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1.Introduction

Insurance industry in China has made great progress along with the continuous development of Chinese economy, and insurance plays an increasingly important role in people’s daily life. Therefore, a fair and comprehensive pricing system is essential to the development of insurance industry, which can effectively avoid the adverse selection problem, can maintain the insurance industry in a healthy competition, and can promote the development of insurance industry. According to the China Statistical Yearbook in 2015, the premium income of automobile insurance was 619.9 billion yuan, accounting for 73.59% of the premium income of property insurance; in 2016, the premium income of automobile insurance was 683.42 billion yuan, accounting for 73.76% of the premium income of property insurance; in 2017, the premium income of automobile insurance was 752.11 billion yuan, accounting for 71.35% of the premium income of property insurance. It can be seen that the premium income of automobile insurance is steadily increasing, and the proportion of the premium income to the property insurance premium income is maintained at more than 70%.
Hence, the profitability of automobile insurance plays a decisive role in the operating efficiency of property insurance companies. However, the operating condition of the automobile insurance business in China is generally poor. According to the data of China Insurance Regulatory Commission in 2018, only seven property and automobile insurance companies made profit, where 48 out of 55 unlisted property and casualty insurance companies engaged in the automobile insurance business suffered losses to varying degrees. The total loss of automobile insurance is about 8.68 billion yuan, and the loss ratio is too high in most years.

The main problem of excessive high claims in automobile insurance is inadequate premium ratemaking. Inadequate premium ratemaking does not simply mean that the premium rates are too high or too low, but means that the premiums among different risks are not differentiated or the distinctions are inappropriate, which leads to a large number of adverse selection and causes poor business quality so that the premium income does not match with the risk the company takes.

The study on premium ratemaking of automobile insurance has been attracting many scholars’ attention. Bailey and Simon first proposed the idea of classification pricing, which classified insurance policies according to a certain characteristic of the risk and priced each type of insurance policies separately [1]. Denneberg first proposed the Poisson-gamma model to study the frequency of nonhomogeneous insurance policy claims and obtained good fitting results in empirical research on auto insurance [2].

The generalized linear model (GLM) is a widely accepted model for premium ratemaking of automobile insurance in recent decades. In the last century, Nelder and Wedderburn first proposed the GLM, which has been widely used as once proposed [3]. Samson and Thomas used the GLM to perform pricing for the premium rate based on the data of a third-liability insurance from an insurance company in UK, and they found that no claim discount, automobile type, region, and age class of the automobile owner have significant impact on both the claim amount and claim frequency [4]. Smyth introduced the maximum likelihood estimation of the DGLM, considered the situation when the population obeys the normal and inverse Gaussian distribution, and analyzed the selection of the initial value of the iteration [5]. Stroinski and Currie evaluated the risk through the GLM based on the data of a third-liability insurance from an insurance company in UK and proved that the GLM plays an important role in premium ratemaking of automobile insurance [6]. Meng briefly analyzed the shortcomings of traditional nonlife insurance product rate determination methods, such as the single analysis method and minimum bias procedure. It also proved that the GLM can be applied to determine premiums for automobile products by using a group of automobile insurance data [7]. Draper showed that the GLM fitted better than the traditional model based on automobile insurance data of an insurance company in France by using SAS software [8]. Zhao and Chen applied the dual-generalized linear model to price the automobile insurance premium rate. Based on an empirical study of a group of automobile insurance loss data, they found that the dual-generalized linear model is more reasonable to determine the premium rate compared with the GLM [9].

With the development of research on GLMs, scholars have found limitations of the GLM. Initially, the GLM only builds the regression relationship between the expected value of the response variable and explanatory variables and assumed that the dispersion parameter is constant. Although this assumption simplifies the model, it does not hold for some cases. Smyth and Jorgensen applied the DGLM to the premium ratemaking of auto insurance and directly predicted the premium rate of auto insurance. However, the regional factors were excluded in the empirical study, and the obtained rate structure did not reflect the regional differences [10]. Antonio and Beirlant combined the generalized linear-mixed model and Bayesian method to determine premium rates and found that this combination performs well [11]. According to the nonlife insurance loss data, Frees et al. firstly analyzed the claim frequency, claim type, and claim intensity under the framework of the hierarchical model, then applied the Bayesian method to determine the joint probability distribution among variables, and finally predicted the total claim loss in the future. Finally, they used the simulation method to predict the premium under the policy limit [12]. Wang et al. considered that the fat tail of automobile insurance loss data has significant impact on premium ratemaking; hence, they introduced the density function to describe the fat tail distribution, and based on it, they constructed the GAM-LESS model under the type-two generalized beta distribution, which improved the limitations of assumptions and parameter modeling in the traditional GLM and increased the accuracy of the prediction for automobile insurance loss [13]. In the past, it was assumed that the total claim distribution was compound Poisson-gamma distributed. The GLM was used for the claim frequency and claim intensity, respectively, and then, the expected total claim was set to be equal to the expected value of claim frequency times the expected value of claim intensity. Zhang and Xie assumed that the total claim amount followed the Tweeitie distribution, then directly established a GLM for the total claim amount, and obtained the average value of the total claim amount for each risk. Through the empirical analysis of the data, the above two methods are compared, and results showed that the data fitting degree based on Tweeitie distribution was better [14].

With the development of science and technology, more and more attention has been paid to the driving behavior in premium ratemaking of automobile insurance. Ayuso et al. demonstrated how automobile insurance can be improved by incorporating mileage and driver behavior data. The key idea is that telemetry should facilitate the inclusion within insurance pricing of those factors that traffic authorities identify as being associated with risky drivers [15]. Huang and Meng studied the use of a wide range of driving behavior variables to predict the risk probability and claim frequency of an insured vehicle. The advantage of the model is that it can improve the interpretability and predictive accuracy of the model at the same time, thus providing a new solution for the classification pricing of UBI products [16].
Artificial neural network is a new model. It is a kind of computational model which imitates the structure of biological network after human beings have fully studied the structure of animals.

1. BP neural network model is applied to automobile insurance.
2. Genetic algorithm is used to optimize the structure of BP neural network.
3. An early stop method is introduced to avoid the overfitting problem.

The neural network is composed of multiple neurons, and each neuron is connected to each other to form a network. The network transmits and processes information and imitates the human brain structure. It has strong adaptability and can process linear and nonlinear data. The BP neural network algorithm based on backpropagation is one of the most mature and widely used neural network algorithms.

Many scholars have introduced neural network algorithms into the insurance industry. Brockett et al. applied Kohonen’s self-organizing competitive networks to identify fraud problems in personal injury insurance [17]. Liu et al. compared the multiclass AdaBoost tree with the generalized linear model, two-layer BP (backpropagation) neural network, and support vector machine (SVM) to predict the effect of claim intensity, and they found that the AdaBoost method has the best prediction accuracy and relatively small variance [18]. Mzhavia applied neural networks to the risk classification of car drivers and found a set of neural networks with the best classification effect. The number of neurons in the input layer, hidden layer, and output layer of the network was 11, 12, and 2. The inspiration function was a hyperbolic tangent function [19]. Under the assumption of Poisson distribution, Wüthrich used the speed-acceleration data recorded by the Internet of vehicles to extract the driving behavior factor through the Bottleneck neural network learning algorithm and established a generalized additive model to predict the frequency of claims [20]. Zhang and Wang applied SOM to the claim prediction of automobile insurance, which provided a new way of premium ratemaking of automobile insurance [21]. In addition, the application of the neural network in other fields can be seen in Lin et al.’s research [22–25].

In summary, it can be found that there are abundant research studies on automobile insurance pricing and premium ratemaking, and scholars have been seeking new methods to price for automobile insurance more accurately. At the early stage, scholars mainly studied generalized linear models and continuously improved the generalized linear models so that the generalized linear models could be better applied to the premium ratemaking. However, the generalized linear models still have some shortcomings. The BP neural network has strong fault tolerance and high accuracy when fitting data. Aiming at the characteristics of the BP neural network, this paper tries to apply the BP neural network to price for automobile insurance rates and verifies the model with real data from insurance companies. The accuracy of the model is expected to provide new ideas for the premium ratemaking in the insurance industry.

The outline of the paper is organized as follows. In Section 2, we construct the BP neural network model. In Section 3, empirical analysis is carried out on the model. In Section 4, according to the characteristics of the data, we extend the model and verify that the model is also applicable to all regions of the country. In Section 5, we study the application of the model in automobile insurance ratemaking. Finally, conclusions and policy recommendations are given in Section 6.

2. The BP Neural Network Model and Optimization

2.1. The BP Neural Network Model. The BP neural network is currently the most widely used neural network. The learning rule is to adopt the algorithm of backpropagation, using the steepest descent method to adjust the coefficient in reverse according to the error between the actual output value and expected output value, until the coefficient is optimized to make the error within the acceptable range. The BP neural network can learn fixed patterns, use some data to determine the corresponding parameters, and then make predictions based on these parameters.

A three-layer BP neural network model is used in this paper, which is composed of an input layer, an output layer, and a hidden layer. Its structure is shown in Figure 1.

We assume that there are \( n \) neurons in the input layer, \( f \) neurons in the hidden layer, and two neurons in the output layer. \( X_k = (x_{k1}, x_{k2}, \ldots, x_{kn}) \) which are input values, \( k = 1, 2, \ldots, m \). \( a_{ij} \) are the weights connecting the input layer and the hidden layer and \( \beta_{ji} \) are the weights connecting the hidden layer and the output layer value, where \( i = 1, 2, \ldots, n \), \( j = 1, 2, \ldots, f \), and \( l = 1, 2 \). Neurons in the same layer are not connected to each other, and each neuron between the input layer and hidden layer and hidden layer and output layer are connected.

The specific algorithm of the BP neural network model based on Figure 1 is as follows: assuming that the stimulus function uses the sigmoid function, sequentially input \( m \) sample data \( X_1, X_2, \ldots, X_m \) and then randomly select the \( k \)th input sample \( X_k = (x_{k1}, x_{k2}, \ldots, x_{kn}) \); the hidden layer input vector is \( Y_k = (y_{k1}, y_{k2}, \ldots, y_{kn}) \); the hidden layer output vector is \( Z_k = (z_{k1}, z_{k2}, \ldots, z_{kn}) \), the input vector of the output layer is \( \hat{Y}_k = (\hat{y}_{k1}, \hat{y}_{k2}) \); \( \hat{Z}_k = (\hat{z}_{k1}, \hat{z}_{k2}) \) is the output vector of the output layer, the expected output vector is \( \hat{R}_k = (r_{k1}, r_{k2}) \); the threshold of each neuron in the hidden layer is denoted as \( a_{ij} \); the threshold of each neuron in the output layer is denoted as \( b_{ij} \); the inspiration function is \( f(\cdot) \), the learning parameter is \( \mu \), and \( E = (1/2) \sum_{k=1}^{m} (r_{lk} - \hat{z}_{lk})^2 \) is the error function.

The input and output of each neuron in the hidden layer and output layer can be calculated as follows:

\[
y_{jk} = \sum_{i=1}^{n} a_{ij} x_{ik} - a_j,
\]
\[
z_{jk} = f(y_{jk}),
\]
\[
\hat{y}_{lk} = \sum_{j=1}^{f} \beta_{jl} z_{jk} - b_l,
\]
By using the expected output and actual output of the network, the partial derivative of the error function for each neuron in the output layer is as follows:

\[
\frac{\partial E}{\partial y_\ell} = \frac{\partial}{\partial y_\ell} \left[ \frac{1}{2} \sum_{j=1}^{m} (r_{\ell k} - \bar{z}_{\ell k})^2 \right] = \frac{\partial}{\partial y_\ell} \left[ \frac{1}{2} \sum_{j=1}^{m} (r_{\ell k} - f(\bar{y}_{\ell k}))^2 \right] = -\sum_{j=1}^{m} (r_{\ell k} - \bar{z}_{\ell k}) f'(\bar{y}_{\ell k}) \frac{\partial}{\partial y_\ell} (r_{\ell k} - f(\bar{y}_{\ell k})) = -\sum_{j=1}^{m} (r_{\ell k} - \bar{z}_{\ell k}) f'(\bar{y}_{\ell k}) (\bar{z}_{\ell k} - \delta_{\ell k}).
\]  

(1)

By using the connection weight from the hidden layer to the output layer, the output layer and output of the hidden layer to calculate the partial derivative of the error function for each neuron of the hidden layer is given as follows:

\[
\frac{\partial E}{\partial y_{jk}} = \frac{\partial}{\partial y_{jk}} \left[ \frac{1}{2} \sum_{i=1}^{n} (r_{ik} - \bar{y}_{ik})^2 \right] = \frac{\partial}{\partial y_{jk}} \left[ \frac{1}{2} \sum_{i=1}^{n} (r_{ik} - f(\bar{y}_{ik}))^2 \right] = -\sum_{i=1}^{n} (r_{ik} - \bar{y}_{ik}) f'(\bar{y}_{ik}) \frac{\partial}{\partial y_{jk}} (r_{ik} - f(\bar{y}_{ik})) = -\sum_{i=1}^{n} (r_{ik} - \bar{y}_{ik}) f'(\bar{y}_{ik}) (\bar{y}_{ik} - \delta_{ik}).
\]

(2)

Through the above two formulas, we can get the change of weight value \( \beta_{jl} \) in each adjustment as follows:

\[
\Delta \beta_{jl} = -\mu \frac{\partial E}{\partial \beta_{jl}} = -\mu \frac{\partial E}{\partial y_{jk}} \frac{\partial y_{jk}}{\partial \beta_{jl}} = \mu \delta_{ik} \bar{z}_{jk}.
\]

(4)

After \( N \) adjustments, the \((N + 1)\)th value is as follows:

\[
\beta_{jl}^{N+1} = \beta_{jl}^N + \Delta \beta_{jl}.
\]

(5)

Similarly, we can get the change of weight value \( \alpha_{ij} \) in each adjustment and the \((N + 1)\)th value after \( N \) adjustments as follows:

\[
\Delta \alpha_{ij} = -\mu \frac{\partial E}{\partial \alpha_{ij}} = \mu x_{ik} \rho_{jk},
\]

\[
\alpha_{ij}^{N+1} = \alpha_{ij}^N + \Delta \alpha_{ij},
\]

(6)

and the global error can be calculated as follows:

\[
E = \frac{1}{2m} \sum_{k=1}^{m} \frac{1}{2} \sum_{l=1}^{n} (r_{lk} - \bar{z}_{lk})^2.
\]

(7)

Finally, compare the size of the global error with the setting error. If the global error exceeds the setting error, keep adjusting the weights until the setting error is met.

The calculation process of the BP neural network model can be presented graphically, as shown in Figure 2.

2.2. Optimization and Control Problem of Overfitting Issue of the BP Neural Network. The BP neural network performs local search according to the gradient descent method, and the weight adjustment in the network is realized by the local adjustment. However, the BP neural network has the following problems. Firstly, adjusting the weight locally makes...
the weights fall into the local optimum rather than the global optimum. Secondly, when using the gradient descent method for optimization, there will be a flat area when the output neuron result is close to 0 or 1, where the error changes slightly with the weights in the flat zone, which causes the training process to be extremely slow and even be judged by the network that the global optimal solution has been found, and the network training will stop.

Considering the above shortcomings of the BP neural network, this paper chooses a genetic algorithm to improve the structure of the BP neural network. The genetic algorithm has the following characteristics:

1. The genetic algorithm starts searching from multiple starting points instead of starting from one single point so that the search range is larger when searching for the best, which is more conducive to search for the global optimal solution.

2. The genetic algorithm searches for the target solution in an adaptive manner, in which a series of operations such as selection, crossover, and mutation is operated based on a certain probability; hence, there are great flexibility and nondirectionality in the search process.

3. The genetic algorithm does not rely on search space knowledge and other auxiliary information. It only calculates the degree of individual pros and cons based on the fitness function and performs subsequent operations on this basis.

4. The genetic algorithm takes the coding of the required target variable as the operation target.

Based on the above characteristics, this method can use the parallel property of the global search to find the optimal connection weight set of the neural network, and the use of gradientless optimization and random operators helps to evolve the initial weights of the artificial neural network so that the probability of the BP algorithm falling into a local minimum is minimized.

Therefore, this paper is based on the genetic algorithm to search the optimal value for the initial weight and threshold in the neural network to optimize the BP neural network. The process is set as follows. At the first stage, the genetic algorithm is used to train the neural network. The genetic algorithm is used to evolve the optimal initial weight and threshold set of neural network training. This is achieved by the genetic algorithm simultaneously searching in all possible directions in the search space and narrowing it down to the area where the best possible weight and deviation can be found. In the second stage, the neural network is trained using the BP algorithm. The training starts by initializing the BP algorithm and using the genetic algorithm to assist in training the initial weights and thresholds of the evolution. The neural network with optimal weights and thresholds is initialized by using the BP algorithm, and the global optimal solution started by the genetic algorithm is searched continuously by adjusting the weights and thresholds of the neural network.

Although the genetic algorithm is used to optimize the structure of the BP neural network, the network may still have an overfitting problem. The overfitting problem means that the accuracy of the network on the training set is very high, but the accuracy on the test set is relatively low, which affects the generalization of the model.

In order to avoid overfitting, the early stop method is applied in this paper. This method divides the sample into a confirmed subset and uses this subset to test the network error during the training process. In the initial stage of training, the network error will be reduced; but, when the network begins to overfit, the network error will rise; when the network error rises in a certain number of iterations, the network stops training. At this time, the weight and bias value of the network can be obtained when the network error is the smallest.

In addition, this paper also uses 26,100 pieces of data to train each parameter by increasing the amount of data as much as possible. The feature diversity of the data helps to make full use of all training parameters to result estimation and simulation more accurate.

Finally, this paper also reduces the number of BP neural network layers and the input layer and hidden layer neurons to prevent overfitting when building the model.

Figure 3 shows the error reduction graph in network training. The errors of the training set, prediction set, and confirmation subset have been decreasing until they become stable, indicating that the network has no overfitting problems. At the same time, the prediction accuracy of each prediction set below is also very high which verifies the conclusion.

3. Empirical Analysis of the BP Neural Network Model

3.1. Data Source Analysis. The data in this paper comes from real claim data of an insurance company in Shandong Province. The data contains eight columns, which are owner’s age, owner’s gender, number of seats, vehicle age,
purchase price, vehicle weight, NCD coefficient, and aggregate claim amounts, totaling 30,000 data. After removing outliers, there are 29,000 valid data remaining. The data covers 17 prefecture-level cities in Shandong Province, but the amount of data is not uniformly distributed in each prefecture-level city. Among them, the data of five prefecture-level cities such as Weifang, Binzhou, Jining, Yantai, and Weihai exceeds two thousand data, of which there are 6500 data in Yantai city, and the data of the remaining prefecture-level cities are less than one thousand. Some data are shown in Table 1.

3.2. Overall Modeling and Result Analysis. This paper takes the owner’s age, owner’s gender, number of seats, vehicle age, purchase price, vehicle weight, and NCD coefficient as input variables and the aggregate claim amount as the output variable. In addition, the data required by the BP neural network model is divided into a training set and a test set. The training set is used to train the network, adjust the parameters, and control the error within our goals, where the test set uses the trained network to predict the aggregate claim amount. In order to make the network training more accurate and to take the recognition degree of the output result graph into account, we select 90% of the data as a training set of the neural network, and the remaining 2,900 data are used as a test set to test prediction performance of the neural network.

Since there is a big difference in the magnitude of the data used in this paper, it will have a negative impact on the training of the network, reducing the learning ability of the network, and may even fail to reach the training goal. Therefore, all the data will be normalized at first, where all the data are mapped in the range of 0-1 to facilitate network training.

In this paper, the number of nodes in the input layer is set to 7, corresponding to 7 input variables. The number of nodes in the output layer is 1, which corresponds to the aggregate claim amount. The number of nodes in the hidden layer has a significant impact on the performance of the network, and this paper adopts an empirical algorithm to determine the number of nodes in the hidden layer, that is, $\sqrt{m+n+a}$, where $m$ and $n$ are the number of nodes in the input layer and output layer, respectively, and $a$ is a random number, and after many tests and adjustments, it is taken 1 in this paper. The insipr function between the input layer and hidden layer adopts a tan $\sigma$ function, which is a hyperbolic tangent insipr function. The activation function between the hidden layer and output layer adopts a purelin insipr function, which is a linear insipr function. The training function uses a trainlm function. The network parameters in this paper are set as follows: the learning rate is 0.1, and the target accuracy is set to 0.00001. We use prediction accuracy to measure the results of network prediction, which is defined as follows:

$$\text{prediction accuracy} = 1 - \frac{\text{prediction value} - \text{real value}}{\text{real value}}.$$  

We first let the network randomly select the training set and use the selected training set to train the network. The analysis of the training network result is shown in Figure 3.

Figure 4 is a state diagram of using the training set to complete the training for the network, and it indicates that the error between the output value of the training set and the actual output value is 0.000000628 after the iteration; hence, the network can accurately fit this type of data. This also shows that the BP neural network model can be used to fit and predict the total claim amount of automobile insurance, and the trained network is a network with superior performance.

Figure 5 shows the goodness of the fit, and it indicates that global goodness of fit $R$ reaches 0.99952, and the coefficient is very close to 1, which strongly indicates that the input neuron variable has a strong explanatory effect on the output neuron variable. The BP neural network model is very suitable for the fitting of automobile insurance claim data, and it can be used to fit and predict the aggregate claim amount.

Figure 6 is an effect diagram of using the trained network to fit the training set data. Since the individuals with no claims in the data set account for the majority, the bottom of the graph is denser, and the actual value and fitted value are stacked together, indicating that the fitting effect for zero claim amount is very good. For some very small claims, although the plots are relatively dense, it can be seen that they can be fitted well too. For individuals with relatively large claims, the network can also be accurately fitted. Hence, the network fits the training set well, and it fits most individuals accurately.

Given that the BP neural network model can accurately fit the training set, the trained network model is used to predict the data of the test set. Figure 7 shows the comparison between predicted values and actual values of the test set. The test data set also accounts for the majority of individuals with no claim, so the phenomenon of
accumulation appears at the bottom of the graph, which also shows that the network can accurately predict individuals with zero claims. In addition, the prediction of individuals whose total claim amount is not zero is also very accurate. The output shows that the prediction accuracy of the network on prediction data set is 99.68%, which proves the accuracy of the overall prediction results of the network, indicating that the BP neural network is very suitable for predicting the aggregate claim amount of automobile insurance.

### 4. Generalization of the Model Based on Data

As the automobile claim data is confidential for each insurance company, it is difficult to obtain comprehensive data. The data used in this paper only includes the claim data of various cities in Shandong Province, so the data has certain geographical limitations. Since each place has its own unique characteristics in terms of topography, weather, and economy, the data of each prefecture-level city has its own uniqueness. It can be considered that the data characteristics...
of each prefecture-level city are different; hence, the accuracy and adaptability of the model will be tested and verified based on the data at the prefecture-level city level. If it can be verified that the BP neural network model can accurately fit and predict the data of each prefecture-level city, then the model is applicable to data national wide. Because some prefecture-level cities contain relatively few data and are not representative, this paper only uses prefecture-level cities with more than two thousand data to fit and to predict, such as Binzhou City, Jining City, Weihai City, Weifang City, Jinan City, and Laiwu City.

When fitting and predicting the data of each prefecture-level city, this paper randomly divides the data into a training set and a prediction set by considering that a certain amount of data is required to train the network. The training set accounts for 90%, and the test set accounts for 10%. The target accuracy is set to 0.00001. The following describes the fitting and forecasting for the six prefecture-level cities in detail.
4.1. Binzhou City. Binzhou City has only 2300 pieces of data. By fitting and forecasting the data of Binzhou City, the following training results and prediction results are obtained, as shown in Figures 8 and 9.

Figure 8 shows the effect of fitting the data of the training set from Jinzhou City. Individuals with a claim amount of zero are accurately fitted and stacked at the bottom of the graph, and both small claims and large claims are also accurately fitted. From the above figure, it can be seen that the network accurately fits the Binzhou training set data as a whole.

Figure 9 gives the comparison between predicted values and actual values. It shows that the predicted values of the aggregate claim amount of zero is exactly the same as the true values, and small aggregate claim amounts can almost be predicted correctly. There is only a small error in the predicted value of the high claim data. From the output of the network, the prediction accuracy of the network on the prediction data set of Jinan City is 99.06%, which indicates that the network has made accurate predictions on the prediction data set of Binzhou City.

4.2. Jining City. There are only 2130 pieces of data in Jining City. By fitting and forecasting the data of Jining City, the following training result figure and prediction result figure are obtained, as shown in Figures 10 and 11.

Since this dataset contains a large number of individuals with zero claims, there is a stacking phenomenon at the bottom of Figure 10, which also shows that the individuals with zero claim amount are accurately fitted. Figure 10 shows that the network accurately fits both small claims and large claims, meaning that the network fits well in general.

Figure 11 gives the comparison between the actual values and predicted values obtained by predicting the input data of the prediction set. It can be seen from Figure 11 that the predicted values of the small aggregate claim amounts are completely consistent with the actual values. The prediction accuracy of the network for the prediction set data is 99.49%, which shows that the network can also be applied to fit Jining automobile insurance claim data and accurately predict the accumulated claim amount.

4.3. Weihai City. There are 2020 pieces of data in Weihai City. By fitting and forecasting the data of Weihai City, the following training results and prediction results are obtained, as shown in Figures 12 and 13.

Figure 12 is a comparison diagram of the fitted values and actual values of the training set after the network is trained through the Weihai city training dataset. It can be seen that there are many claims in the training set of this city, and the network accurately fits all the data with claims.

Figure 13 indicates that the network accurately predicts the data in the prediction data set with claims, and the predicted values are consistent with the actual values. The predicted and actual values of the data without claims are stacked at the bottom of the image, and the prediction accuracy of the prediction set of Weihai City by the network is 99.76%; hence, the prediction outcome of the network is very good.

4.4. Weifang City. There are 3000 pieces of data in Weifang City. By fitting and forecasting the data of Weifang City, the following training result figure and prediction result figure are obtained, as shown in Figures 14 and 15.

The accumulation phenomenon appears at the bottom of Figure 14, and the trained network accurately fits individuals
with zero claims. Most of the data for claims in the training set of this city are small claim amounts and larger claim amounts. The fitting values of the network to claim data are consistent with the actual values, indicating that the network has a good fitting effect.

It can be seen from Figure 15 that claim amounts in Weihai’s prediction set vary. The predicted value of the network for each piece of claim data is consistent with the actual value. Again, the predicted values and actual values of the data for which no claim has occurred are stacked at the bottom of the image. The overall prediction accuracy of the network for the prediction set data is 98.83%, and the prediction performance is good.

4.5. Jinan City. There are 4370 pieces of data in Jinan City. By fitting and forecasting the data of Jinan City, the following training result figure and prediction result figure are obtained, as shown in Figures 16 and 17.

Figure 16 shows the comparison between fitted values and actual values of the trained network on the input data of the training set. Since there are more data in this prefecture-level city, the proportion of data without claims is larger, so the lower part of the graph appears to have a heavy accumulation phenomenon, and at the same time, fitted values of the claim data are consistent with actual values, and the network fits well. Besides, there are many claims in this data set, and the network still has a good fit for all claim data.
Figure 17 shows the comparison between predicted values and actual values of the input data of the test set by the network. Laiwu City has more centralized claim data, and the network has made accurate predictions for most of the claim data. The prediction for zero claims is accumulated at the bottom of the graph. The overall prediction accuracy of the network for the prediction set data is 99.96%, and the prediction effect is very good.

4.6. Laiwu City. There are 2600 pieces of data in Laiwu City. By fitting and forecasting the data of Laiwu City, the following training result figure and prediction result figure are obtained, as shown in Figures 18 and 19.

Figure 18 shows the fitting effect of the training set in Laiwu City. The fitted value of the network for each piece of claim data can accurately correspond to the actual value. The predicted and actual values of the zero claim data are stacked at the bottom of the graph, and the network has a good fitting effect.

Figure 19 is the prediction output of the trained BP neural network on the Laiwu City prediction data set. It shows that the network can accurately predict the claim data in the prediction data set. The overall prediction accuracy of the network for this prediction set data is 99.98%, and the overall prediction performance of the network is good.

In summary, the BP neural network model not only can accurately fit and predict the claim data of the entire
Shandong Province but also can accurately fit and predict the data of six prefecture-level cities. Besides, the trained BP network has a prediction accuracy of over 95% for each prefecture-level city, indicating that it is reasonable and accurate to use the BP neural network model to fit and predict the aggregate claim amount of automobile insurance. Moreover, the BP neural network fits and predicts the data of six prefecture-level cities with different data characteristics well, indicating that the BP neural network can adapt to data with different characteristics in different regions. As the BP neural network has a strong tolerance, the network can be used to fit and predict data nationwide.

5. Premium Ratemaking

5.1. Model Introduction. Credibility theory is the study of how to reasonably use prior information and individual claim experience to estimate, predict, and formulate posterior insurance premiums. The posterior premium estimate is calculated as follows:
where $Z$ ($0 < Z < 1$) is the reliability factor. The posterior premium estimate is called the reliability estimate. Only by choosing the reliability factor correctly, the adjusted insurance premium can then be closed to its actual risk level. In addition to insurance premiums, the credibility theory can also be used to estimate the number of claims, total claim amounts, loss ratio, and relative number of levels. There are two types of credibility models: the classical reliability model and most accurate reliability model.

The classical reliability model attempts to limit the influence of random fluctuations in the observed data on the estimated value, which is also called the limited-fluctuation reliability theory. In the classical reliability model, it is necessary to determine when the individual risk reaches a certain scale, and the reliability factor $= 1$, that is, the empirical data is fully credible. This scale becomes the “full credibility standard,” and the reliability factor less than 1 is called partial credibility. Suppose the data volume of the individual risk is $n$; then, $n_f$ is the full credibility standard. If $n > n_f$, then the reliability factor $Z = 1$. If $n < n_f$, then $Z = \sqrt{n/n_f}$.

The most accurate reliability model is the so-called least squares reliability model. This model determines the reliability factor by minimizing the sum of squared errors.
between the estimated value and actual value and emphasizes the accuracy of the estimated results, mainly including the Buhlmann reliability model and Buhlmann–Staib reliability model. The Buhlmann reliability model assumes that the scale of the individual risk remains the same. If \( n \) represents the empirical period, that is, the number of years of observation of empirical data, the reliability factor \( Z \) is given as \( Z = n/(n + k) \), and \( k \) is called the Buhlmann parameter, which is the ratio of the mean of the process variance (EPV) to the variance of the hypothetical mean (vhm). In the Buhlmann–Staib reliability model, the scale of the individual risk can be changed. The Buhlmann reliability model is a simplified form of it. In the most accurate reliability model, empirical data and prior data both have significant influence on the reliability factor. For equally important influences, the reliability factor can only be found when empirical data and prior data are determined.

5.2. The Buhlmann Model in Nonparametric Estimation. Since nonparametric estimation does not require the use of overall information (the overall distribution and some parameter characteristics of the population), the distribution type of the population does not need to be assumed, and we can directly perform statistical testing on the distribution of the population, so, in this paper, we use the Buhlmann model from nonparametric estimation to calculate pure premiums.

Since the BP neural network can accurately predict the claim information for each of the insured and in the previous empirical analysis, we have proved that the BP neural network can accurately predict the total claim amount of the insured. Therefore, we use the obtained claim prediction value as empirical data to determine individual premiums. The following is based on the actual claim data and predicted data of the six prefecture-level cities to calculate the premium.

First of all, we use the average actual claim amounts \( \mu \) of the six prefecture-level cities as prior data and the claims of different individuals predicted by the BP neural network \( X_{i,j} \) as empirical data, and by applying the formula \( P_i = Z_i \times X_{i,j} + (1 - Z_i)\mu \), the average net premiums of the corresponding six prefecture-level cities \( P_i \) are obtained, where \( i \) represents the \( i \)th prefecture-level city, \( Z_i \) is the reliability factor of the \( i \)th prefecture-level city, \( X_{i,j} \) is the average predicted claim amount of the \( i \)th prefecture-level city, \( X_{i,j} \) is the predicted claim amount of the \( j \)th insured from the \( i \)th prefecture-level city, \( Y_{i,j} \) indicates the actual claim amount of the \( j \)th insured from the \( i \)th prefecture-level city, and \( n_i \) indicates the number of people in the training set of the \( i \)th prefecture-level city. \( i = 1, 2, \ldots, 6; j = 1, 2, \ldots, n_i \).

The average value of predicted claims for the \( i \)th prefecture-level city in Shandong Province is calculated as \( \bar{X}_i = (9/n_i) \sum_{j=1}^{n_i} X_{i,j} \).

The average value of predicted claims of six prefecture-level cities in Shandong Province is \( \bar{X} = (1/6) \sum_{i=1}^{6} \bar{X}_i \).

The actual mean value of claims in the training set of the \( i \)th prefecture-level city in Shandong Province is \( \mu_i = E(Y_i) = E((1/n_i) \sum_{j=1}^{n_i} Y_{i,j}) \). The average value of actual claims in the training set of six prefecture-level cities in Shandong Province is \( \mu = E(Y) = (1/6) \sum_{i=1}^{6} E(Y_i) = (1/6) \sum_{i=1}^{6} \mu_i \).

The variance of the predicted claim amount for the \( i \)th prefecture-level city is \( \nu_i = \text{Var}(X_{i,j}) \).

The variance of the forecast claim amount in Shandong Province is as follows:

\[
\nu = \frac{1}{6} \sum_{i=1}^{6} \nu_i = \frac{1}{6} \sum_{i=1}^{6} \text{Var}(X_{i,j}),
\]

and we have

\[
\text{Var}[\bar{X}_i] = E[\text{Var}(X_{i,j} | \Theta_i)] + E[\text{Var}(X_{i,j} | \Theta_i)] = \frac{\nu}{n_i} + a, \quad (11)
\]

where the estimated value for the structural parameter is \( \mu_i \), size of risk \( X_i \) is measured by \( \Theta_i \), and \( \nu \) and \( a \) are calculated as follows:

(1) \( \bar{\mu}_i = Y_i = (1/n_i) \sum_{j=1}^{n_i} Y_{i,j} \) is the estimated mean value of actual claims in the \( i \)th prefecture-level city

(2) \( \bar{\nu}_i = \nu_i = \text{Var}(X_{i,j}) \) is the variance of the predicted claim amount for the \( i \)th prefecture-level city

(3) \( \bar{\nu} = (1/6) \sum_{i=1}^{6} \bar{\nu}_i \) is the variance of the forecast claim amount of six prefecture-level cities in Shandong Province

\[
\tilde{a} = \frac{1}{6} \sum_{i=1}^{6} (\bar{X}_i - \bar{X})^2 - \frac{\bar{\nu}}{n}
\]

(12)

The pure premium of each prefecture-level city is calculated as follows:

\[
P_i = \bar{Z}_i \bar{X}_i + (1 - \bar{Z}_i)\mu, \quad i = 1, 2, \ldots, 6,
\]

where

\[
\bar{Z}_i = \frac{n_i}{n_i + k}, \quad \bar{Z} = \frac{n}{n + k},
\]

(14)

5.3. Empirical Analysis of Premium Ratemaking. Through the Buhlmann model, we find the parameter values for each prefecture-level city and calculate the pure premium and corresponding aggregated pure premium for each prefecture-level city according to the corresponding parameters.

From Table 2, it can be seen that the training of the BP neural network requires a certain amount of data. Generally, the larger the amount of data, the better the performance of the trained network and the higher the accuracy of the predicted data. The \( Z \) value increases with the increase of the amount of data, which means that, as the amount of data increases, the predicted value obtained through the BP neural network weighs more in the determination of the...
premium, which makes the premium ratemaking more reasonable for individuals with different risks.

Besides, the average pure premium of each prefecture-level city calculated by the above model can ensure that insurance companies do not lose money in the automobile insurance business. The average net premiums calculated by Jinan and Binzhou are almost the same as the actual average claims, while the average net premiums calculated by Jining, Laiwu, Weihai, and Weifang are slightly higher than the actual average claims. This shows that our premium ratemaking model is reasonable and can be used as a new idea for automobile insurance companies to determine premium rates.

Based on the parameters obtained from the above model of prefecture-level cities, we can find the pure premiums that each individual should pay in the six prefecture-level city prediction sets. The calculation formula is as follows:

\[ P_{ij} = \hat{Z}_i \times X_{ij} + (1 - \hat{Z}_i)X_i, \]  

where \( P_{ij} \) is the pure premium for the \( j \)th individual in the \( i \)th prefecture-level city, \( \hat{Z}_i \) is the reliability factor of the \( i \)th prefecture-level city, and \( X_{ij} \) is the predicted claim amount of the \( j \)th individual in the \( i \)th prefecture-level city. Laiwu City has been taken as an example to find the pure premiums for individuals. Since the insured usually takes into account no claims preferential treatment rules in real life, this paper also takes this situation into account, and then, when the individual’s predicted claim amount is less than 200, it is recorded as 0. The calculated results are shown in Table 3.

Table 3 shows the premium calculated for selected individuals with different risks. From Table 3, we can see that, for individuals with lower predicted claims, the calculated pure premiums are relatively low, while for individuals with higher predicted claims, the premiums are relatively high. This model can effectively identify risks and helps to charge the insured with premiums that are compatible with their risks, making premium ratemaking more reasonable and fair.

6. Conclusion

A brand new method and idea to price for automobile insurance is attempted in this paper. Different from the traditional model, we did not separately model the number of claims and the individual claim amount, but directly modeled the aggregate claim amount. This idea is simple and straightforward, and the results are clear. Based on the BP neural network model in Matlab, this paper fits and predicts 29,000 valid data in Shandong Province, which shows that the BP neural network can predict the aggregate amount of automobile insurance claims very accurately. In addition, in order to break the regional limitations of the data, we fitted and predicted the data of each prefecture-level city separately with the prefecture-level city as a unit. It shows that the network is very inclusive of data and can break geographical restrictions; hence, it can be applied to nationwide data.

Given that the fitted and predicted aggregate claim amounts are accurate, this paper uses the credibility theory to calculate the average pure premiums for six prefecture-level cities. By using the average aggregate claim amount of the training set data of the entire Shandong Province, the average pure premium of each prefecture-level city is adjusted so that the overall automobile insurance compensation situation of Shandong Province can be considered, and the individual compensation situation of each prefecture-level city can be highlighted. The result shows that the pure premium calculated by this method can improve the profitability of the automobile insurance business.

Taking into account the different risks and aggregate claim amount of each of the insured, this paper aims to find appropriate net premiums for each of the insured corresponding to their risks. Using the reliability factor of individual’s location-level city and the average claim amount of the prefecture-level city to calculate each individual’s pure premium and trying to personalize the premium rate, through this calculation method, individual risks can be identified to a certain extent, and the premium rates can be differentiated to make the determination of car insurance rates more reasonable and fair.

The BP neural network is introduced and applied to the field of automobile insurance, which has the important application value for pricing of automobile insurance rates. The combination of the BP neural network and Buhlmann model can calculate the pure premium that matches the liability of the insurance company, which can effectively
improve the current situation of the loss of the insurance company's automobile insurance business, thereby boosting the enthusiasm and creativity of the insurance company to develop more and better products to promote the soundness of the country's automobile insurance industry.

To avoid the shortcomings of the BP neural network such as slow convergence speed and easy to fall into a local minimum, the genetic algorithm is selected to optimize the BP neural network in this paper. The genetic algorithm has a strong adaptive and optimal ability, which can effectively improve the convergence speed of the BP neural network and prevent the network from falling into a local minimum. At the same time, by considering the overfitting problem of the BP neural network, this paper chooses to use the early stop method to make the network error continue to decrease and stabilize, effectively avoiding the overfitting problem.
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