Environmental Disturbances Decrease the Variability of Microbial Populations within Periphyton
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ABSTRACT  A central pursuit of microbial ecology is to accurately model changes in microbial community composition in response to environmental factors. This goal requires a thorough understanding of the drivers of variability in microbial populations. However, most microbial ecology studies focus on the effects of environmental factors on mean population abundances, rather than on population variability. Here, we imposed several experimental disturbances upon periphyton communities and analyzed the variability of populations within disturbed communities compared with those in undisturbed communities. We analyzed both the bacterial and the diatom communities in the periphyton under nine different disturbance regimes, including regimes that contained multiple disturbances. We found several similarities in the responses of the two communities to disturbance; all significant treatment effects showed that populations became less variable as the result of environmental disturbances. Furthermore, multiple disturbances to these communities were often interactive, meaning that the effects of two disturbances could not have been predicted from studying single disturbances in isolation. These results suggest that environmental factors had repeatable effects on populations within microbial communities, thereby creating communities that were more similar as a result of disturbances. These experiments add to the predictive framework of microbial ecology by quantifying variability in microbial populations and by demonstrating that disturbances can place consistent constraints on the abundance of microbial populations. Although models will never be fully predictive due to stochastic forces, these results indicate that environmental stressors may increase the ability of models to capture microbial community dynamics because of their consistent effects on microbial populations.

IMPORTANCE  There are many reasons why microbial community composition is difficult to model. For example, the high diversity and high rate of change of these communities make it challenging to identify causes of community turnover. Furthermore, the processes that shape community composition can be either deterministic, which cause communities to converge upon similar compositions, or stochastic, which increase variability in community composition. However, modeling microbial community composition is possible only if microbes show repeatable responses to extrinsic forcing. In this study, we hypothesized that environmental stress acts as a deterministic force that shapes microbial community composition. Other studies have investigated if disturbances can alter microbial community composition, but relatively few studies ask about the repeatability of the effects of disturbances. Mechanistic models implicitly assume that communities show consistent responses to stressors; here, we define and quantify microbial variability to test this assumption.
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Many central questions in ecology focus on the sources of variability in populations. Accuracy of predictions is highly valued in ecological studies, and population size is necessarily more predictable when populations are less variable (1, 2). Still, most ecological studies measure changes in the mean number of individuals within populations, rather than the variability of populations across time or space (3, 4). However, the variability of ecological communities is sensitive to environmental drivers and is therefore expected to change in response to disturbances (5, 6). These responses can be observed both temporally, where the variance of a population is calculated over time (7), or spatially, across a landscape or between communities (8). Here, we analyze the variability of populations between replicated microbial communities after a series of experimental disturbances. Specifically, we ask whether this strong environmental forcing creates communities where taxon abundance is less variable than that in undisturbed communities. Thus, we address whether disturbances have repeatable effects on ecological communities.

Some variability naturally exists in all populations. Disturbances could act either to increase or to decrease this level of variability (6, 7). The effect of the disturbance on population variability is dependent upon whether the disturbance acts as a deterministic or a stochastic force (9). For example, disturbance could act as a deterministic force to decrease variability by imposing a consistent selective pressure, thereby creating communities that are more similar to one another (10). Conversely, disturbance could disrupt feedback loops formed by species interactions (11) and cause initially similar communities to exhibit increased stochasticity. Under differing circumstances, both of these responses have been observed in microbial systems. For example, bacterial communities within bioreactors showed variability in composition after being disturbed with glucose additions (12). Although there were consistent functional changes in the bioreactors, there was low replicability in bacterial community composition among reactors. However, disturbances can canalize community composition under other circumstances. Roelke et al. (13) demonstrated that nutrient pulses generated predictable succession in phytoplankton communities, whereas undisturbed communities diverged along chaotic compositional trajectories. However, because experiments studying the variability of microbial communities often use different disturbances and metrics of variation, it is difficult to draw general conclusions about the effect of environmental stress on community variability.

Predicting the composition of microbial communities using environmental disturbances is a major objective of microbial ecology (14). Here, we define a disturbance as an external force that perturbs ecological communities in such a way that it selectively favors or disfavors specific populations or interferes with community processes (15). Several studies have stated that their goal was to understand how environmental disturbances change microbial community dynamics (16–19). However, this prediction is possible only if microbial responses to environmental forcing are repeatable. Thus, to predict microbial community responses, it is first necessary to understand how environmental drivers contribute to community variability (16). Therefore, the relationship between environmental disturbances and population-level variability is important to achieving applied goals, such as modeling microbial community composition.

To address the strong interest in understanding drivers of variability in microbial community composition, some studies have analyzed the range of compositions observed in bacterial communities following novel disturbances. These experiments have found consistent changes in community composition due to the disturbance (20, 21). Thus, strong environmental forcing induced a reproducible shift in bacterial community composition. However, experiments that analyze microbial population variability have been conducted in only a few systems, and results are often qualitative. Furthermore, these results are difficult to generalize because different ecological communities may show varied responses to the same environmental forcing (22, 23). For instance, resilient communities are characterized by a short recovery time (24, 25), so the effects of disturbance on highly resilient communities may be apparent for only a brief period. The response to multiple disturbances is even more difficult to predict,
because there are often interactive and unexpected effects of the compounded stressors (26, 27). Recognizing these challenges, our experiments were designed specifically to analyze responses of two communities experiencing the same disturbances and to examine the effects of multiple disturbances.

In this study, we imposed several disturbance regimes upon periphyton communities in order to examine the effects of disturbances on the variability of populations within the periphyton. Our goal was to determine whether disturbances have repeatable effects on periphyton communities. After initially growing 108 periphyton communities on Plexiglas slides in a common environment, we then randomized each of these replicate communities into one of nine treatments, each corresponding to a different disturbance regime. To generate these nine treatments, we subjected periphyton communities to one of three possible conditions (water-scouring disturbance, disturbance by alteration of depth in the water column, or no disturbance) at two time points. These two disturbances were selected because they are both potential consequences of the high-wind events that occur in our study system (28). This \(3 \times 3\) factorial design generated treatments that included different numbers of disturbances (0, 1, or 2 disturbance events) and different combinations of disturbances.

We quantified the variability of populations between communities within each treatment using the coefficient of variation (CV) of each taxon. The coefficient of variation is calculated as the standard deviation of the populations divided by the mean abundance of the populations and therefore has the advantage of accounting for variance-mean scaling (6). We transformed or detrended CVs as necessary to ensure that this metric was approximately normally distributed and was not biased by mean population size. Then, we used linear mixed models to compare the variability of taxa in undisturbed treatments to the variability of taxa that experienced disturbance. We separately analyzed the diatoms and bacteria found within the periphyton to compare the effects of the same disturbance regimes on these two different ecological communities.

**RESULTS**

Periphyton colonized Plexiglas slides suspended in a shallow (maximum natural depth, \(\sim 4\) m [28]) eutrophic lake over a period of 20 days. Experimental disturbances were then imposed at two time points (time 1 [T1] and time 2 [T2], corresponding to day 20 and day 25, respectively). At these two time points, communities were randomly assigned to conditions under which they were either left undisturbed (Ambient), disturbed by relocating the communities to a different depth in the water column (Depth), or disturbed with water scouring (Scoured). In the altered-depth disturbance, we suspended the Plexiglas slides at a 0.5-m depth, rather than a 3-m depth, for 5 days. In the water-scouring manipulation, we dragged the Plexiglas slides through the water column for 10 min at a rate of 20 to 25 cm/s. Both the Ambient slides and the Scoured slides were then replaced in the lake at 3-m depth for 5 days. The combination of these three conditions at the first time point and three conditions at the second time point created nine treatments: Ambient/Ambient (AA), Ambient/Depth Change (AD), Ambient/Scoured (AS), Depth Change/Ambient (DA), Depth Change/Depth Change (DD), Depth Change/Scoured (DS), Scoured/Ambient (SA), Scoured/Depth Change (SD), and Scoured/Scoured (SS).

**Diatom communities.** Diatom taxa on slides were enumerated by light microscopy to measure the abundance of each taxon within the periphyton biofilm. We used linear mixed models to analyze how the variability of taxa in the disturbed treatments compared to the variability of taxa in the undisturbed treatment, AA. The fixed effects in the model were 4 binary variables corresponding to whether the community received the depth disturbance at T1, the scouring disturbance at T1, the depth disturbance at T2, or the scouring disturbance at T2. A random effect for taxon was included, under the assumption that taxa have differing amounts of inherent population variability. The response variable in the linear mixed models was the square root CV of the taxon populations, measured in density per square centimeter. A lower CV
corresponded to lower variability of a taxon between communities in the same treatment. The estimated treatment effects from the mixed model represent the mean differences in square root CVs between a given treatment and the undisturbed treatment, AA. The treatment that had the highest mean taxon square root CV was the undisturbed treatment, AA. Thus, taxon populations in the AA treatment were the most variable of any treatment. The four treatments that received one disturbance, SA, AS, DA, and AD, all had significantly lower square root CVs than the AA treatment (Table 1). These treatment estimates and the corresponding P values were obtained from the linear mixed model for the diatom taxa. The scouring disturbance reduced the square root CV of the diatom communities by a mean of 0.155 at T1 (P = 0.0343) and by 0.158 at T2 (P = 0.0307). The altered-depth disturbance reduced the square root CV by 0.156 at T1 (P = 0.0330) and by 0.230 at T2 (P = 0.0016). Thus, densities of diatom taxa became more consistent as a result of experiencing one disturbance, regardless of whether the disturbance was applied at T1 or T2.

In both the DD and SS treatments, there were significant positive interactions between the disturbances at T1 and T2 (P = 0.0458 and P = 0.0363, respectively). In these treatments, which received the same type of disturbance at T1 and T2, the taxa were more variable than would be expected from the independent effects of the disturbances at T1 and T2. However, there was no significant interaction between disturbances in communities that experienced different types of disturbances at T1 and T2 (corresponding to treatments DS and SD). Therefore, communities that received different disturbances at the two time points continued to become less variable as a result of experiencing another disturbance, whereas communities that experienced the same disturbance twice did not become as consistent.

We performed principal component analyses (PCAs) to determine if the community composition shifted as a result of the disturbances. We compared the undisturbed treatment, AA, to the disturbed treatments to identify whether the disturbed communities separated from the AA treatment in community composition. Strong separation of disturbed and undisturbed communities would indicate novel community development in the disturbed treatments. The PCA for the diatom communities captured 97.2% of community variability in the first two axes. The first axis, responsible for 92.8% of variability, represented the tradeoff between communities dominated by *Gomphonema* spp. and those dominated by *Nitzschia holsatica*. The loadings for these two taxa on the first axis were -0.650 and 0.757, respectively. The second eigenvector accounted for 4.4% of variability and corresponded to *Cocconeis* spp., colonial *Fragilaria*, *Gompho-

### Table 1

Mixed model results for diatoms

| Disturbance | Estimated effect | P value |
|-------------|-----------------|---------|
| Intercept (AA) | 1.251 | NA^b |
| T1: D | -0.156 | 0.0307* |
| T1: S | -0.155 | 0.0343* |
| T2: D | -0.230 | 0.0016** |
| T2: S | -0.158 | 0.0307* |
| T1: D × T2: D | 0.207 | 0.0458* |
| T1: S × T2: D | 0.102 | 0.3220 |
| T1: D × T2: S | 0.109 | 0.2899 |
| T1: S × T2: S | 0.217 | 0.0363* |
| Random effect | Taxon | 0.0240 | NA |

^aResults of the linear mixed model using disturbances at T1 and T2 as predictors of the taxon-level variability (as given by the square root of the taxon CVs) of diatom communities from the nine experimental treatments. Disturbance effect estimates are given in comparison to the undisturbed treatment, AA, which is why there is no P value estimate for the AA treatment. Each of the single disturbances at T1 and T2 significantly reduced the average taxon square root CV. There were significant positive interactions for communities that received the same disturbance at T1 and T2, corresponding to the DD and SS treatments. No P value was calculated for the random effect, because we were not interested in testing how much variability was explained by differences between taxa. * P < 0.05; ** P < 0.01.

^bNA, not applicable.
nema spp., and Nitzschia holsatica with loadings of −0.481, −0.428, 0.601, and 0.465, respectively.

The communities in the undisturbed treatment, AA, occupied a large area of the PCA space (see Fig. 2A). Communities from the AA treatment spanned nearly the entire length of the first axis and had both the highest and lowest points on the second axis. This PCA indicates that communities within the AA treatment were highly variable, even in the context of the other, disturbed communities. Additionally, the majority of disturbed communities occur within the area spanned by the AA treatment, suggesting that there are no major differences in community composition between the AA treatment and the disturbed treatments.

Bacterial communities. Bacterial community composition in the periphyton was determined using a PCR-based DNA fingerprinting method called automated ribosomal intergenic spacer analysis (ARISA) (29). This method generates a measure of the relative abundance of each population that was amplified by PCR, allowing for rapid comparisons of many samples. Each detected amplicon corresponds to an operational taxonomic unit (OTU). We used a linear mixed model analysis with the same structure as the mixed model for the diatoms but using the normalized ARISA peak height as a measure of population relative abundance. Again, we used this analysis to compare the variability of taxa in communities experiencing disturbances to the variability of taxa in the undisturbed treatment, AA. The treatment effects and $P$ values reported for the bacterial communities were obtained from this analysis.

The analyses for the bacterial communities used the residuals from detrended taxon CVs as the response variable. Detrending was performed because the CVs of the OTUs showed a strong relationship with mean OTU abundances, whereby OTUs with higher mean abundances had lower CVs. To remove the effect of mean abundance, we fitted an exponential model of the OTU CVs as a function of log(OTU mean abundances) (Fig. 1). We then used the residuals of this model as the metric of variability for each OTU, because OTUs with positive residuals were more variable than expected, whereas OTUs with negative residuals were less variable than expected. Because we used these model residuals instead of the OTU CVs, the effect sizes and standard errors are smaller in the bacterial analysis than in the diatom analysis.

For the bacterial communities, AA had the median level of variability out of the nine treatments. However, no treatment was significantly more variable than the AA treatment. No single disturbance at either T1 or T2 had significant effects on the variability of OTUs (Table 2). Thus, the OTUs in the treatments SA, AS, DA, and AD did not strongly differ in variability from those in the undisturbed treatment, AA. However, three out of the four terms for interactions between disturbances at T1 and disturbances at T2 were significant and negative; the treatments DD, SD, and SS had lower CVs than would have

![FIG 1](image-url) We detrended the CVs of OTUs from the ARISA data because the CVs were strongly related to mean OTU relative abundance. We expected the CVs of the OTUs to decrease as OTUs became more abundant. Thus, we fitted an exponential function to the data and used the residuals of this relationship in the subsequent mixed model.
been predicted by the additive effects of disturbances at T1 and T2. Thus, the significant interaction terms show that the responses of the DD, SD, and SS treatments differed substantially from the independent effects of single disturbances. The effect sizes of these interactions show that DD, SD, and SS were the three least variable treatments (Table 2).

As with the diatom communities, we compared the bacterial community composition of the AA treatment to those of the disturbed treatments using a PCA. We evaluated whether the communities in the AA treatment separated from the communities in disturbed treatments to determine if there were consistent compositional differences between the undisturbed and disturbed communities. The PCA for the bacterial communities captured 51.2% of community variability in the first two axes. The first axis accounted for 27.6% of community variability, and the second axis accounted for 23.6% of the variability. The loadings on these two axes were primarily from the most abundant OTUs across all treatments.

The communities in the undisturbed treatment, AA, occurred in close proximity to disturbed communities in PCA space (Fig. 2B). Furthermore, similarly to the diatom ordination, the AA treatment polygon overlapped with every other treatment polygon (see Fig. S5 and S6 in the supplemental material). Additionally, communities in the AA treatment fell along a wide range of the first axis, indicating that communities in this treatment showed substantial variability in community composition. Although many disturbed communities lay outside the area encompassed by the undisturbed treatment, there was no strong separation between disturbed communities and the AA communities. As with the diatom communities, these results suggest that the disturbed communities did not consistently differ from the AA communities in terms of community composition.

Comparing the two communities. We used three different dissimilarity metrics (Sorensen, Euclidean, and Bray-Curtis) in Mantel tests to evaluate whether differences in the diatom communities were related to differences in the bacterial communities. There was no significant relationship between the bacterial and diatom communities for any of the three metrics used ($P = 0.540$, $P = 0.554$, and $P = 0.754$ for Sorensen, Euclidean, and Bray-Curtis metrics, respectively).

We also compared the effects of the linear mixed models of the bacteria and diatom communities. We plotted the average treatment effects from the mixed models to compare how the same treatment affected the diatom communities and the bacterial communities that cooccurred on the slides (Fig. 3). We divided the plot into four quadrants by overlaying the grand mean response of all nine treatments for the diatom communities.
and bacterial communities. Treatments with a response that was greater than the mean were relatively more variable, while treatments that fell below the mean response were relatively less variable. Treatments in quadrant I were above average in variability in both the diatom and the bacterial communities. Treatments in quadrant II were low in variability in the diatom communities but high in variability in the bacterial communities. The reverse was true of the treatments that fell in quadrant IV. Finally, treatments in quadrant III were less variable than average for both the diatom and the bacterial communities.

The AA treatment was firmly inside quadrant I, the most variable quadrant. Conversely, the only two treatments to fall within the least variable quadrant were the doubly disturbed treatments SD and DD. Furthermore, treatments experiencing the

FIG 2 (A) Principal component analysis of the diatom communities showed that the undisturbed treatment, AA, spanned most of the space occupied by the communities in the nine treatments. The majority of disturbed communities fell within the bounds of the AA communities, showing a lack of separation between the AA treatment and the disturbed treatments. The first and second axes together account for 97.2% of community variation. The polygon depicted shows the convex hull of the AA points, which is constructed by drawing the minimum number of connections between points to encapsulate the entire set of AA points. (B) Results from the principal component analysis of the bacterial communities show that there is no strong differentiation between the community composition of the undisturbed treatment, AA, and that of the disturbed treatments. Additionally, the AA treatment covers a wide range of the PC 1 axis, which is the axis that explains the most variability between bacterial communities. The first and second axes together account for 51.2% of community variation. As above, the polygon depicted shows the convex hull of the AA points.

FIG 3 The plot shows the average variability of each treatment in the diatom and bacterial communities, as obtained from the mixed models. The dashed lines show the overall mean responses for the diatom and the bacterial treatments, such that treatments with a value higher than the mean are comparatively more variable. The AA treatment falls in the most variable portion of the plot (quadrant I), whereas the two communities that were least variable (quadrant III) were disturbed twice.
same disturbances, but in different orders, often appeared in different quadrants. The AD and DA disturbances experienced opposite effects, appearing in quadrants II and IV, respectively. Similarly, communities in the SD and DS treatments showed differing effects, particularly along the bacterial axis.

**DISCUSSION**

These experiments support the hypotheses that (i) disturbances decrease the variability of populations within diatom and bacterial communities and that (ii) multiple disturbances have interactive effects. For the diatom communities, every treatment that experienced a single disturbance had a significantly lower square root CV than did the AA treatment. This consistent result shows that communities that were disturbed once became less variable than communities that were undisturbed. However, double disturbances did not necessarily cause the communities to become increasingly more consistent. Both the SS and the DD treatments had significant positive interactions, showing that these communities were more variable than would be expected based on the independent effects of the single disturbances. However, the treatments that experienced different disturbances at the two time points (SD and DS) continued to become less variable as a result of the second disturbance. Thus, for the diatom communities, different disturbances continued to increase the consistency of the diatom communities, although the same recurring disturbance appeared to be saturating in effect. Therefore, the interactions between sequential disturbances were important to understanding community dynamics in treatments that were disturbed twice.

For the bacterial communities, no single disturbance had a significant effect on the variability of OTUs within the communities. However, three of the four treatments that experienced two disturbances had interactive effects, all of which led to lower population CVs. Thus, multiple disturbances to the bacterial communities generally created communities that were less variable than communities that were disturbed once. The strong interactions indicate that multiple disturbances had novel effects on the communities, such that the communities that experienced two disturbances demonstrated much different responses than the communities that experienced only one disturbance. Additionally, it appears that high levels of disturbance were necessary to generate changes in the bacterial communities, because the only treatments to show significant effects were disturbed twice. This was not surprising, as pelagic lake bacterial communities were previously found to be highly resilient to disturbances (25) and therefore may have recovered or experienced substantial turnover during the course of the experiment.

Despite differences in how the diatoms and the bacteria responded to individual treatments, there were several broad similarities between the diatom and bacterial responses to disturbances. For instance, none of the disturbed treatments in either the diatom or bacterial communities showed significantly greater variability than the undisturbed treatment, AA. Additionally, in both the diatom and the bacterial communities, at least two of the three least variable treatments were highly disturbed, having experienced two disturbances (Fig. 3). These results suggest that the disturbances imposed on the periphyton communities acted as canalizing ecological drivers and constrained the variability of populations within the periphyton. However, there was no overall relationship between the response of the bacterial population variability and the response of the diatom population variability (Fig. 3). In several instances, treatments were more variable than average for either the diatom or the bacterial community but less variable than average in the other community. Thus, although disturbances generally decreased variability across all communities, there was no simple relationship between changes in the bacterial communities and the diatom communities on the same slides.

The differences in the diatom and bacterial responses to individual disturbance treatments may be due to additional drivers of population variability within these two communities. For example, the strength and number of species interactions in a
Community can also be an important determinant of population variability (4). Although we have no estimates of species interactions in the diatom or bacterial communities, we note that the average strength and number of species interactions in these two communities may be different. This observation is based on the differing structure (richness, evenness) of the diatom and bacterial communities. Furthermore, we expect the rates of turnover to differ between the diatom and bacterial communities, with bacteria growing at a higher average rate. Thus, these various growth rates could contribute to unequal rates of turnover between the two communities, which is an important factor mediating how quickly communities recover from disturbances (25). Understanding how these various drivers of population variability interact is necessary for predicting the variability of community processes, such as changes in biomass, production, or respiration (30).

Prior work has suggested that disturbances may mediate stochastic community assembly by enforcing a niche-based environmental filter (31). Our results from the diatom communities agree with this hypothesis, as the dominant taxa in disturbed communities have traits that may confer an advantage under the disturbed conditions. For instance, some *Gomphonema* species have been found to be tolerant of turbulent conditions, showing high abundances in water currents (32). Thus, they may have been particularly resistant to the water-scouring disturbance. Similarly, *N. holsatica* is a small diatom that can become highly abundant in Icelandic lakes during the spring and summer (33). One hypothesis for the dominance of *N. holsatica* under the altered-depth disturbance is that the species reproduced rapidly under the conditions of higher light due to its small size and, therefore, high growth rate (34). Thus, we find support for the hypothesis that the harsh environmental conditions imposed by our experimental disturbances created an environmental filter, wherein taxa with functional traits favored by the disturbance could thrive under these conditions.

Although many microbial studies have demonstrated that community composition changes in response to environmental factors (e.g., references 29, 35, and 36), few have addressed the accuracy or repeatability of these results. However, studies that have evaluated the variability between disturbed microbial communities have found that there is often a high degree of similarity between strongly perturbed communities. Bell et al. (20) found that the bacterial communities following diesel contamination were similar in richness and composition following the disturbance. Similarly, Handley et al. (21) found that bacterial communities converged upon similar community compositions as a result of switching between acetate and lactate amendments. Therefore, these studies found that disturbances had repeatable effects on microbial systems, because disturbed communities were strikingly similar to one another. However, in these two cases, the communities became more consistent partially as a result of novel communities developing under altered environmental conditions. In our study, populations became less variable in the absence of novel community development; in fact, the PCA polygons for the undisturbed bacterial and the diatom communities overlap substantially with every other treatment. In this case, disturbances increased the consistency of microbial communities by placing tighter constraints on community composition.

Many studies in microbial ecology have sought to quantify the degree to which communities are shaped by stochastic versus deterministic processes (37, 38). The main deterministic process discussed is varying selection strength on microbial taxa, usually as the result of environmental or biotic stress (37, 39). Selection is named as a deterministic force under the assumption that consistent and differential selection will eventually lead to the same final community composition (40). Conversely, colonization and drift are two stochastic forces that are important in community assembly (9, 41). We find evidence in our experiments for the stochastic effects of colonization by observing the wide variability of populations in AA communities, which was presumably determined by the stochasticity of colonizers on the Plexiglas slides. Additionally, drift may be a particularly important force in communities if there is a high degree of functional redundancy (9), which can lead to communities that vary in the abundances...
of ecologically equivalent taxa (42). Bacterial communities, in particular, have been hypothesized to have relatively high functional redundancy of taxa due to their high species richness (43). Thus, if bacterial communities are predisposed to experience greater compositional drift due to the existence of ecologically equivalent taxa, then bacterial populations should be expected to be more variable than populations within communities with fewer ecological equivalents. This offers another explanation as to why the bacterial populations in our experiment showed no significant decrease in variability after single experimental disturbances, whereas the diatom populations did show significant decreases in variability.

Our study suggests that environmental stress can indeed act as a deterministic force in microbial communities, because the communities stressed by our disturbances became less variable after experiencing the disturbances. These results were consistent across the two experimental disturbances imposed, despite the different natures and time scales of the two disturbances. Specifically, the water-scouring disturbance was a perturbation of high impact over a short period of time (pulse disturbance), whereas the altered-depth disturbance was a sustained perturbation (press disturbance). The similar responses of the communities to these two disturbances are in line with a recent review showing that a high proportion of microbial communities are sensitive to both press and pulse disturbances; of the experiments reviewed, 92 of 112 microbial communities showed a change in composition or function in response to a pulse disturbance, and 141 of 178 communities changed in response to a press disturbance (25). Thus, the variability of microbial communities may be a useful indicator of the degree to which the communities are influenced by stochastic or deterministic processes, because many microbial communities are sensitive to disturbance. However, studying the variability of populations requires a high degree of replication, which is often lacking in microbial ecology (44). Thus, characterizing the magnitude of microbial community variability, and of the forces contributing to this variability, requires an amount of replication that is seldom found in microbial studies.

In addition to the experimental disturbances, there are many other possible factors that could have influenced the variability of populations within the periphyton. For instance, the periphyton communities experienced environmental variability throughout the duration of the experiment due to natural weather conditions and small-scale variability in environmental forces. Acknowledging this environmental stochasticity, we intentionally implemented experimental disturbances that were more extreme than the natural variability that we observed during this time period. Additionally, we did not account for colonization of diatoms or bacteria after disturbances were implemented, which may have generated additional variability in these communities. However, because the Plexiglas slides were rerandomized between disturbances, we expect systematic bias from immigration to be minimal between treatments. Furthermore, the diatom and bacterial data sets are complementary in their strengths; the diatom data were obtained through direct counts, meaning that there is high accuracy in identification, although only a subsample of the community was measured. Conversely, nearly the entire bacterial community was sampled but with some degree of bias from using ARISA (45). Thus, because the two data sets were obtained using different methods, we are confident that the similarities in the results are not an artifact of our methodology.

Prediction of microbial communities is an oft-cited goal of microbial ecology. However, predictive models can be accurate only if the process that they are describing is inherently repeatable. For instance, statistical models will produce a good fit to microbial community composition data only if these microbial communities show consistent responses to environmental drivers. The results of these experiments indicate that microbial communities do show repeatability in their response to environmental stress, because communities became more similar to one another after experiencing the same disturbance. This finding could be tested in other systems by examining whether predictive models of bacterial community composition (e.g., reference 14) have lower error rates when modeling disturbed communities. These results suggest that changes to microbial communities could be modeled using abiotic drivers.
as predictors. However, the diatom and bacterial communities varied in susceptibility to environmental forcing, as the effects of the same treatment on the two communities often differed. Thus, the abiotic drivers that are the best predictors of community composition are likely to vary across different ecological communities and ecosystems, as might be expected from first principles.

MATERIALS AND METHODS

Experimental manipulations. These experiments were performed in Lake Myvatn, a shallow, eutrophic (external loading of 1.4 g · m⁻² · year⁻¹ of N and 1.5 g · m⁻² · year⁻¹ of P; net algal production of 222 g · m⁻² · year⁻¹ of C [46]) lake in northeast Iceland (65°40′N, 17°00′W [28]). We allowed periphyton to colonize the Plexiglas substrate for 20 days before beginning the disturbance manipulations. During this period of colonization, 108 Plexiglas slides (6 cm by 8 cm) were suspended in Lake Myvatn at a 3-m depth, which was approximately 0.3 m from the sediment surface.

Disturbances were implemented at two time points. At the first time point, day 20, we randomly assigned 36 of the 108 slides to each of the following conditions: ambient (no disturbance), altered-depth disturbance (relocation to an 0.5-m depth), or water-scouring disturbance. Weekly water column profiles showed that Secchi depth during the summer of 2013 varied between 1.5 m and 3.3 m, with 11 to 33% of surface photosynthetically active radiation (PAR) reaching 3-m depth. We chose these two disturbances (altered depth and water scouring) because they mimic natural disturbances to periphyton communities in the lake due to the high-wind events that are common at our study site (28, 47). During these high-wind events, periphyton communities may experience a change in depth due to resuspension in the water column, or individuals might be scoured from biofilms due to fast water currents.

Similarly, on day 25, we again randomized the slides into three groups and manipulated the slides with the disturbances described above, incubating the slides for another 5 days. On day 30 of the experiment, we retrieved the Plexiglas slides from the lake and froze the slides at −20°C until further processing. Additional details about the experimental manipulations are provided in Fig. S1 in the supplemental material.

Community composition analysis. Slides were removed briefly from the freezer to obtain diatom counts on a microscope before being frozen again. Diatoms were identified to the lowest taxonomic resolution possible, which was genus or species. A minimum of 500 individuals per slide were identified by counting half-transsects across slides. The mean number of individuals identified per sample was 1,063, for a total of 114,843 individuals across the 108 Plexiglas slides. We then transported the slides to Madison, WI, USA, for analysis of the bacterial communities in the periphyton using automated ribosomal intergenic spacer analysis (ARISA) [48, 49]. Briefly, DNA was extracted from periphyton biomass that was scraped from the slides, and this DNA was used as the template for PCR to amplify the intergenic region between the 16S and 23S rRNA genes in bacteria. Amplicons were separated by capillary electrophoresis and used to define operational taxonomic units (OTUs). Additional details about community composition analysis are provided in the supplemental material.

Statistical methods. (i) Diatom communities. Because some taxa were rare and therefore were inconsistently present in samples, we analyzed only the 8 most common diatom taxa (Nitzschia holsatica, Cymbella spp., Synedra spp., Gomphonema spp., Cocconeis spp., colonial Fragilaria spp., and singular Fragilaria spp.). Together, these 8 taxa accounted for 99.4% of all individuals counted. We standardized all data to densities of each taxon per square centimeter. For each of the nine treatments, we calculated the coefficient of variation (CV) for each of the 8 taxa across the 12 slides in that treatment. We chose the CV as the indicator of population variability because it did not change in response to the mean abundance of the taxa and because it showed homogeneity of variance between treatments. Additionally, the CV integrates across all 12 slides within a treatment and mitigates the effects of any single anomalous communities. We transformed the CVs by taking their square root because the distribution of CVs was slightly skewed toward larger values.

We analyzed square root CVs using a linear mixed effects model. The four predictor variables (X₁, X₂, X₃, and X₄) were binary vectors corresponding to whether or not the taxon was in a treatment that received the depth disturbance at T₁, the scouring disturbance at T₁, the depth disturbance at T₂, or the scouring disturbance at T₂ (equation 1). We also included all interactions between these four predictor variables to assess the interactive effects of multiple disturbances. We recognized that the taxa may have different inherent levels of population variability, and so we included a random intercept by taxon, denoted by αₜₐₓₜ. This term assumes that the square root CVs of taxa are normally distributed but estimates only the distribution from which the square root CVs are drawn, rather than an effect for each taxon.

\[ \sqrt{CV} = \beta_0 + \beta_1 X_{20} + \beta_2 X_{31} + \beta_3 X_{20} + \beta_4 X_{32} + \alpha_\text{t}_{\text{taxon}} + e \]

\[ e \sim N(0, \sigma_e^2) \]

\[ \sigma_\text{taxon} \sim N(0, \sigma_{\text{taxon}}^2) \]

(ii) Bacterial communities. We removed two bacterial samples from our analyses due to their anomalously low diversities, resulting in 106 bacterial samples. When evaluating population variability, we analyzed OTUs that were present in at least 30 samples, which included 55 OTUs. For each of the 9 treatments, we calculated the CV for each OTU within that treatment. However, the CVs of the OTUs were assigned 36 of the 108 slides to each of the following conditions: ambient (no disturbance), altered-depth disturbance (relocation to an 0.5-m depth), or water-scouring disturbance. Weekly water column profiles showed that Secchi depth during the summer of 2013 varied between 1.5 m and 3.3 m, with 11 to 33% of surface photosynthetically active radiation (PAR) reaching 3-m depth. We chose these two disturbances (altered depth and water scouring) because they mimic natural disturbances to periphyton communities in the lake due to the high-wind events that are common at our study site (28, 47). During these high-wind events, periphyton communities may experience a change in depth due to resuspension in the water column, or individuals might be scoured from biofilms due to fast water currents.

Similarly, on day 25, we again randomized the slides into three groups and manipulated the slides with the disturbances described above, incubating the slides for another 5 days. On day 30 of the experiment, we retrieved the Plexiglas slides from the lake and froze the slides at −20°C until further processing. Additional details about the experimental manipulations are provided in Fig. S1 in the supplemental material.

Statistical methods. (i) Diatom communities. Because some taxa were rare and therefore were inconsistently present in samples, we analyzed only the 8 most common diatom taxa (Nitzschia holsatica, Cymbella spp., Synedra spp., Gomphonema spp., Cocconeis spp., colonial Fragilaria spp., and singular Fragilaria spp.). Together, these 8 taxa accounted for 99.4% of all individuals counted. We standardized all data to densities of each taxon per square centimeter. For each of the nine treatments, we calculated the coefficient of variation (CV) for each of the 8 taxa across the 12 slides in that treatment. We chose the CV as the indicator of population variability because it did not change in response to the mean abundance of the taxa and because it showed homogeneity of variance between treatments. Additionally, the CV integrates across all 12 slides within a treatment and mitigates the effects of any single anomalous communities. We transformed the CVs by taking their square root because the distribution of CVs was slightly skewed toward larger values.

We analyzed square root CVs using a linear mixed effects model. The four predictor variables (X₁, X₂, X₃, and X₄) were binary vectors corresponding to whether or not the taxon was in a treatment that received the depth disturbance at T₁, the scouring disturbance at T₁, the depth disturbance at T₂, or the scouring disturbance at T₂ (equation 1). We also included all interactions between these four predictor variables to assess the interactive effects of multiple disturbances. We recognized that the taxa may have different inherent levels of population variability, and so we included a random intercept by taxon, denoted by αₜₐₓₜ. This term assumes that the square root CVs of taxa are normally distributed but estimates only the distribution from which the square root CVs are drawn, rather than an effect for each taxon.

\[ \sqrt{CV} = \beta_0 + \beta_1 X_{20} + \beta_2 X_{31} + \beta_3 X_{20} + \beta_4 X_{32} + \alpha_\text{t}_{\text{taxon}} + e \]

\[ e \sim N(0, \sigma_e^2) \]

\[ \sigma_\text{taxon} \sim N(0, \sigma_{\text{taxon}}^2) \]

(ii) Bacterial communities. We removed two bacterial samples from our analyses due to their anomalously low diversities, resulting in 106 bacterial samples. When evaluating population variability, we analyzed OTUs that were present in at least 30 samples, which included 55 OTUs. For each of the 9 treatments, we calculated the CV for each OTU within that treatment. However, the CVs of the OTUs were
correlated with mean OTU abundance, with highly abundant OTUs generally having lower CVs. This is a common pattern when data are relativized, due to the heteroscedasticity of binomial data (50). To account for this expected pattern, we detrended the data by fitting the CVs as a negative exponential function of the log(OTU mean relative abundance) (Fig. 1). We then used the residuals of this function as the response variable in our analyses. Points above the fitted relationship (positive residuals) are OTUs that were more variable than would be expected, after the effect of abundance was removed, whereas points below the line (negative residuals) were less variable than would be expected. We then analyzed the residuals using a statistical model analogous to that used with the diatom data (equation 2):

\[
\text{Residuals} = \beta_0 + \beta_1 x_{21} + \beta_2 x_{31} + \beta_3 x_{32} + \beta_4 x_{22} + \beta_5 x_{21} \\
+ \beta_6 (x_{21} \cdot x_{32}) + \beta_7 (x_{31} \cdot x_{32}) + \beta_8 (x_{31} \cdot x_{22}) + \beta_9 (x_{31} \cdot x_{21}) \\
+ \alpha_{\text{OTU}} + \epsilon
\]

\[
\alpha_{\text{OTU}} \sim N(0, \sigma^2_{\text{intercept}})
\]

\[
\epsilon \sim N(0, \sigma^2_{\text{residual}})
\]

Prior to fitting the statistical model, we removed the 6 outliers that were greater than 3 standard deviations from the mean of the residuals. However, the model was robust to these outliers and identified the same treatments as significant when the outliers were included. The results were also robust to changes in the frequency cutoff used to determine the number of OTUs included; the model identified the same treatments as significant when varying the cutoff for inclusion in the analysis between presence in at least 20 samples and presence in at least 40 samples. Additional information on statistical methods and diagnostics can be found in the supplemental material (see Fig. S2 to S4).

(iii) PCAs of communities. We performed principal component analyses (PCAs) on the diatom and the bacterial communities. Our main goal for these analyses was to evaluate whether the composition of the disturbed communities consistently differed from the composition of undisturbed communities. Because there was a wide range in the mean densities of diatoms on the slides, we transformed the diatom counts into relative abundances before running this analysis. Again, we used only the 8 most common taxa in the diatom PCA. Similarly, in the PCA of the bacterial communities, we removed all OTUs present in fewer than 30 samples.

(iv) Comparing the two communities. To assess whether there were correlations between the diatom communities and the bacterial communities, we performed Mantel tests on the 106 slides for which we had data on both the diatom and bacterial communities. We used these tests to determine if changes to either the diatom or the bacterial community on a slide could predict changes in the other community.

SUPPLEMENTAL MATERIAL
Supplemental material for this article may be found at http://dx.doi.org/10.1128/mSystems.00013-16.

Text S1, DOCX file, 0.1 MB.
Text S2, PDF file, 0.1 MB.
Figure S1, PDF file, 0.1 MB.
Figure S2, PDF file, 0.1 MB.
Figure S3, PDF file, 0.3 MB.
Figure S4, PDF file, 0.3 MB.
Figure S5, PDF file, 0.4 MB.
Figure S6, PDF file, 0.5 MB.
Table S1, DOCX file, 0.1 MB.
Table S2, DOCX file, 0.1 MB.

ACKNOWLEDGMENTS
This research was funded by NSF-DEB-LTREB-1052160 and an NSF Graduate Research Fellowship to C.M.H. (DGE-1256259).

We thank the McMahon lab, the Ives lab, A. Einarsson, and A. Shade for their constructive comments on this work. We thank E. Auerbach, D. Hollister, A. Krowiak, and H. Manninen for their assistance in the field.

FUNDING INFORMATION
This work, including the efforts of Cristina Herren, was funded by National Science Foundation (NSF) (DEB-LTREB-1052160). This work, including the efforts of Cristina Herren, was funded by National Science Foundation (NSF) (DGE-1256259).
REFERENCES

1. Colwell RK. 1974. Predictability, constancy, and contingency of periodic phenomena. Ecology 55:1148–1153. http://dx.doi.org/10.2307/1940366.

2. McGrady-Steed J, Harris PM, Morin PJ. 1997. Biodiversity regulates ecosystem predictability. Nature 390:162–165. http://dx.doi.org/10.1038/36561.

3. Benedetti-Cecchi L. 2003. The importance of the variance around the mean effect size of ecological processes. Ecology 84:2335–2346. http://dx.doi.org/10.1890/02-0811.

4. Kilpatrick AM, Ives AR. 2003. Species interactions can explain Taylor's power law for ecological time series. Nature 422:65–68. http://dx.doi.org/10.1038/nature01471.

5. Turchin P. 1995. Population regulation: old arguments and a new synthesis, p 19–39. In Cappuccino N, Price PW (ed), Population dynamics: new approaches and synthesis. Academic Press, San Diego, CA.

6. Fraterrigo JM, Rusak JA. 2008. Disturbance-driven changes in the variability of ecological patterns and processes. Ecol Lett 11:756–770. http://dx.doi.org/10.1111/j.1461-0248.2008.01191.x.

7. Nekola JG, Stachowicz J. 1999. Variability and predictability in a zooplankton community: the roles of disturbance and dispersal. Ecoscience 14:137–145. http://dx.doi.org/10.2980/1195-6860(2007)14[137:VAPIAZ]2.0.CO;2.

8. Turner MG, Romme WH, Gardner RH, O’Neill RV, Kratz TK. 1993. A revised concept of landscape equilibrium: disturbance and stability on scaled landscapes. Landscape Ecol 8:213–227. http://dx.doi.org/10.1007/BF00125352.

9. Neutel-van Schijndel, Schmidt SK, Fukami T, O’Neill SP, Bilinski TM, Stanish LF, Knell J, Darcy JL, Lynch RC, Ferrenberg S. 2013. Patterns and processes of microbial community assembly. Microbiol Mol Biol Rev 77:342–356. http://dx.doi.org/10.1128/MMBR.00051-12.

10. Ranta E, Kaitala V, Lindström J, Helle E. 1997. The Moran effect and synchrony in population dynamics. Oikos 78:136–142. http://dx.doi.org/10.2307/354809.

11. Tilman D. 1999. The ecological consequences of biodiversity: a search for general principles. Ecology 80:1455–1474.

12. Fernandez AS, Hashsham SA, Dollhopf SL, Raskin L, Glagoleva O, Bell TH, Yergeau E, Maynard C, Juck D, Whyte LG, Greer CW. 2015. Disturbances Create Consistent Microbial Communities. Ecol Lett 18:556–570. http://dx.doi.org/10.1111/ele.12381.

13. Harvey CD, Painé RT. 2009. Contingencies and compounded rare perturbations dictate sudden distributional shifts during periods of gradual climate change. Proc Natl Acad Sci U S A 106:11172–11176. http://dx.doi.org/10.1073/pnas.0902100106.

14. Painé RT, Tegner MJ, Johnson EA. 1998. Compounded perturbations yield ecological surprises. Ecosystems 1:535–545. http://dx.doi.org/10.1007/s100219990004.

15. Einarsson Á, Stefánsdóttir G, Jóhannesson H, Olafsson JS, Gislason GM, Gardarsson A, Gudbergsson G, Gardarsson A. 2004. The ecology of Lake Myvatn and the River Laxá: variation in space and time. Aq Autolim Ecol 30:337–348. http://dx.doi.org/10.1016/j.aqucel.2003.08.003. Aq Autolim Ecol 31:265–276. http://dx.doi.org/10.1016/S0004-8677(03)00221-8.

16. Fierer N, Jackson RB. 2006. The diversity and biogeography of soil bacterial communities. Proc Natl Acad Sci U S A 103:626–631. http://dx.doi.org/10.1073/pnas.050753103.

17. Doak DF, Bigger D, Harding EK, Marvier MA, O’Malley RE, Thomson D. 1998. The statistical instability of stability-diversity relationships in community ecology. Am Nat 151:264–276. http://dx.doi.org/10.1086/311117.

18. Chase JM. 2007. Drought mediates the importance of stochastic community assembly. Proc Natl Acad Sci U S A 104:17430–17434. http://dx.doi.org/10.1073/pnas.0704350104.

19. Whittford LA. 1960. The current effect and growth of fresh-water algae. Trans Am Microsoc Soc 79:302–309. http://dx.doi.org/10.2307/3223738.

20. Jonasson PM, Adalsteinsson H, St. Jónsson G. 1992. Production and nutrient supply of phytoplankton in subarctic, dimictic Thingvallavatn, Iceland. Oikos 64:162–170. http://dx.doi.org/10.2307/3545051.

21. Chisholm SW. 1992. Phytoplankton size, p 213–237. In Falkowski PG, Woodhead AW, Viviroto K (ed), Primary productivity and biogeochemical cycles in the sea. Springer, New York, NY.

22. Prober SM, Leff JW, Bates ST, Borer ET, Firn J, Harpole WS, Lind EM, Seabloom EW, Admud PE, Bakker JD, Cieland EE, DeCrappeo NM, Delorenze E, Hagenan N, Haitter Y, Hofmockel KS, Kirkman KP, Knopf J, LaRue KJ, MacDougal AS, McCauley R, Redmond AM, Risbey AC, Schuetz M, Stevens CJ, Williams RJ, Fierer N. 2015. Plant diversity predicts beta but not alpha diversity of soil microbes across grasslands worldwide. Ecol Lett 18:85–95. http://dx.doi.org/10.1111/ele.12381.

23. Lauber CL, Hamady M, Knight R, Fierer N. 2009. Pyrosequencing-based assessment of soil pH as a predictor of soil bacterial community structure at the continental scale. Appl Environ Microbiol 75:S111–S120. http://dx.doi.org/10.1128/AEM.00930-09.

24. Dini-Andreote F, Stegen JC, van Elsas JD, Salles JF. 2015. Disentangling mechanisms that mediate the balance between stochastic and deterministic processes in microbial succession. Proc Natl Acad Sci U S A 112:E1326–E1332. http://dx.doi.org/10.1073/pnas.1412611112.

25. Zhou J, Deng Y, Zhang P, Xue K, Liang Y, Nostrand JD, Yang Y, He Z, Wu L, Stahl DA, Hazen TC, Tiedje JM, Arkin AP. 2014. Stochasticity, succession, and environmental perturbations in a fluidic ecosystem. Proc Natl Acad Sci U S A 111:E838–E845. http://dx.doi.org/10.1073/pnas.1324044111.

26. Valverde A, Makhalanyane TP, Cowan DA. 2014. Contrasting assembly processes in a bacterial metacommunity along a desiccation gradient. Front Microbiol 5:666. http://dx.doi.org/10.3389/fmicb.2014.00668.

27. Venschoenewinkel B, Waterkeyn A, Joccqué M, Boven L, Seaman M, Brendonck L. 2010. Species sorting in space and time—the impact of disturbance regime on community assembly in a temporary pool meta-

Volume 1 Issue 3 e00013-16

rsmystems.asm.org 13
community. J N Am Benthol Soc 29:1267–1278. http://dx.doi.org/10.1899/09-114.1.
42. Leibold MA, McPeek MA. 2006. Coexistence of the niche and neutral perspectives in community ecology. Ecology 87:1399–1410. http://dx.doi.org/10.1890/0012-9658(2006)87[1399:COEST]2.0.CO;2.
43. Bell T, Newman JA, Silverman BW, Turner SL, Lilley AK. 2005. The contribution of species richness and composition to bacterial services. Nature 436:1157–1160. http://dx.doi.org/10.1038/nature03891.
44. Prosser JI. 2010. Replicate or lie. Environ Microbiol 12:1806–1810. http://dx.doi.org/10.1111/j.1462-2920.2010.02201.x.
45. van Dorst J, Bissett A, Palmer AS, Brown M, Snape I, Stark JS, Raymond B, McKinlay J, Ji M, Winsley T, Ferrari BC. 2014. Community fingerprinting in a sequencing world. FEMS Microbiol Ecol 89:316–330. http://dx.doi.org/10.1111/1574-6941.12308.
46. Ólafsson J. 1979. The chemistry of Lake Mývatn and River Laxá. Oikos 32:112. http://dx.doi.org/10.2307/3544222.
47. Ólafsson J. 1979. Physical characteristics of Lake Mývatn and River Laxá. Oikos 32:66. http://dx.doi.org/10.2307/3544220.
48. Fisher MM, Triplett EW. 1999. Automated approach for ribosomal intergenic spacer analysis of microbial diversity and its application to freshwater bacterial communities. Appl Environ Microbiol 65:4630–4636.
49. Jones SE, Shade AL, McMahon KD, Kent AD. 2007. Comparison of primer sets for use in automated ribosomal intergenic spacer analysis of aquatic bacterial communities: an ecological perspective. Appl Environ Microbiol 73:659–662. http://dx.doi.org/10.1128/AEM.02130-06.
50. Pampel FC. 2000. Logistic regression: a primer. SAGE Publications, Thousand Oaks, CA.