Coarsening and thermalisation properties of a quenched ferromagnetic spin-1 condensate
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We examine the dynamics of a quasi-two-dimensional spin-1 condensate in which the quadratic Zeeman energy $q$ is suddenly quenched to a value where the system has a ferromagnetic ground state. There are two distinct types of ferromagnetic phases, i.e. a range of $q$ values where the magnetization prefers to be in the direction of the external field (easy-axis), and a range of $q$ values where it prefers to be transverse to the field (easy-plane). We study the quench dynamics for a variety of $q$ values and show that there is a single dynamic critical exponent to characterize the scale invariant domain growth for each ferromagnetic phase. For both quenches we give simple analytic models that capture the essential scale invariant dynamics, and correctly predict the exponents. Because the order parameter for each phase is different, the natures of the domains and the relevant topological defects in each type of coarsening is also different. To explore these differences we characterize the fractal dimension of the domain walls, and the relationship of polar-core spin vortices to the domains in the easy-plane phase. Finally, we consider how the energy liberated from the quench thermalizes in the easy-axis quench. We show that local equilibrium is established in the spin waves on moderate time scales, but continues to evolve as the domains anneal.

I. INTRODUCTION

After a rapid quench through a symmetry-breaking phase transition a many-body system will form causally disconnected spatial domains, each making an independent choice for the symmetry broken order parameter. The coarsening dynamics of how such a system subsequently evolves towards equilibrium is an area of broad interest [1]. At long times after the quench a universal scaling regime can develop: correlation functions of the order parameter collapse to a universal scaling function (independent of time $t$) when space is scaled by a characteristic length $L(t)$. The growth law for this characteristic length $L(t) \sim t^{1/2}$ yields the dynamic critical exponent $z$.

While most classical theories for coarsening dynamics have been developed for dissipative models related to temperature quenches, recently there has been growing interest in the dynamics of systems under conservative Hamiltonian evolution, particularly due to developments with ultra-cold atomic gases [2–7]. Here we will focus on the coarsening dynamics of a ferromagnetic spin-1 condensate. Such spinor condensates are unique in that they exhibit both superfluid and magnetic order [8, 9], and have a rich set of zero temperature phases which can be conveniently explored in experiment. A motivating experiment was performed by the Berkeley group with a $^{87}$Rb condensate that was quenched from a non-magnetized (polar) phase into a ferromagnetic phase by a sudden change in the quadratic Zeeman energy ($q$) of the atoms [10] (also see [11–15]). More generally, depending on the value of $q$ quenched to, the magnetization that develops can have easy-axis or easy-plane symmetry. In previous work [16] we numerically demonstrated that the late time coarsening in these two cases are described by the hydrodynamic binary fluid and model E dynamic universality classes, respectively.

In this paper we expand upon our earlier work, and provide a fuller description of the coarsening dynamics of the ferromagnetic spin-1 condensate. We simulate quenches for a wide range of $q$ values in the easy-axis and easy-plane regimes, and demonstrate that the exponents obtained are universal. Supporting these results we develop models of the key processes governing coarsening and apply scaling arguments to obtain the same exponents. We consider the mean value and fluctuations of the magnetization in the post-quench system to reveal the thermalization of the energy liberated by the quench. For the easy-axis case we develop a scheme for thermometry using spin-waves and demonstrate that these modes thermalize on a much faster time scale than the order parameter evolution governed by the coarsening dynamics. We also consider the domain wall structure by evaluating the order parameter structure factor, where the domain wall properties are revealed by a Porod tail feature. Interestingly the analysis of the Porod tail for the easy-plane case suggests that the domain walls have a fractal structure. We verify this by directly applying a box-counting algorithm to the spatial domains of the coarsened system. The easy-plane phase has an order parameter that supports vortices (polar-core vortices) as topological defects. We evaluate the number of topological defects during the coarsening evolution and show that this is directly related to the coarsening length scale of domains.

This work we report here provides a thorough analysis of the coarsening dynamics for the ferromagnetic spin-1 condensate, and establishes a firm basis and set of tools for future work on other quenches (e.g. temperature quenches) and for work on the anti-ferromagnetic and higher spin cases.

The outline of this paper is as follows. In Sec. II we introduce the Gross-Pitaevskii formalism, and the relevant order parameters and their symmetries for the two phase transitions we explore. We also outline the numerical methods we use to simulate the phase transition dynamics. The main results are presented in Sec. III. We begin by examining the growth of local order following a quench in the quadratic Zeeman energy. We then introduce the order parameter correlation functions and examine the nature of dynamic scaling in the post-quench coarsening dynamics. We examine the role of vortices in the easy-plane quench and also examine the fractal dimension of domain boundaries in quenches via the order parameter structure factor and by applying a box-counting algorithm directly to the domains. For both phase transitions we develop analytic
models for the relevant degrees of freedom during the coarsening regime. Dimensional analysis of these models yields the dynamic critical exponents found in the simulations. Finally, we examine the thermalisation that occurs in the easy-axis quench. We find that spin-waves in the easy-axis system thermalise on a rapid timescale compared to the order parameter coarsening dynamics. Finally, in Sec. IV we conclude and discuss the outlook for future work in this area.

II. FORMALISM

A. The Spin-1 Gross-Pitaevskii equations

The system we consider is a homogeneous quasi-two-dimensional (quasi-2D) spin-1 condensate described by the Hamiltonian [17, 18]

\[
H = \int d^2x \left[ \frac{\hbar^2}{2M} \nabla^2 - pf_z + qf_z^2 \right] \psi + \frac{g_n}{2} n^2 + \frac{g_s}{2} |F|^2
\]

(1)

Here \( \psi \equiv (\psi_1, \psi_0, \psi_{-1})^T \) is a three component spinor describing the condensates in the three spin levels and \( p \) and \( q \) are, respectively, the linear and quadratic Zeeman shifts arising from the presence of an external field along \( z \). The term \( g_n n^2 \) describes the density interaction with coupling constant \( g_n \), where \( n \equiv \psi^\dagger \psi \) is the areal density. The term \( g_s |F|^2 \) describes the spin interaction with coupling constant \( g_s \), where \( F \equiv \psi^\dagger f \psi \) is the areal spin density for the spin-1 matrices \( (f_x, f_y, f_z) \equiv f \). For the system to be mechanically stable we require \( g_n > 0 \). The coupling \( g_s \) can be positive or negative resulting in anti-ferromagnetic or ferromagnetic interactions, respectively. Here we consider the case of ferromagnetic interactions, i.e. \( g_s < 0 \), as realized in \(^{87}\)Rb condensates [19]. In spinor condensate experiments the quasi-2D regime has been realized by using a trapping potential with tight confinement in one direction (e.g. see [10]). Our interest is in homogeneous systems where the phase transition dynamics are simpler, noting that recent experiments have realized flat-bottomed optical traps for this purpose [20, 21] (also see [22]).

The dynamics of the system can be described by the three coupled Gross-Pitaevskii equations (GPEs),

\[
i\hbar \frac{\partial \psi}{\partial t} = \left( -\frac{\hbar^2}{2M} \nabla^2 - pf_z + qf_z^2 + g_n n + g_s F \cdot f \right) \psi.
\]

(2)

The linear Zeeman term can be removed by moving to a rotating frame, \( \psi \rightarrow e^{i\varphi f_z t/\hbar} \psi \), so that from hereon we set \( p = 0 \).

B. Phase diagram, symmetries and conservation laws

The Hamiltonian (1) gives rise to different magnetic ground states depending on the value of \( q \) [8]. It is convenient to express these ground states in the form \( \psi = e^{i\theta} \sqrt{n_0} \xi \), where \( n_0 \) is the (uniform) condensate density, \( \theta \) is a global phase, and \( \xi \) is a normalized spinor (i.e. \( \xi^\dagger \xi = 1 \)). Here our primary interest is in the spin order that develops in the system, and hence in the properties and symmetries of \( \xi \). A schematic phase diagram and representation of the ground states important to this paper are shown in Fig. 1. There are two ferromagnetic phases (a) and (b), which differ in their symmetries, and a non-magnetized polar phase (c).

Easy-axis ferromagnetic ground state (a) has the normalized spinor

\[
\xi_{EA} = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \text{ or } \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix},
\]

(3)

with a magnetization of +1 or -1 along \( z \), respectively. This state is degenerate under reflections in the \( x-y \) plane, giving rise to a \( \mathbb{Z}_2 \) manifold of ground states. This state is the ground state of the system for \( q < 0 \).

Easy-plane ferromagnetic ground state (b) has

\[
\xi_{EP} = \frac{1}{2} \begin{pmatrix} e^{-i\varphi} \sqrt{1-q/q_0} \\ \sqrt{2(1+q/q_0)} \\ e^{i\varphi} \sqrt{1-q/q_0} \end{pmatrix}, \quad 0 \leq \varphi < 2\pi,
\]

(4)

where we have defined \( q_0 = 2|g_s| n_0 \). This state has a magnetization of length \( F = n_0 \sqrt{1-(q/q_0)^2} \) lying in the \( x-y \) plane, at an angle \( \varphi \) to the \( x \)-axis. It is degenerate under rotations about the \( F_z \) axis, giving rise to a \( \text{SO}(2) \) manifold of ground states. The easy-plane phase is the ground state for \( 0 < q < q_0 \), with a critical point at \( q = q_0 \) separating it from the polar phase.

![FIG. 1. Phase diagram and ground states of a spin-1 condensate for \( p = 0 \). The spheres show the direction of magnetization in the three states. (a) For \( q < 0 \) the magnetization lies along the \( F_z \) axis and the state is termed easy-axis. (b) For \( 0 < q < q_0 \) the magnetization lies in the transverse \((F_x,F_y)\) plane and the state is termed easy-plane. (c) For \( q > q_0 \) the \( m = \pm 1 \) levels are unoccupied and the system is unmagnetized. This state is termed polar.](image-url)
The amplitudes of the order parameter in the easy-axis phase is not. The symmetry corresponding to reflections in the transverse plane and SO(2) symmetry corresponding to rotations about the z axis. Therefore an initial state adhering to these symmetries will maintain these symmetries. For the ferromagnetic states (a) and (b), an initial state adhering to these symmetries will maintain positive fluctuations leading to less noise in single simulations. Density fluctuations may add noise to order parameter correlations for a single simulation, but results obtained by averaging over simulations should remove this. We expect little change in the phase ordering dynamics for higher interaction parameter ratios, which would reduce the density fluctuations leading to less noise in single simulations.

We use a condensate density of $n_0 = 10^4/\xi_s^2$, where $\xi_s = h/\sqrt{2|g_s|n_0 M}$ is the spin healing length. To numerically evolve the GPEs we represent each component of the spinor field $\psi$ on a 2D square grid with dimensions $l \times l$ covered by an $N \times N$ grid of equally spaced points. For simulations of quenches to the easy-axis phase we use grids of size $l = 800\xi_s$ with $N = 1024$ points. For the easy-plane cases we use $l = 1600\xi_s$ with $N = 2048$ points. We evolve the spin-1 GPEs (2) using an adaptive step Runge-Kutta method that uses Fast Fourier transforms to evaluate the kinetic energy operators with spectral accuracy. The quadratic Zeeman energy is set at the final quench value $q < q_0$ for the duration of the simulation dynamics, so that the quench is effectively instantaneous at $t = 0$.

### III. RESULTS AND ANALYSIS

#### A. Post-quench growth of magnetization

Following the quench to either the easy-axis or easy-plane phase, the system develops local magnetization (i.e. the spin density becomes non-zero). The development of the magnitude of the transverse $F_\perp = (F_x, F_y)$ and longitudinal $F_z$ magnetization is shown in Fig. 2. The initial growth is exponential [25, 26] (also see [23, 27–29]) and is similar for quenches to values of $q$ in the easy-axis and easy-plane regimes [see Figs. 2(a),(b)]. The exponential growth ceases after a time $t \sim 10t_s$. On longer time scales the magnetization develops an easy-axis [i.e. $F_z$ dominates, Fig. 2(c)] or easy-plane [i.e. $F_\perp$ dominates, Fig. 2(d)] character, revealing the preferred order of the phase the system has been quenched into. The magnetization reaches a steady magnitude after a time $t \sim 200t_s$.

Immediately after the quench, the system is still in the polar phase and so is out of equilibrium. This gives the system an energy in excess of that of the ground state. The excess energy
can be calculated from (1) yielding

$$\Delta E = \begin{cases} \left( \frac{1}{4} q_0 - q \right) n_0 l^2, & q < 0, \\ \frac{1}{4} q_0 \left( 1 - q/q_0 \right)^2 n_0 l^2, & 0 < q < q_0. \end{cases}$$

(10)

This excess energy is available for thermalization and heats the system. This results in fluctuations in the magnetization [Fig. 3(a),(b)] and a reduction in the magnitude of the magnetization from the ground state value [Fig. 3(c),(d)]. Both effects are more pronounced for deeper quenches (i.e. to lower $q$ values) which have higher values of $\Delta E$.

**B. Universal coarsening dynamics**

The magnetization dynamics clearly show that the longitudinal (transverse) magnetization dominates at times sufficiently long after the quench for the easy-axis (easy-plane) quenches. As discussed in Sec. II B this motivates us to define the order parameters

$$\phi(r) = \frac{1}{n_0} F_z(r), \quad \text{Easy-axis,}$$

$$\phi(r) = \frac{1}{n_0} F_\perp(r), \quad \text{Easy-plane,}$$

(11)

(12)

to characterize the development of order. Crucially, our interest lies not in the emergence of local order (as characterized by the local magnetization), but in the evolution of the ordered domains on long time scales. Examples of these domains and their evolution are shown in Fig. 4 revealing the tendency of the domains to grow with time. These domains are described by the order parameter correlation function

$$G(r, t) = \langle \phi(0) \cdot \phi(r) \rangle_t,$$

(13)

where the average is taken at a time $t$ after the quench. In practice we can calculate this correlation function utilizing the translational invariance of our simulations to spatially average i.e. calculate

$$G(r, t) = \frac{1}{L^2} \int d^2 r' \phi(r') \cdot \phi(r' + r),$$

(14)

and also use isotropy to perform an angular average over all points at a distance $r$. To further improve statistical sampling we also average over 8 simulation trajectories conducted with different initial noise.

The temporal evolution of the correlation function is shown in the insets to Figs. 5(a) and (b). The length scale over which the correlation function decays can be taken to define a characteristic domain size. As time progresses this length scale is seen to grow as order extends over large regions. As anticipated by the theory of phase ordering kinetics, we find that this growth exhibits dynamic scale invariance: Correlations of the order parameter at late times collapse onto a single universal curve $f(r)$ when lengths are scaled by a large characteristic length scale $L(t)$, i.e.

$$f(r) = G(r/L(t), t).$$

(15)

For the easy-axis phase, we take $L(t)$ to be the first zero crossing of $G(r, t)$. For the easy-plane phase, we take $L(t)$ to be the point where $G(r, t) = 0.25G(0, t)$. Using these length scales we demonstrate the correlation function collapse in Figs. 5(a) and (b).

The growths of $L(t)$ for the easy-axis quenches are shown in Fig. 5(c). Here we find that for a range of $q$ values $L(t) \sim t^{1/z}$ with $z = 3/2$. This is consistent with the dynamic critical exponent of a binary fluid in the inertial hydrodynamic regime [30]. The scale invariant dynamics can be ascribed to a process of hydrodynamic flow of the $F_z$ superfluid velocity, see Sec. III D 1.

In the easy-plane phase, we find that $L(t) \sim t / \ln(t/5t_s)$ for a range of $q$ values, giving a dynamic critical exponent of $z = 1$ with a logarithmic correction, see Fig. 5(d). A dynamic critical exponent of $z = 1$ is consistent with the Model E universality class, which describes a 2D non-conserved order parameter coupled to a second conserved field. This fits our system well, where the second conserved field is $F_z$, see Sec. III D 2 and [23]. The logarithmic correction is included to account for the presence of vortices, in analogy with the XY-model. Much work has shown that vortices in the XY-model slow the rate of coarsening and give rise to a logarithmic correction to scaling [31–38] (see also [39, 40]) so that true dynamic scale invariance $L(t) \sim t^{1/z}$ is only obtained after a very long time. In the easy-plane phase the order parameter supports polar-core vortices. These vortices consist of a phase winding in the (in-plane) magnetization around an unmagnetized core. The state of a polar-core vortex is

$$\psi_{\text{vort}} = \sqrt{\frac{n}{2}} \begin{pmatrix} \sin \beta \mathrm{e}^{-i\theta} \\ \sqrt{2 \cos \beta} \sin \beta \mathrm{e}^{i\theta} \end{pmatrix},$$

(16)

where far from the vortex core $\cos \beta = \sqrt{(1 + q/2)|n_0|/2}$ [8]. The in-plane magnetisation angle $\theta$ rotates by $2\pi \kappa (\kappa \in \mathbb{Z})$ around the vortex centre. These vortices are known as polar-core vortices because the particle density is in the $\psi_0$ component at the centre of the vortex, to avoid the phase singularity in the $\psi_{\pm 1}$ components. We only observe polar-core vortices of charge $\kappa = \pm 1$ during the coarsening regime, noting that higher values of $|\kappa|$ are unstable. We find that the domain growth is associated with the annihilation of these vortices [see Fig. 4(b)], and that the number of vortices is correlated with $L(t)$. As $L(t)$ grows, the density of vortices and therefore the total vortex number decay as $L(t)^{-2}$, see Fig. 6.

A phase winding of the spin angle $\theta$ corresponds to a circulation of the $F_z$ superfluid current, since $F_z \propto \nabla \theta$ [41]. It is feasible to also have circulation in mass and other spin currents, which would give rise to other types of vortices. We only observe polar-core spin vortices during the coarsening regime (see also [42]).

We note that the exponents obtained in Fig. 5(a) and (d) vary slightly with $q$. This is consistent with finite-size effects [7, 43] and statistical sampling over the time range we can simulate. For the easy-axis quench we obtain a range of $1/z = 0.66 - 0.70$. For the easy-plane quench we obtain a range of $1/z = 0.98 - 1.01$. A fit of the form $L(t) \sim t^{1/z}$ also fits the numerical data in Fig. 5(d) well, and
yields $1/z = 0.71 - 0.78$, depending on $q$. To differentiate this fit from one with $z = 1$ and a logarithmic correction would require simulation times $t > 10^4 t_s$, which is well beyond the range of our simulations. Furthermore, including a logarithmic correction in the easy-plane quench shrinks the range of exponents obtained to $1/z = 0.98 - 1.01$, consistent with universal scaling.

C. Fractal dimension of domains

The order parameter domains in Fig. 4 are separated by domain boundaries. By examining the correlation function (13) at length scales $r < L(t)$, we are able to extract information about these boundaries. In particular, we can determine the dimension of the domain boundaries, which can be non-integer if the boundary has a fractal structure. It can be shown that the small $r/L$ behaviour of the correlation function behaves as

$$1 - G(r, t) \sim \left( \frac{r}{L(t)} \right)^{D - D_b}$$  \hspace{1cm} (17)

where $D_b$ is the fractal dimension of the domain boundary and $D$ is the system dimension. For the smooth case in two dimensions, i.e. $D = 2, D_b = 1$, Eq. (17) reflects the intuitive result that the probability that two points a distance $r$ apart will lie in opposite domains is $\sim r/L$ for $r \ll L$. In general, the probability that two points a distance $r$ apart will lie in opposite domains is $\sim (r/L)^{D - D_b}$ for $r \ll L$ from which one can derive Eq. (17).

In principle it is possible to extract the small $r/L$ behaviour directly from the correlation functions in Figs. 5(a) and (b). Equivalently, we instead choose to examine the order parameter structure factor, which is the Fourier transform of the correlation function,

$$S(k, t) = \int d^2 r G(r, t) e^{i k \cdot r} = L^2 \hat{f}(k L(t)).$$  \hspace{1cm} (18)
The box-counting dimension is defined through
\[ d_b = -\lim_{l_b \to 0} \frac{\log N_b}{\log l_b}. \] (20)

Here we cover the system with boxes of side length \( l_b \) and count the number of boxes \( N_b \) that contain a domain boundary. In the limit of small \( l_b \) the slope of \( \log N_b \) versus \( \log l_b \) gives the box-counting dimension. This naturally connects with the probabilistic interpretation of the dimension we used to discuss result (17). In the easy-axis phase the domain boundaries can be identified by looking for non-zero gradients in the sign of \( F_z \), see Fig. 8(a),(b). For the easy-plane phase, a single domain is not as well defined because the order parameter changes continuously. However, the domain patterns in Fig. 4(b) do show clear regions of largely one colour. To extract boundaries between these regions, we choose a \( \pi/5 \) range of (in-plane) spin directions and define discrete domains of spins that lie in this range. By assigning a 1 to spins within the domain and -1 to spins outside the domain we can identify domain boundaries in an analogous way to the easy-axis.
Fig. 4. Growth of domains for (a) the easy-axis phase and (b) the easy-plane phase. Colour scales are indicated by the respective spin spheres. Positive (black circles) and negative (white diamonds) polar-core spin vortices are present in the easy-plane system. Vortex-antivortex annihilation accompanies the growth of domains in this phase.

phase, see Fig. 8(c),(d). Once domain boundaries have been identified, we can perform a box counting algorithm to determine the box-counting dimension of the boundaries. We do this over an order of magnitude of box sizes, which yields a box counting dimension of $d_b = 1.0$ for the easy-axis domain boundaries, see Fig. 9(a). In comparison, we obtain a box counting dimension of $d_b \approx 1.5 - 1.6$ for the easy-plane domain boundaries, Fig 9(b). For the easy-plane phase, we can repeat the box-counting algorithm for different domains of spin range, which give results consistent with Fig. 9(b). Both the easy-axis and easy-plane box counting dimensions agree with the slopes of the Porod tails in Figure 7. We note that the Porod tail in the easy-plane phase is not accounted for by topological defects (polar-core spin vortices), which would result in a $k^{-4}$ tail [1, 35, 47].

D. Analytic models of coarsening

Simple analytic models can be used to obtain the dynamic critical exponents found numerically in the previous section. The models describe a dynamic process that is expected to be important in the coarsening dynamics. Imposing dynamic scale invariance on the equation describing this process allows one to extract a dynamic critical exponent.

1. Easy-axis

The dynamic critical exponent obtained in the easy-axis phase suggests that inertial hydrodynamics is important in the coarsening [30, 48]. We derive this inertial hydrodynamic process by considering the hydrodynamic formulation of a spin-1 condensate [41]. Ferromagnetic condensates support both mass and spin superfluid currents. We assume a condensate with constant number density $n$ and zero population in the $m = 0$ spin level. Note that these conditions still allow for spatial variation in $|F_z|$, as long as the sum of populations in the $m = \pm 1$ levels is constant. We assume identical phase profiles in the $m = \pm 1$ levels. The $F_z$ superfluid current is then

$$v_{F_z} \equiv \frac{\hbar}{2Mn} \left( \psi^\dagger f_z (\nabla \psi) - (\nabla \psi)^\dagger f_z \psi \right) = \frac{F_z}{n} v, \quad (21)$$

where $v$ is the mass superfluid velocity,

$$v \equiv \frac{\hbar}{2Mn} \left( \psi^\dagger (\nabla \psi) - (\nabla \psi)^\dagger \psi \right). \quad (22)$$

The current $v_{F_z}$ can be understood through the continuity equation (valid when $F_z$ is conserved),

$$\frac{\partial F_z}{\partial t} + \nabla \cdot n v_{F_z} = 0. \quad (23)$$
Eq. (21) shows that the order parameter is transported by the mass current. The equation of motion for $v$ is

$$\frac{\partial v}{\partial t} + (v \cdot \nabla) v = -\frac{g_s}{2Mn} \nabla F^2_z. \quad (24)$$

We have omitted third order derivative terms in Eq. (24). The scaling properties of our system arise from gradual, large length scale processes for which third order derivatives will be small. Equation (24) takes the form of the Euler equation from fluid dynamics, with the term $g_s F^2_z/2Mn$ in place of the pressure. This term is in fact a pressure, as can be seen by considering the energy of regions $A$ across which $F_z$ changes little

$$E(A) = \frac{g_n}{2} n^2 A + qnA + \frac{g_s}{2} F^2_z A. \quad (25)$$

The pressure in such a region is

$$P(A) = -\left( \frac{\partial E}{\partial A} \right)_{N,M_z} = \frac{g_n}{2} n^2 + \frac{g_s}{2} F^2_z \quad (26)$$

where the partial derivative is evaluated for fixed atom number and total $z$ magnetization $M_z = \int d^2 x F_z$. With constant number density the gradual spatial variation of $P(A)$ arises only from the term $g_s F^2_z/2$. Equation (24) can therefore be written as

$$\frac{\partial v}{\partial t} + (v \cdot \nabla) v = -\frac{1}{Mn} \nabla P. \quad (27)$$

In mechanical equilibrium, the pressure difference, $\Delta P$, across a curved surface is related to the surface tension, $\sigma$, of the surface through the Young-Laplace Equation [49]

$$\Delta P \sim \frac{\sigma}{R}. \quad (28)$$

where $R$ is the curvature of the surface. This relationship arises because the excess surface energy in a curved surface gives rise to a force on this surface, and in equilibrium this must be balanced by a pressure difference. In the case of a condensate with two components separated by a domain wall, the surface energy arises from the kinetic energy across the

---
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wall [50]. We expect the balance of surface tension and pressure to be fast in comparison to the slow hydrodynamics driving domain growth, so that we can use Eq. (28) in Eq. (27).

We now want to impose dynamic scale invariance on Eq. (27). We carry out a scaling transformation of this equation, rescaling times by \( T \), i.e. \( t \rightarrow t/T \), and lengths by \( L(T) \). We note that \( \Delta P \) scales as \( L \) [from Eq. (28)] so that \( \nabla \Delta P \) scales as \( L^2 \). This gives

\[
\frac{T^2}{L} \frac{\partial v}{\partial t} + \frac{T^2}{L} (v \cdot \nabla) v = -L^2 \frac{1}{Mn} \nabla P, \tag{29}
\]

Imposing dynamic scale invariance amounts to Eq. (27) being

\[
\frac{\partial \phi}{\partial t} + \mathbf{v} \cdot \nabla \phi = \frac{\nabla^2 \phi}{\xi^2}, \tag{30}
\]

FIG. 6. Number of polar-core vortices \( N_{\text{vort}} \) (irrespective of sign) versus time in easy-plane quenches. As the domains grow, the number of vortices decays as \( L(t)^{-2} \) [indicated as black line using fit for \( L(t) \) from Fig. 5(d)].

FIG. 7. Plots of structure factor for (a) the easy-axis phase and (b) the easy-plane phase. For \( kL > 1 \) the plots exhibit a long-wavelength Porod tail. The \( k^{-3} \) tail in the easy-axis phase indicates the presence of smooth domain boundaries, whereas the \( k^{-2.5} \) tail in the easy-plane phase is indicative of a fractal domain boundary.

FIG. 8. Order parameter domains (a),(b) with the boxed region enlarged (c),(d) to show details of domain boundaries. The boundaries are marked by black dots. The axes scale in images (c) and (d) are the same, indicating that the easy-plane domain boundary has a much more convoluted structure than the smooth easy-axis domain boundary.

FIG. 9. Results for \( N_b \) versus \( b_0 \) obtained from the box-counting algorithm. In the small \( b_0 \) limit, the plots reveal a box-counting dimension for the domain boundaries of (a) \( d_b = 1.0 \) for the easy-axis phase and (b) \( d_b = 1.5 \) for the easy-plane phase. The vertical lines on the horizontal axes mark the size of domains extracted from the spatial correlation function of the order parameter. For \( b_0 \geq L(t) \), the slope changes to 2, since boxes larger than the domain size will likely contain a domain boundary. For the easy-axis (easy-plane) phase results displayed are for \( q = -0.3q_0 \) (\( q = 0.3q_0 \)) and \( t = 3770t_s \) (\( t = 1131t_s \)).
preserved under this transformation. This can only occur if \( L(T) = T^{2/3} \). To write this in the usual scaling form \( L(t) \sim t^{1/z} \) we choose \( T \propto t \), giving \( z = 3/2 \) [1, 7, 30].

2. *Easy-plane*

For systems in the model E dynamic universality class, the dynamics of spin-waves dynamically coupled to a second conserved field are argued to be the important process during coarsening [51–53]. Here *dynamically coupled* means that there is no direct coupling between these two fields in the Hamiltonian, but there is a non-vanishing Poisson bracket relation between them that leads to coupling in the dynamic equations.

To show how spin waves arise in our system we begin with a variational ansatz [26]

\[
\psi(x, t) = \sqrt{n_0} \left( \begin{array}{c} \sin \beta e^{-i\theta} \cos \left( \frac{\pi}{4} + \chi \right) \\ \cos \beta \\ \sin \beta e^{i\theta} \sin \left( \frac{\pi}{4} + \chi \right) \end{array} \right),
\]

(30)

with \( \cos(2\beta) = q/q_0 \) and variational parameters \( \theta(x, t) \) and \( \chi(x, t) \). In the ground state we would have \( \chi = 0 \) and uniform \( \theta \). Spatial variation in \( \theta \) corresponds to fluctuations in the direction of transverse spin and will give rise to spin waves. Non-zero \( \chi \) describes fluctuations in the (conserved) \( F_z \) magnetization\(^1\).

We assume fluctuations of \( \chi \) are small and so consider fluctuations up to quadratic order in \( \chi \) only. The Hamiltonian then takes the form

\[
H = \int d^2x \left[ \frac{\hbar^2 n_0 \sin^2 \beta}{2M} \left( |\nabla \theta|^2 + |\nabla \chi|^2 \right) - 2g_s n_0^2 \beta \cos(2\beta) \chi^2 \right].
\]

(31)

The Lagrangian is obtained through a Legendre transformation of the Hamiltonian with respect to the conjugate variables \( \psi \) and \( i\psi^\dagger \). This gives \( L = i(\psi^\dagger \dot{\psi}) - \dot{H} \) [26, 55]. To second order in \( \chi \) and \( \dot{\theta} \) we obtain

\[
L = 2n_0 \sin^2 \beta \int d^2x \left[ \chi \dot{\theta} - \frac{\hbar^2}{4M} \left( |\nabla \chi|^2 + |\nabla \theta|^2 \right) + g_s n_0 \cos(2\beta) \chi^2 \right].
\]

(32)

Formulating the problem in this form gives the conjugate variable relations

\[
\frac{\delta L}{\delta \theta(x)} = 2n_0 \sin^2 \beta \chi(x), \quad \frac{\delta L}{\delta \chi(x)} = 0.
\]

(33)

The first of these relations reflects the dynamic coupling between fluctuations of the direction of the order parameter and fluctuations of the conserved field \( F_z \). This relation also reflects that conservation of \( F_z \) magnetization is connected with rotational symmetry about the \( F_z \) axis. Evaluating Lagrange’s equations (33), which decouple by taking a second time derivative, gives

\[
\ddot{\theta} = q_0 \cos(2\beta) \frac{\hbar^2}{2M} \nabla^2 \theta - \frac{\hbar^4}{4M^2} \nabla^4 \theta,
\]

(34)

\[
\ddot{\chi} = q_0 \cos(2\beta) \frac{\hbar^2}{2M} \nabla^2 \chi - \frac{\hbar^4}{4M^2} \nabla^4 \chi.
\]

(35)

The spin-wave fluctuations (\( \theta \)) and \( F_z \) fluctuations (\( \chi \)) can be expanded in Fourier modes, giving a spectrum

\[
E_k = \sqrt{\frac{\hbar^2 k^2}{2M} \left( q_0 \cos(2\beta) + \frac{\hbar^2 k^2}{2M} \right)}.
\]

(36)

For the long wavelength excitations \( (k^2 \ll 2M q_0 \cos(2\beta)/\hbar^2) \), Eq. (34) gives the equation of motion for spin waves

\[
\ddot{\theta} = \frac{q_0 \cos(2\beta) \hbar^2}{2M} \nabla^2 \theta.
\]

(37)

Scaling lengths by \( L \) and times by \( T \) in Eq. (37), and setting \( T \propto t \), gives scaling \( L \sim t^{1/z} \), with \( z = 1 \).

We could alternatively approach the coarsening from the perspective of polar-core spin vortices, Eq. (16). These are not accounted for in the Lagrangian (32), which considers quadratic fluctuations only. A simple model for the dynamics of polar-core spin vortices was given in [56],

\[
m \ddot{r}_i = \sum_j \frac{\hbar^2 n_0 \sin^2 \beta}{M} \frac{\kappa_i \kappa_j}{|r_i - r_j|^2} (r_i - r_j),
\]

(38)

where \( r_i \) denotes the position of spin vortex \( i \) with charge \( \kappa_i \), \( m \) is the so-called mass of a spin vortex and \( \sin \beta \) is defined in Eq. (30). This model arises by noting that a spin vortex is composed of two scalar vortices in the \( m = \pm 1 \) levels. Scalar vortices in the \( m = 1 \) level interact according to the usual scalar vortex dynamics [57–59], and similarly for vortices in

\(^1\) In the ansatz (30), we have ignored gapped modes and modes with a steep spectrum \((E_k \sim c_n \hbar k, \text{ with } c_n = \sqrt{g_s n_0 M})\) [54]. Long wavelength gapped modes will have higher energy and therefore faster dynamics than the gapless modes in (30). The gapped modes will therefore be less important in the slow coarsening dynamics. Modes with a steep spectrum will also have higher energy at any given \( k \), and lower occupation.
the $m = -1$ level. However, there is also an attractive interaction between the $m = \pm 1$ vortices within a single spin vortex, which arises from the spin-spin interaction in (1). This contributes a crucial core energy that leads to the second order equation of motion, Eq. (38). This differs from the first order equation of motion that arises in scalar vortex dynamics [58], which would give rise to a dynamic critical exponent of $z = 2$. For more details on the dynamics of polar-core spin vortices, see [56].

If we assume that Eq. (38) is invariant under a rescaling of lengths by $L$ and times by $T \propto t$, we again obtain the exponent $z = 1$. However, the interaction between spin waves and polar-core spin vortices will likely change both the spin wave dynamics (37) and the vortex dynamics (38). In the $XY$ model, it is necessary to couple the vortices to damping degrees of freedom to justify the logarithmic correction to scaling [31]. It may be possible to extend Eq. (38) to allow coupling to spin waves [60], which may reveal a logarithmic correction to scaling.

### E. Thermalisation of excitations in the easy-axis phase

As the domains coarsen, energy is liberated into excitations on top of the ordered phase. Over time we expect that these excitations will thermalise. The long wavelength coarsening of the order parameter should be slow compared to other thermalisation processes. Therefore by the time the order parameter domains are large, other modes in the system will have thermalised. We can test this thermalisation by examining the population of Bogoliubov modes on top of the ground state. The Bogoliubov modes may depend on the orientation of the ground state order parameter and so may change across the system due to the presence of domains. Also when the Bogoliubov modes and the condensate occupy the same $m$ sublevels it is difficult to distinguish between them. Fortunately for the easy-axis case the condensate only occupies the $m = \pm 1$ sublevels, while there is a spin-wave branch that occupies the $m = 0$ sublevel and is insensitive to the orientation of the order parameter, i.e. not affected by the presence of domains [61]. We can therefore determine the population distribution in the $m = 0$ mode and compare this to the value expected in equilibrium.

Since we perform classical field simulations of the quench, we expect to see excitations on top of the ground state populated according to the equipartition theorem when the system is in equilibrium. As will be shown below, we find that the temperature of the $m = 0$ modes is large compared to their energy, so that the modes are highly occupied and equipartition is valid. For the spin-1 system there are three Bogoliubov branches on top of the ground state [54, 61]. If energy is distributed amongst all the modes of these branches according to equipartition, we would obtain a total energy of $3N^2 k_B T$, where $N^2$ is the total number of grid points (i.e. spatial modes) in the numerical simulation, $T$ is the temperature of the modes and $k_B$ is Boltzmann’s constant. Equating this to the total energy liberated from the quench [Eq. (10)], we obtain the temperature

$$k_B T = \frac{1}{3} n_0 \left( \frac{L}{N} \right)^2 \left( \frac{q_0}{4} - q \right),$$

(39)

The $m = 0$ Bogoliubov modes (spin-waves) have energy [61]

$$E_k = \epsilon_k - q,$$

(40)

with $\epsilon_k \equiv \hbar^2 k^2 / 2M$. According to the equipartition theorem, we expect the population of an $m = 0$ mode with energy $E_k$ to be

$$n_k = \frac{k_B T}{E_k}.$$  

(41)

Following Eqs. (40) and (41) we fit late time numerical data for $1/n_k$ to the functional form $a + bk^2$, with $a$ and $b$ as fitting parameters. From $a$ and $b$ we can extract the temperature $k_B T$ and the fitted energy gap $E_{gap}$. Figure 10(a) shows $1/n_k$ data for quenches to $q = -0.3q_0$, $q = -0.6q_0$, $q = -0.9q_0$ and $q = -1.2q_0$. The $a + bk^2$ fits the data well, showing that energy in the $m = 0$ level is equipartitioned amongst the momentum modes. The small $k$ behaviour is shown in Fig. 10(b) and agrees well with the predicted energy gap of $-q$ [from Eq. (40)]. The extracted temperatures are shown in Fig. 10(c), along with the prediction (39). The agreement between the fitted temperature and predicted temperature is good.

We also determine the rate that energy flows to the $m = 0$ Bogoliubov modes by examining how the mode populations change with time, see Fig. 11(a). The extracted temperature and energy gap are shown in Figs. 11(b) and (c) respectively. Even for quite early times, $t \approx 80t_s$, energy is equipartitioned amongst the momentum modes. The temperature, however, does not equilibriate until a time $t \sim 500t_s$. The flow of energy to the $m = 0$ level is therefore slower than equilibriation amongst the $m = 0$ momentum modes. For times $t \lesssim 80t_s$ (not shown) energy deviates from being equipartitioned, coinciding with times where $| \langle F_z \rangle | < | \langle F_z \rangle |^2$, see Fig. 2(a).

The growth of temperature in Fig. 11(c) matches the growth of $F_z$ magnetization in the system, see Fig. 12. The time scale of growth also matches the time scale of decay of transverse magnetization. We can determine this time scale by fitting the growth to the functional form $\propto \left(1 - e^{-t/\tau} \right)$. This empirical fit gives a growth rate of $\tau \approx 150t_s$. We note that the density interaction $g_s n_s^2$ will likely drive the thermalisation of the $m = 0$ momentum modes, whereas the changes in spin density are driven by the smaller spin interaction.

### IV. CONCLUSIONS AND OUTLOOK

In this paper we have examined the quench dynamics of a quasi-two-dimensional ferromagnetic spin-1 condensate. We have found that for quenches to $q < 0$ (into the easy-axis ferromagnetic phase), order grows with a dynamic critical exponent of $z = 3/2$ (also see [7, 62, 63]). For quenches to $q$ in the range $0 < q < q_0$ (into the easy-plane ferromagnetic
phase) we find that order grows with a dynamic critical exponent of $\gamma = 1$. With our numerical results we have verified that the late time coarsening dynamics is scale invariant by demonstrating correlation function collapse when scaling by $L(t)$. For the easy-plane quench we demonstrate the important role of polar-core vortices by showing that the number of vortices scales as $L(t)^{-2}$ during the coarsening dynamics. Thus we can interpret easy-plane coarsening as occurring via the mutual annihilation of vortex anti-vortex pairs.

To provide insight into the origin of the growth of order we have discussed simple analytic models that capture the essential dynamics of the coarsening, and correctly predict the dynamic critical exponents. For the easy-plane phase we can develop such a model based either on the spin-waves or the vortex dynamics, although are unable to analytically obtain the log corrections to the growth law, which remains an area for future investigation.

The structure of the ordered domains was studied by quantifying the Porod tails in the order parameter structure factor, and by a direct spatial analysis using the box counting algorithm. Both approaches show that the easy-axis domain walls are regular with a dimension of $D_{b} = 1$, whereas the easy-plane domain walls are fractal with a dimension of $D_{f} > 1$. For the easy-plane case we demonstrate the impor-
tant role of polar-core vortices by showing that the number of excitations, extracted from the fit to the numerical data in (a), is well described by the theoretical prediction assuming equipartition, Eq. \(39\).
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**FIG. 10.** (a) Inverse population of the $m = 0$ level across momentum modes for quenches to four different easy-axis $q$ values at time $t = 3770 t_{s}$. Dots are numerical data for a single simulation, averaged over azimuthal angle. Lines are best fits of the form $1/n_k = a + bk^2$ where $a$ and $b$ are fitting parameters. (b) Enlarged small $k$ behaviour of (a) (note change of vertical axis). The data agrees well with Eq. \(41\), which predicts that the vertical axis intercept should be $-q/q_0$. (c) Temperature of the $m = 0$ excitations versus $q$. Circles are fits from (a), solid line is the theoretical prediction assuming equipartition, Eq. \(39\).
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**FIG. 11.** (a) Inverse population of the $m = 0$ level across momentum modes at different times following the quench. Dots are numerical data for a single simulation, averaged over azimuthal angle. Lines are best fits of the form $1/n_k = a + bk^2$ with $a$ and $b$ as fitting parameters. The linear nature of the data shows that energy is equipartioned amongst the (gapped) free particle modes. The slope decreases with time, reflecting an increase in temperature of the $m = 0$ excitations. For times $t \lesssim 80 t_{s}$ (not shown) energy deviates from being equipartioned, coinciding with times where $\langle |F_{x}|^2 \rangle < \langle |F_{z}|^2 \rangle$. Data is for $q = -0.3 q_0$. (b) Circles show growth of the temperature of the $m = 0$ excitations, extracted from the fit to the numerical data in (a). Dashed line shows temperature computed from \(39\). (b) Circles show the energy gap in the spectrum extracted from the fit to the numerical data in (a) versus time. At late times the gap approaches the value $-q$, marked by the dashed line, in agreement with Eq. \(40\).
condensates [66, 67], which would be an interesting direction to pursue for the spinor system.

We have also considered how the energy liberated from the quench rethermalizes in the system. The deeper the quench more energy is liberated and the system exhibits larger fluctuations. In order to quantify the thermalization in the easy-axis quench we demonstrate an analysis technique that allows us to measure the temperature and distribution of spin-waves. Using this we show that local equilibrium is established in the spin waves on moderate time scales, but continues to evolve as the order parameter domains anneal.

Finally we discuss the requirements that must be met to observe coarsening in experiments. First, the the size of the condensate must be much larger than the spin healing length $\xi_s$. With the development of flat optical traps (see [20, 21]) this condition is easily met. Furthermore, these flat traps minimise inhomogeneous effects present in harmonic trapping potentials, and appear ideally suited to studies of phase transition dynamics. The second requirement is that the system has a sufficiently long lifetime that the coarsening dynamics can be monitored over timescales much longer than the spin time $t_s$. In $^{87}$Rb this time is typically $t_s \sim 100$ ms and experiments have been able to study coarsening dynamics for times up to 4 s [14]. Our results here would suggest that timescales up to an order of magnitude longer would be necessary to observe universal coarsening behaviour.
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