POLE DYNAMICS AND AN INTEGRAL OF MOTION FOR MULTIPLE SLE(0)
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Abstract. We describe the Loewner chains of the real locus of a class of real rational functions whose critical points are on the real line. Our main result is that the poles of the rational function lead to explicit formulas for the dynamical system that governs the driving functions. Our formulas give a simple method for mapping the class of rational functions into solutions to a non-trivial system of quadratic equations, and for directly showing that the curves in the real locus satisfy geometric commutation and have the geodesic multichord property. These results are entirely self-contained and have no reliance on probabilistic objects, but make use of an integral of motion for the Loewner chain that is motivated by ideas from conformal field theory. We also show that the dynamics of the driving functions are a special case of the Calogero-Moser integrable system, restricted to a particular submanifold of phase space carved out by the Lax matrix. Our approach complements a recent result of Peltola and Wang, who showed that the real locus is the deterministic $\kappa \to 0$ limit of the multiple SLE(\(\kappa\)) curves.
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1. Introduction

Recently, Peltola and Wang [PW20] introduced and made a detailed study of multiple SLE(0): a certain ensemble of n simple curves in a simply connected subset of the Riemann sphere that connect 2n specified boundary points according to a non-crossing link pattern. Although the embedding of the curves is purely deterministic and fully determined by the domain, the boundary points, and the chosen link pattern, the name multiple SLE(0) comes from the fact (which Peltola and Wang prove) that the ensemble of curves is the deterministic limit of the random multiple SLE(κ) process [BBK05, Dub07, KL07] as κ → 0. As a result the multiple SLE(0) curves have many properties that are natural analogues of their multiple SLE(κ) counterparts: conformal invariance, a description via Loewner flow, and an important geometric characterization called the geodesic multichord property. However, Peltola and Wang also show that the multiple SLE(0) curves have a property which has no analogue in the random world: the curves are exactly the non-trivial part of the real locus of a real rational function whose critical points are all on the line. In particular this implies that the SLE(0) curves are solutions to algebraic equations, which is an impossible feat for their highly fractal SLE(κ) cousins.

In this paper we exploit the connection with rational functions to give two new descriptions of the Loewner chains that grow multiple SLE(0) curves. We give explicit, algebraic formulas for the dynamical system that governs the driving functions of the Loewner chain. We express the dynamical system in two ways: as a first order evolution for the poles and critical points of the rational function, and as a second order evolution that only involves the critical points. The first order evolution is a natural extension of the well-known SLE(κ, ρ) dynamics to the case κ = 0, while the second order evolution is a special case of the famous Calogero-Moser system. SLE(κ, ρ) processes were introduced in [LSW03] to study boundaries of a particular family of random two-dimensional sets and are now ubiquitous in the theory of conformally invariant random systems, while Calogero-Moser [Cal71, Mos75] is a famous Hamiltonian system that describes the motion of particles interacting on the line via an inverse square pairwise potential. It is well known for being integrable with an explicit Lax pair, and to the best of our knowledge this paper is the first to prove a connection between Calogero-Moser dynamics and the Loewner evolution of SLE processes.

We commonly describe the curves in this paper as multiple SLE(0)s, but we emphasize that our results are entirely self-contained within the theory of rational functions and Loewner evolution. We do not rely on properties of multiple SLE(κ) or other tools coming from the theory of two-dimensional conformally invariant random systems. This is in contrast to the Peltola and Wang approach that uses the Brownian loop measure to describe the Loewner flow of the multiple SLE(0) curves. While beautiful, computations involving Brownian loop measure can be involved or impractical. Our explicit formulas for the driving function’s dynamical system allow us to prove several properties of multiple SLE(0) curves in a direct manner. We show that each individual curve in the ensemble is an SLE(0, ρ), where the ρ term encodes the locations of the poles and critical points of the rational function and how they influence the evolution of the Loewner chain’s driving function. See Theorem 2.2 and equation (2.12) for the explicit formula. Moreover we show that this family of Loewner chains (one for the growth of each curve in the ensemble) satisfies a commutation property. Loosely speaking, this means that we can grow the curves by starting and stopping their individual Loewner chains in any desired order and yet the hull that is produced is always a subset of a single fixed set. We also show, in just a few short lines, that our formulas for the first order driving function dynamics are solutions to the system of quadratic equations that we call the null vector equations. This system is also the κ → 0 limit of the Belavin-Polyakov-Zamolodchikov (BPZ) equations that appear in conformal field theory. We also directly show that the real locus of a real rational function with real critical points satisfies the geodesic multichord property. In a sense our
argument is a converse to the approach of Peltola and Wang, who use a Schwarz reflection argument to show that an ensemble of curves having the geodesic multichord property (and satisfying mild additional assumptions) must be the real locus of a certain type of real rational function with real critical points. A crucial component underlying all of these results is a new field of integral of motion for SLE(0, ρ) processes, meaning that we have a preserved quantity for each \( z \in \mathbb{H} \).

The structure of this paper is as follows. A detailed description of our results is given in Section 2. We also introduce the SLE(0, ρ) processes and explain how they are a natural extension of the SLE(κ, ρ) processes for \( \kappa > 0 \). In Section 3 we prove the field integral of motion property for SLE(0, ρ) processes, and explain the condition on ρ that gives conformal invariance of the family of processes. Section 4 establishes an important algebraic relationship between poles and critical points that characterizes the class of rational functions under consideration. We refer to this relationship as the stationary relation. In the dynamical context of Loewner evolution and Calogero-Moser the stationary relation translates into a requirement of very specific initial conditions for the particles. It also suggests a new approach for enumerating equivalence classes (under post-composition by Möbius transforms) of real rational functions with prescribed critical points on the real line. Section 4 also uses the field integral of motion from Section 3 to prove that our Loewner chains generate the real locus of the real rational function associated to a solution of the stationary relation. In Section 4 we also prove the geodesic multichord property for the real locus, and that the formulas for our driving function dynamics are solutions to the quadratic null vector equations. In Section 4.4 we briefly recall existing theory that associates a vector field to each rational function and describes the real locus as the flow lines of this vector field. Although this theory is well known, we include it as a contrast to our new results on Loewner chains for the real locus.

Section 5 is essentially separate from the rest of the paper. It gives a self-contained explanation for the appearance of the null vector equations in this theory that does not involve \( \kappa \to 0 \) limits of the BPZ equations. The main result is that the null vector equations are a necessary algebraic relationship imposed on the dynamics of each individual curve’s driving function in order for the entire system of curves to satisfy the commutation property and be conformally invariant. In this sense Section 5 is an intrinsic geometric characterization of the null vector equations. Section 6 establishes the connection between our Loewner chains and the Calogero-Moser system. We show that the Calogero-Moser dynamics have to be restricted to a particular submanifold of phase space in order to match the first order dynamics of the Loewner driving function. This submanifold is carved out by a formula that expresses the null vector equations in terms of the Lax pair of the Calogero-Moser system. We also use the Calogero-Moser description to derive a partial differential equation for the evolution of a rational function under our Loewner evolution.

In Section 7 we give examples of real rational functions and the formulas for our driving function dynamics in the cases \( n = 1, n = 2, \) and \( n = 3 \), i.e. two, four, and six marked points on the real line, respectively. In the \( n = 1 \) case this is simple since there is only one way of connecting the two boundary points. For \( n = 2 \), in which there are two ways to connect the four boundary points, we use our results to find explicit formulas for the solutions to the null vector equations and for the curves that make up the two multiple SLE(0) ensembles. We also show that our formulas agree with the \( \kappa \to 0 \) limits of the so-called pure solutions to the BPZ equations, which are explicitly known for \( n = 2 \). For \( n = 3 \), there are five link patterns, of which we discuss three symmetric patterns.

Finally, in Section 8 we explain how our results are motivated by heuristics coming from conformal field theory. Slight modifications of the same heuristic explain both the new formulas for the Loewner driving function dynamics that are the cornerstone of this paper, and the classical description of the real locus as the flow lines of a vector field. We also use this heuristic to explain (non-rigorously) how the classical flow line description is a \( \kappa \to 0 \) limit of the Miller-Sheffield imaginary geometry [MS16a, MS16b, MS16c, MS17].
Acknowledgements: We thank Eveliina Peltola and Yilin Wang for several helpful discussions about their paper [PW20]. We also thank Alexander Abanov, Ilya Gruzberg, and Pavel Wiegmann for pointing out the connection to [ABW09, AGK11]. This material is based upon work supported by the National Science Foundation under Grant No. DMS-1928930, while the authors participated in a program hosted by the Mathematical Sciences Research Institute in Berkeley, California, during the Spring 2022 semester.

2. Formulation of Main Results

We begin this section by briefly reviewing the basic properties of multiple SLE(0) proved in [PW20] and the relation with multiple SLE(κ). We then state our main results, first by describing the Loewner chains for the real locus of critically real rational functions. The results are stated solely in the upper half-plane \( \mathbb{H} \) equipped with the standard coordinate charts, and later we show that all results hold equally well in the coordinate charts on \( \mathbb{H} \) induced by the real Möbius transformations of \( \mathbb{H} \) to itself. Throughout we consider \( n \geq 1 \) and points \( x = \{x_1, \ldots, x_{2n}\} \) that are real and distinct. A link pattern for \( x \) is a pairing

\[
\alpha = \{\{a_1, b_1\}, \ldots, \{a_n, b_n\}\},
\]

such that each \( a_i, b_i \) is an element of \( x \), every element of \( x \) appears exactly once, and there exists \( n \) continuous, non-intersecting curves in \( \mathbb{H} \) connecting the endpoints of the pairs. More precisely, the latter means that there exists continuous \( \eta_i : [0, 1] \to \mathbb{H} \) with \( \eta_i[0, 1] \cap \eta_j[0, 1] = \emptyset \), \( \eta_i(0, 1) \subset \mathbb{H} \), and \( \eta_i(0) = a_i, \eta_i(1) = b_i \). For each \( x \) the number of link patterns is given by the Catalan number

\[
C_n = \frac{1}{n+1} \binom{2n}{n}.
\]

We conclude the section by describing our algebraic solutions to the null vector equations and the connection with the Calogero-Moser system.

2.1. Review: Multiple SLE(0) from Multiple SLE(κ). Each multiple SLE(0) in \( \mathbb{H} \) is uniquely determined by \( 2n \) distinct real points \( x \) and one of the \( C_n \) link patterns \( \alpha \) that specifies how the points in \( x \) are connected. We use multiple SLE(0; \( x; \alpha \)) to denote the ensemble of \( n \) curves \( \eta = (\eta_1, \ldots, \eta_n) \) in \( \mathbb{H} \) corresponding to the data \( (x; \alpha) \). We also use multiple SLE(κ; \( x; \alpha \)) to denote the law of the \( n \) random SLE(κ) curves that almost surely connect the boundary points \( x \) according to the link pattern \( \alpha \). For \( 0 < \kappa \leq 4 \) there are several existence arguments for these laws [KL07, Law09a, Law09b, PW19] (see also [Wu20] for \( 4 < \kappa \leq 6 \)), and in [BPW21] it has been shown that the law is uniquely characterized by a certain conditional law/resampling property. Loewner chains for multiple SLE(κ) curves were studied in [BBK05, Dub07, Gra07], the approach being that the driving function dynamics are determined by a collection of so-called partition functions that encode the geometry of the domain one is growing in and the location of the growth points. There is an associated literature on solutions to the system of PDEs (the BPZ equations) satisfied by the partition functions [Dub06, FK15a, FK15b, FK15c, FK15d, KP16, JL18]. We also study multiple SLE(κ) in the forthcoming [AKM], through the lens of a Gaussian conformal field theory introduced in [KM13, KM21]. The work in [AKM] motivates the approach of the present work and we explain more of our intuition in the concluding remarks. For \( \kappa = 0 \), Peltola and Wang show that each multiple SLE(0; \( x; \alpha \)) ensemble has the following properties:

- it is the deterministic limit of multiple SLE(κ; \( x; \alpha \)) as \( \kappa \to 0 \),
- it is the unique minimizer of a certain functional (called the multichordal Loewner energy) on ensembles of \( n \) curves that connect the points in \( x \) according to the pattern \( \alpha \),
- it has the geodesic multichord property, meaning that each \( \eta_j \) is the hyperbolic geodesic in the connected component of \( \mathbb{H} \setminus \bigcup_{k \neq j} \eta_k \) whose boundary contains the endpoints of \( \eta_j \),
• each curve \( \eta_j \) can be individually generated by a Loewner chain, where the driving term for \( \eta_j \) is determined by solutions that Peltola and Wang construct (using the Brownian loop measure of the curves) for the classical limit of the so-called Belavin-Polyakov-Zamolodchikov (BPZ) equations as \( \kappa \to 0 \), and finally,

• when regarded as a subset of the Riemann sphere \( \hat{\mathbb{C}} \), \( \eta \cup \eta \cup \mathbb{R} \) is the real locus of a real rational function of degree \( n + 1 \), whose critical points are precisely at \( x_1, \ldots, x_{2n} \).

The first four properties, although difficult to prove rigorously, are quite natural from heuristic considerations coming from the multiple SLE(\( \kappa \)) theory. Indeed, the first and second properties come from a small \( \kappa \) large deviations principle which, prior to [PW20], was known to hold for a single chordal SLE(\( \kappa \)) curve [Wan19]. In the single curve case the limiting chordal SLE(0) curve is the hyperbolic geodesic connecting two boundary points in the half-plane. The geodesic multichord property is a manifestation of this single curve geodesic property and the resampling property of multiple SLE(\( \kappa \)) ensembles: that each random curve, conditionally on all of the others, is an SLE in the connected component that it lives in after all of the other curves are removed. And for the fourth property, one would certainly expect that the Loewner chain description of the multiple SLE(\( \kappa \)) curves should certainly carry over to the \( \kappa = 0 \) case, and likely even be less technically cumbersome owing to the smoothness of the curves when compared to their multiple SLE(\( \kappa \)) counterparts.

In contrast, what does not appear so naturally in the multiple SLE(\( \kappa \)) theory is a connection with rational functions. As mentioned earlier this property implies that the points on the SLE(0) curves are solutions to algebraic equations, which is certainly impossible for their fractal multiple SLE(\( \kappa \)) counterparts. In the final section we explain how, at least heuristically, one may suspect the appearance of rational functions in a \( \kappa \to 0 \) limit of “rational type” functions that appear in conformal field theory. These heuristics are an underlying motivation for the following main results.

### 2.2. Real Rational Functions and SLE(0, \( \rho \))

Now we begin our description of the Loewner chains for the real locus of a class of real rational functions. We emphasize that our approach is fully self-contained and does not rely on multiple SLE(\( \kappa \)) (for \( \kappa = 0 \) or \( \kappa > 0 \)) nor on [PW20]. To describe our results we first recall some basic facts about real rational functions and their real locus. Recall that any real rational function \( R : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \) of degree \( n + 1 \) can be written as \( R = P/Q \), where \( P \) and \( Q \) are monic polynomials with real coefficients, no common factors, and \( \max\{\deg P, \deg Q\} = n + 1 \).

Any such \( R \) is a branched covering of the Riemann sphere by itself, and the degree \( n + 1 \) is the number of pre-images of any regular value. The branch points of the covering are precisely the critical points of \( R \), i.e. the zero set of \( R' = \frac{P'Q - Q'P}{Q^2} \), considered as a multiset in the case of multiplicities (which we do not study in this paper). We use the following notation for the set of real rational functions with prescribed critical points on the line.

**Definition.** For \( x = \{x_1, \ldots, x_{2n}\} \) with \( x_j \) distinct, real, and finite, let \( \text{CRR}_{n+1}(x) \) be the set of real rational functions of degree \( n + 1 \) whose critical points are precisely \( x \). For any \( R \in \text{CRR}_{n+1}(x) \) we let \( \Gamma(R) \) denote its real locus, i.e. the set

\[
\Gamma(R) = \{ z \in \hat{\mathbb{C}} : R(z) \in \hat{\mathbb{R}} \},
\]

where \( \hat{\mathbb{R}} \) is the one-point compactification of \( \mathbb{R} \).

CRR stands for critically real, real rational functions. By this we mean that the rational function has real coefficients and that additionally all of its critical points are real. Natural operations on such functions are pre- and post-composition by elements of \( \text{PSL}(2, \mathbb{R}) \), the group of conformal
automorphisms (M"obius transformations) of \( \mathbb{H} \) to itself. It is straightforward to verify that the pre-composition of an element \( R \in \text{CRR}_{n+1}(\mathbf{x}) \) by \( \phi \in \text{PSL}(2, \mathbb{R}) \) satisfies \( R \circ \phi^{-1} \in \text{CRR}_{n+1}(\phi(\mathbf{x})) \) and \( \Gamma(R \circ \phi^{-1}) = \phi(\Gamma(R)) \). Similarly, one can check that the post-composition of \( \phi \) by \( R \) satisfies
\[
\phi \circ R \in \text{CRR}_{n+1}(\mathbf{x}), \quad \Gamma(\phi \circ R) = \Gamma(R).
\]
Consequently, post-composition induces a natural equivalence relation on \( \text{CRR}_{n+1}(\mathbf{x}) \). Goldberg [Gol91] proved that for every \( \mathbf{x} \) there is at least one equivalence class in \( \text{CRR}_{n+1}(\mathbf{x}) \) but no more than \( C_n \) distinct classes. Later, [EG02, MTV09, EG11, PW20] all independently prove the matching lower bound of at least \( C_n \) distinct classes. Therefore as \( R \) varies over \( \text{CRR}_{n+1}(\mathbf{x}) \) there are exactly \( C_n \) distinct realizations of \( \Gamma(R) \). The next lemma describes the structure of the real locus \( \Gamma(R) \) for any \( R \in \text{CRR}_{n+1}(\mathbf{x}) \), although we note that it is elementary and only relies on properties of \( \text{CRR}_{n+1}(\mathbf{x}) \) (in particular it does not use any of [Gol91, EG02, MTV09, EG11, PW20]).

**Lemma 2.1.** Let \( \mathbf{x} = \{x_1, \ldots, x_{2n}\} \) be real and distinct and assume \( R \in \text{CRR}_{n+1}(\mathbf{x}) \). Then \( \Gamma(R) \) consists of the real line, \( n \) non-crossing simple curves in \( \mathbb{H} \) that connect the points in \( \mathbf{x} \) according to some non-crossing link pattern, and the complex conjugates of these curves.

Here is a sketch: first appeal to the Riemann-Hurwitz formula, which implies that a rational function of degree \( n + 1 \) has \( 2n \) critical points if and only if the critical points are all of index two. Thus the rational function is locally a two-to-one branched cover around each critical point, i.e.
\[
R(z) = R(x_i) + c_i(z - x_i)^2 + o((z - x_i)^3), \quad c_i = \frac{1}{2} R''(x_i) \in \mathbb{R}, \quad c_i \neq 0.
\]
Therefore around each critical point the real locus locally consists only of the real line and a curve that passes through the critical point at a right angle. Since the \( x_i \) are the only branch points the curves emanating from them cannot cross each other, and the real locus being path-connected forces that the \( 2n \) curves must pair up and connect according to some non-crossing link pattern.

It is often useful to regard a set with the structure of \( \Gamma(R) \) as a graph embedded in \( \hat{\mathbb{C}} \). The critical points \( x_i \) are the vertices, the arcs connecting them are the edges (including the intervals on the real line), and connected components of the complement of \( \Gamma(R) \) are the faces. The geometric structure of \( \Gamma(R) \) suggests that one should be able to grow the \( n \) curves via a Loewner chain, with the growth occurring either separately or in tandem. In the latter case it is better to think of the ensemble consisting of \( 2n \) curves, one growing from each of the critical points, but paired according to some link pattern. To describe the dynamics of the driving function for a single curve it turns out to be convenient to adopt the language of SLE(\( \kappa, \rho \)) processes, specialized to the case \( \kappa = 0 \).

**Definition.** Let \( x \in \mathbb{R} \) and \( \rho = \sum \rho_i \delta_{z_i} \) be a finite atomic measure on \( \hat{\mathbb{C}} \) that is symmetric under conjugation, i.e. \( \rho(z) = \rho(\overline{z}) \) for all \( z \). Define the chordal SLE(0, \( x, \rho \)) Loewner chain by
\[
\partial_t g_t(z) = \frac{2}{g_t(z) - x_t}, \quad g_0(z) = z,
\]
where the driving function \( x_t \) evolves as
\[
x_t = \int_{\mathbb{C}} \frac{d\rho(w)}{x_t - g_t(w)}, \quad x_0 = x.
\]
The flow map \( g_t \) is well-defined up until the first time \( \tau \) at which \( x_t = g_t(w) \) for some \( w \) in the support of \( \rho \), while for each \( z \in \mathbb{C} \) the process \( t \mapsto g_t(z) \) is well-defined up until \( \tau_z \wedge \tau \), where \( \tau_z \) is the first time at which \( g_t(z) = x_t \). We let \( K_{\tau} = \{ z \in \mathbb{H} : \tau_z \leq t \} \) be the hull associated to this Loewner chain. We use the notation SLE(0, \( x, \rho \)) when we want to emphasize the initial position \( x \) of the driving function, but when the initial position is less important we generically refer to these systems as SLE(0, \( \rho \)).
We explain the connection with SLE($\kappa, \rho$) processes in Section 3, although essentially it only involves adding a stochastic term $\sqrt{\kappa}\,dB_t$ to the evolution equation (2.2). For our main theorem it is beneficial to also consider time-varying superpositions of the SLE($0, \rho$) dynamics. The purpose of these superpositions is to allow for the corresponding hull to grow from several different locations at once, which is useful for analyzing commutation properties of an ensemble of curves.

**Definition.** Let $x_1, \ldots, x_N$ be real and distinct, and $\rho_1, \ldots, \rho_N$ be finite atomic measures on $\hat{\mathbb{C}}$ that are symmetric under conjugation. Let $\nu = (\nu_1, \ldots, \nu_N)$, where each $\nu_i : [0, \infty) \rightarrow [0, \infty)$ is assumed to be measurable. Then define the $\nu$-superposition of SLE($0, x_j, \rho_j$) to be the Loewner chain $(g_t)_{t \geq 0}$ obtained by superimposing the weighted dynamics of each individual SLE($0, x_j, \rho_j$) Loewner chain, with the weight of each chain at time $t$ being $\nu_j(t)$. More precisely, both the flow on the Riemann sphere and the flows for the driving functions are superimposed, so that (2.1) is replaced by

$$
\partial_t g_t(z) = \sum_{j=1}^{N} \frac{2\nu_j(t)}{g_t(z) - x_j(t)},
$$

and the driving functions $x_j(t), \ j = 1, \ldots, N$, evolve as

$$
\dot{x}_j = \nu_j(t) \int_{\mathbb{C}} \frac{d\rho_{j,t}(w)}{x_j - g_t(w)} + \sum_{k \neq j} \frac{2\nu_k(t)}{x_j - x_k}, \quad x_j(0) = x_j.
$$

The measure $\rho_{j,t}$ is defined by

$$
\rho_{j,t} = \rho_j|_{\mathbb{C}\setminus\{x_j\}} + \sum_{k \neq j} \rho_j(x_k(0))\delta_{\gamma_k(t)},
$$

where $x = \{x_1, \ldots, x_N\}$ and $\gamma_1(t), \ldots, \gamma_N(t)$ are the tips of the $N$ individual curves at time $t$ (these are well-defined since the Loewner chain is generated by a curve, see Proposition 3.1). For each $z$ the process $t \mapsto g_t(z)$ is well-defined up to a time $\tau_z \wedge \tau$, where $\tau$ is the first time at which any of the individual SLE($0, x_j, \rho_j$) stops being well-defined or any two $x_j$ collide. We continue to let $K_t = \{z \in \mathbb{H} : \tau_z \leq t\}$ be the hull generated by this Loewner chain.

Equation (2.3) captures two distinct sources for the evolution of the driving functions: the integral term being the contribution from the SLE($0, x_j, \rho_j$) process, and the summation term being the contribution of the Loewner chain for $x_k$ acting on $x_j$, over all $k \neq j$. We now state our main result on the Loewner chains of $\Gamma(R)$ for elements of $\text{CRR}_{n+1}(x)$.

**Theorem 2.2.** Let $x = \{x_1, \ldots, x_{2n}\}$ be distinct real points. Assume $\zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \hat{\mathbb{C}}$ is closed under conjugation and solves the stationary relation

$$
\sum_{j=1}^{2n} \frac{1}{\zeta_j - x_j} = \sum_{k \neq k} \frac{2}{\zeta_k - \zeta_i}, \quad k = 1, \ldots, n + 1.
$$

Then there exists an $R \in \text{CRR}_{n+1}(x)$ with pole set $\zeta$. Furthermore, for

$$
\rho_j = \sum_{k \neq j} 2\delta_{x_k} - \sum_{k=1}^{n+1} 4\delta_{\zeta_k}, \quad j = 1, \ldots, 2n,
$$

the hulls $K_t$ generated by any $\nu$-superposition of the SLE($0, x_j, \rho_j$) Loewner flows are a subset of $\Gamma(R)$, up to any time $t$ before the collisions of any poles or critical points. Up to any such time

$$
R \circ g_t^{-1} \in \text{CRR}_{n+1}(x(t)),
$$

where $x(t)$ is the location of the critical points at time $t$ under the $\nu$-superposition.
The last statement shows that the poles and critical points of the rational function generate Loewner chains along which the rationality of $R$ is preserved, and this fact is what ultimately shows that these particular chains generate the real locus. Moreover these results hold under any $\nu$-superposition of the SLE$(0, x_j, \rho_j)$ processes. For any choice of $\nu$ the generated hull is always a subset of the same fixed set $\Gamma(R)$. This is a strong manifestation of the geometric commutation property: that the same curves are generated regardless of the order in which the driving function dynamics are applied. Dubédat studies geometric commutation for multiple SLE$(\kappa)$ in [Dub06] (see also [Gra07]), although in the stochastic setting the commutation is only required to hold in law. In Section 5 we study geometric commutation in the deterministic setting and how it naturally leads to the system of null vector equations for the driving function dynamics.

Under any $\nu$-superposition the processes $x_1(t), \ldots, x_{2n}(t)$ and $\zeta_1(t), \ldots, \zeta_{n+1}(t)$ form an autonomous dynamical system. The dynamics in the standard coordinate chart of $\mathbb{H}$ are expressed in (3.2) of Section 3. Note that the particular choice $\nu_j \equiv 1$ and $\nu_k \equiv 0$ for $k \neq j$ corresponds to growing a single curve anchored at $x_j$. Consequently Theorem 2.2 gives the following simple description of each curve in the multiple SLE$(0)$ ensemble.

**Corollary 2.3.** Each individual curve in a multiple SLE$(0)$ ensemble is an SLE$(0, \rho)$ with $\int \rho = -6$.

The calculation that $\int \rho = -6$ is straightforward, but of course relies on the charges at the critical points being of size 2 and the charges at the poles being of size $-4$. The reason for the specific choices of 2 and $-4$ is more subtle, and we only explain it heuristically in our concluding remarks. An important consequence of $\rho_j$ having total mass $-6$ is the following.

**Corollary 2.4.** Each individual curve in a multiple SLE$(0)$ ensemble is Möbius invariant.

This is a property of SLE$(0, \rho)$ processes with $\int \rho = -6$. We state the precise result in Section 3 and prove it in Section 5. It is the analogue of the well known fact that SLE$(\kappa, \rho)$ processes are conformally invariant (in law) iff $\int \rho = \kappa - 6$. Möbius invariance means that if $\gamma$ is an SLE$(0, x, \rho)$ curve and $\phi \in \text{PSL}(2, \mathbb{R})$ then $t \mapsto \phi(\gamma(t))$ is an SLE$(0, \phi(x), \phi \circ \rho)$ curve, at least up to a time change. Here $\phi \circ \rho$ is the pushforward of $\rho$ by $\phi$. Note that because $\phi$ can swap the point at infinity with another point it is important that $\rho$ account for any charges at infinity.

The other mysterious aspect of Theorem 2.2 is the stationary relation (2.5). Although SLE$(0, \rho)$ processes are defined for general $\rho$, Theorem 2.2 requires that the points $\zeta_1, \ldots, \zeta_{n+1}$ in supp $\rho$ satisfy (2.5) in order to make the connection with real rational functions. The first assertion of the theorem, that a solution to the stationary relation implies the existence of an element of $R \in CRR_{n+1}(x)$, is intimately connected to the poles of the rational function. By writing $R = P/Q$ we see that the finite poles of $R$ are just the zeros of $Q$, and since $Q$ is a polynomial with real coefficients these zeros must always appear in conjugate pairs. Furthermore, since $R$ is of degree $n + 1$ with $2n$ critical points the number of zeros of $Q$ must always be $n$ or $n + 1$. This follows from the fact that the numerator of $R'$ is $P'Q - Q'P$ and hence the $2n$ distinct points of $x$ can be critical points of $R$ iff $\deg P \leq n + 1$ is possible iff either $\deg P = \deg Q = n + 1$, or $\deg Q = n + 1$ and $\deg P = n$, or $\deg P = n + 1$ and $\deg Q = n$. The last case is precisely when $R$ has a pole at infinity, since then $R(z) = z + o(1)$ as $z \to \infty$. Note that including a point at infinity in $\zeta$ does not necessarily preclude $\zeta$ from being a solution to the stationary relation, since in that case both sides of (2.5) degenerate to zero.

The connection between the stationary relation and elements of $CRR_{n+1}(x)$ is made more precise in the next theorem. It states the stationary relation is not only a sufficient condition for the existence of real rational functions but is also (essentially) necessary.
Theorem 2.5. Let \( x = \{x_1, \ldots, x_{2n}\} \) be real and distinct and \( \zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \hat{C} \) be closed under conjugation with the \( \zeta_i \) distinct. Then there exists an \( R \in \text{CRR}_{n+1}(x) \) with pole set \( \zeta \) iff \( \zeta \cap x = \emptyset \) and \( \zeta \) satisfies the stationary relation (2.5).

Theorem 2.5 is a straightforward exercise in complex analysis based on the partial fraction expansion of \( R' \). We highlight the statement as it is used heavily in our analysis of the Loewner chains and in making the connection with Calogero-Moser. Given \( x \) it is typically difficult to explicitly determine solutions to (2.5) for arbitrary \( x \), other than for small \( n \) (see Section 7 for \( n = 1, n = 2, \) and \( n = 3 \)). Since the theorem holds in both directions the existence results of [EG02, MTV09, EG11, PW20] for real rational functions already implies existence of solutions to the stationary relation. In fact there must be infinitely many solutions since post-composition of elements in \( \text{CRR}_{n+1}(x) \) does not preserve the poles, even though it does preserve the real locus and critical points. By [Gol91, EG02, MTV09, EG11, PW20] the solution space to (2.5) must partition into exactly \( C_n \) distinct equivalence classes under post-composition. In fact, if one could independently prove results on the structure of the solution space to (2.5), using algebraic methods or any other means, then Theorem 2.5 provides a new avenue for re-proving either Goldberg’s upper bound or the matching lower bounds of [EG02, MTV09, EG11, PW20].

Using the stationary relation we also give a natural, self-contained proof of the following.

Theorem 2.6. Let \( x = \{x_1, \ldots, x_{2n}\} \) be distinct real points. If \( R \in \text{CRR}_{n+1}(x) \) then \( \Gamma(R) \) has the geodesic multichord property.

Our proof of Theorem 2.6 uses that the stationary relation is preserved under the SLE\((0, x_j, \rho_j)\) Loewner chains, which is a consequence of the proof of Theorem 2.2. We carefully analyze the limiting behavior of the stationary relation as a curve in the ensemble approaches its endpoint. We show that in this limit the map \( R \circ g_t^{-1} \) degenerates to a rational function of one smaller degree and with two fewer critical points. Repeated iteration of this argument brings us to a single curve which we can directly show is a hyperbolic geodesic. From this we recover the geodesic multichord property by inverting the intermediate conformal maps and using that hyperbolic geodesics are conformally invariant. In essence Theorem 2.6 is a converse to the result of Peltola and Wang, who show that geodesic multichords must be the real locus of a real rational function (this is for geodesic conformally invariant. In essence Theorem 2.6 is a converse to the result of Peltola and Wang, who thereby recover the geodesic multichord property for every \( R \in \text{CRR}_{n+1}(x) \). Our argument is more direct and has no reliance on Goldberg’s result.

Our proof of Theorem 2.2 ultimately rests on a field integral of motion for SLE\((0, \rho)\) Loewner chains, which we describe in the next theorem. We note that the structure of the \( \rho \) measure is the same as in Theorem 2.2, but the result does not require the stationary relation to hold.

Theorem 2.7. Let \( x_1, \ldots, x_{2n} \) be real and distinct and \( \zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \hat{C} \) be distinct and closed under conjugation. Define \( \rho_j, j = 1, \ldots, 2n, \) as in (2.6). Then for any \( \nu \)-superposition of the SLE\((0, x_j, \rho_j)\) processes the quantity

\[
N_t(z) := g_t'(z) \prod_{j=1}^{2n} (g_t(z) - x_j(t)) \prod_{k \neq \infty} (g_t(z) - g_t(\zeta_k))^2
\]

is an integral of motion on the interval \([0, \tau_\zeta \wedge \tau]\), for each \( z \in \mathbb{H} \).

As we explain in the concluding remarks, we discovered this field integral of motion by taking a heuristic \( \kappa \to 0 \) limit of a martingale observable for a system of multiple SLE\((\kappa)\) curves. Martingale observables can be thought of as the stochastic counterparts of integrals of motion,
and in [AKM] we will explain how conformal field theory produces an infinite family of martingale observables for systems of multiple SLE(\(\kappa\)). These observables are correlation functions derived from formal algebraic operations on the random Gaussian free field, although multiple SLE requires a version of the GFF that is shifted by an appropriate deterministic function; see [SS09, Dub09, SS13] (among others) for more on this idea. The quantity (2.7) is closely related to this shift.

2.3. Solutions to the Null Vector Equations. In this paper the term null vector equations refers, for a given set \(\mathbf{x} = \{x_1, \ldots, x_{2n}\} \in \mathbb{R}^{2n}_d = \{x_j \text{ are distinct real points}\}\), to the system of \(2n\) quadratic equations

\[
\frac{1}{2} U_j^2 + \sum_{k \neq j} \frac{2}{x_k - x_j} U_k - \sum_{k \neq j} \frac{6}{(x_k - x_j)^2} = 0, \quad j = 1, \ldots, 2n.
\]

We are interested in real-valued solutions to these equations, in which the variables \(U_1, \ldots, U_{2n}\) are regarded as unknowns. Their relevance to multiple SLE(0) initially came from the expectation that, given solutions to (2.8), trajectories of the differential equation

\[
\dot{x}_j(t) = U_j(x(t))\nu_j(t) + \sum_{k \neq j} \frac{2\nu_k(t)}{x_j(t) - x_k(t)}, \quad j = 1, \ldots, 2n
\]

should be the driving functions for the individual curves in a commuting multiple SLE(0) ensemble. This heuristic was first explained in the SLE literature in [BBK05], who arrived at it by taking a formal \(\kappa \to 0\) limit of the BPZ equations, the system of \(2n\) linear partial differential equations

\[
\left(\frac{\kappa}{2} \partial_j^2 + \sum_{k \neq j} \left(\frac{2}{x_k - x_j} \partial_k - \frac{(6 - \kappa) / \kappa}{(x_k - x_j)^2}\right)\right) Z = 0, \quad j = 1, \ldots, 2n.
\]

The BPZ equations are satisfied by partition functions \(Z : \mathbb{R}^{2n}_d \to \mathbb{R}_+\) that describe multiple SLE(\(\kappa\)) curves; more precisely \(\kappa \partial_j \log Z\) is the drift term in the stochastic differential equation for the driving process \(x_j(t)\) that generates the \(j\)th curve in the ensemble. Bauer, Bernard, and Kytölla derived the BPZ equations using ideas from conformal field theory (which we also do in the forthcoming [AKM]), and it is due to the CFT connection that we refer to (2.8) as the null vector equations. Later Dubédat [Dub07] (see also [Gra07]) showed that (2.10) is a necessary condition for generating random curves that satisfy a geometric commutation property (in law). In Section 5 we use similar ideas to show that the null vector equations (2.8) are a necessary condition on any \(U_j : \mathbb{R}^{2n}_d \to \mathbb{R}\), if one wants that the curves generated by solutions to (2.9) satisfy geometric commutation and a conformal invariance property. In the deterministic setting the argument is quite different from [Dub07], owing to the quadratic nature of the null vector equations compared to the linear structure of the BPZ equations. We also note that our argument in Section 5 frees the null vector equations (2.8) from their connection to multiple SLE(\(\kappa\)), which is the only way in which they have appeared in the SLE literature to date. Indeed the derivation of (2.8) from (2.10) in [BBK05] is by taking a limit of \(\kappa \partial_j \log Z\) as \(\kappa \to 0\), although their argument was only a heuristic and not a precise proof. Bauer, Bernard, and Kytölla also make no claim about existence of solutions to (2.8), and until [PW20] no solutions were known in the SLE literature. It is possible that solutions to (2.8) had been discussed in the algebraic geometry literature but we are unaware of them.

Our next result gives a new expression for solutions to the null vector equations (2.8). Our solutions are precisely the right hand side of (2.2), for the \(\rho_j\) encoded by the SLE(0, \(x_j, \rho_j\)) processes of Theorem 2.2. The exact formula is given in equation (2.12), where we note the appearance of the terms \(\zeta_{n,k}(\mathbf{x})\) that we call pole functions. The purpose of these objects is so that we can write our solutions purely in terms of the \(\mathbf{x}\) variables, which are the only parameters that appear in (2.8), and without the auxiliary \(\zeta\) variables. For convenience we define these pole functions in terms of a
distinguished representative of each equivalence class CRR_{n+1}(x; \alpha), where the classes are induced by post-composition and indexed by link patterns. In Section 4 we show that any other choice of representative would lead to the same solutions \( U_{\alpha,j} \), i.e. the solutions \( U_{\alpha,j} \) are constant on each equivalence class CRR_{n+1}(x; \alpha).

**Definition.** Let \( x = \{x_1, \ldots, x_{2n}\} \) be real and distinct and \( \alpha \) be a non-crossing topological link pattern connecting the points in \( x \). Define the canonical element of CRR_{n+1}(x; \alpha) to be the rational function \( R \) that satisfies the hydrodynamic normalization \( R(z) = z + o(1) \) at infinity and whose derivative factors as

\[
R'(z) = \frac{\prod_{j=1}^{2n} (z - x_j)}{\prod_{k=1}^{n} (z - \zeta_k)^2}.
\]

Here \( \zeta_1, \ldots, \zeta_n \) are the finite poles of \( R \) and by the hydrodynamic normalization there is another simple pole at infinity. We define \( \zeta_{\alpha,1}(x), \ldots, \zeta_{\alpha,n}(x) \) to be the poles of \( R \), and we call \( \zeta_{\alpha,k} \) the pole functions. We use no specific labeling scheme for the indices \( k = 1, \ldots, n \), as the choice of the labeling is not important so long as it is applied consistently.

By Theorem 2.5 the pole functions must satisfy the stationary relation (2.5) but it is difficult to find explicit expressions for them in terms of the \( x \). In this sense the solutions (2.12) are semi-explicit. Nonetheless the pole functions exist as a consequence of the non-emptiness of the equivalence classes CRR_{n+1}(x; \alpha) as proved by (any one of) [EG02, MTV09, EG11, PW20]. These existence results provide the existence of the solutions (2.12) in the next theorem.

**Theorem 2.8.** For distinct boundary points \( x \) and a link pattern \( \alpha \) connecting them define

\[
(2.11) \quad Z_\alpha(x) := \prod_{1 \leq j < k \leq 2n} (x_j - x_k)^2 \prod_{1 \leq l < m \leq n} (\zeta_{\alpha,l}(x) - \zeta_{\alpha,m}(x))^8 \prod_{k=1}^{2n} \prod_{l=1}^{n} (x_k - \zeta_{\alpha,l}(x))^{-4}.
\]

Then \( Z_\alpha \) is strictly positive, and is a \((3,0)\)-differential at each coordinate of \( x \) with respect to Möbius transformations of \( \mathbb{H} \) to itself. Moreover

\[
(2.12) \quad U_{\alpha,j}(x) = \partial_{x_j} \log Z_\alpha(x) = \sum_{k \neq j} \frac{2}{x_j - x_k} - \sum_{k=1}^{n} \frac{4}{x_j - \zeta_{\alpha,k}(x)}, \quad j = 1, \ldots, 2n,
\]

are real-valued, translation invariant, homogeneous of degree \(-1\), and satisfy the system of null vector equations (2.8).

The simplicity of formula (2.12) is one of the strengths of the result, as it also allows us to verify that (2.12) is a solution to the null vector equations (2.8) using nothing more than the stationary relation and basic algebra. That (2.12) is the logarithmic derivative of a function \( Z_\alpha \) (the “partition function”) is analogous to the situation for multiple SLE(\( \kappa \)), but the partition function itself is somewhat more transparent in this case. Peltola and Wang also express their solutions \( U_{\alpha,j}(x) \) as the derivative of a function \( U_\alpha(x) \), defined as the value at the minimum for a certain functional on curves that connect the points in \( x \) according to the link pattern \( \alpha \) (the multichordal Loewner potential). The functional itself is explicit in terms of the Brownian loop measure, and using convexity properties they are able to show that a minimizer exists and is unique. However the Brownian loop measure term makes it difficult to evaluate the functional explicitly for any fixed ensemble of curves, including at the minimizer, and so [PW20] has no simple closed form expression for \( U_\alpha(x) \). Nonetheless they are still able to show that the values \(-\partial_{x_j} U_\alpha(x)\) solve the null vector equations (2.8), and that when used as Loewner vector fields these curves also generate the individual curves in \( \Gamma(R) \). This indirectly shows that our version of \( U_{\alpha,j} \) agrees with theirs (since they generate the same ensemble of curves), which in turn implies that \( \log Z_\alpha \) and \(-U_\alpha \) should be the same (up to
an additive constant). It would be interesting to see a direct reason for this argument, as it clearly hints at an interesting relation between the Brownian loop measure and rational functions.

2.4. Connection to the Calogero-Moser System. Finally we come to the connection with the Calogero-Moser integrable system. Calogero-Moser describes a one-dimensional many-body problem in which the particles interact via a pairwise inverse quadratic potential. This means that each particle applies a force to every other equal to the cube of the inverse distance between them. The system is of Hamiltonian type and is most famous for being completely integrable. Informally this means that one can find as many integrals of motion as there are particles, with all of the integrals being in involution. These integrals of motion are determined by finding a Lax pair [Lax68] for the dynamical system, and their existence implies that the integrals of motion can be used (at least abstractly) to re-parameterize the dynamical system via the so-called action-angle coordinates in which the new system is solvable. Moser [Mos75] discovered the Lax pair \((L, M)\) shortly after Calogero [Cal71] solved the quantum version of the system. Moser’s work showed that the transformation into action-angle coordinates is explicit (see also [Rui88]), leading to several concrete methods for generating solutions to the equation. In our case the Calogero-Moser system arises by a particular superposition of the SLE\((0, x_j, \rho_j)\) processes of Theorem 2.2. We call it the \(1/4\)-superposition.

**Theorem 2.9.** Let \(x = \{x_1, \ldots, x_2n\}\) be distinct real points and \(\zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \hat{\mathbb{C}}\) be closed under conjugation and solve the stationary relation (2.5). Under the 1/4-superposition of the SLE\((0, x_j, \rho_j)\) processes of (2.6), i.e. \(\nu_j \equiv 1/4\) for all \(j\), the critical points \(x(t)\) evolve as

\[
\ddot{x}_j = -\sum_{k \neq j} \frac{2}{(x_j - x_k)^3}.
\]  

(2.13)

The choice of \(\nu_j \equiv 1/4\) is mostly for convenience; any other constant value would be a linear time change of the system. Under these second order dynamics the particles \(x(t)\) stay on the real line but due to the sign they begin to collide with each other in finite time. Hence the forces between particles are attractive in our situation, whereas Calogero-Moser is most typically studied in the repulsive case (see [Wil98] for a notable exception). The Hamiltonian corresponding to (2.13) is

\[
\mathcal{H}(x, p) = \frac{1}{2} \sum_j p_j^2 - \sum_{j < k} \frac{1}{(x_j - x_k)^2},
\]  

(2.14)

and the negative sign therein is somewhat atypical as a result. It is, however, equivalent to the typical Hamiltonian with a positive sign but the particles \(x_j\) confined to the imaginary axis instead of the real line, and so we may freely use the known results on Calogero-Moser in the study of our system. The transition from the first-order SLE\((0, x_j, \rho_j)\) processes to the second order Calogero-Moser system is ultimately a consequence of the stationary relation. Under the 1/4-superposition the poles and critical points follow a coupled system of first order differential equations, and then owing to the stationary relation the second order evolution of the poles and critical points decouple into two autonomous systems. Remarkably the poles also end up following the same Calogero-Moser system (see Corollary 6.2). The same coupled first order system appears in [ABW09, AGK11] although without the stationary relation involved. Many non-linear evolution equations (Korteweg-de Vries, Kadomtsev-Petviashvili, Benjamin-Ono) turn out to be integrable by studying the evolution of their poles under finite-dimensional dynamical systems. See [AC91] for a broad survey, and [AMM77] in particular for a situation similar to ours in which the authors study a collection of flows induced by the Calogero-Moser system that preserve the rationality of certain initial conditions to the KdV equation. We derive a result of this type by applying Theorem 2.9 to show that the time evolution of the real rational functions \(R \circ g^{-1}\) of Theorem 2.2 follows a parabolic partial differential equation.
Theorem 2.10. Let \( x = \{x_1, \ldots, x_{2n}\} \) be distinct real points and \( \zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \hat{\mathbb{C}} \) be closed under conjugation and solve the stationary relation (2.5). Under the 1/4-superposition of the SLE\((0, x_j, \rho_j)\) processes of (2.6) the function
\[
Q_t(z) = \prod_{\zeta_k \neq \infty} (z - g_t(\zeta_k))
\]
solves the backward heat equation
\[
\dot{Q}_t = -\frac{1}{2} Q''_t.
\]
Moreover, if \( R \) is an element of CRR\(_{n+1}(x)\) with pole set \( \zeta \) and \( g_t \) is the Loewner chain induced by the 1/4-superposition, the rational functions \( R_t := R \circ g_t^{-1} \) follow the parabolic PDE
\[
\dot{R}_t(z) = -\frac{1}{2} R''_t(z) - \frac{Q'_t(z)}{Q_t(z)} R'_t(z),
\]
at least until the first collision time between any particles in \( x \cup \zeta \).

In Section 7 we directly verify this evolution in specific examples, by explicitly computing the time evolution of the poles and critical points. As stated, in both Theorems 2.9 and 2.10 the connection with real rational functions comes about through the stationary relation and Theorem 2.5. Note that no explicit dependence on the link pattern for the real locus is mentioned; instead it lurks in the choice of the initial momenta \( \dot{x}(0) \). The next result shows that for every equivalence class in CRR\(_{n+1}(x)\) there is a choice of initial momenta \( \dot{x}(0) \) such that the corresponding solutions \( t \mapsto x(t) \) of the Calogero-Moser system grow the real locus corresponding to that equivalence class, when \( x(t) \) is used as the driving function in a Loewner chain. The initial momenta \( \dot{x}(0) \) is intimately related to the null vector equations (2.12).

Theorem 2.11. Let \( x(t) = (x_1(t), \ldots, x_{2n}(t)) \) evolve according to the Calogero-Moser dynamics (2.13) with \( x(0) \) having all coordinates distinct. For each choice of link pattern \( \alpha \) there is a choice of canonical momenta \( \dot{x}(0) \) that solves the system of quadratic equations
\[
\dot{x}_j^2 - \sum_{k \neq j} \frac{\dot{x}_j + \dot{x}_k}{x_j - x_k} - \sum_{k \neq j} \frac{1}{(x_j - x_k)^2} + \frac{1}{2} \sum_{k \neq j \neq l} \frac{1}{(x_j - x_k)(x_j - x_l)} = 0, \quad j = 1, \ldots, 2n,
\]
such that the Loewner chain
\[
\dot{g}_t(z) = \sum_{j=1}^{2n} \frac{1}{2} \frac{1}{g_t(z) - x_j(t)}, \quad g_0(z) = z
\]
generates the multiple SLE\((0; x; \alpha)\) curves, at least up until the first collision time of any two \( x_j \).

In Section 6 we show how this result can naturally be expressed in terms of the Lax pair for the Calogero-Moser system.

3. SLE\((0, \rho)\) and the Field Integral of Motion

We begin by deriving some basic but important properties of SLE\((0, \rho)\) processes. Note that the dynamics are defined on all of \( \hat{\mathbb{C}} \), but that symmetry of \( \rho \) ensures that the driving function stays on the real line. Consequently the Loewner chain maps real points to real points and the hull \( K_t \) is symmetric under conjugation. Although the SLE\((0, \rho)\) flow is purely deterministic the name comes from the stochastic SLE\((\kappa, \rho)\) processes, which first appeared in [LSW03] for describing the boundaries of random conformally invariant sets in scaling limits of discrete statistical mechanics models. These processes are also of central importance in the study of the so-called imaginary
geometry [MS16a], and in many other contexts which are too numerous to list here. We use the definition of SLE(κ, ρ) processes coming from [SW05], which is equivalent to all other definitions in the literature but is best suited to our needs. For κ > 0 and x, ρ as in Section 2.2 an SLE(κ, x, ρ) corresponds to the same Loewner chain (2.1) but with a driving function that evolves as

$$dx_t = \sqrt{\kappa}dB_t + \int_C \frac{d\rho(z)}{x_t - g_t(z)}, \quad x_0 = x,$$

with $B_t$ a standard Brownian motion. Setting $\kappa = 0$ matches the definition of SLE(0, x, ρ) above. Our next result shows that SLE(0, ρ) processes match their SLE(κ, ρ) counterparts in two important ways: the hulls $K_t$ are simple curves in $\mathbb{H}$ (which is also the case for κ positive but small), and these curves are invariant under conformal automorphisms of $\mathbb{H}$ iff $\rho(\hat{C}) = \int \rho = -6$ (for $\kappa > 0$ the required condition is $\int \rho = \kappa - 6$). Applying this result to Theorem 2.2 show that the arcs of real loci of real rational functions can be generated by particular choices of ρ with $\int \rho = -6$, thereby allowing us to understand the conformal invariance property of the real loci in a new way.

**Proposition 3.1.** Let $x \in \mathbb{R}$ and $\rho$ be a finite atomic measure on $\hat{C}$ that is symmetric under conjugation. If $\rho(x) = 0$ the hull $K_t$ is a simple curve in $\mathbb{H}$ for any $t < \tau$. This curve is invariant under conformal automorphisms of $\mathbb{H}$ to itself iff $\rho(\hat{C}) = \int \rho = -6$.

**Proof.** That the hull $K_t$ is a simple curve (i.e. does not self-touch) in $\mathbb{H}$ follows from the smoothness of the vector field that the driving function follows. Indeed, since $\rho(x) = 0$ the force points are initially separated from the driving function and the vector field on the right hand side of the driving function dynamics (2.2) is locally Lipschitz for all $t < \tau$. This is a sufficient condition for the hull to be a simple curve up until time $\tau$.

The proof of conformal invariance for $\int \rho = -6$ is deferred until Section 5.1, where it fits in naturally to the discussion on Loewner flows in a different global coordinate chart. □

Invariance of the curve under conformal automorphisms means that

$$\phi \left( \text{SLE}(0, x, \rho) \right) = \text{SLE}(0, \phi(x), \phi\#\rho),$$

where on both sides “SLE” refers to the hull generated by the Loewner chain, considered as an unparameterized subset of $\mathbb{H}$. As a parameterized curve equality only holds after an appropriate time change of one of the curves. The conformal automorphisms $\phi$ are the Möbius transformations of $\mathbb{H}$ to itself, i.e. the subgroup $\text{PSL}(2, \mathbb{R})$ of fractional linear transformations. One way to think of it is the following: if $\gamma(t)$ is the curve generated by the SLE(0, x, ρ) dynamics then it is fully determined by $x$ and $\rho$. Conformal invariance is the statement that the curve $\phi(\gamma(t))$ is the same as the curve determined by $\phi(x)$ and $\phi\#\rho$, at least up to a time change.

Our next result derives a field integral of motion a single for SLE(0, ρ) process. This integral of motion is a special case of Theorem 2.7, in which the given quantity is an integral of motion for the superposition of many such processes. One consequence of considering only a single SLE(0, ρ) process is that the next result does not assume that ρ has the particular charges of 2 and −4 that are present in Theorem 2.7.

**Proposition 3.2.** Let $x \in \mathbb{R}$ and $\rho$ be a finite atomic measure on $\hat{C}$ that is symmetric under conjugation. Under the SLE(0, x, ρ) dynamics process the quantity

$$g_t(z) \left( g_t(z) - x_t \right) \exp \left\{ \frac{1}{2} \int_C \log(g_t(z) - g_t(w)) d\rho|_{C(w)} \right\}$$

is, for each $z \in \mathbb{H}$, an integral of motion on $[0, \tau_z \wedge \tau)$. 


Here $\rho|_C$ refers to the measure restricted to $C$, i.e. ignoring any charge at infinity. In practice we will only consider $\rho$ such that $\rho(z)$ is an even integer at any $z$. Therefore the exponential term will be well-defined with respect to branch cuts of the logarithm. The algebra in the proof does not require this property of $\rho$, as we now see.

**Proof of Proposition 3.2.** Without loss of generality assume that $\rho = \rho|_C$, i.e. that $\rho$ has no charge at infinity. The time derivative of the logarithm of (3.1) is

$$\frac{\dot{g}_i(z)}{g_i(z)} + \frac{\dot{g}_t(z) - \dot{x}_t}{g_t(z) - x_t} + \frac{1}{2} \int_C \frac{\dot{g}_t(z) - \dot{g}_i(w)}{g_t(z) - g_i(w)} d\rho(w).$$

By using (2.1) and its derivative with respect to $z$ we obtain

$$\frac{\dot{g}_i(z)}{g_i(z)} + \frac{\dot{g}_t(z)}{g_t(z) - x_t} = -\frac{2}{(g_t(z) - x_t)^2} + \frac{2}{(g_t(z) - x_t)^2} = 0.$$

Similarly from (2.1) and the evolution equation (2.2) for $x_t$ we have

$$-\frac{\dot{x}_t}{g_t(z) - x_t} + \frac{1}{2} \int_C \frac{\dot{g}_t(z)}{g_t(z) - g_t(w)} d\rho(w) = -\frac{1}{g_t(z) - x_t} \int_C \left( \frac{1}{x_t - g_t(w)} - \frac{1}{g_t(z) - g_t(w)} \right) d\rho(w)$$

$$= -\int_C \frac{1}{(x_t - g_t(w))(g_t(z) - g_t(w))} d\rho(w).$$

Using (2.1) again we obtain

$$-\frac{1}{2} \int_C \frac{\dot{g}_t(w)}{g_t(z) - g_t(w)} d\rho(w) = \int_C \frac{d\rho(w)}{(x_t - g_t(w))(g_t(z) - g_t(w))},$$

and the result follows. □

Now we turn to Theorem 2.7 and the integral of motion for superimposed SLE(0, $x_j, \rho_j$) processes. Recall that the purpose of the superpositions is to allow for the curve to grow from several locations at once. If more than one $\nu_i$ is non-zero at some time then the hull $K_t$ grows from at least two distinct points, since there are multiple singularities on the right hand side of (2.3). By changing the value of $\nu_j$ with time we can alter the speed of growth at each of the growth locations. For example, setting $\nu_j \equiv 1$ for all $j$ causes $K_t$ to grow from $N$ locations simultaneously. This choice also leads to the connection with the Calogero-Moser integrable system, as we will see in Section 6. On the other hand, setting $\nu_j \equiv 1$ and $\nu_k \equiv 0$ for $k \neq j$ corresponds to the single SLE(0, $x_j, \rho_j$) system in which $K_t$ only grows from a single point. It will always be clear from the context which particular growth type we are referring to. Also note that the dynamics are initially only defined until the first collision time between the points within or between any two SLE(0, $x_j, \rho_j$) processes, but sometimes they can be extended beyond these times. However this requires a choice of how precisely the dynamics should be extended and the structure of the hull after this time may depend on this choice. We discuss a natural extension in Section 4.

**Proof of Theorem 2.7.** For each $j = 1, \ldots, 2n$, the definition of $\rho_j$ implies that $N_t(z)$ has the form

$$N_t(z) = g_i(z)(g_t(z) - x_j(t)) \exp \left\{ \frac{1}{2} \int_C \log(g_t(z) - g_t(w)) d\rho_j|_C(w) \right\}.$$

Note that the expression is the same for each value of $j = 1, \ldots, 2n$. This is a special property of the $\rho_j$ that we work with, in particular that $\rho_j(x_i) = 2$ for all $j \neq i$. For these $\rho_j$ we also have...
that the driving functions \( x_j(t), j = 1, \ldots, 2n \) and the poles \( \zeta_k(t), k = 1, \ldots, n + 1 \), evolve as the autonomous system

\[
\dot{x}_j = \nu_j \left( \sum_{k \neq j} \frac{2}{x_j - x_k} - \sum_{k=1}^{n+1} \frac{4}{x_j - \zeta_k} \right) + \sum_{k \neq j} \frac{2\nu_k}{x_j - x_k}, \quad \dot{\zeta}_k = \sum_{j=1}^{2n} \frac{2\nu_j}{\zeta_k - x_j},
\]

where we have dropped the \( t \) dependence for convenience. As in the proof of Proposition 3.2 we have that the time derivative of the logarithm of \( N_t(z) \) is

\[
\frac{d}{dt} \log N_t(z) = \frac{\dot{g}_t(z)}{g_t(z)} + \sum_{j=1}^{2n} \frac{\dot{g}_t(z) - \dot{x}_j(t)}{g_t(z) - x_j(t)} - 2 \sum_{k=1}^{n+1} \frac{\dot{g}_t(z) - \dot{\zeta}_k(t)}{g_t(z) - \zeta_k(t)}.
\]

Also, as in the proof of Proposition 3.2 we have (dropping the \( z \) dependence in \( g_t(z) \))

\[
\frac{\dot{g}_t}{g_t} = -\sum_{j=1}^{2n} \frac{2\nu_j}{(g_t - x_j)^2}.
\]

Insert this into the expression for \( \partial_t \log N_t(z) \) and expand out \( \dot{x}_j \) and \( \dot{\zeta}_k \) and group the terms as \( \dot{N}_t(z)/N_t(z) = I + II \), where

\[
I = \sum_{j \neq k} \frac{2\nu_k}{(g_t - x_j)(g_t - x_k)} - \sum_{j \neq k} \frac{2\nu_j}{(g_t - x_j)(x_j - x_k)} - \sum_{j \neq k} \frac{2\nu_k}{(g_t - x_j)(x_j - x_k)}
\]

is the sum of the terms not involving \( \zeta_k \) and

\[
II = \sum_{j, k} 4\nu_j \left( \frac{1}{(g_t - x_j)(x_j - \zeta_k)} - \frac{1}{(g_t - x_j)(g_t - \zeta_k)} - \frac{1}{(g_t - \zeta_k)(x_j - \zeta_k)} \right)
\]

is the sum of the terms that do involve \( \zeta_k \). It is easy to see that each summand of \( II \) vanishes. It follows that \( II = 0 \). Rearranging terms or changing the summation index,

\[
I = \sum_{j \neq k} 2\nu_k \left( \frac{1}{(g_t - x_j)(g_t - x_k)} + \sum_{j \neq k} \frac{1}{(g_t - x_j)(x_j - x_k)} - \sum_{j \neq k} \frac{1}{(g_t - x_j)(x_j - x_k)} \right) = 0.
\]

This completes the proof. \( \square \)

4. Real Rational Functions and Loewner Flow

In the first subsection we prove Theorem 2.5, that the stationary relation between poles and critical points is both a necessary and sufficient condition for elements of \( \text{CRR}_{n+1}(x) \), and Theorem 2.2, that any superposition of the SLE(0, \( \rho_j \)) processes generates the real locus of \( R \). In the second subsection we prove Theorem 2.8 on our solutions to the stationary relation, and in the third subsection we prove Theorem 2.6 that \( \Gamma(R) \) has the geodesic multichord property. The final subsection reviews the classical description of the real locus as flow lines and geodesics.

4.1. Stationary Relation and Loewner Flow. The next lemma collects some basic facts about meromorphic functions and their partial fraction expansions.

**Lemma 4.1.** Fix \( n \geq 1 \) and let \( x = \{x_1, \ldots, x_{2n}\} \) be real and distinct. The following are true.

(i) For \( 0 \leq d \leq n + 1 \) consider the meromorphic function

\[
f(z) = \frac{\prod_{j=1}^{2n} (z - x_j)}{\prod_{k=1}^{d} (z - \zeta_k)^2}.
\]
If \( \zeta_1, \ldots, \zeta_d \in \mathbb{C} \) are all distinct then \( f(z) \) has a partial fraction expansion

\[
(4.2) \quad f(z) = p(z) + \sum_{k=1}^{d} \frac{A_k}{(z - \zeta_k)^2} + \sum_{k=1}^{d} \frac{B_k}{z - \zeta_k},
\]

where \( p(z) \) is a polynomial of degree max\{2n - 2d, 0\}, and the constants \( A_k \) and \( B_k \) are

\[
(4.3) \quad A_k = \prod_{j=1}^{2n} (\zeta_k - x_j) \prod_{l \neq k} (\zeta_k - \zeta_l)^2, \quad B_k = \left( \sum_{j=1}^{2n} \frac{1}{\zeta_k - x_j} - \sum_{l \neq k} \frac{2}{\zeta_k - \zeta_l} \right) A_k, \quad k = 1, \ldots, d.
\]

(ii) If \( \zeta_1, \ldots, \zeta_d \in \mathbb{C} \) are all distinct then the meromorphic function (4.2) has a rational primitive iff all \( B_k = 0 \).

(iii) Up to a real multiplicative constant, the derivative of any \( R \in \text{CRR}_{n+1}(x) \) factorizes as

\[
(4.4) \quad R'(z) = \prod_{j=1}^{2n} (z - x_j) \prod_{l \neq \infty} (z - \zeta_l)^2,
\]

where \( \{\zeta_1, \ldots, \zeta_{n+1}\} \) are the poles of \( R \), considered as a multi-set in the case of multiplicities.

(iv) If \( R \in \text{CRR}_{n+1}(x) \) and no element of \( x \) is a pole of \( R \) then all poles are simple.

(v) If \( R \in \text{CRR}_{n+1}(x) \) and no element of \( x \) is a pole of \( R \) then, up to a real multiplicative constant, \( R' \) has the partial fraction expansion

\[
(4.5) \quad R'(z) = 1 \{d = n\} + \sum_{k=1}^{d} \frac{A_k}{(z - \zeta_k)^2},
\]

where \( \{\zeta_1, \ldots, \zeta_d\} \) are the finite poles of \( R \), \( d \in \{n, n + 1\} \), and \( A_k \) is given by (4.3).

(vi) If \( R \in \text{CRR}_{n+1}(x) \) has all simple poles then they are distinct from the points in \( x \).

Parts (iv)-(vi) are stated so as to deal with a rare but possible phenomenon: the existence of \( R \in \text{CRR}_{n+1}(x) \) that have a double pole at some critical point \( x_j \). Example 7.4 in Section 7 is one such example for \( n = 2 \). The existence of such rational functions complicates the statements of many of our results but not the essence of the underlying arguments. We will also see that these exceptional \( R \) are in a sense “isolated singularities” that can be removed in a very natural way, so rather than writing lengthy additional statements to deal with them we simply work with \( R \in \text{CRR}_{n+1}(x) \) that do not exhibit this phenomenon. In this case statement (ii) can be replaced by the more general statement that a meromorphic function has a rational primitive iff it has zero residue at each of its poles.

**Proof.** In part (i) it is clear that (4.2) follows from (4.1) and each pole being of order at most two, the latter of which follows from the assumption that the \( \zeta_k \) are distinct. The formula for \( A_k \) follows from (4.1) and (4.2) by

\[
A_k = \lim_{z \to \zeta_k} f(z)(z - \zeta_k)^2 = \prod_{j=1}^{2n} (\zeta_k - x_j) \prod_{l \neq k} (\zeta_k - \zeta_l)^2.
\]

The formula for \( B_k \) follows from

\[
B_k = \lim_{z \to \zeta_k} (f(z)(z - \zeta_k)^2)' = \lim_{z \to \zeta_k} \left( \sum_{j=1}^{2n} \frac{1}{z - x_j} - \sum_{l \neq k} \frac{2}{z - \zeta_l} \right) f(z)(z - \zeta_k)^2.
\]

Part (ii) is obvious. In part (iii) the factorization of \( R' \) into the form (4.4) follows from a combination of \( R' = (P'Q - QP')/Q^2 \), the critical points of \( R \) being precisely the points in \( x \), and the finite poles of \( R \) being the zeros of \( Q \). The real-valuedness of the multiplicative constant follows
from $P$ and $Q$ having real coefficients. Part (iv) follows by contradiction: if $R = P/Q$ has a double pole (or higher) at a zero $\zeta_k$ of $Q$ then $Q(\zeta_k) = Q'(\zeta_k) = 0$ and hence the Wronskian of $P$ and $Q$ vanishes at $\zeta_k$, implying that $\zeta_k$ is also a critical point.

For part (v) the assumption that no $x$ is a pole of $R$ is combined with part (iv) to guarantee that all poles are simple. Hence by parts (iii) and (i) the partial fraction expansion (4.2) applies to $R'$, with the coefficients $A_k, B_k$ given by (4.3). However it must hold that $B_k = 0$ for all $k$, which follows from part (ii) and the fact that $R'$ has a rational primitive ($R$ itself). That the $p(z)$ of (4.2) becomes $p(z) = 1 \{d = n\}$ in the expansion of $R'$ follows from the behavior of (4.4) at infinity.

Part (vi) also follows by contradiction. Assume that $\zeta_l = x_m$ for some $l, m$. Define $q(z) = R'(z)(z - \zeta)^2$, so that by part (iii) we have

$$q(z) = \prod_{j=1}^{2n} (z - x_j) \prod_{k \neq j} (z - \zeta_k)^2.$$ 

Since the poles are all distinct the denominator is well-defined at $\zeta_l$, and since $\zeta_l = x_m$ by assumption we have $q(\zeta_l) = 0$. Further, since the $x_j$ are all distinct the factorization of $q(z)$ has only one $(z - x_m) = (z - \zeta_l)$ term, hence $q$ has the expansion

$$q(z) = (z - \zeta_l) + O((z - \zeta_l)^2),$$

in a neighborhood of $\zeta_l$. In particular $q'(\zeta_l) \neq 0$. However this contradicts the conclusion $q'(\zeta_l) = B_l = 0$ that follows from the partial fraction expansion (4.2) and part (ii).

Given these results we now prove Theorem 2.5 on the stationary relation.

**Proof of Theorem 2.5.** First recall that by assumption the $n+1$ elements of $\zeta$ are all distinct. Assume that $R \in \text{CRR}_{n+1}(x)$ has pole set $\zeta$. Since the elements of $\zeta$ are distinct then by Lemma 4.1 part (vi) we have $\zeta \cap x = \emptyset$. Then apply Lemma 4.1 part (v) to conclude that $R'$ has the partial fraction expansion (4.5). The coefficients $A_k$ are given by (4.3) and hence $A_k \neq 0$ for each $k$, thanks to $\zeta \cap x = \emptyset$. At the same time the formula (4.3) for $B_k$ also holds, but we also know $B_k = 0$ from the argument in part (v). Since $A_k \neq 0$ this implies the stationary relation (2.5).

Conversely, suppose that $\zeta$ satisfies the stationary relation (2.5) and $\zeta \cap x = \emptyset$. Combine $x$ and $\zeta$ to form the meromorphic function (4.1). Since the elements of $\zeta$ are assumed to be all distinct the partial fraction expansion (4.2) holds, and since $\zeta$ satisfies the stationary relation we have $B_k = 0$ for all $k$. Lemma 4.1 part (ii) completes the proof.

**Remark.** The principle underlying Theorem 2.5 is that if $R \in \text{CRR}_{n+1}(x)$ then $R'$ has a rational primitive, and therefore its residue at all poles must be zero. When the poles are distinct from the critical points this principle expresses itself algebraically in the form of the stationary relation. When, however, a pole overlaps with a critical point (in which case the pole is necessarily of order two) then the partial fraction expansion of $R'$ becomes more complicated as does the corresponding algebra. However the underlying principle remains the same.

**Proof of Theorem 2.2.** We first prove that $R \circ g_t^{-1}$ is real rational and in $\text{CRR}_{n+1}(x(t))$. Since the points $\zeta$ are assumed to be closed under conjugation and solve the stationary relation Theorem 2.5 guarantees the existence of an $R \in \text{CRR}_{n+1}(x)$ with pole set $\zeta$. Moreover, by Lemma 4.1 the derivative of $R$ factors (up to a real multiplicative constant) as

$$R'(z) = \frac{\prod_{j=1}^{2n} (z - x_j)}{\prod_{\zeta_k \neq \infty} (z - \zeta_k)^2}.$$
Using the integral of motion $N_t(z)$ of Theorem 2.7 we have

$$N_t(z) = g'_t(z) \frac{\prod_{j=1}^{2n}(g_t(z) - x_j(t))}{\prod_{k \neq \infty}(g_t(z) - g_t(\zeta_k))^2} = \frac{\prod_{j=1}^{2n}(z - x_j)}{\prod_{k \neq \infty}(z - \zeta_k)^2} = N_0(z) = R'(z).$$

Let $f_t = g_t^{-1}$, and since the above holds everywhere evaluate it at $f_t(z)$ to obtain

$$f'_t(z) \frac{\prod_{j=1}^{2n}(z - x_j(t))}{\prod_{k \neq \infty}(z - g_t(\zeta_k))^2} = f'_t(z) \frac{\prod_{j=1}^{2n}(f_t(z) - x_j)}{\prod_{k \neq \infty}(f_t(z) - \zeta_k)^2} = f'_t(z)R(f_t(z)) = (R \circ f_t)'(z).$$

Apply Lemma 4.1 part (i) to the factorization on the left hand side to conclude that it has the partial fraction expansion (4.2) with

$$A_k(t) = \frac{\prod_{j=1}^{2n}(\zeta_k(t) - x_j(t))}{\prod_{l \neq k}(\zeta_k(t) - \zeta_l(t))^2}$$

and the corresponding formula for $B_k = B_k(t)$. Note the application of Lemma 4.1 part (i) used that the points $x_j(t)$ and $g_t(\zeta_k)$ are all distinct (over all $j$ and $k$), which follows from $t < \tau$ and the definition of the time $\tau$. This gives $A_k(t) \neq 0$ at all such $t$. At such times it is also true that $B_k(t) = 0$ for all $k$, since otherwise the partial fraction expansion (4.2) for $(R \circ f_t)'$ would imply that $R \circ f_t$ has logarithmic singularities. This contradicts rationality of $R$ and smoothness of $g_t^{-1}$ on $\mathbb{H}$. From $B_k(t) = 0$ and $A_k(t) \neq 0$ we immediately conclude, again from Lemma 4.1 part (i), that the stationary relation is preserved at all times. Furthermore, from $B_k(t) = 0$ and Lemma 4.1 part (ii) we conclude that $(R \circ f_t)'$ has a rational primitive, and the factorization (4.6) and Theorem 2.5 imply that $R \circ f_t \in \text{CRR}_{n+1}(x(t))$, as claimed.

Finally, to prove that the hull $K_t$ is a subset of the real locus $\Gamma(R)$, first recall that $g_t$ is the unique conformal map from $\mathbb{H} \setminus K_t$ onto $\mathbb{H}$ with the hydrodynamic normalization $g_t(z) = z + o(1)$ as $z \rightarrow \infty$. Hence $g_t^{-1}$ maps $\mathbb{R}$ onto the subset $K_t$. On the other hand $R \circ g_t^{-1}$ being real rational implies that it maps the real line into the real line. Consequently $R$ must map $K_t$ back to the real line, which implies that $K_t$ is a subset of $\Gamma(R)$. 

We now consider an additional result on the interplay between poles and critical points and their evolution under Loewner flow.

**Lemma 4.2.** Let $x = \{x_1, \ldots, x_{2n}\}$ be real and distinct and $\zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \mathbb{C}$ be symmetric under conjugation and solve the stationary relation (2.5). Let $g_t$ be the Loewner chain of any $\nu$-superposition of the SLE$(0, x_j, \rho_j)$ flows of Theorem 2.2. Then for any $t < \tau$ and any $z$ such that $t < \tau$, we have

$$g_t(z) - \sum_{k=1}^{n+1} \frac{A_k(t)}{g_t(z) - g_t(\zeta_k)} = z - \sum_{k=1}^{n+1} \frac{A_k(0)}{z - \zeta_k},$$

where $A_k(t)$ is defined by

$$A_k(t) = \frac{\prod_{j=1}^{2n}(g_t(\zeta_k) - x_j(t))}{\prod_{l \neq k}(g_t(\zeta_k) - g_t(\zeta_l))^2}.$$

This lemma is useful for finding $\Gamma(R)$ given its poles and critical points. Indeed, if we insert $z = \gamma_j(t)$ into (4.7) for some $j = 1, \ldots, 2n$ then the left hand side is real-valued. By searching for $z \in \mathbb{H}$ that make the right hand side real-valued we can locate the tips of the curves as the Loewner evolution unfolds. We use this technique frequently in the examples. It would be interesting to see if this can lead to an efficient numerical method for plotting $\Gamma(R)$. The proof of Lemma 4.2 is simple.

**Proof.** Combine $R \circ g_t^{-1} \circ g_t = R$ with equation (4.6) for $R \circ g_t^{-1}$. 

$\square$
4.2. Solutions to the Null Vector Equations via Real Rational Functions. Now we prove Theorem 2.8, that our \( U_{\alpha, j} \) of (2.12) are solutions to the null vector equations (2.8). Recall that we represent our \( U_{\alpha, j} \) via the canonical element of \( \text{CRR}_{n+1}(x; \alpha) \), the purpose of which is to make the functions \( U_{\alpha, j} \) a function of \((x; \alpha)\) alone. The proof uses that the pole functions \( \zeta_{\alpha, k}(x) \) are smooth functions of the \( x \) variables but does not require any explicit formulas for the derivatives. We also prove that our functions \( U_{\alpha, j} \) satisfy a system of three algebraic equations called the conformal Ward identities. These are algebraic expressions of the fact that the \( U_j \) transform in a particular way under Möbius transformations of the half-plane to itself; see Section 5 for more.

Proof of Theorem 2.8. We first prove that the \( U_{\alpha, j} \) of (2.12) satisfy the null vector equations. Write \( U_{\alpha, j} = U_j \) throughout. Real-valuedness of \( U_j \) follows from \( x_k \in \mathbb{R} \) and the \( \zeta_k \) occurring in complex conjugate pairs. For the translation invariance, note that the pole functions \( \zeta_{\alpha, k} \) clearly satisfy \( \zeta_{\alpha, k}(x + h) = \zeta_{\alpha, k}(x) + h \) for \( h \in \mathbb{R} \), since if \( R \in \text{CRR}_{n+1}(x; \alpha) \) is canonical then \( R(z - h) \in \text{CRR}_{n+1}(x + h; \alpha) \) and is also canonical. Similarly, \( rR(r^{-1}z) \in \text{CRR}_{n+1}(rx; \alpha) \) for \( r > 0 \) and is canonical, hence \( \zeta_{\alpha, k}(rx) = r\zeta_{\alpha, k}(x) \). The homogeneity of \( U_{\alpha, j} \) follows from these properties of the pole function and the definition (2.12).

For the proof that the \( U_j \) satisfy the null vector equations it is convenient to introduce

\[
(4.8) \quad u_j := U_j - \sum_{k \neq j} \frac{2}{x_j - x_k}.
\]

All we need to check is that \( u_j \)'s satisfy the algebraic equations

\[
(4.9) \quad \frac{1}{2} u_j^2 + 2 \sum_{k \neq j} \frac{u_j - u_k}{x_j - x_k} = 0, \quad j = 1, \ldots, 2n.
\]

Using the stationary relation (2.5), we have

\[
\frac{1}{8} \left( \frac{1}{2} u_j^2 + 2 \sum_{k \neq j} \frac{u_j - u_k}{x_j - x_k} \right) = \left( \sum_{l=1}^n \frac{1}{\zeta_l - x_j} \right)^2 + \sum_{k \neq j} \sum_{l=1}^n \frac{1}{(\zeta_l - x_j)(\zeta_l - x_k)}
\]

\[
= \sum_{l=1}^n \frac{1}{\zeta_l - x_j} \sum_{k=1}^{2n} \frac{1}{\zeta_l - x_k} + 2 \sum_{k<l} \frac{1}{(\zeta_k - x_j)(\zeta_l - x_j)}
\]

\[
= \sum_{l=1}^n \frac{1}{\zeta_l - x_j} \sum_{k \neq l} \frac{2}{\zeta_l - \zeta_k} + 2 \sum_{k<l} \frac{1}{(\zeta_k - x_j)(\zeta_l - x_j)} = 0.
\]

Here we used the identity

\[
\sum_{k<l} \frac{1}{(\zeta_k - x_j)(\zeta_l - x_j)} = \sum_{k<l} \left( \frac{1}{(\zeta_k - x_j)(\zeta_l - x_j)} + \frac{1}{(\zeta_l - x_j)(\zeta_k - x_j)} \right).
\]

Now we prove that \( U_{\alpha, j} = \partial_j \log Z_\alpha \) for \( j = 1, \ldots, 2n \). Write \( Z = Z_\alpha \) throughout. Strict positivity of \( Z \) follows from the \( x_j \) assumed to be real and distinct and the \( \zeta_k \) always appearing in complex conjugate pairs. For the differentiability of \( Z \) we observe that smoothness of the pole functions follows from the fact that for each \( x \) they obey the stationary relation (2.5). Indeed, the stationary relation (2.5) together with the implicit function theorem implies that there is a neighborhood of \( x \) on which the poles \( \zeta_{\alpha, k} = \zeta_{\alpha, k}(x) \) are smooth functions of the critical points. We use the existence and continuity of the first and second order partial derivatives to compute \( \partial_j \log Z \). Indeed, using
Combining the last two facts we conclude that
\[ \sum_{k \neq j} \frac{2}{x_j - x_k} + \sum_{l=1}^{n} \frac{4}{\zeta_l - x_j} + 4 \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{\partial_{x_j} \zeta_l - 8 \sum_{1 \leq l < m \leq n} \frac{\partial_{x_j} \zeta_l - \partial_{x_j} \zeta_m}{\zeta_l - \zeta_m}. \]

For the last two terms use the stationary relation (2.5) to obtain
\[ \sum_{l=1}^{n} \partial_{x_j} \zeta_l \frac{2}{x_k - \zeta_l} = -\sum_{l=1}^{n} \partial_{x_j} \zeta_l \frac{2}{\zeta_l - \zeta_m} = -2 \sum_{1 \leq l < m \leq n} \frac{\partial_{x_j} \zeta_l - \partial_{x_j} \zeta_m}{\zeta_l - \zeta_m}. \]

Thus the last two terms in the above expression vanish, thereby proving \( \partial_{j} \log Z = U_{j} \). The (3, 0)-differential property of \( Z_{\alpha} \) simply means that
\[ Z_{\alpha}(\phi(x)) \prod_{i=1}^{2n} \phi'(x_i)^3 = Z_{\alpha}(x) \]
holds for all Möbius transforms \( \phi \) of \( \mathbb{H} \) to itself. Here \( \phi(x) = (\phi(x_1), \ldots, \phi(x_{2n})) \). This property is verified directly by checking it for translations, dilations, and inversions. \( \square \)

The (3, 0)-differential property of \( Z_{\alpha} \) is also necessary to obtain Möbius invariance of the curves, which we explain in Section 5. The following system of conformal Ward identities is also an expression of conformal invariance but in this section we focus on the algebraic verification of the identities. The proof relies on another simple relationship between the poles and critical points that we call the centroid relation, which we prove next.

**Lemma 4.3.** Let \( x = \{x_1, \ldots, x_{2n}\} \subset \mathbb{R} \) be distinct and \( \alpha \) be a topological link pattern connecting them. Let \( R \in CR \mathbb{R}_{n+1}(x; \alpha) \) be canonical. If the pole function values \( \zeta_{\alpha,1}(x), \ldots, \zeta_{\alpha,n}(x) \) are all distinct then
\[ \frac{1}{n} \sum_{k=1}^{n} \zeta_{\alpha,k}(x) = \frac{1}{2n} \sum_{j=1}^{2n} x_j. \]

**Proof.** By the definition of our canonical element we know that \( R' \) has the partial fraction expansion (4.5) with \( d = n \) and with \( \zeta_k \) representing the pole functions. The same partial fraction expansion implies \( R'(z) = 1 + O(z^{-2}) \) near \( z = \infty \), and therefore
\[ \lim_{z \to \infty} z(R'(z) - 1) = 0. \]

On the other hand, we may use the factorization (4.5) of \( R' \) to write \( R'(z) - 1 \) as
\[ R'(z) - 1 = \frac{(2 \sum_{k=1}^{n} \zeta_k - \sum_{j=1}^{2n} x_j) z^{n-1} + \cdots}{\prod_{k=1}^{n} (z - \zeta_k)^2} \sim \left( 2 \sum_{k=1}^{n} \zeta_k - \sum_{j=1}^{2n} x_j \right) z^{-1}. \]
Combining the last two facts we conclude that \( 2 \sum_{k=1}^{n} \zeta_k = \sum_{j=1}^{2n} x_j \), as claimed. \( \square \)

**Theorem 4.4.** For distinct real points \( x \) and a link pattern \( \alpha \) connecting them the functions \( U_{\alpha,j} \) of (2.12) satisfy the conformal Ward identities
\[ \sum_{j=1}^{2n} U_{\alpha,j} = 0, \quad \sum_{j=1}^{2n} x_j U_{\alpha,j} = -6n, \quad \sum_{j=1}^{2n} x_j^2 U_{\alpha,j} = -6 \sum_{j=1}^{2n} x_j. \]
Proof of Theorem 4.4. For convenience we drop the dependence on $\alpha$ throughout. The first conformal Ward identity holds by symmetry:

$$
\sum_{j=1}^{2n} U_j = \sum_{j=1}^{2n} \sum_{k \neq j} \frac{2}{x_j - x_k} + \sum_{j=1}^{2n} \sum_{k=1}^{n} \frac{4}{\zeta_k - x_j} = \sum_{k=1}^{n} \sum_{l \neq k} \frac{8}{\zeta_k - \zeta_l} = 0.
$$

To find a sufficient and necessary condition for the second identity $\sum_{j=1}^{2n} x_j U_j = -6n$, we compute

$$
\sum_{j=1}^{2n} \sum_{k \neq j} \frac{x_j}{x_j - x_k} = 2n^2 - n,
$$

$$
\sum_{j=1}^{2n} \sum_{k=1}^{n} \frac{x_j}{\zeta_k - x_j} = -2n^2 + \sum_{k=1}^{n} \sum_{l \neq k} \frac{2\zeta_k}{\zeta_k - \zeta_l} = -2n^2 + n(n - 1).
$$

Thus we find $\sum_{j=1}^{2n} x_j U_j = 4n^2 - 2n - 8n^2 + 4n(n - 1) = -6n$, as claimed. For the last of the conformal Ward identities we compute

$$
\sum_{j=1}^{2n} \sum_{k \neq j} \frac{x_j^2}{x_j - x_k} = \sum_{j<k} (x_j + x_k) = (2n - 1) \sum_{j=1}^{n} x_j
$$

and therefore

$$
\sum_{j=1}^{2n} \sum_{k=1}^{n} \frac{x_j^2}{\zeta_k - x_j} = -n \sum_{j=1}^{2n} x_j - 2n \sum_{k=1}^{n} \zeta_k + \sum_{k=1}^{n} \sum_{l \neq k} \frac{2\zeta_k^2}{\zeta_k - \zeta_l} = -n \sum_{j=1}^{2n} x_j - 2n \sum_{k=1}^{n} \zeta_k.
$$

Now the last conformal Ward identity follows from the centroid relation of equation (4.10). \(\square\)

Remark. Section 5 will show that the $U_{\alpha,j}$ satisfying the conformal Ward identities implies that the curves they generate are invariant under Möbius transformations. However it is already apparent that the curves that make up $\Gamma(R)$ have the correct Möbius invariance properties by considering pre-compositions of $R \in \text{CRR}_{n+1}(x)$. For $\phi \in \text{PSL}(2, \mathbb{R})$ it is straightforward to verify that $R \circ \phi^{-1} \in \text{CRR}_{n+1}(\phi(x))$ and that $\Gamma(R \circ \phi^{-1}) = \phi(\Gamma(R))$. Therefore any formulation of the Loewner flow for real loci of real rational functions should obey this type of Möbius invariance. We also note that the term “Möbius invariance”, although standard, is not necessarily the best description. A better term might be “Möbius commutation”, since it indicates that growing $\Gamma(R)$ via Loewner flow and then mapping the curves via a Möbius transform is equivalent to first pre-composing the rational function and then applying the Loewner chain corresponding to the pre-composition. As usual this will only hold up to a time change.

Using the canonical element for the definition of $U_{\alpha,j}$ is largely a matter of convenience, as the next lemma shows that the $U_{\alpha,j}$ are constant on (most of) the equivalence class $\text{CRR}_{n+1}(x; \alpha)$.

Lemma 4.5. Let $x = \{x_1, \ldots, x_{2n}\} \subset \mathbb{R}$ be distinct and $\alpha$ be a topological link pattern connecting them. Define $U_{\alpha,j}$ on $\text{CRR}_{n+1}(x; \alpha)$ by

$$
U_{\alpha,j}(R) = \sum_{k \neq j} \frac{2}{x_j - x_k} - \sum_{\zeta_k \in \zeta(R)} \frac{4}{x_j - \zeta_k},
$$

where $\zeta(R)$ is the set of poles of $R$. Apart from a subset of $\text{CRR}_{n+1}(x; \alpha)$ with PSL(2, $\mathbb{R}$) Haar measure zero the map $U_{\alpha,j}$ is well-defined, constant, and agrees with (2.12).

Proof. As written the formula (4.12) is ill-defined at elements of $\text{CRR}_{n+1}(x; \alpha)$ for which the real rational function has a pole that overlaps with a critical point. In that case the pole is of order two and $R'$ has a pole of order three at the critical point. However there are only finitely many post-inversions that map any given element of $\text{CRR}_{n+1}(x; \alpha)$ into such an element, from which it follows that the subset of such elements has zero measure under the Haar measure on PSL(2, $\mathbb{R}$).
For canonical $R$ this definition agrees with (2.12). For the rest of the equivalence class it is sufficient to consider post-compositions of $R$ by elements of $\text{PSL}(2, \mathbb{R})$, and this group is generated by translations, dilations, and inversions. In the first two cases it is easy to see that the pole set is preserved under post-translations and post-dilations of $R$, i.e. $\zeta(R + h) = \zeta(R)$ for $h \in \mathbb{R}$ and $\zeta(rR) = \zeta(R)$ for $r > 0$. Since the critical points of $R$ are also preserved under these operations it follows that the $U_{\alpha,j}$ are also preserved. Under post-inversion we have $\zeta(1/R) = \hat{3}(R)$, where $\hat{3}(R)$ is the zero set of $R$. The zeros, poles, and critical points satisfy

$$
\sum_{\zeta_k \in \zeta(R)} \frac{1}{x_j - \zeta_k} = \sum_{\eta_m \in \hat{3}(R)} \frac{1}{x_j - \eta_m}, \quad j = 1, \ldots, 2n,
$$

which follow from $R'(x_j) = 0$ and $R'/R$ given by

$$\frac{R'(z)}{R(z)} = \sum_{\eta_m \in \hat{3}(R)} \frac{1}{z - \eta_m} - \sum_{\zeta_k \in \zeta(R)} \frac{1}{z - \zeta_k}.
$$

Consequently $U_{\alpha,j}(1/R) = U_{\alpha,j}(R)$, proving that $U_{\alpha,j}$ is constant. \hfill $\Box$

Remark. See Example 7.4 for a particular canonical rational function for which the pole overlaps with a critical point. Since the set of such singularities has measure zero within the equivalence class it is natural to extend the constant value of $U_{\alpha,j}$ to these elements, and this is the choice we adopt. From the Loewner chain point of view this is certainly the correct choice, since the set $\Gamma(R)$ that is being grown does not depend on the particular representative of the equivalence class. This choice also naturally extends our $\text{SLE}(0,x_j,\rho_j)$ dynamics of Theorem 2.2 past the times at which a pole collides with a critical point. Indeed if $R$ is the initial rational function of Theorem 2.2 then the flow $t \mapsto R \circ g_t^{-1}$ may eventually run into one of these singularities in $\text{CRR}_{n+1}(x(t))$. At such a time simply post-compose by an element of $\text{PSL}(2, \mathbb{R})$ such that the poles and critical points no longer overlap, thereby allowing one to continue on the $\text{SLE}(0,x_j,\rho_j)$ dynamics. The choice of the particular post-composition does not matter precisely because the $U_{\alpha,j}$ are constant on the equivalence classes.

4.3. Geodesic Multichord Property. For $R \in \text{CRR}_{n+1}(x)$ Theorem 2.2 shows that the map $t \mapsto R \circ g_t^{-1}$ remains real rational before any two elements in $x \cup \zeta$ collide, where $\zeta = \zeta(R)$ is the pole set of $R$. The discussion at the end of the last section shows that the $\text{SLE}(0,x_j,\rho_j)$ dynamics that drive the evolution of $R \circ g_t^{-1}$ can be continued on past collision times between $x$ and $\zeta$ elements. In this section we study the limit of $R \circ g_t^{-1}$ when two elements of $x$ collide, and this analysis leads to the proof of the geodesic multichord property of Theorem 2.6.

Our arguments make use of the structure of $\Gamma(R)$ described in Lemma 2.1. We use that any $R \in \text{CRR}_{n+1}(x)$ consists of $n$ curves connecting the points in $x$ according to a link pattern $\alpha$ and we assume that we know $\alpha$. The simplest situation for merging is when one grows a curve that has no other curve below it.

**Proposition 4.6.** Let $x = \{x_1, \ldots, x_{2n}\} \subset \mathbb{R}$ be distinct, relabeling them such that $x_1 < \ldots < x_{2n}$ if necessary. Let $R \in \text{CRR}_{n+1}(x)$ and $\alpha$ be the link pattern for $\Gamma(R)$. If $\{x_j, x_{j+1}\} \in \alpha$ then

$$\lim_{t \uparrow \tau} R \circ g_t^{-1} \in \text{CRR}_n(g_\tau(x_j) \hat{\alpha}_j),$$

where $\hat{x}_j = x \setminus \{x_j, x_{j+1}\}$, $\hat{\alpha}_j = \alpha \setminus \{x_j, x_{j+1}\}$, $g_\tau$ is the Loewner chain of the $\text{SLE}(0,x_j,\rho_j)$ process, $\rho_j$ is given by (2.6) with $\zeta_k$ the poles of $R$, and $\tau$ the time at which $x_j(t)$ collides with $g_\tau(x_{j+1})$ under the flow.
We have stated the result for growth from \( x_j \) (i.e. under the SLE(0, \( x_j, \rho_j \)) Loewner chain) but the proof makes it self-evident that the analogous result holds when the growth occurs at \( x_{j+1} \) (i.e. under the SLE(0, \( x_{j+1}, \rho_{j+1} \)) Loewner chain) and \( \tau \) is the collision time between \( x_{j+1}(t) \) and \( g_t(x_j) \).

**Proof.** First observe that existence of at least one \( j \) such that \( \{x_j, x_{j+1}\} \in \alpha \) is guaranteed by the non-crossing property of the link pattern \( \alpha \). Furthermore, given the existence of a single \( R \in \text{CRR}_{n+1}(x; \alpha) \) there exists a \( \phi \in \text{PSL}(2, \mathbb{R}) \) such that \( \phi \circ R \) has a pole in \( (x_j, x_{j+1}) \). To see this let \( \eta \) be the SLE(0, \( x_j, \rho_j \)) curve from \( x_j \) to \( x_{j+1} \) and let the \( F \) be the face of \( \Gamma(R) \) whose boundary is \( \eta \cup [x_j, x_{j+1}] \). This face of \( \Gamma(R) \), like every other, must have exactly one pole of \( R \) on its boundary. This is because \( R \) is a bijection of each face onto \( \mathbb{H} \) or \( -\mathbb{H} \) that extends continuously to the boundary of the face. The boundary being a subset of the real locus means that \( R \) maps it to \( \mathbb{R} \), hence there must be a pole on the boundary. For this particular face the pole must lie either on \( \eta \) or in \( [x_j, x_{j+1}] \).

The family of post-compositions

\[
\begin{align*}
\tilde{x}_j = U_{n,j}(x) & = \text{continuously maps the pole around } \Gamma(R), \text{ so choose an } x \text{ and } \phi(z) = -1/(z-x) \text{ such that } \phi \circ R \text{ has} \\
& \text{the pole in } (x_j, x_{j+1}). \text{ It is convenient to represent the SLE(0, } x_j, \rho_j \text{) process by } \phi \circ R, \text{ meaning the} \\
& \text{driving function } x_j(t) \text{ evolves as} \\
\end{align*}
\]

but with \( U_{n,j} \) determined by (4.12) and the pole set \( \zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \) of \( \phi \circ R \). By Theorem 2.2 we know that \( \phi \circ R \circ g_t^{-1} \in \text{CRR}_{n+1}(x(t)) \) for any \( t < \tau \), and from the proof of that same theorem we know that \( \phi \circ R \circ g_t^{-1} \) has pole set \( \{g_t(\zeta_1), \ldots, g_t(\zeta_{n+1})\} \). The proof also shows that the stationary relation is preserved at time \( t \), hence

\[
\begin{align*}
\sum_{i=1}^{2n} g_t(\zeta_i) - x_i(t) & = \sum_{i \neq k} g_t(\zeta_k) - g_t(\zeta_l), \quad k = 1, \ldots, n+1. \\
\end{align*}
\]

(4.13)

Now if \( \zeta_m \) is the pole of \( \phi \circ R \) in \( (x_j, x_{j+1}) \) then for all \( t < \tau \) we have \( x_j(t) \leq g_t(\zeta_m) \leq x_{j+1}(t) \) since the Loewner chain preserves order on the real line. Consider the \( m \)th equation in (4.13) (i.e. the one belonging to \( \zeta_m \)). The left hand side of this equation stays finite in the \( t \uparrow \tau \) limit iff

\[
\begin{align*}
g_t(\zeta_m) & = \frac{1}{2}(x_j(t) + x_{j+1}(t)), \\
\end{align*}
\]

(4.14)

since \( x_{j+1}(t) - x_j(t) \rightarrow 0 \) as \( t \uparrow \tau \). But the left hand side must stay finite in this limit because the right hand side does; this follows because the other poles \( \zeta_k, k \neq m \), are on the boundaries of the other faces, hence are separated from \( \zeta_m \) initially and must remain separated as \( t \uparrow \tau \). Thus the \( t \uparrow \tau \) limit of the equations (4.13) for \( 1 \leq k \leq n+1 \) (but \( k \neq m \)) is

\[
\begin{align*}
\frac{2}{g_t(\zeta_k) - x_j(\tau)} & + \sum_{i=1}^{2n} \frac{1}{g_t(\zeta_i) - x_j(\tau)} = \frac{2}{g_t(\zeta_k) - x_j(\tau)} + \sum_{i \neq k,j} \frac{2}{g_t(\zeta_k) - g_t(\zeta_l)}. \\
\end{align*}
\]

Thus the \( n \) points \( \{g_t(\zeta_k), k \neq m\} \) are a solution to the stationary relation for the \( 2n - 2 \) points \( \{x_l(\tau), 1 \leq l \leq 2n, l \neq j, j+1\} \). By Theorem 2.5 there exists an \( R_o \in \text{CRR}_n(\tilde{x}_j) \) with pole set \( \{g_t(\zeta_k) : k \neq m\} \). To see that \( R_o \) is the limit of \( R \circ g_t^{-1} \) we may assume that \( R \) initially has the factorization (4.4), from which Theorem 2.2 implies that

\[
(R \circ g_t^{-1})'(z) = \frac{\prod_{i=1}^{2n}(z - x_i(t))}{\prod_{\zeta_l \neq \infty}(z - g_t(\zeta_l))^2}
\]
for \( t < \tau \). As \( t \uparrow \tau \) the asymptotic relation (4.14) implies that
\[
\lim_{t \uparrow \tau} \frac{(z - x_j(t))(z - x_{j+1}(t))}{(z - g_t(\zeta_m))^2} = 1,
\]
from which it follows that
\[
\lim_{t \uparrow \tau} (R \circ g_t^{-1})(z) = \prod_{l \neq j, j+1} (z - x_l(\tau)) / \prod_{k \neq m} (z - g_\tau(\zeta_k))^2.
\]
Therefore the limit is a real rational function with critical points \( \{x_l(\tau), l \neq j, j + 1\} \) and poles \( \{g_\tau(\zeta_k), k \neq m\} \), since they are already known to satisfy the stationary relation. But this rational function is precisely \( R_0 \). Therefore the \( t \uparrow \tau \) limit of \( R \circ g_t \) is in \( \text{CRR}_2(g_\tau(x_j)) \). It only remains to show that \( \Gamma(R_0) = \hat{\alpha}_j \), which follows from the simple topological fact that deleting the curve anchored at \( x_j \) from \( \Gamma(R) \) endows the remaining curves with the \( \hat{\alpha}_j \) pattern. \( \square \)

**Remark.** The assumption of Proposition 4.6 that the curve connects adjacent critical points is not crucial. It simplifies the proof since it only requires analyzing the asymptotic behavior of two critical points and one pole under a merging event. If we apply the Loewner chain for a curve connecting non-adjacent critical points then we simply have to analyze the limiting behavior of more critical points and the degree of the limiting rational function also drops by this amount. When the curve completes the poles and critical points that are not swallowed by the curve become the poles and critical points of the limiting rational function.

The next result is basic but important for the proof of Theorem 2.6.

**Lemma 4.7.** Let \( x, y \in \mathbb{R} \) be distinct and suppose \( R \in \text{CRR}_2(\{x, y\}) \). Then \( \Gamma(R) \) is the hyperbolic geodesic connecting \( x \) and \( y \) in \( \mathbb{H} \).

**Proof.** The set \( \text{CRR}_2(\{x, y\}) \) is non-empty since we can write down the canonical rational function:
\[
z \mapsto z + \frac{(x - y)^2/4}{z - (x + y)/2}.
\]
The poles of this rational function solve the stationary relation with \( \zeta_1 = \infty \), \( \zeta_2 = (x + y)/2 \). Example 7.1 computes directly that the real locus of this rational function is the real line together with the circle that passes through \( x \) and \( y \) and intersects the real line at right angles. Thus the arc connecting \( x \) and \( y \) in \( \mathbb{H} \) is a semi-circle, which is precisely the hyperbolic geodesic.

Now we claim that for \( R \in \text{CRR}_2(\{x, y\}) \) we can always find a \( \phi \in \text{PSL}(2, \mathbb{R}) \) such that \( \phi \circ R \) is equal to the rational function above, and this proves that \( \text{CRR}_2(\{x, y\}) \) has only one equivalence class. Note that
\[
(\phi \circ R)' = (\phi' \circ R)R' = \frac{P'Q - Q'P}{(cP + dQ)^2} = \frac{(z - x)(z - y)}{(cP + dQ)^2},
\]
where \( R = P/Q \) and \( \phi(z) = (az + b)/(cz + d) \in \text{PSL}(2, \mathbb{R}) \). Since \( \text{deg } P, \text{deg } Q \in \{1, 2\} \) and at least one of the two has degree equal to two it is straightforward to find \( c, d \in \mathbb{R} \) such that \( cP + dQ = z - (x + y)/2 \) (this comes down to solving a \( 2 \times 2 \) linear system). This shows that \( \phi \circ R \) has the same derivative as the canonical rational function above, which is sufficient to conclude that \( \phi \circ R \) can be post-composed into the canonical rational function itself. \( \square \)

Now we come to the proof of Theorem 2.6. It is recursive and based on a descent argument, and Lemma 4.7 acts as the base case. The recursive part uses a repeated application of Proposition 4.6 together with the well known conformal invariance property of hyperbolic geodesics.
Figure 1. A schematic description of the proof of Theorem 2.6. Here $n = 7$ and the critical points are indicated by the blue points in the top left figure. From $R \in \text{CRR}_{n+1}(x)$ we know that the real locus (in $\mathbb{H}$) must connect the blue points according to some non-crossing link pattern; the pattern given in the top left is one such possibility. Note that the shown embedding is only for illustration purposes; it is not the real locus of an actual rational function (such a thing is difficult to compute). The goal is to show that the pink highlighted curve is a geodesic in the grey shaded region. First apply a Möbius transform of $\mathbb{H}$ to itself such that the shaded region becomes unbounded; this is done so that we can apply the Loewner chain in $\mathbb{H}$. Here the Möbius transform is an inversion that sends the point marked with an $x$ to infinity. The top right diagram is the image of the curves and the shaded region under this Möbius transform. The black curves and the pink curve form $\Gamma(R \circ \phi^{-1})$. Now apply Proposition 4.6 repeatedly to remove the black curves in the top right, choosing to remove a “bottom” curve at each step. At each step the remaining curves are a part of the real locus of a real rational function. In the final step (on the bottom left) everything under the green curves has been removed and only the image of the pink curve remains. We directly compute that it is a hyperbolic geodesic in $\mathbb{H}$. Inverting the intermediate conformal maps and using the conformal invariance of hyperbolic geodesics shows that the original pink curve was a hyperbolic geodesic in the original shaded domain.

**Proof of Theorem 2.6.** Let $\eta = (\eta_1, \ldots, \eta_n)$ be the ensemble of $n$ curves in $\mathbb{H}$ that connect the points in $x$ in a non-crossing way. The goal is to show that any $\eta_j$ is the hyperbolic geodesic in the connected component of

$$\mathbb{H} \setminus \bigcup_{k \neq j} \eta_k$$

that it belongs to. More precisely, we want to show that it is the hyperbolic geodesic among all curves in that component that connect the two endpoints of $\eta_j$.

First, we will assume without loss of generality that $\eta_j$ is on the boundary of the unbounded connected component of $\mathbb{H} \setminus \Gamma(R)$. If not then there exists a $\phi \in \text{PSL}(2, \mathbb{R})$ such that $\phi(\eta_j)$ is on the boundary of the unbounded connected component of $\mathbb{H} \setminus \phi(\Gamma(R))$, and since $\phi(\Gamma(R)) = \Gamma(R \circ \phi^{-1})$
and \( R \circ \phi^{-1} \in \text{CRR}_{n+1}(\phi(x)) \) one may apply the argument below starting from the real rational function \( R \circ \phi^{-1} \) instead. The existence of such a \( \phi \) follows by taking \( \phi(z) = -1/(z-y) \), where \( y \in \mathbb{R} \) is in the interval of \( \mathbb{R} \setminus x \) that is immediately to the left of the left endpoint of \( \eta_j \).

Now we begin the descent argument. Topological considerations show that there must exist a curve \( \eta_j \) in \( \Gamma(R) \) that connects two adjacent elements of \( x \) (adjacent in the usual ordering of \( \mathbb{R} \)), and this curve can be chosen to be distinct from \( \eta_j \). Distinctness from \( \eta_j \) follows from the assumption that \( \eta_j \) is on the boundary of the unbounded connected component of \( \mathbb{H} \setminus \Gamma(R) \). Indeed there is only one link pattern, the nested “rainbow” pattern, that has only a single curve connecting two adjacent points of \( x \), and \( \eta_j \) cannot be that single curve since we assume that \( \eta_j \) borders the unbounded connected component of \( \mathbb{H} \setminus \Gamma(R) \).

Apply the SLE\((0, \rho)\) Loewner chain of Theorem 2.2 that generates \( \eta_k \) (one can apply it from either endpoint of \( \eta_k \)). Let \( g_{1,1} \) be the Loewner chain, \( \tau_1 \) be the time at which the curve completes, and denote \( h_1 = g_{1,1} \). By Proposition 4.6 we have that \( R \circ h_1^{-1} \) is a real rational function of degree \( n \) with \( 2n - 2 \) critical points, and generated a sequence of conformal maps \( h \) but that is distinct from \( \eta_j \). By construction of the \( \eta_k \) applying the Loewner chain for a curve other than \( \eta_j \) and \( \eta_j \) cannot be that single curve since we assume that \( \eta_j \) borders the unbounded connected component of \( \mathbb{H} \setminus \Gamma(R) \).

4.4. Real Locus as Flow Lines. Thus far we have focused on our new description of Loewner chains for the real locus of \( R \in \text{CRR}_{n+1}(x) \). There is well known and classical theory showing that the curves in the real locus are also flow lines of the vector field \( 1/R' \). We now briefly recall this theory, and in the concluding remarks of Section 8 we explain how, at least heuristically, it is the classical limit of the imaginary geometry of Miller and Sheffield [MS16a, MS16b, MS16c, MS17].

Given a rational function \( R \in \text{CRR}_{n+1}(x) \) associate to it a vector field \( v_R \) on \( \hat{C} \) defined by

\[
v_R(z) = \frac{1}{R'(z)}.
\]
We consider flow lines of the differential equation $\dot{z} = v_R(z)$, and by the factorization of $R'$ given in (4.4) this equation can be written in the standard coordinate chart of $\mathbb{C}$ as

$$\dot{z} = \frac{\prod_{k \neq \infty} (z - \zeta_k)^2}{\prod_{i=1}^n (z - x_i)}.$$ 

The set $S_R = \{x, \zeta\}$ are the singularities of this vector field although they are of two distinct types: the poles of $R$ are stationary points of the vector field $v_R$, while $v_R$ blows up at the critical points of $R$. For the sake of simplicity we will assume in this section that the poles and the critical points are fully distinct, i.e. that $x \cap \zeta = \emptyset$. The phase portrait of the vector field is largely determined by its index at each singular point. The index counts the number of rotations of the vector field as one traverses a small circle around the singular point, i.e. the index $\mathcal{J}(v_R; s_0)$ around critical point $s_0$ is the winding number of the curve $\theta \mapsto v_R(s_0 + r e^{i\theta})$, $0 \leq \theta \leq 2\pi$. For $R \in \text{CRR}_{n+1}(x)$ one easily verifies that $\mathcal{J}(v_R; \zeta_k) = 2$ while $\mathcal{J}(v_R; x_i) = -1$. In most modern literature the singular points with index $-1$ are called saddle points while those with index 2 are called dipoles. These values agree with the Poincaré-Hopf index theorem (which states that the total sum of all indices equals the Euler characteristic of the surface) since the vector field $v_R$ lives on the Riemann sphere and

$$\sum_{s \in S_R} \mathcal{J}(v_R; s) = 2(n + 1) - 2n = 2 - 2 \cdot 0 = \chi(\hat{\mathbb{C}}).$$

Flow lines of rational vector fields on the Riemann sphere are well described in several papers, among them [Ben91, MnRVV95, GGJ07, KR21] and the references therein. Since we work in the much simpler special case of rational vector fields that have a rational primitive we can derive a much quicker description of the flow lines. Indeed, for a holomorphic function $f$ it is straightforward to verify that the flow lines of $\dot{z} = 1/f'(z)$ are the level lines of $\text{Im } f$. This fact can be verified by observing that $1/f'(z)$ is orthogonal to the gradient $\overline{\partial} \text{Im } f$, which is in turn orthogonal to the level lines of $\text{Im } f$. Thus $1/f'(z)$ is tangent to the level lines of $\text{Im } f$. Alternatively, one can also verify this fact by noting that it is true for $f(z) = z$ and that vector fields are $(-1,0)$-differentials. Specializing this fact to $f = R$ gives the following:

**Lemma 4.8.** Let $x_1, \ldots, x_{2n}$ be real and distinct and $R \in \text{CRR}_{n+1}(x)$. The flow lines of $\dot{z} = 1/R'(z)$ are level lines of $\text{Im } R$.

With this result the phase portrait of the differential equation has an elementary description. Consider the flow lines on each face of the graph generated by $\Gamma(R)$ (recall that the faces are the $2n + 2$ open, simply connected regions of the complement of $\Gamma(R)$ in the Riemann sphere). As we mentioned in the proof of Proposition 4.6, on each face $R$ is a bijection onto either $\mathbb{H}$ or $-\mathbb{H}$. Thus by Lemma 4.8 the flow lines of $v_R$ within a given face are the pre-images of the horizontal lines in either $\mathbb{H}$ or $-\mathbb{H}$. Since those horizontal lines meet at infinity their pre-images meet at the pole of $R$ that sits on the boundary of the given face. In other words, if $\zeta_j$ is the pole of $R$ that sits the boundary of a face $F$, then every flow line in $F$ moves towards $\zeta_j$ in both forward and backward time. See Figures 2, 4, 5, and 6 in Section 7 for illustrations of this fact. Another way of stating it is that any face of $\Gamma(R)$ that has $\zeta_j$ on its boundary is a basin of attraction for $\zeta_j$, when it is regarded as a stationary point of the vector field $v_R$.

Under replacement of $R$ by a post-composition $\phi \circ R$, where $\phi \in \text{PSL}(2, \mathbb{R})$, the horizontal lines get mapped to circles and the flow lines become the pre-images of these circles by $R$. This is also readily apparent in Figures 2, 4, 5, and 6. In these figures we also observe that around each critical point the flow lines of $v_R$ that are off of the real locus locally look like hyperbolas that are asymptotic to the coordinate axes.
On the other hand, around each critical point the flow lines on the real locus move toward the critical point in one of the coordinate directions and move away from the critical point in the other direction, i.e. they display the behavior of a saddle point. The real locus of \( \Gamma(R) \) is characterized as the flow lines of \( v_R \) that move towards the critical points of \( R \) in at least one direction. We summarize these results in the next proposition, which is a special case of the more general results in [Ben91].

**Proposition 4.9** ([Ben91]). Let \( x_1, \ldots, x_{2n} \) be real and distinct and \( R \in \text{CRR}_{n+1}(x) \). For each \( z \in \mathbb{C} \setminus \mathcal{S}_R \) the flow line of \( 1/R' \) passing through \( z \) converges in each direction, and the limit is either a critical point or a pole of \( R \). Moreover \( z \in \Gamma(R) \) iff at least one of the limits of the flow line passing through \( z \) is a critical point.

Another way of summarizing the above results is that the vector field \( v_R \) is, on the closure of each face, the pullback of the vector field 1 by the rational map \( R \). This is consistent with vector fields being \((-1,0)\)-differentials. The flow lines of the vector field 1 are also geodesics of the flat metric on the Riemann sphere, and the pullback of these geodesics by \( R \) are also geodesics in the pullback metric (this fact is true in great generality). Since intervals on the real line are geodesics in the flat metric on the sphere we immediately obtain the following.

**Proposition 4.10.** Any arc within an edge of \( \Gamma(R) \) is a geodesic of the pullback metric

\[
ds^2 = |R'(z)|^2 |dz|^2.
\]

Thus the real locus \( \Gamma(R) \) can be characterized as both flow lines of a vector field and as geodesics of a metric. Similar characterizations for random interface curves via random vector fields or random metrics have been of intense interest over the last decade. In the final section we use heuristics from conformal field theory to explain how a certain limit of the Miller-Sheffield imaginary geometry, which uses the Gaussian free field as a vector field to describe random interface curves, naturally leads to the description of \( \Gamma(R) \) as the flow lines of \( v_R \). We are unsure of how to view the geodesic description of \( \Gamma(R) \) as a limit of random geodesics, but we note that in the deterministic setting the geodesic description can be obtained from the flow line description. Indeed, consider vector fields

\[
X_1(z) = \text{Re} \left( \frac{1}{R'(z)} \partial_z \right), \quad X_2(z) = -\text{Im} \left( \frac{1}{R'(z)} \partial_z \right),
\]

where \( \partial_z = \partial_x - i \partial_y \). The Cauchy-Riemann equations show that the Lie bracket \([X_1, X_2]\) vanishes and so the flows of \( X_1 \) and \( X_2 \) locally commute. Classical theory, as explained in [MnRVV95] among other places, implies that there exists a metric tensor \( g \) such that \{\( X_1, X_2 \)\} forms an orthonormal (moving) frame for \( g \), i.e. \( g(X_j, X_k) = \delta_{jk} \) for \( j, k = 1, 2 \). Under this metric the flow lines of \( X_1 \) and \( X_2 \) are geodesics, by construction. In the standard Euclidean chart this metric is expressed as

\[
ds^2 = g(\partial_x, \partial_x) \, dx^2 + g(\partial_y, \partial_y) \, dy^2 + 2g(\partial_x, \partial_y) \, dx \, dy = |R'(x + iy)|^2 (dx^2 + dy^2) = |R'(z)|^2 |dz|^2,
\]

and therefore agrees with (4.15). It would be interesting to see if the flow line description of random interface curves could be carried over to a geodesic description in a similar manner, although of course the classical theory would not apply in that case.

5. Commutation, Conformal Invariance, and the Null Vector Equations

We now reconsider the origins of the null vector equations (2.8) and their somewhat mysterious appearance in this theory. Theorem 2.8 constructs a solution set to (2.8) from the critical points and poles of the canonical rational function in \( \text{CRR}_{n+1}(z; \alpha) \), one such set for each \( \alpha \). This is natural if one knows beforehand that solutions to (2.8) produce driving functions for Loewner chains for
the real locus of $R \in \text{CRR}_{n+1}(x)$, but to date the literature seems only to arrive at the null vector equations (2.8) by considering $\kappa \to 0$ limits of the BPZ equations for multiple SLE($\kappa$).

In this section we give a purely geometric explanation for the null vector equations that is free of any reference to multiple SLE($\kappa$). We show instead that the null vector equations appear naturally when one asks for two desirable properties in a class of Loewner chains: geometric commutation and conformal invariance. The former asks that one can grow the entire ensemble of curves by applying the Loewner chains for each individual curve in any particular order, while the second asks that the Loewner chains generating the curves are invariant under conformal transformations (at least up to a time change). In spirit our derivation of the null vector equations is most similar to the argument of Dubédat [Dub07] (see also [Gra07]) who proved that the BPZ equations are a natural consequence of commutation for the multiple SLE($\kappa$) curves. We show that together the commutation and conformal invariance properties imply that the dynamics for the Loewner driving function must satisfy the null vector equations (2.8) and an additional set of algebraic relations known as the conformal Ward identities. This shows that these algebraic relations are a natural consequence of the geometric properties of the curves, and ultimately that multiple SLE(0) curves are natural geometric objects in their own right without relying on any reference to their multiple SLE($\kappa$) counterparts, the Brownian loop measure, or even as the real loci of real rational functions.

We proceed axiomatically. We first specify geometric commutation and conformal invariance as defining properties of an ensemble of curves and then derive the null vector equations and conformal Ward identities for the dynamics of the Loewner driving functions as a consequence of these properties. Loosely speaking, the defining properties we wish to consider are the following.

(i) The $n$ curves in the ensemble are smooth, simple, and disjoint, and each curve connects two distinct boundary point in $\mathbb{R}$. We enumerate these $2n$ boundary points as $x = (x_1, \ldots, x_{2n})$, and the curves connect them according to one of the $C_n$ possible non-crossing link patterns $\alpha$.

(ii) Each curve can be individually generated by a Loewner chain, and the dynamics of the driving function only depends on the $2n$ marked points $x$ and the desired link pattern $\alpha$. Moreover each of the $n$ curves can be grown from either one of the boundary points that it connects. To distinguish between the two possibilities we consider the ensemble as $2n$ distinct curves, enumerated as $\gamma_j$, $j = 1, \ldots, 2n$, where $\gamma_j$ is the curve generated from $x_j$.

(iii) The curves geometrically commute, meaning that the same collection of curves can be generated by applying the individual Loewner chains in any chosen order.

(iv) Each curve $\gamma_j$ is Möbius invariant in $\mathbb{H}$. This means that if $\gamma_j$ is the curve generated by a Loewner flow and initial data $x$, then its image $\phi(\gamma_j)$ under a conformal automorphism $\phi$ of $\mathbb{H}$ is, up to a time change, generated by the same flow with initial data $\phi(x) = (\phi(x_1), \ldots, \phi(x_{2n}))$.

We now explain these conditions more precisely. Let $x = \{x_1, \ldots, x_{2n}\} \subset \mathbb{R}$ be distinct. The $x_i$ will be the collection of $2n$ boundary points for the curves. The first condition implies that the ensemble of $n$ curves is homeomorphic to a multiple SLE(0; $x; \alpha$) ensemble (equivalently the real locus of an $R \in \text{CRR}_{n+1}(x; \alpha)$). We assume without loss of generality that each $\gamma_j$ is parameterized so that $\text{hcap}(\gamma_j[0, t]) = 2t$, although later we will consider other time parameterizations. For assumption (i) we assume that individually each curve $\gamma_j$ is generated by a Loewner chain of the form

$$
(5.1) \quad \partial_t g_{j,t}(z) = \frac{2}{g_{j,t}(z) - x_j(t)}, \quad g_{j,0}(z) = z, \quad x_j(0) = x_j,
$$

where $t \mapsto x_j(t)$ is the driving function. We assume that the collection of points $x(t) = (x_1(t), \ldots)$ evolves as an autonomous dynamical system, and we restrict attention to systems of the type

$$
(5.2) \quad \dot{x}_j = (\partial_j I)(x), \quad \dot{x}_k = \frac{2}{x_k - x_j} \text{ for } j \neq k.
$$
At this point $\mathcal{U} : \mathbb{R}^{2n}_+ \to \mathbb{R}$ is assumed to be smooth on each connected component of $\mathbb{R}^{2n}_+$, where the latter is the open subset of $\mathbb{R}^{2n}$ in which all coordinates are distinct. Under these dynamics the driving function $x_j(t)$ evolves as specified by $\partial_t \mathcal{U}$, while the points $x_k(t)$ simply follow the Loewner chain generated by $x_j(t)$. This reflects the fact that $\gamma_j$ is only growing from one point, but the evolution of the points $x_k(t)$ does influence the dynamics of $x_j(t)$ through the function $\mathcal{U}$. Throughout we use the notation

$$U_j = \partial_j \mathcal{U}$$

and observe that smoothness of $\mathcal{U}$ implies that $\partial_j U_k = \partial_k U_j$ for all $j, k$. We define differential operators corresponding to (5.2) by

$$\mathcal{L}_j = U_j(x) \partial_j + \sum_{k \neq j} \frac{2}{x_k - x_j} \partial_k, \quad j = 1, \ldots, N.$$  

Note that each $\mathcal{L}_j$ and the boundary data $x = x(0)$ determines the Loewner chain $t \mapsto g_{j,t}$ and the curve $\gamma_j$. Before stating the theorem relating $U_j$ to the null vector equations we first make a precise definition of the notion of geometric commutation that is expressed in (iii).

**Definition.** Let $\gamma_1, \ldots, \gamma_N$ be smooth, simple curves in $\mathbb{H}$ that are generated by Loewner chains of the form (5.1)-(5.2). The curves are said to *locally* geometric commute if for any pair $1 \leq j \neq k \leq N$, and any $s, t \geq 0$ such that $\gamma_j[0, t]$ and $\gamma_k[0, s]$ do not intersect and individually only intersect the boundary at one point $(x_j, x_k)$, respectively, then $g_{j,t}(\gamma_k[0, s])$ is the curve generated by $\mathcal{L}_k$ and the initial data $(g_{j,t}(x_1), \ldots, g_{j,t}(x_N))$, at least up to a time change.

Since the above holds for all $j \neq k$, this condition means that the hull $\gamma_j[0, t] \cup \gamma_k[0, s]$ can be removed by running the two Loewner chains in either order. The only caveat is that the second Loewner chain must be applied with a different time parameterization, since the half-plane capacity of the remaining hull is altered after the application of the first flow. This difference in time parameterizations is the reason for the appearance of the term $(x_k - x_j)^{-2}$ in the following result.

**Theorem 5.1.** Let $\gamma_1, \ldots, \gamma_{2n}$ be smooth, simple curves in $\mathbb{H}$ that are generated by Loewner chains of the form (5.1)-(5.2). If the curves locally geometrically commute then $\mathcal{L}_j$ satisfy the commutation relations

$$[\mathcal{L}_j, \mathcal{L}_k] = \frac{4}{(x_k - x_j)^2} (\mathcal{L}_k - \mathcal{L}_j), \quad \text{for all } 1 \leq j \neq k \leq 2n.$$  

Moreover, under the additional assumption that $\partial_j U_k = \partial_k U_j$ for all $j, k$, the commutation relations hold for $\mathcal{L}_j$ of the form (5.4) iff there exists smooth functions $h_1, \ldots, h_{2n} : \mathbb{R} \to \mathbb{R}$ such that

$$\frac{1}{2} U_j^2 + \sum_{k \neq j} \frac{2}{x_k - x_j} U_k - \sum_{k \neq j} \frac{6}{(x_k - x_j)^2} = h_j(x_j), \quad j = 1, \ldots, 2n.$$  

The argument for the commutation relation (5.5) does not rely on the particular form (5.2) of the dynamics for the driving function, or equivalently on formula (5.4) for the differential operators. Instead it is based on properties of the Loewner equation and the half-plane capacity. Our proof is an adaptation of the one found in [Dub07] (see also [Gra07]) that derives the same algebraic commutation relation for multiple SLE($\kappa$) curves. In Dubédat’s case the geometric commutation property of the curves only needs to hold in law and the operators $\mathcal{L}_j$ of (5.4) are replaced by the second order differential operators that are the generators of the random driving functions. Equation (5.5) is essentially a geometric condition, with the particular form of the $\mathcal{L}_j$ largely irrelevant.

Our derivation of (5.6) differs from Dubédat’s approach in that it is less computational and more conceptual. Most notably, we derive (5.6) purely as a consequence of viewing the Loewner evolution
of one curve in the coordinate chart induced by the growth of another curve. In contrast, the derivation that Dubédat uses for the \( \kappa > 0 \) analogue of (5.6) is more algebraic. Essentially, in the \( \kappa = 0 \) case his approach would be to insert (5.4) into (5.5) and reduce terms. Our derivation of (5.6) is somewhat more geometric in spirit, and unifies nicely with our derivation of conformal invariance.

Note that the algebraic description of geometric commutation in (5.6) only forces that the left hand side of (5.6) is a function of the single variable \( x_j \). From the multiple SLE(0) point of view this is somewhat surprising. For that particular family of curves it is proved by Peltola-Wang [PW20, Proposition 1.6] that their versions of (5.6) with \( h_j \equiv 0 \). This also follows from our Theorems 2.2 and 2.8. Combining these results with our Theorem 5.1 gives another proof that the multiple SLE(0) curves geometrically commute. However, since (5.6) is an if and only if statement, Theorem 5.1 also implies that if one can find solutions \( U_j \) to (5.6) for some \( h_j \neq 0 \), then there are families of geometrically commuting curves that are distinct from multiple SLE(0). In this paper we do not make any considerations of this type, but it would be interesting to consider particular examples and their possible relation to other statistical mechanical systems.

### Theorem 5.2.
If solutions \( U_j, j = 1, \ldots, 2n \), to (5.6) generate curves that are each invariant under Möbius transformations then \( h_j \equiv 0 \) for \( j = 1, \ldots, 2n \).

Theorem 5.2 is stated only as invariance under Möbius transformations, but by a standard construction this is sufficient to obtain full conformal invariance. Indeed, on other simply connected domains the ensemble of curves is defined by conformal mapping, but this is only possible so long as this definition is self-consistent with the group of conformal automorphisms of \( \mathbb{D} \) to itself. These conformal automorphisms are precisely the subgroup \( \text{PSL}(2, \mathbb{R}) \) of fractional linear transformations with real coefficients. Invariance of the curves with respect to \( \text{PSL}(2, \mathbb{R}) \) is ultimately a statement about the behavior of the \( L_j \) under these transformations. Since \( U \) and \( U_j = \partial_t \mathcal{U} \) are assumed to be defined globally on \( \mathbb{R}^{2n} \) the \( L_j \) generate curves determined by both the boundary data \( \mathbf{x} = (x_1, \ldots, x_N) \) and the boundary data \( \phi(x) = (\phi(x_1), \ldots, \phi(x_N)) \), where \( \phi \in \text{PSL}(2, \mathbb{R}) \). Möbius invariance is the statement that if \( \gamma_j \) is the curve determined by \( L_j \) and \( \mathbf{x} \) then \( \phi(\gamma_j) \) is the curve determined by \( \mathcal{L}_j \) and \( \phi(\mathbf{x}) \), at least up to a time change. To obtain Theorem 5.2 from this condition we first show it forces that \( U \) is a pre-pre-Schwarzian form of order 3 in each variable, and hence each \( U_j \) is a pre-Schwarzian form of order 3 in the \( x_j \) variable and a scalar in the remaining ones. These facts imply that the \( U_j \) satisfy the system of conformal Ward identities (4.11). The proof of Theorem 5.2 shows that \( h_j \equiv 0 \) is necessary for (5.6) and (4.11) to hold simultaneously.

### 5.1. Transformation of Loewner Flows under Coordinate Changes.
We now prove Theorems 5.1 and 5.2: that local commutation and conformal invariance imply that the \( U_j \) of (5.2)-(5.3) satisfy the null vector equations (2.8). We first analyze the consequences of local commutation and conformal invariance separately and combine the arguments together at the end of the section. Both local commutation and conformal invariance are instances of essentially the same general property: that the Loewner chain of a curve, when viewed in a different coordinate chart, is a time change of the Loewner chain in the standard coordinate chart but with different initial conditions. For local commutation we study the Loewner chain for \( \gamma_j \) in the coordinates induced by the conformal maps \( g_{k,t} \) for \( k \neq j \), while for conformal invariance we study the Loewner chain for each \( \gamma_j \) in the coordinates corresponding to Möbius transformations of \( \mathbb{D} \).

To this end, let us briefly review how Loewner chains transform under coordinate changes. The following summary is modified from [Law05, Section 4.6] and [Law04, Section 3.2]. Let \( \gamma = \gamma(t) \)
be a continuous, non-crossing curve in $\mathbb{H}$, and for simplicity we assume that $\gamma(0) = x \in \mathbb{R}$ and $\gamma(0, t) \subset \mathbb{H}$. Assume that $\gamma$ is generated by the Loewner chain
\begin{equation}
\partial_t g_t(z; x) = \frac{2}{g_t(z; x) - W_t}, \quad W_t = v(W_t; g_t(z_1), \ldots, g_t(z_N)) \quad g_0(z) = z, \quad W_0 = x.
\end{equation}

We only consider the case where $\dot{W}_t = v(W_t)$ for some $v : \mathbb{R} \times \mathbb{C}^N \to \mathbb{R}$. We allow $v$ to depend on the location of a collection of marked points in the flow $g_t$, but to keep the notation brief we only write $\dot{W}_t = v(W_t)$ from now on. Under a conformal transformation $\Phi : \mathcal{N} \to \mathbb{H}$, defined in a neighborhood $\mathcal{N}$ of $x$ such that $\gamma[0, T] \subset \mathcal{N}$ and such that $\Phi$ sends $\partial \mathcal{N} \cap \mathbb{R}$ to $\mathbb{R}$, the Loewner chain of the image curve $\tilde{\gamma}(t) = \Phi \circ \gamma(t)$ is as follows, at least for $0 \leq t \leq T$. Let $\tilde{g}_t$ denote the unique conformal transformation of $\mathbb{H} \setminus \tilde{\gamma}[0, t]$ onto $\mathbb{H}$ that satisfies the normalization $\tilde{g}_t(z) = z + o(1)$ as $z \to \infty$. Letting $h_t = \tilde{g}_t \circ \Phi \circ g_t^{-1}$, it can be computed that $\tilde{g}_t(z)$ evolves as
\begin{equation}
\partial_t \tilde{g}_t(z; x) = \frac{2h_t'(W_t)^2}{\tilde{g}_t(z; x) - \tilde{W}_t}, \quad \tilde{g}_0(z) = z, \quad \tilde{W}_0 = \Phi(x),
\end{equation}
where $\tilde{W}_t = \tilde{g}_t \circ \Phi \circ \gamma(t) = \tilde{g}_t \circ \Phi \circ g_t^{-1}(W_t) = h_t(W_t)$ is the driving function for the new flow. Note that $\tilde{W}_0 = \Phi(W_0) = \Phi(x)$. The equation for $\partial_t \tilde{g}_t(z)$ shows that $\dot{\tilde{g}}$ is parameterized so that its half-plane capacity satisfies $\text{hcap}(\dot{\tilde{g}}[0, t]) = 2\sigma(t)$, where
\begin{equation}
\sigma(t) := \int_0^t h_s'(W_s)^2 ds.
\end{equation}
Furthermore, by $\tilde{W}_t = h_t(W_t)$ and $\dot{W}_t = v(W_t)$ we compute that when the time evolution of $W_t$ is sufficiently smooth (which is the only case that we consider) then the time evolution of $\tilde{W}_t$ satisfies
\begin{equation}
\dot{\tilde{W}}_t = (\partial_h h_t)(W_t) + h_t'(W_t) \dot{W}_t = -3h_t''(W_t) + h_t'(W_t)v(W_t).
\end{equation}

The first part of the final equality comes from [Law05, eqn. (4.35)]. Thus the driving function for the image curve $\tilde{\gamma}$ follows a vector field that varies with time. Using that $h_0 = \Phi$, we see from (5.9) that at $t = 0$ and at the point $\Phi(x)$ (since $\tilde{W}_0 = \Phi(x)$) this vector field is
\begin{equation}
-3\Phi''(x) + \Phi'(x)v(x).
\end{equation}

On the other hand, consider the Loewner chain $g_{\sigma(t)}(\cdot; \Phi(x))$, $t \geq 0$. These are the normalizing maps for the curve started from $\Phi(x)$, whose half-plane capacity is parameterized by (5.8), but whose driving function evolves according to $v$. This curve and the image curve are the same iff their Loewner chains are the same, i.e. if $\tilde{g}_{t}(\cdot; x) = g_{\sigma(t)}(\cdot; \Phi(x))$. Equality of these two chains requires that the driving functions both start at the same position (which is already true since they both start at $\Phi(x)$) and have the same first derivative at $t = 0$. For the image curve the first derivative is given above by (5.10), while for the curve corresponding to $g_{\sigma(t)}(\cdot; \Phi(x))$ the first derivative is $v(\Phi(x))\sigma'(0) = v(\Phi(x))\Phi'(x)^2$. Again this used (5.8) and that $h_0 = \Phi$. Thus a necessary condition for the two curves to be equal is
\begin{equation}
v(\Phi(x))\Phi'(x)^2 = -3\Phi''(x) + \Phi'(x)v(x).
\end{equation}

An immediate application of (5.11) is the following result on conformal invariance of curves generated by deterministic Loewner flow of the type (5.7).

**Proposition 5.3.** The curve generated by the Loewner flow (5.7) is invariant under Möbius transformations iff $v$ is a pre-Schwarzian form of order 3 in the driving function variable and a scalar field in all other variables.
The proposition is stated for $v : \mathbb{R} \times \mathbb{C}^N \to \mathbb{R}$ of the form $v(x; z_1, \ldots, z_N)$, where the $z_i$ are other marked points on which $v$ may depend. For a given $\phi \in \text{PSL}(2, \mathbb{R})$, $v$ being a pre-Schwarzian form of order 3 and a scalar in all the other variables means that $v$ transforms as

$$
(5.12) \quad v(\phi(x)) = v(x; z_1, \ldots, z_N) = \frac{\rho_k}{x - z_k}, \quad \rho_k \in \mathbb{R}.
$$

where, as usual, $\phi(x) = (\phi(x); \phi(z_1), \ldots, \phi(z_N))$. See any book on differential geometry for this definition, or [KM13, Lecture 4].

**Proof.** For conformal invariance we use (5.11) in which the conformal map $\Phi$ is replaced by a generic $\phi \in \text{PSL}(2, \mathbb{R})$. By equation (5.11) a necessary condition for the generated curve to be conformally invariant is that

$$
\phi'(x) v'(x) = -3 \phi''(x) + \phi'(x) v(x).
$$

Rearranging this gives (5.12). \qed

Finally, we end this section by using the argument of Proposition 5.3 to complete the proof of Proposition 3.1, specifically the conformal invariance of the SLE(0, $\rho$) curve iff $\int \rho = -6$. A positive $\kappa$ version of this result can be found in several places, for example [SW05, Theorem 3].

**Proof of Proposition 3.1 - conformal invariance.** By definition, specifically (2.1) – (2.2), SLE(0, $\rho$) Loewner chains are of the form (5.7), with $v$ given by

$$
v(x) = v(x; z_1, \ldots, z_N) = \sum_{k=1}^{N} \frac{\rho_k}{x - z_k}, \quad \rho_k \in \mathbb{R}.
$$

By either (5.11) or the argument in the proof of Proposition 5.3, the SLE(0, $x, \rho$) Loewner flow is invariant under Möbius transformations of $\mathbb{H}$ to itself iff

$$
v(\phi(x)) = v(x; z_1, \ldots, z_N) = \sum_{k=1}^{N} \frac{\rho_k}{x - z_k}, \quad \rho_k \in \mathbb{R}.
$$

holds for all $\phi \in \text{PSL}(2, \mathbb{R})$ and for all choices of $x$. Since PSL(2, $\mathbb{R}$) is generated by translations, dilations, and inversions, the invariance holds iff it holds in each of these three cases. It is straightforward to check that translations and dilations impose no conditions on the values of $\rho_k$, since it is already true that

$$
v(x + h, z_1 + h, \ldots, z_N + h) = v(x, z_1, \ldots, z_N), \quad v(rx) = v(x)
$$

holds for all $h \in \mathbb{R}$, all $r > 0$, and all appropriate $x$, regardless of the value of $\rho_k$, by the definition of $v$. For the inversion map $\phi(x) = -1/x$, however, it is required that

$$
v(\phi(x)) x^{-4} = 6x^{-3} + x^{-2} v(x).
$$

Straightforward algebra and the definition of $v$ allows us to rewrite this equation as

$$
x^{-3} \left( \sum_{k \neq j} \frac{\rho_k(z_k - x)}{x - z_k} - 6 \right) = 0.
$$

Clearly this holds for all choices of $x$ and $z_i$ iff $\int \rho = -6$. \qed
5.2. Derivation of the Null Vector Equations. We now use the theory of Section 5.1 to prove Theorems 5.1 and 5.2. Throughout these proofs and the rest of the section we use the notation

\[ x_{jk} = x_{jk}(x) = \begin{cases} (x_j - x_k)^{-1}, & k \neq j \\ 0, & k = j \end{cases} \]

and that these quantities satisfy the identities

\[ x_{jk} = -x_{kj}, \hspace{1cm} x_{jk}^{-1} + x_{kl}^{-1} = x_{jl}^{-1}, \hspace{1cm} x_{ij} + x_{kl} = x_{jk}^{-1} x_{ik} x_{lk} \text{ for } j \neq k. \]

Proof of Theorem 5.1. The definition of commutation implies that for sufficiently small \( s, t > 0 \) the normalizing map for the hull \( \gamma_j[0, t] \cup \gamma_k[0, s] \) is the composition of the Loewner maps for each individual hull \( \gamma_j[0, t] \) or \( \gamma_k[0, s] \), when applied in either order. The first such Loewner map to be applied distorts the half-plane capacity of the remaining hull, which is quantified in (5.8). For example, in removing \( \gamma_j[0, t] \) we are considering the coordinate change \( \Phi = g_{j,t} \), which leads to

\[ \sigma_{j,s}^{t,s} = hcap(\gamma_k[0, s]) = \int_0^s (h_{j,k}^{t,u})(x_k(u))^2 du. \]

In this case \( h_{j,k}^{t,s} = \tilde{g}_{k,s} \circ g_{j,t} \circ \tilde{g}_{k,s}^{-1} \). With this notation in hand, commutation implies that

\[ g_{k,j,s} \circ g_{j,t} \circ g_{k,s} = g_{j,s} \circ g_{j,s} \circ g_{k,s}. \]

On the left hand side the driving function first evolves according to the dynamics of \( L_j \) for \( t \) units of time and then \( L_k \) for \( \sigma_{j,s}^{t,s} \) units of time. The right hand side is analogous. These Loewner maps can be the same only if the driving function move to the same position when the maps are applied in either order. In our setup the motion of the driving functions is fully determined by the motion of the points in \( x \), so a necessary condition for these maps to be the same is that

\[ e^{\sigma_{j,s}^{t,s} L} e^{t L_j} = e^{\sigma_{j,s}^{t,s} L} e^{s L_k}, \]

where \( t \to e^{t L} \) denotes the flow map corresponding to the dynamics \( L \). The commutation relation (5.5), as we now explain, is a straightforward consequence of this identity. From (5.14) we obtain

\[ \sigma_{j,s}^{t,s} = s((h_{j,k}^{t,u})(x_k) + O(s)) = s(g_{j,t}(x_j) + O(s)) = s(1 - 2txj_k + o(t) + O(s)) \]

\[ = s - 2stxj_k + o(st) + O(s^2), \]

where the constants in the error terms may depend on \( x_j \) and \( x_k \). Now use the above to expand (5.15) in powers of \( s \) and \( t \), and keeping only those coefficients of \( st \) (the first place at which the expansion differs) we obtain the infinitesimal commutation relation (5.5).

Now we prove (5.6). One way to proceed is to insert the formula (5.4) for \( L_j \) into the commutation relation (5.5) and reduce terms. Instead we derive (5.6) directly as an application of (5.11). By (5.11) and the preceding discussion, a necessary condition for the curve \( t \to g_{k,s}(\gamma_j(t)) \) to be the same as the curve determined by \( L_j \) and initial data \( e^{s L_k} x \) is that

\[ g_{k,s}(e^{s L_k} x) = 3g_{k,s}(e^{s L_k} x) + g_{k,s}(e^{s L_k} x) U_j(x). \]

Commutation forces that this relation holds for sufficiently small \( s > 0 \), and we will now compute that equation (5.6) is the derivative of this equation at \( s = 0 \). The computation is by Taylor expansion. On the one hand the flow map \( e^{s L_k} \) perturbs the points \( x \) and the functions \( U_j \) by

\[ (e^{s L_k} x)_j = x_j + 2sxj_k + O(s^2), \hspace{1cm} U_j(e^{s L_k} x) = U_j(x) + sU_k \partial_k U_j(x) + s \sum_t 2x_{tk} \partial_t U_j(x) + O(s^2). \]

On the other hand the small \( s \) behavior of the Loewner map \( g_{k,s} \) is

\[ g_{k,s}(x_j) = x_j + 2sxj_k + O(s^2), \hspace{1cm} g_{k,s}(e^{s L_k} x) = 1 - 2sxj_k + O(s^2), \hspace{1cm} g_{k,s}(e^{s L_k} x)_j = 4sx_{j,k} + O(s^2). \]
Inserting the last two equations into (5.16) and collecting terms, there is a term $U_j(x)$ on each side that cancels, and then equality of the coefficients of $s$ leads to

$$U_k \partial_k U_j - 2x_k^2 U_j + \sum_l x_{lk} \partial_l U_j + 12x_k^3 = 0. \tag{5.17}$$

Use that $\partial_j U_k = \partial_k U_j$ (which follows from the assumption $U_j = \partial_j \mathcal{U}$) on the first term to replace it with $U_k \partial_j U_j$. Also define

$$\mathcal{N}V_k = \frac{1}{2} U_k^2 + \sum_l 2x_{lk} U_l - \sum_l 6x_k^2 \tag{5.18}$$

and then notice that (5.17) is equivalent to $\partial_j \mathcal{N}V_k \equiv 0$. This holds for each $j \neq k$, which is in turn equivalent to each function $\mathcal{N}V_j$ only depending on $x_j$.

Now we turn to the matter of conformal invariance. Since the Loewner chains (5.1)-(5.2) are of the type (5.7), Proposition 5.3 implies that the each curve in the ensemble is conformally invariant iff each $U_j$ is a pre-Schwarzian form of order 3 at $x_j$ and a scalar in all other variables, i.e. that

$$U_j(x) = U_j(\phi(x))\phi'(x_j) + 3(\log \phi)'(x_j). \tag{5.19}$$

Since we assume $U_j = \partial_j \mathcal{U}$ this implies that $\mathcal{U}$ is a pre-pre-Schwarzian (PPS) form of order 3 in each variable. The latter means that $\mathcal{U}$ transforms as

$$\mathcal{U}(x) = \mathcal{U}(x_1, \ldots, \phi(x_j), \ldots, x_{2n}) + 3 \log \phi'(x_j) \tag{5.20}$$

in each variable $x_j$. In particular, applying the same relation in each coordinate gives

$$\mathcal{U}(x) = \mathcal{U}(\phi(x)) + \sum_{k=1}^{2n} 3 \log \phi'(x_k), \tag{5.21}$$

and then differentiating both sides with respect to $x_j$ recovers (5.19). Equation (5.21) also shows that $U_j$ satisfy the conformal Ward identities (4.11). The calculation, which is standard, involves applying (5.21) with respect to the infinitesimal generators $1, z,$ and $z^2$ (regarded as vector fields) for translations, dilations, and inversions, respectively. We record this result as the following corollary.

**Corollary 5.4.** Assume that $U_j = \partial_j \mathcal{U}$ and that all 2n curves generated by Loewner chains (5.1)-(5.2) are Möbius invariant. Then $U_j$ solve the conformal Ward identities (4.11) and $\mathcal{U}$ is a pre-pre-Schwarzian form of order 3 in each variable.

Hence we have established that our $U_j$ of (5.4) must satisfy the conformal Ward identities (4.11) in order to satisfy the axiom of conformal invariance. This puts us in a position to prove Theorem 5.2: that the only solutions $U_j$ to both (5.6) and (4.11) are those with $h_j \equiv 0$.

**Proof of Theorem 5.2.** Consider the $1/4$-superposition of the $L_j$ operators, written as a vector field $V : \mathbb{R}^{2n} \to \mathbb{R}^{2n}$ with components

$$V_j(x) = \frac{1}{4} U_j(x) + \sum_k \frac{1}{2} x_{jk}(x).$$

Since $\partial_j U_k = \partial_k U_j$ it follows that $\partial_j V_k = \partial_k V_j$, and since $U_j$ are assumed to satisfy the null vector equation (5.6) a straightforward but tedious computation shows that $\mathcal{N}V_j(x)$ of (5.18) becomes

$$\mathcal{N}V_j(x) = 8V_j^2 - 8 \sum_k x_{jk}(V_j + V_k) - 8 \sum_k x_{jk}^2 + 4 \sum_{k,l} (x_{jk}x_{jl} + x_{ji}x_{kl}).$$
Now assume $NV_j(x) = h_j(x_j)$ and sum the above over $j$. The second and fourth terms cancel by symmetry, leading to

\begin{equation}
|V(x)|^2 = \sum_j V_j(x)^2 = \sum_j \sum_k x_{jk}(x)^2 + \frac{1}{8} \sum_j h_j(x_j).
\end{equation}

Furthermore, it is straightforward to verify that the conformal Ward identities (4.11) for the $U_j$ become the three equations

\begin{equation}
\sum_j V_j(x) = 0, \quad \sum_j x_j V_j(x) = n(n-2), \quad \sum_j x_j^2 V_j(x) = (n-2) \sum_j x_j.
\end{equation}

It is sufficient to show that these three equations and (5.22) holding simultaneously forces that $h_j \equiv 0$ for each $j$. To do so we put the dynamics $\dot{x}(t) = V(x(t))$ on the space and then consider the evolution of the above conformal Ward identities with respect to time. Note that these dynamics are equivalent to $\dot{x}_j = V_j(x)$, and by differentiating again and using (5.22) we obtain

\begin{equation}
\dot{x}_j = \sum_k \partial_k V_j(x) \dot{x}_k = \sum_k (\partial_j V_k(x)) V_k(x) = \frac{1}{2} \partial_j \sum_k V_k(x)^2 = -2 \sum_k x_k^3 h'_j(x_j).
\end{equation}

The second equality used that $\partial_j V_k = \partial_k V_j$. In Section 6 we will see that these equations also come from a particular Hamiltonian system. Now from the second conformal Ward identity we have

\begin{equation}
0 = \frac{d}{dt} \sum_j x_j V_j(x) = \frac{d}{dt} \sum_j x_j \dot{x}_j = \sum_j \dot{x}_j^2 + \sum_j x_j \ddot{x}_j = \frac{1}{8} \sum_j \left( 16 x_j h''_j(x_j) + h_j(x_j) \right).
\end{equation}

The last equality comes about from inserting (5.22) and (5.23), and noting that

\begin{equation}
0 = \sum_j \sum_k x_{jk}(x)^2 - 2 \sum_j \sum_k x_j x_{jk}(x)^3,
\end{equation}

which follows from finding a common denominator and then using symmetry. Now in (5.24) the terms in the final summation are functionally independent (i.e. the $j$th term is a function of $x_j$ alone) so the sum is zero iff each term is a constant, leading to

\begin{equation}
\frac{1}{2} x_j h''_j(x_j) + h_j(x_j) = C_j \quad j = 1, \ldots, 2n.
\end{equation}

The general solution to this equation is $h_j(x) = C_j + D_j x^{-2}$ for $D_j$ arbitrary. This is the consequence of the second conformal Ward identity. From the first and third conformal Ward identities we obtain

\begin{equation}
0 = \sum_j \frac{d}{dt} (x_j^2 V_j(x) - (n-2)x_j) + (n-2) V_j(x) = \sum_j \frac{d}{dt} x_j^2 \dot{x}_j = \sum_j 2 x_j x_j^2 + x_j^2 \ddot{x}_j.
\end{equation}

From (5.23) the last part of the summation becomes

\begin{equation}
\sum_j x_j^2 \dot{x}_j = -2 \sum_{j,k} x_j^3 x_{jk} + \frac{1}{16} \sum_j x_j^2 h'_j(x_j).
\end{equation}

For the first part of the summation, use that $\dot{x}_j = V_j$ and $NV_j(x) = h_j(x_j)$ to rewrite it as

\begin{equation}
\sum_j 2 x_j x_j^2 = 2 \sum_{j,k} x_j x_{jk} (\dot{x}_j + \ddot{x}_k) + 2 \sum_{j,k} x_j x_{jk} - \sum_{j,k,l} x_j x_{jk} x_{jl} + \frac{1}{4} \sum_j x_j h_j(x_j).
\end{equation}

The first term on the right hand side is identically zero because

\begin{equation}
\sum_{j,k} x_j x_{jk} (\dot{x}_j + \ddot{x}_k) = \sum_{j<k} (x_j - x_k) x_{jk} (\dot{x}_j + \ddot{x}_k) = \sum_{j<k} \dot{x}_j + \ddot{x}_k = (2n - 1) \sum_j \dot{x}_j = 0,
\end{equation}

\begin{equation}
\sum_{j<k} (x_j - x_k) x_{jk} = (2n - 1) \sum_j x_j = 0,
\end{equation}

and

\begin{equation}
\sum_{j,k} x_j x_{jk} x_{jl} = \sum_{j<k} x_j x_{jk} x_{jl} = (2n - 1) \sum_{j<k,l} x_j x_{jk} x_{jl} = 0.
\end{equation}
the last equality being the first conformal Ward identity. From the last four equations we obtain
\[ 0 = 2 \sum_{j,k} (x_j^2 - x_j^2 x_{jk}) - \sum_{j,k,l} x_j x_k x_{jk} x_{jl} + \frac{1}{4} \sum_j (x_j h_j(x_j) + \frac{1}{4} x_j^2 h_j'(x_j)). \]

However it is easy to see that, due to some basic algebra and symmetry considerations, that
\[ \sum_{j,k} x_j x_{2jk} - x_j^2 x_{3jk} = -\sum_{j,k} x_j x_k x_{3jk} = 0, \]
\[ \sum_{j,k,l} x_j x_{jk} x_{jl} = 0. \]

This leads to the conclusion that
\[ 0 = \sum_j x_j h_j(x_j) + \frac{1}{4} x_j^2 h_j'(x_j), \]
and again the terms are functionally independent and so each one must be equal to a constant. However the general solution to the equation
\[ x_j h_j(x_j) + \frac{x_j^2}{4} h_j'(x_j) = c_j \]
is \[ h_j(x) = \frac{4}{3} c_j x^{-1} + d_j x^{-4} \] for \( d_j \) arbitrary. In conclusion, if the \( U_j \) satisfy both the generalized null vector equations (5.6) and the conformal Ward identities (4.11), then \( h_j \) are given by both
\[ h_j(x) = C_j + \frac{D_j}{x^2}, \quad h_j(x) = \frac{4}{3} c_j x^{-1} + d_j x^{-4}, \]
for some constants \( c_j, C_j, d_j, D_j \). The only common solution is \( h_j \equiv 0. \)

6. CALOGERO-MOSER DYNAMICS

In this section we prove our results related to the Calogero-Moser system. We first show that the first order dynamics of the \( \frac{1}{4} \)-superposition of the \( \text{SLE}(0, x_j, \rho_j) \) processes coming from Theorem 2.2 can be converted into two autonomous second order Calogero-Moser systems, one for the poles and one for the critical points. This uses explicit computation and the stationary relation. Our arguments are simple but different from those typically encountered in the literature, owing to the non-traditional direction from which we approach the Calogero-Moser system. We then discuss connections with some of the known results about the Calogero-Moser system, in particular its well-known integrability properties via its explicit Lax pair.

6.1. Calogero-Moser via Poles and Critical Points. Our first result expresses the first order dynamics of the poles and critical poles under the \( \frac{1}{4} \)-superposition in a manner that is helpful for later computations.

**Proposition 6.1.** Let \( x = \{x_1, \ldots, x_{2n}\} \) be distinct boundary points and \( \zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \hat{C} \) be a solution to the stationary relation (2.5). Let \( x(t) \) and \( \zeta(t) \) be the evolution of the \( x_j \) and \( \zeta_k \) under the \( \frac{1}{4} \)-superposition of the associated \( \text{SLE}(0, x_j, \rho_j) \) processes. Then the pair \((x(t), \zeta(t))\) forms the closed dynamical system satisfying

\[ \dot{x}_j = \sum_{k \neq j} \frac{1}{x_j - x_k} - \frac{1}{n+1} \sum_{k=1}^{n+1} \frac{1}{x_j - \zeta_k}, \tag{6.1} \]

and

\[ \dot{\zeta}_k = -\sum_{l \neq k} \frac{1}{\zeta_k - \zeta_l} + \sum_{j=1}^{2n} \frac{1}{\zeta_k - x_j}. \tag{6.2} \]
Proof of Proposition 6.1. By (2.4) and (2.6) the evolution of \( x_j(t) \) under the 1/4-superposition is
\[
\dot{x}_j = \frac{1}{4} \left( \sum_{k \neq j} \frac{2}{x_j - x_k} - \sum_{k=1}^{n+1} \frac{4}{x_j - \zeta_k} + \sum_{k \neq j} \frac{2}{x_j - x_k} \right) = \sum_{k \neq j} \frac{1}{x_j - x_k} - \sum_{k=1}^{n+1} \frac{1}{x_j - \zeta_k},
\]
which shows (6.1). On the other hand, since the poles follow the Loewner flow we have \( \zeta_k(t) := g_t(\zeta_k(0)) \), and therefore
\[
\dot{\zeta}_k = \frac{1}{2} \sum_{j=1}^{2n} \frac{1}{g_t(\zeta_k(0)) - x_j} = \frac{1}{2} \sum_{j=1}^{2n} \frac{1}{\zeta_k - x_j}.
\]

The stationary relation (2.5) implies that
\[
\ddot{\zeta}_k = \sum_{l \neq k} \frac{1}{\zeta_k - \zeta_l} = - \sum_{l \neq k} \frac{1}{\zeta_k - \zeta_l} + \sum_{j=1}^{2n} \frac{1}{\zeta_k - x_j},
\]
which shows (6.2). \( \square \)

The proof relied on the fact that the stationary relation (2.5) holds at all times under the evolution of the Loewner chain (before collisions). Preservation of the stationary relation was shown in the proof of Theorem 2.2, but it of course relies on the assumption that the stationary relation holds at time zero.

From Proposition 6.1 we now prove Theorem 2.9 that the critical points follow the Calogero-Moser dynamics under the 1/4-superposition.

Proof of Theorem 2.9. By differentiating (6.3), we have
\[
\ddot{x}_j = - \sum_{k \neq j} \frac{\dot{x}_j - \dot{x}_k}{(x_j - x_k)^2} + \sum_l \frac{\dot{x}_j - \dot{\zeta}_l}{(x_j - \zeta_l)^2}.
\]
Using the formula (6.3) for \( \dot{x}_j, \dot{x}_k \) and the second equality of (6.4) for \( \dot{\zeta}_l \) we obtain
\[
\ddot{x}_j = - \sum_{k \neq j} \frac{1}{(x_j - x_k)^2} \left( \frac{2}{x_j - x_k} + \sum_{l \neq j,k} \left( \frac{1}{x_j - x_l} - \frac{1}{x_k - x_l} \right) + \sum_l \left( \frac{1}{\zeta_l - x_j} - \frac{1}{\zeta_l - x_k} \right) \right)
\]
\[
+ \sum_l \frac{1}{(x_j - \zeta_l)^2} \left( \sum_{k \neq j} \frac{1}{x_j - x_k} + \sum_{m=1}^{n} \frac{1}{x_m - x_j} + \sum_{m \neq l} \frac{1}{\zeta_m - \zeta_l} - \sum_{k=1}^{2n} \frac{1}{\zeta_k - x_k} \right).
\]
Rearranging terms gives
\[
\ddot{x}_j + \sum_{k \neq j} \frac{2}{(x_j - x_k)^2} - \sum_{k \neq j} \sum_{l \neq j,k} \frac{1}{(x_j - x_k)(x_j - x_l)(x_k - x_l)}
\]
\[
= - \sum_{k \neq j} \sum_l \frac{1}{(x_j - x_k)(x_j - \zeta_l)(x_k - \zeta_l)} + \sum_l \frac{1}{(x_j - \zeta_l)^2} \sum_{k \neq j} \frac{1}{x_j - x_k}
\]
\[
+ \sum_l \frac{1}{(x_j - \zeta_l)^2} \left( \sum_m \frac{1}{\zeta_m - x_j} - \sum_{m \neq l} \frac{1}{\zeta_l - \zeta_m} \right).
\]
The last term on the right hand side used the stationary relation (2.5). Now simplify the right hand side by grouping powers of \((x_j - \zeta_l)^{-2}\), and then use the stationary relation again to obtain
\[
\sum_l \frac{1}{(x_j - \zeta_l)^2} \left( -\sum_{k \neq l} \frac{1}{x_k - \zeta_l} + \sum_m \frac{\zeta_m - x_j}{\zeta_m - x_j} - \sum_{m \neq l} \frac{1}{\zeta_l - \zeta_m} \right) = \sum_l \frac{1}{(x_j - \zeta_l)^2} \sum_{m \neq l} \left( \frac{1}{\zeta_l - \zeta_m} + \frac{1}{\zeta_m - x_j} \right) = \sum_l \sum_{m \neq l} \frac{1}{(x_j - \zeta_l)(x_j - \zeta_m)(\zeta_l - \zeta_m)}.
\]
Combining all of the above, we obtain
\[
\ddot{x}_j + \sum_{k \neq j} \frac{2}{(x_j - x_k)^3} = \sum_{k \neq j} \sum_{l \neq j,k} \frac{1}{(x_j - x_k)(x_j - x_l)(x_k - x_l)} + \sum_l \sum_{m \neq l} \frac{1}{(x_j - \zeta_l)(x_j - \zeta_m)(\zeta_l - \zeta_m)}.
\]
The right-hand side cancels by symmetry. \(\Box\)

Using Proposition 6.1 we can also show that the second order dynamics of the poles are an autonomous system under the 1/4-superposition, and that they follow the same Calogero-Moser dynamics as the critical points.

**Corollary 6.2.** Let \(x = \{x_1, \ldots, x_{2n}\}\) be real and distinct and \(\zeta = \{\zeta_1, \ldots, \zeta_{n+1}\} \subset \hat{C}\) be symmetric under conjugation and solve the stationary relation (2.5). Then under the 1/4-superposition of the SLE\((0, x_j, \rho_j)\) processes the poles \(\zeta_k\) follow the second order dynamics.

\[
\ddot{\zeta}_k = -\sum_{i \neq k} \frac{2}{(\zeta_k - \zeta_i)^3}.
\]

**Proof of Corollary 6.2.** Differentiating the first equality of (6.4), we have

\[
\ddot{\zeta}_k = -\sum_{i \neq k} \frac{\dot{\zeta}_k - \dot{\zeta}_i}{(\zeta_k - \zeta_i)^2}.
\]

Now by using the first equality of (6.4) again for \(\dot{\zeta}_k, \dot{\zeta}_l\) we obtain

\[
\ddot{\zeta}_k = -\sum_{i \neq k} \frac{1}{(\zeta_k - \zeta_i)^2} \left( \frac{1}{\zeta_k - \zeta_i} + \sum_{m \neq k,l} \frac{1}{\zeta_k - \zeta_m} - \frac{1}{\zeta_l - \zeta_k} - \sum_{m \neq k,l} \frac{1}{\zeta_l - \zeta_m} \right)
\]

Rearranging terms gives

\[
\ddot{\zeta}_k = -\sum_{i \neq k} \frac{2}{(\zeta_k - \zeta_i)^3} + \sum_{i \neq k, m \neq k,l} \frac{1}{(\zeta_k - \zeta_i)(\zeta_k - \zeta_m)(\zeta_l - \zeta_m)}.
\]
The last term cancels by symmetry. \(\Box\)

Now we use Theorem 2.9 and Corollary 6.2 to prove Theorem 2.10 on the PDE \(R_t = R \circ g_t^{-1}\). As a preliminary to Theorem 2.10 we first prove that the polynomial \(Q_t\) evolves according to the backward heat equation. Recall that

\[
Q_t(z) = \prod_k (z - \zeta_k(t)).
\]
Proof of Theorem 2.10. Let $L_t(z) = \sum_k \log(z - \zeta_k(t))$. On the one hand, differentiating with respect to $t$ gives

$$\dot{L} = -\sum_k \frac{\dot{\zeta}_k}{z - \zeta_k} = -\sum_k \sum_{l \neq k} \frac{1}{(z - \zeta_k)(\zeta_k - \zeta_l)}.$$ 

On the other hand, differentiating with respect to $z$ gives

$$L'' + L^2 = \left(\sum_k \frac{1}{z - \zeta_k}\right)^2 - \sum_k \frac{1}{(z - \zeta_k)^2} = \sum_k \sum_{l \neq k} \frac{1}{z - \zeta_k} \frac{1}{z - \zeta_l}$$

$$= \sum_k \sum_{l \neq k} \left(\frac{1}{z - \zeta_l} - \frac{1}{z - \zeta_k}\right) \frac{1}{\zeta_k - \zeta_l}$$

$$= 2 \sum_k \sum_{l \neq k} \frac{1}{(z - \zeta_k)(\zeta_k - \zeta_l)} = -2 \dot{L}.$$ 

Thus $L_t(z)$ satisfies

$$\dot{L} = -\frac{1}{2}L'' - \frac{1}{2}L^2.$$ 

Applying this equation to the exponential of $L_t(z)$ shows that $Q_t(z)$ solves the backward heat equation. Now for the evolution of $R_t$, recall that $R_t(z) = P_t(z)/Q_t(z)$ is a canonical rational function with critical points $x_j(t)$ and poles $\zeta_k(t)$, and therefore

$$(6.5) \quad R'_t(z) = \frac{\prod_{j=1}^{2n} (z - x_j(t))}{\prod_{\zeta_k \neq \infty} (z - \zeta_k(t))^2}.$$ 

Since $R_t \circ g_t = R \circ g_t^{-1} \circ g_t = R$ we have

$$\frac{d}{dt} R_t(g_t(z)) = 0.$$ 

Let $f_t = g_t^{-1}$. Applying the chain rule the last equation can be rewritten as

$$\frac{\dot{R}_t(z)}{R'_t(z)} = \frac{\dot{f}_t(z)}{f'_t(z)} = -\frac{1}{2} \sum_{j=1}^{2n} \frac{1}{z - x_j(t)}.$$ 

On the other hand by differentiating (6.5) with respect to $z$ we obtain

$$-\frac{1}{2} \sum_{j=1}^{2n} \frac{1}{z - x_j(t)} = -\frac{1}{2} \left(R''_t(z) \frac{R'_t(z)}{R'_t(z)} + 2 \sum_{\zeta_k \neq \infty} \frac{1}{z - \zeta_k(t)}\right) = -\frac{1}{2} \frac{R''_t(z)}{R'_t(z)} - \frac{Q'_t(z)}{Q_t(z)}.$$ 

Equating the left hand side to $\dot{R}_t(z)/R'_t(z)$ completes the proof. \hfill \Box

Remark. A standard computation also shows that since $Q_t$ evolves according to the backward heat equation then the meromorphic function $u_t$ having poles at $\zeta_k(t)$, namely

$$u_t(z) = \frac{Q'_t(z)}{Q_t(z)} = \sum_k \frac{1}{z - \zeta_k(t)},$$ 

solves the Burgers-Hopf equation $\dot{u} = -\frac{1}{2}u'' - u u'$. Regardless of whether one chooses to evolve $Q$ or $u$ the main point is that both evolve autonomously, and the solution can be inserted into the evolution equation for $R_t$. 
6.2. The Hamiltonian Point of View. Recall that the Calogero-Moser system is also Hamiltonian, with the Hamiltonian $H = H(x, p)$ given by (2.14). The Hamiltonian is in normal form, meaning that it splits into the sum of a kinetic energy (a function of $p$) and a potential energy (a function of $x$). The phase space for $(x, p)$ is typically taken to be $\{x \in \mathbb{R}^{2n} : x_1 < \ldots < x_{2n}\} \times \mathbb{R}^{2n}$, with $p$ representing the conjugate momenta. Under the standard Hamiltonian equations of motion

$$\dot{x}_j = \frac{\partial H}{\partial p_j}, \quad \dot{p}_j = -\frac{\partial H}{\partial x_j}$$

we have $p = \dot{x}$. It is straightforward to directly verify that $\dot{H} = 0$ along the Hamiltonian flow (of course this is always true in the Hamiltonian setting), but it is also interesting to note that the Hamiltonian itself is zero along orbits determined by solutions to the null vector equations.

Proposition 6.3. Let the critical points $x$ evolve via (6.3) with initial velocities

$$\dot{x}_j = \frac{1}{4} \left( U_j(x) + \sum_{k \neq j} \frac{2}{x_j - x_k} \right)$$

where $U_j$ is a solution to the null vector equation (2.8) for $j = 1, \ldots, 2n$. Then $H(x, \dot{x}) \equiv 0$.

Note that the result applies when the $U_j$ are the vector fields for the driving functions corresponding to the 1/4-superposition of the SLE($\alpha, x_j, \rho_j$) processes and the $x$ and $\zeta$ obey the stationary relation. This follows from Theorem 2.8, equation (2.12), and equation (2.6) for the $\rho_j$.

Proof. Square the equation for $\dot{x}_j$ and use that $U_j$ solves the null vector equations (2.8) to obtain

$$(6.6) \quad \dot{x}_j^2 - \sum_{k \neq j} \dot{x}_j \dot{x}_k + \frac{1}{2} \sum_{k \neq j} \sum_{i \neq k} \frac{1}{(x_j - x_k)(x_j - x_i)} - \sum_{k \neq j} \frac{1}{(x_j - x_k)^2} = 0, \quad j = 1, \ldots, 2n.$$ 

Summing the above over $j$ gives $2H(x, \dot{x}) = 0$, since the second and third terms cancel by symmetry. \hfill \blacksquare

In fact the relation (6.6) already provides a proof of Theorem 2.11.

Proof of Theorem 2.11. By invoking any one of [EG02, MTV09, EG11, PW20] we know that for each choice of $(x; \alpha)$ there exists an $R \in \text{CRR}_n+1(x; \alpha)$. Then $U_{\alpha,j}(x)$ of (2.12) exist and, by Theorem 2.8, solve the system of null vector equations (2.8). Each $U_{\alpha,j}, j = 1, \ldots, 2n$, is also the formula for the dynamical evolution of the SLE($\alpha, x_j, \rho_j$) process. By Theorem 2.2 the 1/4-superposition of these processes generates the real locus of $R$, while by Theorem 2.9 the second order evolution of the points $x(t)$ follows the Calogero-Moser dynamics (2.13) under this superposition. However, under this superposition the initial velocities $\dot{x}_j(0)$ are specified by (6.3) which, as in Proposition 6.3, is the same as

$$\dot{x}_j = \frac{1}{4} \left( U_{\alpha,j}(x) + \sum_{k \neq j} \frac{2}{x_j - x_k} \right).$$

The algebra in equation (6.6) completes the argument. \hfill \blacksquare

We have now twice used the algebra in (6.6), but we note that it does not rely on our specific solutions (2.12) to the null vector equations. Instead it only assumes that $U_j$ satisfies the null vector equations (2.8). We study this idea further in the rest of this section, culminating in the proof of Theorem 2.11. Assume that $\{(x_j, U_j), j = 1, \ldots, 2n\}$ are related to $\{(x_j, \rho_j), j = 1, \ldots, 2n\}$ via

$$(6.7) \quad p_j = U_j + \sum_{k \neq j} \frac{2}{x_j - x_k}. $$
Note that we have dropped the factors of $1/4$ appearing in the $1/4$-superposition; this makes the coefficients that appear below somewhat simpler. Then solving for $U_j$ and inserting the result into the left hand side of the null vector equation (2.8) leads to the identity (already used in (6.6))

\begin{equation}
\frac{1}{2} U_j^2 + \sum_k 2 x_{k j} \sum_k 6 x_{k j}^2 = \frac{1}{2} P_j^2 - \frac{1}{2} \sum_k (p_j + p_k) x_{j k} + \frac{1}{4} \sum_k \sum_{l \neq k} x_{j k} x_{j l} - \frac{1}{2} \sum_k x_{j k}^2.
\end{equation}

Here we use the notation (5.13) employed by Moser [Mos75] in his derivation of the Lax pair:

\[ x_{j k} = x_{j k} (x) = \begin{cases} 0, & j = k, \\ (x_j - x_k)^{-1}, & j \neq k. \end{cases} \]

To study the null vector equations from the Hamiltonian point of view we make the definition

\begin{equation}
2 \mathcal{H}_j = 2 \mathcal{H}_j (x, p) = p_j^2 - \sum_k (p_j + p_k) x_{j k} + \frac{1}{2} \sum_k \sum_{l \neq k} x_{j k} x_{j l} - \sum_k x_{j k}^2.
\end{equation}

We call the collection of $\mathcal{H}_j$ the null vector Hamiltonians, and we note that

\[ \sum_j \mathcal{H}_j = \mathcal{H}. \]

Our next result shows that $\mathcal{H}_j$ has a nice interpretation in terms of the Lax pair for the Calogero-Moser system. Recall that the Lax pair is two square matrices $L = L(x, p)$ and $M = M(x, p)$ each of size $2n \times 2n$, and by [Mos75] the entries are given by

\begin{equation}
L_{j k} = \begin{cases} p_j, & j = k, \\ -x_{j k}, & j \neq k, \end{cases} \quad \text{and} \quad M_{j k} = \begin{cases} -\sum_l x_{j l}^2, & j = k, \\ x_{j k}^2, & j \neq k. \end{cases}
\end{equation}

This leads to the following representation of $\mathcal{H}_j$ in terms of $L^2$.

**Lemma 6.4.** Each $\mathcal{H}_j$ is the one-half the $j$th row sum of $L^2$, i.e.

\[ \mathcal{H}_j = \frac{1}{2} e'_j L^2 \mathbf{1}, \]

where $e'_j$ is the transpose of the $j$th standard basis vector and $\mathbf{1}$ is the vector of all ones. Consequently, the $U_j$, $j = 1, \ldots, 2n$, defined by (6.7) solve the null vector equations (2.8) for a given $x$ iff the $p$ variables satisfy $L^2 (x, p) \mathbf{1} = 0$.

**Proof.** Write $L = P - X_1$, where $P = P(p) = \text{diag}(p)$ is the square matrix with entries of $p$ along its diagonal, and $X_1 = X_1(x)$ is the square matrix with entries $(X_1)_{j k} = x_{j k}$. Note that $P$ is symmetric and $X_1$ is anti-symmetric. Then

\[ L^2 = P^2 - PX_1 - X_1 P + X_1^2. \]

It is straightforward to compute the entries of $P^2 - PX_1 - X_1 P$ and see that they give the first two terms on the right hand side of (6.9). For $X_1^2$ we have

\[ e'_j X_1^2 \mathbf{1} = \sum_k (X_1^2)_{j k} = - \sum_k \sum_l x_{j l} x_{k l} = - \sum_l x_{j l}^2 - \sum_{k \neq j} \sum_{l \neq j} x_{j l} x_{k l} 
= - \sum_l x_{j l}^2 - \frac{1}{2} \sum_{k \neq j} \sum_{l \neq k} (x_{j k} x_{k l} + x_{j k} x_{l k}) 
= - \sum_l x_{j l}^2 + \frac{1}{2} \sum_{k \neq j} \sum_{l \neq k} x_{j k} x_{j l}. \]
The second-to-last equality simply symmetrized the double sum in $k$ and $l$, while the last equality used the easily verified identity $x_{jk}x_{jl} = -x_{jl}x_{kl} - x_{kj}x_{kl}$ (which holds for $j \neq k$ and $l \neq k$). The concluding statement, that one has solutions $U_j$ to the null vector equations iff one has solutions $p_j$ to $L^2(x, p)1 = 0$, follows exactly from the first result, the algebraic identity (6.8), and the bijection (6.7) between $p_j$ and $U_j$. □

The latter result allows for a study of the null vector equations from a geometric point of view, by considering the submanifold of the phase space given by

$$\{(x, p) \in \mathbb{R}^{2n} \times \mathbb{R}^{2n} : x_1 < \ldots < x_{2n}, L^2(x, p)1 = 0\}.$$ 

Using the time evolution of the Lax pair we now show that this submanifold is invariant under the Calogero-Moser dynamics.

**Proposition 6.5.** For each $c \in \mathbb{R}$, the submanifolds

$$\{(x, p) : \mathcal{H}_j(x, p) = c \text{ for all } j\}$$

are individually preserved under the Hamiltonian system corresponding to the Hamiltonian (2.14).

**Proof.** By Lemma 6.4, $(x, p)$ being on the submanifold is equivalent to $L^21 = c1$. We compute the time evolution of this vector from the time derivative of $L^2$, using Moser’s result [Mos75] that the Lax pair satisfies the evolution equation

$$(6.11) \quad \dot{L} = [L, M].$$

Here $[L, M] = LM - ML$ is the standard matrix commutator. The time derivative on the left hand side is with respect to the standard equations of motion determined by the Hamiltonian $\mathcal{H}$. Thus

$$\dot{(L^2)} = L\dot{L} + \dot{L}L = L[L, M] + [L, M]L = [L^2, M],$$

from which it follows that

$$\frac{d}{dt}L^21 = L^2M1 - ML^21 = -Mc1 = 0.$$

The last line twice used that $M1 = 0$, which is apparent from the definition of $M$. □

We do not make any statement about the non-emptiness or structure of these submanifolds. Assuming they have a nice topological structure, their invariance under Hamiltonian flow for (2.14) is another type of commutation property, which we now show. Recall that to every smooth function $F = F(x, p)$ of phase space there is an associated vector field defined by

$$X_F = \sum_{j=1}^{2n} \frac{\partial F}{\partial p_j} \partial_{x_j} - \sum_{j=1}^{2n} \frac{\partial F}{\partial x_j} \partial_{p_j}.$$ 

Given two smooth functions $F = F(x, p)$ and $G = G(x, p)$ the commutator of their vector fields is

$$[X_F, X_G] = X_{\{F, G\}}$$

where $\{F, G\}$ is the Poisson bracket defined by

$$\{F, G\} = \sum_{j=1}^{2n} \frac{\partial F}{\partial p_j} \frac{\partial G}{\partial x_j} - \frac{\partial F}{\partial x_j} \frac{\partial G}{\partial p_j}.$$ 

Lengthy and somewhat tedious calculations show that the Hamiltonians $\mathcal{H}_j$ of (6.9) satisfy the Poisson bracket identity

$$\{\mathcal{H}_j, \mathcal{H}_k\} = x_{jk}^{-2}(\mathcal{H}_k - \mathcal{H}_j)$$

for all $j, k$. Consequently the vector fields $\mathcal{H}_j$ commute along the submanifolds of Proposition 6.5.
7. Examples

In this section we study several examples of our results, focusing on the cases \( n = 1, n = 2, \) and \( n = 3 \) for which explicit computation is possible. Most of the phenomena present in the higher \( n \) case are already present in \( n = 2 \) case. We find explicit formulas for the poles \( \zeta_1, \ldots, \zeta_n \) in terms of the critical points \( x \), which we then convert into formulas for the \( U_j \) that are purely in terms of the \( x \). This is in contrast to (2.12) in Theorem 2.8 that represents the solutions in terms of the critical points and the poles, but is only possible because we consider small \( n \). For larger \( n \) this type of analysis will be much more complicated. We also consider the evolution of \( R \circ q_t^{-1} \) of Theorem 2.10.

We summarize the results of our examples in Table 1. To keep the expressions simple we present the results for specific values of the critical points, but explicit formulas for general critical points are worked out in the text. For Examples 7.1, 7.3, 7.4, and 7.5 we use the canonical rational element to carry out the analysis, which we recall is the unique element of \( \text{CRR} \) that are already present in \( \text{CRR} \) case. For Examples 7.1, 7.3, 7.4, and 7.5 we use the canonical rational function without a finite pole. Our main results do not describe this case but the analysis can still be carried out. In general, for \( R = P/Q \) with \( \deg P = n + 1 \) and \( \deg Q = d \leq n + 1 \) most of our theory still holds, modulo some minor changes to the statements. The primary difference between the cases \( d < n \) and \( d \in \{n, n+1\} \) is that for \( d < n \) there are several curves that simultaneously go off to infinity, see Example 7.2. Example 7.4 is interesting because 0 is both a critical point \( and \) a double pole of the canonical rational function. This type of behavior is not ruled out by any of our theorems, but the example shows that the analysis can be carried out regardless. This emphasizes that our typical assumption of simplicity of the poles is convenient rather than crucial.

**Table 1. Summary of our examples.**

| Example | Critical Points | Finite Poles | Rational Function | Real Locus in \( \mathbb{H} \) |
|---------|----------------|--------------|-------------------|------------------|
| 7.1     | \(-1, 1\)      | 0            | \( z + 1/z \)     | \( x^2 + y^2 = 1 \) |
| 7.2     | \(-1, 1\)      | none         | \( z^3 - 3z \)    | \( y^2 = 3(x^2 - 1) \) |
| 7.3     | \(-3, 0, 1, 2\) | \( \pm \sqrt{1/3} \) | \( (z^3 - 3)/(3z^2 - 7) \) | Fig. 4 and (7.10) |
| 7.4     | \(-3, 0, 1, 2\) | 0            | \( (z^3 + 7z - 3)/z^2 \) | Fig. 5 and (7.11) |
| 7.5     | \( \pm a, \pm 1, \pm 1/a \) | \( 0, \pm i \) | \( z + 1/z + (a + 1/a)^2 \frac{z}{1 + z^2} \) | Fig. 6 and (7.16) |

7.1. The \( n = 1 \) case. We consider the \( n = 1 \) case with critical points \( x, y \in \mathbb{R} \).

**Example 7.1.** We describe a single curve connecting \( x, y \), which turns out to be a semi-circle connecting the two in \( \mathbb{H} \). Of course this is already clear from the hyperbolic geodesic property but we show the explicit calculations. From the Loewner equation point of view the semi-circle is really two curves that “meet in the middle”, one growing from \( x \) and the other from \( y \). We assume there is a single finite pole \( \zeta \), and according to the centroid relation (4.10) we have \( \zeta = \frac{1}{2}(x + y) \). Note this also agrees with the stationary relation (2.5). The canonical rational function is

\[
R(z) = z - \frac{(\zeta - x)(\zeta - y)}{z - \zeta}.
\]

By Theorem 2.8 the solutions to the null vector equations are

\[
U_1 = -6/(x - y), \quad U_2 = -6/(y - x).
\]

For simplicity, we set \( \mu(t) = \nu(t) \equiv 1/4 \) and assume \( x \leq y \). Then the Loewner dynamics are

\[
\dot{g}_t = \frac{1}{2} \left( \frac{1}{g_t - x_t} + \frac{1}{g_t - y_t} \right), \quad \dot{x}_t = -\frac{1}{x_t - y_t}, \quad \dot{y}_t = \frac{1}{x_t - y_t}.
\]
One can easily check that the Hamiltonian is
\[ \mathcal{H} = \frac{1}{2} (\dot{x}_t^2 + \dot{y}_t^2) - \frac{1}{(x_t - y_t)^2} \equiv 0. \]

With the specific initial data \( x_0 = -1, \ y_0 = 1 \), we find \( x_t, y_t, \) and \( \zeta_t \) as
\[ x_t = -\sqrt{1-t}, \quad y_t = \sqrt{1-t}, \quad \zeta_t \equiv 0, \quad (0 \leq t \leq 1). \]

By Lemma 4.2 we obtain
\[ g_t(z) - \frac{t - 1}{g_t(z)} = z + \frac{1}{z}, \quad \gamma_1(t) = -\sqrt{1-t} + i\sqrt{t}, \quad \gamma_2(t) = \sqrt{1-t} + i\sqrt{t}, \quad (0 \leq t \leq 1). \]

Thus the curves lie on the unit circle and \( g_t \) is explicitly given by
\[ g_t(z) = \frac{1 + z^2 - \sqrt{(1-z^2)^2 + 4tz^2}}{2z}. \]

The polynomial \( Q_t(z) = z \) satisfies the backward heat equation (2.15) and the rational function

\[ R_t(z) = z - \frac{t - 1}{z} \]

satisfies the following parabolic PDE:
\[ \dot{R}_t(z) = -\frac{1}{2} R''_t(z) - \frac{1}{z} R'_t(z), \]
see Theorem 2.10.

**Example 7.2.** We consider the \( n = 1 \) case again with critical points \( x, y \), but this time we assume there is no finite pole. Note this does not fall into the framework of the results of this paper but we include it anyway. Since there is no pole the corresponding rational function is a polynomial, and we will see that its real locus consists of two curves that start from \( x \) and \( y \) and merge at infinity. According to Theorem 2.8 we set
\[ U_1 = 2/(x - y), \quad U_2 = 2/(y - x). \]
For simplicity, set $\mu(t) = \nu(t) \equiv 1/4$ and assume $x \leq y$. Then the Loewner dynamics are
\[
\dot{g}_t = \frac{1}{2} \left( \frac{1}{g_t - x_t} + \frac{1}{g_t - y_t} \right), \quad \dot{x}_t = \frac{1}{x_t - y_t}, \quad \dot{y}_t = -\frac{1}{x_t - y_t}.
\]
Solving the system of ODEs, we find the solutions $x_t$ and $y_t$ are
\[
x_t = x_0 + y_0 - \sqrt{4t + (x_0 - y_0)^2} / 2, \quad y_t = x_0 + y_0 + \sqrt{4t + (x_0 - y_0)^2} / 2.
\]

Let us consider the merging case that $x \equiv x_0 = 0 = y_0 \equiv y$ first. In this case, we have $x_t = -\sqrt{t}$, $y_t = \sqrt{t}$. Applying Lemma 4.2 we see that $g_t(t)$ satisfies $g_t^3 - 3t g_t = z^3$. Therefore the paths $\gamma_1, \gamma_2$ are described by
\[
\gamma_1(t) = \sqrt{2} e^{\frac{2\pi}{3} i} \sqrt{t}, \quad \gamma_2(t) = \sqrt{2} e^{\frac{4\pi}{3} i} \sqrt{t}.
\]
The curves are a pair of symmetric half-lines emanating from the real axis at angles $\pi/3$ and $2\pi/3$.

![Figure 3. Flow lines of $1/R'$ for Example 7.2: the left picture is the flow lines for canonical $R$ and the right picture is the flow line for a non-canonical $R$. Arrows on the real locus $\Gamma(R)$ are also flow lines and are highlighted by the thick dark line.](image)

Next, we consider the case that curves start from different points, say $x \equiv x_0 = -1, y \equiv y_0 = 1$. Solving the system of ODEs, we find the solutions $x_t$ and $y_t$ as $x_t = -\sqrt{1+t}$, $y_t = \sqrt{1+t}$. In this case, $z^3 - 3z$ is an integral of motion and $g_t^3 - 3(t + 1) g_t = z^3 - 3z$. Furthermore, the SLE(0) paths $\gamma_1, \gamma_2$ are described by
\[
\gamma_1(t) = -\frac{1}{2} s + i \frac{\sqrt{3}}{2} \sqrt{s^2 - 4}, \quad \gamma_2(t) = \frac{1}{2} s + i \frac{\sqrt{3}}{2} \sqrt{s^2 - 4},
\]
where $s$ is real and $s^3 - 3s = 2(1+t) \sqrt{1+t}$ ($s \geq 2$). The curves lie on the hyperbola $y^2 = 3(x^2 - 1)$. Both rational functions
\[
R_t(z) = z^3 - 3tz, \quad R_t(z) = z^3 - 3(t + 1)z
\]
satisfy the backward heat equation:
\[
\dot{R}_t(z) = -\frac{1}{2} R''_t(z),
\]
see Theorem 2.10.
Remark. The Lax pair associated to the critical points in Examples 7.1 and 7.2 is given by

\[ L = \begin{pmatrix} \frac{\dot{x}}{x-y} & -\frac{1}{x-y} \\ \frac{1}{y} & \frac{1}{x-y} \end{pmatrix}, \quad M = \begin{pmatrix} -\frac{1}{(x-y)^2} & \frac{1}{x-y} \\ \frac{1}{(x-y)^2} & \frac{1}{(x-y)^2} \end{pmatrix}. \]

One can verify the equation \( \dot{L} = [L, M] \) directly:

\[ \dot{L} = \begin{pmatrix} \frac{\dot{x} - \dot{y}}{(x-y)^2} & \frac{x - \dot{y}}{(x-y)^2} \\ \frac{-\dot{x} - \dot{y}}{(x-y)^2} & \frac{\dot{x} - y}{(x-y)^2} \end{pmatrix}, \quad [L, M] = \begin{pmatrix} -\frac{2}{(x-y)^3} & \frac{\dot{x} - y}{(x-y)^2} \\ \frac{\dot{x} - y}{(x-y)^2} & -\frac{2}{(x-y)^3} \end{pmatrix}. \]

The characteristic polynomial of \( L \) is

\[ p_L(\lambda) = \lambda^2 - (\dot{x} + \dot{y})\lambda + \dot{x}\dot{y} + \frac{1}{(x-y)^2}. \]

Thus both \( \dot{x} + \dot{y} \) and \( \dot{x}\dot{y} + 1/(x-y)^2 \) are integrals of motion.

7.2. The \( n = 2 \) case. We consider the \( n = 2 \) situation with 2 finite poles. Thus we assume \(-\infty < x_1 < x_2 < x_3 < x_4 < \infty\) are the critical points. We will describe the rational function and the real locus for both the rainbow pattern \((x_1 \text{ connected to } x_4 \text{ and } x_2 \text{ connected to } x_3)\) and the neighbor pattern \((x_1 \text{ connected to } x_2 \text{ and } x_3 \text{ connected to } x_4)\). As expected, the stationary relation

\[ \sum_{j=1}^{4} \frac{1}{\zeta_j - x_j} = \frac{2}{\zeta_1 - \zeta_2}, \quad \sum_{j=1}^{4} \frac{1}{\zeta_j - x_j} = -\frac{2}{\zeta_1 - \zeta_2} \]

has two pairs of solutions \( \{\zeta_1^+, \zeta_2^+\}, \{\zeta_1^-, \zeta_2^-\} \) for the finite poles:

\[ \zeta_1^\pm = \frac{1}{4} \left( s_1 - \sqrt{s_1^2 - \frac{8}{3}s_2 \pm \frac{8}{3}\sqrt{S}} \right), \quad \zeta_2^\pm = \frac{1}{4} \left( s_1 + \sqrt{s_1^2 - \frac{8}{3}s_2 \pm \frac{8}{3}\sqrt{S}} \right), \]

where

\[ S = \left( \sum_{j<k} \frac{2}{(x_j - x_k)^2} \right) / \left( \sum_{j} \prod_{k \neq j} \frac{1}{(x_j - x_k)^2} \right) = s_2^2 - 3s_1s_3 + 12s_4 \]

and \( s_k \)'s are the elementary symmetric functions in the four variables \(x_1, x_2, x_3, x_4\):

\[ s_1 = x_1 + x_2 + x_3 + x_4, \quad s_2 = \sum_{1 \leq j < k \leq 4} x_jx_k, \quad s_3 = \sum_{j < k < l} x_jx_kx_l, \quad s_4 = x_1x_2x_3x_4. \]

The plus case corresponds to the neighbor pattern while the minus case corresponds to the rainbow pattern, as we will see shortly. Note that we our solutions only involve two \( \zeta \) because we are considering the canonical rational function and so the third pole is at infinity. Inserting \( \zeta_1^+, \zeta_2^\pm \) into the system \((2.12)\) to obtain \( U_j^\pm, j = 1, 2, 3, 4, \) we first claim that the solutions \( U_j^\pm \) can be entirely expressed in terms of \( x_j \)'s as

\[ U_j^\pm = -\sum_{k \neq j} \frac{2}{x_j - x_k} \mp \frac{4\sqrt{S}}{\prod_{k \neq j}(x_j - x_k)}. \]

To see this, let

\[ V_j = \frac{1}{4} \left( U_j + \sum_{k \neq j} \frac{2}{x_j - x_k} \right). \]
Then, as in (6.6), the null vector equations (2.8) can be rewritten in terms of $V_j$ as

$$V_j^2 - \sum_{k \neq j} V_j + V_k + \frac{1}{2} \sum_{k \neq j} \sum_{l \neq k} \left( \frac{1}{(x_j - x_k)(x_j - x_l)} - \frac{1}{(x_j - x_k)^2} \right) = 0,$$

Summing the above over $j = 1, \ldots, 4$ gives

$$\sum_j V_j^2 = 2 \sum_{j < k} \frac{1}{(x_j - x_k)^2},$$

i.e., that $(V_1, \ldots, V_4)$ lies on a sphere. On the other hand, in the case $n = 2$, the conformal Ward identities (4.11) can be rewritten in terms of $V_j$ as

$$\sum_j V_j = \sum_j x_j V_j = \sum_j x_j^2 V_j = 0.$$

Due to the Vandermonde determinant formula, the intersection of these three hyperplanes is the straight line passing through the origin with direction vector

$$\left( \frac{1}{\prod_{k \neq 1}(x_1 - x_k)}, \frac{1}{\prod_{k \neq 2}(x_2 - x_k)}, \frac{1}{\prod_{k \neq 3}(x_3 - x_k)}, \frac{1}{\prod_{k \neq 4}(x_4 - x_k)} \right).$$

This line intersects the sphere (7.5) at two points, so there are at most two solutions $U_j$ to both the null vector equations (2.8) and the conformal Ward identities (4.11). On the other hand, by Theorems 2.8 and 4.4 we already know that (2.12) provides at least two solutions to the null vector equations and conformal Ward identities. Thus we have exactly two solutions to (2.8) and (4.11). It is straightforward to verify that for the proposed solutions (7.3) the corresponding $V_j^\pm$ satisfy the version (7.4) of the null vector equations and the conformal Ward identities (7.6), showing that the $U_j^\pm$ are in fact equal to the solutions given by Theorem 2.8, up to a determination of the sign which we leave as an exercise for the reader.

Now we consider the dynamics for $x_j$ driven by $U_j^\pm$. For simplicity, we set $\nu_j \equiv 1/4$. Then using (7.3) for $U_j^\pm$ we find the dynamics of $x_j$'s to be

$$\dot{x}_j = \mp \frac{\sqrt{S}}{\prod_{k \neq j}(x_j - x_k)}.$$

The following symmetric terms, as the coefficients of the characteristic polynomial of the Lax matrix $L$, are integrals of motion:

$$\dot{x}_1 + \dot{x}_2 + \dot{x}_3 + \dot{x}_4, \quad \sum_{j < k} \left( \dot{x}_j \dot{x}_k + \frac{1}{(x_j - x_k)^2} \right),$$

$$\dot{x}_1 \dot{x}_2 \dot{x}_3 + \dot{x}_1 \left( \frac{1}{(x_2 - x_3)^2} + \frac{1}{(x_2 - x_4)^2} + \frac{1}{(x_3 - x_4)^2} \right) + \text{their cyclic terms},$$

and

$$\dot{x}_1 \dot{x}_2 \dot{x}_3 \dot{x}_4 + \dot{x}_1 \dot{x}_2 \frac{1}{(x_3 - x_4)^2} + \frac{1}{(x_1 - x_2)^2(x_3 - x_4)^2} + \text{their cyclic terms}.$$
Now recall from (7.2) that \( S \) is expressible in terms of the elementary symmetric functions \( s_1, s_2, s_3, s_4 \) in the four variables \( x_1, x_2, x_3, x_4 \). From these formulas and (7.7) we obtain, by symmetry,

\[
\dot{s}_1 = \pm \sqrt{S} \sum_j \frac{1}{\prod_{k \neq j} (x_j - x_k)} = 0, \\
\dot{s}_2 = \pm \sqrt{S} \sum_j \frac{\sum_{k \neq j} x_k}{\prod_{k \neq j} (x_j - x_k)} = 0, \\
\dot{s}_3 = \pm \sqrt{S} \sum_j \frac{(\prod_{k \neq j} x_k) \sum_{k \neq j} 1/x_k}{\prod_{k \neq j} (x_j - x_k)} = 0,
\]

and

\[
\dot{s}_4 = \pm \sqrt{S} \sum_j \frac{\prod_{k \neq j} x_k}{\prod_{k \neq j} (x_j - x_k)} = \pm \sqrt{S}.
\]

Now let \( R \) generically denote the canonical element (generically meaning that at this point use it for both the canonical element of the rainbow pattern and the neighbor pattern). Now we can describe \( g_t \) and \( (R \circ g_t^{-1})' \) in terms of \( s_j(t) \), obtaining

\[(7.8) \quad \dot{g}_t = 2 \sum_j \frac{1}{g_t - x_j(t)} = \frac{1}{2} \frac{4g_t^3 - 3s_1(t)g_t^2 + 2s_4(t)g_t - s_3(t)}{g_t^4 - s_1(t)g_t^2 + s_2(t)g_t^2 - s_3(t)g_t + s_4(t)}
\]

and

\[(7.9) \quad (R \circ g_t^{-1})(z) = \frac{\prod_j (z - x_j(t))}{(z - \zeta_1^2(t))^2 (z - \zeta_2^2(t))^2} = \frac{z^4 - s_1(t)z^3 + s_2(t)z^2 - s_3(t)z + s_4(t)}{(z^2 - s_1(t)z/2 + (s_2(t) \mp \sqrt{S(t)/6}))^2}.
\]

Due to the translation invariance we may assume that \( s_1(0) = 0 \). Then \( s_4(0) \equiv 0 \) and

\[\begin{align*}
(7.9) \quad (R \circ g_t^{-1})(z) &= \frac{z^3 + zs_4(t)/\sigma(t) + s_3(t)/2}{z^2 + \sigma(t)}, \quad \sigma(t) := \frac{s_2(t) \mp \sqrt{S(t)}}{6}
\end{align*}\]

where \( S(t) = s_2(t)^2 + 12s_4(t) \).

Up to this point the calculations hold for generic critical points \( x_1, x_2, x_3, x_4 \). To make the remaining calculations simpler we now consider the dynamics of \( x_j, S \), and \( s_j \) with the specific initial data:

\[
x_1(0) = -3, \quad x_2(0) = 0, \quad x_3(0) = 1, \quad x_4(0) = 2.
\]

Then we have \( s_1 \equiv 0, s_2 \equiv -7, s_3 \equiv -6, \) and

\[
\dot{s}_4 = \pm \sqrt{S} = \pm \sqrt{49 + 12s_4}.
\]

Solving this ODE, we find \( s_4 = 3t^2 + 7t \) and \( S(t) = (6t + 7)^2 \). We take up the plus case in the next example and the minus case in Example 7.4.

**Example 7.3.** We first consider the case \( s_4 = 3t^2 + 7t \). By (7.8) and (7.9), \( g_t \) is described by the following ODE:

\[
\dot{g}_t = \frac{2g_t^3 - 7g_t + 3}{g_t^4 - 7g_t^2 + 6g_t + 3t^2 + 7t}
\]

and \( R^+(z) = (z^3 - 3)/(z^2 - 7/3) \) is its integral of motion:

\[
\frac{g_t^3 - 3t g_t - 3}{g_t^2 - t - 7/3} = \frac{z^3 - 3}{z^2 - 7/3}
\]
The nontrivial solutions to \( R^+(z) = R^+(u) \) are found as
\[
z = \frac{-9 + 7u \pm \sqrt{3\sqrt{27 + 42u - 49u^2} - 36u^3 + 28u^4}}{2(-7 + 3u^2)}.
\]
Eliminating the parameter \( u \), the real locus of \( R^+ \) in \( \mathbb{H} \) is given by
\[
y = \sqrt{\frac{1}{6}(-7 - 6x^2 + \sqrt{49 + 24x(-9 + 14x)})}, \quad (-3 \leq x \leq 0, 1 \leq x \leq 2).
\]

See Figure 4 for its graph. We see that the graph is the neighbor pattern \( \{\{x_1, x_2\}, \{x_3, x_4\}\} \).
Furthermore the polynomial \( Q_4(z) = 3z^2 - 3t - 7 \) satisfies the backward heat equation (2.15) and
the rational function
\[
R_t(z) = \frac{z^3 - 3tz - 3}{3z^2 - 3t - 7}
\]
satisfies the parabolic PDE
\[
\dot{R}_t(z) = -\frac{1}{2} R''_t(z) - \frac{6z}{3z^2 - 3t - 7} R'_t(z).
\]

**Figure 4.** The real locus of \( R = R^+ \) in Example 7.3 and the flows of \( 1/R' \) for canonical \( R \) (on the left) and non-canonical \( R \) (on the right)

**Example 7.4.** We next consider the case \( s_4 = 3t^2 - 7t \). By (7.8) and (7.9), \( g_t \) is described by the following ODE:
\[
\dot{g}_t = \frac{2g_t^3 - 7g_t + 3}{g_t^2 - 7g_t + 6g_t + 3t^2 - 7t}
\]
and \( R^- (z) = (z^3 + 7z - 3)/z^2 \) is its integral of motion:
\[
\frac{g_t^3 + (7 - 3t)g_t - 3}{g_t^2 - t} = \frac{z^3 + 7z - 3}{z^2}, \quad (0 \leq t \leq \frac{7}{6}).
\]
The nontrivial solutions to \( R^- (z) = R^- (u) \) are found as
\[
z = \frac{-3 + 7u \pm \sqrt{9 - 42u + 49u^2 - 12u^3}}{2u^2}.
\]
Eliminating the parameter $u$, the real locus of $R^-$ in $\mathbb{H}$ is given by
\begin{equation}
(7.11) \quad y = \begin{cases} 
\sqrt{-x^2 + \frac{1}{2}(7 + \sqrt{49 - 24x})}, & (-3 \leq x \leq 2), \\
\sqrt{-x^2 + \frac{1}{2}(7 - \sqrt{49 - 24x})}, & (0 \leq x \leq 1).
\end{cases}
\end{equation}

See Figure 5 for its graph. We see that the graph is the rainbow pattern $\{(x_1, x_4), (x_2, x_3)\}$. The polynomial $Q_t(z) = z^2 - t$ satisfies the backward heat equation (2.15) and the rational function
\[ R_t(z) = \frac{z^3 + (7 - 3t)z - 3}{z^2 - t} \]
satisfies the following parabolic PDE:
\[ \dot{R}_t(z) = -\frac{1}{2} R_t''(z) - \frac{2z}{z^2 - t} R_t'(z), \]

![Figure 5](image-url)

**Figure 5.** The real locus of $R = R^-$ in Example 7.4 and the flows of $1/R'$ for canonical $R$ (on the left) and non-canonical $R$ (on the right).

### 7.3. Verifying $\kappa \to 0$ Limits for $n = 2$.

In the $n = 2$ case we have the explicit formulas (7.1) $\zeta_1^\pm$ and $\zeta_2^\pm$ for the poles. We use them to analyze the functions $Z^\pm = Z^\pm(x_1, x_2, x_3, x_4)$ of Theorem 2.8. Definition (2.11) of $Z^\pm$ tells us
\begin{equation}
Z^\pm = \frac{(\zeta_1^\pm - \zeta_2^\pm)^8 \prod_{j<k} (x_j - x_k)^2}{\prod_{j} (x_j - \zeta_1^\pm)^4 (x_j - \zeta_2^\pm)^4}.
\end{equation}

We now use (7.1) to simplify $Z^\pm$ (up to a multiplicative constant) as
\begin{align*}
Z^+ &= \frac{(x_3 - x_1)^2(x_4 - x_1)^2(x_3 - x_2)^2(x_4 - x_2)^2}{(x_2 - x_1)^6(x_4 - x_3)^6} \left( \frac{H^+_{\{(1,2),(3,4)\}}}{H^+_{\{(1,3),(2,4)\}} H^+_{\{(1,4),(2,3)\}}} \right)^4, \\
Z^- &= \frac{(x_2 - x_1)^2(x_3 - x_1)^2(x_4 - x_2)^2(x_3 - x_3)^2}{(x_4 - x_1)^6(x_3 - x_2)^6} \left( \frac{H^-_{\{(1,4),(2,3)\}}}{H^-_{\{(1,3),(2,4)\}} H^-_{\{(1,2),(3,4)\}}} \right)^4,
\end{align*}
where $H^\pm_{\{(i,j),(l,m)\}} = H^\pm_{\{(i,j),(l,m)\}}(x_1, x_2, x_3, x_4)$ is a homogeneous function of degree 2 given by
\[ H^\pm_{\{(i,j),(l,m)\}} = \pm 2\sqrt{S} - (x_i + x_k)(x_l + x_m) + 2(x_j x_k + x_l x_m). \]
For $x_1 < x_2 < x_3 < x_4$, $Z^\pm$ can be rewritten as

$$Z^+ = \frac{(1 - z)^2}{(x_1 - x_2)^6(x_3 - x_4)^6} F_0(1 - z), \quad Z^- = \frac{z^2}{(x_1 - x_4)^6(x_2 - x_3)^6} F_0(z),$$

where $z$ is a cross-ratio

$$z = \frac{(x_2 - x_1)(x_4 - x_3)}{(x_4 - x_2)(x_3 - x_1)},$$

and $F_0$ is given by

$$F_0(z) = \frac{(1 - z)^8}{((z + 1)(z - 1/2)(z - 2) + (1 - z + z^2)\sqrt{1 - z + z^2})^4}$$

up to a multiplicative constant.

Now we compare $Z^\pm$ with their analogues in the $\kappa > 0$ (but small) case. In this case the analogues of $Z^\pm$ are the so-called pure partition functions, which we denote by $Z^\pm_\kappa$. When the logarithmic derivative of these partition functions is used as an interaction term in the driving functions of a particular stochastic Loewner system, it is known that it produces multiple SLE($\kappa$) curves that connect $x_1, x_2, x_3, x_4$ almost surely according to the neighbor pattern in the $Z^\pm_\kappa$ case and the rainbow pattern in the $Z^\pm$ case. Explicit expressions for $Z^\pm_\kappa$ are known:

$$Z^+_\kappa = (x_2 - x_1)^{-2h}(x_4 - x_3)^{-2h}(1 - z)^{2/\kappa} F(1 - z)/F(1)$$

$$Z^-_\kappa = (x_4 - x_1)^{-2h}(x_3 - x_2)^{-2h} z^{2/\kappa} F(z)/F(1),$$

where $h = (6 - \kappa)/(2\kappa)$ and $F$ is a hypergeometric function:

$$F(z) = \binom{4}{\kappa} F \left( \frac{4}{\kappa}, 1 - \frac{4}{\kappa}; \frac{8}{\kappa}; z \right),$$

see e.g., [PW19, KL07, Law09b, Law09a]. Peltola and Wang [PW20, Corollary 5.12] showed that $-\frac{1}{2\kappa} \log Z^\pm_\kappa$ converges as $\kappa \to 0$ to what they call the minimal potential, the minimum value of a certain functional on ensembles of curves. From the relation between the minimal potential and $U_j$’s (see [PW20, (1.8)-(1.10)]), we have

$$\lim_{\kappa \to 0} F(z)^\kappa = F_0(z), \quad \lim_{\kappa \to 0} \left( Z^\pm_\kappa \right)^\kappa = Z^\pm$$

up to a common multiplicative constant. This can be verified directly using the expressions above together with properties of hypergeometric functions.

7.4. The $n = 3$ case. We consider the $n = 3$ case with 3 finite poles and a single pole at infinity. Since $C_3 = 5$ there are five distinct solutions to the stationary relation for any $x$. We consider the particular set of critical points $x$ given by

$$x_1 = -1/a, \quad x_2 = -1, \quad x_3 = -a, \quad x_4 = a, \quad x_5 = 1, \quad x_6 = 1/a, \quad (0 < a < 1).$$

By restricting to sets $\zeta = \{\zeta_1, \zeta_2, \zeta_3\}$ that are symmetric under both horizontal and vertical reflections we find three distinct solutions to the stationary relation:

$$\{0, \pm i\},$$

(7.13)

$$\left\{0, \pm \frac{1}{\sqrt{6}} \sqrt{(a + \frac{1}{a})^2 + 2 + \sqrt{(a + \frac{1}{a})^2 + 2}^2 - 36}\right\},$$

(7.14)

$$\left\{0, \pm \frac{1}{\sqrt{6}} \sqrt{(a + \frac{1}{a})^2 + 2 - \sqrt{(a + \frac{1}{a})^2 + 2}^2 - 36}\right\}.$$
This leaves two of the $C_3 = 5$ link patterns for which we do not provide explicit solutions (the asymmetric patterns). For each of the three pole sets above the canonical rational function is:

$$R(z) = z + \frac{1}{\zeta^4 z} - \frac{z}{z^2 - \zeta^2} \frac{(\zeta^2 - a^2)(\zeta^2 - 1)(\zeta^2 - 1/a^2)}{2\zeta^4},$$

where $\zeta$ is one of the non-zero elements of the set. In the next example we consider the canonical $R$ with poles (7.13).

**Example 7.5.** We consider an example with real locus $\Gamma$ invariant under $z \rightarrow z^* = 1/\bar{z}$, i.e. $\Gamma = \Gamma^*$ or (7.13). The canonical rational function

$$R(z) = z + \frac{1}{z} + \left(a + \frac{1}{a}\right)^2 \frac{z}{1 + z^2}$$

has the above prescribed critical points. A simple calculation shows that

$$\text{Im} R(z) = (1 - |z|^2) \left( - \frac{1}{|z|^2} + \left(a + \frac{1}{a}\right)^2 \frac{1}{|1 + z^2|^2} \right) \text{Im} z.$$

Thus its real locus in $\mathbb{H}$ is given by

$$(7.16) \quad |z| = 1, \quad \left|z + \frac{1}{z}\right| = a + \frac{1}{a}.$$

For the evolution of $Q_t$ and $R_t$ of Theorem 2.10 we have that $Q_t(z) = z(z^2 + 1 - 3t)$ satisfies the backward heat equation (2.15) and the rational function

$$R_t(z) = \frac{z^4 - 2(3t - 1)z^2 + 3t^2 - 2t + 1}{z(z^2 + 1 - 3t)} + \left(a + \frac{1}{a}\right)^2 \frac{z^2 - t}{z(z^2 + 1 - 3t)}$$

satisfies the parabolic PDE

$$\dot{R}_t(z) = \frac{1}{2} R''_t(z) - \frac{3z^2 + 1 - 3t}{z(z^2 + 1 - 3t)} R'_t(z).$$
8. Concluding Remarks

The approach of this paper was motivated by our work in the forthcoming [AKM], in which we make a detailed study of the multiple SLE($\kappa$) process in the framework of the conformal field theory of [KM13]. In [AKM] the idea is to represent multi-point correlation functions as expected values of the Gaussian free field (GFF) and other (formal) random fields derived from the GFF by various operations, most notably Wick products and the so-called operator product expansion. An important part of the approach in [AKM, KM13, KM21] is that these random fields (even though they are only formally defined in a pointwise manner) come equipped with a rule for how they transform under change of coordinate charts. The transformation rule for each random field is inherited by its correlation function. This is the reason that we emphasize our solutions $Z_\alpha$ of (2.11) are differential forms and the $U_\alpha$ of (2.12) are pre-pre-Schwarzians.

One of the main results of [AKM] is that these correlation functions are martingale observables under the random Loewner evolution that generates the curves. The integral of motion in Theorem 2.7 is a heuristic under the random Loewner evolution that generates the curves. The integral of motion in Theorem \[\text{[AKM]}\] this is accomplished by introducing the following charge distribution on the Riemann sphere:

This method introduces auxiliary “screening charges” into the Coulomb gas. In the framework of Euler integrals it was introduced by Dubédat [Dub06] under the name method of screening. Briefly, this observable is created by inserting charges into the GFF at specific locations, taking an expectation to obtain a multi-point correlation function, and then integrating out some of the variables from this correlation function. We refer to this operation as the method of screening. In the CFT literature it usually goes by the name of the Coulomb gas integrals or Dotsenko-Pateev integrals, while in the SLE literature it was introduced by Dubédat [Dub06] under the name Euler integrals. In the language of CFT this method introduces auxiliary “screening charges” into the Coulomb gas. In the framework of [AKM] this is accomplished by introducing the following charge distribution on the Riemann sphere:

\[
\sum_{j=1}^{2n} a \delta_{x_j} - \sum_{k=1}^{n} 2a \delta_{\zeta_k} + 2b \delta_{x_0}, \quad a = \sqrt{2/\kappa}, \quad b = \sqrt{\kappa/8} - \sqrt{2/\kappa}.
\]

Here $x_1, \ldots, x_{2n}$ are real and distinct, and $\zeta_1, \ldots, \zeta_n \in \mathbb{C}$ are distinct. At this point the $\zeta_i$ are arbitrary, although it is convenient to assume that they always appear in complex conjugate pairs. The special charge of $2b$ at infinity maintains the correct M"obius invariance of the system, which is a consequence of a version of the Gauss-Bonnet theorem (see [KM17, Corollary 6.3] for further explanation). Conformal field theory then associates a correlation function to this charge distribution:

\[
Z_{\kappa}^{\text{pre}}(x, \zeta) = \prod_{1 \leq i < j \leq 2n} (x_i - x_j)^{a^2} \prod_{1 \leq i < j \leq n} (\zeta_i - \zeta_j)^{\kappa / 4a^2} \prod_{i=1}^{n} \prod_{j=1}^{n} (x_i - \zeta_j)^{-2a^2}.
\]

Importantly, $Z_{\kappa}^{\text{pre}}(x, \zeta)$ is also regarded as a differential at the various coordinates rather than as a function. For our purposes this simply means that $Z_{\kappa}^{\text{pre}}$ transforms under the conformal automorphisms of $\mathbb{H}$ as

\[
Z_{\kappa}^{\text{pre}}(x, \zeta) = Z_{\kappa}^{\text{pre}}(\phi(x), \phi(\zeta)) \prod_{x_i \in \mathbb{R}} \phi'(x_i)^{\lambda_b(a)} \prod_{\zeta_k \in \mathbb{R}} \phi'(\zeta_k)^{\lambda_b(-2a)},
\]

where $\lambda_b : \mathbb{R} \to \mathbb{R}$ is given by $\lambda_b(x) = x^2 / 2 - xb$. The exponents $\lambda_b$ associated to each of the $x$ and $\zeta$ points are called conformal dimensions. Moreover, from the explicit form of $Z_{\kappa}^{\text{pre}}(x, \zeta)$ one can derive a system of linear partial differential equations satisfied by $Z_{\kappa}^{\text{pre}}$ in the $x$ and $\zeta$ variables. At the $x_i$ points the PDEs are of second order while at the $\zeta$ points they are of first order. The conformal dimensions figure prominently in the coefficients of the various terms of the PDE. From a purely algebraic standpoint, the derivation of the system of PDEs is only based on the fact that $Z_{\kappa}^{\text{pre}}(x, \zeta)$ is of “rational type”. By this we mean that it involves products of differences of the variables but the powers they are raised to are not necessarily integers. At most values of $\kappa$ this rational type function is multi-valued and infinitely ramified, making its analysis somewhat delicate.
Ignoring these complications however, the next step in the method of screening is to choose closed contours $C_1, \ldots, C_n$ along which we may integrate out the $\zeta$ variables. The integration procedure is well-defined since the conformal dimension of $Z^{\text{pre}}_\kappa(x, \zeta)$ is 1 at the $\zeta$ points, i.e. since $\lambda_b(-2a) = 1$. This leads to a new function of $x$ defined by

\begin{equation}
Z_\kappa(x) := \oint_{C_1} \ldots \oint_{C_n} Z^{\text{pre}}_\kappa(x, \zeta) \, d\zeta_n \ldots d\zeta_1.
\end{equation}

The remarkable feature of this procedure is that, after the screening, the new functions $Z_\kappa(x)$ solve the BPZ system \eqref{BPZ} of partial differential equations. The solution implicitly depends on the choice of contours, and by varying this choice one can produce distinct solutions to \eqref{BPZ}. We call solutions generated in this way \emph{screened solutions}. A rigorous analysis of their properties was carried out in the series of papers [FK15a, FK15b, FK15c, FK15d] by Flores and Kleban. In [FK15c] Flores and Kleban showed that for each fixed $x$ there are $C_n$ distinct choices of the contours that lead to $C_n$ linearly independent solutions to the system of BPZ equations \eqref{BPZ}, and that these solutions also solve $\kappa > 0$ versions of the conformal Ward identities \eqref{Ward}. In [FK15a, FK15b] Flores and Kleban, using completely independent arguments from [FK15c], show that there are at most $C_n$ linearly independent solutions to the system of BPZ equations plus the positive $\kappa$ conformal Ward identities. Hence the combination of their two main results proves that the dimension of the solution space to the system of $2n + 3$ linear partial differential equations $n$ BPZ equations and 3 conformal Ward equations) is exactly $C_n$. Other authors have obtained similar results using ideas from quantum groups [KP16] or Brownian loop measure [Law09b, Law09a, JL18], but the Flores and Kleban approach is most similar to the CFT way of thinking that underlies the present paper. There is one small distinction that we make note of: the $Z^{\text{pre}}_\kappa$ introduced above is the focus of the forthcoming [AKM], which is a simplified and more symmetrical version of the analogous version that Flores and Kleban start from.

Our underlying idea is to formally apply Laplace’s method/the method of stationary phase to the integrals in these screened solutions. At least heuristically one would expect that most of the contributions to the integrals should come from neighborhoods of the critical points along each contour. The critical points are of the map $\zeta \mapsto Z^{\text{pre}}_\kappa(x, \zeta)$. Since $Z^{\text{pre}}_\kappa(x, \zeta)$ is of “rational type” and might be expected to degenerate to a rational function in the $\kappa \to 0$ limit, the obvious concentration points for the integrals are the poles of the rational function. Justifying the stationary phase argument seems to be complicated but the heuristic remains correct. This use of stationary phase is another reason why we refer to \eqref{stationary} as a stationary relation. One can also view the functions $Z$ of Theorem 2.8 as the appropriate $\kappa \to 0$ limit of the screened solutions $Z_\kappa$ of the BPZ equations.

This same approach also leads to a heuristic explanation of how the flow line description of the real locus, as summarized in Section 4.4, also naturally appears as a $\kappa \to 0$ limit of the Miller-Sheffield \emph{imaginary geometry} [MS16a, MS16b, MS16c, MS17]. In conformal field theory random vector fields (although formal and non-rigorous) naturally arise from the so-called \emph{vertex fields}. The vertex field that we consider takes the form

$$
\gamma^{(\sigma)}(z) = \frac{Z_\kappa(x, z)}{Z_\kappa(x)} e^{\i \sigma \Phi(z)},
$$

where $Z_\kappa(x)$ is defined by \eqref{stationary}, $Z_\kappa(x, z)$ is defined below, $\sigma = 1/2b$ where $b$ is defined as in \eqref{Wick} (we explain this choice below), $\Phi$ is the Gaussian free field, and $e^{\i \sigma \Phi}$ is the Wick’s exponential of $\i \sigma \Phi$. Neither $\Phi(z)$ nor its Wick exponential make sense pointwise, but as this discussion is only a heuristic we do not concern ourselves with that fact. The Wick exponential term is the only random part of $\gamma^{(\sigma)}(z)$, while the prefactor is entirely deterministic. The Wick exponential transforms as a $(0,0)$-differential (i.e. as a function) while the choice of $\sigma = 1/2b$ is made so that the prefactor transforms as a vector field at $z$. More precisely, we build the $Z_\kappa(x, z)$ as a screened correlation
function of the charge distributions
\[ \sum_{j=1}^{2n} a \delta x_j - \sum_{k=1}^{n} 2a \delta \zeta_k + 2b \delta \infty + \sigma \delta z - \sigma \delta \bar{z}, \quad \sigma = \frac{1}{2b}. \]

The pre-screened correlation function that conformal field theory associates to this charge distribution is
\[
\frac{Z_{\kappa}^{\text{pre}}(x, \zeta, z)}{Z_{\kappa}^{\text{pre}}(x, \zeta)} = (z - \bar{z})^{-\sigma} \prod_{j=1}^{2n} (z - x_j)^{2\alpha} (\bar{z} - x_j)^{-2\alpha} \prod_{k=1}^{n} (z - \zeta_k)^{-2\alpha} (\bar{z} - \zeta_k)^{2\alpha} \\
= (z - \bar{z})^{-\sigma} \prod_{j=1}^{2n} (z - x_j)^{2\alpha} \prod_{k=1}^{n} |z - \zeta_k|^{2\alpha}. 
\]

where the last equality uses the identities \( w^{-1} \bar{w} = w^{-2} |w|^2 \) and \( 2b \sigma = 1 \). Note that \( Z_{\kappa}^{\text{pre}}(x, \zeta, z) \) is complex-valued, and at \( z \) it has conformal dimensions \( (\lambda_\kappa(\sigma), \lambda_\kappa^*(\sigma)) \), where \( \lambda_\kappa^*(x) = x^2/2 + xb \).

The important property of these dimensions is that \( \lambda_\kappa(\sigma) - \lambda_\kappa^*(\sigma) = -2b \sigma = -1 \), which means that \( Z_{\kappa}^{\text{pre}}(x, \zeta, z) \) transforms as a vector field at \( z \). Then we define \( Z_\kappa(x, z) \) to be the result of screening out the \( \zeta \) variables, i.e. as in (8.2) we define
\[
Z_\kappa(x, z) := \oint_{\zeta_1} \ldots \oint_{\zeta_n} Z_{\kappa}^{\text{pre}}(x, \zeta, z) \, d\zeta_1 \ldots d\zeta_n.
\]

Then \( Z_\kappa(x, z) \) remains a vector field in the \( z \) variable, and as \( \kappa \to 0 \) we expect that steepest descent takes over and the integrals concentrate along the poles of a rational function. In other words, we expect that
\[
\frac{Z_\kappa(x, z)^{\kappa}}{Z_0^{\kappa}(x, \zeta_R(x), z)} \sim \frac{Z_{\kappa}^{\text{pre}}(x, \zeta_R(x), z)}{Z_{\kappa}^{\text{pre}}(x, \zeta_R(x))} \text{ as } \kappa \to 0
\]
where \( \zeta_R(x) \) is the pole set of some \( R \in \text{CRR}_{n+1}(x) \). Since \( \sigma = 1/2b \to 0 \) and \( a \sigma = -b \sigma \) as \( \kappa \to 0 \) this suggests that
\[
\frac{Z_{\kappa}^{\text{pre}}(x, \zeta_R(x), z)}{Z_{\kappa}^{\text{pre}}(x, \zeta_R(x))} \sim \frac{\prod_{k=1}^{n} |z - \zeta_k|^{2\alpha}}{\prod_{j=1}^{2n} (z - x_j)^{2\alpha}} \frac{|R'(z)|}{|R'(z)|} \text{ as } \kappa \to 0.
\]

The limit on the right hand side is a locally scaled version of the vector field \( v_R = 1/R'(z) \), and therefore has the same flow lines as \( v_R \) itself. Thus we are led to the conclusion that the flow lines of \( \psi^{(\sigma)}(z) \), which are the key object of study in the Miller-Sheffield imaginary geometry, become the flow lines of \( 1/R'(z) \) in the \( \kappa \to 0 \) limit.

Given Flores and Kleban’s results on the dimension of the solution space for the BPZ equations (2.10), it is interesting to ask about the structure of the solution set to the null vector equations (2.8). More precisely we consider both systems together with the conformal Ward identities. For BPZ this means a system of \( 2n + 3 \) linear PDEs, while for the null vector equations it means the system of \( 2n \) quadratic equations (2.8) plus the 3 linear equations (4.11). Here “quadratic” and “linear” are with respect to the \( U_j \) variables, since we prefer to think of the \( U_j \) as unknown variables with the \( x = \{x_1, \ldots, x_{2n}\} \) regarded as known parameters. For each fixed choice of \( x \) we expect that there are exactly \( C_n \) different solutions \( (U_j: j = 1, \ldots, 2n) \) to the null vector + conformal Ward system. However this solution set should be discrete, in contrast to the BPZ + conformal Ward system where the solution space is linear of dimension \( C_n \). That the solution space of the null vector + conformal Ward system has at least \( C_n \) points is already proved in [PW20], who construct solutions for each of the \( C_n \) possible link patterns. It also follows from our Theorem 2.8 that the \( U_{\alpha,j} \) of (2.12) satisfy the system, if we use the existence of \( C_n \) distinct equivalence class in CRR_{n+1}(x) coming from any one of [EG02, MTV09, EG11, PW20]. However it does not seem to follow directly from these results.
that the null vector + conformal Ward system cannot contain more than $C_n$ solutions. Likely it is true that from any solution $(U_j : j = 1, \ldots, 2n)$ one could construct a real rational function of degree $n + 1$ and with critical points precisely at $x$, which would in turn imply that it must be one of the $C_n$ solution points already given. We have not been able to obtain this construction though.

A related problem is the enumeration of the non-equivalent solutions to the stationary relation (2.5), for each fixed collection of $x$ points. By Theorem 2.5 each solution set $\zeta$ of the stationary relation (that additionally satisfies $x \cap \zeta = \emptyset$) is the pole set of some $R \in \text{CRR}_{n+1}(x)$. Two sets of solutions $(\zeta_1, \ldots, \zeta_{n+1})$ and $(\zeta'_1, \ldots, \zeta'_{n+1})$ are equivalent if one is the pole set of a post-composition of the rational function associated to the other solution set. The existence of $C_n$ distinct equivalence classes in $\text{CRR}_{n+1}(x)$ proves that there are at least $C_n$ non-equivalent solutions to the stationary relation. The matching upper bound also follows from Theorem 2.5 and Goldberg's upper bound [Gol91]. However it seems that the stationary relation plays at most an indirect role in the statements or results of [Gol91, EG02, MTV09, EG11, PW20]. See [MTV09, eqn. (2.2)] for one appearance, although the distinction between poles and critical points is not so apparent there. It would be interesting to have an enumeration method that starts directly from (2.5).

We expect that there are many interesting connections between Calogero-Moser and SLE type processes still to be discovered. In the physics literature Cardy and Doyon [Car04, DC07] suggested a connection between the quantum Calogero-Moser-Sutherland system and multiple radial SLE($\kappa$) curves. Interestingly, in one of his last works Feynman [Pol19] also studied the Calogero-Moser system by taking classical limits of constructions originating in conformal field theory.

References

[ABW09] Alexander G Abanov, Eldad Bettelheim, and Paul Wiegmann, Integrable hydrodynamics of Calogero–Sutherland model: bidirectional Benjamin–Ono equation, Journal of Physics A: Mathematical and Theoretical 42 (2009), no. 13, 135201.

[AC91] M. J. Ablowitz and P. A. Clarkson, Solitons, nonlinear evolution equations and inverse scattering, London Mathematical Society Lecture Note Series, vol. 149, Cambridge University Press, Cambridge, 1991. MR 1149378

[AGK11] Alexander G Abanov, Andrey Gromov, and Manas Kulkarni, Soliton solutions of a Calogero model in a harmonic potential, Journal of Physics A: Mathematical and Theoretical 44 (2011), no. 29, 295203.

[AKM] Tom Alberts, Nam-Gyu Kang, and Nikolai Makarov, Conformal field theory for multiple SLEs, in preparation.

[AMM77] H. Airault, H. P. McKean, and J. Moser, Rational and elliptic solutions of the Korteweg-de Vries equation and a related many-body problem, Comm. Pure Appl. Math. 30 (1977), no. 1, 95–148. MR 649926

[BBK05] Michel Bauer, Denis Bernard, and Kalle Kytölä, Multiple Schramm-Loewner evolutions and statistical mechanics martingales, J. Stat. Phys. 120 (2005), no. 5-6, 1125–1163. MR 2187598

[BE21] Mario Bonk and Alexandre Eremenko, Canonical embeddings of pairs of arcs, Comput. Methods Funct. Theory 21 (2021), 825–830.

[Ben91] Harold E. Benzinger, Plane autonomous systems with rational vector fields, Trans. Amer. Math. Soc. 326 (1991), no. 2, 465–483. MR 992604

[BPW21] Vincent Beffara, Eveliina Peltola, and Hao Wu, On the uniqueness of global multiple SLEs, Ann. Probab. 49 (2021), no. 1, 409–434.

[Cal71] F. Calogero, Solution of the one-dimensional N-body problems with quadratic and/or inversely quadratic pair potentials, J. Mathematical Phys. 12 (1971), 419–436. MR 280103

[Car04] John Cardy, Calogero-Sutherland model and bulk-boundary correlations in conformal field theory, Phys. Lett. B 582 (2004), no. 1-2, 121–126. MR 2047300

[DC07] B. Doyon and J. Cardy, Calogero-Sutherland eigenfunctions with mixed boundary conditions and conformal field theory correlators, J. Phys. A 40 (2007), no. 10, 2509–2540. MR 2305181

[Dub06] Julien Dubédat, Euler integrals for commuting SLEs, J. Stat. Phys. 123 (2006), no. 6, 1183–1218. MR 2253875

[Dub07] , Commutation relations for Schramm-Loewner evolutions, Comm. Pure Appl. Math. 60 (2007), no. 12, 1792–1847. MR 2358649
[Dub09] SLE and the free field: partition functions and couplings, J. Amer. Math. Soc. 22 (2009), no. 4, 995–1054. MR 2525778

[EG02] A. Eremenko and A. Gabrielov, Rational functions with real critical points and the B. and M. Shapiro conjecture in real enumerative geometry, Ann. of Math. (2) 155 (2002), no. 1, 105–129. MR 1888795

[EG11] Alexandre Eremenko and Andrei Gabrielov, An elementary proof of the B. and M. Shapiro conjecture for rational functions, Notions of positivity and the geometry of polynomials, Trends Math., Birkhäuser/Springer Basel AG, Basel, 2011, pp. 167–178. MR 3051166

[FK15a] Steven M. Flores and Peter Kleban, A solution space for a system of null-state partial differential equations: Part 1, Comm. Math. Phys. 333 (2015), no. 1, 389–434. MR 3294954

[FK15b] , A solution space for a system of null-state partial differential equations: Part 2, Comm. Math. Phys. 333 (2015), no. 1, 435–481. MR 3294955

[FK15c] , A solution space for a system of null-state partial differential equations: Part 3, Comm. Math. Phys. 333 (2015), no. 2, 597–667. MR 3296159

[FK15d] , A solution space for a system of null-state partial differential equations: Part 4, Comm. Math. Phys. 333 (2015), no. 1, 435–481. MR 3296160

[GGJ07] Antonio Garijo, Armengol Gasull, and Xavier Jarque, Local and global phase portrait of equation \( \dot{z} = f(z) \), Discrete Contin. Dyn. Syst. 17 (2007), no. 2, 309–329. MR 2257435

[Gol91] Lisa R. Goldberg, Catalan numbers and branched coverings by the Riemann sphere, Adv. Math. 85 (1991), no. 2, 129–144. MR 1093002

[Gra07] K. Graham, On multiple Schramm-Loewner evolutions, J. Stat. Mech. Theory Exp. (2007), no. 3, P03008, 21. MR 2318432

[JL18] Mohammad Jahangoshahi and Gregory F. Lawler, On the smoothness of the partition function for multiple Schramm-Loewner evolutions, J. Stat. Phys. 173 (2018), no. 5, 1353–1368. MR 3878346

[KL07] Michael J. Kozdron and Gregory F. Lawler, The configurational measure on mutually avoiding SLE paths, Universality and renormalization, Fields Inst. Commun., vol. 50, Amer. Math. Soc., Providence, RI, 2007, pp. 199–224. MR 2310306

[KM13] Nam-Gyu Kang and Nikolai G. Makarov, Gaussian free field and conformal field theory, Astérisque 353 (2013), viii+136. MR 3052311

[KM17] , Calculus of conformal fields on a compact riemann surface, arXiv:1708.07361 [math-ph] (2017).

[KM21] , Conformal field theory on the Riemann sphere and its boundary version for SLE, arXiv:2111.10057 [math-ph (2021].

[KP16] Kalle Kytölä and Eveliina Peltola, Pure partition functions of multiple SLEs, Comm. Math. Phys. 346 (2016), no. 1, 237–292. MR 3528421

[KR21] Martin Klimes and Christiane Rousseau, Remarks on rational vector fields on \( \mathbb{CP}^1 \), J. Dyn. Control Syst. 27 (2021), no. 2, 293–320. MR 4241672

[Law04] Gregory F. Lawler, Conformally invariant processes in the plane, School and Conference on Probability Theory, ICTP Lect. Notes, XVII, Abdus Salam Int. Cent. Theoret. Phys., Trieste, 2004, pp. 305–351. MR 2198851

[Law05] , Conformally invariant processes in the plane, Mathematical Surveys and Monographs, vol. 114, American Mathematical Society, Providence, RI, 2005. MR 2129588

[Law09a] G. Lawler, Schramm-Loewner evolution (SLE), Statistical mechanics, IAS/Park City Math. Ser., vol. 16, Amer. Math. Soc., Providence, RI, 2009, pp. 231–295. MR 2523461

[Law09b] G. Lawler, Partition functions, loop measure, and versions of SLE, J. Stat. Phys. 134 (2009), no. 5-6, 813–837. MR 2518970

[Lax68] Peter D. Lax, Integrals of nonlinear equations of evolution and solitary waves, Comm. Pure Appl. Math. 21 (1968), 467–490. MR 235310

[LSW03] Gregory Lawler, Oded Schramm, and Wendelin Werner, Conformal restriction: the chordal case, J. Amer. Math. Soc. 16 (2003), no. 4, 917–955. MR 1992830

[MnRVV95] Jesús Muñoz Raymundo and Carlos Valero-Valdés, Bifurcations of meromorphic vector fields on the Riemann sphere, Ergodic Theory Dynam. Systems 15 (1995), no. 6, 1211–1222. MR 1366317

[Mos75] J. Moser, Three integrable Hamiltonian systems connected with isospectral deformations, Advances in Math. 16 (1975), 197–220. MR 375869

[MRW22] Donald Marshall, Steffen Rohde, and Yilin Wang, Piecewise geodesic jordan curves I: weldings, explicit computations, and schwarzian derivatives, arXiv:2202.01967 [math.CV] (2022).

[MS16a] Jason Miller and Scott Sheffield, Imaginary geometry I: interacting SLEs, Probab. Theory Related Fields 164 (2016), no. 3-4, 553–705. MR 347777
Imaginary geometry II: reversibility of $\text{SLE}_\kappa(\rho_1; \rho_2)$ for $\kappa \in (0, 4)$, Ann. Probab. 44 (2016), no. 3, 1647–1722. MR 3502592

Imaginary geometry III: reversibility of $\text{SLE}_\kappa$ for $\kappa \in (4, 8)$, Ann. of Math. (2) 184 (2016), no. 2, 455–486. MR 3548530

Imaginary geometry IV: interior rays, whole-plane reversibility, and space-filling trees, Probab. Theory Related Fields 169 (2017), no. 3-4, 729–869. MR 3719057

Evgeny Mukhin, Vitaly Tarasov, and Alexander Varchenko, The B. and M. Shapiro conjecture in real algebraic geometry and the Bethe ansatz, Ann. of Math. (2) 170 (2009), no. 2, 863–881. MR 2552110

Alexios P. Polychronakos, Feynman’s proof of the commutativity of the Calogero integrals of motion, Annals of Physics 403 (2019), 145–151.

Eveliina Peltola and Hao Wu, Global and local multiple $\text{SLEs}$ for $\kappa \leq 4$ and connection probabilities for level lines of $\text{GFF}$, Comm. Math. Phys. 366 (2019), no. 2, 469–536. MR 3922531

Eveliina Peltola and Yilin Wang. Large deviations of multichordal $\text{SLE}_{0+}$, real rational functions, and zeta-regularized determinants of Laplacians, arXiv:2006.08574, to appear in J. Eur. Math. Soc.

S. N. M. Ruijsenaars, Action-angle maps and scattering theory for some finite-dimensional integrable systems. I. The pure soliton case, Comm. Math. Phys. 115 (1988), no. 1, 127–165. MR 929148

Oded Schramm and Scott Sheffield, Contour lines of the two-dimensional discrete Gaussian free field, Acta Math. 202 (2009), no. 1, 21–137. MR 2486487

Oded Schramm and Scott Sheffield, A contour line of the continuum Gaussian free field, Probab. Theory Related Fields 157 (2013), no. 1-2, 47–80. MR 3101840

Oded Schramm and David B. Wilson, $\text{SLE}$ coordinate changes, New York J. Math. 11 (2005), 659–669. MR 2188260

Yilin Wang, The energy of a deterministic Loewner chain: reversibility and interpretation via $\text{SLE}_{0+}$, J. Eur. Math. Soc. (JEMS) 21 (2019), no. 7, 1915–1941. MR 3959854

George Wilson, Collisions of Calogero-Moser particles and an adelic Grassmannian, Invent. Math. 133 (1998), no. 1, 1–41, With an appendix by I. G. Macdonald. MR 1626461

Hao Wu, Hypergeometric $\text{SLE}$: conformal Markov characterization and applications, Comm. Math. Phys. 374 (2020), no. 2, 433–484. MR 4072221

Department of Mathematics, University of Utah, Salt Lake City, UT 84112, USA
Email address: alberts@math.utah.edu

School of Mathematics, Korea Institute for Advanced Study, Seoul, 02455, Republic of Korea
Email address: sungsoobyun@kias.re.kr

School of Mathematics, Korea Institute for Advanced Study, Seoul, 02455, Republic of Korea
Email address: namgyu@kias.re.kr

Department of Mathematics, California Institute of Technology, Pasadena, CA 91125, USA
Email address: makarov@caltech.edu