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Abstract—Enabled by the increasing availability of sensor data monitored from production machinery, condition monitoring and predictive maintenance methods are key pillars for an efficient and robust manufacturing production cycle in the Industrial Internet of Things. The employment of machine learning models to detect and predict deteriorating behavior by analyzing a variety of data collected across several industrial environments shows promising results in recent works, yet also often requires transferring the sensor data to centralized servers located in the cloud. Moreover, although collaborating and sharing knowledge between industry sites yields large benefits, especially in the area of condition monitoring, it is often prohibited due to data privacy issues. To tackle this situation, we propose an Autoencoder-based Federated Learning method utilizing vibration sensor data from rotating machines, that allows for a distributed training on edge devices, located on-premise and close to the monitored machines. Preserving data privacy and at the same time exonerating possibly unreliable network connections of remote sites, our approach enables knowledge transfer across organizational boundaries, without sharing the monitored data. We conducted an evaluation utilizing two real-world datasets as well as multiple testbeds and the results indicate that our method enables a competitive performance compared to previous results, while significantly reducing the resource and network utilization.
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I. INTRODUCTION

The amount of distributed devices, sensors and connectivity in the Internet of Things (IoT) is increasing steadily and has a decisive impact on a vast variety of application domains [1]. Especially in the area of Industry 4.0, the ever-increasing velocity and volume of data generated by Industrial Internet of Things (IIoT) devices combined with sophisticated analysis jobs can benefit the operational efficiency and manufacturing process [2] and subsequently enable intelligent industrial operations.

In order to enhance the reliability and allow for a cost effective maintenance, data generated by sensors directly connected to production machinery is often utilized by condition monitoring (CM) strategies to predict failures and identify abnormal behavior [3]. CM employs a wide range of sensor components, i.e. vibration and temperature sensors, to monitor system characteristics from different domains, model the system behavior and detect i.e. outliers in the data, indicating a damage or degradation [4]. This is especially important when considering that failures can have a significant and cascading impact on i.e. the manufacturing production cycle or the overall operation, which in turn results in the loss of profit and possibly high maintenance costs. An early detection of a failure can lead to a faster repair and reduced follow-up costs.

Traditionally, the data is sent to external servers or the cloud and subsequently used to run analysis jobs like machine learning models, since plain sensors are not offering enough resources. As industry sites are often located far away from actual cloud data centers, the network capabilities might be limited and for instance affected by high latencies or bad network connectivity in general, resulting in congestion on the network link and delayed results. Furthermore, extending already existing industry environments is often done without introducing sophisticated network infrastructure to the cloud and instead mainly relies on remote and possibly unreliable communication means. Thus, especially for remote locations, that are i.e. only connected via 4G or satellite connections, the transmission of (training) data can also involve high costs.

Although – due to the increasing prevalence of more powerful smart devices in edge and IIoT environments – the processing of data is progressively shifted to edge devices located in or in close proximity to industry sites, the actual training of the models is still often conducted in the cloud [5], [6]. Especially in the area of IIoT, the transmission of business-sensitive data to the cloud also results in data privacy issues [7], which is why recently distributed machine learning paradigms such as Federated Learning (FL) gain in popularity for the IIoT. In FL, the models are trained locally – close to the actual data sources – and then aggregated to a global model without exchanging any training data [8]. This enables the training of ML models in the organizational boundaries of IIoT sites while still allowing for the integration of knowledge of other faculties.

Therefore, in our work we aim to combine condition monitoring technologies with the FL paradigm in order to enable an on-premise training of models directly in the respective IIoT sites, and an aggregation service located in the cloud, which facilitates an inter-site knowledge sharing. In our paper, we are focusing on condition monitoring for rotating machines such as bearings or pumps and evaluate the resulting models.
in terms of condition monitoring and anomaly detection capabilities on two real-world datasets as well as across different testbeds.

Contributions. Summarizing, as main contribution of this paper we:

- Provide a Federated Learning based approach for condition monitoring in the IIoT on the example of rotating machines.
- Conduct extensive experiments leveraging two real-world datasets and multiple testbeds.
- Evaluate the approach in terms of feasibility, accuracy, resource and network usage and compare it against a state of the art baseline method.

Outline. The remainder of this paper is structured as follows: Section II provides background on Condition Monitoring and presents the baseline method. In Section III, the FL approach is described in detail. An evaluation on two datasets is conducted in Section IV, while Section V puts our work into perspective. Finally, Section VI concludes our results.

II. BACKGROUND

a) Condition Monitoring & Predictive Maintenance: Condition monitoring (CM) describes the field of monitoring and analyzing machines to deduce their current condition. The condition of a machine is a critical information to plan a manual intervention or perform a maintenance task ahead of time, before a machine failure occurs. Among a variety of approaches, modelling the normal behavior of the machine by incorporating sensor measurements into AI models has gained momentum in recent works [9]–[11]. Often consisting of multiple sensory features such as temperature, vibration, or sound, the sensor data streams can be analyzed using machine learning to detect unexpected behavior in the machine, signaling a need to intervene. Points that deviate too far from the learned normal behavior can be viewed as anomalies in the data, rendering CM a subclass of the anomaly detection problem. As the goal of CM is to support and improve the manual labor of domain experts, supervised learning approaches requiring fully labeled data are oftentimes not feasible in real-world applications. This absence of labeled data poses a major challenge for machine learning models used in unsupervised CM, as they are not able to directly learn by comparison of their results against the ground truth of the data, in contrast to traditional machine learning architectures. Therefore, the normal behavior of the data is modeled and deviations are considered as anomalies.

b) Time series analysis: The analysis of time series has been studied in many fields like monitoring cluster, machines, stock market analysis, and others [12], [13]. Hereby, the sensor readings are analyzed with different goals like the modeling or prediction of future development of the time series where the application of ML has been widely adapted. Within this environment, Long Short-Term Memory neurons (LSTM) are especially suited for time-dependent contexts as they model the behavior of the process generating a time series by holding to the most relevant information.

c) Batch-wise Condition Monitoring: In a similar work, Ahmad et al. [3] have proposed a CM approach on vibration data in combination with temperature measurements. Similar to our work, they propose a LSTM-Autoencoder based approach which exploits the time-dependence between batches to reconstruct the signal of high frequency accelerometer readings and subsequently detect abnormal behavior. Their evaluation showed promising results and demonstrated the effectiveness of the proposed model. Nevertheless, they rely on transmitting all sensory data to a central server where the training is conducted on all monitored data, involving significant resources and therefore rendering it not feasible for an on-premise setup on lightweight edge devices in a remote industry site.

We consider this work as our baseline and aim to reduce the short-comings like a huge memory consumption that lies in the nature of considering multiple batches of sensor readings while training, as well as high network utilization due to transferring all training data to the cloud.

III. CONTRIBUTION

We assume an environment as depicted in Figure 1: Multiple remotely located IIoT sites employ machinery with rotating components such as bearings, pumps or blades and are connected to the internet using a low-bandwidth connection. Due to the wide availability of affordable sensors, these IIoT systems can be equipped with accelerometers, measuring i.e. vibrations of the machines. Such measurements are often taken in batches, as a permanent recording is too costly in terms of energy management and deterioration of the sensor. In addition, changes in the behavior of rotating machines, e.g. originating in the wear of a bearing, are expected to happen within days or hours and not within seconds. Finally, the recorded vibration data can be used to detect a variety of possible anomalies like bearing faults, misalignments, or cavitation.

Therefore, we propose a FL-based approach to train the vibration data recorded on edge devices located in the IIoT site, which comes with several advantages and synergies: The recorded data can stay locally as the training is not performed in the cloud. Thus, the communication overhead is reduced to only share the model parameters instead of all recorded data.

In addition, anomaly data is very sparse for each individual machine. This means that of all possible anomalies, only a small fraction on each individual machine will be observed within its life span. Transferring learned knowledge about either normal or abnormal behavior between machines is an inherent strength of the FL approach as the global model aggregates modelled information from a variety of machines, thus sharing the knowledge of a multitude of sensor measurements in different sites or environments.

Based on these assumptions we state the following requirements for our approach:

a) Efficiency: The proposed approach shall consist of a lightweight solution which is able to run on small edge devices. Moreover, already existing environments shall be easily integrable and extendable in a cost-effective way.
Fig. 1. We envision an environment consisting of several IIoT sites, in which rotating machines are monitored with vibration sensors. Each site has one or multiple edge devices which train a model on the locally available sensor data and share the updated model weights with an aggregation node that in turn averages the weights to a global model that is finally distributed to the sites again.

b) Network and privacy awareness: In order to save network resources, the data should remain local to decrease the communication overhead of transmitting sensor data over LTE or other low-bandwidth connections. Additionally, the sensor data might contain business-sensitive information and should therefore not leave the organizational boundaries.

c) Model Effectiveness: The performance of the condition monitoring FL implementation need to be competitive with state of the art centralized methods.

d) Deployability: Considering the heterogeneous nature of IIoT environments, the implementation should be deployable across a variety of edge devices, regardless of i.e. the CPU architecture.

Finally, for this work, we assume the measurements to be largely equally distributed and independent and neglect further optimization of the FL approach itself: For a real-world application, the amount of available data, the rate of measurements taken as well as the distribution of available datasets need to be taken into account while aggregating the different local models.

A. Architecture

Each vibration measurement is a set of high-frequency accelerometer readings and defined by the length of the measurement and the sampling rate in Hertz (Hz). A set of samples belonging to one measurement – marked by a common timestamp – is considered a batch. Therefore, as also depicted in Figure 2, each batch is generated at a short interval and different batches are separated by larger time intervals like minutes or hours. Following the previous work [3] described in Section II, we adapt an LSTM Autoencoder, which aims to learn the normal behavior of all features in the data and has previously shown promising results. The Autoencoder consists of two parts, an encoder and a decoder, which both consist of a variable number of sequentially aligned LSTM-Layers. In our proposed Autoencoder, the input is time series data from the vibration measurements themselves. The LSTM layers are used to provide the model with the ability to understand the sequential aspect of time series data [14]. Thereby, the Autoencoder encodes a given measurement length of vibration data onto the size of the encoding from which the decoder learns to reconstruct healthy vibration data.

Contrary to the baseline method [3], our proposed approach works only on the current measurement instead of multiple preceding batch measurements by exploiting the time-dependence of the data generating process within the vibrations of each batch. Consequently, as depicted in Figure 2, we split the current batch into windows and test different window size configurations in Section III-B. This change was made, as working on the level of single measurements requires significantly less memory usage compared to including multiple complete batch measurements into the CM model, and therefore directly benefits our efficiency requirement.

The general architecture of the proposed method can be seen in Figure 3: Internally, the LSTM layers pass their entire output sequence to the following layer to provide them with their full interpretation of the data. In terms of the encoder, a final inner LSTM layer encodes the output of the last LSTM-layer into the reduced encoding size. For the decoder, the output of the encoding LSTM-layer is passed through
High level view on our approach: Batches, consisting of high-frequency vibration sensor measurements, are collected in specific time intervals, i.e. every hour, and then split into windows which are used as input for the model. Our methods work on single batches, instead of multiple preceding ones.

The architecture of the proposed model for the federated training nodes is as follows: the hidden LSTM layers are used to encode the input data, and the output of the encoder is fed into a decoder layer to reconstruct the input signal. The reconstructed signal is compared against the original input to compute a reconstruction error, which is used to detect anomalies.

The reconstruction error for a given time period is defined as the mean squared error (MSE) with original input signal $I$ and prediction $P$ with $I, P \in \mathbb{R}^d$ and the dimension of the measurement period $d$:

$$RE_j = \frac{1}{d} \sum_{k=1}^{d} (I_k - P_k)^2$$

(1)

This RE, in the remainder of the paper also called anomaly score, is used to evaluate the related time sequence in comparison to others by defining an accepted interval of values. As the Autoencoder is trained on normal data, abnormal data is expected to deviate stronger. To determine anomalies in the data, an anomaly threshold defining this interval is introduced to differentiate between normal and abnormal behavior, with $\delta$ as a variable parameter indicating the sensitivity as:

$$RE \leq \delta \ast \sqrt{\frac{1}{d-1} \sum_{i=1}^{d} (RE_i - \overline{RE})^2}$$

(3)

If the RE is smaller than this determined threshold, the current measurement is considered to have recorded normal data, while a larger value results in a detected anomaly.

### B. Hyperparameter Optimization

In regards to model optimization, we applied the Bayesian Optimization algorithm to test the performance of different hyperparameter combinations. The search space of the Hyperparameter Optimization (HPO) is depicted in Table I. All models created using these parameter combinations were trained for 100 epochs. The evaluation of the models is based on the validation loss of data excluded from the training and contains no anomalies. Finally, a compromise of the smallest validation loss and smallest model size is made, depending on the dataset.
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Fig. 4. Lifecycle of a training node: The node receives the current global model weights, uses them to initialize the local model and starts a training round for a given number of epochs on the local data. After the round, the updated local weights are send to the aggregator node.

C. Model Training

As previously mentioned, the model is trained to reconstruct the normal vibration data accordingly. Therefore, during the training the input and expected output of the model consists of the same time series chunks. The goal of the optimization process for the Autoencoder is to be able to encode the essential information of this chunk into the hidden encoding layer, so that the original time series can subsequently be optimally reconstructed. Thus, the Autoencoder is expected to learn the essential information constraining the normal behavior of the system under observation.

For the process of training our model, we use the Adam optimizer. In conjunction with the previously described kernel regularization of our LSTM layers, we use gradient clipping to prevent the exploding gradient problem [16]. Further, we utilize an exponential learning rate scheduler which applies a stacking 1% reduction to the learning rate at each epoch. The learning rate itself is determined by the HPO described in Section III-B for the different datasets.

The loss function used for training and evaluation of the RE is the mean squared error defined as

\[ \text{MSE} = \frac{1}{n} \sum_{j=1}^{n} RE_j \]  

with the RE as defined in Equation 1 and the total number of reconstructed time series windows \( n \). It penalizes prediction errors with an increasing scaling in severity. This incentivizes the model to prioritize minimizing large prediction outliers, learning to predict the general oscillation of the vibration data, as small prediction errors are, due to the nature of the Autoencoder architecture, unavoidable.

D. Federated Learning

In order to adapt the developed model to FL, in which devices located on-premises and close to the monitored machinery are utilized to collaboratively train a global model, we divide the environment in lightweight training nodes and an aggregation node, that are described in more detail in the remainder of this section and can be followed in Figures 4 and 5.

1) Training Node: The training node is a lightweight edge device in which the sensor data monitored from one or more machines arrives, i.e. via a message queue or data stream, and is consequently used to train a local model. Following the first start, the device registers with the aggregation node, obtains the current global model, subsequently leverages it to further train on the locally observed data and finally applies it on the newly monitored sensor metrics to detect anomalies or deteriorating behavior of the respective monitored machinery.

After a configurable amount of training epochs, the training node shares the current local model weights with the aggregation node, where they are aggregated with the weights of other training workers. Here, only the difference of the weights to the previously distributed global model is shared to preserve privacy during the communication. The aggregated weights then constitute the new global model. Finally, after the aggregation node has distributed the new global model weights to all participating training workers, the local models are re-instantiated with the respective weights and used for the condition monitoring process until a new model training is triggered.

As FL uses multiple training nodes, numerous instances of training workers exist and work in parallel, each training an instance of the same model architecture.

2) Aggregation Node: The aggregation node acts as the controlling instance of the FL approach. It manages multiple training worker instances as clients, where newly connected worker instances are provided with the current state of the global model. After completion of each training round, the global aggregation server receives model weight differences from every training node and aggregates them into the next iteration of the global model. The aggregation of the received model weights is done via the FedAvg algorithm, as proposed by McMahan et al. [17] where the received weight differences are first averaged and then applied to the global model. It is chosen as recent research has shown the FedAvg algorithm to show good results compared to most state-of-the-art federated aggregation algorithms [18].

With this approach, every training worker instance begins each iteration with an identical global model. After the next training round, the local model instances only differ in their model weights by the difference introduced through their training data during this iteration. This continuous re-integration and aggregation of the local model instances allows for the general training to jointly converge towards the shared global optimum observed over the entirety of the training data available on the different IIoT nodes.
TABLE II
DEVICES USED FOR THE EVALUATION.

| Machine types       | Central server | Virtualized Testbed | Edge Testbed |
|---------------------|----------------|---------------------|--------------|
| Machine types       | Commodity server | GCP VM (x2-medium) | Raspberry Pi 4B |
| CPU                 | AMD EPYC 7282  | Intel Xeon CPU      | ARM Cortex-A72 |
| Cores               | 32             | 1 vCPU              | 4vCPU        |
| Memory              | 128 GB         | 4 GB                | 4 GB         |

IV. EVALUATION

We conducted multiple experiments to evaluate the FL approach in general and compared it against the baseline model presented in Section II. To simulate a real-life use case scenario for our evaluation, we leverage two real-world datasets consisting of vibration sensor data monitored from multiple machines. The datasets are described in more detail in the next section.

In addition, the evaluation was conducted in three different testbed settings: A central server, a virtualized testbed and an edge testbed respectively, consisting of the devices listed in Table II. The models were provided in multi-arch Docker containers in order to enable a deployment across heterogeneous devices and consequently fulfill the deployability requirement stated in Section III.

As evaluation metrics we utilize the effectiveness of the models, the respective resource utilization, as well as the general runtime across different devices and settings.

A. Dataset descriptions

For the evaluation we were using two different real-world datasets, explained in more detail in this section.

a) Bearing Dataset: The first dataset is provided by NASA IMS, publicly available, and contains monitored vibration sensor metrics of four bearings [19]. The data was measured for 1 second every 10 minutes with a sampling rate of 20,480 Hertz, and the whole dataset consists of three independent run-to-failure experiments (Set1-3) in which the bearings were monitored until a failure occurred. Therefore, at the end of each experiment, a subset of the monitored bearings develops a degrading health state. Table III shows the properties of the collected data and the faulty bearings for every experiment. Because of the very high-precision sampling rate, a downsampling resulting in a sample rate of 4096Hz has been applied.

b) Rotating Machine Dataset: This dataset was provided by an industry partner and contains vibration metrics collected from five different rotating machines (RM). The vibration data was measured for three dimensions (x,y,z) over time, by utilizing an accelerometer sensor attached to the housing of the machine [3]. As in the previous dataset, the data was collected in batches and measured hourly. Additionally, the data was labeled depending on the condition of the machine during that time with either anomalous or normal behavior, albeit the labels were only used for the evaluation.

Although the machines are build-wise unique, they are from the same type which allows for a knowledge transfer between them in a federated learning setting. Table IV shows the characteristics of the dataset. The data is measured with a sampling rate of 4000Hz for 0.2 seconds, resulting in 800 data points per batch with a varying amount of abnormal batches labeled for the different rotating machines.

B. Experiment setup

For the following experiments we distributed the datasets described in the previous section to the nodes mentioned in Table II. In the central server setting we start the aggregator and training worker in different containers but on the same node, whereas we launch four respectively five different virtual machines in the Google Cloud Platform as training workers for the different bearings and rotating machines.

As parameter for the model training we use the following, obtained from the HPO presented in Section III-B: A window size of 100, learning rate of 0.001, as well as one outer LSTM-layer with a size of 128, a hidden layer size of 16, and a batch size of 64. Although we found that an LSTM layer size of 512 would have been optimal, we decided to use 128 layers as it achieved almost equivalent results while being significantly more efficient in terms of computation.

We conducted experiments with two different data availability scenarios: First, we assume a scenario in which historical sensor data is available. Therefore, during model training the training worker use the whole dataset, split into 70% training data from which 8% are used as validation data and the rest for testing. Furthermore, also a cold-start scenario is considered, in which we do not assume any historical data. Therefore, for each federated training round, the amount of available training windows increases, simulating newly arriving measurement data.
For all experiments – except the cold-start scenario – we applied 25 federated training rounds in which each training node trained for a single epoch before aggregating the weights, and compared it against the baseline model which was trained on all available training data for 100 epochs.

C. General applicability

To assess the general applicability for anomaly detection of the proposed approach, we compare the reconstructed signal of a healthy and faulty measurement.

Figure 6 visualizes two measurement periods of the same bearing in the IMS bearing dataset, during normal behavior and subsequently during an anomalous phase: In blue we depict the original vibration sensor readings and the orange part shows the reconstructed signal by our model. As can be seen, both vibration periods are of different amplitudes, with the anomalous data having a maximum amplitude of about two times the normal one. While our approach is able to reconstruct the normal vibration data rather closely, the reconstruction error increases significantly during an anomaly, hence allowing for a classification based on our model. The model has shown that the structure of normal data is learned while the reconstruction of anomalous data is performing worse.

D. Comparison between baseline and federated model

In this section, we compare our achieved results to the baseline by Ahmad et al. [3] described in Section II. First, we investigate the performance of our approach on the first dataset in terms of detection performance and subsequently, we compare the accuracy of the models for the industry dataset.

For the IMS dataset, the model was trained on the initial healthy data of each bearing, assuming that historical data is available. In Figure 7, we can see the reconstruction error values and, therefore, predictions of the condition of the bearing for all faulty bearings of the experiment compared. In every case, the federated learning model predicted a defect in the final stages of the experiment, with a strong increase in the RE. Simultaneously, the early stages of the experiment were predicted as normal up until the time of the detected anomaly. No clear false positives were predicted in the early stages of the experiments, for which we know that no defects were present.

Afterward, the detection of the faulty bearing Set2 is compared to the baseline method. In Figure 8 the anomaly scores of the first bearing of Set2 are depicted in dependence of the measured batch number during the duration of the experiment. Our approach detects a deteriorating behavior at a comparable point in time to the baseline model. In addition, for both models the anomaly scores rise significantly towards the end of the experiment, indicating a similar performance.

Moreover, Figure 9 depicts the anomaly score of the second bearing of Set2: This bearing had no failure during the experiment and showcases how the anomaly detector behaves for a healthy bearing. It can be observed that the model reliably accepts normal data without indicating anomalies. Only towards the end of the experiment, the vibration of the
strongly anomalous behaving first bearing propagates to the second bearing, explaining the increase of anomaly scores.

For the industry dataset, the anomaly detection performance of the proposed approach in comparison to the baseline can be seen in Table V. The results for F1 score, precision, and recall are nearly identical for the majority. As the proposed approach works on smaller windows of the associated time series, our FL trained model is able to predict for a larger group of rotating machines. Thus, we could include the RM-1 although it initially uses a different batch size, since the proposed model is not limited by it, contrary to the baseline. Evidently, it is important to mention that only very few anomalies exist in the RM datasets, resulting in an average F1-score of 99.4%. Nevertheless, the achieved results are encouraging as the performance of the model is very competitive despite the much lower complexity compared to the baseline model.

E. Knowledge Transfer

To test the knowledge transfer capabilities of our approach, we used the resulting global model of Set2 after a federated model training with 25 epochs and evaluated it against a faulty bearing in the first experiment set (Set1), therefore simulating a warm-start in another IIoT faculty for a bearing of the same type.

Figure 11 shows the reconstruction errors and threshold of this experiment. As can be seen, the model of Set2 is already able to detect the deteriorating behavior at the end of the experiment, although it was only trained on data from another experiment with significantly less available data points.

F. Runtime and resource utilization

For the IIoT use case, the resource utilization is a major limiting factor. Different hardware configurations have been tested for their needed time per training epoch, as depicted in Figure 10. As expected the training times for the commodity server are the lowest as it comes with the strongest CPU, followed by the GCP virtual machines, and the Raspberry Pis that are representative of edge nodes. Unfortunately, the whole

dataset of the Set1 and Set3 dataset of the bearing dataset did not fit into the memory of the Raspberry Pi, therefore rendering the training on the whole dataset unfeasible.

Therefore, the cold-start scenario has been implemented. Here, for every following epoch the number of available training windows is increased, reproducing a real-world scenario where more and more data is measured. The first epoch starts with 64 windows, according to the batchsize of the LSTM Autoencoder training, for every subsequent epoch this is increased by further 64 windows. The results can be seen in Figure 12 for different configurations of how many epochs were trained per round. The performance measures thereby achieved similar results to the full training runs. Thus, also Raspberry Pis are able to train with the amount of data in a reasonable amount of time. For example, the NASA bearing dataset delivered measurements every 10 minutes, whereas the computation time even for learning round 100 with 6400 windows lies well within this interval, rendering an online measuring and learning scenario feasible with the proposed approach.

In addition, the resource consumption of the proposed approach is compared to the baseline, as can be seen in Figure 13. Depending on the size of the dataset, the FL workers require between 2 and 3GB of main memory to conduct a local model training. In comparison, the baseline needs about 9 to 11GB of memory in average per dataset, thus rendering it not feasible for the execution on IIoT devices. Even more significant is the reduction in overall network utilization: In case of the FL approach, only model weights have to be communicated between the training and aggregation nodes, resulting in around 6.3MB for each tested machine and 25 training rounds. The baseline requires transmission of all training data to the central server, depicted as Raw in Figure 13, which in consequence enables a reduction of the overall network usage from up to 99.2%. We further also show a scenario where the data is pre-processed in the IIoT site (i.e. resampled and additional information such as temperature measurements are removed) and the FL approach is still able to significantly outperform the baseline or other centralized methods.

Summarizing, the results show that the proposed method is able to achieve the requirements stated in Section III.

V. RELATED WORK

In terms of general condition monitoring a variety of related work exist. For instance, Sakib et al. [20] achieved
low-latency condition monitoring inference by deploying pre-trained models to IIoT devices. In their approach, the models are trained on centralized servers and the IIoT devices are only used for inference. Hahn and Mechefske [21] utilized a self-supervised approach of Condition Monitoring using a Variational-Autoencoder on the NASA milling data set, which does not require feature engineering and shows promising results on some parameters. In addition, Mostafavi and Sadighi [22] proposed a condition monitoring framework which is fully located on IIoT devices. Their framework, like ours, uses an LSTM-Autoencoder for anomaly detection while being
resource-restricted. These approaches, while overcoming the resource restriction, lack the advantages that FL has to offer, as they do not keep the data in the local sites nor do they share information between multiple devices.

In regards to FL approaches, Wang et al. and Yunfan et al. developed two generalized frameworks, In-Edge AI [23] and EdgeFed [24], for improving FL at the edge. They explore different approaches to reduce the system communication load and partly offload resource-intensive work to the cloud to archive a more effective aggregation. Wu et al. [25] proposed a framework for mitigating issues of strong heterogeneity by the usage of personalized FL methods. Dhada et al. [26] used a FL approach for determining the remaining useful life of engines on a simulated turbofan data set, a topic strongly related to the basic idea of condition monitoring also using rotating machines. Our work, in contrast, deals with the application of such a use case while considering the resource limitation of edge devices, especially within an IIoT environment. Zhang et al. [27] developed a blockchain-based FL solution for condition monitoring in the IIoT. Their approach included a novel weighted federated averaging algorithm to mitigate the data heterogeneity issue and the utilization of smart contracts for client incentives. We neglect utilizing a blockchain approach, since it would introduce new additional computational overhead.

VI. CONCLUSION

In this paper, we presented an Autoencoder-based Federated Learning approach for efficient condition monitoring of rotating machines in IIoT environments, utilizing monitored vibration data. Our method enables a collaborative and distributed model training on lightweight edge devices that are located in close proximity to the sensor data sources in industrial sites. While first learning to reconstruct the normal behaviour of the monitored sensor streams, it allows for an unsupervised anomaly detection based on reconstruction errors.

The conducted evaluation on two real-world datasets shows a competitive performance compared to a state of the art baseline and at the same time decreases the complexity enough to qualify low-powered edge devices as training nodes. Moreover, the network utilization is decreased by up to 99.22%, further benefiting remote industry sites with possibly unreliable or expensive network connections.

In future work, we plan to evaluate our method on additional datasets and to test further weight averaging algorithms.
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