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Abstract

In Reinforcement Learning (RL), the goal of agents is to discover an optimal policy that maximizes the expected cumulative rewards. This objective may also be viewed as finding a policy that optimizes a linear function of its state-action occupancy measure, hereafter referred as Linear RL. However, many supervised and unsupervised RL problems are not covered in the Linear RL framework, such as apprenticeship learning, pure exploration and variational intrinsic control, where the objectives are non-linear functions of the occupancy measures. RL with non-linear utilities looks unwieldy, as methods like Bellman equation, value iteration, policy gradient, dynamic programming that had tremendous success in Linear RL, fail to trivially generalize. In this paper, we derive the policy gradient theorem for RL with general utilities. The policy gradient theorem proves to be a cornerstone in Linear RL due to its elegance and ease of implementability. Our policy gradient theorem for RL with general utilities shares the same elegance and ease of implementability. Based on the policy gradient theorem derived, we also present a simple sample-based algorithm. We believe our results will be of interest to the community and offer inspiration to future works in this generalized setting.

1 Introduction

Reinforcement Learning (RL) is a sequential decision problem where an agent interacts with an environment and learns to behave optimally. Agent observes the state of the environment and decides to take some action, then the environment evolves to a different state depending on the current state and current action of the agent, this process continues till termination or forever. In RL (henceforth Linear RL), the agents also receive a reward signal after taking an action that depends on both the state of the environment and the current action of the agent. The goal of the agent (in Linear RL) is to learn to take actions such that it maximizes its cumulative reward \[10\]. It can also be seen as maximizing the objective that is linear in occupancy measure \[8\]. A significant body of work is dedicated to solving the RL problem efficiently in challenging domains \[6,9\].

There are many ways of solving Linear RL using Bellman’s equation, the value function, policy search, and dynamic programming. Among them, policy gradient methods in Linear RL are one of the most widely used methods that arise from the very elegant and easily implementable policy
gradient theorem by [11]. And recent works, theoretically guarantee the convergence to global optima in Linear RL [2]. Junyu et al. [13] first proved that the exact gradient descent in policy space will converge to global minima in convex RL under some mild conditions.

However, not all sequential decision problems of interest take this form, for example, Apprentice Learning, diverse skill discovery, pure exploration and constrained MDPs, among others; see [12]. In general, an agent can be tasked to learn the policy that is a general function of occupation measure of the policies, henceforth General RL. And as a special case, when the objective function is convex (or concave) in the occupancy measure, it is known as Convex RL[13, 4, 13, 12, 7].

2 Background and Notations

**Notations** In what follows, we use $\mathbb{1}$ to denote the indicator function. $\langle \cdot \rangle$ denotes dot product. $\Delta_U$ denotes the space of probability distributions over a set $U$.

A Markov Decision Process (MDP) is defined by a sextuple $(S,A,\gamma,R,P,q)$, where $S$ is the state space, $A$ is the action space, $\gamma \in [0,1)$ is the discount factor, $R \in \mathbb{R}^{S \times A}$ is the reward vector, $P \in (\Delta_S)^{S \times A}$ is the transition kernel and $q \in \Delta_S$ is the initial distribution over the state space $S$ [10]. A stationary policy $\pi \in (\Delta_A)^S$ maps states to probability distributions over actions. Moreover, $P(s'|s,a), \pi(a|s)$ represent the probability of transition from state $s$ under action $a$ to state $s'$ and probability of taking action $a$ in state $s$ by policy $\pi$ respectively. Let $\Pi$ be the set of all stationary policies. Let $\mu^\pi \in (\Delta_S)^{S \times A}$ be the occupancy measure of policy $\pi$, defined as [8]

$$\mu^\pi(s,a) := \sum_{n=0}^{\infty} \gamma^n \mathbb{E}[\mathbb{1}(s_n = s, a_n = a)|s_0 \sim q, a_t \sim \pi(\cdot|s_t), s_t \sim P(\cdot|s_{t-1},a_{t-1}), \forall t, 1 \leq t \leq n].$$ (1)

With slight abuse of notation, we denote $\sum_{a \in A} \mu^\pi(s,a)$ with $\mu^\pi(s)$. In Linear RL problems, we maximize the expected discounted reward under the policy $\pi$, that is,

$$\max_{\mu^\pi \in \mathcal{K}} \langle \mu^\pi, R \rangle,$$ (2)

where $\mathcal{K} := \{\mu^\pi|\pi \in \Pi\}$ is set of occupancy measure of all stationary policies [8]. Here, we consider a more general objective

$$\min_{\mu^\pi \in \mathcal{K}} f(\mu^\pi)$$ (3)

where $f : \mathcal{K} \to \mathbb{R}$ is a differentiable function, which we refer to as General RL (RL with general utilities). The differentiability of the function is assumed for the simplicity of presentation. In case of apprentice learning [1] and pure exploration [5], objective functions are $f(\mu^\pi) = ||\mu^\pi - \mu_{\text{expert}}||^2$ and $f(\mu^\pi) = \mu^\pi \cdot \log(\mu^\pi)$ respectively. Linear RL is extensively studied [10], and there have been a few works on Convex RL (RL with convex utilities)[13, 4, 13, 12, 7].

3 Policy Gradient for Convex MDPs

To handle large state space, we often parameterize the policy with $\theta \in \Theta \subset \mathbb{R}^d$, i.e., $\pi = \pi_\theta$. For clarity, we will slightly abuse the notation and simply write $\pi$. To apply gradient descent on policy space (or parameter space), we need the gradient w.r.t policy (or policy parameter):

$$\nabla_\theta f := \frac{df(\mu^\pi)}{d\theta}.$$ (4)
By the chain rule, we have
\[ \nabla_\theta f(\mu^\pi) = (\nabla_\mu^\pi f(\mu^\pi))^\top \frac{d\mu^\pi}{d\theta} = \sum_{s \in S} \sum_{a \in A} \frac{\partial f(\mu^\pi)}{\partial \mu^\pi(s, a)} \nabla_\theta \mu^\pi(s, a). \] (5)

Let \( \beta_k^\pi(s, a, s', a') = \mathbb{E}[\mathbb{1}(s_k = s', a_k = a') | s_0 = s, a_0 = a, a_t \sim \pi(\cdot|s_t), s_t \sim P(\cdot|s_{t-1}, a_{t-1}), \forall t \leq k] \) be the probability of transition from state-action \((s, a)\) to state-action \((s', a')\) in exactly \(k\) steps following the policy \(\pi\). In addition, we denote \( \beta^\pi(s', a', s, a) = \sum_{k=0}^{\infty} \gamma^k \beta_k^\pi(s', a', s, a) \). To derive the policy gradient theorem for convex RL, let us first look at the gradient of the occupancy measure w.r.t. the policy parameters. We can obtain the following equation,
\[ \nabla_\theta \mu^\pi(s, a) = \sum_{(s', a') \in S \times A} \mu^\pi(s') \beta^\pi(s', a', s, a) \nabla_\theta \pi(a'|s'), \] (6)
with proof referred in the appendix. Let \( Q^\pi_R \) be the Q-value function for the policy \(\pi\) and reward vector \(R\), that is defined as

\[ Q^\pi_R(s, a) := \sum_{n=0}^{\infty} \gamma^n \mathbb{E}[R(s_n, a_n)|s_0 = s, a_0 = a, a_t \sim \pi(\cdot|s_t), s_t \sim P(\cdot|s_{t-1}, a_{t-1}), \forall t \leq n] \]
\[ = \sum_{s', a'} \beta^\pi(s, a, s', a') R(s', a'). \] (7)

Now we are ready to present the policy gradient theorem for convex RL.

**Theorem 1.** (Policy Gradient Theorem for convex RL)
\[ \nabla_\theta f = \sum_{s, a} \mu^\pi(s) Q^\pi_R(s, a) \frac{d\pi(s, a)}{d\theta}, \]
where \( R_\pi = \frac{df(x)}{dx} |_{x=\mu^\pi} \).
\[ (9) \]

**Proof.** Using Eqn. 6 we have
\[ \nabla_\theta f = \sum_{s \in S} \sum_{a \in A} \frac{\partial f(\mu^\pi)}{\partial \mu^\pi(s, a)} \nabla_\theta \mu^\pi(s, a) = \sum_{s \in S} \sum_{a \in A} R_\pi(s, a) \left( \sum_{(s', a') \in S \times A} \mu^\pi(s') \beta^\pi(s', a', s, a) \nabla_\theta \pi(a'|s') \right) \]
\[ = \sum_{(s', a') \in S \times A} \mu^\pi(s') \sum_{s \in S} \sum_{a \in A} R_\pi(s, a) \beta^\pi(s', a', s, a) \nabla_\theta \pi(a'|s') \sum_{s \in S} \sum_{a \in A} \mu^\pi(s) Q^\pi_R(s, a) \frac{d\pi(s, a)}{d\theta}, \]
\[ (10) \]
which concludes the proof. \qed

We believe that this policy gradient can be implemented with the same ease as the policy gradient for Linear RL. Why? In the standard policy gradient, we estimate Q-value for each policy (keeping the reward fixed) while updating the policy. To estimate the Q-value, we run a few trajectories of the current policy. Now, policy gradient for convex RL can be implemented with the same trajectories except with an extra step as follows. We run a few trajectories of the current policies as before, then we estimate the occupation measure to obtain the current reward vector, and finally, estimate the Q-value using this reward vector and the same trajectories. Note that, we used the same trajectories to estimate the reward vector and Q-value. Hence, we don’t need anything extra. This process can be easily done in parallel too if the update step sizes are small enough. We formalize this intuition and propose an algorithm for RL with general utilities in the next section.
4 Policy Gradient with Approximations

The proof here carries over exactly the same way as in section 2 in [10]. We present here, just for the sake of completeness. Let $g_w : S \times A \to \mathcal{R}$ be our approximation for $Q^{\pi}$, with parameter $w$. We use $Q^{\pi}$ as a shorthand for $Q^{\pi}_{R^{\pi}}$. Assuming local convergence,

$$\sum_{s,a} \mu^{\pi}(s) \pi(s,a) \left[ Q^{\pi}(s,a) - g_w(s,a) \right] \frac{\partial g_w(s,a)}{\partial w} = 0,$$

and compatibility with the policy parametrization

$$\frac{\partial g_w(s,a)}{\partial w} = \frac{\partial \pi(s,a)}{\partial \theta} \frac{1}{\pi(s,a)}.$$

Combining (11) and (12), we have

$$\sum_{s,a} \mu^{\pi}(s) \frac{\partial \pi(s,a)}{\partial \theta} [Q^{\pi}(s,a) - g_w(s,a)] = 0.$$

Now subtracting this into the policy gradient theorem [11] we have

$$\frac{\partial f}{\partial \theta} = \sum_{s,a} \mu^{\pi}(s) Q^{\pi}(s,a) \frac{d \pi(s,a)}{d \theta} - \sum_{s,a} \mu^{\pi}(s) \frac{\partial \pi(s,a)}{\partial \theta} [Q^{\pi}(s,a) - g_w(s,a)]$$

$$= \sum_{s,a} \mu^{\pi}(s) \frac{\partial \pi(s,a)}{\partial \theta} [Q^{\pi}(s,a) - \pi(s,a) + g_w(s,a)]$$

$$= \sum_{s,a} \mu^{\pi}(s) \frac{\partial \pi(s,a)}{\partial \theta} g_w(s,a).$$

**Theorem 2. (Policy Gradient with Function Approximation)** If $g_w$ satisfies (11) and (12), then

$$\frac{\partial f}{\partial \theta} = \sum_{s,a} \mu^{\pi}(s) \frac{\partial \pi(s,a)}{\partial \theta} g_w(s,a).$$

**Proof.** Proved above.

5 Bootstrapping for Occupation Measure

One way to estimate occupation measure is by counting frequency of different state visitation. But this approach in not scalable to large state space and continuous state space. Here, we use bootstrapping method to estimate occupation measure that can be combined with neural network to handle large and continuous state space. Recall that the occupation is defined as

$$d^\pi_P = \sum_{n=0}^{\infty} \gamma^n (P^\pi)^n \mu$$

$$\implies \gamma P^\pi d^\pi_P = \sum_{n=1}^{\infty} \gamma^n (P^\pi)^n \mu$$

$$= d^\pi_P - \mu.$$
That is, we have
\[
d^\pi(s) = \mu(s) + \sum_{s',a} \pi(a|s)P(s'|s, a) d^\pi_p(s').
\]
Under appropriate step size sequence \(\{\eta_t\}\), the update rule
\[
d(s_t) = d(s_t) + \eta_t \left[ \mu(s_t) + \gamma d(s_{t+1}) - d(s_t) \right],
\]
convergence to \(d^\pi\) when state sequence \(\{s_t\}\) is generated under policy \(\pi\), kernel \(P\) and initial state distribution \(\mu\) [3].

**Lemma 1.** For all policy \(\pi\) and kernel \(P\), the iterative sequence given by
\[
d_{n+1} := \mu + \gamma P^\pi d_n, \quad \forall n \in \mathbb{N},
\]
converges linearly to \(d^\pi\), more precisely,
\[
\|d^\pi - d_n\|_1 = \gamma^n \|d^\pi - d_0\|_1, \quad \forall n \in \mathbb{N}.
\]

6 Algorithm

Naturally, our update rule should be
\[
\theta \rightarrow \theta - \alpha \nabla \theta f
\]
where \(\alpha\) is the learning rate. In [13], it has been shown that the update rule (23) converges to global optima under some conditions for Convex RL. This makes it a very attractive way to solve the RL with general utilities, as it indicates that the update rule (23) shall converge to local minima in the general setting. Now we explain our core idea to convert the above rule into an algorithm. Observe that if we are sampling states and actions from the policy \(\pi\) then \(d\log(\pi(s, a)) d\theta Q^\pi_{\pi}(s, a)\) is an unbiased estimate of the gradient \(\nabla \theta f\). And \(d\log(\pi(s, a)) d\theta\) is easy to calculate, now we only need the estimate \(Q^\pi_{\pi}(s, a)\). For this, we need \(R\) that can only be computed by estimating the occupation measure \(\mu^\pi\). So our algorithm estimates the occupation measure and Q-values in parallel. Note that estimation of occupation is an estimation of the mean of a random variable, hence it must not be more difficult than the estimation of something more complex as Q-values. So we believe our algorithm will perform as nice as policy gradient methods for Linear RL up to a constant factor.

7 Discussion

There have been many works that aim to solve special cases of General RL such as Apprenticeship Learning, Pure Exploration, etc. Junyu et al. [13] were among the first, who identified these problems as Convex MDP. They showed that Policy Gradient for the Convex MDP would converge to global minima under certain conditions. However, they were unable to obtain policy gradient in Convex RL analogous to policy gradient in Linear RL. But instead, they derived Variational Policy Gradient method using the solution of a stochastic saddle point problem involving the Fenchel dual of the convex RL objective. In [12], the authors used Frenkel duality to convert the convex RL problem into a two-player zero-sum game between the agent (policy player) and an adversary that produces rewards (cost player) that agent must maximize.
Algorithm 1 Policy Gradient Algorithm for RL with general utilities

Choose appropriate step sizes $\epsilon_t, \eta_t$ for $t \geq 0$. Take $\mu_0(s, a) = 1/(|S||A|)$, and sample initial state $s_0$ from initial distribution $q$, choose policy parameter $\theta$ randomly. We define $\delta$ as $\delta_{s,a}(s', a') = 1(s' = s, a' = a)$, and $f' = \nabla \mu f$.

\begin{algorithmic}
\While{not converged}
\State Play action $a_t$ according to the policy $\pi_\theta$
\State Update the occupancy measure as
\[ \mu(s_t) = \mu(s_t) + \eta_t \left[ \mu_0(s_t) + \gamma \mu(s_{t+1}) - \mu(s_t) \right], \] \hspace{1cm} (24)
\State Get reward vector $R = f'(\mu)$ and sample the next state $s_{t+1}$.
\State Update Q-value as
\[ Q(s_t, a_t) = Q(s_t, a_t) + \epsilon_t \left[ R(s_t, a_t) + \gamma \min_a Q(s_{t+1}, a) - Q(s_t, a_t) \right]. \]
\State Update policy parameter as
\[ \theta = \theta - \eta_t \frac{d \log(\pi_\theta(s_t, a_t))}{d \theta} Q(s_t, a_t). \]
\EndWhile
\end{algorithmic}

We considered a more general objective and derived Policy Gradient Theorem for RL with general utilities that is as elegant and easily implementable as the Policy Gradient Theorem for Linear RL by [1]. We recover the Policy Gradient Theorem for Linear RL by having Linear RL objective in Policy Gradient Theorem for RL with general utilities. We believe that it will play the same role in convex RL as Policy Gradient Theorem by [1] played in Linear RL. It gave rise to a very simple algorithm for RL with general utilities.
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A Policy Gradient

Proof of Eqn. 2. Recall that

\[ \mu^\pi(s, a) = \sum_{t=0}^{\infty} \gamma^t \sum_{(s_0, a_0, \ldots, s_{t-1}, a_{t-1}) \in (S \times A)^t} q(s_0) \prod_{i=0}^{t-1} P(s_{i+1} | s_i, a_i) \prod_{j=0}^{t} \pi(a_j | s_j) \]  

(25)
where \( s_t = s \) and \( a_t = a \). Taking derivative w.r.t. \( \theta \) on both sides, we have

\[
\nabla_\theta \mu^\pi(s, a) = \sum_{t=0}^{\infty} \gamma^t \sum_{(s_0, a_0, \ldots, s_{t-1}, a_{t-1}) \in (S \times A)^t} q(s_0) \prod_{i=0}^{t-1} P(s_{i+1}|s_i, a_i) \nabla_\theta \prod_{j=0}^{t} \pi(a_j|s_j)
\]

(26)

(using product rule)

\[
= \sum_{t=0}^{\infty} \gamma^t \sum_{(s_0, a_0, \ldots, s_{t-1}, a_{t-1}) \in (S \times A)^t} q(s_0) \prod_{i=0}^{t} P(s_{i+1}|s_i, a_i) \sum_{k=0}^{t} \prod_{j=0}^{t} \pi(a_j|s_j) \nabla_\theta \pi(a_k|s_k)
\]

(27)

\[
= \sum_{k=0}^{\infty} \gamma^t \sum_{s_k \in S} \sum_{(s_0, a_0, \ldots, s_{k-1}, a_{k-1}) \in (S \times A)^k} q(s_0) \prod_{i=0}^{k-1} P(s_{i+1}|s_i, a_i) \prod_{j=0}^{t} \pi(a_j|s_j) \nabla_\theta \pi(a_k|s_k)
\]

(28)

\[
= \sum_{k=0}^{\infty} \gamma^t \sum_{(s_k, a_k) \in S \times A} \beta_{t-k}^\pi(s_k, a_k, s_t, a_t) \nabla_\theta \pi(a_k|s_k)
\]

(29)

Note that \( \alpha_k^\pi(s) \) is essentially the probability of transiting to state \( s \) in exactly \( k \) steps from the initial state \( s_0 \sim q \) under policy \( \pi \), so \( \mu^\pi(s) = \sum_{k=0}^{\infty} \gamma^k \alpha_k^\pi(s) \). Therefore, we can write

\[
\nabla_\theta \mu^\pi(s, a) = \sum_{(s', a') \in S \times A} \sum_{m=0}^{\infty} \gamma^m \alpha_m^\pi(s') \sum_{n=0}^{\infty} \gamma^n \beta_n^\pi(s', a', s, a) \nabla_\theta \pi(a' | s')
\]

(30)

\[
= \sum_{(s', a') \in S \times A} \mu^\pi(s') \beta^\pi(s', a', s, a) \nabla_\theta \pi(a' | s')
\]

(31)

which concludes the proof. \( \square \)

B Occupation Measure Bootstrapping

\textbf{Lemma.} For all policy \( \pi \) and kernel \( P \), the iterative sequence given by

\[
d_{n+1} := \mu + \gamma P^\pi d_n, \quad \forall n \in \mathbb{N},
\]

converges linearly to \( d^\pi \).
Proof. We first prove, \( d^\pi \in \mathbb{R}^S \) can be written as

\[
d^\pi = \mu^T (I - \gamma P^\pi)^{-1} = \mu^T \sum_{n=0}^{\infty} (P^\pi)^n
\]

\[
\implies \gamma d^\pi P^\pi = \left( \mu^T \sum_{n=0}^{\infty} (\gamma P^\pi)^n \right) \gamma P^\pi = d^\pi - I.
\]

We conclude that we have

\[
d^\pi = I + \gamma d^\pi P^\pi.
\]

Now, we have

\[
\|d^\pi - d^\pi_{n+1}\|_1 = \|I + \gamma d^\pi P^\pi - \mu - \gamma d_n P^\pi\|_1, \quad \text{(from definition)}
\]

\[
= \gamma \| (d^\pi - d_n) P^\pi \|_1
\]

\[
\leq \gamma \sum_{s'} \sum_s |d^\pi(s) - d_n(s)| P(s'|s)
\]

\[
= \gamma \sum_s |d^\pi(s) - d_n(s)|
\]

\[
= \gamma \|d^\pi - d^\pi_n\|_1.
\]

This proves the claim. Note that convergence in not in \( L_\infty \) norm but \( L_1 \) norm instead. \( \square \)