Quantised Bulk Conductivity as a Local Chern Marker
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A central property of Chern insulators is the robustness of the topological phase and edge states to impurities in the system. Despite this, Chern number cannot be straightforwardly calculated in the presence of disorder. Recently, work has been done to propose several local analogs of the Chern number, called local markers, that can be used to characterise disordered systems. However, it was unclear whether the proposed markers represented a physically-measurable property of the system. Here we propose a local marker starting from a physical argument, as a local cross-conductivity measured in the bulk of the system. We find the explicit form of the marker for a non-interacting system of electrons on the lattice and show that it corresponds to existing expressions for the Chern number. Examples are calculated for a variety of disordered and amorphous systems, showing that it is precisely quantised to the Chern number and robust against disorder.

I. INTRODUCTION

Since the initial discovery of quantised Hall conductance [1–3] and throughout the subsequent decades spent exploring novel topological phases of matter [4, 5], the Chern number has been one of the central tools for understanding condensed matter systems outside of the Landau symmetry-breaking framework [6]. In the study of non-interacting Chern insulators, different Hamiltonians can be classified according to the Chern number of their bands. Two Hamiltonians with differing Chern numbers cannot be smoothly deformed into one another without crossing a point where the system becomes conductive, and systems with nonzero Chern numbers will always have conducting edge modes at their boundaries [7]. The Chern number has also been extensively used outside of topological insulators, an example being the Kitaev spin-liquid model where it indicates whether the system has Abelian or non-Abelian anyons [8].

A defining characteristic of quantum Hall physics is the robustness of the edge states and Hall conductance to impurities in the sample. Despite this, the Chern number – the central quantity in the TKNN invariant determining the Hall conductance [3] – cannot be calculated in a disordered material. The Chern number is calculated for a single band, and depends on the structure of the Brillouin zone. If a material lacks translational symmetry, it is not possible to apply Bloch’s theorem, crystal momentum is not a good quantum number and we have no concept of momentum space. Disorder-resistant methods exist [9, 10], however they compute a global Chern number, and cannot capture the local properties of materials with compound structure. This tension, that our tools for describing disorder-resistant physics are themselves undermined by disorder, suggests that our mathematical framework is incomplete.

One possible solution to this problem is the development of local Chern markers. These attempt to translate the Chern number into a mathematical language that is resolved in real space, ensuring it is well-defined when the system has no translational symmetry. Several candidates for local markers exist, such as the Chern marker [11], the Bott index [12], and the Chern number defined by Kitaev in appendix C of [8]. Each of these markers has been derived by finding ways of re-expressing the Chern number in terms of quantities that can be evaluated in real space. This ensures that in an ideal uniform material with no boundaries – where the Chern number can be calculated directly – the marker should exactly equal the Chern number. Despite satisfying this requirement, existing markers suffer from two main drawbacks. Firstly, they display unexplained behaviour when taken out of the context where the Chern number is already well-defined. The Chern marker and Bott index have sharp drops around the boundary of any topological region [13], and Kitaev’s local Chern number vanishes in non-infinite systems. Secondly, all markers were developed from a mathematical restatement of the Chern number, and the resulting expression does not obviously correspond to any physical quantity. Thus, it is not clear at all how one might attempt to measure it in a real system, or even if there is a way to connect them to an observable at all – although some attempts have been made [14–16].

We present a derivation for a local marker that starts from physical grounds, defined as a localised version of the Hall conductivity [17]. Local current is measured around the position $\mathbf{R}$ of a crosshair placed in the bulk of the material, motivating the name ‘crosshair marker’. The derived quantity is close to the local Chern marker defined by Kitaev [8], given by

$$C(\mathbf{R}) = 4\pi \text{Im} \text{Tr}_{\text{Bulk}} (P \partial_{R_x} P \partial_{R_y} P), \quad (1.1)$$
where $P$ is a projector onto the occupied band and $\vartheta$ is a step function at $R$ in the $x$ or $y$ directions. The trace is over a region around $R$ in the bulk. Since the marker has a straightforward interpretation, its behaviour around edges of the system can be understood intuitively in terms of current induced in the material. Furthermore, when evaluated in a disordered system, the crosshair marker is almost exactly quantised provided that it is measured sufficiently far from any edge modes. In contrast, the Bott index and Chern marker are not strictly quantised in the presence of disorder. We also find a connection between the crosshair marker and the Chern marker. Summing over all possible positions of the crosshair itself, we exactly recover the Chern marker, allowing for the physical interpretation of the crosshair marker to be extended to the Chern marker.

The paper is structured as follows: In §II, we derive the necessary pre-requisites to understand the marker. These are threefold, in §II A we describe the formalism for modelling the effect of electric fields on our system, in §II B we define a set of current operators on a lattice, and in §II C we describe Kato’s formalism for adiabatic quantum evolution based on [18]. In §III we use these concepts to derive the crosshair marker and discuss its connection to the Chern marker. Finally, in §IV we give examples of the crosshair marker in the Qi-Wu-Zhang (QWZ) model with spatially-varying parameters, as well as an extension of the QWZ Hamiltonian to amorphous lattices. These serve as a testing ground for extending the Chern number to systems that are inaccessible to the conventional momentum space calculations.

II. PRELIMINARIES

We work with a general non-interacting Hamiltonian on a two-dimensional tight-binding lattice. The system consists of set of $N$ sites, with positions $r_i$ arranged on either a regular or amorphous lattice. Each site has an internal degree of freedom hosting $\eta$ states. The Hamiltonian can be written in the form

$$H = \sum_{i,j} |r_i\rangle \langle r_j| \otimes H_{i,j}, \quad (II.1)$$

where $H_{i,j} = H_{j,i}^\dagger$ acts on the internal degrees of freedom. Here we will only work with systems in open boundary conditions.

A. Electric Fields

In §III we examine the current generated by step-function electric potentials. Thus, here we precisely define the form of the electric field and potential, and study how they are represented on the lattice.

We wish to model the effect of raising the potential of one half of the system with respect to the other, resulting in an electric field across the boundary separating the two regions. Without loss of generality, let us consider raising the potential of the region below a dividing line at position $y = R_y$ with respect to the region above the line. In the continuum, this corresponds to an electric potential of the form $V(r) = -V_0 \vartheta(y - R_y)$, where $\vartheta$ is a Heaviside step function. The electric field acts over the line at $y = R_y$, as shown in figure 1,

$$E(r) = V_0 \delta(y - R_y) e_y, \quad (II.2)$$

where $e_y$ is a unit vector in the $y$ direction. We transform to a gauge with zero scalar potential, representing the electric field with a magnetic vector potential,

$$A(r,t) = -V_0 \delta(y - R_y) e_y. \quad (II.3)$$

Making the assumption that $V_0$ is small, we shall use Peierls substitution to describe the effect of a slowly varying magnetic vector potential on our lattice system [19]. The translation operators are modified by a Peierls phase $|r_j\rangle \langle r_i| \rightarrow |r_j\rangle \langle r_i| e^{i\alpha(r_i,r_j)}$, given by

$$\alpha(r_i,r_j) = \int_{r_i}^{r_j} A(r) \cdot dr. \quad (II.4)$$

Note that we work in natural units, setting the electronic charge $q = \hbar = 1$. Given the form of the magnetic vector potential, we can see that translation operators only pick up a phase if they cross the line $y = R_y$. This is illustrated in fig. 2. The Peierls phase can be expressed as

$$\alpha(r_i,r_j) = A(t) [\vartheta(y_i - R_y) - \vartheta(y_j - R_y)], \quad (II.5)$$
Thus, we can identify the operator representing flow according to hopping terms in the Hamiltonian that cross the line shown in red. Unaffected hopping terms are shown in black. Note that the phase is ill-defined when a site \( r \) lies on the line.

with \( A(t) = V_0 t \). Thus, the Hamiltonian is modified according to

\[
H(A) = e^{iA(t)\partial_{R_y}} H e^{-iA(t)\partial_{R_y}},
\]

where we have defined the projector onto the half space above \( y = R_y \) as

\[
\partial_{R_y} = \sum_i \theta(y_i - R_y) |r_i\rangle \langle r_i|.
\]

In the limit of small \( A \), this can be expanded to first order,

\[
H(A) = H - i A(t) [H, \partial_{R_y}].
\]

As we shall see in the next section, the change in the Hamiltonian is expressed in terms of a current operator for flow across the line \( y = R_y \).

Note that for a static \( A(t) \) in open boundaries, the \( A \)-dependence can be completely removed by a gauge transformation, so there will be no physical effect on our system. This is reflected by the fact that \( E \) depends on \( \partial_t A \), so static \( A \) corresponds to zero electric field.

### B. Current Operators

We construct an operator representing the flow of particles across a line bisecting the system. Again, without loss of generality, we will look at the flow of particles in the \( x \)-direction, across the vertical boundary at \( x = R_x \). The number operator for particles to the right of this line is given by \( \partial_{R_x} \), defined analogously to eqn. II.7. The time-evolution for the number of particles in this region is \( \partial_t \langle \partial_{R_x} \rangle = i\langle [H, \partial_{R_x}] \rangle \). Thus, we can identify the operator representing flow of particles across the boundary as

\[
J_{R_x} = i [H, \partial_{R_x}].
\]

This allows us to re-express eqn. II.8 in the familiar form

\[
H(A) = H - AJ_{R_x},
\]

where \( A \) is defined in equations II.5.

The operator \( J_{R_x} \) evaluates the overall flow across the whole system, however in the following discussion we wish to separate the bulk and edge contributions. Thus let us decompose this operator into a sum of terms local to some point at \( r \), according to

\[
J_{R_x}(r) = \frac{1}{2} \langle \delta_r J_{R_x} + J_{R_x} \delta_r \rangle \tag{II.10}
\]

with \( \delta_r = |r\rangle \langle r| \). The two terms evaluate the contributions to \( J_{R_x} \) from hopping into site \( r \), and from hopping out of site \( r \) respectively. The factor of \( 1/2 \) is included to ensure that \( \sum_r J_{R_x}(r) = J_{R_x} \), since every pair of sites is counted twice. This decomposition is not unique – there are many ways one could express \( J_{R_x} \) as a sum over local terms. However, the final result will be insensitive to particular method since we shall sum over all the local terms, which will be well-separated from edge contributions.

### C. Kato Dynamics

We will work in the adiabatic limit, with a Hamiltonian that changes over a long timescale \( T \), where the local density of states in the bulk has an energy gap \( \Delta \). We define the projector onto the occupied states at \( t = 0 \) as

\[
P_0 = \sum_{\text{occ}} |\psi_i(0)\rangle \langle \psi_i(0)|,
\]

where \( |\psi_i(0)\rangle \) is an eigenstate of \( H \) at \( t = 0 \). In general, time-evolution will result in a final state \( P(t) \) that is related to the initial state by the Schrödinger equation. However, if the evolution is sufficiently slow (for \( T \gg \Delta^{-1} \)), we expect that \( P_0 \) will adiabatically evolve to the instantaneous projector, \( P_I(t) = \sum_{\text{band}} |\psi_i(t)\rangle \langle \psi_i(t)| \), where \( |\psi_i(t)\rangle \) are eigenstates of \( H \) at time \( t \) [20]. To ensure that our time-evolution is exactly adiabatic, we use a formalism based on that introduced in [18], although a modern description can be found in [20–22]. We sketch out the basics here. However for a detailed discussion, see appendix A.

Rather than using \( H \) to generate time evolution, we define an adiabatic Hamiltonian, \( K \), which satisfies the instantaneous Von-Neumann equation

\[
\partial_t P_I(t) = -i[K, P_I], \tag{II.11}
\]

where the change in \( P_I \) follows the instantaneous eigenstates of \( H \). Using the identity \( PP^\dagger = 0 \) (where dot denotes a time-derivative), we can verify that the equation is satisfied by \( K \) of the form

\[
K(t) = i[\dot{P_I}, P_I]. \tag{II.12}
\]

The full time evolution of the projector follows the instantaneous eigenstates in the limit of large \( T \gg \Delta \).
Thus, in the following discussion, where we are working in the adiabatic regime, we may use eqn. II.11 to describe the change in $P$, and drop the subscript on $P_t$, since all our time evolution is adiabatic. Having defined the adiabatic Hamiltonian, let us examine the exact form of $K$ for our applied electric field, as well as deriving an adiabatic equivalent of the current operator in eqn. II.10.

1. Adiabatic EM Fields

The time-dependence of our Hamiltonian is given by eqn. II.6. We work in open boundaries, so the operator $e^{iA(t)\partial_{n_x}}$ behaves as a straightforward unitary rotation on the eigenstates. Note that in periodic boundaries, this operator would enforce twisted boundary conditions, shifting both the eigenstates and eigenenergies of $H$. Thus, the time-dependence of the projector is

$$P(t) = e^{iA(t)\partial_{n_x}} P_0 e^{-iA(t)\partial_{n_x}}, \quad (II.13)$$

and the time-derivative is $\dot{P} = iA [\partial_{R_x}, P]$. This can be inserted into definition II.12 to arrive at the form of the adiabatic Hamiltonian,

$$K = A \{ P \partial_{R_x} Q + Q \partial_{R_x} P \}, \quad (II.14)$$

where $Q = 1 - P$ is the complement of the projector.

2. Adiabatic Current

The adiabatic current operator is derived following an analogous argument to that in §II.B. We find the change in particle number for the region $x > R_x$, given by $\partial_{R_x}$. In this case, however, we use the adiabatic Von-Neumann equation II.11 to express the expectation value, $\partial_{R_x}(\partial_{R_x}) = i\{ [K, \partial_{R_x}] \}$. Thus, we can identify an adiabatic current operator

$$J_{R_x}^A = i\{ K, \partial_{R_x} \}. \quad (II.15)$$

As before, we can localise this operator to extract only the current hopping to and from a position $r$ according to

$$J_{R_x}^A(r) = \frac{1}{2} \{ \delta_r, J_{R_x}^A \}. \quad (II.16)$$

In appendix B we discuss carefully how the non-adiabatic expression for current relates to the adiabatic form as we approach the adiabatic limit.

III. MARKER DERIVATION

Before we give the formal derivation, let us describe the physical intuition behind our topological marker, which can be understood as a localised version of the Hall conductivity. The standard Hall conductivity is measured by applying a uniform electric field to a 2D material and measuring the current induced perpendicular to the field. This current is quantised and corresponds to the Chern number of the Hamiltonian [2]. A disadvantage of this calculation is that it is necessarily global, with the electric field uniform over the system and the current measured across the whole sample. In a material with disorder or compound structure, the calculation gives no spatially-resolved information about its topological properties.

Our objective is to find an analogous quantity that can be spatially resolved, giving information about which parts of a complex material are responsible for topological behaviour. It is not obvious how one should localise the Hall conductivity: neither the electric field, nor the current operator can be easily localised to a point. Maxwell’s laws prohibit one from creating an electric field at a single point only. Equally, on the lattice, it is difficult to write down a consistent expression for current at a point.

Despite that fact that neither electric field nor current can individually be made local to a point, it is possible to localise the overall Hall conductance. This is because both field and current can be localised to a line. By partitioning the system, and raising the electric potential of one part, we induce an electric field acting across the dividing line. Similarly, given a partition, by measuring the transfer of electrons from one part to the other, we are able to determine the current across the dividing line.

The route to a local Hall current is to partition the system along two perpendicular dividing lines, as shown in fig. 3. An electric field is induced between the top and bottom parts of the system by uniformly raising the voltage of the lower part. This will induce a vertical current acting across the dividing line. When the material has nonzero Chern number, a Hall current will also be induced from left to right. If the system is insulating (i.e. gapped) we expect that all current should be localised to the region around the horizontal line. Measurement of the current is then taken over the vertical line, catching only induced current in the horizontal direction - effectively only the Hall current. We expect all nonzero contributions to come from the region around the point where the lines cross - motivating the name ‘crosshair marker’.

As we shall see in the following examples, this argument fails when the system becomes conducting and the gap closes. In a conducting system, current is no longer locally constrained - an electron can eas-
two terms separately. The first term is a local marker internal degrees of freedom at site \( r \).

Consequently, as well as the central peak, we expect to see an additional term wherever conduct-

to the presence of a magnetic field. The red shading shows the region around the crosshair where a nonzero contribution to the marker is measured.

FIG. 3. A schematic for local Hall measurement. The bottom half of the system has its potential raised with respect to the top half, generating an electric field acting over the horizontal line. Current is measured between the left and right halves, across the vertical line. The flow of charge is represented in blue, showing the curved path due to the presence of a magnetic field. The red shading shows the region around the crosshair where a nonzero contribution to the marker is measured.

fily tunnel across the entire system. Thus we expect that the marker will be nonzero even very far from the crosshair. Consequently, as well as the central peak, we expect to see an additional term wherever conducting edge states are present, at any distance from the crosshair.

A. Exact derivation

We measure the local contribution to current across the line \( x = R_x \) in the adiabatic regime. The current will be expressed in the form of a conductivity \( J = \sigma E \), where \( \sigma \) is to be determined. Our starting point is the expectation value of the current operator defined in §II C 2 for the case of a filled band of states,

\[
\langle J_{R_x}^A (r) \rangle = \frac{1}{2} \text{Tr} \left[ P \{ \delta_r, J_{R_x}^A \} \right], \tag{III.1}
\]

where \( P \) projects onto a fully occupied band of states. By cycling terms in the trace and using the identity \( \mathbb{1} = P + Q \), we can split this expression into two terms

\[
\langle J_{R_x}^A (r) \rangle = \text{Tr}_r \left( P J_{R_x}^A Q \right) + \frac{1}{2} \text{Tr}_r \left( P J_{R_x}^A Q + Q J_{R_x}^A P \right), \tag{III.2}
\]

where \( \text{Tr}_r := \text{Tr}(\delta_r \ldots) \) denotes a local trace over the internal degrees of freedom at site \( r \). We treat these two terms separately. The first term is a local marker of Chern number whereas the second term vanishes. Considering only the second term, let us insert the exact form of \( J_{R_x}^A = -[\{P, \vartheta_{R_x}\}, \vartheta_{R_x}] \) and use the Jacobi identity,

\[
\text{Tr}_r \left( P J_{R_x}^A Q \right) + h.c. = \text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) + h.c. \tag{III.3}
\]

Using the identities \( P \{P, \vartheta_{R_x}\} = [P, \vartheta_{R_x}]Q \) and \( P \vartheta_{R_x} = P Q \), we see that the first term here vanishes. We are left with the second term which can be written as

\[
\text{Tr}_r \left( P J_{R_x}^A Q \right) + h.c. = -\text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) + h.c. \tag{III.4}
\]

Now, let us insert the exact form for \( \dot{\vartheta} \) for a system undergoing adiabatic application of the step-function electric field defined in §II C 1: \( \dot{\vartheta} = iA [\vartheta_{R_x}, \vartheta_{R_x}] \). We get a final expression

\[
\text{Tr}_r \left( P J_{R_x}^A Q \right) + h.c. = -i \dot{\vartheta} \text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) + h.c. \tag{III.5}
\]

Writing out the terms in the trace explicitly, we get

\[
i \text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) = i \text{Tr}_r (P \vartheta_{R_x} \vartheta_{R_x} P) - i \text{Tr}_r (P \vartheta_{R_x} \vartheta_{R_x} P) + i \text{Tr}_r (P \vartheta_{R_x} \vartheta_{R_x} P) \tag{III.6}
\]

where \( \dot{\vartheta} = \text{Tr}_r (\delta_r \ldots) \) denotes a local trace over the internal degrees of freedom at site \( r \). We treat these two terms separately. The first term is a local marker of Chern number whereas the second term vanishes. Considering only the second term, let us insert the exact form of \( J_{R_x}^A = -[\{P, \vartheta_{R_x}\}, \vartheta_{R_x}] \) and use the Jacobi identity,

\[
\text{Tr}_r \left( P J_{R_x}^A Q \right) + h.c. = \text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) + h.c. \tag{III.3}
\]

Using the identities \( P \{P, \vartheta_{R_x}\} = [P, \vartheta_{R_x}]Q \) and \( P \vartheta_{R_x} = P Q \), we see that the first term here vanishes. We are left with the second term which can be written as

\[
\text{Tr}_r \left( P J_{R_x}^A Q \right) + h.c. = -\text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) + h.c. \tag{III.4}
\]

Now, let us insert the exact form for \( \dot{\vartheta} \) for a system undergoing adiabatic application of the step-function electric field defined in §II C 1: \( \dot{\vartheta} = iA [\vartheta_{R_x}, \vartheta_{R_x}] \). We get a final expression

\[
\text{Tr}_r \left( P J_{R_x}^A Q \right) + h.c. = -i \dot{\vartheta} \text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) + h.c. \tag{III.5}
\]

Writing out the terms in the trace explicitly, we get

\[
i \text{Tr}_r \left( P \left[ \vartheta_{R_x}, \vartheta_{R_x} \right], \vartheta_{R_x} \right) Q \right) = i \text{Tr}_r (P \vartheta_{R_x} \vartheta_{R_x} P) - i \text{Tr}_r (P \vartheta_{R_x} \vartheta_{R_x} P) + i \text{Tr}_r (P \vartheta_{R_x} \vartheta_{R_x} P) \tag{III.6}
\]

That means that every constituent term in eqn. III.6 is anti-Hermitian due to the factor of \( i \). Thus the whole expression vanishes when the Hermitian conjugate is added,

\[
\text{Tr}_r \left( P J_{R_x}^A Q \right) + h.c. = 0. \tag{III.8}
\]

Now, let us return to eqn III.2. We have shown that the second term vanishes, so we are left with

\[
\langle J_{R_x}^A (r) \rangle = \text{Tr}_r \left( P J_{R_x}^A P \right) = i \text{Tr}_r \left( P \left[ K, \vartheta_{R_x} \right] P \right). \tag{III.9}
\]

We use expression II.14 to insert the exact form of \( K \)

\[
\langle J_{R_x}^A (r) \rangle = i \dot{\vartheta} \text{Tr}_r \left( P \vartheta_{R_x} Q \vartheta_{R_x} P \right) + h.c. \tag{III.11}
\]
Using the fact that $\hat{A} = -E$, we see that this expectation value has taken the form of a conductance, $\langle J \rangle = \sigma E$. We also use $Q = 1 - P$ to get the conductance in the form

$$\sigma(r; R) = 2\text{Im} \text{Tr}\left(P \partial_{r_x} P \partial_{r_y} P\right). \quad (\text{III.12})$$

Finally we insert a factor of $2\pi$ to get the final expression for the marker

$$C(r; R) = 4\pi \text{Im} \text{Tr}\left(P \partial_{r_x} P \partial_{r_y} P\right). \quad (\text{III.13})$$

This quantity is analogous to the Chern marker presented in appendix C of [8], although where Kitaev used a global trace, here we have a local trace. Kitaev’s marker was shown to exactly equal the Chern number in an infinite system. For finite system size, however, his marker vanishes due to edge-state contributions. By replacing the global trace with a local trace, we are able to separate the bulk contribution from the edge contribution, allowing for the marker to be calculated in a finite system. We can extract the quantised Chern number by only summing over the bulk contributions – found at $r$ close to $R$ – and ignoring the edge-state terms at $r$ far from $R$.

We note two important caveats. Firstly the marker is only strictly well-defined as the sum of the bulk contributions around $R$, rather than as a function of $r$. This is because there is a degree of arbitrariness in how the current was made local to a point in definition II.10, the purpose is to separate the bulk and edge contributions before summing only the bulk terms. Physically, the summed marker corresponds to the total current measured in the bulk over the line at $x = R_x$.

The second caveat is that the adiabatic current defined in eqn. II.16 only captures the current generated by the change in $P$ over time. However, it is also possible for a system to have persistent currents, i.e. flow between occupied states that does not change the projector itself. Since this type of circulating current cannot change the number density at any site, it does not contribute to the net flow of electrons into a given region. Despite this, it can still contribute terms to the current defined in eqn. II.10. Thus we must also require that the system has no persistent currents at any point in the adiabatic time evolution. This effect is explained in detail in appendix B.

Finally it is worth mentioning that the crosshair marker can be used to calculate the Chern marker, $\mathcal{C}$, given in [11] according to

$$\mathcal{C}(r) = \int d^2 R \ C(r; R), \quad (\text{III.14})$$

where the integral is over the whole system. The proof of this is given in appendix C.

**IV. EXAMPLES**

Examples are calculated for two sets of topological quantum systems. The first will be the Qi-Wu-Zhang (QWZ) model on a square lattice, the simplest example of a Chern insulator with only nearest neighbour interactions [23, 24]. The second example will be an extension of the QWZ model to amorphous lattices.

**A. Qi-Wu-Zhang Model**

We work on a square lattice of size $(L_x, L_y)$, where site positions are given by $r_i = (n_x, n_y) \in \mathbb{Z}^2$. Each site has two internal degrees of freedom. The Hamiltonian is

$$H = \sum_r |r + 1_x\rangle \langle r| \otimes \frac{\sigma_z + i \sigma_x}{2} + h.c. + \sum_r |r + 1_y\rangle \langle r| \otimes \frac{\sigma_z + i \sigma_y}{2} + h.c. + \sum_r |r\rangle \langle r| \otimes u \sigma_z, \quad (\text{IV.1})$$

where $\sigma_i$ are the Pauli matrices. The parameter $u$ determines the topological properties of the Hamiltonian. In a uniform system, the Chern number is $-1$ for $-2 < u < 0$, $+1$ for $0 < u < 2$ and zero otherwise. In the following examples we break translational symmetry by allowing $u$ to vary on a per-site basis, $u \to u_r$.

We calculate the crosshair marker for three example systems, shown in figure 4. The first system is a uniform lattice with open boundaries. In the second we show a compound system with open boundaries and a central region that we expect to have Chern number $-1$, surrounded by a region with Chern number 0. In all cases, the crosshair is placed in the bulk of the topological region and the expected Chern number is $+1$. Close to the crosshairs, there is a positive contribution from the local conductance as derived in §III. Around the boundary of the topological region there is a negative contribution due to the presence of edge states. The overall trace of the marker vanishes, so this negative contribution sums to the same magnitude as the central peak.

To demonstrate the quantisation of the marker, we sum the value enclosed within a radius around the central peak. When the radius is sufficiently large that it captures the whole peak the sum equals to the Chern number. If the radius includes contributions from the conducting edge states, the value will be reduced. This is demonstrated in fig. 5, where we have plotted the sum against the radius of the region being summed over. To estimate the quantised sum of the
FIG. 4. Crosshair marker, C(r; R), plotted as a function of r for three example systems on 40x40 lattices. Position of the crosshairs (determined by R) is indicated with dashed lines, where R indicates the point where the lines meet. a) A uniform QWZ system with u = 1.6. b) A compound system with u = 1.6 inside the central region and u = 2.6 outside. The boundary of the region follows the blue ring, which indicates the presence of conducting edge states. c) A compound system, as in (b), however u has an added per-site Gaussian noise term with standard deviation σ = 0.5.

FIG. 5. Plots of the sum of the crosshair marker in r for a circle of a given radius around the crosshair position p. Plots are shown for the three examples in fig. 4. The maximum values reached in each case are 0.99997, 0.9981 and 0.9989 respectively. For this estimate, we take the maximum value in this range, and see that this estimate is quantised to around one part in $10^3$.

B. Amorphous Qi-Wu-Zhang Model

We now look at extending the QWZ model beyond a grid to arbitrary amorphous lattices, providing an example of a system that is completely inaccessible to traditional methods for calculating Chern number. We prepare a set of arbitrary lattices using a Voronoi construction, identical to the construction of a Wigner-Seitz cell [25, 26]. Starting with a set of random points, we may generate a cell for each point containing the region of space closer to that point than any other. A lattice is created by taking the barrier between Voronoi cells as the edges, and the vertices as the points where three adjacent Voronoi cells meet. This generates a lattice where every point is trivalent. An example lattice is shown in figure 6.

Once a lattice has been chosen, the Hamiltonian is constructed using a smooth continuation of the QWZ model to account for edges that can point in an arbitrary direction. The Hamiltonian is given by

$$H = \sum_{i,j} |r_i\rangle \langle r_j| \otimes \hat{h}_{i,j} + h.c. + \sum_i |r_i\rangle \langle r_i| \otimes u \sigma_z.$$  

(IV.2)

Here, rather than the standard x and y-hopping ma-
trices from eqn. IV.1, we use a matrix $h_\theta$ that depends on the angle $\theta$ that the edge $r_j \rightarrow r_i$ makes with the $x$-axis. This is defined as

$$h_\theta = \frac{1}{2}
\begin{pmatrix}
1 & ie^{-i\theta} \\
-ie^{i\theta} & -1
\end{pmatrix}.
$$

Inserting into this expression $\theta = 0$ or $\theta = \frac{\pi}{2}$, we recover the standard QWZ hopping matrices. Also note that $h_{\theta + \pi} = h_\theta^*$. As before, the parameter $u$ determines whether the system is in a topological or trivial state, although the phase does not have the same dependence on $u$ as before. By considering the band structure as a function of $u$, we determine numerically that the system is gapped and topological for $-3 < u < -1$. A justification for this is presented in appendix D.

In fig. 7 we show crosshair markers for two example systems, as well as a plot of sums of the markers against the radius of the region summed over. As before, the bulk sum is quantised to around one part in $10^3$.

V. CONCLUSION AND OUTLOOK

We have developed a physically motivated local marker for the Chern number of a two-dimensional quantum system. The marker was derived as a local Hall conductivity for current around a crosshair in the bulk. We present a rigorous expression for this conductance for non-interacting electrons on the lattice, and show that it is equivalent to the real-space Chern number presented in [8], although we make a slight modification to ensure it is nonzero for finite-size systems. Mathematically, the marker plays a similar role to existing methods such as Chern marker [11] and Bott index [12] – locally indicating the topological phase of the system – however unlike these markers, the crosshair marker is precisely quantised in the bulk.

The arguments used to derive the crosshair marker are essentially a prescription for measuring the quantity in the lab: a step-function potential is used to excite current across the system in the vertical direction. The cross-conductance is then measured in the horizontal direction. An obvious next step will be to look at experimentally verifying the proposed method.

Until recently, local markers were developed in a non-interacting context as a property derived from the projector onto a band of states. In interacting systems, where the ground state does not correspond to a projector onto a set of single-particle states, most existing markers are inapplicable, however early progress has been made in understanding how local topology can be detected in interacting systems [27]. Clearly, in such a system the mathematical formalism presented here does not work, however our physical argument does not depend on the microscopic details of the system. Thus, it would be interesting to re-express the marker in a many-body framework. Similarly, we expect that the physical definition of the marker could provide a clue to understanding the role that local topology has to play in systems out of equilibrium [13, 28, 29].

VI. ACKNOWLEDGMENTS

The author would like to thank Anton Markov, Charles Stahl, Gino Cassella, Joe Sykes and Tom Hod-
son for useful discussions. We acknowledge financial support from the UKRI Doctoral Training Partnership, with grant number EP/R513052/1.

[1] K. V. Klitzing, G. Dorda, and M. Pepper, Physical Review Letters 45, 494 (1980).
[2] R. B. Laughlin, Physical Review B 23, 5632 (1981).
[3] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs, Physical Review Letters 49, 405 (1982).
[4] F. D. M. Haldane, Physical Review Letters 61, 2015 (1988).
[5] M. Z. Hasan and C. L. Kane, Reviews of Modern Physics 82, 3045 (2010).
[6] M. Berry, Proceedings of the Royal Society of London. A. Mathematical and Physical Sciences 392, 45 (1984).
[7] X.-L. Qi, Y.-S. Wu, and S.-C. Zhang, Physical Review B 74, 045125 (2006).
[8] A. Kitaev, Annals of Physics January Special Issue, 321, 2 (2006).
[9] Q. Niu, D. J. Thouless, and Y.-S. Wu, Physical Review B 31, 3372 (1985).
[10] J. Bellissard, A. van Elst, and H. Schulz-Baldes, Journal of Mathematical Physics 35, 5373 (1994).
[11] R. Bianco and R. Resta, Physical Review B 84, 241106 (2011).
[12] T. A. Loring, (2019), 10.48550/ARXIV.1907.11791.
[13] M. D. Caio, G. Moller, N. R. Cooper, and M. J. Bhaseen, Nature Physics 7, 203 (2011).
[14] R. Bianco and R. Resta, Phys. Rev. Lett. 110, 087202 (2013).
[15] N. P. Mitchell, L. M. Nash, D. Hexner, A. M. Turner, and W. T. M. Irvine, Nature Physics 14, 380 (2018).
[16] T. Rauch, T. Olsen, D. Vanderbilt, and I. Souza, Physical Review B 98, 115108 (2018).
[17] R. Kubo, Journal of the Physical Society of Japan 12, 570 (1957), publisher: The Physical Society of Japan.
[18] T. Kato, Journal of the Physical Society of Japan 5, 435 (1950).
[19] R. Peierls, Zeitschrift für Physik 80, 763 (1933).
[20] J. E. Avron, R. Seiler, and L. G. Yaffe, Communications in Mathematical Physics 110, 33 (1987).
[21] B. Simon, Bulletin of Mathematical Sciences 8, 121 (2018).
[22] J. E. Avron and A. Elgart, Communications in Mathematical Physics 203, 445 (1999).
[23] X. L. Qi, Y. S. Wu, and S. C. Zhang, Physical Review B 74, 085308 (2006).
[24] J. K. Asbóth, L. Oroslány, and A. Pályi, A Short Course on Topological Insulators: Band Structure and Edge States in One and Two Dimensions, Lecture Notes in Physics (Springer International Publishing, 2016).
[25] E. Wigner and F. Seitz, Phys. Rev. 43, 804 (1933).
[26] M. Florescu, S. Torquato, and P. J. Steinhardt, Proceedings of the National Academy of Sciences 106, 20658 (2009).
[27] A. A. Markov and A. N. Rubtsov, Physical Review B 104, L081105 (2021).
[28] M. McGinley and N. R. Cooper, Physical Review B 99, 075148 (2019).
[29] D. B. Golovanova, A. R. Yavorsky, A. A. Markov, and A. N. Rubtsov, (2021), 10.48550/ARXIV.2112.13574.

Appendix A: Derivation of Adiabatic Time-Evolution Operator

In this section we will justify the form of the adiabatic Hamiltonian,

$$K(t) = i \left[ \partial_t P_I(t), P_I(t) \right],$$  \hspace{1cm} (A.1)

as the generator of the correct adiabatic time-evolution for a given initial projector, $P_0$. We introduce a parameter $T$ that defines the period over which the system evolves, $t \in [0, T]$. Changing variables to $s = tT^{-1}$, we arrive at the scaled Schrödinger equation

$$i \partial_s U_T(s) = TH(s)U_T(s),$$  \hspace{1cm} (A.2)

where we can use $T$ to parametrise how slowly the system changes. We will also define the scaled adiabatic Hamiltonian

$$\bar{K}(s) = i[\partial_s P_I(s), P_I(s)].$$  \hspace{1cm} (A.3)

Since $\partial_s = T\partial_t$, so this quantity is related to $K$ by $\bar{K} = TK$.

Our aim will be to show that in the limit of large $T$, the time-evolved state $P(s) = U_T(s)P_0U_T^\dagger(s)$, can be approximated by the instantaneous projector, $P_I(s) = \sum_i |\psi_i(s)\rangle \langle \psi_i(s)|$, where $|\psi_i(s)\rangle$ are eigenstates of $H(s)$. We wish to define an adiabatic time-evolution operator $U_A(s)$ such that

$$P_I(s) = U_A(s)P_0U_A^\dagger(s).$$  \hspace{1cm} (A.4)

We propose an ansatz for $U_A$ that satisfies the following conditions,

$$U_A(0) = 1,$$  \hspace{1cm} (A.5)

$$i \partial_s U_A(s) = \left[ TH(s) + \bar{K}(s) \right] U_A(s).$$  \hspace{1cm} (A.6)

To verify that $U_A$ produces the right dynamics, let us consider the quantity

$$G(s) = U_A(s)^\dagger P_I(s)U_A(s).$$  \hspace{1cm} (A.7)

In the interest of keeping equations legible, we will drop explicit $s$-dependence from our operators. From
hereon in it is safe to assume that, unless stated otherwise, all operators are being evaluated at time \( s \). We take the \( s \)-derivative of \( G \),
\[
\partial_s G = \partial_s \left[ (U_A^\dagger P_I) (P_I U_A) \right]. \tag{A.8}
\]
Using the identity
\[
\partial_s (P_I U_A) = \partial_s P_I U_A - i P_I \left( TH(s) + \tilde{K}(s) \right) U_A, \tag{A.9}
\]
we can show that
\[
\partial_s G = U_A^\dagger \left( iT[H, P_I] + \{ P_I, \partial_t P_I \} + i[\tilde{K}, P_I] \right) U_A. \tag{A.10}
\]
The first term in this expression vanishes, since \( P \) and \( H \) commute by definition. Next we can use the identities \( \partial_t P_I = \{ P_I, \partial_t P_I \} \) and \( P_I \partial_t P_I P_I = 0 \) to show that the second and third terms respectively equal \( \partial_s P_I \) and \( -\partial_s P_I \), cancelling out. Thus we have shown that \( \partial_s G = 0 \) for all \( s \). Since \( G(0) = P_0 \), we see that
\[
G(s) = P_0, \quad \forall s, \tag{A.11}
\]
confirming that our definition satisfies eqn. A.4.

Now that all remains is to show that, as \( T \to \infty \), the actual dynamics, \( U_T \), asymptotically approach the adiabatic dynamics described by \( U_A \). We will omit the proof of this result, which is simply a proof of the adiabatic theorem, however a complete justification can be found in [20]. We quote the result, which compares the projector generated by non-adiabatic dynamics, \( P(s) = U_T P_0 U_T^\dagger \) compared to that generated by the adiabatic time evolution \( P_I(s) = U_A P_0 U_A^\dagger \). The result states that
\[
|P(s) - P_I(s)| = \mathcal{O}(T^{-1}) \tag{A.12}
\]
Thus we can see that in the limit of large \( T \), \( U_T \) generates the correct time evolution.

Appendix B: Adiabatic Current Operators

In this section we will expand our justification for the form of the adiabatic current presented in §II. The argument splits into two parts. First we introduce an operator that describes the direct flow of particles between a pair of individual sites \( r_i \) and \( r_j \) in the system, \( f_{r_i, r_j} \). Then we will show how, in the adiabatic limit, the flow between a pair of sites is determined by the adiabatic Hamiltonian \( K \), introduced in §II.C. Bulk current can always be written as the sum over the flow between individual sites, thus all the properties of \( f_{r_i, r_j} \) naturally extend to the currents defined in §II.B.

1. Two-Point Flow Operator

The flow between individual sites can be extracted from the continuity equation for electron density. We start by looking at the change in occupation number at a single site, \( \delta_r = |r \rangle \langle r | \), for a projector onto a set of occupied states \( P \),
\[
\partial_t \langle \delta_r \rangle = \text{Tr} \left( \partial_t P \delta_r \right). \tag{B.1}
\]
We use the Von-Neumann equation to express \( \partial_t P \) in terms of the Hamiltonian, cycling the terms in the trace to arrive at
\[
\partial_t \langle \delta_r \rangle = \sum_j \text{Tr} \left( P_i [H, \delta_r] \right). \tag{B.2}
\]
Inserting a complete set of position eigenstates \( | \rangle = \sum_j \delta_{r_j} \), we may re-express this in the form of a continuity equation,
\[
\partial_t \langle \delta_r \rangle = \sum_j \text{Tr} \left( P_i [i \delta_{r_j}, H \delta_r - i \delta_{r_j} H \delta_r] \right). \tag{B.3}
\]
This describes the change of number density at site \( r \) as a sum of the flow from every other site \( r_j \) in the system. Thus we can interpret the operator
\[
f_{r_i, r_j} = i \left( \delta_{r_i} H \delta_{r_j} - \delta_{r_j} H \delta_{r_i} \right), \tag{B.4}
\]
as quantifying the flow of electrons from the site at \( r_i \) to \( r_j \). Note that it is antisymmetric in \( r_i \leftrightarrow r_j \).

In the next section we will work in the adiabatic limit, thus let us find the current per unit of scaled time \( s \). Using the substitution \( t = sT \), we define the scaled flow operator
\[
\bar{f}_{r_i, r_j} = iT \left( \delta_{r_i} H \delta_{r_j} - \delta_{r_j} H \delta_{r_i} \right), \tag{B.5}
\]
which satisfies the scaled continuity equation \( \partial_s \langle \delta_r \rangle = \sum_j \text{Tr} (P \bar{f}_{r_i, r_j}) \).

Both current operators described in §II.B can be written as a sum of individual flows. The operator in def. II.9, representing the total current between the two halves of the system, is the sum of all two-point currents where \( r_i \to r_j \) crosses \( x = R_x \),
\[
J_{R_x} = \sum_{x_i > R_x, x_j < R_x} f_{r_i, r_j}, \tag{B.6}
\]
whereas def. II.10 may be written as the sum of all two-point currents that cross \( x = R_x \) and either start or finish at \( r \),
\[
J_{R_x}(r) = \sum_{x_i > R_x} f_{r_i, r}, \tag{B.7}
\]
where we have assumed that \( r \) has \( x < R_x \).
2. Adiabatic Current

Here we show that the scaled flow operator may be replaced with the adiabatic equivalent up to small corrections in $T^{-1}$:

$$\bar{f}_{r,i,r_j} = \bar{f}_{r,i,r_j}^A + O \left( \frac{1}{T} \right), \quad (B.8)$$

with $f^A$ defined according to

$$\bar{f}_{r,i,r_j}^A = i\delta_{r_i,r_j}K\delta_{r_r} - i\delta_{r_i,r_j}K\delta_{r_j}, \quad (B.9)$$

and $\bar{K} = i[\partial_P P_I, P_I]$ in analogy to the definition in §II C. Note that the flow in eqn. B.4 is always valid regardless of what state it is acted on. Since $K$ is defined for a choice of $P_I$, the adiabatic flow is only correct when evaluated with an occupied band consisting of the states in $P_I$.

Our argument has two parts. We shall first decompose the Hamiltonian into a term that commutes with $P$ and a term that does not. Only the non-commuting term contributes to measurable change in the system. Finally, we show that this term has a straightforward expression in the near-adiabatic limit, and defines the adiabatic flow.

As shown in appendix A, the time-evolution of our system is determined by the scaled Von-Neumann equation,

$$\partial_s P = -iT[H,P], \quad (B.10)$$

where we treat $T$ as a tunable parameter. Clearly, any component in $H$ that commutes with $P$ will vanish in this expression. Thus, let us split $H$ into a commuting and non-commuting part,

$$H = (PHP + QHQ) + (PHP + QHP), \quad (B.11)$$

where we define $Q = 1 - P$ as the projector onto unoccupied states. We will label the two terms in brackets $H_\parallel$ and $H_\perp$ respectively. $H_\parallel$ commutes with $P$, vanishing in the Von-Neumann equation and thus does not affect any change in $P$ whatsoever. Furthermore, any Hamiltonian that differs from $H$ only by a term that commutes with $P$ (e.g. $H' = H + PMP + QMQ$ for some arbitrary operator $M$) will still produce the exact same dynamics for $P$.

Using these two components of $H$, we can split the flow operator into two components according to

$$\bar{f}_{r,i,r_j} = (iT\delta_{r_i,r_j}H_\parallel \delta_{r_j} + h.c.) + (iT\delta_{r_i,r_j}H_\perp \delta_{r_j} + h.c.), \quad (B.12)$$

and label these two terms as $\bar{f}_{r_i,r_j}^\parallel$ and $\bar{f}_{r_i,r_j}^\perp$, respectively. Let us examine the contribution of each term to the continuity equation B.3,

$$\partial_s \langle \delta_r \rangle = \sum_j \text{Tr} \left[ P \left( \bar{f}_{r_i,r_j}^\parallel + \bar{f}_{r_i,r_j}^\perp \right) \right]. \quad (B.13)$$

Writing out the $\bar{f}^\parallel$ term explicitly, we see that it vanishes

$$\sum_j \text{Tr} \left[ P \bar{f}_{r_i,r_j}^\parallel \right] = \sum_j \text{Tr} \left( iT\partial_P \delta_{r_i} H_\parallel \delta_{r_j} + h.c. \right) = \text{Tr} \left( iTPH \partial_P \delta_{r_i} + h.c. \right) = 0. \quad (B.14)$$

Thus, the only term that contributes to the continuity equation is $\bar{f}_{r_i,r_j}^\parallel$. We can interpret $\bar{f}_{r_i,r_j}^\parallel$ as a circulating current, representing the flow between occupied states in $P$. As it vanishes in the continuity equation, it is not possible for this term to change the number density at any site in the system.

Now, let us examine $\bar{f}_{r_i,r_j}^\perp$ in the near-adiabatic limit. As we have seen in appendix A, the projector is equal to the instantaneous projector $P_I$ up to order $T^{-1}$. Thus, treating $T$ as a tunable parameter, let us expand the dynamics around the limit $T \to \infty$,

$$P = P_I + \frac{1}{T} \delta P + O \left( \frac{1}{T^2} \right), \quad (B.15)$$

where $\delta P$ is the first-order perturbation away from the exact adiabatic result. Inserting this into eqn B.10, we get

$$\partial_s P_I + \frac{1}{T} \partial_s \delta P = -iT[H,P_I] - i[H,\delta P] + ... \quad (B.16)$$

The terms omitted are at least of order $T^{-1}$. The first term on the right vanishes, since $P_I$ and $H$ commute by definition. Thus, collecting the next lowest order in $T$, we get

$$\partial_s P_I = -i[H,\delta P]. \quad (B.17)$$

Time evolution of $P_I$ is determined by $\bar{K}$, thus we arrive at the identity

$$[H,\delta P] = [\bar{K},P_I]. \quad (B.18)$$

Let us consider $H_\perp$ in this limit. It is straightforward to show that

$$H_\perp = PHP + QHP \quad (B.19)$$

$H$ commutes with $P_I$, so we can set

$$[H,P_I] = [H,\frac{1}{T} \delta P] + O \left( \frac{1}{T^2} \right), \quad (B.20)$$

and use identity B.18 to get this in the form.

$$H_\perp = \frac{1}{T} [[\bar{K},P_I],P_I] + O \left( \frac{1}{T^2} \right), \quad (B.21)$$
naturally extends to the current, and we see that expressed as a sum over individual flows, this property
substituting \( H \) where in each case, the adiabatic version is found by
§
Thus, in the near-adiabatic regime, we have shown that the flow operator separates into two terms

\[
f_{r_i,r_j} = \bar{f}_{r_i,r_j} + \bar{f}_{r_i,r_j}^\perp \tag{B.23}
\]

The first represents a circulating current that does not change a current in \( P \) whatsoever. In any sum of current into or out of a region, we expect any \( f^{\perp} \) terms to vanish, since the total flow from this term into any individual site vanishes according to eqn. B.14. Additionally, it is worth noting that the term,

\[
f_{r_i,r_j} = i T \delta_{r_i} H \delta_{r_j} + h.c. \tag{B.24}
\]
is linearly dependent on \( T \), since \( H^{\perp} \) has nonzero components of order \( T^0 \). Thus it diverges as \( T \to \infty \). Any constant current scaled over an infinitely large time period will diverge. In what follows, we shall omit these terms, meaning that our current operator will not account for persistent or frozen in current in the bulk at any point in the adiabatic evolution.

The second term, given by

\[
f_{r_i,r_j} = i \delta_{r_i} K \delta_{r_j} - i \delta_{r_i} K \delta_{r_j} + O \left( \frac{1}{T^2} \right) . \tag{B.25}
\]

represents the current generated over the course of the adiabatic evolution by the change in the electronic arrangements of states in the band, \( P \). Thus, we see that in the adiabatic limit, in the absence of persistent current, the flow in the system can be approximated by the adiabatic flow operator,

\[
f_{r_i,r_j} = i \delta_{r_i} K \delta_{r_j} - i \delta_{r_i} K \delta_{r_j} + O \left( \frac{1}{T^2} \right) . \tag{B.26}
\]

Finally, we may rescale from \( s \) back to \( t \), making the substitutions \( f = fT \) and \( K = KT \) to arrive at

\[
f_{r_i,r_j} = i \delta_{r_i} K \delta_{r_j} - i \delta_{r_i} K \delta_{r_j} + O \left( \frac{1}{T^2} \right) . \tag{B.27}
\]

Since the current operators used in §II and §III can be expressed as a sum over individual flows, this property naturally extends to the current, and we see that

\[
J_{R_x} \to J^A_{R_x} + O \left( \frac{1}{T^2} \right) \tag{B.28}
\]

\[
J_{R_x} (r) \to J^A_{R_x} (r) + O \left( \frac{1}{T^2} \right) , \tag{B.29}
\]

where in each case, the adiabatic version is found by substituting \( H \to K \) in the definition.

### Appendix C: Connection to Chern Marker

The crosshair marker can be seen as an extension of the Chern marker derived in [11]. To show this let us look at what happens when we integrate a step function over an interval \([0,L]\).

\[
\int_0^L \theta(x - R_x) dR_x = x \quad \text{for} \quad 0 < x < L_x. \tag{C.1}
\]

Note that this is an integral even in a lattice system, since the parameter \( R_x \), which sets the position of the step function, is always continuous. Thus let us assume that our quantum system is on a rectangular region of size \( L_x, L_y \). We wish to integrate the cross-hair marker in \( p \) over this region, essentially summing the marker evaluated about every point,

\[
\int_L \sigma(r,R)d^2R = 2\text{ImTr}_P \int d^2R \text{P} \theta_R \text{P} \theta_R \text{P} \tag{C.2}
\]

\[
= 2\text{ImTr}_P (PXPYP) . \tag{C.3}
\]

Thus, we arrive at the standard form of the Chern marker. The cross-hair marker can be understood as a deconstruction of the Chern marker that allows us to extract a quantised result for the Chern number of a non-uniform system.

### Appendix D: Edge States in Amorphous Hamiltonians

The topological phase diagram of the amorphous QWZ system with 800 sites on a random Voronoi lattice plotted against the internal parameter \( u \). a) The system in periodic boundaries. b) The system in open boundaries.
FIG. 9. a) Density of states for a $40 \times 40$ amorphous QWZ system in open boundaries with $u = -1$. The two vertical dashed lines indicate the energy of the states shown in subplots b and c. b) Heatmap of the probability amplitude, $|\psi(\mathbf{r})|$, for an edge state with energy $-0.006$. c) Heatmap of the probability amplitude for a bulk state with energy 0.5. In plots b and c we have superimposed the lattice structure in black.

Insulator then the gap will be closed in open boundaries by the presence of edge modes. Furthermore we should always expect the gap to close whenever $u$ crosses between a topological and trivial phase. The energies as a function of $u$ are shown in figure 8. As can be seen, a topological gap is open for $-1.5 < u < 0$ at zero Fermi level. In figure 9, we show the density of states for a system with $u = -1$ alongside the probability amplitudes $|\psi(\mathbf{r})|$ for two example states, one edge state and one bulk state.