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Abstract. We study the long-time regime of the Kardar–Parisi–Zhang (KPZ) equation in 1 + 1 dimensions for the Brownian and droplet initial conditions and present a simple derivation of the tail of the large deviations of the height on the negative side \(\lambda H < 0\). We show that for both initial conditions, the cumulative distribution functions take a large deviations form, with a tail for \(-\tilde{s} \gg 1\) given by \(-\log \mathbb{P} (H_t < \tilde{s}) = t^2 \frac{4}{15\pi} (-\tilde{s})^{5/2}\). This exact expression was already observed at small time for both initial conditions suggesting that these large deviations remain valid at all times. We present two methods to derive the result (i) long time estimate using a Fredholm determinant formula and (ii) the evaluation of the cumulants of a determinantal point process where the successive cumulants appear to give the successive orders of the large deviation rate function in the large \(\tilde{s}\) expansion. An interpretation in terms of large deviations for trapped fermions at low temperature is also given. In addition, we perform a similar calculation for the KPZ equation in a half-space with a droplet initial condition, and show that the same tail as above arises, with the prefactor \(\frac{4}{15\pi}\) replaced by \(\frac{2}{15\pi}\). Finally, the arguments can be extended to show that this tail holds for all times. This is consistent with the fact that the same tail was obtained previously in the short time limit for the full-space problem.
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1. Introduction and main results

Many works have been devoted to studying the 1D continuum Kardar–Parisi–Zhang (KPZ) equation \([1–5]^{1,2}\) which describes the stochastic growth of an interface of height \(h(t, x)\) at point \(x\) and time \(t\) as

\[
\partial_t h = \nu \partial_x^2 h + \frac{\lambda_0}{2} (\partial_x h)^2 + \sqrt{D} \xi(t, x),
\]

starting from a given initial condition \(h(t = 0, x)\). Here \(\xi(t, x)\) is a centered Gaussian white noise with 
\[
\mathbb{E} [\xi(t, x) \xi(t', x')] = \delta(x - x') \delta(t - t'),
\]
and we use from now on units of space, time and heights such that \(\lambda_0 = D = 2\) and \(\nu = 1^{3,4}\).

Recently, a large research effort has been devoted to the large deviations away from the typical behavior. Unlike diffusive interacting particle systems for which powerful methods \([6, 7]\) were developed, systems in the KPZ class require new theoretical efforts. Recently, the large deviations behavior of the KPZ equation has been investigated at short times \([8–13]\) (see also \([14, 15]\)) and, to a lesser extend, in the long time limit \([16, 17]\). One outstanding open question is whether the tails of the large deviations remain valid at all times and how they depend on the initial condition.

Our interest here lies in the left tail \((H < 0)\) of the distribution of the shifted solution, \(H(t) = h(t, x = 0) + \frac{t}{\nu^2}\), and particularly in its large negative \(H\) behavior. In previous works it was shown for droplet \([9, 10]\) and Brownian \([11–13]\) initial conditions, that in the short time limit, \(t \ll 1\) and \(H\) fixed, the distribution of \(H\) takes the large deviation form

\[
P(H, t) \sim e^{-\frac{\phi(H)}{\sqrt{t}}},
\]

with the leading asymptotics

\[
\phi(H) \approx_{H \to -\infty} \frac{4}{15\pi} (-H)^{5/2}
\]

identical for all these initial conditions. There also exist results for the large time limit \(t \gg 1\), where in the regime \(H/t\) fixed, the distribution of \(H\) takes the form

\[
P(H, t) \sim e^{-r^2 \Phi_-(\frac{H}{t})}.
\]

Following the work of \([16]\) and using a rather involved analysis of a formidable-looking non-local Painlevé equation (originally derived in \([18]\)), an explicit formula for \(\Phi_-(\frac{H}{t})\) for droplet initial condition was obtained in \([17]\)

---

1 For a review see \([4]\).
2 For a review of recent advances in the KPZ problem, see \([5]\).
3 This is equivalent to use everywhere the following units of space, time and heights \(x^* = (2\nu)^{1/3} (D\lambda_0)^{2/3}\), \(t^* = (2\nu)^{1/3} (D\lambda_0)^{2/3}\), \(h^* = \frac{\lambda_0}{2\nu}\).
4 Note that \([8, 10, 11, 13]\) use a sign of \(\lambda_0\) opposite to ours (we use the same notations as in \([9, 12]\)). Equivalently, the variable \(H\) is opposite to ours, which exchanges right and left tails.
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\[
\Phi_-(\tilde{s}) = \frac{4}{15\pi^6}(1 - \pi^2\tilde{s})^{5/2} - \frac{4}{15\pi^6} + \frac{2}{3\pi^4}\tilde{s} - \frac{1}{2\pi^2}\tilde{s}^2. \tag{4}
\]

We stress that this remarkable result could be derived only in the case of the droplet initial condition, where the Painlevé equation is available.

In this paper, we are able to treat several initial conditions—the droplet and the Brownian initial condition. Our goal is more modest, as we obtain only the large negative \(\tilde{s}\) asymptotics of the rate function \(\Phi_-(\tilde{s})\), however our derivations are much simpler and, we hope, more versatile. In addition we obtain a systematic method to calculate \(\Phi_-(\tilde{s})\), in a large \(\tilde{s}\) expansion, yet to be fully exploited.

We use two different and complementary methods (i) the large time estimate of the Fredholm determinant associated to the solution of the KPZ equation and (ii) the evaluation of the cumulants of a determinantal point process associated to this Fredholm determinant. We find, for both initial conditions, that the cumulative distribution exhibits the large deviation tail

\[-\log \mathbb{P}(H < t\tilde{s}) = t^2 \frac{4}{15\pi}(-\tilde{s})^{5/2}\]

for large negative \(\tilde{s}\), consistent with equation (4). This result is obtained through a very simple derivation which we think is worth presenting in detail here. We conjecture and verify up to third order on the droplet initial condition, that the cumulant expansion gives the large negative \(\tilde{s}\) series expansion of the large deviation rate function \(\Phi_-(\tilde{s})\) in equation (4), where the \(n\)th cumulant gives the \(n\)th order of the expansion. In addition, we perform a similar calculation for the KPZ equation in a half-space and we show that the same tail as in equation (2) arises with the prefactor \(\frac{4}{15\pi}\) replaced by \(\frac{2}{15\pi}\).

Finally, the arguments can be extended to show that this tail holds for all times, which is consistent with the fact that the same tail was obtained previously in the short time limit. The cumulant expansion method allows to obtain exact bounds for the left tail, which are saturated at short time and allow to bound the large deviation rate function at large time.

Note that a simultaneous and independent mathematical work also studies the left tail of the KPZ equation for droplet initial conditions [19]. A summary combining their results as well as the present results will appear shortly [20]. The method developed here is also applied to obtain exact results for short time probability distribution for a variety of cases in [21]. Finally, a very recent numerical work, which probes the tails of the KPZ equation with droplet initial condition using a lattice directed polymer representation, shows good agreement with our predictions [22].

The outline of the paper is as follows. We start in sections 2 and 3 by recalling the exact starting formulae and the proper choice of scaling in the large time large deviation regime. The two independent derivations are given in two different sections, respectively sections 4 and 5. In section 4, we start from the exact Fredholm determinant formula for the moment generating function of the solution of the KPZ equation and derive its large time trace expansion to provide the long time large deviation rate function. Remarkably the very same method was used to derive the short time large deviations. A simple identification of the short time and large time limit of the kernels of the Fredholm determinants explains why the same method surprisingly work for both regimes. In section 5, we provide a more powerful method based on the evaluation of
the cumulants of a determinantal point process where the dominant term, which gives equation (5), only involves the density of states of the related process. In the case of the Airy process associated to the droplet initial condition, equation (5) can be obtained by considering the edge of Wigner’s semi-circle. Following the derivation of the second method, we discuss its range of validity. In section 6, we discuss its application to earlier times to show that the tail holds for all times. In section 7, we argue that it can be applied to a Pfaffian point process: the KPZ half-space problem. In section 9, we obtain exact bounds from (i) the first cumulant and (ii) the conditional density, whose consequences are discussed. In section 9, we interpret our results in terms of trapped fermions and we finally present in the Appendices more details about the calculations of the main text and a conjecture about the cumulant expansion and the Baker–Campbell–Hausdorff (BCH) formula.

2. Recall of exact results

We recall the exact results valid at all times for the two initial conditions studied here, which provide a starting formula for the analysis in section 4.

(i) Droplet initial condition

The droplet initial condition is \( h_{\text{drop}}(t = 0, x) = -\frac{|x|}{\delta} - \ln(2\delta) \) with \( \delta \ll 1 \) and the moment generating function of \( e^H \) is then given by, see [14, 18, 23, 24],

\[
\mathbb{E}_{\text{KPZ}} \left[ \exp \left( -e^{H(t) - st^{1/3}} \right) \right] = Q_t(s) = \text{Det} \left[ I - K_{t,s} \right]
\]

where the average is taken with respect to the KPZ white noise. \( Q_t(s) \) is a Fredholm determinant associated to the kernel

\[
K_{t,s}(u, u') = \tilde{K}_{\text{Ai}}(u, u')\sigma_{t,s}(u')
\]

defined in terms of the Airy kernel and the weight function

\[
\tilde{K}_{\text{Ai}}(u, u') = \int_0^{+\infty} dr \, \text{Ai}(r + u)\text{Ai}(r + u')
\]

\[
\sigma_{t,s}(u) = \sigma(t^{1/3}(u - s)) \quad , \quad \sigma(v) = \frac{1}{1 + e^{-v}}
\]

(ii) Brownian initial condition

The Brownian initial condition with drift is \( h_{\text{brownian}}(t = 0, x) = B(x) - w|x| \), where \( B \) is a double-sided Brownian motion. For this initial condition one needs to introduce a real random variable \( \chi \) independent of \( H \), with a probability density \( p(\chi)d\chi = e^{-2w\chi - e^{-\chi}}d\chi/\Gamma(2w) \) so that the moment generating function is given by, see [25–27],
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\[
\mathbb{E}_{\text{KPZ}, B, \chi} \left[ \exp \left( -e^{H(t)+\chi-st^{1/3}} \right) \right] = Q^\Gamma_t(s) = \text{Det} \left[ I - \tilde{K}_{t,s}^\Gamma \right]
\]

where the average is taken over the KPZ noise, the random initial condition and the random variable \(\chi\). \(Q^\Gamma_t(s)\) is a Fredholm determinant associated to the kernel

\[
\tilde{K}_{t,s}^\Gamma(v, v') = K_{\mathbb{A}L, \Gamma}(v, v') \sigma_{t,s}(v')
\]
defined in terms of the weight function and the deformed Airy kernel

\[
K_{\mathbb{A}L, \Gamma}(v, v') = \int_0^{+\infty} dr \, \text{Ai}^\Gamma(r + v, t^{-\frac{2}{3}}, w, w) \text{Ai}^\Gamma(r + v', t^{-\frac{2}{3}}, w, w)
\]

itself defined from the deformed Airy function

\[
\text{Ai}^\Gamma(a, b, c, d) := \frac{1}{2\pi} \int_{-\infty+i\epsilon}^{+\infty+i\epsilon} d\eta \exp(i\frac{\eta^3}{3} + i\eta d) \frac{\Gamma(\eta b + d)}{\Gamma(-i\eta b + c)}
\]

where \(\epsilon \in [0, \text{Re}(d/b)]\) and \(\Gamma\) is the gamma function.

3. Choice of scaling at large time and large deviation function

At large time, the *typical* fluctuations of the height are of magnitude \(t^{1/3}\), i.e. \(H(t) \sim \Upsilon t^{1/3}\) with \(\Upsilon\) a random variable that only depends on some features of the initial condition. In comparison, in the large deviation regime, the scaling of fluctuations is different and is indeed linear in time as observed in [13, 16, 17]. These *atypical* fluctuations are then of the order of the velocity of the height field. Since the moment generating function has argument \(\exp \left( -e^{H(t)-st^{1/3}} \right)\), a convenient scaling is

\[
H(t) = \tilde{H} t \quad , \quad s = \tilde{s} t^{2/3}
\]

with \(\tilde{H}\) and \(\tilde{s}\) of order one. The reason for this is that the argument of the average then becomes \(\exp \left( -e^{(\tilde{H} - \tilde{s})} \right)\) where \(\tilde{H}\) and \(\tilde{s}\) are of the same order. The weight function having the form \(\sigma(t^{1/3}(u-s))\), using the already rescaled \(s\), we see that the same rescaling is required for \(u\), therefore we define \(u = \tilde{u} t^{2/3}\), with \(\tilde{u}\) of order one.

Regarding the random variable \(\chi\), we also need to rescale it as \(\chi = \tilde{\chi} t\) and the probability measure then becomes

\[
e^{-2w\chi - e^{-\chi}} \, d\chi / \Gamma(2w) = te^{-2w\tilde{\chi} - e^{-\tilde{\chi}}} \, d\tilde{\chi} / \Gamma(2w).
\]

The factor \(e^{-e^{-\tilde{\chi}}}\) becomes at large time \(1_{\tilde{\chi} \geq 0}\), leading, after renormalization of the measure, to an exponential distribution \(P(\tilde{\chi}) d\tilde{\chi} = 2w e^{-2w\tilde{\chi}} 1_{\tilde{\chi} \geq 0} d\tilde{\chi}\). Besides, at fixed \(w\), this distribution is a nascent delta function, leading to \(\lim_{w \to \infty} P(\tilde{\chi}) = \delta(\tilde{\chi})\). The conclusion of this is that we can discard \(\chi\) at large time and set it to 0.

https://doi.org/10.1088/1742-5468/aac90f
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This choice of scaling is convenient to introduce the large deviation function that we are interested in. Indeed, the generating function \(E_{\text{KPZ}}[\exp(-e^{t(H_s)})]\) converges at large time to \(\mathbb{P}(\ddot{H} < \dddot{s})\).

4. Method A: Long time estimate of Fredholm determinants

4.1. Asymptotics of the (deformed) Airy kernel at large time

We now claim that the large time asymptotics of the kernel for both initial conditions is identical, giving an equivalence between these initial conditions in the large time estimates and prove it in the appendix A. The asymptotics of both the deformed Airy kernel and the Airy kernel are given by, for \(v < 0\)

\[
K(vt^{2/3}, (v + \frac{K}{t})t^{2/3}) \sim \frac{t^{1/3} \sin(\sqrt{-v} \kappa)}{\kappa}, \quad K = K_{\text{Ai}}, K_{\text{Ai}, \Gamma}
\]

(15)

i.e. in terms of the sine-kernel. We expect from the shared asymptotics that the tail of the large deviation behavior that we are interested in will be identical for both initial conditions. It is therefore necessary to consider only one initial condition, and we choose the droplet one.

4.2. Long time estimate of the Fredholm determinant related to the Airy kernel

We will use in this section the same method that was already used in [9, 12] to derive the large deviations rate function for the solution of the KPZ equation at short time by means of evaluating the successive traces of the kernel of the Fredholm determinant. This suggests a common method for both short and long time, strengthening the idea of universal results valid in these two regimes.

Using the identity \(\log \text{Det} = \text{Tr} \log\), and expanding the logarithm into a series, the Fredholm determinant in equation (6) can be computed as

\[
\log Q_t(s) = -\sum_{p=1}^{\infty} \frac{1}{p} \text{Tr} \bar{K}_{t,s}^p
\]

(16)

where we recall the definition of the trace of an integral operator

\[
\text{Tr} \bar{K}_{t,s}^p = \int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{\infty} dv_2 \ldots \int_{-\infty}^{\infty} dv_p K_{\text{Ai}}(v_1, v_2) \ldots K_{\text{Ai}}(v_p, v_1) \sigma_{t,s}(v_1) \ldots \sigma_{t,s}(v_p).
\]

(17)

The first approximation to use is the large time limit of the Airy kernel for \(v < 0\) given in (15). For \(v > 0\), the Airy kernel vanishes exponentially in that limit and therefore only the region where all the \(v\)'s are negative needs to be considered in (17). We define the relative coordinates \(v_j = v_{j-1} + \sqrt{\frac{v_j \kappa_j}{t}}\) and reduce the range of integration of the \(v\)'s due to the fact that the weight function vanishes exponentially for \(v < \dddot{s}\).
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\[ \text{Tr} \tilde{K}^p \simeq \frac{t}{\pi p} \int_{\tilde{s}}^{0} dv_1 \sqrt{|v_1|} \int_{t\tilde{s}\sqrt{|v_1|}}^{0} d\kappa_1 \cdots \int_{t\tilde{s}\sqrt{|v_1|}}^{0} d\kappa_p \]

\[ \prod_{i=1}^{p} \sigma(t(v_1 - \tilde{s}) + \sum_{j=2}^{i} \frac{\kappa_j}{\sqrt{|v_1|}} \sin(\kappa_1) \frac{\sin(\kappa_2)}{\kappa_2} \cdots \frac{\sin(\kappa_p)}{\kappa_p} \delta(\kappa_1 + \kappa_2 + \cdots + \kappa_p)). \]  

(18)

We now want to evaluate the leading order of the Fredholm determinant. We suppose that we can neglect the terms $\sum_{j=2}^{i} \frac{\kappa_j}{\sqrt{|v_1|}}$ in the Fermi factors, and the limit in the $\kappa$ integrals can be extended to infinity at large time to give the dominant order of the Fredholm determinant. Under this hypothesis, the traces are simplified onto

\[ \text{Tr} \tilde{K}^p \simeq \frac{t}{\pi} \int_{\tilde{s}}^{0} dv_1 \sqrt{|v_1|} \sigma(t(v_1 - \tilde{s}))^p. \]  

(19)

More details are given in the appendix C. This expression allows a simple summation over $p$

\[ \log Q_1(s) = -\frac{t}{\pi} \int_{\tilde{s}}^{0} dv_1 \sqrt{|v_1|} \sum_{p=1}^{\infty} \frac{\sigma(t(v_1 - \tilde{s}))^p}{p} \]

\[ = -\frac{t}{\pi} \int_{\tilde{s}}^{0} dv_1 \sqrt{|v_1|} \ln(1 + e^{t(v_1 - \tilde{s})}) \]

\[ \simeq -\frac{t^2}{\pi} \int_{\tilde{s}}^{0} dv_1 \sqrt{|v_1|}(v_1 - \tilde{s}) \]

\[ \simeq -\frac{4t^2}{15\pi}(\tilde{s})^{5/2}. \]  

(20)

Hence we obtain our main result (5), valid for both initial conditions. It coincides with the dominant order at large negative $\tilde{s}$ in the large deviations rate function (4) obtained in [17]. The conclusion of the present trace method for the Fredholm determinant is that evaluating all Fermi factors with the same argument and using the sine-kernel approximation for the Airy kernel yields the leading term $\log Q_1(s) = -\frac{4t^2}{15\pi}(\tilde{s})^{5/2}$. This conclusion holds for both droplet and Brownian initial conditions as their kernel share the same asymptotics. Although we give some hints in the appendix, this method does not seem too easy to extend to obtain the next orders in the large $-\tilde{s}$ expansion.

We now turn to a second method, equally simple, and which appears more convenient for that aim.

5. Method B: Calculation of the cumulants of a determinantal point process and large time estimates

The goal of this section is to reproduce the calculation of the large deviations by computing the cumulants of a determinantal point process.
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5.1. Introduction and aim of the method

The method we present here is exact and starts from the observation that for both droplet and Brownian initial conditions, the kernel of the Fredholm determinant is written in the form $\bar{K} = K\sigma$ where $\sigma$ is the Fermi weight function, see equation (8), independent of the initial condition, whereas the kernel $K$ depends on the initial condition, $K_{\Lambda i}$ or $K_{\Lambda iT}$ in our cases of interest. The method is valid for any $K$ (and can be extended to cases where $K$ depends on time). We now suppose that the moment generating function of the solution of KPZ is associated to a Fredholm determinant with a kernel $\bar{K} = K\sigma$ so that we have the identity

$$\mathbb{E}_{\text{KPZ}} \left[ \exp \left( -e^{H(t)} - st^{1/3} \right) \right] = \text{Det} \left[ 1 - K\sigma \right]. \quad (21)$$

We recall the result of [28–31] that for a set of points $\{a_i\}_{i \in \mathbb{N}}$ following a determinantal point process with kernel $K$, i.e. any $n$-point correlation function being given by $\rho_n(a_1, \ldots, a_n) = \det[K(a_j, a_{i_k})]_{i,k \leq n}$, we have in our system of unit $E_{\text{KPZ}} \left[ \prod_{i=1}^{\infty} \frac{1}{1 + e^{t^{1/3}(a_i - s)}} \right] = \mathbb{E}_K \left[ \prod_{i=1}^{\infty} (1 - \sigma_{t,s}(a_i)) \right] = \text{Det} \left[ 1 - K\sigma \right]. \quad (22)$$

The last identity is a standard property of generic determinantal point processes and is in fact valid for any function $\sigma$. Recalling that $\sigma_{t,s}(a) = \frac{1}{1 + e^{t^{1/3}(s-a)}}$, we define the quantity

$$\varphi_{t,s}(a) = -\log (1 - \sigma_{t,s}(a)) = \log \left( 1 + e^{t^{1/3}(a-s)} \right)$$

(23)

drop the subscript on $\varphi$ for simplicity and rewrite equation (22) as

$$\log \mathbb{E}_K \left[ \exp \left( -\sum_{i=1}^{\infty} \varphi(a_i) \right) \right] = \log \text{Det}(1 - (1 - e^{-\varphi})K)$$

$$= \text{Tr} \log (1 - (1 - e^{-\varphi})K)$$

$$= -\sum_{p=1}^{+\infty} \frac{1}{p} \text{Tr}[(1 - e^{-\varphi})K]^p]. \quad (24)$$

Proceeding to the series expansion $1 - e^{-\varphi} = \varphi - \frac{\varphi^2}{2}$ allows us to obtain the cumulants of the quantity $J = -\sum_{i=1}^{\infty} \varphi(a_i)$, i.e. $\mathbb{E}_K[J^n] = \kappa_n(\varphi)$ defined in (D.5) as $n!$ times the term of order $\varphi^n$ in the expansion. Up to order two in $\varphi$, we have

(i) $p = 1$

$$-\text{Tr}[(1 - e^{-\varphi})K] = -\text{Tr}(\varphi K) + \frac{1}{2} \text{Tr}(\varphi^2 K) \quad (25)$$

(ii) $p = 2$

$$-\frac{1}{2} \text{Tr}[(1 - e^{-\varphi})K]^2] = -\frac{1}{2} \text{Tr}(\varphi K \varphi K) \quad (26)$$
Grouping the different terms in power of $\varphi$, we end up having
\[
\log \mathbb{E}_K \left[ \exp \left( -\sum_{i=1}^{\infty} \varphi(a_i) \right) \right] = -\text{Tr}(\varphi K) + \frac{1}{2} \left[ \text{Tr}(\varphi^2 K) - \text{Tr}(\varphi K \varphi K) \right] \\
+ \text{higher order cumulants.} \tag{27}
\]
Higher orders are given in the appendix D along with a conjecture relating the existence of a relation between the cumulant expansion and the BCH formula.

Consider now the determinantal processes related to the droplet and Brownian initial conditions. Evaluation of their cumulants in the large time limit allows in principle to obtain the large deviation rate function for the left tail,
\[
\log \mathbb{E}_K \left[ \exp \left( -\sum_{i=1}^{\infty} \varphi(a_i) \right) \right] \simeq t \to +\infty \frac{8}{t^{2/3}} \Phi - (\tilde{s}) \tag{28}
\]
in the limit $t \to +\infty$ at fixed negative $\tilde{s}$. In fact, in that limit one can replace in equation (28)
\[
\varphi(a) = \log \left( 1 + e^{1/3(a-s)} \right) \to \varphi_\infty(a) = t^{1/3} \max(0, a - s). \tag{29}
\]
We will now evaluate the lowest order cumulants in equation (27) replacing $\varphi(a)$ by $\varphi_\infty(a)$, for the determinantal processes related to the droplet and the Brownian initial conditions. For the droplet case, we will check that each cumulant brings one term in the rate function of equation (4), obtained in [17], which we recall here in its integral version, i.e.
\[
\Phi_-(\tilde{s}) = \frac{1}{\pi^2} \int_{\tilde{s}}^{0} dv \left( v - \tilde{s} \right) \left( \sqrt{1 - \pi^2 v} - 1 \right). \tag{30}
\]
This formula is useful as it reminds of the trace operation applied to $\varphi_\infty$ and $K$. Expanding this rate function for large negative argument, we seek to obtain
\[
\Phi_-(\tilde{s}) = \frac{4(-\tilde{s})^{5/2}}{15\pi} - \frac{\tilde{s}^2}{2\pi^2} + \frac{2(-\tilde{s})^{3/2}}{3\pi^3} + \frac{2\tilde{s}}{3\pi^4} + \frac{\sqrt{-\tilde{s}}}{2\pi^5} - \frac{4}{15\pi^6} + O \left( \sqrt{1 - \tilde{s}} \right). \tag{31}
\]
In particular, we will see with our simple method that the leading term in $(-\tilde{s})^{5/2}$ is given by the first cumulant, the subleading term $\tilde{s}^2$ is given by the second cumulant and the next subleading term $(-\tilde{s})^{3/2}$ is given by the third cumulant. This claim has been confirmed analytically for the first cumulant and numerically for the second and third one. We conjecture that it holds to any order, and furthermore that it extends to the Brownian initial condition kernel as well (although we have not yet an explicit calculation for it).

### 5.2. First cumulant

By using the max replacement of equation (29), we express the first cumulant as follows
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\[-\text{Tr}(\varphi_\infty K) = -t^{1/3} \int_s^{+\infty} dv (v - s)K(v, v). \tag{32}\]

It is important to note that this first cumulant only involves the density of states of the determinantal process \(K(v, v) = \rho(v)\). Indeed, as we will see in this section, the tail of the large deviations is only governed by this density. In the case of the Airy process (droplet initial condition), it is well known that this density matches smoothly the square-root semi-circle bulk density of the GUE for negative \(v\) (see below) and decays as a stretched exponential for positive \(v\). As the deformed Airy process (Brownian initial condition) shares the same asymptotic density of states as the Airy process as proved in the appendix A, we expect the large deviations for both initial conditions to share the same tail.

Since we consider \(s = \tilde{s} t^{2/3}\) large, the integral in equation (32) is dominated by values of order \(v = O(t^{2/3})\), hence we can use the (bulk) asymptotic density of states for the Airy kernel

\[K_{Ai}(v, v) \sim \frac{\sqrt{|v|}}{\pi} \Theta(-v) \tag{33}\]

immediately leading to

\[-\text{Tr}(\varphi_\infty K) = -t^{2} \frac{1}{\pi} \int_0^\theta dv (v - \tilde{s})\sqrt{|v|} = -\frac{4t^2}{15\pi} (-\tilde{s})^{5/2}. \tag{34}\]

This quantity is exactly the leading order for the rate function that we were looking for in equation (31). Note how simply it comes from the present calculation, as the contribution of the bulk density of states.

Quite surprisingly, the exact, i.e. all orders, result (30) can be obtained by the following replacement in equation (34)

\[\frac{\sqrt{|v|}}{\pi} \Theta(-v) \rightarrow \frac{1}{\pi^2} \left( \sqrt{1 - \pi^2 v} - 1 \right) \Theta(-v) \tag{35}\]

i.e. a small modification of the density of states. We have however no explanation at this stage for this observation. In the next section we show that higher cumulants are required to obtain the series expansion of (31). This leads to the interpretation of the possible replacement (35) as the possibility of existence of a point process such that the first cumulant determines the entire late time large deviation rate function without the need of higher cumulants.

Before doing so, we note that if we want more control on the integral (32), we can use the fact that for the Airy kernel, the first cumulant admits a closed form using the identity \(K_{Ai}(v, v) = Ai'(v)^2 - vAi(v)^2\).

\[-\text{Tr}(\varphi_\infty K) = -\frac{t^{1/3}}{30} \left( (3 - 8s^3) Ai(s)^2 + 8s^2 Ai'(s)^2 + 4sAi(s)Ai'(s) \right) \nonumber \\
= -\frac{t^{1/3}}{30} \left( 8s^2 K_{Ai}(s, s) + Ai(s)(3Ai(s) + 4sAi'(s)) \right). \tag{36}\]

For \(-s \gg 1\), the leading term is the first one
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\[-\text{Tr}(\varphi_\infty K) = \frac{-4t^{1/3}}{15}s^2 K_{\text{Ai}}(s, s) + t^{1/3}O(s)\]  

(37)

leading to (34). Taking \(s = \tilde{s}t^{2/3}\), we see that the main contribution of the first cumulant is of order \(t^2\) and the first subleading term is of order \(t\) for any negative \(\tilde{s}\). We shall now consider higher cumulants to determine whether they give the successive orders of the rate function \(\Phi_-\).

5.3. Numerical confirmation of the second and third cumulant

The expression to evaluate to obtain the second cumulant is the following, see equation (27),

\[
\frac{1}{2} \left[ \text{Tr}(\varphi_\infty^2 K) - \text{Tr}(\varphi_\infty K \varphi_\infty K) \right] = t^{2/3} \gamma_2(s)
\]

\[
\gamma_2(s) = \frac{1}{2} \int_{s}^{\infty} dv (v - s)^2 K_{\text{Ai}}(v, v) - \frac{1}{2} \int_{s}^{\infty} \int_{s}^{\infty} da_1 da_2 (a_1 - s)(a_2 - s) K_{\text{Ai}}(a_1, a_2)^2.
\]

(38)

Although the first integral can be computed exactly using the closed formula for the Airy kernel or the approximation for the density of state,

\[
\frac{t^{2/3}}{2} \int_{s}^{\infty} dv (v - s)^2 K_{\text{Ai}}(v, v) = \frac{8}{105\pi} t^3 (-\tilde{s})^{7/2} + O(t(-\tilde{s})^{1/2}),
\]

(39)

the second integral, which is supposed to cancel the \(t^3(-\tilde{s})^{7/2}\) term and give the \(\tilde{s}^2\), remains a challenge.

Using the formulae for the second and third cumulant, see equation (D.6) in appendix D, we have verified numerically on Mathematica their matching with the second and third terms of the asymptotic expansion of [17] \(\Phi_-\) function. Indeed, we have checked with very good accuracy that

\[
\gamma_2(s) \approx \frac{s^2}{2\pi^2}, \quad \gamma_3(s) \approx \frac{2(-s)^{3/2}}{3\pi^3}
\]

(40)

where \(\gamma_3(s)\) is the third cumulant, see equation (D.6) divided by \(t\). We leave the analytic calculation of these cumulants to future work. As we are interested in the regime \(s = \tilde{s}t^{2/3}\) with \(t \gg 1\) and fixed negative \(\tilde{s}\), the claim is that we will always probe the asymptotics of the the cumulants.

5.4. General cumulants and discussion of the result from [17]

For the \(n\)th cumulant, we will have a product of \(n\) factors \(t^{1/3} \max(0, a - s)\) giving an overall factor \(t^{n/3}\) multiplied by a resulting integral \(\gamma_n(s)\), depending only on \(s\). To match the scaling function of [17], we need the leading order in terms of large negative \(s\) to take a scaling form \(t^2 \Phi_-(\frac{s}{t^{1/3}})\). Therefore, calling \(c_n s^{\alpha_n}\) the leading term of \(\gamma_n(s)\), and recalling that \(s = \tilde{s}t^{2/3}\), we require the scaling identity

\[
\alpha_n = 3 - \frac{n}{2}.
\]

(41)
Nonetheless, looking at the large deviation rate function of [17],
\[ \Phi_-(\tilde{s}) = \frac{4}{15\pi^6} (1 - \pi^2 \tilde{s})^{5/2} - \frac{2}{3\pi^4} \tilde{s} - \frac{1}{2\pi^2} \tilde{s}^2 \]  
the last three terms seem to be anomalies. This implies, for the matching to work, that the coefficients \( c_n \) of all even cumulants for \( n \geq 8 \) vanish. The reason for such a property remains to be understood.

The conclusion of this second method is that the \( n \)th cumulant seems to give a contribution that is exactly equal to the \( n \)th order expansion of [17] rate function. This has been proved analytically for \( n = 1 \), and numerically for \( n = 2 \) and \( n = 3 \). We conjecture that this remains true for any \( n \).

### 6. Extension of the cumulant method to earlier times

We will now discuss a possible extension of the previous calculations of the large deviation tail at large time to a tail valid at all times. If one does not proceed to any approximation to the function \( \varphi \), then for both droplet and Brownian initial conditions having the same \( \varphi \) function, the first cumulant of both process with density \( \rho \) is given exactly by the integral relation

\[ \kappa_1(t, s) = -\int_\mathbb{R} dv \log (1 + e^{t^{1/3}(v-s)}) \rho(v). \]  

#### 6.1. Extension to short time

It is interesting to note that the large time estimate of the Airy kernel, equation (15), is quite reminiscent of the short time estimate for the same kernels, which we now recall (for negative argument \( \hat{v} < 0 \)).

(i) **Droplet case: Airy kernel, see [9]**

\[ K_{\text{Ai}}(\frac{\hat{v}}{t^{1/3}}, \frac{\hat{v} + t^{1/2}\kappa}{t^{1/3}}) \approx \frac{1}{t^{1/6}} \frac{\sin \left( \sqrt{-\hat{v}} \kappa \right)}{\kappa} \]  

(ii) **Stationary case: deformed Airy kernel, see [12]**

\[ K_{\text{Ai},\Gamma}(\frac{\tilde{v}}{t^{1/3}}, \frac{\tilde{v} + t^{1/2}\kappa}{t^{1/3}}) \approx \frac{1}{t^{1/6}} \frac{\sin \left( f_{\tilde{w}}(\tilde{v}) \kappa \right)}{\kappa} \]

\[ \tilde{v} = \hat{v} - \ln(w^2), \quad \tilde{w} = wt^{1/2}, \quad f_{\tilde{w}}(\tilde{v}) = \sqrt{W_0(\tilde{w}^2e^{-\tilde{v}+\tilde{w}^2}) - \tilde{w}^2} \]  

where \( W_0 \) is the first branch of the Lambert function.

It seems that doing the transformation \( t \mapsto t^{-1/2} \) allows to go from one regime to the other one, perhaps revealing a hidden symmetry in the behavior of the KPZ solution.
We apply the cumulant method to short time and evaluate the first cumulant \( \kappa_1 \) with the asymptotic kernels. For this, we proceed to the rescaling \( v = \hat{v} t^{-1/3} \) and \( s = \hat{s} t^{-1/3} \) and obtain

\[
\kappa_1(t, s = \frac{\hat{s}}{t^{1/3}}) = -t^{-1/3} \int_{\mathbb{R}} d\hat{v} \log(1 + e^{\hat{v}}) \rho(\hat{v} t^{-1/3})
\]  

(i) For the droplet initial condition, the density converges at small time to

\[
\rho(\hat{v} t^{-1/3}) \xrightarrow{t \ll 1} \frac{t^{-1/6}}{\pi} \sqrt{|\hat{v}|} \theta(-\hat{v})
\]

which yields for the first cumulant

\[
\kappa_1(t, s = \frac{\hat{s}}{t^{1/3}}) \approx -\frac{1}{\pi \sqrt{t}} \int_{\mathbb{R}} d\hat{v} \log(1 + e^{\hat{v}}) \sqrt{|\hat{v}|} \approx -\frac{1}{\sqrt{4\pi t}} \text{Li}_{5/2}(-e^{\hat{v}}).
\]

Remarkably, the exact short time distribution of the moment generating function derived in [9] equation (20) for the droplet initial condition is fully encoded in its first cumulant.

(ii) For the Brownian initial condition with drift \( w \), the density converges at small time, using the conventions of equation (45), to

\[
\rho(\hat{v} t^{-1/3}) \xrightarrow{t \ll 1} \frac{t^{-1/6}}{\pi} \sqrt{|\hat{v}|} W_0(\hat{w}^2 e^{-\hat{v}} + \hat{w}^2) \theta(-\hat{v})
\]

which yields for the first cumulant

\[
\kappa_1(t, s = \frac{\hat{s}}{t^{1/3}}) = -\frac{1}{\pi \sqrt{t}} \int_{\mathbb{R}} d\hat{v} \log(1 + \frac{e^{-\hat{v}}}{\hat{w}^2}) \sqrt{W_0(\hat{w}^2 e^{-\hat{v}+\hat{w}^2} - \hat{w}^2)}
\]

\[
= -\frac{1}{\pi \sqrt{t}} \int_{\mathbb{R}} dy \log(1 + \frac{e^{-y}}{y + \hat{w}^2}) [1 + \frac{1}{y + \hat{w}^2}] \sqrt{y}
\]

where we performed the change of variable \( y = W_0(\hat{w}^2 e^{-\hat{v}} + \hat{w}^2) - \hat{w}^2 \). The first cumulant then again gives the full moment generating function for the Brownian initial condition coinciding exactly with the one derived in [12] equation (16).

In particular, these observations imply that an argument of measure concentration should be sufficient to explain why the first cumulant gives the entire large deviation rate functions at short time. This is encouraging in the sense that this method fully applies to the short time study and simplifies the summation of traces of the Fredholm determinant presented in [9, 12] and recalled in method A. This simpler method will be further developed in [21].
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6.2. Extension to all times

A crucial step in the calculation of the cumulant method was the approximation of \( \varphi \) by \( \varphi_\infty \). We claim that this approximation is valid as long as \( st^{1/3} \) is large and negative.

\[
\varphi(v) = \log(1 + e^{t^{1/3}(v-s)}) \rightarrow t^{1/3} \max(0, v-s).
\] (51)

In order to determine the tail of the distribution of \( H \) we also used the convergence of the moment generating function to the cumulative probability. We claim that this convergence remains true in the same regime where \( st^{1/3} \) is large and negative.

\[
\mathbb{E} \left[ \exp(-e^{H-st^{1/3}}) \right] \rightarrow P(H < st^{1/3}).
\] (52)

This can be seen by noting that one can rewrite

\[
\mathbb{E} \left[ \exp(-e^{H-st^{1/3}}) \right] = P(H + \text{Gumb} < st^{1/3})
\] (53)

where Gumb is a random variable independent of \( H \) with a unit Gumbel distribution. Hence, since Gumb is an order one random variable with an extremely fast decay in the left tail, the limit where \( st^{1/3} \rightarrow -\infty \) corresponds to large negative values for \( H \).

Note that the same identity (53) holds for the Brownian initial condition replacing \( H \rightarrow H + \chi \) where now \( H, \chi \) and Gumb are independent random variables with the same conclusion since \( \chi \) is also of order unity.

If we now work at intermediate times, we can fix the time \( t \) and work in the limit \(-s \ll 1\). The first cumulant is then given by

\[
\kappa_1(t, s) = -t^{1/3} \int_s^{+\infty} dv (v-s) \rho(v)
\] (54)

where \( \rho \) is the density of states. For droplet and Brownian initial conditions, the density converges for large negative argument to an asymptotic value

\[
\rho(v) \xrightarrow{-v \ll 1} \rho_\infty(v) = \frac{1}{\pi} \sqrt{|v|} \theta(-v).
\] (55)

We can add and subtract the asymptotic density to obtain a suitable form for the large deviations, indeed

\[
\kappa_1(t, s) = -t^{1/3} \left[ \int_s^{+\infty} dv (v-s) (\rho(v) - \rho_\infty(v)) + \int_s^{+\infty} dv (v-s) \rho_\infty(v) \right].
\] (56)

Replacing the asymptotic density, we obtain for droplet and Brownian initial conditions

\[
\kappa_1(t, s) = -t^{1/3} \left[ \int_0^{+\infty} dv (v-s) \rho(v) + \int_s^{0} dv (v-s) \left( \rho(v) - \frac{\sqrt{|v|}}{\pi} \right) + \frac{4}{15\pi} (-s)^{5/2} \right].
\] (57)

One then needs to control the first two integrals to ensure that the last \((-s)^{5/2}\) term is the right dominant one, i.e. that the left tail of the large deviations is
which remains valid in the regime where the product $st^{1/3}$ is very large and negative. For the case of the droplet initial condition, this can be shown by an explicit analytical calculation using the closed form of the density $\rho(v) = Ai'(v)^2 - v Ai(v)^2$ and as in equation (37), we observe that the correction is of order $O(s)$ thus establishing equation (58) in the region $s \to -\infty$.

The problem of determining how the next cumulants, i.e. second, third cumulants, influence the large deviations is still open at intermediate times and we again conjecture that they are subdominant compared to the first cumulant providing the $(-s)^{5/2}$ tail. This opens a new path in the cumulant expansion method to derive the left large deviations at all times.

7. Extension of the cumulant method to a Pfaffian point process

7.1. The half-space KPZ problem: known results

We now consider the half-space KPZ problem with droplet initial condition where equation (1) is considered for $x \in \mathbb{R}^+$ and we add the additional Neumann boundary condition

$$\forall t > 0, \quad \partial_x h(x, t) \big|_{x=0} = A,$$

which physically corresponds to the presence of a wall at $x = 0$. Exact solutions have been obtained in a few cases. For $A = +\infty$, which corresponds to an absorbing wall if one represents the problem in terms of a directed polymer, see [32], the large time limit corresponds to the statistics of the GSE random matrix ensemble. For $A = -\frac{1}{2}$, which corresponds to the critical case, see [33], the large time statistics is described by the GOE ensemble. For the simplicity of the derivation, we now focus the critical case $A = -\frac{1}{2}$, other cases ($A = 0$ and $A = +\infty$) will be treated in [21]. For the critical case, it has been proved in [33] that (in our system of units)

$$E_{\text{KPZ, half-space}} \left[ \exp \left( -\frac{1}{4} e^{H(t) - st^{1/3}} \right) \right] = E_{\text{GOE}} \left[ \prod_{i=1}^{\infty} \frac{1}{\sqrt{1 + e^{4/3(a_i - s)}}} \right]$$

where the set $\{a_i\}$ forms a GOE point process. Note that there is an extra factor $\frac{1}{4}$ in equation (60) compared to equation (6). The reason for this if two-fold. The initial condition for the droplet case in the full-space was $h_{\text{drop}}(x, 0) = -\frac{|x|}{\delta} - \ln (2\delta)$ with $\delta \ll 1$, in the half-space the normalization should be different and include a factor $\ln(\delta)$ instead of $\ln(2\delta)$ which accounts for a factor $\frac{1}{2}$ in the moment generating function. The other
factor can be seen as a square root in the first exponential which corresponds to the square root in the expectation value over the GOE process\textsuperscript{5}.

7.2. Estimates at large time

To study the large time limit, we again use the cumulant method of section 5 and we define the quantities

$$\sigma_{t,s}(v) = \frac{1}{\sqrt{1 + e^{t/3(v-s)}}} - 1$$

$$\varphi(v) = -2 \log(1 + \sigma_{t,s}(v)) \rightarrow \varphi_\infty(v) = t^{1/3} \max(0, v - s)$$  \hspace{1cm} (61)

i.e. the function $\varphi(v)$ is the same as in the previous section. The GOE point process being a Pfaffian and not a determinantal point process, the formula analogous to equation (22) involves a Fredholm Pfaffian, see [34]

$$E_{\text{GOE}} \left[ \prod_{i=1}^{\infty} \frac{1}{\sqrt{1 + e^{t/3(a_i-s)}}} \right] = \text{Pf}(J + \sigma_{t,s}K_{\text{GOE}})$$  \hspace{1cm} (62)

together with

$$J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad K_{\text{GOE}} = \begin{pmatrix} K_{11} & K_{12} \\ -K_{12} & K_{22} \end{pmatrix}.$$  \hspace{1cm} (63)

The off-diagonal element is defined, see [33], as

$$K_{12}(x,y) = \frac{1}{(2\pi i)^2} \int_{-i\infty+\epsilon}^{i\infty+\epsilon} \int_{-i\infty}^{i\infty} dw dz \frac{w-z}{2w(w+z)} e^{\frac{x^3}{3} + \frac{y^3}{3} - xy - zw} + \frac{1}{2} \text{Ai}(x)$$  \hspace{1cm} (64)

where $\epsilon = 0^+$ which is also

$$K_{12}(x,y) = K_{\text{Ai}}(x,y) - \frac{1}{2} \text{Ai}(x) \int_{0}^{+\infty} dr \text{Ai}(y+r) + \frac{1}{2} \text{Ai}(x).$$  \hspace{1cm} (65)

The key relation to use the cumulant method of section 5 is

$$\text{Pf}(J + \sigma_{t,s}K_{\text{GOE}})^2 = \text{Det}(I - \sigma_{t,s}JK_{\text{GOE}}).$$  \hspace{1cm} (66)

We recall at the late time the convergence of the moment generating function to the cumulative probability

$$E_{\text{KPZ}} \left[ \exp(-\frac{1}{4} e^{H(t)-st^{1/3}}) \right] \longrightarrow \mathbb{P}(H(t) < st^{1/3}).$$  \hspace{1cm} (67)

So, at large time, combining equations (60), (62), (66) and (67), we obtain

$$\mathbb{P}(H(t) < st^{1/3}) \simeq \text{Det}(I - \sigma_{t,s}JK_{\text{GOE}}) \simeq \text{Det}(I - [e^{-\varphi_\infty/2} - 1]JK_{\text{GOE}}).$$  \hspace{1cm} (68)

Taking the logarithm of equation (68), we can now apply the cumulant method of section 5 to calculate the tail of the large deviation rate function using the first cumulant of the Pfaffian point process

\textsuperscript{5} We thank Guillaume Barraquand for providing this explanation.
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\[
2 \log \mathbb{P}(H(t) < st^{1/3}) \simeq -\frac{1}{2} \text{Tr}(\varphi_{\infty} JK_{\text{GOE}})
\]
\[
\simeq -\text{Tr}(\varphi_{\infty} K_{12})
\]
\[
\simeq -t^{1/3} \int_{s}^{\infty} dv (v - s) K_{12}(v, v).
\]

(69)

For large negative argument we prove in the appendix B the following asymptotics

\[
K_{12}(v, v) \simeq -\frac{\sqrt{|v|}}{\pi} \theta(-v)
\]

which leads, after redefining \(s = \tilde{s} t^{2/3}\), to

\[
\log \mathbb{P}(H(t) < st^{1/3}) \simeq -\frac{2t^{2}}{15\pi} (-\tilde{s})^{5/2}.
\]

(71)

By the same scaling reasoning of section 5.4 and the same scaling argument of equation (41), higher order cumulants cannot yield a \((-\tilde{s})^{5/2}\) contribution, therefore we are sure to obtain the correct expression for the large deviation tail, which is more tedious to see for the Pfaffian process than for the determinantal process due to the presence of diagonal and off-diagonal elements in the kernel. We observe that the large deviation tail for the half-space is half of the one of the full-space, i.e. \(c_{\text{HS}} = \frac{2}{15\pi}\) instead of \(c_{\text{FS}} = \frac{4}{15\pi}\).

This fact can be understood by examining the case \(A = +\infty\) where the system is effectively cut into two independent half spaces. As stated in [32] equation (32), in that case we have the inequality

\[
\mathbb{E}_{\text{KPZ,full-space}} \left[ \exp(-e^{-H(t)-st^{1/3}}) \right] < \mathbb{E}_{\text{KPZ, half-space}} \left[ \exp(-e^{-H(t)-st^{1/3}}) \right]^{2}
\]

(72)

where both expectation values are taken over the droplet initial condition. This inequality indeed implies that the coefficient of the tail of the full-space is at least twice the one of the half-space, i.e. \(2c_{\text{HS}} \lesssim c_{\text{FS}}\). In the critical case \(A = -\frac{1}{2}\), we have shown that \(2c_{\text{HS}} = c_{\text{FS}}\) and it is reasonable to expect that this still holds for arbitrary value of \(A \geq -\frac{1}{2}\) although this remains to be checked. We have therefore obtained the tail of the large deviation rate function for a half-space problem and as in section 6 we expect this to be valid for all times and sufficiently large negative \(H\).

Under the assumption that the short time behavior of the moment generating function can be entirely captured through the first cumulant of the Pfaffian point process, we additionally derived in [21] the exact short time height distribution for the half-space problem for the three boundary conditions \(A = -\frac{1}{2}, 0, +\infty\).

8. Exact bounds

It is possible, using the cumulant method, to obtain exact bounds on the large deviations of the KPZ solution.
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8.1. First cumulant bound

The simplest one comes from the first cumulant \( \kappa_1(\varphi) \) using Jensen’s inequality

\[
- \log E_K \left[ \prod_{i=1}^{\infty} \frac{1}{1 + e^{t^{1/3}(a_i-s)}} \right] \leq -\kappa_1(\varphi) = \int_{\mathbb{R}} dv \log(1 + e^{t^{1/3}(v-s)}) K(v, v). \tag{73}
\]

Specializing to \( K = K_{\text{Ai}} \) one obtains an exact bound for the following average over the KPZ noise for droplet initial condition (see (21) and (53))

\[
- \log E_{\text{KPZ}} \left[ \exp \left( -e^{tH(t) - st^{1/3}} \right) \right] = - \log \mathbb{P}(H(t) + \text{Gumb} < st^{1/3}) \leq -\kappa_1(\varphi) \tag{74}
\]

\[
= \int_{\mathbb{R}} dv \log(1 + e^{t^{1/3}(v-s)}) K_{\text{Ai}}(v, v) \tag{75}
\]

valid for all times and \( s \). At short time we have observed that this bound is actually saturated to leading order in \( t \). In the long time limit it leads to an upper bound on the left tail large deviation rate function \( \Phi_-(z) \). Indeed, using the bounds \( \log(1 + e^{s}) \leq \max(0, x) + \log 2 \) and \( \log(1 + e^{s}) \leq e^s \), and writing the density \( K_{\text{Ai}}(v, v) = \rho(v) \) one has

\[
- \log \mathbb{P}(H(t) + \text{Gumb} < zt) \leq t^{1/3} \int_{s}^{+\infty} dv (v-s) \rho(v) + \log 2 \int_{s}^{+\infty} dv \rho(v) + \int_{-\infty}^{s} dv e^{t^{1/3}(v-s)} \rho(v) \leq t^{2} \int_{z}^{+\infty} d\tilde{v} (\tilde{v}-z) \rho(t^{2/3}\tilde{v}) + t \log 2 \int_{z}^{+\infty} d\tilde{v} \frac{\rho(t^{2/3}\tilde{v})}{t^{1/3}} + t \int_{-\infty}^{z} d\tilde{v} e^{t(\tilde{v}-z)} \rho(t^{2/3}\tilde{v}) \tag{76}
\]

with \( z = st^{-2/3} \). At large time, it was shown that the ratio \( \rho(t^{2/3}\tilde{v})/t^{1/3} \) admits a non-trivial limit which is the edge of Wigner’s semi-circle. Besides, the large parameter governing the left large deviations is \( t^2 \) as seen in (28), we therefore take the large time limit and obtain an upper bound on the large deviation rate function

\[
\Phi_-(z) = - \lim_{t \to +\infty} \frac{1}{t^{2}} \log \mathbb{P}(H(t) < zt) \leq \int_{z}^{+\infty} d\tilde{v} (\tilde{v}-z) \frac{\sqrt{|\tilde{v}|}}{\pi} \theta(-\tilde{v}) \leq \frac{4}{15\pi} |z|^{5/2} \theta(-z) \tag{77}
\]

where the unit Gumbel random variable can be neglected in that limit. This bound is saturated for large negative \( z \) as shown in this paper. Note that this bound is sufficient to exclude the earlier conjecture \( \Phi_-(z) = \frac{1}{12} z^3 \theta(-z) \) of [16]. If \( z \geq 0 \), then the r.h.s gives 0 which confirms that the right large deviations should be on a different scale than \( t^2 \).

This bound can be applied to the KPZ equation with other initial conditions. For the Brownian initial condition the kernel \( K \) is the (time-dependent) deformed Airy kernel \( K_{\text{Ai,\Gamma}} \) given in (11) and the density is \( \rho_{\text{Bl}}(v) = K_{\text{Ai,\Gamma}}(v, v) \). The asymptotic formula for the density at short time is given in (49). At large time it equals the one for the
droplet initial condition, $\rho_{\text{Br}}(v) \simeq \frac{1}{\pi} \sqrt{|v|} \theta(-v)$, as seen from (15). Hence we have for arbitrary time

$$- \log \mathbb{P}(H(t) + \text{Gumb} + \chi < st^{1/3}) \leq \int_{\mathbb{R}} dv \log(1 + e^{t^{1/3}(v-s)}) \rho_{\text{Br}}(v)$$

(78)

and in the large time limit the same bound (77) for the Brownian initial condition.

For the critical half-space KPZ, using the Jensen inequality with $J = -\frac{1}{2} \sum_{i=1}^{\infty} \varphi(a_i)$ and the average over the GOE process, we similarly obtain the bound

$$- \log \mathbb{P}(H(t) - 2 + \text{Gumb} < st^{1/3}) \leq \frac{1}{2} \int_{\mathbb{R}} dv \log(1 + e^{t^{1/3}(v-s)}) \rho_{\text{GOE}}(v)$$

where

$$\rho_{\text{GOE}}(v) = K_{12}(v, v) = \text{Ai}'(v)^2 - v\text{Ai}(v)^2 + \frac{1}{2} \text{Ai}(v) \int_{-\infty}^{v} dr \text{Ai}(r).$$

(79)

In the large time limit this shows, similarly as above $\Phi_{\text{c}}(z) \leq \frac{2}{15\pi|z|^{5/2}} \theta(-z)$.

### 8.2. Conditional bound

We now sketch an improvement on the above bound based on conditioning the determinantal point process $a_i$ on the value of its maximum, $a_1 = \max, a_e$. This improvement is also discussed in [19] and [20]. Let us define the conditional density

$$\rho_b(a) = \mathbb{E} \left[ \sum_{i=1}^{+\infty} \delta(b - a_i) \mid a_1 = a \right]$$

(80)

which by definition vanishes for $b > a$. We can use the conditional Jensen inequality (see e.g. [35]) for the quantity $J = -\sum_i \varphi(a_i)$ and obtain

$$\mathbb{E}_{K}[e^J] = \int da P(a_1 = a) \mathbb{E}_{K}[e^J|a] \leq \int da P(a_1 = a) e^{\mathbb{E}_{K} [J|a]}$$

$$= \int da \exp \left( \ln P(a_1 = a) - \int_{-\infty}^{a} db \rho_a(b) \ln(1 + e^{t^{1/3}(b-s)}) \right)$$

(81)

(82)

where we use the loose notation $P(a_1 = a)$ for the PDF of $a_1$. This inequality is true for all time (and for any determinantal process). Let us apply it now to the large time limit of the droplet initial condition, i.e. $K = K_{\text{Ai}}$ and $P(a_1 = a) = F_{2}^{*}(a)$ the PDF of the GUE Tracy Widom distribution. We now define the rescaled variables $a = t^{2/3} \tilde{a}$, $b = t^{2/3} \tilde{b}$ and $s = t^{2/3} \tilde{s}$, and use the well known left tail of the Tracy–Widom distribution $P(a_1 = t^{2/3} \tilde{a}) \simeq_{t \to +\infty} \exp(-t^{2} \tilde{a}^4 \text{T})$. Assuming the existence of the limit

$$\tilde{\rho}_a(\tilde{b}) := \lim_{t \to +\infty} t^{-1/3} \rho_{t^{2/3} \tilde{a}}(t^{2/3} \tilde{b})$$

(83)

one sees that all the terms in the exponential in (82) are uniformly of $O(\tilde{b})$, hence one can apply the saddle point method and obtain the following upper bound for the large deviation rate function (defined above)

https://doi.org/10.1088/1742-5468/aac90f
Simple derivation of the \((-\lambda H)^{5/2}\) tail for the 1D KPZ equation

\[
\Phi_{\pm}(z) \leq \Phi_{\text{sup}}^\pm(z) = \min_{\hat{a} < 0} \left[ \frac{1}{12} |\hat{a}|^3 + \theta(\hat{a} - z) \int_{\hat{a}}^{\lambda} d\hat{b} (\hat{b} - z) \hat{\rho}_\text{edge}(\hat{b}) \right].
\]  

(84)

We now consider the limit of the scaled conditional density \(\hat{\rho}\) and infer it from the work of Perret and Schehr \([36, 37]\). We obtain (dropping the tilde on the variables)

\[
\hat{\rho}_\text{edge}(a - b) = \frac{a - 2b}{2\pi \sqrt{a - b}} \theta(a - b).
\]  

(85)

This is found as follows. The conditional density that we introduced above in (80) is related to the quantity \(\rho_\text{edge}\) calculated in [37], see equations (31)–(33) there, as follows

\[
\hat{\rho}_\text{edge}(a - b) = \rho_\text{edge}(a - b|a).
\]  

(86)

We thus need the behavior of \(\rho_\text{edge}(\hat{r}|x)\) when both \(\hat{r} \to +\infty\) and \(x \to -\infty\) at the same rate. We can use tentatively the asymptotics of \(\hat{f}(\hat{r}, s)\) and \(\hat{g}(\hat{r}, s)\) in equation (80) of [36] as well as \(q(x) \approx_{x \to -\infty} \sqrt{\frac{x^2}{2}}\) and \(R(a) \approx_{x \to -\infty} \frac{a^2}{4}\). We note from the presence of the factor \(\mathcal{F}_2(x)\), that the formula (33) in [37] is presumably for the joint density and not the conditional one. Hence we must divide it by \(\mathcal{F}_2(x) = R(x)\mathcal{F}_2(x)\). This then leads to our result (85). Note that these results can also be obtained in principle by studying the resolvent (see appendix E).

One can also obtain (85) from taking the edge scaling limit of the formula obtained in [38, 42] for the same conditional density but defined in the bulk of the GUE spectrum. There this density is obtained by a saddle point method using a Coulomb gas approach. The usual edge scaling states that \(\sqrt{2N}^{1/\alpha} (\lambda_i - \sqrt{2N}) \to a_i\) in the sense of determinantal point processes. We must thus make the correspondence between the variables \(z, x\) of [38] and our variables as \(z = -\sqrt{2} - a \sqrt{\frac{a}{2N}^2}\) and \(x = a - b \sqrt{\frac{a}{2N}^2}\). We then obtain from their equations (15) and (16) for the scaled density \(f(x)\)

\[
\hat{\rho}_\text{edge}(a - b) = \lim_{N \to +\infty} \frac{N^{1/3}}{\sqrt{2}} f(x) = \frac{a - 2b}{2\pi \sqrt{a - b}} \theta(a - b)
\]  

(87)

which coincides with (85) (the prefactor in (87) comes from the identification of the densities, using the notations of [38], \(\frac{1}{N} \hat{\rho}_\text{edge}(a) = \rho_N(\lambda) d\lambda = f(x) dx = f(x) \frac{db}{\sqrt{2N^{2/3}}})\). The fact that the two calculations give the same result is a good indication that our limit procedure is correct.

Inserting now the formula (85) for \(\hat{\rho}\) inside the minimization problem (84), leads to

\[
\Phi_{\text{sup}}^\pm(z) = \min_{\hat{a} < 0} \left[ \frac{1}{12} |\hat{a}|^3 - \theta(\hat{a} - z) \frac{2(\hat{a} - z)^{3/2} (3\hat{a} + 2z)}{15\pi} \right].
\]  

(88)

The minimum is attained for \(z < \hat{a} < 0\) at the value \(\hat{a} = a^* = -\frac{1}{\pi^2} (\sqrt{4 - \pi^2z} - 2) = \frac{2 + \sqrt{1 + \pi^2z}}{2\pi}\). Computing the value at the minimum, one obtains the upper bound \(\Phi_{\pm}(z) \leq \Phi_{\text{sup}}^\pm(z)\) with

\[
\Phi_{\text{sup}}^\pm(z) = \frac{16(\sqrt{4 - \pi^2z} - 2)^3}{3\pi^6} - \frac{4(\pi^2z - 6\sqrt{4 - \pi^2z} + 12)(-\pi^2z - 4\sqrt{4 - \pi^2z} + 8)}{15\pi^6}.
\]  

(89)
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One can compare the upper bound with the conjecture of [17], denoted here $\Phi_-(z)$ and given in (4)

(i) At small negative $z$ one has

\[ \Phi_-^{\text{sup}}(z) = \frac{|z|^3}{12} - \frac{\pi^2 z^4}{192} + O(z^5) \quad \text{,} \quad \Phi_-(z) = \frac{|z|^3}{12} - \frac{\pi^2 z^4}{96} + O(z^5) \]  

(ii) At large negative $z$ one has

\[ \Phi_-^{\text{sup}}(z) = \frac{4|z|^{5/2}}{15\pi} - \frac{8|z|^{3/2}}{3\pi^3} + O(|z|) \quad \text{,} \quad \Phi_-(z) = \frac{4|z|^{5/2}}{15\pi} - \frac{z^2}{2\pi^2} + \frac{2|z|^{3/2}}{3\pi^3} + O(|z|). \]

The result of [17] passes the test of the bound, which is quite good, as can also be seen on the figures 1 and 2.

Finally we note that a conditional bound in the case of the critical half-space can be deduced immediately from the above results. Indeed, in [38] it is shown that the conditional density is the same for GUE and GOE. Hence we expect that $\tilde{\rho}_h(a)$ is the same function for the GOE edge point process and the Airy point process. On the other hand

Figure 1. Comparison of the predicted rate function and its upper bound as a function of $z$. Orange: upper bound. Blue: predicted.

Figure 2. Ratio of the predicted rate function to its upper bound, $\Phi_-(z)/\Phi_-^{\text{sup}}(z)$, as a function of $-z$ in log scale.
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for the GOE case \(P(a_1 = a) \sim e^{-\frac{1}{2} |a|^3}\). Since in that case the bound uses \(\mathcal{J} = \frac{1}{2} \sum_{i} \varphi(a_i)\) (see previous subsection) we obtain for the critical case \(A = -1/2\)

\[
\Phi_{-\text{half-space}}(z) \leq \frac{1}{2} \Phi_{-\text{full-space}}(z)
\]

(92)

where \(\Phi_{-\text{full-space}}(z)\) is the upper bound for the full-space rate function given above. Recall from equation (72) that for \(A = +\infty\) one can show that \(\Phi_{-\text{half-space}}(z) \leq \frac{1}{2} \Phi_{-\text{full-space}}(z)\).

In addition from matching with the left tail of the GSE Tracy Widom distribution for the typical fluctuations found in [32], one can surmise that for small negative \(z\), \(\Phi_{-\text{half-space}}(z) \approx \frac{1}{2} |z|^3\) for \(A = +\infty\). Hence it is overall tempting to conjecture that \(\Phi_{-\text{half-space}}(z) = \frac{1}{2} \Phi_{-\text{full-space}}(z)\) for all boundary conditions \(A \geq -1/2\).

9. Interpretation of the large deviations in terms of fermions

There exists an interpretation of the large deviations of the solution of the KPZ equation in terms of fermions in quantum mechanics. This section closely follows the one of [9] where the short time large deviations studied there, referring to the high (reduced) temperature limit, are replaced here by the large time large deviation, now referring to the low (reduced) temperature limit of the quantum problem.

Consider the quantum problem of \(N\) non-interacting spinless fermions of mass \(m\) in an harmonic trap at finite temperature \(T\) described by the Hamiltonian

\[
H = \sum_{i=1}^{N} \frac{p_i^2}{2m} + \frac{1}{2} m\omega^2 x_i^2.
\]

We use \(x^* = \sqrt{\hbar/m\omega}\) and \(T^* = \hbar\omega\) as units of length and energy. At \(T = 0\), in the ground state and for large \(N\), the average fermion density is given by the semi-circle law with an edge at \(x_{\text{edge}} = \sqrt{2N}\). At finite temperature, the behavior of the physical quantities in the bulk changes on a temperature scale \(T \sim N\) (bulk scaling), while near the edge it varies on a scale \(T = N^{1/3}/b\), where \(b\) is the inverse reduced temperature, a parameter of order one. Here we are interested in the position of the rightmost fermion \(x_{\text{max}}(T)\). Its cumulative distribution was shown, see [39, 40], to be given by the same Fredholm determinant as in equation (6) for the solution of the KPZ equation with droplet initial condition.

\[
\mathbb{P} \left( \frac{x_{\text{max}}(T) - x_{\text{edge}}}{w_N} \leq s \right) \approx Q_{t=b^3}(s)
\]

(93)

where \(w_N = N^{-1/6}/\sqrt{2}\), and the equivalence is valid for \(N, T \to +\infty\) with \(b\) fixed.

Since we have already analyzed the long time limit \(t \gg 1\) of the Fredholm determinant \(Q(s)\), this provides us with an explicit formula for the fermion problem valid in the low reduced temperature region \(b \gg 1\) of the edge scaling regime. For this aim, we apply the scaling \(s = \frac{t^{2/3}}{\sqrt{2}}\), where \(t^{2/3} = N^{2/3}/T^2\). This lead us to define

\[
w_N(T) = t^{2/3} w_N = b^{2} w_N = \sqrt{\frac{N}{2}} \frac{1}{\sqrt{T}}.
\]

Thus \(w_N(T)\) sets the scale of fluctuations of \(x_{\text{max}}\) for the regime \(t \gg 1\) corresponding to \(T \ll N^{1/3}\).

Using the large deviation of the Fredholm determinant for large negative argument, we observe the relation in terms of fermions.

https://doi.org/10.1088/1742-5468/aac90f
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\[
\log \mathbb{P}\left( \frac{x_{\text{max}}(T) - x_{\text{edge}}}{w_N(T)} \leq \tilde{s} \right) \simeq -\frac{4}{15\pi} \frac{N^2}{T^6} (-\tilde{s})^{5/2}
\]  
(94)

valid for \(\tilde{s}\) fixed but large negative, and \(b\) fixed. More generally, given the large deviation form of equation (3) we expect that

\[
\log \mathbb{P}\left( \frac{x_{\text{max}}(T) - x_{\text{edge}}}{w_N(T)} \leq \tilde{s} \right) \simeq -b^6 \tilde{\Phi}_-(\tilde{s} = \frac{s}{b^2})
\]  
(95)

which reduces to equation (94) for large negative \(\tilde{s}\). In the opposite limit of \(\tilde{s} \to 0^-\), i.e. \(b \to +\infty\), using \(\tilde{\Phi}_-(\tilde{s}) \simeq \frac{1}{12} |\tilde{s}|^3\), see [16, 40], one matches to the zero temperature regime

\[
\log \mathbb{P}\left( \frac{x_{\text{max}}(T) - x_{\text{edge}}}{w_N} \leq s \right) \simeq -\frac{1}{12} |s|^3
\]  
(96)

which is the left tail of the GUE Tracy Widom distribution \(F_2(s)\) that indeed describes the zero temperature fluctuations of the position of the rightmost fermion, see [40].

We note that the \(N^2\) factor in equation (94) is reminiscent of the one present in the large deviation of the pushed Coulomb gas, see [41]. Let us recall that the left large deviation rate function for the largest eigenvalue of the GUE ensemble reads

\[
\log P(\lambda_{\text{max}}, N) \simeq -2N^2 \Phi_{RMT}^{\text{RMT}}\left( \frac{\lambda_{\text{max}} - \sqrt{2N}}{\sqrt{N}} \right)
\]  
(97)

where \(\Phi_{RMT}^{\text{RMT}}(z)\) is calculated in [38, 42] and satisfies \(\Phi_{RMT}^{\text{RMT}}(z) = \frac{1}{6\sqrt{2}}|z|^3\) at small \(z < 0\). One can also check directly that equation (95) for \(b \to 0\) also matches the GUE large deviation rate function at small \(z\).

Finally, note that if we choose to rescale \(\tilde{s}\) to take into account the scale of fluctuations \(w_N(T)\), we get heuristically

\[
\log \mathbb{P}\left( x_{\text{max}}(T) - x_{\text{edge}} \leq \tilde{s} \right) \simeq -\frac{2^{13/4}}{15\pi} \frac{N^{3/4}}{T} (-\tilde{s})^{5/2}
\]  
(98)

The factor \(1/T\) now allows us to interpret the large deviation function as a classical Boltzmann factor with a non-trivial, sub-linear \(N\) dependence, i.e. as a particle in a \(5/2\) power-law potential with sub-extensive amplitude.

10. Conclusion

We have presented in this paper two simple methods to compute the large time large deviation tail of the solution of the KPZ equation and have confirmed that for both droplet and Brownian initial conditions, the cumulative distribution has a large deviation form, for \(\tilde{s}\) negative and large,

\[
- \log \mathbb{P}(H < t \tilde{s}) \simeq t^2 \left( \frac{4}{15\pi} \right) (-\tilde{s})^{5/2}
\]  
(99)
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where we have shown that these results only depend on the asymptotic density of states of the determinantal process related to the moment generating function of the solution. These methods only use simple tools from determinantal process theory and do not require an involved analysis of the Painlevé equation formulation of the related Fredholm determinant, making the generalization straightforward to different kernels that would appear for other initial conditions as long as a Fermi weight is present.

We have provided hints of the extension of the cumulant expansion method to arbitrary time and applied it also to a Pfaffian point process—the half-space KPZ problem. In particular, we have observed that the first cumulant alone allows to extract the entire large deviation rate functions at short time that were previously obtained in [9, 12] by a different method, involving summation of traces of the Fredholm determinant (close in spirit to method A of the present paper). The extension of our method also implies that at any time \(t\), as long as \(st^{1/3}\) is negative and large enough, we have the following large deviation principle for droplet initial condition

\[
-\log \mathbb{P}(H < st^{1/3}) \simeq \frac{4}{15\pi} t^{1/3} (-s)^{5/2}. \tag{100}
\]

Proceeding to the rescaling \(s = t^{-1/3} \hat{s}\), this is indeed the form observed at short time for both droplet and Brownian initial conditions, see [9–13]. It is thus likely that the left tail in equation (100) also holds for the Brownian initial condition. For the half-space problem we have found that the left large deviation rates are consistently equal to half of the full space ones.

We also provided exact bounds and a number of conjectures related to the large deviation rate function and the cumulant expansion and presented an interpretation of the large deviations in terms of trapped fermions in quantum mechanics. We hope that these simple methods will provide a further bridge between the different time regimes.
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**Appendix A. Calculation of the asymptotics of the deformed Airy kernel and of the Airy kernel at large time**

In this appendix, we derive in details the calculation of the asymptotics of the deformed Airy kernel at large time presented in equation (15) and first recall its integral definition, see [25–27].

\[
K_{Ai,\Gamma}(v, v') = \frac{i}{4\pi^2} \int_{-\infty + i\epsilon}^{+\infty + i\epsilon} d\eta d\eta' \frac{\exp \left( \frac{\eta^2}{3} + iv\eta + i\eta'^2 + iv'\eta' \right)}{\eta + \eta'} \frac{\Gamma(it^{-\frac{1}{3}}\eta + w)}{\Gamma(it^{-\frac{1}{3}}\eta' + w)} \frac{\Gamma(it^{-\frac{1}{3}}\eta + w)}{\Gamma(it^{-\frac{1}{3}}\eta' + w)} \tag{A.1}
\]
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where \(\epsilon = 0^+\). At large time we proceed to the rescaling \(v \to t^{2/3}v, \eta \to t^{1/3}\eta\), yielding

\[
K_{\text{Ai}, \Gamma}(vt^{2/3}, v't^{2/3}) = \frac{i t^{1/3}}{4\pi^{2}} \int\int_{-\infty+\i \epsilon}^{+\infty+\i \epsilon} d\eta d\eta' \exp \left( it \left( \frac{\eta^3}{3} + \eta \eta' + \frac{\eta'^3}{3} + v' \eta' \right) \right) \frac{\Gamma(i \eta + w)}{\eta + \eta'} \frac{\Gamma(i \eta' + w)}{\eta' + \eta}. \tag{A.2}
\]

As the large parameter \(t\) is only present in the exponential, the saddle points are the same as those of the Airy function

\[
\eta = \pm \eta_p, \quad \eta_p = \sqrt{-v}, \quad \eta' = \pm \eta'_p, \quad \eta'_p = \sqrt{-v'}. \tag{A.3}
\]

In particular, they force \(v\) and \(v'\) to be negative so that the kernel does not decrease exponentially. We have four combinations to compute over the pairs of saddle points.

\[
K_{\text{Ai}, \Gamma}(vt^{2/3}, v't^{2/3}) = \sum_{\pm_1} \sum_{\pm_2} \frac{it^{-2/3}}{4\pi} \sqrt{\frac{1}{-(\pm_1)(\pm_2)\eta_p \eta'_p}} \exp \left( \frac{2it}{3} (\pm_1 \eta_p^3 + \pm_2 \eta'^3) \right) \frac{\Gamma(\pm_1 i \eta_p + w)}{\eta_p + \eta_p} \frac{\Gamma(\pm_2 i \eta'_p + w)}{\eta'_p + \eta'_p}. \tag{A.4}
\]

We require \(\pm_1 = (-)\pm_2\) as this choice provides the leading term in time.

\[
K_{\text{Ai}, \Gamma}(vt^{2/3}, v't^{2/3}) = \sum_{\pm} \frac{it^{-2/3}}{4\pi} \sqrt{\frac{1}{\eta_p \eta'_p}} \exp \left( \frac{2it}{3} (\eta_p^3 - \eta'_p^3) \right) \frac{\Gamma(\pm i \eta_p + w)}{\eta - \eta_p} \frac{\Gamma(\pm i \eta'_p + w)}{\eta - \eta'_p}. \tag{A.5}
\]

we finally define \(v' = v + \frac{\kappa}{t}\), so that \(\eta'_p - \eta_p = -\frac{\kappa}{2\eta_p}\) and observe that at leading order in \(t\) the ratio of \(\Gamma\) functions simplifies to 1.

\[
K_{\text{Ai}, \Gamma}(v't^{2/3}, (v + \frac{\kappa}{t})t^{2/3}) = \sum_{\pm} \frac{it^{1/3}}{2\pi} \exp \left( \pm i \sqrt{-v \kappa} \right) \frac{\pi}{\kappa} \sin \left( \sqrt{-v \kappa} \right). \tag{A.6}
\]

which is the formula given in the text. Note that the same formula holds for the standard Airy kernel \(K_{\text{Ai}}\) which has the same integral representation without gamma functions.

### Appendix B. Asymptotics of the off-diagonal GOE kernel at large time

Here we show that for \(v < 0\)

\[
K_{12}(vt^{2/3}, (v + \frac{\kappa}{t})t^{2/3}) \simeq \frac{t^{1/3}}{\pi} \sin \left( \sqrt{-v \kappa} \right). \tag{B.1}
\]

We use the definition (65). Since we have already shown the asymptotics (B.1) for \(K_{\text{Ai}}\) we can now use that

\[
\int_{-\infty}^{y} dr \text{Ai}(r) \simeq \frac{1}{\sqrt{\pi}|y|^{3/2}} \cos \left( \frac{2}{3} |y|^{3/2} + \frac{\pi}{4} \right). \tag{B.2}
\]
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Hence, from the identity \(\int_{-\infty}^{+\infty} dr \text{Ai}(r) = 1\) and the asymptotics \(|\text{Ai}(x)| \approx \frac{1}{\sqrt{\pi |x|^{1/4}}}\) one sees that the additional terms in (65) are negligible since

\[
\lim_{t \to +\infty} t^{-1/3} \text{Ai}(vt^{2/3}) \int_{-\infty}^{0} dr \text{Ai}(r + (v + \frac{\kappa}{t})t^{2/3})) = 0.
\]

(B.3)

Appendix C. Calculation of the long time estimate of the Fredholm determinant

We present in this appendix the details of the calculation of the long estimate of the Fredholm determinant presented in section 4. Using the identity \(\log \text{Det} = \text{Tr} \log\), and expanding the logarithm into a series, the Fredholm determinant can be computed as

\[
\log Q_i(s) = -\sum_{p=1}^{\infty} \frac{1}{p} \text{Tr} K_{t,s}^p
\]

where we recall the definition of the trace of a Kernel

\[
\text{Tr} K_{t,s}^p = \int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{\infty} dv_2 \ldots \int_{-\infty}^{\infty} dv_p K_{\text{Ai}}(v_1, v_2) \ldots K_{\text{Ai}}(v_p, v_1) \sigma_{t,s}(v_1) \ldots \sigma_{t,s}(v_p).
\]

(C.2)

Proceeding to the proposed rescaling of section 3, we obtain

\[
\text{Tr} K_{t,s}^p = t^{2p/3} \int_{-\infty}^{\infty} dv_1 \int_{-\infty}^{\infty} dv_2 \ldots \int_{-\infty}^{\infty} dv_p K_{\text{Ai}}(v_1 t^{2/3}, v_2 t^{2/3}) \ldots K_{\text{Ai}}(v_p t^{2/3}, v_1 t^{2/3})
\]

\[
\sigma(t(v_1 - s)) \ldots \sigma(t(v_p - s)).
\]

(C.3)

One can then use the asymptotic expansion of the Airy kernel in the large time limit, see equation (15) and appendix A,

\[
K_{\text{Ai}} \left( v_1 t^{2/3}, (v_1 + \frac{\kappa}{t})t^{2/3} \right) \approx \frac{t^{1/3} \sin(\sqrt{|v_1|\kappa})}{\pi \kappa} \Theta(-v_1).
\]

(C.4)

On the other hand, for \(v_1 > 0\), the Airy kernel vanishes exponentially in the long time limit and therefore only the region where all the \(v_i\) are negative needs to be considered in equation (C.3). Hence for \(p \geq 2\), separating the center of mass coordinate (which we take as \(v_1\)) and the \(p - 1\) relative coordinates \(v_j = v_{j-1} + \frac{\kappa_j}{t}\) we obtain after rescaling all \(\kappa\)'s by \(\sqrt{v_1}\)

\[
\text{Tr} K^p \approx \frac{t}{\pi^p} \int_{-\frac{\kappa_i}{t\sqrt{|v_1|}}}^{0} dv_1 \sqrt{|v_1|} \prod_{i=1}^{p} \sigma(t(v_1 - s) + \sum_{j=1}^{i} \frac{\kappa_j}{\sqrt{|v_1|}}) \frac{\sin(\kappa_1)}{\kappa_1} \frac{\sin(\kappa_2)}{\kappa_2} \ldots \frac{\sin(\kappa_p)}{\kappa_p} \delta(\kappa_1 + \kappa_2 + \ldots + \kappa_p).
\]

(C.5)

We have reduced the range of integration of \(v_1\) due to the fact that the weight function vanishes exponentially for \(v_1 < s\). If \(s\) is positive, then this unfortunately competes with the exponential decrease of the Airy kernel. For negative \(s\), there exists a small interval \([-\delta, 0]\) where things do not vanish exponentially. As we are interested in the left tail of
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the distribution, we are indeed in the case \(\delta s < 0\). Note that from this expression, the symmetry \(\{\kappa\} \leftrightarrow \{-\kappa\}\) is preserved.

We now want to evaluate the leading order of the Fredholm determinant. We make the hypothesis that we can neglect the term \(\sum_{j=2}^{i} \kappa_j / |v_1|\) in the Fermi factors, then the traces can be rewritten as

\[
\text{Tr}K^p \simeq \frac{t}{\pi} \int_{\delta s}^{0} dv_1 \sqrt{|v_1|} \sigma(t(v_1 - \delta s))^p \int_{-ts \delta s \sqrt{|v_1|}}^{0} \int_{ts \delta s \sqrt{|v_1|}}^{0} \frac{\sin(\kappa_1) \sin(\kappa_2)}{\kappa_1} \ldots \frac{\sin(\kappa_p)}{\kappa_p} \delta(\kappa_1 + \kappa_2 + \ldots + \kappa_p).
\]

(C.6)

In order to deal with the coupling between the \(\kappa\)'s, we express the \(\delta\) functions in Fourier space.

\[
I_p = \int_{-ts}^{0} \frac{d\kappa_1}{2\pi} \int_{ts}^{0} \frac{d\kappa_2}{2\pi} \ldots \frac{d\kappa_p}{2\pi} \frac{\sin(\kappa_1) \sin(\kappa_2) \ldots \sin(\kappa_p)}{\kappa_1} \ldots \frac{\sin(\kappa_p)}{\kappa_p} \delta(\kappa_1 + \kappa_2 + \ldots + \kappa_p)
\]

\[
= \int_{-\infty}^{\infty} \frac{d\kappa}{2\pi} \int_{-ts \sqrt{|v_1|}}^{0} \frac{d\kappa_1}{2\pi} \int_{ts \sqrt{|v_1|}}^{0} \frac{d\kappa_2}{2\pi} \ldots \frac{d\kappa_p}{2\pi} \frac{\sin(\kappa_1) \sin(\kappa_2) \ldots \sin(\kappa_p)}{\kappa_1} \ldots \frac{\sin(\kappa_p)}{\kappa_p} e^{i\kappa \sum_{j=1}^{p} \kappa_j}
\]

\[
= \int_{-\infty}^{\infty} \frac{d\kappa}{2\pi} \left( \text{Si}(ts \sqrt{|v_1|}(1 + k)) + \text{Si}(ts \sqrt{|v_1|}(1 - k)) \right)^p
\]

(C.7)

where \(\text{Si}(x) = \int_{0}^{x} ds \frac{\sin(s)}{s}\). Using the limit for \(|v_1|\) fixed

\[
\lim_{ts \to +\infty} \text{Si}(ts \sqrt{|v_1|}(1 + k)) = \frac{\pi}{2} \text{sgn}(1 + k),
\]

(C.8)

we deduce for any \(p \geq 1\)

\[
\lim_{ts \to +\infty} \left( \text{Si}(ts \sqrt{|v_1|}(1 + k)) + \text{Si}(ts \sqrt{|v_1|}(1 - k)) \right)^p = \pi^p 1_{k \in [-1,1]}
\]

(C.9)

where \(1_{k \in [-1,1]}\) is the indicator function of \([-1,1]\), allowing us to obtain \(I_p = \pi^{p-1}\) as in [9, 12]. The trace is therefore simplified onto

\[
\text{Tr}K^p \simeq \frac{t}{\pi} \int_{\delta s}^{0} dv_1 \sqrt{|v_1|} \sigma(t(v_1 - \delta s))^p.
\]

(C.10)

Doing the summation over \(p\), we obtain as in section 4

\[
\log Q_1(s) = -\frac{t}{\pi} \int_{\delta s}^{0} dv_1 \sqrt{|v_1|} \sum_{p=1}^{\infty} \frac{\sigma(t(v_1 - \delta s))^p}{p}
\]

\[
= -\frac{t}{\pi} \int_{\delta s}^{0} dv_1 \sqrt{|v_1|} \ln(1 + e^{t(v_1 - \delta s)})
\]

\[
\simeq -\frac{t^2}{\pi} \int_{\delta s}^{0} dv_1 \sqrt{|v_1|}(v_1 - \delta s)
\]

\[
\simeq -\frac{4t^2}{15\pi} (-\delta)^{5/2}.
\]

(C.11)
Appendix D. Fredholm determinant, cumulant expansion and BCH formula

D.1. Cumulant expansion

For a set of points \( \{a_i\}_{i \in \mathbb{N}} \) following a determinantal point process with kernel \( K \), we are interested in evaluating the general quantity \( E_K[\exp (-\sum_i \varphi(a_i))] \) for any function \( \varphi \). As derived in the text and recalling results from [28, 31], we have the identity

\[
\log E_K \left[ \exp \left( -\sum_{i=1}^{\infty} \varphi(a_i) \right) \right] = -\sum_{p=1}^{\infty} \frac{1}{p} \text{Tr}[(1 - e^{-\varphi})K]^p].
\] (D.1)

Expanding \( 1 - e^{-\varphi} \) to the third order allows us to obtain the first three cumulants.

(i) \( p = 1 \)

\[-\text{Tr}[(1 - e^{-\varphi})K] = -\text{Tr}(\varphi K) + \frac{1}{2} \text{Tr}(\varphi^2 K) - \frac{1}{6} \text{Tr}(\varphi^3 K)\] (D.2)

(ii) \( p = 2 \)

\[-\frac{1}{2} \text{Tr}[((1 - e^{-\varphi})K)^2] = -\frac{1}{2} \text{Tr}(\varphi K \varphi K) + \frac{1}{2} \text{Tr}(\varphi K \varphi^2 K)\] (D.3)

(iii) \( p = 3 \)

\[-\frac{1}{3} \text{Tr}[((1 - e^{-\varphi})K)^3] = -\frac{1}{3} \text{Tr}(\varphi K \varphi K \varphi K)\] (D.4)

The \( n \)th cumulant \( \kappa_n(\varphi) \) is defined as \( n! \) times the term of order \( \varphi^n \) in this expansion

\[
\log E_K \left[ \exp \left( -\sum_{i=1}^{\infty} \varphi(a_i) \right) \right] = \sum_{n=1}^{\infty} \frac{\kappa_n(\varphi)}{n!}.
\] (D.5)

Grouping the various terms, we end up having

\[
\kappa_1(\varphi) = -\text{Tr}(\varphi K), \quad \kappa_2(\varphi) = \text{Tr}(\varphi^2 K) - \text{Tr}(\varphi K \varphi K),
\]

\[
\kappa_3(\varphi) = -\text{Tr}(\varphi^3 K) + 3\text{Tr}(\varphi K \varphi^2 K) - 2\text{Tr}(\varphi K \varphi K \varphi K).
\] (D.6)

The formula for the general cumulant can be found in [29] where similar problems of linear statistics have been studied

\[
\kappa_n(\varphi) = \sum_{l=1}^{n} \frac{(-1)^{n+l+1}}{l} \sum_{m_1 \ldots m_l \geq 1}^{n} \frac{n!}{m_1! \ldots m_l!} \text{Tr}(\varphi^{m_1} K \varphi^{m_2} K \ldots \varphi^{m_l} K). \] (D.7)

D.2. Parallel with the BCH formula

Noticing that \( \text{Tr}(K) = \text{Tr}(K^2) \) by the reproducing property, we can rewrite the second cumulant in another way, using the cyclicity of the trace
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\[
\text{Tr}(\varphi^2 K) - \text{Tr}(\varphi K \varphi K) = \text{Tr}(\varphi K K \varphi) - \text{Tr}(\varphi K \varphi K) \\
= \text{Tr}(\varphi K [K \varphi - \varphi K]). \tag{D.8}
\]

It is possible to define a commutator \([K, \varphi] = K \varphi - \varphi K\) so that \([K, \varphi](a, b) = K(a, b) (\varphi(b) - \varphi(a))\) and to call some extension of the BCH formula for determinantal processes. In the same way, the third cumulant gives

\[
\text{Tr}(\varphi^3 K) - 3 \text{Tr}(\varphi K \varphi^2 K) + 2 \text{Tr}(\varphi K \varphi K \varphi K) = \text{Tr}\left(\varphi K \left(2[\varphi, K]^2 + [\varphi, [\varphi, K]]\right)\right). \tag{D.9}
\]

Keeping the first three orders, we have

\[
\log \mathbb{E}_K \left[ \exp \left( - \sum_{i=1}^{\infty} \varphi(a_i) \right) \right] = -\text{Tr} \left( \varphi K \left( 1 + \frac{1}{2} [\varphi, K] + \frac{1}{3} [\varphi, K]^2 + \frac{1}{6} [\varphi, [\varphi, K]] \right) \right) \\
+ \text{higher order cumulants}. \tag{D.10}
\]

At the moment, the existence of a relation with the BCH formula is purely conjectural. A direction would be to investigate whether an analogue structure holds for higher order cumulants. We finally recall for completeness the BCH formula, see [43], for any square matrices \(X\) and \(Y\)

\[
\log (\exp X \exp Y) = X + Y + \frac{1}{2} [X, Y] + \frac{1}{12} ([X, [X, Y]] + [Y, [Y, X]]) + \ldots \tag{D.11}
\]

### Appendix E. Conditional determinantal point process

In this appendix, we show, in a very simple way, that a determinantal point process conditioned to its largest point is again a determinantal point process with a new kernel. More elaborate proofs can be found in [44].

Let us choose a set \(\{a_i\}\) following a determinantal point process with kernel \(K\). We condition the process on the largest element being smaller than \(s\), i.e. \(a_1 < s\). We find below that this new point process is again a determinantal point process, with a new kernel involving the resolvant of \(K\), and equal to \((I - P_s) K(I - P_s K)^{-1}\), where we have defined the projector \(P_s(a) = \theta(a > s)\). Calling \(\rho(a, s)\) the associated conditional density, we have

\[
\rho(a, s) = \left[ (I - P_s) K(I - P_s K)^{-1} \right]_{aa}. \tag{E.1}
\]

**Proof.** For any point process and any function \(f\), the density defined as \(\rho(a, s) = \mathbb{E} \left[ \sum_{i=1}^{\infty} \delta(a - a_i) \mid a_1 < s \right]\) is obtained as

\[
\mathbb{E} \left[ \prod_{i=1}^{\infty} (1 + \varepsilon f(a_i)) \mid a_1 < s \right] = 1 + \varepsilon \mathbb{E} \left[ \sum_{i=1}^{\infty} f(a_i) \mid a_1 < s \right] + \mathcal{O}(\varepsilon^2) \\
= 1 + \varepsilon \int_{\Omega} da \rho(a, s) f(a) + \mathcal{O}(\varepsilon^2). \tag{E.2}
\]

For the conditioned process, using the Fredholm determinant representation of the expectation value (E.2) and Bayes formula, we obtain

\[https://doi.org/10.1088/1742-5468/aac90f\]
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\[
\mathbb{E}\left[\prod_{i=1}^{\infty}(1 + \varepsilon f(a_i)) \mid a_1 < s\right] = \mathbb{E}\left[\prod_{i=1}^{\infty}(1 + \varepsilon f(a_i))\theta(a_i < s)\right] / \mathbb{P}(a < s) \\
= \frac{\text{Det} [I + [(1 + \varepsilon f)\theta(a < s) - I]K]}{\text{Det} [I - \theta(a > s)K]} \\
= \frac{\text{Det} [I - \theta(a > s)K + \varepsilon f\theta(a < s)K]}{\text{Det} [I - \theta(a > s)K]} \\
= \frac{\text{Det} [I + \varepsilon f(I - P_s)K(I - P_sK)^{-1}]}{\text{Det} [I - \theta(a > s)K]} \\
= 1 + \varepsilon \text{Tr}(f\theta(a < s)K[I - \theta(a > s)K]^{-1}) + O(\varepsilon^2). \quad (E.3)
\]

Identifying the first order in \(\varepsilon\) for any function \(f\) yields the formula (E.1), and the line before last shows that it is a determinantal process with the kernel defined above. \(\square\)
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