Benchmarking Danish hospitals on mortality and readmission rates after cardiovascular admission
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Objective: The aim of this study was to examine hospital performance measures that account more comprehensively for unique mixes of patients’ characteristics.

Design: Nationwide cohort registry-based study within a population-based health care system.

Participants: In this study, 331,513 patients discharged with a primary cardiovascular diagnosis from 1 of 26 Danish hospitals during 2011–2015 were included. Data covering all Danish hospitals were drawn from the Danish National Patient Registry and the Danish National Health Service Prescription Database.

Main outcome measures: Thirty-day post-admission mortality rates, 30-day post-discharge readmission rates, and the associated numbers needed to harm were measured.

Methods: For each index hospital, we used a non-parametric logistic regression model to compute propensity scores. Propensity score weighted patients treated at other hospitals collectively resembled patients treated at the index hospital in terms of age, sex, primary discharge diagnosis, diagnosis history, medications, previous cardiac procedures, and comorbidities. Outcomes for the weighted patients treated at other hospitals formed benchmarks for the index hospital. Doubly robust regression formally tested whether the outcomes of patients at the index hospital differed from the outcomes of the patients used to form the benchmarks. For each index hospital, we computed the false discovery rate, ie, the probability of being incorrect if we claimed the hospital differed from its benchmark.

Results: Five hospitals exceeded their benchmark for 30-day mortality rates, with the number needed to harm ranging between 55 and 137. Seven hospitals exceeded their benchmark for readmission, with the number needed to harm ranging from 22 to 71. Our benchmarking approach flagged fewer hospitals as outliers compared with conventional regression methods.

Conclusion: Conventional methods flag more hospitals as outliers than our benchmarking approach. Our benchmarking approach accounts more thoroughly for differences in hospitals’ patient case mix, reducing the risk of false-positive selection of suspected outliers. A more comprehensive system of hospital performance measurement could be based on this approach.
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Introduction

Measures of hospitals’ quality may identify poorly performing hospitals in need of improvement, point to high-performing hospitals that can share best practices, and inform patients, providers, and administrators about hospital performance.¹² Methods of assessing quality of care have been debated for several years,³–⁵ with hospital-related mortality used widely as a marker.⁶,⁷ Mortality measures have the advantage that reporting of death is mandatory and comprehensive in many countries.⁴ The hospital
standardized mortality ratio has been publicly available in the UK since 2001. Defined as the ratio of observed to expected deaths multiplied by 100, expected deaths are derived from statistical models that adjust for available case mix factors such as age, sex, primary diagnosis, and comorbidity.

Hospital readmission is another potential surrogate measure of quality of care. In the USA, ~20% of the Medicare patients are readmitted within 30 days after hospital discharge. Although most hospital readmissions seem to have non-modifiable causes, high readmission rates of patients with defined conditions may reflect quality-of-care barriers.

Variation in hospital performance measures such as 30-day mortality or 30-day readmission rates can stem in part from patient differences, ie, one hospital may have higher mortality and readmission rates than other hospitals, but it might also be treating patients with more complex and life-threatening conditions. The adequacy of adjustment for case mix thus remains a major challenge. In this study, we examined an alternative approach; instead of comparing hospitals head-to-head with adjustment for measured differences, we benchmarked an index hospital by comparing its performance measures with those calculated for a group of patients selected from other hospitals, who have characteristics similar to those of patients treated at the index hospital.

In this study, we define the benchmarking methodology, apply it to 30-day mortality and 30-day readmission rates for Danish hospitals, compute the number needed to harm for each hospital, and compare the outlier classification of hospitals using this approach with the classification obtained using conventional, regression-based adjustment methods. Hence, we examined performance measures for hospitals that account comprehensively for unique mixes of patients’ characteristics, including age, sex, diagnoses, medications, procedures, and comorbidities. Although the benchmarking method is broadly applicable to any class of patients, we apply it here to patients discharged with a circulatory disorder diagnosis.

Materials and methods
Data sources and study population
We conducted our nationwide cohort study in Denmark during 2011–2015. Denmark has a mixed rural and urban population of ~5.6 million persons. The Danish National Health Service provides tax-funded medical care to all residents, guaranteeing free access to general practitioners and inpatient/outpatient care in 1 of 26 hospital facilities, as well as partial reimbursement for prescription drugs (unpublished data).

All Danish residents have a civil registration number (CRN), which allows unambiguous linkage between medical databases and public administrative registries, provided by the Danish Civil Registration System, which has recorded all changes in vital status and migration for the entire Danish population since 1968, with daily electronic updates.

This study was based on the data from the Danish National Patient Registry (DNPR), which has recorded all admissions to Danish hospitals since 1977. In the DNPR, diagnoses have been classified according to the ICD-8 up to 1995 and the ICD-10 since then.

We identified a cohort consisting of all patients with acute inpatient admissions to Danish hospitals between 2011 and 2015, with diseases of the circulatory system (ICD codes: 100–199) as the primary discharge diagnosis. We linked transfers between hospitals, considering them as a single admission, and used the primary diagnosis from the first admission as the diagnosis code. To focus the study on more common diagnosis categories and to facilitate the process of finding matching patient cases across hospitals, we included only ICD-10 codes assigned to at least 400 patients during the 5-year study period and present in at least six of the hospitals.

We linked the cohort to the National Health Service Prescription Database, which includes data on all reimbursable prescriptions redeemed at community pharmacies and hospital-based outpatient pharmacies in Denmark since 2004. This database contains dispensing information including the Anatomical Therapeutic Chemical Classification code, date of dispensing, number of prescription refills, and pack size.

Outcome measures
To ascertain study outcomes, we obtained information from the Danish Civil Registration system on overall mortality within 30 days after admission. Information on 30-day readmissions, defined as any hospital admission occurring from 1 to 30 days after the discharge date from the index admission, was obtained from the DNPR.

In addition to computing mortality and readmission rates for each hospital, we computed 30-day mortality and 30-day readmission rates for a benchmark population of patients treated at other hospitals as specified in the section “Statistical analyses”. To characterize the magnitude of the difference between a given hospital and the benchmarked population at other hospitals, we computed the number needed to harm, ie, the number of patients needed to be treated at a given hospital to cause an additional fatality/readmission that would not have occurred at another hospital. This was computed...
as the inverse of the difference in rates between the hospital and its benchmark population.

For each hospital, we also computed a false discovery rate for 30-day mortality and a false discovery rate for 30-day admissions (described in more detail in the section “Statistical analyses”). The false discovery rate is defined as the probability that a hospital flagged as an outlier is in truth not an outlier.20,21 We used the false discovery rate to weigh the evidence that a hospital is an outlier, based on the precision of the rate estimates and the magnitude of the difference between a hospital’s mortality/readmission rate and the associated benchmark rate. We flagged as an outlier any hospital with a false discovery rate <0.05, signaling a probability in excess of 0.95 that the hospital was an outlier.

Confounding factors
For all patients, we obtained age and sex details from their CRN in the Civil Registration System. We used the DNPR to ascertain diagnosis history in the 5 years prior to admission, including ICD-8 and ICD-10 diagnostic codes for ischemic heart disease, heart failure, cardiomyopathy, arterial hypertension, cardiac arrhythmias, valvular heart disease, stroke, diabetes, COPD, renal disease, liver disease, venous thromboembolism, connective tissue disease, cancer (except non-melanoma skin cancer), and dementia (see Table 1 for specific codes). We also recorded whether the patient in the 5 years prior to admission had cardiac procedures including any percutaneous coronary intervention, coronary artery bypass grafting, cardiac resynchronization therapy, radiofrequency ablation, cardiac pacemaker, implantable cardiac defibrillator, mitral valve surgery, or aortic valve surgery. The Danish NHPD provided each patient’s history of prescriptions in the 6 months prior to admission for cardiovascular medications: nitrates, antiplatelets, anticoagulants, beta blockers, angiotensin-converting enzyme inhibitors, angiotensin II receptor blockers, calcium channel blockers, diuretics, amiodarone, and lipid-lowering drugs. The NHPD also provided prescription data for the 6 months prior to admission for anti-depressants, selective serotonin reuptake inhibitors, antipsychotics, opioids, NSAIDs, aspirin, paracetamol, glucocorticoids, antidiabetics, disease-modifying anti-rheumatic drugs, antibiotics, anti-ulcer drugs, and drugs used to treat alcohol dependence (see Table 1 for codes). We also recorded the month and year of admission.

Statistical analyses
Our approach to benchmarking hospitals involved the following three steps: 1) for each index hospital we applied weights to patients treated at other hospitals so that they resembled patients treated at the index hospital; 2) we compared the outcomes for each index hospital with the outcomes for their benchmark patients using a weighted regression model; and 3) we calculated each hospital’s false discovery rate.

To select a benchmark population of patients as a comparison group for each hospital, we constructed a propensity score model. This model estimated the probability that a patient would be admitted to the index hospital (vs any other Danish hospital) conditional on covariates observed at discharge. We used generalized boosted modeling (GBM) to estimate these probabilities.22 GBM is a machine learning method that can capture a flexible non-parametric relationship between a large collection of patients’ features and an outcome – in this case the probability of treatment at the index hospital. Advantages of using GBM for propensity scores are its ability to account for non-linear effects, interaction effects, and handling of numeric, ordinal, and categorical features (see Supplementary materials for details). We converted the propensity score estimated with GBM to a patient weight. If the index hospital treated patient i, then patient i received a weight of 1. For patient i treated at any other hospital the weight was \( \frac{p(x_i)}{1 - p(x_i)} \), where \( p(x_i) \) is the propensity score and \( x_i \) represents the covariates of patient i. Previous research has used propensity score stratification to adjust for provider case mix (the mix of patient types treated at hospitals23) based on a small set of patients’ features.24

To compare 30-day mortality and 30-day readmission rates between a hospital and its benchmark population, we used a propensity score-weighted logistic regression in a doubly robust estimation step (see Supplementary materials for a detailed description) to obtain doubly robust adjusted mortality and readmission rates.25 The weighted regression includes all patient covariates and produces consistent estimates of the adjusted rates if either the propensity score model or the regression model is correct. We extracted the \( P \)-value for the index hospital effect from the weighted regression model as a measure of the difference between a specific hospital’s average outcomes and average outcomes for patients treated at other hospitals. For each of the 26 hospitals in turn, we refitted a new propensity score model, estimated a new doubly robust estimation step, and extracted the index hospital effect \( P \)-value. A similar approach has been used previously to analyze public safety performance.26

Finally, we converted the \( P \)-values to false discovery rates.20,21,27 The false discovery rate is the expected fraction of type I errors. In our example, this is the fraction of
**Table 1** Distribution of selected characteristics in an index hospital population (Hospital Z), its benchmark population, and all patients at other hospitals in Denmark

| Patient features | Index Hospital Z | Benchmark patients | All other hospitals |
|------------------|------------------|--------------------|--------------------|
| **Basic demographics, %** | | | |
| Age, average | 69.9 | 69.9 | 68.6 |
| Male | 55.7 | 55.2 | 57.4 |
| **Primary cardiovascular discharge diagnosis at index admission, %** | | | |
| Acute coronary syndrome (any), I20, I21, I25.1, and I25.9 | 24.4 | 24.5 | 22.0 |
| Myocardial infarction (any), I21 | 8.8 | 8.9 | 10.5 |
| ST elevation myocardial infarction, I21.0B, I21.1B, and I21.3 | 0.5 | 0.5 | 3.1 |
| Non-ST elevation myocardial infarction, I21.0A, I21.1A, and I21.4 | 5.0 | 5.1 | 4.7 |
| Acute myocardial infarction (unspecified), I21, excluding I21.0A, I21.1A, I21.4, I21.0B, I21.1B, and I21.3 | 3.3 | 3.3 | 2.8 |
| Unstable angina, I20.0 | 4.2 | 4.2 | 2.4 |
| Stable coronary artery disease, I20, I25.1, and I25.9 | 15.7 | 15.7 | 11.4 |
| Stable angina pectoris, I20 (except I20.0), I25.1, and I25.9 | 11.5 | 11.5 | 9.1 |
| Chronic ischemic heart disease (unspecified), I25.9 | 2.2 | 2.2 | 2.7 |
| Heart failure, first time admission, I50, I11.0, I13.0, I13.2, I42.0, I42.6, I42.7, I42.8, and I42.9 | 9.3 | 9.3 | 9.2 |
| Arterial hypertension, I10–I15 | 8.2 | 8.2 | 5.4 |
| Atrial fibrillation or flutter, I48 | 27.7 | 27.9 | 23.8 |
| Bradycardia, I48, I44.0–I44.3, I45.5A, I45.5B, I45.5C, and I45.5G | 28.5 | 28.7 | 25.3 |
| Ventricular tachycardia, I47.0, I47.2, and I49.0 | 0.5 | 0.5 | 0.9 |
| Valvular heart disease, I05, I34, I39.0, I51.1A, I06, I35, and I39.1 | 1.1 | 1.1 | 2.2 |
| Stroke (any), I60–64 | 5.8 | 5.8 | 13.1 |
| Ischemic stroke, I63–I64 | 4.7 | 4.7 | 11.4 |
| Hemorrhagic stroke, I60–61 | 1.2 | 1.1 | 1.7 |
| Stroke, unspecified, I64 | 1.3 | 1.3 | 2.2 |
| **Selected cardiovascular diagnosis history (look back period: 5 years), %** | | | |
| Ischemic heart disease, I20–I25 | 25.2 | 25.5 | 26.8 |
| Myocardial infarction, I21 | 9.3 | 9.1 | 9.4 |
| Angina pectoris, I20, I25.1, and I25.9 | 21.5 | 21.9 | 23.6 |
| Heart failure, I50, I11.0, I13.0, I13.2, I42.0, I42.6, I42.7, I42.8, and I42.9 | 11.2 | 11.6 | 16.0 |
| Cardiomyopathy, I42 | 2.7 | 2.4 | 3.1 |
| Arterial hypertension, I10–I15 | 27.8 | 28.3 | 33.0 |
| Cardiac arrhythmias (any), I48, I44.0–I44.3, I45.5A, I47.0, I47.2, I49.0, and I46 | 30.3 | 30.4 | 30.6 |
| Atrial fibrillation or flutter, I48, I44.0, I44.1, I44.2, I44.3, and I45.5A, I45.5B, I45.5C, and I45.5G | 29.3 | 29.6 | 29.4 |
| Ventricular tachycardia or fibrillation, I47.0, I47.2, and I49.0 | 1.4 | 1.5 | 2.3 |
| Valvular heart disease, I05, I34, I39.0, I51.1A, I06, I35, and I39.1 | 5.0 | 5.2 | 8.1 |
Table 1 (Continued)

|                          | Index Hospital Z | Benchmark patients | All other hospitals |
|--------------------------|------------------|--------------------|---------------------|
| Stroke (any), I60–I64    | 7.0              | 7.1                | 8.3                 |
| Ischemic stroke, I63–I64 | 6.6              | 6.7                | 7.7                 |
| Hemorrhagic stroke, I60–I61 | 0.5             | 0.6                | 0.9                 |

Current<sup>a</sup> use of prescribed cardiovascular medications, %

|                          | Index Hospital Z | Benchmark patients | All other hospitals |
|--------------------------|------------------|--------------------|---------------------|
| Nitrites, C01DA          | 16.1             | 15.8               | 11.0                |
| Antiplatelets, B01AC     | 40.6             | 40.0               | 36.7                |

|                          | Index Hospital Z | Benchmark patients | All other hospitals |
|--------------------------|------------------|--------------------|---------------------|
| Anticoagulants, B01AA03, B01AA04, B01AB, B04AX04, B01AE, B01AX02, B01AX03, B01AF, and B01AX, excluding B01AX02, B01AX03, and B01AX06 | 24.5             | 24.0               | 22.9                |
| Beta blockers, C07        | 44.3             | 44.1               | 40.9                |
| ACE inhibitors, C09AA and C02EA | 27.1             | 26.6               | 22.3                |

|                          | Index Hospital Z | Benchmark patients | All other hospitals |
|--------------------------|------------------|--------------------|---------------------|
| Angiotensin II receptor blockers, C09CA and C02EX01 | 12.5             | 12.1               | 12.1                |
| Calcium channel blockers, C08 | 25.4             | 25.7               | 23.7                |
| Diuretics, C03 and C02DF01 | 44.2             | 43.6               | 37.5                |
| Digoxin, C01AA           | 10.7             | 10.4               | 8.2                 |
| Amiodarone, C01BD01      | 2.9              | 2.7                | 3.1                 |
| Lipid lowering drugs C10A | 40.5             | 40.5               | 38.8                |

Previous cardiac procedures (look back period: 5 years), %

|                          | Index Hospital Z | Benchmark patients | All other hospitals |
|--------------------------|------------------|--------------------|---------------------|
| Percutaneous coronary intervention (any) | 6.8             | 7.2                | 7.7                 |
| Coronary artery bypass grafting | 2.0             | 1.9                | 2.3                 |
| Cardiac resynchronization therapy | 5.5             | 5.8                | 7.5                 |
| Radiofrequency ablation | 3.2              | 3.4                | 3.9                 |
| Cardiac pacemaker        | 5.0              | 4.7                | 5.0                 |
| Implantable cardiac defibrillator | 1.4             | 1.4                | 2.0                 |
| Mitral valve surgery     | 0.2              | 0.3                | 0.7                 |
| Aortic valve surgery     | 1.1              | 1.0                | 1.6                 |

Selected comorbidity diagnosis history (look back period: 5 years), %

|                          | Index Hospital Z | Benchmark patients | All other hospitals |
|--------------------------|------------------|--------------------|---------------------|
| Diabetes                 | 11.1             | 11.4               | 12.9                |
| COPD                     | 9.7              | 9.4                | 9.0                 |
| Renal disease            | 3.5              | 3.7                | 5.6                 |
| Liver disease            | 0.8              | 0.8                | 1.5                 |
| Venous thromboembolism   | 3.8              | 3.9                | 4.4                 |
| Connective tissue disease | 2.8              | 3.0                | 3.3                 |
| Cancer (any except NMSC) | 9.7              | 9.4                | 9.1                 |
| Dementia                 | 1.1              | 1.2                | 1.8                 |

Current<sup>a</sup> use of selected prescribed other medications, %

|                          | Index Hospital Z | Benchmark patients | All other hospitals |
|--------------------------|------------------|--------------------|---------------------|
| Antidepressants, N06A    | 9.8              | 9.4                | 7.9                 |
| Selective serotonin reuptake inhibitors, N06AB | 12.0             | 11.6               | 9.6                 |
| Antipsychotics, N05A     | 4.8              | 4.5                | 3.6                 |
| Opioids, N02A            | 21.0             | 20.6               | 18.6                |
| NSAIDs, M01A, excluding M01AX | 15.9             | 15.7               | 14.4                |
| Aspirin, high-dose N02BA01, and N02BA01 | 2.6              | 2.6                | 1.9                 |
| Paracetamol, N02BE       | 28.6             | 28.2               | 24.1                |
| Systemic glucocorticoids, H02AB | 9.0              | 8.9                | 8.0                 |

(Continued)
hospitals flagged as outliers that are not actually outliers. False discovery rates, rather than P-values, are essential for benchmarking. If we flagged every hospital with a P-value less than the traditional 0.05, even if no hospital differed from its benchmark in reality, we would expect to flag one hospital as an outlier (26 hospitals × 0.05 = 1.3). The Benjamini–Hochberg false discovery rate procedure presents a collection of P-values in increasing order, $P_{(1)} \leq P_{(2)} \leq \ldots \leq P_{(m)}$, and rejects hypotheses for which $P_{(i)} \leq \frac{i}{m} q$. The rejected hypotheses will have a false discovery rate less than or equal to $q$ (closest to $q$ if outliers are rare). We applied the Benjamini–Yekutieli modification\(^\text{21}\) that allows for dependence among the P-values. Rather than select a specific $q$, we report each hospital’s estimated $q$-value, the smallest $q$ for which that hospital would be flagged as an outlier.\(^\text{28}\) For example, any hospital flagged as an outlier with a $q$-value < 0.05 would have at most a 5% chance of being a false positive. Although adjusting P-values for multiple testing is not always necessary,\(^\text{29}\) we approached the detection of outlier expecting that most hospitals will match their benchmark and few will deviate greatly from their benchmark.

For each of the 26 Danish hospitals, we indicated whether its 30-day mortality and readmission rates substantially differed from a set of similar patients treated at other Danish hospitals and reported the probability of its truly being an outlier.

Finally, we compared the results of our proposed benchmarking approach with common practices. Perhaps, the most common practice is to compare hospital performance to a national or regional average, flagging as outliers those hospitals whose performance differs from this average (ie, with a P-value of < 0.05).\(^\text{30}\) Alternative approaches account only for a small set of patients’ features, typically age, sex, and comorbidities, using a regression model. They flag as an outlier any hospital with an outcome that differs from that predicted by the model for the hospital (flagging as outliers those hospitals with fixed effects that have an associated P-value of < 0.05).\(^\text{24}\) We compared hospitals that our benchmarking method flagged as outliers with hospitals flagged as outliers using unadjusted and regression-adjusted methods and counted the number of agreements and disagreements in outlier labeling.

### Results

We identified 365,636 patients admitted to Danish hospitals during 2011–2015 with a circulatory system disease recorded as the primary discharge diagnosis. After excluding ICD-10 codes assigned to fewer than 400 patients over the 5-year study period or present at fewer than six hospitals, as well as ICD-10 code I99.9 (unspecific circulatory disorder), 331,513 patients remained for analysis.

The patients’ median age was 70 years and 57% were men. The three most common diagnoses were atrial fibrillation and flutter (ICD-10 code I48, 24%), acute myocardial infarction (ICD-10 code I21, 11%), and stroke (ICD-10 code I63, 9%). However, the hospitals exhibit substantial variation in their patient case mix. The average age of patients at each of the 26 hospitals ranged from a minimum of 66 years to a maximum of 73 years. At one hospital, 11% of the patients had a primary discharge diagnosis of atrial fibrillation and flutter, whereas at another hospital 41% had this diagnosis. Hospitals ranged from having 5% acute myocardial infarction patients to 22%. For one hospital, 38% of the patients had recent prescriptions for a beta blocker and at another hospital 58% of the patients had recent beta blocker prescriptions. The patients treated at the 26 Danish hospitals differ in numerous factors that are highly relevant to mortality and readmission.
Table 1 focuses on one particular index hospital compared to all others. Table 1 shows the selected characteristics of: 1) patients at an example index hospital (Hospital “Z”), 2) patients used to form Hospital Z’s benchmark, and 3) all patients at all other hospitals (Table 1 does not describe all patients in the study, just a comparison of Hospital Z’s patients with its benchmark and patients at other hospitals). For example, compared to patients treated at all other hospitals, Hospital Z’s circulatory system patients were more likely to be admitted for angina pectoris (15.7% vs 11.4%), but less likely to be admitted for stroke (5.8% vs 13.1%). Although Table 1 only shows the data for a few selected primary diagnosis categories, the hospital and its benchmark matched on 105 specific ICD-10 codes. For example, Table 1 shows that Hospital Z not only matches its benchmark on the percentage discharged with a stroke diagnosis but the hospital and its benchmark also match on each of the specific stroke ICD-10 codes (eg, 3.1% of the patients were discharged with an I63.9 ICD-10 code for both Hospital Z and its benchmark population of patients). Our propensity score model successfully created a weighted group of patients treated at other hospitals that uniformly resembled Hospital Z’s patients. The largest difference between Hospital Z’s patients and the benchmark population across all patients’ features was less than a percentage point.

Not only did the mean values and percentages of Hospital Z’s patients’ features match those of the benchmark population but also the entire age distribution of patients at Hospital Z and patients in its benchmark population was nearly identical (Figure 1A).

Furthermore, combinations of patients’ features matched. Figure 1B shows the age distribution of patients with an unstable angina diagnosis and a prior statin prescription, an arbitrarily selected combination. More variability is evident because of the smaller number of patients with these features, but the age distributions still matched closely.

We created 25 other tables similar to Table 1 for each of the other 25 hospitals. In each case, we successfully established a set of benchmark patients closely resembling the index hospital’s patients. In all cases, the largest difference for any patient feature between the index hospital and its benchmark population was 0.8%.

Figure 2 shows each hospital’s 30-day post-admission mortality rate compared to the mortality rate for the hospital’s benchmark population. For this measure, hospitals on the right side of Figure 2 substantially exceeded the mortality rate in their benchmark population. For example, the 30-day mortality rate for circulatory system patients in Hospital Z was 6.9% (marked with a black point), whereas similar patients treated at other Danish hospitals had a mortality rate of 5.1% (marked with a red point). The false discovery rate for this hospital was <1%, indicating a high probability that this hospital was an outlier. Table 1 shows that this hospital closely resembled its benchmark patients, so the 1.8 percentage point observed difference in mortality rates cannot be
due to differences in patient case mix for any of the features shown in the table. Five hospitals (V, T, W, Y, and Z) exceeded the mortality rate in their benchmark population and had false discovery rates <0.05. To put the differences in mortality rates into perspective, Figure 2 shows the number needed to harm for each of these outlier hospitals.

At the other extreme, Hospital C had a mortality rate of 5.5%, a full percentage point lower than its benchmark...
Benchmarking hospital mortality and readmission population’s mortality rate of 6.5%. Hospital N, near the middle of Figure 2, had a relatively high mortality rate of 6.3%, about 1 percentage point higher than the national average of 5.4% (shown by the horizontal line). However, because of its patient case mix, its benchmark population had a similarly elevated mortality rate. Comparisons with the national average would have identified this hospital as an outlier. In Figure 2, hospitals with lines connecting the hospital and benchmark points indicate those with false discovery rates >5%, which signal that these rates may be statistically indistinguishable. However, no public health standard has emerged for false discovery rate thresholds.

We also compared 30-day readmission rates among hospitals, as shown in Figure 3. Hospital G had a readmission rate exceeding 23%, far greater than the rate for its benchmark population (18.8%) and the national average (18.5%). A total of seven hospitals exceeded their benchmark populations’ readmission rates, with false discovery rates <5%. Hospital U, in contrast, had a benchmark readmission rate of 19.5%, indicating that this hospital’s case mix would be consistent with high readmission rates. However, Hospital U had among the lowest readmission rates of any hospital, 4 percentage points lower than the rate for its benchmark population.

Benchmarking vs conventional approaches

Table 2 shows the number of hospitals that our benchmarking methodology flagged as outliers (using a false discovery rate <5%). We compared these with hospitals flagged as outliers using the unadjusted and regression-adjusted methods (using P-values <0.05). Table 2 differentiates between positive outliers (those with high mortality rates) and negative outliers (those with low mortality rates). The counts on the diagonals indicate the number of hospitals for which the diverse methods produced similar results. The benchmarking and unadjusted comparison methods agreed on the identification of four hospitals as positive outliers, two hospitals as negative outliers, and ten hospitals as non-outliers. The benchmarking and regression adjustment methods agreed on the identification of four positive outliers, three negative outliers, and five non-outliers.

However, for 10 hospitals benchmarking disagreed with the unadjusted comparison and for 14 hospitals benchmarking disagreed with the regression-adjusted comparison. In some cases, benchmarking flagged a hospital as a negative outlier, whereas conventional methods flagged it as a positive outlier. Both conventional methods flagged Hospital N as a positive outlier, but benchmarking, with more complete control of confounding than conventional methods, ascertained lower-than-expected mortality rates. Both conventional methods were more likely to flag hospitals as outliers than the benchmarking method. The benchmarking method that relies on thorough control of confounding and accounting of multiple comparisons reduced the risk of false positives.

Table 3 shows the selected hospitals for which the level of disagreement is striking. Four hospitals in Table 3 (N, Q, K, and S) appear in the middle of Figure 2, indicating that their 30-day mortality rates are nearly identical to that expected based on their patients’ features. For these hospitals, either one or both unadjusted and regression-adjusted methods would indicate that they were significant outliers. Hospital N was noted previously as having a high mortality rate compared to the national average, but benchmarking indicated that this hospital’s case mix is consistent with a higher mortality rate. In the case of Hospital V, benchmarking...
ing indicated that it was an outlier, but regression adjustment suggested it was not.

**Discussion**

We defined a benchmarking approach and applied it to cardiovascular health care quality metrics, in line with Denmark’s focus on monitoring the quality of cardiovascular treatment. Our analysis flags specific hospitals that exceed their mortality rate and readmission rate benchmarks and likely require closer review. Our benchmarking approach uses a flexible machine learning approach to estimate propensity scores, adjusting for patient case mix based on a thorough appraisal of clinically relevant patients’ features. Importantly, the propensity score model addressed differences in patients treated at different hospitals. Our use of doubly robust estimation further reduced confounding stemming from any remaining differences between a hospital’s patients and the group of patients used to construct benchmarks for the hospital. Our rigorous accounting of patients’ features precludes hospitals flagged as outliers from claiming that they treat a more complex patient population than their comparison hospital, which adversely affects their performance. We included false discovery rates to estimate the outlier probabilities for each hospital. Unlike a P-value, the false discovery rate is a measure that can be used to define thresholds that would trigger further steps.

If the proposed methods are not adopted as a standard, based on statistical arguments and simulation experiments, classification of hospitals using conventional methods will result in frequent false-positive selection of outliers due to chance. Our proposed benchmarking approach aids in decision-making about hospital quality. Action should be taken (such as an investigation or review) whenever the cost of addressing an outlier times the false discovery rate is less than the cost of failing to address an outlier (excess injuries, fatalities, and liability) times one minus the false discovery rate.

We demonstrated that conventional methods (unadjusted comparisons or regression adjustments) flagged more hospitals as outliers than our benchmarking approach. Since conventional methods have limited capacity to rigorously address confounding and simultaneous testing of hospital differences, the excess number of outliers they generate is likely due to insufficient adjustment for differences in patient case mix and higher false-positive rates. Benchmarking also corrects for simultaneous comparison with a false discovery rate calculation, which conventional methods often ignore.

Several potential limitations of our approach also must be considered. Benchmarking is useful if it identifies potential problematic practices, but it also could reflect differences between hospitals in coding practices, such as use of non-specific codes. Data may contain misclassified diagnoses and the rate of misclassifications could vary by hospital, although positive predictive values are generally good for cardiovascular diseases and procedures in Denmark.32,33 Even if data contain properly

### Table 3 Selected hospitals for which benchmarking, unadjusted comparisons, and regression adjustment disagree, including their status as an outlier for 30-day mortality rate

| Hospital ID | Benchmarking, false discovery rate (q-value) | P-Value | Unadjusted | Regression adjusted |
|-------------|----------------------------------------------|---------|-------------|---------------------|
| C           | 0.000                                        | 0.209   | 0.000       |                     |
| B           | 0.000                                        | 1.000   | 1.000       |                     |
| A           | 0.000                                        | 0.875   | 1.000       |                     |
| E           | 0.002                                        | 1.000   | 1.000       |                     |
| V           | 0.022                                        | 0.043   | 0.629       |                     |
| X           | 0.092                                        | 0.000   | 0.000       |                     |
| S           | 0.189                                        | 0.150   | 0.023       |                     |
| K           | 0.439                                        | 0.000   | 0.000       |                     |
| Q           | 1.000                                        | 0.053   | 0.325       |                     |
| N           | 1.000                                        | 0.000   | 0.041       |                     |
coded diagnoses, they may not capture differences in severity of the disease or of comorbidities. It must also be noted that our analysis excluded 9% of the patients, who had either a diagnosis of unspecified circulatory disorder or uncommon ICD-10 codes. These exclusions offset the analysis toward common diagnoses. However, if rare cases offer the greatest opportunity to detect outlier hospitals, then a method that excludes such cases will not be able to flag them as outliers.

We chose to examine circulatory disorders because of their seriousness, the large number of patients, and the constitutional focus on monitoring quality of cardiovascular health care through specialized registries in Denmark. The Danish Heart Registry, established in 1998, serves as a data source for nationwide cardiovascular research within the field of ischemic heart and heart valve disease. An annual report summarizes activity, waiting times, and prognostic factors. The Western Denmark Heart Registry, founded in 1999, submits data to the Danish Heart Registry in collaboration with Western Denmark’s three major cardiac centers. As well, it collects data on cardiac patients, invasive procedures, and cardiac surgery and monitors 30-day mortality following treatment.

The Danish Heart Failure Registry is a nationwide registry established in 2003 as a part of a large nationwide quality improvement initiative aimed at monitoring and improving the quality of care for patients with specific severe diseases. This Registry monitors 1-year mortality following initial admission for heart failure. The Danish health system has shown a substantial reduction in 1-year heart failure mortality since the Registry’s inception, decreasing from 20.5% to 12.8% between 2003 and 2010. Finally, the Danish Stroke Registry has monitored the quality of stroke care since 2003 and transient ischemic attack since 2013. This Registry maintains data on key processes of care and patient outcomes and includes hospital-specific reports of quality measures such as 30-day readmission and 30-day mortality.

Correctly measuring the performance of health care providers, including doctors, nurses, medical groups, and hospitals, critically depends on adequately addressing differences in patient case mix. Commonly used methods fail to adjust for case mix and make comparisons with a regional average, such as Medicare’s Hospital Compare. They also may make modest regression adjustments with a limited number of features using models with stringent parametric assumptions. Regression adjustment is particularly problematic in the presence of many highly correlated features, which frequently occur in patient data. In these circumstances, the estimated provider effect is extremely sensitive to the exact form of the regression model specification. For example, inclusion or exclusion of an interaction term can change the magnitude or even the sign of the estimated provider effect.

Nothing about the benchmarking methodology described here is unique to cardiovascular patients, hospital-level performance measurement, or Denmark. The methodology, in principle, is applicable to any collection of patients. Rigorous case mix adjustment when benchmarking for other categories of patients almost certainly requires different sets of patients’ features than those used here. Although our analysis compared performance at the hospital level, the methodology could provide benchmarks for individual providers. Finally, other nations providing single-payer health care systems as well as a wide range of networks of providers, insurers, and patients worldwide need benchmarks to measure the performance of their health care providers. This need is not unique to Denmark, indicating that our proposed methodology has wide-ranging applicability.

**Conclusion**

We defined a benchmarking methodology that provides more thorough adjustment for differences in patient case mix when comparing hospitals. Demonstrating the methodology on 26 Danish hospitals, we found that five hospitals greatly exceed their benchmarks for 30-day mortality rates and seven hospitals greatly exceed their benchmarks for 30-day readmission rates for cardiovascular patients. Our proposed benchmarking methodology flags fewer outliers than conventional methods that have less capacity for controlling for confounding. Given the magnitude of hospital expenditures, the stakes of misclassifying outliers are high. Further study of outlier classification methods in different settings with more hospitals is imperative to identify misleading classification methods and to introduce methods with fairer rewards and incentives for practitioners.
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Supplementary materials

Details of propensity score estimation with generalized boosted models, doubly robust estimation, and false discovery rates

Propensity score estimation to match patients

We assign weights to patients treated at other hospitals so that, after weighting, those patients have features that collectively resemble the hospital for which we are constructing a benchmark. Mathematically, for a hypothetical index hospital “Hospital A”, this means solving for a weight function \( w(x) \) such that:

\[
f(x|\text{hospital } = A) = w(x) f(x|\text{hospital } \neq A)
\]

where \( x \) represents a patient’s features, \( f(x|\text{hospital } = A) \) is the distribution of patients’ features at Hospital A, and \( f(x|\text{hospital } \neq A) \) is the distribution of features of all other patients not treated at Hospital A. Solving for \( w(x) \) yields:

\[
w(x) = \frac{w_f(x|\text{hospital } = A)}{w_f(x|\text{hospital } \neq A)} = \frac{p(x)}{1 - p(x)}
\]

where \( p(x) \) is the propensity score, the probability that a patient with features \( x \) received treatment at Hospital A. Patient \( i \) not treated at Hospital A will receive weight \( p(x_i)/(1-p(x_i)) \). \( K \) is a constant that will cancel out in calculations of any weighted statistics.

We estimate \( p(x) \) from the patient data using generalized boosted modeling. This modeling strategy is similar to logistic regression except that, rather than using the individual \( x \)'s as covariates, we use a linear combination of transformations of the \( x \)'s:

\[
\log\left(\frac{p(x)}{1-p(x)}\right) = \beta_0 + \beta_1 h_1(x) + \beta_2 h_2(x) + \ldots + \beta_d h_d(x)
\]

Specifically, the functions \( h(x) \) are all piecewise constant functions of \( x \) and their interactions involving up to three patients’ features, sufficiently flexible to capture non-linear relationships, threshold and saturation effects, and higher order interactions.

Estimating Equation 3 without constraints results in an unidentifiable and numerically unstable model. Boosting approximates the use of the lasso penalty when estimating models with maximum likelihood.\(^1\) That is, we estimate the coefficients in Equation 3 by finding the \( \beta_j \) that maximizes:

\[
\hat{\beta} = \arg\max_{\beta} \sum_{i=1}^{n} A_i \left[ \log(1 + \exp(-\beta h(x_i))) - \beta h(x_i) \right] - \frac{1}{2} \sum_{j=1}^{d} |\beta_j| (4)
\]

where \( A_i \) is a 0/1 indicator of whether patient \( i \) was at Hospital A. If \( \lambda = 0 \) then maximizing Equation 4 is equivalent to standard logistic regression, but with the \( h(x) \)'s as covariates. When \( \lambda \) is large, then the penalty forces all \( \beta_j \)'s to be close to 0 and will actually set most \( \beta_j \)'s to be equal to 0. Boosting iteratively relaxes the size of \( \lambda \), determining at each step which of the \( h(x) \)'s will have a non-zero coefficient, and includes them in the model. Although the set of basis functions may be extremely large, most have coefficients equal to 0 and never need to be computed or stored. The boosting algorithm iterates until the features of patients at Hospital A most closely resemble the features of patients at other hospitals. This approach has been shown to outperform alternative methods for estimating propensity scores.\(^2\)

We use the resulting set of \( \beta_j \)'s and \( h(x) \)'s to compute propensity score weights for patients at other hospitals:

\[
w_i = \exp(\hat{\beta}^T h(x))
\]

Doubly robust estimation to estimate the hospital effect

To compute the hospital effect, we fit a weighted logistic regression of the form shown in Equation 6, where Hospital A’s patients have weight 1 and the other patients have weight \( w_i \).

\[
\log\left(\frac{P(y_i = 1)}{1 - P(y_i = 1)}\right) = \alpha_0 + \gamma A_i + \alpha^T x_i
\]

where \( y_i \) is the 0/1 indicator for death or readmission within 30 days for patient \( i \). Since the propensity score weights uncorrelate the confounders from \( A \), their inclusion can reduce bias in the estimate of \( \gamma \) by adjusting for any remaining imbalance between Hospital A’s patients and the other patients.

We extract the \( p \)-value for testing \( \gamma = 0 \) from Equation 6 as a measure of the difference between Hospital A’s outcomes and the benchmark outcomes. For each of the 26 hospitals in turn, we refit a new propensity score model and the doubly robust estimation step. At the end, we have 26 \( p \)-values.
False discovery rates for detecting outliers

Converting $p$-values to false discovery rates was developed by Seeger\(^3\) and refined and popularized by Benjamini and Hochberg.\(^4\) For cases where $p$-values are not independent, Benjamini and Yekutieli proposed\(^5\) a modification, which we adopted. We converted a set of $m$ $p$-values arranged in descending order, $P(m), P(m-1), \ldots, P(1)$, into $q$-values as:

$$q(i) = \left( \sum_{k=1}^{m} \frac{1}{k} \min_{j} \frac{P(j)}{P(k)} \right)$$

where $m$ is the number of comparisons ($m=26$ hospitals in our example). Any $q_{i0}$ that exceeds 1 is set to equal 1. The false discovery rate for hospital $(i)$ will be less than or equal to $q_{i0}$.

Conventional covariate adjustment

To compare the benchmarking approach with conventional covariate adjustment, we fit a logistic regression model of the form:

$$\log \left( \frac{P(y_i = 1)}{1 - P(y_i = 1)} \right) = \beta_0 + \beta'\mathbf{x} + a_j$$

where $y_i$ is the 0/1 outcome for 30-day mortality or readmission, $\mathbf{x}$ is a vector of patients’ features (age, sex, and comorbidity indicators), and $a_j$ is a fixed effect for Hospital $j$. We then compute the average predicted mortality and readmission rates for Danish patients as if they had been treated at each of the 26 hospitals. We then compare the covariate-adjusted rates to the national average.
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