SMALL ZEROS OF QUADRATIC FORMS OVER \( \mathbb{Q} \)

LENNY FUKSHANSKY

Abstract. Let \( N \geq 2 \) be an integer, \( F \) a quadratic form in \( N \) variables over \( \mathbb{Q} \), and \( Z \subseteq \mathbb{Q}^N \) an \( L \)-dimensional subspace, \( 1 \leq L \leq N \). We prove the existence of a small-height maximal totally isotropic subspace of the bilinear space \( (Z,F) \). This provides an analogue over \( \mathbb{Q} \) of a well-known theorem of Vaaler proved over number fields. We use our result to prove an effective version of Witt decomposition for a bilinear space over \( \mathbb{Q} \). We also include some related effective results on orthogonal decomposition and structure of isometries for a bilinear space over \( \mathbb{Q} \). This extends previous results of the author over number fields. All bounds on height are explicit.

1. Introduction

Let

\[
F(X, Y) = \sum_{i=1}^N \sum_{j=1}^N f_{ij} X_i Y_j
\]

be a symmetric bilinear form in \( N \geq 2 \) variables with coefficients in a number field \( K \). We will also write

\[
F(X) = F(X, X)
\]

for the associated quadratic form and \( F = (f_{ij})_{1 \leq i, j \leq N} \) for the symmetric \( N \times N \) coefficient matrix of \( F \). We say that the quadratic form \( F \) is isotropic over \( K \) if it has a non-trivial zero with coordinates in \( K \). A classical theorem of Cassels \[3\] states that if \( K = \mathbb{Q} \) and \( F \) is isotropic over \( \mathbb{Q} \), then there exists \( 0 \neq x \in \mathbb{Q}^N \) such that \( F(x) = 0 \) and

\[
H(x) \ll_N \mathcal{H}(F)^{\frac{N-1}{2}},
\]

for appropriate notions of heights \( H \) and \( \mathcal{H} \) to be defined below and an explicit constant. Cassels’ theorem has been generalized to any number field \( K \) by Raghavan \[9\]; the bound remained the same as in (2), except that the explicit constant in the upper bound now depends on the number field as well.

Further generalizations and extensions of Cassels’ theorem have been considered by a number of authors. A few words of notation are required before we can review some of them. Let \( Z \subseteq K^N \) be an \( L \)-dimensional subspace, \( 1 \leq L \leq N \), then \( F \) is defined on \( Z \), and we write \( (Z,F) \) for the corresponding symmetric bilinear space. A subspace \( W \) of \( (Z,F) \) is called totally isotropic if for all \( x, y \in W \), \( F(x, y) = 0 \). All maximal totally isotropic subspaces of \( (Z,F) \) have the same dimension. It is called the Witt index of \( (Z,F) \) and we denote it by \( k \). A subspace \( U \) of \( (Z,F) \) is called regular if for each \( 0 \neq x \in U \) there exists \( y \in U \) so that \( F(x, y) \neq 0 \). For
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each subspace $U$ of $(Z, F)$ we define $U^\perp = \{ x \in Z : F(x, y) = 0 \ \forall \ y \in U \}$. If two subspaces $U_1$ and $U_2$ of $(Z, F)$ are orthogonal, we write $U_1 \perp U_2$ for their orthogonal sum. If $U$ is a regular subspace of $(Z, F)$, then $Z = U \perp U^\perp$ and $U \cap U^\perp = \{ 0 \}$.

If $F$ is defined over $\mathbb{Q}$, and the bilinear space $(\mathbb{Q}^N, F)$ has nonzero Witt index, then Schlickewei [13] (see also Schmidt and Schlickewei [14]) proved the existence of a maximal totally isotropic subspace of $(\mathbb{Q}^N, F)$ of bounded height. This result has been generalized to an arbitrary number field $K$ by Vaaler [16]. In particular, Vaaler proved that if an $L$-dimensional bilinear space $(Z, F)$ over $K$ has Witt index $k \geq 1$, then there exists a maximal totally isotropic subspace $V$ of $(Z, F)$ such that

$$H(V) \ll_{K, L, k} H(F)^{\frac{L-k}{2}} H(Z).$$

The main goal of this paper is to prove a theorem analogous to Vaaler’s over $\mathbb{Q}$, the algebraic closure of $\mathbb{Q}$. We use a new method to prove such a result, since Vaaler’s argument relies on the fact that the number of subspaces of given dimension and explicitly bounded height over a number field is finite, which is no longer true over $\mathbb{Q}$. From now on let $(Z, F)$ be an $L$-dimensional regular bilinear space over $\mathbb{Q}$, $1 \leq L \leq N$. It is a well known fact (see for instance [11]) that Witt index of $(\mathbb{Q}, F)$ in this case is $[\frac{L}{2}]$. We can now state the main result of this paper.

**Theorem 1.1.** Let $F$ be a quadratic form in $N$ variables as above. Let $Z \subseteq \mathbb{Q}^N$ be an $L$-dimensional subspace, $1 \leq L \leq N$, so that the quadratic space $(Z, F)$ is regular. Let $k = [\frac{L}{2}]$ be the Witt index of $(Z, F)$. There exists a maximal totally isotropic subspace $V$ of $(Z, F)$ with

$$H(V) \leq 24 \times 2^{\frac{L-1}{2}} \delta^{\frac{k^2}{2}} H(F)^{\frac{k^2}{2}} H(Z)^{\frac{L-k}{2}}, \quad \text{if } L \text{ is even, and}$$

$$H(V) \leq 3^{2k(k+1)^3} H(F)^{k^2} H(Z)^{\frac{L-k}{2}}, \quad \text{if } L \text{ is odd.}$$

Of course given an $L$-dimensional regular bilinear space $(Z, F)$ which is defined over a number field $K$, it is possible to find an extension $E$ of $K$ large enough so that $(Z, F)$ has Witt index $k = [\frac{L}{2}]$ over $E$, and then apply Vaaler’s theorem with bound [3] to it. The constant in [3], however, will depend on the discriminant of $E$, which can be quite large. In this case Theorem 1.1 can produce a stronger bound than [3].

Theorem 1.1 is a statement in the general spirit of “absolute” results, in particular it parallels the development of the problem about small-height solutions for a system of homogeneous linear equations, ordinarily known under the name of Siegel’s lemma. A version of Siegel’s lemma over a number field $K$ asserting the existence of a small-height basis for a subspace of $K^N$ has been proved by Bombieri and Vaaler [11]. Roy and Thunder [10] proved a version of Siegel’s lemma over $\mathbb{Q}$. More specifically, here is a slightly simplified formulation of the “absolute” Siegel’s lemma.

**Theorem 1.2 ([13]).** Let $Z \subseteq \mathbb{Q}^N$ be an $L$-dimensional subspace, $1 \leq L < N$. Then there exists a basis $x_1, \ldots, x_L$ for $Z$ over $\mathbb{Q}$ such that

$$\prod_{i=1}^L H(x_i) \leq \prod_{i=1}^L h(x_i) \leq 3^{\frac{k(L-1)}{2}} H(Z).$$
In (6), $h$ stand for inhomogeneous height on vectors to be defined below. Notice that an important common feature distinguishing Theorem 1.1 and Theorem 1.2 from their number field analogues is that the constants in the upper bounds bear no dependence on any number field.

The proof of Theorem 1.1 is split into two cases: $L$ is even and $L$ is odd. The argument in the odd case is essentially a reduction to the even case. In the even case we argue by induction on $k = L/2$, the Witt index. We apply the induction hypothesis to the bilinear space $(\mathbb{Z}_1, F)$, where $\mathbb{Z}_1$ is a codimension two subspace of $\mathbb{Z}$ of bounded height guaranteed by the “absolute” Siegel’s lemma of Roy and Thunder [10], and hence has Witt index $k - 1$. This way we obtain a small-height maximal totally isotropic subspace $U$ of $(\mathbb{Z}_1, F)$ guaranteed by the induction hypothesis, and consider its orthogonal dual $W$ in $\mathbb{Z}$. We then prove that the intersection of the projective space over $W$ with the quadratic projective variety defined by $F$ over $\mathbb{Q}$ is a projective intersection cycle whose affine support is a union of two maximal totally isotropic subspaces of $(\mathbb{Z}, F)$. Product of their heights can be bounded using a version of arithmetic Bezout’s theorem due to Bost, Gillet, and Soulé [2].

This paper is structured as follows. In section 2 we set the notation and define the height functions. In section 3 we review a few technical lemmas on properties of heights. In section 4 we prove Theorem 1.1. In section 5 we use Theorem 1.1 to prove an effective version of Witt decomposition theorem for a bilinear space over $\mathbb{Q}$. We also explain how our results can be extended to bilinear spaces with singular points. In section 6 we derive some related results for quadratic spaces over $\mathbb{Q}$, including an “orthogonal” version of Siegel’s lemma and an effective version of Cartan-Dieudonné theorem; these are direct analogues of results of [4] over a number field, methods of proof are the same.

2. Notation and heights

We start with some notation. Let $K$ be a number field of degree $d$ over $\mathbb{Q}$, $O_K$ its ring of integers, and $M(K)$ its set of places. For each place $v \in M(K)$ we write $K_v$ for the completion of $K$ at $v$ and let $d_v = [K_v : \mathbb{Q}_v]$ be the local degree of $K$ at $v$, so that for each $u \in M(\mathbb{Q})$

\[
\sum_{v \in M(K), v|u} d_v = d.
\]

(7)

For each place $v \in M(K)$ we define the absolute value $\| \|$ to be the unique absolute value on $K_v$ that extends either the usual absolute value on $\mathbb{R}$ or $\mathbb{C}$ if $v|\infty$, or the usual $p$-adic absolute value on $\mathbb{Q}_p$ if $v|p$, where $p$ is a rational prime. We also define the second absolute value $| |_v$ for each place $v$ by $|a|_v = \|a\|^{d_v/d}$ for all $a \in K$. Then for each non-zero $a \in K$ the product formula reads

\[
\prod_{v \in M(K)} |a|_v = 1.
\]

(8)

We extend absolute values to vectors by defining the local heights. For each $v \in M(K)$ define a local height $H_v$ on $K_v^N$ by

\[
H_v(x) = \begin{cases} 
\max_{1 \leq i \leq N} |x_i|_v & \text{if } v \nmid \infty \\
\left(\sum_{i=1}^N \|x_i\|^2_v\right)^{d_v/2d} & \text{if } v|\infty
\end{cases}
\]
for each $x \in K_N^N$. We define the following global height function on $K^N$:

\[(9) \quad H(x) = \prod_{v \in M(K)} H_v(x),\]

for each $x \in K^N$. Notice that due to the normalizing exponent $1/d$, our global height function is absolute, i.e. for points over $\mathbb{Q}$ its value does not depend on the field of definition. This means that if $x \in \mathbb{Q}^N$ then $H(x)$ can be evaluated over any number field containing the coordinates of $x$.

We also define an *inhomogeneous* height function on vectors by

\[(10) \quad h(x) = H(1, x),\]

hence $h(x) \geq H(x)$ for each $x \in \mathbb{Q}^N$. A basic property of heights that we will use states that for $a_1, ..., a_L \in \mathbb{Q}$ and $x_1, ..., x_L \in \mathbb{Q}^N$,

\[(11) \quad H \left( \sum_{i=1}^{L} a_i x_i \right) \leq h \left( \sum_{i=1}^{L} a_i x_i \right) \leq H(a) \prod_{i=1}^{L} h(x_i),\]

where $a = (a_1, ..., a_L) \in \mathbb{Q}^L$.

We can extend height to polynomials in the following way: for every $N \geq 1$, if $G(X_1, ..., X_N) \in K[X_1, ..., X_N]$ we will write $H_v(G)$ and $H(G)$ for the local and global height of the coefficient vector of $G$, respectively. It is convenient to also introduce a slightly different height $H$ for our quadratic form $F$: we define $H_v(F)$ and $H(F)$ to be the local and global heights, respectively, of the symmetric matrix $(f_{ij})_{1 \leq i, j \leq N}$ viewed as a vector in $K^{N^2}$. It is then easy to see that

\[H_v(F) \leq \begin{cases} H_v(F) & \text{if } v \nmid \infty \\ 2^{\frac{d}{2}} H_v(F) & \text{if } v|\infty, \end{cases}\]

and so $H(F) \leq \sqrt{2}H(F)$.

We also define height on matrices, which is the same as height function on subspaces of $\mathbb{Q}^N$. Let $V \subseteq \mathbb{Q}^N$ be a subspace of dimension $J$, $1 \leq J \leq N$, defined over a number field $K$. Choose a basis $x_1, ..., x_J$ for $V$ over $K$, and write $X = (x_1 \ldots x_J)$ for the corresponding $N \times J$ basis matrix. Then

\[V = \{Xt : t \in \mathbb{Q}^J \}.\]

On the other hand, there exists an $(N - J) \times N$ matrix $A$ with entries in $K$ such that

\[V = \{x \in \mathbb{Q}^N : Ax = 0\}.\]

Let $I$ be the collection of all subsets $I$ of $\{1, ..., N\}$ of cardinality $J$. For each $I \in \mathcal{I}$ let $I'$ be its complement, i.e. $I' = \{1, ..., N\} \setminus I$, and let $\mathcal{I}' = \{I' : I \in \mathcal{I}\}$. Then

\[|\mathcal{I}| = \binom{N}{J} = \binom{N}{N - J} = |\mathcal{I}'|.\]

For each $I \in \mathcal{I}$, write $X_I$ for the $J \times J$ sub-matrix of $X$ consisting of all those rows of $X$ which are indexed by $I$, and $\gamma A$ for the $(N - J) \times (N - J)$ sub-matrix of $A$ consisting of all those columns of $A$ which are indexed by $I'$. By the duality principle of Brill-Gordan [6] (also see Theorem 1 on p. 294 of [7]), there exists a non-zero constant $\gamma \in K$ such that

\[(12) \quad \det(X_I) = (-1)^{\chi(I')} \gamma \det(I' A),\]
where \( \varepsilon(I') = \sum_{i \in I'} i \). Define the vectors of Grassmann coordinates of \( X \) and \( A \) respectively to be
\[
Gr(X) = (\det(X_i))_{i \in I} \in K^{|I|}, \quad Gr(A) = (\det(I'\cdot A))_{I' \in I'} \in K^{|I'|}.
\]
Define
\[
H(X) = H(Gr(X)), \quad H(A) = H(Gr(A)),
\]
and so by (12) and (13)
\[
H(X) = H(A).
\]
Define height of \( V \) denoted by \( H(V) \) to be this common value. Hence the height of a matrix is the height of its row (or column) space, which is equal to the height of its null-space. Also notice that \( Gr(X) \) can be identified with \( x_1 \wedge ... \wedge x_J \), where \( \wedge \) stands for the wedge product, viewed under the canonical lexicographic embedding into \( K^{(J)} \). Therefore we can also write
\[
H(V) = H(x_1 \wedge ... \wedge x_J).
\]
This definition is legitimate, since it does not depend on the choice of the basis for \( V \): let \( y_1, ..., y_J \) be another basis for \( V \) over \( K \), then there exists \( C \in GL_N(K) \) such that \( y_i = Cx_i \) for each \( 1 \leq i \leq J \), and so
\[
H(y_1 \wedge ... \wedge y_J) = H(Cx_1 \wedge ... \wedge Cx_J)
\]
\[
= \left( \prod_{v \in M(K)} |\det(C)|_v \right) H(x_1 \wedge ... \wedge x_J)
\]
\[
= H(x_1 \wedge ... \wedge x_J),
\]
Finally, for a point \( z = (z_1, ..., z_N) \in \overline{\mathbb{Q}}^N \), we write \( \deg_K(z) \) to mean the degree of the extension \( K(z_1, ..., z_N) \) over \( K \), i.e. \( \deg_K(z) = [K(z_1, ..., z_N) : K] \).

3. Preliminary Lemmas

Here we present some technical lemmas that we will use. The first one is a consequence of Laplace’s expansion, and can be found as Lemma 4.7 of [10] (also see pp. 15-16 of [1]).

**Lemma 3.1.** Let \( X \) be a \( N \times J \) matrix over \( \overline{\mathbb{Q}} \) with column vectors \( x_1, ..., x_J \). Then
\[
H(X) = H(x_1 \wedge ... \wedge x_J) \leq \prod_{i=1}^J H(x_i).
\]
More generally, if the \( N \times J \) matrix \( X \) can be partitioned into blocks as \( X = (X_1 \ X_2) \), then
\[
H(X) \leq H(X_1)H(X_2).
\]

The next one is an obvious adaptation of Lemma 2.3 of [1] over \( \overline{\mathbb{Q}} \).

**Lemma 3.2.** Let \( X \) be a \( N \times J \) matrix over \( \overline{\mathbb{Q}} \) with column vectors \( x_1, ..., x_J \), and let \( F \) be a symmetric bilinear form in \( N \) variables, as above (we also write \( F \) for its \( N \times N \) coefficient matrix). Then
\[
H(FX) \leq H(F)^J \prod_{i=1}^J H(x_i).
\]
The following well known fact is an immediate corollary of Theorem 1 of [13] adapted over \( \overline{\mathbb{Q}} \).

**Lemma 3.3.** Let \( U_1 \) and \( U_2 \) be subspaces of \( \overline{\mathbb{Q}}^N \). Then
\[
H(U_1 \cap U_2) \leq H(U_1)H(U_2).
\]

The following simple lemma can be viewed as an analogue of Cassels' bound [2] over \( \overline{\mathbb{Q}} \). It is a special case of Proposition 3.1 of [5]; we include a proof here for the purposes of self-containment.

**Lemma 3.4.** Let \( F \) be a quadratic form in \( N \) variables as above. Then there exists \( 0 \neq x \in \overline{\mathbb{Q}}^N \) such that \( F(x) = 0 \), and
\[
H(x) \leq 2\sqrt{H(F)}.
\]

**Proof.** If \( F \) is identically zero, then we are done. So assume \( F \) is non-zero. Write \( e_1, \ldots, e_N \) for the standard basis vectors for \( \overline{\mathbb{Q}}^N \) over \( \overline{\mathbb{Q}} \). Assume that for some \( 1 \leq i \leq N \), \( \deg_x F < 2 \), then it is easy to see that \( F(e_i) = 0 \), and \( H(e_i) = 1 \). If \( N > 2 \), let \( F_1(X_1, X_2) = F(X_1, X_2, 0, \ldots, 0), \) and a point \( x = (x_1, x_2) \in \overline{\mathbb{Q}}^2 \) is a zero of \( F_1 \) if and only if \( (x_1, x_2, 0, \ldots, 0) \) is a zero of \( F \), and \( H(x_1, x_2) = H(x_1, x_2, 0, \ldots, 0) \). In particular, if \( F_1(X_1, X_2) = 0 \), then \( F(e_1) = 0 \). Hence we can assume that \( N = 2 \), \( F(X_1, X_2) \neq 0 \), and \( \deg_x F = \deg_{x_2} F = 2 \). Write
\[
F(X_1, X_2) = f_{11}X_1^2 + 2f_{12}X_1X_2 + f_{22}X_2^2,
\]
where \( f_{11}, f_{22} \neq 0 \). Let \( g(X_1) = F(X_1, 1) = f_{11}X_1^2 + 2f_{12}X_1 + f_{22} \).
be a quadratic polynomial in one variable. Notice that since coefficients of \( g \) are those of \( F \), we have \( H(g) = H(F) \leq \sqrt{2H(F)} \). By Lemma 2 of [8] (see also Lemma 2.1 of [5]), there must exist \( \alpha \in \overline{\mathbb{Q}} \) such that \( g(\alpha) = 0 \), and
\[
H(\alpha, 1) \leq \sqrt{2H(g)} \leq 2\sqrt{H(F)}.
\]
Taking \( x = (\alpha, 1) \) completes the proof. \( \square \)

Next we present a lemma on effective decomposition of a quadratic space into regular and singular components. This is an adaptation of Lemma 3.2 of [4] over \( \overline{\mathbb{Q}} \), although the inequality (18) is slightly weaker than its number field analogue; this, however, makes essentially no difference for our purposes.

**Lemma 3.5.** Let \( F \) have rank \( r \) on \( Z \), and assume that \( 1 \leq r < L \). Then the bilinear space (\( Z, F \)) can be represented as
\[
Z = Z_\perp \perp W,
\]
where \( Z_\perp = \{ z \in Z : F(z, x) = 0 \ \forall \ x \in Z \} \) is the \( (L - r) \)-dimensional singular component, and \( W \) is a regular subspace of \( Z \), with \( \dim_{\overline{\mathbb{Q}}} W = r \) and
\[
H(Z_\perp) \leq 3^{\frac{(L-r)}{2}}H(F)^rH(Z)^2,
\]
and
\[
H(W) \leq 3^{\frac{r(L-r)}{2}}H(Z).
\]
Proof. Let \( x_1, \ldots, x_L \) be the basis for \( Z \) guaranteed by Theorem 1.2 and write \( X = (x_1 \ldots x_L) \) for the corresponding \( N \times L \) basis matrix. Notice that

\[
Z^\perp = \mathbb{N}(FX) \cap Z,
\]

where \( \mathbb{N}(FX) = \{ z \in \mathbb{Q}^N : zFX = 0 \} \) is the null-space of the matrix \( FX \). Since the matrix \( FX = (Fx_1 \ldots Fx_L) \) has rank \( r < L \), only \( r \) of its columns can be linearly independent. In other words, there exist \( x_{i_1}, \ldots, x_{i_r} \in \{ x_1, \ldots, x_L \} \) such that the \( N \times r \) matrix \( FX' = (Fx_{i_1} \ldots Fx_{i_r}) \) has rank \( r \), and \( \mathbb{N}(FX) = \{ z \in \mathbb{Q}^N : zFX' = 0 \} \). Then, combining Lemmas 3.2 and 3.3 with Theorem 1.2, we obtain

\[
H(Z^\perp) \leq H(\mathbb{N}(FX))H(Z) = H(FX')H(Z) \leq H(Z) \mathcal{H}(F)^r \prod_{j=1}^r H(x_{i_j})
\]

\[
\leq H(Z) \mathcal{H}(F)^r \prod_{j=1}^L H(x_i) \leq 3 \frac{L(L-1)}{2} \mathcal{H}(F)^r H(Z)^2,
\]

which is precisely (18). The proof of (19) is identical to the argument in the proof of Lemma 3.2 of [4], but we use Theorem 1.2 instead of Bombieri-Vaaler version of Siegel’s lemma.

Finally, we will need the following result on the existence of a small-height vector in a subspace \( Z \subseteq \mathbb{Q}^N \) at which the quadratic form \( F \) does not vanish, satisfying one additional condition. An isometry of the quadratic space \((Z, F)\) is an isomorphism \( \sigma : Z \to Z \) such that \( F(\sigma(x), \sigma(y)) = F(x, y) \) for all \( x, y \in Z \). It is easy to see that isometries of \((Z, F)\) form a group under function composition, which we denote by \( \mathcal{O}(Z, F) \); isometries will be discussed in more details in section 6. The following is a direct analogue of Lemma 5.2 of [4] over \( \mathbb{Q} \).

**Lemma 3.6.** Let \((Z, F)\) be an \( L \)-dimensional regular bilinear space in \( N \) variables over \( \mathbb{Q} \), as above, and let \( \sigma \in \mathcal{O}(Z, F) \). There exists an anisotropic vector \( y \) in \( Z \) such that \( \sigma(y) \pm y \) is also anisotropic for some choice of \( \pm \), and

\[
H(y) \leq h(y) \leq 2\sqrt{L} \frac{3^{\frac{L+2(L-1)}{2}}}{L} \mathcal{H}(F)^{L-2} H(Z)^{L-2}.
\]

**Proof.** The argument is identical to that in the proof of Lemma 5.2 of [4] with Bombieri-Vaaler version of Siegel’s lemma [11] replaced with the absolute version of Roy and Thunder (Theorem 1.2).

We are now ready to proceed.

### 4. Proof of Theorem 1.1

Let \( F \) be a quadratic form in \( N \geq 2 \) variables, as above. Let \( Z \subseteq \mathbb{Q}^N \) be an \( L \)-dimensional subspace, \( 1 \leq L \leq N \), such that the bilinear space \((Z, F)\) is regular. We start by proving a lemma about the existence of a small-height zero of \( F \) in \( Z \).

**Lemma 4.1.** Let \( 2 \leq L \leq N \). There exists \( 0 \neq y \in Z \) such that \( F(y) = 0 \) and

\[
H(y) \leq 8 \times 3^{2(L-1)} \mathcal{H}(F)^{\frac{L}{2}} H(Z)^{\frac{L}{2}}.
\]

**Proof.** Let \( z_1, \ldots, z_L \) be the basis for \( Z \) guaranteed by Theorem 1.2 ordered so that

\[
H(z_1) \leq \cdots \leq H(z_L).
\]
Then, by \([\ref{eq:2}]\),
\[
H(z_1)H(z_2) \leq \left(3^{L-1}H(Z)\right)^{\frac{1}{2}} = 3^{L-1}H(Z)^{\frac{1}{2}}.
\]
We will now construct \(a_1, a_2 \in \mathbb{Q}\) such that \(y = a_1z_1 + a_2z_2\) is a zero of \(F\). In other words, we want
\[
0 = F(y) = F(z_1)a_1^2 + 2F(z_1, z_2)a_1a_2 + F(z_2)a_2^2 = G(a_1, a_2).
\]
The right hand side of \((\ref{eq:2})\) is a quadratic form \(G\) in the variables \(a_1, a_2\) with coefficients \(F(z_1), 2F(z_1, z_2), F(z_2)\). By Lemma \([\ref{lem:3.4}]\) there must exist such a pair \((a_1, a_2)\) with
\[
H(a_1, a_2) \leq 2\sqrt{H(G)}.
\]
Let \(E\) be the field extension generated over \(K\) by coefficients of \(G\). By \((2.6)\) of \([17]\), for each \(v \in M(E)\) and each \(\alpha_1, \alpha_2 \in E_\nu^N\)
\[
|F(\alpha_1, \alpha_2)|_v \leq H_v(F)H_v(\alpha_1)H_v(\alpha_2).
\]
Therefore, if \(v \nmid \infty\), we have
\[
\begin{aligned}
H_v(G) &\leq \max\{|F(z_1)|_v, |2|_v|F(z_1, z_2)|_v, |F(z_2)|_v\} \\
&\leq H_v(F)\max\{H_v(z_1)^2, H_v(z_1)H_v(z_2), H_v(z_2)^2\} \\
&\leq H_v(F)\max\{1, H_v(z_1)\}^2\max\{1, H_v(z_2)\}^2.
\end{aligned}
\]
If \(v|\infty\), then
\[
\begin{aligned}
H_v(G)^{\frac{2}{d^v}} &\leq \|F(z_1)|^2_\nu + 2\|F(z_1, z_2)|^2_\nu + \|F(z_2)|^2_\nu \leq H_v(F)^{\frac{2}{d^v}} \times \\
&\times \left(H_v(z_1)^{\frac{2}{d^v}} + 2(H_v(z_1)H_v(z_2))^{\frac{2}{d^v}} + H_v(z_2)^{\frac{2}{d^v}}\right) \\
&\leq H_v(F)^{\frac{2}{d^v}}\left(1 + H_v(z_1)^{\frac{2}{d^v}}\right)^2\left(1 + H_v(z_2)^{\frac{2}{d^v}}\right)^2.
\end{aligned}
\]
Combining \((\ref{eq:4})\) with \((\ref{eq:6})\) and \((\ref{eq:7})\), we see that
\[
H(a_1, a_2) \leq 2H(F)^{\frac{1}{2}}h(z_1)h(z_2).
\]
Combining \((\ref{eq:8})\) and \((\ref{eq:1})\), we see that there exists a zero of \(F\) of the form \(y = a_1z_1 + a_2z_2 \in \mathcal{Z}\) so that
\[
H(y) \leq 2H(F)^{\frac{1}{2}}h(z_1)^2h(z_2)^2.
\]
Notice that for each \(l = 1, 2\), \(z_l\) is a non-zero vector. If \(z_1\) has just one non-zero coordinate, let it for instance be \(i\)-th coordinate, then clearly we can take \(z_1\) to be \(i\)-th standard basis vector \(e_i\), and so \(h(z_1) = \sqrt{2}\). If \(z_1\) has more than one non-zero coordinates, then we can assume without loss of generality that at least one of them is equal to 1, and then it is easy to see that \(h(z_1) \leq \sqrt{2}H(z_1)\). Therefore \((\ref{eq:8})\) can be rewritten as
\[
H(y) \leq 8H(F)^{\frac{1}{2}}(H(z_1)H(z_2))^2 \leq 8 \times 3^{2(L-1)}H(F)^{\frac{1}{2}}H(Z)^{\frac{1}{2}},
\]
where the last inequality follows by \((\ref{eq:2})\). This completes the proof. \(\square\)

We are now ready to prove the theorem.
Proof of Theorem 1.1. First suppose that \( L \) is even, say \( L = 2k \) for some integer \( k \geq 1 \). We argue by induction on \( k \), the Witt index of \((Z, F)\). Suppose that \( k = 1 \). Let \( y \in Z \) be the point guaranteed by Lemma 1.1. Then

\[
H(y) \leq 72H(F)^{\frac{1}{2}}H(Z)^{2},
\]

and \( V = \text{span}_\mathbb{Q}(y) \) is the desired maximal totally isotropic subspace of \((Z, F)\).

Next suppose \( k > 1 \). Let \( z_1, \ldots, z_L \) be the basis for \( Z \) guaranteed by Theorem 1.2 ordered so that

\[
H(z_1) \leq \cdots \leq H(z_L).
\]

Let \( Z_1 = \text{span}_\mathbb{Q}\{z_1, \ldots, z_{L-2}\} \), so that

\[
H(Z_1) \leq \frac{L-2}{L-1}H(z_i) \leq \left(\frac{L(L-1)}{2}\right)^{\frac{1}{2}}H(Z)^{\frac{1}{2}} \leq 3^{(2k-1)(k-1)}H(Z)^{\frac{k-1}{2}}.
\]

Let \( U \) be the maximal totally isotropic subspace of bounded height of \((Z_1, F)\) guaranteed by the induction hypothesis, so that

\[
H(U) \leq 24 \times 2^{\frac{2k-2}{2}}3^{\frac{(2k-1)(k-1)}{2}}H(F)^{\frac{k-1}{2}}H(Z_1)^{\frac{k^2-1}{4k+1}}
\]

\[
\leq 24 \times 2^{\frac{2k-2}{2}}3^{\frac{2k-1-1(2k-3)+2(2k-2)^2}{4}}H(F)^{\frac{k-1}{2}}H(Z)^{\frac{2k^2+4k+2}{2}},
\]

by (31). Since \( \dim(U) = k-1 \), let \( x_1, \ldots, x_{k-1} \) be the basis for \( U \) guaranteed by Theorem 1.2 and let \( X = \{x_1 \ldots x_{k-1}\} \) be the corresponding \( N \times (k-1) \) basis matrix. Define a \((k+1)\)-dimensional subspace of \( Z \)

\[
W = \{y \in Z : yF \equiv 0\} = Z \cap \{y \in \mathbb{Q} : yFX = 0\}.
\]

Combining Lemma 3.2, Lemma 3.3 and Theorem 1.2, we see that

\[
H(W) \leq H(Z)H(FX) \leq \frac{H(Z)H(F)^{k-1}}{H(U)H(Z)} \prod_{i=1}^{k-1} H(x_i)
\]

\[
\leq \left\{3^\frac{k}{2}H(F)\right\}^{k-1}H(U)H(Z).
\]

It is easy to see that \( U \subset W \). Let \( w_1, \ldots, w_{k+1} \) be a basis for \( W \). Then at least two of these basis vectors are not in \( U \), we can assume without loss of generality that these are \( w_1 \) and \( w_2 \). Since \( W = \text{span}_\mathbb{Q}\{U, w_1, w_2\} \), and \( \dim(W) = \dim(U) + 2 \), it must be true that \( U \cap \text{span}_\mathbb{Q}\{w_1, w_2\} = \{0\} \). Consider a binary quadratic form \( G \) in two variables \( a, b \) given by

\[
G(a, b) = F(w_1)a^2 + 2F(w_1, w_2)ab + F(w_2)b^2.
\]

Let \( a = 1 \), then there exist \( b_1, b_2 \in \mathbb{Q} \) such that \( G(1, b_1) = G(1, b_2) = 0 \), i.e. the zero-set of \( G \) consists, up to multiplicity, of two projective points. Let \( y_i = w_1 + b_iw_2 \) for each \( i = 1, 2 \), and so \( F(y_1) = F(y_2) = 0 \) and \( y_1, y_2 \notin U \). Define \( V_i = \text{span}_\mathbb{Q}\{U, y_i\} \) for each \( i = 1, 2 \), then \( V_1, V_2 \subset W \) are maximal totally isotropic subspaces of \((Z, F)\).

Now suppose that \( x \in W \), then \( x = x' + \beta_1w_1 + \beta_2w_2 \), where \( x' \in U \). Therefore

\[
F(x) = F(\beta_1w_1 + \beta_2w_2) = G(\beta_1, \beta_2).
\]

Hence \( F(x) = 0 \) if and only if \( (\beta_1, \beta_2) \) is a multiple of either \((1, b_1)\) or \((1, b_2)\). In other words, \( x \in W \) is such that \( F(x) = 0 \) if and only if \( x \in V_1 \cup V_2 \).

Let \( Z_F \) be the projective closure of the affine set \( \{x \in \mathbb{Q}^N : F(x) = 0\} \), i.e. the projective variety defined by \( F \) over \( \overline{\mathbb{Q}} \). Write \( P(W) \) for the projective space over
Let \( Z_F \cdot P(W) \) be the intersection cycle of these two projective varieties, so that up to multiplicity
\[
Z_F \cdot P(W) = P(V_1) + P(V_2),
\]
i.e. its support is \( P(V_1) \cup P(V_2) \). Notice that from our construction above it is possible that \( V_1 = V_2 \); then we write \( Z_F \cdot P(W) = 2P(V_1) \), so that 2 is the multiplicity of the component \( V_1 \) in this intersection cycle. In any case, the height of this intersection cycle is defined by
\[
H(Z_F \cdot P(W)) = H(V_1)H(V_2).
\]
See [2] for the details on arithmetic intersection theory and heights, keeping in mind that in case of a linear space or a hypersurface their height reduces to an additive height given by \( \log(H^d) \) (see (3.1.6) on p. 947 and remark after Proposition 4.1.2 on p. 965 of [2]). Then applying a version of Arithmetic Bezout’s Theorem presented by Theorem 5.4.4 (i) of [2], we obtain
\[
H(Z_F \cdot P(W)) \leq \sqrt{2}H(W)^2H(F).
\]
Therefore, combining (34), (35), and (33), we have
\[
\min\{H(V_1), H(V_2)\} \leq \sqrt{H(V_1)H(V_2)} = \sqrt{H(Z_F \cdot P(W))} \leq 2^{d/2}H(W)^{d/2} + \frac{1}{2} \cdot \frac{4k-1}{2} \cdot H(F)^{d/2} + \frac{1}{2} H(U)H(Z).
\]
Write \( V \) for \( V_i \) with \( H(V_i) \) being the smaller of the two, \( i = 1, 2 \). Combining (32) and (36) yields (4).

Next suppose that \( L \) is odd, say \( L = 2k + 1 \) for some \( k \geq 0 \). We again argue by induction on \( k \), which is the Witt index of \( (Z, F) \). If \( k = 0 \), then \( L = 1 \), and so \( Z = \mathbb{Q}y \) for some anisotropic vector \( y \in \mathbb{Q}^N \) since \( (Z, F) \) is regular. Hence \( \{0\} \) is the maximal totally isotropic subspace of \( (Z, F) \), so there is nothing to prove. Assume \( k \geq 1 \). Let \( z_1, \ldots, z_L \) be the basis for \( Z \) guaranteed by Theorem 1.2 ordered so that
\[
H(z_1) \leq \cdots \leq H(z_L),
\]
and define \( Z_1 = \text{span}_\mathbb{Q}\{z_1, \ldots, z_{L-1}\} \). By Theorem 1.2
\[
H(Z_1) \leq 3^{2k^2}H(Z)^{2k^2}.
\]
Then \( (Z_1, F) \) is a bilinear space over \( \mathbb{Q} \) of dimension \( L - 1 = 2k \). Notice that maximal totally isotropic subspaces of \( (Z_1, F) \) are also maximal totally isotropic subspaces of \( (Z, F) \), hence have dimension \( k \). Let
\[
Z_1^\perp = \{x \in Z_1 : F(x, z) = 0 \ \forall \ z \in Z_1\}
\]
be the singular component of \( Z_1 \), and suppose it has dimension \( l \). Then \( Z_1 = Z_1^\perp \perp W \) for some \( (2k - l) \)-dimensional subspace \( W \) of \( Z_1 \) such that \( (W, F) \) is regular. Witt index of \( (W, F) \) is therefore equal to \( \left[ \frac{2k - l}{2} \right] \), so let \( V \) be a maximal totally isotropic subspace of \( W \). Then \( Z_1^\perp \perp V \) is a maximal totally isotropic subspace of \( Z_1 \), and so has dimension \( k \). On the other hand, \( Z_1^\perp \cap V = \{0\} \), hence \( \dim_{\mathbb{Q}}(Z_1^\perp \perp V) = l + \left[ \frac{2k - l}{2} \right] \). Therefore we must have
\[
l + \left[ \frac{2k - l}{2} \right] = k,
\]
which means that either \( l = 0 \) or \( l = 1 \). If \( l = 0 \), then \( (Z_1, F) \) is regular, and so by the argument in the even case above there exists a maximal totally isotropic
subspace $V$ of $(Z, F)$ of bounded height. Moreover, by combining (41) and (37), we obtain
\[(38) \quad H(V) \leq 24 \times 2^{k+1} 3^{(k+3)(k+4)/2} H(F)^{k^2} H(Z)^{k^2 + k^2 + 2},\]
which is smaller than the bound in (5).

Assume $l = 1$. Then $(W, F)$ is a regular $(2k - 1)$-dimensional bilinear space of Witt index $k - 1$ with
\[(39) \quad H(W) \leq 3^{k(4k-1)} H(Z)^{4k},\]
where this bound is obtained by combining (19) with (37). By induction hypothesis, there exists a maximal totally isotropic subspace $U$ of $(W, F)$ with
\[(40) \quad H(U) \leq 3^{2(k-1)k^3} H(F)^{(k-1)^2} H(W)^{4(k-1)}.\]
Notice that $F$ has rank $2k - 1$ on $Z_L$. Combining Lemma 3.1 and (40), and applying (14) of Lemma 5.1, we see that the maximal totally isotropic subspace $V = Z_L \perp U$ of $(Z, F)$ satisfies
\[(41) \quad H(V) \leq H(Z_L^+) H(U) \leq 3^{4(6k-1)} H(F)^{2k-1} H(Z)^{4k} H(U),\]
where the last inequality follows by combining (18) and (37). Combining (39), (40), and (41) produces (5), and so finishes the proof. $\square$

5. Corollaries

In this section we use Theorem 1.1 to prove an effective version of Witt decomposition theorem over $\mathbb{Q}$. First let us recall that a hyperbolic plane in $(Z, F)$ is a two-dimensional subspace of the form
\[
\mathbb{H} = \text{span}_{\mathbb{Q}} \{ x, y \in Z : F(x) = F(y) = 0, F(x, y) = 1 \}.
\]
A classical theorem of Witt (1937) for a regular $L$-dimensional bilinear space $(Z, F)$ over $\mathbb{Q}$ states that there exists a decomposition of $Z$ into an orthogonal direct sum with respect to $F$ of the form
\[(42) \quad Z = \mathbb{H}_1 \perp \cdots \perp \mathbb{H}_k \perp W,
\]where $k = \left[ \frac{L}{2} \right]$ is Witt index of $(Z, F)$, $\mathbb{H}_1, \ldots, \mathbb{H}_k$ are hyperbolic planes, and $W$ is zero if $L = 2k$, and is a one-dimensional anisotropic component if $L = 2k + 1$, i.e. is of the form $\text{span}_{\mathbb{Q}} \{ y \}$ for some $y \in Z$ such that $F(y) \neq 0$ (see for instance Corollary 5.11 on p.17 of [12]). An effective version of Witt decomposition theorem for bilinear spaces over a number field is proved in [1]. Here we obtain the following effective analogue of Witt’s theorem over $\mathbb{Q}$.

**Theorem 5.1.** Let $(Z, F)$ be a regular $L$-dimensional bilinear space in $N$-variables over $\mathbb{Q}$. There exists an orthogonal decomposition of $(Z, F)$ as in (42) such that for each $1 \leq i \leq k = \left[ \frac{L}{2} \right]$
\[(43) \quad H(\mathbb{H}_i) \leq 3^{12k^4(k+1)(\frac{L}{2})^k} \left\{ \sqrt{k} H(F)^{k^2 + 1} H(Z)^{6k^2 + 5} \right\}^{\frac{(6k)(k+3)}{2k(k+1)}},\]
and $W = \{ 0 \}$ if $L = 2k$, or $W = \mathbb{Q}y$ with
\[(44) \quad H(W) = H(y) \leq 2\sqrt{2k+1} \left[ 3^{\frac{2(k^2+3)}{2}} H(Z)^{2k+3} \right],\]
if $L = 2k + 1$. 
Proof. First assume $L = 2k$. In this case we prove that there exists a decomposition of $(Z, F)$ of the form

$$Z = H_1 \perp \cdots \perp H_k,$$

with

$$H(H_i) \leq 3^{12k^5(\frac{1}{2})^k} \left\{ \mathcal{H}(F)^{k^2} H(Z) \right\}^{\frac{(k+1)(k+2)}{2}} \left(\frac{2}{3}\right)^k,$$

for each $1 \leq i \leq k$, which is smaller than the bound in (43). The argument is identical to the proof of Theorem 4.1 of [4], except that instead of Bombieri-Vaaler version of Siegel’s lemma over a fixed number field (quoted as Theorem 2.1 in [4]) we use the absolute version of our Theorem 1.2 due to Roy and Thunder, and instead of Vaaler’s theorem on the existence of a maximal totally isotropic subspace of bounded height in a bilinear space over a fixed number field (quoted as Theorem 3.1 in [4]) we use the absolute version, i.e. the case $L = 2k$ of our Theorem 1.1 given by the bound in (43). Using the same construction as in the proof of Theorem 4.1 of [4], we first obtain a hyperbolic plane $H_1 \subseteq Z$ such that

$$H(H_1) \leq 3^{(k+1)^3} \mathcal{H}(F)^{\frac{k}{2}} H(Z)\left(\frac{k+1}{2}\right),$$

which is smaller than the bound in (40), and then define

$$Z_1 = H_1^\perp = \{ z \in \overline{\mathbb{Q}}^N : F(z, x) = 0 \ \forall \ x \in H_1 \} \cap Z,$$

so that $\dim_{\overline{\mathbb{Q}}}(Z_1) = L - 2 = 2(k - 1)$, $(Z_1, F)$ is a regular bilinear space of Witt index $k - 1$, and $Z = H_1 \perp Z_1$. Combining Lemmas 3.2 and 3.3 with (47), we obtain

$$H(Z_1) \leq H(H_1)H(Z)\mathcal{H}(F)^2 \leq 3^{(k+1)^3} \mathcal{H}(F)^{\frac{k+1}{2}} H(Z)^{\frac{k^2+3k+2}{2}}.$$  

We proceed by induction on $k$. If $k = 1$, we are done. If $k \geq 2$, by induction hypothesis there must exist a decomposition for $(Z_1, F)$ of the form

$$Z_1 = H_2 \perp \cdots \perp H_k,$$

with

$$H(H_i) \leq 3^{12(k-1)^5(\frac{1}{2})^{k-1}} \left\{ \mathcal{H}(F)^{(k-1)^2} H(Z_1) \right\}^{\frac{(k-1)(k+1)}{2}} \left(\frac{2}{3}\right)^{k-1},$$

for each $2 \leq i \leq k$. Then

$$Z = H_1 \perp Z_1 = H_1 \perp H_2 \perp \cdots \perp H_k,$$

and combining (48) and (49) yields (40).

Next suppose $L = 2k + 1$. Then let $y \in Z$ be the anisotropic vector guaranteed by Lemma 3.6, and define $W = \text{span}_{\overline{\mathbb{Q}}}(y)$, so that by (20)

$$H(W) = H(y) \leq 2\sqrt{2k+1} \left(\frac{(2k+3k)}{2}\right)^\frac{k(k+1)}{2} H(Z)^\frac{k(k+2)}{2+2}.$$  

Define

$$Z_1 = W^\perp = \{ z \in \overline{\mathbb{Q}}^N : F(z, y) = 0 \} \cap Z,$$

then $\dim_{\overline{\mathbb{Q}}}(Z_1) = L - 1 = 2k$, and $Z = W \perp Z_1$. Combining Lemmas 3.2 and 3.3 with (50), we obtain

$$H(Z_1) \leq H(W)H(Z)\mathcal{H}(F) \leq 2\sqrt{2k+1} \left(\frac{(2k+3k)}{2}\right)^\frac{k(k+1)}{2} H(F)H(Z)^{\frac{k(k+2)}{2+2}}.$$  

Suppose there exists \( x \in Z_1 \) such that \( F(x, z) = 0 \) for all \( z \in Z_1 \). By construction \( F(x, y) = 0 \), and hence \( F(x, z) = 0 \) for all \( z \in Z \). This contradicts the original assumption that \( (Z, F) \) is regular, hence \( (Z_1, F) \) must also be regular, and thus its Witt index is equal to \( k \). Therefore, by the argument in the even case above, there exists a decomposition into an orthogonal sum of \( k \) hyperbolic planes of bounded height like \( (45) \) for \( Z_1 \). Hence we obtained a decomposition as in \( (42) \) for \( Z \).

Combining \( (46) \) with \( (51) \) yields \( (43) \), and \( (44) \) is precisely \( (50) \). \( \square \)

**Remark.** Notice that Theorems \( 1.1 \) and \( 5.1 \) can both be extended to the case when our bilinear space \( (Z, F) \) contains singular points. In this case \( Z \) can be written as \( Z = Z^\perp \perp Z_1 \), where \( Z^\perp \) is the singular component and \( (Z_1, F) \) is a regular bilinear space. If \( V \) is the maximal totally isotropic subspace of \( (Z_1, F) \) of bounded height as guaranteed by Theorem \( 1.1 \) then \( Z^\perp \perp V \) is a maximal totally isotropic subspace of \( (Z, F) \), and by Lemma \( 6.1 \)

\[
H(Z^\perp \perp V) \leq H(Z^\perp)H(V),
\]

where \( H(Z^\perp) \) is bounded by \( (18) \) of Lemma \( 3.5 \) Witt decomposition for \( (Z, F) \) in this case will be of the form

\[
Z = Z^\perp \perp H_1 \perp \cdots \perp H_k \perp W,
\]

where \( k \) is the Witt index of \( (Z_1, F) \), and \( Z_1 = H_1 \perp \cdots \perp H_k \perp W \) is the small-height decomposition for \( (Z_1, F) \) guaranteed by Theorem \( 5.1 \).

6. Related Results

In this section we derive some additional structural theorems for bilinear spaces over \( \mathbb{Q} \), analogous to those in \( 4 \). In particular, all the arguments in this section are completely parallel to their respective analogues over a fixed number field developed in \( 4 \). We include them here for the purposes of self-containment and readability.

As above, let \( F \) be a quadratic form in \( N \geq 2 \) variables. We first state a result on an effective decomposition of a bilinear space into an orthogonal sum of one-dimensional subspaces, i.e. a version of Siegel’s lemma for a bilinear space.

**Theorem 6.1.** Let \( Z \) be an \( L \)-dimensional subspace of \( (\mathbb{Q}^N, F) \), \( L < N \). Then there exists a basis \( x_1, \ldots, x_L \in \mathbb{Q}^N \) for \( Z \) such that \( F(x_i, x_j) = 0 \) for all \( i \neq j \), and

\[
\prod_{i=1}^L H(x_i) \leq 3^{\frac{L(L-1)}{2}} \frac{1}{H(F)^{\frac{L(L+1)}{2}}} H(Z)^L.
\]

**Proof.** We argue by induction on \( L \). First suppose that \( L = 1 \), then pick any \( 0 \neq x_1 \in Z \), and observe that \( H(x_1) = H(Z) \). Now assume that \( L > 1 \) and the theorem is true for all \( 1 \leq j < L \). Let \( 0 \neq x_1 \in Z \) be a vector guaranteed by Theorem \( 1.2 \) so that

\[
H(x_1) \leq 3^{\frac{L-1}{2}} H(Z)^{\frac{1}{2}}.
\]

First assume that \( x_1 \) is a non-singular point in \( Z \). Then

\[
Z_1 = \{ y \in Z : x_1^TFy = 0 \} = \{ x_1 \}^\perp \cap Z,
\]

has dimension \( L - 1 \); here \( \{ x_1 \}^\perp = \{ y \in \mathbb{Q}^N : x_1^TFy = 0 \} \). Then by Lemma \( 3.3 \) Lemma \( 3.2 \) and \( (53) \) we obtain

\[
H(Z_1) \leq H(x_1^TF)(Z) \leq H(F)H(x_1)H(Z) \leq 3^{\frac{L-1}{2}} H(F) H(Z)^{\frac{1}{2}}.
\]
Since \( \dim_{\mathbb{Q}}(Z_1) = L - 1 \), the induction hypothesis implies that there exists a basis \( x_2, \ldots, x_L \) for \( Z_1 \) such that \( F(x_i, x_j) = 0 \) for all \( 2 \leq i \neq j \leq L \), and

\[
\prod_{i=2}^{L} H(x_i) \leq 3 \left( \frac{(L-2)^2(L+1)}{4} H(F) \right)^{\frac{(L-1)}{2}} H(Z_1)^{L-1} \leq 3 \left( \frac{(L-2)^2(L+1)}{4} + \frac{(L-1)^2}{2} H(F) \right)^{\frac{L+2}{2}} H(Z)^{\frac{L-1}{2}},
\]

(55)

where the last inequality follows by (54). Combining (53) and (55) we see that \( x_2, \ldots, x_L \) is a basis for \( Z \) satisfying (52) such that \( F(x_i, x_j) = 0 \) for all \( 1 \leq i \neq j \leq L \).

Now assume that \( x_1 \) is a singular point in \( Z \). Since \( x_1 \neq 0 \), it must be true that \( x_{1j} \neq 0 \) for some \( 1 \leq j \leq N \). Let 

\[
Z_1 = Z \cap \{ x \in \mathbb{Q}^N : x_j = 0 \},
\]

then \( x_1 \notin Z_1 \), \( Z = \mathbb{Q}x_1 \perp Z_1 \), and

(56)

\[
H(Z_1) \leq H(Z),
\]

by Lemma 3.3. Since \( \dim_{\mathbb{Q}}(Z_1) = L - 1 \), we can apply induction hypothesis to \( Z_1 \), and proceed the same way as in the non-singular case above. Since the upper bound of (56) is smaller than that of (54), the result follows. \( \square \)

Next we discuss the effective structure of the isometry group of a bilinear space over \( \mathbb{Q} \). For the rest of this section assume that \( Z \subseteq \mathbb{Q}^N \) is an \( L \)-dimensional subspace, \( 1 \leq L \leq N \) such that the bilinear space \((Z, F)\) is regular. From here on our notation is the same as in section 5 of [4]; we review it here.

First notice that \( \mathbb{Q}^N = Z \perp \mathbb{Q}^{N-1} \), where \( \mathbb{Q}^{N-1} = \{ x \in \mathbb{Q}^N : F(x, z) = 0 \ \forall \ z \in Z \} \). Let \( O(Z, F) \) be the group of isometries of \((Z, F)\), and write \( id_Z \) for its identity element. Also let \(-id_Z\) be the element of \( O(Z, F) \) that takes \( x \) to \(-x\) for each \( x \in Z \). Each element \( \sigma \) of the isometry group \( O(\mathbb{Q}^N, F) \) is uniquely represented by an \( N \times N \) matrix \( A \in GL_N(\mathbb{Q}) \), and so we can define \( H(\sigma) \) to be the height of \( A \) viewed as a vector in \( \mathbb{Q}^{N^2} \), same way as for the coefficient matrix of \( F \).

Notice that each \( \sigma \in O(Z, F) \) can be extended to an isometry \( \hat{\sigma} \in O(\mathbb{Q}^N, F) \) by selecting an isometry \( \sigma' \in O(\mathbb{Q}^{N-1}, F) \). For each \( \sigma \in O(Z, F) \) choose such an extension \( \hat{\sigma} : \mathbb{Q}^N \rightarrow \mathbb{Q}^N \) so that \( H(\hat{\sigma}) \) is minimal, and define \( H(\sigma) = H(\hat{\sigma}) \) for this choice of \( \hat{\sigma} \). This definition of height in particular insures that for each \( \sigma \in O(Z, F) \)

(57)

\[
H(\sigma) = H(-\sigma),
\]

where \(-\sigma = -id_Z \circ \sigma \). Moreover, if \( A \) is the matrix of \( \hat{\sigma} \), then

(58)

\[
\det(A) = \det(\hat{\sigma}) = \det(\hat{\sigma} \mid z) \det \left( \hat{\sigma} \mid \mathbb{Q}^{N-1} \right) = \det(\sigma) \det(\sigma') = \pm 1.
\]

We will also refer to this matrix \( A \) as the matrix of \( \sigma \).

For each \( x \in Z \) such that \( F(x) \neq 0 \) we can define an element of \( O(Z, F) \), \( \tau_x : Z \rightarrow Z \), given by

(59)

\[
\tau_x(y) = y - \frac{2F(x, y)}{F(x)} x,
\]
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which is a reflection in the hyperplane \( \{ x \}^\perp = \{ z \in \mathbb{Z} : F(x, z) = 0 \} \). It is not difficult to see that the matrix of such a reflection is of the form \((\tau_{ij}(x))_{1 \leq i,j \leq N} \), where
\[
\tau_{ij}(x) = \begin{cases} 
1 - 2 \frac{F(x)}{F(x)^2} \sum_{k=1}^{N} f_{ik}x_i x_k & \text{if } i = j \\
- 2 \frac{F(x)}{F(x)^2} \sum_{k=1}^{N} f_{jk}x_i x_k & \text{if } i \neq j
\end{cases}
\]
For each reflection \( \tau_x \), \( \det(\tau_x) = -1 \). We say that \( \sigma \) is a rotation if \( \det(\sigma) = +1 \).

We can now derive some bounds on height of isometries of \((\mathbb{Z}, F)\). We start with a simple result, which is precisely Lemma 5.1 of \([4]\).

**Lemma 6.2.** Let \( x \in \mathbb{Z} \) be anisotropic and \( \tau_x \in \mathcal{O}(\mathbb{Z}, F) \) be the corresponding reflection. Then
\[
(60) \quad \mathcal{H}(\tau_x) \leq N^3(N + 2)\mathcal{H}(F)\mathcal{H}(x)^2.
\]

An immediate consequence of Lemmas 6.2 and 3.6 is the following statement about the existence of a reflection of relatively small height in \( \mathcal{O}(\mathbb{Z}, F) \) - this is a direct analogue of Corollary 5.3 of \([4]\).

**Corollary 6.3.** There exists a reflection \( \tau \in \mathcal{O}(\mathbb{Z}, F) \) with
\[
(61) \quad \mathcal{H}(\tau) \leq \frac{(L + 2)(L - 1)}{4LN^3(N + 2)\mathcal{H}(F)\mathcal{H}(Z)\mathcal{H}(\sigma)}.
\]

**Proof.** Let \( x \) be an anisotropic point in \( \mathbb{Z} \) guaranteed by Lemma 3.6. Let \( \tau = \tau_x \). The result follows by combining (60) with (20). \( \square \)

Moreover, every isometry \( \sigma \in \mathcal{O}(\mathbb{Z}, F) \) can be represented as a product of reflections of bounded height. This is an effective version of the well-known Cartan-Dieudonné theorem. Specifically, we can state the following.

**Theorem 6.4.** Let \((\mathbb{Z}, F)\) be a regular symmetric bilinear space over \( \overline{\mathbb{Q}} \) with \( \mathbb{Z} \subseteq \overline{\mathbb{Q}}^N \) of dimension \( L \), \( 1 \leq L \leq N \), \( N \geq 2 \). Let \( \sigma \in \mathcal{O}(\mathbb{Z}, F) \). Then either \( \sigma \) is the identity, or there exist an integer \( 1 \leq l \leq 2L - 1 \) and reflections \( \tau_1, \ldots, \tau_l \in \mathcal{O}(\mathbb{Z}, F) \) such that
\[
(62) \quad \sigma = \tau_1 \circ \cdots \circ \tau_l,
\]
and for each \( 1 \leq i \leq l \),
\[
(63) \quad \mathcal{H}(\tau_i) \leq \left( 2N^2 \frac{L - 1}{3} \right)^{\frac{L - 1}{2}} \mathcal{H}(F)^{\frac{L - 1}{2}} \mathcal{H}(Z)^{\frac{L - 1}{2}} \mathcal{H}(\sigma)^{\frac{L - 1}{2}}.
\]

To prove Theorem 6.4 we will need the following two technical lemmas, which are Lemmas 5.4 and 5.6 of \([4]\), respectively.

**Lemma 6.5.** Let \( A \in GL_N(\overline{\mathbb{Q}}) \) be such that \( \det(A) = \pm 1 \), and write \( I_N \) for the \( N \times N \) identity matrix. Then
\[
(64) \quad \mathcal{H}(A \pm I_N) \leq 2\mathcal{H}(A).
\]

**Lemma 6.6.** Let \( A \) and \( B \) be two \( N \times N \) matrices with entries in \( \overline{\mathbb{Q}} \). Then
\[
(65) \quad \mathcal{H}(AB) \leq \mathcal{H}(A)\mathcal{H}(B).
\]
Proof of Theorem 6.4. We argue by induction on $L$. When $L = 1$, $Z = \mathbb{Q}$, for some anisotropic vector $x \in \mathbb{Q}$, since $(Z, F)$ is regular. Then $\sigma = \pm id_Z$, where $-id_Z = \tau_x$, and $\mathcal{H}(\sigma) = \sqrt{N}$, by (57).

Then assume $L > 1$. Write $A$ for the $N \times N$ matrix of $\sigma$, and $I_N$ for the $N \times N$ identity matrix, so in particular $\mathcal{H}(\sigma) = \mathcal{H}(A)$. Notice that for each $x \in Z$,

$$F(\sigma(x) - x, \sigma(x) + x) = 0.$$  \hfill (66)

Let $x \in Z$ be the anisotropic vector guaranteed by Lemma 3.6 with $\sigma(x) \pm x$ also anisotropic. For this choice of $\pm$, $\tau_{\sigma(x) \pm x}$ fixes $\sigma(x) \mp x$ and maps $\sigma(x) \pm x$ to $-(\sigma(x) \pm x)$. Then $2\sigma(x) = (\sigma(x)) + (\sigma(x) - x)$ will be mapped to $(\sigma(x) \mp x) - (\sigma(x) \pm x) = \mp 2x$. We can therefore observe that if $\sigma(x) - x$ is anisotropic, then

$$\sigma' = \tau_{\sigma(x) - x} \circ \sigma$$ \hfill (67)

fixes $x$. If, on the other hand, $\sigma(x) + x$ is anisotropic, then

$$\sigma' = \tau_{\sigma(x) + x} \circ \sigma$$ \hfill (68)

fixes $x$. In any case, $\sigma'$ defined either by (67) or (68) is an isometry of the $(L - 1)$-dimensional regular bilinear space $\{\{x\}^\perp, F\}$, where $\{x\}^\perp = \{z \in Z : F(x, z) = 0\}$.

Then, by the induction hypothesis,

$$\sigma' = \tau_1 \circ \cdots \tau_l$$

for some reflections $\tau_1, \ldots, \tau_l$ with $1 \leq l \leq 2L - 3$ and

$$\mathcal{H}(\tau_i) \leq \left(2N^2 3^{\frac{L-2}{2}} \frac{L^3}{L^2} \mathcal{H}(F) \frac{1}{L} \mathcal{H}(\{x\}^\perp) \mathcal{H}(\sigma') \right)^\frac{5}{L-2},$$  \hfill (69)

for each $1 \leq i \leq l$, and so

$$\sigma = \sigma'' \circ \tau_1 \circ \cdots \circ \tau_l,$$

for the same $\tau_1, \ldots, \tau_l$ and $\sigma'' = \tau_{\sigma(x) - x}$ or $\sigma'' = \tau_{\sigma(x) + x} \circ \tau_{\sigma(x)}$, depending on which of $\sigma(x) \pm x$ is anisotropic, so $\sigma$ is a product of at most $2L - 1$ reflections. Next we are going to produce bounds on their heights. Combining Lemma 6.2 with a bound analogous to that of Lemma 3.2 and with Lemma 5.6 we obtain

$$\mathcal{H}(\tau_{\sigma(x)}) \leq 4LN^3(N + 2) 3^{\frac{(L+2)(L-1)}{4}} \mathcal{H}(F) \mathcal{H}(Z)^{\frac{L+2}{2}} \mathcal{H}(\sigma)^2.$$  \hfill (71)

Therefore $\tau_{\sigma(x)}$ satisfies (63). Also by Lemma 6.2

$$\mathcal{H}(\tau_{\sigma(x) \pm x}) \leq N^3(N + 2) \mathcal{H}(F) \mathcal{H}(\sigma(x) \pm x)^2.$$  \hfill (72)

Notice that $\sigma(x) \pm x = (A \pm I_N)x$. Then, once again, by a bound analogous to that of Lemma 3.2

$$\mathcal{H}(\sigma(x) \pm x) \leq \mathcal{H}(x) \mathcal{H}(A \pm I_N) \leq 2\sqrt{L} 3^{\frac{(L+2)(L-1)}{4}} \mathcal{H}(Z)^{\frac{L+2}{2}} \mathcal{H}(A \pm I_N),$$  \hfill (73)

where the last inequality follows by (20). Combining (73) with Lemma 6.5 we obtain

$$\mathcal{H}(\sigma(x) \pm x) \leq 4\sqrt{L} 3^{\frac{(L+2)(L-1)}{4}} \mathcal{H}(Z)^{\frac{L+2}{2}} \mathcal{H}(A).$$  \hfill (74)

Combining (72) and (74), we obtain

$$\mathcal{H}(\tau_{\sigma(x) \pm x}) \leq 16LN^3(N + 2) 3^{\frac{(L+2)(L-1)}{4}} \mathcal{H}(F) \mathcal{H}(Z)^{\frac{L+2}{2}} \mathcal{H}(\sigma)^2,$$

hence $\tau_{\sigma(x) \pm x}$ satisfies (63). By combining (67), (68), (57), Lemma 6.6, (71), and
we have
\[
\mathcal{H}(\sigma) \leq 64L^2N^6(N+2)^23^{(L+2)(L-1)}\mathcal{H}(F)^2H(Z)^{2L+4}\mathcal{H}(\sigma)^5.
\]
By Lemma 3.3, Lemma 3.2 and (20)
\[
H(\{x\}) \leq \mathcal{H}(F)H(x)H(Z) \leq 2\sqrt{L}3^{(L+2)(L-1)}\mathcal{H}(F)H(Z)^{3L+2}.
\]
Then bound (63) follows upon combining (69) with (76) and (77) while keeping in mind that \(2 \leq L \leq N\) and \(N+2 \leq 2N\). This completes the proof.
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