Ab-initio structure and dynamics of supercritical CO₂
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Green technologies rely on green solvents and fluids. Among them, supercritical CO₂ already finds many important applications. The molecular level understanding of the dynamics and structure of this supercritical fluid is a prerequisite to rational design of future green technologies. Unfortunately, the commonly employed Kohn-Sham DFT is too computationally demanding to produce meaningfully converged dynamics within a reasonable time and with a reasonable computational effort. Thanks to subsystem DFT, we analyze finite-size effects by considering simulations cells of varying sizes (up to 256 independent molecules in the cell) and finite-time effects by running 100 ps-long trajectories. We find that the simulations are in reasonable and semiquantitative agreement with the available neutron diffraction experiments and that, as opposed to the gas phase, the CO₂ molecules in the fluid are bent with an average OCO angle of 175.8°. Our simulations also confirm that the dimer T-shape is the most prevalent configuration. Our results further strengthen the experiment-simulation agreement for this fluid when comparing radial distribution functions and diffusion coefficient, confirming subsystem DFT as a viable tool for modeling structure and dynamics of condensed-phase systems.
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Supercritical CO$_2$ is emerging as an important fluid for green technological applications ranging from refrigeration to solvation, and oil extraction$^{12}$. Thus, understanding its properties at the molecular level is very important as it enables the rational development of future technologies. While liquids such as liquid water$^{3-5}$ have been extensively studied with a large array of ab-initio electronic structure techniques, the molecular-level structure and dynamics of supercritical CO$_2$ has not enjoyed a similar interest from the modeling community, probably because of the high computational complexity involved in the simulations (e.g., CO$_2$ molecules are more extended than H$_2$O molecules and carry a larger number of electrons) unless very high pressures are considered$^6$. However, ab-initio models$^{7-10}$ and experiments based on neutron diffraction$^{11-13}$ and X-ray scattering$^{14,15}$ are available and classical molecular dynamics (MD) simulations carried out with force-fields have also been presented$^{9,10}$. The simulations so far have largely resulted in qualitative agreement with the experiments. Particularly interesting has been the work by Balasubramanian et al.$^9$ finding that by improving the employed force field (fitting against coupled cluster energies), a shoulder appears in the C–O radial distribution function (RDF) which is due to prevalent T-shape geometries in the fluid$^{8,10}$.

Thus, details of the structure of supercritical CO$_2$ are still largely to be debated and in this work we make significant headway in the analysis of the structure of the fluid as well as its dynamics. Particularly in regards to the latter, by running simulations on a large simulation cell containing 256 independent CO$_2$ molecules we reduce the inconvenient effects of thermostats on the dynamics. And by running dynamics for 100 ps on a medium-sized simulation cell containing 32 independent CO$_2$ molecules, we access converged structural parameters.

Long-time dynamics as well as large simulations cells are difficult to approach because ab-initio quantum mechanical models are computationally expensive and a large number of processing units along with a large amount of memory are generally needed to carry out converged simulations. For example, Kohn-Sham DFT (KS-DFT) computational complexity typically scales with the cube of the number of electrons considered$^{16,17}$ while the memory grows quadratically. Doubling the cell size would make the KS-DFT calculation eight-fold more complex. To ameliorate the computational scaling, in this work we employ subsystem DFT$^{18-20}$ (sDFT, hereafter), a density embedding method that results in a divide and conquer algorithm which effectively scales almost linearly$^{21,22}$. 
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The crucial difference between sDFT simulations and KS-DFT is the fact that to achieve a subsystem partition at the level of the energy functional, it is necessary to invoke nonadditive kinetic energy functionals (NAKE)\textsuperscript{23–25}. GGA NAKEs are typically implemented, as they provide a good compromise between accuracy and efficiency of the associated algorithms\textsuperscript{20,26–28}. In sDFT, the electron density is additive\textsuperscript{25}, \(\rho(r) = \sum_{I}^{N_S} \rho_I(r)\), with \(N_S\) being the number of subsystems. With that, we solve for \(N_S\) coupled KS equations, one per subsystem

\[
-\frac{1}{2} \nabla^2 + v_s^I(r) + v_{emb}^I(r) \phi_i^I(r) = \epsilon_i \phi_i^I(r),
\]

where \(v_s^I(r)\) is the KS potential of the isolated subsystem \(I\), while \(v_{emb}^I(r)\) is the embedding potential for the same subsystem defined as the functional derivative of all the nonadditive functionals (Coulomb, exchange–correlation and NAKE). By solving the equations in Eq. (1) independently on separate sets of CPUs for each subsystem, sDFT computer codes exploit parallel computer architectures\textsuperscript{21,22} and the locality of the electronic structure\textsuperscript{29}.

Our embedded Quantum ESPRESSO (eQE) software\textsuperscript{21} implements sDFT in an efficient way achieving almost perfect parallel scaling in large part because the only quantity that needs broadcasting is the electron density (an order-\(N\) quantity). eQE has been employed before for simulations of large systems providing a quantitative model at a much reduced computational cost compared to KS-DFT of the supersystem both for ground state simulations (which include simulations of liquid water)\textsuperscript{29,31} as well as simulations of excited states dynamics\textsuperscript{32–35}.

In this work, the KS-DFT calculations are carried out with Quantum-ESPRESSO (QE)\textsuperscript{36} and sDFT with eQE. The electronic structure is computed at the \(\Gamma\)–point, and ions are described with ultrasoft pseudopotentials\textsuperscript{37} (from Quantum-ESPRESSO library). Energy cutoffs of 40 Ry for the plane wave expansion of the electronic wavefuctions, and 400 Ry for the charge density are employed. We present two simulation setups. The first has 32 CO\(_2\) molecules in a cubic box of lattice vector \(a = 15.0\) Å (CO32, hereafter). In the second set of simulations we increase the system size eight-fold, 256 CO\(_2\) molecules in a cubic box of \(a = 30.0\) Å (CO256, hereafter). To our knowledge, CO256 is the largest system size considered so far for fluid CO\(_2\) by an ab-initio electronic structure method.

Born-Oppenheimer ab-initio molecular dynamics (AIMD) simulations are run with a time step of 30 a.u. driven by the Verlet propagator. The temperature is kept at 314 K
± 30 K using a velocity rescaling thermostat. In addition to the sDFT simulations, we also run KS-DFT simulations on the CO32 system with the PBE exchange–correlation functional. These are indicated by KS-PBE, hereafter. The energy drift during the dynamics was recorded to be as low as 1.2 meV/molecule/ps (see Figure S1 of the supplementary materials).

Similarly to a previous study for liquid water, we employ subsystem-specific simulation cells only to expand the KS orbitals of the subsystems and to represent the subsystem Hamiltonian. These cells are subsystem-centered and have a lattice vector 40 % the size of the native simulation cell for the CO32 system and 20 % for the CO256 system. This is so for every subsystem and in overall this procedure allows the reduction of the total number of plane waves in the calculation by 94 % and 99 % for CO32 and CO256, respectively. Specific details of this implementation in eQE can be found elsewhere. In all AIMD simulations, the first 5000 steps are discarded, the remaining steps are used for data analysis and generation.
of the results.

While the CO32 sDFT simulations run for 100 ps, the CO32 KS-PBE simulations run for 30 ps. The sDFT simulations of the CO256 system where restarted from a 65 ps CO32 sDFT dynamics and were run for an additional 10 ps.

In Figure 2 we indicate with a red star the place in the phase diagram where our simulations locate. We also show a picture of the simulation cell of the CO32 system with highlighted two subsystem electron densities. Under the simulation conditions, our supercritical CO$_2$ model system is at the edge between the liquid-gas phase and the supercritical region.

TABLE I: Most probable intra/intermolecular (first solvation shell only) interatomic distances in Å. Diffusion coefficient, $D$, in units of $10^{-8} m^2/s$.

| Bond       | Experiment | KS-PBE | sDFT$^d$ | sDFT$^e$ |
|------------|------------|--------|----------|----------|
| Intramolecular |           |        |          |          |
| C-O        | 1.17$^{13}$ | 1.17   | 1.17     | 1.17     |
| O-O        | 2.33$^{13}$ | 2.35   | 2.34     | 2.34     |
| Intermolecular |           |        |          |          |
| C···C      | 4.05$^a$/4.01$^b$ | 4.47   | 4.02     | 4.02     |
| C···O      | 4.11$^b$    | 4.29   | 4.12     | 4.10     |
| O···O      | 3.24$^b$    | 3.52   | 3.20     | 3.24     |
| $D$        | 3.6-4$^c$   | 3.1    | 4.5      | 4.2      |

$^a$ Based on Ref. $^{13}$ the peak position of RDF at 4.05 Å at $P$ =10.2 MPa in the experiment.
$^b$ Based on Ref. $^{12}$ experiment and MD simulation analysis.
$^c$ Using data from Ref. $^{40}$ we extrapolate the diffusion coefficient at the temperature and pressure condition of the simulations to be between 3.6 and $4.0\times10^{-8} m^2/s$.
$^d$ CO32: 32 independent CO$_2$ molecules.
$^e$ CO256: 256 independent CO$_2$ molecules.

In Table I we show the most probable interatomic distances as they are sampled during the molecular dynamics. The KS-PBE results overestimate the C–C distance by 0.4Å. These overestimations have been also reported in past ab-initio dynamics based on PBE$^8$. While it is difficult to pinpoint the exact origin of this effect, when interactions originating form long-range exchange–correlation are included in the simulation, the most probable C–C distance has been reported to shrink by about 5%$^9$. The intramolecular distances are well reproduced by KS-PBE.
In line with the performance shown for other liquids\textsuperscript{31}, the sDFT simulations agree very well with the available experiments for intra and intermolecular distances\textsuperscript{31}. The theory-experiment agreement, however, at this stage is only partial as the values of the most probable distances do not offer a full view of the structure of the fluid.

To further assess the quality of the predicted structure of supercritical CO\textsubscript{2}, we compute the radial distribution function (RDF) for the entire molecule, presented in Figure 2 (only intermolecular portion is shown). In the figure, we compare three distinct neutron diffraction experiments with our simulations which are in fair agreement with each other. Both KS-PBE and sDFT simulations feature a low density region until about 5Å. This region is more pronounced for KS-PBE than for sDFT. This possibly indicates that the KS-PBE simulation overstructures the fluid, leaving large empty regions in the structure. An additional indication comes from the diffusion coefficient of the fluid which we compute to be 3.1 for KS-PBE (slightly underestimated) and 4.5/4.1 (slightly overestimated) for sDFT CO\textsubscript{32}/CO\textsubscript{256} (see Table\textsuperscript{1}).
Our results are consistent with the observation that semilocal KS-DFT commonly overstructures molecular liquids due to the detrimental effects caused by the self-interaction error in the inter-molecular interactions\textsuperscript{10,11}.

The C–C, C–O and O–O RDFs are shown in Figure 3 and confirm the analysis given for the total RDF. The sDFT simulations yield a slightly less structured fluid compared to KS-PBE. The onset of the RDFs in the intermolecular region is situated at shorter distances for sDFT compared to KS-PBE. This is also in line with the previously presented water simulations\textsuperscript{31}. The main justification for this resides in a documented fallacy of NAKEs whereby the equilibrium intermolecular distance between weakly bonded fragments is underestimated\textsuperscript{26,27,41}. However, this feature does not significantly deteriorate the experiment–theory agreement.

A study by Balasubramanian et al.\textsuperscript{9} found that accurate force fields produce a shoulder in the C–O RDF. From Figure 2 we notice that the sDFT simulations and in a somewhat reduced fashion also the KS-PBE simulations produce a shoulder in the $g_{C-O}(r)$. The shoulder indicates that the closest nonbonded oxygen to the carbon is in a distinct configuration compared to the second closest oxygen. This has been attributed to a distorted T-shape geometry\textsuperscript{8,9}. A closer agreement of sDFT with experiments was also noticed in our previous study of water\textsuperscript{31} and we attribute it to the natural error cancellation between the nonpositive nonadditive exchange functional and the nonnegative NAKE. Error cancelation is an important feature of quantum chemistry methods\textsuperscript{42}, and in DFT most notably takes place between the exchange and the correlation parts of commonly available exchange–correlation functionals\textsuperscript{43}.

Our simulations support the existence of the T-shape geometry as depicted in Figure 4. In the figure, we show the $\Theta_T$ angle between the ABC plane given by the oxygens of one CO$_2$ and the carbon of another CO$_2$ molecule with the bond vector form from carbon and oxygen atoms of the latter CO$_2$ molecule (see caption to Figure 4). Similarly, we study the bond length distribution function of the $r_{CO_2-O}$ intermolecular distance (see Figure 4) within the first solvation shell.

The angular distribution function (ADF) of the angle $\theta_T$ is displayed in Figure 5. It is clear that the most probable geometry shown in this ADF is the T-shape form. However the distribution is far from being sharp, corroborating previous studies\textsuperscript{9}. To further shed light on this aspect, we computed the bond length distribution function of the distance $r_{CO_2-O}$
FIG. 3: C–C, C–O, and O–O radial distribution functions (RDFs). The experimental most probable interatomic distances are indicated by the black vertical line. The strong, sharp peaks occur at the intramolecular distances. CO32 and CO256 gave equivalent RDFs. Here we show RDFs computed for CO32.
FIG. 4: Intermolecular parameters computed within the first solvation shell used to elucidate the most prevalent structural configurations of supercritical CO\textsubscript{2}. The angle $\theta_T$ is between plane ABC (given the two oxygen atoms, AB, of one CO\textsubscript{2} and a carbon atom, C, of a nearby CO\textsubscript{2}) and the C–O bond vector of the latter CO\textsubscript{2} molecule. The distance $r_{CO_2-O}$ is given by the carbon atom of the first CO\textsubscript{2} molecule and one of the oxygen atom from of the second CO\textsubscript{2} molecule.

for three different groups of CO\textsubscript{2} pairs, classified by the angle $\theta_T$: $30^\circ \leq \theta_T \leq 0^\circ$ for group I, $60^\circ \leq \theta_T \leq 30^\circ$ for group II and $90^\circ \leq \theta_T \leq 60^\circ$ for group III, mirror distributions are obtained for angles higher than $90^\circ$. We report them in Figure 5. Inspecting the figure, confirms the trend given by the ADF of angle $\theta_T$. I.e., the BDF has two maxima when the angle $\theta_T$ is in group I where the difference between the two peaks corresponds to the average of the intramolecular distance between the two oxygen atoms of a CO\textsubscript{2} molecule.

Thus, this clarifies the origin of the shoulder mentioned before in conjunction with the C–O RDF: it is given by the occurrence of T-shaped geometries in which the angle $\theta_T$ is close to $0^\circ$ and a CO\textsubscript{2} molecule is parallel to the plane ABC (see Figure 4). The BDF computed with KS–PBE shows a higher intensity than the sDFT BDF, suggesting that KS–PBE produces a more compact structure than sDFT, in line with Table 1 and Figure 2.

As mentioned before, an interesting property of supercritical CO\textsubscript{2} is that the molecule bends quite substantially from its linear shape. $\theta_{O-C-O}$ angular distribution function is shown also in Figure 5. KS-PBE peaks at 177.3° and averages at 176.6°, while sDFT peaks at 176.8° and averages at 175.8°. These are somewhat overestimated compared to the values by Truhlar and coworkers\cite{10} who find average values of 174.5° and a maximum value of 175.7° for KS-BLYP as well as path integral dynamics. However, overall our simulations also
FIG. 5: Computed angular (ADF) and bond length (BDF) distribution functions for supercritical CO$_2$. (a) ADF for angle $\theta_T$, (b) ADF for the intramolecular $\theta_{O-C-O}$ angle, (c) and (d) BDF for the $r_{CO2-O}$ distance computed with sDFT and KS–DFT respectively.

Our simulations show that subsystem DFT is a viable method for probing time and length scales.
scales that are unattainable by Kohn–Sham DFT of the supersystem. The key resides in the fact that molecular liquids, such as supercritical CO$_2$, display a localized electronic structure which is well described by subsystem DFT. The eQE codebase leverages these properties and leads to substantial memory and work savings by massively reducing the effective Hilbert space needed to describe the electronic structure by 94 and 99% for the CO$_{32}$ and CO$_{256}$ systems (all computed distribution functions for the CO$_{256}$ system are shown in the supplementary information), respectively. Locality of the electronic structure is a property shared by several other system types and not just molecular liquids. Thus, we expect the results presented here to be largely transferable to other types of systems (such as layered 2D systems), a topic of current investigation.
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