1. Introduction. There are many mathematical models of predator-prey interactions in the literature investigating either predator’s response to prey such as using different functional and numerical responses or predator’s response to other predators such as considering mutual interference. The effects of prey responds to predators on the other hand have not received much attention. One of the mechanisms by which prey responses to predation is that of using spatial refuges. In many communities, prey populations often have access to areas where the prey are safe from their predators [8, 22, 23]. It is widely believed that prey refuges play important roles in natural communities and the spatial arrangement of these resources can have critical outcomes for individual and population fitness.

Traditionally, there are two common ways of incorporating spatial refuges into mathematical models [7, 21]. Namely, either a fixed number of the prey is invulnerable to predation or a fixed fraction of the prey is free from predators. The existence of refuges clearly have important effects on the coexistence of predators and prey. In [16], Maynard Smith considered a simple Lotka-Volterra predator-prey model with these two types of refuges. It is well known that in the absence of refuges the model has neutrally stable cycles. Maynard Smith showed that a constant fraction of refuge does not change this qualitative behavior. However, a constant number of refuges does make the coexisting equilibrium to become asymptotically stable. Since
then, many continuous-time predator-prey models with prey refuges have appeared in the literature. See [3, 5, 10, 13, 14, 15, 17, 18, 19, 20] and references therein for a partial list of the continuous-time mathematical models with prey refuges.

Although there are many populations in nature that do not reproduce continuously, discrete-time predator-prey models with spatial refuges, on the other hand, have not been extensively investigated. The earliest research dates back to Hassell [7], where stability is performed on the Nicholson-Bailey host-parasitoid model with either a constant number of prey refuge or a constant proportionality of prey refuge. Hassell concluded that proportionate refuges can lead to stability.

In this work, we modify the model of Hassell [7] by incorporating density-dependence into the host population and assume that in each generation a constant proportion of the host population is free from parasitism. Specifically, the growth of the host population in the absence of the parasitoids follows the Beverton-Holt equation. We prove that the system can either undergo a supercritical and then a subcritical Neimark-Sacker bifurcation or only a supercritical Neimark-Sacker bifurcation appears. We also provide bifurcation diagrams using the constant proportion as the bifurcation parameter. It is concluded that the constant proportion of prey refuge can stabilize the host-parasitoid interaction.

In the following section we present the model and its analysis. We derive conditions for the coexistence of both populations. Stability of the unique interior steady state is also studied. Section 3 provides criteria for Neimark-Sacker bifurcations. Numerical examples using Matlab are presented to illustrate theoretical findings. The final section provides a brief summary and conclusions.

2. The model and analysis. Let \( x(t) \) and \( y(t) \) be the host and parasitoid populations at generation \( t = 0, 1, \ldots \), respectively. In [7], Hassell proposes the following model to investigate the impact of constant proportionate refuges upon the host-parasitoid interaction:

\[
\begin{align*}
\dot{x}(t+1) &= \lambda(1 - \gamma)x(t) + \lambda\gamma x(t)e^{-ay(t)} \\
\dot{y}(t+1) &= \gamma x(t)(1 - e^{-ay(t)}),
\end{align*}
\]

where \( 0 < \gamma < 1 \), is the constant fraction of the hosts that are available to the parasitoids in each generation. The parameter \( \lambda > 0 \) is the intrinsic growth rate of the hosts and \( a > 0 \) denotes searching efficiency of the parasitoids. When there is no spatial refuge, \( \gamma = 1 \), (1) becomes the classical Nicholson-Bailey model and it is well known that the coexisting steady state is always unstable [1].

It can be easily seen that if \((1 - \gamma)\lambda > 1\), then \( x(t+1) \geq (1 - \gamma)\lambda x(t) \) for \( t \geq 0 \) in (1) and thus \( \lim_{t \to \infty} x(t) = \infty \). Therefore, solutions of (1) are not bounded if \((1 - \gamma)\lambda > 1\). On the other hand, (1) always has the extinction steady state \((0,0)\) which is globally asymptotically stable if \( \lambda < 1 \). Let \( \lambda > 1 \). A simple calculation shows that (1) has a unique interior steady state \( \hat{E} = (\hat{x}, \hat{y}) \) if and only if \((1 - \gamma)\lambda < 1\), or equivalently \( \gamma < 1 - 1/\lambda \), where \( \hat{y} = \frac{1}{a} \ln \left( \frac{\lambda\gamma}{1 - \lambda + \gamma\lambda} \right) \) and \( \hat{x} = \frac{\hat{y}}{\gamma(1 - e^{-ay})} \). The Jacobian matrix of (1) at \( \hat{E} \) is \( J(\hat{E}) = \begin{pmatrix} 1 & -\lambda\gamma\hat{x} \\ \hat{y}/\hat{x} & \gamma\hat{x}e^{-ay} \end{pmatrix} \).

It is clear that \(|\text{tr}J(\hat{E})| < 1 + \det J(\hat{E})\) holds trivially and therefore \( \hat{E} \) will lose its stability only if \( \det J(\hat{E}) > 1 \). We expect that (1) undergoes a Neimark-Sacker
bifurcation when $\det J(\hat{E}) = 1$. In [7, page 67], a stability region in terms of the parameters $\lambda$ and $1 - \gamma$ is graphed and it is concluded that the host refuge can stabilize the host-parasitoid interaction. The author also indicates that there is still a large parameter space with which there is either no coexisting steady state or the steady state is unstable.

The Beverton-Holt equation is one of the simplest discrete-time models. It is regarded as the discrete analogue of the well-known continuous-time logistic equation. It models contest competition between individuals within the same population when competition involves resources such as food or mates that are stable [2]. Since majority of the continuous-time systems use logistic equations to model prey’s dynamics in the absence of the predator [5, 10, 13, 15], it is natural to propose a parallel discrete-time system to study the impact of host refuge. Therefore, in this study we will focus on the effects of refuge when the host population is governed by the Beverton-Holt equation. Since in the absence of the parasitoids the host population is always stabilized, any destabilization will be due to the interaction with the parasitoids.

The proposed host-parasitoid model is given by the following system

$$
\begin{align*}
    x(t+1) &= (1 - \gamma)\lambda x(t) + \frac{\gamma \lambda x(t)e^{-ay(t)}}{1 + kx(t)} \\
    y(t+1) &= \beta\gamma x(t)(1 - e^{-ay(t)})
\end{align*}
$$

(2)

where $\lambda, k, a$ and $\beta$ are positive constants and $0 < \gamma < 1$. The parameters $\lambda, \gamma$ and $a$ have the same biological interpretations as those in (1). The parameter $\beta$ is the number of parasitoids produced by each parasitized host and $k$ is related to the carrying capacity of the hosts. Observe that the prey population of both types, namely those refuged and those that are under predation pressure, has the same growth rate. This simple assumption is also assumed in many of the continuous-time models [3, 5, 7, 10, 13, 14, 15]. Furthermore, the host’s carrying capacity in (2) is $\frac{\lambda - 1}{k}$. If $k = 0$, then resources of the host population become unlimited and we recover model (1).

There are five parameters in model (2). Letting $\hat{y} = ay, \hat{x} = kx, \hat{\beta} = \beta a/k$, and ignoring the hats, (2) is converted into the following system with only three parameters:

$$
\begin{align*}
    x(t+1) &= (1 - \gamma)\lambda x(t) + \frac{\gamma \lambda x(t)e^{-y(t)}}{1 + x(t)} \\
    y(t+1) &= \beta\gamma x(t)(1 - e^{-y(t)})
\end{align*}
$$

(3)

where $0 < \gamma < 1, \lambda > 0$ and $\beta > 0$. Our goal is to study system (3).

First, let us make some observations for the limiting cases of model (3). If $\gamma = 0$, then all of the hosts are safe within a refuge and the parasitoids go extinct since there are no hosts available for parasitism and the parasitoid is specialized to this particular host population. As a result, the host population grows according to the Beverton-Holt model and the population is stabilized. On the other extreme, $\gamma = 1$, then there is no spatial refuge for the hosts and the host-parasitoid interaction reduces to the following model

$$
\begin{align*}
    x(t+1) &= \frac{\lambda x(t)}{1 + x(t)} e^{-y(t)} \\
    y(t+1) &= \beta x(t)(1 - e^{-y(t)})
\end{align*}
$$

(4)
Dynamics of (4) were discussed and compared with the corresponding model of Allee effects in [12]. In particular, both populations in (4) can coexist under some restrictions of the parameters, which contrast to the model of Allee effects. Using $\beta$ as the bifurcation parameter, it is clear that system (4) undergoes a Neimark-Sacker bifurcation when the unique interior steady state loses its stability.

To study model (3), first observe that solutions of (3) remain nonnegative and are bounded. If there are no parasitoids initially, $y(0) = 0$, then $y(t) = 0$ for $t > 0$ and (3) reduces to the Beverton-Holt equation $x(t + 1) = \frac{\lambda x(t)}{1 + x(t)}$, and the host population will eventually be stabilized. For the full system (3), there always exists a trivial steady state $E_0 = (0, 0)$ and its stability depends on the Jacobian matrix of (3) evaluated at $E_0$, $J(E_0) = \begin{pmatrix} \lambda & 0 \\ 0 & 0 \end{pmatrix}$. It follows that $E_0$ is asymptotically stable if $\lambda < 1$ and is a saddle point if $\lambda > 1$. It can be easily shown that $E_0$ is globally asymptotically stable in $\mathbb{R}_+^2$ if $\lambda < 1$. In such case, the host population goes extinct prior to parasitism since its intrinsic growth rate is too small.

Let $\lambda > 1$. Then (3) has one more boundary steady state $E_1 = (\bar{x}, 0)$, where $\bar{x} = \lambda - 1$. The Jacobian matrix of (3) evaluated at $E_1$ is given by $J(E_1) = \begin{pmatrix} 1/\lambda & -\gamma \bar{x} \\ 0 & \beta \gamma \bar{x} \end{pmatrix}$. Since $\lambda > 1$, $E_1$ is asymptotically stable if $\beta \gamma \bar{x} < 1$, and it is a saddle point with the stable manifold manifold lying on the positive $x$-axis if $\beta \gamma \bar{x} > 1$. It can be readily shown that $E_1$ is globally asymptotically stable if $\beta \gamma \bar{x} < 1$. Indeed, the $x$-component of solutions of (3) satisfies $x(t + 1) \leq \frac{\lambda x(t)}{1 + x(t)}$ for $t \geq 0$ and hence $\limsup_{t \to \infty} x(t) \leq \bar{x}$. For any $\epsilon > 0$, there exists $t_0 > 0$ such that $x(t) < \bar{x} + \epsilon$ for $t \geq t_0$. We can choose $\epsilon > 0$ such that $\beta \gamma (\bar{x} + \epsilon) < 1$ by the assumption of $\beta \gamma \bar{x} < 1$. Then $y(t + 1) \leq \beta \gamma (\bar{x} + \epsilon)(1 - e^{-y(t)}) \leq \beta \gamma (\bar{x} + \epsilon) y(t)$ for $t \geq t_0$. Hence, $\lim_{t \to \infty} y(t) = 0$ and thus $E_1$ is globally asymptotically stable in $\{(x, y) : x > 0, y \geq 0\}$. We summarize the above discussion as follows.

**Theorem 2.1.** If $\lambda < 1$, then $E_0 = (0, 0)$ is globally asymptotically stable in $\mathbb{R}_+^2$. In case $\lambda > 1$, $E_1 = (\bar{x}, 0)$ exists and is globally asymptotically stable in $\{(x, y) : x > 0, y \geq 0\}$ if $\beta \gamma \bar{x} < 1$, where $\bar{x} = \lambda - 1$.

Recall that $\gamma$ is the constant fraction of the hosts that can be parasitized. If $\gamma$ is small satisfying $\beta \gamma (\lambda - 1) < 1$, then the parasitoid population will become extinct by Theorem 2.1.

Let $\lambda > 1$. The $y$-component of an interior steady state $(x, y)$ satisfies

$$y = g(x) := \ln \frac{\gamma \lambda}{1 + x - (1 - \gamma)\lambda},$$

and the $x$-component is given by

$$x = h(y) := \frac{y}{\beta \gamma (1 - e^{-y})}, \quad y > 0$$

where $\lim_{y \to \infty} h(y) = \infty$, $\lim_{y \to 0^+} h(y) = \frac{1}{\beta \gamma}$, and

$$h'(y) = \frac{e^{-y}(e^y - 1 - y)}{\beta \gamma (1 - e^{-y})^2} > 0 \text{ for } y > 0.$$
Though strictly decreasing, \( g(x) \) may not be defined for all \( x \geq 0 \). To discuss the existence of an interior steady state, we consider the following two cases separately, namely
\[
\begin{align*}
(\text{a}) \quad (1 - \gamma)\lambda &< 1, \quad \text{and} \quad (\text{b}) \quad (1 - \gamma)\lambda \geq 1. 
\end{align*}
\]
(7)
In case (a), \( g(x) \) is strictly decreasing for \( x \geq 0 \) with
\[
g(0) = \ln \frac{\gamma\lambda}{1 - (1 - \gamma)\lambda} > 0, \quad g(\bar{x}) = 0 \quad \text{and} \quad \lim_{x \to \infty} g(x) = -\infty.
\]
Therefore, (5) and (6) have a positive solution if and only if \( \beta\gamma \bar{x} > 1 \), where the positive solution is unique. Consequently, (3) has a unique interior steady state if and only if \( \beta\gamma \bar{x} > 1 \). In case (b), \( g(x) \) is defined and strictly decreasing for \( x > (1 - \gamma)\lambda - 1 \) with
\[
\lim_{x \to -(1 - \gamma)\lambda - 1} g(x) = \infty, \quad g(\bar{x}) = 0, \quad \text{and} \quad \lim_{x \to \infty} g(x) = -\infty.
\]
Thus, model (3) has an interior steady state if and only if \( \beta\gamma \bar{x} > 1 \) for case (b) as well, and the interior steady state is unique whenever it exists. We conclude that if \( \lambda > 1 \), then (3) has a unique interior steady state if and only if \( \beta\gamma \bar{x} > 1 \).

Let \( E^* = (x^*, y^*) \) denote the unique interior steady state when \( \beta\gamma \bar{x} > 1 \). While \( \max\{0, (1 - \gamma)\lambda - 1\} < x^* < \bar{x} \), the range of \( y^* \) satisfies
\[
0 < y^* < g(0) = \ln \frac{\gamma\lambda}{1 - (1 - \gamma)\lambda} \quad \text{for (a)} \quad \text{and} \quad 0 < y^* < \infty \quad \text{for (b)}. \quad (8)
\]
In the following approach, we will fix \( \lambda \) and let \( E^* = (x^*, y^*) \) move on the curve \( y = g(x) \) given in (5). Hence, \( x^* = x^*(\beta) \) and \( y^* = y^*(\beta) \). We first study the magnitude of \( E^* \) with respect to \( \beta \). Observe that
\[
\beta\gamma x^* e^{-y^*} = \frac{y^*}{e^{y^*} - 1} < 1. \quad (9)
\]
By (6), \( x^* \) satisfies \( g(x^*) = \beta\gamma x^*(1 - e^{-g(x^*)}) \). Differentiating both sides of the above equation with respect to \( \beta \) and simplifying, we get
\[
\frac{dx^*}{d\beta} = \frac{\gamma x^*(1 - e^{-g(x^*)})}{(1 - \beta \gamma x^*e^{-g(x^*)})g'(x^*) - \beta\gamma(1 - e^{-g(x^*)})} < 0. \quad (10)
\]
Similarly, \( e^{y^*} = \frac{\gamma\lambda}{1 + x^* - (1 - \gamma)\lambda} \). Differentiating both sides with respect to \( \beta \), we obtain from (10) that
\[
\frac{dy^*}{d\beta} = -\gamma\lambda \frac{dx^*}{d\beta} - \frac{1}{(1 + x^* - (1 - \gamma)\lambda)^2} > 0. \quad (11)
\]
Consequently, \( x^* \) is strictly decreasing and \( y^* \) is strictly increasing in \( \beta \).

The stability of \( E^* \) depends on the following Jacobian matrix
\[
J(E^*) = \begin{pmatrix}
\frac{1}{1 + x^*} & -\frac{\gamma\lambda x^*}{\beta \gamma x^* e^{-y^*}} \\
\frac{-\gamma\lambda x^*}{\beta \gamma x^* e^{-y^*}} & \frac{1}{1 + x^* e^{-y^*}}
\end{pmatrix} = \begin{pmatrix}
a & b \\
c & d
\end{pmatrix}. \quad (12)
\]
Since \( a, -b, c, d > 0 \), we have \( \text{tr}J(E^*) > 0 \) and \( \text{det}J(E^*) > 0 \). The Jury criteria [1] state that \( E^* \) is asymptotically stable if \( |\text{tr}J(E^*)| < 1 + \text{det}J(E^*) < 2 \). Notice \( |\text{tr}J(E^*)| < 1 + |\text{det}J(E^*)| \), i.e., \( a + d < 1 + ad - bc \), is equivalent to \( (1 - a)(1 - d) - bc > 0 \). Clearly \( a = \frac{1}{1 + x^*} < 1 \) and \( d = \beta\gamma x^* e^{-y^*} < 1 \) by (9). Therefore, \( |\text{tr}J(E^*)| < 1 + \text{det}J(E^*) = 1 + (a + d - ad + bc) > 2 \). Consequently, \( E^* \) is asymptotically stable if \( E^* \).
Let the boundary is isolated and acyclic. We apply Theorem 2.2. Let $\lambda > 1$ and $\beta \gamma \bar{x} > 1$. Then (3) has a unique interior steady state $E^* = (x^*, y^*)$, where $(x^*, y^*) \in (0, \bar{x}) \times (0, g(0))$ if $(1 - \gamma)\lambda < 1$, and $(x^*, y^*) \in ((1 - \gamma)\lambda - 1, \bar{x}) \times (0, \infty)$ if $(1 - \gamma)\lambda > 1$. Moreover, $\frac{dx^*}{d\beta} < 0$, $\frac{dy^*}{d\beta} > 0$, and $E^*$ is asymptotically stable if (13) holds and $det(E^*) > 1$. We now summarize the above discussion.

Lemma 2.2. Let $\lambda > 1$ and $\beta \gamma \bar{x} > 1$. Then (3) has a unique interior steady state $E^* = (x^*, y^*)$, where $(x^*, y^*) \in (0, \bar{x}) \times (0, g(0))$ if $(1 - \gamma)\lambda < 1$, and $(x^*, y^*) \in ((1 - \gamma)\lambda - 1, \bar{x}) \times (0, \infty)$ if $(1 - \gamma)\lambda > 1$. Moreover, $\frac{dx^*}{d\beta} < 0$, $\frac{dy^*}{d\beta} > 0$, and $E^*$ is asymptotically stable if (13) holds and $E^*$ is a repeller if (13) is reversed.

It is expected that both host and parasitoid populations can coexist if $\beta \gamma \bar{x} > 1$. A useful mathematical tool to prove coexistence of the interacting populations is the concept of uniform persistence. System (3) is said to be uniformly persistent if there exists $\eta > 0$ such that $\liminf_{t \to \infty} x(t) \geq \eta$ and $\liminf_{t \to \infty} y(t) \geq \eta$ for all solutions with $x(0) > 0, y(0) > 0$. There are two methods to claim uniform persistence. One method is by applying the average Liapunov function [11] and the other is by studying boundary dynamics of the system [4, 9]. We apply Theorem 5.1 of [4] to show persistence of (3) by verifying that the map restricted on the boundary is isolated and acyclic.

Theorem 2.3. Let $\lambda > 1$ and $\beta \gamma \bar{x} > 1$. Then system (3) is uniformly persistent.

Proof. Let $Y$ be the boundary of $\mathbb{R}^2_+$. Then $Y$ is a closed subset of $\mathbb{R}^2_+$ and $Y$ is invariant for (3). Clearly the map $F$ induced by (3) is dissipative and the maximal compact invariant set in $Y$ is $M = \{E_0, E_1\}$. Since the stable set of $M$ lies in $Y$, we need to verify that each $\{E_i\}, i = 0, 1$, is isolated for $F$. If $\{E_0\}$ is not isolated for $F$, then for any $\delta > 0$ there exists a compact invariant set $K_0$ in $B(E_0, \delta) \cap \mathbb{R}^2_+$ such that $\{E_0\} \neq K_0$. Since $\lambda > 1$, we can choose $\delta > 0$ such that $\frac{\lambda(1 - \gamma + \gamma e^{-\delta})}{1 + \delta} > 1$. Let $x(0), y(0) \in K_0$ be given with $(x(0), y(0)) \neq E_0$. We may assume $x(0), y(0) > 0$. Then $(x(t), y(t)) \in K_0$ so that $0 < x(t) < \delta$ and $0 < y(t) < \delta$ for $t \geq 0$. It follows from the first equation of (3) that

$$x(t + 1) \geq \frac{\lambda(1 - \gamma + \gamma e^{-\delta})}{1 + \delta} x(t) \text{ for } t \geq 0.$$ 

This inequality then implies $\lim_{t \to \infty} x(t) = \infty$ and we obtain a contradiction. Therefore $\{E_0\}$ is isolated for $F$.

Similarly, it can be shown that $\{E_1\}$ is isolated for $F$. Indeed, if this is not true, then no matter how small $\epsilon > 0$ is, there exists a compact invariant set $K_1$ in $B(E_1, \epsilon) \cap \mathbb{R}^2_+$ such that $\{E_1\} \neq K_1$. We choose $\epsilon > 0$ such that $\beta \gamma (\bar{x} - \epsilon) > 1$. Let $(x(0), y(0)) \in K_1$ and $(x(0), y(0)) \neq E_1$ be given arbitrarily. Then $(x(t), y(t)) \in K_1$ for $t \geq 0$ and we may assume $y(0) > 0$. Notice $x(t) > \bar{x} - \epsilon$ for $t \geq 0$ and the scalar equation $z(t + 1) = \beta \gamma (\bar{x} - \epsilon)(1 - e^{-z(t)})$, $t \geq 0$, has a globally asymptotically stable positive fixed point $\bar{z}(\epsilon)$ since $\beta \gamma (\bar{x} - \epsilon) > 1$, where $\lim_{t \to \infty} \bar{z}(\epsilon) = \bar{z} > 0$. Moreover, $\liminf_{t \to \infty} x(t) \geq \bar{x} - \epsilon$ and $\liminf_{t \to \infty} y(t) \geq \bar{z}(\epsilon) > 0$. Letting $\epsilon \to 0^+$ and combing with $\limsup_{t \to \infty} x(t) \leq \bar{x}$, we have $\lim_{t \to \infty} x(t) = \bar{x}$ and $\lim_{t \to \infty} y(t) > 0$. However, using $\lim_{t \to \infty} x(t) = \bar{x}$ on the first equation of (3), we then obtain $\lim_{t \to \infty} y(t) = 0$. Therefore, we arrive at a contradiction. This
shows \( \{E_i\} \) is isolated for \( F \). Since the stable set of \( E_i \) lies in \( Y \), \( i = 0, 1 \), \( M \) is an acyclic covering for \( Y \). It follows from [4, Theorem 5.1] that system (3) is uniformly persistent.

Although both host and parasitoid populations can coexist indefinitely when \( \beta \gamma \bar{x} > 1 \), the population interactions may be complicated. By Lemma 2.2 we shall study \( \text{det}J(E^*) \) given in (13) in more detail to determine whether the model changes its stability as the parameter \( \beta \) varies.

Since \( y^* \) is a strictly increasing function of \( \beta \), we have \( \beta = \beta(y^*) \) and may express \( \text{det}J(E^*) \) as a function of \( y^* \). Using equilibrium equations (5) and (6), we can first write \( x^* \) and then \( \beta \) as functions of \( y^* \). By omitting the *s, \( \text{det}J(E^*) \) in (13) can be rewritten as

\[
D(y) := \frac{ye^{-y} (1 + \lambda \gamma (1 - e^{-y}))}{(1 - \gamma + \gamma e^{-y})(1 - e^{-y})},
\]

We can temporarily assume the domain of \( D(y) \) is \((0, \infty)\), which is true if \((1 - \gamma)\lambda \geq 1 \). Otherwise, we need to compare the point for which \( D(y) = 1 \) with \( g(0) \) as \( y \in (0, g(0)) \) by Lemma 2.2. By an elementary calculation,

\[
\lambda D'(y) = \frac{e^{-4y}E(y)}{((1 - \gamma) + (2\gamma - 1)e^{-y} - \gamma e^{-2y})^2},
\]

where \( E(y) = (\lambda \gamma^2 - (\lambda - 1)\gamma - 1)(y - 1)e^{3y} + [(-2\lambda \gamma^2 + 2\lambda \gamma)y + 3\lambda \gamma^2 + (2 - 2\lambda)\gamma - 1]e^{2y} + [(\lambda \gamma^2 - (\lambda + 1)\gamma)y - 3\lambda \gamma^2 + (\lambda - 1)\gamma]e^y + \lambda \gamma^2 \). Since \( x^* \to \bar{x} \) and \( \beta \gamma \to 1/\bar{x} \) as \( y^* \to 0^+ \), (14) implies

\[
D(0^+) = \lim_{y \to 0^+} D(y) = \frac{1}{\lambda} < 1 \text{ and } D(\infty) = 0.
\]

Define \( F(y) \) by

\[
E'(y) = e^y F(y).
\]

\( F(0) = \bar{F}(0) = F(0) = 0 \) and \( E''(0) = F'(0) = (2 + 2\lambda)\gamma - 1 \).

Using the Taylor series expansion at \( y = 0 \), we have \( E(y) \approx \frac{1}{2} E''(0)y^2 = [(1 + \lambda)\gamma - \frac{1}{2} |y|^2 \text{ and } ((1 - \gamma) + (2\gamma - 1)e^{-y} - \gamma e^{-2y})^2 \approx y^2 \).

Hence, \( F(\infty) = F'(\infty) = -\infty \). A straightforward computation yields

\[
D'(0^+) = \frac{1}{2\lambda} (2(1 + \lambda)\gamma - 1) > 0 \text{ if and only if } 2(1 + \lambda)\gamma - 1 > 0,
\]

i.e., whether \( D(y) \uparrow \) or \( \downarrow \) initially depending on the sign of \( 2(1 + \lambda)\gamma - 1 \).

Let \( G(y) = (\lambda \gamma^2 - (\lambda - 1)\gamma - 1)(12y + 4)e^y + (-4\lambda \gamma^2 + 4\lambda \gamma)y - 4\lambda \gamma^2 + (4 + 6\lambda)\gamma - 2 \).

Then

\[
F''(y) = G(y)e^y,
\]

with \( G(0) = F''(0) = (8 + 2\lambda)\gamma - 6 \) and \( G(\infty) = -\infty \). By (18),

\[
G'(y) = (\lambda \gamma^2 - (\lambda - 1)\gamma - 1)(12y + 16)e^y + 4\lambda \gamma (1 - \gamma) \text{ is decreasing in } y.
\]

It follows that \( G'(y) < 0 \) on \((0, \infty)\) as \( G'(0) = 16|\lambda \gamma^2 - (\lambda - 1)\gamma - 1| + 4\lambda \gamma (1 - \gamma) = (\gamma - 1)(12\lambda \gamma + 16) < 0 \). That implies \( G(y) \) is strictly decreasing on \((0, \infty)\). Therefore,

\[
G(y) < 0 \text{ for all } y > 0 \text{ if } G(0) = (8 + 2\lambda)\gamma - 6 \leq 0.
\]
In case \((8 + 2\beta\lambda)\gamma - 6 > 0\), then there exists a unique \(y_1 > 0\) such that
\[
G(y) > 0 \text{ on } (0, y_1) \text{ and } G(y) < 0 \text{ on } (y_1, \infty).
\] (23)

Recall that the sign of \(G(y)\) is the same as that of \(F''(y)\) by (21). Depending on whether \(F'(0) = (2 + 2\beta\lambda)\gamma - 1 \leq 0\), we separate the discussion into the two cases. 

We start with the case \(F'(0) = (2 + 2\beta\lambda)\gamma - 1 \leq 0\). In this case, \(G(0) = F''(0) = (8 + 2\beta\lambda)\gamma - 6 \leq 0\) as it is easy to check that \(F''(0) \leq 6F'(0)\). By (22) and (21), \(F''(y) < 0 \text{ on } (0, \infty)\). Because \(F'(0) \leq 0\), we have \(F'(y) < 0 \text{ on } (0, \infty)\). Then \(F(y) < 0 \text{ on } (0, \infty)\) as \(F(0) = E(0) = 0\) by (19). Using (17), we get \(E(y) < 0 \text{ on } (0, \infty)\). Finally, \(D(y) < 1 \text{ on } (0, \infty)\) by (15) and (16). Although \(D(y)\) may not be defined on \((0, \infty)\), we obtain the following conclusion from Lemma 2.2.

**Theorem 2.4.** Let \(\lambda > 1\) and \(\beta \gamma x > 1\). Then the unique interior steady state \(E^*\) is asymptotically stable if \((2 + 2\beta\lambda)\gamma \leq 1\).

We use a numerical example to illustrate Theorem 2.4. Let \(\gamma = 0.1\) and \(\lambda = 3.5\). Then \((2 + 2\beta\lambda)\gamma = 0.9 < 1\) and \(E^*\) exits if and only if \(\beta > 4\). Moreover, \((1 - \gamma)\lambda > 1\) implies \(y^* \in (0, \infty)\) as \(\beta\) is varied. Figure 1(a) plots \(E(y)\) and \(D(y)\) and Figure 1(b) provides a bifurcation diagram for \(\beta \in [5, 25]\). It is clear that \(D(y) < 1\) and \(E^*\) is asymptotically stable for all feasible \(\beta\), which conform Theorem 2.4. In addition, Figure 1(b) demonstrates that \(x^*\) is a decreasing function of \(\beta\) which verifies Lemma 2.2.
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**Figure 1.** This figure illustrates Theorem 2.4 where \(\beta \gamma x > 1\) and \((2 + 2\beta\lambda)\gamma \leq 1\). (a) plots \(E(y)\) and \(D(y)\) and (b) is the corresponding bifurcation diagram.

The other case that \(F'(0) = (2 + 2\beta\lambda)\gamma - 1 > 0\) is more complicated. By putting (7) and (8) into consideration, we have the following results.

**Theorem 2.5.** Let \(\lambda > 1\), \(\beta > 1/(\gamma x)\) and \((2 + 2\lambda)\gamma > 1\). Then the function \(E(y)\) defined in (15) has a unique positive root \(z\). If \(D(z) < 1\), then \(D(y) < 1\) for all feasible \(y\). In case \(D(z) > 1\), there exist \(y^*_1\), \(i = 1, 2\), \(0 < y^*_1 < z < y^*_2\), such that \(D(y) = 1\) at \(y = y^*_i\), where \(\frac{dD(y)}{dy}|_{y=y^*_i} > 0\) and \(\frac{dD(y)}{dy}|_{y=y^*_2} < 0\). We have the following statements.

(i) If \((1 - \gamma)\lambda \geq 1\), then \(D(y) < 1\) if and only if \(0 < y < y^*_1\) or \(y > y^*_2\). The same conclusion holds if
\[
(1 - \gamma)\lambda < 1, \ z < g(0) = \ln \frac{\gamma\lambda}{1 - (1 - \gamma)\lambda} \text{ and } D(g(0)) < 1.
\] (24)
(ii) If \((1 - \gamma)\lambda < 1\) and \(D(g(0)) \geq 1\), then \(D(y) < 1\) if and only if \(0 < y < y^*_1\).

(iii) If \((1 - \gamma)\lambda < 1\), \(z \geq g(0)\) and \(D(g(0)) < 1\), then \(D(y) < 1\) for all \(y \in (0, g(0))\).

**Proof.** If \(G(0) = F''(0) = (8 + 2\lambda)\gamma - 6 \leq 0\), then \(F'' < 0\) on \((0, \infty)\) by (22) and (21). Since \(F'(0) = (2 + 2\lambda)\gamma - 1 > 0\) by the assumption and \(F'(\infty) = -\infty\), there exists a unique constant \(y_2 > 0\) such that

\[
F'(y) > 0 \text{ on } [0, y_2) \quad \text{and} \quad F'(y) < 0 \text{ on } (y_2, \infty). \tag{25}
\]

Because \(F(0) = 0\) in (19) and \(F(\infty) = -\infty\), there exists a unique constant \(y_3 \in (y_2, \infty)\) such that

\[
F(y) > 0 \text{ on } (0, y_3) \quad \text{and} \quad F(y) < 0 \text{ on } (y_3, \infty). \tag{26}
\]

By (17) the sign of \(E\) is the same as that of \(F\). Using \(E(0) = 0\), \(E(\infty) = -\infty\), and (26), there exists a unique constant \(z \in (y_3, \infty)\) such that

\[
E(z) = 0, \quad E(y) > 0 \text{ on } (0, z) \quad \text{and} \quad E(y) < 0 \text{ on } (z, \infty). \tag{27}
\]

Then (14) implies

\[
D(z) = \max D \text{ with } D(y) \uparrow \text{ on } (0, z) \quad \text{and} \quad D(y) \downarrow \text{ on } (z, \infty). \tag{28}
\]

In case \(G(0) = F''(0) = (8 + 2\lambda)\gamma - 6 > 0\), (23) is applicable. It follows that \(F'(y)\) increases from \(F'(0) > 0\) to its maximum at \(y = y_1\) and then decreases to \(F'(\infty) = -\infty\). Hence, (25) holds and thus so do (26)–(28).

If \(D(z) < 1\), (28) implies that \(D(y) < 1\) for all feasible \(y\). If \(D(z) > 1\), we have to consider both cases in (7) separately. If \((1 - \gamma)\lambda \geq 1\), then \(0 < y < \infty\) by (8) and the first half of case (i) follows immediately from (28). If \((1 - \gamma)\lambda < 1\), then \(0 < y < g(0)\) by (8). We need to further discuss whether \(z < g(0)\) and \(D(g(0)) < 1\). If \(z < g(0)\) and \(D(g(0)) < 1\), we get the second half of case (i). If \(z \geq g(0)\) and \(D(g(0)) < 1\), we obtain case (iii). The remaining two cases lead to case (ii). \(\square\)

The results given in terms of \(y\) in Theorem 2.5 can be carried over to the parameter \(\beta\). Indeed, \(\frac{ddetJ(E^*)}{d\beta} = \frac{dD(y)}{dy} \cdot \frac{dy}{d\beta}\), where \(\frac{dy}{d\beta} > 0\) by (11), implies that \(\frac{ddetJ(E^*)}{d\beta}\) and \(\frac{dD(y)}{dy}\) have the same signs. For the interior steady state \(E^* = (x^*, y^*)\), we know \(y^* = y^*(\beta)\) is strictly increasing in \(\beta\). In particular, such \(\beta\) is unique. Let \(y^*_i = y^*(\beta_i)\) for \(i = 1, 2\). Hence,

\[
1/(\gamma \bar{x}) < \beta_1 < \beta_2, \quad \frac{ddetJ(E^*)}{d\beta}|_{\beta = \beta_1} > 0 \quad \text{and} \quad \frac{ddetJ(E^*)}{d\beta}|_{\beta = \beta_2} < 0. \tag{29}
\]

Then we have the following results.

**Theorem 2.6.** Let \(\lambda > 1\), \(\beta > 1/(\gamma \bar{x})\) and \((2 + 2\lambda)\gamma > 1\). If \(D(z) < 1\), then \(E^* = (x^*(\beta), y^*(\beta))\) is asymptotically stable for all \(\beta > 1/(\gamma \bar{x})\). If \(D(z) > 1\), the following statements hold.

(i) If \((1 - \gamma)\lambda \geq 1\), then \(E^*\) is asymptotically stable if and only if \(\beta < \beta_1\) or \(\beta > \beta_2\), where \(\beta_i\), \(i = 1, 2\), are defined in (29). The same conclusion holds under (24).

(ii) If \((1 - \gamma)\lambda < 1\) and \(D(g(0)) \geq 1\), then \(E^*\) is asymptotically stable if and only if \(\beta < \beta_1\).

(iii) If \((1 - \gamma)\lambda < 1\), \(z \geq g(0)\) and \(D(g(0)) < 1\), then \(E^*\) is asymptotically stable for all \(\beta > 1/(\gamma \bar{x})\).
It is difficult to solve \( E(z) = 0 \) defined in (15) analytically. But given \( \lambda \) and \( \gamma \), it can be done numerically without difficulty. When \( \det J(E^*) = 1 \) twice as in Theorem 2.5, where \( D(z) > 1 \) and \((1 - \gamma)\lambda \geq 1\), it is expected that the interior steady state \( E^* \) is destabilized first and then stabilized again as \( \beta \) is increased. If there exists a unique \( \beta_1 > 0 \) with \( \det J(E^*) = 1 \), then it is suspected that \( E^* \) only undergoes a subcritical Neimark-Sacker bifurcation and \( E^* \) cannot be stabilized again once it undergoes a stability change from stable to unstable.

In Figure 2(a)–(b), where \( \lambda = 3.5 \) and \( \gamma = 0.5 \), one has \((8 + 2\lambda)\gamma = 7.5 > 6\) and \( E^* \) exists for all \( \beta > 0.8 \). There exists a unique \( z > 0 \) such that \( E(z) = 0 \). Since \( D(z) < 1 \) in Figure 2(a), \( E^* \) is asymptotically stable by Theorem 2.5, which is also demonstrated in the bifurcation diagram Figure 2(b). Suppose now \( \lambda = 7.0 \) and \( \gamma = 0.85 \). Then \((8 + 2\lambda)\gamma = 18.7 > 6\) and \( E^* \) exists for all \( \beta > 0.1961 \). Since \((1 - \gamma)\lambda - 1 = 0.05 > 0\), the \( y \) component of the interior steady state ranges from 0 to \( \infty \) as \( \beta \) is varied. Moreover, \( D(z) > 1 \) and \( \det J(E^*) \) crosses \( \det J(E^*) = 1 \) twice as shown in Figure 2(c). The bifurcation diagram in Figure 2(d) indicates that the model undergoes a supercritical Neimark-Sacker bifurcation and then a subcritical Neimark-Sacker bifurcation as \( \beta \) is varied. Let \( \lambda = 5.2 \) and \( \gamma = 0.87 \). Then \((8 + 2\lambda)\gamma = 16.008 > 6\), \( E^* \) exists for all \( \beta > 0.2737 \), and \( D(z) > 1 \). However, \((1 - \gamma)\lambda - 1 = -0.3240 < 0 \) so that \( y^* \) is only defined on \((0, g(0))\). Although \( D(y) = 1 \) has two positive solutions, the larger one exceeds \( g(0) \) (the yellow vertical line segment indicates \( x = g(0) \)) as shown in Figure 2(e). The bifurcation diagram in Figure 2(f) confirms that the model only undergoes a supercritical Neimark-Sacker bifurcation as \( \beta \) is varied.

3. Neimark-Sacker bifurcations. Theorem 2.6 indicates that when \( \det J(E^*) \) crosses the horizontal line \( \det J(E^*) = 1 \), then it crosses the line transversally. Therefore, a Neimark-Sacker bifurcation can occur as the parameter \( \beta \) is varied.

In this section, we verify this analytically by applying Theorem 15.31 of Hale and Koçak [6]. Let \( \beta_1 > 0 \) denote the critical \( \beta \) value for which \( \det J(E^*) = 1 \) at \( \beta = \beta_1 \) and \( \frac{\mathrm{d}\det J(E^*)}{\mathrm{d}\beta}|_{\beta = \beta_1} > 0 \). The following theorem shows that system (3) undergoes a supercritical Neimark-Sacker bifurcation at \( \beta = \beta_1 \).

**Theorem 3.1.** Let \( \lambda > 1 \) and \( \beta \gamma \bar{x} > 1 \), and let \( \beta_1 > 0 \) denote the critical \( \beta \) value for which \( \det J(E^*) = 1 \) at \( \beta = \beta_1 \) and \( \frac{\mathrm{d}\det J(E^*)}{\mathrm{d}\beta}|_{\beta = \beta_1} > 0 \). If \( \theta > 0 \) (\( \theta < 0 \)) at \( \beta = \beta_1 \), then (3) has an asymptotically stable (unstable) invariant circle for \( \beta > \beta_1 \) (\( \beta < \beta_1 \)) and near \( \beta_1 \).

**Proof.** Since \( \lambda > 1 \) and \( \beta \gamma \bar{x} > 1 \), the unique interior steady state \( E^* = (x^*, y^*) \) exists. As \( \beta \) varies around \( \beta_1 \), both \( E^* \) and \( J(E^*) \) change continuously with respect to \( \beta \). Notice that \( \tau_j, j = 1, 2 \), the eigenvalues of \( J(E^*) \), also vary continuously with respect to \( \beta \) and are complex conjugate to each other if they are complex numbers. Clearly the map \( F \) induced by (3) is a \( C^1 \) map and depends on the real parameter \( \beta \). We need to verify (a) \( F(\beta, E^*) = E^* \) for \( \beta \) near \( \beta_1 \), (b) \( J(E^*) \) has two non-real
Figure 2. This figure illustrates Theorems 2.5–2.6, where $\beta \gamma \bar{x} > 1$ and $(8 + 2\lambda)\gamma > 6$. (a)–(b) provide plots when $D(z) < 1$, and (c)–(f) for $D(z) > 1$. In (c)–(d) $(1 - \gamma)\lambda > 1$ and $(1 - \gamma)\lambda < 1$ in (e)–(f).

eigenvalues for $\beta$ near $\beta_1$ with modulus 1 at $\beta = \beta_1$, (c) $\frac{d|\tau_j|}{d\beta} > 0$, $j = 1, 2$, at $\beta = \beta_1$, and (d) $\tau_j^k \neq 1$ at $\beta = \beta_1$ for $k = 1, 2, 3, 4$ and $j = 1, 2$. It is clear that (a) holds. Notice at $\beta = \beta_1$, $\text{det} \, J(E^*) = 1$. Since $|\text{tr} \, J(E^*)| < 1 + |\text{det} \, J(E^*)|$ is true at any interior steady state by Lemma 2.2, we see that $\tau_j$, $j = 1, 2$, are non-real with $|\tau_j| = \text{det} \, J(E^*) = 1$, $j = 1, 2$, when $\beta = \beta_1$. It follows from the continuity of $J(E^*)$ with respect to $\beta$ that the eigenvalues of $J(E^*)$ are non-real for $\beta$ sufficiently close to $\beta_1$, i.e. (b) holds. Condition (c) is satisfied by Theorems 2.5–2.6 since $|\tau_j| = \text{det} \, J(E^*)$, $j = 1, 2$, at $\beta = \beta_1$. The proof of (d) is also trivial since $\tau_j^k = 1$ for $k = 1, 2, 3, 4$ if and only if $\tau_j = 1, -1, i, -i$ or $\frac{-1 \pm \sqrt{3}i}{2}$, which are impossible as $\text{tr} \, J(E^*) > 0$. 
To determine a supercritical Neimark-Sacker bifurcation, we first move the unique interior steady state \((x^*, y^*)\) to the origin by letting \(u = x - x^*\) and \(v = y - y^*\):

\[
\begin{align*}
\begin{cases}
    u(t + 1) = \frac{(1 - \gamma)\lambda(u(t) + x^*)}{1 + u(t) + x^*} + \frac{\gamma\lambda(u(t) + x^*)}{1 + u(t) + x^*}e^{-v(t) - y^*} - x^*, \\
v(t + 1) = \beta\gamma(u(t) + x^*)(1 - e^{-v(t) - y^*}) - y^*.
\end{cases}
\end{align*}
\]

(30)

The Taylor expansion of system (30) about \((0,0)\) is

\[
\begin{align*}
\begin{pmatrix} u(t + 1) \\ v(t + 1) \end{pmatrix} = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} u(t) \\ v(t) \end{pmatrix} + \begin{pmatrix} P(u(t), v(t)) \\ Q(u(t), v(t)) \end{pmatrix},
\end{align*}
\]

(31)

where \(\begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}\) is the Jacobian matrix of system (3) evaluated at the interior steady state \(E^*\),

\[
P(u, v) = b_1 u^2 + b_2 uv + b_3 v^2 + b_4 u^3 + b_5 u^2 v + b_6 uv^2 + b_7 v^3 + O(|u| + |v|^4),
\]

(32)

\[
Q(u, v) = c_2 uv + c_3 v^2 + c_4 uv^2 + c_5 v^3 + O(|u| + |v|^4),
\]

and

\[
\begin{align*}
b_1 &= \frac{1(1 - \gamma)\lambda + \gamma\lambda e^{-y^*}}{(1 + x^*)^3}, & b_2 &= -\frac{\gamma\lambda e^{-y^*}}{(1 + x^*)^2}, & b_3 &= \frac{\gamma\lambda x^* e^{-y^*}}{2(1 + x^*)} \\
b_4 &= \frac{1(1 - \gamma)\lambda + \gamma\lambda e^{-y^*}}{(1 + x^*)^3}, & b_5 &= \frac{\gamma\lambda e^{-y^*}}{(1 + x^*)^2}, & b_6 &= \frac{\gamma\lambda e^{-y^*}}{2(1 + x^*)^2} \\
b_7 &= \frac{-\gamma\lambda x^* e^{-y^*}}{6(1 + x^*)}, & c_2 &= \beta\gamma e^{-y^*}, & c_3 &= \frac{-\beta\gamma x^* e^{-y^*}}{2} \\
c_6 &= \frac{-\beta\gamma e^{-y^*}}{2}, & c_7 &= \frac{\beta\gamma x^* e^{-y^*}}{6}.
\end{align*}
\]

(33)

In order to put the linear part of (31) into the Jordan canonical form, we let \(\mu \pm i\omega\) be the eigenvalues of \(J(E^*)\) with \(\mu^2 + \omega^2 = 1\) when \(\beta = \beta_1\), and let

\[
T = \begin{pmatrix} a_{12} & 0 \\ \mu - a_{11} & \omega \end{pmatrix}.
\]

Using the transformation

\[
\begin{pmatrix} u \\ v \end{pmatrix} = T \begin{pmatrix} X \\ Y \end{pmatrix},
\]

we obtain

\[
\begin{align*}
\begin{pmatrix} X(t + 1) \\ Y(t + 1) \end{pmatrix} = \begin{pmatrix} \mu & -\omega \\ \omega & \mu \end{pmatrix} \begin{pmatrix} X(t) \\ Y(t) \end{pmatrix} + \begin{pmatrix} G(X(t), Y(t)) \\ H(X(t), Y(t)) \end{pmatrix},
\end{align*}
\]

(34)

where

\[
\begin{align*}
G(X, Y) &= \frac{1}{a_{12}} P(a_{12}X, (\mu - a_{11})X + \omega Y), \\
H(X, Y) &= \frac{1}{a_{12}\omega} \{(a_{11} - \mu)P(a_{12}X, (\mu - a_{11})X + \omega Y) \\
&\quad + a_{12}Q(a_{12}X, (\mu - a_{11})X + \omega Y))\}.
\end{align*}
\]

(35)
Notice (34) is of the same form as the expression given in (15.24) of [6, page 475]. The existence of a supercritical Neimark-Sacker bifurcation is determined by
\[
\theta = \text{Re}\left(\frac{1 - 2\tau_1}{1 - \tau_1}\bar{\zeta}_2 - \zeta_2\right) + \frac{1}{2}\left|\zeta_{11}\right|^2 + \left|\zeta_{02}\right|^2 - \text{Re}(\bar{\rho}_1\zeta_2),
\]
(36)
where
\[
\zeta_2 = \frac{1}{8}(G_{XX} - G_{YY} + 2H_{XY} + i(H_{XX} - H_{YY} - 2G_{XY}))
\]
\[
\zeta_{11} = \frac{1}{4}(G_{XX} + G_{YY} + i(H_{XX} + H_{YY}))
\]
\[
\zeta_{02} = \frac{1}{8}(G_{XX} - G_{YY} - 2H_{XY} + i(H_{XX} - H_{YY} + 2G_{XY}))
\]
\[
\zeta_{21} = \frac{1}{16}(G_{XXX} + G_{XYY} + H_{XXY} + H_{YY})
\]
\[
+ \frac{i}{16}(H_{XXX} + H_{YY} - G_{XXY} - G_{YY})
\]
and all the partial derivatives are evaluated at \((X, Y) = (0, 0)\) with \(\beta = \beta_1\) [6]. The assertion then follows directly from Theorem 15.31 of [6].

If \(\beta_2\) derived in Theorem 2.6 is considered, then since \(\frac{d\text{det}(E^*)}{d\beta}\big|_{\beta=\beta_2} < 0\), the conclusions in Theorem 3.1 are reversed. That is, if \(\theta < 0\), then (3) has an asymptotically stable invariant circle for \(\beta < \beta_2\) and near \(\beta_2\).

It is not easy to determine the value of \(\theta\) given in (36) analytically. We use numerical examples to illustrate Theorem 3.1. We adopt the same parameter values as those in Figure 2(c)-(d), i.e., \(\lambda = 7.0\) and \(\gamma = 0.85\). The first \(\beta\) value such that \(\text{det}(E^*) = 1\) is about 1.4575 and the \(\theta\) value given in (36) is roughly \(\theta = 8.825 > 0\). Therefore, the system has an attracting invariant curve when \(\beta\) is larger than 1.4575 and close to 1.4575. As \(\beta\) is increased, \(\text{det}(E^*)\) crosses \(\text{det}(E^*) = 1\) again when \(\beta\) is around 4.351 with \(\theta\) approximately equal to \(-44.5115 < 0\). Therefore the system has an attracting invariant loop when \(\beta\) is less than 4.351 but close to it. See Figure 3(a)-(b), where the first 9000 iterations are eliminated to remove the transient behavior of the solutions and the next 1000 iterations are plotted.

To study the impact of constant proportional refuge, we first observe that components of the interior steady state of (3) with respect to \(\gamma\) satisfy respectively
\[
\frac{dx^*}{d\gamma} = \frac{\beta x^*(1 - e^{-g(x^*)})}{(1 - \beta \gamma x^* e^{-g(x^*)})g'(x^*)} < 0,
\]
(38)
and
\[
\frac{dy^*}{d\gamma} = \frac{1 + x^* - \lambda - \gamma \frac{dx^*}{d\gamma}}{e^{\gamma(1 + x^* - (1 - \gamma)\lambda)^2}}.
\]
(39)
Therefore, the \(x\) component of the interior steady state is an increasing function of the fraction \(1 - \gamma\). On the other hand, since \(1 + x^* - \lambda = x^* - \bar{x} < 0\) and \(\frac{dx^*}{d\gamma} < 0\), the effect of \(\gamma\) on \(y^*\) is not monotone as illustrated in (39). To investigate the stabilization/destabilization effects of the spatial refuge, we first let \(\lambda = 3.5\) and \(\beta = 3.0\) and use \(1 - \gamma\) as the bifurcation parameter. The diagrams are shown in Figure 3(c)-(d). As the proportion \(1 - \gamma\) of refuge increases, the interior steady state is stabilized and the magnitude of the host population increases. However,
the magnitude of the parasitoid population at the coexisting steady state is not monotone with respect to $1 - \gamma$. The same conclusion is obtained if $\lambda = 7.0$ and $\beta = 3.0$ as shown in Figure 3(e)-(f).

![Graphs showing invariant loops and bifurcation diagrams](image)

**Figure 3.** (a)–(b) demonstrate Theorem 3.1 where invariant loops exist when $\beta$ is near either of the bifurcation values. (c)–(f) provide bifurcation diagrams using $1 - \gamma$ as the bifurcation parameter.

4. **Conclusions.** There is a large number of theoretical studies in an attempt to understand the many different biological mechanisms that affect predator-prey interactions. One of the important aspects in this direction is that of prey’s response to predators by using refuges. Although significant efforts have been carried out for populations that reproduce continuously, little attention has been made for populations with non-overlapping generations. One conclusion drawn from these studies of continuous-time models is that prey refuges can stabilize predator-prey interactions and prevent prey populations from extinction.
Insect parasitoids make up about 14% of the one million or so known insect species [7]. In addition, insects are subject to attack by parasitoids and are thus considered as hosts for the parasitoids. These insect species usually reproduce at certain time of their life stages and continuous-time models are not adequate to model such populations. It is the goal of this study to investigate the impact of host spatial refuge upon the host-parasitoid interaction using discrete-time systems.

Our model is based on a modified Nicholson-Bailey system and we assume that a constant proportion of the host is free from parasitism in each generation. We prove that both hosts and parasitoids can coexist if \( \beta \gamma (\lambda - 1) > 1 \), or equivalently, if \( \gamma > \frac{1}{\beta (\lambda - 1)} > 0 \) (cf. Theorem 2.3). If the inequality is reversed, then the parasitoid population goes extinct and the host population is stabilized as presented in Theorem 2.1. It is clear that the unique coexisting steady state is asymptotically stable when it just appears, i.e., when the quantity \( \beta \gamma (\lambda - 1) \) exceeds 1 but near 1. Using \( \beta \) as the bifurcation parameter, we show that the model can undergo a supercritical and then a subcritical Neimark-Sacker bifurcation in Theorems 2.6 and 3.1. It is also possible for the model to exhibit only the supercritical Neimark-Sacker bifurcation, depending on the parameter regimes. In the former situation, the parameter \( \beta \) can act as both a destabilizing and a stabilizing mechanism. For the latter case, increasing \( \beta \) is always destabilizing to the population interaction.

It is clear that for each fixed \( \beta \) and \( \lambda \), there exists a critical threshold \( \gamma_0 = \frac{1}{\beta (\lambda - 1)} \), such that the parasitoids go extinct if the constant proportionate refuges exceeds \( 1 - \gamma_0 \). To further investigate the effects of spatial host refuge, we prove that the host population at the coexisting steady state is always an increasing function of the proportionate refuges \( 1 - \gamma \). However, the effect on the parasitoids is not monotone. Using \( 1 - \gamma \) as the bifurcation parameter, it is illustrated in Figure 3(c)–(f) that proportionate refuges can stabilize the host-parasitoid interaction.

To compare models (1) and (2)/(3), first notice that the host population in model (1) can grow unboundedly large if the product of the host growth rate and the proportionate host refuge exceeds one, \( \lambda (1 - \gamma) > 1 \). This is due to the exponential growth given by the host equation. Since a Beverton-Holt equation is adopted for the host dynamics in (2), the host population is always bounded and stabilized. For both models (1) and (2) the host population goes extinct and so are the parasitoids if the host’s growth rate is smaller than one. There is no other non-extinction boundary steady state in system (1) while there exists another boundary steady state \((\bar{x}, 0)\) in model (3) for which the parasitoid population is extinct. The boundary steady state \((\bar{x}, 0)\) is globally asymptotically stable under the condition given in Theorem 2.1. In particular, the parasitoid population will become extinct if the constant proportional host refuge \(1 - \gamma\) is large. This biological phenomenon seems reasonable but it cannot be captured in model (1). Furthermore, system (3) is able to undergo both a supercritical and a subcritical Neimark-Sacker bifurcation as one of the parameters is varied. From the graph given in [7, page 67], model (1) can however only exhibit a supercritical Neimark-Sacker bifurcation.

We conclude from this investigation that the constant proportionate refuges can drive the parasitoids to extinction if the proportion is large. If both populations are in the coexisting steady state, then an increase of the proportionality can increase the host population level. Moreover, proportionate refuges can stabilize the host-parasitoid interaction by damping irregular oscillations.
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