Sediment-carrying capacity prediction using extreme learning machine
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Abstract. Sediment-carrying capacity prediction is an important part in the river sediments movement simulation. In this paper, a novel machine learning approach was proposed to predict the sediment-carrying capacity by using the Extreme Learning Machine (ELM). The evaluation indexes and the average errors of these prediction models were analysed in detail. The result shows that the ELM model has a good generalization performance for the sediment-carrying capacity prediction, and the ELM approach could be an effective tool for the sediment movement simulation.

1. Introduction
Sediment-carrying capacity prediction plays a key role in the river sediments movement simulation. Previous studies have showed that the traditional way to predict sediment-carrying capacity in the river was using the formulas built by the experiment data and the measured data in the field. Recent years, machine learning approaches were widely used in the areas of river dynamics and hydraulics, such as regression[1] and classification[2]. Some researchers proposed the machine learning approaches to predicting sediment-carrying capacity. A novel prediction model of sediment-carrying capacity using the BP neural network was proposed by Chen and Tang [3], the prediction data and the measured data showed a good agreement. Li, Xie, Zhang and Li [4] proposed a Support Vector Machine (SVM) model to predict the sediment-carrying capacity, the data used for training the SVM model was the same data used for training the BP model of Chen and Tang [3], and the result in the study of Li, Xie, Zhang and Li [4] showed that the SVM model had a better performance comparing with the BP model. The Generalized Regression Neural Network(GRNN) approach was also proposed[5]. While with the development of machine learning algorithms, more advanced and practical algorithms could be used for solving this problem, and up to now, there are no studies about the applications of Extreme Learning Machine (ELM) in the sediment-carrying capacity prediction have been published.

The Extreme Learning Machine (ELM) is a new and robust machine learning algorithm based on the Single-hidden Layer Feedforward Network (SLFN), which was firstly proposed by Huang, Zhu and Siew [6]. Previous studies have showed that the ELM could be used for classification[7-10] and regression[11-14], and showed a good generalization performance at extremely fast learning speed[15]. The purpose of this study is to develop a novel sediment-carrying capacity prediction model based on the ELM, which could accurately predict the sediment-carrying capacity. The data for training and testing the ELM model were the same data in the studies of[3, 4]. This is the first study on the application
of ELM in the sediment-carrying capacity prediction. Therefore, the findings in this study should make a contribution to the river sediments movement simulation.

The rest of this paper is organized as follows. The data and the method will be introduced in Section 2. It will then go on to discuss the application of the ELM approach in the sediment-carrying capacity prediction. The main findings of this paper will be summarized in Section 3.

2. Data and method

2.1. Data collection

The data used for training the ELM models in this paper was collected from the study of Chen and Tang [3], which were 30 sets of data for training and 4 sets of data for validation. The surface velocity, slope and settling velocity measured in the experiments were imported into the ELM models as the training data, the sediment-carrying capacity was imported into ELM models as the training label in the model training process. In the next section, the fundamental of the extreme learning machine will be introduced.

2.2. Extreme learning machine

The Extreme Learning Machine was proposed by Huang, Zhu and Siew [6], which was a new single-hidden layer feedforward network. The ELM algorithm was widely used in solving the regression and classification problems [16]. Considering a single-layer feed-forward neural network (SLFN) with \( n \) neurons in the input layer, \( l \) neurons in the hidden layer and \( m \) neurons in the output layer, the general structure of SLFN could be expressed as Figure 1:

![Figure 1. General structure of a single-layer feed-forward neural network](image)

The weight \( \mathbf{w} \) between the neurons in the input layer and the neurons in the hidden layer is randomly generated, so is the bias \( \mathbf{b} \) in the hidden layer. The weight between the neurons in the hidden layer and the neurons in the output layer could be expressed as \( \mathbf{\beta} \).

For the given training samples \( \mathbf{X} \) and the output matrix \( \mathbf{Y} \):

\[
\mathbf{X} = \begin{bmatrix}
  x_{11} & \cdots & x_{1Q} \\
  \vdots & \ddots & \vdots \\
  x_{n1} & \cdots & x_{nQ}
\end{bmatrix}_{n \times Q} \quad (1)
\]

\[
\mathbf{Y} = \begin{bmatrix}
  y_{11} & \cdots & y_{1Q} \\
  \vdots & \ddots & \vdots \\
  y_{m1} & \cdots & y_{mQ}
\end{bmatrix}_{m \times Q} \quad (2)
\]

Assuming that the activation function in the hidden layer was \( g(x) \), then the output \( \mathbf{T} \) is:

\[
\mathbf{T} = [t_1, t_2, \ldots, t_Q], \quad t_j = \begin{bmatrix}
  t_{1j} \\
  \vdots \\
  t_{mj}
\end{bmatrix} = \begin{bmatrix}
  \sum_{i=1}^{l} \beta_{ij} g(\mathbf{w}_i x_j + b_i) \\
  \vdots \\
  \sum_{i=1}^{l} \beta_{ij} g(\mathbf{w}_i x_j + b_i)
\end{bmatrix} \quad (j=1, 2, 3, \ldots, Q) \quad (3)
\]

where \( \mathbf{w}_i = [\omega_{i1}, \omega_{i2}, \ldots, \omega_{im}] \), \( x_j = [x_{1j}, x_{2j}, \ldots, x_{nj}]^T \).

The above equation can be rewritten in the following form:

\[
\mathbf{H} \mathbf{\beta} = \mathbf{T}'
\]

where \( \mathbf{T}' \) is the transposed matrix of \( \mathbf{T} \). \( \mathbf{H} \) is the hidden layer output matrix of the neural network, which is as follows:
The minimum norm least-squares solution of
$$\min_{\beta} \| H\beta - T' \|$$
is unique [6, 17], which is:
$$\hat{\beta} = H^+ T'$$  (6)
where $H^+$ is the Moore-Penrose generalized inverse of matrix of $H$.

The randomly generated weight $w$ and the bias $b$ are constant in the training process, the weight $\beta$ could be determined by Eq.(6), then the ELM model is established with the selected activation function.

In this paper, two ELM models with sigmoid function and sin function were established to predict the sediment-carrying capacity.

3. Results and discussion

3.1. The influence of the number of hidden neurons and the activation function

The activation function used in this paper were the sigmoid function and the sin function. In order to evaluate the predicted performance of these models, the Correlation Coefficient ($CC$) and the Index of agreement ($I$) are introduced as follows:

$$CC = \frac{\sum_{i=1}^{N}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{N}(x_i - \bar{x})^2 \sum_{i=1}^{N}(y_i - \bar{y})^2}}$$  (7)

$$I = 1 - \frac{\sum_{i=1}^{N}(y_i - x_i)^2}{\sum_{i=1}^{N}[(y_i - \bar{y}) + (x_i - \bar{x})]^2}$$  (8)

where $x_i$ are the measured values, and their average is $\bar{x}$. $y_i$ are the predicted values, and their average is $\bar{y}$. $N$ is the number of observations.

The Correlation Coefficient and the Index of agreement is a number no more than 1, if these values were closer to 1, then the performances of the models were much better. The performances of ELM models with sigmoid function was shown in Figure 2. The hidden nodes of these models were set from 1 to 30. It can be seen in Figure 2, the evaluation indexes of these models were significantly increasing following the increase of the hidden neurons number. Except the model with 1 hidden neuron, the minimum $CC$ of the models was 0.68 and the minimum $I$ was 0.78. What stands out in Figure 2 is that, for an ELM model with a randomly selected number of hidden neurons from 11 to 30, the index values of $CC$ and $I$ were no less than 0.9, and this shows that the ELM algorithm has a good generalization performance for the sediment-carrying capacity prediction.

![Figure 2. Predicted performance of ELM models with sigmoid function.](image)
The predicted performances of ELM models with sin function were shown in Figure 3. The same findings could also be found in this figure. An increasing trend of CC and I could be found in Figure 3 following the increase of the hidden neurons number. For an ELM model with a randomly selected number of hidden neurons from 16 to 30, the index values of CC and I were no less than 0.9.

\[ \text{Figure 3. Predicted performance of ELM models with sin function.} \]

3.2. The predicted performance for the validation data
4 sets of data were set as the validation data for these ELM models. The error between the predicted sediment-carrying capacity and the measured sediment-carrying capacity of each data set was calculated, and the average error of the validation data of the ELM models was shown in Figure 4. The average errors of the ELM models were not steady with the increase of the hidden neurons. The maximum average error was 112.4%, and the minimum average error was 7.1%. The performance of the ELM models with the sigmoid function was much better than that of the ELM models with the sin function.

\[ \text{Figure 4. Predicted error of the ELM models with different hidden neurons.} \]

4. Conclusion
In this paper, a novel machine learning approach which is using the Extreme Learning Machine was proposed to predict the sediment-carrying capacity. The evaluation indexes of these models show that the ELM model have a good generalization performance for the sediment-carrying capacity prediction, and the average error of the ELM models with specific number of hidden neurons could be small enough for the sediment-carrying capacity prediction. The ELM approach could be an effective tool for the sediment movement simulation.
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