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Abstract
In the first part of this two-part article (Aerts & Sassoli de Bianchi, 2014), we have introduced and analyzed a multidimensional model, called the $\rho$-model, able to describe general quantum-like measurements with an arbitrary number of outcomes, and we have used it as a general theoretical framework to study the most general possible condition of lack of knowledge in a measurement, so defining what we have called a universal measurement. In this second part, we present the formal proof that universal measurements, which are averages over all possible forms of fluctuations, produce the same probabilities as measurements characterized by uniform fluctuations on the measurement situation. Since quantum probabilities can be shown to arise from the presence of such uniform fluctuations, we have proven that they can be interpreted as the probabilities of a first-order non-classical theory, describing situations in which the experimenter lacks complete knowledge about the nature of the interaction between the measuring apparatus and the entity under investigation. This same explanation can be applied – mutatis mutandis – to the case of cognitive measurements, made by human subjects on conceptual entities, or in decision processes, although it is not necessarily the case that the structure of the set of states would be in this case strictly Hilbertian. We also show that universal measurements correspond to maximally robust descriptions of indeterministic reproducible experiments, and since quantum measurements can also be shown to be maximally robust, this adds plausibility to their interpretation as universal measurements, and provides a further element of explanation for the great success of the quantum statistics in the description of a large class of phenomena.
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1 Introduction
This is the second part of a two-part article, aimed at the investigation of a very general class of measurements, relevant to experiments performed both in cognitive science and physics. Although the present article is written in a self-consistent way, and therefore can be read independently of the
content of its first part (Aerts & Sassoli de Bianchi 2014), the lecture of the latter is recommended. We also refer the reader to the first article, for a general discussion of the relevance of quantum structures in the macro world, and in particular in the field of psychology and cognitive science, referred to meanwhile commonly as ‘quantum cognition’ (Aerts & Aerts 1995; Aerts et al. 2013; Aerts & Gabora 2005a,b; Aerts, Gabora & Sozzo 2013; Blutner 2009; Blutner, Pothos & Bruza 2013; Bruza, Busemeyer & Gabora 2009; Bruza et al. 2007; 2008a,b; 2009a,b; Busemeyer & Bruza 2012; Busemeyer et al. 2011; Busemeyer, Wang & Townsend 2006; Franco 2009; Haven & Khrennikov 2013; Gabora & Aerts 2002; Khrennikov 2010; Khrennikov & Haven 2009; Pothos & Busemeyer 2009; Van Rijsbergen 2004; Wang et al. 2013; Yukalov & Sornette 2010).

In Aerts & Sassoli de Bianchi (2014), we have initially introduced and analyzed a model, that we have called the Lebesgue-model, allowing to represent probabilities associated with all possible one-measurement situations, and we have used it to explain the emergence of quantum probabilities (the Born rule) as uniform fluctuations on the measurement situation. The particularity of the Lebesgue-model is to exploit the geometry of simplexes to represent the states both of the measured and measuring entities, in a way that the outcome probabilities can be derived as the (uniform) Lebesgue measure of suitably defined convex subregions of the simplex under consideration.

In Aerts & Sassoli de Bianchi (2014), we have also shown that, although the Lebesgue-model is an abstract construct, it admits physical realizations, and we have proposed a very simple and evocative one, using a material point particle which is acted upon by special elastic membranes, which by breaking and collapsing are able to produce the different possible outcomes. This easy to visualize mechanical realization allowed us to gain considerable insight into the hidden structure of a measurement process, be it that associated with a cognitive measurement, on a conceptual entity (or in the ambit of a decision process), or a physics measurement, on a microscopic entity. For instance, thanks to it, it becomes possible to visualize the structural difference between measurements performed on entangled entities (combinations of concepts, of elementary “particles,” etc.), as opposed to measurements performed on separate entities, in terms of a dimensional change in the measurement context, whose increased level of potentiality requires higher dimensional membranes to be described.

Always in the first part of this two-part article, we have considered a further generalization of the Lebesgue-model, by considering conditions of lack of knowledge which can be associated with non-uniform fluctuations, in what we have called the $\rho$-model. In this more general theoretical framework, we have introduced and motivated a notion of universal measurement, which describes the most general possible condition of lack of knowledge in a measurement, and we have pointed out that the uniform fluctuations characterizing quantum measurements can also be understood as an average over all possible forms of non-uniform fluctuations, which can in principle be actualized in a measurement context.

The main purpose of this second part of the article is to present the formal proof of the theorem establishing the correspondence between universal measurements and uniform measurements. Since the quantum mechanical Born rule can be described in terms of uniform fluctuations, it follows from this result that quantum measurements can be interpreted as universal measurements, i.e., as measurements describing situations which are uniform mixtures of different possible measurement situations, thus defining a condition of lack of knowledge not only about the interaction which is each time actualized, between the measured entity and the measured system, but also about the way such interaction is chosen, among all the possible ways of choosing it. Of course, this doesn’t mean that quantum measurements, performed on microscopic entities like electrons,
neutrons, protons, etc., would necessarily be universal measurements. For the time being, this remains an open question. What we know, however, is that the huge average involved in a universal measurement is perfectly compatible with this interpretation. Hence, we have proven that the hypothesis that a quantum measurement is a universal measurement can be true, and hence, since the way in which probability arises and is intrinsic in a universal measurement can be understood intuitively and completely, in case this hypothesis is true, it entails a deep explanation of the nature of a quantum measurement.

For cognitive measurements the situation is different. Indeed, a typical experiment in cognitive science usually involves different human subjects who, because of the specificities and uniqueness of their mind structures, will necessarily have different ways of choosing the possible answers to the questions that are addressed to them, or will have different ways of deciding when facing situations requiring a decision process. Therefore, their actions will be in principle characterized by different sets of probabilities for the different outcomes. In other terms, if we consider the ensemble of the participants in a given experiment, we can say that the overall statistics of outcomes they deliver is the result of an average over different kinds of measurements. This not only because each subject would choose/decide according to different criteria, but also because even a same subject can choose according to different criteria in two different moments. This means that a model where the probabilities associated with the different possible outcomes, obtained from the answers collected from the different subjects, are considered as averages over the different probabilities associated with the different measurements performed by each of them, is a model that corresponds well to the situation we imagine to occur.

So, in cognitive science, if we want to be adherent to what can readily be supposed to actually happen during an experiment, modeling a measurement situation in the form of a meta-measurement, i.e., in a way that the statistics of outcomes results from a process of randomization over different individual measurements, is a plausible approach. This is precisely what the \( \rho \)-model allows to do, describing the different possible measurements by means of different probability densities \( \rho \), which are subsequently averaged out in what we have called a universal measurement.

Considering the above, it is clear that the result of the equivalence between universal measurements and uniform measurements acquires a different meaning in quantum physics and cognitive science. In quantum physics it has more the value of an explanation of the nature of quantum probabilities. It suggests that the level of potentiality inherent in a microphysical quantum process is possibly much deeper than it was initially hypothesized in the so-called hidden measurement approach \cite{Aerts1986, Aerts1998, Aerts1999b, Coecke1995, Sassoli2013}, as it would concern not only the process of actualization of single measurement interactions, but of entire ways of choosing these interactions.

For the cognitive ambit, it predicts the existence of a ‘first order theory,’ which may be equal to the orthodox quantum theory, but can also be different from it, but can in any case be formulated using a uniform probability density \( \rho_u \), in what we have called the Lebesgue-model. This possible difference between orthodox quantum mechanics and the ‘first order theory’ describing cognitive measurements, would manifest at the level of the structure of the set of states of the conceptual entities\footnote{We recall that it is possible to formalize a concept as an \textit{entity in a specific state}, and a context as a “surrounding” which is able to produce a change (either deterministic or indeterministic) of such state \cite{Aerts2005a, Gabora2002}.}, which is not necessarily Hilbertian. If it will turn out to be Hilbertian, as
apparently is the case for the microphysical entities then cognitive measurements, understood as universal measurements, will also turn out to be equivalent to quantum measurements, in the sense that not only the probabilities of single measurements, but also of sequential and conditional measurements, will produce the same values as those predicted by the Born rule. On the other hand, if it will turn out not to be Hilbertian, considering however the effectiveness of so many quantum models of cognition and decision (and the proof of the equivalence between universal and uniform measurements presented in this article), we might nevertheless expect the theory behind such models of cognition and decision to be quite close to quantum theory. Also because we already know that that cognitive measurements do reveal the presence of typical quantum effects of interference, contextuality, entanglement and emergence (Aerts 2009; Aerts et al. 2000; Aerts & Gabora 2005a,b; Aerts & Sozzo 2011; Gabora & Aerts 2002), when concepts in different possible states are combined and data of experiments with human subjects on such combinations of concepts are modeled. But this of course does not mean that all these effects necessarily originate from a strict Hilbertian structure for the set of states. For instance, as emphasized in Aerts & Sozzo (2012a,b), one doesn’t need linearity to model entanglement.

It is worth emphasizing that to be able to identify what is the probability model which is behind cognitive measurements (assuming that a single explanatory model can consistently describe all possible data), one needs a sufficiently general theoretical framework to integrate and analyze not only the existing data, but also, and more importantly, the data that will become available in the future. Here it is important to distinguish ‘ad hoc mathematical models,’ constructed only with the purpose of fitting data, from more ‘fundamental models,’ which try to identify, in a more stringent way, the basic structure which is really behind the collected data, as well as its possible significance. In physics, for instance, one usually speaks of ‘phenomenological models,’ which just organize mathematically the results of the observed phenomena without paying too much attention to their possible significance, as opposed to more deep ‘explanatory models,’ which instead try to understand the observed phenomena at a more fundamental level, possibly deriving

2The majority of physicists would generally agree that orthodox quantum theory does conveniently describe all possible measurements on entities of the micro world, i.e., that the Hilbert space model, equipped with the Born rule, is sufficient to capture the essence of the behavior of microscopic entities, when acted upon in the different measurement contexts. But maybe this is something we should not take as fully granted. This because, as was noted by one of us in the eighties, the theoretical construct of orthodox quantum physics presents some severe structural shortcomings (Aerts 1982, 1986, 1999a; Aerts & Durt 1994; Aerts et al. 1997a, 1999b). For instance, it cannot describe the situation where entities can become fully separated in experimental terms. However, the possibility of pointing out, also at the microscopic level, the existence of separated entities, cannot be excluded. As an example, consider the famous coincidence measurements conducted by Alain Aspect on entangled photons (Aspect 1999). These measurements are usually adjusted in a way as to only select pairs of entities that, as they fly apart, remain connected, thus producing a violation of Bell’s inequalities. But experiments could also be adjusted in a way that possible coincident but disconnected pairs could also be detected, not necessarily giving rise to correlations. This possibility would describe regimes which are non-quantum, but quantum-like, and therefore not describable by the Born rule. The problem is that this possibility is usually not investigated, as experimenters will generally not consider adjustments of their measurements so as to allow for the possibility that entangled entities could also disentangle during their fly, as this would in general be interpreted as a badly performed experiment. However, these “wrong” adjustments, associated with “badly performed experiments,” could also in principle be interpreted as adjustments that favor the selection of measurements which, if taken into consideration, would lead to a statistics of outcomes different from that of Born. In other terms, we cannot totally exclude that in some of our quantum measurements we are maybe filtering out some of the outcomes (unduly considering them as outliers), and this could be the reason why we are not yet able to observe possible deviations from the Born statistics.
them from first principles.

The $\rho$-model, and the proposed notion of *universal measurement*, is precisely a first step towards the construction of a more fundamental and explanatory model, able not only to phenomenologically account for the different data, but also to possibly explain their origin. The theorem that we prove in the present article, can be considered as an attempt of constructing cognitive models starting also from first principles. Here the first principle we advocate is that a cognitive measurement is essentially an averaged measurement (described in the $\rho$-model by the different $\rho$ characterizing the different ways of choosing the outcomes), and that if the average involves a sufficiently large set of data, then a ‘first order theory’ will emerge, which is described by a simpler structure in which probabilities are obtained in terms of the uniform Lebesgue measure (the *Lebesgue-model*).

It is worth emphasizing that the $\rho$-model, contrary to the classical Kolmogorovian model, has the advantage of also allowing for a representation of the states of the entity under consideration (be it conceptual, or physical), as points in a simplex. Also the Hilbert-model, of course, allows for a representation of the states, but it imposes them, from the start, a very specific (Hilbertian) structure. In cognitive science, however, as we previously mentioned, we haven’t yet determined what is the structure of the set of states. To determine that structure, one needs to go beyond the analysis of single-measurement situations, and collect data from which also conditional and/or sequential probabilities can be deduced. However, these data will not be analyzable within the too limited structure of the Hilbert-model, but will require the more ample framework of the Lebesgue-model (which is not necessarily linear) or of the $\rho$-model (which is not necessarily uniform).

Let us also mention another advantage of the $\rho$-model: the fact that, similarly to the Hilbert-model, it contains a procedure for forming joint (possibly entangled) entities, by simply multiplying the dimension of the real spaces describing the single entities ([Aerts & Sassoli de Bianchi, 2014](#)), but, different from the Hilbert-model, it does so without the hypothesis of linearity. This possibility is of course absent in classical Kolmogorovian models, which by the way are also incapable of describing measurement processes which change the state of the measured entity (which is the typical situation both in microphysics and cognitive sciences). All the above advantages will certainly prove to be instrumental in future works, aimed at clarifying the (possibly non-Hilbertian) structure of the set of states of human conceptual entities.

In addition to the description of the $\rho$-model, and the proof of the equivalence between universal and uniform measurements, we shall also discuss in this second part of the article the important notion of ‘*robustness* of a measurement,’ showing that universal measurements correspond to maximally *robust* indeterministic reproducible experiments. This characteristic being also shared by quantum measurements, as evidenced in the recent analysis of ([De Raedt et al., 2013](#)), the result not only increases the plausibility that quantum measurements are also universal measurements, but provides a further explanation of their success in describing different fields of investigations.

The work is organized as follows. In Sec. 2 we present some basic elements of the quantum formalism, to define notations and to allow to easily establish, in the subsequent sections, the correspondence between quantum measurements and the measurement described in the $\rho$-model, when the probability density $\rho$ is uniform. In Sec. 3 we introduce the $\rho$-model and recall that in the uniform case it becomes isomorphic to the Hilbert-model of quantum mechanics, when the states describing the entity under investigation come from a Hilbert space. Then, in Sec. 4 we define the fundamental notion of *universal measurement* and enunciate the theorem establishing the equivalence between universal and uniform measurements.
To prove the theorem, we proceed with the following steps. In Sec. 5 we discretize the ρ-model and show that one can always consider limits of cellular probability densities to approximate, with arbitrary precision, the probabilities obtained from arbitrary, non-cellular, probability densities. This will allow us to consider, in Sec. 6 the average over all possible kinds of measurements, focusing our analysis on discretized structures, proving in this way the theorem.

In Sec. 7 we analyze in some detail the ampler structural richness of the ρ-model, by investigating, in the two-outcome case, and in the ambit of the so-called sphere-model, the probabilities associated with sequential measurements, showing that they cannot in general be fitted into a Hilbertian or Kolmogorovian structure. Finally, in Sec. 8 we study the notion of robustness, and show that universal measurements are maximally robust, and in Sec. 9 we offer some conclusive remarks.

2 Quantum Probabilities for a Single Observable

In this section we present the basic formalism of quantum mechanics, in relation to the measurement of a finite dimensional observable. Not to unnecessarily complicate the discussion, we shall limit ourselves, throughout the article, to the situation of a non-degenerate measurement, associated with a non-degenerate observable. All the results we shall obtain can be easily generalized to the degenerate case, proceeding as shown in (Aerts & Sassoli de Bianchi, 2014).

In orthodox quantum theory, the state of an entity (for a physicist it can be a microscopic entity, like a neutron, for a cognitive scientist, a concept, or a situation apt for a decision process) is described by a unit vector of a vector space over the field $C$ of complex numbers – the so-called Hilbert space $H$ – equipped with a (sesquilinear) inner product $⟨·|·⟩$, which maps two vectors $|φ⟩$, $|ψ⟩$ to a complex number $⟨φ|ψ⟩$, and consequently with a norm $∥ψ∥≡\sqrt{⟨ψ|ψ⟩}$, which assigns a positive length to each vector. In this paper we only consider Hilbert spaces having a finite number of dimensions, and we denote $H_N$ a Hilbert space whose vectors are $N$-dimensional.

An observable is a measurable quantity of the entity under consideration, and in quantum theory is represented by a self-adjoint operator $A$, acting on vectors of the Hilbert space, i.e., $A:|ψ⟩→A|ψ⟩$. In our case, being the Hilbert space $N$-dimensional, $A$ can be entirely described by means of its $N$ eigenvectors $|a_i⟩$ and the associated (real) eigenvalues $a_i$, obeying the eigenvalue (real) eigenvalues relations $A|a_i⟩=a_i|a_i⟩$, for all $i \in \{1,\ldots,N\}$. If the eigenvectors have been duly normalized, so that in addition to the orthogonality relation $⟨a_i|a_j⟩=δ_{ij}$, $i,j \in I_N$, they also obey the completeness relation $\sum_{i \in I_N} |a_i⟩⟨a_i|=\mathbb{I}$, where $\mathbb{I}$ denotes the unit operator, they can be used to construct the orthogonal projections $P_i≡|a_i⟩⟨a_i|$, $i \in I_N$, obeying $\sum_{i \in I_N} P_i=\mathbb{I}$, $P_iP_j=P_jδ_{ij}$, $i,j \in I_N$, which in turn can be used to write the observable $A$ as the (spectral) sum:

$$A = \mathbb{I}A = \begin{bmatrix} \sum_{i \in I_N} P_i \end{bmatrix} A = \sum_{i \in I_N} a_i P_i. \tag{1}$$

Similarly, if $|ψ⟩ \in H_N$, $∥ψ∥^2 = ⟨ψ|ψ⟩ = 1$, is a normalized vector describing the state of the entity, it can be written as the sum:

$$|ψ⟩ = \mathbb{I}|ψ⟩ = \begin{bmatrix} \sum_{i \in I_N} P_i \end{bmatrix} |ψ⟩ = \sum_{i \in I_N} |a_i⟩⟨a_i|ψ⟩ = \sum_{i \in I_N} \sqrt{x_i} e^{iα_i}|a_i⟩, \tag{2}$$

where for the last equality we have written the complex numbers $⟨a_i|ψ⟩$ in the polar form $⟨a_i|ψ⟩ = x_i e^{iα_i}$.
Clearly, being $|\psi\rangle$ normalized to 1, the positive real numbers $x_i$ must obey:

$$\sum_{i \in I_N} x_i = 1. \quad (3)$$

When we measure an observable $A$ in a practical experiment (a physicist does so by letting the microscopic entity interact with a macroscopic measuring apparatus, a psychologist by letting a human concept interact with a human mind, according to a certain protocol, if concepts are studied, or by collecting the decision results, if situations lending themselves to human decisions are studied), we can obtain one of the $N$ eigenvalues $a_i$, $i \in I_N$, and if these $N$ eigenvalues are all different, we say that the spectrum of $A$ is non-degenerate. Consequently, the measurement has $N$ distinguishable possible outcomes.

In general terms, the measurement of an observable $A$ is a process during which the state of the entity undergoes an abrupt transition – called “collapse” in the quantum jargon – passing from the initial state $|\psi\rangle$ to a final state which is one of the eigenvectors $|a_i\rangle$ of $A$, associated with the eigenvalue $a_i$, $i \in I_N$. The process is non-deterministic, and we can only describe it in probabilistic terms, by means of a “golden rule” called the Born rule, which states the following: the probability $P(|\psi\rangle \rightarrow |a_i\rangle)$ for the transition $|\psi\rangle \rightarrow |a_i\rangle$, is given by the square of the length of the vector $P_i|\psi\rangle$, i.e., the square of the length of the initial vector, once it has been projected onto the eigenspace of $A$ corresponding to the eigenvalue $a_i$. More explicitly:

$$P(|\psi\rangle \rightarrow |a_i\rangle) = \|P_i|\psi\rangle\|^2 = \langle \psi | P_i P_i | \psi \rangle = \langle \psi | P_i | \psi \rangle = \langle a_i | \psi \rangle = | \langle a_i | \psi \rangle |^2 = x_i,$$

for all $i \in I_N$. And of course, following (3), we have

$$\sum_{i \in I_N} P(|\psi\rangle \rightarrow |a_i\rangle) = \sum_{i \in I_N} x_i = 1. \quad (5)$$

3 The $\rho$-model

In this section we present the $\rho$-model, which is able to describe very general situations of measurement, characterized by an arbitrary (finite) number of outcomes. To facilitate the understanding of its logic, we present the model as an idealized mechanical model. This, however, must not mislead us: the $\rho$-model is an abstract construct, totally independent of its possible physical realizations. These very general measurement situations include those associated with classical, almost deterministic measurements, when the outcomes are fully predictable (if the state of the entity is known), but also, more generally, those associated with quantum-like measurements, when the outcomes are most of the times genuinely unpredictable, but nevertheless characterizable in probabilistic terms.

The construction of the model draws its inspiration from a previous two-outcome model, called the sphere-model (see Sec. 6), which in turn is a generalization of the so-called $\epsilon$-model, originally designed to study two-state systems, like spin-$\frac{1}{2}$ quantum entities, and their generalizations (Aerts, 1998, 1999b; Sassoli de Bianchi, 2013; Aerts & Sassoli de Bianchi, 2014).

The $\rho$-model has many interesting features. It generalizes the sphere-model, allowing for the description of measurements having an arbitrary number of outcomes, and it offers a considerable insight into the internal working of quantum and quantum-like systems, as it allows for a full visualization of what goes on during a measurement. The paradigm at the basis of its operation is that of the hidden-measurement approach (Aerts, 1986, 1998, 1999b; Sassoli de Bianchi, 2013).
where the emergence of quantum structures is explained as the consequence of the presence of fluctuations in the measurement context. In this approach, the indeterminism inherent in quantum and quantum-like systems is due to the fact that a measurement is made of different possible pure measurements (almost deterministic interactions), which can be actualized in an unpredictable way during the execution of the experiment.

These pure measurements are hidden in the sense that a physicist, when experimenting with microscopic entities, cannot distinguish them at the macroscopic level. Similarly, in cognitive experiments, they are hidden because they are actualized at the subconscious level, via “nonlogical” intrapsychic processes, which cannot be discriminated at the conscious level. The great explanatory power of the $\rho$-model resides precisely in the fact that these hidden aspects of a measurement process are made fully manifest, so that one can really “see” what is going on, during its execution.

Another interesting aspect of the $\rho$-model is that it can describe all sorts of probabilistic models, generally non-Kolmogorovian and non-Hilbertian (Aerts & Sassoli de Bianchi, 2014), and thanks to the very general theoretical framework it provides, it can be exploited to reveal an even more hidden aspect which is possibly at the basis of quantum probability, and which can explain its “unreasonable” success in the description of so many kinds of measurement situations, in different layers of reality. This hidden aspect is the fact that quantum measurements turn out to be interpretable as processes of randomization not only over deterministic – pure measurement – interactions, but also, and more generally, over all possible kinds of measurements. In other terms, as we will demonstrate in the next sections, the $\rho$-model allows to explain quantum measurements as universal measurements, i.e., as measurements expressing a much deeper level of actualization of potential elements of reality.

To explain the functioning of the model, we proceed step by step, describing first the two-outcome situation ($N = 2$), then the three-outcomes situation ($N = 3$), and finally the general situation, with an arbitrary number of outcomes. As we said in the previous section, we shall limit our discussion to non-degenerate measurements, and refer to (Aerts & Sassoli de Bianchi, 2014) for the description of the degenerate situation.

The $N = 2$ case, with two outcomes

We consider a material point particle living in a Euclidean space $\mathbb{R}^n$, $n \geq 2$. Measurements, which will be denoted $e_{\{1,2\}}^\rho$, can only have two outcomes. The procedure to follow to perform $e_{\{1,2\}}^\rho$ is the following. The experimenter takes a sticky breakable elastic band of the $\rho$-kind (what this means will be explained shortly), and stretches it over a 1-dimensional simplex $S_1$, generated by two orthonormal vectors $\hat{x}_1$ and $\hat{x}_2$. Once the $\rho$-elastic band is in place, the particle, by moving deterministically towards it (along a trajectory that is not important here to specify), sticks to it at a particular point $x = x_1\hat{x}_1 + x_2\hat{x}_2$, $x_1 + x_2 = 1$, defining the state of the particle on the elastic (we represent Euclidean vectors in bold). When this happens, two disjoint regions $A_1$ and $A_2$ can be distinguished, which are respectively the region bounded by vectors $\hat{x}_2$ and $x$, and the region bounded by vectors $x$ and $\hat{x}_1$ (see Fig. 1).

3In Aerts & Sassoli de Bianchi (2014) we only describe the degenerate situation in the special case of the Lebesgue-model, i.e., in the special case where the probability density $\rho$ is uniform. However, the same description holds, mutatis mutandis, for the non-uniform case.

4A simplex is a generalization of the notion of a triangle. A 1-simplex is a line segment; a 2-simplex is an equilateral triangle; a 3-simplex is a tetrahedron; a 4-simplex is a pentachoron; and so on.
Figure 1: A 1-dimensional $\rho$-elastic structure attached to the two unit vectors $\hat{x}_1$ and $\hat{x}_2$, with the two regions $A_1$ and $A_2$ generated by the presence of the particle in $x$. The vector $\lambda$, here in region $A_1$, indicates the point at which the elastic breaks.

Then, after some time, as it is made of a breakable material, the $\rho$-elastic inevitably breaks, at some a priori unpredictable point $\lambda$. If $\lambda \in A_1$, the band, by contracting, draws the particle to point $\hat{x}_1$ (the “collapse process” depicted in Fig. 2), whereas if $\lambda \in A_2$, it draws the particle to point $\hat{x}_2$. We can observe that to each breaking point $\lambda$, it corresponds a specific interaction between the particle and the elastic band, which deterministically draws the former to its final state $\hat{x}_1$, or $\hat{x}_2$. In other terms, the measurement $e_{\{1\}\{2\}}$ is formed by a collection of hidden pure measurements, i.e., potential, almost deterministic, measurement interactions, only one of which is each time selected (actualized), when the elastic breaks. These pure measurements are almost deterministic because if $\lambda = x$, then the interaction remains indeterminate, in the classical sense of a system in a condition of unstable equilibrium.

To calculate the probabilities of the two possible outcomes, one needs to know what is the physical mechanism governing the breaking of the elastic structure. It is possible to imagine elastics that break in an infinite number of different ways, depending on their nature and the manner in which they were manufactured. In general terms, we can assume that each different elastic band can be characterized by a probability density $\rho : S_1 \rightarrow [0, \infty]$, describing the probabilities for the elastic of breaking in the different regions of $S_1$. Accordingly, the probability $P(A_i|\rho)$ for a $\rho$-elastic (i.e., an elastic characterized by the probability density $\rho$) to break in the region $A_i$, 

Figure 2: The breaking of the $\rho$-elastic causes the particle to be drawn to point $\hat{x}_1$. 

$i = 1, 2$, is given by the integral:

$$P(A_i|\rho) = \int_{A_i} \rho(y)dy,$$  \hspace{1cm} (6)

and of course:

$$P(S_1|\rho) = P(A_1|\rho) + P(A_2|\rho) = \int_{S_1} \rho(y)dy = 1.$$  \hspace{1cm} (7)

Now, since the particle is drawn to $\hat{x}$, when the elastic breaks in $A_i$, the probability $P(x \rightarrow \hat{x}_i|\rho)$ for the transition $x \rightarrow \hat{x}_i$, is precisely the probability $P(A_i|\rho)$ for the elastic to break in $A_i$, so that we can write:

$$P(x \rightarrow \hat{x}_1|\rho) = \int_{A_1} \rho(y)dy, \quad P(x \rightarrow \hat{x}_2|\rho) = \int_{A_2} \rho(y)dy.$$  \hspace{1cm} (8)

To obtain more explicit expressions, we observe that $y = y_1\hat{x}_1 + y_2\hat{x}_2$, so that the first integral in $\text{(8)}$ can be written as the double integral:

$$P(x \rightarrow \hat{x}_1|\rho) = \int_{A_1} \rho(y_1,y_2)dy_1dy_2,$$  \hspace{1cm} (9)

and since $y_1 + y_2 = 1$, we can introduce the new variables:

$$z_1 = \frac{y_1 - y_2}{\sqrt{2}}, \quad z_2 = \frac{y_1 + y_2}{\sqrt{2}} = \frac{1}{\sqrt{2}},$$  \hspace{1cm} (10)

$$y_1 = \frac{z_1 + z_2}{\sqrt{2}} = \frac{z_1}{\sqrt{2}} + \frac{1}{2}, \quad y_2 = \frac{z_2}{\sqrt{2}} = -\frac{z_1}{\sqrt{2}} + \frac{1}{2},$$  \hspace{1cm} (11)

so that the double integral $\text{(9)}$ transforms into the single integral:

$$P(x \rightarrow \hat{x}_1|\rho) = \int_{-\frac{1}{\sqrt{2}}(1-2z_1)}^{-\frac{1}{\sqrt{2}}(1-2z_1)} \rho(z)dz,$$  \hspace{1cm} (12)

where we have defined the one-dimensional probability density: $\rho(z) \equiv \rho(\frac{z}{\sqrt{2}} + \frac{1}{2}, -\frac{z}{\sqrt{2}} + \frac{1}{2})$.

An important special case is that of a uniform probability density $\rho_u$, describing an elastic band made of a perfectly uniform material (so that all its segments have the same chance of breaking). Since $S_1$ has length $||\hat{x}_2 - \hat{x}_1|| = \sqrt{2}$, $\rho_u(z) = \frac{1}{\sqrt{2}}$, and $\text{(12)}$ becomes:

$$P(x \rightarrow \hat{x}_1|\rho_u) = \frac{1}{\sqrt{2}} \int_{-\frac{1}{\sqrt{2}}(1-2z_1)}^{-\frac{1}{\sqrt{2}}(1-2z_1)} dz = x_1.$$  \hspace{1cm} (13)

In other terms, in accordance with the analysis of the Lebesgue-model presented in [Aerts & Sassoli de Bianchi 2014], we obtain a result in agreement with the Born rule $\text{(4)}$, i.e., the uniform measurement $e^{i\alpha}_{(1)(2)}$ is isomorphic to the measurement of an observable $A$ in a two-dimensional complex Hilbert space $\mathcal{H}_2$, if we represent the quantum state vector $|\psi\rangle = \sqrt{x_1}e^{i\alpha_1}|a_1\rangle + \sqrt{x_2}e^{i\alpha_2}|a_2\rangle \in \mathcal{H}_2$, whose components give the probabilities for the transitions $|\psi\rangle \rightarrow |a_1\rangle$ and $|\psi\rangle \rightarrow |a_2\rangle$ (once their square modulus is taken), and to that quantum state vector we associate a real vector $x = x_1\hat{x}_1 + x_2\hat{x}_2$, in the 1-simplex $S_1$, whose components give these same probabilities for the corresponding transitions $x \rightarrow \hat{x}_1$ and $x \rightarrow \hat{x}_2$ (see Sec. 2).

**The $N = 3$ case, with three outcomes**

We consider now the slightly more elaborate situation consisting of three possible outcomes. The entity is always a material point particle, living in a Euclidean space $\mathbb{R}^n$, $n \geq 3$. Different ty-
pologies of (non-trivial) measurements can be carried out in this case. More precisely, we can distinguish four different typologies of measurements: $e^\rho_{\{1\}\{2\}\{3\}}$, $e^\rho_{\{1,2\}\{3\}}$, $e^\rho_{\{1,3\}\{2\}}$ and $e^\rho_{\{2,3\}\{1\}}$. We shall only consider the first one, which corresponds to the situation where all three outcomes can be distinguished by the experimenter (non-degenerate measurement), and refer the reader to Aerts & Sassoli de Bianchi (2014), for the description of the other degenerate situations, where not all outcomes can be distinguished.

The procedure to follow to perform $e^\rho_{\{1\}\{2\}\{3\}}$ is the following. The experimenter takes a sticky breakable elastic membrane of the $\rho$-kind, and stretches it over a 2-dimensional simplex $S_2$ generated by three orthonormal vectors $\hat{x}_1$, $\hat{x}_2$ and $\hat{x}_3$, attaching it to its three vertex points. Once the membrane is in place, the particle, by moving deterministically towards it (along a trajectory that is not important here to specify), sticks to it at a particular point $x = x_1\hat{x}_1 + x_2\hat{x}_2 + x_3\hat{x}_3$, with $x_1 + x_2 + x_3 = 1$, defining the state of the particle on the membrane. When this happens, three different disjoint convex regions $A_1$, $A_2$ and $A_3$ can be distinguished on the membrane’s surface, delimited by three “tension lines” which connect $x$ to the vertex points of $S_2$ (see Fig. 3).

![Figure 3](image_url)

**Figure 3:** A 2-dimensional triangular $\rho$-membrane attached to the three vertex vectors $\hat{x}_1$, $\hat{x}_2$ and $\hat{x}_3$, with the three disjoint convex regions $A_1$, $A_2$, and $A_3$, generated by the presence of the particle in $x$ (the “tension lines” of demarcation between the three regions correspond to the clear dashed lines in the drawing). The vector $\lambda$, here in region $A_2$, indicates the point where the elastic membrane breaks.

Then, after some time the elastic membrane breaks, at some unpredictable point $\lambda$ (see Fig. 3). If $\lambda \in A_2$, the tearing will propagate inside the entire region $A_2$, but not in the other two regions $A_1$ and $A_3$ (due to the presence of the tension lines), causing also its 2 anchor points $\hat{x}_1$ and $\hat{x}_3$ to tear away (from a physical point of view, the “collapse” of the membrane in region $A_2$ should be understood as a sort of explosive-like reaction of disintegration of its atomic constituents). Once the membrane is detached from the two above mentioned anchor points, being elastic, it contracts toward the remaining anchor point $\hat{x}_2$, drawing in this way the point particle, which is attached to it, to the same final position (see Fig. 4). Similarly, if $\lambda \in A_1$, the final state of the particle is $\hat{x}_1$, and if $\lambda \in A_3$, the final state of the particle is $\hat{x}_3$.

As for the previous description of the one-dimensional elastic band, we can observe that to
Figure 4: The breaking of the $\rho$-elastic membrane (in grey color) in a $e_{\{1\}{2}\{3\}}$ measurement proceeds in two steps: first the membrane collapses, within the boundaries of the convex region containing the initial breaking point (here $A_2$), then, as soon as it looses the anchor points associated with this region, it shrinks towards the remaining anchor point, bringing with it the particle (here to position $\hat{x}_2$).

Each breaking point $\lambda \in S_2$, it corresponds a specific interaction between the particle and the elastic membrane, almost deterministically drawing the former to its final state. In other terms, the measurement $e_{\{1\}{2}\{3\}}$ is formed by a collection of pure measurements, i.e., potential, almost deterministic, measurement interactions, only one of which is each time actualized when the membrane breaks. Again, if we say that the interactions are almost deterministic, and not purely deterministic, it is because for those $\lambda$ which are at the boundaries of two (or three) regions, it is not predetermined which region will disintegrate. These special $\lambda$, however, are of zero measure in the integrals defining the transition probabilities.

Following the same logic as for the two-outcome case, the transition probability $x \rightarrow \hat{x}_1$, for a membrane of the $\rho$-kind, can be written as:

$$P(x \rightarrow \hat{x}_1|\rho) = \int_{A_1} \rho(y)dy = \int_{A_1} \rho(y_1, y_2, y_3)dy_1dy_2dy_3,$$

and similarly for transitions $x \rightarrow \hat{x}_2$ and $x \rightarrow \hat{x}_3$. Observing that $y_1 + y_2 + y_3 = 1$, we introduce the new integration variables (associated with a new orthonormal basis $\{\hat{z}_1, \hat{z}_2, \hat{z}_3\}$ in $\mathbb{R}^3$):

$$z_1 = \frac{y_1-y_2}{\sqrt{2}}, \quad z_2 = \frac{2y_1-y_2-y_3}{\sqrt{6}}, \quad z_3 = \frac{y_1+y_2+y_3}{\sqrt{3}} = \frac{1}{\sqrt{3}}$$

$$y_1 = \sqrt{\frac{2}{3}}z_2 + \frac{1}{3}, \quad y_2 = -\frac{1}{\sqrt{6}}(\sqrt{3}z_1 + z_2) + \frac{1}{3}, \quad y_3 = \frac{1}{\sqrt{6}}(\sqrt{3}z_1 - z_2) + \frac{1}{3},$$
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and transform the triple integral (14) into the double integral

\[ P(x \rightarrow \hat{x}_1|\rho) = \int_{A_1} \rho(z_1, z_2)dz_1dz_2, \]  

where we have defined:

\[ \rho(z_1, z_2) \equiv \rho\left(\sqrt{\frac{2}{3}}z_2 + \frac{1}{3}, -\frac{1}{\sqrt{6}}(\sqrt{3}z_1 + z_2) + \frac{1}{3}, \frac{1}{\sqrt{6}}(\sqrt{3}z_1 - z_2) + \frac{1}{3}\right). \]  

Considering that the area of \( S_2 \) is \( \frac{\sqrt{3}}{2} \), for the special case of a uniform probability density (associated with a membrane made of a uniform material) we have \( \rho_u = \frac{2}{\sqrt{3}} \), so that the above integral becomes:

\[ P(x \rightarrow \hat{x}_1|\rho_u) = \frac{2}{\sqrt{3}} \int_{A_1} dz_1dz_2. \]  

Being \( A_1 \) a triangle of base \( \sqrt{2} \) and height \( h = \sqrt{\frac{3}{2}}x_1 \), its area is \( \frac{\sqrt{2}h}{2} = \frac{\sqrt{3}}{2}x_1 \). Thus, in accordance with the analysis of the Lebesgue-model in [Aerts & Sassoli de Bianchi (2014)], we obtain a result in agreement with the Born rule (4), i.e., \( P(x \rightarrow x_1|\rho_u) = x_1 \), and similarly for the probabilities of the other two possible transitions. In other terms, the uniform membrane measurement \( e^{\rho_u}_{\{1\}\{2\}\{3\}} \) is isomorphic to the measurement of an non-degenerate observable \( A \), in a three-dimensional complex Hilbert space \( H_3 \), if we represent the quantum state vector \( |\psi\rangle = \sqrt{x_1}e^{ia_1}|a_1\rangle + \sqrt{x_2}e^{ia_2}|a_2\rangle + \sqrt{x_3}e^{ia_3}|a_3\rangle \in H_3 \), by a vector \( x = x_1\hat{x}_1 + x_2\hat{x}_2 + x_3\hat{x}_3 \in S_2 \), whose components are precisely the transition probabilities (see Sec. 2).

**The general \( N \)-outcome case**

It is straightforward to generalize the working of the \( \rho \)-model to the case of an arbitrary number \( N \) of outcomes (for the degenerate case, see [Aerts & Sassoli de Bianchi (2014)]). The material point particle then lives in \( \mathbb{R}^n \), with \( n \geq N \), and to perform a (non-degenerate) measurement \( e^{\rho}_{\{1\}...\{N\}} \), a \((N - 1)\)-dimensional hypermembrane of the \( \rho \) kind is stretched over the hypersurface \( S_{N-1} \) of a \((N - 1)\)-dimensional simplex generated by \( N \) orthonormal vectors \( \hat{x}_1, \ldots, \hat{x}_N \), and is attached to its \( N \) vertex points. Once the hypermembrane is in place, the particle, by moving deterministically towards it (along a trajectory that is not important here to specify), sticks to it at a particular point:

\[ x = \sum_{i \in I_N} x_i \hat{x}_i, \quad \sum_{i \in I_N} x_i = 1, \quad I_N \equiv \{1, \ldots, N\}, \]  

which defines the state of the particle on the hypermembrane.

This gives rise to \( N \) “tension lines,” connecting \( x \) to the different vertex points \( \hat{x}_1, \ldots, \hat{x}_N \), defining in this way \( N \) disjoint regions \( A_i \), the convex closures of \( \{\hat{x}_1, \ldots, \hat{x}_{i-1}, x, \hat{x}_{i+1}, \ldots, \hat{x}_N\} \), such that \( S_N = \bigcup_{i \in I_N} A_i \). Then, after some time the hypermembrane breaks, at some point \( \lambda = \sum_{i \in I_N} \lambda_i \hat{x}_i, \quad \sum_{i \in I_N} \lambda_i = 1 \). If \( \lambda \in A_i \), for a given \( i \in I_N \), then \( A_i \) collapses, causing its \( N - 1 \) anchor points \( \hat{x}_j, j \neq i \), to tear away. So, if \( \lambda \in A_i \), the elastic \( \rho \)-hypermembrane contracts toward point \( \hat{x}_i \), that is, toward the only point at which it remained attached, pulling in this way the particle into that position. In other terms, the process produces the transition \( x \rightarrow \hat{x}_i \). The probability of such process is:

\[ P(x \rightarrow \hat{x}_i|\rho) = \int_{A_i} \rho(y)dy = \int_{A_i} \rho(y_1, \ldots, y_N)dy_1 \ldots dy_N, \]  

(20)
and exploiting the fact that \( \sum_{i=1}^{N} y_i = 1 \), we can perform a suitable change of variables (i.e., of basis in \( \mathbb{R}^N \)) to transform the above \( N \)-variables integral into a \((N - 1)\)-variables integral:

\[
P(x \rightarrow \hat{x}_i|\rho) = \int_{A_i} \rho(z) dz = \int_{A_i} \rho(z_1, \ldots, z_{N-1}) dz_1 \ldots dz_{N-1},
\]

where the constant variable is \( z_N = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} y_i = \frac{1}{\sqrt{N}} \). It is not difficult to show that in the uniform case one obtains, for all \( i \in I_N \) (see the proof in Aerts & Sassoli de Bianchi (2014)),

\[
P(x \rightarrow \hat{x}_i|\rho_u) = x_i,
\]

showing that the measurement \( \rho_{\{1\} \ldots \{N\}} \), is isomorphic to the measurement of a non-degenerate observable \( \{1\} \), in a \( N \)-dimensional complex Hilbert space \( \mathcal{H}_N \), if we represent the quantum state vector \( \{2\} \) by the vector \( \{19\} \), whose components are precisely the transition probabilities \( \{22\} \).

4 Universal measurements

The \( \rho \)-model immediately suggests the possibility of considering a much more general typology of measurement, expressing a deeper level of potentiality. Indeed, a measurement \( \rho_{\{1\} \ldots \{N\}} \) is a conditional measurement, i.e., a measurements whose outcomes are conditional to the specific choice made for the probability density \( \rho \). However, it is natural to assume that in many measurement situations the probability density \( \rho \) is not given a priori, but randomly selected within the specific ensemble of all possible \( \rho \). The measurements would then be the result of a two-level process of actualization of potentials, the first level corresponding to the random choice of a given probability density \( \rho \), and the second level to the selection, from that actualized \( \rho \), of a deterministic interaction, which finally produces the outcome.

We thus need to modelize a measurement situation which consists in a meta-measurement, such that the statistics of outcomes are also the result of a process of randomization over different probability densities \( \rho \). We call these more general measurements universal measurements. Since they involve an average over the non-denumerable set of \( N \)-dimensional integrable generalized functions \( \rho \), one needs to take care, in their definition, not to be confronted with technical problems related to the foundations of mathematics and probability theory (see the discussion in Aerts & Sassoli de Bianchi (2014)). This can be done by adopting the following strategy:

1. First, one shows that any probability density \( \rho \) can be described as the limit of a suitably chosen sequence of cellular probability densities \( \rho_{nc} \), as the number of cells \( n_c \) tends to infinity, in the sense that for every initial state \( x \) and final state \( \hat{x}_i \), \( i \in I_N \), we can always find a sequence of cellular \( \rho_{nc} \), such that the transition probability \( P(x \rightarrow \hat{x}_i|\rho_{nc}) \) tends to \( P(x \rightarrow \hat{x}_i|\rho) \), as \( n_c \rightarrow \infty \).

By a cellular probability density we mean a probability density describing a structure made of a total number \( n_c \) of regular cells (of whatever shape), which tessellate the hypersurface of the simplex \( S_{N-1} \). These \( n_c \) cells can only be of two sorts: such that \( \rho_{nc} \) is equal to a constant inside them (the same constant for all cells), or such that \( \rho_{nc} \) is equal to zero inside them, which in the physical realization in terms of hypermembranes corresponds, respectively, to the situation of uniformly breakable cells and unbreakable cells.

2. Thanks to the fact that a cellular probability density \( \rho_{nc} \) is only made of a finite number \( n_c \) of cells, which can either be of the breakable or unbreakable kind, if we exclude the totally unbreakable case of a \( \rho_{nc} \) describing a structure only made of unbreakable cells (the trivial case \( \rho_{nc} \equiv 0 \), producing no outcomes in a measurement), we have that, given a \( n_c \in \mathbb{N} \), the total number of possible \( \rho_{nc} \) is \( C^0_{nc} + C^1_{nc} + C^2_{nc} + \cdots + C^n_{nc} - 1 = 2^{n_c} - 1 \). Therefore, for each \( n_c \), we
can unambiguously define the average probability:

\[ P(x \to \hat{x}_i|n_c) \equiv \frac{1}{2^{n_c} - 1} \sum_{\rho_{n_c}} P(x \to \hat{x}_i|\rho_{n_c}), \quad (23) \]

where the sum runs over all the possible \(2^{n_c} - 1\) (non-zero) cellular probability densities \(\rho_{n_c}\), made of \(n_c\) cells.

Clearly, \(P(x \to \hat{x}_i|n_c)\) is the probability of transition \(x \to \hat{x}_i\), when a cellular hypermembrane \(\rho_{n_c}\) is chosen at random, in a uniform way. The uniform average \((23)\), being over a finite number of \(\rho_{n_c}\), is uniquely defined and doesn’t suffer from possible “Bertrand paradox” ambiguities. Also, considering point (1) above, i.e., the fact that the \(\rho_{n_c}\) are dense in the space of probability densities (in the sense specified above), we are in a position to give the following general definition of a universal measurement.

**Definition (Universal Measurement).** A measurement \(e_{\{1\} \ldots \{N\}}^{\text{univ}}\) is said to be a universal measurement if the probabilities associated with all its \(N\) possible transitions \(x \to \hat{x}_i, i \in I_N\), are the result of a uniform average over all possible measurements \(e_{\{1\} \ldots \{N\}}^{\rho}\), described by all possible probability densities \(\rho\), as defined by the infinite-cell limit:

\[ P^{\text{univ}}(x \to \hat{x}_i) = \lim_{n_c \to \infty} P(x \to \hat{x}_i|n_c), \quad (24) \]

where \(P(x \to \hat{x}_i|n_c)\) is the average \((23)\).

We can observe that in order to define a uniform randomization over all possible \(\rho\), i.e., a probability measure over the integrable (generalized) functions \(\rho\), without being confronted with insurmountable technical problems related to the foundations of mathematics, we have followed here a strategy which is similar to what is done in the definition of the Wiener measure, which is a probability law on the space of continuous functions, describing for instance the Brownian motions. As is well known, the Wiener measure allows to attribute probabilities to continuous-time random walks, and it succeeds to do so by considering them as the limit of discrete-time processes. In the analysis of Brownian processes, one starts with the description of particles that can move only on regular cellular structures (regular lattices), which at each step can jump from one location to another, according to a given probability law, and then consider the (continuous) limit where these steps become infinitesimal. In our definition of universal measurements, we have proceeded in a similar logic, by first considering discretized structures \(\rho_{n_c}\), and their uniform average, which is perfectly well defined, taking then in the end the infinite limit \(n_c \to \infty\).

The following theorem establishes the connection between universal measurements and uniform measurements:

**Theorem (Universal ⇔ Uniform).** A universal measurement \(e_{\{1\} \ldots \{N\}}^{\text{univ}}\) is probabilistically equivalent to a measurement \(e_{\{1\} \ldots \{N\}}^{\rho_{u}}\), defined in terms of a uniform probability density \(\rho_{u}\), in the sense that for all transitions \(x \to \hat{x}_i, i \in I_N\), we have the equality:

\[ P^{\text{univ}}(x \to \hat{x}_i) = P(x \to \hat{x}_i|\rho_{u}). \quad (25) \]

To prove the theorem, we proceed with the following steps. First, in Sec. [5] we show that one can always consider limits of cellular \(\rho_{n_c}\), to approximate the transition probabilities associated with arbitrary \(\rho\) (also including the possibility of Dirac distributions), so that the average \((23)\) does actually include all possible \(\rho\), as \(n_c \to \infty\), i.e., it is a universal average. Then, in Sec. [6] we study the average probability over all possible kinds of cellular structures \(\rho_{n_c}\), for a fixed \(n_c\), and
show, by a recurrence method, that for all \( n_c \in \mathbb{N} \) and \( i \in I_N \):

\[
P(x \to \hat{x}_i|n_c) = \frac{1}{2^{n_c} - 1} \sum_{\rho_{n_c}} P(x \to \hat{x}_i|\rho_{n_c}) = P(x \to \hat{x}_i|\rho_{u,n_c}),
\]

(26)

where \( \rho_{u,n_c} \) is the probability density describing a uniformly breakable structure made of \( n_c \)-cells. Then, considering that \( P(x \to \hat{x}_i|\rho_{u,n_c}) \to P(x \to \hat{x}_i|\rho_u) \), as \( n_c \to \infty \), (26) proves (25).

5 Limits of cellular structures

In this section we show that an arbitrary measurement \( \rho_{\{1\}...\{N\}} \) can always be probabilistically described in terms of measurements \( \rho_{n_c}\{1\}...\{N\} \), performed by means of cellular hypermembranes \( \rho_{n_c} \), made of \( n_c \) elementary cells, in the limit \( n_c \to \infty \). By this we mean that, given a probability density \( \rho \) on a simplex \( S_{N-1} \), we can always find a suitable sequence of cellular hypermembranes \( \rho_{n_c} \), such that \( P(x \to \hat{x}_i|\rho_{n_c}) \to P(x \to \hat{x}_i|\rho) \), as \( n_c \to \infty \), for all \( i \in I_N \).

The \( N = 2 \) case (two outcomes)

We start by proving the result in the case of a one-dimensional probability density (describing, in the physical realization of the model, a one-dimensional elastic band); we will then show that the proof straightforwardly generalizes to higher dimensional systems.

Our goal is to show that to each one-dimensional probability density \( \rho(z) \), on the line segment \([-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}]\) (corresponding to the 1-simplex \( S_1 \)), it is always possible to find a suitable sequence of cellular distributions \( \rho_{n_c}(z) \), such that:

\[
\lim_{n_c \to \infty} [P(x \to \hat{x}_i|\rho) - P(x \to \hat{x}_i|\rho_{n_c})] = 0,
\]

(27)

with \( i = 1, 2 \). For this, we partition the interval \([-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}]\) into \( n_c = m\ell \) elementary intervals:

\[
[-\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}} + \frac{\sqrt{2}}{n_c}], [-\frac{1}{\sqrt{2}} + \frac{\sqrt{2}}{n_c}, -\frac{1}{\sqrt{2}} + 2\frac{\sqrt{2}}{n_c}], \ldots, [-\frac{1}{\sqrt{2}} + (i-1)\frac{\sqrt{2}}{n_c}, -\frac{1}{\sqrt{2}} + i\frac{\sqrt{2}}{n_c}], \ldots, [\frac{1}{\sqrt{2}} - \frac{\sqrt{2}}{n_c}, \frac{1}{\sqrt{2}}].
\]

These elementary intervals (i.e., elementary one-dimensional cells), of length \( \frac{\sqrt{2}}{n_c} \), are in turn contained in \( m = \frac{\ell}{\sqrt{2}} \) larger intervals, of length \( \frac{\sqrt{2}}{m} = \frac{\sqrt{2}}{\sqrt{n_c}} \), which are the following:

\[
[-\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}} + \frac{\sqrt{2}}{m}], [-\frac{1}{\sqrt{2}} + \frac{\sqrt{2}}{m}, -\frac{1}{\sqrt{2}} + 2\frac{\sqrt{2}}{m}], \ldots, [-\frac{1}{\sqrt{2}} + (j-1)\frac{\sqrt{2}}{m}, -\frac{1}{\sqrt{2}} + j\frac{\sqrt{2}}{m}], \ldots, [\frac{1}{\sqrt{2}} - \frac{\sqrt{2}}{m}, \frac{1}{\sqrt{2}}].
\]

In other terms, denoting

\[
S_i = \left[-\frac{1}{\sqrt{2}} + (i-1)\frac{\sqrt{2}}{m}, -\frac{1}{\sqrt{2}} + i\frac{\sqrt{2}}{m}\right],
\]

(28)

\[
\sigma_{i,j} = \left[-\frac{1}{\sqrt{2}} + (j-1)\frac{\sqrt{2}}{m} + (j-1)\frac{\sqrt{2}}{m}, -\frac{1}{\sqrt{2}} + (i-1)\frac{\sqrt{2}}{m} + j\frac{\sqrt{2}}{m}\right],
\]

(29)

we have:

\[
S_i = \bigcup_{j=1}^{\ell} \sigma_{i,j}, \quad \left[-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right] = \bigcup_{i=1}^{m} S_i = \bigcup_{i=1}^{m} \bigcup_{j=1}^{\ell} \sigma_{i,j}.
\]

We assume that \( x_1 \) is such that

\[
-\frac{1}{\sqrt{2}} (1 - 2x_1) \in (-\frac{1}{\sqrt{2}} + (j-1)\frac{\sqrt{2}}{m}, -\frac{1}{\sqrt{2}} + j\frac{\sqrt{2}}{m}),
\]

for some given \( j \). This condition can also be expressed as \( mx_1 \in (j-1, j) \). Therefore, by definition of the ceiling function, \( \lceil mx_1 \rceil = j \), and we can write:

\[
P(x \to \hat{x}_1|\rho) = \int_{-\frac{1}{\sqrt{2}}}^{\frac{1}{\sqrt{2}}} \rho(z)dz = \sum_{i=1}^{\lceil mx_1 \rceil} \int_{S_i} \rho(z)dz + r_m(x_1|\rho),
\]

(30)

where the rest:

\[
r_m(x_1|\rho) = -\int_{-\frac{1}{\sqrt{2}}}^{\frac{1}{\sqrt{2}}} \rho(z)dz
\]

(31)
tends to zero as \( m \to \infty \), considering that
\[
\lim_{m \to \infty} \frac{[mx_1]}{m} = x_1.
\] (32)

At this point, we introduce the following cellular probability density \( \rho_{m\ell}(z) \):
\[
\rho_{m\ell}(z) = \frac{\chi_{m\ell}(z)}{\int_{-\frac{1}{\sqrt{2}}}^{\frac{1}{\sqrt{2}}} \chi_{m\ell}(z)\,dz} = \frac{\chi_{m\ell}(z)}{n_c^{\sqrt{2}}},
\] (33)
describing a cellular elastic band made of \( n_c = m\ell \) elementary cells, which can only be of two sorts: breakable or unbreakable. Here \( \chi_{m\ell}(z) \) denotes a step-like function, taking the constant values 1 (for the breakable cells) or 0 (for the unbreakable cells) inside each interval \( \sigma_{i,j} \), and \( n_c^b \) is the total number of breakable elementary cells of the structure. For a cellular probability density of this kind, (30) becomes:
\[
P(x \to \hat{x}_1|\rho_{m\ell}) = \int_{-\frac{1}{\sqrt{2}}}^{\frac{1}{\sqrt{2}}} \rho_{m\ell}(z)\,dz = \sum_{i=1}^{[mx_1]} \frac{n_c^{b,i}}{n_c^b} + r_m(x_1|\rho_{m\ell}),
\] (34)
where \( n_c^{b,i} \) is the number of breakable cells in \( S_i \), and the rest is defined as in (31). Comparing (30) with (34), we obtain:
\[
P(x \to \hat{x}_1|\rho) = P(x \to \hat{x}_1|\rho_{m\ell}) - \int_{\frac{1}{\sqrt{2}}}^{\frac{1}{\sqrt{2}} (1-2x_1)} \rho(z)\,dz = \sum_{i=1}^{[mx_1]} \left( \int_{S_i} \rho(z)\,dz - \frac{n_c^{b,i}}{n_c^b} \right) + [r_m(x_1|\rho) - r_m(x_1|\rho_{m\ell})].
\] (35)

All we need to do is to observe that we can always choose \( \rho_{m\ell}(z) \) in such a way that \( \frac{n_c^{b,i}}{n_c^b} \rightarrow \int_{S_i} \rho(z)\,dz \), as \( \ell \to \infty \), for all \( i = 1, \ldots, m \). This because, for each \( i \), the probability \( \int_{S_i} \rho(z)\,dz \) is a real number in the interval [0, 1], and rational numbers of the form \( \frac{n_c^{b,i}}{n_c^b} \), with \( 0 \leq n_c^{b,i} \leq n_c^b \), \( n_c^b > 0 \), are dense in [0, 1]. Therefore, for such a choice of \( \rho_{m\ell}(z) \), taking the limit \( \ell \to \infty \), the sum in (35) vanishes, and taking the limit \( m \to \infty \), also the two rests in (35) vanish, so that we can conclude that (27) holds, i.e., that we can always find a suitable sequence of probability densities \( \rho_{n_c} \equiv \rho_{m\ell} \), describing structures made of breakable and unbreakable elementary cells, such that in the infinite-cell limit \( n_c \to \infty \) they produce exactly the same probabilities as \( \rho \). Of course, the same reasoning holds true for outcome \( x_2 \), considering also that \( P(x \to \hat{x}_2|\rho) = 1 - P(x \to \hat{x}_1|\rho) \).

**The general case**

It is straightforward to generalize the above result to the case of a \( (N-1) \)-dimensional hypermembrane describing a system with \( N \) different possible outcomes. For this, we observe that it is always possible to replace in the integral (21) the probability density \( \rho \), defined on \( S_{N-1} \), by an extended probability density:
\[
\tilde{\rho}(z) = \begin{cases} \rho(z) & \text{if } z \in S_{N-1} \\ 0 & \text{if } z \in R_{N-1} \setminus S_{N-1}, \end{cases}
\] (36)
defined on a \( (N-1) \)-dimensional hyperrectangle \( R_{N-1} \), which we assume is oriented according to the \( z \)-coordinate system, and is large enough to contain the simplex \( S_{N-1} \). In other terms, we can
write:

\[ P(\mathbf{x} \rightarrow \hat{\mathbf{x}}_i|\rho) = P(\mathbf{x} \rightarrow \hat{\mathbf{x}}_i|\hat{\rho}) = \int_{A_i} \hat{\rho}(z_1, \ldots, z_{N-1}) dz_1 \ldots dz_{N-1}, \]  

with the integrand now defined on the entire hyperrectangle \( R_{N-1} \).

Writing \( R_{N-1} \) as the Cartesian product of one dimensional intervals, i.e., \( R_{N-1} = I_1 \times I_2 \cdots I_{N-2} \times I_{N-1} \), where \( I_k = [a_k,b_k] \), \( k = 1, \ldots, N-1 \), we can partition each one of these intervals as follows:

\[ I_k = \bigcup_{i=1}^m S_{i,k} = \bigcup_{i=1}^m \bigcup_{j=1}^{\ell} \sigma_{i,j;k}, \quad S_{i,k} = [a_k + (i-1)\frac{b_k-a_k}{m}, a_k + i\frac{b_k-a_k}{m}], \]

\[ \sigma_{i,j;k} = [a_k + (i-1)\frac{b_k-a_k}{m} + (j-1)\frac{b_j-a_j}{n}, a_k + (i-1)\frac{b_k-a_k}{m} + j\frac{b_j-a_j}{n}], \]

with \( n = m\ell \). In this way, we obtain the tessellation

\[ R_{N-1} = \bigcup_{i_1,\ldots,i_{N-1}=1}^m S_{i_1;1} \times \cdots \times S_{i_{N-1};N-1} \]

\[ = \bigcup_{i_1,\ldots,i_{N-1}=1}^m \bigcup_{j_1,\ldots,j_{N-1}=1}^{\ell} \sigma_{i_1,j_1;1} \times \cdots \times \sigma_{i_{N-1},j_{N-1};N}. \]  

Similarly to what we have done for the one-dimensional case, we can then introduce a cellular probability density \( \hat{\rho}_{n_c} \), taking constant values 1 or 0 on each of the \( n_c = n^{N-1} = (m\ell)^{N-1} \) elementary hyperrectangles \( \sigma_{i_1,j_1;1} \times \cdots \times \sigma_{i_{N-1},j_{N-1};N} \), and study the probability difference \( P(\mathbf{x} \rightarrow \hat{\mathbf{x}}_i|\hat{\rho}) - P(\mathbf{x} \rightarrow \hat{\mathbf{x}}_i|\hat{\rho}_{n_c}) \), \( i \in I_N \). Here we have to observe that the convex regions of integration \( A_i \) only intersect a finite number of \( (N-1) \)-dimensional hyperrectangular cells \( S_{i_1;1} \times \cdots \times S_{i_{N-1};N-1} \), so that the indices associated with these “peripheral” cells define, for each integration variable, the higher and lower values for the summation indices, when the multiple integral of the probability difference is written as a sum of integrals over these hyperrectangular cells. This produces a finite number of rests, which tends to zero when \( m \) goes to infinity. We also observe, similarly to the one-dimensional case, that the integrals of \( \hat{\rho}_{n_c} \) over the cells \( S_{i_1;1} \times \cdots \times S_{i_{N-1};N-1} \) are equal to the number of breakable elementary cells they contain, divided by the number of breakable elementary cells of the entire structure. Therefore, by letting \( \ell \rightarrow \infty \), and by suitably choosing \( \hat{\rho}_{n_c} \), we can always make sure that these rational numbers tend to the real numbers corresponding the integrals associated with \( \hat{\rho} \). Observing that \( \rho \equiv \hat{\rho} \) on \( S_{N-1} \), we thus conclude that (27) holds also in the \( (N-1) \)-dimensional case, i.e., when \( \rho \) is a \( (N-1) \)-dimensional hypermembrane describing a measurement with \( N \) different outcomes.

6 Averaging over cellular structures

In the previous section we have shown that a measurement with an arbitrary \( \rho \) (an arbitrary hypermembrane) can always be understood as the limit of measurements performed by discretized structures \( \rho_{n_c} \), having a finite number \( n_c \) of breakable and unbreakable cells, when the number of these cells tends to infinity. We want now to determine the probabilities of measurements describing situations where the cellular structure \( \rho_{n_c} \) is not given a priori, but selected at random among all possible structures with a given \( n_c \). We start considering the one-dimensional case (two outcomes), then will show that the analysis straightforwardly generalize to an arbitrary number of dimensions (i.e., of outcomes).

The one-dimensional case

We consider one-dimensional cellular elastic structures. As already mentioned, cells can only be
of two sorts: breakable ($b$) or unbreakable ($u$). We also assume that the point particle can only be located on the elastic in a position corresponding to the contact point between two cells (in other terms, we exclude for simplicity the two end points of the elastic, as in any case they correspond to eigenstates, which are not affected by the measurements).

The simplest non-trivial case is when the elastic is made of two cells. Then, the number of different possible elastic structures, excluding the totally unbreakable one, is $2^2 - 1 = 3$, which are: $(bb) =$ uniformly breakable, $(ub) =$ right breakable, and $(bu) =$ left breakable. For a two-cell elastic, in addition to its two end points, which we denote $x_0$ (left end) and $x_2$ (right end), there is a unique internal point of contact between the two cells (see Fig. 5), which we denote $x_1$. This is the only point that can be occupied by the particle, and which can give rise to the transition $x_1 \to x_0$, if the right cell breaks, or $x_1 \to x_2$, if the left cell breaks.

![Figure 5: A 2-cell structure in the “left breakable” configuration (bu). The breakable cell is represented in grey color, the unbreakable one in white color. The material point particle occupies the only available position between the two cells.](image)

We simply denote $P(i \to j \mid xy)$ the probability of transition $x_i \to x_j$, knowing that the elastic is of the $(xy)$ kind, $x, y \in \{b, u\}$. For transition $1 \to 0$ (i.e., $x_1 \to x_0$), we have:

$$P(1 \to 0 \mid bb) = \frac{1}{2}, \quad P(1 \to 0 \mid ub) = 1, \quad P(1 \to 0 \mid bu) = 0,$$

(39)

whereas for transition $1 \to 2$ (i.e., $x_1 \to x_2$) we have:

$$P(1 \to 2 \mid bb) = \frac{1}{2}, \quad P(1 \to 2 \mid bu) = 0, \quad P(1 \to 2 \mid bu) = 1.$$

(40)

We now assume that the elastic is not a priori given, but chosen each time at random, in a uniform way, i.e., in a way such that all the elastics have exactly the same chance to be selected. Then, if $\mu(xy)$ denotes the probability that elastic $(xy)$ is chosen, we have $\mu(xy) = \frac{1}{3}$. If we denote $P(1 \to j \mid 2)$ the probability of transition $x_1 \to x_j$, when the 2-cell elastic is chosen in a uniformly random way (excluding from the choice the $(uu)$ fully unbreakable structure), by definition we have:

$$P(1 \to j \mid 2) = \sum_{(xy)} \mu(xy) P(1 \to j \mid xy) = \frac{1}{3} \sum_{(xy)} P(i \to j \mid xy).$$

(41)

For transition $1 \to 0$, we therefore obtain:

$$P(1 \to 0 \mid 2) = \frac{1}{3} \left[ P(1 \to 0 \mid bb) + P(1 \to 0 \mid ub) + P(1 \to 0 \mid bu) \right]$$

$$= \frac{1}{3} \left( \frac{1}{2} + 1 + 0 \right) = \frac{1}{3} \cdot \frac{3}{2} = \frac{1}{2},$$

(42)

and of course we also have $P(1 \to 2 \mid 2) = 1 - P(0 \to 2 \mid 2) = \frac{1}{2}$. Thus, we find that the transition probabilities for a randomly chosen breakable elastic, are identical to the transition probabilities associated with the uniformly breakable elastic:

$$P(1 \to j \mid 2) = P(1 \to j \mid bb), \quad j \in \{0, 2\}.$$

(43)

Before considering the general case of a $n$-cell linear elastic structures, it is instructive to also consider the 3-cell case. The number of possible breakable elastics is $2^3 - 1 = 7$. These 7 elastics
correspond to the following configurations: \((bbb), (ubb), (uub), (bbu), (buu), (ubu)\) and \((bub)\). We now have four characteristic points (see Fig. 6): \(x_0\) (left end point), \(x_1\) (left internal contact point), \(x_2\) (right internal contact point) and \(x_3\) (right end point). The only possible non trivial transitions are therefore: \(1 \to 0\), \(1 \to 3\), \(2 \to 0\) and \(2 \to 3\). Denoting \(P(i \to j|xyz)\) the probability for the transition \(i \to j\), knowing that the elastic is of the \((xyz)\) kind, for the initial state \(i = 1\) we have:

\[
P(1 \to 0|bbb) = \frac{2}{3}, \quad P(1 \to 0|ubb) = 1, \quad P(1 \to 0|uub) = 1, \quad (44)
\]

\[
P(1 \to 0|bbu) = \frac{1}{2}, \quad P(1 \to 0|buu) = 0, \quad P(1 \to 0|ubu) = 1, \quad (45)
\]

\[
P(1 \to 0|bub) = \frac{1}{2}. \quad (46)
\]

Again, we assume that the elastic is chosen at random, with no preferences. This time the uniform measure over breakable elastics is \(\mu(xyz) = \frac{1}{7}\), so that:

\[
P(i \to j|3) = \sum_{(xyz)} \mu(xyz)P(i \to j|xyz) = \frac{1}{7} \sum_{(xyz)} P(i \to j|xyz). \quad (47)
\]

Thus, for transition \(1 \to 0\), we obtain:

\[
P(1 \to 0|3) = \frac{1}{7} \left( \frac{2}{3} + 1 + 0 + 1 + \frac{1}{2} \right) = \frac{114}{7} = \frac{2}{3}, \quad (48)
\]

from which it also follows that \(P(1 \to 3|3) = 1 - P(1 \to 0|3) = \frac{1}{3}\), and of course, for symmetry reasons, we also have that \(P(1 \to 0|3) = P(2 \to 3|3)\) and \(P(1 \to 3|3) = P(2 \to 0|3)\). Thus, we can conclude, also in the 3-cell case, that:

\[
P(i \to j|3) = P(i \to j|bbb), \quad i \in \{1, 2\}, j \in \{0, 3\}. \quad (49)
\]

Having explicitly checked the 2-cell and 3-cell examples, we want now to prove that:

\[
P(i \to j|n) = P(i \to j|\underbrace{b \cdots b}_{n}), \quad i \in \{1, \ldots, n-1\}, j \in \{0, n\}, \quad (50)
\]

remains true also in the general \(n\)-cell case. The total number of different breakable elastics is now \(2^n - 1\), and the uniform measure over elastics is \(\mu(x \cdots) = \frac{1}{2^n-1}\). Thus:

\[
P(i \to j|n) = \frac{1}{2^n-1} \sum_{(x \cdots)} P(i \to j|x \cdots), \quad (51)
\]

and what we need to prove is that:

\[
\sum_{(x \cdots)} P(i \to j|x \cdots) = (2^n - 1)P(i \to j|b \cdots b). \quad (52)
\]

With no loss of generality, we limit our discussion to the case \(j = 0\). Then, since \(P(i \to 0|b \cdots b) = \frac{n-i}{n}\), the above equality becomes:

\[
\sum_{(x \cdots)} P(i \to 0|x \cdots) = (2^n - 1)\frac{n-i}{n}, \quad (53)
\]
and for $i = 1$, we have:

$$\sum_{(x\cdots)} P(1 \rightarrow 0|x\cdots) = (2^n - 1) \frac{n-1}{n}. \quad (54)$$

We start by writing:

$$\sum_{(x\cdots)} P(1 \rightarrow 0|x\cdots) = \sum_{(u\cdots)} P(1 \rightarrow 0|u\cdots) + \sum_{(b\cdots)} P(1 \rightarrow 0|b\cdots), \quad (55)$$

where the first sum in the r.h.s. of the equation runs over all $n$-cell elastics starting with a left unbreakable cell, and the second sum runs over all $n$-cell elastics starting with a left breakable cell.

We can observe that all probabilities in the first sum are equal to 1, so that the sum is equal to $2^n - 1$. Also, the second sum can be written as $\sum_{k=0}^{n-1} \binom{n}{k}$. Using a symbolic computational program (like Mathematica, of Wolfram Research, Inc.), one easily obtains the exact identity:

$$\sum_{k=0}^{n} \frac{k}{k+1} \binom{n}{k} = \frac{2^n(n-1) + 1}{n+1}, \quad (56)$$

so that:

$$\sum_{(x\cdots)} P(1 \rightarrow 0|x\cdots) = 2^n - 1 + \frac{2^{n-1}(n-2) + 1}{n} = (2^n - 1) \frac{n-1}{n}, \quad (57)$$

which proves (54).

To prove (53) for an arbitrary $i \in \{1, \ldots, n-1\}$, we can reason by recurrence. We have shown that the equality holds for $i = 1$; let us assume it holds for some $i$, and that this implies it also holds for $i+1$. We write:

$$\sum_{(x\cdots)} P(i+1 \rightarrow 0|x\cdots)$$

where the first sum, in the r.h.s. of the equation, runs over all elastics having an unbreakable $(i+1)$-th cell, and the second sum runs over all $n$-cell elastics having a breakable $(i+1)$-th cell. Observing that $P(i+1 \rightarrow 0|\cdots u\cdots) = P(i \rightarrow 0|\cdots u\cdots)$, we can write for the first sum:

$$\sum_{(\cdots u\cdots)} P(i+1 \rightarrow 0|\cdots u\cdots) = \sum_{(\cdots u\cdots)} P(i \rightarrow 0|\cdots u\cdots)$$

$$= \sum_{(\cdots u\cdots)} P(i \rightarrow 0|\cdots u\cdots) + \sum_{(\cdots b\cdots)} P(i \rightarrow 0|\cdots b\cdots) - \sum_{(\cdots b\cdots)} P(i \rightarrow 0|\cdots b\cdots)$$

$$= \sum_{(x\cdots)} P(i \rightarrow 0|x\cdots) - \sum_{(\cdots b\cdots)} P(i \rightarrow 0|\cdots b\cdots)$$

$$= (2^n - 1) \frac{n-i}{n} - \sum_{(\cdots b\cdots)} P(i \rightarrow 0|\cdots b\cdots), \quad (59)$$

where for the equality of the second line we have added and subtracted the same quantity, and
for the last equality we have used (53) and the recurrence hypothesis. Then, (58) becomes:

\[
\sum_{(x\cdots)} P(i + 1 \rightarrow 0|x\cdots) = (2^n - 1) \frac{n - i}{n} + \\
+ \sum_{(\cdots b\cdots)} [P(i + 1 \rightarrow 0|\cdots b\cdots) - P(i \rightarrow 0|\cdots b\cdots)].
\] (60)

Denoting \(k_i\) the number of breaking cells at the right of the \(i\)-th cell, and \(k\) the total number of breaking cells, for an elastic of the \((\cdots b\cdots)\) kind, we have

\[P(i \rightarrow 0|\cdots b\cdots) = k_i^k\]

and

\[P(i + 1 \rightarrow 0|\cdots b\cdots) = k_i^k - 1\]

so that the difference of probabilities in (89) is equal to \(-\frac{1}{k}\), and is independent of \(k_i\). Using the exact identity (which again, can be easily obtained using a symbolic computational program, like Mathematica, of Wolfram Research, Inc.):

\[
\sum_{k=0}^{n} \frac{1}{k+1} \binom{n}{k} = \frac{2^{n+1} - 1}{n+1},
\] (61)

we obtain

\[
- \sum_{(\cdots b\cdots)} \frac{1}{k(\cdots b\cdots)} = - \sum_{k=0}^{n-1} \frac{1}{k+1} \binom{n-1}{k} = - \frac{2^n - 1}{n},
\] (62)

and inserting (62) into (60), we finally obtain:

\[
\sum_{(x\cdots)} P(i + 1 \rightarrow 0|x\cdots) = (2^n - 1) \frac{n - i}{n} - \frac{2^n - 1}{n} = (2^n - 1) \frac{n - (i + 1)}{n},
\]

which proves that (53) also holds for \(i + 1\), thus completing the recurrence proof.

**The multidimensional case**

The above demonstration was only for one-dimensional cellular structures, but it is straightforward to generalize it to the case of an arbitrary number of dimensions. Also in this case, the breakable \((b)\) and unbreakable \((u)\) regular cells tessellating the hypermembranes, although now multidimensional (for instance, in two dimensions, they can be triangles, rectangles, or hexagons), they remain finite in number, so that for a given \(n_c\), there is always only a total number \(2^{n_c} - 1\) of different possible cellular \(n_c\)-cell hypermembranes \(\rho_{n_c}\).

If we consider an arbitrary region \(A\) (not necessarily convex) of a given hypermembrane, then the probability \(P(A|\rho_{n_c})\) that one of the cells in \(A\) breaks is given by the ratio between the number of breakable cells in \(A\) and the total number of breakable cells in the hypermembrane. Of course, in case \(\rho_{n_c} \equiv \rho_{u,n_c}\), i.e., in case the hypermembrane is a uniform structure, made only of breakable cells, \(P(A|\rho_{u,n_c})\) is simply the ratio between the number of cells in \(A\) and the number \(n_c\) of cells forming the entire hypermembrane. So, if we denote by \(i\) the number of cells contained in the complementary region of \(A\), then \(n_c - i\) is the number of cells contained in \(A\), and we can write:

\[
P(A|\rho_{u,n_c}) = \frac{n_c - i}{n_c}.
\] (63)

What we need to show is that the probability

\[P(A|n_c) = \frac{1}{2^{n_c} - 1} \sum_{\rho_{n_c}} P(A|\rho_{n_c}),\] (64)

that a cell in region \(A\) breaks, when a \(n_c\)-cell breakable membrane is chosen at random, in a
uniform way, is equal to $P(A|\rho_{u,n_c})$. For this, all we have to do is to reorganize the $n_c$ cells forming the hypermembrane on a line, in the following way: we choose a method to enumerate the $i$ cells contained in the complementary region of $A$, place them in order on the left side of a line, then, to follow, we do the same with the remaining $n_c - i$ cells contained in $A$, placing them on the right side (see Fig. 7 for a two-dimensional example). In this way, we transform the

|   |   |   |   |
|---|---|---|---|
| 1 | 2 | 3 | 4 |
| 5 | 6 | 7 | 8 |
| 9 | 10| 21| 22|
|11 |23| 24| 25|
|12 |26| 27| 28|
|13 |14| 29| 30|
|15 |16| 31| 32|
|17 |18| 19| 20|

Figure 7: An enumerated two dimensional structure (here for simplicity represented as a rectangle) made of $n_c = 32$ cells, with a sub-region $A$ made of $n_c - i = 12$ cells, and its complementary region made of $i = 20$ cells. Breakable cells are represented in grey color, unbreakable ones in white color.

multidimensional $\rho_{n_c}$-hypermembrae, made of $n_c$ cells, into an effective 1-dimensional one, made of a same number of cells, and according to (53) we have:

$$P(A|n_c) = \frac{1}{2^{n_c} - 1} \sum_{(x\cdots)} P(i \rightarrow 0|x\cdots) = \frac{n_c - i}{n_c}. \quad (65)$$

7 Non-Kolmogorovian & non-Hilbertian structures
In the previous sections we have defined and analyzed a very general notion of measurement, that we have called universal measurement, describing a situation of lack of knowledge which does not refer only to the pure measurement interactions which are actualized in an unpredictable way, but more generally to the different “ways of choosing” these pure measurements, as defined by the different a priori possible probability densities $\rho$. In this section, we want to explicitly show that universal measurements, with their averages, do genuinely describe a deeper level of potentiality, with respect for instance to uniform measurements, in the sense that when we consider measurements characterized by different $\rho$, we are truly considering a vaster class of measurements, associated with different probability models.

It is indeed natural to ask if a measurement characterized by a non-uniform probability density $\rho$, would really be fundamentally different than a measurement described by a uniform probability density $\rho_{u}$. Now, from a physical point of view, it is perfectly clear that, given a state $x$, if we perform a series of measurements with a uniform hypermembrane, and then we repeat them with a non-uniform one, different values for the probabilities of the outcomes will be obtained. However, one could object that these two measurements are in fact structurally equivalent, considering that the Lebesgue-model is already a “universal probabilistic machine” (Aerts & Sozzo 2012a; Aerts & Sassoli de Bianchi 2014). This because, given a non-uniform $\rho$, and a particle in the state $x$, it is always possible to find a new $\rho$-dependent state $x'_{\rho}$, such that $P(x \rightarrow \hat{x}_i|\rho) = P(x'_{\rho} \rightarrow \hat{x}_i|\rho_{u})$, for all $i \in I_N$. In other terms, in the Lebesgue-model it is always possible to fully incorporate
into the state of the particle the effects of a non-uniform \( \rho \), and therefore, from that perspective, a uniform probability density and a non-uniform one appear to describe the same measurement situation.

But this equivalence between the Lebesgue-model, defined in terms of a uniform probability distribution \( \rho_u \), and what we have called the \( \rho \)-model, which uses general probability distributions \( \rho \), is such only if we limit the discussion to a single measurement situation. Indeed, it is when more than a single measurement is considered, and probabilities associated with sequential or conditional measurements are calculated, that the greater structural richness of the \( \rho \)-model can be fully revealed. It is precisely the purpose of the present section to show, by means of suitable counter examples, that when probabilities are defined by means of non-uniform \( \rho \), and multiple measurements are considered, the obtained probabilities do not necessarily fit into a Kolmogorovian or Hilbertian model, so that the \( \rho \)-model does truly generalize the Lebesgue-model and the Hilbert-model.

To point out the fundamental difference between uniform probability densities (compatible with the quantum mechanical Born rule) and non-uniform ones, we first need to introduce some additional structure. Indeed, it is important to observe that the Lebesgue and \( \rho \) models, defined on a single simplex, do not possess per se enough structure to describe in a complete way the different possible states of an entity, in a general experimental setting. Indeed, the Lebesgue and \( \rho \) models provide a description only of what we may call a “naked measurement,” i.e., of that “potentiality region” of contact between the “outer” states of the entity under investigation and the “inner” states of the measuring apparatus. But a general measurement context contains more information than just that associated with these “naked” hidden-measurement interactions, like for instance, in physics, that describing the orientation of the measuring instruments in the three-dimensional Euclidean space (e.g., the orientation of the magnetic field gradient in a typical Stern-Gerlach spin experiment). So, to obtain a more complete and articulated description of the measurement process, this additional information must also be included in the mathematical description of the states of the entity.

What we are here emphasizing is that in physics probabilities are defined by the combination of two important aspects: the first one is the probability model itself, which originates from the way the different measurement interactions are each time selected, when outcomes are collected; this aspect is described in the \( \rho \)-model by the given of a probability distribution \( \rho \), which defines the way an elastic hypermembrane breaks; the second aspect is the one coming from the specific spatial orientation and/or location of the measuring apparatuses (polarizers, Stern-Gerlach magnets, etc.) and is usually also incorporated in the way states are defined.

As far as we know, this second aspect has not been yet clearly identified and formalized in the description of measurement situations in cognitive experiments. However, it is certainly a relevant aspect in that ambit as well. To better explain what we mean, let us consider the typical modeling of a concept in cognition (a similar reasoning can also be made for the modeling of a ‘decision situation’), such as the concept \textit{Fruit}. Even before considering any specific measurement, we can affirm that the concept \textit{Fruit} can exist in different states. There is of course the ground state of the concept, corresponding to the idealized situation where the concept presents itself in its “neutral” form, i.e., not under the influence of any specific context; but countless excited states can also be described. These excited states can be prepared by simply exposing the concept to the influence of a specific context \cite{Aerts2005,Gabora2002}. For instance, when the concept \textit{Fruit} is combined in the phrase \textit{This is a very juicy fruit}, its state is very different than
when in its ground state.

This difference can be observed when the concept is submitted to a measurement, during which a human mind is asked to select a good exemplar of it, among a given number of possible choices (corresponding to the different possible outcomes of that specific measurement). The difference between the ground state Fruit and the excited state *This is a very juicy fruit*, then manifests in the fact that certain examplars – like *Orange*, *Pineapple* and *Grapes* – will be chosen much more frequently when the concept is in its excited “juicy” state, rather than in its ground state.

To be a little more specific, let us denote by Σ the state-space of a conceptual entity – in our example the concept *Fruit* – i.e., the set of all its possible states, which is clearly a very big set, considering that it contains all possible concept combinations involving that concept. Different possible measurements \( e_\{1\}^{\rho} \cdots e_\{N\}^{\rho} \) (for simplicity, we limit our discussion to non-degenerate ones) can obviously be conceived and performed on it, differing not only in terms of the possible choices of a \( \rho \), but also with regard to the number of outcomes, and the specific states characterizing these outcomes. Now, given a state \( s \in \Sigma \), a series of measurements \( e_\{1\}^{\rho} \cdots e_\{N\}^{\rho} \) on that state will produce \( N \) different probabilities \( p_1, \ldots, p_N \), and according to (21) these probabilities are representable, in the \( \rho \)-model, by considering a suitable point \( x_s \) in a \((N - 1)\)-dimensional simplex \( S_{N-1} \), which is the simplex associated with that specific measurement. This means that we can infer the existence of a map \( M \) which, to each possible state \( s \) of the entity under consideration, and to each possible measurement \( e_\{1\}^{\rho} \cdots e_\{N\}^{\rho} \), associates a \((N - 1)\)-dimensional point \( x_s \) on a simplex \( S_{N-1} \), in such a way that the probabilities of that measurement can be deduced:

\[
M : \Sigma \to S_{N-1} \\
s \mapsto M(s) = x_s.
\] (66)

So, according to the above, we can in principle distinguish two different stages in a measurement. The first stage corresponds to that deterministic process during which the state of the concept is first “brought into contact” with the ‘decision context,’ which then produces the indeterministic choice of a specific exemplar. In the physical realization of the \( \rho \)-model that we have proposed in this article, and in Aerts & Sassoli de Bianchi (2014), this corresponds to the movement through which the particle reaches the sticky hypermembrane. This first stage of the measurement is represented by the action of the above mentioned map \( M \), i.e., it corresponds to the positioning of the particle in the right location in \( S_{N-1} \). When such location is reached, the second stage of the measurement, corresponding to the collapse of the hypermembrane, can then happen, thus producing one of the possible outcomes.

What we are here evidencing is that contexts can work both deterministically and indeterministically (Aerts & Gabora, 2005a,b), and that when we describe a measurement in very general terms, both aspects will be present. The deterministic aspect corresponds to that stage of a measurement during which the subject first puts itself in the suitable ‘decision context.’ Once this stage is completed, i.e., once the state of the concept is brought into the right position, ‘ready for a choice to be made,’ the second stage of the measurement (that above we have called the “naked” measurement) can be implemented, so producing a specific outcome-state.

Now, as we said, and as far as we know, the general description of this “double stage” process has not yet been incorporated in more articulated quantum models of cognition and decision, at least not for an arbitrary number \( N \) of outcomes, and it is certainly our goal to analyze this problem in future research. But what we wanted to emphasize here is the importance of the interplay between these two different stages, in the characterization of the probability model.
which describes the different possible measurements that one can perform on a given conceptual (or microscopic) entity. And the purpose of the present section, as already mentioned, is to show this explicitly, in the simple situation where the measurements considered can only have two possible outcomes.

In physics, this is precisely the situation of typical spin-1/2 measurements, where different relative orientations of the Stern-Gerlach apparatus, with respect to an incoming electron prepared in a given spin state, are considered, defining in this way different measurements. In this ambit, the state-space \( \Sigma \) is a sphere (the so-called Poincaré or Bloch sphere), and the different two-outcome measurements can be represented by 1-simplexes which can have different orientations inside of it. As we will see, the map \( \mathcal{M} \) will then correspond to the “movement of fall” of the point particle, initially on the surface of the sphere, onto the 1-simplex elastic band of the measurement under consideration; and when considering this additional state-space structure, it is easy to show that non-uniform probability densities \( \rho \) cannot anymore be considered equivalent, from a probabilistic viewpoint, to uniform probability density \( \rho_u \).

So, we consider now the physical situation of a one-dimensional elastic band (the \( N = 2 \), two-outcome case) embedded in the structure of a 2-sphere \( S^2 \), of radius \( \frac{1}{\sqrt{2}} \), centered at the origin of the Cartesian coordinate system in \( \mathbb{R}^3 \); a situation known as the sphere-model\(^5\) (Aerts et al., 1997b), which in turn is a generalization of the so-called \( \epsilon \)-model (Aerts, 1998, 1999b; Sassoli de Bianchi, 2013). More precisely, the initial state of the material point particle is now a point\(^6\) \( \mathbf{w} \in S^2 \). A two-outcome measurement \( e^\rho(\mathbf{u}) \equiv e^\rho_{(1)(2)}(\mathbf{u}) \) consists then in the following operations (see Fig. 8): a \( \rho \)-elastic band is stretched and fixed at two diametrically opposite points \( \mathbf{u} \) and \( -\mathbf{u} \) of the 2-sphere, and once this is done, the particle in state \( \mathbf{w} \) “falls” orthogonally onto the elastic and sticks on it, at point \( \mathbf{a} \). Then, the elastic breaks, and draws the particle either to point \( \mathbf{u} \) (outcome 1), or to point \( -\mathbf{u} \) (outcome 2).

Introducing the angle \( \theta \equiv \theta(\mathbf{w}, \mathbf{u}) \) between the two vectors \( \mathbf{w} \) and \( \mathbf{u} \), we have that \( \mathbf{a} = \cos \theta \mathbf{u} \), with \( \cos \theta = 2 \mathbf{w} \cdot \mathbf{u} \), so that the two regions \( A_2 \) and \( A_1 \), generated by the presence of the particle on the elastic, correspond to the two intervals \( \left[ \frac{\cos \theta}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right] \) and \( \left[ -\frac{1}{\sqrt{2}}, \frac{\cos \theta}{\sqrt{2}} \right] \), respectively. Therefore, the probabilities to obtain outcomes 1 and 2, respectively, when \( e^\rho(\mathbf{u}) \) is performed, are given by the two integrals:

\[
P(\mathbf{w} \to \mathbf{u} | \rho) = P(A_1 | \rho) = \int_{-\frac{1}{\sqrt{2}}}^{\frac{\cos \theta}{\sqrt{2}}} \rho(z) dz, \tag{67}
\]

\[
P(\mathbf{w} \to -\mathbf{u} | \rho) = P(A_2 | \rho) = \int_{\frac{\cos \theta}{\sqrt{2}}}^{\frac{1}{\sqrt{2}}} \rho(z) dz. \tag{68}
\]

Let us consider a special choice of a non-uniform probability density, which is the following:

\[
\rho_\epsilon(z) \equiv \frac{1}{\sqrt{2}} \chi_{\left[ -\frac{\epsilon}{\sqrt{2}}, \frac{\epsilon}{\sqrt{2}} \right]}(z), \quad \text{where } \chi_{\left[ -\frac{\epsilon}{\sqrt{2}}, \frac{\epsilon}{\sqrt{2}} \right]} \text{ is the characteristic function of the interval } \left[ -\frac{\epsilon}{\sqrt{2}}, \frac{\epsilon}{\sqrt{2}} \right],
\]

and \( \epsilon \) is a positive parameter which can take values between 0 and 1 (see Fig. 8(b)). Then, if we perform a measurement \( e^\rho(\mathbf{u}) \) associated with a \( \rho \)-elastic oriented along direction \( \mathbf{u} \), we observe

\(^5\)Note that in the usual description of the sphere-model, the sphere is of unit radius. Here we choose a sphere of radius \( \frac{1}{\sqrt{2}} \) to establish a clearer correspondence with the \( \rho \)-model.

\(^6\)We have changed notation, using the letter \( \mathbf{w} \) instead of the letter \( \mathbf{x} \), to generically denote states, to make clear that these now belong to the 2-sphere \( S^2 \), and not to the 1-simplex \( S_1 \). Also, note that the origin of the coordinate system now coincides with the center of the sphere.
Figure 8: (a): The sphere-model, consisting of an empty sphere $S^2$ on which a point particle is located (here at point $w$). A measurement $e^\rho(u)$ is performed by means of a $\rho$-elastic band stretched along the two end-points $u$ and $-u$. Once the particle has fallen orthogonally onto the elastic (so defining the two regions $A_1$ and $A_2$), it sticks onto it, at point $a$, and when the latter breaks, two outcomes are possible: the particle is drawn to point $u$ (outcome 1), or to point $-u$ (outcome 2). In Figure (b), a measurement $e^\rho_\epsilon(u)$ is represented, with a $\rho_\epsilon$-elastic which can uniformly break inside a central region of length $\sqrt{2}\epsilon$ (the grey segment), with $\epsilon \in [0,1]$, and is perfectly unbreakable outside of it (the two black lateral segments).

that if the initial state $w$ of the particle is such that, when it falls orthogonally onto the elastic, it lands on its left (resp. right) unbreakable segment, then the probability for outcome 1 is equal to 1 (resp. 0), and the probability for outcome 2 is equal to 0 (resp. 1). On the other hand, if the initial state $w$ of the particle is such that it lands on its central uniformly breakable segment (this is the situation depicted in Fig. 8 (b)), then the probabilities for the two outcomes can be calculated by simply considering the ratio between the length of the piece of breakable elastic between the particle and the end-point, divided by the total length $\sqrt{2}\epsilon$ of the breakable segment.

Putting all this together, one obtains the following formula:

$$P(w \rightarrow \pm u | \rho_\epsilon) = \delta_{\pm,-1} \Theta(-\cos \theta - \epsilon) + \delta_{\pm,+1} \Theta(\cos \theta - \epsilon) + \frac{1}{2} \left(1 \pm \frac{\cos \theta}{\epsilon}\right) \chi_{[-\epsilon,\epsilon]}(\cos \theta), \quad (69)$$

where $\Theta$ denotes the Heaviside step function (equal to 1 when the argument is positive and equal to 0 otherwise), and $\delta$ denotes the Kronecker delta (equal to 1 when the two indices are the same and equal to 0 otherwise). Clearly, in the limit $\epsilon \to 0$, $\rho_\epsilon(z) \to \rho_0(z) = \delta(z)$, i.e., the elastic becomes only breakable in its middle point and therefore corresponds to a pure measurement, with no fluctuations, and the third term of (69) vanishes, so that one recovers an almost classical situation (almost because for $\cos \theta = \pm \epsilon$ we are in a situation of unstable equilibrium).

In the opposite limit $\epsilon \to 1$, i.e., $\rho_\epsilon(z) \to \rho_1(z) = \frac{1}{\sqrt{2}} \chi_{[-\frac{1}{\sqrt{2}},\frac{1}{\sqrt{2}}]}(z) \equiv \rho_u(z)$, the first two terms of (69) vanish, and the third one tends to the quantum probabilities describing a Stern-Gerlach measurement with a spin-1/2 microscopic entity:

$$P(w \rightarrow \pm u | \rho_u) = \frac{1}{2} \left(1 \pm \cos \theta\right) = \delta_{\pm,-1} \sin^2 \frac{\theta}{2} + \delta_{\pm,+1} \cos^2 \frac{\theta}{2}. \quad (70)$$

On the other hand, for $\epsilon \neq 0, 1$, we are in a situation of intermediate knowledge, where depending on the value taken by $\theta$, we can either predict with certainty the outcome (if $|\cos \theta| > \epsilon$), or not (if $|\cos \theta| < \epsilon$). This situation cannot be fitted, in general, neither into a classical probability model nor into a quantum one, which is what we are now going to show. For this, we assume
that \( \epsilon \in [0, \frac{\sqrt{2}}{2}] \), and we consider three different measurements: \( e^\rho(\mathbf{u}) \), \( e^\rho(\mathbf{v}) \) and \( e^\rho(\mathbf{w}) \), with an angle of \( \frac{\pi}{4} \) between \( \mathbf{w} \) and \( \mathbf{v} \), and an angle \( \frac{\pi}{2} \) between \( \mathbf{v} \) and \( \mathbf{u} \) (see Fig. 9).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure9.png}
\caption{Three different measurements \( e^\rho(\mathbf{u}) \), \( e^\rho(\mathbf{v}) \) and \( e^\rho(\mathbf{w}) \), represented by three \( \rho \)-elastic bands oriented along directions \( \mathbf{u} \), \( \mathbf{v} \) and \( \mathbf{w} \), respectively. The angle between \( \mathbf{w} \) and \( \mathbf{v} \) is \( \frac{\pi}{4} \), and the angle between \( \mathbf{v} \) and \( \mathbf{u} \) is \( \frac{\pi}{2} \). The unbreakable segments of the elastics are in black color, the uniformly breakable segments in grey color, and the picture corresponds to the choice \( \epsilon = \frac{\sqrt{2}}{2} \) (the breakable segments are of length 1).}
\end{figure}

The probability model is non-classical

We start by showing that the joint probabilities of sequential measurements cannot be fitted into a classical probability model, by means of a reasoning of \textit{reductio ad absurdum}. For this, we observe that if \( U \), \( V \) and \( W \) are three arbitrary events (elements of a \( \sigma \)-algebra of subsets of a sample space), and \( U^c \), \( V^c \) and \( W^c \) are their complement, then, according to classical probability theory (obeying Kolmogorovian axioms), if \( P \) is a probability measure, then the following three equalities hold:

\[
\begin{align*}
P(V \cap W) &= P(U \cap V \cap W) + P(U^c \cap V \cap W), \quad (71) \\
|P(U \cap W)| &= P(U \cap V \cap W) + P(U \cap V^c \cap W), \quad (72) \\
P(U^c \cap V) &= P(U^c \cap V \cap W) + P(U^c \cap V \cap W^c). \quad (73)
\end{align*}
\]

Eq. (71) minus (72) gives:

\[
P(U^c \cap V \cap W) = [P(V \cap W) - P(U \cap W)] + P(U \cap V^c \cap W), \quad (74)
\]

and considering that the last term in (74) is positive, we have:

\[
P(U^c \cap V \cap W) \geq [P(V \cap W) - P(U \cap W)]. \quad (75)
\]

Also, from (73), we can deduce that

\[
P(U^c \cap V \cap W) \leq P(U^c \cap V), \quad (76)
\]

and putting together (75) and (76), we obtain:

\[
[P(V \cap W) - P(U \cap W)] \leq P(U^c \cap V \cap W) \leq P(U^c \cap V), \quad (77)
\]

which implies that:

\[
[P(V \cap W) - P(U \cap W)] \leq P(U^c \cap V). \quad (78)
\]

So, if we can prove that equality (78) is violated by the \( \epsilon \)-model (here with \( \epsilon \in [0, \frac{\sqrt{2}}{2}] \)), then we have also proved that it cannot be fitted into a classical probabilistic model. For this, we
assume that the particle is in state \( w \), i.e., an eigenstate of measurement \( e^{\rho}(w) \). This means that if we perform \( e^{\rho}(w) \), we will obtain outcome 1 with certainty, i.e., \( P(\rightarrow w|w) = 1 \). The probability of obtaining outcome \( v \), when we perform \( e^{\rho}(v) \), with the particle in state \( w \), is also equal to 1, i.e., \( P(\rightarrow v|w) = 1 \), since the particle falls on the unbreakable segment with end point \( v \), as one can easily check on Fig. 9. Therefore, the joint probability that, given the particle in state \( w \), we obtain first state \( w \), then state \( v \), in a sequential measurement, is \( P(\rightarrow w \rightarrow v|w) = P(\rightarrow w|w)P(\rightarrow v|w) = 1 \cdot 1 = 1 \). On the other hand, since \( P(\rightarrow u|w) = 0 \) (see Fig. 9), we also have that \( P(\rightarrow w \rightarrow u|w) = P(\rightarrow w|w)P(\rightarrow u|w) = 1 \cdot 0 = 0 \). Also, considering that when we perform \( e^{\rho}(u) \), a particle in state \( v \) falls exactly on the middle point of the elastic, we have \( P(\rightarrow v \rightarrow -u|w) = P(\rightarrow v|w)P(\rightarrow -u|v) = 1 \cdot \frac{1}{2} = \frac{1}{2} \). Thus, being that \([1 - 0] > \frac{1}{2}\), we obtain:

\[
[P(\rightarrow w \rightarrow v|w) - P(\rightarrow w \rightarrow u|w)] > P(\rightarrow v \rightarrow -u|w),
\]

which is clearly a violation of (78).

Note that, for simplicity, we have here constructed a counter example only using probabilities of sequential measurements, interpreted as joint probabilities. An alternative ex absurdum proof, using instead conditional probabilities, can also be constructed, considering a situation where there is an additional lack of knowledge about the state of the particle, described by a uniform probability distribution. Then, choosing again three suitable measurements, one can show that Bayes’ rule for conditional probabilities is violated. The calculation of conditional probabilities, with an additional mixture of states, is however much more involved, and for the proof we refer the interested reader to [Aerts 1986] and [Aerts 1995].

The probability model is non-quantum

Let us now show that the probabilities of sequential measurements cannot be fitted into a quantum probability model. We denote by \(|\psi_u\rangle\) and \(|\psi_{-u}\rangle\) the two orthonormal eigenstates associated with the two outcomes of measurement \( e^{\rho}(u) \), respectively. Similarly, we denote by \(|\psi_v\rangle\) and \(|\psi_{-v}\rangle\) those associated with measurement \( e^{\rho}(v) \), and by \(|\psi_w\rangle\) and \(|\psi_{-w}\rangle\) those associated with \( e^{\rho}(w) \). According to the standard quantum formalism, if the initial state of the system is \(|\psi_w\rangle\), we can write:

\[
1 = P(\rightarrow w \rightarrow v|w) = |\langle \psi_v | \psi_w \rangle|^2 |\langle \psi_w | \psi_w \rangle|^2 = |\langle \psi_v | \psi_w \rangle|^2, \tag{80}
\]

\[
1 = P(\rightarrow w \rightarrow -u|w) = |\langle \psi_{-u} | \psi_w \rangle|^2 |\langle \psi_w | \psi_w \rangle|^2 = |\langle \psi_{-u} | \psi_w \rangle|^2, \tag{81}
\]

\[
\frac{1}{2} = P(\rightarrow v \rightarrow u|w) = |\langle \psi_u | \psi_v \rangle|^2 |\langle \psi_v | \psi_w \rangle|^2 = |\langle \psi_u | \psi_v \rangle|^2, \tag{82}
\]

where for (81) we have used \( P(\rightarrow w \rightarrow -u|w) = P(\rightarrow w|w)P(\rightarrow -u|w) = 1 \cdot 1 = 1 \), and for (82) we have used (80) and \( P(\rightarrow v \rightarrow u|w) = P(\rightarrow v|w)P(\rightarrow u|v) = 1 \cdot \frac{1}{2} = \frac{1}{2} \). Clearly, (80) implies that \( \langle \psi_{-w} | \psi_v \rangle = 0 \), (81) that \( \langle \psi_u | \psi_w \rangle = 0 \), and (82) that \( \langle \psi_u | \psi_v \rangle \neq 0 \). Therefore:

\[
0 \neq \langle \psi_u | \psi_v \rangle = \langle \psi_u | \psi_w \rangle\langle \psi_w | \psi_v \rangle + \langle \psi_u | \psi_{-w} \rangle\langle \psi_{-w} | \psi_v \rangle = 0, \tag{83}
\]

which is clearly a contradiction, showing that there does not exist a two-dimensional Hilbert space model such that the above sequential transition probabilities can be described in this Hilbert space.

It is not difficult to analyze the above three measurements also for values \( \epsilon \in [\frac{\sqrt{2}}{2}, 1] \), and show that (79) continues to hold, which means that for all values \( \epsilon \in [0, 1] \), the \( \epsilon \)-model is non-Kolmogorovian. Using Accardi-Fedullo inequalities ([Accardi & Fedullo 1982]), it is also possible to show that in general no Hilbert space model exists, except for the uniform \( \epsilon = 1 \) case ([Aerts et al. 1999a]).
It follows from the above analysis that when non-uniform probability densities and different measurements are considered (i.e., different simplexes), the overall probability model will be in general non-Hilbertian and non-Kolmogorovian, with the Hilbertian structure corresponding only to the special case of a uniform probability density $\rho_u$. Of course, each single measurement can be described within a single Kolmogorovian probability space (in accordance with the fact that the Lebesgue-model is a universal single-measurement probabilistic machine), but when different measurements are considered, the overall probability model will in general be non-Kolmogorovian and non-Hilbertian. Indeed, the actual structure of the model depends on the specific choice of the $\rho$ describing how the elastic structures break (and on the structure of the set of states which are represented as points on the simplexes), and this means that the $\rho$-model constitutes a truly more general theoretical framework, able to extend its “structural reach” far beyond that of the Lebesgue-model and Hilbert-model.

But the above sphere-model example also shows that, although non-uniform $\rho$ can give rise to a non-Hilbertian probability model, as soon as universal measurements are considered, i.e., averages over all possible probability densities $\rho$ are taken, being that these averages will give back an effective condition of uniform fluctuation, the Hilbertian structure for the set of states can also possibly be recovered.

8 Robustness

In Sec. we have proved a theorem establishing the (probabilistic) equivalence between universal measurements and uniform measurements, and in the previous section we have shown that universal measurements do correspond to an average over measurements describing very different probabilistic models, not necessarily amenable to the Kolmogorovian or Hilbert ones. Also, as emphasized in Sec. and in the first part of this article (Aerts & Sassoli de Bianchi [2014]), uniform measurements, and therefore also universal measurements, are equivalent to quantum measurements, whenever the structure of the set of states is Hilbertian. In this section, we investigate another remarkable characteristic of universal measurements: their statistical robustness.

In Aerts & Sassoli de Bianchi (2014), we have explained that universal/uniform measurements can be interpreted as processes lying in between the pure discovery, classical regime, and the pure creation, solipsistic regime. Another way of characterizing them, is to say that they correspond to a balance between two different kinds of randomness, which are fused together in an experiment. The first one is associated with the lack of knowledge of the experimenter about the nature of the experiment which is actually performed, at each measure (the choice of a specific $\rho$-hypermembrane in the $\rho$-model), and the second one is associated with the experiment itself, i.e., with the inherent randomness in the process of actualization of a specific deterministic interaction (the $\lambda$ variable in the $\rho$-model).

Interestingly, the difference between these two levels of randomness, or of lack of knowledge, which are distinguishable in theoretical terms, but fused together, and therefore undistinguishable, in practical terms, within the statistics of outcomes of a measurement, is also mentioned in our ordinary language in the distinction between the term random and the term arbitrary. In some languages, the literal meaning of random is “that which falls towards you” (as for instance a danger, a risk, like when dice are rolled and you may loose a bet). For example in Dutch it is the

\footnote{When only a single measurement is considered, also the Hilbert-model is of course Kolmogorovian.}

\footnote{In Aerts & Sassoli de Bianchi (2014), we have used the term ‘solipsistic’ to denote measurements whose unpredictable outcomes are in no way affected by a change of the state of the measured entity.}
word ‘toevallig’, from ‘fallen’, which means ‘to fall’, and ‘toe’, which means ‘towards you’. The
same root of meaning is strongly present in the French word ‘hazard’, which indeed means ‘danger,
risk’, and the English ‘hazard’. And arbitrary, (arbitraire, in French, willekeurig, in Dutch) is “that
which is guided by your will” (as for instance when you take a decision, for example to perform an
experiment, in a given moment). Hence our ancestors, in the era where language developed, were
aware of the difference between the randomness provoked by themselves, as subjects, expressed in
the word ‘arbitrary’, and the randomness coming from the objects of their experience, expressed
in the word ‘hazard’. By means of the specific notion of universal measurement, this distinction
can be expressed in precise mathematical terms, as the difference between the randomness coming
from the level of the choice of the measurement (the selection of a $\rho$), and the randomness coming
from the level of execution of the measurement (the selection of a $\lambda$).

This remark allows us to introduce the next analysis we want to present in this article. Al-
though an experimenter has clearly no absolute means to control the amount of randomness which
is inherent in a measurement, once it has been selected, s/he may nevertheless have the possibility
to exert some control over the available measurements, that is, over the probability densities $\rho$
which can be selected, every time a measurement is performed. In a cognitive experiment with
human subjects, such a control might consist of only selecting subjects with certain characteristics
as participants in the experiment, e.g. individuals with a particular affinity or lack of affinity with
certain fields of human experience, belonging to certain schools of thought, having or not having
a specific culture, etc.

To account in a simple way for this ability of the experimenter to vary her/his level of control
over a (universal) measurement, in the general case of $N$ possible outcomes, we introduce a “control
region” $C^\epsilon$ of $S_{N-1}$, of Lebesgue measure $\mu_L(C^\epsilon) = (1 - \epsilon)^{N/N-1}$, $\epsilon \in [0, 1]$, such that the only
allowed probability densities are those of the truncated form:

$$
\rho^\epsilon(z) = \frac{1}{1 - \int_{C^\epsilon} \rho(z)dz} \begin{cases} 
\rho(z) & \text{if } z \in S_{N-1} \setminus C^\epsilon \\
0 & \text{if } z \in C^\epsilon.
\end{cases}
$$

(84)

In the physical realization of the $\rho$-model, one can imagine that the experimenter can apply a
special substance on the hypersurface corresponding to region $C^\epsilon$, so that the hypermembranes
will become unbreakable in that region, and all hidden deterministic interactions associated with
the $\lambda$ belonging to $C^\epsilon$ will become unavailable (i.e., it will not be possible to actualize them during
a measurement).

If we consider $\rho^\epsilon$ of this “controlled” kind, the average [26] becomes:

$$
P(x \to \hat{x}_i|n_c; \epsilon) = \frac{1}{2^n_c - 1} \sum_{\rho^\epsilon_n_c} P(x \to \hat{x}_i|\rho^\epsilon_n_c) = P(x \to \hat{x}_i)|\rho^\epsilon_{u;n_c}),
$$

(85)

where the sum runs over all possible cellular probability densities $\rho^\epsilon_u;n_c$ that are identically zero in
$C^\epsilon$. Thus:

$$
P^{univ}(x \to \hat{x}_i|\epsilon) \equiv \lim_{n_c \to \infty} P(x \to \hat{x}_i|n_c; \epsilon)
= \lim_{n_c \to \infty} P(x \to \hat{x}_i)|\rho^\epsilon_{u;n_c}) = P(x \to \hat{x}_i)|\rho^\epsilon_u),
$$

(86)

where

$$
\rho^\epsilon_u(z) = \frac{1}{\epsilon} \begin{cases} 
\frac{1}{(N-1)!} & \text{if } z \in S_{N-1} \setminus C^\epsilon \\
0 & \text{if } z \in C^\epsilon.
\end{cases}
$$

(87)
is the truncated uniform probability density, describing an elastic structure uniformly breakable in \( S_{N-1} \setminus C' \), and uniformly unbreakable in \( C' \). Therefore, we have:

\[
P_{\text{univ}}^{\text{a}}(x \rightarrow \cdot | \epsilon) = \int_{A_i} \rho_{\text{a}}(z) dz = \frac{1}{\epsilon \sqrt{N}} \int_{A_i} \chi_{\epsilon}(z) dz,
\]  

(88)

where \( \chi_{\epsilon}(z) \) is the characteristic function of \( S_N \setminus C' \).

To study the robustness of the \( \epsilon \)-universal measurement, we consider a state \( x' = x + \delta x \), very close to \( x \), and want to compare the transition probabilities of these two states:

\[
|P_{\text{univ}}^{\text{a}}(x' \rightarrow \cdot | \epsilon) - P_{\text{univ}}^{\text{a}}(x \rightarrow \cdot | \epsilon)| = \frac{1}{\epsilon \sqrt{N}} \left| \left( \int_{A_i'} - \int_{A_i} \right) \chi_{\epsilon}(z) dz \right|,
\]  

(89)

where \( A_i' \) is the convex region associated with state \( x' \). As we said, we assume that the experimenter is able to vary its level of control over the measurement, by varying the parameter \( \epsilon \), i.e., by varying the size of the unbreakable region \( C' \). We also assume that, by adjusting the control parameter \( \epsilon \), the experimenter tries to maximize the robustness of the measurement, that is, to minimize the variation of the probabilities with respect to a small variation \( \delta x \) of the state.

A way to do this is to let \( \epsilon \rightarrow 0 \). Depending on how \( C' \rightarrow S_{N-1} \), this will give rise to either classical (almost) deterministic processes, or to solipsistic-like processes. For instance, if \( C' = S_{N-1} \setminus B'(\lambda) \), with \( B'(\lambda) \) a \((N-1)\)-ball of volume \( \epsilon \sqrt{N} / (n(N-1))! \) contained in \( S_{N-1} \), centered in \( \lambda \), then \( \rho'(y) \rightarrow \delta(y - \lambda) \), as \( \epsilon \rightarrow 0 \), which corresponds to a purely deterministic process. Probabilities will then either be 0 or 1, and will typically remain constant when the state \( x \) is slightly varied (the only possible variations being of course when \( x \) crosses the boundaries of the region \( A_i \) containing \( \lambda \), causing the probabilities to abruptly shift from 0 to 1, or vice versa, passing through a point of unstable equilibrium).

Similarly, considering a more general situation where, say, \( C' = S_{N-1} \setminus \bigcup_{i=1}^n B'(\lambda_i) \), with the \( B'(\lambda_i) \) that are now balls of volume \( \epsilon \sqrt{N} / (n(N-1))! \), we have in this case \( \rho'(y) \rightarrow \frac{1}{n} \sum_{i=1}^n \delta(y - \lambda_i) \), as \( \epsilon \rightarrow 0 \), which corresponds to a mixed condition describing, for certain states, a deterministic process, and for others a solipsistic one. But also in this case probabilities will remain constant, for small variations of almost all states \( x \).

So, we can say that the regime \( \epsilon \rightarrow 0 \) exhibits robustness in a trivial way, considering that probabilities become constant in this limit. There is however a more interesting regime, exhibiting robustness in a non trivial way. Indeed, observing that the parameter \( \epsilon \) is at the denominator of the fraction in (89), it is clear that if we increase \( \epsilon \), the ratio will decrease. Regarding the second factor in (89), considering that the Lebesgue measure of \( C' \) tends to 0 as \( \epsilon \) tends to 1, it is natural to assume that there exist a \( \bar{\epsilon} < 1 \) such that, for \( \epsilon \geq \bar{\epsilon} \), a same portion of \( C' \) will be contained in \( A_i' \) and \( A_i \). Accordingly, the difference of the two integrals in (89) will become independent of \( \epsilon \), for \( \epsilon \geq \bar{\epsilon} \), and be equal to \( \mu_L(A_i') - \mu_L(A_i) \), so that for \( \epsilon \geq \bar{\epsilon} \), we obtain:

\[
|P_{\text{univ}}^{\text{a}}(x' \rightarrow \cdot | \epsilon) - P_{\text{univ}}^{\text{a}}(x \rightarrow \cdot | \epsilon)| = \frac{1}{\epsilon} |x' - x| = \frac{1}{\epsilon} |\delta x|,
\]  

(90)

and clearly the most robust condition (i.e., the smoothest possible variation of the probabilities) is obtained by letting \( \epsilon \rightarrow 1 \).

In other terms, in accordance with the recent (Bayesian) analysis of De Raedt et al. (2013), we find that universal measurements, like quantum measurements, correspond to measurements for which the frequencies of the observed outcomes are maximally robust with respect to small
variations of the state of the system, i.e., with respect to small variations in the conditions under which the measurements are carried out. This allows us to further characterize universal measurements as measurements in which the experimenter exerts the least possible control, letting all the randomness naturally present in the experimental context freely manifest; or, to put it in an equivalent way, they correspond to measurements dealing with that “immanent” randomness which remains after all forms of control have been subtracted, i.e., all attempts to decrease randomness have been subtracted, by whatever means.

This is typically what happens when dealing with microscopic entities, since we are not usually in a position to control what happens at the level of the hidden interactions, when performing measurements on these entities, and therefore reduce the randomness contained in them. Of course, this doesn’t mean that such randomness will necessarily always be an unavoidable ingredient of every quantum measurement. Indeed, one can think that, by means of more sophisticated experimental protocols, it may become possible in the future to push away at least part of it. Just to give an example, so-called minimally-disturbing implementations of von-Neumann measurements, using the formalism of positive operator valued measures (Barnum, 2002), could constitute a possibility in that direction.

Of course, the same holds true in measurements with human subjects. Indeed, it is in principle always possible to exploit a deeper understanding of the working of the human mind to design protocols where the questions addressed to the subjects become less interrogative, and more determinative. Mind control techniques used to favor certain reactions from a person, for instance in the ambit of selling, precisely do that. Think how an experienced seller can monitor the customer’s face and manner, in real time, so as to find the exact moment to place a certain suggestion, to have a higher probability of producing a certain response.

It is important however to emphasize that when an experimenter increases her/his level of control in a certain experiment, be it a psychological experiment or a physical one, in a way or another s/he will have to alter the experimental protocol. And by doing so, s/he may end up affecting the nature of the observed properties, as properties are operational quantities, that is, quantities defined by means of specific operations specifying how they have to be tested (i.e., observed), and if we change these operations (for instance to reduce randomness) we may end up changing the very (operational) definition of the properties under observation (for a discussion of this point, see Sassoli de Bianchi (2012)).

In addition to that, when we try to acquire more control, the risk is to also obtain measurements containing lesser information about the state of the measured entity in comparison to that of the state of the measuring system. Indeed, as shown in the Bayesian-like analysis of S. Aerts (2006), pure quantum measurements can also be characterized as experiments in which the observer (i.e., the measuring system) actively attempts to minimize her/his influence on the produced outcomes. This of course is fully compatible with our characterization of quantum measurements as universal measurements, in which the observer is precisely in a condition of maximal lack of knowledge about the measurement taking place. Indeed, maximal lack of knowledge also means maximal lack of control, and maximal lack of control means minimal influence over the observed entity.

9 Conclusion
To conclude, in this second part of the article we have continued our analysis of the $\rho$-model, emphasizing its broad structural versatility in the description of measurements which are not necessarily characterized by a Hilbertian probability model. We have then used the model to
rigorously prove the equivalence between universal measurements and measurements characterized by uniform probability densities $\rho_u$ (the Lebesgue-model), which in turn are compatible with the predictions of the Born rule, whenever the states of the entity under investigation comes from a Hilbert space.

To define the universal average characterizing universal measurements, we have followed the traditional way of dealing with high levels of randomness present in nature, like in the analysis of Brownian motions, considering first a discretization of the problem. More precisely, by approximating general $\rho$-hypermembranes as limit of finite cellular structures, we have succeeded in defining in a mathematically precise and physically transparent way the fundamental notion of universal measurement, describing situations where the lack of knowledge is double, i.e., not only about the specific (almost deterministic) hidden interactions which are actualized during an experiment, but also about how such interactions are each time selected.

As an additional element of characterization of universal measurements, we have also modelized the situation in which an experimenter decides to take some active control over the randomness present in a given measurement context, by making certain hidden interactions unavailable. This active control (which corresponds to an acquisition of knowledge) produces experiments whose statistics are less robust with respect to small variations of the initial conditions, which explains why experimenters will have the tendency to increase the universality of their measurements, i.e., to increase the reach of the averages that are possibly subtended by their measurements. This means that a condition of lowest possible control, i.e., lowest possible knowledge regarding the nature of the measurement which is each time conducted, is the most favorable one in terms of the reproducibility of the obtained statistics of outcomes.

We conclude by observing that the notion of universal measurement opens to different possibilities regarding the way we should interpret and collect data in future cognitive studies, and it is the plan of the present authors to elaborate further this notion, both theoretically and experimentally, with the aim of increasing further our understanding of the fundamental probabilistic structure underlying human cognition and decision.
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