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Abstract. We study emergent behaviors of thermomechanical Cucker-Smale (TCS) ensemble confined in a harmonic potential field. In the absence of external force field, emergent dynamics of TCS particles has been extensively studied recently under various frameworks formulated in terms of initial configuration, system parameters and network topologies. Moreover, the TCS model does not exhibit rotating motions in the absence of an external force field. In this paper, we show the emergence of periodically rotating one-point cluster for the TCS model in a harmonic potential field using elementary energy estimates and continuity argument. We also provide several numerical simulations and compare them with analytical results.

1. Introduction. Collective behaviors of classical and quantum many-body systems are often observed in nature, e.g., aggregation of bacteria, flashing of fireflies, flocking of birds and schooling of fish. [1, 2, 4, 11, 19, 21, 22, 24, 25, 26, 27]. While each particle
follows their own dynamics, overall dynamics of the whole system is able to exhibit coherent phenomena in the absence of a leader, and allows to order emerge from disordered configurations. To model the emergent phenomena, several phenomenological models were proposed in literature. Among them, we are mainly interested in the Cucker-Smale (CS) type models [8,9,10,18] describing flocking phenomena of self-propelled particle systems. The CS model was first introduced by Cucker and Smale [8,9], and several natural extensions of the CS model were also proposed to incorporate several aspects, to name a few, interactions with noisy environments [3,13,14], normalized interactions [20], systems in temperature field [16,17], systems in different forcing fields [5,15,23], the interactions with neighboring fluids in a temperature field [6,17].

In what follows, we are interested in the dynamics of the TCS model in a harmonic potential field. To set the stage, let \( x_\alpha, v_\alpha \) and \( T_\alpha \) be the position, velocity and temperature of the \( \alpha \)-th particle with unit mass in \( \mathbb{R}^d \), \( \alpha = 1, 2, \ldots, n \), respectively. When the ensemble of TCS particles is under the effect of an external potential force, the temporal dynamics of the thermomechanical observables \( (x_\alpha, v_\alpha, T_\alpha) \) is governed by the following system of ordinary differential equations:

\[
\begin{align*}
\frac{dx_\alpha}{dt} &= v_\alpha, & t > 0, & \alpha = 1, \ldots, n, \\
\frac{dv_\alpha}{dt} &= \frac{\kappa_1}{n} \sum_{\beta=1}^{n} \phi_{\alpha\beta} \left( \frac{v_\beta - v_\alpha}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right) - \nabla_x V(x_\alpha), \\
\frac{dT_\alpha}{dt} &= \frac{\kappa_2}{n} \sum_{\beta=1}^{n} \zeta_{\alpha\beta} \left( \frac{1}{T_\alpha} - \frac{1}{T_\beta} \right) + \frac{\kappa_1}{n} \sum_{\beta=1}^{n} \phi_{\alpha\beta} \left( \frac{v_\beta - v_c}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right) \cdot v_c,
\end{align*}
\]

(1.1)

where \( V = V(|x|) \) is the one-body potential, \( v_c^2 := |v_c|^2 \), \( \kappa_1 \) and \( \kappa_2 \) denote positive coupling strengths, \( v_c \) is the average velocity defined in (1.5).

In this paper, we are interested in the collective behaviors of TCS particles in a harmonic potential field with \( V(|x|) = |x|^2/2 \). In this situation, system (1.1) becomes

\[
\begin{align*}
\frac{dx_\alpha}{dt} &= v_\alpha, & t > 0, & \alpha = 1, \ldots, n, \\
\frac{dv_\alpha}{dt} &= \frac{\kappa_1}{n} \sum_{\beta=1}^{n} \phi_{\alpha\beta} \left( \frac{v_\beta - v_c}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right) - x_\alpha, \\
\frac{dT_\alpha}{dt} &= \frac{\kappa_2}{n} \sum_{\beta=1}^{n} \zeta_{\alpha\beta} \left( \frac{1}{T_\alpha} - \frac{1}{T_\beta} \right) + \frac{\kappa_1}{n} \sum_{\beta=1}^{n} \phi_{\alpha\beta} \left( \frac{v_\beta - v_c}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right) \cdot v_c.
\end{align*}
\]

(1.2)

Here the adjacent matrices \( (\phi_{\alpha\beta}) \) and \( (\zeta_{\alpha\beta}) \) in (1.2) are assumed to be dependent on the spatial difference between particles:

\[
\phi_{\alpha\beta} = \phi(|x_\alpha - x_\beta|) \quad \text{and} \quad \zeta_{\alpha\beta} = \zeta(|x_\alpha - x_\beta|),
\]

(1.3)

and the corresponding base functions \( \phi \) and \( \zeta \) are also assumed to satisfy the Lipschitz continuity and monotonicity:

\[
\begin{align*}
\phi \in \text{Lip}(\mathbb{R}_+;\mathbb{R}_+), & \quad (\phi(r_2) - \phi(r_1))(r_2 - r_1) \leq 0, \quad r_1, r_2 \geq 0; \\
\zeta \in \text{Lip}(\mathbb{R}_+;\mathbb{R}_+), & \quad (\zeta(r_2) - \zeta(r_1))(r_2 - r_1) \leq 0, \quad r_1, r_2 \geq 0.
\end{align*}
\]

(1.4)
A global well-posedness of \([1.2] - [1.4]\) can be guaranteed by the standard Cauchy-Lipschitz theory together with a priori boundedness of observables. In the absence of external force field, the emergent dynamics of the TCS model has been extensively studied in a series of works \([6, 7, 12, 16, 17]\) from various points of views, e.g., a uniform boundedness of spatial variation, exponential decay of velocities and temperatures. These works mostly dealt with sufficient frameworks leading to the mono-cluster flocking in which all particles move with the same constant velocity asymptotically. In this paper, we are interested in the following simple question:

“What are the dynamical ramifications on the emergent dynamics by incorporating a harmonic potential field?”

Throughout the paper, we exploit the above question analytically, i.e., we look for a sufficient framework leading to the collective dynamics for system \([1.2]\). For this, we introduce center-of-mass and fluctuations around them: for a configuration \(\{ (x_\alpha, v_\alpha, T_\alpha) \}\),

\[
\begin{align*}
\dot{x}_c(t) &:= \frac{1}{n} \sum_{\alpha=1}^{n} x_\alpha(t), \quad \dot{v}_c(t) := \frac{1}{n} \sum_{\alpha=1}^{n} v_\alpha(t), \quad \dot{T}_c(t) := \frac{1}{n} \sum_{\alpha=1}^{n} T_\alpha(t), \\
T_\infty(t) &:= -\frac{1}{2} |v_c(t)|^2 + T_c(0) + \frac{1}{2n} \sum_{\alpha=1}^{n} |v_\alpha(0)|^2, \\
T_m(0) &:= -(|v_c(0)|^2 + |x_c(0)|^2) + T_c(0) + \frac{1}{2n} \sum_{\alpha=1}^{n} |v_\alpha(0)|^2 > 0, \\
T_M(0) &:= T_c(0) + \frac{1}{2n} \sum_{\alpha=1}^{n} |v_\alpha(0)|^2 > 0, \\
\hat{x}_\alpha &:= x_\alpha - x_c, \quad \hat{v}_\alpha := v_\alpha - v_c, \quad \hat{T}_\alpha := T_\alpha - T_\infty, \quad \alpha = 1, \ldots, n.
\end{align*}
\] (1.5)

Note that \(T_m(0)\) and \(T_M(0)\) are determined only by initial data, and in fact, they will provide lower and upper bounds for temperatures. For the fixed center-of-mass coordinate \((x_c(0), v_c(0)) = (0, 0)\), one has

\[T_\infty(t) = T_m(0) = T_M(0), \quad \forall \ t \geq 0.\]

From now on, for the simplicity of notation, we suppress 0 and set

\[T_m := T_m(0), \quad T_M := T_M(0).\]

Then, it follows from (1.5) and the explicit formula (2.1) for \(v_c\) that

\[
\sum_{\alpha=1}^{n} \hat{x}_\alpha(t) = \sum_{\alpha=1}^{n} \hat{v}_\alpha(t) = 0 \quad \text{and} \quad T_m \leq T_\infty(t) \leq T_M, \quad \forall \ t \geq 0. \] (1.6)

Thanks to the symmetry of communication weights in (1.3), the averages for position and velocity satisfy the harmonic oscillator equations:

\[
\frac{d\dot{x}_c}{dt} = v_c, \quad \frac{d\dot{v}_c}{dt} = -x_c. \] (1.7)

It is easy to see that all nontrivial solutions to (1.7) are closed orbits (see Lemma 2.1). Thus the issue for the collective dynamics is whether the fluctuations \(\{ (\hat{x}_\alpha, \hat{v}_\alpha, \hat{T}_\alpha) \}\) vanish asymptotically or not. If so, under what conditions, can we guarantee the asymptotic vanishing of fluctuations so that the whole particle system behaves like a single particle
with a closed trajectory? This is the issue that we would like to address in this paper.

Next, we briefly discuss our main results and strategy. As noted in earlier works [16, 17], temperatures appear in the denominators of (1.2) and (1.3), thus it is necessary to guarantee the positivity of temperatures to construct a global solution satisfying desired emergent estimates. For the derivation of desired emergent estimates, we first assume that initial data satisfy some admissible condition, and temperatures are away from zero at least in some small-time interval (a priori assumption on temperatures below), i.e., for some positive constant \( \varepsilon_0 \), \( \forall \delta > 3 \) and \( \tau \in (0, \infty) \),

\[
T_m \geq \delta \varepsilon_0, \quad \sup_{0 \leq t < \tau} |\hat{T}_\alpha(t)| \leq \varepsilon_0, \tag{1.8}
\]

we derive a dissipative energy estimate for \( t \in [0, \tau) \) (see Proposition 3.1):

\[
\frac{d}{dt} \sum_{\alpha=1}^{n} \left( \frac{1}{2} |\hat{x}_\alpha|^2 + \frac{1}{2} |\hat{v}_\alpha|^2 + \varepsilon |\hat{x}_\alpha| \cdot |\hat{v}_\alpha| \right) \\
\leq \left( -2\lambda \phi(\sqrt{2}X) + \varepsilon \gamma + \frac{\kappa \varepsilon_0 \phi(0)}{(T_m - \varepsilon_0)^2} \right) \sum_{\alpha=1}^{n} |\hat{v}_\alpha|^2 - \frac{\varepsilon}{2} \sum_{\alpha=1}^{n} |\hat{x}_\alpha|^2,
\tag{1.9}
\]

where \( \varepsilon, \lambda \) and \( \gamma \) are positive constants, \( X \) is \( \ell^2 \)-norm of spatial fluctuation defined in (3.1). Once we can establish the dissipative differential inequality (1.9), we can use a bootstrap argument together with (1.9) to derive the desired emergent estimate for mechanical observables (see Proposition 4.2):

\[
\sum_{\alpha=1}^{n} |x_\alpha(t) - x_c(t)|^2 + \sum_{\alpha=1}^{n} |v_\alpha(t) - v_c(t)|^2 \leq O(1) e^{\frac{2\varepsilon}{\lambda} t}, \quad t \in [0, \tau). \tag{1.10}
\]

On the other hand, for temperature homogenization, we also derive Grönewall’s type differential inequality for temperature fluctuations under the same a priori condition (1.8) (see Proposition 4.4):

\[
\frac{d}{dt} \sum_{\alpha=1}^{n} |T_\alpha(t) - T_\infty(t)|^2 \leq -C_0 \sum_{\alpha=1}^{n} |T_\alpha(t) - T_\infty(t)|^2 + O(1) e^{\frac{2\varepsilon}{\lambda} t}, \quad t \in [0, \tau),
\]

where \( C_0 \) is a positive constant. This again yields an exponential decay of temperature fluctuations (see Proposition 4.5): There exists a positive constant \( \Lambda > 0 \) such that

\[
\sum_{\alpha=1}^{n} |T_\alpha(t) - T_\infty(t)|^2 \leq O(1) e^{-\Lambda t}, \quad t \in [0, \tau). \tag{1.11}
\]

Finally, we show that under suitable assumptions on initial data, the a priori condition (1.8) holds for all time \( t \) and obtain desired emergent estimates (1.10) and (1.11) (see Theorem 5.1). We refer to [23] for related results to the hydrodynamic CS model with an external potential force (see Remark 5.3).

The rest of this paper is organized as follows. In Section 2, we study basic estimates for system (1.2) and formulations for fluctuation dynamics. In Section 3, we derive an energy estimate. In Section 4, we provide emergence of periodically rotating one-point cluster in a small-time interval under a priori condition (1.8). In Section 5, we remove
the a priori condition on temperatures by imposing suitable conditions on the initial data and continuity argument, and derive desired emergent estimates for all time. In Section 6 we provide several numerical simulations and compare them with analytical results in Section 5. Finally, Section 7 is devoted to a brief summary of our main results and some remaining issues for a future work.

2. Preliminaries. In this section, we study basic estimates for (1.2) such as conservation laws, and then derive a dynamical system for the fluctuations (1.5).

2.1. Basic estimates. For \( n \)-particle configuration \( \{(x_\alpha, v_\alpha, T_\alpha)\} \), we set
\[
\mathcal{E} := \sum_{\alpha=1}^{n} \left( T_\alpha + \frac{1}{2} |v_\alpha|^2 \right).
\]

As in [16], one has the temporal evolution of the above functional.

Lemma 2.1. [16] For \( \tau \in (0, \infty) \), let \( \{(x_\alpha, v_\alpha, T_\alpha)\} \) be a smooth solution in a time-interval \([0, \tau)\) to system (1.2) - (1.4) with initial data satisfying
\[
|x_c(0)| < \infty, \quad |v_c(0)| < \infty, \quad \mathcal{E}(0) < \infty.
\]

Then, the following estimates hold:
(1) Center-of-masses \( x_c \) and \( v_c \) are given by the following explicit formula:
\[
x_c(t) = (\cos t)x_c(0) + (\sin t)v_c(0), \quad v_c(t) = -(\sin t)x_c(0) + (\cos t)v_c(0).
\]

(2) The total energy satisfies
\[
\mathcal{E}(t) = \mathcal{E}(0), \quad t \in (0, \tau).
\]

Proof. (1) We sum (1.2) over all \( \alpha \) to get
\[
\frac{d}{dt} \sum_{\alpha=1}^{n} v_\alpha = -\kappa_1 \sum_{\alpha, \beta=1}^{n} \phi_{\alpha \beta} \left( \frac{v_\beta - v_c}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right) - \sum_{\alpha=1}^{n} x_\alpha.
\]

Now, we use index exchange transformation \( \alpha \leftrightarrow \beta \) and symmetry of \( \phi_{\alpha \beta} = \phi_{\beta \alpha} \) to see
\[
\frac{\kappa_1}{n} \sum_{\alpha, \beta=1}^{n} \phi_{\alpha \beta} \left( \frac{v_\beta - v_c}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right) = -\kappa_1 \sum_{\alpha, \beta=1}^{n} \phi_{\alpha \beta} \left( \frac{v_\beta - v_c}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right).
\]

Thus, one has
\[
\frac{\kappa_1}{n} \sum_{\alpha, \beta=1}^{n} \phi_{\alpha \beta} \left( \frac{v_\beta - v_c}{T_\beta} - \frac{v_\alpha - v_c}{T_\alpha} \right) = 0.
\]

By (2.2)-(2.3) and (1.2) \( (x_c, v_c) \) satisfies
\[
\frac{dx_c}{dt} = v_c, \quad \frac{dv_c}{dt} = -x_c,
\]

which yields the desired estimates (2.1).

(2) Again, we take a sum (1.2) over all \( \alpha \) and use the symmetry of \( \zeta_{\alpha \beta} \) and \( \phi_{\alpha \beta} \) to derive the desired estimate:
\[
\frac{d}{dt} \sum_{\alpha} \left( T_\alpha + \frac{1}{2} v_\alpha^2 \right) = 0.
\]
Remark 2.2. Note that the explicit relation (2.1) implies
\[ x_c(0) = 0, \quad v_c(0) = 0 \implies x_c(t) = 0, \quad v_c(t) = 0, \quad t \geq 0. \]

Next, we study the Grönwall’s type lemma to be used later.

Lemma 2.3. Let \( y : \mathbb{R}_+ \to \mathbb{R} \) be a nonnegative Lipschitz function satisfying
\[
\begin{cases}
y' \leq -c_1 y + c_2 e^{-c_3 t}, & \text{a.e. } t > 0, \\
y(0) = y_0,
\end{cases}
\]
where \( c_1, c_2 \) and \( c_3 \) are positive constants. Then, one has
\[
y(t) \leq y_0 e^{-c_1 t} + \frac{c_2}{c_1 - c_3} (e^{-c_3 t} - e^{-c_1 t}), \quad t \geq 0.
\]

Proof. By Grönwall’s inequality, one has
\[
y(t) \leq e^{\int_0^t -c_1 ds} \left[ y_0 + \int_0^t c_2 e^{-c_3 s} e^{-\int_0^s -c_1 ds} ds \right]
\leq e^{-c_1 t} \left[ y_0 + c_2 \int_0^t e^{(c_1-c_3)s} ds \right]
= e^{-c_1 t} \left[ y_0 + \frac{c_2}{c_1 - c_3} (e^{(c_1-c_3)t} - 1) \right].
\]
This yields the desired estimate. \( \square \)

2.2. A dynamical system for fluctuations. In this subsection, we present a dynamical system for fluctuations (1.5), which will be used crucially in the following sections.

First, we introduce an emergence of periodically rotating one-point cluster in the following definition.

Definition 2.4. Let \( \{ (x_a, v_a, T_a) \} \) be a solution to (1.2). Then, the configuration approaches to the periodically rotating one-point cluster (PROC) asymptotically if the following condition holds:
\[
\lim_{t \to \infty} \max_{\alpha} \left( |x_a(t) - x_c(t)| + |v_a(t) - v_c(t)| + |T_a(t) - T^\infty(t)| \right) = 0.
\]
Here \( (x_c(t), v_c(t), T^\infty(t)) \) is a periodic state.

Note that fluctuations \( \{ (\hat{x}_a, \hat{v}_a, \hat{T}_a) \} \) defined in (1.5) satisfy
\[
\begin{cases}
\frac{d\hat{x}_a}{dt} = \hat{v}_a, \quad t > 0, \quad \alpha = 1, \ldots, n, \\
\frac{d\hat{v}_a}{dt} = \frac{\kappa_1}{n} \sum_{\beta=1}^n \phi(|\hat{x}_a - \hat{x}_\beta|) \left( \frac{\hat{v}_\beta}{T_\beta + T^\infty} - \frac{\hat{v}_a}{T_a + T^\infty} \right) - \hat{\dot{v}}_a, \\
\frac{d}{dt}(\hat{T}_a + \frac{1}{2} \hat{v}_a^2) = \frac{\kappa_2}{n} \sum_{\beta=1}^n \zeta(|\hat{x}_a - \hat{x}_\beta|) \left( \frac{1}{T_a + T^\infty} - \frac{1}{T_\beta + T^\infty} \right) + \hat{x}_c \cdot \hat{v}_a + \hat{v}_c \cdot \hat{x}_a.
\end{cases}
\tag{2.4}
\]

Before we close this section, we briefly outline our strategy in three steps, which will be illustrated in the following three sections separately.
Step A (Derivation of a differential inequality for energy functional under a priori condition (1.8)): We set

\[ L(\hat{x}, \hat{v}) := \sum_{\alpha=1}^{n} \left( \frac{1}{2} |\hat{x}_\alpha|^2 + \frac{1}{2} |\hat{v}_\alpha|^2 + \varepsilon \hat{x}_\alpha \cdot \hat{v}_\alpha \right). \tag{2.5} \]

Then, it is equivalent to the standard energy functional

\[ \sum_{\alpha=1}^{n} \left( \frac{1}{2} |\hat{x}_\alpha|^2 + \frac{1}{2} |\hat{v}_\alpha|^2 \right), \]

i.e., there exists a generic positive constant \( C \) such that

\[ \frac{1}{C} \sum_{\alpha=1}^{n} \left( \frac{1}{2} |\hat{x}_\alpha|^2 + \frac{1}{2} |\hat{v}_\alpha|^2 \right) \leq L(\hat{x}, \hat{v}) \leq C \sum_{\alpha=1}^{n} \left( \frac{1}{2} |\hat{x}_\alpha|^2 + \frac{1}{2} |\hat{v}_\alpha|^2 \right). \]

Under the a priori condition (1.8), we derive a differential inequality for \( L \):

\[ \frac{d}{dt} L(\hat{x}, \hat{v}) \leq \left( -2\lambda \varphi(\sqrt{2}\chi') + \varepsilon \gamma + \frac{k_1 \varepsilon_0 \phi(0)}{(T_m - \varepsilon_0)^{\frac{1}{2}}} \right) \sum_{\alpha=1}^{n} |\hat{v}_\alpha|^2 - \frac{\varepsilon}{2} \sum_{\alpha=1}^{n} |\hat{x}_\alpha|^2. \tag{2.6} \]

Step B (Derivation of emergence for PROC under a priori condition (1.8)): First, we use the differential inequality (2.6) to see that at least in a small-time interval \([0, \tau)\), spatial fluctuations are sufficiently small

\[ \sum_{\alpha=1}^{n} |x_\alpha(t) - x_c(t)|^2 \ll 1, \quad \forall t \in [0, \tau). \]

By bootstrapping the above rough estimate in the differential inequality (2.6), we get an exponential decay estimate (1.10) for fluctuations. Fluctuations for temperatures can be dealt with analogously by deriving a differential inequality for them, and we obtain the exponential decay to zero for temperature fluctuations.

Step C (Removal of a priori condition (1.8)): Finally, we replace the a priori condition for temperatures by admissible conditions for initial data and then use the continuity argument, we show that the maximal time span \( \tau \) in Step B can be extended to infinity. Thus, fluctuations for mechanical observables and temperature decay to zero exponentially fast, and then the overall asymptotic dynamics of (1.2) is governed by the harmonic oscillator equations whose nontrivial solutions are periodic orbits.

3. Derivation of a dissipative energy estimate. In this section, we derive a differential inequality (2.6) for the energy functional \( L(\hat{x}, \hat{v}) \) under the a priori condition (1.8). For this, we perform estimates on the time-evolution of the following three components in \( L(\hat{x}, \hat{v}) \):

\[ \sum_{\alpha=1}^{n} \frac{1}{2} |\hat{x}_\alpha|^2, \quad \sum_{\alpha=1}^{n} \frac{1}{2} |\hat{v}_\alpha|^2, \quad \sum_{\alpha=1}^{n} \hat{x}_\alpha \cdot \hat{v}_\alpha. \]

We set the time-dependent \( L^2 \)-norms of fluctuations (1.5) as

\[ \chi := \left( \sum_{\alpha=1}^{n} |\hat{x}_\alpha|^2 \right)^{\frac{1}{2}}, \quad \nu := \left( \sum_{\alpha=1}^{n} |\hat{v}_\alpha|^2 \right)^{\frac{1}{2}}, \quad \tau := \left( \sum_{\alpha=1}^{n} |\hat{T}_\alpha|^2 \right)^{\frac{1}{2}}. \tag{3.1} \]
Next we provide estimates for the component functionals in $\mathcal{L}(\check{x}, \check{v})$ one by one.

- Case A.1 (Estimate on $\sum_{\alpha = 1}^{n} \frac{1}{2}|\check{x}_{\alpha}|^2$): We take an inner product $\check{x}_{\alpha}$ with (2.4) and sum the resulting relation over $\alpha$ to get
\[
\frac{d}{dt} \left( \sum_{\alpha = 1}^{n} \frac{1}{2}|\check{x}_{\alpha}|^2 \right) = \sum_{\alpha = 1}^{n} \check{x}_{\alpha} \cdot \check{v}_{\alpha}.
\] (3.2)

- Case A.2 (Estimate on $\sum_{\alpha = 1}^{n} \frac{1}{2}|\check{v}_{\alpha}|^2$): We take an inner product $\check{v}_{\alpha}$ with (2.4) and sum up the resulting relation over $\alpha$ to obtain
\[
\frac{d}{dt} \sum_{\alpha = 1}^{n} \frac{|\check{v}_{\alpha}|^2}{2} = \frac{\kappa_1}{n} \sum_{\alpha, \beta = 1}^{n} \phi(|\check{x}_{\alpha} - \check{x}_{\beta}|) \check{v}_{\alpha} \cdot \left( \frac{\check{v}_{\beta}}{T_{\beta} + T^\infty} - \frac{\check{v}_{\alpha}}{T_{\alpha} + T^\infty} \right) - \sum_{\alpha = 1}^{n} \check{x}_{\alpha} \cdot \check{v}_{\alpha}
\]
\[
= -\frac{\kappa_1}{n} \sum_{\alpha, \beta = 1}^{n} \phi(|\check{x}_{\alpha} - \check{x}_{\beta}|) \check{v}_{\alpha} \cdot \left( \frac{\check{v}_{\beta}}{T_{\beta} + T^\infty} - \frac{\check{v}_{\alpha}}{T_{\alpha} + T^\infty} \right) - \sum_{\alpha = 1}^{n} \check{x}_{\alpha} \cdot \check{v}_{\alpha}
\]
\[
= \frac{\kappa_1}{2n} \sum_{\alpha, \beta = 1}^{n} \phi(|\check{x}_{\alpha} - \check{x}_{\beta}|) \frac{1}{T_{\beta} + T^\infty} |\check{v}_{\alpha} - \check{v}_{\beta}|^2
\]
\[
+ \frac{\kappa_1}{2n} \sum_{\alpha, \beta = 1}^{n} \phi(|\check{x}_{\alpha} - \check{x}_{\beta}|) \frac{T_{\alpha} - \check{T}_{\beta}}{(T_{\alpha} + T^\infty)(T_{\beta} + T^\infty)} \check{v}_{\alpha} \cdot (\check{v}_{\alpha} - \check{v}_{\beta}) - \sum_{\alpha = 1}^{n} \check{x}_{\alpha} \cdot \check{v}_{\alpha}
\]
\[
=: I_{11} + I_{12} - \sum_{\alpha = 1}^{n} \check{x}_{\alpha} \cdot \check{v}_{\alpha},
\]
where we used the relation:
\[
\frac{\check{v}_{\alpha}}{T_{\alpha} + T^\infty} - \frac{\check{v}_{\alpha}}{T_{\beta} + T^\infty} = \frac{1}{T_{\beta} + T^\infty} (\check{v}_{\alpha} - \check{v}_{\beta}) + \frac{T_{\alpha} - \check{T}_{\beta}}{(T_{\alpha} + T^\infty)(T_{\beta} + T^\infty)} \check{v}_{\alpha}.
\] (3.4)

In what follows, we use the following estimates:
\[
|\check{x}_{\alpha} - \check{x}_{\beta}| \leq \sqrt{2(|\check{x}_{\alpha}|^2 + |\check{x}_{\beta}|^2)} \leq \sqrt{2} X,
\]
\[
0 < T_m - \varepsilon_0 \leq T^\infty - \varepsilon_0 \leq \check{T}_{\alpha} + T^\infty \leq T^\infty + \varepsilon_0 \leq T_M + \varepsilon_0.
\] (3.5)

- (Estimate of $I_{11}$): We use (3.5) and (1.6) to obtain
\[
I_{11} \leq -\frac{\kappa_1}{n} \sum_{\alpha, \beta = 1}^{n} \phi(|\check{x}_{\alpha} - \check{x}_{\beta}|) \frac{1}{T^\infty + \varepsilon_0} |\check{v}_{\alpha} - \check{v}_{\beta}|^2 \leq -\frac{\kappa_1 \phi(\sqrt{2} X)}{T_M + \varepsilon_0} \sum_{\alpha = 1}^{n} |\check{v}_{\alpha}|^2.
\] (3.6)
\(\diamond\) (Estimate of \(I_{12}\)): Similarly, one has

\[
I_{12} = \frac{\kappa_1}{2n} \sum_{\alpha, \beta = 1}^{n} \phi(|\dot{x}_\alpha - \dot{x}_\beta|) \frac{T_\alpha - T_\beta}{(T_\alpha + T_\infty)(T_\beta + T_\infty)} \dot{v}_\beta \cdot (\dot{v}_\alpha - \dot{v}_\beta)
\]

\[
= \frac{\kappa_1}{4n} \sum_{\alpha, \beta = 1}^{n} \phi(|\dot{x}_\alpha - \dot{x}_\beta|) \frac{T_\alpha - T_\beta}{(T_\alpha + T_\infty)(T_\beta + T_\infty)} \left( |\dot{v}_\alpha|^2 - |\dot{v}_\beta|^2 \right)
\]

\[
\leq \frac{2\varepsilon_0}{4n} \frac{\kappa_1 \phi(0)}{(T_\infty - \varepsilon_0)^2} \sum_{\alpha, \beta = 1}^{n} \left( |\dot{v}_\alpha|^2 + |\dot{v}_\beta|^2 \right) \leq \frac{\kappa_1 \varepsilon_0 \phi(0)}{(T_m - \varepsilon_0)^2} \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2.
\]

In (3.3), we combine all the estimates (3.6) and (3.7) to get

\[
\frac{d}{dt} \sum_{\alpha = 1}^{n} \frac{|\dot{v}_\alpha|^2}{2} \leq \left( -\frac{\kappa_1 \phi(\sqrt{2} \lambda)}{T_M + \varepsilon_0} + \frac{\kappa_1 \varepsilon_0 \phi(0)}{(T_m - \varepsilon_0)^2} \right) \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2 - \sum_{\alpha = 1}^{n} \dot{x}_\alpha \cdot \dot{v}_\alpha.
\]

• Case A.3 (Estimate on \(\sum_{\alpha = 1}^{n} \dot{x}_\alpha \cdot \dot{v}_\alpha\)): We use the assumption \(T_m \geq \delta \varepsilon_0\) to find

\[
\frac{d}{dt} \left( \sum_{\alpha = 1}^{n} \dot{x}_\alpha \cdot \dot{v}_\alpha \right) = \sum_{\alpha = 1}^{n} \left( \frac{d\dot{x}_\alpha}{dt} \cdot \dot{v}_\alpha + \dot{x}_\alpha \cdot \frac{d\dot{v}_\alpha}{dt} \right)
\]

\[
= \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2 + \frac{\kappa_1}{n} \sum_{\alpha, \beta = 1}^{n} \phi(|\dot{x}_\alpha - \dot{x}_\beta|) \dot{x}_\alpha \cdot \left( \frac{\dot{v}_\beta}{T_\beta} - \frac{\dot{v}_\alpha}{T_\alpha} \right) - \sum_{\alpha = 1}^{n} |\dot{x}_\alpha|^2
\]

\[
\leq -\sum_{\alpha = 1}^{n} |\dot{x}_\alpha|^2 + \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2 + \frac{\kappa_1 \phi(0)}{n} \sum_{\alpha, \beta = 1}^{n} \left( \frac{\kappa_1 \phi(0)}{2} \left( \frac{\dot{v}_\beta}{T_\beta} - \frac{\dot{v}_\alpha}{T_\alpha} \right)^2 + \frac{1}{2\kappa_1 \phi(0)} \dot{\alpha}_\alpha^2 \right)
\]

\[
\leq -\frac{1}{2} \sum_{\alpha = 1}^{n} |\dot{x}_\alpha|^2 + \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2 + \frac{(\kappa_1 \phi(0))^2}{n} \left( \frac{2}{(T_\infty - \varepsilon_0)^2} + \frac{4\varepsilon_0^2}{(T_\infty - \varepsilon_0)^4} \right) \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2
\]

\[
= -\frac{1}{2} \sum_{\alpha = 1}^{n} |\dot{x}_\alpha|^2 + \left( \frac{(\kappa_1 \phi(0))^2}{3} \left( \frac{2}{(T_\infty - \varepsilon_0)^2} + \frac{4\varepsilon_0^2}{(T_\infty - \varepsilon_0)^4} \right) + 1 \right) \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2
\]

\[
\leq -\frac{1}{2} \sum_{\alpha = 1}^{n} |\dot{x}_\alpha|^2 + \left( \frac{(\kappa_1 \phi(0))^2}{3} \right) \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2,
\]

where we used the estimates:

\[
\sum_{\alpha, \beta = 1}^{n} \left( \frac{\dot{v}_\beta}{T_\beta} - \frac{\dot{v}_\alpha}{T_\alpha} \right)^2
\]

\[
= \sum_{\alpha, \beta = 1}^{n} \left( \frac{\dot{v}_\beta}{T_\beta} + \frac{\dot{v}_\alpha}{T_\alpha} \left( \frac{\dot{T}_\alpha - \dot{\beta}}{T_\alpha + T_\infty} \right) \right)^2 \leq 2 \sum_{\alpha, \beta = 1}^{n} \left( \frac{\dot{v}_\beta}{T_\infty - \varepsilon_0} + \frac{4\varepsilon_0^2}{(T_\infty - \varepsilon_0)^4} \right)^2
\]

\[
\leq 2 \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2 \left( \frac{2n}{(T_\infty - \varepsilon_0)^2} + \frac{4\varepsilon_0^2}{(T_\infty - \varepsilon_0)^4} \right) = 2n \left( \frac{2}{(T_\infty - \varepsilon_0)^2} + \frac{4\varepsilon_0^2}{(T_\infty - \varepsilon_0)^4} \right) \sum_{\alpha = 1}^{n} |\dot{v}_\alpha|^2,
\]

and

\[
ab \leq \left( \eta a^2 + \frac{b^2}{\eta} \right)/2, \quad (a + b)^2 \leq 2(a^2 + b^2), \quad \sum_{\alpha = 1}^{n} \dot{v}_\alpha = 0.
\]
Finally, we combine all the estimates (3.2), (3.8) and (3.9) to obtain a dissipative differential inequality in next proposition.

**Proposition 3.1.** For \( \tau \in (0, \infty] \), let \( \{ (\hat{x}_\alpha, \hat{v}_\alpha, \hat{T}_\alpha) \} \) be a solution to system (2.4) with the initial data \((\hat{x}_\alpha(0), \hat{v}_\alpha(0), \hat{T}_\alpha(0))\) satisfying a priori condition:

\[
T_m \geq \delta \varepsilon_0, \quad \sup_{0 \leq t < \tau} |\dot{T}_\alpha(t)| \leq \varepsilon_0,
\]

where \( \varepsilon_0 \) is a positive constant, \( \forall \delta > 3 \). Then for \( t \in (0, \tau) \), \( \forall \varepsilon > 0 \), one has a dissipative inequality:

\[
\frac{d}{dt} \sum_{\alpha=1}^{n} \left( \frac{1}{2} |\hat{x}_\alpha|^2 + \frac{1}{2} |\hat{v}_\alpha|^2 + \varepsilon |\hat{x}_\alpha| \cdot |\hat{v}_\alpha| \right) \\
\leq - \left( \frac{\kappa_1 \phi(\sqrt{2} \chi)}{T_M + \varepsilon_0} - \frac{\kappa_1 \varepsilon_0 \phi(0)}{T_m - \varepsilon_0} - \varepsilon \left( \frac{3(\kappa_1 \phi(0))^2 + 1}{(T_m - \varepsilon_0)^2} \right) \right) \sum_{\alpha=1}^{n} |\hat{v}_\alpha|^2 - \frac{\varepsilon}{2} \sum_{\alpha=1}^{n} |\hat{x}_\alpha|^2.
\]

**Proof.** For a positive constant \( \varepsilon \), we take a linear combination:

(3.2) + (3.8) + \varepsilon \times (3.9)

to derive the desired estimate. \( \square \)

**Remark 3.2.** Note that the a priori condition (3.10) on temperature implies the positivity and boundedness of temperatures: since

\[
T_\alpha(t) = T^\infty(t) + T_\alpha(t) - T^\infty(t),
\]

it follows from (1.5) and (1.6) that for \( t \in [0, \tau) \),

\[
0 < T_m - \varepsilon_0 \leq T^\infty - |\dot{T}_\alpha(t)| \leq T_\alpha(t) \leq T^\infty(t) + |\dot{T}_\alpha(t)| \leq T_M + \varepsilon_0 < \infty.
\]

4. Decay estimates of fluctuations in a small-time interval. In this section, we provide estimates on the convergence towards a periodically rotating one-point cluster for (1.2) under a priori condition which can be valid at least in a small-time interval.

**Theorem 4.1.** Suppose parameters \( \tau, \lambda, \gamma, \varepsilon \) and \( \varepsilon_0 \) are strictly positive constants satisfying the relations:

\[
0 < \tau < \infty, \quad 0 < \varepsilon \leq \frac{1}{2}, \quad \phi(3\sqrt{2}\varepsilon_0) > \max \left( \frac{\varepsilon + \varepsilon \gamma}{\lambda}, \frac{2(T_M + \varepsilon_0)\phi(0)}{(\delta - 1)(T_m - \varepsilon_0)} \right), \quad \forall \delta > 3,
\]

where

\[
\lambda = \frac{\kappa_1}{2(T_M + \varepsilon_0)}, \quad \gamma = \frac{3(\kappa_1 \phi(0))^2 + 1}{(T_m - \varepsilon_0)^2},
\]

and let \( \{ (x_\alpha, v_\alpha, T_\alpha) \} \) be a solution to system (1.2) in the time-interval \([0, \tau)\) such that the following initial data condition and a priori condition hold:

\[
\mathcal{X}(0) \leq \varepsilon_0, \quad \mathcal{V}(0) \leq \varepsilon_0, \quad T_m \geq \delta \varepsilon_0, \quad \sup_{0 \leq t < \tau} |T_\alpha(t) - T^\infty(t)| \leq \varepsilon_0,
\]

(4.2)
for some positive constant $\varepsilon_0$. Then, one has an asymptotic convergence toward a periodically rotating one-point cluster for $t \in [0, \tau)$:

$$(i) \sum_{\alpha=1}^{n} \left( |\mathbf{x}_\alpha(t) - \mathbf{x}_c(t)|^2 + |\mathbf{v}_\alpha(t) - \mathbf{v}_c(t)|^2 \right) 
\leq 4 \sum_{\alpha=1}^{n} \left( |\mathbf{x}_\alpha(0) - \mathbf{x}_c(0)|^2 + |\mathbf{v}_\alpha(0) - \mathbf{v}_c(0)|^2 \right) e^{-\frac{\kappa}{2} t}. \quad (4.3)$$

$$(ii) \sum_{\alpha=1}^{n} |T_\alpha(t) - T_\infty(t)|^2 \leq \sum_{\alpha=1}^{n} |T_\alpha(0) - T_\infty(0)|^2 e^{-A_1 t} + \frac{A_2}{A_1 - \frac{\varepsilon}{2}} \left( e^{-\frac{\varepsilon}{2} t} - e^{-A_1 t} \right).$$

Here $A_1$ and $A_2$ are defined in \[4.19\].

**Proof.** Since the proof is very lengthy, we split its proof into the following two subsections.

4.1. Derivation of mechanical flocking. For notational simplicity, we set

$$|Z(t)|^2 := |\mathcal{X}(t)|^2 + |V(t)|^2, \quad |z_c(0)|^2 := |\mathbf{v}_c(0)|^2 + |\mathbf{x}_c(0)|^2, \quad t \geq 0,$$

where the functionals $\mathcal{X}, V, \mathbf{x}_c$ and $\mathbf{v}_c$ are defined in \[3.1\] and \[1.5\], respectively.

**Proposition 4.2.** Suppose the following conditions hold.

(1) Parameters $\lambda, \gamma, \varepsilon, \varepsilon_0$ and $\forall \delta > 3$ are strictly positive constants such that

$$0 < \varepsilon \leq \frac{1}{2}, \quad \phi(3\sqrt{2}\varepsilon_0) > \max \left\{ \frac{\varepsilon + \varepsilon_0}{\lambda}, \frac{\kappa_1 \phi(0)}{(\delta - 1)(T_m - \varepsilon_0)\lambda} \right\}, \quad T_m \geq \delta \varepsilon_0. \quad (4.4)$$

(2) Mechanical fluctuations $\{ (\tilde{\mathbf{x}}_\alpha, \tilde{\mathbf{v}}_\alpha) \}$ satisfy the following differential inequality for $\forall t \geq 0$:

$$\begin{cases}
\frac{d}{dt} \mathcal{L}(\tilde{\mathbf{x}}, \tilde{\mathbf{v}}) \leq -2\lambda \phi(\sqrt{2} \mathcal{X}) + \varepsilon \gamma + \frac{\kappa_1 \varepsilon_0 \phi(0)}{(T_m - \varepsilon_0)^2} \sum_{\alpha=1}^{n} |\tilde{\mathbf{v}}_\alpha|^2 - \frac{\varepsilon}{2} \sum_{\alpha=1}^{n} |\tilde{\mathbf{x}}_\alpha|^2, \\
\mathcal{X}(0) \leq \varepsilon_0, \quad V(0) \leq \varepsilon_0,
\end{cases} \quad (4.5)$$

where $\mathcal{L}$ is the functional introduced in \[2.5\].

Then, one has exponential decay of mechanical fluctuation:

$$|Z(t)|^2 \leq 4 |Z(0)|^2 e^{-\frac{\varepsilon}{2} t}, \quad \forall t \geq 0.$$  

**Proof.** For the proof, we will use a bootstrapping argument. Note that we cannot use Grönwall’s type Lemma \[2.3\] for \[4.5\] directly, because the coefficient $-2\lambda \phi(\sqrt{2} \mathcal{X}) + \varepsilon \gamma + \frac{\kappa_1 \varepsilon_0 \phi(0)}{(T_m - \varepsilon_0)^2}$ involves with $\mathcal{X}$ which can be calculated from the solution itself. So we first derive a rough bound estimate for $\mathcal{X}$, and then using this rough bound, we convert the differential inequality \[4.5\] into a standard Grönwall’s inequality, which yields an exponential decay estimate.

- Step A (A rough bound estimate for $\mathcal{X}$): We first show

$$\sup_{0 \leq t < \infty} \mathcal{X}(t) \leq 3\varepsilon_0. \quad (4.6)$$
For this, we define a set $S$:
$$S := \{ t > 0 : \mathcal{X}(s) < 3\varepsilon_0 \quad \text{for} \quad s \in (0, t) \}.$$  
Since $\mathcal{X}(0) \leq \varepsilon_0$, there exists a positive constant $\delta$ such that
$$\mathcal{X}(s) < 3\varepsilon_0, \quad \text{for} \quad s \in [0, \delta).$$  
Hence $\delta \in S$. Now, we set
$$\tau^* := \sup S.$$  
Once we can show $\tau^* = \infty$, we are done. Suppose not, then we have,
$$\mathcal{X}(t) < 3\varepsilon_0 \quad \text{for} \quad t \in (0, \tau^*) \quad \text{and} \quad \mathcal{X}(\tau^*) = 3\varepsilon_0. \tag{4.7}$$  
By the choice of $\varepsilon \leq 1/2$, the functional
$$L(\hat{x}, \hat{v}) := \sum_{\alpha=1}^{n} \left( \frac{1}{2}|\hat{x}_\alpha|^2 + \frac{1}{2}|\hat{v}_\alpha|^2 + \varepsilon \hat{x}_\alpha \cdot \hat{v}_\alpha \right)$$
is equivalent to the square of the standard $\ell^2$-norms $\sum_{\alpha=1}^{n} (|\hat{x}_\alpha|^2 + |\hat{v}_\alpha|^2)$. More precisely, one has
$$\frac{3}{16} \sum_{\alpha=1}^{n} (|\hat{x}_\alpha|^2 + |\hat{v}_\alpha|^2) \leq L(\hat{x}, \hat{v}) \leq \frac{3}{4} \sum_{\alpha=1}^{n} (|\hat{x}_\alpha|^2 + |\hat{v}_\alpha|^2). \tag{4.8}$$  
On the other hand, for $t \in (0, \tau^*)$, it follows from (4.4) that
$$-\lambda \phi(3\sqrt{2}\varepsilon_0) + \varepsilon \gamma < -\varepsilon, \quad -\lambda \phi(3\sqrt{2}\varepsilon_0) + \frac{\kappa_1\varepsilon_0 \phi(0)}{(T_m - \varepsilon_0)^2} \leq 0.$$  
These and (4.5) imply
$$\frac{d}{dt} L(\hat{x}, \hat{v}) \leq \left( -\lambda \phi(\sqrt{2}\mathcal{X}) + \varepsilon \gamma \right) \sum_{\alpha=1}^{n} |\hat{v}_\alpha|^2 - \frac{\varepsilon}{2} \sum_{\alpha=1}^{n} |\hat{x}_\alpha|^2 \leq -\frac{2\varepsilon}{3} L(\hat{x}, \hat{v}).$$  
One can apply Lemma 2.3 to have
$$L(\hat{x}, \hat{v})(t) \leq e^{-\frac{2\varepsilon}{3} t} L(\hat{x}, \hat{v})(0). \tag{4.9}$$  
We combine (4.8) and (4.9) to get
$$\mathcal{X}^2(t) + \mathcal{V}^2(t) \leq 4e^{-\frac{2\varepsilon}{3} t} \left( |\mathcal{X}(0)|^2 + |\mathcal{V}(0)|^2 \right) \quad \text{for} \quad t \in (0, \tau^*). \tag{4.10}$$  
It follows from (4.5) that
$$\mathcal{X}(t) \leq 2\sqrt{2}\varepsilon_0 e^{-\frac{\varepsilon}{3} t} \quad \text{for} \quad t \in (0, \tau^*).$$  
In particular, one has
$$\mathcal{X}(\tau^*) \leq 2\sqrt{2}\varepsilon_0 < 3\varepsilon_0,$$  
which is contradictory to (4.7). Hence $\tau^* = \infty.$

- Step B (Exponential decay estimate for mechanical fluctuation): We use a rough upper bound (4.6) and repeat the same argument in Step A to get (4.10) for all $t$.  
\[\square\]
Remark 4.3. 1. Note that the differential inequality \((4.5)\) has been derived in Proposition 3.1 under the a priori condition \((1.8)\). Thus, if we can guarantee that the a priori condition \((1.8)\) is valid in a whole time interval \([0, \infty)\), we will have a desired estimate on the asymptotic formation of a periodically rotating one-point cluster.

2. If we set
\[
\lambda = \frac{\kappa_1}{2(T_M + \varepsilon_0)}, \quad \gamma = \frac{3(\kappa_1\phi(0))^2}{(T_m - \varepsilon_0)^2} + 1,
\]
then Proposition 4.2 implies
\[
\mathcal{X}(t) < 3\varepsilon_0, \quad |\mathcal{Z}(t)|^2 \leq 4|\mathcal{Z}(0)|^2 e^{-\frac{2\gamma t}{T}} \quad \text{for } t \in (0, \tau),
\]
where we used Lemma 2.1, Lemma 2.3 and Proposition 3.1 under the assumption \((1.8)\).

4.2. Derivation of temperature homogenization. In this subsection, we study temperature homogenization. As in the mechanical flocking, we first derive a Grönwall’s inequality for \(T^2\) and then using Grönwall’s type lemma, we obtain desired temperature estimate.

Note that the equation for \(\tilde{T}_\alpha\) in \((2.4)\) can be rewritten as follows:
\[
\frac{d\tilde{T}_\alpha}{dt} = -\frac{\kappa_1}{n} \sum_{\beta=1}^{n} \phi(|\tilde{x}_\alpha - \tilde{x}_\beta|) \tilde{v}_\alpha \cdot \left( \frac{\tilde{v}_\beta}{T_\beta + T^\infty} - \frac{\tilde{v}_\alpha}{T_\alpha + T^\infty} \right) + \frac{\kappa_2}{n} \sum_{\beta=1}^{n} \zeta(|\tilde{x}_\alpha - \tilde{x}_\beta|) \left( \frac{1}{T_\alpha + T^\infty} - \frac{1}{T_\beta + T^\infty} \right) + \tilde{x}_\alpha \cdot \tilde{v}_\alpha + \tilde{v}_c \cdot \tilde{x}_\alpha + x_c \cdot \tilde{v}_\alpha.
\]
We multiply the above equation by \(\tilde{T}_\alpha\) and then sum the resulting relation over \(\alpha\) to obtain
\[
\frac{d}{dt} \sum_{\alpha=1}^{n} \frac{\tilde{T}_\alpha^2}{2} = -\frac{\kappa_1}{n} \sum_{\alpha, \beta=1}^{n} \phi(|\tilde{x}_\alpha - \tilde{x}_\beta|) \tilde{T}_\alpha \tilde{v}_\alpha \cdot \left( \frac{\tilde{v}_\beta}{T_\beta + T^\infty} - \frac{\tilde{v}_\alpha}{T_\alpha + T^\infty} \right) + \frac{\kappa_2}{n} \sum_{\alpha, \beta=1}^{n} \zeta(|\tilde{x}_\alpha - \tilde{x}_\beta|) \tilde{T}_\alpha \left( \frac{1}{T_\alpha + T^\infty} - \frac{1}{T_\beta + T^\infty} \right) + \sum_{\alpha=1}^{n} \tilde{T}_\alpha \tilde{x}_\alpha \cdot \tilde{v}_\alpha + \tilde{v}_c \cdot \sum_{\alpha=1}^{n} \tilde{T}_\alpha \tilde{x}_\alpha + x_c \cdot \sum_{\alpha=1}^{n} \tilde{T}_\alpha \tilde{v}_\alpha = \mathcal{I}_{21} + \mathcal{I}_{22} + \mathcal{I}_{23}.
\]
Now we derive a Grönwall’s type inequality for \(T^2\).

Proposition 4.4. Suppose the conditions \((4.1)\) and \((4.2)\) hold, and let \((\tilde{x}_\alpha, \tilde{v}_\alpha, \tilde{T}_\alpha)\) be a solution to system \((2.4)\) in the time interval \([0, \tau)\). Then we have
\[
\frac{dT^2}{dt} \leq 2 \left( -\frac{\kappa_2 \zeta(3\sqrt{2\varepsilon_0})}{(T_M + \varepsilon_0)^2} + \frac{\kappa_1 \phi(0)}{2(T_m - \varepsilon_0)} + \frac{1}{2} \frac{8\kappa_1 \phi(0)}{(T_m - \varepsilon_0)^2} |\mathcal{Z}(0)|^2 e^{-\frac{2\gamma t}{T}} + \sqrt{2} |z_c(0)| \right) T^2 + 2 \frac{\phi(0)\kappa_1}{T_m - \varepsilon_0} \mathcal{Y}^2 + \frac{\kappa_2 \zeta(3\sqrt{2\varepsilon_0})}{2n(T_M + \varepsilon_0)^2} \mathcal{Y}^4 + \mathcal{X}^2 \mathcal{Y}^2 + \sqrt{2} |z_c(0)| \cdot |\mathcal{Z}|^2, \quad t \in [0, \tau).
\]
Proof. In (4.12), we provide estimates for $I_2$, separately.

- **(Estimate for $I_{21}$):** We use (3.4) to obtain
  \[
  I_{21} = -\frac{\kappa_1}{n} \sum_{\alpha,\beta=1}^{n} \phi(|\dot{x}_\alpha - \dot{x}_\beta|) \bigg( \frac{\dot{v}_\beta}{T_\beta + T^\infty} - \frac{\dot{v}_\alpha}{T_\alpha + T^\infty} \bigg)
  \]
  \[
  = -\frac{\kappa_1}{n} \sum_{\alpha,\beta=1}^{n} \phi(|\dot{x}_\alpha - \dot{x}_\beta|) \frac{\dot{T}_\alpha}{T_\alpha + T^\infty} \cdot (\dot{v}_\beta - \dot{v}_\alpha)
  \]
  \[
  = -\frac{\kappa_1}{n} \sum_{\alpha,\beta=1}^{n} \phi(|\dot{x}_\alpha - \dot{x}_\beta|) \frac{|\dot{v}_\alpha|^2}{(T_\alpha + T^\infty)(T_\alpha + T^\infty)} \dot{T}_\alpha (\dot{t}_\alpha - \dot{T}_\beta)
  \]
  \[
  =: I_{211} + I_{212}.
  \]

- **(Estimate for $I_{211}$):** By direct calculation, one has
  \[
  I_{211} \leq \frac{1}{2n} \frac{\kappa_1 \phi(0)}{(T_m - \varepsilon_0)} \sum_{\alpha,\beta=1}^{n} (\dot{T}_\alpha^2 + |\dot{v}_\alpha|^2 |\dot{v}_\beta - \dot{v}_\alpha|^2)
  \]
  \[
  \leq \frac{1}{2} \frac{\kappa_1 \phi(0)}{(T_m - \varepsilon_0)} T^2 + \frac{\kappa_1 \phi(0)}{(T_m - \varepsilon_0)} V^4.
  \]

- **(Estimate for $I_{212}$):** We use the short-time estimate (4.11) to find
  \[
  I_{212} := -\frac{\kappa_1}{n} \sum_{\alpha,\beta=1}^{n} \phi(|\dot{x}_\alpha - \dot{x}_\beta|) \frac{|\dot{v}_\alpha|^2}{(T_\alpha + T^\infty)(T_\beta + T^\infty)} \dot{T}_\alpha (\dot{t}_\alpha - \dot{T}_\beta)
  \]
  \[
  \leq \frac{4 \phi(0) \kappa_1}{n(T^\infty - \varepsilon_0)^2} |Z(0)|^2 e^{-\frac{2}{n}t} \sum_{\alpha,\beta=1}^{n} (\dot{T}_\alpha^2 + \dot{T}_\alpha \dot{T}_\beta) \leq 8 \phi(0) \kappa_1 |Z(0)|^2 e^{-\frac{2}{n}t} T^2.
  \]

- **(Estimate for $I_{22}$):** We use the relation $\lambda(t) < 3 \varepsilon_0$ in (4.11) to see
  \[
  I_{22} = \frac{\kappa_2}{2n} \sum_{\alpha,\beta=1}^{n} \zeta(|\dot{x}_\alpha - \dot{x}_\beta|) \dot{T}_\alpha \bigg( \frac{1}{T_\alpha + T^\infty} - \frac{1}{T_\beta + T^\infty} \bigg)
  \]
  \[
  = -\frac{\kappa_2}{2n} \sum_{\alpha,\beta=1}^{n} \zeta(|\dot{x}_\alpha - \dot{x}_\beta|) \dot{T}_\beta \bigg( \frac{1}{T_\alpha + T^\infty} - \frac{1}{T_\beta + T^\infty} \bigg)
  \]
  \[
  = \frac{\kappa_2}{2n} \sum_{\alpha,\beta=1}^{n} \zeta(|\dot{x}_\alpha - \dot{x}_\beta|) (\dot{T}_\alpha - \dot{T}_\beta) \bigg( \frac{1}{T_\alpha + T^\infty} - \frac{1}{T_\beta + T^\infty} \bigg)
  \]
  \[
  \leq -\frac{\kappa_2 \zeta(3\sqrt{2} \varepsilon_0)}{2n(T_M + \varepsilon_0)^2} \sum_{\alpha,\beta=1}^{n} (\dot{T}_\alpha - \dot{T}_\beta)^2
  \]
  \[
  \leq -\frac{\kappa_2 \zeta(3\sqrt{2} \varepsilon_0)}{2n(T_M + \varepsilon_0)^2} T^2 + \frac{\kappa_2 \zeta(3\sqrt{2} \varepsilon_0)}{4n(T_M + \varepsilon_0)^2} V^4.
  \]
where we used the relation:
\[
\sum_{\alpha, \beta=1}^{n} (\hat{T}_{\alpha} - \hat{T}_{\beta})^2 = \sum_{\alpha, \beta=1}^{n} \left| (T_{\alpha} - T^{\infty}) - (T_{\beta} - T^{\infty}) \right|^2
\]
\[
= 2n \sum_{\alpha=1}^{n} |T_{\alpha} - T^{\infty}|^2 - 2 \left( \sum_{\alpha=1}^{n} (T_{\alpha} - T^{\infty}) \right)^2 = 2nT^2 - \frac{1}{2} V^4. \tag{4.17}
\]

Note that we used the energy conservation law given by Lemma 2.1 in (4.17):
\[
\sum_{\alpha=1}^{n} (T_{\alpha} + \frac{1}{2}|v_{\alpha}|^2) = \sum_{\alpha=1}^{n} (T_{\alpha}(0) + \frac{1}{2}|v_{\alpha}(0)|^2) = nT^{\infty} + \frac{n}{2}|v_{c}|^2,
\]
which is equivalent to
\[
\sum_{\alpha=1}^{n} (T_{\alpha} - T^{\infty}) = -\frac{1}{2} \sum_{\alpha=1}^{n} (|v_{\alpha}|^2 - |v_{c}|^2) = -\frac{1}{2} \sum_{\alpha=1}^{n} (\hat{v}_{\alpha} + 2v_{c}) \cdot \hat{v}_{\alpha} = -\frac{1}{2} V^2.
\]

(1) (Estimate for I_{23}): We use (1.5) to get
\[
I_{23} = \sum_{\alpha=1}^{n} (\hat{T}_{\alpha} \hat{x}_{\alpha} \cdot \hat{\nu}_{\alpha} + v_{c} \cdot \sum_{\alpha=1}^{n} \hat{T}_{\alpha} \hat{x}_{\alpha} + x_{c} \cdot \sum_{\alpha=1}^{n} \hat{T}_{\alpha} \hat{v}_{\alpha})
\]
\[
\leq \frac{1}{2} T^2 + \frac{1}{2} \sum_{\alpha=1}^{n} |\hat{x}_{\alpha}|^2 |\hat{v}_{\alpha}|^2 + |v_{c}| \left( \frac{1}{2} T^2 + \frac{1}{2} \chi^2 \right) + |x_{c}| \left( \frac{1}{2} T^2 + \frac{1}{2} \chi^2 \right) \tag{4.18}
\]
\[
\leq \frac{1}{2} T^2 + \frac{1}{2} \chi^2 V^2 + \sqrt{2}|z_{c}(0)| \left( T^2 + \frac{1}{2} \chi^2 \right),
\]
since \(|x_{c}(t)|^2 \leq 2|z_{c}(0)|^2\) and \(|v_{c}(t)|^2 \leq 2|z_{c}(0)|^2\).

In (4.12), we collect all the estimates (4.13), (4.14), (4.15), (4.16) and (4.18) to obtain
\[
\frac{dT^2}{dt} \leq 2 \left( -\frac{\kappa_2 \zeta(3\sqrt{2\xi_0})}{(T_m - \xi_0)^2} + \frac{\kappa_1 \phi(0)}{2(T_m - \xi_0)} + \frac{1}{2} + \frac{8\kappa_1 \phi(0)}{(T_m - \xi_0)^2} |Z(0)|^2 e^{-2\kappa_1} + \sqrt{2}|z_{c}(0)| \right) T^2
\]
\[
+ 2 \phi(0) \kappa_1 \frac{\kappa_2 \zeta(3\sqrt{2\xi_0})}{2n(T_m + \xi_0)^2} V^4 + \chi^2 V^2 + \sqrt{2}|z_{c}(0)| \cdot |Z|^2.
\]

For a given \(\xi_0 > 0\), we set \(A_i, i = 1, 2\) as follows.
\[
A_1 := \frac{2\kappa_2 \zeta(3\sqrt{2\xi_0})}{(T_m + \xi_0)^2} - \frac{\kappa_1 \phi(0)}{T_m - \xi_0} - 1 - \frac{16\kappa_1 \phi(0)}{(T_m - \xi_0)^2} |Z(0)|^2 - 2\sqrt{2}|z_{c}(0)| > 0,
\]
\[
A_2 := \frac{2\phi(0) \kappa_1 + \kappa_2 \zeta(3\sqrt{2\xi_0})}{2n(T_m + \xi_0)^2} + 1 \left| |Z(0)|^4 + 4\sqrt{2}|z_{c}(0)||Z(0)||Z(0)|^2 > 0. \tag{4.19}
\]

Note that whenever \(\kappa_2\) becomes larger, \(A_2\) also becomes larger, but \(\frac{A_2}{A_1 - \xi_0^2}\) is bounded in the following context. So from now on we assume that \(A_1 > 0\).

Now we show that the temperature fluctuation functional \(T^2\) decays exponentially at least in a short-time interval.
Proposition 4.5. Suppose the conditions (4.1) and (4.2) hold, let \( \{(\bar{x}_n, \bar{v}_n, \bar{T}_n)\} \) be a solution to system (2.4) for \( \tau \in [0, \infty) \). Then, we have temperature homogenization:

\[
\mathcal{T}^2(t) \leq \mathcal{T}^2(0)e^{-A_1 t} + \frac{A_2}{A_1 - \frac{2}{5} \tau} (e^{-\frac{2}{5} \tau t} - e^{-A_1 t}), \quad t \in (0, \tau),
\]

where \( \varepsilon \) satisfies (4.1).

Proof. It follows from Proposition 4.1 and Remark 4.3 that

\[
\frac{d\mathcal{T}^2}{dt} \leq 2\left( \frac{-\kappa_2 \xi (3\sqrt{2\varepsilon_0})}{(T_M + \varepsilon_0)^2} + \frac{\kappa_1 \phi(0)}{2(T_m - \varepsilon_0)} - \frac{1 + 8\phi(0)\kappa_1 |\mathcal{Z}(0)|^2 e^{-\frac{2}{5} \tau t} + \sqrt{2} |\mathcal{Z}_c(0)|^2 e^{-\frac{2}{5} \tau t}}{\sqrt{2} |\mathcal{Z}_c(0)|^2 e^{-\frac{2}{5} \tau t}} \right) \mathcal{T}^2
\]

\[
+ \left( \frac{2 \phi(0)\kappa_1}{T_m - \varepsilon_0} + \frac{\kappa_2 \xi (3\sqrt{2\varepsilon_0})}{2n(T_m + \varepsilon_0)^2} + 1 \right) |\mathcal{Z}(0)|^4 e^{-\frac{4}{5} \tau t} + 4\sqrt{2} |\mathcal{Z}_c(0)||\mathcal{Z}(0)|^2 e^{-\frac{2}{5} \tau t}
\]

\[
\leq - \left( \frac{2 \kappa_2 \xi (3\sqrt{2\varepsilon_0})}{(T_M + \varepsilon_0)^2} - \frac{\kappa_1 \phi(0)}{T_m - \varepsilon_0} - 1 - \frac{16\phi(0)\kappa_1 |\mathcal{Z}(0)|^2 - 2\sqrt{2} |\mathcal{Z}_c(0)|}{(T_m - \varepsilon_0)^2} \right) \mathcal{T}^2
\]

\[
+ \left( 16 \left( \frac{2 \phi(0)\kappa_1}{T_m - \varepsilon_0} + \frac{\kappa_2 \xi (3\sqrt{2\varepsilon_0})}{2n(T_m + \varepsilon_0)^2} + 1 \right) |\mathcal{Z}(0)|^4 + 4\sqrt{2} |\mathcal{Z}_c(0)||\mathcal{Z}(0)|^2 \right) e^{-\frac{2}{5} \tau t}
\]

\[
= -A_1 \mathcal{T}^2 + A_2 e^{-\frac{2}{5} \tau t}.
\]

Finally, we apply Lemma 2.3 for (4.20) to see

\[
\mathcal{T}^2(t) \leq \mathcal{T}^2(0)e^{-A_1 t} + \frac{A_2}{A_1 - \frac{2}{5} \tau} (e^{-\frac{2}{5} \tau t} - e^{-A_1 t}), \quad \text{for } 0 \leq t < \tau.
\]

\[\Box\]

Remark 4.6. Note that if we assume a rough bound estimate of temperature fluctuations around time-dependent temperature \( T^\infty(t) \), then we can obtain exponential decay estimate toward \( T^\infty(t) \). This bootstrapping argument will be used to derive the thermo-mechanical flocking in the whole time interval \( (0, \infty) \) in the next section.

5. Emergence of a periodically rotating one-point cluster. In this section, we provide our main result on the formation of a periodically rotating one-point cluster by extending a local result of Theorem 4.1 in the small-time interval \([0, \tau]\) to the whole line. For this, we verify that the a priori assumption (4.2) on the positivity of temperatures, i.e., (4.8) holds in the whole time interval using the continuous induction and decay estimates of fluctuations in Theorem 4.1. We are now ready to present our main result on the emergence to asymptotic flocking.

Theorem 5.1. Suppose that the communication weights and initial data satisfy the following relations:

1. The communication weight functions \( \Phi \) and \( \zeta \) satisfy (1.3) and (1.4).

[...remainder of the document continued with the original text...]
Then, since \( \tau \) check the a priori condition in (4.2) holds for

\[
\sum_{n=1}^{\infty} \left( |x_n(t) - x_c(t)|^2 + |v_n(t) - v_c(t)|^2 \right) \leq 4 \sum_{n=1}^{\infty} \left( |x_n(0) - x_c(0)|^2 + |v_n(0) - v_c(0)|^2 \right) e^{-\frac{\kappa}{2} t}.
\]

Proof. For the desired estimates (5.3), it follows from Theorem 4.1 that it suffices to check the a priori condition in (4.2) holds for \( \tau = \infty \).

For this, define

\[
S := \left\{ t > 0 : T^\infty(s) - \varepsilon_0 \leq T_{\alpha}(s) \leq T^\infty(s) + \varepsilon_0, \quad s \in [0, t], \quad \alpha = 1, \cdots, n \right\}.
\]

Then, since

\[
T_m - \varepsilon_0 \leq T^\infty(0) - \varepsilon_0 < T_{\alpha}(0) < T^\infty(0) + \varepsilon_0 \leq T_M + \varepsilon_0
\]

and by the continuity, there exists \( \tau' > 0 \) such that

\[
T^\infty(s) - \varepsilon_0 \leq T_{\alpha}(s) \leq T^\infty(s) + \varepsilon_0, \quad s \in \left[0, \tau'\right).
\]

Hence

\[
\tau' \in S, \quad \text{i.e.,} \quad S \neq \emptyset.
\]

Now we claim:

\[
\tilde{t}^* := \sup S = \infty.
\]

Suppose not, i.e., \( \tilde{t}^* < \infty \). Then, there exists at least one \( \alpha \) such that

\[
T_{\alpha}(\tilde{t}^*) = T^\infty(\tilde{t}^*) + \varepsilon_0 \quad \text{or} \quad T_{\alpha}(\tilde{t}^*) = T^\infty(\tilde{t}^*) - \varepsilon_0.
\]
In what follows, we will show that the above two cases lead to contradictions, and we conclude $\hat{t}^* = \infty$ and the desired estimates follow from Theorem 4.1.

- (Case A): Suppose there exists $\alpha \in \{1, \cdots, n\}$ such that
  \[T_\alpha(\hat{t}^*) = T^\infty(\hat{t}^*) + \epsilon_0.\]
  This and (3.1) yield
  \[\epsilon_0^2 = |T_\alpha(\hat{t}^*) - T^\infty(\hat{t}^*)|^2 \leq T^2(\hat{t}^*).\]  
  On the other hand, we use Proposition 4.5 to obtain an upper bound for $T^2$:
  \[T^2(\hat{t}^*) \leq T^2(0)e^{-A_1\hat{t}^*} + \frac{A_2}{A_1 - \frac{2}{3}\epsilon} (e^{-\frac{2}{3}\hat{t}^*} - e^{-A_1\hat{t}^*}) \leq T^2(0) + \frac{A_2}{|A_1 - \frac{2}{3}\epsilon|}.\]  
  Now, it follows from (5.4) and (5.5) that
  \[\epsilon_0^2 \leq T^2(0) + \frac{A_2}{|A_1 - \frac{2}{3}\epsilon|}.\]
  This is contradictory to the last relation in (5.1).

- (Case B): Suppose there exists $\alpha \in \{1, \cdots, n\}$ such that
  \[T_\alpha(\hat{t}^*) = T^\infty(\hat{t}^*) - \epsilon_0\]
  which leads to the same estimate (5.4). Then, we can repeat the same argument in Case A to get a contradiction to (5.1). Finally, it follows from Case A and Case B that we derive a contradiction from the hypothesis that $\hat{t}^*$ is finite. Therefore, we have
  \[\hat{t}^* = \infty\]
  and the a priori condition on the positivity of temperatures is valid in a whole time interval as in (5.2):
  \[\sup_{0 \leq t < \infty} |\hat{T}_\alpha(t)| \leq \epsilon_0.\]
  Then the thermo-mechanical estimates (4.3) in Theorem 4.1 hold for $\tau = \infty$.  

**Remark 5.2.** We can relax the conditions (2)-(3) in Theorem 5.1 to more applicable conditions: there exist $\epsilon > 0$ and $\epsilon_0 > 0$ such that the initial data satisfy
\[(2') : \mathcal{X}(0) \leq \epsilon_0, \quad \mathcal{V}(0) \leq \epsilon_0, \quad \epsilon_0^2 > T^2(0) + \frac{A_2}{|A_1 - \frac{2}{3}\epsilon|},\]
\[(3') : -2\lambda \phi(3\sqrt{2}\epsilon_0) + \epsilon_1 + \frac{\kappa_1 \epsilon_0 \phi(0)}{(T^M - \epsilon_0)^2} \leq -\epsilon.\]
If we choose $\mathcal{X}(0) \leq \epsilon_0, \quad \mathcal{V}(0) \leq \epsilon_0, \quad T^2(0) \leq \frac{1}{2}\epsilon_0^2, \quad \kappa_2 \zeta(3\sqrt{2}\epsilon_0) \gg \epsilon_0^2(T^M + \epsilon_0)^2 \gg \kappa_1$ and $\frac{(T^M - \epsilon_0)^2}{T^M + \epsilon_0} > 3\sqrt{2}\epsilon_0^2$, then (2') and (3') are true.

**Remark 5.3.** In a recent work [23], Shu and Tadmor studied emergent dynamics for the hydrodynamic Cucker-Smale model in an external field:
\[
\begin{cases}
\partial_t \rho + \nabla_x (\rho u) = 0, \\
\partial_t u + u \cdot \nabla_x u = \int \phi(|x - y|)(u(y,t) - u(x,t))\rho(y,t)dy - \nabla U(x),
\end{cases}
\]
and obtained several emergent estimates using an energy estimate and Lagrangian approach based on particle trajectories.

6. Numerical simulation. In this section, we provide numerical examples for the thermo-mechanical flocking. For the simulation of system (1.2), we use the forth-order Runge-Kutta method with a time step $\Delta t = 0.01$ in the two dimensional Euclidean space. We set $n = 100$ and pick initial data as in Figure 6.1. Precisely we take $x_\alpha \in (0.32, 0.35) \times (0.2, 0.24)$, $v_\alpha \in (-0.3, -0.29) \times (0.05, 0.06)$, and $T_\alpha \in (10.8, 10.9)$ for $\alpha = 1, \ldots, n$ which are picked randomly among the rational numbers on each associated interval.

We choose the coupling strengths and the communication weight functions as follows: 

$$\kappa_1 = 1, \quad \kappa_2 = 100, \quad \phi(r) = \frac{1}{\sqrt{1 + r^2}}, \quad \zeta(r) = \frac{40}{\sqrt{1 + r^2}}.$$ 

From these, we compute some values:

$$X(0) \approx 0.1419, \quad V(0) \approx 0.5470, \quad T(0) \approx 0.2722, \quad T_m \approx 10.6445, \quad T_M \approx 10.8955.$$

![Fig. 6.1. Initial positions(left), velocities(right) and temperatures(color) with $n = 100$.](image)

Now with the setting $\varepsilon_0 = 0.76$, $\varepsilon = 0.003$, these parameters satisfy the conditions (2) and (3) in Theorem 5.1. In Figure 6.2 we can see the flocking phenomena of $x_\alpha$, $v_\alpha$, and $T_\alpha$. Indeed these configuration which appear to be periodic, approximate to $x_c$, $v_c$, and $T^\infty$ respectively which are periodic (Lemma 2.1). In Figure 6.3 we can see the exponential decay of $\ell^2$ fluctuations $X$, $V$, and $T$. From the decay results, we can assert that $x_\alpha$, $v_\alpha$ and $T_\alpha$ approximate $x_c$, $v_c$, and $T^\infty$ respectively.

7. Conclusion. In this paper, we studied emergent dynamics of the thermodynamic Cucker-Smale model in a harmonic potential field, and provided asymptotic formation of periodically rotating one-point cluster which cannot be seen from the Cucker-Smale model in the absence of a harmonic potential field. For the emergent dynamics, we need well-prepared initial data which are confined in a certain range of the state space. To
Fig. 6.2. Dynamics of positions $x_\alpha$ (left), velocities $v_\alpha$ (mid), and temperatures $T_\alpha$ (right). Each line with a color shows one particle. $x^i_\alpha$, $v^i_\alpha$ mean $i$-th arguments of $x_\alpha$, $v_\alpha$ respectively.

Fig. 6.3. Decaying results for $\ell^2$ fluctuations $\log \langle X(t) \rangle$, $\log \langle V(t) \rangle$ and $\log \langle T(t) \rangle$.

To guarantee the positivity of temperatures in a whole time interval, we first make an ansatz on the temperatures in a short-time interval to make sure the existence of the solution for the system, and then obtain the exponential decay for the fluctuations of position and velocity from the dissipative differential inequality in the same short-time. Using this result, one can deduce that fluctuations of temperature decay exponentially which improves the ansatz. By the continuity argument, we derived the formation of periodically rotating one-point cluster exponentially fast. Of course, our analytical framework is only a sufficient one, hence once the initial data do not satisfy conditions in our proposed framework, then our results cannot say anything definite. As in the Cucker-Smale model, multi-clusters can emerge from the given initial data which do not satisfy our proposed framework. We leave this interesting issue for a future work.
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