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Abstract: This paper presents the modeling of the networks supporting today’s telemetry. The incorporation of networking features has significantly enhanced the capability and performance of modern telemetry systems. The development of Integrated Network-Enhanced Telemetry protocols and the use of networked telemetry applications has introduced a host of potential cybersecurity risks inherent in modern networking. This paper will investigate how telemetry applications are uniquely structured with wide-, local-, and micro-area networks that represent modern telemetry solutions. The development of these models and the traffic on these networks will enable analysis into the unique threats and vulnerabilities of telemetry networks. The core of this paper is the notion that telemetry networks are unique, and modeling these networks is key to the current work. The core premise of this paper is also that telemetry networks look and function like Supervisory Command and Data Acquisition (SCADA) networks. By digging deeply into both of these structures, we have shown here that SCADA architectures can be adapted to telemetry networks. This approach opens the door to a wealth of analysis, strategies, and solutions for telemetry networks that are well developed in the SCADA realm.
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1. Introduction

It was reported that a working group on telemetry was founded in 1948 so that “a large amount of development effort could be saved by standardization” [1]. Versions of those upcoming standards started evolutionary sequencing in 1953, which later led to active use by multiple ranges in 1969, following approximately ten updates/revisions. Both commercial and military telemetry communities harvested the benefits of having invested in these standards after several decades. The Central Test and Evaluation Investment Program (CTEIP) instituted the Integrated Network-Enhanced Telemetry (iNET) project to foster an interoperable air-to-ground network telemetry capability. Since then, the standards created by the iNET project have been embraced as Chapters 21 through 28 of the Range Commanders’ Council (RCC) standards. Moreover, the Telemetry Network Standards (TmNS) introduced a major improvement to the sequence of evolving the Range Commanders’ Council (RCC) standards [1–3].

Components of future networked telemetry include network-enabled instrumentation, network-enabled ground stations, and mission control rooms, as well as ground support equipment. These components are considered a high-level subsystem of Integrated Network-Enhanced Telemetry (iNET) [4]. iNET is portrayed as a networked telemetry data system that can provide developmental flight tests. Figure 1 shows telemetry network instrumentation and a test article (TA) to ground station (GS) telemetry system proposed by Young [4]. This single TA to single GS communication is the basic building block for multiple distributed sites and consists of multiple TAs and GSs. The iNET paradigm is shown to have the benefits of test/data and spectrum efficiency as well as long-term sustainability and interoperability. In our effort to develop a telemetry network testbed, we build upon the concepts and implementation ideas developed for iNET and beyond.
Figure 1. Telemetry network instrumentation and a test article aircraft [4].

Because of the complexity of modern aircraft as well as spectrum reduction in the Department of Defense (DoD), collecting important data from a test flight in real-time has become increasingly difficult. However, over the last five decades, aircraft flight test performance has been monitored by utilizing unidirectional telemetry links to the ground for the test article. Moreover, Integrated Network-Enhanced Telemetry (iNET) networks enable access to and the transmission of onboard aircraft data in an on-demand fashion using duplex datalinks [5]. This equips test engineers with the ability to control the instrumentation on board a test article from the ground. This capability of controlling the airborne instrumentation from the ground grants access to both the data recorder and the data acquisition systems’ data formatting and sampling, which, in turn, can furnish the capacity for dynamic real-time adjustment of information streaming to the ground. The DoD test community has invested in iNET for the future of network telemetry [5].

In modeling a telemetry network, we consider the ground station to comprise traditional enterprise network and Supervisory Command and Data Acquisition (SCADA) systems. This allows us to build on the many studies of cyber vulnerabilities in SCADA networks. SCADA systems are among the most widely used industrial control systems (ICSs) that enable the controlling and monitoring of process equipment on multiple sites that spread over large distances [6]. SCADA systems are cyber-physical systems with communication networks interfacing the monitoring and control system with the hardware and these could have multiple supervisory systems, programmable logic units (PLCs), remote terminal units (RTUs), human–machine interfaces (HMIs), process and control instrumentation, sensors, and actuator devices over a large geographical area. SCADA systems make use of both new and legacy systems, including traditional information systems [7]. SCADA systems are not only as vulnerable as any other networked computer systems, but their legacy systems create another layer of threat. Since many of these systems have existed for decades, their cybersecurity risks are unknown and challenging to analyze as well. These
SCADA systems resemble much of the networked telemetry systems that we intend to model and therefore represent a good starting point.

Due to their architecture, strict real-time specifications, network traffic functionality, and complex application layer protocols, there are security threats relevant to SCADA systems in particular [7,8]. As a result, specialized intrusion detection systems (IDSs) are desired to secure modern SCADA systems. In order to achieve the required performance of a real-time system operating continuously with the behavior of coexisting system failures, environmental conditions, human errors, and cyberattacks, there are three important factors to be considered for the design of SCADA-specific IDSs: hierarchical architecture, network traffic properties, and cyber vulnerabilities and attacks [6–12]. Having dedicated independent hierarchical architecture in SCADA systems, industrial control networks are characterized by different protocols and physical standards. SCADA physical and cybersecurity are converging these days. The forthcoming fourth-generation SCADA systems adopt industrial Internet of Things (IIoT) and Future Internet (FIN) technologies such as cloud/fog computing, big data analytics, mobile computing, etc. [11].

Here in this paper, we are envisioning the current telemetry network with the idea of building a general telemetry cybersecurity network testbed, which initially combines traditional network security controls with an industrial control system (ICS-SCADA) structure built with telemetry components.

The goal of this paper is to provide an architectural framework for telemetry networks for our testbed that meets the current and future requirements of network operations. It describes and classifies the current modules and components of a telemetry network system. It outlines the system architecture to help set a working foundation for telemetry network system vulnerability analysis that leads to a security solution. This is our contribution to the general telemetry cybersecurity community, where we capture the scope of these networks and frame this environment. This architecture will also allow us to explore machine learning and artificial intelligence for the real-time streaming of data to predict unique patterns in traffic in telemetry networks.

This paper introduces the telemetry network components. Test and ground stations are analyzed in Section 2. This section is organized into different subsections further analyzing both the test articles and the ground communication systems. The test article investigates the different communication devices onboard the test article that resemble a typical internet of things network, whereas the ground communication system subsection addresses different components such as the ground communication entities, protocols, and the Test and Resource Management Center. Section 3 dives deep into the SCADA architecture in our attempt to model and overlap the SCADA architecture to the telemetry network. This SCADA part envisions the most secured part of the telemetry network that is normally referred to as the mission control center.

2. Telemetry Architecture: Test Article and Ground Station

The Telemetry Network Standards (TmNS) investigate improvements in RF technologies, modulations, and waveforms, RF components (e.g., linear amplifiers, multiband support), improved access schemes (e.g., TDMA, FDMA), and alternative wireless technologies that leverage spectrums not currently used for telemetry. They also develop tools to provide flexible and agile access to spectrum, enable the management of telemetry network resources, and test planning and system performance. In this regard, there is a huge pressure to share and manage telemetry spectrum resources due to the ever-increasing high demand for air-to-ground telemetry bandwidth. The spectrum management system (SMS) of DoD works on test range operations with advanced tools for frequency deconfliction and air-to-ground RF link quality prediction for forthcoming test flights. Moreover, the ever-increasing commercial interest in telemetry spectrum bands has created a need for test range operations personnel to plan and manage the available spectrum in the most efficient way possible. The Spectrum Efficient Technology (SET)-Spectrum Management System (SMS) project has been launched to help test range personnel deploy advanced capabilities
with efficient and improved spectrum resources [13]. Spectrum sharing between federal and commercial users is proposed by the FCC and NTIA to open up the 3.5 GHz band for wireless broadband [14]. Detection and subsequent allocation by other users of the available licensed spectrum for temporary use without interfering with the transmission of incumbent signals. Our research in the past has presented a spectrum-sharing opportunity and technology that will help reduce service interference between spectrum users. We developed a protocol model for spectrum sharing and implemented a cognitive radio media access sensing mechanism using a cyclo-stationary feature detector (CFD) [14].

Since the inception of TmNS, it has identified different capabilities for networked aeronautical telemetry [1]. These include, but are not limited to, the need for,

- Spectrum and access management.
- Solutions for the management of telemetry infrastructure.
- Management of telemetry network performance.
- Unified management tools.

One of the main goals of the iNET is to enhance reliable and secure communication between a test article (TA) and a ground station (GS), as shown in Figure 1, adapted from Young [4].

The bidirectional link between the TA and GS must be reliable, efficient, and secure. The ground control of onboard flight instrumentation can control all components configured in the network. This system can request data in real time and access the data without disturbing the recording capability. Since this telemetry network leverages the commercial network communication standards of Ethernet, TCP/IP, UDP/IP, SNMP, RTSP, FTP, XML, and PPTP1588, the risks associated with these protocols are inevitable in telemetry networks. However, this allows a bidirectional telemetry architecture with unconstrained potential for application-based functionality. This influences instrumentation configuration, acquisition sites, mission control rooms, components, and capability.

The iNET program in the US DoD has implemented a novel approach to telemetry in which the network architecture for airborne platforms replaces the serial instrumentation bus with industry-standard Ethernet. It also introduced a bidirectional network channel from the aircraft to the ground. Though iNET also makes use of serial streaming telemetry (SST) links for the safety of flight and other telemetry data, the introduction of new network-based communication channels will provide new functionalities that did not exist before. Moreover, iNET provides command and control of the instrumentation systems while the aircraft is in flight. For more than five decades, aircraft flight test performances were monitored using a unidirectional telemetry link for the test article to the ground. iNET eventually introduced the capability to access and transmit onboard data in a packetized IP-based format [4,5].

2.1. Test Article and Ground Station

2.1.1. Onboard Instrumentation System

The onboard instrumentation system on a TA consists of a networked system of device communication via different protocols such as Ethernet, WiFi, Bluetooth/BLE, ZigBee, and Zwave. These protocols belong to a class of IoT protocols. Hence, the onboard instrumentation can be viewed as a network of communication equipment that sends data from the IoT network, where the IoT devices mainly include different sensors on the Test Article. The flight onboard test bed also consists of the telemetry network system (TmNS) that includes a TmNS recorder, a TmNS radio, TmNS data acquisition units, and a TmNS switch.

The data encrypted by the TA’s network are processed and displayed for real-time and offline visualization by the mission control system of the ground station. This control system is described in detail in the SCADA system (Section 3.1).
2.1.2. Ground Communication System

The ground segment contains the antenna system that creates a link to the TA or multiple TAs, as shown in Figure 1. The current link paradigm relies on a TM link, which is efficient in spectrum to increase the availability of required bandwidth. In addition, it is also efficient in providing improved test data and test efficiency.

2.2. Test and Resource Management Center

The Test Resource Management Center (TRMC) is the manager of the Joint Mission Environment Test Capability (JMETC). This subsection describes the architectures of the test and training environment that integrates the live and virtual environments [1,15,16]. Several perspectives of this environment are captured below from prior work that will allow us to develop our test bed model.

2.2.1. Test and Training Environment

Figure 2 shows the kind of network framework that we envision for our cybersecurity test environment. At the top in Figure 2 is shown some physical assets. These physical assets are connected through networks below them. We have a simulated environment below the networks. These physical and simulated real environments are somehow interfaced to virtual assets such as big data storage, big data analytics, and visualization through the middleware called Test and Training Enabling Architecture (TENA).

Figure 2 shows a virtual test and training environment, JMETC, which reflects our objective in modeling a telemetry network. This test environment abstraction shows the many aspects of the future of telemetry [17].
JMETC provides a robust and secure distributed testing environment, including several government and industry range labs, cybersecurity testing and evaluation (T&E), and TENA. JMETC supports T&E infrastructure interoperability. One of the challenges in the original design of the DoD test range infrastructure was the lack of interoperability between different systems. TENA is a flexible infrastructure design for T&E operation with mature and continuously improving software architecture with integration capability [16].

JMETC has a hybrid network architecture:

1. The JMETC Secret Network (JSN), which is the T&E enterprise network solution for Secret testing is based on the Secret Defense Research and Engineering Network (SDREN).
2. The JMETC Multiple Independent Levels of Security (MILS), whereas The T&E Enterprise network solution for all classifications and cyber testing is Network (JMN).

JMETC supplies tools, services, and support that are all institutionally funded capabilities. JSN and JMN engineering and event support services are free to the user. JMETC capabilities are driven by user requirements and JMETC provided tools and services are based on user input. TENA is an architecture for ranges, facilities, and simulations to interoperate, to be reused, and to be composed into greater capabilities [16].

2.2.2. Net-Centric Systems Test Environment

Another look at the test environment with a distributed T&E Infrastructure is as shown in [6,18]. They can bring resources from different sites and combine them into a cohesive test environment as shown in Figure 3.

![Figure 3. Net-Centric Systems Test (NST) environment [18].](image)

The Net-Centric Systems Test (NST) single-test environment provides agile early and continual capability-based automated T&E for performance, interoperability, effectiveness, and sustainability. The NST cohesive environment domain focuses on test automation,
systems of system testing, and modeling and simulation. This network consists of a land network, surface network, aeronautical network, and space network.

2.2.3. Distributed Live and Simulated Systems T&E Environment

The distributed live and simulated environment adds the ability to provide system testing with the addition of simulated elements that interact with live systems under test. It requires advanced synchronization algorithms to remove test infrastructure bias in support of mission effectiveness T&E. It consists of simulated and live entities. The integrated live simulated environment shown in Figure 4 is controlled from a test and control analysis center.

![Figure 4. Integrated live simulated environment (modified from [16,19]).](image)

It is one scenario of the NST system of system testing. It can consist of live entities such as ground stations, swarm UAVs, which are in an ad-hoc network, and SATCOM, as well as simulated entities that include things such as soldiers, tanks, and fighter helicopters, added to create a comprehensive ground wireless environment. The live entities communicate with the swarm of UAVs and the wireless network (urban environment) via cellular networks. This network communicates to a TA via a ground station. A TA has an onboard instrumentation system that has several sensors interconnected via LAN and short-range communication protocols such as Bluetooth and Zigbee.
2.2.4. T&E Simulated and Cyberspace Threat Environment

Figure 5 shows the T&E simulated environment and cyberspace threat environment, which, together, form a cohesive structure of warfighting systems. This system includes a global information grid, which is the DoD Internet, and it also involves simulated threats.

The T&E accurately and affordably measures cyberspace effectiveness and vulnerability of warfighting systems and DoD information systems to verify the war fighter’s capability to achieve mission success while operating in cyberspace. This cyberspace threat environment is made up of the execution domain (visualization and analysis tools, intelligent analysis instrumentation, network intelligent analysis instrumentation, and sanitization instrumentation), threat domain (simulation/stimulation), and test planning domain (scenario/test design and control).

3. General Networked Telemetry Architecture

This section outlines the general telemetry architecture envisioned in this paper. This approach models telemetry systems as an industrial control system (ICS) SCADA. These systems have received significant attention, so analysis and conclusions of this work will apply directly to our efforts to model telemetry systems for cybersecurity purposes. The architecture consists of a typical enterprise network and an ICS/SCADA representation of a telemetry system ground station, as shown in Figure 6. Here, the emphasis is on the ICS-SCADA representation of telemetry systems, which is described in detail in Section 3.1.
presents the core of this paper, which is the general networked telemetry architecture. The SCADA system architecture evolution is as shown in Tables 1 and 2, and the model we consider will be the Purdue reference architecture.

![Industrial control system (ICS) network architecture.](image)

**Figure 6.** Industrial control system (ICS) network architecture.

**Table 1.** Supervisory Command and Data Acquisition (SCADA) system architecture evolution.

| Process Control Network | Purdue Reference Architecture |
|-------------------------|------------------------------|
| Manufacturing Operations| Level 3 | Enterprise | Level 4 |
| Control Systems         | Level 2 | DMZ        | DMZ or 3.5 |
| Intelligent Devices     | Level 1 | Manufacturing Operations | Level 3 |
| Process                 | Level 0 | Plant HMI  | Control Systems | Level 2 |
|                         |         |            | Intelligent Devices | Level 1 |
|                         |         |            | Process | Level 0 |
The ICS model includes three independent layers: the enterprise layer, the supervisory layer, and the field layer. The industrial control system (ICS) network model maps telemetry test range control elements into the ICS supervisory layer and the telemetry test article into the ICS field layer. The ICS system’s field layer can be connected to the enterprise network for management purposes via the supervisory layer separated by a firewall [20–22].

The ICS is different from a traditional enterprise system due to its close connections to the physical layer of devices. For example, if we consider a single telemetry ground station, the sensors distributed on a test article consist of the intelligent electronic devices (IEDs) in the ICS model.

3.1. Industrial Control System (ICS)

The industrial control system (Levels 0–3) of the Purdue architecture maps into the TA and ground segment of iNET. Levels 0–2 from Purdue are the field layers of Figure 6, whereas Level 3 from Purdue is the supervisory layer. The field layer of the ICS system consists of the following networked components [20–22]. These components are described below to show how they could map to the envisioned SCADA-based ground control room, T&E center’s field layer.

1. Human–Machine Interface (HMI)

   It is usually a computer terminal interface that presents the cycle information to be constrained by a human administrator. It is utilized by connecting to the SCADA framework’s product projects and data sets for providing the administrator data, including the planned support systems, point-by-point schematics, strategic data, and moving and demonstrative information for a particular sensor or machine. HMI frameworks encourage the working administrators to see the data graphically. In telemetry networks, the HMIs represent ground station control room computer interfaces for mission control and T&E simulations.

2. Remote Terminal Unit (RTU)

   All field hardware is associated with the RTU. It is an agent of an independent microprocessor-controlled unit that screens and controls hardware in the field. Field devices in SCADA frameworks are interfaced with microchip-controlled electronic gadgets called remote terminal units (RTUs). These units transmit telemetry information to the master system and retrieve messages from the master supervisory system for controlling the associated devices. Consequently, these are additionally called remote telemetry units.

3. Programmable Logic Controller (PLC)

   In SCADA frameworks, PLCs are associated with sensors for gathering sensor output signals and changing those sensor signals into computerized information. PLCs are utilized rather than RTUs due to the advantages of PLCs such as adaptability, arrangement, flexibility, and tolerance compared to RTUs.

   Different programmable logic controllers (PLCs) are arranged and control a subset of processes known as Supervisory Control and Data Acquisition (SCADA). PLCs gather measurement information and send commands to field devices by executing control logic.

4. Communication (Transmission System)
Communication equipment permits the exchange of data and information to and from the master terminal unit (MTU) and the RTU. For the most part, a mix of radio and direct wired connections are used for SCADA frameworks, yet in the event of large-scale systems such as power stations and railroads, SONET/SDH are often used. Even if there are several SCADA communications protocols functional for SCADA systems, only a handful of them are standardized. SCADA vendors only recognize the standardized protocols for sending information when the supervisory station polls the RTUs.

(5) The master terminal unit (MTU) gathers and logs data collected by the field layers, shows data to the human–machine interface (HMI), and may create activity dependent on distinguished events.

(6) Supervisory System

A supervisory system is utilized for conveying data between the hardware of the SCADA framework; for example, RTUs, PLCs, sensors, and so forth, as well as the HMI programming utilized in the control room workstations. The master station or administrative station involves a solitary PC in more modest SCADA frameworks, and, in the event of bigger SCADA frameworks, the administrative framework includes dispersed software applications, catastrophe recuperation locales, and various workers. These numerous servers are designed in a hot-backup development or dual-redundant, which continuously controls, and screens should an occurrence of a server malfunction arise.

(7) SCADA Programming

SCADA programming mainly uses the C language or derived programming languages. Data collected from RTUs must be read, which requires HMI and MTU, grouped and stored in history databases. These stored data are further analyzed to display trends that will give significant situational data if there should arise an occurrence of a failure event or process.

The above components are parts of the control network in Figure 6. Additional components in the ICS system are IEDS, which are intelligent sensors required to acquire data. The supervisory layer in Figure 6 is made up of several servers such as Historian and Database servers. It also includes workstations for different user groups, engineering, and operators. Network protocols in ICSs are mainly Ethernet TCP/IP, Modbus, and Modbus TCP.

3.2. General Integrated Networked Telemetry (iNET) Architecture

The telemetry architecture described in this section models telemetry network test sites, which includes an enterprise level that follows the SCADA model and control and field network levels. This architecture, as shown in Figure 7, has two test sites (T&E Centers), each of which has three SCADA levels. The Global Grid is the DoD Internet connected to both test sites and the T&E Resource Center through high-speed internet. Interfaces between two connected sites are secure connections. There are telemetry radio links between the test sites and test articles, which can be aircraft or ships. These communications links are targets of cyber threats such as denial of service on the radio network or intrusion on the enterprise, control, or field networks or the test article [23,24].
The general telemetry architecture proposed in this article is shown in Figure 7. It consists of different test and evaluation centers that are interconnected via the global grid. Figure 7 also shows two T&E centers connected to the global grid. The detail of each T&E site consists of the ICS-SCADA control room and enterprise network, which is described in Figure 6. The two T&E centers can communicate via the internet, which is secured via VPN, across the global grid. It also shows a joint test space made up of two test articles communicating via a reliable link, but they belong to two different T&E centers.

### 3.3. Mapping the Old Scada System to the Industrial 4.0

Verifiably, ICSs were truly isolated from the rest of the world, so it was hard to put forth a business defense for network safety given that they used to be completely isolated [23]. The attention was on keeping the process running, not network protection against cyberattacks.

Historically, the SCADA system architecture has evolved in the past from the process control network to the Purdue reference architecture (PERA) then to the industrial Internet of Things (IIoT) architecture, as shown in Table 2. Purdue was acquired as an operational model that sections the organization into coherent segments, bringing about an enterprise zone, a manufacturing/industrial zone, and the industrial DMZ (IDMZ) (gateway). The IDMZ (Level 3.5) is the authentication boundary between information technology (IT) and operation technology (OT). While the IT consists of Levels 4 and 5, the OT consists of Levels 0–3. This segmentation restricts traffic into the OT layers, and access to the lower layers happens from within the OT zones, where security can be better assured.

The expansion to the industrial Internet of Things (IIoT) architecture can be viewed as a significant spark to move to the Zero Trust segmentation, since it overturns the classically
stacked and hierarchical nature of the PERA model [9,25]. This stemmed from industrial manufacturing systems that are looking to take advantage of business continuity and operational analytics benefits. IIoT architecture further fragments the network of IIoT devices, which are parts of the OT layer and can communicate with the IT layers. They can send their data to Layer 3, which communicates with Layers 4 and 5. However, this direct connection exposes the underlying manufacturing layer for vulnerability. If proper isolation mechanisms are in place, a compromised IIoT device can be an attack launching pad to the rest of the OT segment it belongs to. It is easy to imagine the extent of this magnitude when there are a vast number of devices, each with its own possible security issues. Hence, it is essential to consider the security of IIoT devices as that of the other segments of the network. It is also important to weigh the benefits of a direct connection from the lower OT layers directly to the IT layer and the challenges to cybersecurity. We envisioned the telemetry network as a Purdue reference architecture. However, with the recent projects of the Department of Defense (DoD) such as JEDI, IIoT Reference architecture is also an alternative.

4. Conclusions

In this paper, we have captured a network-enhanced telemetry architecture for the purpose of modeling and analysis for cybersecurity risks. We show how telemetry systems can be modeled as an ICS-SCADA system that merges with an enterprise network. In addition, it shows how this architecture can be transformed into an IoT reference architecture to make use of cloud service capabilities. The main goal of this paper is to lay the network foundation to explore cybersecurity issues with an Integrated Network-Enhanced Telemetry architecture. This cyber domain is going to include vulnerabilities associated with ICS-SCADA, enterprise networks, and cloud networks. Future work will develop a cyber telemetry test bed for vulnerability analysis. It reflects our understanding of telemetry and SCADA and the commonalities and paves the way for our future work for the International Foundation for Telemetry (IFT). This will enable setting up and configuring a hybrid (hardware and virtual machine)-based telemetry testbed, exploring different domains of cyber vulnerability analysis, looking into different threat actors with an emphasis on insider attacks, and modeling and developing cyber defense methodologies.
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