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ABSTRACT

African countries have over the years experienced persistent current account deficits. The role of asymmetries in explaining the response of trade balance to exchange rate movement has not received adequate attention as linear models dominate extant empirical literature. In this paper, we examined the impact of exchange rate on the trade balance in five African countries using both linear and nonlinear autoregressive distributed lag models to analyze data for the period 1980–2018. The linear model revealed that the J-curve holds in Uganda in the short run, whereas evidence of long-run J-curve effect was found only in Algeria. However, the nonlinear analysis showed that the short-run J-curve holds for South Africa and Uganda whereas a long-run J-curve effect was found in Algeria and Uganda. The results make a case for modeling asymmetries as the nonlinear model performed relatively better. An important policy implication is the need to address structural imbalances in the economy to leverage on the exchange rate and trade policies to improve trade outcomes.

1. INTRODUCTION

The link between exchange rate and trade balance has important implications for the formation of a regional trade agreement. The recently signed Africa Continental Free Trade Area (AfCFTA), which seeks to foster regional integration, easily comes to mind. The agreement entails the liberalization of trade barriers across Africa intending to achieve stronger intraregional trade, increased investment flows, and rapid growth. The deal is also expected to help buffer the region against adverse shocks and long-term deterioration in terms of trade, particularly with non-African trading partners (United Nations Economic Commission for Africa, 2020). However, limited export diversification has hindered the competitiveness of African countries, which are mostly resource-dependent, making them highly vulnerable to commodity shocks.

The need to monitor external imbalances is important in African countries, where the current account deficit has persistently widened. For instance, after decreasing to an estimated 4.6% of the Gross Domestic Product (GDP) in 2019, the median current account deficit in the region is projected at 5.8% of GDP in 2020, reflecting a deterioration in the current account balances of oil exporters because of the sharp fall in oil prices (World Bank, 2020a). The North African countries recorded an average deficit of 4.4% of GDP in 2019 and a projected deficit of 11.4% of GDP in 2020 (African Development Bank, 2020). This is largely driven by the 20% and 19.8% deficits recorded in Algeria and Libya, respectively. These developments suggest that knowledge of the extent and nature of the relationship between exchange rate and trade balance is very crucial to African policymakers particularly for designing and managing both exchange rate and trade policies to achieve desired macroeconomic outcomes.

Although the exchange rate is a veritable instrument to address trade deficits, African countries have not sufficiently harnessed the competitiveness gains of a devaluation (or real depreciation). For instance, while the central bank of South Africa announced it will not continue to intervene in the foreign exchange market, the Bank of Uganda announced that it stands ready to intervene in the foreign exchange market to smoothen volatility (World Bank, 2020a). In Nigeria, the exchange rate has been officially adjusted by 15% with ongoing efforts to unify the various segments of the exchange rate market. Apart from Egypt and Mauritania, North African countries still maintain foreign exchange controls as there exists a significant difference between the official and parallel rates in Algeria.
The relationship between real exchange rate and trade dynamics has received significant attention, especially within the context of the Marshall–Lerner condition, which posits that if the sum of import and export demand elasticities of a country exceeds unity, a real depreciation would have a favorable effect on the trade balance. However, Bahmani-Oskooee (1985) notes that a country can fulfill the Marshall–Lerner condition but still experience a deterioration of the trade balance. For instance, a real depreciation can lead to a fall in exports because the export-oriented sectors require imported intermediate and capital goods. This lends support to the growing concern that trade liberalization should be accompanied by reforms and adjustments that address productivity constraints. This is because export expansion can be negatively affected by currency depreciation or, even worse, trigger a balance of payment crisis (Arize et al., 2017).

An understanding of the J-curve can help countries prepare for market expansion and promote more coordinated exchange rate and trade policies. As African countries relax trade restrictions, sound exchange rate management will be essential for maximizing the gains from intraregional trade flows and industrialization (United Nations Economic Commission for Africa, 2020). Similarly, knowledge of how the trade balance in African countries is influenced by changes in the real exchange rates can help policymakers during trade negotiations with trading partners, thereby helping to achieve better trade deals. Nusair (2016) notes that the nexus between trade balance and the exchange rate is of paramount importance to policymakers because it provides insights toward regional trade policy formulation and implementation.

An important gap in extant studies is the assumption of symmetry in the dynamics of the exchange rate, and this largely conforms with empirical regularity for most African economies where a real depreciation (or devaluation) is rife compared to a real appreciation. However, Bahmani-Oskooee and Fariditavana (2016) have argued that exchange-rate changes could have asymmetric effects on the trade balance. Similar evidence has been documented by Bahmani-Oskooee and Mitra (2009) for India, Nusair (2016) for European transition economies, and Bahmani-Oskooee et al. (2017) for Bangladesh. These findings underscore the need to account for asymmetry.

Economic theory suggests that a depreciation makes exports less expensive, leading to a gain for exporters as demand increases. By contrast, a real appreciation of the domestic currency makes exports more expensive and less competitive in terms of foreign currency. The demand for domestic exports falls if the domestic price does not contract. Yet if the real appreciation is significantly high, lowering export prices becomes difficult because it could substantially reduce the profit margins of domestic exporting firms. This is because export prices are often sticky downward in response to a real appreciation compared with a depreciation (Nusair, 2016).

The main motivation of this paper is that evidence on the J-curve hypothesis provides valuable inputs for trade and exchange rate policies used by governments to correct external imbalances and mitigate the impact of shocks. Specifically, we subject the J-curve to empirical scrutiny through the lens of asymmetric effects of real depreciation and appreciation, which have not received adequate attention. Moreover, the use of both linear and nonlinear Autoregressive Distributed Lag (ARDL) models would shed more light on the J-curve phenomena in African countries. Thus, the main objective of this paper is to investigate whether the J-curve hypothesis holds in five African countries: Algeria, Cameroon, Nigeria, South Africa, and Uganda. These countries are selected not only because the data is available, but most importantly because they serve as key case studies from all the subregions of Africa. Moreover, the selected countries individually account for a significant share of GDP in their respective subregions. Consequently, a trade shock in these countries could spill over to other economies within the subregion. We also expect that an exchange rate shock could adversely affect intraregional trade flows, and more especially the external balance of the relatively smaller countries in the subregions that the selected countries represent.

The rest of this paper is structured as follows: Section 2 provides a background of the paper whereas Section 3 reviews related literature. Section 4 describes the underlying theory and methodology. Section 5 discusses the findings and Section 6 concludes.

2. TRADE AND EXCHANGE RATE DEVELOPMENTS IN AFRICA

In recent decades, trade between African countries and the rest of the world has significantly increased as a result of globalization. Although the degree of trade openness varies across the continent, African countries are generally open economies with significant links to other regions and countries through finance and investment channels as well. According to Moussa (2016), for the periods 1981–1990 and 2000–2014, average trade openness of sub-Saharan African countries rose from 37% to more than 65%. This positive trend could be explained by the reduction of trade and investment given the plethora of agreements pursued at the bilateral and multilateral levels. The spread of information and communication technologies, the rise of global value chains, as well as the growing importance of developing countries in global trade, have also contributed (World Bank, 2020). Trade can generate foreign exchange necessary to finance imports of intermediate goods for domestic industries, with positive implications for job creation, poverty alleviation, and growth in African countries.

However, the increased participation of many African countries in global trade has been associated with substantial widening of the trade and current deficits in recent years (Figures 1 and 2). The current account balance was about $1.1 trillion in 2018, down from $1.5 trillion in 2017, whereas the current account balance as a share of GDP increased from 5.8% in 2017 to 6.2% in 2018. The high deficit experienced in current account is more pronounced in resource-dependent economies such as Nigeria and Algeria, which are prone to volatile global commodity market conditions. Meanwhile, the importation of intermediate and high value-added goods has increased substantially across Africa, thereby contributing to unfavorable trade balance for many African countries during the same period. Similarly, Cameroon, Uganda, and South Africa have been recording current account deficits consistently over the past 20 years. However, it should be noted that sub-Saharan African countries experienced intermittent trade surpluses, specifically during 1985–1990 and 2000–2008. Moussa (2016) notes that the surpluses were attributed to the decrease in domestic demand and lower imports in the contexts of Structural Adjustment Policies of the 1980s, as well as high commodity prices during the early 2000s until the financial crisis of 2007–2009. Yet, although the region recorded
Figure 1  Current account balances in selected African countries (US$ million). Source: IMF International Financial Statistics, 2020.

Figure 2  Trade balance and exchange rate in Africa. Source: World Bank, World Development Indicators, 2020.
a trade surplus between 2000 and 2008, only eight out of 45 economies had a trade surplus and only eight experienced current account surpluses. Meanwhile, about 33 countries had trade deficits within the period. Persistent trade deficits in African countries indicate a deep lack of competitiveness of local firms relative to foreign competitors, which exacerbate import dependence.

There is a significant exchange rate variation among African countries (Figure 2). This could be partly explained by the different exchange rate regimes and the structure of the external sector. For instance, Nigeria is highly dependent on crude oil exports, and thus its current account balance is positive. The official exchange rate has been adjusted by 15%, with ongoing efforts toward the unification of the various exchange rate windows. In Angola, the central bank allows for a flexible exchange rate regime, whereas Botswana maintains a crawling peg. The central bank in South Africa announced it will continue its longstanding practice of not intervening in the foreign exchange market. The combination of the high exchange rate and negative trade balance has magnified external sector vulnerabilities. Figure 3 shows that South Africa and Ghana have the lowest exchange rate whereas Uganda and Cameroon have the highest domestic currency price. Amidst the shortage of scarce foreign exchange inflows, the Bank of Uganda remains committed to intervening in the foreign exchange market to smoothen excess volatility.

3. LITERATURE REVIEW

3.1. Theoretical Background

The J-curve can be traced to the theoretical exploits of Magee (1973). The model assumes that an improvement in a country's trade balance does not instantaneously translate to an appreciation of the domestic currency. This is because there may be outstanding contractual obligations that need to be enforced. This suggests that there is a time lag during which consumers and producers adjust to exchange rate changes. The absorption and elasticity approaches to balance of payment have dominated the analysis of exchange rate and trade. These models seek to ascertain whether a devaluation (or depreciation) of the exchange rate leads to a current account deficit. Whereas the elasticity approach focuses on price effects, the absorption approach is concerned with income effects. Ample evidence suggests that the two are not mutually exclusive but rather complementary (Krugman et al., 2018).

The elasticity approach, also referred to as Marshall–Lerner condition, states that in all other things, a real depreciation will improve the current account of a country if the volumes of exports and imports are sufficiently elastic to the exchange rate (Krugman et al., 2018). The model assumes that a devaluation can have a volume and/or price effect such that the former could reduce the trade deficit whereas the other could exacerbate it. Thus, the net effect is based on whether the price or income effect is larger following an exchange rate devaluation.

The absorption approach, by contrast, seeks to explain the impact of changes in exports and imports on the trade balance via income effects (Pilbeam, 2006). The current account imbalance is the difference between domestic output and spending. Thus, increasing domestic income relative to absorption could help address current account deficits (ibid.). Both the elasticity and income approaches are complementary. For instance, it is expected that income will increase if exports exceed imports provided the Marshall–Lerner condition holds. However, if the condition does not hold, exports rise by less than imports thereby reducing income. If income effects are considered, the elasticity condition of a positive effect of depreciation on trade balance will be affected.

Pilbeam (2006) broadly categorized economists into two: (1) elasticity optimists, who argue that the sum of the elasticities is greater than 1, and (2) elasticity pessimists, who contend that the sum of elasticities is less than unity. This means that the overall trade effect of a devaluation is context-specific. Further theoretical developments incorporate dynamics in the Marshall–Lerner condition. This is because the sum of the price elasticities might be lower in the short run compared with the long run, and the condition may not hold immediately, thereby

Figure 3  Exchange rate movement in selected African countries (local currency per US$). Source: World Bank, World Development Indicators, 2020.

1The volume effect would improve trade balance by boosting exports because domestic goods become cheaper after a real depreciation, whereas the price effect could worsen it as imports become more expensive.
exhibiting a J-curve pattern. Krugman et al. (2018) note that the sum of the elasticities is less than unity for most countries, and this prompts an immediate deterioration of the current account following a devaluation.

### 3.2. Empirical Literature

Several empirical studies have examined the long- and short-run relationships between the trade balance and exchange rate using different samples, datasets, models, and estimation procedures. Yet, the empirical evidence on the J-curve remains inconclusive.

A sizable body of the literature indicates the existence of the J-curve. For instance, Bahmani-Oskooee (1985) found that the trade balance of South Korea, Greece, and India significantly improved in the long run after a brief deterioration following a devaluation. However, the evidence for Thailand indicates that trade balance improves for five quarters after devaluation but deteriorates thereafter. Using vector error correction and Granger causality techniques, Akonji et al. (2013) found evidence of the J-curve in Nigeria whereas Hussain and Haque (2014) found evidence in support of the J-curve hypothesis in a sample of 49 African countries for the period 2000–2010 based on dynamic panel data approach.

Another strand of the literature does not confirm the existence of the J-curve phenomenon. For instance, Ziramba and Chifamba (2014) found that the real effective exchange rate has a negative long-run impact on the trade balance, suggesting that the J-curve does not hold in South Africa for the period 1975–2011. Similarly, Adeniyi et al. (2011) found that the J-curve holds only in the case of Nigeria, whereas an “inverted-J” was found in the case of Gambia and Ghana. They find no clear pattern of the J-curve in Sierra Leone. Moreover, Cergibozan and Ari (2017) found no evidence for the J-curve hypothesis in Turkey between 1987 and 2015.

Furthermore, the majority of the empirical literature presents conflicting results regarding the J-curve effects. For example, Bahmani-Oskooee and Ratha (2004) found no evidence of the J-curve in the short run but not in the long run based on a sample of the United States and its 18 trading partners over the period 1975–2000. The study also shows that the trade balance is affected by domestic and foreign income. Similarly, Hsing (2008) showed that the J-curve effect only existed in Chile, Ecuador, and Uruguay out of the seven Latin American countries considered. Bahmani-Oskooee and Gelan (2012) examined the existence of the J-curve in eight African countries (Burundi, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa, and Tanzania) and found that the J-curve hypothesis does not hold in the short term in all of these countries. However, the long-run impact of a real depreciation was favorable only in Egypt, Nigeria, and South Africa. Bahmani-Oskooee and Mitra (2009) found no significant relationship between the real exchange rate and the bilateral trade balance between India and United States at the industry level as only eight out of 38 industries lend support to the existence of the J-curve. Specifically, although the real depreciation of the rupee has short-run impacts, these effects last into the long run in almost half of the industries considered.

More recent empirical works have begun to consider the potential asymmetry in the nexus between a real depreciation and appreciation and the trade balance. For instance, Bahmani-Oskooee and Baek (2019) assess the existence of the J-curve phenomenon between South Korea and its 14 trading partners using both the linear and nonlinear ARDL approaches. The authors found that the former lends support for the J-curve effect in seven countries, whereas the latter did not show any evidence of the J-curve effect in 10 countries. The findings also show that asymmetric effects were more pronounced in South Korea’s trade with Asian countries, suggesting that asymmetric effects may be trade partner-specific. Nusair (2016) found no evidence of the J-curve phenomenon in a sample of 16 European countries using a linear approach. However, the nonlinear model shows that the J-curve holds in 12 countries. In another study, Arize et al. (2017) found that when depreciation and appreciation are decomposed, the former has a significant effect on the trade balance, suggesting that asymmetries matter. Bahmani-Oskooee et al. (2017) investigated the J-curve phenomena between Bangladesh with 11 trading partners using linear and nonlinear approaches. The linear estimates showed that the J-curve holds in one country whereas the nonlinear variant indicates that the J-curve holds in three countries.

In sum, the literature provides interesting but inconclusive insights on the J-curve (Table 1). First asymmetries matter and the use of nonlinear models seem to provide more support to the existence of a J-curve phenomenon relative to the linear models. Another important observation is that the short-run response of the trade balance to currency depreciation does not follow any specific pattern because the results are context-specific. Moreover, examining asymmetric relationships using both linear and nonlinear models seem to be the focus for current and future research activities. Therefore, this study will build upon the few works carried out using African countries as case studies by adding some salient features of the key predictors such as asymmetries in the estimation process.

### 4. MODEL, ESTIMATION PROCEDURE, AND DATA

#### 4.1. The Model

The model builds on the work of Rose and Yellen (1989), which expresses trade balance as a function of the real exchange rate, domestic income, and foreign income. However, it departs from their original specification because it reflects the asymmetric effect of exchange rate movement in the spirit of Bahmani-Oskooee and Baek (2019), Arize et al. (2017), and Bahmani-Oskooee and Harvey (2018).

\[
\ln \text{TB}_t = \alpha_0 + \alpha_1 \text{DINC}_t + \alpha_2 \text{FINC}_t + \alpha_3 \text{REER}_t + \varepsilon_t, \tag{1}
\]
Table 1  Summary of literature

| S/N | Authors (year)                          | Scope                                             | Period       | Estimation technique                           | Key findings                                                                 |
|-----|----------------------------------------|---------------------------------------------------|--------------|-----------------------------------------------|-----------------------------------------------------------------------------|
| 1   | Bahmani-Oskooee (1985)                 | Thailand, Korea, and Greece and India              | 1973–1980    | Almon lag structure method                    | J-curve exists in all the countries, except Thailand.                      |
| 2   | Bahmani-Oskooee and Ratha (2004)       | United States and 18 countries                    | 1975–2000    | Vector Error Correction Model (VECM)          | J-curve exists in the long run but not in the short run.                   |
| 3   | Bahmani-Oskooee and Mitra (2009)       | India and United States                           | 1962–2006    | Autoregressive Distributed Lag (ARDL) technique | J-curve holds in eight out of 38 industries.                                |
| 4   | Hsing (2008)                           | Chile, Ecuador, Uruguay, Argentina, Brazil, Colombia, and Peru | 1980–2007    | VECM                                          | J-curve effect only exists in Chile, Ecuador, and Uruguay.                 |
| 5   | Soleymani and Saboori (2012)           | Malaysia and Japan                                | 1974–2009    | ARDL technique                                | Most of the industries are affected by real depreciation in the short run, whereas trade balance improves over the long term across 24 industries. |
| 6   | Adeniyi et al. (2011)                  | Gambia, Ghana, Nigeria, and Sierra Leone          | 1980–2007    | ARDL technique                                | J-curve holds only in the case of Nigeria, while an "inverted-J" was found in the case of Gambia and Ghana. |
| 7   | Bahmani-Oskooee and Gelan (2012)       | Burundi, Egypt, Kenya, Mauritius, Morocco, Nigeria, South Africa, and Tanzania | 1971–2008    | ARDL technique                                | No evidence of short-run J-curve effect in all the countries. However, the long-run impact of real depreciation was favorable only in Egypt, Nigeria, and South Africa. |
| 8   | Akonji et al. (2013)                   | Nigeria                                           | 1980–2010    | Vector autoregression, Granger causality, and variance decomposition analysis | J-curve holds in Nigeria.                                                   |
| 9   | Ziramba and Chifamba (2014)            | South Africa                                     | 1975–2011    | ARDL model                                     | The curve does not hold both in the short run and long run.                |
| 10  | Hussain and Haque (2014)               | 49 African countries                              | 2000–2010    | System dynamic panel data estimation model     | J-curve hypothesis exists.                                                 |
| 11  | Bahmani-Oskooee and Baek (2019)        | Korea and 14 trading partners                     | 1989–2015    | ARDL and nonlinear ARDL (NARDL) models        | The linear model supports J-curve effects with 7 countries. However, the nonlinear ARDL finds no evidence of the J-curve effect in 10 countries. |
| 12  | Nusair (2016)                          | 16 European transition countries                  | 1994–2015    | ARDL and NARDL models                         | The linear model found no evidence of the J-curve phenomenon in the countries considered. However, the nonlinear model was used, evidence for the revealed the existence of J-curve in 12 countries. |
| 13  | Arize et al. (2017)                    | China, Israel, South Korea, Malaysia, Pakistan, Philippines, Russia, and Singapore | 1980–2013    | ARDL and NARDL models                         | In the long run, the J-curve holds.                                        |
| 14  | Cergibozan and Ari (2017)              | Turkey and 13 developing country trading partners | 1987–2015    | VECM                                          | There is no evidence for the J-curve hypothesis.                           |
| 15  | Bahmani-Oskooee and Harvey (2018)      | United States and 13 developing country trading partners | 1993–2015    | ARDL and NARDL models                         | The linear model lends support for the J-curve effect with six trading partners, while the nonlinear model shows that the J-curve exists with 10 partners. |
| 16  | Bahmani-Oskooee et al. (2017)          | Bangladesh and 11 trading partners                | 1985–2015    | ARDL and NARDL models                         | The linear model indicates the J-curve effect with one country. However, the nonlinear model shows evidence of J-curve with 3 countries. |

where TB denotes trade balance, REER is the real effective exchange rate, DINC, is domestic income, and FINC, represents a vector of foreign income. $\alpha_0$ is a constant whereas $\alpha_1$ – $\alpha_3$ are parameters of the model, and $\epsilon_t$ is the random error term. The J-curve hypothesis posits that an increase in the real effective exchange rate leads to an initial deterioration of the trade balance of a country but thereafter improves it when exports and imports adjust to price changes. An increase in real domestic income is expected to worsen the trade balance because the demand for imports increases, whereas an increase in foreign income improves the trade balance because it stimulates foreign demand for domestic products. The J-curve hypothesis incorporates time effects into the Marshall–Lerner condition, suggesting that the sum of trade elasticities may be below unity in the short run but greater than unity over the long run.
4.2. Estimation Technique

The linear ARDL model proposed by Pesaran et al. (2001) is used to aid comparison with the nonlinear variant. The bounds testing approach to cointegration has certain advantages over similar procedures. For instance, it addresses endogeneity bias and makes it possible to simultaneously estimate the long- and short-run parameters of the model. The technique is applicable irrespective of the order of integration of the variables considered. The model is presented as follows:

\[
\Delta TB_t = \gamma \epsilon_t + \sum_{j=1}^{q} \phi_j \Delta TB_{t-j} + \sum_{j=0}^{p} \alpha_j \Delta REER_{t-j} + \sum_{j=0}^{q} \beta_j \Delta INC_{t-j} + \sum_{j=0}^{q} \gamma_j \Delta FINC_{t-j} + \delta_{j} \Delta TB_{t-j} + \alpha_0 \Delta REER_{t-1} + \alpha_1 \Delta INC_{t-1} + \alpha_2 \Delta FINC_{t-1} + \nu_t
\]  

(2)

The estimation of the ARDL model involves two steps. First is the estimation of Equation (2) using the Ordinary Least Squares (OLS). The next step is a cointegration test that will be conducted based on the F-test of Pesaran et al. (2001) to test the null hypothesis of no cointegration \((a_i = a_j = a = 0)\) against the alternative of cointegration \((a_i \neq a_j \neq a \neq 0)\). The test follows a nonstandard distribution conducted for variables at different levels of stationarity. The Pesaran et al. (2001) test proposes two critical values with lower bounds assuming all variables to be I(0) and upper bounds assuming all variables to be I(1). The null hypothesis of no cointegration is rejected in favor of cointegration if the calculated test statistic exceeds the upper critical bound value. The J-curve phenomenon exists if the estimates of \(a_j\) are negative at lower lags but positive at higher lags (Bahmani-Oskooee, 1985). Similarly, if estimates of \(a_j\) are negative or insignificant but the long-run effect of the coefficient \(a_i\) normalized on \(a_j\) is positive and significant, this suggests the evidence of the J-curve hypothesis because it means that an exchange rate depreciation would worsen (improve) the trade balance in the short run (long run) (Rose and Yellen, 1989; Nusair, 2016).

Next, we focus on the decomposition of REER into positive and negative shocks in the Nonlinear ARDL (NARDL) framework of Shin et al. (2014) to ascertain whether the series are nonlinearly cointegrated. An important advantage over other symmetric cointegration approaches is that regressors can be decomposed using partial sums of positive and negative changes (ibid.). Moreover, the NARDL approach is preferred for three reasons. First, it provides more robust results that are sensitive to small sample size property and therefore, can reject a false null hypothesis. Second, it is applicable irrespective of the order of integration of the variables; and third, it yields both short- and long-run estimates as well as the covariance matrix simultaneously, making it possible to draw inferences on long-run estimates, which is not always the case based on other cointegration tests (Arize et al., 2017). In this approach, the underlying association could independently exhibit long-run asymmetry, short-run asymmetry, or both (see Bahmani-Oskooee and Fariditavana, 2016).

In line with Shin et al. (2014), the decomposition of partial sums of negative and positive shocks of the real effective exchange rate in an asymmetric long-run equation is as follows:

\[
y_t = \gamma^+ REER^+_t + \gamma^- REER^-_t + \epsilon_t
\]  

(3)

where \(\gamma\) is a scalar I(1) variable and is decomposed as follows: \(REER_t = \alpha + REER^+_t + REER^-_t\). \(\alpha\) is a constant whereas \(REER^+_t\) and \(REER^-_t\) are partial sum of positive and negative exchange rate shocks presented as follows:

\[
REER^+_t = \sum_{j=1}^{q} \Delta REER^+_j = \sum_{j=1}^{q} \max(\Delta REER, 0)
\]  

(4a)

\[
REER^-_t = \sum_{j=1}^{q} \Delta REER^-_j = \sum_{j=1}^{q} \min(\Delta REER, 0)
\]  

(4b)

Equations (4a) and (4b) provide the basis for modeling asymmetric cointegration based on partial sum decomposition to account for nonlinearity. This sets the stage for specifying equation (1) in an NARDL framework as follows:

\[
\Delta TB_t = \alpha_0 + \phi_0 \Delta TB_t + \phi_1 \Delta REER^+_t + \phi_2 \Delta REER^-_t + \phi_3 \Delta INC_t + \phi_4 \Delta FINC_t + \sum_{i=0}^{p} \delta_i \Delta TB_{t-i} + \sum_{i=0}^{q} \epsilon_i \Delta REER^+_t + \sum_{i=0}^{q} \epsilon_i \Delta REER^-_t + \sum_{i=0}^{p} \delta_i \Delta INC_{t-i} + \sum_{i=0}^{q} \delta_i \Delta FINC_{t-i} + \nu_t
\]  

(5)

Equation (5) captures asymmetries in the long and short run. The long-run coefficients of real effective exchange rate are \(\frac{\phi_1}{\phi_0}\) and \(\frac{\phi_2}{\phi_3}\). This means that the level term in the model denotes the long-run association analyzed using the bounds testing approach proposed by Pesaran et al. (2001), whereas the contemporaneous dynamics are captured by the asymmetric lags of the first difference of real effective exchange rate. The lags of the coefficients are represented by \(p\) and \(q\).

In addition to the possibility of simultaneously testing the long and short-run nonlinearities through the positive and negative partial sum decompositions of regressors, it also offers the possibility of quantifying the respective responses of the dependent variable to positive and negative shocks of the regressors from the asymmetric dynamic multipliers (Arize et al., 2017).
The analysis of the NARDL model is carried out in three steps. First is an estimation of the model using OLS. The second step entails testing for an asymmetric long run, which is the nonlinear association between the variables. Pesaran et al. (2001) and Shin et al. (2014) propose two operational testing procedures. The first is the t-test on the coefficient of the error correction term, which tests the null hypothesis of no cointegration \( H_0: \phi = 0 \) against the alternative \( H_1: \phi \neq 0 \). If we fail to reject the null, then it implies the absence of a long-run relationship amongst the variables. The second test is the F-statistic that tests for the joint null hypothesis that the coefficients of the level variables are jointly equal to zero (\( H_0: \phi_i = \phi_i^+ = \phi_i^- = \phi_i = 0 \)) against the alternative (\( H_1: \phi_i \neq \phi_i^+ \neq \phi_i^- \neq \phi_i 
eq 0 \)).

To test for short-run symmetry, we rely on the strong or weak form of the model. In the former case, we test for \( \varepsilon_i^+ = \varepsilon_i^- \) in Equation (5), whereas the latter, otherwise called additive short-run symmetry, is given as \( \sum_{i=1}^{q} \varepsilon_i^+ = \sum_{i=1}^{q} \varepsilon_i^- \). A standard Wald test can be performed on each of the combinations of the dynamic coefficients of the negative and positive shocks or their sum. Thus, it follows that the short-run adjustments to positive and negative exchange rate shocks are captured by \( \varepsilon_i^+ \) and \( \varepsilon_i^- \) in both models. This implies that for a positive real effective exchange rate depreciation (or devaluation) to enhance the competitiveness and improve the trade balance over the long term, the estimate of \( \phi_i^- \) normalized on \( \phi_i \) should be positive and statistically significant. The reverse is applicable in the case of an appreciation (or revaluation).

4.3. Data and Preliminary Checks

The five countries examined in this study are Algeria, Cameroon, Nigeria, South Africa, and Uganda. Data were obtained from the IMF’s International Financial Statistics and the World Bank’s World Development Indicators for the period 1980–2018. The REER data is calculated using the consumer price index and exchange rates of domestic currencies per United States (US) dollar. Trade Balance (TB) is the difference between exports and imports. The real GDP of each country is used as a proxy for domestic income, while world GDP is used as a proxy for foreign income.

Table 2 presents the summary statistical analysis of the variables. Although most of the countries recorded a trade surplus during the review period, the average trade balance varied markedly between the countries. The trade balance averaged $980 million in Algeria, $1.05 billion in Cameroon, $710 million in Nigeria, $980 million in South Africa, and $1.85 billion in Uganda. Between 1980 and 2017, the mean real effective exchange rate was as follows: 177.05 (Algeria), 113.66 (Cameroon), 152 (Nigeria), 109.49 (South Africa), and 270 (Uganda).

The average domestic income also differed between the countries. Nigeria’s real GDP averaged $565 billion, followed by South Africa with $490 billion. Algeria, Cameroon, and Uganda had an average real GDP of $200, $310, and $186 billion, respectively. According to the standard deviation, most of the countries experience significant deviations of actual GDP from the average value, with Cameroon recording the largest deviation of $645 million. By contrast, the majority of variables are moderately positively skewed as indicated by their skewness.

Table 3 presents the results of the unit root tests for all the variables used to estimate the empirical models. The paper carried out stationarity tests of all the variables using the Augmented Dickey–Fuller (ADF), Dickey–Fuller Generalized Least Square (DFGLS), Phillips–Perron (PP), and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) tests. This is done to rule out the possibility of second differed \( I(2) \) variables,
which would impede the use of the ARDL approach. The results show that the null hypothesis of a unit root cannot be rejected for most of the variables in all countries, except for DINC for Algeria and TB for Cameroon, which are both stationary at levels. All other variables are stationary at first difference. This makes the use of ARDL model appropriate.

5. DISCUSSION OF RESULTS

5.1. Linear ARDL Estimation Results

Table 4 presents the cointegration test based on the $F$-statistic generated from the bound testing approach. The null hypothesis of no cointegration for the countries is rejected because the $F$-statistic exceeds the upper bound critical limit. This implies that there exists a long-run equilibrium relationship between trade balance, exchange rate, and domestic and foreign incomes in the five countries considered. The results suggest that the exchange rate as well as foreign and domestic incomes can be used to improve the current account balance.

The short-run estimates of the ARDL model are presented in Table 5. The coefficient of LREER is negative in South Africa and Uganda but statistically significant only in the latter. This suggests that a real depreciation worsens trade balance in the short term, thereby providing evidence of short-run J-curve effects. The results show that a 1% devaluation of the domestic currency is associated with 0.57% deterioration of trade balance in Uganda in the short run. The second lag of LREER is positive and significant in Uganda, suggesting that the short-run J-curve holds in Uganda. The long-run coefficient LREER in South Africa is positive and statistically insignificant. The short-run coefficient of LREER in Algeria, Cameroon, and Nigeria is positive but significant only for Cameroon, which implies that the J-curve does not hold in these countries during the review period (Table 4). The results suggest that the long-run J-curve holds in Algeria as the coefficient on LREER is positive and significant (Table 6). Specifically, 1% real depreciation is associated with about 2.5% improvements in the trade balance of the country. However, because the coefficient of LREER in the linear ARDL model for most countries is positive but not significant makes a case for introducing asymmetries in the model. The significant and negative coefficient of the Error Correction Term (ECT) reinforces the existence of cointegration among the variables, suggesting that the speed of adjustment to shocks is quite fast.

The long-run estimated coefficients indicate that foreign income significantly affects the trade balance. This is not far-fetched because these countries are well integrated with the global markets, and global shocks are transmitted to these countries through trade, finance, and investment channels. The coefficient of LDINC is negative and statistically significant in Algeria, Nigeria, and Uganda, suggesting that an increase in domestic income worsens the trade balance, perhaps because of higher import demand. Also, this could be partly explained by

| Table 3 | Unit root tests |
|---------|----------------|
| **Algeria** | **Cameroon** | **Nigeria** | **South Africa** | **Uganda** |
| **Level** | **First diff.** | **Level** | **First diff.** | **Level** | **First diff.** |
| ADF | DINC | −0.57 | −3.92 | −1.27 | −4.56 | −1.77 | −4.42 | −2.44 | −4.78 | −1.78 | −3.34 |
| FINC | 1.54 | −4.48 | 1.54 | −4.48 | 1.54 | −4.48 | 1.54 | −4.48 | 1.54 | −4.48 |
| REER | −1.15 | −4.49 | −1.85 | −5.67 | −2.68 | −4.65 | −3.97 | −5.47 | −4.19 | −8.62 |
| TB | −1.68 | −5.44 | −3.76 | −4.94 | −3.98 | −8.61 | −3.96 | −5.38 | −2.58 | −6.36 |
| DFGLS | DINC | −2.43 | −4.02 | −1.23 | −4.61 | −1.2 | −4.97 | −1.98 | −4.82 | −1.62 | −3.16 |
| REER | −1.17 | −2.22 | −1.93 | −5.64 | −1.93 | −4.76 | −3.39 | −5.46 | −2.15 | −4.39 |
| TB | −1.83 | −5.86 | −3.95 | −2.39 | −4.09 | −7.64 | −2.93 | −4.82 | −1.81 | −3.87 |
| KPSS | DINC | 0.166 | 0.094 | 0.15 | 0.067 | 0.19 | 0.128 | 0.17 | 0.066 | 0.17 | 0.075 |
| REER | 0.16 | 0.099 | 0.11 | 0.066 | 0.12 | 0.04 | 0.09 | 0.266 | 0.22 | 0.070 |
| TB | 0.16 | 0.127 | 0.15 | 0.47 | 0.11 | 0.17 | 0.08 | 0.04 | 0.15 | 0.19 |
| PP | DINC | −1.1 | −4.07 | −1.27 | −4.52 | −1.73 | −4.41 | −1.88 | −4.65 | −1.19 | −3.30 |
| REER | −1.37 | −4.49 | −1.99 | −5.67 | −2.14 | −4.49 | −2.48 | −7.66 | −3.56 | −4.11 |
| TB | −1.74 | −6.29 | −3.83 | −38.43 | −3.723 | −17.31 | −3.02 | −8.09 | −2.62 | −9.03 |

*1% significance level; **5% significance level; ***10% significance level. PP, Phillips-Perron.

Table 4 | Autoregressive Distributed Lag (ARDL) bounds test |
|----------------|----------------|----------------|----------------|----------------|
| **Algeria** | **Cameroon** | **Nigeria** | **South Africa** | **Uganda** |
| **$F$-statistic** | 4.995 | 8.354 | 7.277 | 4.712 | 9.090 |
| **k** | 3 | 3 | 3 | 3 |
| **Significance level (lower-upper bound)** | 0.01 | 4.29–5.61 | 3.65–4.66 | 3.42–4.84 | 3.65–4.66 | 3.65–4.66 |
| | 0.05 | 3.23–4.35 | 2.79–3.67 | 2.43–3.63 | 2.79–3.67 | 2.79–3.67 |
| | 0.1 | 2.72–3.77 | 2.37–3.2 | 2.01–3.1 | 2.37–3.2 | 2.37–3.2 |
the narrow structure of most African economies and low export base dominated by natural resources. This magnifies the vulnerabilities of African countries, especially where imports remain very high amidst limited foreign exchange inflows.

The post-estimation diagnostic checks show that the models are satisfactory across countries. Results of the Lagrange Multiplier (LM) test for serial correlation and Jarque–Bera normality test are insignificant in all models. The Ramsey test for misspecification suggests that the models are correctly specified. These results are reinforced by the stable parameters of the short- and long-run linear estimates as indicated by the plots of Cumulative Sum (CUSUM) and CUSUM of Squares plots (CUSMSQ) (Figure 4).

5.2. NARDL Estimation Results

The nonlinear model also shows the existence of a long-run association between the variables as shown in Table 7. The estimates of the positive and negative exchange rate decomposition in the nonlinear model carry meaningful and significant coefficient in almost all models except for South Africa, where the coefficient is statistically insignificant. Indeed, our result provides evidence of the J-curve effect in Algeria, Nigeria, and Uganda, amidst distinct responses of the trade balance to exchange rate shocks. This supports Bahmani-Oskooee and Fariditavana (2016), who present evidence of a nonlinear effect of real effective exchange rate on the trade balance.

The results of the short-run NARDL model are provided in Table 8. The coefficient of the positive real effective exchange rate shock (REER_POS) in South Africa and Uganda are negative and statistically significant, suggesting that the J-curve hypothesis holds in the short run for the two countries. A real appreciation of the South African rand and Ugandan shilling by 1% is associated with a deterioration of trade balance by 0.28% and 1.59%, respectively. A similar outcome is observed for Nigeria, whereby a 1% depreciation of the naira exchange rate would result in a 0.8% decrease in the trade balance, suggesting that in the medium term a real depreciation worsens trade balance.

The findings also show that the coefficient of negative real effective exchange rate shock (REER_NEG) is positive and statistically significant at 1% level for Nigeria. This means that a real appreciation of the domestic currency is expected to improve trade balance by 0.41% in the short run. A plausible explanation is that Nigerian naira–US dollar exchange rate over the years has witnessed depreciation episodes mainly
because of oil price volatility, inconsistent monetary policy, and misaligned exchange rates in the parallel and official markets, thereby heightening macroeconomic uncertainty and foreign exchange shortages (World Bank, 2020). The coefficient of REER_NEG for the rest of the countries is negative, which means that a real appreciation contemporaneously worsens the trade balance.

Another encouraging aspect of the results is that the ECT is negative and statistically significant in all models, suggesting that the speed of adjustment toward equilibrium following short-run deviations is quite fast. This also provides strong support for the long-run equilibrium relationship. According to Arize et al. (2017), ignoring the cointegrating relationship among variables introduces misspecification bias in the underlying dynamic framework of empirical work on estimating the J-curve effects. In Algeria, the ECT coefficient shows that about 42% of the deviation from an equilibrium path would be restored within a year. The short-run diagnostic tests support the absence of autocorrelation, model misspecification, and stable parameter estimates among other diagnostic tests.

The estimated long-run coefficients are presented for each of the countries in Table 9. The coefficient of LREER_POS is positive in all countries except South Africa but only significant for Algeria and Uganda. This suggests the existence of a long-run J-curve effect during the review period. A 1% devaluation of the domestic currency is associated with a 6.6% and 2.3% improvement of the trade balance in Algeria and Uganda, respectively, over the long run. This implies that a real depreciation of the Algerian dinar and Ugandan shilling could boost exports and improve the trade balance, which is contrary to the predictions of the J-curve hypothesis.

By contrast, the coefficient on the REER_NEG is negative for Cameroon and Algeria, but only significant in the former, indicating that a real appreciation of the CFA franc would worsen the country’s trade balance in the long run. Yet, the estimate is positive for Nigeria, South Africa, and Uganda, implying that real appreciation might improve trade balance in the long run.
Although the NARDL approach provides novel insights and empirical validation to the broader literature, it is not without limitations. For instance, accounting for asymmetries does not reflect the empirical regularity in African countries where depreciation spells are rife. In Nigeria, for example, the Wald test did not provide evidence of the asymmetric response of trade to real exchange rate fluctuations, which could preliminarily rule out the relevance of NARDL approach. However, it is pertinent to note that Nigeria, like other African countries, is highly resource-dependent and this magnifies its vulnerabilities to external shocks. This has not been considered in this paper but could serve as an important agenda for future studies. Furthermore, the existence of a long-run association between the variables even though the coefficients of real effective exchange rate movements are insignificant in the models indicates that the trade balance in the selected countries is more responsive to domestic and foreign income compared with the real effective exchange rate.

The empirical analysis reinforces the lack of consensus in the J-curve literature as summarized in Table 10. Neither the linear nor nonlinear models provide conclusive evidence on the effect of a devaluation on the trade balance in the selected African countries.
For example, the long-run linear ARDL model shows that the J-curve effect holds for Algeria, whereas for Uganda the hypothesis contemporaneously holds in both linear and nonlinear models. The short-run J-curve hypothesis holds in South Africa and Uganda based on the nonlinear model, whereas it holds in the long-run for Algeria and Uganda. The result shows that the linear and nonlinear models are complementary, thereby making it difficult to prioritize one model over the other. Nevertheless, our findings underscore the need to model asymmetries.

Similarly, Bahmani-Oskooee and Harvey (2018) and Nusair (2016) note that although empirical work on the J-curve has rapidly increased in recent years, evidence has been patchy and highly sensitive to model choice, country context, and periods. Based on our findings, the J-curve hypothesis does not fully hold for the countries considered between 1980 and 2018. This finding corroborates previous results by Bahmani-Oskooee and Gelan (2012), who did not find strong evidence of the short-run J-curve phenomenon in their study of several African countries, although their work differed from the present one in terms of the time frame and case studies. Nonetheless, our empirical results of a long-term positive effect of a real depreciation in Nigeria conform with the findings of Bahmani-Oskooee and Gelan (2012), Babatunde (2014), Bawa et al. (2018), and Igue and Oguleye (2014). By contrast, these findings do not concur with those of Akonji et al. (2013), who document the absence of a long-run relationship between the real effective exchange rates and trade balance in Nigeria. Admittedly, the differences may be traced to our decomposition of the exchange rate shocks.

5.3. Further Checks: Dynamic Multipliers and Parameter Stability

To ascertain the adjustment of asymmetry in the long-run equilibrium following a real exchange rate appreciation or depreciation, a dynamic multiplier plot is presented in the Appendix. For most countries, the positive and negative change curves show evidence of asymmetric adjustment of the trade balance to positive and negative shocks over time. The difference between the positive and negative curves forms the asymmetry line, which represents the linear mixture of the dynamic multipliers associated with real appreciation and depreciation. The fact that a real appreciation and depreciation have an asymmetric effect on trade balance reinforces the suitability of using the NARDL in this paper. Figure 4 contains the plots of the CUSUM and CUSUMSQ tests, which are used to ascertain the stability of the model. The CUSUM tests suggest that the parameters of the models are stable, given that the recursive residuals are located within the two critical bounds at the 5% significance level.

6. CONCLUSION

The relationship between exchange rate and trade balance has attracted significant attention among scholars and policymakers. The general consensus is that the J-curve holds in African countries especially in the context of linear models. Contrary to this notion, we argue that exchange rate asymmetries could matter, and this largely depends on the country or region considered. Using linear and nonlinear ARDL models, we assessed the existence of the J-curve hypothesis in five African countries and found that it does not completely hold in any of the countries between 1980 and 2018. Specifically, the linear model showed that the short-run J-curve effect holds contemporaneously in Uganda and in Algeria over the long term. However, the nonlinear model indicated that the short-run J-curve holds for South Africa and Uganda, whereas evidence of long-run J-curve effects was found in Algeria and Uganda. The results make a case for modeling asymmetries as the nonlinear model performed relatively better. These findings should be viewed with caution as general inferences cannot be drawn for Africa as a whole because only five countries were analyzed. In addition to the use of a panel NARDL covering more countries, future studies could also consider other potential control variables that could explain the dynamics of the trade balance. The finding that exchange rate devaluations do not exert a clear and significant influence on the trade balance has important policy implications. There is a need for policymakers to address structural imbalances in the economy to leverage on the exchange rate and trade policies to improve the trade balance. This includes ensuring that multiple exchange rate windows are eliminated to minimize speculative activities and spur competitiveness. More diversified and high value-added export-oriented sectors could be considered to sustainably close the current account deficit.
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