Energy landscape analysis of cardiac fibrillation wave dynamics using pairwise maximum entropy model
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Abstract. Cardiac fibrillation is characterized by chaotic and disintegrated spiral wave dynamics patterns, whereas sinus rhythm shows synchronized excitation patterns. To determine functional correlations among cardiomyocytes during complex fibrillation states, we applied a pairwise maximum entropy model (MEM) to the 2D numerical simulation data of human atrial fibrillation. We then constructed an energy landscape and estimated a hierarchical structure among the different local minima (attractors) to explain the dynamic properties of cardiac fibrillation. The MEM could describe the wave dynamics of sinus rhythm, single stable rotor, and single rotor with wave-break (both accuracy and reliability > 0.9), but not the multiple random wavelet case. The energy landscapes exhibited unique profiles of local minima and energy barriers, characterizing the spatiotemporal patterns of cardiac fibrillation dynamics. The pairwise MEM-based energy landscape analysis provides reliable explanations of complex nonlinear dynamics of cardiac fibrillation, which might be determined by the presence of a ’driver’ such as a sinus node or rotor.

I. Introduction

The human heart consists of billions of cardiomyocytes, electrically connected through cell-to-cell gap junctions. The abnormal and chaotic electrical wave propagation on the cardiac tissue causes harmful or life-threatening cardiac arrhythmias, including atrial fibrillation, ventricular tachycardia, and ventricular fibrillation. Two major spatiotemporal patterns of cardiac fibrillation are spiral wave reentry [1, 2, 3] and multiple wavelet [4, 5], which independently or simultaneously contribute to the initiation and maintenance of cardiac fibrillation. However, the biophysical mechanism of cardiac fibrillation is still unclear because of the complex nonlinear nature the cardiac system [6]. Identifying the dynamic stability of fibrillation states and transitional properties from disordered...
fibrillation states to ordered states are important to discover novel mechanisms and therapeutic strategies of cardiac arrhythmias.

Ashikaga and colleagues tried to elucidate complex electrical communication between cardiomyocytes perturbed during arrhythmias through the information and network theoretical approaches [7, 8, 9]. Similar approaches have been well established in systems neuroscience fields to study the dynamical organization and disorganization of brain activity [10, 11, 12]. One feasible method to explain nonlinear dynamics in resting brain activity is estimating hidden functional interactions and constructing an energy landscape by fitting a pairwise maximum entropy model (MEM) to brain activity data [14, 15, 16, 17, 18]. Using the pairwise MEM, the brain dynamics could be explained by the combinations of mean activities and pairwise correlations among the brain regions. Indeed, this 'energy landscape' concept in biological systems is firstly proposed by Waddington to illustrate the cellular differentiation process in terms of epigenetics [13]. The MEM approach provides reliable explanations of diverse complex biological systems, including the immune repertoire diversity [20, 21], protein signaling networks [22], and protein folding [23].

The pairwise MEM maximizes the entropy

\[ S = -\sum_X p(X) \ln p(X) \]

where \( X \) is the state of a given dynamical system. The Boltzmann distribution with inverse temperature is usually assumed [15, 16, 17], thereby giving the configuration probability \( p(X) \) as \( p(X) \propto e^{-\beta H} \). The Hamiltonian \( H \) of the system is typically estimated from the Ising model, reflecting pairwise correlations of the cells or regions [19].

Since cardiomyocytes are electrically connected similar to the brain, we utilize the pairwise MEM to systemically dissect the spiral wave dynamics of cardiac fibrillation. In the present work, we estimate the energy landscape of cardiac fibrillation dynamics by applying the pairwise MEM to the sequential electrical activity maps. We simulate a two-dimensional computational model of human atrial fibrillation and generate four different types of wave dynamics: sinus rhythm, single stable rotor, single rotor with wavebreak, and multiple wavelet. We finally analyze local minima (i.e., attractors), basin sizes, and energy barriers to describe the wave dynamics of cardiac fibrillation.
II. Methods

II.1. Numerical simulation of cardiac fibrillation. We simulated a two-dimensional isotropic, homogeneous cardiac tissue \((512 \times 512, \Delta x = 0.025 \text{ cm})\) by numerically solving the following reaction-diffusion equation [24]:

\[
\frac{\partial V}{\partial t} = -\frac{I_{\text{ion}} + I_{\text{stim}}}{C_m} + D \nabla^2 V
\]

where \(V\) is the transmembrane potential, \(I_{\text{ion}}\) is the total ionic currents, \(I_{\text{stim}}\) is the stimulus current, \(D = 0.001 \text{ cm}^2/\text{ms}\) is the diffusion coefficient [25, 26], and \(C_m = 100 \text{ pF}\) is the membrane capacitance. Each cell in the \(512 \times 512\) grid has an action potential (i.e., the first part of Equation 1) and the cells are electrically connected with adjacent cells (i.e., the last part of Equation 1). We used the Courtemanche-Ramirez-Nattel action potential model of the human atrial cardiomyocyte [27], incorporating 12 transmembrane currents and intracellular calcium handling with a two-compartment sarcoplasmic reticulum. Each ionic current \(I_X (X = Na^+, K^+, Ca^{2+}, \text{etc.})\) is typically a variation of the Hodgkin-Huxley-type model [28], that is, it can be expressed as a nonlinear function of the action potential \(V\) and ion channel gating variables \(u_i\) as follows:

\[
I_X = G_X \prod_i u_i(V - E_{m,X})
\]

\[
\frac{du_i}{dt} = \alpha_i(1 - u_i) - \beta_i u_i
\]

where \(G_X\) is the conductance, \(E_{m,X}\) is the Nernst potential of the ion \(X\), and \(\alpha_i, \beta_i\) are the rate constants fitted from experimental voltage-clamp data. The biophysical details are described in Courtemanche et al. [27] and the cell model is available at the CellML Physiome Project (https://models.physiomeproject.org).

Four types of the electrical wave dynamics were considered [29]: 1) sinus rhythm (no electrical remodeling, pacing cycle length=500 ms); 2) single stable rotor \((I_{\text{CaL}} \times 0.3)\); 3) single rotor with wavebreak \((I_{\text{Na}} \times 0.9, I_{\text{to}} \times 0.3, I_{\text{CaL}} \times 0.5, I_{K_1} \times 2, I_{K_{ur}} \times 0.5, I_{\text{NCX}} \times 1.4, I_{\text{leak}} \times 0.8);\) and 4) multiple wavelet \((I_{\text{CaL}} \times 0.5)\). The physiological meanings of the ionic currents are described in Table 1. We applied the standard S1S2 cross-field protocol to initiate a spiral wave [30]. An adaptive finite difference method was used to numerically solve the partial differential equation (Equation 1). The adaptive time step of 0.01–0.1 ms was used and the data sampling interval was 1 ms. The numerical simulation was performed using a C++ code with GPU parallelization.
Table 1. Descriptions of ionic currents in the human atrial cell model.

| Ionic current | Description                                      |
|---------------|--------------------------------------------------|
| ICaL          | L-type calcium current                           |
| INa           | Fast sodium current                              |
| ITo           | Transient outward potassium current              |
| IK1           | Inward rectifier potassium current               |
| IKur          | Ultrarapid delayed rectifier potassium current   |
| INCX          | Sodium-calcium exchange current                  |
| Ileak         | Calcium leak from sarcoplasmic reticulum to myoplasm |

II.2. Pairwise maximum entropy model. We used the pairwise MEM framework as described in Watanabe et al. [15, 16] and Kang et al [17]. We fit the pairwise MEM to the simulated electrical activity data of atrial fibrillation (see Figure 1). The wave dynamics at time \( t \) (\( 0 \leq t \leq T = 10 \) sec) is represented as vector \( V(t) = [\sigma_1, \sigma_2, \ldots, \sigma_N] \in W \) where \( N = 9 \) is the number of the selected action potential data, \( \sigma_i \) is the binarized action potential signal, and \( W \) is the \( N \)-dimensional binary state space \( W = \{0,1\}^N \). We calculated the empirical activation rate \( \langle \sigma_i \rangle = \frac{1}{T} \sum_{t=1}^{T} \sigma_i^t \) and the empirical pairwise joint activation rate \( \langle \sigma_i \sigma_j \rangle = \frac{1}{T} \sum_{t=1}^{T} \sigma_i^t \sigma_j^t \). Under the constraints preserving \( \langle \sigma_i \rangle \) and \( \langle \sigma_i \sigma_j \rangle \), the pairwise MEM maximizes the entropy \( S = -\sum_k p(V_k) \ln p(V_k) \), deriving the probability of the state \( V_k \) as

\[
p(V_k) = \frac{e^{-E(V_k)}}{\sum_{w \in W} e^{-E(w)}}.
\]

Here, we assumed the Boltzmann distribution with inverse temperature and also assumed \( \beta = 1 \) for convenience as previously described [15, 16, 17]. \( E(V_k) \) represents the energy (i.e., Hamiltonian) of the state \( V_k \), described as the following Ising model [31]:

\[
E = -\sum_i h_i \sigma_i - \frac{1}{2} \sum_{i \neq j} J_{ij} \sigma_i \sigma_j
\]

where \( h_i \) represents the tendency of activation at region \( i \) (baseline activity) and \( J_{ij} \) represents functional interaction between region \( i \) and \( j \) (pairwise interaction) (\( 1 \leq i, j \leq N = 9 \)). We calculated the expected activation rate \( \langle \sigma_i \rangle_m = \sum_{k=1}^{2^N} \sigma_i(V_k) P(V_k) \) and the expected pairwise joint activation rate \( \langle \sigma_i \sigma_j \rangle_m = \sum_{k=1}^{2^N} \sigma_i(V_k) \sigma_j(V_k) P(V_k) \). We used an iterative scaling method to estimate
the MEM parameters $h_i$ and $J_{ij}$ as follows:

$$h_i^{\text{new}} = h_i^{\text{old}} + \alpha \ln \frac{\langle \sigma_i \rangle}{\langle \sigma_i \rangle_m}$$

$$J_{ij}^{\text{new}} = J_{ij}^{\text{old}} + \alpha \ln \frac{\langle \sigma_i \sigma_j \rangle}{\langle \sigma_i \sigma_j \rangle_m}$$

where $\alpha = 0.1$ is the learning rate. The accuracy of fit was calculated as

$$\text{Accuracy } r_D = \frac{D_1 - D_2}{D_1}$$

where $D_k (k = 1, 2)$ is the Kullback-Leibler divergence between the probability distribution of state in $k$th-order model ($P_k$) and the empirical distribution of state ($P_N$) as $D_k = D_{KL}(P_N \parallel P_k)$. The reliability was calculated as

$$\text{Reliability} = \frac{(S_1 - S_2)/(S_1 - S_N)}{r_D}$$

where $S_k (k = 1, 2)$ is the entropy of the distribution of state in $k$th-order model. Here, the second-order model indicates the Ising model (Equation 3), and the energy of the first-order model is defined as $E = -\sum_i h_i \sigma_i$, ignoring the second-order term in Equation 3.

II.3. Energy landscape analysis. We calculated the energy landscape and evaluated the local minima, basin sizes, and energy barriers as described in previous studies [16, 17, 18]. We first searched the local minima (i.e., attractors) which have lower energy than $N$ adjacent states. All states were classified into the basin of the local minimum by continuously moving the node to the neighbor node with the smallest energy value until reached to the attractor. The basin size was defined by the fraction of states that belonged to the basin of the attractor. We then performed the disconnectivity graph analysis [32, 33] to generate the energy landscape. The energy barrier between two local minima $i$ and $j$ was defined as

$$\text{Energy barrier} = \min \{ E^b(V_i, V_j) - V_i, E^b(V_i, V_j) - V_j \}$$

where $E^b(V_i, V_j)$ is the threshold energy level calculated as the highest energy on the shortest path connecting the two local minima. The MATLAB was used for data processing and visualization.
We simulated four types of cardiac wave dynamics by perturbing ion channel parameters: sinus rhythm, single stable rotor, single rotor with wavebreak, and multiple wavelet (Figure 2). All the fibrillation states were induced by the S1S2 cross-field protocol and were successfully maintained for more than 10 seconds.

We then performed the energy landscape analysis by applying the pairwise MEM to the sequential two-dimensional electrical activity data (see Figure 3). For all types of wave dynamics except the multiple random wavelet, the pairwise MEMs were fitted to the empirical simulation data with high accuracy (>0.90) and high reliability (>0.99). However, the multiple wavelet case showed low...
Figure 2. Four types of cardiac wave dynamics: sinus rhythm, single stable rotor, single rotor with wavebreak, and multiple wavelet. The simulated action potentials and two-dimensional activation maps are shown.

accuracy (=0.5082) and high reliability (>0.99). Both of the sinus rhythm and the single stable rotor showed relatively high pairwise interaction coefficients among the cardiomyocytes. In addition, the local energy minima had relatively large basins and high energy barrier, indicating stable attractor properties. This result implies the ‘driving’ role of a sinus node or rotor in the cardiac electrical wave dynamics. However, in the single rotor with wavebreak, there were relatively low pairwise interaction coefficients and a similar number of the local minima separated by a relatively low energy barrier, compared with the single stable rotor case. The energy landscape of the multiple wavelet consisted of a large number of the local minima separated by a relatively low energy barrier, indicating unstable dynamics. Overall results imply that the presence of ‘driver’ such as a sinus node or rotor plays a pivotal role in determining the dynamical stability of cardiac fibrillation.

Our results demonstrate that our MEM framework can dissect the hidden patterns underlying cardiac wave dynamics. One popular method for evaluating hidden correlation structures underlying nonlinear dynamics of complex biological systems is an information-theoretic approach such as information flow or transport [7, 34, 35]. However, information measures are static and univariate quantities, and thus cannot fully capture the global spatiotemporal dynamics of cardiac fibrillation. Since our MEM framework has broad generalizability, it may allow one to uncover global and local dynamical patterns from clinical intracardiac electrogram signal data.

Although we only considered isotropic and homogeneous cardiac models, our framework can be utilized to explore cardiac fibrillation wave dynamics under heterogeneous electrical/structural remodeling conditions [36]. More generally and theoretically, our approaches might be used for
any spiral wave or pattern formation dynamics on the excitable media [37, 38], as well as patient-specific 3D heart models [39] and clinically-acquired electroanatomical mapping data [40]. Since the conventional MEM only captures pairwise interactions and correlations, further studies should be needed to elucidate scaling properties and higher-order correlations to discover hidden complex patterns in cardiac spiral wave dynamics.
IV. CONCLUSIONS

The pairwise maximum entropy model revealed the local and global correlations among the cardiomyocytes beyond the simple anatomical connectivity. The energy landscape analysis could explain the stability and transitional properties of complex chaotic dynamics of cardiac fibrillation, which might be determined by the presence of 'driver' such as a sinus node or rotor.
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