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Abstract—The emergence of interference alignment (IA) as a degrees-of-freedom optimal strategy motivates the need to investigate whether IA can be leveraged to aid conventional network optimization algorithms that are only capable of finding locally optimal solutions. To test the usefulness of IA in this context, this paper proposes a two-stage optimization framework for the downlink of a $G$-cell multi-antenna network with $K$ users/cell. The first stage of the proposed framework focuses on nulling interference from a set of dominant interferers using IA, while the second stage optimizes transmit and receive beamformers to maximize a network-wide utility using the IA solution as the initial condition. Further, this paper establishes a set of new feasibility results for partial IA that can be used to guide the number of dominant interferers to be nulled in the first stage. Through simulations on specific topologies of a cluster of base-stations, it is observed that the impact of IA depends on the choice of the utility function and the presence of out-of-cluster interference. In the absence of out-of-cluster interference, the proposed framework outperforms straightforward optimization when maximizing the minimum rate, while providing marginal gains when maximizing sum-rate. However, the benefit of IA is greatly diminished in the presence of significant out-of-cluster interference.
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I. INTRODUCTION

Interference coordination through the joint optimization of the transmission variables has emerged as a promising technique to address inter-cell interference in dense cellular networks. Efforts to develop algorithms for such a joint optimization have largely been divided into two separate domains: that of network utility maximization (NUM) over power, beamforming and frequency allocation and that of interference alignment (IA) for maximizing the degrees of freedom (DoF) of multi-antenna cellular networks. The relationship between the two, however, remains largely unexplored. This paper attempts to answer the important and practically relevant question of whether or not DoF-focused IA algorithms can make an impact on wireless cellular network optimization.

In particular, this paper focuses on the impact of IA in maximizing a given network utility in a $G$-cell cluster having $K$ users/cell, with $N$ antennas at each base-station (BS) and $M$ antennas at each user—a $(G, K, M \times N)$ cluster, with and without out-of-cluster interference.

A. Motivation and Existing Work

Joint optimization in coordinated cellular networks is an area of active research [11–20]. Typically, such an optimization problem involves the maximization of a network-wide utility function (weighted-sum-rate, max-min-fairness rate, etc) over transmission parameters such as beamformers and transmit powers. Several novel techniques that exploit equivalence relations between various problem formulations (e.g., weighted-sum-rate maximization and weighted mean-squared-error minimization) [6, 11] or use concepts like uplink-downlink duality [7, 10, 19] have been proposed in the context of NUM. However, irrespective of the problem formulation and the proposed solution, the non-convex nature of these problems makes it challenging to find efficient methods capable of finding solutions that are closer to the global optimum.

In parallel to these developments, significant progress has been made in establishing the DoF of multi-antenna cellular networks [21–32]. IA, with and without symbol extensions, has played a key role in establishing these results [21–27, 33, 34]. Since the capacity of cellular networks is still unknown, DoF provides crucial insight on the limits of cellular networks at high signal-to-noise ratios (SNRs). In particular, IA using beamforming techniques without symbol extensions has attracted significant attention due to its simple form and relative ease of implementation from a practical standpoint [23–27, 33–37]. While IA appears to be a reasonable goal to pursue, its impact on practical network performance cannot be taken for granted. Indeed, due to the limited focus of IA on interference suppression while neglecting signal strength, IA cannot be viewed as a substitute for NUM and must instead be considered as a potential augmentation to the optimization process. Note that since both IA and NUM algorithms place similar requirements on channel-state information (CSI) and thus have a similar overhead, it is pertinent to assess the value of IA in relation to NUM under realistic channel conditions that include pathloss, shadowing and fading.

Note that the goal of this paper is different from the many existing algorithms that minimize mean-squared-error (MSE) as a proxy for some network utility function [6, 11, 36–40]. These algorithms do not explicitly compute aligned
beamformers but have been empirically observed to converge to aligned beamformers at high SNRs (i.e., high transmit powers). Although this observation appears to suggest that such algorithms implicitly account for the value of aligned beamformers, they do not explicitly compute or utilize aligned beamformers at finite SNRs and thus do not shed light on the value of IA at finite SNRs.

This paper tries to fill this void by examining whether NUM algorithms can benefit from explicit IA, even at finite SNRs. In particular, this paper investigates whether the network-utility landscape as a function of the beamformer coefficients for a fixed SNR is such that local minima close to aligned beamformers achieve higher network utility (as a consequence of better interference mitigation) than those obtained via a random initialization of the beamformers. Note that while the network-utility landscape changes as a function of SNR, the aligned beamformers are invariant to SNR. Thus, our goal is to examine whether this fixed neighbourhood around aligned beamformers carries any particular significance in the context of NUM at finite SNRs.

Significance of aligned beamformers in the context of NUM has been considered before [12], [41], [42], albeit in a limited context. In [41], it was observed that MSE minimization algorithms perform better when initialized to aligned beamformers in the 3-user interference channel. More recently, [42] considers using aligned beamformers in a heterogeneous network to null interference from macro users to femto BSs. In particular, when the macro users judiciously null interference to a selected set of femto BSs using aligned beamformers, it is shown that the overall macro-femto throughput increases. But an important issue that is not addressed by either of these papers is the fact that setting aside subspaces at transmitters is shown that the overall macro-femto throughput increases. When the macro users judiciously null interference to a selected set of femto BSs using aligned beamformers, it is shown that the overall macro-femto throughput increases.

To obtain a comprehensive insight on the value of IA at finite SNRs, this paper also considers the trade-off between spatial multiplexing and IA by varying the number of users scheduled in a time-frequency slot.

B. Proposed Framework

With the two-pronged goal of studying the value of IA in NUM at finite SNRs and the trade-off between spatial multiplexing and IA, this paper proposes a two-stage optimization framework that is specifically designed to shed light on these issues. The proposed framework assumes perfect CSI to be available at a centralized location. Although the assumption of perfect CSI for IA has come under significant scrutiny [44], [45], given that the value of IA has not been fully established in the NUM context even with perfect CSI, this paper makes the perfect CSI assumption and focuses solely on the role of IA in NUM.

As a first step in developing the proposed framework, this paper establishes certain crucial results on feasibility of partial IA via beamforming without symbol extensions. Partial IA refers to the selective nulling of interference from certain interferers in a given $(G, K, M \times N)$ cluster. It is well known that when complete IA is required in a $(G, K, M \times N)$ cluster while ensuring 1 DoF/user, $M + N \geq (GK + 1)$ is a necessary and sufficient condition for the feasibility of designing transmit and receive beamformers for IA without symbol extensions [23], [25], [33], [34]. However, such a condition is too restrictive in networks with realistic channels where complete IA may not be feasible or even necessary. In particular, we establish necessary and sufficient conditions for feasibility of partial IA in a $(G, K, M \times N)$ cluster when interference from a set of $q$ BSs (dominant interferers) is nulled at each user.

We then switch focus to the design of the two-stage optimization framework. The first stage of this framework exclusively focuses on mitigating interference from the dominant interferers using IA. This stage relies significantly on the feasibility results of partial IA to guide the design choices. The second stage uses this altered interference landscape to optimize the network parameters to maximize a given utility function. Such a framework counters the myopic nature of straightforward NUM algorithms by leveraging IA’s ability to comprehensively address interference from the dominant interferers while subsequently relying on numerical optimization algorithms to account for signal strength and to maximize the network utility. Such a framework is uniquely suited to assess the impact of IA on NUM as it leverages IA’s strengths on nulling interference to aid the performance of algorithms for NUM without altering their functioning in any significant manner. Note that recent work on multilevel topological interference management also advocates a similar approach to manage interference in wireless networks [46]. Such an approach, proposed to achieve a certain number of generalized degrees of freedom, requires decomposing the network into two components, one consisting of links that correspond to interference that needs to be avoided or nulled, and the other consisting of links where interference is sufficiently weak and is handled through power control. Our effort can be thought of in similar terms but in a more practical setting with the overall objective of maximizing a utility function.

We use the two-stage framework to maximize either the minimum rate to the scheduled users (max-min fairness) or the sum-rate subject to per-BS power constraints. Using the results on the feasibility of partial IA in a $(G, K, M \times N)$ cluster, in the first stage, we identify a requisite number of dominant interfering BSs to be nulled for each user. After aligning interference from the dominant BSs, we alternately optimize the transmit and receive beamformers to maximize the utility function.

Unlike typical studies on IA, we hold maximum transmit power fixed and instead use density (by decreasing inter-BS spacing) as a proxy for simulating networks that are severely interference-limited. With increasing density, the re-
ceived signal strength and the observed interference grow at the same rate. Such a regime closely reflects practical network deployments and is different from other IA studies where the strength of uncoordinated interference is held fixed, while transmit power is increased to infinity [37]. The intention of our approach is to scan a wide range of scenarios from the severely-interference-limited regime to the noise-limited regime. IA is known to be DoF-optimal, but its value at moderate to weak SINRs is not very clear. Increasing network density allows us to explore the question on how much interference the network can tolerate before alignment becomes indispensable.

C. Key Observations

When maximizing the network utility of minimum rate across the scheduled users in specific topologies of an isolated cluster of BSs under realistic channel conditions, simulation results indicate that IA is helpful in the sense that (a) aligned beamformers do not naturally emerge from straightforward NUM algorithms even at high signal-to-noise ratios; (b) aligned beamformers provide a significant advantage as initial condition to NUM, especially when BSs are closely spaced; and (c) IA provides insights on the optimal number of users to be scheduled per cell. In particular, fewer number of users should be scheduled per cell as the BS-to-BS distance decreases until the number of users per cell reaches $K = \lfloor \frac{M+\sqrt{N-1}}{G} \rfloor$.

These observations however do not apply when maximizing the network utility of sum-rate across the users. In particular it is seen that the impact of IA on sum-rate maximization for an isolated cluster of BSs is marginal. This draws attention to the choice of utility function in evaluating the role of IA. The key difference between the two utility functions is that when maximizing sum-rate, the number of users eventually served can change during the optimization process (some users may not be allocated any transmit power), and may not be the same as the number chosen by the original scheduler. Since aligned beamformers are designed based on the users originally scheduled by the scheduler, any subsequent change in the users served undermines the impact of IA.

It is further seen that IA has no impact on maximizing either utility in the presence of out-of-cluster interference. In the presence of uncoordinated interference, cancelling interference from just one or two dominant BSs does not sufficiently affect the optimization landscape to yield better solutions. Although these observations are based on a particular optimization framework proposed in this paper, these results suggest that IA cannot be used indiscriminately to address all interference-related issues. Instead, it is advisable to adopt a more targeted approach to using IA, with its use being restricted to certain special cases.

D. Paper Organization

This paper is organized as follows. Section II establishes the system model used in this paper. Section III discusses a set of feasibility results on partial IA, while Section IV describes the proposed optimization framework. The performance of the proposed optimization framework and the role of IA in NUM are discussed in Section V.

II. SYSTEM MODEL

Consider the downlink of a cellular network consisting of a cluster of $G$ interfering cells with $K$ users per cell. These $G$ interfering cells could either be isolated or be in the presence of several other interfering cells, resulting in out-of-cluster interference, as shown in Fig. 1. Each user is assumed to have $M$ antennas and each BS is assumed to have $N$ antennas. Let the channel from the $i$th BS to the $k$th user in the $g$th cell be denoted as the $M \times N$ matrix $H_{i,g,k}$. The channel model includes pathloss, shadowing and fading. We assume that the channel coefficients are known perfectly at a central location. Additionally, it is assumed that all fading coefficients are generic (or equivalently, drawn from a continuous distribution). Assuming that each user is served with one data stream, the transmitted signal corresponding to the $k$th user in the $g$th cell is given by $v_{g,k} s_{g,k}$, where $v_{g,k}$ is a $N \times 1$ linear transmit beamforming vector and $s_{g,k}$ is the symbol to be transmitted. This signal is received at the intended user using a $M \times 1$ receive beamforming vector $u_{g,k}$. The received signal after being processed by the receive beamforming vector can be written as

$$u_{g,k}^H y_{g,k} = \sum_{i=1}^{G} \sum_{j=1}^{K} u_{g,k}^H H_{i,g,k} v_{ij} s_{ij} + u_{g,k}^H z_{g,k} + u_{g,k}^H n_{g,k},$$

where $n_{g,k}$ is the $M \times 1$ vector representing additive white Gaussian noise and $z_{g,k}$ represents cumulative out-of-cluster interference received at the $(g,k)$th user. A 7-cell cluster with and without out-of-cluster interference is represented in Fig. 1. Since distance-dependent pathloss is included in the channel model, the cumulative interference at a user depends on the overall network topology and is a function of distance to the out-of-cluster interferers. This paper restricts attention to
beamforming based IA without symbol extensions in time or frequency. With the goal of evaluating the role of IA for NUM, we first investigate feasibility conditions for IA in cellular networks.

III. FEASIBILITY OF PARTIAL INTERFERENCE ALIGNMENT

This section presents a set of conditions for the feasibility of IA when interference from only a subset of BSs within the cluster is cancelled at a user. Since interference from only a subset of the interferers is aligned, we call this partial IA. It is important to establish these results as complete IA may not be feasible in a given cluster and sometimes, even unnecessary. We later use this result to guide how many and which interferers to align for NUM.

In the $G$-cell cluster described above, we construct a list $\mathcal{I}$ of BS-user pairs where each pair indicates the need to cancel interference from a specific BS to a specific user. Let the double index $gk$ denote the $k$th user in the $g$th cell and the single index $l$ denote the $l$th BS. For example, if the pair $(3,12) \in \mathcal{I}$, this implies that the interference from the third BS is to be completely nulled at the second user in the first cell. Satisfying this condition requires solving the following $K$ equations:

$$u^H_{12}H_{(3,12)}v_{3j} = 0, \quad \forall j \in \{1, 2, \ldots, K\}. \quad (2)$$

In addition to these conditions, we also require the set of transmit beamformers at any BS to be linearly independent, i.e., $\text{rank}([v_{g1}, v_{g2}, \ldots, v_{gK}]) = K$.

Cancelling interference from only a subset of the interfering BSs is analogous to complete IA in partially connected cellular networks where certain cross links are assumed to be completely absent [47]. When the set $\mathcal{I}$ consists of all the $(G - 1)GK$ possible pairs (denoted as $\mathcal{I}_{all}$), we get the usual conditions for complete IA [33, 34]. Each of the $K$ equations in (2) is quadratic and collectively they form a polynomial system of equations. Feasibility of the system of polynomial equations when $\mathcal{I} = \mathcal{I}_{all}$ is well studied using tools from algebraic geometry [24, 29, 48]. These tools have been applied to establish the feasibility of IA for the interference channel [25, 26] and for the cellular network [24] under complete interference cancellation. The same set of tools can also be used to establish conditions for feasibility of partial IA for any given $\mathcal{I}$. The following theorem establishes one such result.

**Theorem 1.** Consider a $(G, K, M \times N)$ cluster where each user is served with one data stream. Let $v_{gk}$ and $u_{gk}$ denote the transmit and receive beamformer corresponding to the $(g,k)$th user where the set of beamformers $\{v_{g1}, v_{g2}, \ldots, v_{gK}\}$ is linearly independent for every $g$. Further, let $\mathcal{I} \subseteq \{(i,k,g) : g \neq i, 1 \leq g, i \leq G, 1 \leq k \leq K\}$ be a set of user-BS pairs such that for each $(i,k,g) \in \mathcal{I}$ the interference caused by the $i$th BS at the $(g,k)$th user is completely nulled, i.e.,

$$u^H_{gk}H_{(i,gk)}v_{ij} = 0, \quad \forall j \in \{1, 2, \ldots, K\}. \quad (3)$$

A set of transmit and receive beamformers $\{v_{gk}\}$ and $\{u_{gk}\}$ satisfying the polynomial system defined by $\mathcal{I}$ exists if and only if

$$M \geq 1, \quad N \geq K, \quad (4)$$

and

$$|\mathcal{J}_\text{users}|(M - 1) + |\mathcal{J}_\text{BS}|(N - K)K \geq |\mathcal{J}|K \quad (5)$$

for all $\mathcal{J} \subseteq \mathcal{I}$ where $\mathcal{J}_\text{users}$ and $\mathcal{J}_\text{BS}$ are the set of user and BS indices that appear in $\mathcal{J}$.

The proof of this theorem broadly follows the technique used in [24, 25] and is presented in Appendix A. Note that the inequalities in (4) are needed to ensure that the users and BSs have the minimum necessary antennas to decode the desired signal streams. Although intra-cell interference cancellation is not explicitly mentioned in the theorem, it can be subsequently eliminated through a simple linear transformation of the linearly independent transmit beamformers in each cell. A useful corollary that emerges from this theorem is stated below.

**Corollary 1.** Suppose the set $\mathcal{I}$ is such that each user in a $(G, K, M \times N)$ cluster requires interference from no more than $q$ BSs to be cancelled, where $1 \leq q \leq G - 1$, and each BS has no more than $Kq$ users that require this BS’s transmission to be nulled at these users, then a set of sufficient conditions for the feasibility of IA is given by

$$M \geq 1, \quad N \geq K, \quad (6)$$

and

$$M + N \geq K(q + 1) + 1. \quad (7)$$

**Proof.** First note that for any choice of $\mathcal{J}$ in (5), the assumptions in the corollary imply $|\mathcal{J}| \leq \min(|\mathcal{J}_\text{BS}|Kq, |\mathcal{J}_\text{users}|q)$. Assume that $|\mathcal{J}_\text{BS}|Kq \geq |\mathcal{J}_\text{users}|q$; the proof for the other case can be established in a similar manner. Now, the following inequalities show that if (7) is true, then (5) holds for any choice of $\mathcal{J}$:

$$|\mathcal{J}_\text{users}|(M - 1) + |\mathcal{J}_\text{BS}|(N - K)K \geq |\mathcal{J}_\text{users}|(M - 1 + N - K) \geq |\mathcal{J}_\text{users}|(Kq + 1 - K) \quad \text{(using (7))} \geq |\mathcal{J}|K.$$

This completes the proof. $\square$

Note that when $q = G - 1$, we recover the well-known proper-improper condition for MIMO cellular networks [33], i.e.,

$$M + N \geq GK + 1. \quad (8)$$

Fig. 2 illustrates the conditions of Corollary 1 imposed on a $(4, 2, 3 \times 4)$ cluster for the feasibility of partial IA. In this case,

$$q \leq \left\lfloor \frac{M + N - 1}{K} \right\rfloor - 1 = 2. \quad (9)$$

Each entry in Fig. 2 represents a BS-user pair as identified by its row and column indices. If a certain BS-user pair is in $\mathcal{I}$, the corresponding entry is marked with a ’$\times$‘. Corollary 1
requires $\mathcal{I}$ to be such that each row has no more than $q$ chosen entries and each column has no more than $Kq$ chosen entries. In particular, Fig. 2 considers feasibility of partial IA in a $(4, 2, 3 \times 4)$ cluster where each user can request interference from no more than $q = 2$ BSs to be cancelled and each BS can null interference at no more than $Kq = 4$ out-of-cell users. It is easy to see that the set of BS-user pairs chosen for interference cancellation satisfy the conditions imposed by Corollary 1.

This corollary provides a simpler set of guidelines on choosing the set of BS-user pairs ($\mathcal{I}$) for partial IA than Theorem 1 where the number of feasibility constraints grows exponentially with the size of $\mathcal{I}$. However, designing $\mathcal{I}$ according to this corollary rather than Theorem 1 comes at the cost of simplifying restrictions on $\mathcal{I}$ that may otherwise be unnecessary. Note also that a key assumption of the feasibility condition derived in this paper is that each user is served one data-stream. Generalization of this condition to the multi-data-stream-per-user case is difficult and is in fact still an open problem even for the fully-connected case.

Restricting to the single data-stream case, a crucial observation from Corollary 1 is that there exists a trade-off between $K$, the number of users served in each cell, and $q$, the number of interferers each user can cancel interference from. The direct and interfering channel strengths in practical cellular networks can vary significantly. Intuitively, a cellular network should require interference nulling from only the dominant interferers while serving as many users per cell as possible. This necessitates a careful design of the set $\mathcal{I}$ while ensuring feasibility of partial IA. The condition in the corollary plays an important role in network optimization framework developed in the next section.

IV. Optimization Framework

This section focuses on developing an optimization framework capable of leveraging the strength of IA in nulling interference to overcome the limitations imposed by non-convexity of the NUM problem.

In a wireless cellular network, spatial resources can be used in one of three ways: (a) they can be used to serve more users via spatial multiplexing; (b) they can be used to enhance the signal strength (by matched filtering); or (c) they can be used to null interference (via zero-forcing/IA). NUM algorithms strive to strike the right balance between these three competing objectives to maximize a certain utility. However, in dense cellular networks, due to the conflicting nature of these objectives, NUM algorithms may not be able to comprehensively navigate the entire optimization landscape. The primary motivation behind the proposed approach is to leverage the strength of IA in nulling interference through a pre-optimization step and subsequently using the NUM algorithm to re-balance these priorities to maximize the utility function.

Given a $(G, K, M \times N)$ cluster, we propose a two-stage optimization framework where the first stage focuses on nulling interference from the dominant interferers using IA, followed by a second stage of jointly optimizing the beamformers and the transmit powers to maximize a network utility using the IA solution as the initial condition. Such a framework is well suited for investigating the benefits of IA in the context of NUM. The difference in performance with and without the first stage of interference cancellation sheds light on the value of IA in enhancing the performance of NUM algorithms. For a given network topology, a significant difference in performance reflects that: (a) IA solutions are valuable from a NUM perspective; and (b) IA solutions (or close-to-IA solutions) do not organically emerge from NUM algorithms due to the conflicting uses for spatial resources.

Specifically, we evaluate the effectiveness of IA by optimizing a network utility objective of either the sum-rate or the max-min-rate achieved in the network. These two objective functions are chosen specifically to highlight the importance of predetermining the number of users ($K$) that get served in any given time-frequency slot. While sum-rate maximization allows a user to be assigned no power, thus altering the effective number of users served, such flexibility is not available when maximizing the minimum rate to the set of scheduled users. Since the design of beamformers for IA relies crucially on the number of scheduled users, it is expected that IA has more impact on maximizing the minimum rate

---

1Although a numerical test to verify feasibility in the multi-stream case is provided in [24–26], a closed form characterization of feasibility is not yet available.
Algorithm 1 Procedure to select dominant interferers such that partial IA is feasible in a \((G, K, M \times N)\) network.

1: Fix \(q = \left\lfloor \frac{M+N-1}{K} \right\rfloor -1\).
2: For each user identify \(q\) dominant interfering BSs based on interference power.
3: Construct matrix \(\hat{\mathbf{M}}\) analogous to that shown in Fig. 2.
4: Identify set of column indices \(\mathcal{C}\) in \(\hat{\mathbf{M}}\) with greater than \(Kq\) chosen entries.
5: for all \(c \in \mathcal{C}\) do
6: Create sorted list \(\mathcal{L}_c\) of BS-user pairs from column \(c\), sorted in decreasing order of interference power.
7: Prune \(\mathcal{L}_c\), from the bottom, until no more than \(Kq\) pairs remain, to obtain \(\hat{\mathcal{L}}_c\).
8: Use \(\hat{\mathcal{L}}_c\) to form column \(c\) of \(\hat{\mathbf{M}}\).
9: end for
10: BS-user pairs in \(\hat{\mathbf{M}}\) ensure feasibility of partial IA.

Their interference strengths and prune this sorted list, from the bottom, until no more than \(Kq\) cells are left. The set of BS-user pairs that results at the end of this process (denoted as \(\hat{I}\)), satisfies the conditions imposed by Corollary 1 thus ensuring the feasibility of partial IA. As a result of the pruning, not all users have interference from all their \(q\) dominant interferers nulled; but on average many if not most of them do. Note that for the case \(q = G-1\), no such pruning is necessary. An outline of the above procedure is given in Algorithm 1.

Once \(\hat{I}\) is obtained, aligned beamformers satisfying the conditions for partial IA can be designed using any algorithm developed for IA such as interference leakage minimization \([33], [36], [47]\), iterative matrix norm minimization \([49]\), etc.

B. Stage II: Utility Maximization

This stage focuses on maximizing a given network utility function using the aligned beamformers obtained in the previous stage as the initialization. As stated before, this paper focuses on maximizing either the sum-rate or the minimum rate for the scheduled users subject to per-BS power constraints. The proposed optimization framework is outlined in Fig. 3. A brief description of the optimization problems that need to be solved for utility maximization follows.

1) Sum-rate maximization: Maximizing the sum-rate requires solving the following optimization problem.

\[
\text{maximize } \sum_{g,k} \log \left( 1 + \frac{|u_{gk}^H \mathbf{H}_{g,uk} v_{gk}|^2}{\sigma_n^2 + \nu_g^2 + \sum_{i,j \neq (g,k)} |u_{gk}^H \mathbf{H}_{i,j} v_{ij}|^2} \right) \\
\text{subject to } \sum_{k=1}^{K} |v_{gk}|^2 \leq P_{\text{max}}, \forall g, \\
|u_{gk}|^2 = 1, \forall (g,k),
\]

where \(\sigma_n^2\) represents the variance of additive noise and \(\nu_g^2\) is the variance of out-of-cluster interference (for isolated clusters, this term is set to zero). No convex reformulations of the above problem are known and hence one can at best hope to obtain a locally optimal solution. A locally optimal solution can be obtained through a computationally efficient algorithm, proposed in \([6], [40]\), known as the weighted minimum mean-squared error (WMMSE) algorithm. For further details on this algorithm refer to \([40]\) and \([6]\). The algorithm is initialized to the aligned transmit and receive beamformers obtained from the pre-optimization step.

2) Max-min fairness: In order to maximize the minimum user rate achieved by the set of scheduled users in the given cluster, we solve the following optimization problem:

\[
\text{maximize } t \\
\text{subject to } \frac{|u_{gk}^H \mathbf{H}_{g,uk} v_{gk}|^2}{\sigma_n^2 + \nu_g^2 + \sum_{i,j \neq (g,k)} |u_{gk}^H \mathbf{H}_{i,j} v_{ij}|^2} \geq t, \forall (g,k), \\
\sum_{k=1}^{K} |v_{gk}|^2 \leq P_{\text{max}}, \forall g, \\
|u_{gk}|^2 = 1, \forall (g,k),
\]

where \(v_{gk}, u_{gk}\) are the variables for optimization, \(P_{\text{max}}\) is the maximum transmit power permitted at any BS and \(\sigma_n^2\) and

\begin{table}[h]
\centering
\caption{Simulation Parameters}
\begin{tabular}{|c|c|}
\hline
\textbf{Network} & 3-Sector, 5-Sector, 3-Sector \tabularnewline
\hline
\textbf{Ring Topology} & (5, K, 5 \times 6) \tabularnewline
\hline
\textbf{Hexagonal Layout} & (7, K, 4 \times 4) \tabularnewline
\hline
\textbf{BS-to-BS distance} & 600m to 1800m \tabularnewline
\hline
\textbf{Transmit power PSD} & -35dBm/Hz \tabularnewline
\hline
\textbf{Thermal noise PSD} & -169dBm/Hz \tabularnewline
\hline
\textbf{Antenna gain} & 10dBi \tabularnewline
\hline
\textbf{SINK gap} & 6dB \tabularnewline
\hline
\textbf{Distance dependent pathloss} & 128.1 +37\log_{10}(d) \tabularnewline
\hline
\textbf{Shadowing} & Log-normal, 3dB SM \tabularnewline
\hline
\textbf{Fading} & Rayleigh \tabularnewline
\hline
\end{tabular}
\end{table}
\(\nu^2\) are as defined earlier. This problem is non-convex in its current form and no convex reformulation is known except when the users have a single antenna. Several techniques for finding a local optimum of this problem have been proposed [9]–[11]. We solve (11) by alternately optimizing the transmit and receive beamformers, leveraging the convex reformulation that emerges when users have a single antenna [50]. Fixing the receive beamformers to be the aligned beamformers obtained from the first stage, we use a bisection search over \(t\) to find a maximal min-rate as proposed in [50]. Fixing the transmit beamformers to those obtained at the end of this bisection search, the optimal receive beamformers are given by the MMSE beamformers. Once the receive beamformers are updated, we proceed to re-optimize the transmit beamformers and this procedure is repeated for a fixed number of iterations.

V. SIMULATION RESULTS

A. Isolated Clusters

The value of IA is best illustrated in a dense cluster of isolated BSs where interference mitigation plays an increasingly important role as the distance between BSs decreases. Towards this end, we consider three network topologies with increasing cluster sizes to test the proposed framework. As shown in Fig. 4, the first network is a 3-sector cluster, the second consists of 5 BSs spread out on a ring and the third is a 7-cell hexagonal cluster. Same pathloss, shadowing and fading assumptions are made for all three networks. Users are assumed to be uniformly distributed in each cell, and are served by one data stream each. Table I lists the antenna configuration for each of the networks, along with other parameter settings.

For each network, the number of scheduled users per cell, \(K\), is varied from \(\left\lfloor \frac{M+N-1}{G} \right\rfloor\) to \(N\). Note that as \(K\) increases, the number of dominant BSs that can be cancelled in the first stage decreases. When \(K > \frac{M+N-1}{2}\), no dominant interferers can be nulled and the beamformers are chosen to only cancel intra-cell interference.

For a given set of scheduled users, the proposed optimization framework is used to maximize either the minimum user rate or the sum-rate. For each user, interference from at most \(q = \left\lfloor \frac{M+N-1}{K} \right\rfloor - 1\) interferers is nulled using the interference leakage minimization algorithm [36]. Using these aligned beamformers as initialization, the optimization problem presented in (10) or (11) is solved depending on the choice of the utility function. The algorithm in [6] is used to solve (10) and is run until convergence. To solve (11), transmit and receive beamformers are alternately optimized for a fixed number of iterations. The convex optimization problem arising from (11) for a fixed set of receive beamformers is solved using CVX, a package for specifying and solving convex programs [51], [52]. The performance of the proposed framework is compared to the setup where the first stage is omitted, i.e., the dominant interferers are not nulled using IA (marked as ‘no IA’). The results of the optimization are averaged over 100 user locations.

1) Maximizing the minimum rate: Figs. 5, 6a and 6b plot the results of maximizing the minimum rate for each of the three networks as a function of BS-to-BS distance and the number of scheduled users. Average cell throughput—measured as the max-min rate times the number of scheduled users (\(K\))—is used as the performance metric for comparison. It is seen that IA solutions provide an altered interference landscape that is otherwise non-trivial to find, and this altered landscape enhances the performance of subsequent NUM algorithms. Focusing on Fig. 5, it is clear that IA has a significant impact on optimization, especially when BSs are closely spaced. The gain of IA depends on the number of users scheduled. In particular, when 2 users/cell are scheduled, it is possible to achieve 1 DoF/user as interference can be completely nulled in the network (\(q = G - 1 = 2\)). In this case, IA provides 4–6 b/s/Hz improvement at small BS-to-BS distances. When 3 users/cell are scheduled, IA can cancel...

Fig. 4. Network topologies: a three-sector cluster, a 5-cell ring topology and a 7-cell hexagonal layout.

Fig. 5. Average per-cell throughput in a \((3, K, 3 \times 4)\) network forming a 3-sector cluster when maximizing minimum user rate under per-BS power constraints. Cell-throughput is defined as \(K\) times the minimum user rate.
nulling interference from up to one interferer for each user. Such IA solutions are seen to enhance the average cell throughput by about 1 b/s/Hz. However, when 4 users/cell are scheduled, only intra-cell interference can be nulled, and IA has no impact on the optimization. Note also that because it is possible to completely null inter-cell interference only when $K = 2$ (or equivalently, $q = 2$), this is the only scenario where throughput does not saturate as the BS-to-BS distance decreases. Finally, we comment that for a broad range of BS-to-BS distances, scheduling 2 users/cell appears to be optimal.

A similar set of observations can also be made in Fig 6b. In particular, IA provides about 1 b/s/Hz gain when $K \leq 5$ and over a good range of BS-to-BS distances. However, unlike the 3-sector network, nulling interference from all interferers (i.e., $q = 4$, $K = 2$) is not necessarily the best strategy, except at very small BS-to-BS distances. At larger distances it appears that nulling interference from the two dominant interferers suffices ($q = 2$, $K = 3$).

Finally, Fig. 6b considers the 7-cell network—the only network, among the three considered here, where not all cells are equivalent and pruning the list of dominant interferers plays an important role in ensuring feasibility of partial IA. As expected, it can be seen that with increasing cluster size, scheduling $K = \lceil \frac{N+G-1}{G} \rceil$ users (in this case, $K = 1$, $q = 6$), is a good strategy only at small BS-to-BS distances. In fact IA does not provide consistent rate gain across all the cases. But the simulation does provide insight on the optimal number of users to schedule. It appears that the number of scheduled users should be such that nulling interference from one or two of the dominant interferers for each user is feasible.

Surprisingly, in all three networks, scheduling as many users as there are antennas does not appear to be the right choice even at large BS-to-BS distances. Aggressive spatial multiplexing seems to severely limit the use of spatial resources to enhance signal strength or to null interference.
2) Maximizing the sum-rate: The observations made above for maximizing the minimum rate are not necessarily applicable for maximizing the sum-rate. Figs. 7a and 7b plot the performance of the proposed framework with and without IA for the 3-sector and 7-cell topologies. It is clear that IA makes only a marginal difference to the overall throughput. The difference between the two utility functions can be explained by noting that when maximizing the sum-rate, unlike max-min fairness, even though $K$ users are scheduled in a time-frequency slot only a subset of these users get prioritized and increase in their throughput comes at the cost of the other scheduled users who are either allocated very little transmit power or face significant interference. This can be seen in Figs. 8a and 8b where the cumulative distribution functions (CDFs) of transmit power and SINRs are plotted after the two-step optimization for the 3-sector $(3,3,3 \times 4)$ network. In such a network there are a total of 9 users scheduled at each instance, and IA aims to null interference from 1 BS for each user. It can be seen that about 10% of the users ultimately end up with an SINR less than 0 dB (equivalent to 1 user in every scheduling instance), while another 10% of the users achieve an SINR exceeding 35 dB. Wide disparity in transmit power allocation can also be observed, with over 10% of users receiving more than 15 dBm of transmit power out of a maximum of 16.9 dBm (per cell, per tone). This flexibility in prioritizing users and assigning resources undermines the value of the aligned beamformers that have been designed under the assumption that all $K$ users in a cell are equally important, leading to only marginal gains due to IA when maximizing the sum-rate. This also suggests that the post-optimization interference landscape, with changes in transmit power allocation and number of users with active transmissions (i.e., SINRs above a certain threshold), is so different that the initial assumptions on the dominant interferers are rendered irrelevant.

B. Non-isolated Clusters

It is also important to test the effectiveness of IA in an environment where the given cluster of cooperating BSs is surrounded by other non-cooperating BSs, which produce out-of-cluster interference. Towards this end, we simulate a 49-cell network forming a hexagonal topology with the central 7 cells forming a cluster similar to that shown in Fig. 4. Thus, users in these 7 cells see out-of-cluster interference from 35 other BSs that surround them. Applying the proposed framework in such an environment while treating out-of-cluster interference as noise, it is seen from Fig. 9 that (a) density has little impact on the overall throughput and (b) aligned beamformers carry little significance. While not presented here, a similar set of results are obtained when maximizing the sum-rate as well. It is clear from the spectral efficiencies achieved that such environments are significantly limited by out-of-cluster interference. Nulling interference from a few dominant interferers while ignoring signal strength does not impact the final outcome of the optimization. These results suggest that when investigating beamformer design in practical cellular environments, focusing exclusively on the design of aligned beamformers does not warrant sufficient importance and that in such circumstances, more attention must be paid to the performance of NUM algorithms under various practical constraints such as CSI acquisition, etc.

VI. CONCLUSION

Can IA impact wireless cellular network optimization? The evidence contained in this paper suggests that the impact of IA is quite limited even before accounting for the overhead and the required accuracy of CSI estimation. To arrive at this conclusion this paper first establishes certain fundamental results on feasibility of partial IA and uses these results to devise a two-stage optimization framework for NUM. The first stage of this framework focuses on interference nulling through partial IA followed by utility maximization in the second stage. The proposed framework is designed to leverage the strengths of
IA and to overcome the shortcoming of conventional NUM algorithms. Through simulations on different cluster topologies with and without out-of-cluster interference, it is observed that IA is valuable in network topologies with a small number of BSs and without significant uncoordinated interference. In networks with significant out-of-cluster interference, nulling interference from a few dominant BSs does not appear to make an impact on the performance of NUM algorithms. Thus, in dense cellular networks, IA is likely to play a limited role even with centralized network optimization and full CSI.

\section*{APPENDIX A}

\section*{Proof of Theorem 1}

\subsection*{A. Preliminaries}

The goal of this section is to present a concise introduction to the tools used in the proof of Theorem 1. Most of this material has been presented in various forms in earlier papers \cite{24, 25, 53} and is presented here for completeness and to bring more clarity to the concepts involved.

\subsubsection*{1) Transcendental Field Extensions}

Let $F$ be a field and $F[x_1, \ldots, x_n]$ and $F(x_1, \ldots, x_n)$ denote the ring of polynomials and rational functions over $F$ respectively. Let $K$ be a field containing $F$ and denote the field extension by $K/F$.

\begin{definition}
An element $\alpha \in K$ is algebraic over $F$ if there exists a nonzero $f \in F[x]$ such that $f(\alpha) = 0$. If no such $f$ exists, then $\alpha$ is transcendental over $F$. A set $S = \{\alpha_1, \ldots, \alpha_n\} \subset K$ is algebraically independent over $F$ if there exists a nonzero $f \in F[x_1, \ldots, x_n]$ such that $f(\alpha_1, \ldots, \alpha_n) = 0$. Otherwise $S$ is algebraically independent over $F$.
\end{definition}

Clearly, algebraic independent elements over $F$ are transcendental over $F$. Let $S = \{\alpha_1, \ldots, \alpha_n\} \subset K$ be an algebraically independent set over $F$. We can consider adjoining the elements of $S$ to $F$, denoted by $F(S) = F(\alpha_1, \ldots, \alpha_n)$. $F(S)$ is defined to be the smallest field extension of $F$ containing all elements of $S$. The following lemma shows that the field $F(S)$ has an easy representation.

\begin{lemma}
Let $K/F$ be a field extension. If $\alpha_1, \ldots, \alpha_n \in K$ are algebraically independent over $F$, then $F(\alpha_1, \ldots, \alpha_n)$ and $F(x_1, \ldots, x_n)$ are isomorphic (as field extensions of $F$).
\end{lemma}

\begin{definition}
A subset $S \subset K$ is a transcendence basis for $K/F$ if $S$ is algebraically independent over $F$ and $K$ is algebraic over $F(S)$.
\end{definition}

\begin{example}
Let $K = F(x_1, \ldots, x_n)$, then $x_1, \ldots, x_n$ is a transcendence basis for $K/F$.
\end{example}

We should expect any two bases to have the same size, and this is indeed the case. We shall define this invariant.

\begin{definition}
The transcendence degree $\text{td}(K/F)$ of a field extension $K/F$ is the cardinality of any transcendence basis of $K/F$.
\end{definition}

The tools we developed so far gives us the following proposition, which we will use as a key step in the necessary part of Theorem 1.

\begin{proposition}
Let $K = F(x_1, \ldots, x_n)$. Any set $S = \{\alpha_1, \ldots, \alpha_m\} \subset K$ with $m > n$ is algebraically independent over $F$.
\end{proposition}

\begin{proof}
Follows from the fact that $\text{td}(K/F) = n < m$.
\end{proof}

\subsection*{2) Zariski Topology and a Theorem of Chevalley:}

Let $K$ be an algebraically closed field (e.g. $\mathbb{C}$). Let $S \subset K[x_1, \ldots, x_n]$ be a set of polynomials. Define the zero-locus $Z(S)$ as:

$$Z(S) = \{x \in K^n \mid f(x) = 0 \forall f \in S\}.$$

A subset $V$ of $K^n$ is called an affine algebraic set if $V = Z(S)$ for some $S$. The Zariski topology on $K^n$ is defined by specifying the closed sets to be the affine algebraic sets. Thus, open sets are of the form $K^n \setminus Z(S)$ for some $S \subset K[x_1, \ldots, x_n]$. Intuitively, open sets are “big” in Zariski topology. This is made precise by the fact that open sets are dense (their closures are equal to $K^n$). Zariski open sets allow us to define a property to be generic as follows.

\begin{definition}
A property of $K^n$ is said to be true generically if it is true over a non-empty Zariski open set of $K^n$.
\end{definition}

Closely related to open and closed sets is the concept of constructible sets.

\begin{definition}
A set is locally closed if it is the intersection of an open set with a closed set. A finite union of locally closed sets is called a constructible set.
\end{definition}

Two important facts related to constructible sets that are used in the proof are as follows.

\begin{proposition}
Every constructible set contains a dense open subset of its closure.
\end{proposition}

\begin{theorem}[Special case of Chevalley Theorem]
Let $f_1, \ldots, f_n \in K[x_1, \ldots, x_n]$, and define $f = (f_1, \ldots, f_n)$:
Proposition 3 (Prop. 5.2). For a polynomial map \( f = (f_1, \ldots, f_n) : \mathcal{K}^n \rightarrow \mathcal{K}^n \), the following conditions are equivalent.

1) \( f \) is a dominant map.
2) The function \( f_1, \ldots, f_n \) are algebraically independent over \( \mathcal{K} \).
3) The Jacobian \( J_f = \det \left( \frac{\partial f_i}{\partial z_j} \right) \) of \( f \) is not identically zero.

Proof. By Chevalley’s theorem, \( \text{Im}(f) \) is constructible. Since \( f \) is dominant, then the closure of \( \text{Im}(f) \) is \( \mathcal{K}^n \). By Proposition II \( \text{Im}(f) \) contains a dense open subset of \( \mathcal{K}^n \).

Proposition 4. Let \( f = (f_1, \ldots, f_n) : \mathcal{K}^n \rightarrow \mathcal{K}^n \) be a dominant polynomial map. Then \( \text{Im}(f) \) contains a non-empty Zariski open set.

Proof. By Chevalley’s theorem, \( \text{Im}(f) \) is constructible. Since \( f \) is dominant, then the closure of \( \text{Im}(f) \) is \( \mathcal{K}^n \). By Proposition II \( \text{Im}(f) \) contains a dense open subset of \( \mathcal{K}^n \).

B. Proof of Theorem[1]

This section proves a slightly more general form of Theorem[1] where the \( G \)-cell network is permitted to have different number of users in each cell. Such networks are represented as \((G, \{ K_g \}, M \times N) \) networks. The new theorem statement follows.

Theorem 3. Consider a \((G, \{ K_g \}, M \times N) \) network where each user is served with one data stream. Let \( u_{gk} \) and \( v_{gk} \) denote the transmit and receive beamformer corresponding to the \((g,k)\)th user where the set of beamformers \( \{ u_{g1}, u_{g2}, \ldots, u_{gK_g} \} \) is linearly independent for every \( g \). Further, let \( \mathcal{I} \subseteq \{(i,gk) : g \neq i, 1 \leq g, i \leq G, 1 \leq k \leq K_g \} \) be a set of BS-user pairs such that for each \((i,gk) \in \mathcal{I} \) the interference between the \((g,k)\)th BS and the \((i,g)\)th user is completely nulled, i.e.,

\[
v_{gk} H_{i,gk} u_{ij} = 0, \quad \forall j \in \{1,2,\ldots,K_i\}.
\]

A set of transmit and receive beamformers \( \{ u_{gk} \} \) and \( \{ v_{gk} \} \) satisfying the polynomial system defined by \( \mathcal{I} \) exist if and only if

\[
M \geq 1
\]
\[
N \geq K_g, \quad \forall g.
\]

and

\[
|\mathcal{I}_{\text{users}}|(M - 1) + \sum_{i \in \mathcal{I}_{\text{BS}}} (N - K_i)K_i \geq \sum_{(i,gk) \in \mathcal{J}} K_i
\]

where \( \mathcal{J} \) is any subset of \( \mathcal{I} \) and \( \mathcal{J}_{\text{users}} \) and \( \mathcal{J}_{\text{BS}} \) are the set of user and BS indices that appear in \( \mathcal{J} \).

Proof. The proof closely follows the proof presented in [25] to establish a similar feasibility result.

Let the beamformers used by BS \( i \) be collectively represented as the matrix \( U_i \), i.e., \( U_i = [u_{i1}, u_{i2}, \ldots, u_{iK_i}] \). Let \( v_{gk} \) and \( U_i \) be such that \((i,gk) \in \mathcal{J} \). The IA condition implies that \( U_i \) must have rank \( K_i \). Thus, we can apply invertible linear transformations to \( v_{gk} \) and \( U_i \) such that

\[
v_{gk} = P_{gk}^v \begin{bmatrix} 1 \\ v_{gk} \end{bmatrix}, \quad R_{gk}^u U_i = V_i^{u} \begin{bmatrix} I_{K_i \times K_i} \\ \bar{U}_i \end{bmatrix} R_{gk}^u,
\]

where \( P_{gk}^v \) and \( P_{gk}^u \) are square permutation matrices (consequently, their transpose equals their inverse) while \( R_{gk}^v \) and \( R_{gk}^u \) are two invertible matrices. Defining \( \bar{H}_{(i,gk)} = P_{gk}^{-1} H_{(i,gk)} P_{gk}^{-1} \), we partition it in the following way.

\[
\bar{H}_{(i,gk)} = \begin{bmatrix} H_{(i,gk)}^{(1)} & H_{(i,gk)}^{(2)} \\ H_{(i,gk)}^{(3)} & H_{(i,gk)}^{(4)} \end{bmatrix},
\]

where \( H_{(i,gk)}^{(1)} \) has size \( 1 \times K_i \). Note that \( H_{(i,gk)} \) is still a generic matrix. With the above transformation, we can rewrite the IA condition as

\[
\begin{bmatrix} 1 & v^{H}_{gk} \bar{H}_{(i,gk)}^{(4)} \\ \bar{H}_{(i,gk)}^{(1)} & \bar{H}_{(i,gk)}^{(2)} \end{bmatrix} \begin{bmatrix} I \\ \bar{U}_i \end{bmatrix} = 0.
\]

This can be expanded as the following equation.

\[
\bar{H}_{(i,gk)}^{(1)} + v^{H}_{gk} \bar{H}_{(i,gk)}^{(3)} + \bar{H}_{(i,gk)}^{(2)} \bar{U}_i + v^{H}_{gk} \bar{H}_{(i,gk)}^{(4)} \bar{U}_i = 0. \tag{16}
\]

To establish the necessity part of the theorem, first note that the total number of scalar equations in (16) is

\[
\sum_{(i,gk) \in \mathcal{J}} K_i,
\]

and the total number of scalar variables (unknown entries in \( \{ v_{gk} \} \)’s and \( \{ \bar{U}_i \} \)’s is

\[
|\mathcal{J}_{\text{users}}|(M - 1) + \sum_{i \in \mathcal{I}_{\text{BS}}} (N - K_i)K_i.
\]

Thus if

\[
|\mathcal{J}_{\text{users}}|(M - 1) + \sum_{i \in \mathcal{I}_{\text{BS}}} (N - K_i)K_i < \sum_{(i,gk) \in \mathcal{J}} K_i, \tag{17}
\]

then we would have more equations than unknowns in (16). We show that no solution (for \( \{ v_{gk} \} \)’s and \( \{ \bar{U}_i \} \)’s) can exist in this case.

Consider a transcendental field extension \( \mathcal{F} \) of \( \mathbb{C} \) with a transcendence basis given by entries of \( \{ v_{gk}, \bar{U}_i \} \)’s. The transcendence degree of \( \mathcal{F} \) is \( |\mathcal{J}_{\text{users}}|(M - 1) + \sum_{i \in \mathcal{I}_{\text{BS}}} (N - K_i)K_i \). Construct, for each \((i,gk) \in \mathcal{J}\),

\[
F_{i,gk}(v_{gk}, \bar{U}_i) = -v_{gk}^{H} \bar{H}_{(i,gk)}^{(3)} - \bar{H}_{(i,gk)}^{(2)} \bar{U}_i - v_{gk}^{H} \bar{H}_{(i,gk)}^{(4)} \bar{U}_i. \tag{18}
\]

Note that \( F_{i,gk} \) is a \( 1 \times K_i \) vector with each entry in \( \mathcal{F} \). In particular, each entry of \( F_{i,gk} \) is a quadratic polynomial of the entries in \( v_{gk} \) and \( \bar{U}_i \). If (17) holds, then the total number of these entries (quadratic polynomials) in \( \{ F_{i,gk} \} \)’s is strictly greater than the transcendence degree of \( \mathcal{F} \) over
\[ p\{F_{i,gk}(\bar{v}_{gk}, \bar{U}_i)\}_{(i,gk)\in \mathcal{J}} = 0 \quad \forall \{\bar{v}_{gk}, \bar{U}_i\}_{(i,gk)\in \mathcal{J}}, \]

where the notation \( p\{F_{i,gk}(\bar{v}_{gk}, \bar{U}_i)\}_{(i,gk)\in \mathcal{J}} \) means that \( p \) takes on each entry of every \( F_{i,gk} \) as an input in a specified order. Note that \( p \) is independent of \( \{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}} \). Thus if we view \( p \) as a polynomial in the variable \( X = (\{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}}) \), then \( p \) can be expanded locally at \( X = (\{F_{i,gk}(\bar{v}_{gk}, \bar{U}_i)\}_{(i,gk)\in \mathcal{J}}) \) as

\[ p\{\{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}}\} = \sum_{(i,gk)\in \mathcal{J}} p\{F_{i,gk}(\bar{v}_{gk}, \bar{U}_i)\}_{(i,gk)\in \mathcal{J}} = \sum_{(i,gk)\in \mathcal{J}} \left( \bar{H}_{(i,gk)}^{(1)} - F_{i,gk}(\bar{v}_{gk}, \bar{U}_i) \right) Q_{i,gk}(\{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}}) \quad \forall \{\bar{v}_{gk}, \bar{U}_i\}_{(i,gk)\in \mathcal{J}}, \]

where \( Q_{i,gk} \) is some polynomial vector of size \( K_i \times 1 \). Our assumption on \( p \) implies

\[ p\{\{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}}\} = \sum_{(i,gk)\in \mathcal{J}} \left( \bar{H}_{(i,gk)}^{(1)} - F_{i,gk}(\bar{v}_{gk}, \bar{U}_i) \right) Q_{i,gk}(\{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}}) \quad \forall \{\bar{v}_{gk}, \bar{U}_i\}_{(i,gk)\in \mathcal{J}}. \]

If equation (14) is satisfied, then there exists a choice of matrices \( \{\bar{v}_{gk}, \bar{U}_i\}_{(i,gk)\in \mathcal{J}} \) such that

\[ \bar{H}_{(i,gk)}^{(1)} - F_{i,gk}(\bar{v}_{gk}, \bar{U}_i) = 0 \quad \forall (i,j) \in \mathcal{J}. \]

For this choice, we have

\[ p\{\{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}}\} = 0. \]

However, \( \{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}} \) is generic and independent of \( p \). Thus (22) can only be satisfied if \( p \) is identically the zero polynomial. This contradicts our assumption on \( p \) and proves the necessity part of Theorem 3.

For sufficiency, we focus on the case when the total number of variables equals the total number of equations. All other cases follow easily. To establish the sufficiency part of the theorem, note that it suffices to find a choice of \( \{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}} \) such that the Jacobian of the polynomial map (13) (in variables \( \{\bar{v}_{gk}, \bar{U}_i\}_{(i,gk)\in \mathcal{J}} \)) is nonzero. The condition that the Jacobian of a polynomial map is zero is an algebraic condition on \( \{\bar{H}_{(i,gk)}^{(2)}\}_{(i,gk)\in \mathcal{J}}, \{\bar{H}_{(i,gk)}^{(3)}\}_{(i,gk)\in \mathcal{J}}, \{\bar{H}_{(i,gk)}^{(4)}\}_{(i,gk)\in \mathcal{J}} \) such that the Jacobian of the polynomial map (13) in variables \( \{\bar{v}_{gk}, \bar{U}_i\}_{(i,gk)\in \mathcal{J}} \) is nonzero. Thus, if there exists a choice of \( \{\bar{H}_{(i,gk)}^{(2)}\}_{(i,gk)\in \mathcal{J}}, \{\bar{H}_{(i,gk)}^{(3)}\}_{(i,gk)\in \mathcal{J}}, \{\bar{H}_{(i,gk)}^{(4)}\}_{(i,gk)\in \mathcal{J}} \) such that the Jacobian is nonzero, then the Jacobian is nonzero for generic choices of \( \{\bar{H}_{(i,gk)}^{(2)}\}_{(i,gk)\in \mathcal{J}}, \{\bar{H}_{(i,gk)}^{(3)}\}_{(i,gk)\in \mathcal{J}}, \{\bar{H}_{(i,gk)}^{(4)}\}_{(i,gk)\in \mathcal{J}} \). After establishing the Jacobian of the polynomial map is nonzero, Proposition 3 tells us that the map (15) is in fact dominant. Then Proposition 4 tells us that the image of the map (15) contains a non-empty Zariski open set \( \mathcal{U} \). Thus, equation (16) holds for all \( \{\bar{H}_{(i,gk)}^{(1)}\}_{(i,gk)\in \mathcal{J}} \in \mathcal{U} \) and therefore holds generically.
necessary conditions for Hall’s theorem [55] which guarantees the existence of a perfect matching in such a matrix. Existence of perfect matching in such a graph is equivalent to the ability to reduce the Jacobian matrix to a permutation matrix by setting certain channel values to zero (while ignoring the repetitions of certain channel values and treating all entries in the Jacobian matrix to be independent of each other). Fig. 10a represents the structure of the Jacobian matrix for the example discussed earlier with gray cells representing non-zero entries and Fig. 10b is one possible permutation matrix that such a matrix can be reduced to.

We retain the permutation structure that results from such a reduction only in the \( \frac{\partial \phi_i}{\partial \lambda} \) submatrix of \( J \) (right half of Fig. 10b) by setting all non-zero channel values to 1. The structure of the resulting Jacobian matrix for the example discussed earlier is given in Fig. 10c. With the \( \frac{\partial \phi_i}{\partial \lambda} \) fixed in the above manner, it can be shown that for any random full-rank choice of the submatrices \( \frac{\partial \phi_{u_j}}{\partial \lambda} \) (while ensuring \( \frac{\partial \phi_{u_j}}{\partial \lambda} = \frac{\partial \phi_{u_k}}{\partial \lambda} \) for \( j \neq k \)), the resulting Jacobian is full-rank. To see this, first note that the rank of the Jacobian is now a sum of the ranks of the individual submatrices \( \frac{\partial \phi_{u_j}}{\partial \lambda} \). Note that each such submatrix has non-zero entries in mutually exclusive columns. Now, each submatrix \( \frac{\partial \phi_{u_j}}{\partial \lambda} \) has \( e_i \) rows. By construction, the right side of this submatrix (this is the \( \frac{\partial \phi_{u_j}}{\partial \lambda} \) submatrix) has \( (e_i - N + K_i) \) ones on distinct rows. This is because, the submatrix \( \frac{\partial \phi_{u_j}}{\partial \lambda} \) has \( N - K_i \) columns and each column must have at least one entry chosen while constructing the permutation matrix, leaving \( (e_i - N + K_i) \) non-zero entries in the \( \frac{\partial \phi_{u_j}}{\partial \lambda} \) submatrix after adopting the permutation structure.

Using a column transformation and eliminating non-zero entries on \( (e_i - N + K_i) \) rows on the left side (i.e., the \( \frac{\partial \phi_{u_j}}{\partial \lambda} \) submatrix), we are left with exactly \( (N - K_i) \) non-zero rows in \( \frac{\partial \phi_{u_j}}{\partial \lambda} \) having non-zero entries in the same number of columns. It is easy to see that for any random full-rank choice of the channel matrices \( \{ \bar{H}_{r_{1gk}} \} \), such a submatrix is full rank, thus proving that each of the submatrices is full-rank and hence the Jacobian has a non-zero determinant. Such a construction completes the proof of sufficiency.
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