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Abstract—This paper is concerned with channel estimation in MIMO systems with few-bit ADCs. In these systems, a linear minimum mean-squared error (MMSE) channel estimator obtained in closed-form is not an optimal solution. We first consider a deep neural network (DNN) and train it as a nonlinear MMSE channel estimator for few-bit MIMO systems. We then present a first attempt to use DNN in optimizing the training signal and the MMSE channel estimator concurrently. Specifically, we propose an autoencoder with a specialized first layer, whose weights embed the training signal matrix. Consequently, the trained autoencoder prompts a new training signal designed specifically for the MIMO channel model under consideration.
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I. INTRODUCTION

In multiple-input multiple-output (MIMO) systems, accurate channel state information (CSI), acquired from channel estimation, is crucial to unleash the gain of MIMO communications [1]. In massive MIMO systems, the availability of CSI enables the base-station (BS) to reduce the effects of noise and interference, and thus lead to improvements in spectral efficiency and energy efficiency [2]. CSI estimation at a receiver is typically performed during a training phase, when a known training sequence is sent from a transmitter. We note that the deep literature of MIMO signal processing has effectively resolved the channel estimation problem with rigorous performance analysis, especially in linear MIMO systems.

Recent research in massive MIMO advocated for the use of low-resolution, i.e., 1–3 bits, analog-to-digital converters (ADCs) to reduce the power consumption at wireless transceivers [3], [4]. However, the severe nonlinear distortion induced by few-bit ADCs can make the channel estimation task very challenging [4]. A common approach to tackle this problem was to first linearize the coarsely quantized signal by the Bussgang decomposition [5]. A closed-form Bussgang-based linear minimum mean-squared error (BLMMSE) channel estimator was then proposed [3], [6]. However, a BLMMSE channel estimator is not optimal since the quantized observation is not Gaussian. Generalized approximate message passing (GAMP) is another approach for channel estimation with low-bit observations [4].

The nonlinearity in coarse quantization can also be well captured by deep neural networks (DNN). Recent work in [7] proposed deep learning based channel estimation for massive MIMO systems with mixed-resolution ADCs. Another work in [8] proposed a DNN-based channel estimator for one-bit non-ideal ADCs with threshold hysteresis. DNN was also considered for estimating the effective channel in massive MIMO systems under hardware nonlinearity in a recent paper [9]. All these papers showed promising results by DNN-based channel estimation over existing analytical methods, such as BLMMSE and GAMP. Interestingly, regression with DNN can be interpreted as a nonlinear MMSE estimator [10], which thus facilitates a data-driven approach for channel estimation. However, to the best of our knowledge, none of existing work considered optimizing the training signal for MIMO systems with few-bit ADCs.

In this work, we first consider a feed-forward DNN regressor as a nonlinear MMSE estimator for MIMO channels with few-bit observations. More importantly, different from existing work in using DNN for channel estimation, we propose a DNN autoencoder to jointly optimize the training sequence and the channel estimator. The proposed autoencoder includes a specialized first layer whose weights embed the training signal matrix. Once being trained, the autoencoder prompts a DNN-optimized training signal design using the data generated by the channel model under consideration. Then present numerical results for two channel models: i.) Rayleigh fading with independent and identically distributed (i.i.d.) complex Gaussian channel coefficients and ii.) line-of-sight (LoS) channel coefficients. Numerical results show superior performance in terms of mean-squared error (MSE) by the DNN-optimized training signal design over discrete Fourier transform (DFT)-based orthogonal training sequences.

II. SYSTEM MODEL

We consider the training phase over $\tau$ time slots from $K$ transmit antennas to an $M$-antenna base-station. The unquantized system model can be formulated as

$$Y = \sqrt{\rho} H \Phi^T + N$$

where $\Phi \in \mathbb{C}^{T \times K}$ is the training pilot transmitted from the $K$ antennas, $\rho$ is a power scaling factor at the transmitter, $Y \in \mathbb{C}^{M \times \tau}$ is the unquantized received signal, $N$ is the additive noise, and $H \in \mathbb{C}^{M \times K}$ is the channel matrix to be estimated. This system model is applicable for training from $K$ single-antenna users or from a single $K$-antenna user. If the pilot sequences $[\Phi]_i, i = 1, \ldots, K$, where $[\Phi]_i$ is the $i$th column of $\Phi$, are drawn from $K$ columns of an $\tau \times T$ DFT matrix, they are orthogonal with each other, i.e., $\Phi^H \Phi = \tau I_K$. This work, however, is not limited to the case of orthogonal pilot sequences. Instead, we set power constraints on the design of $\Phi$. For a multiuser system, a per-user power constraint is assumed such that $[\Phi]_i^H[\Phi]_i \leq \tau$. For a single-user system, either a per-antenna power constraint $[\Phi]_i^H[\Phi]_i \leq \tau$ or a sum-power constraint $\text{Tr}\{\Phi^H \Phi\} \leq \tau K$ is assumed. For ease of representation, we vectorize the system model (1) into

$$y = \text{vec}(Y) = \tilde{\Phi} h + n$$

where $\Phi = \sqrt{\tau} \Phi \otimes I_M$ with $\otimes$ being the Kronecker product, $h = \text{vec}(H)$, and $n = \text{vec}(N)$. We assume that the channel vector $h$ is comprised of random variables with zero mean and covariance matrix of $C_h$ and the noise vector $n$ is $\mathcal{CN}(0, C_n)$. We then define the SNR as $\frac{E[\|h\|^2]}{E[\|n\|^2]} = \frac{\tau \text{Tr}(C_h)}{\text{Tr}(C_n)}$. If $y$ is quantized by a $b$-bit uniform quantizer $Q_b(\cdot)$, we obtain the quantized signal $r = Q_b(y)$. The focus of this work is to find a channel estimator $\hat{h}$ to minimize the MSE $E\{\|\hat{h} - h\|^2\}$, given the observation $r$.

III. MMSE CHANNEL ESTIMATOR FOR MIMO SYSTEMS

A. Channel Estimation and Training Signal Design in Unquantized MIMO Systems

With unquantized signal $y$, an MMSE estimator can be uniquely defined as $\hat{h}_{\text{MMSE}} = E[\|h\|y]$. It is often difficult to find an optimal MMSE estimator in closed-form. One alternative approach is to find an optimal linear MMSE estimator, which is given by $\hat{h}_{\text{MMSE}} = C_{hy}C_{y}^{-1}y$. Here, $C_{hy} = E[hy^H] = \Phi C_h \Phi^H + C_n$ is the cross-covariance matrix between $h$ and $y$, and $C_y = E[yy^H] = C_h \Phi^H$ is the covariance matrix of $y$. The linear MMSE estimator then can be written as

$$\hat{h}_{\text{MMSE}} = C_{h}^{-1} \Phi C_{y}^{-1} \Phi \hat{h} + C_n^{-1} y$$

The covariance matrix of the estimation error vector $\varepsilon = h - \hat{h}_{\text{MMSE}}$ can be found to be

$$C_\varepsilon = C_{h} - C_{h} \Phi C_{y}^{-1} \Phi \hat{h} C_{h} = (\Phi H C_{n}^{-1} \Phi + C_h^{-1})^{-1}$$

It is worth mentioning that the linear MMSE estimator is the optimal MMSE estimator if $y$ and $h$ are jointly Gaussian distributed $\mathcal{CN}(0, C)$. This is the case when $h$ and $n$ are both Gaussian. Then, the task of optimizing the training matrix $\Phi$ is to minimize the total MSE $\text{Tr}\{C_\varepsilon\}$, subject to power constraint(s) on $\Phi$. When the channel vector and the noise vector are both i.i.d. Gaussian, e.g., $C_{h} = I_M K$ and $C_{n} = N_0 I_M$, the optimal training signal must have orthogonal columns $\mathcal{CN}(0, C)$. It thus suffices to choose $\Phi$ as $K$ columns of a $\tau \times \tau$ DFT matrix. However, optimizing the training matrix $\Phi$ can be much more involved for non-i.i.d. channel and/or noise vectors, even if they are both Gaussian. Several papers proposed closed-form solutions to the training signal $\Phi$ under the sum power constraint, such as [12] for correlated channels and white noises, [13] for correlated channels and colored noises, and [14] for Rician fading channels and nonzero-mean colored noises.

B. Channel Estimation in Low-Bit MIMO Systems

Suppose that the received signal $y$ is quantized by a $b$-bit uniform quantizer $Q_b(\cdot)$ providing the observation $r = Q_b(y)$, where the quantization is applied separately to the real and imaginary parts of $y$. An MMSE estimator is then given by $\hat{h}_{\text{MMSE}} = E[\|h\|y]$. Since the quantized vector $r$ is not Gaussian, finding an optimal MMSE estimator can be challenging. To circumvent this difficulty, recent work on low-bit MIMO systems [3], [6] relied on linearizing the nonlinear quantization operator $Q_b(\cdot)$ using the Bussgang decomposition [5], [15]. Assuming that the quantizer input $y$ is Gaussian distributed, one can decompose $r$ into a desired signal component of $y$ and an uncorrelated distortion $\varepsilon$ [15], [16] such that

$$r = (1 - \eta_b) y + e = (1 - \eta_b) \hat{h} h + (1 - \eta_b) n + e$$

where $\eta_b$ is a distortion factor. The value of $\eta_b$ and the step-size $\Delta_q$ of an optimal $b$-bit uniform quantizer with a unit-variance Gaussian input is given in Table I. We also include in the table an optimal ternary quantizer with 3 quantizing levels {-1, 0, 1, 224}. Note that the step-size $\Delta_q$ for determining the decision levels must be scaled by the standard deviation of the input source.

A BLMMSE estimator is given by $\hat{h}_{\text{BLMMSE}} = C_{hr}C_{r}^{-1}r$, where $C_{hr} = E[hr^H]$ and $C_{r} = E[rr^H]$. Since $h$ and $e$ are uncorrelated [3], one has $C_{hr} = (1 - \eta_b) C_{h} \Phi^H$. The covariance matrix of the channel estimation error $\varepsilon = h - \hat{h}_{\text{BLMMSE}}$ is then given by $C_\varepsilon = C_h - (1 - \eta_b)^2 C_h \Phi^H C_{r}^{-1} \Phi C_h$.

For the case of symmetric 1-bit quantizing, the covariance matrix $C_r$ can be obtained in an exact way using the arcsine law [cf. Eq. (36) in [13]]. Thus, the BLMMSE estimator $\hat{h}_{\text{BLMMSE}}$ can be found in closed-form (cf. Eq. (14) in [3]). However, when $b > 1$, the covariance matrix $C_r$ cannot be analytically obtained in an exact way [15]. Instead, an approximation of $C_r$ (cf. Eq. (28) in [15]) can be obtained as follows:

$$C_r \approx (1 - \eta_b)[(1 - \eta_b) C_y + \eta_d \text{diag}(C_y)]$$

which depends on $C_y$ and $\Phi$ as a result. Thus, optimizing $\Phi$ to minimize the sum MSE $\text{Tr}\{C_\varepsilon\}$ can be a challenging task, even with the BLMMSE estimator $\hat{h}_{\text{BLMMSE}}$. Recent work [3], [16], the training matrix $\Phi$ was set to be columnwise orthogonal. Then, for i.i.d. channel vector, e.g., $C_{h} = I_M K$, and i.i.d. Gaussian noise vector, e.g., $C_{n} = N_0 I_M$, the diagonal elements of $C_r$ are $K \rho + N_0$. Thus,

$$C_r \approx (1 - \eta_b)[(1 - \eta_b) C_y + \eta_d \text{diag}(C_y)]$$

The BLMMSE estimator in this case can be simplified as

$$\hat{h}_{\text{BLMMSE}} = \hat{h}^H \left( (1 - \eta_b) \Phi \Phi^H + (K \rho \eta_q + N_0) I_M \right)^{-1} r$$

$$= \left( (1 - \eta_b) \Phi \Phi^H + (K \rho \eta_q + N_0) I_M \right)^{-1} \Phi^H r$$

We will use the BLMMSE estimator $\hat{h}_{\text{BLMMSE}}$ in [3] and the above $\hat{h}_{\text{BLMMSE}}$ estimator (for $b > 1$) for benchmarking. The BLMMSE estimator is also applicable for estimating non-Gaussian channel vector $h$ as long as $C_{h} = I_M K$. We stress that the BLMMSE estimator is not optimal for MIMO systems with few-bit ADCs. While using $K$ columns of a $\tau \times \tau$ DFT matrix as the training signal in [3] simplifies the BLMMSE estimator expression [8], it is easy to verify with numerical simulations that different combinations of the $K$ columns provide different sum MSE $\text{Tr}\{C_\varepsilon\}$ results. Moreover, no particular combination works best for the whole range of SNR or quantizing bit numbers. An exhaustive search over $\binom{\tau}{K}$ combinations can be prohibitively time consuming. This observation motivates us to study a DNN framework for optimizing the channel estimator and the training signal for few-bit MIMO systems.
ternary is the autoencoder, where it takes the channel vector per-antenna or per-user power constraint. Illustrated in Fig. While the second part of the autoencoder (from the “Receive layer”) resembles the DNN channel estimator given in Table II the novelty of the proposed autoencoder lies in its first part. Emulating the unquantized system model in vectorized form (2) and the quantizer \( r = Q_b(y) \), the operation of the autoencoder’s first few layers are as follows:

1. The “Noiseless layer” is used to obtain the complex multiplication \( \Phi \hat{h} \). We split \( \Phi^R \) into two matrices \( \text{Re}(\Phi) \) and \( \text{Im}(\Phi) \) with the same size \( \tau \times K \) and form matrix \( \Phi^{R3} = \left[ \begin{array}{cc} \text{Re}(\Phi) & -\text{Im}(\Phi) \\ \text{Im}(\Phi) & \text{Re}(\Phi) \end{array} \right] \). We then take the matrix multiplication of \( \sqrt{\tau} \Phi^{R3} \otimes I_M \) \( h^R \) at this layer to get a length-2\( \tau M \) real-valued vector representing \( \Phi \hat{h} \).

2. The “Noise layer” is used to generate the noise vector \( n^R \), which is added to the “Noiseless layer” to obtain a length-2\( \tau M \) real-valued vector \( y^R \) representing \( y \) in (2).

3. The “Quantization layer” performs element-wise quantization on \( y^R \) to obtain \( r^R \). For the 1-bit quantizer, we use the sign function and \( r^R \) is comprised of \( \pm 1 \). For other quantizing schemes, we rely on the domain knowledge of \( y \) and use the optimal uniform quantizer for a Gaussian source presented in Section III-B. The standard deviation at \( \sqrt{(K \rho + N_0)/2} \) per real/imaginary dimension is passed to this layer and used to scale the decision thresholds for quantizing. For the ternary quantizer, \( r^R \) is comprised of \( \{-1, 0, 1\} \). Finally, for a b-bit quantizer, \( r^R \) is comprised of \( \{\pm 1, \pm 3, \ldots, \pm 2^{b-1}-1\} \).

4. The “Receive layer” provides the input for the MMSE estimator, whose structure is explained in Section IV-A.

We note that the “Noiseless layer” is neither a convolutional layer nor a fully connected dense layer in existing deep learning literature. More specifically, this layer enables the multiplications of \( \Phi^{R3} \) with partitions of \( h^R \), where each partition represents a length-\( K \) complex-valued channel vector from \( K \) transmit antennas to a receive antenna. By realizing its structure, we facilitate embedding \( \Phi \) into the weight matrix of this “Noiseless layer”. Thus, once being trained, the proposed autoencoder prompts a DNN-optimized joint design for the training signal \( \Phi \) and the nonlinear MMSE estimator.

We also note that the derivative of the quantization function at the “Quantization layer” is zero almost everywhere, making it incompatible with back-propagation. We thus adopt the “straight-through estimator” method (20) to circumvent this issue. In fact, this method has been popularized for training DNN for image classification with binarized weights and activations in (21, 22), ternarized weights in (23), and low-bit weights, activations, and gradients in DoReFa-Net (24).

### IV. DNN-Optimized Channel Estimation and Training Signal Design

#### A. DNN-Optimized Channel Estimation

When an optimal MMSE estimator cannot be obtained analytically, a data-driven approach based on DNN can be used to approximate that estimator (10). Given quantized observation \( r = Q_b(y) \) and the channel model, a large data set on \( r, h \) can be generated to train the DNN channel estimator. Since DNN can only work with real inputs and real outputs, we set the input as \( r^R = [\text{Re}(h^R), \text{Im}(h^R)]^T \in \mathbb{R}^{2\tau M} \) and the output as \( \hat{h}^R = [\text{Re}(\hat{h}^R), \text{Im}(\hat{h}^R)]^T \in \mathbb{R}^{2\tau M} \). We then consider a feed-forward DNN regressor with 3 hidden layers, whose details are given in Table II. We use the Rectified Linear Unit (ReLU) activation function at the first two hidden layers and the Tanh activation function at the last one. We note that a similar DNN-based channel estimator with only fully connected layers has been proposed in (7) for the case of \( \tau = 1 \). In this study, we also include the batch normalization technique for stabilizing the training process (13). A residual network (19) is also implemented by feeding the training data into the output of the last hidden layer. The cost function is set to minimize \( \| R^R - \hat{R}^R \|_F \), where \( \hat{R}^R = [\text{Re}(\hat{h}^R), \text{Im}(\hat{h}^R)]^T \). Effectively, the DNN regressor can be interpreted as a non-linear MMSE channel estimator. We found that the DNN regressor presented in Table II performs very well for the purpose of optimizing the training sequence for few-bit MIMO systems, as presented in the next section. The DNN structure in Table II also provides a good balance between complexity and performance, while avoiding the over-fitting issue. Certainly, it is interesting for future work to search for other DNN channel estimators with different layer types and activation functions.

#### B. Optimized Training Matrix Design using DNN

Built upon the DNN regressor for channel estimation, we propose an autoencoder to optimize the training signal \( \Phi \). Since DNN can only work with real numbers, we set \( \Phi^R = [\text{Re}(\Phi^T), \text{Im}(\Phi^T)]^T \in \mathbb{R}^{2\tau \times K} \) as the variable to be optimized. Under a sum-power constraint, we can set a limit on the Frobenius norm of \( \Phi^R \). Likewise, a limit on the norm of each column of \( \Phi^R \) can be set to impose a per-antenna or per-user power constraint. Illustrated in Fig. I is the autoencoder, where it takes the channel vector \( h^R \) as input and reconstructs an estimated vector \( \hat{h}^R \) as output. While the second part of the autoencoder (from the “Receive layer”) resembles the DNN channel estimator given in Table II the novelty of the proposed autoencoder lies in its first part. Emulating the unquantized system model in vectorized form (2) and the quantizer \( r = Q_b(y) \), the operation of the autoencoder’s first few layers are as follows:

- The “Noiseless layer” is used to obtain the complex multiplication \( \Phi \hat{h} \). We split \( \Phi^R \) into two matrices \( \text{Re}(\Phi) \) and \( \text{Im}(\Phi) \) with the same size \( \tau \times K \) and form matrix \( \Phi^{R3} = \left[ \begin{array}{cc} \text{Re}(\Phi) & -\text{Im}(\Phi) \\ \text{Im}(\Phi) & \text{Re}(\Phi) \end{array} \right] \). We then take the matrix multiplication of \( \sqrt{\tau} \Phi^{R3} \otimes I_M \) \( h^R \) at this layer to get a length-2\( \tau M \) real-valued vector representing \( \Phi \hat{h} \).

- The “Noise layer” is used to generate the noise vector \( n^R \), which is added to the “Noiseless layer” to obtain a length-2\( \tau M \) real-valued vector \( y^R \) representing \( y \) in (2).

- The “Quantization layer” performs element-wise quantization on \( y^R \) to obtain \( r^R \). For the 1-bit quantizer, we use the sign function and \( r^R \) is comprised of \( \pm 1 \). For other quantizing schemes, we rely on the domain knowledge of \( y \) and use the optimal uniform quantizer for a Gaussian source presented in Section III-B. The standard deviation at \( \sqrt{(K \rho + N_0)/2} \) per real/imaginary dimension is passed to this layer and used to scale the decision thresholds for quantizing. For the ternary quantizer, \( r^R \) is comprised of \( \{-1, 0, 1\} \). Finally, for a b-bit quantizer, \( r^R \) is comprised of \( \{\pm 1, \pm 3, \ldots, \pm 2^{b-1}-1\} \).

- The “Receive layer” provides the input for the MMSE estimator, whose structure is explained in Section IV-A.

We note that the “Noiseless layer” is neither a convolutional layer nor a fully connected dense layer in existing deep learning literature. More specifically, this layer enables the multiplications of \( \Phi^{R3} \) with partitions of \( h^R \), where each partition represents a length-\( K \) complex-valued channel vector from \( K \) transmit antennas to a receive antenna. By realizing its structure, we facilitate embedding \( \Phi \) into the weight matrix of this “Noiseless layer”. Thus, once being trained, the proposed autoencoder prompts a DNN-optimized joint design for the training signal \( \Phi \) and the nonlinear MMSE estimator.

We also note that the derivative of the quantization function at the “Quantization layer” is zero almost everywhere, making it incompatible with back-propagation. We thus adopt the “straight-through estimator” method (20) to circumvent this issue. In fact, this method has been popularized for training DNN for image classification with binarized weights and activations in (21, 22), ternarized weights in (23), and low-bit weights, activations, and gradients in DoReFa-Net (24).

### V. Simulation Results

This section presents numerical results comparing two schemes: i.) DNN-optimized channel estimator and training signal design and ii.) BLMMSE channel estimator and DFT-based training signal, in terms of the MSE \( \| h^R - \hat{h}^R \|^2_{MK} \). We consider two representative channel models: one with i.i.d. complex Gaussian coefficients corresponding to the Rayleigh fading channel and another one with LoS coefficients. Except
the case $K = 8$ and $τ = 64$ where a randomized combination was chosen, an exhaustive search at each SNR value was conducted to find the best combination of the $K$ DFT columns that attains the lowest MSE by the BLMMSE channel estimator.

In the first model, we assume $C_h = I_{KM}$. We consider a multiuser scenario with $K = 4$ and the training times of $τ = 16$ and $τ = 64$ symbols per user. When $τ = 16$, it is observed that the performances of the two schemes are comparable with negligible performance gains by the proposed scheme at high SNR. This result suggests the BLMMSE estimator with DFT-based training signal is an excellent option for low-bit systems with a short training duration. However, when $τ = 64$, the proposed DNN-based scheme significantly outperforms the BLMMSE scheme in ternary and 2-bit systems. Intuitively, there are more degrees of freedom to optimize the training signal with a longer training duration. Interestingly, the proposed DNN-based scheme for 1-bit system performs best at the SNR of 3 dB.

The second model relies on LoS channel model studied in [25] with $K = 8$ users. We denote the angle-of-arrival from user-$k$ as $θ_k$ (with $-π/3 ≤ θ_k ≤ π/3$), corresponding to the spatial frequency $Ω_k = 2πd/λ sin θ_k$, where $λ$ is the carrier wavelength and $d$ set at half-wavelength is the inter-element spacing. The length-$M$ channel vector for user-$k$ is given by $h_k = A_k e^{jφ_k} \begin{bmatrix} 1, e^{jΩ_k}, e^{j2Ω_k}, \ldots, e^{j(M−1)Ω_k} \end{bmatrix}^T$, where $φ_k$ is an arbitrary phase shift and $A_k$ depends on user-$k$’s location. Here, we randomly generate the user locations so that $E[A_k^2] = 1$. It is easy to verify that the channel coefficients in $h_k$ are zero-mean with unit variance and independent of each other, which makes $C_h = I_{MK}$. Note that $h_k$ is not Gaussian. However, by virtue of the central limit theorem, the noiseless received signal at an arbitrary antenna is well modeled as zero-mean complex Gaussian even for a moderate number of users (e.g., $K = 8$) [25]. Moreover, the noisy received signal at the quantizer input is also Gaussian with variance $Kρ + N_0$. Thus, we adopt the optimal uniform quantizer in Table I for both DNN-based and BLMMSE schemes. The analysis on BLMMSE channel estimator presented in Section III-B also stands, since $C_h = I_{MK}$. As both $h$ and $τ$ are not Gaussian, a linear MMSE estimator is far from the optimal MMSE estimator. Fig. 3 confirms the superior performance by the DNN-based scheme in both cases $τ = 16$ and $τ = 64$. This result indicates the potential of using DNN-based training signal designs for non-Gaussian channel estimation.

VI. CONCLUSION

This paper presents a DNN-based approach for estimating channel and designing training signals for MIMO systems with few-bit ADCs. It has shown an autoencoder structure whose first layer’s weight matrix were designed to embed the training signal. Numerical results have demonstrated much lower MSE floors by the proposed DNN-based scheme than that by the Bussgang-based linear MMSE channel estimator with DFT-based training signals.
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