Diverging quantum speed limits: A herald of classicality
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When is the quantum speed limit (QSL) really quantum? While vanishing QSL times often indicate emergent classical behavior, it is still not entirely understood what precise aspects of classicality are at the origin of this dynamical feature. Here, we show that vanishing QSL times (or, equivalently, diverging quantum speeds) can be traced back to reduced uncertainty in quantum observables and thus can be understood as a consequence of emerging classicality for these particular observables. We illustrate this mechanism by developing a QSL formalism for continuous variable quantum systems undergoing general Gaussian dynamics. For these systems, we show that three typical scenarios leading to vanishing QSL times, namely large squeezing, small effective Planck’s constant, and large particle number, can be fundamentally connected to each other. In contrast, by studying the dynamics of open quantum systems and mixed states, we show that the classicality that emerges due to incoherent mixing of states from the addition of classical noise typically increases the QSL time.

I. INTRODUCTION

What distinguishes the classical world from the underlying quantum domain? Arguably the most prominent answers to this question revolve around the existence of uncertainty relations. While these relations have been tested, understood, and verified for pairs of canonical observables, as there is no observable for time, the uncertainty relation for energy and time remains harder to interpret. In its modern formulation the energy-time uncertainty is phrased as a quantum speed limit (QSL). In its original inception, the QSL reads \[ \tau \geq \frac{\pi \hbar}{2 \Delta E} \equiv \tau_{\text{QSL}}, \] where \( \tau \) is the evolution time between orthogonal states, under a time-independent Hamiltonian, \( H \), and \( \Delta E^2 = \langle \psi | H^2 | \psi \rangle - \langle \psi | H | \psi \rangle^2 \). QSLs have found widespread prominence in, e.g., quantum information theory [4, 5], while other formulations of QSLs provide fundamental and practical insight into the dynamics of complex systems [6–14]. Formally, QSLs can be elegantly expressed in terms of the geometry of quantum evolution [15–17], which in turn reveals a fundamental connection with the study of quantum parameter estimation [18, 19]. In this geometric setting, QSLs have been generalized and applied to various scenarios of interest, notably open quantum systems [20–22] and quantum control [8, 23–26].

Nevertheless, it is still debated what is really “quantum” about the QSL. Only recently, in two almost simultaneous works, Shanahan et al. [27] and Okuyama & Ohzeki [28] showed that bounds resembling the QSL also exist for classical dynamics. The origin of such speed limits, quantum as well as classical, rests in the notion of distinguishability of states. The speed limit is then a bound on the rate with which states become distinguishable from an previous configuration. While these results appear to put quantum and classical dynamics on equal footing, some differences are expected to persist. The natural question, thus, has to be if and how a diverging quantum speed may be related to emergent classical behavior.

In this paper, we tackle this problem for a broad class of quantum systems, namely a collection of bosonic modes described by Gaussian Wigner functions under Gaussian-preserving dynamics [29, 30]. These systems provide an ideal testbed to study QSLs for both quantum and classical systems and have widespread applications in continuous variable (CV) quantum information [31]. In general, studying the QSL for CV systems is mathematically challenging due to their infinite-dimensional Hilbert spaces [32]. In contrast to previous work [27, 33], here we do not work with a phase-space representation, but rather develop a QSL theory for Gaussian dynamics directly, which permits to derive an expression for the QSL time in terms of finite dimensional matrices using symplectic operators.

Using this formalism, we discuss three limits in which the QSL time vanishes: (i) \( \hbar \to 0 \), where \( \hbar \) is interpreted as a parameter of the state, (ii) \( r \to \infty \), where \( r \) denotes the squeezing in the state and (iii) \( n \to \infty \) where \( n \) is the number of modes. Thus, we establish that the emergent classicality linked to a vanishing QSL time can be associated to the reduced uncertainty in particular observables. For the special case of a single mode, we develop the theory further to show that, for each state, there exist Hamiltonians which maximize and minimize the QSL time. Finally, by applying our Gaussian QSL theory to general quantum evolution, we discuss the role of classical noise, mixed states and non-unitary evolution. We illustrate how these aspects, which are related to a transition to classical behavior due to incoherent mixing of states rather than reduced uncertainty of observables, cannot decrease the QSL time.
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II. QUANTUM SPEED LIMIT FOR GAUSSIAN DYNAMICS.

We start by recalling the general formalism of geometric quantum speed limits. Consider a normalized distance between elements in the space of density operators given by

\[ \Theta(\rho, \sigma) = 2 \arccos \sqrt{F(\rho, \sigma)}, \]

where \( F(\rho, \sigma) \) is a fidelity function satisfying \( 0 \leq F(\rho, \sigma) \leq 1 \), and \( F = 1 \) if \( \rho = \sigma \). Further, consider general quantum dynamics given by \( \dot{\rho}_t = \mathcal{L}_t[\rho_t] \), where \( \{ \mathcal{L}_t, t \geq 0 \} \) is a one-parameter family of completely-positive trace-preserving maps. The quantum speed \( V_t \) is computed by expanding the fidelity between the state \( \rho_t \) and the state at a subsequent time \( \rho_{t+dt} \),

\[ F(\rho_t, \rho_{t+dt}) \equiv 1 - V_t^2 \, dt^2 \Rightarrow d\Theta^2 = 4V_t^2 \, dt^2. \tag{1} \]

Note that \( V_t \) measures how fast quantum states become distinguishable from each other. Generally, \( V_t \) is a function of \( \rho_t \), but may also show an explicit dependence in time. Moreover, \( V_t \) can be used to construct bounds on the evolution time in a variety of ways [25, 34, 35], typically based on the relation

\[ \Theta(\rho_0, \rho_t) \leq 2 \int_0^t dt \, V_t. \tag{2} \]

Equation (2) expresses the fact that the distance between \( \rho_0 \) and \( \rho_t \) must be smaller or equal to the length of the path taken by \( \rho_t \) for \( t \in [0, \tau] \).

For unitary dynamics and pure initial states the natural choice is the quantum fidelity \( F = \langle \psi_0 | \hat{U} | \psi_0 \rangle^2 \), for which \( V_t = \Delta E_t / \hbar \) and Eq. (2) is the Anandan-Aharonov relation [15]. For time-independent Hamiltonians, the Mandelstam-Tamm bound can be easily inferred from Eq. (2), see also Ref. [36].

In the present analysis, we focus on the speed for Gaussian states and define the QSL time simply as its inverse, i.e., \( \tau_Q \equiv V^{-1} \). The time-dependence of \( V \) has been dropped, since we can take \( V \) to be the speed at the initial time \( t = 0 \). It is straightforward to show (see Appendix A) that the other usual definitions of a QSL time are analogous to \( \tau_Q \) in the asymptotic limit \( \tau_Q \to 0 \). Generic bosonic systems have a clear-cut classical limit, which makes them ideal to study the quantum-to-classical transition. Gaussian-preserving dynamics in systems of \( n \) modes can be efficiently described using finite-dimensional operators corresponding to the symplectic group \( \text{Sp}(2n) \) [30, 37]. These systems can be characterized by a vector of quadrature operators \( \hat{z} = (\hat{q}_1, \hat{p}_1, \ldots, \hat{q}_n, \hat{p}_n) \) with commutation relations [38]

\[ [\hat{z}_j, \hat{z}_k] = i \hbar \Omega_{jk}, \text{ where } \Omega = \begin{pmatrix} 0 & 1
-1 & 0 \end{pmatrix}. \tag{3} \]

A state, \( \rho_G \), is Gaussian if its Wigner distribution is a Gaussian function in the quadrature variables. These states can be fully described by a \( 2n \)-dimensional real vector of expectation values \( u = \text{tr} (\rho_G \hat{z}) \) and a real, symmetric \( 2n \times 2n \) covariance matrix \( \Sigma = \text{tr} (\rho_G \{\delta \hat{z}, \delta \hat{z}^T\}) \), where \( \delta \hat{z} \equiv \hat{z} - u \), which is such that \( \Sigma + i \hbar \Omega \geq 0 \). Thus, the purity of \( \rho_G \) is simply given by

\[ \text{tr} (\rho_G^2) = \sqrt{\hbar / \det(\Sigma)}. \tag{4} \]

For mathematical convenience, we now choose the metric, \( F \), to be the fidelity introduced in [39, 40]

\[ F(\rho, \sigma) = \frac{\text{tr} [\rho \sigma]}{\sqrt{\text{tr} [\rho^2] \text{tr} [\sigma^2]}}. \tag{5} \]

Note that for purity-preserving dynamics, Eq. (5) reduces to the relative purity [22] and the corresponding distance, \( \Theta \), to the one studied in [41]. For a CV system, \( \rho \) is represented by an infinite-dimensional matrix, however, Gaussian states can be described by finite-dimensional objects \( \rho \to (\Sigma, u) \). In terms of these, the fidelity of Eq. (5) can be expressed as [42, 43]

\[ F(\rho_1, \rho_2) = \frac{(\det(\Sigma_1))^{1/4} (\det(\Sigma_2))^{1/4}}{(\det(\frac{1}{2} (\Sigma_1 + \Sigma_2)))^{1/2}} \times \exp \left( -\delta u^T (\Sigma_1 + \Sigma_2)^{-1} \delta u \right), \tag{6} \]

where \( \delta u \equiv u_2 - u_1 \). Consider now a transformation \( \rho \to \rho + dp \). If the evolution preserves the Gaussian character of the state, we can expand Eq. (6) to second order using \( \Sigma \to \Sigma + d\Sigma \) and \( u \to u + du \). This procedure, detailed in Appendix B, yields the expression

\[ F(\rho, \rho + dp) = 1 - \frac{1}{16} \text{tr} \left( \left[ (\Sigma^{-1} d\Sigma) \right]^2 \right) \]

\[ - \frac{1}{2} du^T \Sigma^{-1} du, \tag{7} \]

which we will use to obtain explicit expressions for the quantum speed \( V \) for different cases of interest.

We will first focus on unitary evolutions generated by quadratic Hamiltonians of the form \( H = z^T G z / 2 \), with \( G \in \mathbb{R}^{2n \times 2n} \) and symmetric. In this case the quadratic operators evolve according to \( \dot{z}(t) = S(t) z(0) \), with \( S(t) \) a symplectic matrix (i.e., such that \( S \Omega S^T = \Omega \) obeying \( S = \Omega G S(t) \), which in turn implies that initial Gaussian states remain Gaussian at all times. The unitary evolution of the covariance matrix and the displacement vector of a Gaussian state is given by

\[ d\Sigma = (\Omega \Sigma \Omega - \Sigma \Omega \Omega) \, dt \text{ and } du = \Omega G u \, dt. \tag{8} \]

Inserting this into Eq. (7) and using Eq. (1), we can evaluate the quantum speed for unitary evolution of general (multi-mode, mixed) Gaussian states,

\[ V^2_U = \frac{1}{8} \left( -\text{tr} [G \Sigma^{-1} G \Sigma'] + \text{tr} \left( (\Omega G)^2 \right) \right) \]

\[ - \frac{1}{2} u^T G \Sigma^{-1} \Omega G u. \tag{9} \]

This expression can be further simplified if \( \rho \to (\Sigma, u) \) is pure. In this case, using Williamson’s theorem it is straightforward to show that \( -\Omega^{-1} \Omega = S / \hbar^2 \) (see Appendix C). This leads to the following general expression for the quantum speed for a generic pure Gaussian state undergoing Gaussian-preserving dynamics

\[ V^2_U = \frac{1}{8 \hbar^2} \left( \text{tr} \left( (G \Sigma)^2 \right) + \hbar^2 \text{tr} \left( (\Omega G)^2 \right) \right) \]

\[ + \frac{1}{2 \hbar^2} u^T G \Sigma u. \tag{10} \]
The resulting expression for the speed reads
$$\sum_{\mathbf{n}=\mathbf{1}}\omega \mathbf{D} \mathbf{O} \mathbf{D} \mathbf{O} \mathbf{T},$$
where the quantum speed diverges, leading to a vanishing QSL time.

III. DIVERGING QUANTUM SPEED LIMITS

A. Limit of small Planck’s constant

We begin by analyzing the role of $\hbar$ in the QSL time. It is instructive to evaluate Eq. (10) for a generic multimode state evolving on a uniform Harmonic oscillator, where $G = \omega \mathbf{1}_{2n \times 2n}$. The covariance matrix of an arbitrary Gaussian pure state can be written as $\Sigma = \hbar \mathbf{O} \mathbf{D} \mathbf{O} \mathbf{T}$, where $\mathbf{O}$ is an orthogonal matrix and $\mathbf{D}$ is a diagonal positive matrix of the form
$$D = \mathbf{1}_{2n} \left( \begin{array}{cc} x_k & 0 \\ 0 & 1/x_k \end{array} \right).$$

The elements of $\mathbf{D}$ describe the magnitude of the squeezing of the state and can be parametrized as $x_k = \exp(r_k)$, with $r_k \geq 0$. The resulting expression for the speed reads
$$V^2_U = \frac{\omega^2}{8} \left( \text{tr} \{D^2\} - 2n \right) + \frac{\omega^2}{2\hbar} \mathbf{v}^T \mathbf{D} \mathbf{v}$$

B. Limit of large squeezing

We now turn to the second limit. For simplicity, we set without loss of generality $\mathbf{u} = 0$, and therefore restrict to considering states which are centered at the origin in phase space. Using the same example as above, we have that
$$\text{tr} \{D^2\} = 2 \sum_{k=1}^{n} \cosh(2r_k) = 4 \sum_{k=1}^{n} \sinh^2(r_k) + 2n$$

revealing that, as the squeezing of the state increases, the quantum speed diverges. This phenomenon can again be rationalized from the fact that large squeezing allows for a faster increase in distinguishability, as schematically depicted in Fig. 1(b). Here we observe that a diverging speed is again associated with reduced uncertainty, in this case corresponding to the variance of the squeezed quadrature operator(s) of the state.

An important observation about the role of states and generators in the QSL follows from this example. Since the quantum speed is the rate at which the state of the system becomes distinguishable, it is more classical in the sense that the uncertainty associated with the state of the system. This result makes explicit the fact that the role of $\hbar$ in the QSL is precisely to set the minimum uncertainty, which limits the rate of change of the distinguishability. Since uncertainty can always be introduced in classical systems, a similar mechanism can be understood to lead to a speed limit for those systems [27, 28].
FIG. 2. Plots in (a) show $V_U^2$, normalized to its maximum value, as a function of $\delta = \theta - \phi$, where $\theta$ is the angle of the squeezed quadrature and $\phi$ is the angle characterizing the squeezing Hamiltonian, cf. Eq. (15). For a given degree of squeezing (top plot $r = 0.35$, bottom plot $r = 2.00$), the maximum speed is achieved at $\theta = 3\pi/4$, when $g_0/g_S = \tanh(r)$, while the minimum is reached when $g_0 = \tanh(r)$. These conditions give $g_0 \approx g_0$ for large $r$, as can be seen by the curves in the bottom plot. Other choices of $g_0, g_S$ are shown for comparison. (b) Schematic showing the action of the optimal Hamiltonians which maximize (red) and minimize (blue) the speed of a state squeezed along the $p$ quadrature. The arrows indicate the direction of squeezing.

where $g_0, g_S \in \mathbb{R}$ are the weights corresponding to the number-preserving and number-non-preserving parts of the generator. $G_0, G_1$ and $G_2$ are the $2 \times 2$ matrix representations of the single-mode Gaussian-preserving (quadratic) Hamiltonians $q^2 + p^2$, $q^2 - p^2$ and $qp + pq$, respectively. The angle $\phi$ is introduced to parametrize the relative contribution of each of the squeezing generators $G_1$ and $G_2$. In this case, $V_U$ can be evaluated exactly, yielding

$$V_U^2 = \frac{1}{2} \left[ (g_0 \sinh(r) - g_S \sin(2\delta) \cosh(r))^2 + g_S^2 \cos^2(2\delta) \right],$$

where we have introduced $\delta = \theta - \phi$.

The speed, $V_U^2$, is plotted in Fig. 2 for various combinations of parameters. The maximum speed, $V_{\text{max}}^2$, occurs when $\delta = 3\pi/4$. Introducing an overall energy scale $g$ such that $g_0 = gg_0$ and $g_S = gg_S$, we have that $V_{\text{max}}^2 = g^2 \cosh(2r)/2$, which grows as $\exp(2r)$ for large $r$ and for $g_0/g_S = \tanh(r)$. For low squeezing, this amounts to setting $g_S \gg g_0$, while for high squeezing, it is achieved by $g_S \approx g_0$. Consequently, for a single mode system there always exists a Hamiltonian for which the QSL time vanishes optimally as $\exp(-2r)$ when the squeezing is large. It can also be shown that for any degree of squeezing, an “opposite”, minimum-speed Hamiltonian exists, for which $V_U$ is either zero or independent of $r$, see Appendix D.

C. Limit of large system size

Finally, we analyze the large $n$ limit. Taking $v = (\langle \hat{q}_1 \rangle, \langle \hat{p}_1 \rangle, \ldots, \langle \hat{q}_n \rangle, \langle \hat{p}_n \rangle)$, Eq. (12) becomes

$$V_U^2 = \frac{\omega^2}{2} \left[ n \left( \frac{1}{n} \sum_{k=1}^{n} \sinh^2(r_k) \right) + \frac{1}{\bar{h}} \left( \frac{1}{n} \sum_{k=1}^{n} \exp(-r_k)\langle \hat{q}_k \rangle^2 \right) \right].$$

Assuming that the squeezing parameters $r_k$ and the displacements $\langle \hat{q}_k \rangle, \langle \hat{p}_k \rangle$ are independent of $n$, the quantities in the parenthesis of Eq. (17) remain intensive as $n \to \infty$ and thus we find $V_U^2$ diverges linearly with $n$. This behavior of $V_U$ bears close resemblance to the origin of the orthogonality catastrophe studied in Ref. [46].

Interestingly, the role of $n$ in the vanishing QSL time can be recast in terms of the two limits studied above. We begin with the first term in Eq. (17). For fixed $r_k$’s, the resulting multimode speed can be emulated by a single mode system where the squeezing parameter $r$ obeys $\sinh^2(r) = \sum_k \sinh^2(r_k)$. For small $r_k = r^{(0)}$, we have that $r \approx \sqrt{n} r^{(0)}$, and thus, in absence of displacements, we find that the large $n$ limit with finite squeezing is equivalent to the large squeezing limit of a single mode evolution. We can include displacements in the analysis by now considering emulating the second term in Eq. (17) with a single mode system. The components of the required displacement vector read

$$\langle \hat{q} \rangle = \frac{\exp(-r)}{n} \sum_{k=1}^{n} \exp(r_k)\langle \hat{q}_k \rangle^2,$$

$$\langle \hat{p} \rangle = \frac{\exp(r)}{n} \sum_{k=1}^{n} \exp(-r_k)\langle \hat{p}_k \rangle^2.$$

In the absence of squeezing, $r_k = r = 0$, the displacement vector length does not scale with $n$. Thus, the limit $n \to \infty$ is equivalent to letting $h_{\text{eff}} \equiv \bar{h}/n \to 0$, and thus it reduces to the first case considered above. In the presence of squeezing, the length of the displacement vector increases with $n$ since $\exp(r) \sim \exp(\sqrt{n})$. Thus, we can further normalize $v \to v/\cosh(r)$ such that $||v||^2 \sim \exp(r)/\cosh(r) \approx 1$ as $n \to \infty$. Therefore, $h_{\text{eff}} \equiv h/(n\cosh(r)) \sim h/n^2$, which vanishes for $n \gg 1$.

IV. MIXED STATES AND NON-UNITARY EVOLUTION

So far we have analyzed the quantum speed of evolution for pure Gaussian states, and we have shown a relation between the diverging speed and a particular aspect of the classicality of the state, i.e. the uncertainty of an observable (or set of observables) vanishing. A seemingly separate notion of classicality is given by considering mixed states and purity-non-preserving evolution. Mixed states are classical mixtures of pure states and the addition of classical noise is expected to reduce distinguishability [27, 28].
fixed values of system temperature. In all cases, the inverse temperature on the quantum speed of evolution and compare its role with respect to the system’s effective temperature. To this end, we focus on quantum Brownian motion (QBM), which describes the dynamics of a single harmonic oscillator interacting with a bosonic bath [48, 49].

The master equation reads

\[ \dot{\rho} = -i[H_0, \rho] - \Delta [q, [q, \rho]] + \Pi [q, [p, \rho]] - i\gamma [q, [p, \rho]] \]

(24)

where \( H_0 = \omega (q^2 + p^2)/2 \). At high temperatures, the diffusion coefficients \( \Delta \) and \( \Pi \) can be written in terms of the damping rate \( \gamma = \Delta = \beta_\omega \gamma_\beta \) and \( \Pi = -\gamma \beta_\omega / 2 \), where \( \beta_\omega \) is the inverse temperature of the bosonic bath [33, 50].

The dynamics of the QBM is Gaussian-preserving [51, 52] and thus can be cast in the form of Eq. (19) where \( G = \omega I \), \( g = 2\gamma \) and

\[ M = \frac{1}{\gamma} \left( \begin{array}{cc} \Delta & -\Pi/2 \\ -\Pi/2 & 0 \end{array} \right). \]

(25)

To analyze the role of \( \beta_B \) and \( \beta_S \), we plot in Fig. 3 the QSL time \( \tau = V_{\text{cov}}^{-1} \). In Fig. 3(a), \( \tau \) is plotted for fixed bath temperature \( \beta_B \) as a function of \( \beta_S \) and for no squeezing, while in (b) the same is shown for the case of squeezing along \( q \)-quadrature, or squeezing along \( p \)-quadrature (dashed and dotted lines, respectively). As expected, we observe that the QSL time remains nonzero in all cases. Furthermore, \( \tau \) reaches a bath-independent value at high temperature (\( \beta_S \to 0 \)), while it decays to a bath-dependent regime at low temperatures. In Fig. 3(c) and (d) the QSL time is plotted as a function of the inverse bath temperature, for fixed values of \( \beta_B \), and the same squeezing regimes as before. The resulting behavior is notably different, since \( \tau \) vanishes at high bath temperature for all cases. The shape of these curves can be understood by analyzing the expression of the speed in the case with no squeezing \( r = 0 \) (which leads to \( V_{\text{cov}} \equiv 0 \)). There, we obtain

\[ V_{\text{QBM}}^2 = \frac{\gamma^2}{2} \left( 1 - x(\beta_S, \beta_B) + x(\beta_S, \beta_B)^2/2 \right) + O(\beta_B^3) \]

(26)

where \( x(\beta_S, \beta_B) = \beta_B^{-1} \tanh(\beta_B \omega/2) \). For fixed \( \beta_B \), the speed remains bounded for all \( \beta_S \), and reaches a bath-independent
value of $\gamma^2/4$ at large temperatures $\beta_S \ll 1$. This illustrates the behavior discussed above, where the system’s effective temperature, related to the mixed nature of the state, cannot increase the speed arbitrarily and thus will not lead to vanishing QSL times. The role of the bath temperature is markedly different since, for fixed $\beta_S$, we get that $V_{QBM}^2$ grows unboundedly as $T_B^{-2}$. Note, however, that $T_B$ is a property of the generator of the non-unitary evolution, and throughout this work we have focused on vanishing QSL times for bounded generators.

Finally, other interesting features of the curves in Fig. 3 can be deduced from Eq. (26). First, notice that the curves are not monotonic, and in particular the ones in (a) and (b) display a peak for a given combination of $\beta_B$ and $\beta_S$. This behavior is captured by Eq. (26) which predicts a minimum of the speed (maximum of QSL time) at $x(\beta_S, \beta_B) = 1$. This condition corresponds to the case where the temperature of the system is roughly equal to the temperature of the bath (assumed to be large here). Under these conditions, the QBM dynamics has a steady state which is roughly equilibrated with the bath, and the closer the system state is to this equilibrium state, the smaller the speed. For arbitrary $\beta_B$, this same mechanism explains the emergence of the peaks, albeit the relation between the equilibrium temperature and the bath temperature is more intricate. On the other hand, Eq. (26) also predicts the plateau behavior seen at large $\beta_S$ in Figs. 3 (a) and (b). For $x \to \infty$ (and in the regime of small $\beta_B$, where this expression is valid), we obtain a plateau value of $V_{QBM}^2 \simeq 1/2\beta_B$, which becomes larger as the bath temperature increases (and thus the state is further away from the equilibrium configuration).

V. CONCLUDING REMARKS

We have shown that vanishing QSL times in continuous variable systems can be traced back to an underlying property: the asymptotically vanishing uncertainty of a set of particular observables which depend on the state and the dynamics. This result shows that a very particular notion of classicality, strictly related to this vanishing uncertainty, is responsible for the absence of a QSL. This property can emerge for systems as simple as a single bosonic mode in a highly squeezed state, but is absent in quantum systems with finite-dimensional Hilbert spaces. By studying the behavior of the QSL in open quantum systems, we have explored the behavior of other aspects of classicality on the QSL, and showed that, in contrast, the addition of classical noise, be it from considering mixed states, or from dissipative dynamics, will not lead to vanishing QSL times. To derive these results, we have developed a QSL framework for continuous variable systems undergoing Gaussian-preserving dynamics. We expect this framework to have broader applications, particularly in the study of quantum control of CV systems and non-Markovianity [53, 54].
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Appendix A: Different definitions of QSL time

In the main text we define the QSL time as \( \tau_Q = V^{-1} \), however a more common definition is given by

\[
\tau_1(t) = \frac{\theta(\rho_0, \rho_t)}{1/t \int_0^t dt' V(t')}. \tag{A1}
\]

An alternative definition is given by \( \tau_2(t) \) which is implicitly defined by the equation \([25, 34]\)

\[
\theta(\rho_0, \rho_t) = \int_0^{\tau_2(t)} dt' V(t'). \tag{A2}
\]

In both cases, Eq. (2) ensures that \( t \geq \tau_i \). For short \( t, \tau_i \), one can approximate \( V(t) \) as constant (i.e, evaluated at \( \rho_0 \)), and thus from the expressions above one gets

\[
V(t)\tau_i = \theta(\rho_0, \rho_t) \rightarrow \tau_i \propto V^{-1}, \tag{A3}
\]

thus being proportional to \( \tau_Q \) as intended.

Appendix B: Derivation of the quantum speed

Here we derive Eq. (7) in the main text, which gives the expression for the quantum speed \( V_t \) associated with the fidelity \( F(\rho_1, \rho_2) \). First, take the Gaussian states \( \rho_1 \rightarrow (\Sigma, u) \) and \( \rho_2 \rightarrow (\Sigma + d\Sigma, u + du) \). Using Eq. (6), we get

\[
F(\rho_1, \rho_2) = \frac{\det((I + \Sigma^{-1}d\Sigma)^{1/4})}{\det(I + \Sigma^{-1}d\Sigma)^{1/2}} \exp(-du^T(2\Sigma + d\Sigma)^{-1}du) \tag{B1}
\]

where we exploit the fact that \( \Sigma \) is invertible and properties of the determinant. Consider the first factor in the equation above, which is the ratio of two expressions of the form \( \det((I + aB)^y) \). Any matrix \( A \) obeys \( \det A = \exp(\text{Tr} \log(A)) \), and so one can expand the determinant to obtain

\[
\det((I + aB)^y) = \exp \left( \gamma \text{Tr} \left( aB - \frac{1}{2} a^2 B^2 \right) + O(B^3) \right) \tag{B2}
\]

\[
= 1 + a \gamma \text{Tr} \left( B \right) - \frac{\gamma a^2}{2} \text{Tr} \left( B^2 \right) + \frac{\alpha^2 \gamma^2}{2} \text{Tr} \left( B \right)^2 + O(B^3) \tag{B3}
\]

Using the general expression Eq. (B3) we can expand the first factor in Eq. (B1) in a straightforward way. The result reads

\[
\frac{\det((I + \Sigma^{-1}d\Sigma)^{1/4})}{\det(I + \Sigma^{-1}d\Sigma)^{1/2}} \approx 1 - \frac{1}{16} \text{Tr} \left( B^2 \right), \text{ where } B = \Sigma^{-1}d\Sigma. \tag{B4}
\]

The second factor in Eq. (B1) is of the form \( \exp(-du^T L^{-1} du) \), where \( L = 2\Sigma + d\Sigma \). Expanding the inverse, one finds that up to terms that are quadratic in \( (du, d\Sigma) \), the leading term corresponds to \( L^{-1} \approx \Sigma^{-1}/2 \). The resulting expansion reads

\[
\exp(-du^T(2\Sigma + d\Sigma)^{-1}du) \approx 1 - \frac{1}{2} du^T \Sigma^{-1} du \tag{B5}
\]

Combining Eqs. (B4) and (B5) we get Eq. (7).

Appendix C: Quantum speed for pure states

In order to derive Eq. (10) in the main text, we note that a general covariance matrix \( \Sigma \) can be decomposed according to Williamson’s theorem \([30]\) as \( \Sigma = hS KS^T \), where \( S \in \text{Sp}(2n) \) and

\[
K = \bigoplus_{k=1}^n \begin{pmatrix} v_k & 0 \\ 0 & v_k \end{pmatrix}. \tag{C1}
\]
We can rewrite this expression in terms of the displaced quadrature operators $\delta \Omega$ where we have exploited the fact that $u$ where we have used that character of the state. The resulting expression reads

$$\Omega \Sigma^{-1} \Omega = -\frac{1}{\hbar} S S^T = -\frac{1}{\hbar^2} \Sigma,$$  

(C3)

which is used to derive Eq. (10) in the main text.

The Anandan-Aharonov relation [15] states that the speed of unitary evolution for pure states is given by $\Delta E^2/\hbar^2$, where $\Delta E^2 \equiv \langle \hat{H}^2 \rangle - \langle \hat{H} \rangle^2$. Thus, the expression for the speed in Eq. (10) has to be equal to this quantity. Here we check that this is indeed true by direct calculation. First, recall that $\hat{H} = \frac{1}{2} \sum_{ij} G_{ij} \hat{z}_i \hat{z}_j$, and so

$$\dot{\hat{H}} - \langle \dot{\hat{H}} \rangle = \frac{1}{2} \sum_{ij} \big( \delta \hat{z}_i \delta \hat{z}_j - \langle \delta \hat{z}_i \delta \hat{z}_j \rangle \big).$$  

(C4)

We can rewrite this expression in terms of the displaced quadrature operators $\delta \hat{z} = \hat{z} - u$, 

$$\dot{\hat{H}} - \langle \dot{\hat{H}} \rangle = \frac{1}{2} \sum_{ij} \big( \delta \hat{z}_i \delta \hat{z}_j - \langle \delta \hat{z}_i \delta \hat{z}_j \rangle \big) + u_i \delta \hat{z}_j + u_j \delta \hat{z}_i$$  

(C5)

Then, we work out $\langle (\dot{\hat{H}} - \langle \dot{\hat{H}} \rangle)^2 \rangle$, and use the fact that expectation values of even powers of the $\delta \hat{z}_k$’s are zero, due to the Gaussian character of the state. The resulting expression reads

$$\langle (\dot{\hat{H}} - \langle \dot{\hat{H}} \rangle)^2 \rangle = \frac{1}{4} \sum_{ijkl} G_{ij} G_{kl} \big( \langle \delta \hat{z}_i \delta \hat{z}_j, \delta \hat{z}_k \delta \hat{z}_l \rangle - \langle \delta \hat{z}_i \delta \hat{z}_j \rangle \langle \delta \hat{z}_k \delta \hat{z}_l \rangle + u_i u_k \langle \delta \hat{z}_j \delta \hat{z}_l \rangle \big)$$  

$$+ u_i u_j \langle \delta \hat{z}_i \delta \hat{z}_j \rangle + u_k u_l \langle \delta \hat{z}_i \delta \hat{z}_j \rangle + u_j u_l \langle \delta \hat{z}_i \delta \hat{z}_j \rangle \big).$$  

(C6)

The next step is to use Wick’s theorem in order to write the fourth order moment in terms of the second order moments,

$$\langle \delta \hat{z}_i \delta \hat{z}_j, \delta \hat{z}_k \delta \hat{z}_l \rangle = \langle \delta \hat{z}_i \delta \hat{z}_j \rangle \langle \delta \hat{z}_k \delta \hat{z}_l \rangle + \langle \delta \hat{z}_i \delta \hat{z}_k \rangle \langle \delta \hat{z}_j \delta \hat{z}_l \rangle + \langle \delta \hat{z}_i \delta \hat{z}_l \rangle \langle \delta \hat{z}_j \delta \hat{z}_k \rangle,$$  

(C7)

and to note that

$$\delta \hat{z}_i \delta \hat{z}_j = \frac{1}{2} \big( [\delta \hat{z}_i, \delta \hat{z}_j] + [\delta \hat{z}_j, \delta \hat{z}_i] \big) \rightarrow \langle \delta \hat{z}_i \delta \hat{z}_j \rangle = \frac{1}{2} \big( \Sigma_i + i \hbar \Omega_i \big) = \frac{1}{2} V_{ij}.$$  

(C8)

With this elements in place, we now can combine Eq. (C6) with Eqs. (C7) and (C8). The resulting expression reads

$$\Delta E^2 = \frac{1}{16} \sum_{ijkl} G_{ij} G_{kl} \big( V_{ik} V_{jl} + V_{il} V_{jk} \big) + \frac{1}{8} \sum_{ijkl} G_{ij} G_{kl} \big( u_i u_k V_{jl} + u_i u_l V_{jk} + u_j u_k V_{il} + u_j u_l V_{ik} \big)$$  

(C9)

$$= \frac{1}{8} \text{Tr} \big( G V G V \big)^T + \frac{1}{2} u^T G V G u = \frac{1}{8} \big( \text{Tr} \big[ G \Sigma \big]^2 + \hbar^2 \text{Tr} \big[ G \Omega \big]^2 \big) + \frac{1}{2} u^T G \Sigma G u,$$  

(C10)

where we have used that $u^T G \Omega G u = 0 \forall u$ since $G \Omega G$ is an antisymmetric matrix.

**Appendix D: QSL for single mode Gaussian unitary evolution**

For $n = 1$, the most general covariance matrix can be written as

$$\Sigma = \hbar c R(\theta) DR(\theta)^T, \text{ with } R(\theta) = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}.$$  

(D1)
and $D = \text{diag}(\exp(r), \exp(-r))$. For this analysis we will focus on the role of squeezing, and thus we will consider undisplaced states ($u = 0$). The Hamiltonian generating the evolution is an element of the algebra $\mathfrak{sp}(2)$, which has dimension $2n - 1 = 3$ and its spanned by the elements

$$
G_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad G_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad G_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
$$

So, we consider dynamics driven by the most general generator

$$
G = g_0G_0 + g_1G_1 + g_2G_2 \equiv g_0G_0 + g_SG_S(\phi)
$$

where we introduced the alternative parametrization $G_S(\phi) = R(\phi)G_2R(\phi)^T$, $g_1 = g_S\sin(2\phi)$ and $g_2 = g_S\cos(2\phi)$. In this notation, $g_0$ is the weight of the number-preserving part of the Hamiltonian, while $g_S$ is the weight of the number-non-preserving part of $G$. Using the expressions in Eqs. (D1) and (D3), we can evaluate the speed in Eq. (9). After some algebraic manipulation, the result reads

$$
V^2_U = \frac{1}{2} \left[ (g_0 \sinh(r) - g_S \sin(2\delta) \cosh(r))^2 + g_S^2 \cos^2(2\delta) \right]
$$

(D4)

where we introduced $\delta = \theta - \phi$.

Our goal is to derive, for a given value of squeezing, the Hamiltonian that maximizes and minimizes the speed. Differentiating Eq. (D4) with respect to $\delta$ and equating it to zero reveals the existence of the following extrema in the interval $\delta \in [0, \pi]$:

$$
\delta_c^{(1)} = \frac{\pi}{4}, \quad \text{and} \quad \delta_c^{(2)} = \frac{3\pi}{4}
$$

(D5)

for all values of parameters, while two extra extrema $\delta_c^{(\pm)}$ appear if $\frac{g_0}{g_S} \leq \tanh(r)$, which obey the equation

$$
\sin(2\delta_c^{(\pm)}) = \frac{g_0}{g_S} \coth(r)
$$

(D6)

Straightforward stability analysis reveals that $\delta_c^{(2)}$ is always a maximum (and furthermore, its global), $\delta_c^{(\pm)}$ are always minima (when they exist), and thus $\delta_c^{(1)}$ is a minima for $g_0/g_S > \tanh(r)$ and a maxima otherwise. The resulting situation is depicted in Fig. 2.

Let us now discuss the maximum speed, which is given by

$$
V_{\text{max}}^2 = V_U^2(\delta_c^{(2)}) = \frac{1}{2} (g_0 \sinh(r) + g_S \cosh(r))^2
$$

(D7)

For a fixed degree of squeezing $r$, the above expression reaches its maximum value $g^2 \cosh(2r)/2$ when $g_0/g_S = \tanh(r)$. Here $g$ is taken to be some overall Hamiltonian strength which we assume to be fixed, i.e. $g_0 = g_g0$ and $g_S = g_gS$. This result tells us that we can always achieve a maximum speed proportional to $\cosh(2r) \sim \exp(2r)$ by using an optimal choice Hamiltonian. If $r$ is small, the choice is to set $g_S \gg g_0$. For large $r$, on the other hand, the best choice is to set $g_S = g_0$.

Conversely, one can analyze the minimum possible speed $V_{\text{min}}^2$ for these systems. In this case, the expression for $V_{\text{min}}^2$ is different depending on the relation between $g_0$ and $g_S$. If $g_0 > g_S \tanh(r)$, then the minimum occurs at $\delta_c^{(1)}$ and we obtain

$$
V_{\text{min}}^2 = V_U^2(\delta_c^{(1)}) = \frac{1}{2} (g_0 \sinh(r) - g_S \cosh(r))^2
$$

(D8)

This is the naturally opposite situation as the one described before. The minimum possible speed is 0, and its achieved for $g_S/g_0 = \tanh(r)$; for low squeezing, the optimal choice is one where $g_0 \gg g_S$. At higher squeezing, the optimal choice is $g_0 \approx g_S$ as before. If $g_0 < g_S \tanh(r)$, then the minimum occurs at both $\delta_c^{(\pm)}$, for which

$$
V_{\text{min}}^2 = V_U^2(\delta_c^{(\pm)}) = \frac{1}{2} \left( g_S^2 - g_0^2 \right)
$$

(D9)

Interestingly, even when the speed cannot be turned to zero in this parameter regime, it will always be independent of the amount of squeezing in the system.
Appendix E: Quantum speed for open system dynamics

Markovian Gaussian-preserving evolution can be shown to lead to the following general equations of motion for a $n$-mode system [47]

\[
\dot{\Sigma} = B \Sigma + \Sigma B^T + D \tag{E1}
\]
\[
\dot{u} = Bu \tag{E2}
\]

Here $B$ and $D$ are generic $2n \times 2n$ matrices which obey the relation $D + i \Omega B_a \Omega^T \geq 0$ where $B_a = \Omega^T B - B^T \Omega$. Its convenient to write $B = \Omega(G + F)$, where $G$ is symmetric (i.e. corresponding to the unitary dynamics, $\Omega G = A$) and $F$ is antisymmetric. For a single mode system, $n = 1$, expressions simplify considerably since the most general antisymmetric matrix can be written as

\[
F = \begin{pmatrix}
0 & g/2 \\
-g/2 & 0
\end{pmatrix} \tag{E3}
\]

Then, the generator takes the form $B = \Omega(G + F) = A + \Omega F = A - \frac{g}{2} \mathbb{I}$. By defining $M = D/g$, this proves Eq. (19) in the main text. Notice that the condition over $D$ reads $\det D \geq \det(2F) = g^2$ and so $\det M \geq 1$.

The quantum speed arising from the evolution of the covariance matrix is

\[
V_{\text{cov}}^2 = \frac{1}{16} \text{Tr} \left\{ \left( \Sigma^{-1} \dot{\Sigma} \right)^2 \right\} \tag{E4}
\]

Since $\dot{\Sigma}$ is the sum of a unitary and a nonunitary contribution, and given the quadratic dependence of the speed, naturally one obtains $V_{\text{cov}}^2 = V_U^2 + \chi_{NU}$, i.e. a contribution solely from unitary dynamics plus a nonunitary correction, which itself can be thought of as a combination of purely nonunitary and a cross term.