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Abstract
We propose a doubly robust approach to characterizing treatment effect heterogeneity in observational studies. We develop a frequentist inferential procedure that utilizes posterior distributions for both the propensity score and outcome regression models to provide valid inference on the conditional average treatment effect even when high-dimensional or nonparametric models are used. We show that our approach leads to conservative inference in finite samples or under model misspecification and provides a consistent variance estimator when both models are correctly specified. In simulations, we illustrate the utility of these results in difficult settings such as high-dimensional covariate spaces or highly flexible models for the propensity score and outcome regression. Lastly, we analyze environmental exposure data from NHANES to identify how the effects of these exposures vary by subject-level characteristics.
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1 | INTRODUCTION

Understanding how the effect of a treatment varies across subgroups of the population is a common scientific goal in a wide array of fields. This variation in the treatment effect, typically referred to as treatment effect heterogeneity, is important for learning which individuals are most likely to benefit from treatment. Analyzing treatment effect heterogeneity is, however, a challenging problem, especially when the dimension of the covariates is large or nonparametric models are employed. One difficulty is the ability to perform inference in such settings as the bootstrap may not be valid, and approaches relying on asymptotic approximations may not perform well, particularly when the sample size is small. To address these problems, we combine posterior distributions for nuisance parameters with doubly robust estimators to provide an estimate of the conditional average treatment effect (CATE) that is consistent if either the outcome or treatment models are correctly specified. We also introduce a novel variance estimation procedure which (i) is consistent when both nuisance models are correctly specified with sufficiently fast contraction rates, and (ii) is conservative in finite samples, under model misspecification, or when nuisance parameters are estimated with slow contraction rates.

There has been a significant increase in attention to treatment effect heterogeneity in recent years. A number of approaches fit into a category referred to as metalearners, which permit the usage of existing estimators in the machine learning or high-dimensional literature when estimating the CATE. Examples of such approaches can be found in Künzel et al. (2019) and Nie and Wager (2021). Other approaches have specifically tailored algorithms toward treatment effect heterogeneity. The causal forest algorithm developed in Wager and Athey (2018) uses regression trees and the sample splitting approach of Athey...
and Imbens (2016) to provide nonparametric estimation and honest inference of heterogeneous treatment effects. The Bayesian causal forest approach of Hahn et al. (2020) extends the initial work of Hill (2011) that uses Bayesian additive regression trees (BART; Chipman et al. 2012) to estimate heterogeneous treatment effects. They separate the outcome regression function into two components, one of which corresponds to the CATE, which allows them to focus one BART prior distribution on treatment effect heterogeneity and shrink effects toward an overall homogeneous effect. This approach, or variants of it, have also been shown to work well in recent causal inference data analysis competitions (Dorie et al., 2019).

Recent work has looked to extend these approaches to high-dimensional situations (Powers et al., 2018). Estimation of average treatment effects in high-dimensional scenarios has garnered substantial interest (Antonelli et al., 2018; Antonelli, Parmigiani & Dominici, 2019; Antonelli & Cefalu, 2020; Belloni, Chernozhukov & Hansen, 2014; Chernozhukov et al., 2018; Farrell, 2015; Ning, Sida & Imai, 2020; Tan, 2020b). When estimating average causal effects, adjusting for a high-dimensional set of covariates is a nuisance parameter, and the target of interest is a low-dimensional quantity. The problem is more difficult when estimating the CATE, because the parameter of interest can itself be high-dimensional. One approach is to allow the CATE to depend on a pre-specified subset of the covariates. Abrevaya et al. (2015) suggested using an inverse probability-weighted method and integrating out the remaining covariates. However, this estimator is unstable, especially when the propensity score is misspecified, which led to the development of doubly robust estimators in recent papers (Fan et al., 2020; Kennedy, 2020; Knaus, 2020; Lee, Okui & Whang, 2017; Semenova & Chernozhukov, 2021). There also has been work on finding effect modifiers using machine learning methods (Athey & Imbens, 2016), especially in the causal rule framework (Lee, Bargagli-Stoffi & Dominici, 2020; Lee, Small & Dominici, 2021; Wang & Rudin, 2022).

At the core of much of the work in nonparametric or high-dimensional causal inference are doubly robust estimators (Bang & Robins, 2005; Scharfstein, Rotnitzky & Robins, 1999). These estimators have been popular for many years due to the namesake property that only one of the propensity score or outcome regression models needs to be correctly specified to obtain consistent inference. In nonparametric or high-dimensional settings, they have an added advantage that parametric convergence rates can be obtained even when each of the propensity score or outcome regression models converge at slower rates. While this is advantageous for point estimation, inference is more challenging, as confidence intervals commonly rely on both models being correctly specified. Although recent work has aimed to alleviate this (Avagyan & Vansteelandt, 2021; Benkeser et al., 2017; Dukes, Avagyan & Vansteelandt, 2020; Dukes, Vansteelandt & Whitney, 2021; Tan, 2020a; Van der Laan, 2014), nearly all of this work has focused on estimating average treatment effects, while the focus of this paper is on CATEs.

In this paper, we develop a novel frequentist approach that combines Bayesian modeling of the propensity score and outcome regression models with meta learners for estimating heterogeneous treatment effects. This approach allows us to handle high-dimensional confounder spaces or utilize highly flexible nonparametric Bayesian models. This extends the literature on doubly robust estimation and doubly robust inference as we are able to provide improved inference on CATEs even in finite samples or model misspecification. We see empirically in Section 4 that this leads to substantial gains in confidence interval performance. In conjunction with flexible nonparametric Bayesian models that ensure small biases of resulting treatment effect estimates, this leads to a procedure with strong estimation and inferential properties.

2 | ESTIMANDS AND IDENTIFYING ASSUMPTIONS

Our goal will be to estimate the effect of a treatment $T$ on an outcome $Y$, and to understand whether the treatment effect varies by observed characteristics. We observe a $p$-dimensional vector of covariates denoted by $X$ that are used to adjust for confounding bias. Throughout, we will allow $p$ to be large and potentially growing with the sample size, denoted by $n$. We are interested in learning the extent to which the treatment effect varies by covariates $V$, where $V$ is a $q$-dimensional set of covariates, and $q$ is assumed to be relatively small and not growing with $n$. Typically, the covariates in $V$ will be a subset of the covariates in $X$, though the remaining ideas hold even if they are not a subset of the covariates in $X$. Throughout, for the sake of simplicity, we introduce identifying assumptions based on the former setting, but these can be easily adapted to suit the latter using $X \cup V$. We assume that we observe $n$ independent and identically distributed random variables denoted by $D_i = [Y_i, T_i, X_i, V_i]$ for $i = 1, ..., n$. We are interested in the CATE denoted by

$$E(Y(1) - Y(0)|V = v) = \tau(v),$$

where $Y(t)$ is the potential outcome we would observe under treatment level $t$. In order to identify these treatment effects from the observed data we rely on certain assumptions. First, we assume the stable unit treatment value assumption (SUTVA; Little and Rubin 2000). This
assumption states that the treatment of one unit does not affect the outcomes of other units and that the treatment is well defined in the sense that \( Y_i = Y_i(T_i) \). We also assume positivity and unconfoundedness, which are defined as

- **Positivity:** \( 0 < P(T = 1 | X = x) < 1 \) for all \( x \).
- **Unconfoundedness:** \( Y(t) \perp T | X \) for \( t = 0, 1 \).

Here, \( P(T = 1 | X = x) \) denotes the propensity score, and positivity states that all subjects have a positive probability of receiving either treatment level. Unconfoundedness effectively states that there are no unmeasured common causes of the treatment and outcome. While there are multiple ways to identify the CATE from the observed data under these assumptions, we will use an approach that relies on constructing a pseudo-outcome defined by

\[
Z_i = Z(D_i, p_{ti}, m_{ti}) = \frac{1}{p_{ti}}(Y_i - m_{ti}) + m_{ti} - \frac{1}{1-p_{ti}}(Y_i - m_{0i}) - m_{0i},
\]

where \( p_{ti} = P(T = t | X = X_i) \) and \( m_{ti} = E(Y | T = t, X = X_i) \). This pseudo-outcome was originally used for doubly robust estimation of average treatment effects (Robins & Rotnitzky, 1995) and is referred to as the augmented inverse propensity score weighting (AIPW) estimator. Note that for brevity we will typically refer to this quantity simply as \( Z_i \), though it is implied throughout that it is dependent on the data \( D \) and unknown model parameters \( \Psi \). This pseudo-outcome is doubly robust in the sense that when either \( P(T = t | X = x) \) or \( E(Y | T = t, X = x) \) are correctly specified, the following result holds:

\[
E(Z | V = v) = \tau(v).
\]

Identification through this pseudo-outcome points to a two-step strategy toward estimating heterogeneous causal effects, which is commonly referred to as the doubly robust (DR)-learner, and has been studied in Kennedy (2020). At the first step, the propensity score and outcome regression models are estimated and the pseudo-outcome is constructed. At the second stage, the pseudo-outcome is regressed against the covariates \( V \) to estimate \( \tau(\cdot) \). We detail our strategy for these two steps, and how we account for all sources of uncertainty in the following section.

## 3 | METHODOLOGY

Throughout, we will be working under the assumption that both the treatment and outcome models are fit using Bayesian approaches and therefore we have posterior distributions of both \( p_{ti} \) and \( m_{ti} \) for \( i = 1, ..., n \) and \( t \in \{ 0, 1 \} \). We denote all unknown parameters of these two models by \( \Psi \). Our framework is intended to work in the more difficult scenarios when \( \Psi \) is high-dimensional, either because the number of covariates is large relative to the sample size (e.g., \( p > n \)) or because very flexible, nonparametric approaches have been used to estimate the treatment model, outcome model, or both. These could include non-parametric approaches such as the BART prior, Gaussian process regression, and dirichlet process mixtures, or high-dimensional models such as those based on spike-and-slab prior distributions. Inference in this situation is complicated by three key factors: (1) the estimated treatment effect is not solely a function of the unknown parameters and therefore we cannot simply use the posterior distribution for inference, (2) the bootstrap frequently does not apply when using high-dimensional models (El Karoui & Purdom, 2018; see Web Appendix G for an empirical illustration), and (3) as we see in Section 4, estimators relying on asymptotic approximations to inference may perform poorly in difficult situations such as finite sample sizes, model misspecification, or high-dimensionality. Our goal is to construct an approach that can provide valid inference despite the presence of these three complicating factors.

### 3.1 Estimation and inferential strategy

Once the posterior distribution of the treatment and outcome model parameters are obtained, which we denote by \( \Psi | D \), we must construct an estimator of \( \tau(v) \). Throughout we assume that \( \tau(v) = v^{\alpha^*} \) for some \( \alpha^* \). This implies that the true CATE is a linear function of \( v \), though this can include nonlinear functions of the covariates. We can define an estimator of this quantity as follows:

\[
\Delta(\Psi, D) = v(V^T V)^{-1} V^T Z,
\]

where \( Z = [Z_1, ..., Z_n]^T \) and \( V \) is the \( n \times q \) matrix of treatment effect modifiers. Note that this is a function of both \( \Psi \) and \( D \) since \( Z_i \) is defined to be a function of unknown parameters \( \Psi \) and \( D_i \).

There are two natural estimators of \( \tau(v) \) once the posterior distribution is obtained. The more common approach in the causal inference literature is to construct an estimate of both \( p_{ti} \) and \( m_{ti} \). In our setting, we could use the posterior mean by setting \( \hat{p}_{ti} = E_{\psi_0}(p_{ti}) \) and \( \hat{m}_{ti} = E_{\psi_0}(m_{ti}) \). Then, we can plug-in these values to define the pseudo-outcomes, \( \tilde{Z}_i = Z(D_i, \hat{p}_{ti}, \hat{m}_{ti}) \) for \( i = 1, ..., n \), which we can regress against the effect modifying covariates \( V \). Using the notation above, this can be defined as
\( \hat{\tau}(v) = \Delta(\hat{\Psi}, D) \) with \( \hat{\Psi} = E_{\Psi|D}[\Psi] \). While this strategy is reasonable and potentially leads to good performance of the resulting estimates of \( \tau(v) \), inference is more challenging. Typically, either the bootstrap would be used to account for uncertainty in both stages of the estimator, or the estimator’s asymptotic distribution is obtained from which inference can proceed. As discussed above, however, these approaches either may not be valid or may not perform well in finite samples with complex models for the propensity score and outcome regression models. One may think that the posterior distribution can be used to help with regard to inference, but it is not clear how the posterior distribution can be used to properly account for uncertainty in this estimator. For these reasons, we take a second approach to estimating the CATE, which is to construct an estimator as

\[
\hat{\tau}(v) = E_{\Psi|D}[\Delta(\Psi, D)],
\]

which is the posterior mean of the \( \Delta(\Psi, D) \) function. Intuitively, for every posterior draw of the propensity score and outcome regression models, a new pseudo-outcome is constructed, and this outcome is regressed against \( V \). This is done for every posterior draw, and the mean of these values is our estimator. We approximate this posterior mean using \( B \) posterior draws as follows:

\[
\frac{1}{B} \sum_{b=1}^{B} \Delta(\Psi^{(b)}, D) = \frac{1}{B} \sum_{b=1}^{B} v(V^T V)^{-1} V^T Z^{(b)},
\]

where \( Z^{(b)} \) is the \( b \)th posterior draw of the pseudo-outcome and is defined as

\[
\frac{1(T_i = 1)}{p^{(b)}_{i1}}(Y_i - m_{i1}^{(b)}) + n_{i1}^{(b)} - \frac{1(T_i = 0)}{p^{(b)}_{i0}}(Y_i - m_{i0}^{(b)}) - m_{i0}^{(b)}.
\]

Before defining our variance estimator, we must introduce additional notation. We will let \( D^{(m)} \) be a resampled version of our original data \( D \), where resampling is done with replacement as in the nonparametric bootstrap (Efron & Tibshirani, 1994). Our variance estimator can then be defined as

\[
\text{Var}_{D^{(m)}}[E_{\Psi|D}[\Delta(\Psi, D^{(m)})]] + \text{Var}_{\Psi|D}[\Delta(\Psi, D)].
\]

The first of these two terms resembles the true variance, except the outer variance is no longer with respect to \( D \), but is now with respect to \( D^{(m)} \). This is a crucial difference, however, as the first term does not account for variability due to parameter estimation. The inner expectation of the first term is with respect to the posterior distribution of \( \Psi \) given the observed data \( D \), and not the resampled data \( D^{(m)} \). This means that this variance term does not account for variability that is caused by the fact that different datasets would lead to different posterior distributions. Ignoring this source of variability will likely lead to anti-conservative inference as our estimated variance will be smaller than the true variance of our estimator. To counter this issue, the second term is added, which is the variability of the estimator due to parameter uncertainty. It makes sense to add posterior variability to the first term, which was ignoring uncertainty from parameter estimation, however, it is not clear that the summation of these two terms leads to a valid variance estimator. In Section 3.3, we detail how this variance estimator (1) leads to conservative estimates of the variance in general, and (2) is consistent when both the treatment and outcome models are correctly specified and the posterior distributions of the propensity score and the conditional mean outcome contract at sufficiently fast rates.

### 3.2 Properties of the conditional average treatment effect estimator

First, we detail the properties of our estimator when either the propensity score or outcome regression models is correctly specified. Note that at times, we utilize sample splitting for theoretical proofs where half of the sample is used for estimating the unknown parameters \( \Psi \), and the remaining half is used in the second stage of our estimator of the CATE. This simplifies certain calculations substantially, though we expect the same results to hold in the absence of sample splitting. For this reason, we utilize both a cross-fitted estimator in the spirit of Chernozhukov et al. (2018), as well as one that does not use sample splitting. Empirically, we find that the theoretical results hold for both estimators, but the finite sample performance of the estimator without sample splitting is better.
Results comparing these two estimators can be found in Web Appendix E.

Let \( p_i = (p_{i1}, \ldots, p_{in}) \), \( m_i = (m_{i1}, \ldots, m_{in}) \), and let \( \hat{p}_i \) and \( \hat{m}_i \) denote their limiting values. We also let \( p_i^* \) and \( m_i^* \) denote their unknown true values. Further let \( P_0 \) represent the true data-generating distribution for \( D_i \), and let \( P_n \) denote the posterior distribution from a sample of size \( n \). We first introduce key assumptions that are unique to our approach, while other common regulatory conditions can be found in Web Appendix A.1.

**Assumption 1** (Bounds on the posterior distribution).

(i) \( \sup_{P_0} E_{P_0} \text{Var}_{n}(\frac{p_{ni} - p_i^*}{p_{ni}} | D_i) \leq K_p < \infty \)

(ii) \( \sup_{P_0} E_{P_0} \text{Var}_{n}(m_{ni} - m_i^* | D_i) \leq K_m < \infty \).

This assumption effectively states that the posterior distribution of \( p_{ni} \) does not assign mass to neighborhoods of 0 and that the difference between the true conditional mean of the outcome and the corresponding posterior is bounded, which is reasonable in practice.

**Assumption 2** (Posterior contraction rates). There exist two sequences of numbers \( \epsilon_{ni} \to 0 \) and \( \epsilon_{ny} \to 0 \), and constants \( M_t > 0 \) and \( M_y > 0 \) such that

(i) \( \sup_{P_0} E_{P_0} P_n \left( \frac{1}{\sqrt{n}} ||p_i - \hat{p}_i||_2 > M_t \epsilon_{ni} | D \right) \to 0, \)

(ii) \( \sup_{P_0} E_{P_0} P_n \left( \frac{1}{\sqrt{n}} ||m_i - \hat{m}_i||_2 > M_y \epsilon_{ny} | D \right) \to 0. \)

Note that we use \( ||a||_2 = \sqrt{a_1^2 + \cdots + a_n^2} \). This assumption states that the posterior distributions of the propensity score and outcome regression models contract at rates \( \epsilon_{ni} \) and \( \epsilon_{ny} \), respectively. The standard parametric rate of posterior contraction is \( n^{-1/2} \), while slower rates are typically seen for nonparametric Bayesian models or high-dimensional scenarios, where the rates depend on the complexity of the model and true data-generating process.

**Theorem 1.** Assume positivity, unconfoundedness, SUTVA, Assumptions 1 and 2, and additional regulatory conditions found in Web Appendix A.1. Additionally assume that data splitting is used such that half of the data are used for estimating the nuisance parameters, while the other half are used to estimate the CATE. If either \( \hat{p}_i = p_i^* \) or \( \hat{m}_i = m_i^* \), then

\[
\sup_{P_0} E_{P_0} P_n(|\Delta(D, \Psi) - \tau(\nu)| > M \epsilon_n | D) \to 0.
\]

3.3 | Theoretical justification for variance estimation

Now, we provide theoretical justification for the variance estimator in Equation (3). First, we describe that for general \( \Delta(\Psi, D) \) that are functions of both the observed data and unknown parameters, this will provide conservative inference on average. Next, we show that for the specific choice of \( \Delta(\Psi, D) \) defined in Equation (1), this variance estimator is consistent when both the propensity score and outcome regression posterior distributions contract sufficiently fast. Throughout this section, let \( \bar{\nu} \) be the variance estimator defined in Equation (3), and let \( V \) be the true variance defined by \( \text{Var}_D E_{\Psi,D}[\Delta(\Psi, D)] \). Our goal is to understand whether our variance estimator is conservative in the sense that

\[
E_{D}[\bar{\nu} - V] \geq 0. \quad (4)
\]

In Web Appendix B, we prove under sample splitting that this result holds for a particular class of functions \( \Delta(\Psi, D) \), and argue why it is expected to hold in general. Additionally, we provide insight into the specific form of the doubly robust estimator and why it is expected that this conservative result will hold for the estimator used in Equation (1). This result shows that the variance estimator is biased upward and may lead to conservative inference as our estimates of the variance will be too large. Importantly, this result holds in finite samples or under model misspecification of either the propensity score or outcome regression models. While it is useful to know that our variance estimator tends to be conservative, this could be problematic if the estimated variance is far larger than the true variance, which could lead to meaningless confidence intervals and low power to detect significant treatment effects. In Web Appendix B.2, we prove that the variance estimator has the following upper bound:
where $D_{(1)}$ and $D_{(2)}$ are separate splits of the data, which are used to find the posterior distribution of $\Psi$ and estimate the CATE, respectively. This shows that while the variance estimator is conservative, it is generally much smaller than two times the true variance and therefore should not lead to overly wide confidence intervals. Additionally, we show that for the doubly robust CATE estimator defined in Equation (1), the variance estimator is consistent. This requires an additional assumption on certain moments of the posterior distributions for the propensity score and outcome regression converging sufficiently fast to zero. For brevity we leave details to Web Appendix A.1, though this assumption is similar to those typically made in the literature (Farrell, 2015) and is expected to hold when both nuisance models contract at the $n^{-1/4}$ or faster rates.

**Theorem 2.** Let $\Delta(\Psi, D)$ be defined as in Equation (1). Assume positivity, unconfoundedness, SUTVA, additional regulatory conditions found in Web Appendix A.1, and that data splitting is used. If Assumptions 1 and 2 hold with rates $\varepsilon_{nt} \leq n^{-1/4}$ and $\varepsilon_{ny} \leq n^{-1/4}$, and both $\hat{p}_i = p_i^*$ and $\hat{m}_i = m_i^*$, then $\hat{V} - V = o_p(n^{-1/4})$.

A proof of this can be found in Web Appendix A. This states that if both the propensity score and outcome regression models are correctly specified and their posterior distributions contract at rates faster than $n^{-1/4}$, then our variance estimator is consistent for the true variance. These rates can be obtained in high-dimensional settings under sparsity conditions (Castillo, Schmidt-Hieber & Van der Vaart, 2015) or with nonparametric prior distributions under smoothness constraints (van der Vaart & van Zanten, 2008). This result, combined with the previous result about the conservative nature of our variance estimator, provides strong justification for using our variance estimation procedure. Additionally, in Web Appendix D we show our estimator is asymptotically normal under the same conditions as Theorem 2, which justifies the use of a normal approximation for inference. Although this relies on correct specification of both nuisance models, we see empirically in Section 4 that we obtain valid inference even when one model is misspecified.

## 4 | SIMULATION STUDIES

Here, we present the results of simulation studies aimed at evaluating the proposed doubly robust estimator and corresponding variance estimator in nonlinear and high-dimensional modeling scenarios. Throughout this section, we consider the following data-generating process:

$$X_i \sim N(0, I_p), \quad T_i | X_i \sim \text{Bernoulli}(p_i), \quad Y_i | T_i, X_i \sim N(\mu_i, 1)$$

for $i = 1, 2, ..., n$ where $\mu_i = \tau(V_i)T_i + E(Y(0)|X_i)$ and $V_i$ consists of the first 10 elements of $X_i$. We assume that the true treatment effect, the parameter of interest, is a linear function of covariates:

$$\tau(V_i) = 0.3 + 0.4V_{1i} - 0.2V_{2i} + 0.7V_{8i},$$

where $V_{ki}$ denotes the $k$th element of $V_i$. We explore estimating nonlinear treatment effect functions in Section 4.3. Further, all results for our approaches in this section do not utilize sample splitting or cross-fitting, but a comparison of our approaches with and without sample splitting can be found in Web Appendix E.

### 4.1 | Nonlinear nuisance functions

We first set $p = 10$ so that $V_i = X_i$ for each $i$ and generate data under the following two scenarios for the nuisance functions:

**Linear:**

$$p_i = \Phi(0.3X_{1i} - 0.3X_{2i} + 0.3X_{3i} - 0.3X_{4i})$$

$$E(Y(0)|X_i) = 0.9X_{1i} - 0.6X_{3i} + 0.6X_{4i} + 0.7X_{6i}$$

**Nonlinear:**

$$p_i = \Phi(1X_{1i} > 0) - \cos(X_{5i}) + 0.3|X_{5i}| - \sin(X_{6i})$$

$$E(Y(0)|X_i) = \cos(X_{1i}) + 1(X_{2i} > 1) - 0.05X_{3i}^2$$

$$+ 0.1e^{X_{6i}} + \frac{1}{X_{6i} + 1}$$

We fit the outcome model using (a) a Bayesian generalized linear model (GLM) as in Gelman et al. (2008) (DF-Linear); and (b) Bayesian additive regression trees (DF-BART). For both methods, the propensity score is fit with a Bayesian GLM, and inference is performed as in Section 3.1. In addition to our methods, we use causal forest (CF), BART applied simply to the outcome model (BART), debiased machine learning using both linear regression (DML-Linear) and random forest (DML-RF) for nuisance parameter estimation (Semenova & Chernozhukov, 2021), and Bayesian causal forest of Hahn et al. (2020) (BCF) as our competitors. However, since there is no method in the BCF package for estimating treatment effects at specific locations, BCF is only evaluated in Web Appendix F, where we examine $\tau(V_i)$ at the observed data locations $V_1, ..., V_n$.

Our goal is to estimate $\tau(V)$ at 100 randomly drawn points from the distribution of $V$, which are shared by all simulated datasets to facilitate comparison across
FIGURE 1 Results for the linear scenario (the first column) and the nonlinear scenario (the second column) for estimating the CATE at randomly chosen locations. The first row shows the scaled root mean-squared error, where values are divided by the smallest value within each scenario so that the best RMSE is 1. The second row shows the ratio of average estimated standard errors and Monte Carlo standard errors, and the last row shows the empirical coverage, where the dotted line represents the nominal 95% coverage. This figure appears in color in the electronic version of this paper, and any mention of color refers to that version.

datasets. We compute empirical 95% interval coverage, root mean-squared error (RMSE) and the ratio of average estimated standard errors and Monte Carlo standard errors. Figure 1 shows the results of the simulations for both scenarios, where the values are averaged over the 100 locations for $V$ and 500 simulations. We do not assess the linear methods (DML-Linear and DR-Linear) for the nonlinear scenario since those methods are not expected to perform well in this scenario.

The proposed methods (DR-Linear and DR-BART) generally have the lowest RMSE among all approaches considered. Regarding inference, the second row of Figure 1 suggests that our variance estimator is conservative as mentioned in Section 3.3. The DR-Linear approach has a standard error ratio approaching 1 as the sample size grows, which highlights the consistency of our variance estimator. DR-BART appears conservative regardless of sample size, though this is expected, because the contraction rate of BART is far slower than the $n^{-1/4}$ rates required for consistency (Ročková & van der Pas, 2020). Note that this stands in stark contrast to the debiased machine learning approaches, which have anti-conservative variance estimates and do not achieve nominal interval coverages. The DML-Linear approach has a consistent estimate of the standard error, though tends to underestimate it in small samples, while the DML-RF approach always underestimates the standard error. The last row shows that our confidence intervals achieve the nominal 95% coverage for both scenarios. It is notable that DR-BART is the only method that yields valid inference in all settings, and improves on standard BART in terms of RMSE and interval coverage. In short, our method succeeds in constructing valid confidence intervals with small RMSE regardless of the true nuisance functions. We see conservative inference when using BART for nuisance function estimation, but this can easily be reduced by using nonlinear models with faster contraction rates. While we utilized parametric models for the propensity score throughout, conservative inference would also be obtained if flexible propensity score models with slow contraction rates were incorporated.

We only considered performance at 100 randomly chosen locations, but we can also look at $\tau(V_i)$ at the $n$ observed data locations. We found similar results at the observed data locations, and therefore leave these results to Web Appendix F. One thing to note is that BCF outperforms CF at the observed data locations, but has a slightly larger MSE than the proposed estimators and is anti-conservative for certain sample sizes, though much closer to the nominal level than CF.
4.2 High-dimensional nuisance functions

Now, we consider the case with the same linear nuisance functions in Section 4.1, but using a high-dimensional \( X \) and a low-dimensional \( V \). Specifically, set \( n = 200, 500, 750, \) and \( 1,000 \), while \( p = 2n \) is growing with the sample size. However, we are still interested in inferring \( \tau(V) \) when \( V \) consists of the first 10 elements of \( X \). With high-dimensional \( X \), we compare our method using spike-and-slab priors to fit the nuisance functions (DR) with debiased machine learning using LASSO (DML-LASSO). The results for the randomly chosen locations are shown in Figure 2. Our method (DR) has a smaller RMSE with any sample size and achieves the nominal 95% coverage in all scenarios. Our variance estimator is slightly conservative for small-sample sizes, though converges to the truth as the sample size increases, while the DML-LASSO approach is anti-conservative at each sample size.

4.3 Nonlinear \( \tau(V_i) \) case

Here, we explore empirically the performance of our approach for nonlinear \( \tau(V) \) functions. In this case, we use a nonlinear parametric method such as natural cubic splines with a fixed degrees of freedom to regress the pseudo outcome on \( V \). We use the same linear nuisance functions simulation in Section 4.1 but replace the linear CATE function with a non-linear function given by

\[
\tau(V_i) = 0.3 + 0.4 \cos(V_{1i}) - 0.2V_{2i}^2 + 0.7|V_{8i}|,
\]

and the results are shown in Figure 3. Both of our approaches, DR-Linear and DR-BART, are the only ones to achieve interval coverages that are at the nominal 95% level. DR-Linear achieves exactly nominal coverage, while the DR-BART approach is somewhat conservative as expected by our theoretical results, and seen previously in the earlier simulation results. In terms of RMSE, CF and BART have the lowest error when the sample size is small, while our approaches have the lowest error along with BART when the sample size is the largest. One might expect that CF and BART should have better coverage rates as they have standard error ratios above 1 and low RMSE, but as we see in the second row of Figure 3, these estimators tend to be biased and overly shrink heterogeneous treatment effect estimates toward an overall homogeneous treatment effect. The right panel of the second row shows the average estimated variability of the treatment effects, which for one particular dataset is defined to be

\[
\frac{1}{n-1} \sum_{i=1}^{n} \left( \hat{\tau}(V_i) - \frac{1}{n} \sum_{i=1}^{n} \hat{\tau}(V_i) \right)^2.
\]

We see that CF is substantially underestimating the degree of heterogeneity of the treatment effect, even at large-sample sizes, while our proposed estimators are able to capture this heterogeneity. Lastly, we also see that double machine learning estimators are either substantially biased (DML-RF) or have too much estimated heterogeneity (DML-Linear), which leads to the worsened performance.

5 ANALYSIS OF ENVIRONMENTAL CHEMICALS

It is believed that a large portion of disease risk is attributable to differences in one’s environment and the types of chemicals or pollutants they are exposed to on a daily basis (Patel & Ioannidis, 2014). Therefore, it is critical to understand the effects of environmental exposures on health, and whether these effects vary by subgroups of the population. To help address these questions, we will utilize data from The National Health and Nutrition Examination Survey (NHANES), which is a publicly
available data source provided by the United States Centers for Disease Control and Prevention (CDC). We will utilize data that was compiled and provided in Patel et al. (2016), which contains information from the 1999–2000, 2001–2002, 2003–2004, and 2005–2006 surveys. These data consist of demographic information, physical exam results, laboratory results, and answers from a questionnaire. We will focus on two distinct datasets provided by this database that examine the impacts of two separate environmental exposures: vitamin B intake, and dialkyl metabolite levels. Vitamin B is a nutrient that contributes to the overall well-being of an individual. Dialkyl metabolite levels can be used to estimate an individual’s exposure to organophosphate pesticides, which are known to be toxic to humans. This leads to two distinct analyses on two separate populations from the NHANES data, and we provide details of each, along with results of our analyses below.

5.1 The effect of vitamin B intake on triglycerides

We estimate the treatment effect of vitamin B intake on triglyceride levels, the main constituents of body fat, for 1,370 observations using the methods in Section 4.1. Since we do not address continuous treatments in this paper, we first transform the three continuous treatment variables (vitamin B12, serum folate, and red blood cell (RBC) folate levels) to a single binary treatment in the following manner: each observation is considered treated if at least two out of three treatment levels are greater than the average level of each treatment.

First, we use all variables in the second stage by setting \( V = X \). Figure 4 shows the estimated \( \tau(V_i) \) for \( i = 1, ..., n \), where the indices of the observations are sorted by estimates of each method. Note these are different from individual treatment effect estimates, and are simply estimates of the CATE evaluated at the observed covariate values \( V_i \). We see a big difference between the tree-based methods given by CF and BCF, and the remaining approaches. The tree-based approaches show very little variability in these treatment effect estimates, which suggests a homogeneous treatment effect that does not vary by \( V \). As discussed above in our simulations, we frequently saw the tree-based approaches overly shrinking treatment effect estimates toward homogeneity, and that appears to be occurring here as well. The remaining approaches, including our approaches, lead to far more variability in the estimated CATE indicating some level of variation in the treatment effect. The average treatment effect, which can be estimated by taking the sample average of the CATE, is negative for all approaches considered, which highlights an overall beneficial effect of vitamin B intake that reduces triglyceride levels.
5.2 The effect of dialkyl metabolite levels on High-Density Lipoprotein (HDL) cholesterol

We now utilize our approach with high-dimensional models to estimate the treatment effect of dialkyl metabolite levels on HDL cholesterol, also known as “good” cholesterol, for 225 observations with 73 variables. Similar to the vitamin B intake analysis, we convert six continuous treatments to a single binary treatment. Due to the large number of variables in X, we need to pre-specify a subset of variables V to investigate heterogeneity by. We select 20 variables that come from demographic information, a physical exam, or a questionnaire as variables to investigate heterogeneity by, since these are more interpretable than the remaining variables which come from laboratory tests.

We apply our method (DR) and debiased machine learning with LASSO models (DML-LASSO) to estimate the CATE, and Figure 5 shows the results. Both methods lead to a negative estimated average treatment effect indicating that higher levels of dialkyl metabolites decrease the level of HDL cholesterol. This is expected as dialkyl metabolite levels reflect exposure to toxic pesticides, and lower levels of HDL cholesterol can increase the risk for heart disease or stroke. In terms of heterogeneity, the proposed approach indicates less variability than the DML-LASSO approach as the estimated CATE values are roughly between −1.5 and 0.5 for our approach, while they are between −3 and 1 for DML-LASSO. Although DML-LASSO gives a larger degree of heterogeneity, this may not stem from true heterogeneity in the treatment effect, but rather from estimation uncertainty. In our high-dimensional simulations of Section 4.2, we found that DML-LASSO yields a large RMSE compared with the proposed approach.

We need not investigate heterogeneity by all 20 variables in V jointly, but can rather investigate heterogeneity by one covariate at a time to see if any covariates are strongly associated with the treatment effect. This means we are now estimating \( \tau_j(v) = E(Y(1) - Y(0) | V_j = v) \) for \( j = 1, \ldots, p \). This estimand is interesting in its own right as it can provide intuition for any underlying mechanisms that are driving the treatment effect. Given that these are univariate functions, we use cubic splines with a fixed degrees of freedom for estimating the CATE. Figure 6 shows estimates of these univariate functions for the covariates that have the strongest association with the treatment effect. It appears that dialkyl metabolites have a particularly detrimental effect on the level of HDL cholesterol.
cholesterol among subjects with coronary artery disease (CAD), chronic disease, or among older individuals. This leads to an overall understanding that the detrimental impact of dialkyl metabolites is more pronounced among those who are more vulnerable, and may not affect young, healthy individuals to the same degree.

6 | DISCUSSION

In this paper, we introduced a novel inferential procedure for doubly robust estimators of CATEs. We have shown that our variance estimator is consistent when both the propensity score and outcome regression models are correctly specified and contract at sufficiently fast rates, but is conservative in the more difficult settings of finite samples or model misspecification. We have seen empirically that this leads to improved performance in terms of interval coverage compared to existing state-of-the-art approaches, and provides valid inference in difficult high-dimensional or nonparametric modeling situations. The key difference in our approach is that we are able to account for parameter uncertainty by utilizing the posterior distribution of all unknown parameters. This source of uncertainty is difficult to account for in high-dimensional or nonparametric settings, and is commonly ignored in asymptotic approximations for doubly robust estimators, which can lead to poor performance in finite samples. One might think that this can be solved by bootstrapping competing estimators, though in Web Appendix G, we illustrate that the bootstrap can lead to erratic behavior when trying to quantify uncertainty of existing estimators when either high-dimensional or nonparametric models are used.

There are a number of interesting extensions to be explored in the future. The first is to extend our methods to a continuous treatment, which will allow our method to be applied in a wider range of settings without having to dichotomize treatments as we did in the NHANES data analysis. One could potentially extend either the double machine learning framework (Knaus, 2020) or the two-stage procedure seen in Kennedy et al. (2017) for continuous treatments to allow for heterogeneity of the treatment effect while incorporating our proposed inferential procedure. It would also be interesting to develop theory combining our approach with nonparametric estimates of $\tau(\cdot)$ to reduce assumptions on the CATE. Lastly, we have implicitly assumed throughout that a researcher has a priori knowledge about which elements of $X$ are of most interest and should be included in $V$. While this is commonly assumed in models estimating treatment effect heterogeneity with a high-dimensional $X$, it would be interesting to develop a data-driven approach to selecting the variables to include in $V$ that still permits valid inference on the CATE.
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