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Abstract: Recently, the use of fiber-reinforced polymers (FRP)-confinement has increased due to its various favorable effects on concrete structures, such as an increase in strength and ductility. Therefore, researchers have been attracted to exploring the behavior and efficiency of FRP-confinement for concrete structural elements further. The current study investigates improved strength and strain models for FRP confined concrete cylindrical elements. Two new physical methods are proposed for use on a large preliminary evaluated database of 708 specimens for strength and 572 specimens for strain from previous experiments. The first approach is employing artificial neural networks (ANNs), and the second is using the general regression analysis technique for both axial strength and strain of FRP-confined concrete. The accuracy of the newly proposed strain models is quite satisfactory in comparison with previous experimental results. Moreover, the predictions of the proposed ANN models are better than the predictions of previously proposed models based on various statistical indices, such as the correlation coefficient (R) and mean square error (MSE), and can be used to assess the members at the ultimate limit state.
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1. Introduction

The lateral confinement due to fiber-reinforced polymers (FRPs) increases the efficiency of concrete compression members by enhancing their axial load carrying capacity and ductility. The increase in axial strength and strain of reinforced concrete (RC) columns is the main reason for using FRP confinement techniques. Over the last decade, the use of FRP composites for the rehabilitation, retrofitting, strengthening, and ductility enhancement of RC compression members has been one of the most popular techniques due to its advantages [1]. The advantages of the FRP composites include not only the corrosion resistance and low weight, but also provide a high strength to weight ratio. The critical parameters affecting FRP are the thickness of FRP (nt), angle of orientation of FRP wraps, the elastic modulus of FRP (Ef), total number of FRP sheets, and the unconfined strength of concrete material (f′co) [2]. FRPs offer many advantages, such as easy handling, low disturbance of concrete members, easy installation, and little time for application [3]. Due to these advantages, FRPs are preferred over the use of conventional steel jacketing techniques [4].

The technique of strengthening RC structures using FRPs is very vital for increasing the capacity of RC structural members at the ultimate limit state (ULS) [5,6]. Poor and low strength concrete or concrete structures damaged due to lateral seismic loading usually lose strength, and they need retrofitting and rehabilitation to regain their strength at ULS [7]. The use of fiber and plastic makes the FRP high corrosion resistance and suitable for use in undersea structures [8]. The applications of
FPRs are not limited to RC building members but are also extended to RC bridge piers, girders, and slabs to enhance their strength at ULS [9–16].

Many researchers have done work for estimating the axial strength and strain of externally confined concrete members [17–24] based on empirical techniques [25–41], i.e., Karbhari et al., Miyauchi et al. [42,43], Lam and Teng [44], and Mander et al. [45], as described in Table 1. These proposed empirical equations predict the strength and strain capacity of confined concrete members with low accuracy [46]. The use of artificial neural networks (ANNs) for modeling various complex problems in structural engineering is increasing [47–52]. One can determine and capture the interactions between various variables of a complex system by using ANNs, despite the unknown and usually unpredictable nature of these interactions. ANN models can predict the compressive strength of confined plastic concrete accurately [53–56]. Khademi et al. [57] and Reddy [58] used ANN techniques for the prediction of the axial strength of confined concrete. Moreover, various researchers proposed analytical models for the prediction of the ultimate conditions of confined concrete members using different techniques such as ANN, regression analysis, soft computing, and genetic programming [25–35]. An attempt has been made [59,60] to determine the confinement effects of the FRP on RC members at the ULS.

The present work aims to propose a prediction model for the axial strength and axial strain models for FRP-confined concrete cylinders. Similar approaches have already been proposed in the past, mainly for strength models [18], using only a limited database. In the present work, previous experimental results of concrete cylinders externally confined with FRPs, in particular 708 specimens for strength and 512 for strain, were collected and evaluated based on some statistical indices, such as the correlation coefficient (R) and mean square error (MSE). This was done using the previously proposed models for the ultimate conditions of FRP-confined concrete members. In addition, ANN and empirical models are proposed for the prediction of strength and strain of concrete members with FRPs. The evaluation of previous and currently proposed models for the ultimate conditions of FRP-confined concrete members show that the proposed models provide superior performance. The significance of the present study is that the proposed models can also accurately capture the axial strain behavior of confined concrete, which is useful for the analysis and design of confined concrete members.

2. Mechanics of FRP Confinement

It was observed that the models for the ultimate conditions of FRP-confinement contain some common variables, such as confinement stiffness ratio ($\rho_k$), strain ratio ($\rho_\varepsilon$), hoop rupture strain of fibers ($\varepsilon_h,_{rup}$), and maximum confinement stress ($f_l$). The relations for $\rho_k$ and $\rho_\varepsilon$ have been presented by Teng et al. [61], as described in Equation (1) and Equation (2).

\[
\rho_\varepsilon = \frac{\varepsilon_h,_{rup}}{\varepsilon_{co}} \\
\rho_k = \frac{2E_f \cdot t}{(\varepsilon_{co}) \cdot D}
\]

where $\varepsilon_{co}$ is the axial strain of unconfined concrete, $t$ is the thickness of FRP wraps, $f'_{co}$ is the unconfined strength of concrete, and $E_f$ is the tensile modulus of confinement sheets in the transverse direction of the specimen. Figure 1 represents the confinement stresses due to FRP-wraps with a hoop diameter $D$.

The relationship between confinement stress and some critical variables is illustrated in Figure 1 and Equation (3). The hoop rupture strain can be represented by Equation (4) [62].

\[
f_l = \rho_\varepsilon \rho_s f'_{co} = \frac{2E_f \varepsilon_h,_{rup} \cdot t}{D} \\
\varepsilon_h,_{rup} = \frac{\varepsilon_f}{f'_{co} \cdot 0.125}
\]
where $\varepsilon_f$ is the maximum tensile strain of fibers, and $f'_{co}$ is expressed as in MPa units. The initial strength and strain model for the FRP confinement was given by Fardis and Khalili [63] based on the concept that the maximum strain of FRP confined concrete is increased with the enhancement of the circumferential stiffness. Mander et al. [45] proposed a model for the predictions of the axial compressive strain of FRP that was initially implemented by ACI 440-2R-02 [64]. Samaan et al. [59] proved this concept to be wrong by developing a strain model with the concept that the actual hoop rupture strain is less than the maximum tensile strength of FRPs at the failure stage. Karbhari and Gao [42] proposed a model for strain by assuming that the FRP wraps reach their ultimate tensile rupture strain is less than the maximum tensile strength of FRPs at the failure stage. Karbhari and Gao [42] proposed a model for strain by assuming that the FRP wraps reach their ultimate tensile strength during the application of load, which is not possible for the actual conditions. By considering the concept of the actual rupture strain of FRPs, Toutanji [65] suggested a new strain model. Lam and Teng [44] proposed a new strain model by considering the actual failure strain of FRPs. Later on, Teng et al. [66] refined this model by performing tests on 18 FRP confined concrete members.

**Constructed Database for Modeling**

A large database was prepared in a previous experimental work, which contains 708 specimens for strength. Most of the works also contain data for strain, but not all of them. Therefore, the specimens for strain are fewer (572), and these strain specimens are essentially a subset of the full set of specimens used for stress. All essential parameters associated with the strength and strain enhancement of concrete cylinders confined with FRPs are included in the databases. Tables 2 and 3 provide the statistical information about the variation of certain parameters associated with the specimens considered for the strength and the strain model data, respectively. The field Range means the difference between the maximum and the minimum value for each quantity ($\text{Range} = \text{Max} - \text{Min}$). $\text{StDev}$ denotes the standard variation, while $CV$ is the coefficient of variation, i.e., the standard deviation divided by the mean value.

![Figure 1. Mechanism of confinement in fiber-reinforced polymers (FRP)-confined concrete.](image-url)
Table 1. Previously proposed strength and strain models of fiber-reinforced polymers (FRP) confined concrete specimens.

| Model                          | Relationship for Strength | Relationship for Strain |
|-------------------------------|---------------------------|-------------------------|
| Karbhari and Gao [42]        | $f'_{cc} = 1 + 2.1 \left( \frac{f}{f_{co}} \right)^{0.87}$ | $\varepsilon_{cc} = \varepsilon_{co} + 0.01 \frac{f}{f_{co}}$ |
| Saafi et al. [67]             | $f'_{cc} = 1 + 2.2 \left( \frac{f}{f_{co}} \right)^{0.84}$ | -                       |
| Matthys et al. [60]           | $f'_{cc} = 1 + 2.3 \left( \frac{f}{f_{co}} \right)^{0.85}$ | -                       |
| Fardis and Khalili [63]       | $f'_{cc} = 1 + 3.7 \left( \frac{f}{f_{co}} \right)^{0.86}$ | $\varepsilon_{cc} = 0.002 + 0.001 \frac{E_{ft}}{f_{co}}$ |
| Richart et al. [68]           | $f'_{cc} = 1 + 4.1 \left( \frac{f}{f_{co}} \right)^2$ | -                       |
| Newman and Newman [69]        | $f'_{cc} = 1 + 3.7 \left( \frac{f}{f_{co}} \right)^2$ | -                       |
| Mander et al. [45]            | $\frac{f'_{cc}}{f_{co}} = 2.254 \sqrt{1 + 7.94 \frac{f}{f_{co}} - 2 \frac{f}{f_{co}} - 1.254}$ | $\varepsilon_{cc} = 1 + 5\left( \frac{f'_{cc}}{f_{co}} - 1 \right)$ |
| Lam and Teng [44]             | $\frac{f'_{cc}}{f_{co}} = 1 + 3.3 \frac{f}{f_{co}}$ | $\varepsilon_{cc} = 1.75 + 12\rho_{K}\rho_{p}^{1.45}$ |
| Toutanji [65]                 | $f'_{cc} = f'_{co} + 6.0f_{t}^{0.70}$ | $\varepsilon_{cc} = 1 + (310.57\varepsilon_{ho} + 1.90) \left( \frac{f'_{cc}}{f_{co}} - 1 \right)$ |
| Samaan et al. [59]            | $f'_{cc} = f'_{co} + 6.0f_{t}^{0.70}$ | $\varepsilon_{cc} = \frac{f'_{cc}}{f_{co}}$; $f_{o} = 0.872f'_{co} + 0.371f_{t} + 6.258$ and $E_{2} = 245.61f_{co}^{0.2} + 1.3456\frac{E_{ft}}{10}$ |
| Teng et al. [61]              | $f'_{cc} = 1 + 3.5(\rho_{K} - 0.01)\rho_{p}$ | $\varepsilon_{cc} = 1.75 + 6.5\rho_{K}\rho_{p}^{1.45}$ |
| Miyauchi et al. [70]          | $f'_{cc} = 1 + 3.485 \frac{f}{f_{co}}$ | -                       |
Table 2. Statistic properties of the parameters included in the constructed database of the strength model (708 samples).

|       | Min  | Max  | Range | Mean  | Median | StDev | CV   |
|-------|------|------|-------|-------|--------|-------|------|
| D (mm) | 51   | 406  | 355   | 153.33| 152.00 | 43.15 | 0.281|
| H (mm) | 102  | 812  | 710   | 306.86| 304.00 | 86.32 | 0.281|
| n (mm) | 0.09 | 5.9  | 5.81  | 0.88  | 0.47   | 1.04  | 1.182|
| E_s (GPa) | 10   | 663  | 563   | 174.68| 219.00 | 118.80| 0.680|
| f'_{co} (MPa) | 12.41| 188.2| 175.79| 42.48 | 37.70  | 22.38 | 0.527|
| f'_{cc} (MPa) | 18.5 | 302.2| 283.7 | 76.25 | 67.91  | 35.00 | 0.459|

Table 3. Statistic properties of the parameters included in the constructed database of the strain model (572 samples).

|       | Min  | Max  | Range | Mean  | Median | StDev | CV   |
|-------|------|------|-------|-------|--------|-------|------|
| D (mm) | 51   | 406  | 355   | 154.16| 152.00 | 41.97 | 0.272|
| H (mm) | 102  | 812  | 710   | 307.99| 304.00 | 84.45 | 0.274|
| n (mm) | 0.09 | 5.9  | 5.81  | 0.88  | 0.46   | 1.05  | 1.194|
| E_s (GPa) | 10   | 663  | 563   | 163.08| 118.34 | 121.32| 0.744|
| ε_{co} (%) | 0.168| 1.53 | 1.362 | 0.268 | 0.24   | 0.146 | 0.543|
| ε_{cc} (%) | 0.33 | 4.62 | 4.29  | 1.394 | 1.25   | 0.645 | 0.462|

3. Artificial Neural Networks (ANN)

In neuroscience, a (biological) neural network describes a population of physically interconnected neurons or a group of disparate neurons whose inputs or signaling targets define a circuit. It was found that mammalian brains learn as connections between neurons are strengthened. ANNs mimic the biological neural networks and, like human beings, learn by example. ANNs can evaluate the complex functions of numerous variables whose interrelationships are not clear. Learning, categorization, and generalization are processes that are adopted by the ANNs to predict the outputs. The ANNs perform these tasks because of their ability to save the calculation data in memory during the training process. They contain a number of hidden layers consisting of a complex interrelationship of hidden “neurons”. There is a link between every two neurons of consecutive layers, having a specific weight. The predictions of neurons are then multiplied with these weights. During the latter process, the predictions of neurons are transferred through the links and added to the bias, as presented in Figure 2 [71].

Based on experience [72,73], it is considered that the multilayer feed-forward ANNs (MLFNNs) are the most suitable for this type of problem. In MLFNNs, there is an input layer, an output layer, and one or several hidden layers. In this study, we particularly use back-propagation neural networks (BPNNs). A back-propagation neural network is a feed-forward, multilayer network of standard structure, i.e., neurons are not interconnected within a layer, but they are connected with all the neurons of the previous layer and the subsequent layer. In this type of ANN, the output values are cross-checked with the target answer to get the error value. To reduce the error value, different techniques are used [72,73] by changing the weights of each connection during a large number of training cycles. In this case, one would say that the network has learned a certain target function. As the algorithm’s name implies, the errors propagate backwards from the output nodes to the input nodes. The selected architecture of the NN defines the number of hidden layers and the number of neurons in each layer. Figure 2 depicts an example of a BPNN composed of one input layer with four neurons, two hidden layers with three neurons each, and an output layer with two neurons, i.e., a 4-3-3-2 BPNN with two hidden layers.
As shown in Figure 2, a BPNN consists of several layers, and each layer contains a complex system of interconnected “neurons”. There is a link between neurons of subsequent layers, having a specific weight. The values generated by the neurons are then multiplied with these weights. During the latter process, the values generated by the neurons are shifted via links and then summed with bias, as shown in Figure 3, which depicts a single node (neuron) of a hidden layer, with a single R-element input vector.

This summation is then presented into a predefined activation function, as shown in Equation (5).

\[ a = f\left(\sum w_i p_i + b\right) \]  \( (5) \)

where \( a \) is the output of the neuron, \( w_i \) is the weight coefficients, \( p_i \) the input values, and \( b \) is the bias value. In matrix form, the above equation can be written as Equation (6),

\[ a = f(wp + b) \]  \( (6) \)

where the sum \( wp \), is the dot product of the (single row) matrix \( w = [w_1, \ldots, w_R] \) and the vector \( p = [p_1, \ldots, p_R]^T \).
The outputs of the activation function generate the values for the input process of neurons of the next layer. The final values of the weights are obtained from the learning process based on available data after assigning random initial weights in the beginning. In the present study, ANNs are utilized to predict the axial compressive strength and the axial compressive strain of confined concrete cylindrical elements. The error resulting from this process can be calculated by Equation (7),

\[ E(w) = \frac{1}{2} \sum_i (T_i - O_i)^2 \]  

(7)

where \( T \) is the target defined in the database, and \( O \) is the output value predicted by the ANN. For the strength model, we use a BPNN model, where the five input parameters are the diameter of the cylinder \( D \), the height of the cylinder \( H \), the total thickness \( n_t \), the elastic modulus of FRP \( E_f \), and the compressive strength of unconfined concrete \( f'_c \). The single output parameter is the compressive strength of confined concrete \( f_{cc} \). For the model, we similarly used a BPNN model, where the five input parameters are \( D, H, n_t, E_f, \) and the compressive strain \( \epsilon_{co} \). In this model, the single output parameter is the compressive strain \( \epsilon_{cc} \) corresponding to the compressive strength of confined concrete \( f_{cc} \). The parameters for both NN models are shown in Table 4.

Table 4. The five inputs and the single output of the neural network (NN) strength and strain models examined.

| NN Model      | Inputs (5)          | Outputs (1) |
|---------------|---------------------|-------------|
| Strength model| \( D, H, n_t, E_f, f'_c \) | \( f_{cc} \) |
| Strain model  | \( D, H, n_t, E_f, \epsilon_{co} \) | \( \epsilon_{cc} \) |

The back-propagation technique or Delta rule [74] was used to minimize the error of Equation (7). This iterated search process was carried out in the opposite direction, i.e., from right to left of the NN, as shown in Figure 2. This process aimed to adjust the values of the various weights, which were randomly selected in the beginning so that the output values realistically agreed with the required target values of the database. This process was repeated until there was no further improvement in the mean square error value, and the errors became acceptable. In the end, the trained ANN can be used to predict results even for data that have not been presented to it before, with small error.

3.1. ANN Architecture

A number of parameters need to be set up for the ANN, for example, the activation functions between consequent layers, the total number of neurons in each layer, the activation functions between the hidden layers and the output layer, and others. The choice of these parameters depends on the given problem and can be determined by a trial and error process. For this investigation, we took six ANN architectures into account, as shown in Table 5. The 6 + 6 Models (6 for strength and 6 for strain) had different numbers of hidden layers and nodes in every hidden layer. The logistic and hyperbolic activation functions were utilized between the input and the middle layer, based on the authors’ experience [71], while the hyperbolic activation function was utilized between the output layer and its previous layer.

3.2. Normalization of the Databases

The ANNs work best with normalized data for inputs and outputs. This process helps avoid low learning rate issues [48]. In the present study, all the parameters associated with confined concrete cylinders were normalized using Equation (8). This process made all the parameters unitless despite the different units that were used to describe the various inputs or outputs.

\[ X = \frac{\Delta X}{\Delta x} x + \left( X_{max} - \frac{\Delta X}{\Delta x} x_{max} \right) \]  

(8)
Table 5. Architectures of the examined artificial neural network (ANN) strength (F) and strain (E) models.

| NN Model        | Number of Hidden Layers | Number of Neurons in the Hidden Layer(s) |
|-----------------|-------------------------|------------------------------------------|
| FANN-1 and EANN-1 | 1                       | 5                                        |
| FANN-2 and EANN-2 | 1                       | 10                                       |
| FANN-3 and EANN-3 | 2                       | 5-5                                      |
| FANN-4 and EANN-4 | 2                       | 10-10                                    |
| FANN-5 and EANN-5 | 3                       | 5-5-5                                    |
| FANN-6 and EANN-6 | 3                       | 10-10-10                                 |

As will be shown in detail in the next sections, the best performance was the one of the third models for strength and the fourth model for the strain (FANN-3 and EANN-4), corresponding to 5 and 10 neurons in each of the two hidden layers, respectively. These have been highlighted in Table 5 with bold.

In Equation (8), $x$ is the actual value, $X$ is the new normalized value, $\Delta x$ is the difference between the maximum and minimum $x$ value, $x_{\text{max}}$ is the maximum $x$ value, and $X_{\text{max}}$ and $\Delta X$ are the new desired maximum value of $X$ and the new desired difference between the maximum and minimum $X$ value, respectively. In our case, we used the parameters $x_{\text{max}} = 0.9$ and $\Delta X = 0.8$ to end up with normalized values that were in the range $[0.1, 0.9]$. The same equation, Equation (8), in a rearranged form, was used for the denormalization of the strength and strain values, i.e., to end up to the real values of strength and strain from the normalized ones provided by the NN.

3.3. Performance of the Various ANN Models

It is very important to calibrate the proposed ANN models based on the experimental results to investigate the accuracy of the generated model. The multilayer free forward back-propagation (MLFFBP) process [48] and the testing results were used for the calibration of the current ANN model. The training process of ANN was adopted as described in the authors’ work [75].

Overtraining (or over-fitting) can be a problem as it causes the ANN to lose its generalization capability. To avoid overtraining, the size of the network and the number of training epochs should be in correspondence with the complexity of the problem, especially if the training data contains a significant amount of noise. An excessive number of training epochs, or an excessive size of the neural network, can cause network overtraining. In our case, to enhance the performance of ANN and to avoid overtraining, the data were divided into three sets: one for training, one for validation, and one for testing purposes. Sixty percent of sample points were used for training, 20% were used validation, and 20% were used for testing purposes. The ANN models were developed using MATLAB [49].

There were 100 epochs for the training of each ANN model that included the MLFFBP process. The MLFFBP process continued until any of the following conditions was completed: (i) 20 failures occurred in the validation process during the iteration, to avoid overtraining, (ii) the performance goal (the difference between the target and the output values) became equal to a preset value of 0.0001, (iii) the minimum performance gradient became equal to $10^{-10}$. The rate at which the MLFFBP process adjusts the weights of the sample points is known as the minimum performance gradient. These conditions were used, as suggested by the Levenberg–Marquardt back-propagation technique [49]. This technique is a second-order algorithm that works with second derivatives.

Tables 6 and 7 present some statistical information about the ANN model predictions (target values) for the strength and the strain models, respectively. The tables contain the minimum values ($\text{min}$), the maximum values ($\text{max}$), the difference between the two ($\text{Range} = \text{Max} - \text{Min}$), the average values ($\text{Mean}$), the median values ($\text{Median}$), the standard deviation ($\text{StDev}$) and the coefficient of variation ($\text{CV} = \text{StDev}/\text{Mean}$). Some negative values can be found for the $\text{Min}$ values of $f_{\text{cc}}/f'_{\text{co}}$ and $\varepsilon_{\text{cc}}/\varepsilon_{\text{co}}$ in the table, which make no sense and are only artifacts of the method that do not affect the overall results.
Table 6. Performance of the different ANN models for strength (values of $f_{cc}/f'_{co}$) on the training data set.

|                  | Min   | Max   | Range | Mean  | Median | StDev | CV   |
|------------------|-------|-------|-------|-------|--------|-------|------|
| Experimental     | 1.02  | 3.90  | 2.89  | 1.92  | 1.76   | 0.66  | 0.345|
| (target values)  |       |       |       |       |        |       |      |
| FANN-1           | 0.70  | 4.26  | 3.56  | 1.93  | 1.79   | 0.65  | 0.335|
| FANN-2           | 0.88  | 3.85  | 2.97  | 1.92  | 1.79   | 0.60  | 0.315|
| FANN-3           | −0.06 | 3.99  | 4.05  | 1.91  | 1.76   | 0.63  | 0.328|
| FANN-4           | −0.79 | 3.95  | 4.74  | 1.93  | 1.80   | 0.65  | 0.334|
| FANN-5           | 1.08  | 4.04  | 2.96  | 1.92  | 1.76   | 0.61  | 0.315|
| FANN-6           | 0.72  | 3.89  | 3.17  | 1.91  | 1.77   | 0.61  | 0.321|

Table 7. Performance of the different ANN models for strain (values of $\varepsilon_{cc}/\varepsilon_{co}$) on the training data set.

|                  | Min   | Max   | Range | Mean  | Median | StDev | CV   |
|------------------|-------|-------|-------|-------|--------|-------|------|
| Experimental     | 1.38  | 17.27 | 15.90 | 5.56  | 4.88   | 2.73  | 0.492|
| (target values)  |       |       |       |       |        |       |      |
| EANN-1           | 0.64  | 11.65 | 11.01 | 5.60  | 5.44   | 2.07  | 0.369|
| EANN-2           | −5.11 | 14.41 | 19.52 | 5.48  | 5.23   | 2.23  | 0.406|
| EANN-3           | 0.63  | 18.96 | 18.33 | 5.59  | 5.52   | 1.97  | 0.352|
| EANN-4           | −2.04 | 19.00 | 21.04 | 5.43  | 5.18   | 2.18  | 0.402|
| EANN-5           | −1.36 | 19.26 | 20.62 | 5.51  | 5.38   | 2.01  | 0.365|
| EANN-6           | −3.19 | 10.71 | 13.90 | 5.76  | 5.71   | 1.84  | 0.320|

Equations (9)–(11) show the formulas used for the calculation of the correlation factor $R$, the mean squared error (MSE), and the mean absolute error (MAE), respectively. These three metrics were used to evaluate the different models. When the ANN outputs $O$ match the targets $T$ perfectly, then $R\rightarrow 1$, MSE$\rightarrow 0$, MAE$\rightarrow 0$ [76–78].

\[
R = \frac{\sum_{i=1}^{n}[(T_i - \bar{T})(O_i - \bar{O})]}{\sqrt{\sum_{i=1}^{n}(T_i - \bar{T})^2 \cdot \sum_{i=1}^{n}(O_i - \bar{O})^2}}
\]  
(9)

\[
\text{MSE} = \frac{\sum_{i=1}^{n}(T_i - O_i)^2}{n}
\]  
(10)

\[
\text{MAE} = \frac{\sum_{i=1}^{n}|T_i - O_i|}{n}
\]  
(11)

In the above formulas, $T_i$ and $O_i$ are the values established experimentally (target values) and with the use of the ANN, respectively. The number of data points is denoted by $n$, while $\bar{T}$ and $\bar{O}$ are the average values of the experimental and the predicted values, respectively.

Table 8 shows the prediction performance of the six NN models for strength and strain. It has to be noted that these values correspond to the normalized values of $f_{cc}/f'_{co}$ and $\varepsilon_{cc}/\varepsilon_{co}$, for the strength and strain models, respectively.

Figure 4 shows the values of MSE, MAE, and $R$ for the six different NN models for strength and strain. The models corresponding to the least values of MAE and MSE and the highest value of $R$ can be considered as the best models which can accurately predict the axial strength or strain of confined concrete. It can be concluded that the ANN strength model with the highest value of $R$ (91.2%), together with the lowest values of MSE (5.68%) and MAE (5.45%), was the third model, i.e., FANN-3.
Table 8. Prediction performance of the different ANN models for strength and strain (for the normalized values of \(f_{cc}/f'_{co}\) and \(\varepsilon_{cc}/\varepsilon_{co}\), respectively.

| Strength Models | Strain Models |
|-----------------|---------------|
| Model           | R (%) | MSE (%) | MAE (%) | Model           | R (%) | MSE (%) | MAE (%) |
| FANN-1          | 89.7  | 6.81    | 6.02    | EANN-1         | 73.8  | 8.61    | 6.89    |
| FANN-2          | 90.5  | 6.10    | 5.76    | EANN-2         | 72.1  | 9.25    | 6.99    |
| FANN-3          | 91.2  | 5.68    | 5.45    | EANN-3         | 67.8  | 10.24   | 7.00    |
| FANN-4          | 89.8  | 6.74    | 5.38    | EANN-4         | 71.9  | 9.29    | 6.80    |
| FANN-5          | 88.6  | 7.28    | 6.10    | EANN-5         | 66.4  | 10.68   | 7.05    |
| FANN-6          | 90.7  | 6.00    | 5.64    | EANN-6         | 68.9  | 10.03   | 7.59    |

Similarly, the ANN strain model with the highest value of R (71.9%) along with the lowest values of MSE (9.29%) MAE (6.80%) was the fourth model, i.e., EANN-4. Thus, FANN-3 (5-5-5-1 architecture) and EANN-4 (5-10-10-1 architecture) were selected as the final models for the prediction of the axial
strength and axial strain of cylinders. Figures 5 and 6 depict the output values of the different NN models vs. the target values for strength and strain graphically, respectively.

Figure 5. Predictions of the six examined ANN models for strength.
4. Analytical Models

4.1. Analytical Models from the Literature

In the present work, design-oriented strength and strain models were proposed based on large experimental databases of 708 confined concrete cylinders for strength and 572 for strain. The whole process was performed using ANN techniques giving the best fit after minimizing certain statistical parameters, such as R, MSE, and MAE, between the predictions of models and the experimental values.

Next, we evaluated the performance of other strength and strain models proposed in the literature using the collected database. Namely, for strength, we examined the following twelve models: 1. Richart et al. [68], 2. Fardis and Khalili [63], 3. Newman and Newman [69], 4. Mander et al. [45], 5. Karbhari and Gao [42], 6. Samaan et al. [59], 7. Toutanji [65], 8. Lam and Teng [44], 9. Teng et al. [61], 10. Saafi et al. [67], 11. Miyauchi et al. [70], 12. Matthys et al. [60]. Figure 7 shows the performance of these twelve strength models.
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Figure 8 shows the performance of these seven strain models. The values of R and MSE are given in the titles of the sub-figures, for each examined model, for both strength (Figure 7) and strain (Figure 8). Looking at the figures, it is obvious that the strength models were more successful than the strain models, in general. The spread of the strain models was larger, and the error of these models was above the 30% threshold (red dashed line) in many cases.

4.2. Proposed Analytical Model

In this section, we propose two new analytical models, one for strength and one for strain, based on regression analysis. Regression Analysis is a statistical tool used to determine the probable change in one variable for a given amount of change in another. This means the value of the unknown variable can be estimated from the known value of another variable.
4.3. Proposed Equation for Strength

The form of the new proposed analytical strength model was based on the mechanics of published models, as represented by Equation (12),

\[
\frac{f_{cc}}{f_{co}} = 1 + k \cdot \left( \frac{f_l}{f_{co}} \right)^n
\]

where \(k\) and \(n\) are constants. Using general regression analysis, we end up with the values \(k = 3.1\) and \(n = 0.83\) for the two variables of Equation (13) and the final equation becomes

\[
\frac{f_{cc}}{f_{co}} = 1 + 3.1 \cdot \left( \frac{f_l}{f_{co}} \right)^{0.83}
\]
Thus, the FRP confined concrete axial compressive strength can be finally expressed by Equation (14)

\[
f_{cc} = f_{co} + 3.1f_{co} \left( \frac{f_f}{f_{co}} \right)^{0.83}
\]  

(14)

Figure 9 shows the performance of the newly proposed analytical model for strength (on the left) and the corresponding performance of the best ANN model for strength (on the right). It has to be noted that the R-value was better for the analytical model compared to the ANN model (0.95 > 0.91), and the same trend was found for the MSE value of the analytical model compared to the one of the ANN model (0.041 < 0.074). The performance of the proposed analytical model for strength was superior to any of the examined models in the literature, exhibiting better values for both R and MSE.

4.4. Proposed Equation for Strain

As shown in Figure 8, the published strain model proposed by Fardis and Khalili [63] exhibited a poor performance with R = 0.4 and MSE = 11.7 for predicting the strain of confined concrete cylinders at ULS. Furthermore, the Mander et al. [45] model showed a relatively good performance with R = 0.7 and MSE = 4.15. This is the model that has been recommended by the American Concrete Institute ACI 440-2R-02 [64]. Therefore, to propose a new analytical equation for strain, the general form of this model was selected as given by Equation (15), with a total of four parameters to adjust (α, β, λ₁, λ₂).

\[
\frac{\epsilon_{cc}}{\epsilon_{co}} = a + \beta \cdot \rho_{c}^{\lambda_1} \cdot \rho_{f}^{\lambda_2}
\]  

(15)

Using general regression analysis, we ended up with the values α = 1.85, β = 7.46, λ₁ = 0.71, and λ₂ = 1171 and the final equation becomes

\[
\frac{\epsilon_{cc}}{\epsilon_{co}} = 1.85 + 7.46\rho_{c}^{0.71} \cdot \rho_{f}^{1.171}
\]  

(16)

Finally, the relationship for the axial compressive strain of FRP confined concrete compression members can be written as

\[
\epsilon_{cc} = (1.85 + 7.46\rho_{c}^{0.71} \cdot \rho_{f}^{1.171}) \cdot \epsilon_{co}
\]  

(17)

Figure 10 shows the performance of the proposed analytical model for strain (on the left) and the corresponding performance of the ANN model for strain (on the right). Again, the R-value was better for the analytical model compared to the ANN model (0.8 > 0.72), and the same trend was found.
for the MSE value of the analytical model, compared to the one of the ANN model (2669 < 3.66). Again, the performance of the proposed analytical model for strain was superior to any of the examined models in the literature, exhibiting better values for both R and MSE.

![Figure 10](image1.png)

**Figure 10.** Performance for strain, for: (a) the proposed analytical model; (b) the corresponding ANN model.

5. Comparative Study

For a comparative study of the proposed ANN model, the proposed analytical model, and other models from the literature, we drew the probability density functions (PDFs) of the results of the various methods as normal distributions based on the mean value and the standard deviation of the experimental ratio \( \frac{f_{\text{cc}}/f'_{\text{co}}}{\varepsilon_{\text{cc}}/\varepsilon_{\text{co}}} \) divided by the corresponding predicted ratio for each method. A good prediction would mean an average value close to 1 and the PDF curve being tall and as narrow as possible (standard deviation as low as possible). Wider curves denote a higher standard deviation from the mean value.

Figure 11 shows the results for the strength (a) and the strain (b) models. For illustration purposes, for the strength model, the comparison was made with the results from Richart [68], Fardis [63], Newman [69], and Mander [45], while for the strain model, the results were compared with the ones from Fardis [63], Mander [45], Lam and Teng [44], and Teng [61].

For the strength model, the proposed analytical model and the proposed ANN model showed the best results with mean values close to 1 (1.00 and 1.01, respectively), while from the other models, the one of Richart had the best mean value (0.99) with a standard deviation of 0.132. The standard deviation of the proposed analytical model and the proposed ANN model were 0.109 and 0.146, respectively.

For the strain model, again, the two proposed models showed very good results with a mean value of 1.05 (for both) and standard deviations 0.352 and 0.360 for the proposed equation and 0.316 for the proposed ANN. For comparison, the Teng and the Lam and Teng models had mean values of 1.13 and 1.12, respectively, with standard deviations 0.352 and 0.370.

It should be noted that the results were better for the strength models in general (better mean values and smaller deviation), compared to the strain model. The proposed models for confined concrete are capable of providing accurate results for confined concrete strength and strain, in comparison to other models in the literature.

Figure 12 shows the distributions of the ratios \( f_{\text{cc}}/f'_{\text{co}} \) and \( \varepsilon_{\text{cc}}/\varepsilon_{\text{co}} \) provided by each method. The black bar denotes the experimental (target) values. Again, the proposed equation and the proposed ANN model gave the best results with distributions that were closer to the targets.
For the strength model, the proposed analytical model and the proposed ANN model showed the best results with mean values close to 1 (1.00 and 1.01, respectively), while from the other models, the one of Richart had the best mean value (0.99) with a standard deviation of 0.132. The standard deviation of the proposed analytical model and the proposed ANN model were 0.109 and 0.146, respectively.

For the strain model, again, the two proposed models showed very good results with a mean value of 1.05 (for both) and standard deviations 0.306 for the proposed equation and 0.360 for the proposed ANN. For comparison, the Teng and the Lam and Teng models had mean values of 1.13 and 1.12, respectively, with standard deviations 0.352 and 0.370.

It should be noted that the results were better for the strength models in general (better mean values and smaller deviation), compared to the strain model. The proposed models for confined concrete are capable of providing accurate results for confined concrete strength and strain, in comparison to other models in the literature.

Figure 12 shows the distributions of the ratios $f_{cc}/f_{co}^\prime$ and $\varepsilon_{cc}/\varepsilon_{co}$ provided by each method. The black bar denotes the experimental (target) values. Again, the proposed equation and the proposed ANN model gave the best results with distributions that were closer to the targets.

**Figure 11.** Probability density functions (as normal distributions) for the various prediction models: (a) strength; (b) strain.

**Figure 12.** Distribution of values for FRP-wrapped cylinders: (a) strength ($f_{cc}/f_{co}^\prime$); (b) strain ($\varepsilon_{cc}/\varepsilon_{co}$).

### 6. Conclusions

In the current study, a large database for FRP-confined concrete compression members was constructed from data available in the literature. The database contained 708 specimens for strength and 572 specimens for strain. A preliminary evaluation of previously proposed models for ultimate conditions of FRP-confined concrete compression members was performed to select more general forms of the proposed empirical models by using statistical metrics, such as $R$, MSE, and MAE. The outcome of the present work is summarized as follows.

1. Six different ANN models were generated for the strength ($FANNs$) and the strain ($EANNs$) of FRP-confined concrete compression members, separately. The ANN strength model with the highest value of $R$, together with the lowest values of MAE and MSE for the normalized values, was $FANN-3$, which is a double layer ANN model with five neurons in each hidden layer ($5-5-5-1$ network architecture).

2. Similarly, the ANN strain model with the highest value of $R$ along with the lowest values of MAE and MSE for the normalized values was $EANN-4$, which is again a double layer ANN model with 10 neurons in each hidden layer ($5-10-10-1$ network architecture).

3. Two analytical models were also proposed for strength and strain, based on general formulas and regression analysis procedures. The performance of the proposed analytical models was superior to any one of the examined models in the literature, exhibiting better values for both $R$. 
6. Conclusions

In the current study, a large database for FRP-confined concrete compression members was constructed from data available in the literature. The database contained 708 specimens for strength and 572 specimens for strain. A preliminary evaluation of previously proposed models for ultimate conditions of FRP-confined concrete compression members was performed to select more general forms of the proposed empirical models by using statistical metrics, such as R, MSE, and MAE. The outcome of the present work is summarized as follows.

1. Six different ANN models were generated for the strength (FANNs) and the strain (EANNs) of FRP-confined concrete compression members, separately. The ANN strength model with the highest value of R, together with the lowest values of MAE and MSE for the normalized values, was FANN-3, which is a double layer ANN model with five neurons in each hidden layer (5-5-5-1 network architecture).

2. Similarly, the ANN strain model with the highest value of R along with the lowest values of MAE and MSE for the normalized values was EANN-4, which is again a double layer ANN model with 10 neurons in each hidden layer (5-10-10-1 network architecture).

3. Two analytical models were also proposed for strength and strain, based on general formulas and regression analysis procedures. The performance of the proposed analytical models was superior to any one of the examined models in the literature, exhibiting better values for both R and MSE when applied to the databases. The analytical models also performed slightly better than the ANN models in terms of the R and MSE values achieved.

4. The proposed ANN and the proposed analytical models can predict the axial behavior of FRP-confined concrete with high accuracy and can be helpful tools for designers in analyzing and designing confined concrete compression members. Both the ANN and the analytical proposed models outperformed other empirical models in their predictions. Once trained, the ANN models need only trivial computational time to provide their outputs.
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