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Abstract—Robotic Information Gathering (RIG) relies on the uncertainty of a probabilistic model to identify critical areas for efficient data collection. Gaussian processes (GPs) with stationary kernels have been widely adopted for spatial modeling. However, real-world spatial data typically does not satisfy the assumption of stationarity, where different locations are assumed to have the same degree of variability. As a result, the prediction uncertainty does not accurately capture prediction error, limiting the success of RIG algorithms. We propose a novel family of nonstationary kernels, named the Attentive Kernel (AK), which is simple, robust, and can extend any existing kernel to a nonstationary one. We evaluate the new kernel in elevation mapping tasks, where AK provides better accuracy and uncertainty quantification over the commonly used RBF kernel and other popular nonstationary kernels. The improved uncertainty quantification guides the downstream RIG planner to collect more valuable data around the high-error area, further increasing prediction accuracy. A field experiment demonstrates that the proposed method can guide an Autonomous Surface Vehicle (ASV) to prioritize data collection in locations with high spatial variations, enabling the model to characterize the salient environmental features.

I. INTRODUCTION

Collecting informative data for effective modeling has been an active research topic in different domains, including active learning in machine learning [1], optimal experimental design in statistics [2], and optimal placements in sensor networks [3]. Robotic Information Gathering (RIG) has recently received increasing attention due to its wide application, including environmental modeling and monitoring [4–13], 3D reconstruction and inspection [14–17], search and rescue [18, 19], autonomous exploration [20–23], and system identification [24–26]. The defining element that distinguishes the aforementioned active information acquisition problems and RIG is the robot embodiment’s physical constraint — we cannot “teleport” the robot to an arbitrary sampling location, and data must be collected sequentially along a trajectory. Informative planning seeks an action sequence or a policy that yields observations maximizing an information-theoretic objective function under the robot’s motion and sensing budget constraints [27–37]. The objective is derived from the uncertainty of probabilistic models such as Gaussian processes (GPs) [38–48], Hilbert maps [49–52], occupancy grid maps [11, 30, 53], and Gaussian mixture models [54–57].

Fig. 1 illustrates the workflow of a RIG system. The three major forces that drive RIG are (a) probabilistic models with well-calibrated uncertainty, (b) information-theoretic objective functions, and (c) informative planners. This work belongs to

Videos of field/simulated experiments can be found at https://weizhe-chen.github.io/attentive_kernels/
behind the AK are limiting the nonstationary model to select among a fixed set of correlation scales and masking out data across sharp transitions by selecting subsets of relevant data for each prediction. The “soft” selection process is learned from the data. Fig. 1e shows GPR prediction with the AK on the same dataset. As highlighted by the arrows, the AK depicts the environment at a finer granularity. Fig. 1f and Fig. 1g show that the AK allocates higher uncertainty to the high-error area.

Contributions. The main contribution of this paper is in designing the AK and its suitability for RIG. We present an extensive evaluation on elevation mapping tasks in several natural environments that exhibit a range of nonstationary features, comparing the AK to the stationary RBF kernel and the leading nonstationary kernels: the Gibbs kernel [59–66] and Deep Kernel Learning (DKL) [67, 68]. The results show a significant advantage of the AK across passive learning, standard active learning, and RIG. We also present a field experiment to demonstrate the behavior of the proposed method in a real-world environment, where the prediction uncertainty of the AK guides an Autonomous Surface Vehicle (ASV) to identify essential sampling locations and collect valuable data rapidly. Last but not least, we release the code for reproducibility2 and a software library for facilitating future research on RIG3.

II. RELATED WORK

A. Robotic Information Gathering

Research on RIG mainly revolves around the following three aspects: probabilistic models, information-theoretic objective functions, and informative planning algorithms.

Probabilistic Models and Objectives. Models are primarily discussed in coordinating multiple robots and improving computational efficiency. Jang et al. [44] apply the distributed GPs [69] to decentralized multi-robot online active sensing. Ma et al. [38] and Stachniss et al. [46] use sparse GPs to alleviate the computational burden. Mixture models [70] have been applied to divide the workspace into smaller parts for multiple robots to model an environment simultaneously [42, 43]. The early work by Krause and Guestrin [45] is highly related to our work. They use a spatially varying linear combination of localized stationary processes to model the nonstationary pH values. The weight of each local GP is the normalized predictive variance at the test location. This idea is similar to the lengthscale-selection idea in Section IV-C. The main difference is that they manually partition the workspace while our model learns a weighting function from data. To the best of our knowledge, this paper is the first to discuss the influence on RIG performance brought by the uncertainty quantification capability of probabilistic models. Research on information-theoretic objective functions is dedicated to addressing the computational bottleneck [35, 71, 72].

Informative Planning. Early works on informative planning propose various recursive greedy algorithms that provide performance guarantee by exploiting the submodularity property of the objective function [73–75]. Planners based on dynamic programming lift the assumption of the objective function at the expense of higher computational complexity [76, 77]. These methods solve combinatorial optimization problems in discrete domains, thus scaling poorly in the problem size. To develop efficient planners in continuous space with motion constraints, Hollinger and Sukhatme [27] introduce sampling-based informative motion planning, which is further developed to online variants [31, 34]. Monte Carlo tree search planners are conceptually similar to sampling-based informative planners [78, 79] and have recently garnered great attention [4, 20, 28, 29, 80]. Trajectory optimization is a solid competitor to sampling-based planners. Bayesian optimization [39, 81, 82] and evolutionary strategy [6, 11, 30] are the two dominating methods in this realm. New frameworks of RIG, e.g., imitation learning [32], are constantly emerging.

B. Nonstationary Gaussian Processes and Kernels

GPs suffer from two significant limitations [70]. The first one is the notorious cubic computational complexity of a vanilla implementation. Recent years have witnessed remarkable progress in solving this problem based on sparse GPs [83–85]. The second drawback is that the covariance function is commonly assumed to be stationary, limiting the modeling flexibility. Developing nonstationary GP models that are easy to train is still an active open research problem. Ideas of handling nonstationarity can be roughly grouped into three categories: input-dependent lengthscale [59–65], input warping [67, 68, 86–89], and the mixture of experts [70, 90].

Input-dependent lengthscale provides excellent flexibility to learn different correlation scales at different input locations, but optimizing the lengthscale function is difficult [91]. Input warping is more widely applicable because it endows any stationary kernel with the ability to model nonstationarity by mapping the input locations to a distorted space and assuming stationarity holds in the new space. This approach has a tricky requirement: the mapping must be injective to avoid undesirable folding of the space [86, 87, 89]. The Mixture of GP experts (MoGPE) uses a gating network to allocate each data to a local GP that learns its hyperparameters from the assigned data. It typically requires Gibbs sampling [70], which can be slow. Hence, one might need to develop a faster approximation [92]. We view MoGPE as an orthogonal direction to other nonstationary GPs/kernels because any GP models can be treated as the experts.

The AK lies at the intersection of these three categories. In Section IV-C, we implement input-dependent lengthscale by weighting base kernels with different prefixed lengthcales at each location. Composing base kernels reduces the difficulty of learning a lengthscale function from scratch and makes our method compatible with any base kernel. In Section IV-D, we augment the input with extra dimensions. We can view the augmentation as warping the input space to a higher-dimensional space, ensuring injectivity by design. Combining these two ideas gives a conceptually similar model to
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MoGPE [70] in that they both divide the space into multiple regions and learn localized hyperparameters. The idea of augmenting the input dimensions has been discussed [93]. However, they treat the augmented vector as a latent variable and resort to Markov chain Monte Carlo (MCMC) for inference. The AK treats the augmentation as a deterministic function of the input, resulting in a more straightforward inference procedure, and can be used in MoGPE to build more flexible models.

In robotic mapping, another line of notable work on probabilistic models is the family of Hilbert maps [49–51], which aims to alleviate the computational bottleneck of the GP occupancy maps [94] by projecting the data to another feature space and applying a logistic regression classifier in the new space. Since Hilbert maps are typically used for occupancy mapping [95] and reconstruction tasks [96], related work also considers nonstationarity for better prediction [52, 97].

### III. PROBLEM STATEMENT

Consider deploying a robot to build a map of an initially unknown environment efficiently using the sparse sensing measurements of onboard sensors. For instance, when reconstructing a pollution distribution map, the environmental sensors can only measure the pollutant concentration in a point-wise sampling manner, yielding sparse measurements along the trajectory. Another scenario is to build a sizeable bathymetric map of the seabed. In such a vast space, depth measurements can be viewed as point measurements even though the sensor might be a multi-beam sonar. Exhaustively sampling the whole environment is prohibitive, if not impossible; thus, one must develop adaptive planning algorithms to collect the most informative data for building an accurate model. This problem is RIG, *a.k.a.* informative (path/motion) planning, or active/adaptive sensing.

**Problem 1.** The target environment is an unknown function \( f_{\text{env}}(\mathbf{x}) : \mathbb{R}^D \rightarrow \mathbb{R} \) defined over spatial locations \( \mathbf{x} \in \mathbb{R}^D \). Let \( T \triangleq \{ t \}_{t=0}^T \) be the set of decision epochs. A robot at state \( s_{t-1} \in \mathcal{S} \) takes an action \( a_{t-1} \in \mathcal{A} \), arrives at the next state \( s_t \) following a transition function \( p(s_t | s_{t-1}, a_{t-1}) \), and collects \( N_t \in \mathbb{N} \) noisy measurements \( y_{t_i} \in \mathbb{R}^{N_t} \) at sampling locations \( \mathbf{X}_t = [x_1, \ldots, x_{N_t}]^T \in \mathbb{R}^{N_t \times D} \). We assume that the transition function is known and deterministic, and the robot state is observable. The robot maintains a probabilistic model built from all the data collected so far \( \mathcal{D}_t = \{ (\mathbf{X}_i, y_i) \}_{i=1}^t \). The model provides predictive mean \( \mu_t : \mathbb{R}^D \rightarrow \mathbb{R} \) and predictive variance \( \nu_t : \mathbb{R}^D \rightarrow \mathbb{R}_{>0} \) functions. Let \( \mathbf{x}^* \) be a test/query location and \( \text{error}(\cdot) \) be an error metric. At each decision epoch \( t \in T \), our goal is to find sampling locations that minimize the expected error after updating the model with the collected data:

\[
\arg\min_{\mathbf{x},t} \mathbb{E}_{\mathbf{x}^*} [\text{error} (f_{\text{env}}(\mathbf{x}^*), \mu_t(\mathbf{x}^*), \nu_t(\mathbf{x}^*))]. \tag{1}
\]

Eq. (1) cannot be used as the objective function for a planner because the ground-truth function \( f_{\text{env}} \) is unknown. RIG bypasses this problem by optimizing a surrogate objective.

**Problem 2.** Assuming the same conditions as Problem 1, find informative sampling locations that minimize an information-theoretic objective function \( \text{info}(\cdot) \), e.g., entropy:

\[
\arg\min_{\mathbf{x}} \mathbb{E}_{\mathbf{x}^*} [\text{info} (\nu_t(\mathbf{x}^*))]. \tag{2}
\]

RIG implicitly assumes that solving Problem 2 can also address Problem 1 well. This assumption is valid when the model uncertainty is well-calibrated. A model with well-calibrated uncertainty gives high uncertainty when the prediction error is significant and low uncertainty otherwise. When using GPR with the commonly used stationary kernels to reconstruct a real-world environment, the uncertainty is not well-calibrated because the assumption of stationarity does not hold. Specifically, high uncertainty is assigned to the less sampled areas, regardless of the prediction error (see Figs. 1c, 2 and 11f). Our goal is to develop a kernel to improve the uncertainty quantification and prediction accuracy of GPR.

### IV. METHODOLOGY

A Gaussian process is a collection of random variables, any finite number of which have a joint Gaussian distribution [58]. We place a Gaussian process prior over the function \( f(\mathbf{x}) \sim \mathcal{GP}(m(\mathbf{x}), k(\mathbf{x}, \mathbf{x}')) \), which is specified by a mean function \( m(\mathbf{x}) \) and a covariance function \( k(\mathbf{x}, \mathbf{x}') \) (a.k.a. kernel). GPR assumes that observations are corrupted by additive Gaussian white noise \( p(y | \mathbf{x}) = \mathcal{N}(y | f(\mathbf{x}), \sigma^2) \), with noise scale \( \sigma \). This paper focuses on the kernel construction, independent of the inference method in GPs. Therefore, we skip the discussion of inference methods and use the standard maximization of marginal likelihood to optimize the model in our experiments.

#### A. Attentive Kernel

We propose the following kernel to deal with nonstationarity. At first glance, this looks like a heuristic composite kernel. However, the following sections will explain how we design this kernel from the first principles. In short, the kernel is distilled from a generative model called AKGPR that models nonstationary processes.

**Definition 1 (Attentive Kernel).** Given two inputs \( \mathbf{x}, \mathbf{x}' \in \mathbb{R}^D \), vector-valued functions \( \mathbf{w}_\theta(\mathbf{x}) : \mathbb{R}^D \rightarrow [0, 1]^M \) and \( \mathbf{z}_\phi(\mathbf{x}) : \mathbb{R}^D \rightarrow [0, 1]^M \) parameterized by \( \theta, \phi \), an amplitude \( \alpha \), and a set of \( M \) base kernels \( \{ k_m(\mathbf{x}, \mathbf{x}') \}_{m=1}^M \), let \( \mathbf{w} = \mathbf{w}_\theta(\mathbf{x})/\|\mathbf{w}_\theta(\mathbf{x})\|_2 \) and \( \mathbf{z} = \mathbf{z}_\phi(\mathbf{x})/\|\mathbf{z}_\phi(\mathbf{x})\|_2 \). The Attentive Kernel is defined as

\[
\kappa(\mathbf{x}, \mathbf{x}') = \alpha \mathbf{z}^T \mathbf{z}' \sum_{m=1}^M \mathbf{w}_m k_m(\mathbf{x}, \mathbf{x}') \mathbf{w}_m'. \tag{3}
\]

We learn parametric functions that map each input \( \mathbf{x} \) to \( \mathbf{w} \) and \( \mathbf{z} \). The product \( \mathbf{w}_m \mathbf{w}_m' \) gives similarity attention scores to weight the set of base kernels \( \{ k_m(\mathbf{x}, \mathbf{x}') \}_{m=1}^M \). The inner product \( \mathbf{z}^T \mathbf{z}' \) defines a visibility attention score to mask the kernel value. Definition 1 is generic in that any existing kernel can be the base kernel. To address nonstationarity, we choose the base kernels to be a set of stationary kernels with the same functional form but different lengthscales. Specifically, we use...
RBF kernels with $M$ evenly spaced lengthscales in the interval $[\ell_{\text{min}}, \ell_{\text{max}}]$:

$$k_m(x, x') = \exp \left( -\frac{\|x - x'\|^2}{2\ell_m^2} \right), \quad m = 1, \ldots, M. \tag{4}$$

Note that the lengthscales $\{\ell_m\}_{m=1}^M$ are prefixed constants rather than trainable variables. When applying the attentive kernel to a GP, we optimize all the hyperparameters $\{\alpha, \theta, \phi, \sigma\}$ by maximizing the marginal likelihood, and make prediction in the standard way.

### B. Two Types of Nonstationarity

The example in Fig. 2 motivates us to consider using different lengthscales at different input locations. Ideally, we need a smaller lengthscale for partition#3 and larger lengthscales for the others. In addition, we need to break the correlations among data points in different partitions. An ideal nonstationary model should handle these two types of nonstationarity.

Gibbs [59] and Paciorek and Schervish [60] have shown how one can construct a valid kernel with input-dependent lengthscales, namely, a lengthscale function. The standard approach uses another GP to model the lengthscale function, which is then used in the kernel of a GP, yielding a hierarchical Bayesian model. Several papers have developed inference techniques for such models and demonstrated their use in some applications [61–65]. Recently, Remes et al. [66] have shown that modeling the lengthscale function using a neural network improves performance.

However, the parameter optimization of such models is sensitive to data distribution and parameter initialization and leaves room for improvement. To address this, we propose a new approach that avoids learning a lengthscale function explicitly. Instead, every input location can (a) select among a set of GPs with different predefined primitive lengthscales and (b) select which training samples are used when making a prediction. This idea – selecting instead of inferring a localized lengthscale – avoids difficulties in prior work. These ideas are developed in the following sections.

### C. Lengthscale Selection

Consider a set of $M$ independent GPs with a set of predefined primitive lengthscales $\\{\ell_m\}_{m=1}^M$. Intuitively, if every input location can select a GP with an appropriate lengthscale to make prediction, the nonstationarity can be handled well. We can achieve this by an input-dependent weighted sum

$$f(x) = \sum_{m=1}^{M} \omega_m(x)g_m(x), \quad \text{where} \quad\tag{5}$$

$$g_m(x) \sim GP(0, k(x, x'|\ell_m)). \quad\tag{6}$$

$\omega_m(x)$ is the $m$-th output of a vector-valued weighting function $w_\theta(x)$ parameterized by $\theta$.

Consider the extreme case where $w = [w_1(x), \ldots, w_M(x)]^T$ is an “one-hot” vector – a binary vector with only one element being 1. In this case, $w$ selects one GP, and hence one lengthscale, depending on the input location. Inference techniques such as Gibbs sampling or Expectation Maximization are often required for learning such discrete “assignment” parameters. We lift this requirement by a continuous relaxation:

$$w_\theta(x) = \text{softmax}(\tilde{w}_\theta(x)). \quad\tag{7}$$

Here, $w_\theta(x)$ is differentiable w.r.t. $\theta$, which can be optimized by the marginal likelihood maximization via gradient ascent. Moreover, using “soft” weights has an advantage in modeling gradually changing nonstationarity, as shown in Fig. 3. Note that dividing the function into several discrete regimes using extreme weights is not reasonable for such a gradually changing function.

Fig. 4 shows that lengthscale selection better predicts the same dataset as in Fig. 2. We can effectively model both the jittery pattern in partition#3 and the gentle variations in the other partitions. However, when facing abrupt changes, as shown in the circled area, the model can only select a very small lengthscale to accommodate the loose correlations among data. If samples near the abrupt change are not dense enough, a small lengthscale might bring us a consequential...
prediction error. The following section will explain how to handle abrupt changes using instance selection.

D. Instance Selection

Intuitively, an input-dependent lengthscale specifies each data point’s neighborhood radius. Changing the radius cannot handle abrupt changes well because data sampled before and after an abrupt change should break their correlations even when they are close. We need to control the visibility among samples: each sample learns only from other samples in the same subgroup. To this end, we associate each input with a membership vector \( z \) and use the dot product between two membership vectors to control visibility. Two inputs are visible to each other when they hold similar memberships. Otherwise, their correlation will be masked out:

\[
k([x, z], [x', z']) = z^T z' k_{\text{base}}(x, x').
\] (8)

We can view this as input dimension augmentation where we append \( z \) to \( x \) but use a structured kernel in the joint space of \([x, z] \). It is also helpful to understand the case of extreme-valued hard partitions. In this case, the dot product is equal to 1 if \( z \) and \( z' \) are the same one-hot vector and is 0 otherwise. That is to say, when two points have different memberships, Eq. (8) masks the correlation to zero. In this way, we only use the subset of data points in the same group. To make the model more flexible and simplify the parameter optimization, we use soft memberships:

\[
z_\phi(x) = \text{softmax}(z_\phi(x)).
\] (9)

E. The AKGPR Model

Combining the two ideas, we get the AKGPR model. While this is not immediately apparent, we show below that this model can be separated into a standard GPR and the AK (Definition 1). The generative model is as follows.

- Generate \( w \) and \( z \) using Eq. (7) and Eq. (9).
- Compute the kernel values using Eq. (8).
- Generate \( g_m \triangleq g_m(x) \) from the corresponding GP (6).
- Compute \( f(x) \) via Eq. (5).
- Generate \( y \) from the Gaussian likelihood.

Parameterization and Optimization. To instantiate an AKGPR model, we must specify the weighting function \( w_\theta(x) \) and the membership function \( z_\phi(x) \). Our implementation parameterizes these functions using a simple neural network with two hidden layers\(^4\). We optimize all the parameters by maximizing the log marginal likelihood \( \ln p(y|\sigma, \theta, \phi) \) with a lower learning rate for the neural network parameters.

Fig. 5 shows the prediction of the AKGPR on the example from Fig. 2. Now we can model the jittery part, the smooth parts, and the abrupt changes accurately. Compared to Fig. 2 where uncertainty only depends on the density of samples, the uncertainty of AKGPR can better reveal the prediction error. The AKGPR puts more weight on the GPs with small lengthscales in partition#3 and those with large lengthscales in other partitions. Note that the AKGPR switches the membership vector \( z \) in the circled area to mask the inter-partition correlations, which cannot be realized by lengthscales selection in Fig. 4. Due to this modeling advantage, Fig. 5 is qualitatively better than Fig. 4.

F. Analysis

AKGPR is GPR with the AK. By the definition of GPs, the training function values \( g_m = [g_m(x_1), \ldots, g_m(x_N)]^T \) and the test function value \( g_m^* \triangleq g_m(x^*) \) at arbitrary test input \( x^* \) jointly follow a multivariate Gaussian distribution. Let \( f \triangleq [f(x_1), \ldots, f(x_N)]^T \) and \( f^* \triangleq f(x^*) \). Aggregate the weights of \( N \) training inputs into \( w_m \triangleq [w_m(x_1), \ldots, w_m(x_N)]^T \) and denote \( w_m^* \triangleq w_m(x^*) \). Then the joint distribution of \( f \) and \( f^* \) is

\[
\begin{bmatrix}
f \\ f^*
\end{bmatrix}
\sim
\begin{bmatrix}
W_m & 0 \\
0 & w_m^*
\end{bmatrix}
\begin{bmatrix}
g_m \\ g_m^*
\end{bmatrix}
\sim
\mathcal{N}
\left(
\begin{bmatrix}0 \\ 0\end{bmatrix},
\begin{bmatrix}C & c^T \\ c & c^T\end{bmatrix}
\right),
\]

where

\[
C = \sum_{m=1}^{M} W_m K_m W_m, \\
c = \sum_{m=1}^{M} W_m k_m w_m^*, \\
c = \sum_{m=1}^{M} w_m^* k_m w_m^*.
\] (10)

\] (11)

\] (12)

\(^4\)This is an arbitrary choice for the sake of simplicity and modeling flexibility. Any other parametric functions should also work.
The kernel values are given by Eq. (8). Now from Eqs. (10) to (12) we observe that AKGPR is equivalent to a GPR with the AK given in Definition 1.

We normalize w and z with \( \ell^2 \)-norm to ensure that the maximum kernel value (when \( x = x' \)) is 1, and \( \alpha \) is the only parameter that controls the amplitude. Otherwise, the interplay between the amplitude hyperparameter \( \alpha \) and the scaling effect of the kernel makes the optimization unstable. The analysis above holds for the normalized versions of \( x, z \) as well.

**Computational Complexity.** Kernel matrix computations are typically done in a batch manner to take advantage of the parallelism in linear algebra libraries. Fig. 6 shows the computational diagram of the self-covariance matrix of an input matrix \( \mathbf{X} \in \mathbb{R}^{N \times D} \) for the case where \( w(x) \) and \( z(x) \) are parameterized by the same function. The computation of a cross-covariance matrix and the case where \( w(x) \) and \( z(x) \) are parameterized separately are handled similarly. We first pass \( \mathbf{X} \) to a two-hidden-layer neural network to get \( \mathbf{W} \in \mathbb{R}^{N \times M} \) and \( \mathbf{Z} \in \mathbb{R}^{N \times M} \). The computational complexity of this step is \( O(N DH + NH^2 + NHM) \). Then, we compute a visibility masking matrix \( \mathbf{O} = \mathbf{ZZ}^\top \), which takes \( O(N^2M) \). After getting the pairwise distance matrix \( (O(N^2D)) \), we can compute the base kernel matrices using different length scales \( (O(N^2)) \). The \( m \)-th kernel matrix is scaled by the outer-product matrix of the \( m \)-th column of \( \mathbf{W} \), which takes \( O(N^2M) \). Finally, we sum up the scaled kernel matrices and multiply the result with the visibility masking matrix to get the AK matrix \( (O(N^2M)) \). We defer the discussion of the choices of network size \( H \) and number of base kernels \( M \) to the sensitivity analysis section Section V-E. In short, these will be relatively small numbers, so the overall computational complexity is still \( O(N^2D) \).

**G. RIG with the AK**

Algorithm 1 RIG with The AK

| Arguments: \( N_{\text{max}}, \alpha, \sigma, \{k_m(x, x')\}_{m=1}^M \) |
| \( w_{\theta}(x), z_{\phi}(x) \), strategy |
| 1: compute normalization and standardization statistics |
| 2: \( \text{kernel} \leftarrow \mathbf{AK}(\alpha, \{k_m(x, x')\}_{m=1}^M, w_{\theta}(x), z_{\phi}(x)) \) |
| 3: \( \text{model} \leftarrow \text{GPR}(	ext{kernel}, \sigma) \) |
| 4: \( t \leftarrow 0 \) |
| 5: while \( \text{model}.N_{\text{train}} < N_{\text{max}} \) do |
| \( \triangleright \) sampling budget |
| 6: \( x_{\text{info}} \leftarrow \text{strategy} \text{(model)} \) |
| \( \triangleright \) informative waypoint |
| 7: \( \mathbf{X}_t, y_t \leftarrow \text{tracking_and_sampling}(x_{\text{info}}) \) \( \triangleright N_t \) samples |
| 8: \( \mathbf{X}_t, y_t \leftarrow \text{normalize_and_standardize}(\mathbf{X}_t, y_t) \) |
| 9: \( \text{model.add_data}(\mathbf{X}_t, y_t) \) |
| 10: \( \text{model.optimize}(N_t) \) \( \triangleright \) maximize marginal likelihood |
| 11: \( t \leftarrow t + 1 \) |
| 12: return \text{model} |

To reduce the number of parameters and increase training stability, in the experiments, we unify the two functions \( w_{\theta}(x) \approx z_{\phi}(x) \) and use the same set of parameters \( \theta = \phi \), namely, training only one shared network. We discuss the two-network implementation in the ablation study (Section V-E). We also notice that Occam’s razor effect in the marginal likelihood is insufficient for preventing overfitting when training nonstationary kernels for many iterations. However, the AK is less prone to overfitting than the Gibbs kernel and DKL (see Appendix E). Tompkins et al. [88] also raised this point in their overfitting analysis. The proper way of training GP models with nonstationary kernels is still an open research problem and has recently received increasing attention [99, 100]. Holdout validation or cross-validation is not suitable for RIG, which does not have access to a large amount of data and has a real-time constraint. We use a rule-of-thumb early-stopping training scheme that works well empirically. Specifically, we train the model on all the collected data \( \mathbb{D}_t \) for \( N_t \) iterations after collecting \( N_t \) samples at the \( t \)-th epoch.

**V. EXPERIMENTS**

We design our experiments to address the following questions. (Q1) Is the uncertainty quantification of AK better than...
A. Experimental Setups

Environments. We have conducted extensive experiments in 4 environments that exhibit various nonstationary features. To shorten the discussion we present here. Complete results are given in Appendix B. Fig. 7 shows the two environments. In Fig. 7a, the environment consists of a flat part, a mountainous area, and a rocky region with many ridges. The right part of Fig. 7b varies drastically, and its left part is relatively flat.

Probabilistic Model. We build a GPR with noisy training samples collected from the ground-truth digital elevation maps in all experiments. The GPR takes two-dimensional sampling locations as inputs and predicts the elevation. We first collect 50 samples to have an initial optimization of the hyperparameters and compute the statistics to normalize the inputs and standardize the targets.

Sampling Strategies. We use different sampling strategies in the three sets of experiments. In random sampling experiments, we draw a sample uniformly at random at each decision epoch. In active sampling experiments, we evaluate the predictive uncertainty on a set of 1000 randomly generated candidate locations and then sample from the location with the highest predictive entropy. While the AK can be plugged into any advanced informative planner for RIG, we use a simple planner to evaluate its performance. Specifically, in addition to the predictive entropy, this planner also computes the distances from these locations to the robot’s position and normalizes the predictive entropy and distance to the distances from these locations to the robot’s position.

epochs depending on the distance from the robot to the informative waypoint.

B. Random Sampling

Figs. 8a and 8b show that AK has better a prediction error than the other kernels with randomly sampled data. In these experiments, we are especially interested in the MSLL because a lower MSLL means that the model gives high uncertainty when its prediction is far from the test target, which can help active sampling and informative planning reduce the error faster. Figs. 8c and 8d show that AK has a significant advantage in MSLL over the other methods. The Gibbs kernel also has some advantage over the other two methods, but the MSLL of DKL is almost the same as that of RBF.
C. Active Sampling

Figs. 9a and 9b show that AK also has faster error reduction when the samples are actively collected. The AK can quickly identify the crucial areas that account for most of the error and sample more valuable data in those spots, leading to a significant gap in the final metrics. In Figs. 9c and 9d, Gibbs and DKL improve over RBF in uncertainty quantification in the active sampling.

D. Informative Planning

Informative planning is a more challenging task than active learning because once the robot decides to visit an informative waypoint, it has to collect the samples along its trajectory. Given a fixed maximum number of samples, the number of decision epochs of RIG is much smaller than that of active sampling, which makes informed decisions more essential. Fig. 10 shows that AK is consistently leading in all the metrics with the informative planning strategy. The Gibbs kernel still has clear improvement over the RBF kernel in MSLL, but DKL falls short in these experiments.

Fig. 11 shows a snapshot of the prediction results of different methods after 400 samples, along with the ground-truth environment in the first row. The RBF kernel misses many environmental features that nonstationary kernels can capture. We observe the following behaviors by comparing the patterns in the uncertainty maps and error maps. Note that the error maps use the same color scale for ease of comparison across different methods. Each uncertainty map has its color scale – red color only indicates relatively high uncertainty within the map.

- Regardless of the prediction errors, the RBF kernel gives the less sampled area higher uncertainty. The sampling path uniformly covers the space.
- The AK assigns higher uncertainty in the regions with more significant error. The sampling path focuses more on the complex region.
- The Gibbs kernel also has higher uncertainty in the rocky region but does not assign high uncertainty to the lower-right. Therefore, the sampling path concentrates on the upper-right corner and misses some high-error spots.
When using DKL, the robot also samples the upper-right corner densely. The prediction error at the bottom of the map is the largest across different methods. However, DKL also places high uncertainty there.

E. Sensitivity Analysis and Ablation Study

We stress-test the AK under different parameter settings for sensitivity analysis and compare four variants of the AK for ablation study. We present the conclusions of the analysis here and provide full details of these tests in Appendices C and D.

Sensitivity Analysis. Increasing the number of base kernels or primitive lengthscales \( M \) improves performance, albeit with a diminishing return and higher computational cost. Choosing \( M \) in the range of \([5, 10]\) is a good tradeoff between performance and computational efficiency. AK is not sensitive to the number of hidden units \( H \) in the neural network as long as \( H \) is not too small, e.g., only two units. Using smaller minimum lengthscales \( \ell_{\text{min}} \) yields better performance, but the advantage of choosing a \( \ell_{\text{min}} \) smaller than 0.01 is negligible, so 0.01 is an appropriate choice. AK is also robust to the setting of maximum lengthscale \( \ell_{\text{max}} \) as long as it is not too small. After normalizing the input to be nearly in the range \([-1, 1]\], choosing \( \ell_{\text{max}} \) between \([0.5, 1.0]\) is suitable. Overall, the AK is robust to various parameter settings.

Ablation Study. The ablation study shows that lengthscale selection is necessary. Dropping it decreases the performance significantly. On the other hand, we do not observe a significant performance advantage from instance selection using the current training scheme. Nonetheless, as illustrated in Fig. 5, we expect instance selection to provide better modeling of sharp transitions. Since instance selection improves the prediction only in a small region, the improvement might not be evident in the aggregated evaluation metrics. Using two separate neural networks does not provide an improvement. However, it deteriorates the uncertainty quantification in one environment. We conjecture that the two-network implementation might show its strength with a more refined approach to parameter training.

F. Field Experiment

We demonstrate the proposed AK in a RIG task – active elevation/bathymetric mapping. We deploy an ASV with a single-beam sonar pointing downward to collect depth measurements (Fig. 12a). The robot can localize itself by fusing the GPS and IMU data and actuate through the two thrusters. Our goal is to build an elevation map within the workspace shown in Fig. 12b with a small number of samples. From the satellite imagery, we can vaguely see interesting environmental features in the lower-left and upper-right corners of the workspace. Fig. 12c shows a snapshot of the final model prediction, uncertainty, and sampling path. The prediction uncertainty is effectively reduced after sampling, and most of the samples are collected in critical regions with drastic elevation variations. Such a biased sampling pattern allows us to model the general trend of smooth regions with a small number of samples while capturing the characteristic environmental features at a fine granularity.

VI. Conclusion and Future Work

In this paper, we investigate the uncertainty quantification of probabilistic models, which is decisive for the performance of RIG but has received little attention. We present a family of nonstationary kernels called the Attentive Kernel, which is simple, robust, and can extend any stationary kernel to a nonstationary one. An extensive evaluation of elevation mapping tasks shows that AK provides better accuracy and uncertainty quantification than baselines. The improved uncertainty quantification guides the informative planning algorithms to collect more valuable samples around the high-error area, thus further reducing the prediction error. A field experiment demonstrates that AK enables an ASV to collect more samples in important sampling locations and capture the salient environmental features. The results indicate that misspecified probabilistic models affect the RIG performance profoundly. Future work includes further investigating the influence of outliers and heteroscedastic noise on RIG. Besides, a more principled training scheme of nonstationary kernels can be an essential future research direction.
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A. Environments

Fig. 13 shows the four environments used in the elevation mapping tasks. Red means high elevation, and blue represents low elevation.

B. Benchmarking Tables

### TABLE I
Random sampling performance.

| Environment | Method | SMSE | MSLL | NLPD | RMSE | MAE |
|-------------|--------|------|------|------|------|-----|
| N17E073     | RBF    | (1.33±0.03)×10^{-1} | (−9.9±1.0)×10^{-1} | 4.59±0.01 | (2.33±0.03)×10^{-1} | (1.69±0.03)×10^{1} |
| AK          | (1.11±0.04)×10^{-1} | −1.24±0.01 | 4.34±0.01 | (2.13±0.04)×10^{-1} | (1.59±0.02)×10^{1} |
| Gibbs       | (1.33±0.01)×10^{-1} | −1.09±0.02 | 4.50±0.03 | (2.33±0.09)×10^{-1} | (1.66±0.04)×10^{1} |
| DKL         | (1.37±0.06)×10^{-1} | (−9.7±0.3)×10^{-1} | 4.62±0.03 | (2.37±0.05)×10^{-1} | (1.66±0.04)×10^{1} |
| N43W080     | RBF    | (7.1±0.3)×10^{-2} | −1.43±0.02 | 3.87±0.02 | (1.23±0.03)×10^{1} | 8.13±0.06 |
| AK          | (6.9±0.5)×10^{-2} | −1.09±0.06 | 3.62±0.06 | (1.11±0.05)×10^{1} | 7.0±0.2 |
| Gibbs       | (7.2±0.4)×10^{-2} | −1.48±0.06 | 3.83±0.06 | (1.25±0.05)×10^{1} | 8.3±0.3 |
| DKL         | (6.6±0.8)×10^{-2} | −1.49±0.04 | 3.81±0.04 | (1.19±0.07)×10^{1} | 7.5±0.3 |
| N45W123     | RBF    | (1.65±0.07)×10^{-1} | (−9.4±0.3)×10^{-1} | 4.37±0.03 | (1.97±0.04)×10^{1} | (1.28±0.03)×10^{1} |
| AK          | (1.41±0.06)×10^{-1} | −1.28±0.02 | 4.03±0.02 | (1.80±0.04)×10^{1} | (1.15±0.02)×10^{1} |
| Gibbs       | (1.8±0.1)×10^{-1} | −1.08±0.01 | 4.24±0.02 | (2.07±0.07)×10^{1} | (1.34±0.02)×10^{1} |
| DKL         | (2.0±0.1)×10^{-1} | (−9.1±0.1)×10^{-1} | 4.41±0.01 | (2.18±0.07)×10^{1} | (1.24±0.06)×10^{1} |
| N47W124     | RBF    | (2.26±0.07)×10^{-1} | (−7.2±0.1)×10^{-1} | 4.77±0.01 | (2.77±0.04)×10^{1} | (1.97±0.02)×10^{1} |
| AK          | (1.90±0.05)×10^{-1} | −1.06±0.01 | 4.43±0.01 | (2.53±0.03)×10^{1} | (1.77±0.02)×10^{1} |
| Gibbs       | (2.21±0.08)×10^{-1} | (−7.7±0.4)×10^{-1} | 4.72±0.05 | (2.74±0.05)×10^{1} | (1.94±0.03)×10^{1} |
| DKL         | (2.34±0.08)×10^{-1} | (−7.1±0.2)×10^{-1} | 4.78±0.02 | (2.82±0.05)×10^{1} | (1.98±0.03)×10^{1} |

### TABLE II
Active sampling performance.

| Environment | Method | SMSE | MSLL | NLPD | RMSE | MAE |
|-------------|--------|------|------|------|------|-----|
| N17E073     | RBF    | (1.41±0.04)×10^{-1} | (−9.8±0.2)×10^{-1} | 4.61±0.02 | (2.38±0.03)×10^{-1} | (1.70±0.03)×10^{1} |
| AK          | (1.01±0.02)×10^{-1} | −1.32±0.04 | 4.36±0.02 | (2.00±0.02)×10^{-1} | (1.43±0.02)×10^{1} |
| Gibbs       | (1.37±0.06)×10^{-1} | −1.20±0.08 | 4.59±0.03 | (2.35±0.06)×10^{-1} | (1.72±0.05)×10^{1} |
| DKL         | (1.33±0.07)×10^{-1} | −1.09±0.05 | 4.59±0.03 | (2.32±0.06)×10^{-1} | (1.62±0.05)×10^{1} |
| N43W080     | RBF    | (7.8±0.2)×10^{-2} | −1.41±0.01 | 3.96±0.01 | (1.28±0.01)×10^{1} | 9.0±0.1 |
| AK          | (5.1±0.2)×10^{-2} | −1.72±0.02 | 3.74±0.03 | (1.02±0.02)×10^{1} | 6.9±0.1 |
| Gibbs       | (8.0±0.6)×10^{-2} | −1.48±0.05 | 3.98±0.06 | (1.31±0.06)×10^{1} | 9.8±0.4 |
| DKL         | (7±1)×10^{-2} | −1.6±0.1 | 3.9±0.1 | (1.2±0.1)×10^{1} | 8.2±0.6 |
| N45W123     | RBF    | (1.47±0.04)×10^{-1} | (−9.7±0.1)×10^{-1} | 4.36±0.01 | (1.85±0.02)×10^{-1} | (1.23±0.02)×10^{1} |
| AK          | (1.08±0.03)×10^{-1} | −1.35±0.04 | 4.16±0.02 | (1.57±0.03)×10^{-1} | (1.14±0.03)×10^{1} |
| Gibbs       | (1.29±0.06)×10^{-1} | −1.48±0.05 | 4.30±0.02 | (1.73±0.04)×10^{-1} | (1.28±0.02)×10^{1} |
| DKL         | (1.6±0.1)×10^{-1} | −1.18±0.04 | 4.35±0.03 | (1.91±0.07)×10^{-1} | (1.35±0.04)×10^{1} |
| N47W124     | RBF    | (2.15±0.05)×10^{-1} | (−7.5±0.1)×10^{-1} | 4.75±0.01 | (2.70±0.03)×10^{-1} | (1.90±0.05)×10^{1} |
| AK          | (1.78±0.08)×10^{-1} | −1.09±0.07 | 4.56±0.01 | (2.45±0.06)×10^{-1} | (1.75±0.03)×10^{1} |
| Gibbs       | (2.04±0.06)×10^{-1} | (−9.9±0.5)×10^{-1} | 4.71±0.02 | (2.63±0.04)×10^{-1} | (1.86±0.03)×10^{1} |
| DKL         | (2.2±0.1)×10^{-1} | (−8.1±0.5)×10^{-1} | 4.76±0.05 | (2.75±0.09)×10^{-1} | (1.94±0.05)×10^{1} |

To have a more evident quantitative comparison, we present all the benchmarking results in Tables I to III. Each number summarizes the metric curves by averaging the curves over the x-axis (i.e., the number of samples). This number indicates the
TABLE III
ROBOTIC INFORMATION GATHERING PERFORMANCE.

| Environment | Method    | SMSE \(_{10}^1\) | MSLL \(_{10}^0\) | NLPD \(_{10}^1\) | RMSE \(_{10}^1\) | MAE \(_{10}^1\) |
|-------------|-----------|----------------|----------------|----------------|----------------|----------------|
| N17E073     | RBF       | (1.45±0.03) × 10\(^{-1}\) | (−9.7 ±0.2) × 10\(^{-1}\) | 4.63±0.02 | (2.42±0.02) × 10\(^{1}\) | (1.73±0.02) × 10\(^{1}\) |
|             | AK        | (1.14±0.04) × 10\(^{-1}\) | −1.27±0.03 | 4.41±0.04 | (2.14±0.04) × 10\(^{0}\) | (1.51±0.02) × 10\(^{1}\) |
|             | Gibbs     | (1.43±0.07) × 10\(^{-1}\) | −1.16±0.04 | 4.61±0.04 | (2.40±0.07) × 10\(^{0}\) | (1.76±0.06) × 10\(^{1}\) |
|             | DKL       | (1.38±0.09) × 10\(^{-1}\) | −1.01±0.06 | 4.61±0.04 | (2.38±0.08) × 10\(^{0}\) | (1.67±0.06) × 10\(^{1}\) |
| N43W080     | RBF       | (7.7 ±0.4) × 10\(^{-2}\) | −1.40±0.02 | 3.94±0.02 | (1.27±0.03) × 10\(^{0}\) | 8.8 ±0.2 |
|             | AK        | (6.6 ±0.2) × 10\(^{-2}\) | −1.64±0.04 | 3.78±0.03 | (1.14±0.02) × 10\(^{0}\) | 7.69 ±0.09 |
|             | Gibbs     | (7.6 ±0.9) × 10\(^{-2}\) | −1.50±0.05 | 3.91±0.07 | (1.25±0.07) × 10\(^{0}\) | 9.0 ±0.6 |
|             | DKL       | (7.0 ±0.1) × 10\(^{-2}\) | −1.56±0.07 | 3.85±0.06 | (1.19±0.08) × 10\(^{0}\) | 8.1 ±0.6 |
| N45W123     | RBF       | (1.60±0.06) × 10\(^{-1}\) | −9.3 ±0.2 | 4.39±0.02 | (1.93±0.04) × 10\(^{0}\) | (1.29±0.02) × 10\(^{1}\) |
|             | AK        | (1.32±0.06) × 10\(^{-1}\) | −1.43±0.04 | 4.15±0.03 | (1.71±0.04) × 10\(^{0}\) | (1.21±0.03) × 10\(^{1}\) |
|             | Gibbs     | (1.38±0.07) × 10\(^{-1}\) | −1.34±0.04 | 4.30±0.03 | (1.79±0.05) × 10\(^{0}\) | (1.32±0.04) × 10\(^{1}\) |
|             | DKL       | (1.7 ±0.2) × 10\(^{-1}\) | −1.06±0.08 | 4.41±0.06 | (1.99±0.09) × 10\(^{0}\) | (1.40±0.06) × 10\(^{1}\) |
| N47W124     | RBF       | (2.23±0.06) × 10\(^{-1}\) | −7.4 ±0.1 | 4.76±0.01 | (2.75±0.03) × 10\(^{0}\) | (1.94±0.02) × 10\(^{2}\) |
|             | AK        | (1.85±0.04) × 10\(^{-1}\) | −1.10±0.03 | 4.48±0.03 | (2.50±0.03) × 10\(^{0}\) | (1.79±0.03) × 10\(^{1}\) |
|             | Gibbs     | (2.12±0.08) × 10\(^{-1}\) | −9.0 ±0.5 | 4.73±0.03 | (2.69±0.05) × 10\(^{0}\) | (1.91±0.02) × 10\(^{2}\) |
|             | DKL       | (2.36±0.06) × 10\(^{-1}\) | −7.7 ±0.4 | 4.78±0.03 | (2.83±0.03) × 10\(^{0}\) | (1.99±0.04) × 10\(^{2}\) |

averaged area under the curve. A smaller area implies a faster drop in the curve. We can clearly see that AK has significantly better prediction accuracy (i.e., SMSE, MSE, and MAE) and uncertainty quantification (c.f., MSLL and NLPD).

C. Sensitivity Analysis

![Fig. 14. Sensitivity analysis of the choice of M.](image1)
![Fig. 15. Sensitivity analysis of the choice of H.](image2)

Fig. 14 presents the results of sensitivity analysis of the number of base kernels \(M\), which should be larger than 2. Increasing \(M\) brings better performance, albeit with a diminishing return and higher computational complexity. Choosing a number in \{5, 10\} is a good tradeoff between performance and computational efficiency. Fig. 15 shows that the AK is not sensitive to the number of hidden units in the neural network as long as \(H\) is not too small. In Fig. 16, smaller minimum lengthscales yield better performance with a diminishing return. The blue line and the green line are overlapped, which means that the advantage is negligible when choosing a minimum lengthscale smaller than 0.01. Therefore, 0.01 is an appropriate choice. As shown in Fig. 17, the AK is robust to the choice of the maximum lengthscale as long as it is not too small. If the inputs are normalized to \([-1, 1]\), choosing a value in the range \([0.5, 1.0]\) is reasonable.

D. Ablation Study

We compare four variants of the attentive kernel in the random sampling experiments for the ablation study. Full means the AK presented in the paper, Weight represents the AK with only lengthscale selection, Mask stands for instance selection.
alone, and NNx2 uses two separated neural networks. The results show that lengthscale selection is necessary, and dropping it decreases the performance significantly (see the Mask line). We do not observe a significant performance advantage from instance selection. Using two separate neural networks for the weighting function and the membership function does not provide an improvement but deteriorates the uncertainty quantification in one environment (i.e., N43W080).

### E. Overfitting Analysis

Fig. 19 shows the training and test MSLL. We have repeated the analysis in other environments, but only two representative environments are presented here for compactness. In some environments, as shown in Figs. 19a and 19b, the AK is fairly robust while the Gibbs kernel and DKL show a clear overfitting trend. However, all the nonstationary kernels suffer from overfitting after training for many iterations. The cause of the difference seems to be related to sharp changes in the environment.

---

![Fig. 16. Sensitivity analysis of the choice of $\ell_{\text{min}}$.](image)

![Fig. 17. Sensitivity analysis of the choice of $\ell_{\text{max}}$.](image)

![Fig. 18. Results of the four variants in the ablation study.](image)

![Fig. 19. Results of the overfitting analysis in the Volcano environment introduced in Fig. 1a and N17E073.](image)