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Abstract. In this article we study the controllability properties of general compactly perturbed exactly controlled linear systems with admissible control operators. Firstly, we show that approximate and exact controllability are equivalent properties for such systems. This unifies previous results available in the literature and that were established separately so far. Then, and more importantly, we provide for the perturbed system a complete characterization of the set of reachable states in terms of the Fattorini-Hautus test. The results rely on the Peetre lemma.

1. Introduction and main result. In this work we study the exact controllability property of general compactly perturbed controlled linear systems using a compactness-uniqueness approach. This technique has been introduced for the very first time in the pioneering work [16] to establish the exponential decay of the solution to some hyperbolic equations. On the other hand, the first controllability results using this method were obtained in [18] for a plate equation and then in [19] for a wave equation perturbed by a bounded potential. Whether one wants to establish a stability result or a controllability result, one is lead in both cases to prove estimates, energy estimates or observability inequalities. For a perturbed system, a general procedure is to start by the known estimate satisfied by the unperturbed system and to try to derive the desired estimate, up to some “lower order terms” that we would like to remove. The compactness-uniqueness argument then reduces the task of absorbing these additional terms to a unique continuation property for the perturbed system. We should point out that, despite the numerous applications of this flexible method to successfully establish the controllability of systems governed by partial differential equations (see e.g. [18, 19, 2, 11, 4, 8, 12], etc.), no systematic treatment has been provided so far, by which we mean that there is no abstract result available in the literature that covers all type of systems, regardless the nature of the PDE we are considering (wave, plate, etc.). This will be the first
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point of the present paper to fill this gap (Theorem 1.1 below). Then, and more importantly, we considerably improve this result by establishing an explicit characterization of the set of reachable states (Theorem 1.2 below). This characterization is given in terms of the Fattorini-Hautus test - a far weaker kind of unique controllability than the approximate controllability. Our result shows in particular that this test is actually sufficient to ensure the exact controllability of the perturbed system (Corollary 1.3 below). We illustrate this result by answering to a recent open problem introduced in [8] where the Fattorini-Hautus test plays a key role (Proposition 3.1 below). The proofs of the main results of this article are based on the Peetre Lemma, introduced in [15], which is in fact the root of compactness-uniqueness methods. Finally, let us mention that in the work [8] the authors used a compactness-uniqueness argument to establish the null-controllability of some heat equation, which is a controllability property that does not enter in our framework. Therefore, it would be very interesting to see if general results similar to the ones of the present work hold as well for null-controllability property.

Let us now introduce some notations and recall some basic facts about the controllability of abstract linear evolution equations. We refer to the excellent textbook [17] for the proof of the statements below. Let $H$ and $U$ be two (real or complex) Hilbert spaces, let $A : D(A) \subset H \to H$ be the generator of a $C_0$-semigroup $(S_A(t))_{t \geq 0}$ on $H$ and let $B \in \mathcal{L}(U,D(A^*))$. For $T \geq 0$ let $\Phi_T \in \mathcal{L}(L^2(0,\infty;U),D(A^*))$ be the input map of $(A,B)$, that is the linear operator defined for every $u \in L^2(0,\infty;U)$ by

$$\Phi_T u = \int_0^T S_A(T-s)Bu(s) \, ds.$$ 

We assume that $B$ is admissible for $A$, which means that $\text{Im} \, \Phi_T \subset H$ for some (and hence all) $T > 0$. From this assumption it follows that $\Phi_T \in \mathcal{L}(L^2(0,\infty;U),H)$. Its adjoint $\Phi_T^* \in \mathcal{L}(H,L^2(0,\infty;U))$ is the unique continuous linear extension to $H$ of the map $z \in D(A^*) \mapsto B^*S_A(T-\cdot)^*z \in L^2(0,\infty;U)$, where $B^*S_A(T-\cdot)^*z$ is extended by zero outside $(0,T)$ (in particular, $\Phi_T^*z(t) = 0$ for a.e. $t > T$). Let us now consider the abstract evolution system

$$\begin{cases}
\frac{d}{dt}y = Ay + Bu, & t \in (0,T), \\
y(0) = y^0,
\end{cases}$$

(1)

where $T > 0$ is the time of control, $y^0 \in H$ is the initial data, $y$ is the state and $u \in L^2(0,T;U)$ is the control. Since $B$ is admissible for $A$, system (1) is well-posed: for every $y^0 \in H$ and every $u \in L^2(0,T;U)$, there exists a unique solution $y \in C^0([0,T];H)$ to system (1) given by the Duhamel formula

$$y(t) = S_A(t)y^0 + \Phi_t u, \quad \forall t \geq 0.$$ 

The regularity of the solution allows us to consider control problems for the system (1). We say that the system (1) or $(A,B)$ is:

- exactly controllable in time $T$ if, for every $y^0, y^1 \in H$, there exists $u \in L^2(0,T;U)$ such that the corresponding solution $y$ to the system (1) satisfies $y(T) = y^1$.
- approximately controllable in time $T$ if, for every $\varepsilon > 0$ and every $y^0, y^1 \in H$, there exists $u \in L^2(0,T;U)$ such that the corresponding solution $y$ to the system (1) satisfies $\|y(T) - y^1\|_H \leq \varepsilon$. 


Clearly, exact controllability in time $T$ implies approximate controllability in the same time. The set $\text{Im} \Phi_T$ (resp. $\text{Im} \Phi_T^*$) is called the set of exactly (resp. approximately) reachable states in time $T$. Therefore, $(A, B)$ is exactly (resp. approximately) controllable in time $T$ if, and only if, $\text{Im} \Phi_T = H$ (resp. $\text{Im} \Phi_T^* = H$). It is also well-known that the controllability has a dual concept named observability. More precisely, $(A, B)$ is exactly controllable in time $T$ if, and only if, there exists $C > 0$ such that

$$
\|z\|_H^2 \leq C \int_0^T \|\Phi_T^* z(t)\|_U^2 dt, \quad \forall z \in H, \tag{2}
$$

and $(A, B)$ is approximately controllable in time $T$ if, and only if,

$$
\left( \Phi_T^* z(t) = 0, \ a.e. \ t \in (0, T) \right) \implies z = 0, \quad \forall z \in H. \tag{3}
$$

Let us now state the main results of this paper. The first one simply unifies previous results available in the literature under a general semigroup setting:

**Theorem 1.1.** Let $H$ and $U$ be two (real or complex) Hilbert spaces. Let $A_0 : D(A_0) \subset H \rightarrow H$ be the generator of a $C_0$-semigroup on $H$ and let us consider $B \in \mathcal{L}(U, D(A_0^*))$ an admissible control operator for $A_0$. Let $K \in \mathcal{L}(H)$ and let us form the unbounded operator $A_K = A_0 + K$ with $D(A_K) = D(A_0)^1$. We assume that:

(i) There exists $T_0 > 0$ such that $(A_0, B)$ is exactly controllable in time $T_0$.

(ii) $K$ is compact.

(iii) $(A_K, B)$ is approximately controllable in time $T_0$.

Then, $(A_K, B)$ is exactly controllable in time $T_0$.

The second and most important result of the present paper shows that we can even give a very precise characterization of the reachable states for the perturbed system, if we allow the time of control to be slightly longer:

**Theorem 1.2.** Let $H$ and $U$ be complex Hilbert spaces and let $A_0, A_K$ and $B$ be defined as in Theorem 1.1. For $T > 0$ let $\Phi_T \in \mathcal{L}(L^2(0, +\infty; U), H)$ be the input map of $(A_K, B)$. Let $\sigma_F$ be the set given by

$$
\sigma_F = \{ \lambda \in \mathbb{C}, \quad \ker(\lambda - A_K^*) \cap \ker B^* \neq \{0\} \},
$$

and for every $\lambda \in \mathbb{C}$ let $E_\lambda$ be the subspace of $H$ defined by

$$
E_\lambda = \left\{ z \in \bigoplus_{m=1}^{+\infty} \ker(\lambda - A_K^*)^m, \quad B^*(\lambda - A_K^*)^m z = 0, \quad \forall m \in \mathbb{N} \right\}.
$$

Then, under the assumptions (i) and (ii) of Theorem 1.1, the set $\sigma_F$ is finite, $E_\lambda$ is finite dimensional for every $\lambda \in \mathbb{C}$, and we have

$$
\text{Im} \Phi_T = \left( \bigoplus_{\lambda \in \sigma_F} E_\lambda \right) ^\perp, \quad \forall T > T_0.
$$

This second result shows in particular that the approximate controllability assumption (iii) of Theorem 1.1 can be weakened to the Fattorini-Hautus test:

\[ A_K \text{ is then the generator of a } C_0\text{-semigroup on } H \text{ and } B \text{ is also admissible for } A_K, \text{ see below.} \]
Corollary 1.3. Let $H$ and $U$ be complex Hilbert spaces and let $A_0, A_K$ and $B$ be defined as in Theorem 1.1. Then, under the assumptions (i) and (ii) of Theorem 1.1, and if $(A_K, B)$ satisfies the Fattorini-Hautus test:

$$\ker(\lambda - A_K^*) \cap \ker B^* = \{0\}, \quad \forall \lambda \in \mathbb{C},$$

then $(A_K, B)$ is exactly controllable in time $T$ for every $T > T_0$.

Remark 1.4. It follows from Corollary 1.3 that, if $(A_0, B)$ and $(A_K, B)$ are two systems satisfying the Fattorini-Hautus test, and $K$ is compact, then

$$\inf\{T > 0, (A_0, B) \text{ is exactly controllable in time } T\} = \inf\{T > 0, (A_K, B) \text{ is exactly controllable in time } T\}.$$

In other words, both systems share the same minimal time of control.

Remark 1.5. In many applications the spaces $H$ and $U$ are real Hilbert spaces. To apply Theorem 1.2 (and Corollary 1.3) in such a framework, we first introduce the complexified spaces $\hat{H} = H + iH$ and $\hat{U} = U + iU$ and we define the complexified operators $\hat{A}_K$ and $\hat{B}$ by $\hat{A}_K(y_1 + iy_2) = A_Ky_1 + iA_Ky_2$ for $y_1, y_2 \in D(A_K)$ and $\hat{B}(u_1 + iu_2) = Bu_1 + iBu_2$ for $u_1, u_2 \in U$. Splitting the evolution system described by $(\hat{A}_K, \hat{B})$ into real and imaginary parts, we readily see that $(\hat{A}_K, \hat{B})$ is (exactly or approximately) controllable in time $T$ if, and only if, so is $(A_K, B)$. Then, we check the Fattorini-Hautus test for $(\hat{A}_K, \hat{B})$. In the sequel we shall keep the same notation to denote the operators and their extensions.

Corollary 1.3 shows that, in order to prove the exact controllability of a compactly perturbed system which is known to be exactly controllable, it is (necessary and) sufficient to only check the Fattorini-Hautus test (4). This result has been established in a particular case in [4, Theorem 5] for a perturbed Euler-Bernoulli equation with distributed controls. The Fattorini-Hautus test appears for the very first time in [7, Corollary 3.3] and it is also sometimes misleadingly known as the Hautus test in finite dimension, despite it has been introduced earlier by Fattorini, moreover in a much larger setting. In a complete abstract control theory framework, it is the sharpest sufficient condition one can hope for since it is always a necessary condition for the exact, null or approximate controllability, to hold in some time. This is easily seen through the dual characterizations (2) or (3) since $S_A(t)^*z = e^{\lambda t}z$ for $z \in \ker(\lambda - A^*)$. It is also nowadays well-known that this condition characterizes the approximate controllability of a large class of systems generated by analytic semigroups (see [7, 14]). Surprisingly enough, Corollary 1.3 shows that it may as well characterize the exact controllability property for some systems. In practice, the Fattorini-Hautus test can be checked by various techniques, such as Carleman estimates for stationary systems (see e.g. [4, 1]) or through a spectral analysis when this later technique is not available (see e.g. [14, 3, 5] or the example of Section 3 below).

Let us mention that it is not clear when the Fattorini-Hautus test (4) remains sufficient to obtain the exact controllability of the perturbed system in time $T_0$. Therefore, both Theorem 1.1 and Corollary 1.3 are important. Obviously, Corollary 1.3 is a stronger result if we do not look for the best time. However, it may very well happen that the conservation of the time $T_0$ is required to apply some other results, as for instance in [5] where the authors fundamentally need it to stabilize a perturbed hyperbolic equation in finite time.
Finally, let us point out that in this work we do not request any spectral properties whatsoever on the operators $A_0$ or $A_K$, contrary to the papers [10, 13] where the existence of a Riesz basis of generalized eigenvectors or related spectral properties are required.

The rest of this paper is organized as follows. In Section 2, we prove the main results of this work. In Section 3, we show that our results can easily produce new results for the controllability of PDEs. Finally, we have included in Appendix A a proof of an estimate that is needed in the proof of our main results (especially for unbounded admissible control operators).

2. Proofs of the results. The proofs of Theorem 1.1 and Theorem 1.2 both rely on the Peetre Lemma (see [15, Lemma 3]):

**Lemma 2.1.** Let $H_1, H_2, H_3$ be three Banach spaces. Let $L \in \mathcal{L}(H_1, H_2)$ and $P \in \mathcal{L}(H_1, H_3)$ be two linear bounded operators. We assume that $P$ is compact and that there exists $\alpha > 0$ such that

$$\alpha \|z\|_{H_1} \leq \|Lz\|_{H_2} + \|Pz\|_{H_3}, \quad \forall z \in H_1. \quad (5)$$

Then, $\text{Im} \, L$ is closed and $\ker L$ is finite dimensional.

**Remark 2.2.** If $\ker L = \{0\}$, it is well-known (see e.g. [15, Lemma 4]) that the conclusion of Lemma 2.1 implies that there exists $\beta > 0$ such that

$$\beta \|z\|_{H_1} \leq \|Lz\|_{H_2}, \quad \forall z \in H_1.$$ 

In other words, the compact term in (5) can be cancelled.

Let us denote by $(S_{A_0}(t))_{t \geq 0}$ (resp. $(S_{A_K}(t))_{t \geq 0}$) the $C_0$-semigroup generated by $A_0$ (resp. $A_K$). For $T > 0$ let $\Psi_T \in \mathcal{L}(L^2(0, +\infty; U), H)$ (resp. $\Phi_T \in \mathcal{L}(L^2(0, +\infty; U), H)$) be the input map of $(A_0, B)$ (resp. $(A_K, B)$). Assume now that $(A_0, B)$ is exactly controllable in time $T_0$. Then, for every $T \geq T_0$, there exists $C > 0$ such that, for every $z \in H$,

$$\|z\|^2_H \leq C \int_0^T \|\Psi_T^*z(t)\|^2_U \, dt,$$

so that

$$\|z\|^2_H \leq 2C \left( \int_0^T \|\Phi_T^*z(t)\|^2_U \, dt + \int_0^T \|\Psi_T^*z(t) - \Phi_T^*z(t)\|^2_U \, dt \right).$$

To prove that $(A_K, B)$ is exactly controllable in time $T$, we would like to get rid of the last term in the right-hand side of the previous inequality. Therefore, we would like to apply Lemma 2.1 to the operators $L = \Phi_T^*$ and $P = \Psi_T^* - \Phi_T^*$. Note that both operators are bounded linear operators since $B$ is admissible for both $A_0$ and $A_K$ (see below). To apply Lemma 2.1, we have to check that $\Psi_T^* - \Phi_T^*$ is compact.

**Lemma 2.3.** The operator $\Psi_T^* - \Phi_T^* \in \mathcal{L}(H, L^2(0, +\infty; U))$ is compact for every $T > 0$.

For the proof of this lemma we need to recall the following estimate (see Appendix A): there exists $C > 0$ such that, for every $f \in C^1([0, T]; H)$, we have

$$\int_0^T \left\|B^* \int_0^t S_{A_0}(t-s)^* f(s) \, ds \right\|^2_U \, dt \leq C \|f\|^2_{L^2(0, T; H)}.$$ 

(6)
This estimate holds because $B$ is admissible for $A_0$ (for bounded operators $B \in \mathcal{L}(U,H)$ it is a straightforward consequence of the Cauchy-Schwarz inequality). Using the dual characterization of admissibility (see (21) below) and combining (6) with the identity (7) below we see that, if $B$ is admissible for $A_0$, then $B$ is admissible for $A_K$ as well.

Proof of Lemma 2.3. Let us first compute $\Psi_T^* - \Phi_T^*$. To this end, we recall the integral equation satisfied by semigroups of boundedly perturbed operators (see e.g. [6, Corollary III.1.7]), valid for every $z \in H$ and $t \in [0, T]$:

$$S_{A_K}(t)z = S_{A_0}(t)z + \int_0^t S_{A_0}(t-s)Fz(s)\,ds,$$

(7)

where we introduced $F \in \mathcal{L}(H,L^2(0,T;H))$ defined for every $z \in H$ and every $s \in (0,T)$ by

$$Fz(s) = K^*S_{A_K}(s)z.$$

Note that $Fz \in C^1([0,T];H)$ for $z \in D(A_0^*)$. Thus, we have $\int_0^t S_{A_0}(t-s)Fz(s)\,ds \in D(A_0^*)$ for every $t \in (0,T)$ if $z \in D(A_K^*)$. This shows that each term in (7) actually belongs to $D(A_0^*)$ if $z \in D(A_K^*) = D(A_K^*)$. Therefore, we can apply $B^*$ to obtain the following expression for $\Psi_T^* - \Phi_T^*$:

$$(\Psi_T^* - \Phi_T^*)z(t) = -B^*\int_0^t S_{A_0}(t-s)Fz(s)\,ds,$$

for every $z \in D(A_0^*)$ and a.e. $t \in (0,T)$. Using now (6) there exists $C > 0$ such that

$$\|[\Psi_T^* - \Phi_T^*]z\|_{L^2(0,T;U)} \leq C\|Fz\|_{L^2(0,T;H)},$$

for every $z \in D(A_K^*)$, and thus for every $z \in H$ by density. To conclude the proof it only remains to show that $F$ is compact. Since $H$ is a Hilbert space, we will prove that, if $H$ is a Hilbert space, we will prove that, if $z_n \rightarrow 0$ weakly in $H$ as $n \rightarrow +\infty$, then $Fz_n \rightarrow 0$ strongly in $L^2(0,T;H)$ as $n \rightarrow +\infty$. Since $z_n \rightarrow 0$ weakly in $H$ as $n \rightarrow +\infty$, using the strong (and therefore weak) continuity of semigroups on $H$, we obtain

$$S_{A_K}(s)z_n \rightarrow 0 \quad \text{weakly in } H, \quad \forall s \in [0,T].$$

Since $K^*$ is compact, we obtain

$$K^*S_{A_K}(s)z_n \rightarrow 0 \quad \text{strongly in } H, \quad \forall s \in [0,T].$$

On the other hand, by the classical semigroup estimate, $(K^*S_{A_K}(s)z_n)_n$ is clearly uniformly bounded in $H$ with respect to $s$ and $n$. Therefore, the Lebesgue’s dominated convergence theorem applies, so that $Fz_n \rightarrow 0$ strongly in $L^2(0,T;H)$ as $n \rightarrow +\infty$. This shows that $F$ is compact.

The proof of Theorem 1.1 is now a direct consequence of Lemma 2.1 and 2.3.

Proof of Theorem 1.1. The assumptions of Lemma 2.1 are satisfied for $L = \Psi_{T_0}$ and $P = \Psi_{T_0} - \Phi_{T_0}$. Therefore, $\text{Im } \Phi_{T_0}$ is closed (we recall that $\text{Im } \Phi_{T_0}$ is closed, and only if, so is $\text{Im } \Phi_{T_0}$) and it follows from the very definitions of the notions of controllability that $(A_K, B)$ is then exactly controllable in time $T_0$ if, and only if, $(A_K^*, B)$ is approximately controllable in time $T_0$.

Note that so far we have used only the first part of the conclusion of Lemma 2.1. For the proof of Theorem 1.2 we need the following general result:
Lemma 2.4. Let $H$ and $U$ be two complex Hilbert spaces. Let $A : D(A) \subset H \rightarrow H$ be the generator of a $C_0$-semigroup on $H$ and let $B \in L(U, D(A^*))$ be admissible for $A$. For $T > 0$ let $\Phi_T \in \mathcal{L}(L^2(0, +\infty; U), H)$ be the input map of $(A, B)$. Let $\sigma_F$ be the set given by
\[
\sigma_F = \{ \lambda \in \mathbb{C}, \quad \ker(\lambda - A^*) \cap \ker B^* \neq \{0\} \},
\]
and for every $\lambda \in \mathbb{C}$ let $E_\lambda$ be the subspace of $H$ defined by
\[
E_\lambda = \left\{ z \in \bigcup_{m=1}^{+\infty} \ker(\lambda - A^*)^m, \quad B^*(\lambda - A^*)^m z = 0, \quad \forall m \in \mathbb{N} \right\}.
\]
Assume that there exists $T_0 > 0$ such that
\[
\dim \ker \Phi_{T_0}^* < +\infty.
\]
(8)
Then, the set $\sigma_F$ is finite, $E_\lambda$ is finite dimensional for every $\lambda \in \mathbb{C}$, and we have
\[
\ker \Phi_T^* = \bigoplus_{\lambda \in \sigma_F} E_\lambda, \quad \forall T > T_0.
\]
(9)

Remark 2.5. From the proof of Lemma 2.4 below we easily see that the equality (9) remains valid for $T = T_0$ too if $\ker \Phi_{T_0}^* \subset D(A^*)$ (in addition to (8)).

Remark 2.6. In the finite dimensional case $H = \mathbb{C}^n$ and $U = \mathbb{C}^m$ ($n, m \in \mathbb{N}^*$) we recover the well-known fact that $\text{Im } \Phi_T = \text{Im } (B|AB| \cdots |A^{n-1}B)$ for every $T > 0$.

Proof of Lemma 2.4. Let us first prove that, for every $T > 0$ and $\lambda \in \mathbb{C}$, we have
\[
\ker \Phi_T^* \supset E_\lambda.
\]
(10)
Let then $z \in E_\lambda$. Thus, $z \in D((A^*)^\infty)$ and there exists $m \in \mathbb{N}^*$ such that
\[
(\lambda - A^*)^m z = 0,
\]
(11) and
\[
B^*(\lambda - A^*)^m z = 0, \quad \forall r \in \{0, \ldots, m-1\}.
\]
(12)
Thanks to (11) we have, for every $t \geq 0$,
\[
S_A(t)^* z = e^{\lambda t} \sum_{r=0}^{m-1} \frac{t^r}{r!} (A^* - \lambda)^r z.
\]
Applying $B^*$ and using (12) we obtain that $z \in \ker \Phi_T^*$. This establishes (10). Since the sum $\sum_{\lambda \in \sigma_F} E_\lambda$ is clearly a direct sum, (10) implies that
\[
\ker \Phi_T^* \supset \bigoplus_{\lambda \in \sigma_F} E_\lambda, \quad \forall T > T_0.
\]
(13)
In particular, by (8) we obtain that $\sigma_F$ is finite and that $E_\lambda$ is finite dimensional for every $\lambda \in \sigma_F$.

Let us now prove the reverse inclusion for $T > T_0$. First note that
\[
\ker \Phi_T^* \subset \ker \Phi_{T'}^*, \quad \forall T \geq T'.
\]
(14)
From now on, $T$ is fixed such that $T > T_0$. Let $\varepsilon \in (0, T - T_0]$ so that $T - \varepsilon \geq T_0$ and thus, by (14) and (8),
\[
\dim \ker \Phi_{T-\varepsilon}^* < +\infty.
\]
(15)
The key point is to establish that
\[
\ker \Phi_T^* \subset D(A^*).
\]
Indeed, if \( z \in \ker \Phi_T \). We have to show that, for any sequence \( t_n > 0 \) with \( t_n \to 0 \) as \( n \to +\infty \), the sequence \( u_n = \frac{(S_A(t_n)^* z - z)}{t_n} \) converges in \( H \) as \( n \to +\infty \). Let \( N \in \mathbb{N} \) be large enough so that \( t_n < \varepsilon \) for every \( n \geq N \). Let us first show that

\[
\tag{17} u_n \in \ker \Phi_{T-\varepsilon}^*, \quad \forall n \geq N.
\]

To this end, observe that, for \( n \geq N \), we have

\[
\int_0^{T-\varepsilon} \| \Phi_{T-\varepsilon}^* S_A(t_n)^* z(t) \|_U^2 \, dt = \int_{t_n}^{T-t_n} \| \Phi_{T-n}^* z \|_U^2 \, dt,
\]

(this is true for \( z \in D(A^*) \) and thus for \( z \in H \) by density and continuity of \( \Phi_T^* \) for \( T > 0 \)). This shows that \( S_A(t_n)^* z \in \ker \Phi_{T-\varepsilon} \) for \( n \geq N \) since \( z \in \ker \Phi_T^* \). Thus, we have (17).

Let now \( \mu \in \rho(A^*) \) be fixed and let us introduce the following norm on \( \ker \Phi_{T-\varepsilon}^* \):

\[
\|z\|_{-1} = \| (\mu - A^*)^{-1} z \|_H.
\]

Since \( (\mu - A^*)^{-1} z \in D(A^*) \), we have

\[
(\mu - A^*)^{-1} u_n = \frac{S_A(t_n)^* - \text{Id}}{t_n} (\mu - A^*)^{-1} z \xrightarrow{n \to +\infty} A^*(\mu - A^*)^{-1} z \quad \text{in } H.
\]

Therefore, \( (u_n)_{n \geq N} \) is a Cauchy sequence in \( \ker \Phi_{T-\varepsilon}^* \) for the norm \( \| \cdot \|_{-1} \). Since \( \ker \Phi_{T-\varepsilon}^* \) is finite dimensional (see (15)), all the norms are equivalent on \( \ker \Phi_{T-\varepsilon}^* \). Thus, \( (u_n)_{n \geq N} \) is then a Cauchy sequence for the usual norm \( \| \cdot \|_H \) as well and, as a result, converges for this norm. This shows that \( z \in D(A^*) \) and establishes (16).

Next, observe that

\[
\ker \Phi_T^* \subset \ker B^*.
\]

Indeed, if \( z \in \ker \Phi_T^* \), then \( z \in D(A^*) \) as we have just seen, so that the map \( t \in [0, T] \mapsto B^* S_A(t)^* z \in U \) is continuous and we can take \( t = 0 \) in the definition of \( \ker \Phi_T^* \) to obtain that \( B^* z = 0 \).

Finally, let us prove that \( \ker \Phi_T^* \) is stable by \( A^* \). Let \( z \in \ker \Phi_T^* \), that is

\[
\Phi_T^* z(t) = 0, \quad \text{a.e. } t \in (0, T).
\]

Since \( z \in D(A^*) \) we can differentiate this identity to obtain (see e.g. [17, Proposition 4.3.4])

\[
\Phi_T^* A^* z(t) = 0, \quad \text{a.e. } t \in (0, T),
\]

that is \( A^* z \in \ker \Phi_T^* \).

Consequently, the restriction \( M \) of \( A^* \) to \( \ker \Phi_T^* \) is a linear operator from the finite dimensional space \( \ker \Phi_T^* \) into itself. Assume that \( \ker \Phi_T^* \neq \{0\} \) (otherwise (9) is clear from (13)). Therefore, \( M \) is triangularizable in \( \ker \Phi_T^* \) (here we use that \( H \) is a complex Hilbert space). In other words, \( \ker \Phi_T^* \) is the direct sum of the root subspaces of \( M \): for every \( \lambda \in \sigma(M) \), there exists \( m(\lambda) \in \mathbb{N}^* \) such that

\[
\ker \Phi_T^* = \bigoplus_{\lambda \in \sigma(M)} \ker (\lambda - M)^{m(\lambda)}.
\]

Finally, thanks to (18) we have \( \sigma(M) \subset \sigma_F \) and \( \ker (\lambda - M)^{m(\lambda)} \subset E_{\lambda} \) for every \( \lambda \in \sigma(M) \).

Let us now conclude this section with the proof of Theorem 1.2.
Proof of Theorem 1.2. The assumptions of Lemma 2.1 are satisfied for $L = \Phi_T^*$ and $P = \Psi_T^* - \Phi_T^*$ for every $T \geq T_0$. Therefore, for every $T \geq T_0$, we have
\[(\ker \Phi_T^*)^\perp = \text{Im} \Phi_T, \quad \dim \ker \Phi_T < +\infty.\]
Applying now Lemma 2.4 we obtain the desired conclusion.

3. An example. Our results, especially Corollary 1.3, potentially have a lot of applications. In this section we focus on a recent open problem introduced in [8, Section 4].

Let $\Omega \subset \mathbb{R}^N$ ($N \geq 1$) be an open bounded subset with boundary $\partial \Omega$ of class $C^2$ and let $\omega \subset \Omega$ be a non empty open subset. Let $T > 0$. We consider the following wave equation with non local spatial term:

\[
\begin{aligned}
&y_{tt} - \Delta y = \int_{\Omega} k_2(\xi) y(t, \xi) \, d\xi + \mathbb{1}_\omega(x) u(t, x) \quad \text{in } (0, T) \times \Omega, \\
y = 0 \quad \text{on } (0, T) \times \partial \Omega, \\
y(0) = y_1^0, \quad y_t(0) = y_2^0 \quad \text{in } \Omega.
\end{aligned}
\]

In (19), $(y_1^0, y_2^0)$ is the initial data, $y$ is the state and $u$ is the control. $\mathbb{1}_\omega$ denotes the function that is equal to 1 in $\omega$ and 0 outside. The kernel $k_2$ is assumed to be in $L^2(\Omega)$. Clearly, such kernels do not in general satisfy the strong analyticity assumption (3) of [8].

Let us recast (19) as a first-order abstract evolution system (1). The state space $H$ and the control space $U$ are

\[
H = L^2(\Omega), \quad \text{and } U = L^2(\Omega).
\]

The operator $A_K : D(A_K) \subset H \rightarrow H$ is

\[
A_K \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} \Delta y_1 + \int_{\Omega} k_2(\xi) y_1(\xi) \, d\xi \\ y_2 \end{pmatrix}, \quad D(A_K) = H^2(\Omega) \cap H_0^1(\Omega),
\]

and the control operator $B : U \rightarrow H$ is

\[
Bu = \begin{pmatrix} 0 \\ \mathbb{1}_\omega u \end{pmatrix}.
\]

Clearly, $A_K$ splits up into $A_K = A_0 + K$, where $A_0 : D(A_0) \subset H \rightarrow H$ is given by

\[
A_0 \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} y_2 \\ \Delta y_1 \end{pmatrix}, \quad D(A_0) = D(A_K),
\]

and $K : H \rightarrow H$ is given by

\[
K \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} = \begin{pmatrix} 0 \\ \int_{\Omega} k_2(\xi) y_1(\xi) \, d\xi \end{pmatrix}.
\]
It is well-known that $A_0$ is the generator of a $C_0$-group on $H$. On the other hand, by the compact embedding $H^1_0(\Omega) \hookrightarrow L^2(\Omega)$, it is clear that $K$ is compact. Finally, observe that $B$ is bounded and thus admissible. Therefore, the assumptions (i) and (ii) of Theorem 1.1 are satisfied.

There is a little subtlety though. Indeed, as usual, we identify $L^2(\Omega)$ with its adjoint. Therefore, we cannot identify $H$ with its adjoint as well. The results of this paper still remain valid in such a framework but we need to distinguish between $H$ and its dual $H'$:

$$H' = L^2(\Omega) \times H^{-1}(\Omega)$$

equipped with the duality product

$$\left\langle \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}, \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} \right\rangle_{H',H} = \langle z_1, y_2 \rangle_{L^2(\Omega)} - \langle z_2, y_1 \rangle_{H^{-1}(\Omega),H^1_0(\Omega)}.$$ 

for $(z_1, z_2) \in H'$ and $(y_1, y_2) \in H$. Then, we can check that

$$A^*_K \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} = \begin{pmatrix} -z_2 \\ -\Delta z_1 - k_2 \int_{\Omega} z_1(\xi) \, d\xi \end{pmatrix}, \quad D(A^*_K) = H^1_0(\Omega) \times L^2(\Omega),$$

where $\langle \Delta z, y \rangle_{H^{-1}(\Omega),H^1_0(\Omega)} = -\langle \nabla z, \nabla y \rangle_{L^2(\Omega)}$ for $z, y \in H^1_0(\Omega)$ and

$$B^* \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} = \mathbb{I}_\omega z_1.$$

We can now state the following simple (but new) consequence of Corollary 1.3:

**Proposition 3.1.** Assume that the wave equation $(A_0, B)$ is exactly controllable in time $T_0 > 0$. If $k_2 \not\equiv 0$ in $\omega$, then (19) is exactly controllable in time $T$ for every $T > T_0$.

**Proof.** As mentioned before, to apply Corollary 1.3 we only have to check the Fattorini-Hautus test (4) corresponding to (19). Let then $\lambda \in \mathbb{C}$ and $z_1 \in H^1_0(\Omega)$, $z_2 \in L^2(\Omega)$, be such that

$$\begin{cases}
-z_2 = \lambda z_1 & \text{in } L^2(\Omega), \\
-\Delta z_1 - k_2 \int_{\Omega} z_1(\xi) \, d\xi = \lambda z_2 & \text{in } H^{-1}(\Omega), \\
\mathbb{I}_\omega z_1 = 0 & \text{in } L^2(\Omega),
\end{cases} \quad (20)$$

and let us show that this implies that $(z_1, z_2) = 0$ in $H'$. Plugging the first equation into the second one gives

$$-\Delta z_1 - k_2 \int_{\Omega} z_1(\xi) \, d\xi = -\lambda^2 z_1 \quad \text{in } H^{-1}(\Omega).$$

Using the third condition of (20) we obtain that

$$k_2 \int_{\Omega} z_1(\xi) \, d\xi = 0 \quad \text{in } H^{-1}(\omega).$$
The assumption \( k_2 \neq 0 \) in \( \omega \) then implies that the constant \( \int_\Omega z_1(\xi) \, d\xi \) is equal to zero. Coming back to (20) we see that \( z_1 \in H^1_0(\Omega) \) satisfies
\[
\begin{cases}
-\Delta z_1 = \mu z_1 & \text{in } H^{-1}(\Omega), \\
\mathbb{1}_\omega z_1 = 0 & \text{in } L^2(\Omega),
\end{cases}
\]
with \( \mu = -\lambda^2 \). As it is well-known, this implies that \( z_1 = 0 \) in \( \Omega \). Coming back to the first equation of (20) we obtain that \( z_2 = 0 \) in \( \Omega \) as well.

**Appendix A. Proof of the estimate (6).** This appendix is devoted to a proof of the estimate (6) that is used in the proof of Lemma 2.3. It is largely inspired by [9, Proposition 3.3].

Let us recall our framework. \( H \) and \( U \) are two Hilbert spaces. \( A : D(A) \subset H \to H \) is the generator of a \( C_0 \)-semigroup \( (S_A(t))_{t \geq 0} \) on \( H \) and \( B \in \mathcal{L}(U, D(A^*)) \) is admissible for \( A \). Let us recall the following dual characterization of admissibility: \( B \) is admissible for \( A \) if, and only if, for some (and hence all) \( T > 0 \), there exists \( \beta > 0 \) such that
\[
\int_0^T \| B^* S_A(T-t)^* z \|_U^2 \, dt \leq \beta \| z \|_H^2, \quad \forall z \in D(A^*). \tag{21}
\]
Let us now introduce for \( n \in \mathbb{N} \) large enough \( (n > \omega_0, \text{where } \omega_0 \in \mathbb{R} \) is the growth bound of \( A \) the Yosida-like approximations \( C_n \in \mathcal{L}(H,U) \) defined by
\[
C_n z = nB^* (n - A^*)^{-1} z, \quad \forall z \in H.
\]
Let us recall that (see e.g. [6, Lemma II.3.4])
\[
n(n - A^*)^{-1} z \xrightarrow{n \to +\infty} z \quad \text{in } H, \quad \forall z \in H. \tag{22}
\]
This implies in particular that
\[
C_n z \xrightarrow{n \to +\infty} B^* z \quad \text{in } U, \quad \forall z \in D(A^*), \tag{23}
\]
since for every \( z \in D(A^*) \) we have
\[
\| C_n z - B^* z \|_U \leq \| B^* \|_{\mathcal{L}(D(A^*),U)} \left( \| n(n - A^*)^{-1} A^* z - A^* z \|_H + \| n(n - A^*)^{-1} z - z \|_H \right).
\]
For \( f \in L^2(0,T;H) \), let us denote by \( S_A^* f \) \( \in L^2(0,T;H) \) the function defined for every \( t \in (0,T) \) by
\[
(S_A^* f)(t) = \int_0^t S_A(t-s)^* f(s) \, ds.
\]
Using the Cauchy-Schwarz inequality we have
\[
\int_0^T \| C_n(S_A^* f)(t) \|_U^2 \, dt \leq T \int_0^T \| B^* S_A(t-s)^* n(n - A^*)^{-1} f(s) \|_U^2 \, ds \, dt.
\]
Using Fubini’s theorem we obtain
\[
\int_0^T \| C_n(S_A^* f)(t) \|_U^2 \, dt \leq T \int_0^T \int_0^T \| B^* S_A(t-s)^* n(n - A^*)^{-1} f(s) \|_U^2 \, ds \, dt.
\]
Using now the admissibility of \( B \) (see (21)) this gives
\[
\int_0^T \| C_n(S_A^* f)(t) \|_U^2 \, dt \leq T \beta \int_0^T \| n(n - A^*)^{-1} f(s) \|_H^2 \, dt. \tag{24}
\]
Let us now remark that \( S_n^* + f \in L^2(0, T; D(A^*)) \) for \( f \in C^1([0, T]; H) \). Using then (23) and (22) (and the uniform boundedness principle), we see that the Lebesgue’s dominated convergence theorem applies and that we can pass to the limit \( n \to +\infty \) in (24) to finally obtain the desired estimate.

REFERENCES

[1] M. Badra and T. Takahashi, On the Fattorini criterion for approximate controllability and stabilizability of parabolic systems, ESAIM Control Optim. Calc. Var., 20 (2014), 924–956, http://dx.doi.org/10.1051/cocv/2014002.

[2] C. Bardos, G. Lebeau and J. Rauch, Sharp sufficient conditions for the observation, control, and stabilization of waves from the boundary, SIAM J. Control Optim., 30 (1992), 1024–1065, http://dx.doi.org/10.1137/0330055.

[3] F. Boyer and G. Olive, Approximate controllability conditions for some linear 1D parabolic systems with space-dependent coefficients, Math. Control Relat. Fields, 4 (2014), 263–287, http://dx.doi.org/10.3934/mcrf.2014.4.263.

[4] N. Cindea and M. Tucsnak, Internal exact observability of a perturbed Euler-Bernoulli equation, Ann. Acad. Rom. Sci. Ser. Math. Appl., 2 (2010), 205–221.

[5] J.-M. Coron, L. Hu and G. Olive, Stabilization and controllability of first-order integro-differential hyperbolic equations, J. Funct. Anal., 271 (2016), 3554–3587, http://dx.doi.org/10.1016/j.jfa.2016.08.018.

[6] K.-L. Engel and R. Nagel, One-parameter semigroups for linear evolution equations, Graduate Texts in Mathematics, Springer-Verlag, New York, 2000.

[7] H. O. Fattorini, Some remarks on complete controllability, SIAM J. Control, 4 (1966), 686–694.

[8] E. Fernández-Cara, Q. Lü and E. Zuazua, Null controllability of linear heat and wave equations with nonlocal spatial terms, SIAM J. Control Optim., 54 (2016), 2009–2019, http://dx.doi.org/10.1137/15M1044291.

[9] S. Hadd, Unbounded perturbations of \( C_0 \)-semigroups on Banach spaces and applications, Semigroup Forum, 70 (2005), 451–465, 10.1007/s00233-004-0172-7.

[10] V. Komornik and P. Loreti, Observability of compactly perturbed systems, J. Math. Anal. Appl., 243 (2000), 409–428, http://dx.doi.org/10.1006/jmaa.1999.6678.

[11] I. Lasiecka and R. Triggiani, Global exact controllability of semilinear wave equations by a double compactness/uniqueness argument, Discrete Contin. Dyn. Syst., suppl. (2005), 556–565, http://dx.doi.org/10.3934/dcds.2005.11.556.

[12] T. Li and B. Rao, Exact boundary controllability for a coupled system of wave equations with Neumann boundary controls, Chin. Ann. Math. Ser. B, 38 (2017), 473–488, 10.1007/s11401-017-1078-5.

[13] M. Mehrenberger, Observability of coupled systems, Acta Math. Hungar., 103 (2004), 321–348, http://dx.doi.org/10.1023/B:AMHU.0000028832.47891.09.

[14] G. Olive, Boundary approximate controllability of some linear parabolic systems, Evol. Equ. Control Theory, 3 (2014), 167–189, http://dx.doi.org/10.3934/eect.2014.3.167.

[15] J. Peetre, Another approach to elliptic boundary problems, Comm. Pure Appl. Math., 14 (1961), 711–731.

[16] J. Rauch and M. Taylor, Exponential decay of solutions to hyperbolic equations in bounded domains, Indiana Univ. Math. J., 24 (1974), 79–86.

[17] M. Tucsnak and G. Weiss, Observation and control for operator semigroups, Birkhäuser Advanced Texts: Basler Lehrbücher. [Birkhäuser Advanced Texts: Basel Textbooks], Birkhäuser Verlag, Basel, 2009, http://dx.doi.org/10.1007/978-3-7643-8994-9.

[18] E. Zuazua, Contrôlabilité exacte d’un modèle de plaques vibrantes en un temps arbitrairement petit, C. R. Acad. Sci. Paris Sér. I Math., 304 (1987), 173–176.

[19] E. Zuazua, Exact boundary controllability for the semilinear wave equation, in Nonlinear partial differential equations and their applications. Collège de France Seminar, Vol. X (Paris, 1987–1988), vol. 220 of Pitman Res. Notes Math. Ser., Longman Sci. Tech., Harlow, 1991, 357–391.

Received xxxx 20xx; revised xxxx 20xx.
E-mail address: mduprez@math.cnrs.fr
E-mail address: math.golive@gmail.com