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Abstract—This article considers predicting future statuses of multiple agents in an online fashion by exploiting dynamic interactions in the system. We propose a novel collaborative prediction unit (CoPU), which aggregates the predictions from multiple collaborative predictors according to a collaborative graph. Each collaborative predictor is trained to predict the agent status by integrating the impact of another agent. The edge weights of the collaborative graph reflect the importance of each predictor. The collaborative graph is adjusted online by multiplicative update, which can be motivated by minimizing an explicit objective. With this objective, we also conduct regret analysis to indicate that, along with training, our CoPU achieves similar performance with the best individual collaborative predictor in hindsight. This theoretical interpretability distinguishes our method from many other graph networks. To progressively refine predictions, multiple CoPUs are stacked to form a collaborative graph neural network. Extensive experiments are conducted on three tasks: online simulated trajectory prediction, online human motion prediction, and online traffic speed prediction, and our methods outperform state-of-the-art works on the three tasks by 28.6%, 17.4%, and 21.0% on average, respectively; in addition, the proposed CoGNNs have lower average time costs in one online training/testing iteration than most previous methods.

Index Terms—Collaborative graph, collaborative predictor, online multi-agent forecasting, theoretical regret analysis.

I. INTRODUCTION

DYNAMIC multi-agent systems depict a group of co-evolving agents which perform interactions to activate or constrain the pattern of each other. Dynamic systems are critical in many real-world scenarios, such as transportation networks and smart grids [1]–[3]. In many applications, we need to predict future measurements of the systems, such as the traffic flows within hours for route planning [4].

To forecast the systematic status, previous works usually train models with finite training datasets and evaluate on unseen test sets in offline settings. The offline models essentially assume the training and testing samples are stationary and share the same distribution, thus fixed models could generalize to arbitrary dynamics [5]–[7]. We sketch the offline learning paradigms in Fig. 1(a). However, limited training sets are still hard to depict complicated real-world cases [8], and the multi-agent systems could be highly dynamic, resulting in the infinitely possible states changing over time. To make reliable predictions for the dynamic multi-agent systems with streaming states, we need an online model to adapt to varying environments in real-time. Taking streaming data captured along time as inputs, the online multi-agent forecasting model is tested and trained simultaneously step by step and never stopped. The online learning methods never fix the model parameters, while they always tune the models to capture the dynamic even infinite systemic states along with iteration. The online learning paradigm is Sketch Fig. 1(b).

Moreover, to learn the patterns of multiple agents, previous methods usually regard every single agent as an isolated object, such as autoregressive models [9], hidden Markov models [10], Kalman filter [11], and deep sequence-to-sequence models [12]; however, for multi-agent forecasting, these methods might underestimate potential interactions among the co-evolving agents. For example, traffic flows on neighboring streets are mutually dependent; and human body parts might constrain each other during actions. To leverage such relations, some works build graphs, whose edges are predefined or automatically updated during training [13]–[16]. However, such graphs are typically constructed through trials and errors, lacking direct guidance and theoretical interpretation in terms of optimization. In this work, we propose interpretable update steps to learn a graph that captures the collaboration among agents. We further provide the theoretical justification of this graph.

This work aims to design an online forecasting model, which captures the dynamic interactions among agents for real-time prediction. The core component of our method is
a collaborative prediction unit (CoPU), which automatically builds a trainable collaborative graph. This collaborative graph includes two types of nodes: agents and collaborative pairs. A collaborative pair, essentially formed by a pair of agents, refers to the mutual collaboration between the two agents. Fed with collaborative pairs, a collaborative predictor is built with collaborative pairs, a collaborative predictor is built.

One advantage of the proposed method is its interpretability, because the information aggregation is performed according to the importance of collaborative pairs in the clear output space, while previous methods generate graph features in the hidden space.

1) **Algorithm:** The edge weights of the collaborative graph are obtained by solving an explicit optimization, while previous works are based on heuristic designs [5], [13], [17]–[20].

2) **Theory:** We prove that the gap between the predictions based on our collaborative graph and the optimal collaborative pair is within a bounded range. In other words, our collaborative graph describes the information and importance carried by different collaborative pairs. In comparison, previous works have no theoretical supports.

3) **Visualization:** Our interpretability is reflected based on human understanding. In experiments, we visualize the learned collaborative graphs changing over time, reflecting reasonable and dynamic topologies in the online setting.

To produce more precise predictions, we further stack a series of CoPUs to build a collaborative graph neural network (CoGNN), progressively refining the predictions. In CoGNN, each CoPU with a collaborative graph is directly supervised by the ground-truth targets, thus all CoPUs predict agents’ statuses in the original measurement space. Skip-connections across CoPUs are leveraged to stabilize prediction.

We conduct extensive experiments to validate the proposed CoGNNs on three important tasks: online simulated trajectory prediction, online human motion prediction, and online traffic speed prediction. We note that we formulate a new online setup that simultaneously trains and tests models, and we adapt previous offline state-of-the-art methods to the online setting. According to the results, CoGNNs significantly outperform state-of-the-art methods.

The main contributions are as follows.

1) We propose a novel CoPU, which predicts the future statuses of multiple correlated agents based on a collaborative graph. The collaborative graph contains two types of nodes, that is, individual agents and collaborative pairs, which represent the agent dynamics and collaboration status between agents. In this way, an agent could share customized information with each neighboring agent via the collaborative pair.

2) We employ an online multiplicative update algorithm to learn the edge weights of the collaborative graph on the fly to solve an explicit objective function [see (7)]. In this way, the graph tuned and tested simultaneously in an online setting effectively adapts to the changing states of the dynamic data flows. Moreover, the collaborative graph can be theoretically justified through regret analysis.

3) We propose a novel CoGNN, which consists of a sequence of CoPUs and progressively refines multi-agent forecasting.

4) We conduct extensive experiments to validate the effectiveness, interpretation, and convergence of our method, which obtains superior and reasonable results.

The rest of this article is organized as follows. In Section II, we introduce some works related to multi-agent forecasting, graph deep learning, and online learning for prediction. In Section III, we define and formulate the problem. In Section IV, we construct the proposed CoPU, introduce the online training method, and conduct the theoretical regret analysis. In Section V, we construct the entire CoGNN model. Finally, the experiments validating the advantages of our model and the conclusion of this article are provided in Sections VI and VII.
II. RELATED WORKS

In this section, we introduce critical methods related to our works from aspects of: 1) multi-agent time-series forecasting; 2) graph deep learning; and 3) online learning for prediction.

A. Multi-Agent Forecasting of Time-Series

Multi-agent forecasting has attracted huge attention and brought wide applications. In the early era, state models were studied [10], [22]–[24]. Recently, data-driven models extract deep representations. DeepState [25], Res-sup. [26], AGED [27], and LSTM [28] design recurrent networks for stability. TCN [29] proposes feed-forward convolution for temporal dependencies. However, the methods do not consider the informative interactions among agents to benefit forecasting.

Recently, some works construct graphs to explicitly exploit the agent relations. Neural relation inference (NRI) [5] infers graphs via an autoencoder for prediction. Structural recurrent neural network (S-RNN) [30] builds factor graphs to propagate agents’ information. Diffusion convolutional recurrent neural network (DCRNN) [18] and spatial-temporal graph convolutional network (ST-GCN) [14] incorporate distance-based graphs for traffic forecasting. GraphWaveNet [31] and TrajGCN [15] use adaptive topologies to capture potential dependencies. Dynamic multiscale graph neural network (DMGNN) [17] builds multiscale graphs. However, most graphs are built with limited human priors or designed through trial and errors, lacking theoretical guarantees and interpretation. In this work, we develop a novel framework for multi-agent forecasting, which infers a collaborative graph with theoretical justification.

B. Graph Deep Learning

The expressiveness of graphs contributes to various scenarios such as social networks [32], bioinformatics networks [33] and human behaviors [19], [20]. GNNs [34]–[38], which expand deep learning to the non-Euclidean domain, have attracted explosive interests. GNNs can be mainly categorized into the spectral-domain-based [34], [39], [40] and vertex-domain-based [35], [41]–[46], which respectively learn the patterns from the graph Fourier representations or the raw topologies. In this work, we learn interpretable graphs for multi-agent forecasting, which captures dynamic and complex correlations for precise prediction.

C. Online Learning for Prediction

A dynamic system evolves with potentially infinite states over time, performing on online streaming data [47]. Tailored for the data flows, online prediction models have been designed to update in real-time [48]. Traditional kernel-based works develop budgeted kernel learning [49]–[52]. RF approximations [53]–[55], and multi-kernel learning methods [56]. Recently, some deep-learning-based methods are proposed for online prediction [57]–[59], whose network structures are specifically designed. Besides, the reinforcement learning paradigm can also be employed in this problem [60]. In this work, we train graph-based multi-agent forecasting models in an online setting and optimize graphs to depict the agents’ interactions in real-time.

III. PROBLEM FORMULATION

With the time-series measurements collected by multiple agents in real-time, the task of online multi-agent forecasting essentially aims to predict the future states of each agent at each online time stamp based on the corresponding historical states. Mathematically, for the $p$th agent $v^{(p)}$, at time stamp $t$, let $x^{(p)}_{t-d:t}$ be the measurements of the observed clip with length $d$ and feature dimension $d$, recording $v^{(p)}$’s states within time interval $(t - d, t]$; and $x^{(p)}_{t+1:t+d}$ be the measurements of the corresponding ground-truth clip in the future, reflecting $v^{(p)}$’s states within $(t, t + d]$. We note that the length of historical and future sequences could be different, while we use $\delta$ to simplify notation. Our online predictor $f_t(\cdot)$ aims to produce

$$\hat{x}^{(p)}_{t+1:t+d} = f_t\left(x^{(p)}_{t-d:t}, \delta\right)$$

to approximate the ground-truth $\{x^{(p)}_{t+1:t+d}\}_{p=1}^N$, where the input data $x^{(p)}_{t-d:t}$ is captured from streaming data flow at time stamp $t$. Note that the model $f_t(\cdot)$ indexed by $t$ is updated online. The online setting is crucial because the online predictor can effectively adapt to the unseen, or highly dynamic data distribution.

In contrast, previous works [5], [15], [16], [20], [61] mostly consider an offline setting, which includes training and testing phases. In the training phase, a predictor is optimized based on a training dataset; in the testing phase, the predictor is fixed and deployed on a testing dataset. Mathematically, let $f(\cdot)$ be an offline predictor, $\mathcal{X}_{\text{train}}$ be the training dataset, and $\mathcal{X}_{\text{test}}$ be the testing dataset, the training and testing phases work as

Training: $\hat{\mathbf{x}}^{(p)}_{0:\delta} = f\left(\mathbf{x}^{(p)}_{0:0}\right), \mathbf{x} \sim \mathcal{X}_{\text{train}}$

Testing: $\hat{\mathbf{y}}^{(p)}_{0:\delta} = f\left(\mathbf{y}^{(p)}_{0:0}\right), \mathbf{y} \sim \mathcal{X}_{\text{test}}$.

These offline methods assume the training and testing time series should share the same data distribution and the resulting offline predictors would be hardly adapt to domain shift in the testing phase.

To design an online predictor, our core strategy is to exploit the dynamic mutual relations of agents and capture their evolution status through online learning. To model pairwise collaborations, we introduce a key concept, collaborative pair, which groups two agents and can be used to reflect the effect from one agent to another in a multi-agent system. For example, the $p$th agent $v^{(p)}$ and the $q$th agent $v^{(q)}$ form a collaborative pair $(v^{(p)}, v^{(q)})$ to indicate the directed effect from $v^{(q)}$ to $v^{(p)}$. In this way, to predict the future status of the $p$th agent, we consider $\hat{\mathbf{x}}^{(p)}_{t+1:t+d} = f_t\left(\mathbf{x}^{(p)}_{t-d:t}, \mathbf{x}^{(q)}_{t-d:q}\right)$, which exploits information from all the collaborative pairs of $v^{(q)}$ to benefit its prediction. This model considers each collaborative pair as a basic element, which is different from previous works that regard each individual agent as a basic element [15], [16].

IV. COLLABORATIVE PREDICTION UNIT

To develop an online multi-agent forecasting model, we propose a CoPU as a basic module, which predicts the status of each agent from associated collaborative pairs via a collaborative graph.

A. Collaborative Graph

To exploit the interactions among agents, we propose a collaborative graph that explicitly models the
Given the observed measurements \( x \) to a collaborative pair, which represent the collaborative states \( v \) (pairwise correlations. Let a collaborative graph to learn and aggregate information from collaborative pairs, where the circled nodes represent the agents and the squared nodes represents the collaborative pairs. Right: Detailed computation, where the collaborative pairs enable the late aggregation of agents’ predictions.

pairwise correlations. Let \( G(V, F, W_t) \) be a collaborative graph, where \( V = \{v^{(1)}, v^{(2)}, \ldots, v^{(N)}\} \) is the agent set with \( v^{(p)} \) modeling the \( p \)-th agent, \( F \) the set of collaborative pairs with \( \{(v^{(p)}, v^{(q)})\}_{p,q=1}^N \) modeling the \( (p,q) \)-th collaborative pair; and \( W_t \in \mathbb{R}^{N \times N} \) is the collaborative graph adjacency matrix trained online, whose \( (p,q) \)-th element \( w_t^{(p,q)} \) reflects the influence level from \( v^{(q)} \) to \( v^{(p)} \) at time step \( t \). Note that this collaborative graph is asymmetric and dynamic, that is, each collaborative edge represents a directional relationship between agents and each collaborative edge weight is time-varying during the online training process.

Different from many ordinary graphs, the collaborative graph has two types of nodes: agent and collaborative pair. Agents are actual nodes, while collaborative pairs are virtual nodes as they are naturally obtained when agents are given, which have directions. To predict the future status of each agent, we rely on each of its associated collaborative pairs to produce a possible future status for such an agent and then, the final status is obtained by averaging all the possible statuses based on the weighted collaborative edges.

Different from many previous graph-convolution-based and message-passing-based models [5]–[7], [15], [16], [61], where each node shares the same node feature to all of its neighbors without considering the demand of each one of its neighbors, our model, based on a collaborative pair, \( v^{(p)} \) helps the prediction of \( v^{(p)} \) by sharing customized information according to \( v^{(p)} \)'s status.

B. Model Design

Based on the collaborative graph, to construct the CoPU, we consider two key operations in series: collaborative-pair-based prediction, which predicts an agent’s future status based on an associated collaborative pair, which generate all possible predictions with the collaborative effects between agents, and weighted collaborative-graph-based aggregation, which obtains the final prediction. Fig. 2 illustrates the CoPU, where the left plot shows the modeling thoughts, and the right plot shows the detailed computation.

1) Collaborative-Pair-Based Prediction: To explicitly form a collaborative pair, which represent the collaborative states of two agent in history, we propose a combination function \( f_{cb}(\cdot, \cdot) \) to directly combine the measurements of two agents. Given the observed measurements \( x_t^{(p,q)} \) \( x_t^{(p,q)} \in \mathbb{R}^{d \times d} \), the state of the collaborative pair \( v^{(p,q)} \) is

\[
\tilde{x}_t^{(p,q)} = f_{cb}(x_t^{(p)}, x_t^{(q)}) \in \mathbb{R}^{d \times d}.
\]

The collaborative state \( \tilde{x}_t^{(p,q)} \) carries the directed effects from the agent \( v^{(q)} \) to the agent \( v^{(p)} \).

Based on the collaborative pairs and their states, we propose a collaborative predictor, which embeds any collaborative pair to predict an agent’s future status under the corresponding effects. Let the collaborative predictor be \( h_{\theta_t}(\cdot) \), where \( \theta_t \) is the parameter trained online at time \( t \). To predict \( v^{(p)} \) under the collaborative effects from \( v^{(q)} \), the predicted status is

\[
\hat{x}_t^{(p,q)} = h_{\theta_t}(x_t^{(p,q)}) \in \mathbb{R}^{d \times d}.
\]

The physical meaning of \( \hat{x}_t^{(p,q)} \) is one possible future trajectory for \( v^{(p)} \) by considering the influence from \( v^{(q)} \).

For a collaborative pair, the aggregation function \( f_{cb}(\cdot, \cdot) \) and the predictor \( h_{\theta_t}(\cdot) \) could be designed in numerous forms. Here, we specifically consider three typical forms as follows.

1) Autoregressive model: Let \( f_{cb}(\cdot, \cdot) \) concatenate the multi-order differences of two agents, that is, \( x_t^{(p,q)} = [x_{t-\delta}^{(p,q)} - x_{t-\delta}^{(q)}; \ldots; x_0^{(p,q)} - x_0^{(q)}] \in \mathbb{R}^{d \times (d+1)d} \), which provides a polynomial distance feature. We then vectorize \( x_t^{(p,q)} \) by reshaping it along time and directly set a linear \( h_{\theta_t}(\cdot) \) to learn \( \hat{x}_t^{(p,q)} \).

2) LSTM model: Let \( f_{cb}(\cdot, \cdot) \) concatenate the measurements of the two agents, that is, \( x_t^{(p,q)} = [x_{t-\delta}^{(p,q)}; \ldots; x_0^{(p,q)}] \in \mathbb{R}^{d \times 2d} \). The concatenation of the raw measurements reduces the dimensions and encourages more flexible information. We employ a one-layer long-short term memory (LSTM) as \( h_{\theta_t}(\cdot) \) on \( x_t^{(p,q)} \) to extract the temporal dynamics.

3) Temporal convolution model: We also consider \( f_{cb}(\cdot, \cdot) \) as the raw measurement concatenation. We then perform two layers of 1-D convolution along time to capture sequential dynamics. A tanh(\cdot) function is used as the activation after the first convolution to enhance flexibility.

The collaborative predictor should only consider every single collaborative pair, thus single collaborative effects are provided to the following collaborative-graph-based aggregation. A more plausible predictor structure could be explored in the future. Each agent has \( N \) collaborative pairs, so we predict \( N \) possible future statuses for one agent. To obtain the final prediction, we need to adaptively aggregate the \( N \) possibilities.

2) Collaborative-Graph-Based Aggregation: Given the possible future status for an agent, which is predicted based on each associated collaborative pair, we aggregate these statuses with different weights on the edge of the collaborative graph, where the edge weights are updated online and reflect the influence level from one agent to another. Mathematically, let the graph adjacency matrix at iteration step \( t \) be \( W_t \), whose the \( (p,q) \)-th element is \( w_t^{(p,q)} \). The final prediction of \( v^{(p)} \) under the effects from all the associated collaborative pairs is formulated as

\[
\hat{x}_t^{(p)} = \frac{\sum_{q=1}^{N} w_t^{(p,q)} \hat{x}_t^{(p,q)}}{\sum_{q=1}^{N} w_t^{(p,q)}}
\]

where the edge weights are normalized for any agent \( v^{(p)} \). In all, the feed-forward operations of the CoPU are
formulated as
\[
\hat{x}^{(p)}_{t,t+\delta} = \sum_{q=1}^{N} \bar{w}^{(p,q)}_{t} h_{\theta_i} \left( f_{\emptyset} \left( x^{(p)}_{t-q\delta}, x^{(q)}_{t-q\delta} \right) \right)
\]

where \(\bar{w}^{(p,q)}_{t}\) = \(w^{(p,q)}_{t}/\sum_{q=1}^{N} w^{(p,q)}_{t}\) denotes the normalized collaborative edge weights.

Compared to most common graph-based models, which bridge the same types of nodes with a scalar edge weight, the proposed CoPU considers the heterogeneous nodes of agents and collaborative pairs, carrying individual dynamics the interactive effects in a hybrid manner. The CoPU essentially aggregates the comprehensive information from the collaborative pairs with different importance. Moreover, the proposed CoPU has a similar framework with the online expert mixture algorithm [56], [62], as the different collaborative predictors associated with an agent could be regarded as experts; however, each collaborative predictor explicitly exploits the customized information for the associated agent based on the corresponding collaborative pair, instead of producing an untargeted prediction independently like most expert mixture methods.

C. Optimization

CoPU enables a complete multi-agent forecasting pipeline, and the internal parameters could be trained given the prediction targets. To train the CoPU online, at each iteration \(t\), we update the model parameters to minimize the loss function
\[
\mathcal{L} = \sum_{i=1}^{T} \sum_{p=1}^{N} \mathcal{L}_i \left( \sum_{q=1}^{N} \bar{w}^{(p,q)}_{t} h_{\theta_i} \left( x^{(p,q)}_{t-q\delta}, x^{(p)}_{t+\delta} \right) \right)
\]

where \(\mathcal{L}_i(\cdot)\) denotes a fixed and convex loss function evaluated at time \(t\) and \(T\) is the length of iterations before the current stamp. Since \(\mathcal{L}_i(\cdot)\) is a convex function (e.g., \(\ell_2\) loss) with respect to \(h_{\theta_i}(x^{(p,q)}_{t})\), we consider an upper bound of it
\[
\mathcal{L} := \sum_{i=1}^{T} \sum_{p=1}^{N} \bar{w}^{(p,q)}_{t} \mathcal{L}_i \left( h_{\theta_i} \left( x^{(p,q)}_{t-q\delta}, x^{(p)}_{t+\delta} \right) \right).
\]

To minimize (6), instead of using common online gradient descent to update \(\bar{w}^{(p,q)}_{t}\) and \(\theta_i\), together, we consider different updating mechanisms, which bring theoretical guarantees. We separately optimize the parameters \(\theta_i\) and \(\bar{w}^{(p,q)}_{t}\) with different steps. First, at time \(t\), the parameter \(\theta_i\) could be trained by online gradient descent, that is,
\[
\theta_{i+1} \leftarrow \theta_i - \eta \nabla \mathcal{L}_i \left( h_{\theta_i}^{(p,q)} \right)
\]

where we use \(\mathcal{L}_i(h_{\theta_i}^{(p,q)})\) to simplify \(\mathcal{L}_i(h_{\theta_i}^{(p,q)}, x^{(p)}_{t+\delta})\); \(\eta \in (0,1)\) is the learning rate. Next, for \(\bar{w}^{(p,q)}_{t}\), we employ a multiplicative exponentiated update, which is inspired from the randomized weighted majority of online learning [62]. We assume the optimal edge weight to be \(w^{(p,q)}_{i} \in [0,1]\), and \(\bar{w}^{(p,q)}_{t}\) is updated through
\[
\begin{align*}
\bar{w}^{(p,q)}_{t+1} & \leftarrow \arg \min_{w^{(p,q)}_{t}} \eta \mathcal{L}_i \left( h_{\theta_i}^{(p,q)} \right) w^{(p,q)}_{t} - \bar{w}^{(p,q)}_{t} \\
& + D_{KL} (u^{(p,q)}_t \parallel \bar{w}^{(p,q)}_t) \\
& = \bar{w}^{(p,q)}_t \exp \left( -\eta \mathcal{L}_i \left( h_{\theta_i}^{(p,q)} \right) \right)
\end{align*}
\]

where \(D_{KL}(u^{(p,q)}_t \parallel \bar{w}^{(p,q)}_t)\) denotes the KL-divergence between the optimized \(u^{(p,q)}_t\) and the collaborative weight at the last iteration step. We tune \(u^{(p,q)}_t\) based on two factors: 1) the prediction loss of the corresponding collaborative predictor, that is, \(h_{\theta_i}^{(p,q)}\) and 2) the edge weights of the collaborative graph at the last iteration step. Thus, the optimization ensures two facts. First, the lower prediction loss \(\mathcal{L}_i\) and the better collaborative predictor leads to a higher weight between the considered two agents. Second, the continuity and stability of the collaborative graph structure are promoted by minimizing the element-wise distances and distribution divergence.

D. Comparison With Previous Works

The proposed CoPU is seemingly similar to spatio-temporal-graph convolution operations [14], [17], [21] and neural-message-passing operations [5]–[7]. Here, we clarify the differences.

Compared to spatio-temporal-graph convolution operations [14], [17], [21], the proposed CoPU is novel from the following three aspects.

1) **Interpretable graph learning**: Previous models usually build non-grid structures by using predefined graphs or adjusting the graph in an intractable black-box. Each CoPU contains a graph explicitly optimized according to the performance of single predictors and structural continuity during training, reflecting more observable, controllable, and interpretable graphs.

2) **Customized feature propagation**: Previous works consider each node shares the same feature to all of its neighbors without considering the demands of neighbors. In CoPU, a node shares a customized feature to each neighbor via the collaborative pairs.

3) **Late fusion with collaborative graphs**: The late fusion considers the detailed collaborative effects, and it describes the specific role of each agent pair in the collaborative prediction in an accurate and informative manner.

4) **Interpretable output**: Previous models build deep graph networks to learn the agent’s dynamics in the hidden high-dimensional spaces, lacking the interpretation of feature representation, while each CoPU predicts agents’ future statuses in the original measurement space, showing clearer physical meanings.

Previous neural-message-passing-based works [5]–[7] include two steps to propagate information: v2e, which transforms the information of a pair of nodes to an edge, and e2v, which aggregates the information of edges to a node. Compared to these methods, the proposed CoPU is novel from the following three aspects.
1) **Interpretable graph learning**: Previous works either build predefined graphs based on physical constraints or learn graph structures with errors and trials in black boxes, while the edge weights of our collaborative graph are obtained by optimizing an explicit objective function and has theoretical justification.

2) **Meaning of v2e**: In the v2e step, previous works update the embedding of each edge, which is an intermediate-feature-level fusion, while our CoPU directly generates the prediction of a node conditioned on another node, which is an output-level fusion.

3) **Meaning of e2v**: In the e2v step, previous works consider the mean aggregation, which assigns the same weight for each one of the neighbors, while our CoPU adopts the weighted aggregation, where the weights are the edge weights in the collaborative graph, obtained through multiplicative updating.

**E. Theoretical Interpretation**

To understand CoPU, we conduct regret analysis. We consider the single best collaborative predictor as our regret baseline and analyze the gap from our CoPU to this predictor. The best predictor has a straightforward meaning and its corresponding collaborative pair makes the most significant effect in predicting an agent’s future status. We aim to demonstrate that the regret tends to be finite in the online setting, which indicates the properties of our CoPU and the training algorithm from the following two aspects.

1) The CoPU trained online could converge to a statistically stable state during the training process.

2) The performance of CoPU achieves a limited gap from the best single collaborative predictor in statistics, reflecting that CoPU captures significant and reasonable collaborations for effective and interpretable prediction.

Here, we define the collaborative pair in the best collaborative predictor. For the $p$th agent, it has $N$ collaborative pairs, $\{(v^{(p)},v^{(q)})\}_{q=1}^{N}$. The collaborative pair $(v^{(p)},v^{(q)})$ for $v^{(p)}$ in the best collaborative predictor is obtained via

$$q^* = \arg\min_{q} \frac{1}{T} \sum_{t=1}^{T} L_t(h^{(p,q)} \theta_{q,t})$$

where $\theta^*$ denotes the parameters of the best collaborative predictor at iteration step $T$. However, it is hard to implement an online model by directly determining $(v^{(p)},v^{(q)})$ and meanwhile optimizing $\theta^*$ that is why CoPU builds a collaborative graph with trainable weights to achieve a soft collaborative mechanism [see (4)].

To measure the performance gap between the best collaborative predictor and CoPU, we define the static regret based on the difference between the accumulated loss of CoPU and that of the best collaborative predictor in hindsight

$$R_T = \frac{1}{T} \sum_{t=1}^{T} \left( L_t(h^{(p,q)} \theta_{q,t}) - L_t(h^{(p,q^*)} \theta_{q,t}) \right)$$

where we simplify $h_{\theta_{q,t}}(x^{(p,q)})$ as $h_{\theta_{q,t}}(p,q)$. The regret reflects the gap between the CoPU and the best collaborative predictor, as well as the convergence rate of online learning.

To study the CoPU and the performance gap, we aim to calculate an upper bound of the regret. To facilitate the closed-form theoretical analysis, we consider a basic predictor (a linear autoregressive model) and propose the following assumptions that are commonly satisfied by our model.

**AS1** For the collaborative predictor at time $t$, $h_{\theta_t}$, given any collaborative pair, the loss $L_t(h_{\theta_t})$ is convex with respect to $\theta_t$.

**AS2** For any bounded $\theta_t$, where $\|\theta_t\|_2 \leq C_\theta$, and any collaborative pair, we have a bounded loss, $L_t(h_{\theta_t}) \in [0, 1]$, and a bounded gradient, $\|\nabla L_t(h_{\theta_t})\|_2 \leq L$.

Then, we propose two lemmas, which help to derive the upper bounds of regret. We first analyze the loss gap between arbitrary collaborative predictors and the best collaborative predictor.

**Lemma 1:** Let $h^{(p,q)}_{\theta_{q,t}}$ and $h^{(p,k)}_{\theta_{k,t}}$ be the predictions of the best collaborative predictor and arbitrary one. Under **AS1** and **AS2**, for any collaborative pair $(v^{(p)},v^{(q)})$, we have

$$\frac{1}{T} \sum_{t=1}^{T} (L_t(h^{(p,k)}_{\theta_{k,t}}) - L_t(h^{(p,q)}_{\theta_{q,t}})) \leq \frac{C_\theta^2}{2\eta T} + \frac{\eta L^2}{2}$$

where $\eta$ is the learning rate, $C_\theta$ is the upper bound of the norm of parameters, and $L$ is the Lipschitz constant.

**Proof:** Given any determined parameter $\theta$ of the collaborative predictor, for any collaborative pair $(v^{(p)},v^{(q)})$, we have

$$\|\theta_{t+1} - \theta\|_2^2 = \|\theta_t - \eta \nabla L_t(h^{(p,k)}_{\theta_{k,t}}) - \theta\|_2^2.$$  

Considering the convexity property of the loss function (see **AS1**), the gradient of the loss function satisfies

$$\nabla L_t(h^{(p,k)}_{\theta_{k,t}}) \geq \frac{L_t(h^{(p,k)}_{\theta_{k,t}}) - L_t(h^{(p,q)}_{\theta_{q,t}})}{\theta_t - \theta}.$$  

Plugging inequality (12) into (11), we could easily obtain the following inequality by rearranging some terms:

$$\frac{1}{T} \sum_{t=1}^{T} (L_t(h^{(p,k)}_{\theta_{k,t}}) - L_t(h^{(p,q)}_{\theta_{q,t}})) \leq \frac{C_\theta^2}{2\eta T} + \frac{\eta L^2 T}{2}.$$  

We further consider the assumption **AS2** that points out the upper bound of $\|\theta\|_2$ and the Lipschitz constant of the gradient $\nabla L_t(h_{\theta_t})$, that is, for any collaborative predictor, we have $\|\theta_t\|_2 \leq C_\theta$ and $\|\nabla L_t(h_{\theta_t})\|_2 \leq L$. We then summing inequality (13) over $t = 1, \ldots, T$, we could easily derive

$$\frac{1}{T} \sum_{t=1}^{T} (L_t(h^{(p,k)}_{\theta_{k,t}}) - L_t(h^{(p,q)}_{\theta_{q,t}})) \leq \frac{C_\theta^2}{2\eta T} + \frac{\eta L^2 T}{2}$$

where we assume the initial parameter $\theta_1$ to have a very small value, leading to $\|\theta_1\|_2^2 \approx 0$ and $C_\theta^2 = C_\theta^2$, and consider $\|\theta_{t+1} - \theta\|_2^2$ to be non-negative.

Additionally, we divide by the number of iterations $T$ at the both side of inequality (14) to complete the proof

$$\frac{1}{T} \sum_{t=1}^{T} (L_t(h^{(p,k)}_{\theta_{k,t}}) - L_t(h^{(p,q)}_{\theta_{q,t}})) \leq \frac{C_\theta^2}{2\eta T} + \frac{\eta L^2}{2}.$$  

□
Note that Lemma 1 holds for any collaborative pair, so that, in hindsight, we could choose $\theta$ to be the parameter at iteration step $T$ and use the predicted status $h_{\theta}^{(p,q)}$, which is output from the single optimal collaborative predictor corresponding to the single optimal collaborative pair $(v^{(p)}, v^{(q)})$.

We next analyze the gap between CoPU and an arbitrary collaborative predictor.

**Lemma 2:** Under AS1 and AS2, for any collaborative pair $(v^{(p)}, v^{(k)})$ fed into the predictor $h_{\theta}^{(1)}$, it holds that

$$\frac{1}{T} \sum_{t=1}^{T} \left( \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t} = \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t} \right) \leq \eta + \frac{\log N}{\eta T}$$

where $N$ is the number of agents.

**Proof:** We first let $W_{t}^{(p)}$ be the sum of edge weights associated with agent $v^{(p)}$, that is, $W_{t}^{(p)} = \sum_{q=1}^{N} w_{t}^{(p,q)}$. Therefore, $W_{t}^{(p)}$ adjusted through exponentiated update at the time $t+1$ could be formulated as

$$W_{t+1}^{(p)} = \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} \exp(-\eta L_{t}^{(h^{(p,q)}_{\theta})}).$$

We represent $L_{t}^{(h^{(p,q)}_{\theta})}$ as $L_{t}$ for simplification. We consider the inequality $\exp(-\eta x) \leq 1 - \eta x + \eta^{2} x^{2}$ for $\forall |\eta| \leq 1$, and inequality (16) satisfies

$$W_{t+1}^{(p)} \leq 1 - \eta \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t} + \eta^{2} \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{2}.$$ 

Furthermore, according to $1 + x \leq e^{x}$, we have

$$W_{t+1}^{(p)} \leq \exp\left(-\eta \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t} + \eta^{2} \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{2}\right).$$

And then we consider the updated situation of inequality (17) along time when $t = 1, \ldots, T$, we then obtain

$$W_{T+1}^{(p)} \leq \exp\left(\sum_{t=1}^{T} \eta^{2} \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{2} - \eta \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}\right).$$

On the other hand, for the agent $v^{(p)}$ and any agent $v^{(k)}$, we have the inequality

$$W_{T+1}^{(p,k)} \geq W_{T+1}^{(p,k)} = \bar{w}_{1}^{(p,k)} \exp\left(-\eta \sum_{t=1}^{T} L_{t}^{(h^{(p,k)}_{\theta})}\right).$$

Combining inequality (18) and inequality (19), we arrive at

$$\exp\left(-\eta \sum_{t=1}^{T} \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t} + \eta^{2} \sum_{t=1}^{T} \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{2}\right) \geq \bar{w}_{1}^{(p,k)} \exp\left(-\eta \sum_{t=1}^{T} L_{t}^{(h^{(p,k)}_{\theta})}\right).$$

Taking the logarithm on both sides of inequality (20) and meanwhile considering $\bar{w}_{1}^{(p,k)} = 1/N$, we could obtain

$$\sum_{t=1}^{T} \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{(h^{(p,q)}_{\theta})} - \sum_{t=1}^{T} L_{t}^{(h^{(p,k)}_{\theta})} \leq \eta T + \frac{\log N}{\eta}$$

where we note that $L_{t}^{(h^{(p,q)}_{\theta})} \in [0, 1]$ according to AS2, and Lemma 2 has been proved, where we could divide $T$ on both sides of the inequality (21).

Lemma 2 shows that the performance gap between an ensemble of collaborative predictors with the trainable weight $\bar{w}_{t}^{(p,q)}$ and an arbitrary collaborative predictor fed with any collaborative pairs $(v^{(p)}, v^{(k)})$, including the best predictor, can be upper bounded. Combining Lemmas 1 and 2, we derive the upper bound of the regret as in Theorem 1.

**Theorem 1:** Under AS1 and AS2, and with the analysis of Lemmas 1 and 2, the regret of the proposed CoPU satisfies the following bound:

$$\frac{1}{T} \sum_{t=1}^{T} \left( \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} h_{\theta}^{(p,q)} - \sum_{t=1}^{T} L_{t}^{(h^{(p,q)}_{\theta})} \right) \leq \log N \frac{C_{\theta}^{2}}{2\eta T} + \frac{\eta L_{2}}{2} + \eta.$$

Setting $\eta = O(1/(T)^{1/2})$, the static regret converges with $R_{T} = O(1/(T)^{1/2})$.

**Proof:** Combining inequalities (15) and (20), we could obtain that

$$\frac{1}{T} \sum_{t=1}^{T} \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{(h^{(p,q)}_{\theta})} - \sum_{t=1}^{T} L_{t}^{(h^{(p,q)}_{\theta})} \leq \log N \frac{C_{\theta}^{2}}{2\eta T} + \frac{\eta L_{2}}{2} + \eta.$$ 

Note that the loss function $L_{t}^{(h^{(p,q)}_{\theta})}$ is convex with respect to any $h^{(p,q)}_{\theta}$, thus the loss function $L_{t}^{(\sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} h^{(p,q)}_{\theta})}$ has an upper bound $\sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{(h^{(p,q)}_{\theta})}$, that is,

$$L_{t}^{(\sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} h^{(p,q)}_{\theta})} \leq \sum_{q=1}^{N} \bar{w}_{t}^{(p,q)} L_{t}^{(h^{(p,q)}_{\theta})}$$

understanding that inequality (21) satisfies all the collaborative pairs in the online system, we could easily prove Theorem 1 to represent the upper bound of the static regret. Plugging (23) in (22), we could easily prove Theorem 1.

Therefore, the regret of CoPU is upper bounded during online training. Additionally, when $T$ becomes large, the regret converges to a very small value, reflecting the finite gap between the CoPU and the best single collaborative predictor. We also validate Theorem 1 by computing the regret along time in our experiment [see Fig. 6(a)].

**V. COLLABORATIVE GRAPH NEURAL NETWORKS**

Though one CoPU can tackle the prediction task, in the experiments, we find that stacking multiple CoPUs can lead to even better performance. Therefore, we develop a deep architecture called CoGNNs, which employs multiple CoPUs as computational building blocks.

**A. Network Architecture**

We sketch the architecture of the proposed CoGNN in Fig. 3, where we stack three CoPUs in cascade, for example. Each CoPU in CoGNN progressively fine-tunes the predictions and approximates the target measurements step-by-step.
Fig. 3. Architecture of the CoGNN. The model takes multiple time-series as inputs and aims to generate the future series. Each graph-temporal prediction unit (CoPU) in the model performs three operations for progressive prediction. The entire model is trained online for real-time prediction. Here, we show three CoPUs to sketch the model architecture.

According to the exemplar Fig. 3, the first and the second CoPUs produce the immediate prediction results \( \tilde{x}_{t:t+\delta} \) for all the agents from the input clips or the first CoPU; the last CoPU generates the final prediction \( \tilde{x}_{t:t+\delta} \) from the results of the second CoPU. For each CoPU, we apply a residual connection between the input and the output, reflecting that the internal modules estimate the displacements from the input data to the target.

To train the network, we apply the same form of loss function on each CoPU, because each CoPU tackles a complete prediction task and could be trained directly (see the dashed lines in gray in Fig. 3). Moreover, the collaborative edge weights in each CoPU could be learned to directly optimize an explicit objective function, (7), through the exponentiated update.

B. Comparison With Previous Works

Compared to previous graph-based prediction networks [5]–[7], [14], [17], [21], our model contributes from two aspects.

First, to our best knowledge, the proposed CoGNN is the first online-learning method, which is learned and tested along with the streaming data and never stops. This is crucial because an online method could capture the highly dynamic patterns of the real-time series and reduce the training/testing gaps between the training and testing samples in practice. Our CoGNN is scalable and easy to train, which is suitable for online learning. However, previous methods only sample the multi-agent systems as sets of independent clips but neglect the real-time dynamics and complexity.

Second, the proposed CoGNN is more interpretable. The output of each layer in the proposed CoGNN predicts agents’ future statuses in the original measurement space, reflecting a clear physical meaning. With a cascaded structure, our CoGNN can progressively fine-tune the time-series prediction, achieving effective and stable performance. However, previous methods use hierarchical graph propagation to extract hidden representations without interpretable gradual error reduction.

Finally, according to Theorem 1, we theoretically demonstrate the convergence and potential performance of the model with a finite upper bound in online learning. However, previous methods do not guarantee their convergence and derive the regret values after a long period of training.

C. Analysis of Computational Complexity

CoGNNs consider the collaborative effects between any pairs of agents in the entire dynamic system. This design would cause \( O(N^2) \) spatial complexity given \( N \) agents, which limits the computation in very large-scale systems. However, here we emphasize that when a system does not have a predefined graph, that is, a flexible and implicit graph needs to be inferred from the data, most existing models suffer from \( O(N^2) \) computational complexity. For example, some neural-message-passing methods use neural networks to model connection features of any two agents [5]–[7]. Some kernel-based or self-attention-based methods calculate the affinity between any two agents [13], [14], [21], [31]; and so on. To address this problem of the heavy costs in large systems, we could utilize some approximation methods to constrain the system scopes. The first possible operation is agent downsampling. We could randomly sample percentages of agents multiple times to construct subgraphs to approximate the system. Each subgraph has \( N' \ll N \) agents to reduce the complexity. The second method is to introduce some spatial prior, because, in many physical systems, closer neighbors would provide higher influence. For example, in the task of vehicle trajectory prediction, a vehicle would mainly consider the nearby vehicles to guide its control. Therefore, we could part the system into multiple local clusters according to the spatial distribution, and we learn the dynamics of these sub-systems and further fuse them for the final prediction.

VI. EXPERIMENTS

To evaluate the proposed CoGNNs, we conduct extensive experiments on three important multi-agent forecasting tasks in an online setting, that is, online simulated trajectory prediction, online human motion prediction and online traffic speed prediction, where the corresponding scenarios and data examples are sketched in Fig. 4.

In CoGNNs, we, respectively, use three forms of collaborative predictors \( h_p(\cdot) \) in CoPUs (see Section IV-B). We note the three forms of models as “CoGNN-AR,” “CoGNN-LSTM,” and “CoGNN-TC,” respectively. In CoGNN-AR, to compute the state, \( \hat{x}_{t+\delta}^{h_p(\cdot)} \) of any collaborative pair \((i,j)\), the order of measurement difference \( D = 10 \); for CoGNN-LSTM and CoGNN-AR, the hidden dimension of \( h_p(\cdot) \) is 64. The entire CoGNNs are built with two CoPUs, which enable precise and stable forecasting. We train the models on one Nvidia Tesla V100 GPU with PyTorch 1.4 framework. The learning rates are from 0.01 to 0.075 for different forms of CoGNNs. We also apply gradient clipping to constrain the absolute values of gradients within 10 for robustness.

A. Online Simulated Trajectory Prediction

We first evaluate the proposed CoGNNs in online simulated particle systems, which contains several moving particles
whose positions and velocities are determined by their interactions.

1) Dataset: In our simulated particle systems, there are 20 particle agents, whose initial states (positions and velocities) are set randomly, moving in a 2-D space with dynamic mutual interaction. The interactions among the agents could be represented as a graph structure with symmetric adjacency matrix. Here, we use a simple interaction rule called “spring” to construct the complex systems, that is, each agent has attractions with several other agents that are randomly selected. One example of our simulated system is illustrated in Fig. 4(a). This system was similarly used by [5], where only five agents are set in a simple system. However, different from the previous work [5] which generates a set of independent trajectory sequences with fixed and known interactions, in our simulated systems, agents have randomly changed interactions with different agents to reflect dynamic and changing states online. In each interactive simulation, we change the interaction structures for 20 times randomly, that is, the interaction adjacency matrix is randomly adjusted for 20 times. Moreover, we conduct ten times of different simulation to demonstrate the effectiveness and robustness. In our experiments, along the streaming data, our CoGNNs are fed with each 10-frame clip one by one along time and generate the next 10-frame clip for prediction.

2) Baselines and Evaluation Metrics: We compare CoGNNs with several methods on trajectory prediction, including NRI [5], dynamic NRI (DNRI) [6], and EvolveGraph [7]. These methods are designed for the offline scenarios; thus, we modify these works to be run online with the same inputs and outputs as our CoGNNs. We also adjust their hyper-parameters to be reasonable. Besides being compared to the state-of-the-art works, CoGNNs are also compared to two degenerated variants in the following.

1) CoGNNs (no \( W_t \)): We forecast by using only \( h_0 \) on individual agents without considering the collaborative pairs and collaborative graphs.

2) CoGNNs (e2e \( W_t \)): We use the collaborative graphs, however, the edge weight matrix \( W_t \) is trained via online gradient descent through the back-propagation end-to-end, instead of the exponential update.

To evaluate various methods, we employ the average mean square errors (MSEs) between the predicted locations and ground-truth of all the agents over the training/testing process, as well as we test the running time of each method.

3) Results: Table I presents the average forecasting results over the online learning processes, where we show the prediction performance at five prediction steps of the generated 10-frame clips, respectively. Since all the models are run on ten different interaction systems, the mean values and standard deviations of the prediction MSEs are presented for comparison. Moreover, Table I presents the average time costs of various methods at one online training/testing iteration. We see that: 1) compared to the state-of-the-art methods, the proposed CoGNNs achieve more precise forecasting and outperform the baselines, especially CoGNN-LSTM and CoGNN-TC achieve much more effective prediction at various prediction steps; 2) compared to the model variants, “no \( W_t \)” and “e2e \( W_t \),” CoGNNs consistently outperform these two variants, demonstrating the importance and effectiveness of our interpretable collaborative graphs and the exponentiated update strategy; and 3) compared to the previous models, CoGNNs achieve much lower time costs at each iteration, reflecting the lightweight, efficiency, and deployability in an online setting.

B. Online Human Motion Prediction

We next conduct experiments on online human motion prediction to verify the effectiveness of our CoGNN.

1) Dataset: Various models are trained and tested on two motion capture datasets: Human3.6M (H3.6M) [63] and CMU Mocap.\(^1\) H3.6M contains 15 classes of activities. There are 32 body joints with their 3-D coordinates. An exemplar motion clip in H3.6M is shown in Fig. 4(b). CMU Mocap contains 8 activities with 38 joints. Following the previous settings [15], [26], [64], we downsample all motion sequences along time by two for both datasets. We take the motion clips of the past 400 ms (ten frames) as input and forecast the future 400 ms.

2) Baselines and Evaluation Metrics: We compare our model to state-of-the-art works, including two non-graph methods, Res-sup [26], and convolutional sequence-to-sequence model (CSM) [64], and six graph-based methods, \(^1\)http://mocap.cs.cmu.edu/
TABLE I
PREDICTION RESULTS (MEAN VALUES AND STANDARD DEVIATIONS OF MSEs) ON THE TASKS OF ONLINE SIMULATED PREDICTION, WHERE WE CONSIDER TEN INTERACTION SYSTEMS WITH 20 TRAJECTORIES. WE ALSO COMPARE THE VARIANTS OF COGNNs: CoGNNs (No \( W \)), WHICH PREDICT EACH AGENT BASED ON THIS AGENT ITSELF WITHOUT USING THE COLLABORATIVE GRAPH; AND CoGNNs (e2e \( W \)), WHICH TRAIN THE COLLABORATIVE GRAPH THROUGH STANDARD GRADIENT DESCENT IN AN END-TO-END SETTING

| Methods                      | Prediction steps | Time/Iter (ms) |
|------------------------------|------------------|----------------|
|                              | 1                | 2             | 4               | 8               | 10              |
| ZeroV                        | 13.43 ± 1.94     | 13.43 ± 1.95  | 13.48 ± 2.08    | 13.58 ± 2.35    | 13.69 ± 2.64    |
| NRI [5]                      | 0.56 ± 0.16      | 0.58 ± 0.15   | 0.60 ± 0.18     | 0.63 ± 0.20     | 1.59 ± 0.46     |
| DNRI [6]                     | 0.26 ± 0.10      | 0.28 ± 0.12   | 0.31 ± 0.12     | 0.51 ± 0.15     | 0.77 ± 0.19     |
| EvolveGraph [7]              | 0.22 ± 0.10      | 0.24 ± 0.09   | 0.28 ± 0.10     | 0.44 ± 0.13     | 0.68 ± 0.15     |
| CoGNN-AR (no \( W \))        | 0.23 ± 0.06      | 0.24 ± 0.07   | 0.41 ± 0.12     | 0.75 ± 0.23     | 1.07 ± 0.32     |
| CoGNN-LSTM (no \( W \))      | 0.16 ± 0.04      | 0.16 ± 0.05   | 0.20 ± 0.05     | 0.40 ± 0.14     | 0.61 ± 0.16     |
| CoGNN-TC (no \( W \))        | 0.19 ± 0.08      | 0.23 ± 0.11   | 0.38 ± 0.16     | 0.63 ± 0.18     | 0.82 ± 0.18     |
| CoGNN-AR (e2e \( W \))       | 0.20 ± 0.04      | 0.21 ± 0.06   | 0.37 ± 0.15     | 0.74 ± 0.22     | 1.06 ± 0.34     |
| CoGNN-LSTM (e2e \( W \))     | 0.17 ± 0.06      | 0.16 ± 0.06   | 0.19 ± 0.07     | 0.37 ± 0.13     | 0.60 ± 0.18     |
| CoGNN-TC (e2e \( W \))       | 0.15 ± 0.05      | 0.18 ± 0.07   | 0.20 ± 0.07     | 0.36 ± 0.12     | 0.58 ± 0.17     |

TABLE II
AVERAGE MPJPEs OF CoGNNs AND BASELINES FOR MOTION PREDICTION ON FOUR REPRESENTATIVE ACTIONS OF H3.6M. WE ALSO COMPARE TWO TYPES OF VARIANTS OF CoGNNs, THAT IS, “NO \( W \)” AND “e2e \( W \)”; SEE THE DEFINITION OF THESE TWO VARIANTS IN THE CAPTION OF TABLE I

3) Results:
We first evaluate various methods on H3.6M. Besides being compared to the state-of-the-art works, CoGNNs are also compared to two degenerated variants: that is, “CoGNN (no \( W \))” and “CoGNN (e2e \( W \))”; see introduction in the experiments of online simulated trajectory prediction. Table II shows the forecasting MPJPEs on four representative actions: “walking,” “eating,” “smoking,” and “discussion,” presenting the average MPJPEs at the future 80, 160, 320, and 400 ms. We also show the running time costs; that is, the average time at each training/testing iteration during online learning. We see that: 1) compared to the state-of-the-art methods, CoGNNs achieve more precise forecasting and outperform the baselines; 2) compared to the model variants, “no \( W \)” and “e2e \( W \),” CoGNNs consistently outperform them, demonstrating the importance of our interpretable collaborative graphs and the exponentiated update strategy; and 3) at each iteration of online learning, CoGNNs spend much less running time than baselines. See the prediction of another 11 actions in the Appendix.

NRI [5], Traj-GCN [15], DNRI [6], DMGNN [17], HisRep [65], and EvolveGraph [7]. For these offline methods, we also adjust them to take the same streaming data as our CoGNNs and generate future poses as effectively as possible in an online setting. For evaluation, we calculate the mean per joint position error (MPJPE) between each predicted pose and the corresponding ground-truth.

To further qualitatively evaluate our CoGNNs, we visualize the future poses produced by various methods for human motion prediction on the H3.6M dataset. We illustrate the motions of a clip of “walking,” which are predicted by different models at certain iteration step, respectively, during the online learning. We compare one existing model, DMGNN [17] and two variants of CoGNN: CoGNN-LSTM and CoGNN-TC (see Fig. 5). We see that, for the baseline model, DMGNN, there are large errors after the 160th ms of the prediction time, where the left arm on the human body cannot bend flexibly. As for the CoGNN-LSTM and CoGNN-TC, the generated poses are much closer to the ground truths.

Additionally, we test various methods on another large-scale dataset, CMU Mocap, for online motion prediction. The average prediction results (MPJPE) across all the actions at the future 80, 160, 320, and 400 ms as well as the running time costs are presented in Table III. We see that: 1) the proposed CoGNNs outperform the state-of-the-art methods with a large margin in terms of prediction performance and running time; 2) compared to the state-of-the-art methods, CoGNNs achieve more precise forecasting and outperform the baselines; 3) at each iteration of online learning, CoGNNs spend much less running time than baselines. See the prediction of another 11 actions in the Appendix.
TABLE III
AVERAGE MPJPEs OF CoGNNs AND BASELINES FOR MOTION PREDICTION ON CMU MOCAP. WE ALSO COMPARE TWO TYPES OF VARIANTS OF CoGNNs, THAT IS, “NO W_t” AND “e2e W_t”; SEE THE DEFINITION OF THESE TWO VARIANTS IN THE CAPTION OF TABLE I

| Baseline | Methods | 80     | 100    | 320    | 400    | Time/Iter (ms) |
|----------|---------|--------|--------|--------|--------|---------------|
| Res-sup [56] | 22.9   | 30.7   | 40.4   | 47.4   | 15.38  |
| CSM [64]   | 21.0   | 28.5   | 35.6   | 41.7   | 24.14  |
| NR1 [5]    | 19.7   | 26.7   | 33.6   | 41.1   | 19.56  |
| Traj-GCN [15] | 17.3   | 24.5   | 31.8   | 37.9   | 71.92  |
| DNRI [6]   | 18.3   | 25.5   | 32.4   | 38.9   | 28.08  |
| DMGNN [17] | 16.8   | 23.8   | 30.6   | 37.7   | 66.15  |
| HlsRep [65] | 15.6   | 21.9   | 28.7   | 35.2   | 81.05  |
| EvolverGraph [7] | 17.0   | 24.1   | 33.4   | 38.6   | 29.73  |

Fig. 5. Predicted samples for human motion prediction on the action of “walking” on H3.6M dataset.

efficiency and 2) the proposed CoGNNs achieve consistently better performances than the other two model variants to show the effectiveness of our collaborative mechanism. The detailed predictions of each activity are presented in the Appendix.

C. Online Traffic Speed Prediction

Furthermore, the proposed CoGNNs are also evaluated on the tasks of online traffic speed prediction.

1) Datasets: We conduct experiments on four large-scale traffic datasets in the real world, including the traffic data of Los Angeles county [67] or different regions of the California highway [68] as follows.

1) Los Angeles Metropolitan Transportation (METR-LA) contains traffic speed collected by 207 sensors around Los Angeles from March to June in 2012. 2) Performance measurement system at bay (PeMS-BAY) contains traffic speed at Bay Area collected by 325 sensors on CalTrans performance measurement system (PeMS) from January to May in 2017.

3) PeMS-D4 contains traffic speed collected by 307 sensors at San Francisco from January to February in 2018. 4) PeMS-D8 contains traffic speed collected by 170 sensors in San Bernardino from July to August in 2016.

We illustrate the traffic speed distribution of METR-LA in Fig. 4(c) as an example, where we denote that each sensor captures the dynamic traffic speed along time. For these datasets, we aggregate the data sequence into 5-min intervals from 30-s frequency. We take the past 12-frame-length (1 h) sequence as the input and forecast the next 12 frames.

2) Baselines and Evaluation Metrics: To evaluate the effectiveness our CoGNNs on the online traffic speed prediction, we introduce several state-of-the-art models for comparison, including ST-GCN [14], DCRNN [18], attention-based spatial-temporal graph convolutional network (ASTGCN) [13], G-WaveNet [31], spatial-temporal synchronous graph convolutional network (STSGCN) [4], and adaptive graph convolutional recurrent network (AGCRN) [66]. To test various methods, we utilize three metrics, which are mean absolute error (MAE), root MSE (RMSE), and mean absolute percentage error (MAPE) over the whole iterative training and test process.

3) Results: We compare CoGNNs to various algorithms on four datasets. We also test the degenerated variants of CoGNNs without collaborative graphs, that is, CoGNNs (no W_t). We evaluate on the mean MAE, mean RMSE, and mean MAPE as shown in Table IV. We see that: 1) compared to the previous works, our CoGNNs obtain the lowest errors on all the datasets and 2) compared to the model variants without collaborative graphs, the complete CoGNNs also achieve the much better prediction performances. The detailed traffic forecasts at different prediction times are presented in the Appendix.

D. Model Analysis

1) Regrets of Various Forms of CoGNNs: According to our theoretical regret analysis, the static regrets converge with $R_T = O(1/(T)^{1/2})$. Here, we compute and visualize the static regrets of different forms of CoGNNs to verify our analysis. For online motion prediction on H3.6M, we illustrate the regret curves along time within 4500 iterations [see Fig. 6(a)]. The regrets of three forms of CoGNNs could converge to very low values within approximately 2500 iterations. Additionally, the regret curves reflect that CoGNNs quickly close the performance gaps with the models that only consider the best collaborative pairs, showing the effectiveness and interpretation of our CoPUs.

2) Effect of Learning Rate $\eta$: The learning rate affects the training of the collaborative predictor and the collaborative graph in each CoPU. Here, we vary the learning rate $\eta$...
TABLE IV
COMPARISONS BETWEEN OUR CoGNNs AND STATE-OF-THE-ART METHODS FOR ONLINE TRAFFIC SPEED FORECASTING ON FOUR DATASETS BASED ON THREE METRICS. WE ALSO PRESENT THE DEGENERATED VARIANTS OF CoGNNs WHICH ABANDON THE COLLABORATIVE GRAPHS, THAT IS, “NO W”.

| Baselines | CoGNN-AR [41] | CoGNN-LSTM [41] | CoGNN-TC [41] |
|-----------|---------------|-----------------|---------------|
| MAE       | 5.68          | 4.55            | 4.42          |
| RMSE      | 8.92          | 7.66            | 7.10          |
| MAPE      | 13.0%         | 12.6%           | 11.2%         |

TABLE V
AVERAGE MPJPE OF CoGNNs WITH DIFFERENT NUMBERS OF CoPUs FOR ONLINE HUMAN MOTION PREDICTION

| Methods  | 1 CoPU | 2 CoPUs | 3 CoPUs | 4 CoPUs |
|----------|--------|---------|---------|---------|
| CoGNN-AR | 38.16  | 34.42   | 34.46   | 35.15   |
| CoGNN-LSTM | 28.48 | 26.73   | 27.47   | 26.92   |
| CoGNN-TC | 26.07  | 24.39   | 24.74   | 25.03   |

from 0.0075 to 0.125 to test the model performance for online motion prediction on H3.6M. The mean MPJPEs of different forms of CoGNNs are illustrated in Fig. 6(b). We see that, CoGNN-AR, CoGNN-LSTM, and CoGNN-TC achieve their best performance when $\eta$ is 0.075, 0.05, and 0.01, respectively. CoGNN-AR tends to be more stable with various $\eta$ than others; CoGNN-LSTM and CoGNN-TC obtain better performance given the reasonable $\eta$.

3) Effect of Number of CoPUs in CoGNNs: Here, we analyze how different numbers of CoPUs in the CoGNN architectures affect the performance. We test different forms of CoGNNs with 1–4 CoPUs for online human motion prediction on H3.6M. The mean MPJPEs are presented in Table V. For three forms of CoGNNs, two CoPUs help to achieve the lowest MPJPEs, which outperform the models with only one CoPU to different extents, showing the effectiveness of the progressively refinement. For 3 or 4 CoPUs, the model performance shows sub-par results due to the slight over-smoothing, but it still converges to stable values.

4) Visualization of the Learned Collaborative Graphs: To show that our model effectively captures the implicit systematic dependencies by learning collaborative graphs, here we visualize the learned collaborative graphs on the various tasks of online simulated trajectory prediction, human motion prediction and traffic speed prediction, respectively.

We first visualize the collaborative graphs for online simulated trajectory prediction. We compare the learned collaborative graphs and the predefined interactions that are used to simulate the particle interaction systems. We illustrate the adjacency matrices of both simulated graphs and learned graphs. To reflect that our model could adapt to the changing states of the interaction systems, we show the learned graphs at different iteration steps during the online learning process.

The adjacency matrices are illustrated in Fig. 7. We see that, at one iteration step, $t_1$ or $t_2$, the learned collaborative graph captures similar topologies to the simulated graphs with weighted edges to different extents. At different iteration steps, the collaborative graphs could adapt to the changing simulated interaction structures. Note that the element values of the graph adjacency matrices are not similar due to the normalization in our weight update algorithm, while we focus more on the visual similarity of topologies. In this way, we verify that the collaborative graph could reasonably depict the implicit interactions in the complex systems.

Here, we visualize the learned collaborative graphs on the H3.6M dataset. We use red segments to plot the graph edges whose weights are larger than 0.2 on human poses. Since any edge weights range from 0 to 1, and most of them are lower than 0.2, thus the plotted edges show the important collaborative pairs, that is, the important interaction between two agents. The graphs are illustrated in Fig. 8. In Fig. 8(a), different actions have different graphs, indicating distinct relations on specific actions; for example, arms and legs affect...
very strong spatial location attributes, and higher synergy tends to appear in more local areas, such as local congestion during peak hours; and two nodes farther apart are difficult to affect each other because of the decay of collaborative effects along distances.

VII. CONCLUSION

We develop a novel method to predict the future statuses of a multi-agent system online. We propose a novel CoPU, which uses a collaborative graph to aggregate multiple collaborative predictors that learn dynamics from collaborative pairs. The collaborative graph depicts the influence level of collaborative pairs, which are adjusted with the guidance from an explicit objective. The regret analysis show that our method achieves similar performance with the best single collaborative predictor. Multiple CoPUs are stacked in cascade as a CoGNN. Experiments demonstrate the effectiveness of our method for various multi-agent forecasting tasks.
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