Nature and nurture in hearing: Critical periods for therapy of deafness
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Abstract: The present manuscript reviews the contribution of cochlear implants to the understanding of the impact of congenital deafness on brain development. The results show that many characteristics of the afferent auditory system, particularly the anatomical features, are genetically determined (are in origin “nature”), and that experience is used to maintain and improve them to allow discriminating auditory stimuli. Experience (“nurture”) is additionally required to group the auditory features at the level of the auditory cortex into abstract “auditory objects.” This requires interaction between bottom-up and top-down streams of information processing, since features define objects and context (i.e. active objects) defines which features may carry relevant information in the given condition. The interaction of feature- and object-level-representation is allowed by columnar microcircuits. The integration of bottom-up and top-down streams of information also controls adult learning. Since congenital deafness interferes with the relevant microcircuitry of the cortical column, congenital deafness, if persisting beyond certain age, also leads to failure of key high-level auditory processes including the switch between juvenile and adult learning and therefore closes the sensitive periods for its therapy.
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1. INTRODUCTION

Sensory deprivation has been in focus of neuroscience since the time when the groundbreaking studies of Hubel and Wiesel provided evidence that the visual brain is developmentally plastic and that sensitive periods exist [1–3]. The most popular model has been monocular deprivation that, if initiated in early development, resulted in near complete loss of functional influence of the deprived ear on cortical neurons, i.e. lead to monocular blindness even if vision was restored late in development. While this concept has been supported by many recent studies [4–6], some aspects have been modified over the years. For example, while initially it has been assumed that initial formation of ocular dominance columns and their later modification by e.g. monocular deprivation, are both resulting from the same mechanisms, more recent studies revealed that this is not the case [7].

The concepts developed in the visual system have been assumed to hold also for other sensory systems. Nonetheless, the investigations in the visual system have been performed on cortical circuits specialized for visual processing, with complex patterns of interconnections resulting in orientation, color and ocular dominance columns assembled into so-called hypercolumns. This architecture is special in the visual system and results in the unique appearance of the primary visual cortex that differs from other sensory regions even when inspected under the microscope.

Experiments like those performed on the visual system were difficult to replicate in the auditory system. Visual deprivation can be induced by eyelid suturing or dark rearing. In the auditory system such modifications do not work: there is no equivalent to dark rearing, since in the auditory system the subject itself can produce sounds by interaction with the environment. Also closure of the ear canal does not result in hearing loss of more than 30 dB, which would be considered clinically as only as a “mild hearing loss” [8]. Furthermore, “somatosounds” produced by the animal itself (vocalizations, swallowing, sneezing, chewing, breathing, etc.), are not attenuated at all (may even by slightly amplified). In consequence, only destruction of the ear leads to total sound deprivation; however, this intervention is irreversible and precludes testing functional properties.

Therefore it took science more than three decades to reverse such dramatic hearing loss using cochlear implants [8,9]. These devices stimulate the auditory nerve electri-
cally and bypass the non-functional inner ear. Therefore, in combination with natural models of congenital deafness, like the deaf white cat [10–12] or pharmacologically neonatally deafened animals [13,14], deprivation and its functional restoration has become available in the auditory system. These studies could consequently be compared to outcomes in implanted humans, making the auditory system a model system to study deprivation. Last but not least, also consequences for development of language could be tested using implants.

2. LEARNING, DEAFNESS AND CRITICAL PERIODS

Learning in normal hearing animals developmentally undergoes a transition from (juvenile) learning based on passive exposure to (adult) learning based on internal control. This has been documented in all sensory systems, in the auditory system on several experimental models [15–19]. Therefore, juvenile brain plasticity is high and learning facilitated in childhood, particularly so-called statistical learning based on frequency of occurrence of sensory stimuli. Nonetheless, many of the functional properties in the afferent auditory pathway are inborn, resulting in inborn feature discrimination ability [20–22]. The brain of the young child is therefore designed to discriminate (differentiate) auditory stimuli. With experience, based on the high brain plasticity, it gains the ability to relate the features to each other and to group the features into auditory objects (entities that can be differentiated from the background) [23]). We learn to use such internal object-level representations to identify certain reoccurring biologically-relevant stimuli despite some inherent feature variability. A rose becomes a rose, despite the many different appearances, colors, sizes, despite the fact that each rose is in detail different from any other one. We gain the ability to generalize and abstract. This is also the basis for learning language, and among the first signs of this process is the loss of the ability to discriminate sounds that are not discriminated in mother tongue [24]. The loss in sensitivity for foreign phonemes is likely a by-product of the generalizations required to cope with the inherent variability of sounds of the mother tongue.

These concepts have been supported by studies on deaf animals tested with cochlear implants, demonstrating rudimentary feature representation, albeit with some degradation of this ability (review in [25]). Interestingly, some of the deficits observed here could be counter-balanced by early cochlear implantation and chronic stimulation using a portable sound processor [26–30]. Also specific adaptations to electrical stimulation were observed [13,26,31,32]. These and other studies provided the evidence base for the present clinical use of the cochlear implants in pediatric hearing loss [8].

Critical periods for cochlear-implants related hearing restoration have been observed: only early implantation, within the first months of life in the cat, could induce extensive plasticity and maturation in the auditory system [27], similar to what was observed in the visual system. This cochlear-implant induced maturation, when initiated early in life, likely rests on the higher (juvenile) synaptic plasticity of the brain based on a juvenile composition of the synaptic apparatus on excitatory and inhibitory synapses and cell membrane properties [18,33–35].

However, also dissimilarities were observed to the visual system: In single-sided deafness the deaf ear was underrepresented in the cortex bilaterally if the deafness set in within an early sensitive period [36–38], however, in no case the representation of the deprived sensory organ was eliminated in the auditory cortex. In the visual system, on the other hand, the eye occluded lost the ability to drive cortical neurons, leading to blindness on that eye (discussion in [37,39]). Such better preservation of the deprived ear was found despite of the substantially longer and more severe auditory deprivation than the deprivation tested in the visual system [37,39]. The difference is most likely the consequence of the different architecture of these two sensory systems. In the visual system the binocular convergence appears first in the primary visual cortex, whereas in the auditory system it takes place already in the brainstem and the cortex only inherits the binaural properties [39]. The site of convergence and the different plasticity potential of these structures explain the different susceptibility of the respective systems to monaural and monocular deprivation.

Additional observations allowed eventually explaining why in profoundly deaf children a critical period for therapy is observed [40–42]. Congenital deprivation resulted in an extensive deficit in the processing of cortical columns, with desynchronization of activity between layers and loss of activity in deep layers [43], reversible by early cochlear implant stimulation [29]. In addition, a morphological correlate in dystrophic changes of layers IV, V and VI was recently observed in both primary and two secondary auditory areas [44]. Since the deep layers V and VI are the major source of long-range top-down information, and together with upper layers also a recipient of top-down influences, these observations suggested that the cortical column loses the ability to integrate the bottom-up and top-down stream of information in congenital deafness [22,45]. Recently, evidence supporting this concept was obtained using analysis of oscillatory cortical responses. These can be differentiated into evoked and induced [46]. Evoked responses are strongly determined by the sensory stimulus and thus are tightly phase-locked to the stimulus. Therefore, they appear at the same phase and timing with each repetition of the stimulus. Induced
responses, on the other hand, are generated by the stimulus, but differ in phase and timing between trials; they typically appear 100 ms or more after the stimulus onset. They are the consequence of the interaction between sensory (thalamic) input and other active corticocortical (top-down) inputs. A dissociation of the effect of congenital deafness on evoked and induced responses was noted, with much more extensive effects on the induced responses in both primary and secondary auditory areas [47]. It was consequently concluded that the ability to integrate the sensory input into cortical processing is substantially compromised in congenital deafness [47]. This is of much more than theoretical importance: such interaction is essential for learning that in the adult subjects is initiated by a violation of expectation—from so-called prediction error [48–50].

In consequence, the congenitally deaf auditory system at the end of the developmental period reaches a state that is somewhere in between the juvenile, highly plastic state capable of learning through passive stimulus exposure and the adult, less plastic but characterized by learning controlled by the subject and the active internal model. Neither mechanisms work, the brain is in condition where adaptive plasticity is no longer possible and critical periods for therapy close [23].

Finally, an additional well-known process may contribute to closure of critical periods: a take-over of the deprived auditory system by another modality, e.g. the visual modality. This process has been a popular model for plasticity in all sensory systems [51–53]. However, the correlate of cross-modal plasticity has not been observed in all tested functions, and not all visual abilities were improved in congenitally deaf [52], indicating some limits in cross-modal plasticity. When this has been tested on congenitally deaf cats, out of seven visual functions only two were supranormal compared to hearing cats, namely visual localization to periphery and visual movement detection [54]. This matched the supranormal functions described in deaf humans [51,55,56]. The supranormal functions could be assigned to two secondary areas in the cat [54]. Consequently, the question was asked whether these two areas remain responsive to auditory stimulation or whether responsiveness is substantially reduced or eliminated in these cross-modal fields.

First the anatomical connections were inspected. However, these fields remained predominantly connected to the auditory structures and only few ectopic projections to the visual and somatosensory systems were found [57,58]. This indicated that the anatomical connectivity (that forms well before hearing onset) is surprisingly robust to deprivation effects. When recordings were performed in both of these fields, responsiveness to auditory stimulation was confirmed [47,59]. In direct comparison, increase of visual responsiveness was noted, but this did not substantially reduce auditory responsiveness [59]. In consequence, these data indicate that the negative (adverse) effect of cross-modal reorganization on auditory function is smaller than previously assumed. While these studies do not support some of the hypotheses of the crucial role of cross-modal reorganization in closing critical periods, they opened the door for the potential of multimodal training therapies in pediatric hearing loss.

3. CONCLUSIONS
Several mechanisms in combination appear essential in delineating the critical periods for therapy of deafness (for review, see [22,23]):

- Synaptic plasticity that decreases with increasing age during the juvenile period. It decreases (but does not eliminate) the potential for reorganization of the brain by passive sound exposure, thus reduces statistical learning ability.
- Feature representation in the central auditory system requires experience for maintenance and improvement; in absence of experience, feature representation is degraded. This compromises the starting point for learning.
- Cortical synaptic development that depends extensively on hearing experience. In congenital deafness, cortical microcircuits designed to compare bottom-up and top-down streams of information are compromised, resulting in lack of prediction-error-based control of learning that is characteristic for adult-type of auditory plasticity.
- Recruitment of the auditory resources for other (e.g. visual) tasks may contribute to closure of critical periods, but this influence is weaker than the other three factors mentioned above.
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