Weak anti-localization of two-dimensional holes in germanium beyond the diffusive regime
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Abstract

Gate-controllable spin-orbit coupling is often one requisite for spintronic devices. For practical spin field-effect transistors, another essential requirement is ballistic spin transport, where the spin precession length is shorter than the mean free path such that the gate-controlled spin precession is not randomized by disorder. In this letter, we report the observation of a gate-induced crossover from weak localization to weak anti-localization in the magneto-resistance of a high-mobility two-dimensional hole gas in a strained germanium quantum well. From the magneto-resistance, we extract the phase-coherence time, spin-orbit precession time, spin-orbit energy splitting, and cubic Rashba coefficient over a wide density range. The mobility and the mean free path increase with increasing hole density, while the spin precession length decreases due to increasingly stronger spin-orbit coupling. As the density becomes larger than $\sim 6 \times 10^{11}$ cm$^{-2}$, the spin precession length becomes shorter than the mean free path, and the system enters the ballistic spin transport regime. We also report here the numerical methods and code developed for calculating the magneto-resistance in the ballistic regime, where the commonly used HLN and ILP models for analyzing weak localization and anti-localization are not valid. These results pave the way toward silicon-compatible spintronic devices.
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Spin-orbit coupling (SOC) in low-dimensional semiconductor systems has received much attention for its importance in both fundamental studies and spintronic applications. For example, it is the underlying physical mechanism giving rise to the spin Hall effect [1] and the quantum spin Hall effect [2], and is also one essential ingredient for creating Majorana zero modes in conventional semiconductors [3–5]. For spintronic devices, SOC not only provides a means to control the rotation of carrier spins [6] but also lifts the degeneracy of the two spin states, enabling all-electric spin-selecting nanostructures [7, 8].

SOC in a two-dimensional (2D) system can be seen as a $k_{\|}$-dependent effective magnetic field induced by inversion asymmetry, where $k_{\|}$ is the in-plane wave vector. Carrier spins precess about the effective magnetic field axis with a precession frequency $|\Omega_3|$ determined by the strength of SOC. There are two types of SOC in a semiconductor heterostructure, the Rashba SOC and the Dresselhaus SOC. The former is caused by structural inversion asymmetry, typically along the growth direction of the thin-film heterostructure. In addition to the built-in structural asymmetry, the Rashba SOC can also be controlled by external electric fields through electrostatic gating. The Dresselhaus SOC exists in crystals with bulk inversion asymmetry, such as those with the Zincblende structure. In spintronic devices, such as the spin field-effect transistor (FET) proposed by Datta and Das [6], the Rashba SOC is the more relevant mechanism, owing to the gate tunability [9]. We also note that in Ge, the material system of interest in this work, the Dresselhaus SOC can be ignored because of the bulk inversion symmetry in this material.

In a 2D hole gas (2DHG), the Rashba SOC is cubic in $k_{\|}$ in the spin-orbit Hamiltonian ($H_{SO}$) due to the nature of the heavy hole band [10–12]:

$$H_{SO} = \hbar \sigma \cdot \Omega_3 = \alpha_3 E_z i \left( k_{\|}^3 \sigma_+ - k_{\|}^3 \sigma_- \right)$$

Here $\hbar$ is the reduced Planck constant, $\sigma$ is the Pauli vector, $\Omega_3$ is the precession frequency due to the cubic Rashba SOC, $\alpha_3$ is the cubic Rashba coefficient, $E_z$ is the effective electric field along the $z$ direction, $k_{\|} = k_x \pm ik_y$ where $k_x$ and $k_y$ are the components of $k_{\|}$, and $\sigma_{\pm} = (\sigma_x \pm \sigma_y)/2$ where $\sigma_x$ and $\sigma_y$ are the Pauli matrices. The details of cubic Rashba SOC are reviewed in Ref. [13].

Measurement of anomalous magneto-resistance due to weak localization (WL) and weak anti-localization (WAL) is one common method to study the SOC in low-dimensional systems. The WL effect is a positive resistance correction at low magnetic fields due to the
quantum interference of time-reversed paths taken by the carriers. The WAL effect, on the other hand, is a negative resistance correction at low magnetic fields caused by SOC in the system. SOC introduces a Berry phase of \( \pi \) between two time reversed paths and reverses the sign of the resistance correction \([14]\). The introduction of magnetic field breaks the time reversal symmetry and washes out the WL and WAL effect. The strength of SOC can be quantitatively characterized by extracting the spin precession length and time, together with phase coherence length and time, from the magneto-resistance using magneto-transport models developed for the WL and WAL effects. The most commonly used models are the HLN model proposed by Hikami et al. \([15]\) and the ILP model proposed by Iordanskii et al. \([16]\).

Despite most studies of SOC focused on III-V materials \([17–25]\), recent studies have demonstrated considerable SOC strength in Ge 2DHGs \([12, 26–29]\). There are two advantages of using Ge 2DHGs for spintronic applications. First, the Dresselhaus SOC is absent in a Ge 2DHG system, leaving the system purely governed by the tunable Rashba SOC. The second, and perhaps more important, advantage of Ge is its compatibility with modern complementary-metal-oxide-semiconductor (CMOS) technology. The controllability and scalability enabled by the unmatched CMOS technology make Ge a promising material candidate for spintronic devices.

A schematic of the valence band structure of Ge is shown in Fig. 1A. In bulk Ge, the six-fold degenerate valence band is lifted by SOC, forming a two-fold degenerate spin-orbit band (SO), a two-fold degenerate light hole band (LH), and a two-fold degenerate heavy hole band (HH), as shown in the left. The LH and HH bands are degenerate at \( k_{||} = 0 \). In a (100)-oriented compressively strained Ge quantum well (QW), this LH-HH degeneracy is lifted by strain and quantum confinement \([12]\), as shown in the middle. The HH band is the lower-energy band for holes, while the LH band is higher in energy by \( \Delta_{11}^{hl} \). The HH band is further split by the cubic Rashba SOC in Ge into two spin sub-bands with an energy splitting \( \Delta_{SO} \), as shown in the right.

Most of the previous studies on the SOC in Ge 2DHGs were carried out using modulation-doped heterostructures \([12, 26, 28]\). However, those structures suffer from either parallel conduction in the doping layer \([26, 28]\) or very low mobility \([12]\). Furthermore, the doping layer above the 2DHG could screen out the electric field from the top gate, resulting in limited gate tunability. This limited gate tunability is a significant constraint for spintronic
applications, where gating is used not only to control the Rashba SOC but also to implement spin filtering [30]. Using the undoped heterostructure FET (HFET) architecture allows us to circumvent these problems. We have previously reported the realization of high-mobility 2DHGs with very wide density ranges in Ge HFETs [31]. In particular, the density in a shallow Ge HFET with a QW-to-surface distance of 9 nm can be set as high as $7.5 \times 10^{11}$ cm$^{-2}$ with a mobility of $6.1 \times 10^{4}$ cm$^2$V$^{-1}$s$^{-1}$. In this work, we use this undoped Ge/GeSi heterostructure to study the SOC of high-mobility 2DHGs in a Ge QW through magneto-resistance measurements. We observe a crossover from WL to WAL as the hole density increases. The phase-coherence time, spin-orbit precession time, spin-orbit energy splitting, and cubic Rashba coefficient are extracted. The density dependence of these parameters shows that the Rashba SOC is widely tunable and that the 2DHG system enters the ballistic spin transport regime at high densities, two essential requirements for realizing Ge-based spin FETs.

An undoped Ge/GeSi heterostructure was grown on a Si (100) wafer by reduced pressure chemical vapor deposition with GeH$_4$ and SiH$_4$ as the precursors. First, 200 nm of Si followed by 200 nm relaxed Ge were grown on top of a Si (100) wafer. High-temperature in-situ annealing was then performed at 825$^\circ$C. On top of the Ge layer, the following layers were epitaxially grown in order: 100 nm of Ge, 3 $\mu$m of Ge$_{0.85}$Si$_{0.15}$, 24 nm of Ge, and 9 nm of Ge$_{0.85}$Si$_{0.15}$. The epitaxial layer structure is shown in Fig. 1B. The details of the growth and hole transport behavior were reported in our prior work [31]. The thicknesses of the Ge QW and GeSi top barrier layers were confirmed to be 24 and 9 nm, respectively, by cross-sectional transmission electron microscopy (XTEM), as shown in Fig. 1C.

Ge HFETs were fabricated using standard photolithography. Al was deposited by electron beam evaporation followed by lift-off. Rapid thermal annealing was performed to create Ohmic contacts. Then, 60 nm of Al$_2$O$_3$ was deposited using atomic layer deposition, followed by Ti/An deposition for the gate layer. Electrical access to the Ohmic contacts was made by etching away Al$_2$O$_3$ and deposition of metal pads. Low-field magneto-resistance was measured at 260 mK in a $^3$He cryogenic system using standard low-frequency lock-in techniques with the hole density modulated by varying the gate bias.

Figures 2A, 2B, and 2C show the longitudinal magneto-resistance $\rho_{xx}(B)$ at densities of 3.6, 4.7, and $6.6 \times 10^{11}$ cm$^{-2}$, respectively. In the low-density regime (Fig. 2A), the resistance decreases mostly monotonically with the magnetic field, which is known as the...
WL effect. A weak resistance dip at zero magnetic field due to the WAL effect is barely visible. As the hole density is increased by the gate voltage, the zero-field resistance dip becomes stronger, with a persisting broad background from the WL effect (Fig. 2B). At an even higher density, only the WAL peak remains and no WL effect is observed (Fig. 2C).

Since the WAL effect is caused by the SOC in the 2DHG system, the observed crossover from the WL-dominant regime to the WAL-dominant regime is evidence that the SOC is gate tunable. The WAL peak becomes more pronounced as the hole density increases, showing that the SOC effect is stronger at higher hole densities. This is consistent with the Rashba SOC. The increased bias voltage provides larger structural asymmetry through a larger electric field $E_z$. Furthermore, the higher density corresponds to a larger Fermi wave vector $k_F$. Both the larger $E_z$ and $k_F$ lead to stronger SOC.

To be more quantitative, one can extract the spin coherence length and the spin precession frequency from the magneto-resistance. The most common method of extracting the SOC parameters is to fit the magneto-resistance curves to the HLN model [15,18] or the ILP model [16,33,34]. However, for those two models to be applicable, the following two criteria need to be satisfied: (i) the system is in the diffusive spin transport regime, where the spin precession length $L_{SO}$ is much larger than the mean free path $L_{tr}$, and (ii) the applied magnetic field is smaller than the transport characteristic magnetic field $B_{tr}$, defined as $\hbar/2eL_{tr}^2$. In our high-mobility 2DHG system, $L_{tr}$ ranges from 0.2 $\mu$m to 1 $\mu$m, and $B_{tr}$ ranges from 0.1 to 10 mT. The measured magneto-resistance in this work is mostly outside the parameter space where the HLN and the ILP models are valid. To extract the spin-orbit parameters from our data, we use a more general formalism developed by Glazov and Golub (G&G) [32], which is valid beyond the two criteria and is applicable to our data. The nontrivial part in performing this analysis is to properly evaluate the numerical integrals for magneto-resistance corrections. In the Supplementary Information, we include a discussion on how to properly perform the numerical integral calculation as well as the details of the fitting process. Also included in the Supplementary Information is the code for performing such calculations. In Fig. 2D we show the magneto-conductivity $\Delta\sigma(B)$, defined as $\sigma(B) - \sigma(0)$, for a series of densities and the best fit curves. We can see that G&G’s model fits the measured magneto-resistance reasonably well.

At each density, we extract two parameters from the fitting: the spin-orbit precession frequency $\Omega_3$ and the phase coherence time $\tau_\phi$. The spin precession time $\tau_{SO}$ is defined as
$1/\Omega_3$, and the transport scattering time $\tau_{tr}$ is defined as $(m^*\mu)/e$, where $m^* = 0.08m_0$ is the hole effective mass in the 2D plane, obtained from temperature-dependent Shubnikov-de Haas (SdH) oscillations. $\tau_{SO}$, $\tau_\phi$, and $\tau_{tr}$ are shown in Fig. 3A. Figure 3B shows the three corresponding length scales, the spin precession length $L_{SO} = \tau_{SO} \times v_F$, the mean free path $L_{tr} = \tau_{tr} \times v_F$, and the phase coherence length $L_\phi = \sqrt{D\tau_\phi}$, where $v_F$ is the Fermi velocity and $D$ is the diffusion constant. As shown in Fig. 3(B), the spin precession length decreases monotonically with density. This is consistent with the argument earlier that the SOC in our 2DHG system become stronger as the density increases. Due to the nature of the WAL effect, in the regime where the WL background is absent, the magneto-resistance curve is mostly determined by $\tau_\phi$, and fitting only provides an upper bound of $\tau_{SO}$.

The results in Fig. 3 demonstrate the potential of using Ge 2DHG for spintronic applications. First, at $p > 6 \times 10^{11}$ cm$^{-2}$, the 2DHG enters the ballistic spin regime, where $\tau_{SO} < \tau_{tr} < \tau_\phi$. This allows holes to transport ballistically through a channel while the spin precesses [36]. Furthermore, the tunability of the strength of Rashba SOC is a crucial property for building spintronic devices, for it allows for a direct control of the spin precession rate using electrostatic gating [6]. The tunability of Rashba SOC in the Ge 2DHG is demonstrated by the gate-induced change in $L_{SO}$, from $\sim 2 \mu$m at $3.6 \times 10^{11}$ cm$^{-2}$ to below $0.1 \mu$m at $6.4 \times 10^{11}$ cm$^{-2}$, as shown in Fig. 3B. The observation of tunable Rashba SOC in the ballistic spin regime paves the way toward CMOS-compatible spin FETs, where gating controls whether a spin is parallel or antiparallel with the magnetization of the spin detector [37].

The cubic Rashba coefficient $\alpha_3$ and the spin-orbit energy splitting $\Delta_{SO}$ at the Fermi energy are shown in Fig. 4A and B, respectively. $\alpha_3$ and $\Delta_{SO}$ are calculated using the relation $\Delta_{SO} = \hbar|\Omega_3| = \alpha_3 E_z k_3^2$, where $E_z$ is the average z-direction electric field [38]. In the low-density regime where the error bars are small, the red dotted line shows that $\alpha_3$ decreases as $E_z$ increases. This counter-intuitive phenomenon has been reported experimentally [10, 39] and explained theoretically [38] by the change in LH-HH spin splitting energy with respect to $E_z$. A power-law dependence $\alpha_3 \sim E_z^{-4/3}$ is predicted in systems where the LH-HH splitting is dominated by quantum confinement in a triangular QW. On the other hand, $\alpha_3$ is expect to be invariant with respect to $E_z$ when the LH-HH splitting is dominated by strain-induced energy splitting. A weak power-law with an exponent of $\sim 0.5$ observed in this work suggests that both quantum confinement and strain contribute to the LH-HH
The $\Delta_{SO}$ shown in Fig. 4 is simply the rescaled spin-orbit precession frequency $\Omega_3$ for comparison purposes. It allows us to compare our results to the fitting results obtained by using the HLN model, shown as the red dots in Fig. 4. Although the criteria required by the HLN model are not satisfied, surprisingly the HLN model appears to fit the magneto-resistance reasonably well. Using the HLN model outside the regime where the model is valid, as is sometimes done in the literature \cite{35}, provides a reasonable estimate of the SOC strength. In Table I, we compare our extracted Rashba coefficient with those reported by other groups for a Ge 2DHG system. Here we use $\beta_3 = \alpha_3 E_z$ for comparison purposes. While the mobility of the 2DHG system in different studies varies significantly, the values of $\beta_3$ are all comparable in magnitude, on the order of $1 \times 10^{-28}$ eVm$^3$.

In conclusion, we observed a clear crossover from WL to WAL in magneto-resistance in an undoped Ge/GeSi 2DHG system. The gate tunability of Rashba SOC strength is demonstrated. Further analyses suggest that the system enters the ballistic spin transport regime at $p > 6 \times 10^{11}$ cm$^{-2}$. The ballistic spin transport, combined with the tunable Rashba SOC, makes undoped Ge HFETs a promising architecture for CMOS-compatible spintronic devices.
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FIG. 1.  (A) The valence band structure of a compressively strained Ge QW. The degenerate LH and HH bands in the bulk band structure, shown in the left, split with an energy spacing of $\Delta_{hl}^{11}$ because of strain and quantum confinement, as shown in the middle. SOC further splits the HH band into two spin subband at finite $k_{||}$, as shown in the right. (B) Schematic cross-section and (C) XTEM image of the epitaxial heterostructure.
FIG. 2. The magneto-resistance at densities $p = (A)\ 3.6$, (B) 4.7, and (C) $6.6 \times 10^{11}$ cm$^{-2}$, respectively. (D) The magneto-conductance $\Delta \sigma$ at $p = 3.6, 4.1, 4.7, 5.1, 5.5$, and $6.6 \times 10^{11}$ cm$^{-2}$, from top to bottom. The black lines represent the best fit curves from G&G’s model [32]. The curves are shifted vertically for clarity.
FIG. 3. (A) Time and (B) the corresponding length scales obtained from the curve fitting of magneto-resistance. The subscripts \(SO\), \(\phi\), and \(tr\) indicate spin-orbit, phase coherence, and transport. The uncertainty of fitting parameters is indicated by the shaded regions.
FIG. 4.  (A) The cubic Rashba coefficient ($\alpha_3$) as a function of the vertical electric field in a log-log plot. The inset shows a zoom-in view at smaller electric fields. The red dashed line indicates a power-law dependence with an exponent of -0.5. (B) The energy splitting between the two spin sub-bands $\Delta_{SO}$ extracted from the parameters in Fig. 3. The uncertainty of fitting parameters is indicated by the shaded regions.