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Abstract
In this paper, we consider the well-posedness of the inhomogeneous nonlinear bi-
harmonic Schrödinger equation with spatial inhomogeneity coefficient
$K(x)$ behaves
like $|x|^{-b}$ for $0 < b < \min \{\frac{4}{N}, 4\}$. We show the local well-posedness in the whole
$H^s$-subcritical case, with $0 < s \leq 2$. The difficulties of this problem come from the
singularity of $K(x)$ and the lack of differentiability of the nonlinear term. To resolve
this, we derive the bilinear Strichartz’s type estimates for the nonlinear biharmonic
Schrödinger equations in Besov spaces.
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1 Introduction
In this paper, we consider the Cauchy problem associated to the inhomogeneous bihar-
monic nonlinear Schrödinger equation
\[
\begin{aligned}
&i\partial_t u + \Delta^2 u + \mu \Delta u + K(x)f(u) = 0, \quad t \in \mathbb{R}, x \in \mathbb{R}^N \\
&u(0, x) = \varphi(x)
\end{aligned}
\]
where $N \geq 1$, $\mu = -1$ or $0$, $u : \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{C}$ is a complex-valued function, $K(x)$, $f(u)$ are the inhomogeneity coefficient and the nonlinear term, respectively. Note that if $\mu = 0$ and
$K(x) = \lambda |x|^{-b}$, $f(u) = |u|^\alpha u$ with $\lambda \in \mathbb{C}$, $0 < b < \min \{4, \frac{N}{2}\}$, $\alpha > 0$, the equation
\[(1.1)\]
is invariant under the scaling, $u_k(t, x) = k^{\frac{4+b}{4}} u(k^{4}t, kx)$, $k > 0$. This means if $u$ is a solution of \[(1.1)\] with the initial datum $\varphi$, so is $u_k$ with the initial datum $\phi_k = k^{\frac{4+b}{4}} \phi(kx)$.
Computing the homogeneous Sobolev norm, we get
\[
\|\phi_k\|_{H^s} = k^{s - \frac{N}{2} + \frac{4+b}{4}} \|\phi\|_{H^s}.
\]
The Sobolev index which leaves the scaling symmetry invariant is called the critical index
and is defined as $s_c = \frac{N}{2} - \frac{4+b}{4}$. If $s_c < s$ (equivalently $\alpha = \frac{k-2b}{4}$), the Cauchy problem
\[(1.1)\]
is known as $H^s$-critical; if $s_c > s$ (equivalently $0 < \alpha$, $(N - 2s)\alpha < 8 - 2b$), it is
called $H^s$-subcritical. The limiting case $b = 0$ (classical biharmonic nonlinear Schrödinger
equation, also called the fourth-order Schrödinger equation) has been introduced by Karp-
man [22], and Karpman–Shagalov [23] to take into account the role of small fourth-order
dispersion terms in the propagation of intense laser beams in a bulk medium with Kerr
nonlinearity. Since then, the study of nonlinear fourth-order Schrödinger equation has
been attracted a lot of interest in the past decade. See [11, 16, 20, 27, 28, 30, 31] and references cited therein.

The equation in (1.1) has a counterpart for the Laplacian operator, namely, the inhomogeneous nonlinear Schrödinger equation

\[ i\partial_t u + \Delta u + K(x)|u|\alpha u = 0. \]  

(1.2)

In Gill [14] and Liu-Tripathi [25], it was suggested that stable high power propagation can be achieved in a plasma by sending a preliminary laser beam that creates a channel with a reduced electron density, and thus reduces the nonlinearity inside the channel. In this case, the beam propagation can be modeled by the inhomogeneous nonlinear Schrödinger equation (1.2). In addition, Fibich and Wang [11] investigated (1.2) for \( K(\varepsilon|x|) \) with \( \varepsilon > 0 \) (see also [18]). For other interesting Physical applications of (1.2), we refer to [2, 3, 4, 21, 26, 33, 34] and the references therein.

Let us first review some known well-posedness results for (1.2). We shall assume \( K(x) = \lambda|x|^{-\beta} \) with \( \lambda \in \mathbb{R}, 0 < \beta < 2 \) to make the review shorter. Genoud and Stuart [13] first showed the local well-posedness in \( H^1(\mathbb{R}^N) \) for \( 0 < \beta < \min\{2, N\} \) and \( 0 < \alpha \), \( (N-2)\alpha < 4-2\beta \) by using the abstract argument of Cazenave [6], which does not use Strichartz’s estimates. In this case, Genoud [12] and Farah [10] also showed how small should be the initial data to have global well-posedness, respectively, in the spirit of Weinstein [35] and Holmer-Roudenko [17] for the classical case \( \beta = 0 \). Recently, using Strichartz’s estimate and the contraction mapping argument, Guzmán [15] showed the local well-posedness of (1.2) for \( 0 < \alpha \), \( (N-2)\alpha < 4-2\beta \), but under the restrictions: \( b < \frac{N}{2} \) if \( N \leq 3 \). This restriction is a bit improved by Dinh [8] in dimension \( N = 3 \), for \( 0 < \beta < \frac{4}{3} \) but for more restricted values \( \alpha < \frac{6-4\beta}{2N} \). Although these results are a bit weak on the range of \( b \) compared with the result of Genoud-Stuart, they provide more information on the solution due to the Strichartz’s estimates. In particular, one can know that the local solutions belong to \( L^p_{loc}([0,T_{\text{max}}),L^q(\mathbb{R}^N)) \) for any Schrödinger admissible pair \((p,q)\). In general, such property plays an important role in studying other interesting problems, for instance, scattering and blow up. Finally, we review the well-posedness of (1.2) in \( H^s \). Defining

\[
\hat{2} := \begin{cases} 
\min\{2, 1 + \frac{n-2s}{2}\}, & n \geq 3, \\
\frac{n}{s}, & n = 1, 2,
\end{cases}
\]  

(1.3)

it was proved in [1] that, for \( N \geq 1, 0 < b < \hat{2} \), and \( 0 \leq s < \frac{N}{4} \), \( 0 < \alpha < \frac{4-2\beta}{N-2s} \) or \( \frac{N}{2} \leq s < \min\{N, \frac{N}{2} + 1\} \), \( 0 < \alpha < \infty \), the Cauchy problem (1.2) is local well-posed in \( H^s(\mathbb{R}^N) \). Moreover, it was proved in [24] that (1.2) is local well-posed in a weighted Sobolev space for \( N \geq 3, 0 < s < \frac{1}{2} \), \( \max\left\{ \frac{26-3N}{12}, \frac{12s + 4Ns - 8s^2}{N+4s} \right\} < b < 2 \) and \( \max\left\{ 0, \frac{10s - 2s^2}{N-2s} \right\} \). In this paper we are interested in studying the well-posedness for (1.1) in \( H^s(\mathbb{R}^N) \), with \( 0 < s \leq 2 \). This problem was firstly studied by C.M. Guzmán and A. Pastor [16] for \( K(x) = \lambda|x|^{-b}, f(u) = |u|^\alpha u, \lambda \in \mathbb{R} \). They proved the local-well posedness in \( H^2 \) for \( N \geq 3, 0 < b < \min\{ \frac{N}{2}, 4 \} \), \( \max\left\{ 0, \frac{2(1-b)}{N} \right\} \). Also, they proved global well-posedness in the mass-subcritical and mass-critical cases in \( H^2 \), that
Definition 1.3. Let established (see Lemmas 4.1–4.10) and applying various embeddings in nonlinear estimates, we can when we consider not only pure power but also more complicated nonlinear terms. This can be an advantage falls on different functions. Thus we can choose the index more flexible when establishing the nonlinear estimates needed for the contraction argument. That is why local well-posedness in $\dot{H}^s$ is due to the singularity of inhomogeneity coefficient and the lack of differentiability of the nonlinear term. To resolve this, we derive the following bilinear Strichartz’s type estimates for nonlinear biharmonic Schrödinger equations in Besov spaces, by which we can replace the spatial derivative of order $s$ with the fractional order time derivative of order $s/4$. For the definition of the bilharmonic admissible set $\Lambda_b$, we refer to Section 2.

Proposition 1.1. Let $N \geq 1$, $\mu = 0$ or $-1$, $0 < s \leq 2$, $(q, r)$, $(\gamma_0, \rho_0)$, $(\gamma, \rho)$, $(\gamma_1, \rho_1) \in \Lambda_b$ be four biharmonic admissible pairs, and $1 \leq \bar{q}, \bar{r} \leq 2$ with $\frac{1}{q} + \frac{1}{r} = \frac{1}{2} - \frac{1}{s} = 4 - s$. Then for any $\varphi \in H^s(\mathbb{R}^N)$ and $f \in B^{4/2}_{\bar{q}, \bar{r}} \cap L^7 L^\infty$, we have $e^{it(\Delta^2 + \mu \Delta)} \varphi, Gf \in C(\mathbb{R}, H^s)$, where

$$(Gf)(t) := \int_0^t e^{i(t-s)(\Delta^2 + \mu \Delta)} f(s) ds.$$ 

Moreover, the following inequalities hold:

$$\|e^{it(\Delta^2 + \mu \Delta)} \varphi\|_{L^q B^{s/2}_{\bar{q}, r} \cap B^{s/2}_{\bar{q}, \bar{r}} L^r} \lesssim \|\varphi\|_{H^s},$$

and

$$\|Gf\|_{L^q B^{s/2}_{\bar{q}, r} \cap B^{s/2}_{\bar{q}, \bar{r}} L^r} \lesssim \left( \int_{-\infty}^{\infty} \left| \tau \right|^{-s/4} \|g(t - \tau)(f(t) - f(t))\|_{L^q L^{\rho_0}}^2 \frac{d\tau}{|\tau|} \right)^{1/2}$$

$$+ \left( \int_{-\infty}^{\infty} \left| \tau \right|^{-s/4} \|g(t - \tau) - g(t)\|_{L^{\gamma_1} L^{\rho_1}}^2 \frac{d\tau}{|\tau|} \right)^{1/2} + \|fg\|_{L^{q'} L^{\rho'} \cap L^7 L^\infty}. \quad (1.5)$$

Remark 1.2. Proposition (1.1) is a refinement of the following inequality previously obtained by Nakamura and Wada for classical Schrödinger equation in [29]:

$$\|Gf\|_{L^q B^{s/2}_{\bar{q}, r} \cap B^{s/2}_{\bar{q}, \bar{r}} L^r} \lesssim \|f\|_{B^{s/2}_{q, 2} L^r}^{1/2} + \|f\|_{L^7 L^\infty},$$

where $0 < s < 2$, $(q, r)$, $(\gamma, \rho)$ are two classical Schrödinger admissible pairs and $1 \leq \bar{q}, \bar{r} \leq 2$ with $\frac{2}{q} - N \left( \frac{1}{2} - \frac{1}{s} \right) = 2 - s$. The most important advantage of our new estimates [16] is that we can choose the admissible pairs $(\gamma_0, \rho_0)$, $(\gamma_1, \rho_1)$ independently when the difference falls on different functions. Thus we can choose the index more flexible when establishing the nonlinear estimates needed for the contraction argument. This can be an advantage when we consider not only pure power but also more complicated nonlinear terms.

Using the bilinear Strichartz’s type estimate, the detailed technique of choosing indices (see Lemmas 4.1–4.10) and applying various embeddings in nonlinear estimates, we can establish the $H^s$ local well-posedness for (1.1) in the whole $H^s$ subcritical case, with $0 < s \leq 2$. Before stating our results, we give the following notation.

Definition 1.3. Let $f \in C^{1}(C, \mathbb{C})$ in the real sense. We say that $f$ belongs to the class $\alpha$ if it satisfies $f(0) = 0$ and

$$|f'(z_1) - f'(z_2)| \lesssim (|z_1|^{\alpha - 1} + |z_2|^{\alpha - 1}) |z_1 - z_2|, \quad \forall z_1, z_2 \in \mathbb{C}.$$ \quad (1.6)
Remark 1.4. We note that the power type nonlinearities $f(u) = \lambda |u|^\alpha$ and $f(u) = \lambda |u|^{\alpha+1}$ with $\lambda \in \mathbb{C}$, $\alpha > 0$ are in the class $C(\alpha)$. Moreover, for any $\alpha > 0$ and $f \in C(\alpha)$, it is easy to check that the following inequality holds for any $u,v \in \mathbb{C}$,

$$|f(u) - f(v)| \lesssim (|u|^\alpha + |v|^\alpha) |u - v|.$$  \hspace{1cm} (1.7)

Now we are ready to state our main result.

Theorem 1.5. Let $N \geq 1$, $\mu = 0$ or $-1$, $\beta > \max \left\{2, N \right\}$, $0 < s \leq 2$, $0 < \alpha$, $(N - 2s) \alpha < 8 - 2N$, $f \in C(\alpha)$, and $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N)$. Given $\varphi \in H^s(\mathbb{R}^N)$, there exists $T_{\text{max}}(\varphi) \in (0, \infty]$ and a unique maximum solution $u \in C([0,T_{\text{max}}(\varphi)), H^s) \cap (q,r) \in L^q \left(0,T_{\text{max}}(\varphi), \delta_{s,2}\right)$ to the Cauchy problem (1.7), with the following blowup alternative holds:

$$\lim_{t \uparrow T_{\text{max}}} \|u(t)\|_{H^s} = \infty, \hspace{1cm} \text{if } T_{\text{max}}(\varphi) < \infty. \hspace{1cm} (1.8)$$

Moreover, if $\varphi_n \rightharpoonup \varphi$ in $H^s(\mathbb{R}^N)$ and $u_n$ denotes the solution of (1.7) with the initial value $\varphi_n$, then $u_n \rightharpoonup u$ in $C([0,A], H^s(\mathbb{R}^N))$ for any $0 < A < T_{\text{max}}(\varphi)$.

The argument used to derive Theorem 1.5 can also be applied to the classical inhomogeneous nonlinear Schrödinger equation (1.12). More precisely, we can establish the bilinear Strichartz’s type estimate for (1.12) in the spirit of Proposition 1.1. Then we choose the index as in Lemmas 4.1–4.10 to establish a series of estimates needed in the contraction argument. Therefore this improves the above mentioned results in [11, 24] on the validity of $\alpha$ and $\beta$ in the case $0 < s < 1$.

If $K(x) = \lambda |x|^{-b}$ and $f(u) = |u|^\alpha u$, with $\lambda \in \mathbb{C}$, $b > 0$, $\alpha > 0$, we then have the following result, which removes the lower bound $\alpha > 2(1-b)/N$ made in [10].

Corollary 1.6. Let $N \geq 1$, $0 < b < \min \left\{2, N \right\}$, $0 < \alpha$, $(N - 2s) \alpha < 8 - 2b$, $\lambda \in \mathbb{C}$ and $\mu = -1$ or 0. Given $\varphi \in H^2(\mathbb{R}^N)$, there exists $T_{\text{max}}(\varphi) \in (0, \infty]$ and a unique maximum solution $u \in C([0,T_{\text{max}}(\varphi)), H^2) \cap (q,r) \in L^q \left(0,T_{\text{max}}(\varphi), \delta_{2,2}\right)$ to the Cauchy problem

$$\begin{cases}
    i\partial_t u + (\Delta^2 + \mu \Delta)u + \lambda |x|^{-b} |u|^{\alpha} u = 0, \\
    u(0,x) = \varphi(x),
\end{cases}$$

with the following blowup alternative holds:

$$\lim_{t \uparrow T_{\text{max}}} \|u(t)\|_{H^2} = \infty, \hspace{1cm} \text{if } T_{\text{max}}(\varphi) < \infty. \hspace{1cm}$$

Moreover, the continuous dependence upon the initial data holds.

If $K(x) = \lambda$ with $\lambda \in \mathbb{C}$ and $f(u) = |u|^\alpha u$, we then have the following result for fourth-order Schrödinger equation.

Corollary 1.7. Let $N \geq 1$, $0 < s \leq 2$, $0 < \alpha$, $(N - 2s) \alpha < 8$, $\lambda \in \mathbb{C}$ and $\mu = -1$ or 0. Given $\varphi \in H^s(\mathbb{R}^N)$, there exists $T_{\text{max}}(\varphi) \in (0, \infty]$ and a unique maximum solution $u \in C([0,T_{\text{max}}(\varphi)), H^s) \cap (q,r) \in L^q \left(0,T_{\text{max}}(\varphi), \delta_{s,2}\right)$ to the Cauchy problem

$$\begin{cases}
    i\partial_t u + (\Delta^2 + \mu \Delta)u + \lambda |u|^{\alpha} u = 0, \\
    u(0,x) = \varphi(x),
\end{cases}$$

with the following blowup alternative holds:

$$\lim_{t \uparrow T_{\text{max}}} \|u(t)\|_{H^s} = \infty, \hspace{1cm} \text{if } T_{\text{max}}(\varphi) < \infty. \hspace{1cm}$$

Moreover, the continuous dependence upon the initial data holds.
Remark 1.8. Corollary 1.7 improves the corresponding results of \[7, 9\] in the case \(0 < s \leq 2\). In \[7\], there is a additional assumption \(s \leq [\alpha]\) ([\alpha]) denotes the largest integer less than or equal to \(\alpha\) for the parameter \(\alpha\); and in \[8\], the continuous dependence \((u_n \to u)\) in \(C(\{0,T\},H^{s-\varepsilon})\) with \(\varepsilon > 0\) is weaker than the expected one.

In the sequel, we establish global existence results in energy space in the \(L^2\)-subcritical regime. We assume that \(K(x)\) is a real-valued function, which will be used to establish the conservation of the mass.

**Theorem 1.9.** Let \(N \geq 1\), \(\mu = 0\) or \(-1\), \(\beta = \max\{2, \frac{N}{2}\}\), \(0 < \alpha \leq \frac{8}{N} - \frac{2}{\beta}\), \(K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N)\) be a real-valued function, and \(f \in C(\mathbb{R})\) that satisfies

(i) \(f(a) \in \mathbb{R}\) for all \(a \geq 0\);

(ii) \(f(u) = \frac{\alpha}{|u|} f(|u|)\) for all \(u \in \mathbb{C} \setminus \{0\}\);

Then the local solution obtained in Theorem 1.5 with the initial datum \(\varphi\) can be extended globally-in-time if one of the following alternatives holds:

(i) \(0 < \alpha < \frac{8}{N} - \frac{2}{\beta}\), or

(ii) \(\alpha = \frac{8}{N} - \frac{2}{\beta}\) and \(\|\varphi\|_{L^2}\) sufficiently small.

If \(K(x) = \lambda |x|^{-b}\) and \(f(u) = |u|^\alpha u\) with \(\lambda \in \mathbb{R}\), we then have the following result, which removes the lower bound \(\alpha > \frac{2(1-b)}{N}\) made in \[10\].

**Corollary 1.10.** Let \(N \geq 1\), \(0 < b < \min\{\frac{N}{2}, 4\}\), \(0 < \alpha \leq \frac{8-2b}{N}\), and \(K(x) = \lambda |x|^{-b}\), \(f(u) = |u|^\alpha u\), \(\lambda \in \mathbb{R}\). Then the local solution obtained in Corollary 1.7 with the initial datum \(\varphi\) can be extended globally-in-time if one of the following alternatives holds:

(i) \(0 < \alpha < \frac{8-2b}{N}\), or

(ii) \(\alpha = \frac{8-2b}{N}\) and \(\|\varphi\|_{L^2}\) sufficiently small.

When \(K(x)\) is a complex-valued function, the solutions to (1.1) may blow up in finite time. In fact, for any given compact set \(M \subset \mathbb{R}^N\), it was proved in \[19\] that, for \(K(x) = \lambda\), \(f(u) = |u|^\alpha u\) with \(\text{Im}\lambda > 0\), \(0 < \alpha < \frac{8}{N}\), there exists a class of solutions to (1.1), which blows up exactly on \(M\).

The rest of the paper is organized as follows. In Section 2 we introduce some notations and give a review of the biharmonic Strichartz’s estimates. In Section 3 we establish the bilinear Strichartz’s type estimate. In Section 4 we establish the nonlinear estimates that are needed in the contraction argument. In Section 5 we give the proof of Theorem 1.5 and Theorem 1.9.

## 2 Preliminary

If \(X, Y\) are nonnegative quantities, we sometimes use \(X \lesssim Y\) for some positive constant \(C\). Pairs of conjugate indices are written as \(p\) and \(p’\), where \(1 \leq p \leq \infty\) and \(\frac{1}{p} + \frac{1}{p'} = 1\). We use \(L^p(\mathbb{R}^N)\) to denote the usual Lebesgue space and \(L^\gamma(I, L^p(\mathbb{R}^N))\) to denote the space-time Lebesgue spaces with the norm

\[
\|f\|_{L^\gamma(I, L^p(\mathbb{R}^N))} := \left(\int_I \|f\|_{L^p}^\gamma dt\right)^{1/\gamma}
\]

for any time slab \(I \subset \mathbb{R}\), with the usual modification when either \(\gamma\) or \(p\) is infinity. We also define the Fourier transform on \(\mathbb{R}, \mathbb{R}^N\) and \(\mathbb{R}^{1+N}\) by

\[
\hat{f}(\tau) = \int_{\mathbb{R}} f(t)e^{-i\tau t} dt, \quad \tau \in \mathbb{R};
\]
\[
\hat{f}(\xi) = \int_{\mathbb{R}^N} f(x)e^{-ix\cdot \xi}dx, \quad \xi \in \mathbb{R}^N;
\]
\[
\tilde{f}(\tau, \xi) = \int_{\mathbb{R}^{1+N}} f(t, x)e^{-ix\cdot \xi - it\tau}dxdt, \quad (\tau, \xi) \in \mathbb{R} \times \mathbb{R}^N,
\]
respectively.

Next, we review the definition of Besov spaces. Let \( \phi \) be a smooth function whose Fourier transform \( \hat{\phi} \) is a non-negative even function which satisfies \( \text{supp} \ \hat{\phi} \subset \{ \tau \in \mathbb{R}, 1/2 \leq |\tau| \leq 2 \} \) and \( \sum_{k=-\infty}^{\infty} \hat{\phi}(\tau/2^k) = 1 \) for any \( \tau \neq 0 \). For \( k \in \mathbb{Z} \), we put \( \hat{\phi}_k(\cdot) = \hat{\phi}(\cdot/2^k) \) and \( \psi = \sum_{j=-\infty}^{0} \phi_j \). Moreover, we define \( \chi_k = \sum_{j=k}^{k+1} \phi_j \) for \( k \geq 1 \) and \( \chi_0 = \psi + \phi_1 + \phi_2 \). For \( s \in \mathbb{R} \) and \( 1 \leq p, q \leq \infty \), we define the Besov space

\[
B_{p, q}^s(\mathbb{R}^N) = \left\{ u \in \mathcal{S}'(\mathbb{R}^N), \| u \|_{B_{p, q}^s(\mathbb{R}^N)} < \infty \right\}
\]
where \( \mathcal{S}'(\mathbb{R}^N) \) is the space of tempered distributions on \( \mathbb{R}^N \), and

\[
\| u \|_{B_{p, q}^s(\mathbb{R}^N)} = \| \psi \ast x u \|_{L^p(\mathbb{R}^N)} + \left\{ \sum_{k \geq 1} \left( 2^{sk} \| \phi_k \ast x u \|_{L^p(\mathbb{R}^N)} \right)^q \right\}^{1/q}, \quad q < \infty,
\]

\[
\sup_{k \geq 1} 2^{sk} \| \phi_k \ast x u \|_{L^p(\mathbb{R}^N)}, \quad q = \infty,
\]
where \( \ast \) denotes the convolution with respect to the variables in \( \mathbb{R}^N \). Here we use \( \phi_k \ast x u \) to denote \( \phi_k(\cdot - x) * u \). We also define \( \chi \ast x u, \psi \ast x u, \chi_0 \ast x u \) similarly. This is an abuse of symbol, but no confusion is likely to arise.

For \( 1 \leq q, \alpha \leq \infty \) and a Banach space \( V \), we denote the vector-valued Lebesgue space for functions on \( \mathbb{R} \) to \( V \) by \( L^q(\mathbb{R}, V) \). Then we define the vector-valued Sobolev space

\[
H^{1, q}(\mathbb{R}, V) = \{ u : u \in L^q(\mathbb{R}, V), \partial_t u \in L^q(\mathbb{R}, V) \}.
\]

Finally, we define the Besov space of vector-valued functions. Let \( \theta \in \mathbb{R}, 1 \leq q, \alpha \leq \infty \) and \( V \) be a Banach space. We put

\[
B_{q, \alpha}^\theta(\mathbb{R}, V) = \left\{ u \in \mathcal{S}'(\mathbb{R}, V); \| u \|_{B_{q, \alpha}^\theta(\mathbb{R}, V)} < \infty \right\},
\]
where

\[
\| u \|_{B_{q, \alpha}^\theta(\mathbb{R}, V)} = \| \psi \ast t u \|_{L^q(\mathbb{R}, V)} + \left\{ \sum_{k \geq 1} \left( 2^{\theta k} \| \phi_k \ast t u \|_{L^q(\mathbb{R}, V)} \right)^q \right\}^{1/q},
\]

(2.1)

with trivial modification if \( \alpha = \infty \). Here \( \ast \) denotes the convolution in \( \mathbb{R} \). Moreover, it is well-known that the norm (2.1) has the following equivalence

\[
\| u \|_{B_{q, \alpha}^\theta(\mathbb{R}, V)} \approx \| u \|_{L^q(\mathbb{R}, V)} + \left( \int_{\mathbb{R}} \int_{\mathbb{R}} \left( \frac{\tau^{-s} \| u(t) - u(t - \tau) \|_{L^q(\mathbb{R}, V)}^q}{|\tau|^q} \right) \frac{d\tau}{|\tau|^q} \right)^{1/q}.
\]

Following standard notations, we introduce Schrödinger admissible pair as well as the corresponding Strichartz’s estimate for the biharmonic Schrödinger equation.

**Definition 2.1.** A pair of Lebesgue space exponents \( (\gamma, \rho) \) is called biharmonic Schrödinger admissible for the equation (1.1) if \( (\gamma, \rho) \in \Lambda_b \) where

\[
\Lambda_b = \{ (\gamma, \rho) : 2 \leq \gamma, \rho \leq \infty, \frac{4}{\gamma} + \frac{N}{\rho} = \frac{N}{2}, (\gamma, \rho, N) \neq (2, \infty, 4) \}.
\]
Lemma 2.2 (Strichartz’s estimate for BNLS). Suppose that $(\gamma, \rho)$, $(a, b) \in \Lambda_b$ are two biharmonic admissible pairs, and $\mu = 0$ or $-1$. Then for any $u \in L^2(\mathbb{R}^N)$ and $h \in L^\gamma(\mathbb{R}, L^\mu(\mathbb{R}^N))$, we have

$$\|e^{it(\Delta^2 + \mu \Delta)}u\|_{L^\gamma L^\mu} \lesssim \|u\|_{L^2},$$

(2.2)

$$\left\| \int_0^t e^{i(t-s)(\Delta^2 + \mu \Delta)}h(s) \, ds \right\|_{L^\gamma L^\mu} \lesssim \|h\|_{L^\gamma L^\mu},$$

(2.3)

$$\left\| \int_0^\infty e^{i(t-s)(\Delta^2 + \mu \Delta)}h(s) \, ds \right\|_{L^\gamma L^\mu} \lesssim \|h\|_{L^\gamma L^\mu}.$$  

(2.4)

Proof. The estimates (2.2) and (2.4) are proved in [20]; and the proof of (2.4) is follows from an obvious adaptation of Corollary 2.3.6 in [6].

In this paper, we omit the integral domain for simplicity unless noted otherwise. For example, we write $L^q L^r = L^q(\mathbb{R}, L^r(\mathbb{R}^N))$, $L^q B^s_{r,2} = L^q(\mathbb{R}, B^s_{r,2}(\mathbb{R}^N))$ and $B^0_{q,2} L^r = B^0_{q,2}(\mathbb{R}, L^r(\mathbb{R}^N))$ etc.

3 Bilinear Strichartz’s type estimate

In this section we prove Proposition 1.1. First, we prepare several lemmas. We assume the functions $\phi, \chi_0, \psi, \phi_j, \chi_j$ are defined in Section 2.

Lemma 3.1 (Lemma 3.1 in [20]). Assume $N \geq 1$, $\mu = -1$ or $0$, and $K_j(t, x)(j \geq 1) : \mathbb{R} \times \mathbb{R}^N \to \mathbb{C}$ are defined by

$$K_j(t, x) = \frac{1}{(2\pi)^{1+N}} \int e^{it\tau + ix\xi} \hat{\phi}_j(|\xi|^4 - \mu |\xi|^2)(1 - \hat{\chi}_j(\tau)) \frac{d\tau d\xi}{i(\tau - |\xi|^2 + \mu |\xi|^2)}.$$

Then for any $0 < s < 4$, $1 \leq q \leq \infty$, $1 \leq r \leq \infty$ with $\frac{1}{q} - N(1 - \frac{s}{4}) = s$, we have

$$\|K_j\|_{L^s L^r} \leq C 2^{-js/4},$$

where the constant $C$ is independent of $j \geq 1$.

Lemma 3.2 (Lemma 3.3 in [20]). Let $s \in \mathbb{R}$, $1 \leq p, q \leq \infty$, then the norm defined by

$$\|u\|_{B^s_{p,q}(\mathbb{R}^N)} := \left\| \left( \mathcal{F}_\xi^{-1} \left( \hat{\phi}_j(|\xi|^4 - \mu |\xi|^2) \right) \right) \ast_x u \right\|_{L^p(\mathbb{R}^N)}$$

$$+ \left\{ \sum_{j \geq 1} \left( 2^j \left\| \left( \mathcal{F}_\xi^{-1} \left( \hat{\phi}_j(|\xi|^4 - \mu |\xi|^2)/2^j \right) \right) \ast_x u \right\|_{L^p(\mathbb{R}^N)} \right) \right\}^{1/q},$$

is equivalent to the norm $\|u\|_{B^s_{p,q}(\mathbb{R}^N)}$ for any function $u$.

In the rest of this section, we use the notation $\phi_j / 4 = \mathcal{F}_\xi^{-1} \left( \hat{\phi}_j(|\xi|^4 - \mu |\xi|^2) \right)$. This is an abuse of symbol, but no confusion is likely to arise. Under this notation, we obtain the following equivalence from Lemma 3.2

$$\|u\|_{B^s_{p,q}} \approx \left( \int \left( \mathcal{F}_\xi^{-1} \left( \hat{\phi}_j(|\xi|^4 - \mu |\xi|^2) \right) \right) \ast_x u \right)_{L^p} + \left( \sum_{j=1}^\infty \left( 2^{j/4} \left\| \phi_j / 4 \ast_x u \right\|_{L^p} \right)^q \right)^{1/q}$$

(3.1)

with trivial modification if $q = \infty$.  
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Moreover, from the interpolation theorem and Lemma 3.3, we have
\[
(L^\gamma (\mathbb{R}, L^\rho (\mathbb{R}^N)), H^{1,\gamma} (\mathbb{R}, L^\rho (\mathbb{R}^N)))_{\gamma, \rho} = B^\rho_{\gamma,q} (\mathbb{R}, L^\rho (\mathbb{R}^N)).
\]

**Proof of Proposition 1.1** The continuity of \( Gf \) and \( e^{it(\Delta^2+\mu\Delta)}\phi \) in time follows from density argument. We now prove the inequality (1.4). Using the similar argument as that used in the proof of Corollary 2.3.9 in [6], we obtain the following estimates and omit the details:
\[
\left\| \frac{d}{dt} e^{it(\Delta^2+\mu\Delta)}\phi \right\|_{L^q(\mathbb{R}, B^r_{p,2})} \lesssim \|\phi\|_{H^s},
\]
\[
\left\| e^{it(\Delta^2+\mu\Delta)}\phi \right\|_{L^q(\mathbb{R}, B^r_{p,2})} \lesssim \|\phi\|_{H^s},
\]
for any \( \tilde{s} > 0 \) and \((q, r) \in A_b\). Define the operator \( Gf := e^{it(\Delta^2+\mu\Delta)}f \), then we have
\[
G : L^2 \rightarrow L^q (\mathbb{R}, L^r),
\]
\[
G : H^4 \rightarrow H^{1,q} (\mathbb{R}, L^r).
\]

Moreover, from the interpolation theorem and Lemma 3.3, we have
\[
G : (L^2, H^4)_{s/4,2} \rightarrow (L^q (\mathbb{R}, L^r) \cap H^{1,q} (\mathbb{R}, L^r))_{s/4,2} = B^q_{s,2} (\mathbb{R}, L^r).
\]

The inequality (1.4) is now an immediate consequence of (3.2), (3.3) and \((L^2, H^4)_{s/4,2} = H^s\).

In what follows, we prove the estimate (1.5). Taking the Fourier transform, we get
\[
(G(fg)) \hat{\gamma} (t, \xi) = \int_{-\infty}^{\infty} \frac{e^{it\tau} - e^{it(|\xi|^4 + \mu|\xi|^2)}}{2\pi i (\tau - |\xi|^4 + \mu|\xi|^2)} \hat{f}\hat{g}(\tau, \xi) d\tau.
\]

From (3.4) and \( \phi_j * e^{ita} = e^{ita} \hat{\phi}_j(a), \forall a \in \mathbb{R} \), we obtain, for any \( j \geq 1 \),
\[
\phi_j * (G(fg)) \hat{\gamma} (t, \xi) = \int_{-\infty}^{\infty} \frac{e^{it\tau} - e^{it(|\xi|^4 + \mu|\xi|^2)}}{2\pi i (\tau - |\xi|^4 + \mu|\xi|^2)} \hat{f}\hat{g}(\tau, \xi) d\tau
\]
for any \( j \geq 1 \),
\[
\phi_j \ast (G(fg))(t, \xi) = \int_{-\infty}^{\infty} \frac{e^{it\tau} - e^{it(|\xi|^4 + \mu|\xi|^2)}}{2\pi i (\tau - |\xi|^4 + \mu|\xi|^2)} \hat{f}\hat{g}(\tau, \xi) d\tau.
\]

where we also used the fact that \( \hat{\chi}_k = 1 \) on the support of \( \hat{\phi}_k \). Moreover, since
\[
F^{-1}_\tau \left\{ \frac{1}{i(\tau - |\xi|^4 + \mu|\xi|^2)} \right\} (t) = \frac{1}{2} \text{sign}(t) e^{i|\tau|^4 - \mu|\tau|^2},
\]
we obtain
\[
\phi_j \ast (G(fg))
\]
\[
\begin{align*}
&= \frac{1}{2} \int_{-\infty}^{\infty} \text{sign}(t-\tau) e^{i(t-\tau)(\Delta^2+\mu \Delta)}(\phi_j *_t (fg)) (\tau) d\tau \\
&- \frac{1}{2} e^{i\tau(\Delta^2+\mu \Delta)} \int_{-\infty}^{\infty} \text{sign}(-\tau) e^{i\tau(\Delta^2+\mu \Delta)}(\phi_j/4 *_x x_j *_t (fg)) (\tau) d\tau \\
&- e^{i\tau(\Delta^2+\mu \Delta)} \{ K_j *_{t,x} x_j/4 *_x (fg) \}_{t=0,}
\end{align*}
\]

where \( K_j \) is the function defined in Lemma 3.1.

We first prove that

\[
\left( \sum_{j \geq 1} \left( \frac{2^{js/4}}{2^{s/4}} \| K_j *_{t,x} x_j/4 *_x (fg) \|_{\mathcal{L}^2} \right) \right)^{1/2} \lesssim \| fg \|_{\mathcal{L}^2}.
\] (3.5)

Let \( q_0, r_0, q_1, r_1 \) be given by the equation \( 1 = \frac{q_0}{q_1} + \frac{1}{q} \), \( 1 + \frac{1}{2} = \frac{1}{r_0} + \frac{1}{r} \), \( 1 + \frac{1}{q} = \frac{1}{r_1} + \frac{1}{q} \) and \( 1 + \frac{1}{r} = \frac{1}{r_1} + \frac{1}{q} \). Then it is easy to check that \( 1 \leq q_0, r_0, q_1, r_1 \leq \infty \) and \( \frac{4}{q_1} - N \left( 1 - \frac{1}{r_1} \right) = \frac{1}{q_1} - N \left( 1 - \frac{1}{r_1} \right) = s \). Thus from Young’s inequality and Lemma 3.1, we have

\[
\| K_j *_{t,x} x_j/4 *_x (fg) \|_{\mathcal{L}^2} \lesssim \| K_j \|_{\mathcal{L}^2} \| f \|_{\mathcal{L}^q} \| g \|_{\mathcal{L}^r} \lesssim 2^{-js/4} \| x_j/4 *_x (fg) \|_{\mathcal{L}^2}.
\] (3.7)

Since \( 1 \leq q, r \leq 2 \), it follows from (3.7) and Sobolev’s embedding \( \mathcal{L}^2(\mathbb{R}^N) \hookrightarrow \mathcal{B}^0_{2,2}(\mathbb{R}^N) \) that

\[
\left( \sum_{j \geq 1} \left( \frac{2^{js/4}}{2^{s/4}} \| K_j *_{t,x} x_j/4 *_x (fg) \|_{\mathcal{L}^2} \right) \right)^{1/2} \lesssim \left( \sum_{j \geq 1} \| x_j/4 *_x (fg) \|_{\mathcal{L}^2} \right)^{1/2} \| fg \|_{\mathcal{L}^2} \lesssim \| fg \|_{\mathcal{L}^2}.
\] (3.8)

Next, we prove that

\[
\left( \sum_{j \geq 1} \left( \frac{2^{js/4}}{2^{s/4}} \int_{-\infty}^{\infty} \text{sign}(t-\tau) e^{i(t-\tau)(\Delta^2+\mu \Delta)}(\phi_j *_t (fg)) d\tau \right) \right)^{1/2} \lesssim \left( \int_{-\infty}^{\infty} \left( |\tau|^{-s/4} \| g(t-\tau) f(t-\tau) - f(t) \|_{\mathcal{L}^q} \right)^2 \frac{d\tau}{|\tau|} \right)^{1/2} + \left( \int_{-\infty}^{\infty} \left( |\tau|^{-s/4} \| (g(t-\tau) - g(t)) f(t) \|_{\mathcal{L}^q} \right)^2 \frac{d\tau}{|\tau|} \right)^{1/2}.
\] (3.9)

Since \( \int_{-\infty}^{\infty} \phi(t) dt = \hat{\phi}(0) = 0 \), we have

\[
\phi_j *_t (fg)(t) = 2^j \int_{-\infty}^{\infty} \phi(2^j \tau) g(t-\tau) f(t-\tau) - f(t) \, d\tau + 2^j \int_{-\infty}^{\infty} \phi(2^j \tau) (g(t-\tau) - g(t)) f(t) \, d\tau.
\] (3.10)
From (3.10) and Strichartz’s estimate (2.4), we get

\[
\sum_{j \geq 1} \left( 2^{js/4} \left| \int_{-\infty}^{\infty} \text{sign}(t - \tau) e^{i(t-\tau)(\Delta^2 + \mu \Delta)} (\phi_j * \phi(t)) d\tau \right|_{L^s L^r} \right)^2 
\leq \sum_{j \geq 1} 2^{j(s/2+2)} \left( \int_{-\infty}^{\infty} |\phi(2^j \tau)| \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}} d\tau \right)^2 
+ \sum_{j \geq 1} 2^{j(s/2+2)} \left( \int_{-\infty}^{\infty} |\phi(2^j \tau)| \left| (g(t - \tau) - g(t)) f(t) \right|_{L^{6}_{\tau} L^{6}_{\theta}} d\tau \right)^2 
=: I + II.
\tag{3.11}
\]

For the estimate of \(I\), we have, by using Cauchy-Schwarz inequality,

\[
\left( \int_{-\infty}^{\infty} |\phi(2^j \tau)| \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}} d\tau \right)^2 
\leq \int_{2^j |\tau| \leq 1} (\phi(2^j \tau))^2 d\tau \int_{2^j |\tau| \leq 1} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau 
+ \int_{2^j |\tau| \geq 1} |\tau|^3 (\phi(2^j \tau))^2 d\tau \int_{2^j |\tau| \geq 1} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau 
\leq 2^{-j} \int_{2^j |\tau| \leq 1} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau 
+ 2^{-4j} \int_{2^j |\tau| \geq 1} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau.
\]

This inequality together with Fubini’s Theorem yields

\[
I \leq \sum_{j \geq 1} 2^{j(s/2+1)} \int_{2^j |\tau| \leq 1} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau 
+ \sum_{j \geq 1} 2^{j(s/2-2)} \int_{2^j |\tau| \geq 1} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau 
\leq \int_{-\infty}^{\infty} \sum_{2^j |\tau| \leq 1} 2^{j(s/2+1)} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau 
+ \int_{-\infty}^{\infty} \sum_{2^j |\tau| \geq 1} 2^{j(s/2-2)} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}}^2 d\tau 
\leq \int_{-\infty}^{\infty} \left( |\tau|^{-s/4} \left| g(t - \tau)(f(t - \tau) - f(t)) \right|_{L^6_{\tau} L^6_{\theta}} \right)^2 d\tau \left| \tau \right|.
\tag{3.12}
\]

Similarly, we have

\[
II \leq \int_{-\infty}^{\infty} \left( |\tau|^{-s/4} \left| (g(t - \tau) - g(t)) f(t) \right|_{L^{6}_{\tau} L^{6}_{\theta}} \right)^2 d\tau \left| \tau \right|.
\tag{3.13}
\]

The inequality (3.9) is now an immediate consequence of (3.11), (3.12) and (3.13).
Using the same method as that used to derive (3.9), we obtain
\[
\left( \sum_{j \geq 1} \left( \frac{2j}{4} \right) \| e^{it(\Delta^2 + \mu \Delta)} \|_{L^1 L^\infty} \sum_{j} \frac{1}{2} \right) \int_{-\infty}^{\infty} \text{sign}(t) e^{i\tau(\Delta^2 + \mu \Delta)} (\phi_{j/4} * x \chi_j * \epsilon (fg))(t) \ | \tau \rangle d\tau \right)^{1/2} 
\]
\[
\lesssim \left( \int_{-\infty}^{\infty} \left| \sum_{j} \frac{1}{2} \right| |g(t - \tau)| (f(t - \tau) - f(t)) \ | \tau \rangle d\tau \right)^{1/2} 
\]
\[
+ \left( \int_{-\infty}^{\infty} \left| \sum_{j} \frac{1}{2} \right| |g(t - \tau)| (f(t)) \ | \tau \rangle d\tau \right)^{1/2}. 
\] 
(3.14)

Since \( \| \psi \ast_t G(fg) \|_{L_x L_t^\infty} \lesssim \| fg \|_{L_x L_t^{\infty}} \), by Young's inequality and Strichartz's estimate (2.2), it follows from (3.5), (3.6), (3.9), (3.14) and Strichartz's estimate (2.2) that
\[
\| G(fg) \|_{B_x^{1/2} L_t^\infty} \lesssim \left\{ \int_{-\infty}^{\infty} \left| \sum_{j} \frac{1}{2} \right| |g(t - \tau)| (f(t - \tau) - f(t)) \ | \tau \rangle d\tau \right)^{1/2} 
\]
\[
+ \left( \int_{-\infty}^{\infty} \left| \sum_{j} \frac{1}{2} \right| |g(t - \tau)| (f(t)) \ | \tau \rangle d\tau \right)^{1/2} 
\]
\[
+ \| fg \|_{L_x^{\infty} L_t^{\infty} \cap L_t^{\infty}}. 
\] 
(3.15)

Finally, we estimate \( \| G(fg) \|_{L_x B_x^{1/2}} \). Similar to (3.9), we can write
\[
\phi_{j/4} * x (G(fg)) = \frac{1}{2} \int_{-\infty}^{\infty} \text{sign}(t) e^{i(t-\tau)(\Delta^2 + \mu \Delta)} (\phi_{j/4} * x \chi_j * \epsilon (fg))(t) \ | \tau \rangle d\tau 
\]
\[
+ \left( \int_{-\infty}^{\infty} \left| \sum_{j} \frac{1}{2} \right| \right) \left( \int_{-\infty}^{\infty} \text{sign}(t) e^{i\tau(\Delta^2 + \mu \Delta)} (\phi_{j/4} * x \chi_j * \epsilon (fg))(t) \ | \tau \rangle d\tau \right)^{1/2} 
\]
\[
- e^{it(\Delta^2 + \mu \Delta)} (\phi_{j/4} * x \chi_j * \epsilon (fg)) \mid \tau = 0. 
\]

Since \( \int_{-\infty}^{\infty} \text{sign}(t) d\tau = \chi(0) = 0 \), we can apply the equivalent norm in (3.11) and the same argument as that used to derive (3.10) to obtain
\[
\| G(fg) \|_{L_x B_x^{1/2}} \lesssim \left\{ \int_{-\infty}^{\infty} \left| \sum_{j} \frac{1}{2} \right| |g(t - \tau)| (f(t - \tau) - f(t)) \ | \tau \rangle d\tau \right)^{1/2} 
\]
\[
+ \left( \int_{-\infty}^{\infty} \left| \sum_{j} \frac{1}{2} \right| |g(t - \tau)| (f(t)) \ | \tau \rangle d\tau \right)^{1/2} 
\]
\[
+ \| fg \|_{L_x^{\infty} L_t^{\infty} \cap L_t^{\infty}}. 
\] 
(3.16)

This inequality together with (3.15) finishes the proof of Proposition 1.1. 

\[ \square \]

4 Nonlinear estimates

In this section, we prove the following lemmas, which provides an estimate for the nonlinearity in the Strichartz spaces. Before stating the Lemmas, we define
\[
1_{0 < \alpha < 1} = \begin{cases} 
1, & \text{if } 0 < \alpha < 1; \\
0, & \text{if } \alpha \geq 1,
\end{cases} 
\] 
\[
4^* = \begin{cases} 
\frac{2N}{N-1}, & \text{if } N \geq 5, \\
\infty, & \text{if } 1 \leq N \leq 4.
\end{cases} 
\]
We also define the norm,

\[ \|u\|_{C^s} := \sup_{(q,r) \in \Lambda_b} \|u\|_{L^s B_{2}^{s+4} \cap B_{q}^{r+4} L^r}, \]

\[ \|u\|_{L^s_{\text{loc}}, T^p} := \sup_{b-a=2T} \left( \int_{a}^{b} \|u\|_{L^p(R^N)}^q \, dt \right)^{1/q}, \]

where \( s > 0, 1 \leq p, q < \infty \) and \( T > 0 \). In the rest of this paper, we fix the cut off function \( \chi \in C_0^\infty((-2, 2)) \) with \( \chi|_{t \in [-1, 1]} = 1, \chi_T(t) = \chi(\frac{t}{T}) \). We first consider the case \( s < \frac{N}{2} \).

**Lemma 4.1.** Let \( N \geq 1, \beta > \max \{ 2, \frac{N}{2} \}, 0 < s \leq 2, s < \frac{N}{2}, 0 < \alpha, (N-2s)\alpha < 8-\frac{2N}{\beta}, f \in C(\alpha), \) and \( K(x) \in L^1(R^N) \cap L^2(R^N) \). There exist \((\gamma, \rho) \in \Lambda_b \) and \( \sigma > 0 \) such that

\[
\left( \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \left| \chi(x) (f(u) - f(v)) \right| \, dx \right)^2 \, dt \right)^{1/2} \lesssim T^\sigma (\|u\|_{X^s}^\alpha + \|v\|_{X^s}^\alpha) \|u - v\|_{X^s} \cdot (4.1)
\]

**Proof.** Let \( b = \frac{N}{\beta} \), then we have \( 0 < b < \min \{ \frac{N}{2}, 4 \} \) and \( (N-2s)\alpha < 8-2b \). We first claim that if \( (\gamma, \rho), (q, r) \in \Lambda_b \) are two admissible pairs that satisfy

\[
\begin{align*}
1 - \frac{1}{\gamma} - \frac{\alpha+1}{q} - \frac{s}{4} &> 0, \quad (4.2) \\
r &< \frac{N}{s}, \quad (4.3) \\
1 - \frac{1}{\rho} - (\alpha+1) \left( \frac{r}{N} - \frac{s}{N} \right) &> \frac{b}{N}, \quad (4.4)
\end{align*}
\]

then the inequality \((4.1)\) holds with \( \sigma = 1 - \frac{1}{\gamma} - \frac{\alpha+1}{q} - \frac{s}{4} \). In fact, let \( p, l \) be given by \( 1 - \frac{1}{\rho} = \frac{1}{\gamma} + (\alpha+1) \left( \frac{r}{N} - \frac{s}{N} \right) \) and \( 1 - \frac{1}{\gamma} = \frac{\alpha+1}{q} + \frac{1}{4} \), respectively. Then it is easy to check that \( 1 < l < \infty \) and \( 1 < p < \frac{N}{\beta} = \beta \); so that \( K(x) \in L^1(R^N) \cap L^2(R^N) \in L^p(R^N) \). From \([31, 7] \), Hölder’s inequality and Sobolev’s embedding \( B_{2}^{s+4} \hookrightarrow L^{\frac{N}{\beta}+4} \), and \( (N-2s)\alpha < 8-2b \), we have

\[
\begin{align*}
\|\chi(x) (f(u) - f(v))\|_{L^p L^q} &\lesssim \|\chi(x) (f(u) - f(v))\|_{L^p L^q} \|u - v\|_{X^s} \\
\lesssim &\|\chi(x) (f(u) - f(v))\|_{L^p L^q} \|u - v\|_{X^s}.
\end{align*}
\]

Moreover, from \((4.5)\), we have

\[
\left( \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \left| \chi(x) (f(u) - f(v)) \right| \, dx \right)^2 \, dt \right)^{1/2} \lesssim \|\chi_T\|_{L^p_{loc}} \|u\|_{L^q B_{2}^{s+4}} + \|v\|_{L^q B_{2}^{s+4}} \|u - v\|_{L^q B_{2}^{s+4}}.
\]

The inequality \((4.1)\) is now an immediate consequence of \((4.6)\) and \( \|\chi_T\|_{L^p_{loc}} \lesssim C_T T^{\frac{1}{2} - \frac{s}{4}} = C_T T^{\frac{1}{2} - \frac{N}{\beta} - \frac{s}{4}}. \)

To prove Lemma \((4.1)\), it suffices to provide two biharmonic admissible pairs \((\gamma, \rho), (q, r) \in \Lambda_b \) that satisfy \((4.2) - (4.4)\). We consider four cases.
Cases 1: \((N-2s)\alpha < 2s - 2b\). Let \(\gamma = q = \infty\), \(\rho = r = 2\). Then it is easy to check that \((\gamma, \rho), (q, r) \in \Lambda_b\) and \((4.2), (4.3)\) hold. For \((4.4)\), we have

\[
1 - \frac{1}{\rho} - (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right) - \frac{b}{N} = \frac{2s - 2b - (N - 2s)\alpha}{2N} > 0.
\]

Cases 2: \(2s - 2b \leq (N - 2s)\alpha < 4 + 2s - 2b\). Let \(q = \infty\), \(r = 2\) and

\[
\gamma = \frac{8}{(N - 2s)\alpha - 2s + 2b + \varepsilon}, \quad \rho = \frac{2N}{N + 2s - 2b - (N - 2s)\alpha - \varepsilon},
\]

where \(\varepsilon > 0\) sufficiently small such that

\[
\varepsilon < \min \left\{ 4 + 2s - 2b - (N - 2s)\alpha, \quad 8 - 2b - (N - 2s)\alpha, \quad 2 \right\}.
\]

Then it is easy to check that \((\gamma, \rho), (q, r) \in \Lambda_b\) and \((4.3)\) hold. Moreover, by direct computation, we have

\[
\begin{aligned}
1 - \frac{1}{\gamma} - \frac{\alpha + 1}{q} - \frac{s}{q} &= \frac{8 - 2b - (N - 2s)\alpha - \varepsilon}{8} > 0, \\
1 - \frac{1}{\rho} - (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right) &= \frac{2b + \varepsilon}{2N} > \frac{b}{N}.
\end{aligned}
\]

Hence we see that \((4.2)\) and \((4.3)\) hold.

Cases 3: \((N - 2s)\alpha \geq 4 + 2s - 2b\) and \(N \geq 5\). Let \(\gamma = 2, \rho = \frac{2N}{N - 4},\) and

\[
q = \frac{8(\alpha + 1)}{(N - 2s)\alpha - (4 + 2s - 2b) + 2\varepsilon}, \quad r = \frac{2N}{N + 2s(\alpha + 1) + 4 - 2b - 2\varepsilon},
\]

where \(\varepsilon > 0\) sufficiently small such that

\[
\varepsilon < \min \left\{ \frac{8 - 2b - (N - 2s)\alpha}{2}, \quad s \right\}.
\]

Then it is easy to check that and Then by direct calculation, we have \((\gamma, \rho), (q, r) \in \Lambda_b\) and

\[
\begin{aligned}
1 - \frac{1}{\gamma} - \frac{\alpha + 1}{q} - \frac{s}{q} &= \frac{8 - 2b - (N - 2s)\alpha - 2\varepsilon}{8} > 0, \\
\frac{N}{s} - r &= \frac{N(N + 4 - 2b - 2\varepsilon)}{s(2 + s(\alpha + 1) + 4 - 2b - 2\varepsilon)} > 0, \\
1 - \frac{1}{\rho} - (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right) &= \frac{b + \varepsilon}{N} > \frac{b}{N}.
\end{aligned}
\]

Hence we see that \((4.2)\) and \((4.4)\) hold.

Cases 4: \((N - 2s)\alpha \geq 4 + 2s - 2b\) and \(N \leq 4\). Let \(\gamma = \frac{8}{N(1-\varepsilon)}, \rho = \frac{2}{\varepsilon},\) and

\[
q = \frac{8(\alpha + 1)}{(N - 2s)\alpha - (1 - 2\varepsilon)N - 2s + 2b}, \quad r = \frac{N(\alpha + 1)}{(1 - \varepsilon)N - b + s(\alpha + 1)},
\]

where \(\varepsilon > 0\) sufficiently small such that

\[
\varepsilon < \min \left\{ \frac{N - b}{N}, \quad \frac{8 - 2b - (N - 2s)\alpha}{N} \right\}.
\]

Then by direct calculation, we have \((\gamma, \rho), (q, r) \in \Lambda_b\) and

\[
\begin{aligned}
1 - \frac{1}{\gamma} - \frac{\alpha + 1}{q} - \frac{s}{q} &= \frac{8 - 2b - \varepsilon N - (N - 2s)\alpha}{8} > 0, \\
\frac{N}{s} - r &= \frac{N((1 - \varepsilon)N - b)}{s((1 - \varepsilon)N - b + s(\alpha + 1))} > 0, \\
1 - \frac{1}{\rho} - (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right) &= \frac{2b + \varepsilon}{2N} > \frac{b}{N}.
\end{aligned}
\]

Hence we see that \((4.2)\) and \((4.4)\) hold. \(\square\)
Lemma 4.2. Let \( N \geq 1, \beta > \max \left\{ 2, \frac{N}{2} \right\}, 0 < s \leq 2, s < \frac{N}{2}, 0 < \alpha, (N - 2s) \alpha < 8 - \frac{2N}{s}, f \in C(\alpha), \text{ and } K(x) \in L^\infty(\mathbb{R}^N). \) There exist \((\gamma, \rho), (q, r) \in \Lambda_b \) and \( \sigma > 0 \) such that

\[
\left( \int_{-\infty}^{\infty} \left| t \right|^{-s/4} \left\| \chi_T(t - \tau) - \chi_T(\tau) \right\|_{L^\gamma L^\sigma} \left( f(u) - f(v) \right) \right)^2 \left\| f \right\|_{L^\gamma L^\sigma} \frac{dt}{|t|} \right)^{1/2} \lesssim T^\sigma \left( \left\| u \right\|_{X^s}^\alpha + \left\| v \right\|_{X^s}^\alpha \right) \left\| u - v \right\|_{X^s},
\]

(4.7)

Proof. We first claim that if \((\gamma, \rho), (q, r) \in \Lambda_b \) are two admissible pairs that satisfy

\[
\begin{align*}
1 - \frac{1}{q} &= \frac{\alpha + 1}{q} - \frac{s}{4} > 0, \tag{4.8} \\
r &< \frac{N}{s}, \tag{4.9} \\
\frac{\alpha + 1}{r} &> 1 - \frac{1}{\rho} > (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right), \tag{4.10}
\end{align*}
\]

then the inequality (4.7) holds with \( \sigma = 1 - \frac{1}{q} - \frac{\alpha + 1}{q} - \frac{s}{4} \). In fact, let \( p, l \) be given by \( 1 - \frac{1}{p} = \frac{\alpha + 1}{q} \) and \( 1 - \frac{1}{l} = \frac{\alpha + 1}{q} + \frac{1}{r} \), respectively. Then by (4.10) we have \( \frac{1}{p} - \frac{s}{N} < \frac{1}{p} < \frac{1}{r} \); so that the embedding \( B^s_{\gamma,2}(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N) \) holds. Similar to (4.6), we deduce from Hölder’s inequality and Sobolev’s embedding \( B^s_{\gamma,2}(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N) \) that

\[
\left( \int_{-\infty}^{\infty} \left| t \right|^{-s/4} \left\| \chi_T(t - \tau) - \chi_T(\tau) \right\|_{L^\gamma L^\sigma} \left( f(u) - f(v) \right) \right)^2 \left\| f \right\|_{L^\gamma L^\sigma} \frac{dt}{|t|} \right)^{1/2} \lesssim \| \chi_T \|_{B^s_{\gamma,2}} \left( \left\| u \right\|_{L^s B^s_{\gamma,2}}^\alpha + \left\| v \right\|_{L^s B^s_{\gamma,2}}^\alpha \right) \left\| u - v \right\|_{L^s B^s_{\gamma,2}},
\]

(4.11)

where we also used the boundedness of \( K(x) \). The inequality (4.7) is now an immediate consequence of (4.11) and \( \| \chi_T \|_{B^s_{\gamma,2}} \lesssim C_\chi T^{1 - \frac{s}{N}} = C_\chi T^{1 - \frac{s}{N}} \frac{\chi^{N-4}}{\gamma} \).

To prove Lemma 4.2, it suffices to provide two biharmonic admissible pairs \((\gamma, \rho), (q, r) \in \Lambda_b \) that satisfy (4.8)–(4.10). We consider four cases.

Cases 1: \((N - 2s) \alpha < 2s \). Let \( \gamma = q = \infty, r = 2 \).

Cases 2: \( 2s \leq (N - 2s) \alpha < 4 + 2s \). Let \( q = \infty, r = 2 \) and

\[
\gamma = \frac{8 + 2s - (N - 2s) \alpha}{(N - 2s) \alpha - 4 - 2s}, \quad \rho = \frac{2N}{N + 2s - (N - 2s) \alpha - 2s - \varepsilon},
\]

where \( \varepsilon > 0 \) sufficiently small such that

\[
\varepsilon < \min \left\{ 4 + 2s - (N - 2s) \alpha, 8 - (N - 2s) \alpha, \frac{2s(\alpha + 1)}{N} \right\}.
\]

Cases 3: \((N - 2s) \alpha \geq 4 + 2s \) and \( N \geq 5 \). Let \( \gamma = 2, \rho = \frac{2N}{N - 4}, \) and

\[
q = \frac{8(\alpha + 1)}{(N - 2s) \alpha - (4 + 2s) + 2\varepsilon}, \quad r = \frac{2N(\alpha + 1)}{N + 2s(\alpha + 1) + 4 - 2s},
\]

where \( \varepsilon > 0 \) sufficiently small such that

\[
\varepsilon < \min \left\{ \frac{8 - (N - 2s) \alpha}{2}, s \right\}.
\]
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Cases 4: \((N - 2s) \alpha \geq 4 + 2s\) and \(N \leq 4\). Let \(\gamma = \frac{8}{N(1 - \varepsilon)}\), \(\rho = \frac{2}{\varepsilon}\), and
\[
q = \frac{8(\alpha + 1)}{(N - 2s)\alpha - (1 - 2\varepsilon)N - 2s}, \\
r = \frac{N(\alpha + 1)}{(1 - \varepsilon)N + s(\alpha + 1)},
\]
where \(\varepsilon > 0\) sufficiently small such that
\[
\varepsilon < \min \left\{ \frac{1}{2}, \frac{8 - (N - 2s)\alpha}{N} \right\}.
\]
In each case, we can verify that \((\gamma, \rho), (q, r) \in \Lambda_b\), \((4.8)-(4.11)\) hold and omit the details. \(\square\)

**Lemma 4.3.** Let \(N \geq 1\), \(\beta > \max \left\{ \frac{N}{2}, q \right\}\), \(0 < s \leq 2\), \(s < \frac{N}{2}\), \(0 < \alpha\), \((N - 2s)\alpha < 8 - \frac{2N}{\beta}\), \(f \in \mathcal{C}(\alpha)\), and \(K(x) \in L^1(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)\). There exist \(\sigma > 0\) and \(\tilde{q} > 1\), \((\gamma, \rho), (q, r) \in \Lambda_b\) with \(\tilde{q} < q\), \(r < \min \left\{ \frac{N}{q}, 4 \right\}\) such that
\[
\left( \int_{-\infty}^{\infty} \left| \tau \right|^{-s/4} \| \chi_T(t - \tau)K(x) ((f(u) - f(v))_\tau - (f(u) - f(v))) \|_{L^q, L^{r'}} \right)^2 \frac{dt}{\left| \tau \right|} \right)^{1/2} \lesssim T^\sigma (\| u \|_{X^s} + \| v \|_{X^s}) \| u - v \|_{X^s} + 1_{\alpha < 1} \| u - v \|_{L^{q, r}_{\text{loc}, T}}^{\gamma} \| u \|_{X^s}.
\]
(4.12)

**Proof.** Let \(b = \frac{N}{q}\), then we have \(0 < b < \min \left\{ \frac{N}{2}, 4 \right\}\) and \((N - 2s)\alpha < 8 - 2b\). We first claim that if \((\gamma, \rho), (q, r), (m, n) \in \Lambda_b\) are three admissible pairs that satisfy
\[
\begin{aligned}
&\left\{ \begin{array}{l}
1 - \frac{1}{\gamma} - \frac{\alpha}{q} - \frac{1}{m} > 0, \\
r < \frac{N}{s}, \\
1 - \frac{1}{\rho} - \alpha \left( \frac{1 - s}{r} + \frac{1}{n} > \frac{b}{N} \right).
\end{array} \right.
\end{aligned}
\]
(4.13)\( (4.14) \)\( (4.15) \)

Then we can find \(1 < \tilde{q} < q\) such that the inequality \(4.12\) holds with \(\sigma = 1 - \frac{1}{\gamma} - \frac{\alpha}{q} - \frac{1}{m}\).

In fact, from
\[
(f(u_\tau) - f(v_\tau)) - (f(u) - f(v))
\]
\[
= ((u_\tau - v_\tau) - (u - v)) \int_0^1 f' (u + \theta (u_\tau - u)) d\theta
\]
\[
+ (v_\tau - v) \int_0^1 [f' (u + \theta (u_\tau - u)) - f' (v + \theta (v_\tau - v))] d\theta
\]
\[
= A_1 + A_2,
\]
(4.16)

we have, by applying \((4.7)\)
\[
|A_1| \lesssim |(u_\tau - v_\tau) - (u - v)| (|u|^\alpha + |u_\tau|^\alpha),
\]
(4.17)

and
\[
|A_2| \leq \left\{ \begin{array}{ll}
|v_\tau - v| (|u| + |u_\tau| + |v| + |v_\tau|)^{\alpha - 1} (|u - v| + |u_\tau - v_\tau|), & \text{if } \alpha \geq 1, \\
|v_\tau - v| (|u - v|^\alpha + |u_\tau - v_\tau|^\alpha), & \text{if } 0 < \alpha < 1.
\end{array} \right.
\]
(4.18)
Put $1 - \frac{1}{p} = \frac{1}{q} + \alpha \left( \frac{1}{2} - \frac{1}{N} \right) + \frac{1}{M}$. Then by (4.12), we have $1 < p < \frac{N}{2} = \beta$ and thus $K(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N) \subset L^p(\mathbb{R}^N)$. From (4.16), (4.17) and (4.18), the boundedness of $\chi_T$ and Hölder’s inequality, we get

$$
\|\chi_T(t - \tau)K(x)( (f(u) - f(v))_\tau - (f(u) - f(v))) \|_{L^\gamma L^{\rho'}} \leq T^\sigma \| (u - v)_\tau - (u - v) \|_{L^\gamma L^{\rho'}} ||K(x)||_{L^p} \left( \|(u||_{L^\gamma L^{N/2}}^\alpha + ||v||_{L^\gamma L^{N/2}}^\alpha) \right)
$$

$$
+ \left\{ \begin{array}{l}
T^\sigma \| K(x) \|_{L^{\rho'}} \| v_\tau - v \|_{L^\gamma L^{\rho'}} \left( \|(u||_{L^\gamma L^{N/2}}^{\alpha-1} + ||v||_{L^\gamma L^{N/2}}^{\alpha-1}) \right) ||u - v||_{L^\gamma L^{N/2}}, \alpha \geq 1,

\| v_\tau - v \|_{L^\gamma L^{\rho'}} \leq \frac{\alpha^\alpha}{L_{q_0}^{N/2}} , \epsilon > \frac{1}{\epsilon}, \end{array} \right.
$$

where $\sigma = 1 - \frac{1}{\gamma} - \frac{\alpha}{q} - \frac{1}{m}$ and $1 < \tilde{q} < q$ is given by $1 - \frac{1}{\gamma} = \frac{\alpha}{q} + \frac{1}{m}$. This inequality together with Sobolev’s embedding $B^\gamma_{\rho',2}(\mathbb{R}^N) \hookrightarrow L^\frac{N}{N-\gamma}(\mathbb{R}^N)$ implies

$$
\left( \int_{-\infty}^{\infty} \left| \tau \right|^{-s/4} \| \chi_T(t - \tau)K(x)( (f(u) - f(v))_\tau - (f(u) - f(v))) \|_{L^\gamma L^{\rho'}}^2 \frac{d\tau}{|\tau|} \right)^{1/2} \leq T^\sigma \| u - v \|_{B^\gamma_{\rho',2}} \left( \|(u||_{L^\gamma L^{\rho'}}^\alpha + ||v||_{L^\gamma L^{\rho'}}^\alpha) \right)
$$

$$
+ \left\{ \begin{array}{l}
T^\sigma \| v \|_{B^\gamma_{\rho',2}} \left( \|(u||_{L^\gamma L^{\rho'}}^{\alpha-1} + ||v||_{L^\gamma L^{\rho'}}^{\alpha-1}) \right) ||u - v||_{L^\gamma L^{\rho'}}, \alpha \geq 1,

\| v \|_{B^\gamma_{\rho',2}} \leq \frac{\alpha^\alpha}{L_{q_0}^{N/2}} , \epsilon > \frac{1}{\epsilon}. \end{array} \right.
$$

The inequality (4.12) is now an immediate consequence of (4.19) and Young’s inequality.

To prove Lemma (4.3), it suffices to provide three biharmonic admissible pairs $(\gamma, \rho)$, $(q, r)$, $(m, n) \in \Lambda_b$ with $r < 4^*$ that satisfy (4.13) - (4.15). We consider two cases.

**Case 1**: $N \geq 2s + 4$. Let

$$
\left\{ \begin{array}{l}
\gamma = 2, \\
q = m = \frac{4(\alpha + 1)}{2 - \varepsilon}, \\
\rho = \frac{2N}{N-\varepsilon}, \\
r = n = \frac{2N(\alpha + 1)}{N(\alpha + 1) - 4\varepsilon}, \end{array} \right.
$$

where $\varepsilon > 0$ sufficiently small such that

$$
\varepsilon < \min \left\{ \frac{8 - 2b - (N - 2s)\alpha}{2}, \frac{2}{2} \right\}. 
$$

Then by direct calculation, we have $(\gamma, \rho), (q, r) \in \Lambda_b$ with $r < 4^*$, and

$$
\left\{ \begin{array}{l}
1 - \frac{1}{\gamma} - \frac{\alpha}{q} - \frac{1}{m} = \frac{8}{N} > 0, \\
\frac{N}{N} - r = \frac{4N((N - 2s)^2) + N - 2s - 4\varepsilon}{N(\alpha + 1) - 4\varepsilon} > 0, \\
1 - \frac{1}{\rho} - \alpha (\frac{1}{r} - \frac{2}{q}) = \frac{1}{N} - \frac{b}{N} = \frac{8 - 2b - (N - 2s)\alpha - 2\varepsilon}{2N} > 0. \end{array} \right.
$$

Hence we see that (4.13) - (4.15) hold.

**Case 2**: $N < 2s + 4$. Let

$$
\left\{ \begin{array}{l}
\gamma = m = \frac{8}{b+2\alpha\varepsilon}, \\
q = \frac{8}{N - 2s - 2\varepsilon}, \\
\rho = \frac{2N}{N - b - 2\varepsilon}, \\
r = \frac{N}{8 + \varepsilon}, \end{array} \right.
$$

where $\varepsilon > 0$ sufficiently small such that

$$
\varepsilon < \min \left\{ \frac{N - b}{2\alpha}, \frac{8 - 2b - (N - 2s)\alpha}{2\alpha}, \frac{N - 2s}{2} \right\}. 
$$
Then it is easy to check that \((q, r), (\gamma, \rho) \in \Lambda_b\) with \(r < \frac{N}{\alpha} < 4^*\). Moreover, by direct computation, we have

\[
\begin{align*}
1 - \frac{\gamma}{q} - \frac{1}{m} &= \frac{8 - 2b_\gamma(N-2s)\alpha - 2\alpha}{8} > 0, \\
1 - \frac{\rho}{\rho} - \frac{1}{N} - \frac{\alpha}{\alpha} &= \frac{8\alpha}{N} > 0.
\end{align*}
\]

Hence we see that (4.13)–(4.15) hold. \(\square\)

**Lemma 4.4.** Let \(N \geq 1, \beta > \max\{2, \frac{N}{\alpha}\}, 0 < s \leq 2, s < \frac{N}{\beta}, 0 < \alpha, (N-2s)\alpha < 8 - \frac{2N}{\beta}, f \in C(\alpha), \) and \(K(x) \in L^\infty(\mathbb{R}^N)\). There exist \(\sigma > 0\) and \(\bar{q} > 1, (\gamma, \rho), (q, r) \in \Lambda_b\) with \(\bar{q} < q, r < \min\{\frac{N}{\alpha}, 4^*\}\) such that

\[
\left( \int_{-\infty}^{\infty} \left| \int_{-\infty}^{t} K(t-s)K(x)(f(u) - f(v))_x dx \right|^q \right)^{1/q} \leq T^q \left( \|u\|_{\chi^q} + \|v\|_{\chi^q} \right) \|u - v\|_{\chi^q} + \|u - v\|_{L^{\frac{8}{N}}}, \quad (4.20)
\]

**Proof.** Let

\[
q = \frac{8(\alpha + 2)}{(N - 2s)\alpha + 2\varepsilon}, \quad r = \frac{N(\alpha + 2)}{N + \alpha s - \varepsilon},
\]

where \(\varepsilon > 0\) sufficiently small such that

\[
\varepsilon < \min\left\{ \frac{N - 2s}{2}, \frac{8 - (N - 2s)\alpha}{2}, \frac{\alpha s}{\alpha} \right\}. \quad (4.21)
\]

Then by direct calculation, we have \(r < 4^*\) and

\[
\begin{align*}
1 - \frac{\alpha + 2}{q} &= \frac{8 - (N - 2s)\alpha - 2\varepsilon}{8} > 0, \\
\frac{N}{\alpha} - r &= \frac{N(N - 2s - \varepsilon)}{N + \alpha s - \varepsilon} > 0.
\end{align*}
\]

Let \(p, \sigma\) be given by \(1 = \frac{2}{r} + \frac{\alpha}{p}\) and \(1 = \frac{1}{\sigma} + \frac{\alpha + 2}{q}\), respectively. Since

\[
\begin{align*}
1 - \frac{\alpha + 2}{q} &= \frac{8 - (N - 2s)\alpha - 2\varepsilon}{8} < 0, \\
1 - \frac{\alpha + 2}{q} &= \frac{\alpha s - \varepsilon}{\alpha} < 0,
\end{align*}
\]

we have \(\frac{1}{r} - \frac{\alpha}{p} < \frac{1}{p} < \frac{1}{r}\); so that the embedding \(B^{s,2}_{p,2}(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)\) holds. Similar to (4.13), we deduce from Hölder’s inequality and Sobolev’s embedding \(B^{s,2}_{r,2}(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)\) that

\[
\left( \int_{-\infty}^{\infty} \left| \int_{-\infty}^{t} K(t-s)K(x)(f(u) - f(v))_x dx \right|^q \right)^{1/q} \leq T^q \left( \|u\|_{B^{\theta s,2}_{r,2}} + \|v\|_{B^{\theta s,2}_{r,2}} \right)
\]

\[
+ \left\{ T^q \left( \|u\|_{B^{\theta s,2}_{r,2}}^{\alpha} + \|v\|_{B^{\theta s,2}_{r,2}}^{\alpha} \right) + \left( \|u\|_{L^{\frac{8}{N}}\chi^q} + \|v\|_{L^{\frac{8}{N}}\chi^q} \right)^{\alpha} \right\} u - v, \quad \alpha \geq 1,
\]

\[
\left( \|u\|_{L^{\frac{8}{N}}\chi^q} + \|v\|_{L^{\frac{8}{N}}\chi^q} \right)^{\alpha} \quad \alpha < 1,
\]

where \(1 < \bar{q} < q\) is given by \(1 = \frac{2}{\sigma} + \frac{\alpha}{q}\). The inequality (4.20) is now an immediate consequence of (4.22) and Young’s inequality. \(\square\)
Lemma 4.5. Let $N \geq 1$, $\beta > \max \left\{ \frac{2}{p}, \frac{r}{\beta} \right\}$, $0 < s \leq 2$, $s < \frac{N}{2}$, $0 < \alpha$, $(N - 2s) \alpha < 8 - \frac{2N}{p}$, $f \in C(\alpha)$, and $K(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N)$. There exists $\sigma > 0$ and $1 \leq \bar{q}, \bar{r} \leq 2$ with $\frac{2}{p} - N \left( \frac{1}{2} - \frac{1}{q} \right) = 4 - s$ such that

$$
\|K(x)\chi_T(t) (f(u) - f(v))\|_{L^\bar{q}L^\bar{r}} \lesssim T^\sigma \left( \|u\|^\sigma_{L^s} + \|v\|^\sigma_{L^s} \right) \|u - v\|_{L^s}.
$$

(4.23)

Proof. Let $b = \frac{N}{p}$, then we have $0 < b < \min \left\{ \frac{N}{p}, 4 \right\}$ and $(N - 2s)\alpha < 8 - 2b$. We first claim that if $1 \leq \bar{q}, \bar{r} \leq 2$ with $\frac{2}{p} - N \left( \frac{1}{2} - \frac{1}{q} \right) = 4 - s$ and $(q, r) \in \Lambda_b$ is an admissible pair that satisfy

$$
\begin{align*}
1 & \frac{\alpha + 1}{q} > 0, \\
1 & \frac{\alpha + 1}{q} - (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right) > \frac{b}{N},
\end{align*}
$$

(4.24)

(4.25)

(4.26)

then the inequality (4.23) holds with $\sigma = \frac{2}{p} - \frac{2N}{p}$. In fact, let $1 < p < \infty$ be given by $\frac{1}{p} = \frac{1}{q} + (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right)$, then by (4.26), we have $1 < p < \frac{N}{p} = \beta$; so that $K(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N) \subset L^p(\mathbb{R}^N)$. Using (1.7), Hölder’s inequality and Sobolev’s embedding $B^{s,2}_r(\mathbb{R}^N) \hookrightarrow L^{\frac{N}{N-r}}(\mathbb{R}^N)$, we have

$$
\begin{align*}
\|K(x)\chi_T(t) (f(u) - f(v))\|_{L^\bar{q}L^\bar{r}} & \lesssim \left\| \left\| K \right\|_{L^p} \left( \|u\|^\alpha_{L^{\frac{N}{N-s}}} + \|v\|^\alpha_{L^{\frac{N}{N-s}}} \right) \|u - v\|_{L^s} \right\|_{L^\bar{q}L^\bar{r}} \\
& \lesssim T^\sigma \left( \|u\|^\sigma_{L^sB^{s,2}_{r,2}} + \|v\|^\sigma_{L^sB^{s,2}_{r,2}} \right) \|u - v\|_{L^sB^{s,2}_{r,2}},
\end{align*}
$$

which yields (4.23).

To prove Lemma 4.5, it suffices to provide $1 \leq \bar{q}, \bar{r} \leq 2$ with $\frac{2}{p} - N \left( \frac{1}{2} - \frac{1}{q} \right) = 4 - s$ and an admissible pair $(q, r) \in \Lambda_b$ that satisfy (4.24)–(4.26). We consider two cases.

Case 1: $N + 2s \geq 4$. Let $\bar{q} = 2$, $\bar{r} = \frac{N}{2}$, then we have $1 \leq \bar{q}, \bar{r} \leq 2$ and $\frac{2}{p} - N \left( \frac{1}{2} - \frac{1}{q} \right) = 4 - s$. Next, we choose the admissible pair $(q, r) \in \Lambda_b$ that satisfy (4.24)–(4.26). We consider two subcases.

Subcase 1: $(N - 2s)\alpha < 4 - 2b$. Let

$$
q = \infty, \quad r = 2.
$$

Then it is easy to verify that $(q, r) \in \Lambda_b$ and (4.24)–(4.26) hold.

Subcase 2: $(N - 2s)\alpha \geq 4 - 2b$. Let

$$
q = \frac{8(\alpha + 1)}{(N - 2s)\alpha - 4 + 2b + 2\varepsilon}, \quad r = \frac{2N(\alpha + 1)}{N + 4 - 2b - 2\varepsilon + 2\alpha},
$$

where $\varepsilon > 0$ sufficiently small such that

$$
\varepsilon < \min \left\{ \frac{8 - 2b - (N - 2s)\alpha}{2}, 2\alpha, \frac{N + 4 - 2b - 2\varepsilon}{2} \right\}.
$$

Then we have $(q, r) \in \Lambda_b$ and

$$
\begin{align*}
\frac{1}{q} - \frac{\alpha + 1}{q} & > \frac{8 - 2b - 2\varepsilon - (N - 2s)\alpha}{2N} > 0, \\
\frac{1}{r} - r & > \frac{N + 4 - 2b - 2\varepsilon - 2\varepsilon}{2N(4 - 2b - 2\varepsilon + 2\varepsilon)} > 0, \\
\frac{1}{q} - (\alpha + 1) \left( \frac{1}{r} - \frac{s}{N} \right) & = \frac{b + \varepsilon}{N} > \frac{b}{N}.
\end{align*}
$$
Hence we see that (4.24)–(4.26) hold.

**Case 2:** $N + 2s < 4$. Let $\frac{q}{r} = \frac{4}{s+1}$, $\frac{q}{q} = 2$, then we have $1 \leq \frac{q}{r} \leq 2$ and $\frac{q}{r} - N (\frac{1}{2} - \frac{1}{2}) = 4 - s$. Next, we choose the admissible pair $(q, r) \in \Lambda_b$ that satisfy (4.24)–(4.26). We consider two subcases.

**Subcase 1:** $(N - 2s) \alpha < 2s - 2b$. Let

$$ q = \infty, \quad r = 2. $$

Then it is easy to verify that $(q, r) \in \Lambda_b$ and (4.24)–(4.26) hold.

**Subcase 2:** $(N - 2s) \alpha \geq 2s - 2b$. Let

$$ q = \frac{8 (\alpha + 1)}{(N - 2s) \alpha - 2s + 2b + 2\varepsilon}, \quad r = \frac{2N (\alpha + 1)}{N - 2b - 2\varepsilon + 2s(\alpha + 1)}, $$

where $\varepsilon > 0$ sufficiently small such that

$$ 2\varepsilon < \min \{8 - 2b - (N - 2s) \alpha, \ N - 2b\}. $$

Then we have $(q, r) \in \Lambda_b$ and

$$ \begin{cases} \frac{1}{q} - \frac{\alpha + 1}{q} = \frac{8 - 2b - 2\varepsilon - (N - 2s) \alpha}{s} > 0, \\ \frac{s}{r} - r = \frac{N(N - 2b - 2\varepsilon)}{s(N - 2b - 2\varepsilon + 2s(\alpha + 1))} > 0, \\ \frac{1}{r} - (\alpha + 1) \left(\frac{1}{r} - \frac{s}{s}\right) = \frac{2}{s} > \frac{s}{s} \cdot \frac{s}{s}. \end{cases} $$

Hence we have that (4.24)–(4.26) hold. \hfill \Box

**Lemma 4.6.** Let $N \geq 1$, $\beta > \max \{2, \frac{2}{q}\}$, $0 < s \leq 2$, $s < \frac{N}{\beta}$, $0 < \alpha$, $(N - 2s) \alpha < 8 - \frac{2N}{\beta}$, $f \in C(\alpha)$, and $K(x) \in L^\infty(\mathbb{R}^N)$. There exist $\sigma > 0$, $1 \leq \frac{q}{r} \leq 2$ with $\frac{q}{r} - N (\frac{1}{2} - \frac{1}{2}) = 4 - s$ such that

$$ \|K(\chi_T (f(u) - f(v)))\|_{L^q l^r} \lesssim T^\sigma (\|u\|^\sigma_{L^q} + \|v\|^\sigma_{L^q}) \|u - v\|_{L^q}. \quad (4.27) $$

**Proof.** We first claim that if $1 \leq \frac{q}{r} \leq 2$ with $\frac{q}{r} - N (\frac{1}{2} - \frac{1}{2}) = 4 - s$ and $(q, r) \in \Lambda_b$ is an admissible pair that satisfy

$$ \begin{cases} \frac{1}{q} - \frac{\alpha + 1}{q} > 0, \\ \frac{s}{r} - r > 0, \\ \frac{\alpha + 1}{r} > \frac{1}{r}, \\ \frac{s}{r} > (\alpha + 1) \left(\frac{1}{r} - \frac{s}{s}\right), \end{cases} $$

then the inequality (4.27) holds with $\sigma = \frac{1}{q} - \frac{\alpha + 1}{q}$. In fact, let $1 < p < \infty$ be given by $\frac{1}{p} = \frac{\alpha + 1}{q}$, then by (4.30), we have $\frac{1}{p} - \frac{s}{N} < \frac{1}{p} < \frac{1}{q}$; so that the embedding $B^p_\ast (\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)$ holds. Using (1.17), the boundedness of $K(x)$, Hölder’s inequality and Sobolev’s embedding $B^p_\ast (\mathbb{R}^N) \hookrightarrow L^{\frac{Np}{N-\alpha p}}(\mathbb{R}^N)$, we have

$$ \begin{align*} \|K(\chi_T (f(u) - f(v)))\|_{L^q l^r} & \lesssim \|K\|_{L^p} \left(\|u\|_{L^{\frac{N}{N-\alpha p}}}^{\alpha} + \|v\|_{L^{\frac{N}{N-\alpha p}}}^{\alpha}\right) \|u - v\|_{L^{\frac{N}{N-\alpha p}}} \leq T^{\frac{N}{N-\alpha p}} \left(\|u\|^{\alpha}_{L^p B^p_\ast} + \|v\|^{\alpha}_{L^p B^p_\ast}\right) \|u - v\|_{L^p B^p_\ast}. \end{align*} $$
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which yields \((4.27)\).

To prove Lemma \((4.6)\) it suffices to provide \(1 \leq q, r \leq 2\) with \(\frac{4}{q} - N \left(\frac{1}{2} - \frac{1}{r}\right) = 4 - s\) and an \((q, r) \in A_b\) that satisfy \((4.28)-(4.30)\). We consider three cases.

**Case 1:** \((N - 2s)\alpha < 2s\). Let

\[
\begin{cases}
q = \frac{1}{\frac{4}{q} - s}, & \mathfrak{T} = 2, \\
q = \infty, & r = 2.
\end{cases}
\]

Then it is easy to verify that \(1 \leq q, r \leq 2\) with \(\frac{4}{q} - N \left(\frac{1}{2} - \frac{1}{r}\right) = 4 - s\) and an admissible pair \((q, r) \in A_b\) that satisfies \((4.28)-(4.30)\).

**Case 2:** \(2s \leq (N - 2s)\alpha < 4s + 2s\). Let

\[
\begin{cases}
q = \frac{8(\alpha + 1)}{(N - 2s)\alpha - 2s + 2\varepsilon}, & \mathfrak{T} = 2, \\
q = \frac{8(\alpha + 1)}{(N - 2s)\alpha - 2s + 2\varepsilon}, & r = \frac{2(\alpha + 1)}{N - 2s + 2s(\alpha + 1)}.
\end{cases}
\]

where \(\varepsilon > 0\) sufficiently small such that

\[
\varepsilon < \min \left\{ \frac{8 - (N - 2s)\alpha}{2}, s(\alpha + 1), \frac{N}{2}, \frac{4s + 2 - (N - 2s)\alpha}{2} \right\}.
\]

By direct calculation, we have \(1 \leq q, r \leq 2\) with \(\frac{4}{q} - N \left(\frac{1}{2} - \frac{1}{r}\right) = 4 - s\), \((q, r) \in A_b\) and

\[
\begin{align*}
\frac{1}{q} - \frac{N}{s} - \frac{\alpha + 1}{q} - \frac{\alpha + 1}{q} &= \frac{8 - (N - 2s)\alpha - 2s}{N(N - 2s)} > 0, \\
\frac{N - s}{s} - \frac{\alpha + 1}{r} - \frac{1}{r} &= \frac{N(N - 2s + 2s(\alpha + 1))}{s(\alpha + 1)} > 0, \\
\frac{1}{r} - (\alpha + 1) \left(\frac{1}{r} - \frac{\alpha}{r}\right) &= \frac{\varepsilon}{N} > 0,
\end{align*}
\]

which imply \((4.28)-(4.30)\).

**Case 3:** \((N - 2s)\alpha > 4s + 2s\). Let

\[
\begin{cases}
q = \frac{8(\alpha + 2)}{(N - 2s)\alpha + 2s - 2\varepsilon}, & \mathfrak{T} = \frac{N(\alpha + 2)}{(N - 2s)\alpha + N - 2s + \varepsilon}, \\
r = \frac{N(\alpha + 2)}{N + s\alpha - \varepsilon},
\end{cases}
\]

where \(\varepsilon > 0\) sufficiently small such that

\[
\varepsilon < \min \left\{ b, s, N - 2s, \frac{8(N - 2s)\alpha}{2} \right\}.
\]

By direct calculation, we have \(1 \leq q, r \leq 2\) with \(\frac{4}{q} - N \left(\frac{1}{2} - \frac{1}{r}\right) = 4 - s\), \((q, r) \in A_b\) and

\[
\begin{align*}
\frac{1}{q} - \frac{N}{s} - \frac{\alpha + 1}{q} - \frac{\alpha + 1}{q} &= \frac{(8 - 2s - (N - 2s)\alpha)\alpha(\alpha + 2)}{N(\alpha + 2)} > 0, \\
\frac{N - s}{s} - \frac{\alpha + 1}{r} - \frac{1}{r} &= \frac{N(N - 2s - \varepsilon)}{s(s + 2s\alpha + \varepsilon)} > 0, \\
\frac{1}{r} - (\alpha + 1) \left(\frac{1}{r} - \frac{\alpha}{r}\right) &= \frac{\varepsilon}{N} > 0,
\end{align*}
\]

Hence we see that \((4.28)-(4.30)\) hold. \(\Box\)
Lemma 4.7. Let $N \geq 1$, $\beta > \max \left\{2, \frac{N}{2}\right\}$, $0 < s \leq 2$, $s < \frac{N}{2}$, $0 < \alpha$, $(N - 2s) \alpha < 8 - \frac{2N}{p}$, $f \in C(\alpha)$, and $K(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N)$. There exist $\sigma > 0$, $(\gamma, \rho) \in \Lambda_b$ such that

$$\|K\chi_T(f(u) - f(v))\|_{L^\gamma B_s^\rho} \lesssim T^\sigma \left(\|u\|_{X^\alpha} + \|v\|_{X^\alpha}\right) \sup_{(q,r) \in \Lambda_b} \|u - v\|_{L^q L^r}.$$  \hspace{1cm} (4.31)

Proof. Let $b = \frac{N}{\beta}$, then we have $0 < b < \min \left\{\frac{N}{2}, 4\right\}$ and $(N - 2s) \alpha < 8 - 2b$. From the proof of Lemma 4.3, we know there exist three admissible pairs $(\gamma, \rho), (q,r), (m,n) \in \Lambda_b$ such that

$$1 - \frac{1}{\gamma} - \frac{\alpha}{q} - \frac{1}{m} > 0,
1 - \frac{1}{\rho} - \alpha \left(\frac{1}{r} - \frac{s}{N}\right) - \frac{1}{n} > \frac{b}{N}.$$ Put $\frac{1}{p} = 1 - \frac{1}{\rho} - \alpha \left(\frac{1}{r} - \frac{N}{2}\right) - \frac{1}{n}$, then we have $1 < p < \frac{N}{b}$ and thus $K(x) \in L^p(\mathbb{R}^N)$. Using (1.7), Hölder's inequality and Sobolev's embedding $B_{r,2}^s(\mathbb{R}^N) \hookrightarrow L^{\frac{N}{s}}(\mathbb{R}^N)$, we have

$$\|K\chi_T(f(u) - f(v))\|_{L^\gamma B_s^\rho} \lesssim T^{1 - \frac{1}{\gamma} - \frac{\alpha}{q} - \frac{1}{m}} \|K\|_{L^p} \left(\|u\|_{L^q L^{\frac{N}{\alpha} \frac{N}{s}}} + \|v\|_{L^q L^{\frac{N}{\alpha} \frac{N}{s}}}\right) \|u - v\|_{L^m L^n},$$

which yields (4.31).

Lemma 4.8. Let $N \geq 1$, $\beta > \max \left\{2, \frac{N}{2}\right\}$, $0 < s \leq 2$, $s < \frac{N}{2}$, $0 < \alpha$, $(N - 2s) \alpha < 8 - \frac{2N}{p}$, $f \in C(\alpha)$, and $K(x) \in L^\infty(\mathbb{R}^N)$. There exist $\sigma > 0$, $(\gamma, \rho) \in \Lambda_b$ such that

$$\|K\chi_T(f(u) - f(v))\|_{L^\gamma B_s^\rho} \lesssim T^\sigma \left(\|u\|_{X^\alpha} + \|v\|_{X^\alpha}\right) \sup_{(q,r) \in \Lambda_b} \|u - v\|_{L^q L^r}.$$  \hspace{1cm} (4.32)

Proof. From the proof of Lemma 4.4, we know there exists $(q,r) \in \Lambda_b$ such that

$$\begin{align*}
1 - \frac{\alpha + 2}{q} > 0, \\
\frac{\alpha}{r} + \frac{1}{r} > 1 - \frac{1}{\rho} > \alpha \left(\frac{1}{r} - \frac{s}{N}\right) + \frac{1}{r}.
\end{align*}$$

Let $p$ be given by $1 - \frac{1}{r} = \frac{\alpha}{p} + \frac{1}{r}$, then we have $\frac{1}{r} - \frac{s}{N} < \frac{1}{p} < \frac{1}{r}$ and thus the embedding $B_{r,2}^s(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)$ holds. Using (1.7), the boundedness of $K(x)$, Hölder's inequality and Sobolev's embedding $B_{r,2}^s(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)$, we have

$$\|K\chi_T(f(u) - f(v))\|_{L^\gamma B_s^\rho} \lesssim T^{\frac{\alpha}{r} + \frac{1}{r}} \left(\|u\|_{L^q B_{r,2}^s} + \|v\|_{L^q B_{r,2}^s}\right) \|u - v\|_{L^q L^r},$$

which yields (4.32).
In the case $s \geq \frac{N}{2}$, the embedding $H^s(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)$ holds for any $2 \leq p < \infty$; thus we can establish the following Lemmas.

**Lemma 4.9.** Let $N \geq 1$, $\beta > \max \{2, \frac{N}{2}\}$, $0 < s \leq 2$, $s \geq \frac{N}{2}$, $0 < \alpha < \infty$, $f \in C(\alpha)$, and $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N)$. There exist $\sigma > 0$ and $2 \leq r, \rho < \infty$ such that

$$\left(\int_{-\infty}^{\infty} \left|\left| \frac{1}{|\tau|^{s/4}} \left(\chi_T(t - \tau) - \chi_T(\tau)\right) K(x) \left(\frac{f(u)}{\|u\|_{L^\infty}} - \frac{f(v)}{\|v\|_{L^\infty}}\right) \right|_{L^1}^2 \right) \frac{d\tau}{|\tau|} \right)^{1/2} \lesssim T^{\sigma} (\|u\|_{X^s}^{\alpha} + \|v\|_{X^s}^{\alpha}) \|u - v\|_{X^s}. \quad (4.33)$$

and

$$\left(\int_{-\infty}^{\infty} \left|\left| \frac{1}{|\tau|^{s/4}} \chi_T(t - \tau)K(x) \left((f(u) - f(v))_\tau - (f(u) - f(v))\right) \right|_{L^1}^2 \right) \frac{d\tau}{|\tau|} \right)^{1/2} \lesssim T^{\sigma} (\|u\|_{X^s}^{\alpha} + \|v\|_{X^s}^{\alpha}) \|u - v\|_{X^s} + 1_{\alpha < 1} \|u - v\|_{L^\infty(\mathbb{R} \cap L^\rho)} \|v\|_{X^s}. \quad (4.34)$$

**Proof.** Since $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N) \subset L^\infty(\mathbb{R}^N) + L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N)$, we can decompose $K(x) = K_1(x) + K_2(x)$, with $K_1(x) \in L^\infty(\mathbb{R}^N)$, $K_2(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N)$. Put $(q, r)$, $(\gamma, \rho) \in \Lambda_b$,

$$\left\{ \begin{array}{l l} q = \frac{8(\alpha + 1)(2 + \varepsilon)}{N(2\alpha + 2 + \varepsilon\alpha)}, & \gamma = \frac{8(\alpha + 1)}{N}, \\ r = \frac{2(2 + \varepsilon)(\alpha + 1)}{\varepsilon}, \end{array} \right. \quad (4.36)$$

where $0 < \varepsilon < \beta - 2$; so that $K_2(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N) \subset L^{2^\varepsilon}(\mathbb{R}^N)$.

We first prove (4.34). From (4.16), (4.17) and (4.18), the boundedness of $\chi_T$ and Hölder's inequality, we get

$$\|\chi_T(t - \tau)K_2(x) \left((f(u) - f(v))_\tau - (f(u) - f(v))\right)\|_{L^1} \lesssim T^{1/4} (\|f(u) - f(v)\|_{L^q} + \|f(u) - f(v)\|_{L^r} \|v\|_{L^{\infty}}),$$

and

$$+ T^{1/4} \left\{ \begin{array}{l l} \|\tau - \tau\|_{L^q} \left(\|u\|_{L^\infty}^{\alpha - 1} + \|v\|_{L^\infty}^{\alpha - 1}\right) \|u - v\|_{L^q}, & \alpha \geq 1, \\ \|\tau - \tau\|_{L^q} \|u - v\|_{L^q}, & 0 < \alpha < 1. \end{array} \right. \quad (4.35)$$

This inequality together with Young’s inequality yields

$$\left(\int_{-\infty}^{\infty} \left|\left| \frac{1}{|\tau|^{s/4}} \chi_T(t - \tau)K_2(x) \left((f(u) - f(v))_\tau - (f(u) - f(v))\right) \right|_{L^1}^2 \right) \frac{d\tau}{|\tau|} \right)^{1/2} \lesssim T^{1/4} (\|u\|_{X^s}^{\alpha} + \|v\|_{X^s}^{\alpha}) \|u - v\|_{X^s} + 1_{\alpha < 1} \|u - v\|_{L^\infty} \|v\|_{X^s}. \quad (4.36)$$

Similarly, we have

$$\left(\int_{-\infty}^{\infty} \left|\left| \frac{1}{|\tau|^{s/4}} \chi_T(t - \tau)K_1(x) \left((f(u) - f(v))_\tau - (f(u) - f(v))\right) \right|_{L^1}^2 \right) \frac{d\tau}{|\tau|} \right)^{1/2} \lesssim T (\|u\|_{X^s}^{\alpha} + \|v\|_{X^s}^{\alpha}) \|u - v\|_{X^s} + 1_{\alpha < 1} \|u - v\|_{L^\infty} \|v\|_{X^s}. \quad (4.36)$$

The inequality (4.34) is now an immediate consequence of (4.35) and (4.36).

Next, we prove (4.33). From (4.17) and Hölder’s inequality, we have

$$\|\chi_T(t - \tau) - \chi_T(t)\|_{L^1} \|K_2\|_{L^{2^\varepsilon}} (\|u\|_{L^\infty}^{\alpha} + \|v\|_{L^\infty}^{\alpha}) \|u - v\|_{L^{2^\varepsilon}}.$$
This inequality together with Sobolev’s embedding $H^s(\mathbb{R}^N) \hookrightarrow L^r(\mathbb{R}^N)$ yields

$$\left(\int_{-\infty}^{\infty} \left| \tau^{-s/4} \left( (\chi_T(t-\tau) - \chi_T(\tau)) K_2(x) (f(u) - f(v)) \right) \right|^2 \frac{d\tau}{|\tau|} \right)^{1/2} \lesssim T^{1-s/4} (\|u\|_{X^\alpha}^2 + \|v\|_{X^\alpha}^2) \|u-v\|_{X^\alpha},$$

where we used $\|\chi_T\|_{B_{1/2}^r} \lesssim T^{1-s/4}$. Similarly, we have

$$\left(\int_{-\infty}^{\infty} \left| \tau^{-s/4} \left( (\chi_T(t-\tau) - \chi_T(\tau)) K_1(x) (f(u) - f(v)) \right) \right|^2 \frac{d\tau}{|\tau|} \right)^{1/2} \lesssim T(\|u\|_{X^\alpha} + \|v\|_{X^\alpha}) \|u-v\|_{X^\alpha}. \quad (4.37)$$

The inequality (4.33) is now an immediate consequence of (4.37) and (4.38).

Similar to Lemma 4.9 we can establish the following Lemma and omit the details.

**Lemma 4.10.** Let $N \geq 1$, $\beta > \max \left\{ \frac{2}{s}, \frac{N}{s} \right\}$, $0 < s \leq 2$, $s \geq \frac{N}{2}$, $0 < \alpha < \infty$, $f \in C(\alpha)$, and $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N)$. There exist $\sigma > 0$ such that

$$\|K \chi_T (f(u) - f(v))\|_{L^q_T L^r} \lesssim T^\sigma (\|u\|_{X^\alpha}^\sigma + \|v\|_{X^\alpha}^\sigma) \|u-v\|_{X^\alpha},$$

where $\frac{1}{q} = \frac{1}{s} - \frac{\beta}{N}$, $\alpha = 2$ with $1 \leq q, r \leq 2, \left( \frac{1}{q} - \frac{1}{s} \right) = 4 - s$ and

$$\|K \chi_T (f(u) - f(v))\|_{L^q T L^r} \lesssim T^\sigma (\|u\|_{X^\alpha} + \|v\|_{X^\alpha}) \sup_{(q,r) \in A} \|u-v\|_{L^q T L^r}. \quad (4.38)$$

## 5 Proof of Theorem 1.5 and Theorem 1.9

### 5.1 The local existence

Since $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N) \subset L^\infty(\mathbb{R}^N) + L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N)$, we can decompose $K(x) = K_1(x) + K_2(x)$, with $K_1(x) \in L^\infty(\mathbb{R}^N), K_2(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N)$. Then using Lemmas 4.1, 4.10 and the standard contraction mapping argument, we can establish the following local existence results easily and omit the details.

**Proposition 5.1.** Let $N \geq 1$, $\mu = -1$ or 0, $\beta > \max \left\{ \frac{2}{s}, \frac{N}{s} \right\}$, $0 < s \leq 2$, $0 < \alpha$, $\alpha < 8 - \frac{2N}{s}$, $f \in C(\alpha)$, and $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N)$. There exist constants $C_1 > 0$ and $c(L) > 0$ that depends only on $L$ such that for any $L \geq 2C_1 \|\varphi\|_{H^s}, 0 < T \leq c(L)$, the equation

$$u = e^{it(\Delta^2 + \mu \Delta)} \varphi - i \int_0^t e^{i(t-\tau)(\Delta^2 + \mu \Delta)} (\chi_T K f(u)) (s) d\tau \quad (5.1)$$

admits a unique solution $u \in C(\mathbb{R}, H^s(\mathbb{R}^N)) \cap X^s$ with $\|u\|_{X^s} \leq L$.

Since $|\chi_T| \in [0, T] = 1$, it follows from Proposition 5.1 that there exists a solution $u \in C([0,T], H^s) \cap \bigcup_{(q,r) \in A} L^q([0,T], B_{r,2}^s)$ to the Cauchy problem (1.1). Moreover, using the similar arguments as that in Chapter 4 of [10], we deduce that the Cauchy problem (1.1) admits a unique maximum solution

$$u \in C([0, T_{\text{max}}(\varphi)], H^s) \bigcap \bigcup_{(q,r) \in A} L^q([0, T_{\text{max}}(\varphi)], B_{r,2}^s)$$

with the blowup alternative (1.8) holds, and omit the details.
5.2 The continuous dependence

In this subsection, we prove continuous dependence of the solution map on the interval $[0, A]$, where $0 < A < T_{\text{max}}(\varphi)$. Let

$$L = 4C_1 \| u \|_{L^{\infty}([0, T], H^s)} < \infty,$$

and $T > 0$ sufficiently small such that

$$T \leq c(L), \quad C_2 T^{\bar{\sigma}} L^\alpha + C_3 T^\sigma L^\alpha \leq \frac{1}{4}, \quad (5.2)$$

where $C_1, c(L)$ are the constants in Proposition 5.1, $C_2, \bar{\sigma}$ and $C_3, \sigma$ are the constants in 5.0 and 5.7, respectively. Since $\varphi_n \to \varphi$ in $H^s$, we know that there exists a positive $n_1$ such that $L \geq 2C_1 \| \varphi_n \|_{H^s}$ for every $n \geq n_1$. It then follows from Proposition 5.1 that for every $n \geq n_1$, the following equation

$$u_n = e^{it(\Delta^2 + \mu \Delta)} \varphi_n - i \int_0^t e^{i(t-\tau)(\Delta^2 + \mu \Delta)} (\chi_T Kf(u_n))(\tau) d\tau,$$

admits a unique solution $u_n \in C(\mathbb{R}, H^s) \cap X^s$ with

$$\| u_n \|_{X^s} \leq L, \quad \text{for all } n \geq n_1. \quad (5.3)$$

Moreover, Proposition 5.1 also gives us a unique solution $v \in C(\mathbb{R}, H^s) \cap X^s$ to the equation 5.1 that satisfies

$$\| v \|_{X^s} \leq L. \quad (5.4)$$

The proof of the continuous dependence will proceed by the following claims.

Claim 5.1. For any $0 < \delta < s$, we have $\sup_{(q,r) \in \Lambda_b} \| u_n - v \|_{L^q(\mathbb{R}, B^{\frac{\alpha}{r}}_{r,s})} \to 0$.

Proof. Let $K(x) = K_1(x) + K_2(x)$ with $K_1(x) \in L^\beta(\mathbb{R}^N)$ and $K_2(x) \in L^\infty(\mathbb{R}^N)$. From Lemmas 4.7, 4.8 and 4.10, we conclude that there exist $(\gamma_i, \rho_i) \in \Lambda_b$, $\sigma_i > 0$, $i = 1, 2$, such that

$$\| K_{i\gamma} (f(u) - f(v)) \|_{L^{\gamma_i}(L^{\rho_i})} \lesssim T^{\sigma_i} (\| u \|_{X^s} + \| v \|_{X^s}) \sup_{(q,r) \in \Lambda_b} \| u_n - v \|_{L^q L^r}, \quad i = 1, 2. \quad (5.5)$$

From Strichartz’s estimate and 5.3, we deduce that there exists $C_2 > 0$ such that

$$\sup_{(q,r) \in \Lambda_b} \| u_n - v \|_{L^q L^r} \leq C_2 \| \varphi_n - \varphi \|_{L^2} + C_2 T^{\bar{\sigma}} (\| u_n \|_{X^s} + \| v \|_{X^s}) \sup_{(q,r) \in \Lambda_b} \| u_n - v \|_{L^q L^r}, \quad (5.6)$$

where $\bar{\sigma} = \min \{ \sigma_1, \sigma_2 \}$. Since $2C_2 T^{\bar{\sigma}} L^\alpha \leq \frac{1}{4}$ by (5.2), it follows from (5.3), (5.4) and 5.0 that

$$\sup_{(q,r) \in \Lambda_b} \| u_n - v \|_{L^q(\mathbb{R}, B^{\frac{\alpha}{r}}_{r,s})} \lesssim \| \varphi_n - \varphi \|_{L^2}.$$

Moreover, from the interpolation theorem, 5.3 and 5.4, we have

$$\sup_{(q,r) \in \Lambda_b} \| u_n - v \|_{L^q(\mathbb{R}, B^{\frac{\alpha}{r}}_{r,s})} \lesssim \| u_n - v \|_{L^q(\mathbb{R}, B^{\frac{\alpha}{r}}_{r,s})} \| u_n - v \|_{L^q(\mathbb{R}, L^r)} \lesssim L^{1 - \frac{\bar{\sigma}}{s}} \| \varphi_n - \varphi \|_{L^2} \to 0,$$

which finishes the proof of Claim 5.1. \qed
Claim 5.2. \( \| u_n - v \|_{X^s} \xrightarrow{n \to \infty} 0. \)

Proof. When \( s < \frac{N}{2} \), we deduce from Proposition 1.1, Lemmas 4.1–4.8 that, for some \( C_3, \sigma > 0 \),

\[
\| u_n - v \|_{X^s} \leq C_3 \| \varphi_n - \varphi \|_{H^s} + C_3 T^\sigma \left( \| u_n \|_{X^{s+\alpha}} + \| v \|_{X^{s+\alpha}} \right) \| u_n - v \|_{X^s} + 1_{\alpha < 1} C_3 \left\| u_n - v \right\|_{L^{\frac{N+2\sigma}{N-2\sigma}} L^\infty \cap L^{1+\frac{2\sigma}{N-2\sigma}} L^\infty} \| v \|_{X^s},
\]

(5.7)

where \( \tilde{q}_i \geq 1 \), \( (q_i, r_i) \in \Lambda_b \) with \( \tilde{q}_i < q_i, r_i < 4^i, i = 1, 2 \) are given by Lemmas 1.3 and 4.4 respectively. Since \( 2C_3 T^\sigma L^\sigma \leq \frac{1}{2} \) by (5.2), we deduce from (5.3), (5.4) and (5.7) that

\[
\| u_n - v \|_{X^s} \lesssim \| \varphi_n - \varphi \|_{H^s} + \| u_n - v \|_{L^{\frac{N+2\sigma}{N-2\sigma}} L^\infty \cap L^{1+\frac{2\sigma}{N-2\sigma}} L^\infty}.
\]

Thus it suffices to show that

\[
\| u_n - v \|_{L^{\frac{N+2\sigma}{N-2\sigma}} L^\infty \cap L^{1+\frac{2\sigma}{N-2\sigma}} L^\infty} \xrightarrow{n \to \infty} 0.
\]

(5.8)

For any \( \eta > 0 \) sufficiently small such that \( r_1 + \eta < 4^i \), we choose \( q_0 > 0 \) such that \((q_0, r_1 + \eta) \in \Lambda_b \). From Sobolev embedding \( B^s_{r_1+\eta, 2} (\mathbb{R}^N) \hookrightarrow L^{\frac{N+2\sigma}{N-2\sigma}} (\mathbb{R}^N) \) and the claim 5.1 we have

\[
\| u_n - v \|_{L^{\frac{N+2\sigma}{N-2\sigma}} L^\infty \cap L^{1+\frac{2\sigma}{N-2\sigma}} L^\infty} \lesssim \| u_n - v \|_{L^{q_0} B^s_{r_1+\eta, 2}} \xrightarrow{n \to \infty} 0.
\]

(5.9)

Since \( q_0 \) increasing to \( q_1 \) as \( \eta \) tends to 0 and \( \tilde{q}_i < q_1 \), we have, by applying Hölder’s inequality

\[
\| u_n - v \|_{L^{\tilde{q}_i} L^{\frac{N+2\sigma}{N-2\sigma}} L^\infty} \xrightarrow{n \to \infty} 0.
\]

(5.10)

Similarly, we have

\[
\| u_n - v \|_{L^{\tilde{q}_i} L^{\frac{N+2\sigma}{N-2\sigma}} L^\infty} \xrightarrow{n \to \infty} 0.
\]

This together with (5.10) yields (5.8).

We now consider the case \( s \geq \frac{N}{2} \). In this case, we use Lemmas 4.9 and 4.10 instead of Lemmas 4.1–4.8. Similar to (5.8), it suffices to prove that

\[
\| u_n - v \|_{L^\infty (\mathbb{R}^r \cap L^\rho)} \xrightarrow{n \to \infty} 0,
\]

where \( 2 \leq r, \rho < \infty \) are given by Lemma 4.9. Let \( p = r + \rho \), then by interpolation theorem, there exists \( 0 \leq \theta < 1 \) such that

\[
\| u_n - v \|_{L^\infty L^\rho} \lesssim \| u_n - v \|_{L^\infty L^p}^{\theta} \| u_n - v \|_{L^\infty L^\rho}^{1-\theta}.
\]

(5.11)

From (5.11), Sobolev’s embedding \( H^s (\mathbb{R}^N) \hookrightarrow L^p (\mathbb{R}^N) \), (5.3), (5.4) and Claim 5.1, we have

\[
\| u_n - v \|_{L^\infty L^\rho} \xrightarrow{n \to \infty} 0.
\]

Similar, we have

\[
\| u_n - v \|_{L^\infty L^\rho} \xrightarrow{n \to \infty} 0.
\]

This finishes the proof of Claim 5.2. \( \square \)
Now we resume the proof of the continuous dependence. Since $\chi_T|_{t \in [0, T]} = 1$, we deduce from the uniqueness that $u(t) = v(t)$ on the interval $[0, T]$. Moreover, it follows from Claim 5.2 that $\|u_n - u\|_{L^\infty([0, T], H^s)} \to 0$ in particular, we have $\|u_n(T) - u(T)\|_{H^s} \to 0$.

Arguing as previously, we deduce that the solution $u_n$ exists on the interval $[T, 2T]$ for $n \geq n_2$ and that $\|u_n - u\|_{L^\infty([T, 2T], H^s)} \to 0$. Iterating finitely many times like this, we get the continuous dependence on the interval $[0, A]$.

5.3 Proof of Theorem 1.9

Before proving Proposition 1.1 we prove the following version of the Caffarelli-Kohn-Nirenberg-type inequality.

**Lemma 5.2.** Let $N \geq 1$, $\beta > \max\{2, \frac{N}{\alpha}\}$, $0 < \alpha$, $(N-4)\alpha < 8 - \frac{2N}{\beta}$, $f \in C(\alpha)$, and $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N)$. Then, we have

$$
\int_{\mathbb{R}^N} |K(x)f(u)|^{\alpha + 2 - \frac{N(\beta + 2)}{4\beta}} dx \lesssim \|\Delta u\|_{L^2}^{\alpha + 2} \|u\|_{L^{\beta(\alpha + 2)}}^{2 - \frac{N(\beta + 2)}{4\beta}} + \|\Delta u\|_{L^2} \|u\|_{L^2}^{\alpha + 2 - \frac{N(\beta + 2)}{4\beta}}. \tag{5.12}
$$

**Proof.** Let $K(x) = K_1(x) + K_2(x)$ with $K_1(x) \in L^\infty(\mathbb{R}^N)$ and $K_2(x) \in L^1(\mathbb{R}^N) \cap L^\beta(\mathbb{R}^N)$.

From (1.7), Hölder’s inequality and Gagliardo-Nirenberg’s inequality, we have

$$
\int_{\mathbb{R}^N} |K_2(x)f(u)|^{\alpha + 2} dx \lesssim \|K_2\|_{L^\beta} \|u\|_{L^{\beta(\alpha + 2)}}^{\alpha + 2} \lesssim \|\Delta u\|_{L^2} \|u\|_{L^2}^{\alpha + 2 - \frac{N(\beta + 2)}{4\beta}}. \tag{5.13}
$$

Similarly, we have

$$
\int_{\mathbb{R}^N} |K_1(x)f(u)|^{\alpha + 2} dx \lesssim \|\Delta u\|_{L^2} \|u\|_{L^2}^{\alpha + 2 - \frac{N(\beta + 2)}{4\beta}}. \tag{5.14}
$$

The inequality (5.12) is now an immediate consequence of (5.13) and (5.14).

Using the classical energy estimate method, we can obtain the following conservation law for the Cauchy problem (1.1) easily and omit the details.

**Lemma 5.3.** Let $N \geq 1$, $\mu = -1$ or $0$, $\beta > \max\{2, \frac{N}{\alpha}\}$, $0 < \alpha$, $(N-4)\alpha < 8 - \frac{2N}{\beta}$, $K(x) \in L^\infty(\mathbb{R}^N) + L^\beta(\mathbb{R}^N)$ be a real-valued function and $f \in C(\alpha)$ that satisfies:

(i) $f(a) = 0$ for all $a \geq 0$;

(ii) $f(u) = \frac{d}{du}f(|u|)$ for all $u \in \mathbb{C} \setminus \{0\}$;

If $u$ is a smooth solution of (1.1) on the time interval $[0, T]$, then the mass and the energy are conserved:

$$
M[u](t) = \int_{\mathbb{R}^N} |u|^2 dx = M[u], \tag{5.15}
$$

$$
E(u)(t) = \int_{\mathbb{R}^N} \frac{1}{2} (|\Delta u|^2 - \mu |\nabla u|^2) \ dx + \int_{\mathbb{R}^N} K(x)G(u(x)) \ dx = E[u], \tag{5.16}
$$

where $G(z) := \int_0^z f(s)ds$.

**Proof of Theorem 1.9** Let $u \in C \{[0, T_{\text{max}}(\phi)], H^2(\mathbb{R}^N)\}$ be the maximum solution given by Theorem 1.5. To obtain a global solution, it is sufficient to get an a priori bound of the local solution, since the existence time obtained in Corollary 1.6 depends only the $H^2$ norm of the initial datum.
Note that $|G(u(x))| \lesssim |f(u)|$, we deduce from Gagliardo-Nirenberg’s inequality, Lemma 5.2 and the conservation of the energy (5.16) that, for any $t \in [0, T_{\text{max}}(\varphi))$, 

$$
\|\Delta u(t)\|_{L^2}^2 = 2E[\varphi] + \mu \|\nabla u(t)\|_{L^2}^2 - 2 \int_{\mathbb{R}^N} K(x) G(u(x)) \, dx 
\leq 2E[\varphi] + \|u(t)\|_{L^2} \|\Delta u(t)\|_{L^2} + C\|\Delta u\|_{L^2}^{\frac{N(\alpha+2)}{4}} \|u\|_{L^2}^{\alpha+2 - \frac{N}{4}} 
+ \|\Delta u\|_{L^2}^{\frac{N(\beta-\alpha+2)}{4\beta}} \|u\|_{L^2}^{\alpha+2 - \frac{N}{4}}.
$$

(5.17)

From the conservation of the mass (5.15) and Cauchy-Schwartz’s inequality, we have, for any $t \in [0, T_{\text{max}}(\varphi))$, 

$$
\|u(t)\|_{L^2} \|\Delta u(t)\|_{L^2} \leq \frac{1}{4} \|\Delta u(t)\|_{L^2}^2 + \|\varphi\|_{L^2}^2.
$$

(5.18)

On the other hand, from Young’s inequality and the conservation of the mass (5.15), we have 

$$
C\|\Delta u(t)\|_{L^2}^{\frac{N(\alpha+2)}{4\alpha}} \|u\|_{L^2}^{\alpha+2 - \frac{N}{4}} \leq \frac{1}{4} \|\Delta u\|_{L^2}^2 + C^2 \|\varphi\|_{L^2}^{(\alpha+2 - \frac{N}{4})} \frac{8^\frac{N}{4}}{8^N}.
$$

(5.19)

Suppose $\alpha < \frac{8}{N} - \frac{2}{\beta}$. Since $\frac{N(\beta+2)}{4\beta} < 2$, we have 

$$
C \|\Delta u\|_{L^2}^{\frac{N(\beta-\alpha+2)}{4\beta}} \|u\|_{L^2}^{\alpha+2 - \frac{N(\beta-\alpha+2)}{4\beta}} \leq \frac{1}{4} \|\Delta u\|_{L^2}^2 + C^2 \|\varphi\|_{L^2}^{(\alpha+2 - \frac{N}{4})} \frac{8^\frac{N}{4}}{8^N}.
$$

(5.20)

From the above two inequalities, (5.17)–(5.20) and the conservation of the mass (5.15), we conclude that sup$_{t \in [0, T_{\text{max}}(\varphi))] \|u(t)\|_{H^2} < \infty$, which in turn implies the global existence.

If $\alpha = \frac{8}{N} - \frac{2}{\beta}$, we deduce from (5.17), (5.18) and (5.19) that 

$$
\left(\frac{1}{4} - C \|\varphi\|_{L^2}^2\right) \|\Delta u(t)\|_{L^2}^2 \leq 2E[\varphi] + \|\varphi\|_{L^2}^2 + \|\varphi\|_{L^2}^{(\alpha+2 - \frac{N}{4})} \frac{8^\frac{N}{4}}{8^N}.
$$

Hence, the Laplacian of $u$ remains bounded if $\|\varphi\|_{L^2} \leq \left(\frac{1}{2C}\right)^{1/\alpha}$, which completes the proof of Theorem 1.3.
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