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Abstract: Stock market prediction problem is considered to be NP-hard problem because of highly volatile nature of stock market. In this paper, effort has been made to design efficient stock forecasting model using log Bilinear and long short term memory (LBL-LSTM) considering external fluctuating factor such as varying Bank’s lending rates. The external factor bank’s lending rates affects stock market performance as it plays vital role for the purchase of stocks in case of financial crisis faced by various business enterprises. Proposed LBL-LSTM based model shows performance improvement over existing machine learning algorithms used for stock market prediction.
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I. INTRODUCTION

Stock market forecasting is considered to be NP-hard problem as data generated is highly volatile and dynamic in nature. Hence there are no consistent patterns in data which effectively models the problem[1][14]. Moreover investments in stock markets is considered to be risky, but people expects better returns on investments(ROI). As global slowdown, unemployment is increasing, stock market investments is considered to be viable option for earning money for the people who are facing economic crisis.

Moreover, IPO is the capital investment of a commercial company or the investment of a single person in a company[2]. The stock market offers investment options for companies and brokers. The share price is mainly expected to determine future market trends for the company and from an investment point of view, profit sharing with investors. In the meantime, stock forecasting is a multivariate problem which is mainly characterized by various parameters, such as polynomial components [1], non-linearity and discontinuity, since variations occur due to external factors such as, political conditions, the country’s economy conditions, variable bank interest rates and trader's expectation levels, and current issues such as country suffering from COVID-19 disaster [2]. Taking into consideration, the external fluctuating factor, investors who invest in stocks may need financial support from banks to purchase stocks. Although bank interest rates and the rise in the stock market is inversely proportional in relationship. A reduction in rates on bank loans for the purchase of shares by the Reserve Bank of India (RBI) leads to an increase in the stock market share rates and when RBI increases interest rates, the stock market goes down. RBI was shown to decrease the repurchase rate-REPO rate (key loan rate) by 35 basis points (bps) on August 7, 2019, this was the fourth time in 2019 when the repurchase rate was dropped by Reserve Bank of India (RBI) [5]. The Dow fell to 832 points on 10 October 2018, due to fears of higher interest rates [3]. Dow dropped significantly in March 2020 to near zero when the global corona virus pandemic crisis (covid-19) occurred [3].

As the economy slows down, the Federal Reserve lowers rates on federal funds to stimulate financial activity [3]. The bank's lower credit interest rates act as catalysts for financial economic growth, benefiting corporate loans, leading to higher returns, from investors and economists perspective [3]. The rise of the economy comes when consumers spend more, at lower interest rates, as they can afford to buy everything they need. Subsequently, companies can finance operations, expansions, acquisitions at a much cheaper rate and leading to multi fold profits, which leading to an increase in share prices [3]. As the study shows, a sharp rise in interest rates can slow down companies , leading to higher financing costs, but gradual increases may indicate positive trends in the overall economy [3][5].

When investors faces financial shortfall ,banks are approached , private or commercial banks approach to the central Bank, RBI. Repurchase rate(Repo Rate) is the lending rate offered by RBI to various e-commerce banks and other financial institutions within the country[5]. Conversely, when the Fed raises interest rate in order to improve corporate earnings, some sectors often grows well, for example, entertainment, recreational, technology company stocks [3].

Hence in conclusion, to consider sudden decline in stock value due to external fluctuating factors such as Bank's lending rate is a crucial factor to be considered affecting stock market performance.

Time series data which is most important for financial research varies over time hence it needs to be analyzed and understand while considering external fluctuating factors such as bank's lending rates. Similar to digital signal processing mathematical models, in the presence of noise, Particle filter and Kalman filters, kind of filtering approaches are applied to time series data [2][6][8]. Volatility modeling is the Standard Deviation of asset returns and can be described as variations in Financial Time Series(FTS)[6].
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II. LOG BILINEAR- LONG SHORT TERM MEMORY MODEL (LBL-LSTM) MODEL

Log Bilinear (LBL) model proposed by Mnih and Hinton, in 2009 is the very unique language model [9][24]. This feed-forward neural probabilistic model is simple with just one linear hidden layer and output layer [2][11][12]. LBL is used to model short term behavior of stock prices correctly [2], hence, stock buyers can determine when to buy and when to sell. Recurrent Neural Networks (RNN) can't learn short-term fluctuations in stock market [2]. Long Short-Term Memory (LSTM) networks are a type of RNN, can model long term behavior pattern in time series based sequential prediction problems such as complex problem domains like machine translation, speech recognition etc.[17][20][22]. This work presents LBL based model with a hidden linear single layer. Hence it is a deterministic model[2].

\[
\begin{align*}
    f_t &= \sigma(W_{f_t}[h_{t-1}, x_t] + b_f) \\
    i_t &= \sigma(W_{i_t}[h_{t-1}, x_t] + b_i) \\
    C_t &= \tanh(W_C[h_{t-1}, x_t] + b_C) \\
    \hat{C}_t &= f_t \times C_{t-1} + i_t \times \hat{C}_t \\
    o_t &= \sigma(W_o [h_{t-1}, x_t] + b_o) \\
    h_t &= o_t \times \tanh(C_t)
\end{align*}
\]

Fig. 1. Understanding LSTM Networks [13]

If a long and short term fluctuating FTS data is given for prediction LSTM suffer from carrying information from previous stage to the next stage. LSTM networks work better compared to traditional RNN since they overcome problem of 'Vanishing Gradient Problem'[10]. LSTM, in all cases, may not work well as they may leave some important part of information in short term dependencies hence LBL based model is the solution. LSTM fails to establish short term dependencies, although it works well in case of long term predictions, because as errors are back-propagated to multiple layers of LSTM, performance obtained is poor which can be improved by combining LBL. During training gradient becomes smaller and smaller. Here, gradients are calculated during back propagation. During Back propagation the derivatives of the network are calculated by moving outermost layer (close to output) back to initial layers. The chain rule is used during this calculation in which the derivatives from final layers are multiplied by the derivatives from early layers. The gradients keeps diminishing exponentially and therefore the weights and biases are no longer updated.

As discussed in our earlier research work [15] modified back propagation neural networks, in that case, gradients are the values used to update the weights of neural networks. The 'Vanishing gradient problem' is when the gradient slows down or decreases as it back propagates over time [20]. If a gradient value becomes extremely small, it doesn't contribute much to learning [20]. Hence learning rate considered here is considerably small 0.0001. It works on the formula given as:

\[
\text{new weight} = \text{weight} - \text{learning rate} \times \text{gradient}
\]

So in LSTM layers where it gets a small gradient update, it will stop learning[13][20]. Usually earlier layers don’t learn[20], which leads to short-term memory loss problem. Hence proposed LBL-LSTM model can solve 'Vanishing Gradient ' problem which is the drawback of RNN while establishing long term relationships in time series forecasting models. Meanwhile mathematical model may get confused due to over fitting of parameters, which may lead to reduced performance of the model. Hence, initially only one external fluctuating parameter is considered in this paper.

The Research work contribution is as follows:

- Efficient stock forecasting model LBL-LSTM is proposed by combining LBL with LSTM which models both short and long term behavior pattern of stock market respectively by feeding external fluctuating factors. External Fluctuating factor taken into account is, quarterly varying Bank’s lending rate is one of the crucial parameter. (data obtained through official RBI website).
- This model's performance is evaluated on data obtained from yahoo.finance.com. Results obtained proves, that performance of the proposed LBL-LSTM based stock forecasting model is better than existing machine learning based stock prediction models evaluated with respect to, Root mean square relative error (RMSRE) and training and testing accuracy.

Meanwhile, in our previous research work[2] RNN-LBL based model without considering external fluctuating factor for stock market predictions gives accuracy rate of 78%. This research work is an extension to that work and crucial factors affecting stock performance are addressed.

III. DESIGN OF PROPOSED LBL-LSTM MODEL

A. Statement and System model

In this research work, aim is to forecast stock price of a company, one step ahead, based on historical data.
The activation function (AF) is composed of stock market basic indicators with inner weight matrices. Hidden layer’s activation parameters are:

\[ i_{t}^{v} = f \left( X_{t}+ D_s w_{i} + E x t_{t} \right) \]  

(6)

where, \( i_{t}^{v} \in S_e \) represents the hidden layer illustration of stock \( \sigma \) at instance (position) \( t \) in time series, \( s_{0} \in S_e \) represents the hidden illustration of \( \sigma \) input stock of a particular stock market \( \sigma \). The activation function (AF) is represented by \( f(t) \) and transition matrix (TM) of present stock is represented as follows[2]:

\[ D \in S_e \]  

(7)

and previous status is represented as follows

\[ W \in S_e \]  

(8)

\( D \) stands for volatile stocks, short term behavior pattern of the stocks and \( X \) represents stock market. The Eq. (6) is iteratively executed to calculate the updates in a time series sequence of each time instance. LSTM network architecture is shown in Fig. 1.

The next time instance, a predicted value can be derived using following equations, here \( j \) varies from 0 to \( \sigma \)

\[ i_{t}^{v} = \sum_{j} (D_j . s_{w_{j-1}}^{v} + E x t_{t} \) ...  

(9)

where \( D_j \in S_e \) illustrates the transition matrix for the particular time instance for short time behavior and \( E x t_{t} \) and \( \sigma \) is the number of elements considered in a time series. The LBL model is shown in Fig. 2.

Mathematical Formulation of the given problem is:

Let , \( X \), represents set of basic indicators. \( Y \) denotes the stock’s closing price value for short term interval at time \( t \) described as follows:

\[ t = 1,2,\ldots,T \]  

(1)

where \( T \) is maximum lagging time. Given the historical parameters, \( X \) as described in the equation

\[ X = \{ X_{1}, X_{2}, \ldots, X_{T} \} \]  

(2)

previous close price value \( Y \) given as:

\[ Y = \{ Y_{1}, Y_{2}, \ldots, Y_{T} \} \]  

(3)

Main objective is to predict \( Y_{T+1} \), the close price. Let us consider a set of stock market and

\[ \mathcal{U}\{u_{1}, u_{2}, \ldots\} \]  

(4)

set of stocks within stock market as follows:

\[ \mathcal{V} = \{ \sigma_{1}, \sigma_{2}, \ldots \} \]  

(5)

Research work considers stock market parameters, which composed of stock market basic indicators with \( E x t_{t} \) as Bank’s lending rate.

Then, the output of the LBL-LSTM model is to predict future price of a particular stock within a stock market.

### Table 1: Bank’s lending rate (Source: RBI)

| Month    | Public Sector Banks | Private Sector Banks | Foreign Banks | All SCBs |
|----------|---------------------|----------------------|--------------|---------|
| Mar-2014 | 11.99               | 12.43                | 12.32        | 12.11   |
| Jun-2014 | 11.95               | 12.55                | 12.32        | 12.10   |
| Sep-2014 | 11.74               | 12.54                | 11.68        | 11.90   |
| Dec-2014 | 11.68               | 12.34                | 12.01        | 11.84   |
| Mar-2015 | 11.61               | 12.24                | 11.84        | 11.76   |
| Jun-2015 | 11.46               | 12.07                | 11.69        | 11.61   |
| Sep-2015 | 11.39               | 11.97                | 11.56        | 11.53   |
| Dec-2015 | 11.14               | 11.85                | 11.33        | 11.31   |
| Mar-2016 | 11.10               | 11.46                | 11.29        | 11.20   |
| June-2016| 11.13               | 11.47                | 11.11        | 11.23   |
| Sept-2016| 11.07               | 11.44                | 11.02        | 11.17   |
| Dec-2016 | 11.04               | 11.23                | 11.01        | 11.09   |
| Mar-2017 | 10.74               | 10.92                | 10.93        | 10.80   |
| June-2017| 10.59               | 10.82                | 10.87        | 10.67   |
| Sep-2017 | 10.43               | 10.56                | 10.65        | 10.48   |
| Dec-2017 | 10.29               | 10.47                | 10.62        | 10.36   |
| Mar-2018 | 10.12               | 10.48                | 10.48        | 10.25   |
| June-2018| 10.13               | 10.53                | 10.36        | 10.26   |
| Sep-2018 | 9.99                | 10.94                | 10.44        | 10.32   |
| Dec-2018 | 9.94                | 11.11                | 10.66        | 10.35   |
| Mar-2019 | 9.81                | 11.00                | 10.64        | 10.25   |
| Jun-2019 | 9.82                | 11.11                | 10.59        | 10.31   |
| Sep-2019 | 9.80                | 11.12                | 10.32        | 10.29   |
| Dec-2019 | 9.60                | 11.06                | 9.94         | 10.14   |

In LBL, every position in the time sequence is modeled with a specific transition matrix(TM). In general, LBL faces difficulty in learning the long-term behavior model efficiently [2] [19]. To address previous research issues on stock value prediction, this research presents a market behavior model that
simultaneously captures the long and short term context and external parameters in historical data, rather than considering only one component in each hidden level, unlike RNN. This working model considers multiple components in each hidden layer and adds position centered matrices in the LBL-LSTM structure, which is as described in Fig. 3. Consider a stock \( \mathbf{v} \), the hidden layered description of the stock at time instance \( t \) in the sequence can be evaluated as:

\[
i_t^v = X_i_{t-1}^v + \sum_{j}^{\sigma} (D_j \cdot s_{w_{i-j}}^v \bigoplus Ext_{tr}) \ldots \tag{10}
\]

where \( \mathbf{v}_0^v = \mathbf{v}_0 \) showing the initial status of the stock market which will be the same, \( \mathbf{v}_0 \) which addresses cold start problem (i.e., new companies venturing into market). Experiments are conducted to evaluate the outcome of LBL-LSTM model shows significant performance improvement in comparison to existing machine learning algorithms, which is experimentally proven in coming section.

III. COMPARATIVE ANALYSIS USING VARIOUS EXISTING MACHINE LEARNING (ML) ALGORITHMS AND MODELS:

Input Parameters: This research work designed LBL-LSTM based model which considers stock market basic indicators such as open, volume, low, high, Adj. close parameter with \( Ext_{tr} \) as Bank’s lending rate. Here existing machine learning algorithms such as Recurrent Neural Networks based model, Logistic regression, Multilayer Perceptron model (MLP) for a time period from Dec. 2013 to 2016 stock market prediction comparative analysis is done. Here X-axis represents time duration, Y axis represents stock value of company.

I. Using Recurrent Neural Networks based model

---

Fig. 3. Proposed LBL-LSTM based model architecture considering external factor

\( j \) varies from 0 to \( \sigma \), where number of input stock values represented by \( \sigma \) in each layer of proposed LBL-LSTM model, is called as adaptive dimension. The TM which is position-centric described as follows:

\[
\mathbf{D}_j \in \mathbb{S}^{\sigma \times \sigma}
\]

which is the factor for short term fluctuations, i.e. the \( j^{th} \) score of the shares in each layer of the LBL-LSTM forecast model, the stock market behavior and the characteristics of the long-term history of the stock market. The values are learnt using LSTM. Furthermore, if we consider only one input for each layer and set the adaptive dimension \( \sigma = 1 \), result of the LBL-LSTM model will be same like RNN neglecting the nonlinear activations. Important is that, for shorter patterns discoveries of adaptive dimension, the initial segment of a sequence, e.g. \( t < \sigma \), the equation (12) can be reformulated as follows, \( j \) ranges from 0 to \( \sigma \).
II. Using Logistic regression

III. using MLP Classifier,
IV. Implementation of LBL-LSTM model

| Date       | High  | Low   | Open  | Close  | Volume | Adj Close |
|------------|-------|-------|-------|--------|--------|-----------|
| 2012-01-03 | 58.928570 | 58.428570 | 58.485714 | 58.74143 | 75555200.0 | 58.994307 |
| 2012-01-04 | 59.240002 | 58.465871 | 58.571430 | 59.06289 | 60005550.0 | 51.265870 |
| 2012-01-05 | 59.792658 | 58.562558 | 59.278572 | 59.71857 | 57817420.0 | 51.838169 |
| 2012-01-06 | 60.302657 | 59.888673 | 59.967144 | 60.342657 | 79572320.0 | 52.300054 |
| 2012-01-09 | 61.107143 | 60.102656 | 60.785713 | 60.247143 | 96505100.0 | 52.239870 |

Adam is an adaptive learning rate algorithm used in training LBL-LSTM based optimization problems. Adam calculates individual learning rate for each parameter. Considering Apple company's data from date 2012-2018 everyday's data used as training data set and 2019-2020 is used as Testing dataset. Here, Min-MaxScaler is used to normalize data in the range between 0 & 1. Further, reshaping of training and test data is done. Results obtained in Python Jupyter editor Notebook are as follows:

Results obtained in Python Jupyter editor Notebook are as follows:

| Date       | Close Predictions |
|------------|-------------------|
| 2018-05-29 | 187.899994 194.013824 |
| 2018-05-30 | 187.500000 194.105957 |
| 2018-05-31 | 186.869995 194.116745 |
| 2018-06-01 | 190.240005 194.006698 |
| 2018-06-04 | 191.630002 194.340656 |
| 2019-12-24 | 284.269999 297.683411 |
| 2019-12-26 | 289.910004 288.832031 |
| 2019-12-27 | 289.799998 290.619995 |
| 2019-12-30 | 291.519998 292.389343 |
| 2019-12-31 | 293.649994 294.149414 |

This section presents evaluation of LBL-LSTM based model over existing Machine learning algorithms used for stock market prediction. The proposed LBL-LSTM based stock forecasting model and existing algorithms are designed using python programming language.

Std. Avg. Method: This method allows to predict future stock prices as average of the previously observed values.

\[ x_{t+1} = 1 / N \sum_{i=t-N}^{t} x_i \]

The performance of proposed LBL-LSTM based model and existing machine learning based forecasting model is evaluated in terms of RMSRE and training and testing accuracy percentage. The experiments are conducted using yahoo.finance.com data sets and external bank's lending rate parameters. The Stock Exchange data ranges from January 1, 2012 to December 31st, 2019.

Whereas, in this paper we considered RMSRE, which gives accurate performance evaluation. Let’s consider that the total time interval the prediction is done as \( T_0 \). The actual stock price is described as \( Y_t \) and forecasted value is described as \( \hat{Y}_t \).

**ROOT MEAN SQUARED RELATIVE ERROR (RMSRE) METHOD**

The RMSRE is evaluated using following equation

\[ RMSRE = \left( \frac{1}{T_0} \sum_{t=1}^{T_0} \left( \frac{Y_{t+1} - \hat{Y}_{t+1}}{Y_{t+1}} \right)^2 \right)^{0.5} \]

This method takes squared errors between actual value and predicted value and taking average of it for all predictions. The lower RMSRE value, more accurate is the performance (i.e., it agrees with actual data). LBL-LSTM Model Score gives us 94% accuracy rate in terms of stock movement and price prediction. RMSRE error for LBL-LSTM standard averaging is 0.00418.
IV. CONCLUSION

In this paper, we proposed LBL-LSTM based design of an efficient stock forecasting model which gives better performance than earlier research work. This work carried out extensive practical experimentation on various algorithmic methods such as Regression, Recurrent neural networks, Multilayer perceptron (MLP) classifier method and LBL-LSTM. Comparative analysis shows LBL-LSTM outperforms which gives 94% accuracy rate even considering fluctuating external market conditions such as quarterly varying bank's lending rates and reduced RMSRE is 0.00418 which is very less. In future, more number of external fluctuating factors which affects short term and long term behavior of stock forecasting will be considered thus trying not to overfit and confuse the model with several parameters at a time.
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