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Abstract— Pruning techniques are used comprehensively to compress convolutional neural networks (CNNs) on image classification. However, the majority of pruning methods require a well pre-trained model to provide useful supporting parameters, such as $\ell_1$-norm, BatchNorm value and gradient information, which may lead to inconsistency of filter evaluation if the parameters of the pre-trained model are not well optimized. Therefore, we propose a sensitiveness based method to evaluate the importance of each layer from the perspective of inference accuracy by adding extra damage for the original model. Because the performance of the accuracy is determined by the distribution of parameters across all layers rather than individual parameter, the sensitiveness based method will be robust to update of parameters. Namely, we can obtain similar importance evaluation of each convolutional layer between the imperfect-trained and fully trained models. For VGG-16 on CIFAR-10, even when the original model is only trained with 50 epochs, we can get same evaluation of layer importance as the results when the model is trained fully. Then we will remove filters proportional from each layer by the quantified sensitiveness. Our sensitiveness based pruning framework is verified efficiently on VGG-16, a customized Conv-4 and ResNet-18 with CIFAR-10, MNIST and CIFAR-100, respectively.
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I. INTRODUCTION

CONVOLUTIONAL neural networks have been widely adopted in the field of computer vision, e.g., image classification [1 2 3 4], object detection [5 6 7] and semantic segmentation [8]. The increase of width and depth for CNNs is proved effectively to achieve state-of-the-art performance on various tasks [9 10]. Recently, He et al. [9] proposed ResNets with residual units to solve degradation problem caused by VGGNets [10], which led to an impressive result with 152 convolutional layers. However, these networks with multi-convolutional layers are verified to be too deep to train efficiently. Namely, complicated structure can reinforce representation power on huge datasets, but inevitably result in high memory footprint and computation consumption during training and inference process. For example, the FLOPs of VGG-16 are up to 0.31 Giga when it processes a $32 \times 32$ image with three channels. Consequently, pruning techniques are proposed to improve efficiency by removing redundant parameters or filters.

Originally, unstructured pruning methods have been explored broadly in [11 12 13], which removed partial parameters by evaluating the importance of corresponding neurons or connections. However, unstructured pruning cannot reduce FLOPs consumption apparently because the number of feature maps for each convolutional layer cannot be eliminated. Therefore, structured pruning methods were proposed to remove intact filters at layer-level, which could reduce FLOPs apparently. For example, heuristic methods such as [14 15 16] and automatic methods such as [17 18 19] evaluated the importance of each filter through corresponding weight value. They then slimmed networks by removing trivial filters, and consequently, could yield better performance than unstructured pruning methods.

However, one drawback that existed in structured pruning methods should be concerned: the importance evaluation of filters are implemented only depending on weight value of original models, which may twist the pruning result when the parameters of the original model are not distributed well, namely, the filters pruning varies with the update of parameters for individual filter.

To reveal this issue, we compare two prevalent weight value based structured pruning methods [17 18] on the same network and output the pruning results when the original model is trained differently. Specifically, the “Taylor-Pruning” in [17] decomposed network pruning process into polynomials with first order, which simplified filter importance evaluation as the product of value and gradient of the output features. The “BN-Pruning” in [18] applied a sparsity coefficient on BatchNorm layer then constrained trivial neurons to be zero, which would instruct the filters in corresponding convolutional layer to be pruned. The results are displayed on Table I. Clearly, the number of filters within each layer were removed differently when the original model was trained with different epochs even under same pruning ratio, then the recovered accuracy of the pruned model will be damaged obviously. Especially, even the accuracy of original models reach to 92% both at 100 and 150 training epochs, the filters are still pruned variously, which damage the representation ability of...
the pruned model. The main reason for above dilemma can be explained that the weight-oriented methods are sensitive to the update of parameters, then lead to the misjudgement of filter importance. Therefore, we put focus on evaluating the importance of each layer rather than individual filters.

In this paper, we propose a sensitiveness based method to describe the importance of each layer from the perspective of reliability and stability, which can be measured by the accuracy gap between original and parameter-sabotaged and structure-sabotaged models, respectively. Specifically, the parameter-sabotaged model can be obtained by freezing the parameters within one specified layer and keep other layers unchanged, then the parameters-sabotaged model will be retrained with one epoch to observe the differentiation of inference accuracy. The structure-sabotaged model is yielded by removing filters randomly from one layer while maintaining other layers, and the structure-sabotaged model will be retrained fully to calculate the change of inference accuracy compared with original model. Notably, both the reliability and stability are measured by imposing the resistance on the distribution of parameters, which lead to the change of the inference accuracy. Therefore, reliability and stability are robust to the update of parameters for individual filter. Simultaneously, we adopt the VMF distribution in [20] to illustrate that the evaluation of sensitiveness for each layer can keep consistent between the well-trained and the imperfect-trained models. Especially, the imperfect-trained models are defined as the models that are trained after a quarter of total epochs. Usually, the parameters of a model are updated rapidly at the beginning of the training stage, then the variation of the parameters distribution across all layers will be smooth during the following training process, especially for adjacent training epochs. Then the difference within all layers will be greater than the discrepancy between the well-trained and the imperfect-trained models, namely, we could obtain similar evaluation of sensitiveness for each layer when the original model is trained with different epochs.

After evaluation, the layers with similar sensitiveness will be clustered as a group, and same pruning ratio will be assigned to the layers within same group. In order to obtain better pruning results, the allocation of pruning ratio will be divided into several iterations rather once time, and the slimming process will be ended until the overall pruning ratio reaches to the pre-defined ratio. The efficiency of the proposed framework is verified on VGGNets and ResNet-18 with different datasets. For example, the FLOPs can be reduced almost 40% on VGG-16 and 50% on ResNet-18 with CIFAR-10 and CIFAR-100, respectively. Besides, 85.65% parameters are reduced for VGG-16 on CIFAR-10. There are two main contributions in this paper:

1) We observe the issue of inconsistency for filters importance evaluation that appears in previous weight value based pruning methods, and rethink the dominated status of network structure.
2) To the best knowledge of us, we are the first to propose a sensitiveness based pruning framework to evaluate the importance of each convolutional layer, which is robust to the update of weight value for individual filter. Then filters will be removed according to the sensitiveness. Consequently, identical slimmed models can be yielded even when the original models are trained with different epochs.

This paper is organized as follows: Section II describes the background and related work about pruning methods for neural networks. Section III introduces the details about our sensitiveness based pruning framework. Section IV gives the results of different experiments. In Section V, the comparison with previous methods and details are analyzed, and the introduced hyper-parameter is also discussed. Finally, the conclusion is presented in Section VI.

II. RELATED WORK

A. Pruning Techniques

Pruning techniques could reduce the size of hand-craft networks from top-to-bottom. Moreover, networks pruning can be classified into two main categories: unstructured pruning and structured pruning. The unstructured pruning methods focus on importance of partial parameters within each individual neuron. The original work of unstructured pruning was done by [11], which pruned neurons under salience measure. Habbisi et al. [12] removed unimportant weights through second-order derivative information of neurons. And Srinivas et al. [21] applied data-free method to remove useless neurons. However, pruning only for fully connection layers ignored the influence of convolutional layers and could not speed up classical CNNs. Recently, Han et al. [22] achieved great compression ratio on AlexNet [11] and VGGNets [10] through small magnitude pruning process. Louizos et al. [24] used stochastic gate to learn sparse networks through $L_0$-norm regularization. Molchanov et al. [24] applied dropout techniques both in fully connection and convolutional layers to reduce redundant connections. Wu et al. [25] reduced the computation costs by matrix factorization, which could promote sparse parameters highly in many popular networks. Another unstructured pruning job that was done by [26] has attracted great attention by using winning tickets to initialize a
pruned model, which would make training particularly effective. However, these non-structured methods can not reduce the number of feature maps across the whole network, which contribute less reduction for FLOPs consumption, as well as requiring special hardware to support the computation [27].

Structured pruning methods could remove intact filters, which change the width of each convolutional layers while maintaining the depth of original network. Some heuristic methods were introduced to remove redundant filters by $\ell_1$-norm [15] and APoZ [16], respectively. Besides, Yu et al. [28] and Luo et al. [29] pruned filters in current layers with the assistance of next layers through weight information. Meanwhile, sparsity constraint has been applied on channels as scaling factor during training process, then the corresponding magnitude was used to instruct channel pruning [18]. Similarly, Zhou et al. [30] proposed group sparsity to smooth the pruning process after training. Wu et al. [31] investigated the effectiveness of hierarchical Tucker (HT) and tensor-train (TT) decomposition methods on deep neural networks, and the strategy with combined HT and TT has been verified more efficiently than one method only on convolutional neural network. In [32], two sets of binary random variables were introduced as switch-gates to choose useful hidden neurons from RNNs, and consequently, the pruning technique was proved possibly to be applied on non-CNNs or non-DNNs. Besides, global automatic pruning methods also performed efficiently on many task. Molchanov et al. [33] proposed a Taylor expansion pruning methods to compress models through several pruning iterations, and BatchNorm neurons could be scaled to zeros to instruct filters pruning globally [18][19]. Another useful method using AutoML technique was meta-pruning [35], which proposed an evolutionary procedure to search for good-performing pruned networks, and only little human interference were required. Besides, Aimar et al. [34] proposed an efficient CNNs accelerator that was called NullHop to exploit the sparsity of neuron activation, which could be used to accelerate computation and reduce memory costs. Similarly, Shah et al. [35] proposed a field-programmable gate array with runtime programmable co-processor to speed up feed-forward computation of DNNs on FPGAs. All of these structured pruning methods achieved great acceleration of networks both on software and hardware, but were also weight value based methods, which may lead to the inconsistency of evaluation for filter importance.

B. Prevalent compression techniques from top-to-bottom

Matrix approximation, quantization and knowledge distillation are another three prevalent top-to-bottom network compression strategies for hand-craft networks. For matrix approximation reduction, Denton et al. [36] used low-rank approximation to reduce computation costs for linear layers. Cintra et al. [37] presented a post-training approximation scheme that could replace parameters of original network with low-complexity. Similarly, Quantization techniques were used to avoid float performing. For instance, HashNet [38] and binarization [39] were employed to quantify the weight of network. Besides, knowledge distillation could distill useful information from original teacher model to relative small student model. Hinton et al. [40] achieved surprising results by distilling knowledge in an ensemble of models into a single model. And Korattikara et al. [41] distilled a Monte Carlo approximation to the posterior predictive density into a more compact form, which required less computation, as well as maintaining preferable test accuracy. However, all these methods only focus on parameter of models while ignoring effect of structure of network, which may impede us to recognize the intrinsic importance of each convolutional layer.

C. Customized model from bottom-to-top

Bottom-to-top schedule may customize a network from some basic elements, e.g., filters, pool, and activation function. Correspondingly, computation occupation could be reduced at beginning. For example, original models were designed more compact to adapt mobile devices on various tasks[42, 43, 44]. More recently, neural network architecture search (NAS) techniques [45,46] were proposed to devise appropriate architecture for specified assignments, namely, an automatic customized network was more suitable for generalization than human designed model. But NAS techniques usually require massive GPUs-supported hardware to reach ultimate convergence, which is uneconomical and time costing.

Consequently, we claimed a sensitiveness based pruning framework with multi-steps to obtain the importance of each convolutional layer without depending of weight information, which could maintain the consistency of evaluation for filter importance. Then the explored sensitiveness could be used to instruct overall pruning for over-parameterized models.

III. Multi-steps Network Pruning

Show as Fig. [1], the overall pruning process will be implemented through multi-steps with evaluation and slimming. At the left part in Fig. [1], hierarchy pruning will be adopted to evaluate the sensitiveness of each layer through the reliability and stability that are obtained by parameter-sabotaged and structure-sabotaged models, respectively. Hierarchy pruning means the sensitiveness of each layer can be evaluated in parallel because every layer is explored as an individual item. In the right part of Fig. [1], layers will be clustered into different groups according to the sensitiveness, and layers within one group will be allocated with same pruning ratio because they share similar sensitiveness. Then the original model will be pruned by the specified pruning ratio, as well as being retrained fully to observe whether the inference accuracy drops. If the inference accuracy is greater or equal to the baseline, each group will be reallocated different pruning ratio, namely, iterative pruning strategy will be applied to search for an appropriate slimmed model. Moreover, the consistency of reliability and stability will be analyzed by the vMF distribution when the original model is trained with different epochs.

A. Sensitiveness exploring during hierarchy pruning

1) Definition of Sensitiveness: The sensitiveness of each layer can be defined as the sum value of reliability and
stability, which will be explored by the recovering of accuracy when the parameter or structure of a specified layer is damaged while keeping other layers unchanged.

Reliability measures the variation of inference accuracy when the parameter distribution for a specified layer is interfered but with integral structure, which can be calculated by the accuracy gap between original and parameter-sabotaged model. The higher reliability means the specified layer will be more important. Specifically, we freeze the parameters of the specified layer while updating the parameters-sabotaged model with one retraining epoch, then the inference accuracy may be effected due to the change of parameters distribution. Stability measures the power of the structure-sabotaged model to recover the inference accuracy when the structure of a specified layer is damaged. Namely, filters will be removed randomly from a specified layer and other layers will keep unchanged. Then the structure-sabotaged model will be retrained with full training epochs to approach original capability. Clearly, if the structure-sabotaged model could restore baseline inference accuracy, the specified layer will be authorized with lower importance, and vice versa. Consequently, we will calculate stability by the difference between original and structure-sabotaged model.

Moreover, reliability and stability of each layer can stay consistent both for the imperfect-trained and well-trained models. The consistency of sensitiveness can be explained from the vMF distribution that is proposed in [47]. We denote the output of a specified layer \( l \) as \( O_l \), which follows \( O_l \in \mathbb{R}^d \), where \( d \) is the number of filters. Then we will analyze the power of output features through the vMF mixture model, which could assist us to derive the importance of each corresponding convolutional layer. As displayed in Fig. 2, the output features of a layer can be projected into a unit sphere, and each color stands for one category. Notably, each category \( c \) has a mean direction \( m_c(c = 1, 2, 3, ..., C) \) within feature space, and we could use \( \cos(O, m_c) \) to indicate the similarity between a specified output feature and category \( c \). For the image classification, we usually use softmax to yield the final results of the whole network, \( p(y|O_l) = \text{Softmax}(\mathbf{M}O_l), \mathbf{M} \in \mathbb{R}^{C \times d} \). Subsequently, the vMF mixture model from [47] is introduced to model the radial distribution, which assumes that the likelihood of each feature \( O_l \) belonging to \( c \in \{1, 2, 3, ..., C\} \) is constrained by vMF distribution:

\[
p(O_l) = \sum_c p(y = c)p_{vMF}(O_l|y = c),
\]

\[
p_{vMF}(O_l|y = c) = C^d(k_l) \exp[k_l \cos(m_c, O_l)].
\]

Where \( C^d(k_l) = \frac{k_l^{d/2 - 1}}{2^{d/2 - 1} \Gamma(d/2 - 1)} \) is a normalization constant for the specified layer, and \( I \) is the Bessel function of the first kind at order \( d/2 - 1 \). \( k_l \) determines the variance of \( O_l \) orientation \( \omega_{LT} \), the mean direction \( m_c \), which is associated to the number of filters \( d \) [20]. Especially, if the output features of the layer \( l \) can be clustered well by the vMF mixture model, the \( p(O_l) \) will increase because the cosine distance between the \( O_l \) and \( m_c \) will be reduced. Then the inference accuracy of the model will increase, and higher importance will be claimed for layer \( l \). Namely, the \( p(O_l) \) has positive relation to the representation ability for the original model. Therefore, the \( p(O_l) \) will follow:

\[
p(O_l) \propto \text{Accu},
\]

where “\( \propto \)” stands for the positive relation, and \( \text{Accu} \) is the inference accuracy of the model. Therefore, the difference of \( p(O_l) \) will assist us to analyze the importance of each layer for \( l = 1, 2, 3, ..., L \). The relative importance of each layer can be approximated by the inner mutual ratio of \( p(O) \), which can be expanded as \( \{p(O_{1}) : p(O_{2}) : ... : p(O_{L})\} \). In this paper, we compare the importance of each layer by analyzing the change of \( p(O) \), which can be expanded as \( \{\Delta p(O_{1})^{\text{well}} : \Delta p(O_{2})^{\text{well}} : ... : \Delta p(O_{L})^{\text{well}}\} \) and \( \{\Delta p(O_{1})^{\text{im}} : \Delta p(O_{2})^{\text{im}} : ... : \Delta p(O_{L})^{\text{im}}\} \) for the well-trained and imperfect-trained, respectively. When reliability and stability are evaluated, \( p(y = c) \) will be same for each layer, and the change of \( p_{vMF} \) will be used to analyze above mutual ratio of \( \Delta p(O) \).

When we explore the reliability, the feature space of each layer will maintain same as original model, and the \( O_l \) will be diverged because the retraining operation with frozen parameters of layer \( l \) will introduce extra noise into the model, which lead to the change of inference accuracy. Accordingly, we denote the variation of the output feature for layer \( l \) as \( \Delta p(O_l)_{\text{freeze}} \) when the layer \( l \) is frozen, then the change of \( p(O_l) \) both for well-trained and imperfect-trained models can be written as \( \Delta p(O_l)^{\text{well}} \) and \( \Delta p(O_l)^{\text{im}} \), respectively. Because the updating of parameters distribution is smooth for both imperfect-trained and well-trained models when they are only retrained with one epoch, we can get \( \{\Delta p(O_{1})^{\text{well}} \approx \Delta p(O_{1})^{\text{im}}\} \). Consequently, the mutual ratio between the well-trained and imperfect-trained models can be claimed as \( \{\Delta p(O_{1})^{\text{well}} : \Delta p(O_{2})^{\text{im}} : ... : \Delta p(O_{L})^{\text{im}}\} \approx \{\Delta p(O_{1})^{\text{im}} : \Delta p(O_{2})^{\text{im}} : ... : \Delta p(O_{L})^{\text{im}}\} \) when all the layers are explored. Therefore, the evaluation of reliability
for each layer will stay stable both for the well-trained and imperfect-trained models.

Stability is defined as the recovery ability of the structure-sabotaged model when some filters are removed from a specified layer of the original model, which can be calculated by the accuracy gap between original and the structure-sabotaged model that is trained with full epochs. Different with reliability, the removing of filters will impose systematic noise on the network due to the damage of the structure for a specified layer, then the value of concentration parameter \( \kappa_I \) will be decreased both for the well-trained and imperfect-trained models. We denote the concentration parameters of layer \( l \) for original and structure-sabotaged models as \( \kappa_{l}^{\text{well}} \) and \( \kappa_{l}^{\text{im}} \) with respect to well-trained and imperfect-trained models, respectively. Notably, the difference of structure-sabotaged models for the well-trained and imperfect-trained models is the initialization of parameters across all layers, and similar results can be claimed if the both structure-sabotaged models are retrained fully, namely, \( \kappa_{l}^{\text{well}} \approx \kappa_{l}^{\text{im}} \) for layer \( l \). Due to the specified imperfect-trained model has skipped the process with rapid updating of parameters, then the difference between \( \kappa_{l}^{\text{well}} \) and \( \kappa_{l}^{\text{im}} \) will be small compared with the variation between \( \kappa_{l}^{\text{well}} \) and \( \kappa_{l}^{\text{well}} \), as well as between the \( \kappa_{l}^{\text{im}} \) and \( \kappa_{l}^{\text{im}} \), which means \( |\kappa_{l}^{\text{well}} - \kappa_{l}^{\text{im}}| \ll \min(|\kappa_{l}^{\text{well}} - \kappa_{l}^{\text{well}}|, |\kappa_{l}^{\text{im}} - \kappa_{l}^{\text{im}}|) \). We denote the \( |\kappa_{l}^{\text{well}} - \kappa_{l}^{\text{well}}| \) and \( |\kappa_{l}^{\text{im}} - \kappa_{l}^{\text{im}}| \) as \( \Delta \kappa_{l}^{\text{well}} \) and \( \Delta \kappa_{l}^{\text{im}} \) for the well-trained and imperfect-trained models, respectively. Then we can claim \( \Delta \kappa_{l}^{\text{well}} \approx \Delta \kappa_{l}^{\text{im}} \), as well as obtaining:

\[
\{ \Delta \kappa_{1}^{\text{well}} : \Delta \kappa_{2}^{\text{well}} \ldots, : \Delta \kappa_{L}^{\text{well}} \} \\
\approx \\
\{ \Delta \kappa_{1}^{\text{im}} : \Delta \kappa_{2}^{\text{im}} \ldots, : \Delta \kappa_{L}^{\text{im}} \} \\
\downarrow \\
\{ \Delta p(O_1)^{\text{well}} : \Delta p(O_2)^{\text{well}} \ldots, : \Delta p(O_L)^{\text{well}} \} \\
\approx \\
\{ \Delta p(O_1)^{\text{im}} : \Delta p(O_2)^{\text{im}} \ldots, : \Delta p(O_L)^{\text{im}} \}. \tag{4}
\]

Then the evaluation of stability could also maintain stable even when the original model is trained imperfectly. Therefore, both reliability and stability are efficient factors to evaluate the importance of each layer for original model while without considering the effect of individual parameter. However, when the original model is trained well, reliability may not work well because the accuracy variation is tiny, which can not disentangle the difference of all layers obviously. While stability can perform well because the change of structure for each layer with same magnitude can yield apparently variation of accuracy, then helps us to compare the importance over the whole network. On the contrast, reliability may show superiority when the original model is trained imperfectly. The reliability of the imperfect trained model will lead to blatant change of inference accuracy because the distribution of original model is not optimal, and one epoch retraining with frozen parameters within specified layer can assist us to observe the accuracy variation. But stability may be misleading because the full retraining of each structure-sabotaged model may result in higher fluctuation of accuracy when then parameters distribution of original model is not optimal, then disturb us to distinguish the difference of each convolutional layer. Therefore, we propose the sensitiveness with the sum value of reliability and stability to describe the importance of each layer.

2) The Calculation of Sensitiveness: The reliability and stability can be denoted as \( f^r \) and \( f^s \) respectively, and the \( P_O \) is denoted as the accuracy of original model. Besides, the accuracy of the parameter-sabotaged model and structure-sabotaged model are denoted as \( P_O \) and \( P_{max} \) when the structure of original model are kept integral and maximum pruned, respectively. According to the definition of sensitiveness, we can write reliability and stability as:

\[
f^r = P_O - P_{O}, \tag{4}
f^s = \frac{P_O - P_{max}}{\lambda \times R_{max}},
\]

usually, the value of \( f^r \) is smaller than \( f^s \) because the damage of structure will result in more change of representation than the damage of parameters distribution. Therefore, we introduce a scaled constraint \( \lambda \) to assure that \( f^s \) has same magnitude as \( f^r \). Then we could calculate the sensitiveness according to the sum value of \( f^r \) and \( f^s \):

\[
S = \gamma f^r + (1 - \gamma) f^s, \tag{5}
\]

\( \gamma \) is the control factor which allocates different weights to \( f^r \) and \( f^s \), and \( S \) stands for the score of sensitiveness. In order to promote convincing results of \( S \), more weights should be authorized to reliability because the fluctuation of stability is heavier, and lower weights for stability can reduce the fluctuation of \( S \). Besides, reliability is more credible to reflect the importance of each layer because the interference of extra noise is tiny compared with the systematic noise for stability. Consequently, we will assign more weights for reliability and relative lower weights for stability.

3) Hierarchy Pruning: Hierarchy pruning means the sensitiveness of all layers can be explored in parallel due to each layer can be regarded as a individual item, namely, when a
Algorithm 1 Hierarchy pruning process

Input: Pruning rounds: $N$; Layer depth: $L$; Number of channels in each layer: $N_l$; Maximum pruning ratio $R_{max}$; Number of non-zero pruning ratio within each layer: $T$.

Output: Retrained accuracy of $l$-th layer pruned model with $i$-the pruning epochs during $m$-th pruning round: $a_{l}^{i,m}$; Sensitiveness of layer $l$ in the $m$-th pruning round: $S_l^m$; Average sensitiveness of each layer: $S_l$.

1: $m = 1$.
2: while $m < N$ do
3:    $l = 1$.
4:    if $l < L$ then
5:        $r = 0$, $i = 1$.
6:        if $r < R_{max}$ then
7:            Remove $r \times N_l$ filters from layer $l$ randomly.
8:            if $r == 0$ then
9:                Retrain parameter-sabotaged model with frozen parameters for the $l$-th layer and yield $a_{l}^{i,m}$.
10:           else
11:               Retrain the structure-sabotaged model and yield $a_{l}^{i,m}$.
12:           end if
13:        else
14:            Calculate $S_l^m$ with $a_{l}^{i,m}$ according to the Equation (5).
15:           end if
16:        $l + +$.
17:       end if
18:    else
19:       $m + +$.
20:  end if
21:  end while
22:  Return $S_l$ with Equation (12).

The progressive pruning strategy can help us to observe the recovering of the accuracy for each pruning sample, then we can judge whether the results of $P_{max}$ is credible according to the $P$ during whole pruning process. If the elements within $P$ are not smooth, the $P_{max}$ may be incredible because the random removing of filters may result in heavier fluctuation, which disturb us to obtain the real evaluation of importance for the specified layer. Therefore, we repeat each hierarchy pruning process with several rounds and pick up the smooth pruning results to decrease the effect of random pruning, then yield credible evaluation of sensitiveness for each layer. The overall pruning results can be written as following matrix:

$$P_l^N = \begin{bmatrix} p_{l1}^1 & \ldots & p_{lN}^1 \\ p_{l2}^1 & \ldots & p_{lN}^1 \\ \vdots & \ddots & \vdots \\ p_{l1}^T & \ldots & p_{lN}^T \end{bmatrix}$$

$$s.t. \quad p_{l1}^N = [a_{l1}^{(1,N)}, a_{l1}^{(2,N)}, \ldots, a_{l1}^{(T,N)}]$$

where $N$ is the number of pruning rounds, and $l$ is the index of convolutional layer. The $p_{l}^N$ stands for a row vector that contains a series of retrained accuracy for $l$-th layer structure-sabotaged models, and $a_{l}^{(T,N)}$ stands for the $T$-th retrained accuracy within $p_{l}^N$, which satisfies $a_{l}^{(T,N)} = P_{l}^{(T,N)}$ according to Equation (7). Then we could flatten the retrained accuracy by averaging the results over all pruning rounds while excluding the fluctuated samples. In this paper, Pearson correlation coefficient analysis could be adopted to abandon the fluctuated pruning rounds when hierarchy pruning is repeated. At first, we will calculate the variance of retrained accuracy for the $l$-th-layer structure-sabotaged model during each hierarchy pruning round:

$$\sigma_{(l,N)}^2 = \frac{\sum_{i=1}^{T} (a_{l_i}^{(i,N)} - \frac{\sum_{i=1}^{T} a_{l_i}^{(i,N)}}{T})^2}{T}$$
where $\sigma_{P_{l,n}}^2$ is the variance of $P_{l,n}$. Then we can locate the index of the most flat pruning round for l-th layer:

$$I = \arg \min_m \sigma_{P_{l,m}}^2,$$

s.t. $m = 1, 2, ..., N,$

where $I$ is the index of the most flat pruning round for layer $l$. Then we can compare the $I$-th pruning round with others through Pearson correlation coefficient:

$$\rho_{l}^{(m,I)} = \sqrt{\frac{\sum_{i=1}^{T} a_{l}^{(i,m)} a_{l}^{(i,I)}}{\sum_{i=1}^{T} a_{l}^{(i,m)}^2 - \frac{1}{T} \sum_{i=1}^{T} a_{l}^{(i,m)}^2}} \times \sqrt{\frac{\sum_{i=1}^{T} a_{l}^{(i,I)} - \frac{1}{T} \sum_{i=1}^{T} a_{l}^{(i,I)}^2}{\sum_{i=1}^{T} a_{l}^{(i,I)}^2 - \frac{1}{T} \sum_{i=1}^{T} a_{l}^{(i,I)}^2}},$$

s.t. $m \leq N, m \neq I,$

where $\rho_{l}^{(m,I)}$ is the Pearson correlation coefficient between $m$-th and $I$-th pruning round for layer $l$. Then we will average the pruning results of relative flat pruning rounds while abandoning fluctuated ones according to $\rho_{l}^{(m,I)}$. The final sensitiveness of layer $l$ can be calculated as:

$$S_l = \left\{ \frac{1}{N} \sum_j S_j | \rho_{l}^{(j,I)} > 0.6 \right\},$$

s.t. $N' \leq N,$

where $N'$ is the total pruning rounds if $\rho_{l}^{(j,I)} > 0.6$, which means the results of $j$-th and $I$-th pruning round are highly correlated. Then the final $S_l$ will contribute to yield reliable evaluation for layer $l$. The overview of hierarchy pruning process is concluded as Algorithm 1.

### B. Layer Grouping with Specified Sensitiveness

After the obtainment of sensitiveness, we should assign each convolutional layer of the original model with different pruning ratio according to the value of $S$. However, the allotting process may be cumbersome when the original model is large. Therefore, layers could be classified into different groups if they show similar value of $S$, namely, layers with similar sensitiveness will be slimmed with same pruning ratio in the final pruning process. The grouping operation can be describe as:

$$G = \{G_k | S_j \approx S_j, ..., \approx S_o\},$$

s.t. $k \leq K \leq L,$

$$\{i, j, ..., o\} \in \{1, 2, ..., L\},$$

$$G_k = \{f_i, f_j, ..., f_o\}.$$

Where $G_k$ represents for the $k$-th group which contains the layers that share similar sensitiveness, and $K$ is the number of groups. Notably, each layer only can be classified into one group to avoid the multi-pruning on one layer. Then the layers within same group will be specified with same pruning ratio, which could speed up final pruning process efficiently.

### C. Iterative Pruning Process

Honestly, exact slimming for original model only with one time is hard. Therefore, it is better to resort iterative strategy to search for an appropriate overall pruning ratio across all layers. The details about the iterative pruning process are concluded as Algorithm 2. In the step 1, we divide convolutional layers of the original model into $K$ groups according to the value of $S$ with ascending order, which means the sensitiveness of layers within the groups will increase with the growing of group index. When the group index is less than $K$, we will initialize the best retrained accuracy of the pruned model $P_{r \text{best}}$, as 0 in step 4. Then in the step 5, we will remove filters from $k$-th group with the pruning ratio $R_{k}^2$, and consequently, the pruned model will be retrained with free gradient to yield the accuracy $P_{r}$. For the $k$-th group, we will update $P_{r \text{best}}$ with $P_{r}$, as well as increasing the pruning ratio $R_{k}^2$ in step 8 if the $P_{r \text{best}} < P_{r}$, otherwise, we will update the group index $k$ as $k+1$. The pruning will be ceased until $k > K$.

In order to illustrate the efficiency of our pruning framework, both pure chain structure and skip structure models are pruned across different datasets in following parts.

### IV. EXPERIMENTS

In this section, we apply the sensitiveness based pruning framework on pure chain structure networks with relative deep architecture (VGG-16) and shallow architecture (customized-Conv-4) with CIFAR-10 and MNIST, as well as on skip structure (ResNet-18) with CIFAR-100. At first, original networks were trained with different epochs. For VGG-16, the training epochs were set to 50, 100 and 150, respectively. For Conv-4, we trained the original model with 5, 10 and 20 epochs, respectively. Finally, ResNet-18 was trained with 50, 100 and
### TABLE II
**Baseline and Pruning Performance for Different Fully Trained Models on Various Datasets.**

**Table (a): Results on CIFAR-10**

| Model                  | Accuracy | FLOPs (MACs) | Pruned | Parameters | Pruned |
|------------------------|----------|--------------|--------|------------|--------|
| VGG-16 (baseline)      | 0.92     | $3.1 \times 10^8$ | -      | 14.98M     | -      |
| VGG-16 (60% Pruned)    | 0.925    | $2.1 \times 10^8$ | 32.26% | 2.60M      | 82.60% |
| VGG-16 (65% Pruned)    | 0.92     | $1.9 \times 10^8$ | 38.71% | 2.15M      | 85.65% |

**Table (b): Results on MNIST**

| Model                  | Accuracy | FLOPs (MACs) | Pruned | Parameters | Pruned |
|------------------------|----------|--------------|--------|------------|--------|
| Conv-4 (baseline)      | 0.99     | $3.2 \times 10^8$ | -      | 14.4M      | -      |
| Conv-4 (80% Pruned)    | 0.99     | $1 \times 10^7$  | 96.87% | 1.37M      | 90.49% |
| Conv-4 (95% Pruned)    | 0.98     | $2 \times 10^6$  | 99.38% | 0.66M      | 95.42% |

**Table (c): Results on CIFAR-100**

| Model                  | Accuracy | FLOPs (MACs) | Pruned | Parameters | Pruned |
|------------------------|----------|--------------|--------|------------|--------|
| ResNet-18 (baseline)   | 0.851    | $4 \times 10^7$ | -      | 11.68M     | -      |
| ResNet-18 (35% Pruned) | 0.857    | $2 \times 10^7$ | 50%    | 2.22M      | 81.00% |
| ResNet-18 (37% Pruned) | 0.851    | $2 \times 10^7$ | 50%    | 2.02M      | 82.79% |
| ResNet-18 (40% Pruned) | 0.848    | $2 \times 10^7$ | 50%    | 1.76M      | 84.86% |

### TABLE III
**Scores of Each Convolutional Layer for Different Fully Trained Models on Isolated Datasets.**

**Table (a): Scores of sensitiveness for VGG-16 on CIFAR-10**

| Models (datasets) | Layers | $\gamma$ | $f^r$ | $f^s$ | $S$   |
|-------------------|--------|----------|-------|-------|-------|
| VGG-16 (CIFAR-10) | Conv1  | $2/3$    | 5.1E-03 | 4.0E-03 | 4.7E-03 |
|                   | Conv2  | $2/3$    | 6.6E-03 | 7.4E-03 | 6.9E-02 |
|                   | Conv3  | $2/3$    | 5.6E-03 | 4.3E-03 | 5.2E-03 |
|                   | Conv4  | $2/3$    | 5.2E-03 | 5.2E-03 | 5.2E-03 |
|                   | Conv5  | $2/3$    | 4.1E-03 | 3.8E-03 | 3.8E-03 |
|                   | Conv6  | $2/3$    | 3.8E-03 | 3.4E-03 | 3.7E-03 |
|                   | Conv7  | $2/3$    | 3.7E-03 | 3.4E-03 | 3.6E-03 |
|                   | Conv8  | $2/3$    | 3.4E-03 | 2.9E-03 | 3.2E-03 |
|                   | Conv9  | $2/3$    | 3.0E-03 | 1.3E-03 | 2.4E-03 |
|                   | Conv10 | $2/3$    | 2.9E-03 | 1.7E-03 | 2.5E-03 |
|                   | Conv11 | $2/3$    | 1.5E-03 | 6.8E-04 | 1.2E-03 |
|                   | Conv12 | $2/3$    | 1.1E-03 | 3.4E-04 | 8.5E-04 |
|                   | Conv13 | $2/3$    | 8.0E-04 | 2.4E-04 | 1.3E-04 |

**Table (b): Scores of sensitiveness for Conv-4 on MNIST**

| Models (datasets) | Layers | $\gamma$ | $f^r$ | $f^s$ | $S$   |
|-------------------|--------|----------|-------|-------|-------|
| Conv-4 (MNIST)    | Conv1  | $2/3$    | -1.0E-04 | 1.0E-02 | 1.0E-02 |
|                   | Conv2  | $2/3$    | -2.0E-04 | 2.2E-03 | 1.5E-03 |
|                   | Conv3  | $2/3$    | -6.0E-04 | 3.9E-04 | -2.1E-04 |
|                   | Conv4  | $2/3$    | -1.1E-04 | 2.5E-04 | -4.5E-04 |

**Table (c): Scores of sensitiveness for ResNet-18 on CIFAR-100**

| Models (datasets) | Layers | $\gamma$ | $f^r$ | $f^s$ | $S$   |
|-------------------|--------|----------|-------|-------|-------|
| ResNet-18 (CIFAR-100) | Conv1 | $2/3$    | 2.2E-03 | 4.3E-03 | 2.9E-03 |
|                   | Conv2  | $2/3$    | 2.2E-03 | 2.1E-03 | 2.4E-03 |
|                   | Conv3  | $2/3$    | 2.4E-03 | 8.5E-03 | 4.4E-03 |
|                   | Conv4  | $2/3$    | 2.8E-03 | 3.3E-03 | 3.0E-03 |
|                   | Conv5  | $2/3$    | 3.3E-03 | 2.8E-03 | 3.1E-03 |
|                   | Conv6  | $2/3$    | 8.0E-04 | 2.7E-04 | 6.2E-04 |
|                   | Conv7  | $2/3$    | 1.9E-03 | 9.7E-05 | 1.3E-03 |
|                   | Conv8  | $2/3$    | 1.4E-03 | 2.7E-04 | 1.0E-03 |
150 epochs, respectively. Notably, there was a hyper-parameter \( \gamma \) instructing \( S \), which imposed huge affect on the assessment of sensitiveness. Analyzed in section [III], reliability should be prioritized, so we gave \( \gamma \) with the value \( \frac{3}{7} \). At the same time, \( \lambda \) was set to 10 for assuring appropriate magnitude for stability in this paper, and test round \( N \) was set to 10 for reducing of fluctuation during hierarchy pruning process.

Besides, the maximum pruning ratio \( R_{\text{max}} \) for each layer was set as 0.96, and the retraining epochs for the structure-sabotaged models were set as 20, 10, 30 for VGG-16, Conv-4 and ResNet-18, respectively. During final iterative pruning process, the retrained epochs were revised to 100 for VGG-16 and ResNet-18, and Conv-4 would be retrained with 20 epochs. Simultaneously, the initial parameters of final pruned models were inherited from original network to accelerate retraining process. The benchmarks with fully training and pruning results are illustrated on Table [II]. Obviously, VGG-16 and Conv-4 shows better pruning results than ResNet-18, and the details about the pruning experiments are discussed in following parts.

\section*{A. VGG-16 on CIFAR-10}

CIFAR-10 dataset contains 10 categories of natural images, and 50000 and 10000 pictures are included in training and testing sets, respectively. VGG-16 is designed with 13 convolutional and 3 connection layers in feature extraction and classification modules, respectively. For saving computation resource, the classifier is decreased to \([512 \times 512 \times 10]\) for baseline model, and learning ratio is set to 0.01, 0.005 and 0.001 with every 50 epochs. Meanwhile, the BatchNorm layers are added after each convolutional layer. At first, we compared the results of hierarchy pruning when original models were trained with 50, 100 and 150 epochs respectively in Fig. [3], and we observed that all layers showed similar tendency for different trained models during the hierarchy pruning process, which meant we could disentangle the importance of each layer even when the model was trained imperfectly. We calculated the score of sensitiveness for each convolutional layer on Table [IV]. Clearly, the score of each layer among all three different trained models were different, but the relative difference across all layers could keep stable. For example, the score of Conv2 was \( 2.0 \times 10^{-3}, 7.7 \times 10^{-3}, \) and \( 6.9 \times 10^{-3} \) for the models that were trained with 50, 100 and 150, respectively, however, Conv2 was easy to be specified with the highest importance because its score was larger than other layers obviously. Therefore, the consistency of importance evaluation for the each layer was be verified. Then we would explore the efficiency of SBPF on the model with 150 training epochs. Fig. [3] (c) and (f) presented the untrained and retrained test accuracy of hierarchy pruning when original VGG-16 was trained fully. Notably, the accuracy restoration will decrease with the increasing of pruning ratio for each layer, and specific calculation of sensitiveness was listed Table [III](a). The Conv2 gets the highest score, which is the most sensitive layer. "Conv1, Conv3, Conv4" and Conv5, Conv6, Conv7 Conv8" could be assembled to two groups respectively according to Equation (13). At last, the remaining layers were grouped together because they showed smaller score of sensitiveness. The grouped layers were depicted as:

- \( G_{\text{vgg16}}: \)
  \[
  \begin{align*}
  &\text{Conv2} \\
  &\text{Conv1, Conv3, Conv4} \\
  &\text{Conv5, Conv6, Conv7, Conv8} \\
  &\text{Conv9, Conv10, Conv11, Conv12, Conv13}
  \end{align*}
  \]

Then we pruned the model by iterative strategy in Algorithm [2]. For retraining the slimmed model efficiently, the learning ratio should be revised to 0.005 at beginning 50 epochs and 0.001 for following epochs. In Fig. [4], we found that the pruned model may perform a better result than baseline when pruning ratio was less than 60%. Even we increased the pruning ratio to 70%, the pruned model could perform well without accuracy sacrificing. However, the representation capability of pruned model fell rapidly when we continued to increase the pruning ratio. When the pruning ratio attained to 80%, there could be 4% loss in accuracy. The pruned results were listed in Table [II]. Additionally, Fig. [9] showed the details about final iterative pruning process. At beginning, layers in insensitive group were pruned, and others kept unchanged. With the increasing of pruning ratio, remaining layers would be pruned by the degree of sensitiveness iteratively.

\section*{B. Customized Conv-4 on MNIST}

MNIST dataset includes 10 categories of handwritten numbers with smaller scale, which could be trained and tested with a simple network. Thus, we shrunk convolutional layers of VGG-16 to 4 (Conv-4) as \([64 \times 128 \times 256 \times 512]\), and maxpool was reduced to 2 relatively. The size of classifier was maintained same as above VGG-16. At first, the sensitiveness of each convolutional layer was tested on Table [IV] when Conv-4 was trained variously. When the model was trained with 10 and 20 epochs, the score of sensitiveness for each layer could keep similar. when the model was trained with 5 epochs, the score of each layer was quite different with the fully training model, but the relative difference across all layers can stay similar as the fully trained model. For example, Conv1 showed the highest score for all three different trained models, and other layers all showed relative lower sensitiveness. Then we tested our algorithm on the fully trained model. Notably, the learning ratio was set as 0.01 across total 20 epochs, and the hierarchy pruning process was depicted as Fig. [3], from which we could see that the fluctuation was smaller than VGG-16. The specific score of fully trained model was illustrated on Table [III] (b). The score of "Conv1" was large than others apparently, then we grouped "Conv2, Conv3, Conv4" together, and separated "Conv1" independently. The grouping was showed as:

- \( G_{\text{Conv-4}}: \)
  \[
  \begin{align*}
  &\text{Conv1} \\
  &\text{Conv2, Conv3, Conv4}
  \end{align*}
  \]

Subsequently, iterative pruning for the original model with fully training was explored as Fig. [5], and the pruned model with 85% pruning ratio could recover baseline accuracy after carefully retraining. However, the accuracy dropped quickly if more filters were removed, and 2% loss in accuracy could
Fig. 3. The performance of hierarchy pruning for VGG-16 on CIFAR-10 when original models are trained differently.

Fig. 4. Retrained results for VGG-16 on CIFAR-10 with iterative pruning. In (a), the pruning ratio is set to 10%, 20% and 30%. In (b), the pruning ratio is set to 40%, 50%, 60% and in (c), the pruning ratio is set to 65%, 70%, 75%, 80%, respectively.

| Model     | Training Epochs | Conv1 | Conv2 | Conv3 | Conv4 | Conv5 | Conv6 | Conv7 | Conv8 | Conv9 | Conv10 | Conv11 | Conv12 | Conv13 |
|-----------|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|--------|--------|--------|
| VGG-16    | 10              | 2.2E-04 | 2.0E-05 | 3.4E-04 | 3.5E-04 | -1.1E-05 | -1.4E-05 | -1.6E-05 | -1.0E-05 | -1.3E-05 | 4.9E-04 | -4.0E-04 | -3.8E-04 | -2.5E-04 |
|           | 50              | 4.8E-03 | 7.7E-05 | 5.3E-05 | 7.6E-03 | 3.7E-03 | 3.3E-03 | 3.1E-03 | 3.6E-03 | 3.2E-03 | 2.7E-03 | 2.6E-05 | 2.3E-05 | 1.5E-05 |
|           | 100             | 4.8E-03 | 6.4E-05 | 5.2E-05 | 3.6E-03 | 3.7E-03 | 3.6E-03 | 3.2E-03 | 3.6E-03 | 3.2E-03 | 3.6E-03 | 3.2E-03 | 3.6E-03 | 3.2E-03 |
| Conv-4    | 10              | 8.0E-03 | 2.4E-04 | -1.4E-04 | 2.2E-04 |
|           | 50              | 1.0E-05 | 1.0E-05 | -1.0E-05 | 8.2E-04 |
|           | 100             | 1.0E-05 | 1.0E-05 | -2.1E-04 | 4.5E-04 |
| ResNet-18 | 10              | 5.2E-04 | 2.6E-04 | 2.1E-04 | 3.6E-04 | 3.0E-04 | -1.4E-05 | -1.7E-03 | -1.6E-03 |
|           | 50              | 7.2E-04 | 4.6E-04 | 2.5E-04 | 6.6E-04 | 3.7E-04 | -1.0E-05 | -1.3E-03 | -1.1E-03 |
|           | 100             | 7.2E-04 | 4.6E-04 | 2.5E-04 | 6.6E-04 | 3.7E-04 | -1.0E-05 | -1.3E-03 | -1.1E-03 |

Table IV: The Sensitiveness of Each Convolutional Layer for Different Pre-trained VGG-16, Conv-4 and ResNet-18.

appear for the pruned model when we improved pruning ratio to 95%. Finally, the overall compression statistics were listed on Table II which showed that there were more redundant filters in customized Conv-4 than VGG-16.

C. ResNet-18 on CIFAR-100

VGG-16 and Conv-4 are both chain structures without skip connection in feature extraction block. Therefore, we extended the pruning framework on ResNet-18 over CIFAR-100, which was covered by 8 residual blocks with 16 convolutional layers. Similarly, the images in CIFAR-100 have same size as CIFAR-10 while only extending categories to 100. Notably, overall pruning ratio on ResNet-18 would be lower than VGG-16 and Conv-4 because the skip connection in each block imposed strictly dimension restriction to prune whole network, and only the first convolutional layer could be slimmed. For simplifying explanation, we renamed the pruned layers as Conv1 to Conv8, and the learning ratio of the baseline model was set to 0.01, 0.005, 0.0001 for every 50 epochs, respectively. At first, we applied hierarchy pruning on different pre-trained models. The explored sensitiveness is displayed on Table IV. Same as VGG-16 and Conv-4, the sensitiveness of each layer across the different trained models kept similar tendency, which illustrated that our pruning framework could maintain the consistency of importance evaluate for each layer without considering the parameters of individual filter. Then we plotted the results of hierarchy pruning of ResNet-18 when the original model was fully trained in Fig. 7, the deeper layers were less important because the accuracy of corresponding pruned models fluctuated slightly across the whole hierarchy pruning process. Then we calculated the specific score of reliability and stability on Table III (c). Correspondingly, "Conv1, Conv2,
verify the effectiveness of our algorithm, the pruning ratio was set appropriately that could maintain the baseline accuracy. For VGG-16 on CIFAR-10, "Filters Pruning" method outperformed baseline result with 0.2% rising of accuracy. However, the reduction of parameters was relative lower than others, and the pruning ratio of each layer was hard to determine. "Taylor Expansion" based method yielded impressive reduction both on parameters and FLOPs while with huge decrease in accuracy. "Network Slimming" showed excellent reduction both on parameters and FLOPs, as well as maintaining baseline accuracy. Our algorithm achieved comparable pruning results as "Network Slimming" while without the constraints of BatchNorm neurons, which could be implemented flexibly. Besides, our algorithm showed competitive pruning results with other methods on customized Conv-4 and ResNet-18. Both parameters and FLOPs could be reduced efficiently with sufficient flexibility.

E. comparison of random and norm-based pruning strategies

In this section, we designed extra two experiments that were based on sensitiveness to remove filters by $\ell_1$-norm and $\ell_2$-norm, which could illustrate the advantage of random pruning that we introduced during the whole pruning process, as well as underlining the dominated status of network structure. At first, we would evaluate the sensitiveness of each layer according to the Equation (5) and Equation (12), then the filters will be removed from the original model with $\ell_1$-norm, $\ell_2$-norm, and random pruning, respectively. The pruning results were pictured as Fig. 10. It was clear that there was no obvious difference for three different pruning strategies, and they all could reach up baseline accuracy after careful training. We renamed above three pruning strategies as sensitiveness- $\ell_1$, sensitiveness- $\ell_2$ and sensitiveness- $R$, and the compression details were illustrated on Table VI, VII and VIII, respectively. Clearly, random strategy performed better than other two norm-based strategies. Therefore, we could claim that the structure of the network dominated the representation ability.

V. Analysis for Pruning Details

A. Relationship to Automatic Pruning Strategy

Automatic pruning that were done by [17] and [18] could remove filters globally through "Taylor Expansion" and "Network Slimming". In this part, we reviewed the pruning results for VGG-16 on CIFAR-10 and unveiled the structure of the pruned models when the pruning ratio was set to 65%. For the "Taylor Expansion" method, pruning process would be implemented 5 times, which meant there were 549 filters being removed from the whole network with total 4224 filters during each iteration, then we retrained the pruned model with 10 epochs while revising the training epochs to 100 during last iteration. For "Network Slimming" method, we retrained the final compact model with 100 epochs to recover the accuracy. Fig. 11 showed the final retraining process. Apparently, sensitiveness based pruning and "Network Slimming" methods yielded better recovering accuracy than the method based on "Taylor expansion". The specific filters pruning for VGG-16 on CIFAR-10 were listed on Table V. It should be pointed out Conv4, Conv5, "Conv6, Conv7, Conv8" could be classified to two groups due to similar scores while Conv3 could be grouped individually due to the highest score. Then the specific layers clustering was concluded as:

- $G_{resnet18}$:

  Conv3
  Conv1, Conv2, Conv4, Conv5
  Conv6, Conv7, Conv8

In final iterative pruning stage, the learning ratio was set to 0.0005 at beginning 50 epochs, and following 50 epochs would be set to 0.0001. Fig. 8 showed the iterative process. When we set the pruning ratio as 35%, the results of pruned model may outperform baseline models, and the retrained pruned network can reach to baseline accuracy even with 37% filters removed. But when we increased the pruning ratio a bit to 40%, there could be obvious declining in accuracy during whole pruning process. The conclusion about the pruned outcomes were listed on Table I (c), which illustrated that our pruning framework achieved impressive pruning results even with dimension restriction.

D. Comparison of Different Pruning Criteria

In this section, we compared different pruning methods on VGG-16, Conv4 and ResNet-18 when they were fully trained with CIFAR-10, MNIST and CIFAR-100 correspondingly. The results were showed on Table VI, VII and VIII. As described in section I, "Filters pruning", "Taylor" method and "Network Slimming" were all weight value based structured pruning methods, which could only perform well when the original model provided efficient parameters. Notably, there was no obvious restriction for "Filters Pruning" [15] and "Taylor Expansion" [17] methods, which meant they were flexible to be applied across various common networks, such as pure chain-structure "VGGNets" and skip-structure "ResNets". However, "Network Slimming" [18] method was constrained by the output value of BatchNorm neurons, which could not evaluate each filter when there were no BatchNorm layers. In order to...
that the deeper layers were prone to be slimmed for three methods. Especially, "Network Slimming" and SBPF both maintained more filters among Conv2-Conv7, on the contrast, "Taylor Expansion" based method would abandon more filters in these layers. Table VI compared the performance of above three pruning methods. When the pruning ratio was 65%, our method and "Network Slimming" methods both could recover baseline accuracy, and "Network Slimming" performed well slightly while was constrained by BatchNorm neurons. On the contrast, "Taylor Expansion" could achieve better compression on parameters and FLOPs, but the pruned model almost lost 2% accuracy, which only could be competed with our method when the original model was pruned with 80% pruning ratio. The efficiency of our algorithm could be proved broadly.

B. Effect of Control Factor $\gamma$

The influence of $\gamma$ would be discussed on Supplementary material when VGG-16 was slimmed. For $\gamma = \frac{2}{3}$, all convolutional layers for VGG-16 could be classified into four groups, then we would discuss the layers grouping when $\gamma$ was set with different value. When $\gamma = \frac{1}{2}$, Conv2 still presented $12 = 3$ when $\gamma = \frac{1}{3}$, Conv2 was easy to convolutional layers for VGG-16 could be classified into four material when VGG-16 was slimmed. For $\gamma = 3$, all con- convolutional layers for VGG-16 could be classified into four groups, then we would discuss the layers grouping when $\gamma$ was set with different value. Therefore, the layers could be classified identically as $\gamma = \frac{3}{3}$. When we set $\gamma = \frac{3}{3}$, Conv2 was easy to be picked up as the most sensitive layer while the distinction among Conv1, Conv3, Conv4, Conv5, Conv6, Conv7, Conv8 was not obvious, which disturbed us to classify layers into appropriate groups. Finally, we set $\gamma = \frac{1}{4}$, which meant the stability would dominate the evaluation of sensitivity. Notably, the scores across shallow layers were quite different.
which assisted us to distinguish the sensitiveness of each layer. However, it was hard to group layers due to the large score gap across whole network. Besides, the difference among deep layers were small, and it could not reflect the real importance within these layers. Therefore, it was reasonable to authorize reliability more weights than stability.

![Fig. 7. Hierarchy pruning for ResNet-18 on CIFAR-100. The (a) shows untrained test accuracy and the (b) presents retrained test accuracy.](image)

![Fig. 8. The retrained results with 35%, 37% and 40% pruning ratio for ResNet-18 on CIFAR-100 dataset.](image)

### C. Exploration of efficiency for our method

The efficiency of our method could be supported by the explanation that filters in insensitive layers were less important and would impose side effect for representation ability of original model, as well as bringing about overfitting problems. Therefore, slimming appropriately for these insensitive layers could not result in accuracy hurting while contributing to improve the power of representation for original model. On the contrary, sensitive layers could maintain more important structured information, and tiny change of structure may cause accuracy hurt dramatically. At the same time, we explored the FLOPs occupation of each convolutional layer for VGG-16 on CIFAR-10 in Supplementary material. It was clear that there was no obvious relationship between FLOPs and sensitiveness, then more filters within the layers that occupied the most FLOPs should be removed when the sensitiveness was similar. Additionally, the retraining process could update gradient
the confirmation of pruning ratio in the final iterative pruning process. It was hard to determine exact pruning ratio for each layer through once time. Therefore, we will utilize automatic techniques to be combined with sensitiveness criteria to look for better pruned architecture in the future.
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