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ABSTRACT

In a big data environment, traditional recommendation methods have limitations such as data sparseness and cold start, etc. In view of the rich semantics, excellent quality, and good structure of knowledge graphs, many researchers have introduced knowledge graphs into the research about recommendation systems and studied interpretable recommendations based on knowledge graphs. Along this line, this paper proposes a scholar recommendation method based on the high-order propagation of knowledge graph (HoPKG), which analyzes the high-order semantic information in the knowledge graph and generates richer entity representations to obtain users’ potential interest by distinguishing the importance of different entities. On this basis, a dual aggregation method of high-order propagation is proposed to enable entity information to be propagated more effectively. Through experimental analysis, compared with some baselines, such as Ripplenet, RKGE, and CKE, the method has certain advantages in the evaluation indicators $AUC$ and $F_1$.
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1. INTRODUCTION

In recent years, people have entered an era of information explosion, due to the rapid development of information technology. A large number of data is being generated all the time in daily life. How to use these data more effectively to facilitate our lives is an urgent problem in the field of current information science. Along this line, the recommendation system came into being and was applied in many aspects of life. From e-commerce platforms, search engines, social platforms to short video platforms, portal websites, mobile applications, etc. All of them have certain recommendation functions (such as user behavior prediction, user interest perception, etc.). Traditional recommendation systems can be roughly divided into two types: content-based recommendation and collaborative filtering-based recommendation. They provide recommendations based on the similarity of the content, the users’
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interactive behavior, and so on. These two classic recommendation systems are widely used because of their better recommendation effects. However, facing the current massive amount of information, traditional recommendation methods generally suffer from data sparseness and cold start (Guo, Zhuang, Qin, Zhu, Xie, Xiong, & He, 2020). To solve these problems, many studies have introduced knowledge graphs into recommendation research, hoping to realize interpretable recommendations from the perspective of semantics.

As a kind of semantic network, knowledge graph contains rich information. A typical knowledge graph consists of nodes and edges. Nodes and edges are used to represent entities and the relationships between entities. Specifically, the knowledge graph is composed of many “subject-predicate-object” triples, which can be denoted as “(S, P, O)”. Since the knowledge graph contains rich semantic relations, it is an effective attempt to use it as the information source of the recommendation system for the interpretable recommendation. Meanwhile, as a link in the use and creation of knowledge, the academic field are filled with a large amount of knowledge. This paper takes scholars as the subject, analyzes the research fields of scholars and the relationship between different scholars, uses scholars’ knowledge to construct a knowledge graph, and recommends related scholars based on the knowledge graph, which has certain theoretical significance for grasping academic trends, scientific and technological frontiers, as well as the development of research work and the introduction of talents.

1.1 A Background Example

A real example of scholar recommendation based on knowledge graph is shown in Figure 1.

It can be seen from Figure 1 that when the user “User” clicks on the scholars “Tang, Y.” and “Jiang, Y.”, we can assume that “User” pays more attention to these two scholars. By observing the nodes connected with the two scholars, we can find that the two scholars have the same research fields “Data Science”, the title “Professor” and the unit “SCNU”. Therefore, based on the nodes closely connected to these three nodes, we can infer that “User” may be more interested in the scholar “Gao, M.”, because this scholar also has the same title “Professor” and the research fields “Data Science”. At the same time, it can be inferred that “User” is more interested in the scholar “Zhu, J.”. Because he has the same title “Professor”, the unit “SCNU”, and he also has the same research fields “Social Network” with one of the scholars “Tang, Y.”. In addition, the scholar “Li, J.” has the same unit “SCNU” with the two scholars, but only has the same research fields “Social Network” with one of the scholars “Tang, Y.”. Therefore, we can infer that “User” may be interested in “Li, J.”. Similarly,

![Figure 1. A Real Example of Scholar Recommendation Based on Knowledge Graph](image)
for the scholar “Yang, L.”, although he shares the title “Professor” with the two scholars, there is no other connection to indicate that it is related to the two scholars. Therefore, we infer that “User” is less likely to be interested in him. It can be seen that in the research of introducing the knowledge graph into the recommendation system, a more reasonable recommendation effect and certain semantic interpretability can be obtained.

1.2 Main Contributions

Taking this as a starting point, we take the knowledge graph as the object and conducts further research on the recommendation system. The main contributions of this paper are as follows: (1) Construct scholar knowledge graph and user-scholar interaction based on scholar data, and input them into the recommendation system as a data source. (2) A new high-order information propagation method based on the knowledge graph is proposed. According to the relationships of entities, it explores the high-order propagation between entities, thereby discovering the potential information in the knowledge graph. In addition, to better enrich the entity representation, a dual entity aggregation method based on high-order propagation is proposed. (3) Through experimental analysis, it proves the validity and interpretability of the HoPKG for recommendation, and it has certain advantages over the previous methods in evaluation indicators $AUC$ and $F_1$.

The remainder of this paper is organized as follows. Section 2 summarizes the relevant research in recent years. Section 3 defines the problem and delves into our proposed model. Section 4 conducts experiment on the dataset and compares it with the baselines to analyze the results. Section 5 summarizes the work of this paper and looks forward to future work.

2. RELATED WORKS

Since Google released Google Knowledge Graph in 2012, knowledge graph has developed rapidly and has been widely used in various fields, such as data analysis, intelligent retrieval, intelligent recommendation, human-computer interaction, etc. (Indra & Thangaraj, 2019; Jadhav & Patil T, 2017; Lee, He, Su, Chen, Xiao, & Yang, 2020; Wu, Shen, Deng, & Cheng, 2019) As a large-scale semantic network, the knowledge graph contains entities, concepts, and various rich semantic relationships (Heist, Hertling, Ringler, & Paulheim, 2020). Compared with the traditional semantic network, the knowledge graph has the characteristics of large scale, rich semantics, good quality and structure. Therefore, to improve the recommendation effect, many studies use knowledge graphs as the information source of the recommendation system. It has gradually attracted the attention of researchers and has been widely used in search, query, and recommendation fields (Li, Jiang, Wang, & Yin, 2017; Li, Li, Zhang, Li, Tang, & Jiang, 2020; Li, Xiao, Akram, Jiang, & Zhang, 2018; Li, Xiao, Ma, Jiang, & Zhang, 2017). Currently, there are three methods for implementing recommendations using knowledge graphs: embedding-based methods, path-based methods, and propagation-based methods.

2.1 Embedding-Based Methods

The embedding-based methods implement entity embedding (Gesese, Biswas, & Sack, 2019) by using the translation model and integrate it into the recommendation system to achieve recommendation. (Zhang, Yuan, Lian, Xie, & Ma, 2016) proposed a collaborative knowledge based embedding for recommender systems (CKE), which extracts structured content, text content, and visual content from the knowledge base, using the TransR (Lin, Liu, Sun, Liu, & Zhu, 2015), denoising autoencoders and convolutional autoencoders embed these three contents into the representation. In addition, the integrator integrates the three representations into the implicit vector of the items, and finally obtains the score through the implicit vector of the items and the users. (Wang, Zhang, Xie, & Guo, 2018) proposed the deep knowledge-aware network (DKN), which uses CNN (Krizhevsky, Sutskever, & Hinton, 2017) to learn text embedding in sentences and TransD (Ji, He, Xu, Liu, & Zhao, 2015) to
model the embedding of entities in news content, and according to this calculates the users’ preferences for news. (Wang, Zhang, Zhao, Li, Xie, & Guo, 2019) proposed a multi-task feature learning recommendation model (MKR), which is composed of a knowledge graph embedding module and a recommendation module. These two modules share knowledge through cross and compression unit links. The recommendation module is trained to estimate the users’ preferences for the product, and the knowledge graph embedding module is trained to estimate the tail entity representation based on the relationship and the head entity. The two modules are trained alternately to obtain the users’ real preferences. The embedding-based methods have good scalability, but they ignore the information between higher-order entities, and the interpretability is poor.

2.2 Path-Based Methods

The path-based methods explore the connection between two entities according to the connection path existing in the knowledge graph and realize the recommendation accordingly. (Zhao, Yao, Li, Song, & Lee, 2017) proposed FMG, which captures the complex relationships between entities in heterogeneous graphs by replacing meta-paths with meta-graphs. On this basis, a similarity matrix is established, and a factorization machine is used to fuse users and items features into different meta-graphs to obtain users’ preferences. (Hu, Shi, Zhao, & Yu, 2018) proposed MCRRec, which uses CNN to learn the embedding of each path instance and calculates the meta-path embedding through a pooling operation. In addition, the weighted average value of meta-path embedding is used to obtain the interactive embedding between the users and the items, thereby obtaining users’ preferences. The path-based methods have certain interpretability, but due to the need of constructing meta-graphs and meta-paths, they have poor scalability and are prone to information loss.

2.3 Propagation-Based Methods

The propagation-based methods use embedding to improve the entity representation (Ji, Pan, Cambria, Marttinen, & Yu, 2021) by integrating the multi-hop neighbor representation to obtain richer information. (Wang, Zhang, Wang, Zhao, Li, Xie, & Guo, 2018) proposed RippleNet, which overcomes the limitations of the embedding-based and path-based methods by introducing a preference propagation mechanism. It automatically propagates the users’ potential preferences and uses the KGE (Wang, Mao, Wang, & Guo, 2017) regularization method in the Bayesian framework to unify the preference dissemination, and then predict the click-through rate. (Tang, Wang, Yang, & Song, 2019) proposed AKUPM, which uses the TransR to model entities. In addition, it uses the self-attention mechanism to assign weights to entities and obtain entities representations to predict users’ preferences. The propagation-based methods can make full use of the information in the knowledge graph and have a good recommendation effect and interpretability. However, due to their high computational complexity and noise, the recommended results will be influenced by varying degrees.

Due to the poor performance, data sparseness and high computational complexity of the above methods, and inspired by the ideas of GCN (Kipf & Welling, 2016) and GraphSage (Hamilton, Ying, & Leskovec, 2017), we propose a scholar recommendation method based on high-order propagation of knowledge graph.

3. METHODOLOGY

This section will describe the specific content of the scholar recommendation method based on the high-order propagation of the knowledge graph. First, construct the input part of the recommendation system based on the source data, then design the recommendation method based on the input part, and finally use the predictive function to predict the score.
3.1 Preliminaries

Firstly, we will define some basic concepts:

**Definition 1 (Knowledge Graph):** The knowledge graph consists of many triples, which can be regarded as a collection of relations and entities (also called edges and nodes). According to the relationships between entities, we define entities and relationships as triples, and mark them as \((h, r, t)\), where \(h\) represents the head entity, \(r\) represents the relationship, and \(t\) represents the tail entity. Each triple is connected by the head entity \(h\) and the tail entity \(t\) through a relationship \(r\). Therefore, we extract triples from the source data to construct a knowledge graph, and define it as \(G = \{(h, r, t) | h \in E, r \in R\}\), where \(E\) represents the entity set, \(R\) represents the relationship set.

**Definition 2 (User-Scholar Interaction):** User-Scholar Interaction is a directed graph, which is consisted of user and scholar. It is constructed by the history of user-to-scholar interaction. Let \(U = \{u_1, u_2, \ldots, u_d\}\) denote the user set, let \(S = \{s_1, s_2, \ldots, s_d\}\) denote the scholar set. Where \(u_i\) denotes user \(i\), \(d_1\) denotes the number of users, \(i \in [1, d_1]\), \(s_j\) denotes scholar, \(d_2\) denotes the number of scholars, \(j \in [1, d_2]\). Meanwhile, we can also reflect User-Scholar Interaction as an interaction matrix \(I = \{\eta_{us} | u \in U, s \in S\}\) use \(\eta_{us}\) denote the interaction between user and scholar:

\[
\eta_{us} = \begin{cases} 
1, & \text{if an interaction between user } u \text{ and scholar } s \text{ is true} \\
0, & \text{otherwise} 
\end{cases}
\]  

where \(\eta_{us} = 1\) denotes that they generate an interaction or a positive comment between user \(u\) and scholar \(s\), \(\eta_{us} = 0\) denotes the opposite situation.

3.2 HoPKG

In this section, we will introduce our proposed HoPKG in detail. The main framework is shown as Figure 2. It is composed of 3 parts: Input Layer (User-Scholar Interaction and Knowledge Graph), Middle Layer (High-order Propagation, Single-Network and BiPart Aggregator) and Output Layer (Predicted Function). Then, we will introduce the Middle Layer from 3 aspects: High-order Propagation, Single-Network and BiPart Aggregator.

3.2.1 High-Order Propagation

Knowledge graph contains rich entities and semantic relations. Provided that we analyze the results by the nodes which are connected to the target nodes directly, it is hard to achieve precise recommendation results. Hence, it is significant to explore the high-order propagation of knowledge graph. We denote the nodes which are connected to the target nodes of the previous layer as neighbors, according to the structural characteristics of the knowledge graph. We denote the neighbor sampling size as \(N(n)\), according to the number of neighbors. Where \(n\) represents the number of neighbors sampling, \(N(n)\) represents the set of neighbors sampling. Using high-order propagation to diverge and expand from the target nodes makes it possible to use more useful information in the knowledge graph. With the increasing of propagation layer \(l\), more and more information is obtained from the target node, as shown in Figure 3. Moreover, we are inspired by GraphSage and set a fixed neighbor sampling size according to the sparsity of the knowledge graph. For the target node, if its number of neighbor nodes is less than \(n\), we will adopt a repeated sampling strategy, until all of the nodes are adopted. If its number of neighbor nodes is more than \(n\), we will sample neighbor nodes randomly and unrepeatably. In this way, the information of neighbor nodes can be fully utilized, and unnecessary calculation overhead can be reduced.
3.2.2 Single-Network

To achieve the high-order propagation of knowledge, we need to define the structure of every layer of the network. We obtain higher-order propagation in the knowledge graph according to the structure of each layer, to extract more semantic information in the knowledge graph. We define the structure of each layer as a single-network. It is similar to ego-network (Qiu, Tang, Ma, Dong, Wang, & Tang, 2018) and calculated by the target node’s entity representation of the current layer and the entity representation of its neighbor nodes. The structure is shown as Equation 2:
\[ e_{N[u]}^u = \sum_{t \in N[u]} \alpha_{u,t} e_t \]  

(2)

where \( \alpha_{u,t} \) represents the importance score of neighbor node (tail node) \( t \) to user \( u \), \( e_t \) represents entity representation of current neighbor node \( t \). It is also the importance level of the user’s attention to the attributes of the current scholar (research field, title, work unit, etc.).

To distinguish the importance of different nodes to users, we obtain the normalized importance score through the softmax function, as following Equation 3:

\[
\alpha_{u,t} = \text{softmax} \left( \theta \left( e_u, e_t \right) \right) = \frac{\exp \left( \theta \left( e_u, e_t \right) \right)}{\sum_{\forall t \in N[u]} \exp \left( \theta \left( e_u, e_t \right) \right)} 
\]

(3)

where \( \theta(e_u, e_t) \) represents the function of calculating the importance score between user nodes and neighbor nodes. Its calculating way is \( \theta : \mathbb{R}^d \times \mathbb{R}^d = \mathbb{R} \ e_u \) and \( e_t \) represent users’ entity representation and neighbors’ entity representation respectively:

\[
\alpha_{u,t} = \frac{\exp \left( \text{LeakyRelu} \left( e_u \ | \ e_t \right) \right)}{\sum_{\forall t \in N[u]} \exp \left( \text{LeakyRelu} \left( e_u \ | \ e_t \right) \right)} 
\]

(4)

From Equation 3 we can infer Equation 4. Where, LeakyRelu denotes the Activation function.

### 3.2.3 BiPart Aggregator

Entity aggregator is the last part of high-order propagation of knowledge graph. The design strategy of the aggregation method determines the final entity representation. In this section, a dual aggregator BiPart is proposed. We will compare it with GraphSage Aggregator, to prove its effectiveness.

**Aggregator-GraphSage (Hamilton, Ying, & Leskovec, 2017):** It concatenates 2 types of entity representation (Neighbor entity representation and the entity representation calculate by single-network). Then, it obtains the current entity representation by nonlinear transformation. The specific process is as following Equation 5:

\[
\text{Aggregator} – \text{GraphSage} : g_i = \text{LeakyRelu} \left[ \text{Concat} \left( e_i, e_{N[u]} \right) \right] 
\]

(5)

where \( W \) denotes the learned weight matrix, \( \text{Concat} \) denotes the matrix’s concatenation.

**Aggregator-BiPart:** It obtains the entity representation in 2 different ways (concatenation and summation), and combines 2 types of results to obtain rich entity representation (see Figure 4). The specific process is as following Equation 6:
Aggregator – BiPart: \( g_2 = \text{LeakyRelu}\left(W_1 \cdot \text{Concat}\left(e_t, e_{N(n)}^{l-1}\right) + b_1\right) \)
\[ + \text{LeakyRelu}\left(W_2 \cdot \left(e_t + e_{N(n)}^{l-1}\right) + b_2\right) \]  
where \( W_1 \) and \( W_2 \) denote the learned weight matrix, \( b_1 \) and \( b_2 \) denote the offset.

During the high-order propagation of knowledge graph, the above 2 aggregators are shown as Equation 7 and Equation 8:

\[ Aggregator – \text{GraphSage}: e_{N(n)}^{l} = g_1\left(e_t^{l-1}, e_{N(n)}^{l-1}\right) \]  

\[ Aggregator – \text{BiPart}: e_{N(n)}^{l} = g_2\left(e_t^{l-1}, e_{N(n)}^{l-1}\right) \]

From Equation 7 and Equation 8, we can infer Equation 9 and Equation 10:

\[ Aggregator – \text{GraphSage}: e_{N(n)}^{l} = \text{LeakyRelu}\left(W \cdot \text{Concat}\left(e_t^{l-1}, e_{N(n)}^{l-1}\right)\right) \]  

\[ Aggregator – \text{BiPart}: e_{N(n)}^{l} = \text{LeakyRelu}\left(W_1 \cdot \text{Concat}\left(e_t^{l-1}, e_{N(n)}^{l-1}\right) + b_1\right) \]
\[ + \text{LeakyRelu}\left(W_2 \cdot \left(e_t^{l-1} + e_{N(n)}^{l-1}\right) + b_2\right) \]
where \( l \) denotes the layer of high-order propagation, \( e^l_N(u) \) denotes the entity representation of the current layer. \( e^l_N(u) \) is calculated by the entity representation \( e^{l-1}_N(u) \) and neighbor entity representation \( e^l_{t-1} \) of last layer.

### 3.3 Prediction Function

On the basis of obtaining entity representation through high-order propagation and BiPart aggregator, we will discuss how to calculate the click-through rate (CTR) of users to scholars through the prediction function. Then, we train HoPKG into a CTR prediction model, to achieve precise and interpretable recommendation. We calculate the CTR of users to scholars by the following Equation 11:

\[
Y(u, s) = \sigma(e_u, e^m_s)
\]

where \( e_u \) denotes the entity representation of user \( u \), \( e^m_s \) denotes the final entity representation of scholar \( s \), \( \sigma \) denotes the sigmoid activation function. \( Y(u, s) \in [0, 1] \) and the closer its score is to 1, the more important the scholar \( s \) is to the user \( u \), and the more likely the user \( u \) is to be interested in the scholar \( s \).

### 3.4 The Algorithm for HoPKG

To explore the high-order semantic information in the knowledge graph, the algorithm we designed is shown in Algorithm 1. First, we build a mapping matrix based on the set of neighbor entities obtained by the entity and the neighbor sampling size. Then, a new set of neighbor entities is generated according to the mapping matrix. Based on this, the attention score between the entity and its neighbor entities is calculated, and a high-order propagation mechanism is introduced to calculate the entity representation. Finally, calculate the score based on the prediction function and use the evaluation method to evaluate the experimental results.

Algorithm 1. HoPKG algorithm

**Input:** Knowledge Graph \( G \), User-Scholar Interaction \( I \), parameter: learning rate \( \delta \), \( L_2 \) normalization coefficient \( \varepsilon \) entity embedding dimension \( d \), propagation layer \( l \), aggregator \( g \), neighbor sampling \( \mathcal{N}(n) \);

**Output:** Evaluating function \( \gamma \);

1. while HoPKG not converge do
2. for \((u, s)\) in \(I\) do
3. \(L(l)\leftarrow s\);
4. for \(i = l-1, \ldots, 0\) do
5. \(L(i)\leftarrow L(i+1)\);
6. for \(e \in L(i+1)\) do
7. \(L(i)\leftarrow L(i) \cup \mathcal{N}(n)\);
8. for \(i = 1, \ldots, l\) do
9. for \(e \in L(i)\) do
10. \(\alpha_{u,e} \leftarrow \frac{\exp(\theta(e_u, e_t))}{\sum_{u, e \in \mathcal{N}(n)} \exp(\theta(e_u, e_t))}\)
\begin{align*}
(11) & & e_{i \in N(u)}^+ \leftarrow \sum_{i \in N(u)} \alpha_{u,i} e_{i}^{i-1} \\
(12) & & e_{i}^+ \leftarrow g(e_{i}^{i-1}, e_{i}^{i-1}) \\
(13) & & e_{s}^+ \leftarrow e_{i}^+
\end{align*}

\section*{4. EXPERIMENTS}

In this section, we will verify the effectiveness of the HoPKG model through experiments. By conducting experiments on the target dataset, obtain the optimal experimental parameters, and compare the average optimal results with the baselines.

\subsection*{4.1 Experimental Dataset and Baselines}

In this section, we will introduce the dataset and baselines in experiments.

\subsubsection*{4.1.1 Experimental Dataset}

This paper uses the background data from SCHOLAT\(^1\) (Xu, Qiu, Lin, Tang, He, & Yuan, 2021) as the target dataset. It is the real scholar data saved in the SCHOLAT, including user interaction history, scholar’s name, research field, work unit and title, etc. After data processing, the user-scholar interaction and knowledge graph are constructed, and a total of 11,256 interaction histories and 9,054 pairs of triples are generated. The detailed information of the dataset is shown in Table 1.

\subsubsection*{4.1.2 Baselines}

In order to further illustrate the effectiveness of the method proposed in this paper, we will compare our model with several current classic recommendation models:

1. \textbf{PER(Yu, Ren, Sun, Gu, Sturt, Khandelwal, Norick, \& Han, 2014):} It uses external information networks to construct meta-paths, defines global and personalized recommendation modules, and uses Bayesian ranking optimization to estimate the effect of the model.

2. \textbf{MCRec(Hu, Shi, Zhao, \& Yu, 2018):} It Constructs the meta-path by deep neural network and a priority based sampling method, uses meta-path context to design a model and predict the results.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{Graph} & \textbf{Attributes} & \textbf{Scholar} \\
\hline
User-Scholar Interaction & # Users & 1,000 \\
& # Scholars & 1,589 \\
& # Interactions & 11,256 \\
\hline
Knowledge Graph & # Entities & 6,622 \\
& # Relations & 5 \\
& # Triples & 9,054 \\
\hline
\end{tabular}
\caption{Statistics of Dataset}
\end{table}
3. CKE (Zhang, Yuan, Lian, Xie, & Ma, 2016): It obtains the semantic representation of the project by extracting the structured content, text content and image content in the knowledge base, and finally assembles them into a CKE framework.

4. RKGE (Sun, Yang, Zhang, Bozzon, Huang, & Xu, 2018): It proposes a recurrent structure to model the semantic paths of the same entities which connected with each other, and then, puts them into the recommendation.

5. RippleNet (Wang, Zhang, Wang, Zhao, Li, Xie, & Guo, 2018): It uses historical interaction records to obtain high-order entity representations through the iterative propagation of connections in the knowledge graph, and then predicts users’ potential interests.

4.2 Parameter Settings and Evaluating Indicators

4.2.1 Parameter Settings

All methods in the experiments are set and reproduced according to the best parameters in the original paper. It is worth noting that some methods used multiple sources of information in previous studies. Therefore, for the dataset used in this paper, we will only use this part as input. For our proposed HoPKG model, we use Adam (Kingma & Ba, 2015) as the algorithm optimizer. After preliminary experiments, we select the best learning rate $\delta$ in {0.001, 0.002, 0.01, 0.02}, and search the best coefficient $\varepsilon$ of $L_2$ normalization in {10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}}$. Furthermore, we select the best dimension $d$ of entity embedding in {16, 32, 64, 128, 256}, and select the best layer $l$ of high-order propagation. At the same time, we repeat each group of experiments 10 times, and then take the average of best results.

Remark 1: About parameter setting, we set a rough parameter range based on the parameter settings of related papers. Preliminary experiments were conducted on this basis, and the parameter range was adjusted through the experimental results. Furthermore, parameters in this range can make the model converge and make the loss smaller, so a wider range was not considered.

4.2.2 Evaluating Indicators

We use CTR prediction and Top-K recommendation to evaluate our proposed model. During the CTR prediction, we implement the trained HoPKG model in test set, and evaluate the prediction results by evaluating indicators $AUC$ and $F_1$. During Top-K recommendation, we adopt Pre@K, Rec@K to evaluate the results.

$AUC$: Area under the ROC curve, it is defined as following Equation 12:

$$AUC = \frac{\sum_{i \in \text{positive}} \text{rank}_i - \frac{n_{pos}(1 + n_{pos})}{2}}{n_{pos} \times n_{neg}} \quad (12)$$

where $n_{pos}$ denotes the number of positive samples, $n_{neg}$ denotes the number of negative samples, and $\text{rank}_i$ denotes the probability of the sample being classified as a positive sample.

$F_1$: The harmonic mean of precision and recall, it is defined as following Equation 13:

$$F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (13)$$
4.3 Performance Comparison

The final experimental comparison results are shown in Table 2 and Figure 5. HoPKG performs best among all methods in $AUC$ and $F_1$. Specifically, as shown in Table 2, HoPKG outperforms the best baselines RippleNet by 3.81% in $F_1$. The reason is that the BiPart Aggregator can make better use of the information during the propagation. Compared with RKGE, CKE, MCRec, PER, HoPKG improves by 4.13% to 25.99% in $F_1$ respectively, HoPKG improves by 3.33% to 22.57% in $AUC$ respectively. The reason why HoPKG performance is better than CKE, PER, MCRec and RKGE is that they fail to make good use of the high-order semantic information in the knowledge graph. As shown in Figure 5, Compared with others, HoPKG also performs best in terms of Rec@K, Pre@K. The reason of PER and MCRec perform not better than others is that they need to manually construct meta-paths. This will cause some deterministic factors. Therefore, the performance is worse when the dataset is sparse.

Moreover, different aggregators will produce different results. Our proposed BiPart aggregator has a certain improvement over GraphSage in both $AUC$ and $F_1$. Because it combines 2 types of results and propagates entity information more effectively.

In general, as the propagation layer $l$ increases, the number of nodes adopted increases sharply and the computational complexity also increases accordingly. Through comparative experiments, we found that with the increase of $l$, the performance increases and reaching a peak when $l=3$, and then there is a decreasing trend. The specific results are shown in Figure 6. The reason is that with the

| Model          | $AUC$  | $F_1$  |
|----------------|--------|--------|
| PER            | 0.6472 | 0.5964 |
| MCRec          | 0.7137 | 0.6278 |
| CKE            | 0.7354 | 0.6849 |
| RKGE           | 0.7677 | 0.7216 |
| RippleNet      | 0.7886 | 0.7238 |
| HoPKG-GraphSage| 0.7906 | 0.7302 |
| HoPKG-BiPart   | 0.7933 | 0.7514 |

Figure 5a. Comparison of different models in Top-K recommendation (Rec@K)
increase of the propagation layer, the entity information is enriched, but too many irrelevant entities are adopted. The result is to increase the computational complexity and reduce the accuracy. In terms of time complexity, as $l$ increases, the time complexity initially increases slowly and increases sharply when $l=4$. This is because as the propagation depth increases, the number of adopted nodes increases sharply, resulting in an increase in computational complexity. In view of the above situation, the performance and time complexity are comprehensively considered, and $l=3$ is selected as the optimal propagation layer in the following experiments.

Moreover, in the target knowledge graph, the size of neighbor sampling directly determines the richness of information in the propagation process. Therefore, how to choose an appropriate neighbor sampling size is significant. In the experiment, we set the neighbor sampling size $n$ as {2, 4, 6, 8, 10, 12, 14, 16}, repeat each experiment 5 times, and take the average results. The results are shown in Figure 7. $AUC$ reaches the peak when the neighbor sampling size $n$ is 6. $F_1$ reaches the peak when the
neighbor sampling size $n$ is 4. Later, with the increase of neighbor sampling size, $AUC$ and $F_1$ have shown varying degrees of reduction. The reason for this situation may be because the target dataset is relatively sparse. The number of neighbor nodes of each node is close to the optimal sampling size, so there is a large increase. Later, with the increase of sampling size, the noise also increases, that’s why there is a decreasing trend.

5. CONCLUSION

With the advent of the era of big data, the research on knowledge graphs has attracted more and more scholars’ attention. Researching the relationship between scholars based on the knowledge graph, and implementing scholar recommendations based on this, has certain significance for grasping academic trends, scientific and technological frontiers, as well as the development of research work and the introduction of talents. Taking this as a starting point, this paper proposes a scholar recommendation method based on the high-order propagation of knowledge graphs. Starting from the history of users’ interaction, this method uses the rich information in the knowledge graph to obtain users’ preferences, which effectively solves the problem of data sparseness and has certain interpretability. In addition,
the BiPart aggregator proposed in this paper aggregates from two aspects, which can aggregate entity information more effectively. By extracting real scholar data from the SCHOLAT and using this as the target dataset, the experimental analysis shows that the method proposed in this paper has certain advantages compared with some current recommendation methods. Therefore, we can also apply it in other fields, such as restaurant recommendation, music recommendation, book recommendation, etc. But it still has some problems, it does not make good use of the semantic relationship information in the knowledge graph. In future work, we will study and analyze more implicit semantic relationships in the knowledge graph. Moreover, it is hoped that a larger knowledge graph in cyberspace can be cited as a background knowledge source to obtain more semantic information and further enhance the recommendation effect.
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