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Abstract
In the present note, we prove new lower bounds on large values of character sums
\[ \Delta(x, q) := \max_{\chi \neq \chi_0} \left| \sum_{n \leq x} \chi(n) \right| \] in certain ranges of \( x \). Employing an implementation of the resonance method developed in a work involving the author in order to exhibit large values of \( L \)-functions, we improve some results of Hough in the range \( \log x = o(\sqrt{\log q}) \). Our results are expressed using the counting function of \( y \)-friable integers less than \( x \), where we improve the level of smoothness \( y \) for short intervals.
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1 Introduction
The behavior of character sums \( S_\chi(x) := \sum_{n \leq x} \chi(n) \), where \( \chi \) is a non-principal Dirichlet character modulo \( q \), is of great importance in many number theoretical problems such as the distribution of non-quadratic residues or primitive roots. Showing some cancellation in such character sums has been an intensive topic of study for many decades, originating from the unconditional bound of Pólya and Vinogradov \( S(\chi) \ll \sqrt{q} \log q \). In the present note, we are interested in the opposite problem which consists of bounding from below the quantity

\[ \Delta(x, q) := \max_{\chi \neq \chi_0} \left| \sum_{n \leq x} \chi(n) \right| . \] (1)
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Here and throughout this paper we write $\log_j$ for the \( j \)-th iterated logarithm, for example $\log_2 q = \log \log q$. Assuming the Generalized Riemann Hypothesis, Montgomery and Vaughan showed $\Delta(x, q) \ll \sqrt{q} \log_2 q$ (strengthening the work of Pólya and Vinogradov) which matches the omega results obtained earlier by Paley [15]. Nonetheless, the situation for shorter intervals remains in certain cases open. An intensive study of this quantity through the computation of high moments was carried out by Granville and Soundararajan [8] giving very precise results for short intervals. A few years later, Soundararajan developed the so-called resonance method [16] in order to show the existence of large values of $L$-functions at the central point. In the intermediate range $\sqrt{\log q} < \log x < (1-\epsilon) \log q$, even though the situation remains widely open, recent progress have been made using this method (see the results obtained by Hough [11] reinforcing the previous results of Granville and Soundararajan [8]). It is worth noticing that de la Bretèche and Tenenbaum [4] recently obtained the following result improving earlier bounds of Hough for very large $x$, precisely as soon as $\log x \geq (\log q)^{1/2+\epsilon}$,

$$\Delta(x, q) \geq \sqrt{x} \exp \left( (\sqrt{2} + o(1)) \sqrt{\frac{\log(q/x) \log_3(q/x)}{\log_2(q/x)}} \right).$$

In this paper, we will give new bounds in the range $\log x < \sqrt{\log q}$. Originating from ideas going back to Montgomery and Vaughan [14], we expect, in that case, the behavior of the character sum to be closely linked to the behavior of the character sum over friable numbers. In particular, it emphasizes the fact that character sums can only be large because of a special bias for small primes. This fruitful idea can be traced back to Littlewood [13] which showed the existence of large real character sums by prescribing the values of the first $\log q$ primes.

In order to state our results, let us define by $\mathcal{S}(x, y)$ the set of $y$-friable numbers less than $x$ and denote by $\Psi(x, y)$ the cardinal of this set. More generally, for any arithmetic function $f$, we write

$$\Psi(x, y; f) = \sum_{n \in \mathcal{S}(x, y)} f(n).$$

Granville and Soundararajan [8] made the following conjecture.

**Conjecture 1** There exists a constant $A > 0$ such that for any non-principal character $\chi (\mod q)$ and for any $1 \leq x \leq q$ we have, uniformly,

$$\sum_{n \leq x} \chi(n) = \Psi(x, y; \chi) + o(\Psi(x, y; \chi_0)),$$

where $y = (\log q + \log^2 x)(\log \log q)^A$.

This would directly imply the upper bound

$$\Delta(x, q) \ll \Psi(x, (\log q + \log^2 x) \log_2^A q).$$
On the other hand, this can hold only with $A \geq 1$. Indeed, Hough using the resonance method proved the following estimate in the transition range $\log x = (\log q)^{1/2-\varepsilon}$:

$$\Delta(x, q) \geq \Psi(x, \log q \log_2^{1-o(1)} q).$$

(2)

In this article, we prove that such a lower bound can be obtained relatively easily in some ranges of $x$. Our argument relies on the recent variant of the long resonance method introduced in [1] and [2]. In few words, the method consists of bounding from below the following quotient:

$$\left| \sum_{\chi \mod q} S_{\chi}(x) |R(\chi)|^2 \right| / \sum_{\chi \mod q} |R(\chi)|^2,$$

(3)

where $R(\chi)$ is a well-chosen “resonator”. As explained in [1,2], it is possible to define the function $R(\chi)$ as a truncated Euler product of size $\approx \log q \log_2 q$. The main advantage of this method is the complete multiplicative structure of the resonator defined as a short Euler product leading naturally to sums over friable integers. A well-suited choice of the weights for every prime allows us to relate the lower bound of the quotient (3) to the counting function of friable integers with some relatively large level of smoothness.

Precisely, we prove:

**Theorem 1** For $q$ a sufficiently large prime, under the condition $\log q < x \leq \exp(\sqrt{\log q})$, we have

$$\Delta(x, q) = \max_{\chi \neq \chi_0} |S_{\chi}(x)| \geq \Psi \left( x, \left( \frac{1}{4} + o(1) \right) \frac{(\log q)(\log_2 q)}{\max\{\log_2 x - \log_3 q, \log_3 q\}} \right).$$

In some ranges of $x$, the lower bound can be rewritten in a more compact way.

**Corollary 2** Suppose that $\log x = (\log q)^\sigma$ for a fixed $0 < \sigma < 1/2$. Then

$$\Delta(x, q) \geq \Psi \left( x, \frac{1}{2\sigma}(1 + o(1)) \log q \right).$$

When $\log x$ is a small power of $\log q$, our result improves the result of Hough which proved (see [11, Corollary 3.3]) that $\Delta(x, q) \geq \Psi(x, (8/e^3 + o(1)) \log q)$. Previously, results of the same quality were proved for real characters. Let us define $\Delta_R(x, q) = \max_{D \in \mathcal{F}, q < |D| \leq 2q} |S_{\chi_D}|$ where $\mathcal{F}$ is the set of fundamental discriminants. In the same spirit as Littlewood original argument, Granville and Soundararajan [8] showed

$$\Delta_R(x, q) \geq \Psi \left( x, \frac{1}{3} \log q \right).$$

As pointed out by Hough [11], breaking the natural barrier $\log q$ using this method seems to be a very difficult problem. Corollary 2 enables us to do so in the full range.
\log x = (\log q)^\sigma, 0 < \sigma < 1/2. Let us though stress that our argument cannot be adapted to the case of real characters due to the more subtle orthogonality relations. Furthermore, the bound of [11] overcomes our result when \log x approaches \sqrt{\log q}.

For even smaller ranges of \log x, namely as soon as \log_2 x = o(\log_2 q), a lower bound of the same precision as in the inequality (2) follows directly from Theorem 1. To illustrate this, we deduce the following consequence.

**Corollary 3** Let A > 1 and set \( x = \log^A q \). Then

\[
\Delta(x, q) \geq \Psi \left( x, \frac{1}{2} (1 + o(1)) \frac{(\log q)(\log_2 q)}{\log_3 q} \right).
\]

To have a better insight on the lower bounds of Theorem 1, Corollaries 2 and 3, we could write it down in a more pleasant way. Indeed (see [10] for the details), in the range \( \log q \leq x \leq \exp(\sqrt{\log q}) \), the following approximation:

\[
\Psi(x, k \log q) = x \exp(-u \log u - u \log_2 (u + 2) + u + o(u))
\]

holds uniformly for \( 1 \leq k \ll x/\log q \) where \( u = \frac{\log x}{\log y} \).

For the sake of simplicity, we first stated our results for \( q \) prime. However, we can obtain similar results for more general moduli \( q \) under certain additional restrictions. In order to describe the result, we define for any integer \( m \geq 1 \)

\[
\Psi_m(x, y) = \sum_{\substack{n \in S(x, y) \backslash (n,m)=1}} 1.
\]

Denote by \( \omega(q) \) the number of distinct prime divisors of \( q \). Tenenbaum [17, Théorème, Eq. (1.4)] proved that \( \Psi_q(x, y) \sim \frac{\phi(q)}{q} \Psi(x, y) \) whenever \( (\log 2 \omega(q))(\log_2 x) = o(\log y) \). Since we have \( q/\phi(q) \ll \log(\omega(q)) \), we observe that a close argument (setting the resonator with an extra factor \( 1/(\log(\omega(q))) \) leads to the following result.

**Theorem 4** For \( q \) sufficiently large and \( \log q \leq x \leq \exp(\sqrt{\log q}) \). Under the supplementary condition \( \log(1 + \omega(q))(\log_2 x - \log_3 q) = o(\log_2 q) \), we have

\[
\Delta(x, q) \geq \Psi_q \left( x, \frac{1}{6} + o(1) \right) \frac{(\log q)(\log_2 q)}{\max\{\log_2 x - \log_3 q, \log_3 q\}}.
\]

**Remark 1** For almost all modulus \( q, \omega(q) \sim \log_2 q \) and the restriction on \( x \) of Theorem 4 is therefore not so restrictive. It is for instance trivially fulfilled for \( x \) being any power of \( \log q \).

For information, precise estimates of the quantity \( \Psi_q(x, y) \) in various ranges of the parameters can be found in [6].

In the next section, we give some results concerning averages over friable numbers necessary to control error terms coming from the choice of the resonator. In the last
section, we give the proof of the Main Theorem 1 and sketch the few necessary modifications needed to deduce Corollaries 2 and 3 as well as to demonstrate Theorem 4.

2 Some results about friables numbers

As usual, for \( x \geq y \geq 2 \), we set \( u = \frac{\log x}{\log y} \). We denote by \( \Omega(n) \) the number of prime factors of \( n \) counted with multiplicity. We easily have the individual bound \( \Omega(n) \ll \log n \). In fact, for small values of the parameter \( u \), \( \Omega(n) \) displays more cancellation when averaged over friable integers.

Lemma 1 We have, uniformly for \( x \geq y \geq 2 \),

\[
\sum_{n \in \mathcal{S}(x, y)} \Omega(n) \ll \Psi(x, y)(u + \log_2 y).
\]

Proof Denote as usual by \( \alpha := \alpha(x, y) \) the unique positive solution of the equation

\[
\sum_{p \leq y} \log p \frac{1}{p^\alpha - 1} = \log x.
\]

A precise evaluation of the saddle point \( \alpha \) is known. Indeed, by [9, Theorem 2], we have uniformly for \( x \geq y \geq 2 \),

\[
\alpha = \frac{\log(1 + y/\log x)}{\log y} \left(1 + O\left(\frac{\log_2 y}{\log y}\right)\right).
\] (4)

Applying Theorem 2.9 of [6] to the additive function \( f = \Omega \) leads to

\[
\sum_{n \in \mathcal{S}(x, y)} \Omega(n) \ll \Psi(x, y) \sum_{p \leq y} \frac{(v + 1)}{p^\alpha} \left(1 - 1/p^\alpha\right)
\]

\[
\ll \Psi(x, y) \sum_{p \leq y} \left(1 - 1/p^\alpha\right) \sum_{v \geq 1} \frac{v}{p^\alpha}
\]

\[
\ll \Psi(x, y) \sum_{p \leq y} \frac{1}{p^\alpha - 1}.
\]

Let us stress that the error terms appearing in Theorem 2.9 are easily controlled using (4) and recalling the fact that \( \bar{u} := \min\left\{\frac{y}{\log y}, \frac{\log x}{\log y}\right\} \). Our goal is to obtain a uniform bound for the sum over primes. To begin, we have \( p^\alpha - 1 \geq \alpha \log p \). On one hand, we have by (4) that for \( y \leq \log x \),

\[
\frac{1}{\alpha} \ll \frac{\log y}{\log(1 + y/\log x)} \ll \frac{\log y \log x}{y} \left(1 + O(y/\log x)\right) \ll \frac{\log y \log x}{y}.
\]
The prime number theorem implies

\[ \sum_{p \leq y} \frac{1}{p^\alpha - 1} \ll \frac{\log y \log x}{y} \sum_{p \leq y} \frac{1}{\log p} \ll u. \]

On the other hand, when \( y > \log x \), (4) implies \( \alpha \log y \gg 1 \). For any sufficiently small constant \( c \) such that \( e^{c/\alpha} \leq y \) we have

\[ \sum_{p \leq y} \frac{1}{p^\alpha - 1} \ll \sum_{p \leq \exp(c/\alpha)} \frac{1}{\alpha \log p} + \sum_{p \leq y} \frac{1}{p^\alpha}. \] \( \tag{5} \)

The first sum is \( \ll \alpha \exp(c/\alpha) \) which is \( \ll u \) for sufficiently small \( c \). For \( 0 \leq \sigma \leq 1 \), an application of the prime number theorem gives (this is for instance done in [6, Lemma 3.6])

\[ \sum_{p \leq y} \frac{1}{p^\sigma} = \log_2 y + O \left( \frac{y^{1-\sigma} - 1}{(1-\sigma) \log y} \right). \] \( \tag{6} \)

The following uniform estimate is implied by (4) (see also [6, Lemma 3.2]):

\[ \frac{y^{1-\alpha} - 1}{(1-\alpha) \log y} = \left[ 1 + O(1/\log y) \right] \frac{uy}{y + \log x}. \]

Applying (6) with \( \sigma = \alpha \) and recalling (5), we get

\[ \sum_{p \leq y} \frac{1}{p^\alpha - 1} \ll u + \log_2 y, \]

which concludes the proof. \( \square \)

It is worth noticing that precise asymptotical estimates can be obtained in some ranges of \( u \) for averages of general additive functions [6]. Moreover, the normal order of additive functions over the set of friable integers \( S(x, y) \) can be determined using the friable Turán–Kubilius inequality originally considered by Alladi [3] and proved by de la Bretèche and Tenenbaum [7] in the full range of parameters \( x \geq y \geq 2 \).

The following lemma gives information on \( \Psi(x, y) \) for small variations of \( y \).

**Lemma 2** [11, Corollary 5.6] Assume \( u < \sqrt{y} \), then for \( |\kappa| < 1 \) we have

\[ \log \frac{\Psi(x, e^\kappa y)}{\Psi(x, y)} = \left( \kappa + O(\log^{-1} u) \right) \frac{u \log u + \log_2(u + 2)}{\log y}. \] \( \tag{7} \)
3 Resonance method and large values of character sums

3.1 Proof of Theorem 1

Denote by $X_q$ the group of characters modulo $q$. For every $\chi \in X_q$ and real $x \geq 2$, we recall the definition

$$S_\chi(x) = \sum_{n=1}^{x} \chi(n).$$

In order to exhibit large values of character sums, we apply the resonance method in a similar manner as performed in [1,2]. Let us first define our “resonator” as a short Euler product. For a constant $c < 1/4$, we take

$$y = c \frac{(\log q)(\log_2 q)}{\max\{(\log_2 x - \log_3 q), \log_3 q\}}$$

and set $q_1 = 1$ and $q_p = 0$ for $p > y$. Setting as before $u = \frac{\log x}{\log y}$, we define further $q_p = \left(1 - \frac{1}{u(\log_2 q)^{1+\varepsilon}}\right)$ for small primes $p \leq y$. We extend it in a completely multiplicative way to obtain weights $q_n$ for all $n \geq 1$. We now define for $\chi \in X_q$

$$R(\chi) = \prod_{p \leq y} \left(1 - q_p \chi(p)\right)^{-1}.$$ 

We can write $R(\chi)$ as a Dirichlet series in the form

$$R(\chi) = \sum_{a=1}^{\infty} q_a \chi(a). \quad (8)$$

Let us consider the following sums:

$$S_1 = \sum_{\chi \in X_q} S_\chi(x)|R(\chi)|^2$$

and

$$S_2 = \sum_{\chi \in X_q} |R(\chi)|^2.$$ 

The heart of the resonance method is contained in the simple inequality

$$\frac{|S_1|}{S_2} \leq \max_{\chi \in X_q} |S_\chi(x)|. \quad (9)$$
Therefore we would like to prove that the quotient in the left-hand side of (9) grows sufficiently quickly with $q$. Moreover, we need to show that the contribution of the trivial character to $S_1$ and $S_2$ is negligible. A similar estimation as in [2] leads to

$$\log(|R(\chi_0)|^2) \leq 2 \sum_{p \leq y} \left( \log u + \log_3 q \right) = \frac{2y}{\log y} \left( \log u + \log_3 q + o(1) \right). \quad (10)$$

Hence, by our choice of $y$, we have

$$|R(\chi_0)|^2 \leq \exp((4c + o(1)) \log q) \leq q^{4c+o(1)}. \quad (11)$$

In the other hand, we have trivially

$$\sum_{\chi \in X_q} |R(\chi)|^2 = \sum_{\chi \in X_q} q a q b \chi(a) \overline{\chi}(b) = \phi(q) \left( \sum_{a=b \mod q} q a q b \right) \geq q^{1-o(1)}, \quad (12)$$

where we used the classical inequality $\phi(q) \geq q / \log_2 q$. Similarly, we can disregard the contribution of the trivial character to $S_1$. Indeed, bounding trivially every term in the sum and using the hypothesis on $x$, we have

$$|S_{\chi_0}(x)| = \left| \sum_{n \leq x} \chi_0(n) \right| \leq x = q^{o(1)}. \quad (13)$$

Expanding $|R(\chi)|^2$ and switching the summation, we have

$$S_1 = \sum_{\chi \in X_q} |R(\chi)|^2 S_{\chi}(x)$$

$$= \sum_{n=1}^{x} \left\{ \sum_{a,b=1}^{\infty} q a q b \sum_{\chi \in X_q} \chi(a) \overline{\chi}(b) \chi(n) \right\},$$

where the inner sum is positive due to the orthogonality relations on $X_q$. Thus,

$$S_1 = \sum_{n=1}^{x} \left\{ \phi(q) \sum_{a,b \mod q} q a q b \right\}. \quad (14)$$
Assume \( n \) to be fixed such that \(( n, q ) = 1\). Then, using the positivity and the completely multiplicative property of the coefficients \( q_n \) we get

\[
\phi(q) \sum_{a,b} q_a q_b \geq \phi(q) \sum_{a,b,n|b} q_a q_b
\]

\[
= \phi(q) \sum_{a,b'} q_a q_{nb'} = q_n \phi(q) \left( \sum_{a \equiv b' \mod q} q_a q_{b'} \right)
\]

\[
= q_n S_2.
\]

Noticing that \( q_p = 0 \) for primes \( p > y \), we deduce from (14)

\[
\frac{S_1}{S_2} \geq \sum_{x = 1}^{\infty} q_n = \sum_{n=1}^{x} q_n \sum_{n \not\equiv \Psi(x,y) q_n s(n),}
\]

where we used the fact that \( q \) is prime. Our particular choice of the weights \( q_n \) helps us to relate this sum to the counting function of \( y \)-friable numbers using results of Sect. 2. Indeed, we first remark that for \( n \in S(x,y) \), we have trivially

\[
q_n \geq \left( 1 - \frac{1}{u(\log_2 q)^{1+\epsilon}} \right)^{\Omega(n)} \geq 1 - \frac{\Omega(n)}{u(\log_2 q)^{1+\epsilon}}.
\]

Summing over \( n \), we get

\[
\sum_{n \in S(x,y)} q_n \geq \Psi(x,y) + O \left( \frac{1}{u(\log_2 q)^{1+\epsilon}} \sum_{n \in S(x,y)} \Omega(n) \right).
\]

Using Lemma 1, we have that

\[
\sum_{n \in S(x,y)} \Omega(n) \ll \Psi(x,y)(u + \log_2 y).
\]

Inserting it in (16) and combining with (15), we obtain

\[
\max_{\chi \in X_q} S_\chi(x) \geq \Psi(x,y) \left( 1 + O \left( \frac{\log_3 q}{(\log_2 q)^{1+\epsilon}} \right) \right).
\]

(17)
We show that the right-hand side of (17) is bounded from below by $\Psi(x, y(1 - \delta))$ for any $\delta > 0$. Indeed, this boils down to show that

$$\Psi(x, y) \geq \Psi(x, y(1 - \delta)) \left(1 + C \left(\frac{\log q}{(\log_2 q)^{1+\epsilon}}\right)\right)$$

(18)

for a constant $C > 0$. Applying Lemma 2 with $e^{-\kappa} = \frac{1}{1 - \delta}$ and recalling the hypothesis on $x$, we have

$$\frac{\Psi(x, y)}{\Psi(x, y(1 - \delta))} \geq \exp\left(\frac{\kappa}{2 \log y} (\log u \log u)\right) \geq \exp\left(\frac{\kappa}{2} \frac{\log x}{(\log y)^2}\right) \geq 1 + \frac{\kappa}{2 \log_2 q},$$

which implies (18). Recalling (11), (12) and (13), the inequality (15) remains true when we sum over non-trivial characters which by (17) yields to

$$\max_{\chi \neq \chi_0} S_\chi(x) \geq \Psi(x, y(1 + o(1))).$$

### 3.2 Proof of Corollaries 2 and 3

We follow the same lines as the proof of Theorem 1. To prove Corollary 2 in the case $\log x = (\log q)^{\sigma}$, we define the resonator identically as before with the slight modification $y = c \log q$ with a constant $c < 1/2$. In order to control the contribution of the trivial character, we perform similar computations which led to Eq. (10)

$$\log(|R(\chi_0)|^2) \leq 2 \frac{y}{\log y} (\log u + \log_3 q + o(1)) \leq 2 \frac{y}{\log y} (\log_2 q + o(1)).$$

By our choice of $y$, we have

$$|R(\chi_0)|^2 \leq \exp((2c + o(1)) \log q) \leq q^{2c + o(1)}. \quad (19)$$

The rest of the proof is identical to the proof of Theorem 1. The same strategy applies to prove Corollary 3. We define in this case, for a constant $c < 1/2$, the parameter $y = c \frac{\log q}{\log_3 q}$. As before we have

$$\log(|R(\chi_0)|^2) \leq 2 \frac{y}{\log y} (\log u + \log_3 q + o(1)) \leq 2 \frac{y}{\log y} (\log_3 q + O(1))$$

using the fact that we have $u = \frac{\log x}{\log y} \ll 1$. This directly implies (19) again and conclude the proof.

It is worth noticing that Corollaries 2 and 3 would follow directly from Theorem 1 with the constant 1/4 instead of 1/2. However, in this range of parameters, we can slightly improve the constant as explained above.
3.3 Proof of Theorem 4

Denoting as before \( u = \frac{\log x}{\log y} \), Tenenbaum [17] proved that \( \Psi_q(x, y) \sim \frac{\phi(q)}{q} \Psi(x, y) \) whenever \( \log(1 + \omega(q)) \log(1 + u) = o(\log y) \). Since we have \( q/\phi(q) \ll \log_2 q \), it is sufficient to perturbate slightly the weights in the definition of our resonator. Precisely, for a constant \( c < 1/6 \), we set

\[
y = c \frac{(\log q)(\log_2 q)}{\max\{(\log_2 x - \log_3 q), \log_3 q\}}
\]

and set \( q_1 = 1 \) and \( q_p = 0 \) for \( p > y \). We define analogously with an extra factor at the denominator \( q_p = \left(1 - \frac{1}{u(\log_2 q)^{2+\epsilon}}\right) \) for small primes \( p \leq y \). Similarly as in the proof of Theorem 1, we bound the contribution of the trivial character by

\[
\log(|R(\chi_0)|^2) \leq 2 \frac{y}{\log y} (\log u + 2 \log_3 q + o(1)) \leq 2c \log q (3 + o(1)).
\]

Thus, we deduce

\[
|R(\chi_0)|^2 \ll q^{6c + o(1)}.
\]

The same computations as in the proof of Theorem 1 lead to

\[
S_1/S_2 \geq \sum_{\substack{n \in S(x, y) \\ (n, q) = 1}} q_n \geq \Psi_q(x, y) + O\left(\frac{1}{u(\log_2 q)^{2+\epsilon}} \sum_{n \in S(x, y)} \Omega(n)\right).
\]

Using Lemma 1 and the asymptotical behavior \( \Psi_q(x, y) \sim \frac{\phi(q)}{q} \Psi(x, y) \) together with the inequality \( q/\phi(q) \ll \log_2 q \), we deduce

\[
\max_{\chi \neq \chi_0} S_\chi(x) \geq \Psi_q(x, y) \left(1 + O\left(\frac{\log_3 q}{(\log_2 q)^{1+\epsilon}}\right)\right)
\]

and the rest of the proof follows along the same way as before using again Lemma 2 to conclude.
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