Borehole resistivity simulations of oil-water transition zones with a 1.5D numerical solver
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Abstract
When simulating borehole resistivity measurements in a reservoir, it is common to consider an oil-water contact (OWC) planar interface. However, this consideration can lead to an unrealistic model since in the presence of capillary actions, the mix of two immiscible fluids (oil and water) often appears as an oil-water transition (OWT) zone. These transition zones may be significant in the vertical direction (20 m or above), and in context of geosteering, an efficient method to simulate the OWT zone can maximize the production of an oil reservoir. Herein, we propose an efficient one and a half-dimensional (1.5D) numerical solver to accurately simulate the OWT zone in an oil reservoir. Using this method, we can easily consider arbitrary resistivity distributions in the vertical direction, as it occurs in an OWT zone. Numerical results on synthetic examples demonstrate significant differences between the results recorded by a geosteering device when considering a realistic OWT zone vs an OWC sharp interface.
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1 Introduction
Geophysical resistivity measurements are used to map the subsurface, explore hydrocarbon reservoirs, and maximize the production of the existing ones. We categorize existing resistivity measurements as follows: (1) on surface, such as those obtained using controlled source electromagnetic (CSEM) [1–5] and Magnetotellurics (MT) [6, 7]; and (2) borehole resistivity measurements, for example, those acquired using logging-while-drilling (LWD) devices [8–19]. LWD devices are useful both for reservoir characterization [20–22] and geosteering purposes [23, 24], which is the act of adjusting the tool direction to travel through a specific zone.

Recently, deep and extra-deep azimuthal logging devices have been introduced as a new type of LWD instruments [14, 15]. In addition to map the subsurface, they help us to select the well trajectory properly in the hydrocarbon reservoir in order to increase the productivity of the well [14, 16–18]. There exist several differences between conventional LWD devices and deep azimuthal devices, e.g., the number of transmitters and receivers, and the spacings between them, which are significantly larger in deep azimuthal configurations. Fig 1 displays a typical deep azimuthal device incorporating tilted coils and operating at several frequencies. The main advantage of deep and extra-deep resistivity instruments in comparison with conventional LWD devices is their significantly longer depth of investigation, which enables to perform geosteering without crossing a water-saturated rock [14, 15].

Geosteering requires solving multiple inverse problems in real time [8, 11]. A full three-dimensional (3D) inversion is costly, which makes it often unsuitable for this application. An alternative computational solution consists of dividing our problem domain into a sequence of 1D models in the proximity of the logging instrument, as shown in [8]. In the resulting 1D layered model, it is possible to
reduce the dimensionality of the problem using a Hankel transform or a 2D Fourier transform along the directions over which the material properties are constant [9, 19, 25]. By performing this dimensionality reduction, we obtain a system of ordinary differential equations (ODEs) that can be solved either: (a) analytically, by considering a piecewise constant resistivity profile, which leads to a so-called semi-analytic method [25, 26], or (b) numerically [9, 19].

Despite the high efficiency of semi-analytic methods, they may sometimes lead to an unrealistic mapping of the reservoir since they have to consider piecewise constant resistivity profiles, and as a result, they often employ a sharp oil-water contact (OWC). However, in many realistic reservoir models, the OWC often appears as an oil-water-saturated transition (OWT) zone characterized by a variable resistivity profile (see Fig. 2) [27–30]. To model this with a 1.5D semi-analytical code, it is necessary to approximate the real model in the OWT zone using multiple constant-resistivity layers, which increases the computational cost, implementation, modeling error, and complexity of computing derivatives needed by gradient-based inversion methods.

In here, we propose a more natural approach to model the OWT zone, as well as other non-piecewise-constant resistivity profiles that may appear in different formations. For that, we employ a 1.5D multi-scale finite element method (FEM) to solve the system of ODEs that arises after reducing the dimensionality of the problem utilizing a Hankel transform [19]. The proposed method can model arbitrary 1D resistivity distributions of the subsurface (as it occurs on an OWT zone), and not just a piecewise constant distribution as in the case of semi-analytic methods. Moreover, using a multi-scale method, we reach the high efficiency required for the application while avoiding unnecessary approximations of the resistivity model in the OWT zone. We illustrate numerically the performance of the method via two synthetic examples in which the saturation profiles are obtained from the experiment described in [30], and the corresponding resistivity profiles are estimated using Archie’s (experimental) law [31]. We illustrate our proposed approach with a practical geosteering example.

We organize the rest of the document as follows: Section 2 describes Maxwell’s equations, which govern the physics of our borehole resistivity problems. Section 3 derives the corresponding variational formulation. Section 4 provides a brief description of our proposed 1.5D solver. In Section 5, we employ Archie’s law to calculate the resistivity of a fluid-saturated rock, we provide examples of OWT zones, and two synthetic model problems. Section 6 verifies the efficiency of our numerical solver by modeling the synthetic examples introduced in Section 5. Section 7 illustrates the application of our approach to a realistic geosteering example. Section 8 is dedicated to the conclusions.

2 Governing equation

We consider $\mathbf{E}$ and $\mathbf{H}$ to be the complex-valued electric and magnetic fields, respectively. We denote $\sigma(x, y, z)$ to be the real-valued conductivity tensor with positive determinant. Let $\mathbf{M}$ be a magnetic source flux density. Then, Maxwell’s equations govern the propagation of the EM fields in 3D space as follows [32]:

$$\nabla \times \mathbf{H} = (\sigma - i\omega \varepsilon) \mathbf{E}, \quad (1)$$

$$\nabla \times \mathbf{E} = i\omega \mu \mathbf{H} + i\omega \mu \mathbf{M}, \quad (2)$$

where $\omega = 2\pi f$ is the angular frequency, where $f > 0$ is the frequency of the transmitter, $\varepsilon$ and $\mu$ are the permittivity and magnetic permeability tensors of the media, respectively, and $i$ is the imaginary unit, i.e., $i^2 = -1$. The problem is defined over the entire space $\Omega = \mathbb{R}^3$.

We now pre-multiply (1) by $\tilde{\sigma}^{-1} = (\sigma - i\omega \varepsilon)^{-1}$, and we apply the curl operator. Then, we substitute (2) into the
result and we obtain the following reduced wave equation in terms of the magnetic field:

\[
\nabla \times \hat{\sigma}^{-1} \nabla \times H - i \omega \mu H = i \omega \mu M.
\]  \hfill (3)

### 3 Variational formulation

We consider \( F \) to be an arbitrary vector-valued test function and \( F^{*} \) its conjugate transpose. We pre-multiply (3) by \( F^{*} \), and we integrate over the entire domain to arrive at:

\[
\int\int (\nabla \times \hat{\sigma}^{-1} \nabla \times H) F^{*} d\Omega - i \omega \int\int F^{*} \mu H d\Omega = i \omega \int\int F^{*} \mu M d\Omega.
\]  \hfill (4)

Using integration by parts, and considering that the magnetic field decreases exponentially while moving away from the transmitter, we obtain the following variational formulation:

\[
\int\int (\nabla \times F) (\nabla \times \hat{\sigma}^{-1} \nabla \times H) d\Omega - i \omega \int\int F \mu H d\Omega = i \omega \int\int F \mu M d\Omega.
\]  \hfill (5)

In order to guarantee integrability of all terms appearing in (5), we select \( F, H \in H(\text{curl}; \Omega) \), where:

\[
H(\text{curl}; \Omega) = \{ F \in (L^{2}(\Omega))^{3} : \nabla \times F \in (L^{2}(\Omega))^{3} \}.
\]

### 4 1.5D variational formulation

In [19], we propose a 1.5D variational formulation to obtain the magnetic field in a 1D layered media. Herein, we summarize those derivations for this work to be self-contained.

We consider a 1D Transversely Isotropic (TI) layered media. Thus, the conductivity varies only along \( z \) direction, and we restrict to conductivity tensors of the type:

\[
\sigma(z) = \begin{pmatrix}
\sigma_{h}(z) & 0 & 0 \\
0 & \sigma_{h}(z) & 0 \\
0 & 0 & \sigma_{v}(z)
\end{pmatrix},
\]  \hfill (6)

where \( \sigma_{h} > 0 \) and \( \sigma_{v} > 0 \) are the horizontal and vertical conductivity of the media, respectively. Analogously, we consider \( \varepsilon(z) \) and \( \mu(z) \) to be 1D transversely isotropic.

We consider \( H = (H_x, H_y, H_z) \) to be the magnetic field in the Cartesian system of coordinates. Since the material properties vary only along \( z \) direction, it is convenient to use a 2D Fourier transform along \( xy \) plane as follows:

\[
H(x, y, z) := \frac{1}{4\pi^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \hat{H}(k_x, k_y, z) e^{i(k_x x + k_y y)} dk_x dk_y,
\]  \hfill (7)

where \( \hat{H} \) is the Fourier transform of the magnetic field, and \( k_x \) and \( k_y \) are the Fourier modes.

Using the following transformations:

\[
x = \rho \cdot \cos \phi, \quad y = \rho \cdot \sin \phi, \\
k_x = \xi \cdot \cos \theta, \quad k_y = \xi \cdot \sin \theta,
\]

we change our system of coordinates from Cartesian to cylindrical, and we obtain:

\[
H(\rho, \phi, z) = \frac{1}{4\pi^{2}} \int_{0}^{+\infty} \int_{0}^{2\pi} \hat{H}(\xi, \theta, z) e^{i\xi \rho \cos \theta \cos \phi + i\xi \rho \sin \theta \sin \phi} d\theta d\xi.
\]  \hfill (9)

Using the trigonometric identity \( \cos(\phi - \theta) = \cos \theta \cos \phi + \sin \theta \sin \phi \), we obtain:

\[
H(\rho, \phi, z) = \frac{1}{4\pi^{2}} \int_{0}^{+\infty} \int_{0}^{2\pi} \hat{H}(\xi, \theta, z) e^{i\xi \rho \cos(\phi - \theta)} d\theta d\xi.
\]  \hfill (10)

We have the following relation between exponentials and Bessel functions:

\[
e^{i\xi \rho \cos(\phi - \theta)} = \sum_{k=-\infty}^{\infty} i^{k} J_{k}(\xi \rho) e^{-ik(\phi - \theta)}. \hfill (11)
\]

Substituting (11) into (10), we have:

\[
H(\rho, \phi, z) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \int_{0}^{+\infty} \hat{H}^{k}(\xi, \theta, z) J_{k}(\xi \rho) e^{-ik\phi} f_{\xi} d\xi,
\]  \hfill (12)

where

\[
\hat{H}^{k}(\xi, \theta, z) = \frac{1}{2\pi} \int_{0}^{2\pi} \hat{H}(\xi, \theta, z) e^{ik\theta} d\theta.
\]  \hfill (13)

Moreover, the cylindrical components of the magnetic field are as follows:

\[
H_{x}^{k} = \cos \phi \cdot H_{x}^{k} + \sin \phi \cdot H_{y}^{k} = e^{i\phi} H_{x}^{k} + e^{-i\phi} H_{y}^{k}
\]

\[
H_{y}^{k} = -\sin \phi \cdot H_{x}^{k} + \cos \phi \cdot H_{y}^{k} = i \left( e^{i\phi} H_{x}^{k} - e^{-i\phi} H_{y}^{k} \right)
\]  \hfill (14)

where

\[
H_{x}^{k} = \frac{H_{x}^{k} - H_{y}^{k}}{2}, \quad H_{y}^{k} = \frac{H_{x}^{k} + H_{y}^{k}}{2}.
\]  \hfill (15)

By substituting (14) into (12), and using (15), the Hankel representation of the magnetic field becomes:

\[
H_{x}(\rho, \phi, z) = \frac{1}{2\pi} \sum_{k=-\infty}^{+\infty} \int_{0}^{+\infty} \left( H_{x}^{k}(\xi, \theta) J_{k+1}(\xi \rho) + H_{y}^{k}(\xi, \theta) J_{k-1}(\xi \rho) \right) f_{\xi} d\xi,
\]

\[
H_{y}(\rho, \phi, z) = \frac{1}{2\pi} \sum_{k=-\infty}^{+\infty} \int_{0}^{+\infty} \left( H_{x}^{k}(\xi, \theta) J_{k+1}(\xi \rho) - H_{y}^{k}(\xi, \theta) J_{k-1}(\xi \rho) \right) f_{\xi} d\xi,
\]

\[
H_{z}(\rho, \phi, z) = \frac{1}{2\pi} \sum_{k=-\infty}^{+\infty} \int_{0}^{+\infty} H_{z}^{k}(\xi, \theta) J_{k}(\xi \rho) f_{\xi} d\xi.
\]  \hfill (16)
For a Hankel mode $\xi_q > 0$ and an exponential order $t$, we select the following mono-modal test functions:

$$F^{q,i}(\rho, \phi, z) = F^{q,i}_\rho(\rho, \phi, z)\hat{\rho} + F^{q,i}_\phi(\rho, \phi, z)\hat{\phi} + F^{q,i}_z(\rho, \phi, z)\hat{z},$$

where:

$$F^{q,i}_\rho(\rho, \phi, z) = e^{-i\phi}\left(F^{i}_1(\xi_q, z)J_{I+1}(\xi_q \rho) + F^{i}_1(\xi_q, z)J_{I-1}(\xi_q \rho)\right),$$

$$F^{q,i}_\phi(\rho, \phi, z) = i e^{-i\phi}\left(F^{i}_1(\xi_q, z)J_{I+1}(\xi_q \rho) - F^{i}_1(\xi_q, z)J_{I-1}(\xi_q \rho)\right),$$

$$F^{q,i}_z(\rho, \phi, z) = e^{-i\phi}F^{i}_z(\xi_q, z)J_{I}(\xi_q \rho).$$

In order to exploit the orthogonality of Bessel functions, we define the following rotation (unitary) matrix:

$$Q = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i & 0 \\ i & 1 & 0 \\ 0 & 0 & \sqrt{2} \end{pmatrix},$$

and we replace the variational formulation (5) by the following equivalent one:

$$\int_\Omega (Q\nabla \times F)^*(Q\tilde{\sigma}^{-1}\nabla \times H)d\Omega = -i\omega \int_\Omega (QF)^*(Q\mu H)d\Omega = \int_\Omega \int_\Omega (QF)^*\mu M d\Omega.$$

Notice that Equations (20) and (5) are equivalent because $Q$ is a unitary matrix, so $Q^*Q = I$. For an arbitrary function $g(\xi, z) = (g_1(\xi, z), g_2(\xi, z), g_3(\xi, z))$ in the spectral domain, we denote:

$$g_+^i(\xi, z) = \frac{g_1(\xi, z) + ig_3(\xi, z)}{\sqrt{2}},$$

$$g_-^i(\xi, z) = \frac{g_1(\xi, z) - ig_3(\xi, z)}{\sqrt{2}}.$$

and

$$\Pi_+^i(g(\xi, z)) := \frac{\partial g_+^i(\xi, z)}{\partial \xi},$$

$$\Pi_-^i(g(\xi, z)) := \frac{\partial g_-^i(\xi, z)}{\partial \xi},$$

$$\Pi_z^i(g(\xi, z)) := \frac{\partial g_z^i(\xi, z)}{\partial \xi}.$$

By substituting (16) and (18) into the variational formulation (20), and using (21) and (22), and the orthogonality of Bessel functions, for each Hankel mode $\xi_q$, we obtain the following variational formulation:

$$b(F^{q-m}, H) = b(F^m, H^m) = b_1(F^m, H^m) - b_2(F^m, H^m),$$

where

$$b_1(F^m, H^m) = 2\left(\Pi_+^q(F^m), \tilde{\sigma}^{-1}_n\Pi_+^q(H^m)\right)_{L^2} + 2\left(\Pi_+^q(F^m), \tilde{\sigma}^{-1}_n\Pi_+^q(H^m)\right)_{L^2} + \left(\Pi_+^q(F^m), \tilde{\sigma}^{-1}_n\Pi_+^q(H^m)\right)_{L^2},$$

$$b_2(F^m, H^m) = i\omega \mu_0 \left(\frac{1}{2}(F^m, H^m)_{L^2} + 2(F^m, H^m)_{L^2} + (F^m, H^m)_{L^2}ight),$$

and $\langle f, g \rangle_{L^2} = \int_z \bar{f}gdz$. For the above formulation to be integrable, we request $H^0, F^m \in V(\mathbb{R})$, where $V(\mathbb{R}) = H^1(\mathbb{R}) \times H^1(\mathbb{R}) \times L^2(\mathbb{R})$, and

$$H^1(\mathbb{R}) = \{v \in L^2(\mathbb{R}) : \frac{\partial v}{\partial z} \in L^2(\mathbb{R})\}.$$

(25)

For each Hankel mode $\xi_q$, we solve the aforementioned variational formulation for the following right-hand sides:

$$I(F^m) = \left\{ \begin{array}{ll}
            i\omega \mu_h(z_{Tx}) \left( F^{i-1}_m(\xi_q, z_{Tx}) \right)^* & m = -1, \\
            i\omega \mu_v(z_{Tx}) \left( F^{i}_m(\xi_q, z_{Tx}) \right)^* & m = 0, \\
            i\omega \mu_h(z_{Tx}) \left( F^{i}_m(\xi_q, z_{Tx}) \right)^* & m = 1,
        \end{array} \right.$$

(26)

where $z_{Tx}$ is the location of the transmitter along $z$ direction. We define:

$$H^m(\rho, \phi, z) = \frac{1}{\sqrt{2}} e^{-im\phi} \int_0^{\xi_q} \left( H^{m+}(\xi, z)J_{m+1}(\xi \rho) + H^{m-}(\xi, z)J_{m-1}(\xi \rho) \right) d\xi,$$

$$H^m(\rho, \phi, z) = \frac{i e^{-im\phi}}{\sqrt{2}} \int_0^{\xi_q} \left( H^{m+}(\xi, z)J_{m+1}(\xi \rho) - H^{m-}(\xi, z)J_{m-1}(\xi \rho) \right) d\xi,$$

$$H^m(\rho, \phi, z) = \frac{1}{\sqrt{2}} e^{-im\phi} \int_0^{\xi_q} H^{m+}(\xi, z)J_{m}(\xi \rho) d\xi.$$

(27)

Then, for each transmitter orientation, the magnetic field is:

$$H = \left\{ \begin{array}{ll}
            H^1 + H^{-1} & x\text{-oriented}, \\
            iH^1 - iH^{-1} & y\text{-oriented}, \\
            H^0 & z\text{-oriented}.
        \end{array} \right.$$

(28)

The derived variational formulation allows the material properties to vary along $z$ direction arbitrarily and, in particular, we can accurately model an OWT zone. Moreover, to achieve high efficiency, we use the multi-scale method proposed in [19].

5 Resistivity profiles and synthetic subsurface models and logging trajectories

The OWT zone is the area of the formation that separates the oil-saturated reservoir from the water-saturated rock (see Fig. 2b). OWT zones where the water saturation ($S_w$) is below one appear because of a loss of buoyancy pressure in the hydrocarbon phase.

Determining the water saturation profile in the transition zone in a porous media to predict the recoverable oil saturated in the rock is a demanding task in petrophysics (see, e.g., [27–29]). However, sometimes, a saturation profile may be available from previously recorded data. For example, in [30], the authors utilized electrical wireline logs and capillary pressure relations to obtain the water saturation in the Wellington West field. In here, we use the data provided by [30] to produce two realistic examples of OWT zones (see Table 1).
In order to compute the resistivity of a fluid-saturated rock, we employ Archie's law, given by:

$$\rho_o = a \phi^{-m} S_w^{-n} \rho_w,$$

where $\rho_o$ is the resistivity of the oil-saturated rock, $\rho_w$ is the brine resistivity (in our case, we select $\rho_w = 0.13 \, \Omega \cdot m$), $a$ is the tortuosity factor, $\phi$ denotes the porosity, and $m$ and $n$ are the cementation and saturation exponents of the rock, respectively. In this work, we consider $m = n = 2$ and $a = 1$. Moreover, we assume a homogeneous rock porosity equal to 20% and 25% for our first and second models, respectively. Using (29) and the resistivity values of Table 2, we obtain a set of resistivity values which are extended to the entire transition zone by using a cubic spline interpolation composed of three subintervals (see Fig. 3).

In this work, we approximate our formation as a sequence of three 1D models, which are described in Figs. 4 and 5. Synthetic example 1 (Fig. 4) considers the OWT zone described in model 1 (Fig. 3a), while synthetic example 2 (Fig. 5) employs the OWT zone described in model 2 (Fig. 3b).

In these examples, we assume for simplicity $\mu = \mu_0 I_3$ and $\epsilon = \epsilon_0 I_3$ (where $I_3$ is the 3D identity matrix) to be globally constant. $\epsilon_0$ is set to $8.85 \times 10^{-12} \, (F/m)$, which corresponds to the free-space permittivity, while $\mu_0$ is set to $4\pi \times 10^{-7} \, (H/m)$, i.e., the magnetic permeability constant.

## 6 Numerical examples

### 6.1 Logging device and measurements

We consider an extra-deep LWD instrument with short and long spacings, as described in Fig. 6. The logging instrument operates at two frequencies, namely, 10 kHz (short spacing) and 2 kHz (long spacing).

We denote the nine couplings of the magnetic field as follows:

$$H = \begin{bmatrix} H_{xx} & H_{xy} & H_{xz} \\ H_{yx} & H_{yy} & H_{yz} \\ H_{zx} & H_{zy} & H_{zz} \end{bmatrix},$$

![Resistivity profile for two OWT zones](image)

### Table 1 Water saturation in two transition zones

| $S_w$ (fraction) | Model 1 (m) | Model 2 (m) |
|------------------|-------------|-------------|
| 0.05             | 0.0         | —           |
| 0.1              | 14.02       | —           |
| 0.15             | 18.59       | —           |
| 0.18             | —           | 0           |
| 0.2              | 21.33       | 4.57        |
| 0.25             | 23.16       | 12.19       |
| 0.3              | 24.38       | 14.63       |
| 0.35             | 24.84       | 16.15       |
| 0.4              | 25.29       | 17.83       |
| 0.45             | 25.75       | 19.05       |
| 0.5              | 26.67       | 20.26       |
| 0.55             | 27.12       | 21.33       |
| 0.6              | 27.27       | 21.94       |
| 0.65             | 27.43       | 22.55       |
| 0.7              | 27.55       | 23.16       |
| 0.75             | 27.67       | 23.46       |
| 0.8              | 27.79       | 23.77       |
| 0.85             | 27.91       | 23.92       |
| 0.9              | 28.04       | 24.07       |
| 0.95             | 28.16       | 24.23       |
| 1                |             |             |
where the first and the second subscripts refer to the direction of the transmitter and the receiver magnetic dipole, respectively.

In LWD resistivity measurements, it is common to consider attenuations and phase differences of the $z\bar{z}$ coupling [33, 34]. In our case, we consider an extra-deep azimuthal instrument equipped with one receiver. Therefore, we define:

$$\ln(H_{z\bar{z}}) = \ln(|H_{z\bar{z}}|) \times 20 \log(e) = \text{attenuation (dB)}$$
$$+ i \times \frac{180}{\pi} = \text{phase difference (degrees)}.$$ 

(31)

Moreover, we consider directional measurements based on the apparent conductivity [23]. Following (30), we compute apparent conductivity $\sigma_p$ as:

$$\sigma_p' = \begin{bmatrix} \sigma_{p,xx} & \sigma_{p,xy} & \sigma_{p,xz} \\ \sigma_{p,yy} & \sigma_{p,yx} & \sigma_{p,yz} \\ \sigma_{p,zx} & \sigma_{p,zy} & \sigma_{p,zz} \end{bmatrix}' = K \cdot H'.$$

(32)

Using apparent conductivity (32), we define the symmetrized directional measurement as:

$$\sigma_d = \frac{\sigma_{p,xz} - \sigma_{p,zx}}{2}.$$ 

(34)

The aforementioned directional measurement has high sensitivity to the bed boundaries [17, 20, 23]. Another
directional measurement which is highly sensitive to bed boundaries is the geosignal [35], which is defined as:

$$
g = \ln \left( \frac{H_{zz} + H_{zx}}{H_{zz} - H_{zx}} \right) = \ln \left( \frac{|H_{zz} + H_{zx}|}{|H_{zz} - H_{zx}|} \right) \times 20 \log(e) = \text{attenuation (dB)}$$  

$$(35)$$

$$+ i \left( \frac{\pi (\phi(H_{zz} + H_{zx}) - \phi(H_{zz} - H_{zx}))}{180} \right) = \text{phase difference (degrees)}$$

To illustrate that OWC models can lead to unrealistic simulations, we compare the simulated results corresponding to two OWC models (OWC1 and OWC2, see Figs. 4 and 5) with the true OWT zone model.

6.2 Validation

To validate our numerical method, we compare our numerical solution with the semi-analytic one. We consider the $zz$ coupling of the magnetic field for the first example containing OWC2 using short spacing. Fig. 7 shows the accuracy of our method (see [19] for further details about the method and its efficiency).

6.3 Results on OWT zone vs OWC models

Fig. 8 shows the attenuation of the $zz$ coupling of the magnetic field for the first example using extra-deep short and long spacings. This figure shows significant differences between the OWT zone and OWC1 model results. The $OWC1$ model leads to a large error in our simulated measurements, which will severely affect the inversion process. However, the aforementioned figures show a small difference between the OWT zone and OWC2 model solutions.

Figs. 9 and 10 illustrate the apparent conductivity and geosignal, respectively, using extra-deep short and long spacings for the first example. As observed in the figures, the aforementioned directional measurements are highly sensitive to the position of a bed boundary. Each peak indicates the position of a bed boundary. The peak direction identifies the tool motion from a more resistive layer to a less resistive one (convex) or vice versa (concave). This information can be used for geosteering purposes to navigate the instrument inside the reservoir. Similar to the $zz$ coupling, there is a large difference between OWT zone and OWC1 model solutions, which can lead to a considerable inversion error. Again, OWC2 model solution seems to provide similar logs to those obtained on the OWT zone scenario. However, these results may lead us to enter into a rock with a significant water saturation, thus, lowering the productivity. In summary, considering OWC2 instead of OWT zone puts us in the danger of entering the partially water-saturated rock. Moreover, directional measurements help us to keep the well trajectory within the reservoir and modify its direction when necessary.

For the second example shown in Fig. 5, we consider two different trajectories. The first trajectory $T_1$ is entirely above the OWT zone. The results for $T_1$ verify, once again, the conclusions we obtained for the first example (see Fig. 11). Moreover, to investigate the difference between OWT zone and OWC2 models, we consider a second trajectory $T_2$ which enters the OWT zone (see Fig. 5). Fig. 12 shows the attenuations and phase differences of the $zz$ coupling using the short spacing. In the aforementioned figure, a noticeable difference exists between the OWT and OWC2 models in the part of the trajectory that is inside the OWT zone. These differences may lead to important errors in our inverted values. Figs. 13 and 14 show the directional measurements using short and long spacings. They describe a considerable difference between the OWT zone and OWC2 model solutions when the trajectory enters the OWT zone. Again, this difference may lead to a significant inversion error. Moreover, by considering OWC2, we are unable of accurately estimate the exact bed boundary positions. The aforementioned feebleness puts us in danger of entering the water-saturated rock and creating attics in the reservoir. Consequently, the production of the reservoir may decrease if OWC models are considered.

7 A practical geosteering example

Fig. 15 shows a model problem extracted from a field example with hydrocarbon-bearing layers. It is modeled as a sequence of 1D layered formations. Each 1D layered formation contains an oil-bearing reservoir, an OWT zone, and a water-saturated rock. The OWT zone is analogous

### Table 2 Resistivity of different layers for our two synthetic examples

| Example | Layer 1 | Layer 2 | OWT zone | Layer 3 |
|---------|---------|---------|----------|---------|
| Example 1 (Ω · m) | 10.00 | 1300 | | 500 |
| Example 2 (Ω · m) | 10.00 | 64.19 | | 500 |
Fig. 7 Example 1. Attenuation and phase difference for \( zz \) coupling using short spacing.

Fig. 8 Example 1. Attenuation of \( zz \) coupling using short and long spacings.
Fig. 9 Example 1. Real part of symmetrized apparent conductivity using short and long spacings

Fig. 10 Example 1. Attenuation of geosignal using short and long spacings
**Fig. 11** Example 2. Attenuation of $zz$ coupling using short and long spacings for trajectory $T_1$

![Graph showing attenuation for short and long spacings for trajectory $T_1$.](image)

(a) Short spacing

(b) Long spacing

**Fig. 12** Example 2. Attenuation and phase difference for $zz$ coupling using short spacing for trajectory $T_2$

![Graph showing attenuation and phase difference for short spacing for trajectory $T_2$.](image)

(a) Attenuation

(b) Phase difference
Fig. 13  Example 2. Real part of symmetrized apparent conductivity using short and long spacings spacing for trajectory $T_2$.

![Graph of real part of symmetrized apparent conductivity](image1)

Fig. 14  Example 2. Attenuation of the geosignal using short and long spacings for trajectory $T_2$.

![Graph of attenuation of the geosignal](image2)
Fig. 15 Example 3. $T_1$ and $T_2$ describe the logging trajectories. Horizontal length of each vertical column is 20 m.

to the one of the second example described in Fig. 5. We consider two different synthetic trajectories, as illustrated in Fig. 15. Fig. 16 shows the evolution of the absolute value of the geosignal’s attenuation as well as attenuation of the co-axial component using the short spacing for trajectory $T_1$. Fig. 16 shows that the geosignal increases as

Fig. 16 Example 3. Logs associated with the trajectory $T_1$
we approach a more conductive layer, which suggests us to modify the well trajectory in order to keep it within the reservoir zone. Warned by this increase in the geosignal, the trajectory is effectively modified, maintaining the well within the most resistive layer. Then, as we move away from the bed boundary, we observe a decrease in the absolute value of the geosignal’s attenuation. Co-axial measurements further confirm these observations. Fig. 17 shows similar measurements for the second trajectory $T_2$. As in the previous case, we observe an increase in the absolute value of the geosignal’s attenuation as we approach a more conductive layer. Considering a variable resistivity profile for the OWT zone helps us to navigate through the OWT zone and maximize the reservoir exploitation.

8 Conclusions

In oil reservoir, it is customary to consider and OWC as a planar interface in between the oil- and water-saturated rocks. However, in the real-life models, due to the presence of capillary actions, the interface between oil- and water-saturated rocks takes the form of an OWT zone. The oil saturation, and consequently resistivity value in an OWT zone decreases almost exponentially as a function of depth. Therefore, in order to simulate the real-life model problems, we need to be capable of modeling layers with arbitrary resistivity profiles.

Our proposed numerical 1.5D solver can consider layers with arbitrary resistivity distributions, which allows us to naturally simulate a reservoir which contains an OWT zone. The aforementioned physical consideration helps us to perform more realistic simulations and thus more accurately navigate through the reservoir, which may maximize its production.

We demonstrated that considering and OWC model may lead to an extensive error in the inversion and navigation. The aforementioned error may direct the instrument towards a partially water-saturated rock. Hence, significantly reducing the posterior production from the reservoir. Considering an OWT zone and an efficient method which can simulate it is vital to maximize the reservoir production.

As a future work, we shall employ the 1.5D solver as a primary field for 2.5D and 3D simulations to build accurate and fast numerical simulators. Moreover, it will be possible
to combine OWT zones with the presence of geological faults.
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