The primitive filtration of the Leibniz complex
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Abstract. Pirashvili exhibited a small subcomplex of the Leibniz complex \((T(sg), d_{Leib})\) of a Leibniz algebra \(g\). The main result of this paper generalizes this result to show that the primitive filtration of \(T(sg)\) provides an increasing, exhaustive filtration of the Leibniz complex by subcomplexes, thus establishing a conjecture due to Loday. The associated spectral sequence is used to give a new proof of Pirashvili’s conjecture that, when \(g\) is a free Leibniz algebra, the homology of the Pirashvili complex is zero except in degree one. This result is then used to show that the desuspension of the Pirashvili complex carries a natural \(L_\infty\)-structure that induces the natural Lie algebra structure on the homology of the complex in degree zero.

1. Introduction

Leibniz algebras are a ‘non-commutative geometry’ avatar of Lie algebras: the binary operation is not required to be anticommutative and only the right Leibniz identity is imposed. In particular, any Lie algebra is a Leibniz algebra. In the other direction, given a Leibniz algebra \(g\), one can form the associated Lie algebra \(g_{\text{Lie}}\). This is given as the quotient \(g \rightarrow g_{\text{Lie}}\) imposing anticommutativity; the functor \(g \mapsto g_{\text{Lie}}\) is the left adjoint to the inclusion of Lie algebras in Leibniz algebras.

It was a fundamental observation of Loday’s that the Chevalley-Eilenberg complex for Lie algebras has a counterpart for Leibniz algebras, \((T(sg), d_{Leib})\), where \(T(sg)\) is the tensor algebra on the homological suspension of \(g\). This comes equipped with a morphism of complexes to the Chevalley-Eilenberg complex of \(g_{\text{Lie}}\). This induces a comparison map from the Leibniz homology of \(g\) to the Lie algebra homology of \(g_{\text{Lie}}\)

\[
H_{\ast}(g; k) \rightarrow H_{\ast}(g_{\text{Lie}}; k)
\]

with trivial coefficients. The homological relationships associated to the passage between Leibniz algebras and Lie algebras are of significant interest [1,5]; more generally, the relationship between Leibniz and Lie algebras has been studied in the homotopical context in [4].
Henceforth $k$ is taken to be a field of characteristic zero. In foundational work dating from 2002, Pirashvili [13] showed that the Leibniz differential restricts to define a subcomplex $(\text{Lie}(s g), d_{\text{Leib}}) \subset (T(s g), d_{\text{Leib}})$ of the Leibniz complex, where $\text{Lie}(\cdot)$ is the free Lie algebra functor. The starting point of this paper is an alternative proof of this fact that is given in Proposition 3.14.

This feeds into the study of the primitive filtration $f_n T(s g)$ associated to the primitively-generated Hopf algebra structure on $T(s g)$. The following establishes a conjecture due to Loday [13, Conjecture 2]:

**Theorem 1.** (Theorem 4.2) For $g$ a Leibniz algebra and $n \in \mathbb{N}$, $f_n T(s g)$ is a subcomplex of the Leibniz complex $(T(s g), d_{\text{Leib}})$. This defines an increasing, exhaustive filtration

$$f_0 T(s g) = k \subset \ldots \subset f_n T(s g) \subset f_{n+1} T(s g) \subset \ldots \subset T(s g).$$

The associated spectral sequence leads to a new proof of [13, Conjecture 1], namely that, for $g = \text{Leib}(V)$ the free Leibniz algebra on a $k$-vector space $V$, the homology of $\text{Lie}(s g)$ is concentrated in degree one:

**Theorem 2.** (Theorem 5.1) For $V$ a $k$-vector space,

$$H^*(\text{Lie}(s \text{Leib}(V)), d_{\text{Leib}}) \cong \begin{cases} \text{Lie}(V) * = 1 & \text{otherwise.} \end{cases}$$

This result was first proved by Mostovoy (see [12, Proposition 13]) by different methods, based on his interpretation of Leibniz algebras in terms of differential graded Lie algebras.

The argument used in the proof of Theorem 2 generalizes to relate the behaviour of the comparison map $H L^*(g; k) \rightarrow H^*(g_{\text{Lie}}; k)$ with that of the homology of the complex $(\text{Lie}(s g), d_{\text{Leib}})$ (see Theorem 5.3).

The significance of Theorem 2 is illustrated by the following Corollary, due to Pirashvili [13], who showed that it is a consequence of [13, Conjecture 1]:

**Corollary 3.** The homology $H^*+1(\text{Lie}(s g), d_{\text{Leib}})$ is isomorphic to the Quillen derived functors of $(\cdot)_{\text{Lie}}$ applied to the Leibniz algebra $g$.

Pirashvili asked the author whether the desuspension $s^{-1}\text{Lie}(s g)$ carries a natural $L_\infty$-structure that extends the Leibniz differential and which induces the Lie structure on $g_{\text{Lie}}$. The remainder of the paper is devoted to the construction of such a structure.

**Theorem 4.** (Theorem 7.8) For $g$ a Leibniz algebra, there is a natural $L_\infty$-structure on the desuspension of the Pirashvili complex $s^{-1}(\text{Lie}(s g), d_{\text{Leib}})$ that induces the canonical Lie algebra structure on $g_{\text{Lie}}$ in homology (up to sign).

This result gives an algebraic structure on $s^{-1}\text{Lie}(s g)$ that extends the antisymmetrization of the Leibniz structure on $g$ given by $(x, y) \mapsto x \star y := xy - yx$. Given this initial data, the natural $L_\infty$-structure is unique up to natural $L_\infty$-isomorphism, as stated in Theorem 7.8.

These results were proved independently of Mostovoy’s work [12].
1.1. Notation and basics

The non-negative integers are denoted by $\mathbb{N}$ (so that $0 \in \mathbb{N}$).

Throughout $\mathbb{k}$ is a field of characteristic zero. $\text{Vect}_\mathbb{k}$ denotes the category of $\mathbb{k}$-vector spaces and $\text{Vect}_f \mathbb{k}$ the full subcategory of finite-dimensional spaces.

Graded $\mathbb{k}$-vector spaces are homologically $\mathbb{Z}$-graded (and are usually concentrated in non-negative degrees). The category of graded $\mathbb{k}$-vector spaces is taken to be symmetric monoidal for the usual tensor product and with symmetry invoking Koszul signs.

For $W$ a $\mathbb{Z}$-graded $\mathbb{k}$-vector space, $sW$ denotes the homological suspension of $W$ (i.e., $(sW)_n = W_{n-1}$, for $n \in \mathbb{Z}$). In particular, for $V$ a $\mathbb{k}$-vector space (considered as concentrated in homological degree zero), $sV$ is the graded $\mathbb{k}$-vector space consisting of $V$ placed in homological degree one. For example, a morphism of degree $-1$ between graded vector spaces $U$, $V$ is equivalent to a morphism of graded vector spaces (i.e., preserving degree) $U \to sV$.

Notation 1.1. For $n \in \mathbb{N}$, the symmetric group on $n$ letters is denoted $\mathfrak{S}_n$ and the signature representation of $\mathfrak{S}_n$ by $\text{sgn}_n$, which has underlying vector space $\mathbb{k}$.

Notation 1.2. For $W$ a graded $\mathbb{k}$-vector space and $n \in \mathbb{N}$:

1. $T^n(W) := W^\otimes n$, the $n$th tensor power, equipped with the action of the symmetric group $\mathfrak{S}_n$ by place permutations (with Koszul signs);
2. $T(W) := \bigoplus_{n \in \mathbb{N}} T^n(W)$;
3. $\Gamma^n(W) := T^n(W)^{\mathfrak{S}_n}$, the $n$th divided power;
4. $S^n(W) := T^n(W)^{\mathfrak{S}_n}$, the $n$th symmetric power.

Remark 1.3. 1. The graded vector space $T(W)$ is the underlying space of the tensor algebra on $W$ (the free, unital associative algebra on the graded $\mathbb{k}$-vector space $W$).

2. The formation of the invariants $T^n(W)^{\mathfrak{S}_n}$ and the coinvariants $T^n(W)^{\mathfrak{S}_n}$ takes into account Koszul signs. For example, for $n \in \mathbb{N}$ and $V$ a $\mathbb{k}$-vector space (in degree zero), there is a natural isomorphism

$$S^n(sV) \cong s^n \Lambda^n(V),$$

where $\Lambda^n(V)$ is the $n$th exterior power.

The following standard result for modules over a Lie algebra is used:

Lemma 1.4. For $\mathfrak{h}$ a Lie algebra over $\mathbb{k}$ (concentrated in degree zero), the category of $\mathbb{Z}$-graded right $\mathfrak{h}$-modules is a symmetric monoidal category for the graded tensor product, with symmetry invoking Koszul signs; the unit is $\mathbb{k}$ equipped with the trivial $\mathfrak{h}$-module structure.

Explicitly, for right $\mathfrak{h}$-modules $M$, $N$ and $m \in M$, $n \in N$, $h \in \mathfrak{h}$, the action on $M \otimes N$ is given by

$$(m \otimes n)h = mh \otimes n + m \otimes nh.$$  

Remark 1.5. The hypothesis that $\mathfrak{h}$ is concentrated in degree zero ensures that the action on the tensor product does not involve Koszul signs.

Part 1. The primitive filtration
2. Background

2.1. Introducing Leibniz algebras

This Section recalls the definition of a (right) Leibniz algebra and the construction of the associated Lie algebra.

**Definition 2.1.** A Leibniz algebra is a $k$-vector space $\mathfrak{g}$ equipped with a product $\mathfrak{g} \otimes \mathfrak{g} \to \mathfrak{g}$, $x \otimes y \mapsto xy$, that satisfies the Leibniz relation:

$$x(yz) = (xy)z - (xz)y.$$

A morphism of Leibniz algebras $\mathfrak{g}_1 \to \mathfrak{g}_2$ is a morphism of $k$-modules that is compatible with the respective products. The category of Leibniz algebras is denoted $\text{Alg}^{\text{Leib}}$.

A Lie algebra is a Leibniz algebra such that the product is antisymmetric; in particular, there is a fully-faithful inclusion $\text{Alg}^{\text{Lie}} \hookrightarrow \text{Alg}^{\text{Leib}}$ of the category $\text{Alg}^{\text{Lie}}$ of Lie algebras. This has left adjoint given by $\mathfrak{g} \mapsto \mathfrak{g}_{\text{Lie}}$, where $\mathfrak{g}_{\text{Lie}} := \mathfrak{g}/\langle x^2 \rangle_k$, for $\langle x^2 \rangle_k$ the sub $k$-vector space generated by $x^2$, $x \in \mathfrak{g}$.

**Notation 2.2.** The image of $y \in \mathfrak{g}$ in $\mathfrak{g}_{\text{Lie}}$ is written $\overline{y}$.

**Remark 2.3.** For a Leibniz algebra $\mathfrak{g}$, the ideal $\langle x^2 \rangle_k \subset \mathfrak{g}$ is sometimes called the Leibniz kernel of $\mathfrak{g}$. It identifies as the image of the restriction of the product of $\mathfrak{g}$ to the symmetric invariants $\Gamma^2 \mathfrak{g} \subset \mathfrak{g} \otimes^2$, so that there is an exact sequence of $k$-vector spaces:

$$\Gamma^2 \mathfrak{g} \to \mathfrak{g} \to \mathfrak{g}_{\text{Lie}} \to 0.$$

One has the right regular action of $\mathfrak{g}_{\text{Lie}}$ on $\mathfrak{g}$:

**Proposition 2.4.** [7, Section 1.10] [2, Section 3] For $\mathfrak{g}$ a Leibniz algebra, the product $\mathfrak{g} \otimes \mathfrak{g} \to \mathfrak{g}$, induces a right action $\mathfrak{g} \otimes \mathfrak{g}_{\text{Lie}} \to \mathfrak{g}$, $x \otimes \overline{z} \mapsto xz$, of the Lie algebra $\mathfrak{g}_{\text{Lie}}$ on $\mathfrak{g}$.

2.2. The Leibniz and Chevalley-Eilenberg complexes

This section recalls the Leibniz complex (or Loday complex) associated to a Leibniz algebra, together with its relationship with the Chevalley-Eilenberg complex of the associated Lie algebra.

**Definition 2.5.** For $\mathfrak{g}$ a Leibniz algebra, the Leibniz complex of $\mathfrak{g}$ is $(T(s\mathfrak{g}), d_{\text{Leib}})$, where $d_{\text{Leib}}$ is the differential (of degree $-1$) given for $x_1, \ldots, x_n \in \mathfrak{g}$ by

$$d_{\text{Leib}}(s x_1 \otimes \ldots \otimes s x_n) = \sum_{1 \leq i < j \leq n} (-1)^{j+1} (s x_1 \otimes \ldots \otimes s(x_i x_j) \otimes \ldots \otimes s\overline{x}_j \otimes \ldots \otimes s x_n),$$

where $s\overline{x}_j$ indicates the omission of the term.

The Leibniz homology $HL_*(\mathfrak{g}; k)$ with trivial coefficients is the homology $H_*(T(s\mathfrak{g}), d_{\text{Leib}})$. 
Proposition 2.6. [7] [6, Section 10.6.4] For $g$ a Leibniz algebra, the symmetrization map $T(-) \to S^*(\cdot)$ induces natural morphisms of chain complexes
\[ (T(s_{\mathfrak{g}}), d_{\text{Leib}}) \to (T(s_{\mathfrak{g}_{\text{Lie}}}), d_{\text{Leib}}) \to \text{CE}(\mathfrak{g}_{\text{Lie}}), \]
where $\text{CE}(\mathfrak{g}_{\text{Lie}}) := (S^*(s_{\mathfrak{g}_{\text{Lie}}}), d_{\text{CE}})$ is the Chevalley-Eilenberg complex of $\mathfrak{g}_{\text{Lie}}$ and the first map is induced by the canonical surjection $g \to \mathfrak{g}_{\text{Lie}}$.

In homology, the composite induces the natural comparison map $H \text{L}_*(g; \mathbb{k}) \to H_*(\mathfrak{g}_{\text{Lie}}; \mathbb{k})$ to the Lie algebra homology of $\mathfrak{g}_{\text{Lie}}$.

For current purposes, Proposition 2.6 can be taken as giving the definition of $\text{CE}(\mathfrak{g}_{\text{Lie}})$.

2.3. Free Leibniz and free Lie algebras

This Section recalls the homology of free Leibniz (respectively Lie) algebras. (This is used in Section 5.1.)

Notation 2.7. For $V$ a $\mathbb{k}$-vector space, denote by
1. $\text{Leib}(V)$ the free Leibniz algebra on $V$;
2. $\text{Lie}(V)$ the free Lie algebra on $V$.

Remark 2.8. Both Leibniz and Lie algebras are encoded by operads and the above free functors arise from this framework [8] (see [8, Section 13.2] for the Lie operad and [8, Section 13.5] for the Leibniz operad). In particular this implies that one can pass to the graded setting: for instance, the free Lie algebra $\text{Lie}(sV)$ on the suspension of a $\mathbb{k}$-vector space is of importance here.

Since a Lie algebra is, in particular, a Leibniz algebra, there is a canonical morphism $\text{Leib}(V) \to \text{Lie}(V)$ of Leibniz algebras. More precisely, as a formal consequence of the adjunctions underlying the constructions, one has:

Lemma 2.9. For $V$ a $\mathbb{k}$-vector space, the canonical map $\text{Leib}(V) \to \text{Lie}(V)$ induces a natural isomorphism $(\text{Leib}(V))_{\text{Lie}} \cong \text{Lie}(V)$ of Lie algebras.

The Leibniz homology of free Leibniz algebras and the Lie homology of free Lie algebras are well-understood:

Proposition 2.10. For $V$ a $\mathbb{k}$-vector space, there are canonical isomorphisms:

\[
H \text{L}_n(\text{Leib}(V); \mathbb{k}) \cong \begin{cases} \mathbb{k} & n = 0 \\ V & n = 1 \\ 0 & n > 1 \end{cases}
\]

\[
H_n(\text{Lie}(V); \mathbb{k}) \cong \begin{cases} \mathbb{k} & n = 0 \\ V & n = 1 \\ 0 & n > 1 \end{cases}
\]

Moreover, the comparison map $H \text{L}_*(\text{Leib}(V); \mathbb{k}) \to H_*(\text{Lie}(V); \mathbb{k})$ associated to $\text{Leib}(V) \to \text{Leib}(V)_{\text{Lie}} \cong \text{Lie}(V)$ is an isomorphism.
Proof. One way to see this is within the general framework of algebraic operads [8], as follows. Both the Leibniz operad and the Lie operad are binary quadratic Koszul operads; this is equivalent to the given behaviour on free algebras (see [8, Theorem 12.1.4]).

3. Pirashvili’s subcomplex

This Section gives a presentation of the construction of Pirashvili’s subcomplex $(\text{Lie}(s g), d_{\text{Leib}})$ of the Leibniz complex $(T(s g), d_{\text{Leib}})$ of a Leibniz algebra $g$, that was introduced in [13]. The method used will be generalized in Section 4 to study the primitive filtration of $T(s g)$.

3.1. Reconstructing the Leibniz differential

For $V$ a $k$-vector space, the tensor algebra $T(s V)$ has the structure of a primitively-generated Hopf algebra (working in the graded setting with Koszul signs). The coproduct $\Delta : T(s V) \to T(s V) \otimes T(s V)$ is determined by the fact that the subspace $s V$ lies in the primitives; it identifies explicitly as the shuffle coproduct (with Koszul signs).

The Cartier-Milnor-Moore theorem (see [11] and [14, Theorem B.4.5], for example) gives:

**Proposition 3.1.** The primitives of the Hopf algebra $T(s V)$ identify as $\text{Lie}(s V) \subset T(s V)$, the free Lie algebra on $s V$. Moreover, the canonical map $U(\text{Lie}(s V)) \cong T(s V)$ from the universal enveloping algebra of $\text{Lie}(s V)$ is an isomorphism of Hopf algebras.

**Remark 3.2.** The free Lie algebra functor $\text{Lie}(-)$ has a weight grading, so that $\text{Lie}(-) = \bigoplus_{n \geq 1} \text{Lie}_n(-)$, with $\text{Lie}_n(-) \subset T^n(-)$. (This follows, for instance, from the fact that Lie algebras are encoded by an operad.)

Consider the graded situation of Proposition 3.1. In small degrees, $\text{Lie}_1(s V) = s V = T^1(s V)$ and $\text{Lie}_2(s V) \cong s^2 T^2(s V) \subset s^2 T^2(s V) \cong T^2(s V)$. The homological suspension leads to the relation $[sx, sy] = [sy, sx]$ for $x, y \in V$, which accounts for the appearance of the functor $\Gamma^2$ (as opposed to the second exterior power $\Lambda^2$ which arises when considering $\text{Lie}_2(V)$).

**Notation 3.3.** Let $\delta : T(s V) \to s V \otimes T(s V)$ be the component of the coproduct $\Delta : T(s V) \to T(s V) \otimes T(s V)$ mapping to terms linear in the first tensor factor. Explicitly, on $T^n(s V)$, for $1 \leq n \in \mathbb{N}$:

\[
\delta^1(s x_1 \otimes \ldots \otimes s x_n) = \sum_{i=1}^{n} (-1)^{i+1} s x_i \otimes (s x_1 \otimes \ldots \otimes \hat{s x}_i \otimes \ldots \otimes s x_n) \in s V \otimes T^{n-1}(s V).
\]

The following Lemma is a direct consequence of Proposition 3.1, since $\text{Lie}(s V)$ corresponds to the primitives of $T(s V)$:
**Lemma 3.6.** The restriction of $(\cdot)\Delta$ to $\mathfrak{Lie}_n(sV)$ is trivial for $1 < n \in \mathbb{N}$. On the linear terms $sV = \mathfrak{Lie}_1(sV) \subset \mathfrak{Lie}(sV)$ it identifies as the inclusion $sV \cong sV \otimes k \subset sV \otimes T(sV)$.

Consider a Leibniz algebra $\mathfrak{g}$ and its associated Lie algebra $\mathfrak{gLie}$, so that $\mathfrak{gLie}$ acts on $\mathfrak{g}$ via the right regular action (see Proposition 2.4). Hence $\mathfrak{gLie}$ acts on the right on $s\mathfrak{g}$ via $(sx) \otimes z \mapsto s(xz)$ and this action extends for $n \in \mathbb{N}$ to a right action of $\mathfrak{gLie}$ on $T^n(s\mathfrak{g}) = (s\mathfrak{g})^\otimes_n$, using the monoidal structure of Lemma 1.4.

This defines the right action of $\mathfrak{gLie}$ on $T(s\mathfrak{g})$, and hence that of $\mathfrak{g}$, via the composite $T(s\mathfrak{g}) \otimes \mathfrak{g} \rightarrow T(s\mathfrak{g}) \otimes \mathfrak{gLie} \rightarrow T(s\mathfrak{g})$, where the first map is induced by the canonical surjection $\mathfrak{g} \rightarrow \mathfrak{gLie}$.

**Notation 3.5.** Write $X \otimes y \mapsto X \cdot y$ for the right action $T(s\mathfrak{g}) \otimes \mathfrak{g} \rightarrow T(s\mathfrak{g})$, where $X \in T(s\mathfrak{g})$ and $y \in \mathfrak{g}$.

**Lemma 3.6.** (1) The right regular action of $\mathfrak{gLie}$ on $\mathfrak{g}$ equips $T(s\mathfrak{g})$ with the structure of a cocommutative Hopf algebra in the category of right $\mathfrak{gLie}$-modules.

(2) $\mathfrak{Lie}(s\mathfrak{g}) \subset T(s\mathfrak{g})$ is stable under the $\mathfrak{gLie}$ action, hence defines a sub $\mathfrak{gLie}$-module.

(3) The Lie bracket $[-,-] : \mathfrak{Lie}(s\mathfrak{g}) \otimes \mathfrak{Lie}(s\mathfrak{g}) \rightarrow \mathfrak{Lie}(s\mathfrak{g})$ is a morphism of $\mathfrak{gLie}$-modules, where the domain is given the tensor product $\mathfrak{gLie}$-module structure of Lemma 1.4.

**Proof.** The first statement is an immediate consequence of Proposition 2.4 (using the symmetric monoidal structure given by Lemma 1.4).

The second statement then follows, since $\mathfrak{Lie}(s\mathfrak{g})$ identifies as the primitives of the Hopf algebra structure on $T(s\mathfrak{g})$ by Proposition 3.1 and these primitives are constructed as an equalizer of a diagram that is defined in right $\mathfrak{gLie}$-modules.

The final statement follows by again using the symmetric monoidal structure given by Lemma 1.4.

The Lie action can be used to (re)construct the differential of the Leibniz complex $(T(s\mathfrak{g}), d_{Leib})$ (cf. Definition 2.5) as follows.

**Notation 3.7.** For $n \in \mathbb{N}$, let $d_{n,1}^{\mathfrak{Lie}}$ be the $k$-linear map (of degree $-1$)

$$(s\mathfrak{g})^\otimes_n \cong (s\mathfrak{g})^\otimes_n \otimes s\mathfrak{g} \cong s((s\mathfrak{g})^\otimes_n \otimes \mathfrak{gLie}) \rightarrow s((s\mathfrak{g})^\otimes_n \otimes \mathfrak{gLie})$$

where the penultimate map is given by the $\mathfrak{gLie}$-action, the final map is the canonical isomorphism of degree $-1$ and the second isomorphism introduces the sign $(-1)^n$ via the Koszul rule.

**Remark 3.8.** (1) Observe that $d_{0,1}^{\mathfrak{Lie}}$ is zero, since the $\mathfrak{gLie}$-action on $k$ is trivial. The map $d_{1,1}^{\mathfrak{Lie}} : s\mathfrak{g} \otimes s\mathfrak{g} \rightarrow s\mathfrak{g}$ is given by $sx \otimes sy \mapsto -s(xy)$, for $x, y \in \mathfrak{g}$.

(2) Using Notation 3.5, the action of $d_{n,1}^{\mathfrak{Lie}}$ for $X \in T^n(s\mathfrak{g})$ and $y \in \mathfrak{g}$ is given by

$$d_{n,1}^{\mathfrak{Lie}}(X \otimes sy) = (-1)^n X \cdot y,$$

which highlights the relation between $d_{n,1}^{\mathfrak{Lie}}$ and the right action of $\mathfrak{g}$ on $T(s\mathfrak{g})$. 
**Proposition 3.9.** The Leibniz differential \((d_{\text{Leib}})_{n+1} : (sg)^{\otimes n+1} \rightarrow (sg)^{\otimes n}, n \in \mathbb{N}\), satisfies \((d_{\text{Leib}})_{0} = 0\) and the recursive relation

\[
(d_{\text{Leib}})_{n+1} := ((d_{\text{Leib}})_{n} \otimes \text{Id}) + d_{n+1}^{\text{Lie}}.
\]

Explicitly, for \(X \in (sg)^{\otimes n} \subset T(sg)\) and \(y \in g\),

\[
d_{\text{Leib}}(X \otimes sy) = (d_{\text{Leib}}X) \otimes sy + d_{n+1}^{\text{Lie}}(X \otimes sy).
\]

**Proof.** This is proved by a direct verification using the explicit form of the Leibniz differential given in Definition 2.5. The key point is that the sign appearing for the term indexed by \(i < j\) only depends upon \(j\).

**Remark 3.10.** Using the relation \(d_{1}^{\text{Leib}} = 0\), Proposition 3.9 gives the anti-commutation relation between \(d_{\text{Leib}}\) and \(d^{\text{Lie}}\):

\[
d_{\text{Leib}}d_{n+1}^{\text{Lie}}(X \otimes sy) + d_{n-1,1}^{\text{Lie}}((d_{\text{Leib}}X) \otimes sy) = 0,
\]

This is equivalent to the fact that the Leibniz differential \(d_{\text{Leib}}\) is \(g_{\text{Lie}}\)-linear for the right regular action.

The map \(d_{n+1}^{\text{Lie}}\) extends:

**Definition 3.11.** For \(n, t \in \mathbb{N}\), let \(d_{n,t}^{\text{Lie}} : (sg)^{\otimes n+t} \rightarrow (sg)^{\otimes n+t-1}\) be the composite (of degree \(-1\)):

\[
(sg)^{\otimes n+t} \cong (sg)^{\otimes n} \otimes (sg)^{\otimes t} \xrightarrow{\text{Id} \otimes (1)_{\Delta}} (sg)^{\otimes n} \otimes s\mathfrak{g} \otimes (sg)^{\otimes t-1} \xrightarrow{d_{n+1}^{\text{Lie}} \otimes \text{Id}} (sg)^{\otimes n+t-1}
\]

if \(t > 0\) and zero for \(t = 0\).

Proposition 3.9 generalizes to:

**Proposition 3.12.** For \(n, t \in \mathbb{N}\), the Leibniz differential \((d_{\text{Leib}})_{n+t} : (sg)^{\otimes n+t} \cong (sg)^{\otimes n} \otimes (sg)^{\otimes t} \rightarrow (sg)^{\otimes n+t-1}\) identifies as

\[
(d_{\text{Leib}})_{n+t} = (d_{\text{Leib}})_{n} \otimes \text{Id} + (-1)^{n} \text{Id} \otimes (d_{\text{Leib}})_{t} + d_{n,t}^{\text{Lie}}.
\]

**Proof.** For \(t = 0\) the statement is vacuous and, for \(t = 1\), is a restatement of Proposition 3.9. The general case is proved similarly to Proposition 3.9.

**Corollary 3.13.** For \(n, t \in \mathbb{N}\), suppose that \(X \in (sg)^{\otimes n}\) and \(Y \in \text{Lie}_{t}(sg) \subset (sg)^{\otimes t}\) with \(t > 1\). Then

\[
d_{\text{Leib}}(X \otimes Y) = d_{\text{Leib}}X \otimes Y + (-1)^{n}X \otimes d_{\text{Leib}}Y
\]

**Proof.** The hypothesis that \(t > 1\) and \(Y\) is primitive implies that \((1)_{\Delta}Y = 0\) by Lemma 3.4, hence \(d_{n,t}^{\text{Lie}}(X \otimes Y) = 0\). Thus the result follows from Proposition 3.12.
3.2. The subcomplex

Corollary 3.13 leads to an alternative proof of [13, Proposition 2.1]:

**Proposition 3.14.** For $\mathfrak{g}$ a Leibniz algebra, $\text{Lie}(\mathfrak{g}) \subset T(\mathfrak{g})$ is stable under the Leibniz differential.

Moreover, for $X \in \text{Lie}_n(\mathfrak{g})$ with $n \geq 2$ and $y \in \mathfrak{g}$:

$$d_{\text{Lie}}[X, sy] = d_{\text{Lie}}X \otimes sy + d_{\text{Lie}}^n(X \otimes sy).$$

**Proof.** Since $\text{Lie}_1(\mathfrak{g}) = \mathfrak{g}$ and the differential $d_{\text{Lie}}$ vanishes on $\mathfrak{g}$, the result holds for $d_{\text{Lie}}$ restricted to $\text{Lie}_n(\mathfrak{g})$ for $n \leq 2$. Starting from this, the result is proved by increasing induction upon $n$.

For $n \geq 1$, the Lie bracket induces a surjection

$$\text{Lie}_n(\mathfrak{g}) \otimes \mathfrak{g} \twoheadrightarrow \text{Lie}_{n+1}(\mathfrak{g}).$$

Hence, for the inductive step (with $n \geq 2$), it suffices to show that, given $X \in \text{Lie}_n(\mathfrak{g})$ and $y \in \mathfrak{g}$, the commutator

$$[X, sy] = X \otimes sy - (-1)^n sy \otimes X \in \text{Lie}_{n+1}(\mathfrak{g})$$

has differential $d_{\text{Lie}}[X, sy]$ that lies in $\text{Lie}_n(\mathfrak{g}) \subset T^n(\mathfrak{g})$ and that this is given by the explicit expression of the statement.

By Proposition 3.12 and Corollary 3.13

$$d_{\text{Lie}}[X, sy] = d_{\text{Lie}}X \otimes sy + d_{\text{Lie}}^n(X \otimes sy)$$

$$-((-1)^{n-1} sy \otimes d_{\text{Lie}}X + d_{\text{Lie}}^n(sy \otimes X))$$

$$= [d_{\text{Lie}}X, sy] + d_{\text{Lie}}^n(X \otimes sy),$$

where the second equality uses $d_{\text{Lie}}^n(sy \otimes X) = 0$, as in Corollary 3.13, since $n \geq 2$.

By the inductive hypothesis, $d_{\text{Lie}}X \in \text{Lie}_{n-1}(\mathfrak{g})$, hence $[d_{\text{Lie}}X, sy] \in \text{Lie}_n(\mathfrak{g})$. Lemma 3.6 implies that $d_{\text{Lie}}^n(X \otimes sy) \in \text{Lie}_n(\mathfrak{g})$, since this is induced by the right regular action. This completes the inductive step and hence the proof.

\[\Box\]

As pointed out by the referee, this gives the following useful relationship between the right action of $\mathfrak{g}$ on $T(\mathfrak{g})$ and the Leibniz differential, using Notation 3.5:

**Corollary 3.15.** For $n \geq 2$, $X \in \text{Lie}_n(\mathfrak{g})$ and $y \in \mathfrak{g}$, one has:

$$X \cdot y = (-1)^n(d_{\text{Lie}}[X, sy] - [d_{\text{Lie}}X, sy]).$$

**Proof.** This is an immediate consequence of the explicit identification given in Proposition 3.14, using the equality given in equation (1).

The following gives some initial information on the homology of $(\text{Lie}(\mathfrak{g}), d_{\text{Lie}})$:
Proposition 3.16. For \( g \) a Leibniz algebra, \( H_*(\text{Lie}(s g), d_{\text{Leib}}) \) takes values in \( g_{\text{Lie}} \)-modules.

(1) There are \( g_{\text{Lie}} \)-module isomorphisms

\[
H_*(\text{Lie}(s g), d_{\text{Leib}}) \cong \begin{cases} 
0 & * = 0 \\
(\mathfrak{g}_{\text{Lie}})_1 & * = 1
\end{cases}
\]

(2) For \( * \geq 2 \), \( H_*(\text{Lie}(s g), d_{\text{Leib}}) \) has trivial \( g_{\text{Lie}} \)-action.

Proof. The \( g_{\text{Lie}} \)-action is induced by the \( g_{\text{Lie}} \)-action on \( T(s g) \). Explicitly, if \( X \in \text{Lie}_n(s g) \) is a cycle and \( sx \) in \( s g \) (for \( x \in g \), with associated element \( \overline{x} \in g_{\text{Lie}} \)), the class \( [X]\overline{x} \) is represented by the cycle \( (-1)^nd_{\text{Lie}}^n X \otimes sx \) (cf. equation (1)).

The vanishing of homology in degree zero is immediate and the degree 1 homology is given by [13, Lemma 2.3]. This can be seen explicitly as follows: in homological degrees \( \leq 2 \), the complex has the form

\[
\text{Lie}_2(s g) \cong s^2 \Gamma^2 g \rightarrow \text{Lie}_1(s g) = sg \rightarrow 0 = \text{Lie}_0(s g)
\]

and, up to sign, the differential \( \text{Lie}_2(s g) \rightarrow \text{Lie}_1(s g) \) is induced by the restriction of the Leibniz product to \( \Gamma^2 g \subset g^{\otimes 2} \). This has cokernel \( g_{\text{Lie}} \) (see Remark 2.3) and gives the isomorphism of \( g_{\text{Lie}} \)-modules.

It remains to show that the \( g_{\text{Lie}} \)-action is trivial in higher homological degree. Consider \( X, sx \) as above, with \( n \geq 2 \). Thus \( [X, sx] \in \text{Lie}_{n+1}(s g) \) and, since \( X \) is a cycle, by Corollary 3.15 one has

\[
X \cdot x = (-1)^n d_{\text{Leib}}[X, sx]
\]

and hence, in homology, \( [X]\overline{x} = 0 \), as required. \( \square \)

4. The primitive filtration and its spectral sequence

This Section gives the proof of a conjecture due to Pirashvili and Loday [13], namely that the primitive filtration gives a filtration (as complexes) of the Leibniz complex. This leads to the spectral sequence introduced in Section 4.3.

4.1. The primitive filtration

Recall that, for \( h \) a graded Lie algebra, the universal enveloping algebra \( U(h) \) is the quotient of the tensor algebra \( T(h) \) by the two-sided ideal generated by \( (x \otimes y - (-1)^{|x||y|} y \otimes x) - [x, y] \) for \( x, y \in h \), where \( [x, y] \) is the commutator in \( h \).

One has the primitive filtration of \( U(h) \) (cf. [11, Definition 5.10]):

Definition 4.1. For \( n \in \mathbb{N} \), let \( f_n U(h) \) denote the image of the composite \( \bigoplus_{i \leq n} T^n(h) \subset T(h) \rightarrow U(h) \).
By construction, this is an exhaustive increasing filtration of \(U(\mathfrak{h})\); it is compatible with the product of \(U(\mathfrak{h})\), i.e., the product restricts for \(m, n \in \mathbb{N}\) to
\[
f_m U(\mathfrak{h}) \otimes f_n U(\mathfrak{h}) \rightarrow f_{m+n} U(\mathfrak{h})
\]
and the associated graded is the free graded commutative algebra on \(\mathfrak{h}\), \(\text{gr}_f U(\mathfrak{h}) \cong S^*(\mathfrak{h})\), equipped with both the length grading and the homological grading inherited from that of \(\mathfrak{h}\). Explicitly, for \(n \in \mathbb{N}\):
\[
f_n U(\mathfrak{h})/f_{n-1} U(\mathfrak{h}) \cong S^n(\mathfrak{h}),
\]
where the formation of \(S^n(\cdot)\) takes into account the Koszul signs arising from the homological degree.

In the case \(\mathfrak{h} = \text{Lie}(sV)\), the universal enveloping algebra \(U(\text{Lie}(sV))\) is naturally isomorphic to \(T(sV)\) (see Proposition 3.1). In particular, the above gives a filtration of the tensor algebra \(T(sV)\) with \(f_n T(sV)\) the image of the composite
\[
\bigoplus_{i \leq n} \text{Lie}(sV)^{\otimes i} \subset T(\text{Lie}(sV)) \rightarrow U(\text{Lie}(sV)) \cong T(sV).
\]
Thus, \(f_0 T(sV) = \mathbb{k}\) and \(f_1 T(sV) = \mathbb{k} \oplus \text{Lie}(sV)\).

### 4.2. Loday’s conjecture

For \(\mathfrak{g}\) a Leibniz algebra, one has the Hopf algebra \(T(\mathfrak{g})\) and the underlying graded vector space is equipped with the Leibniz differential \(d_{\text{Leib}}\). Loday suggested (see [13, Conjecture 2]) that the stability of \(\text{Lie}(\mathfrak{g})\) under the Leibniz differential (see Proposition 3.14) should generalize to the appropriate filtration of \(T(\mathfrak{g})\). The following establishes this conjecture:

**Theorem 4.2.** For \(\mathfrak{g}\) a Leibniz algebra and \(n \in \mathbb{N}\), \(f_n T(\mathfrak{g})\) is a subcomplex of the Leibniz complex \((T(\mathfrak{g}), d_{\text{Leib}})\). This defines an increasing, exhaustive filtration
\[
f_0 T(\mathfrak{g}) = \mathbb{k} \subset \ldots \subset f_n T(\mathfrak{g}) \subset f_{n+1} T(\mathfrak{g}) \subset \ldots \subset T(\mathfrak{g}).
\]

Moreover, there is a natural isomorphism of complexes:
\[
f_n T(\mathfrak{g})/f_{n-1} T(\mathfrak{g}) \cong S^n(\text{Lie}(\mathfrak{g}), d_{\text{Leib}}).
\]

**Proof.** First consider the stability of the subcomplexes. The case \(n = 0\) is obvious and the case \(n = 1\) is given by Proposition 3.14.

The result for \(n \geq 2\) is proved by increasing induction upon \(n\). For the inductive step, it suffices to prove that, if \(X_i \in \text{Lie}(\mathfrak{g})\) for \(1 \leq i \leq n\), then
\[
d_{\text{Leib}}(X_1 \otimes X_2 \otimes \ldots \otimes X_n) \in f_n T(\mathfrak{g}).
\]
Suppose that $X_i \in \text{Lie}_{n_i} (\mathfrak{g}) \subset (\mathfrak{g})^{\otimes n_i}$ with $n_i \geq 1$ for each $i$. Then a straightforward induction upon $n$ using Corollary 3.13 gives that

$$d_{\text{Leib}}(X_1 \otimes X_2 \otimes \ldots \otimes X_n) = \sum_{i=1}^{n} (-1)^{n(i)} X_1 \otimes \ldots \otimes d_{\text{Leib}} X_i \otimes \ldots \otimes X_n$$

(2)

where $n(i) := \sum_{j=1}^{i-1} n_j$. Here $d_{\text{Leib}} X_i \in \text{Lie}(\mathfrak{g})$, by Proposition 3.14, and $d_{n(i),1}^\text{Lie}(( \bigotimes_{j<i} X_j ) \otimes X_i)$ lies in $\text{Lie}(\mathfrak{g})^{\otimes (i-1)}$, by Lemma 3.6.

Hence $d_{\text{Leib}}(X_1 \otimes X_2 \otimes \ldots \otimes X_n)$ lies in the image of

$$\text{Lie}(\mathfrak{g})^{\otimes n} \oplus \text{Lie}(\mathfrak{g})^{\otimes n-1} \subset T(\text{Lie}(\mathfrak{g})) \rightarrow T(\mathfrak{g}),$$

in particular it lies in $f_n T(\mathfrak{g})$. This establishes that $f_n T(\mathfrak{g})$ is a subcomplex of $(T(\mathfrak{g}), d_{\text{Leib}})$.

The above also implies that there is a surjection of complexes

$$(\text{Lie}(\mathfrak{g}), d_{\text{Leib}})^{\otimes n} \twoheadrightarrow f_n T(\mathfrak{g})/f_{n-1} T(\mathfrak{g}),$$

since the second term of equation (2) lies in filtration $n - 1$. It follows that the canonical factorization

$$S^n(\text{Lie}(\mathfrak{g})) \cong f_n T(\mathfrak{g})/f_{n-1} T(\mathfrak{g})$$

is an isomorphism of complexes, as required.

4.3. The associated spectral sequence

The filtration given by Theorem 4.2 yields a spectral sequence for calculating the Leibniz homology of $\mathfrak{g}$ with trivial coefficients, starting from knowledge of the homology of the subcomplex $(\text{Lie}(\mathfrak{g}), d_{\text{Leib}})$:

**Theorem 4.3.** For $\mathfrak{g}$ a Leibniz algebra, there is a convergent first quadrant homological spectral sequence

$$E_{p,q}^1 = H_{p+q}(f_p T(\mathfrak{g})/f_{p-1} T(\mathfrak{g})) \Rightarrow H_{p+q}(T(\mathfrak{g}), d_{\text{Leib}}) = HL_{p+q}(\mathfrak{g}; \mathbb{k}).$$

Moreover, $H_n(f_p T(\mathfrak{g})/f_{p-1} T(\mathfrak{g})) \cong S^n(H_n(\text{Lie}(\mathfrak{g}), d_{\text{Leib}}))$. In particular,

$$E_{0,q}^1 = \begin{cases} \mathbb{k} & q = 0 \\ 0 & q > 0. \end{cases}$$

Then $E_{1,q}^1 \cong H_{q+1}(\text{Lie}(\mathfrak{g}), d_{\text{Leib}})$.

1. $(E_{p,0}^1, d^1)$ identifies with the Chevalley-Eilenberg complex $CE(\mathfrak{g}_{\text{Lie}})$;
2. the $q = 0$ edge homomorphism of the spectral sequence identifies with the comparison map $HL_*(\mathfrak{g}; \mathbb{k}) \rightarrow H_*(\mathfrak{g}_{\text{Lie}}; \mathbb{k})$. 
Proof. This is the spectral sequence associated to the filtration of the Leibniz complex \( (T(sg), d_{Leib}) \) given by Theorem 4.2. Since \( \mathbb{k} \) is a field of characteristic zero, it follows that the \( E_{1}^{p,q} \)-page, which is given by the homology \( H_{*}(S^{*}(\text{Lie}(sg), d_{Leib})) \), is isomorphic to \( S^{*}(H_{*}(\text{Lie}(sg), d_{Leib})) \), imposing the usual grading for the spectral sequence.

It remains to identify the row \( q = 0 \) and its differential \( d^{1} \). One has \( E_{1}^{1,0} = S^{p}(H_{1}(\text{Lie}(sg), d_{Leib})) \) and \( H_{1}(\text{Lie}(sg), d_{Leib}) \cong \mathfrak{g}_{\text{Lie}} \) by Proposition 3.16. Hence \( E_{1}^{1,0} \) identifies as the degree \( p \) part of \( S^{*}(\mathfrak{g}_{\text{Lie}}) \). The differential \( d^{1} \) is induced by the Leibniz differential, hence the identification with the Chevalley-Eilenberg complex of \( \mathfrak{g}_{\text{Lie}} \) follows from Proposition 2.6, which also gives the identification of the \( q = 0 \) edge homomorphism.

The explicit identification of the \( E_{1}^{1} \)-term in terms of \( H_{*}(\text{Lie}(sg), d_{Leib}) \) leads to vanishing zones in the spectral sequence. For instance, one has the following (which is applied in Theorem 5.3 below).

\textbf{Corollary 4.4.} For \( \mathfrak{g} \) a Leibniz algebra such that \( H_{*}(\text{Lie}(sg), d_{Leib}) = 0 \) for \( 1 < * < N \), in the spectral sequence of Theorem 4.3,

\[ E_{1}^{1,p} = 0 \text{ for } 0 < q < N - 1. \]

Proof. This is a direct consequence of the identification of the \( E_{1}^{1} \)-term given in Theorem 4.3, as follows. The case \( p = 0 \) is immediate. For \( p > 0 \), \( E_{p}^{1,q} = S^{p}(H_{*}(\text{Lie}(sg), d_{Leib}))_{p+q} \); the first potentially non-zero term in positive \( q \)-degree is given by the image of \( H_{N}(\text{Lie}(sg), d_{Leib}) \otimes S^{p-1}(H_{1}(\text{Lie}(sg), d_{Leib})) \rightarrow S^{p}(H_{*}(\text{Lie}(sg), d_{Leib})) \) induced by the product. This is in \( q \)-degree \( N - 1 \).

It is not difficult to analyse the differential \( d^{1} \) in the spectral sequence. The following is sufficient for current purposes:

\textbf{Proposition 4.5.} The differential \( d^{1} : E_{2,q}^{1} \rightarrow E_{1,q}^{1} \) is zero for \( q > 0 \).

Proof. By Theorem 4.3, \( E_{1,q}^{1} \) identifies as \( H_{q+1}(\text{Lie}(sg), d_{Leib}) \), in particular \( E_{1,0}^{1} = H_{1}(\text{Lie}(sg), d_{Leib}) \cong \mathfrak{g}_{\text{Lie}} \), by Proposition 3.16. Likewise \( E_{2,q}^{1} = S^{2}(H_{*}(\text{Lie}(sg), d_{Leib}))_{q+2} \).

The differential \( d^{1} \) is analysed by using the methods employed in the proof of Theorem 4.2, as follows. Consider non-zero homology classes \([X_{1}], [X_{2}]\) in \( H_{*}(\text{Lie}(sg), d_{Leib}) \) and their product in \( S^{2}(H_{*}(\text{Lie}(sg), d_{Leib})) \). Thus \( X_{i} \in \text{Lie}_{n_{i}}(sg) \) are cycles, where \( n_{1}, n_{2} > 0 \) (by the non-triviality hypothesis) and, without loss of generality, we may assume that \( n_{1} \leq n_{2} \). The \( q \)-degree of the product class in \( S^{2}(H_{*}(\text{Lie}(sg), d_{Leib})) \) is \( n_{1} + n_{2} - 2 \); this implies that \( n_{2} > 1 \) if \( q > 0 \).

The element \( X_{1} \otimes X_{2} \) lies in \( f_{2}T(sg) \) and defines a cycle in \( f_{2}T(sg)/f_{1}T(sg) \) that represents the product class in \( S^{2}(H_{*}(\text{Lie}(sg), d_{Leib})) \). Since \( X_{1}, X_{2} \) are cycles, Corollary 3.13 gives that \( X_{1} \otimes X_{2} \) is a cycle in \( f_{2}T(sg) \), since \( n_{2} > 1 \). By the construction of the differential \( d^{1} \) in a spectral sequence associated to a filtration, this implies that \( d^{1} = 0 \).
5. Applications of the spectral sequence

The spectral sequence of Theorem 4.3 is applied to relate the behaviour of the comparison map $HL_*(g; k) \rightarrow H_*(\mathfrak{g}_{\text{Lie}}; k)$ to vanishing zones of $H_*(\text{Lie}(s\text{Leib}(V)), d_{\text{Leib}})$.

5.1. The case of a free Leibniz algebra

Consider $g := \text{Leib}(V)$, the free Leibniz algebra on a $k$-vector space, so that one has the Leibniz complex $(T(s\text{Leib}(V)), d_{\text{Leib}})$ and its subcomplex $(\text{Lie}(s\text{Leib}(V)), d_{\text{Leib}})$. In [13, Conjecture 1], Pirashvili conjectured that the homology of the latter is concentrated in degree 1. The spectral sequence of Theorem 4.3 gives a new proof of this conjecture:

**Theorem 5.1.** For $V$ a $k$-vector space,

$$H_*(\text{Lie}(s\text{Leib}(V)), d_{\text{Leib}}) \cong \begin{cases} \text{Lie}(V) \ast = 1 \\ 0 \quad \text{otherwise.} \end{cases}$$

**Proof.** Use the spectral sequence of Theorem 4.3 for $g = \text{Leib}(V)$; this calculates the Leibniz homology $HL_*(\text{Leib}(V); k)$ starting from $H_*(\text{Lie}(s\text{Leib}(V)), d_{\text{Leib}})$. In particular, $E^1_{0,*} = 0$ for $* > 0$ and $E^1_{1,*}$ identifies as $H_{*+1}(\text{Lie}(s\text{Leib}(V)), d_{\text{Leib}})$.

Here, the information given by Proposition 2.10 on the homology of the respective free algebras implies the following:

1. $E^2_{0,0} = k$, $E^2_{1,0} = V$ and $E^2_{p,0} = 0$ for $p > 1$, since this is the Lie homology of the free Lie algebra $\text{Lie}(V)$;
2. $E^\infty_{0,0} = k$, $E^\infty_{1,0} = V$ and $E^\infty_{p,q} = 0$ otherwise, since this is an associated graded of the Leibniz homology of $\text{Leib}(V)$ and the $q = 0$ edge homomorphism is an isomorphism (using Proposition 2.10).

Suppose that $H_{*+1}(\text{Lie}(s\text{Leib}(V)), d_{\text{Leib}})$ is non-zero for some $* > 0$ and take $0 < \alpha < \infty$ minimal such that $H_{\alpha+1}(\text{Lie}(s\text{Leib}(V)), d_{\text{Leib}}) \neq 0$. Thus, Corollary 4.4 gives $E^1_{p,q} = 0$ for $1 \leq q \leq \alpha - 1$ and, by construction, $E^1_{1,\alpha} \neq 0$.

Proposition 4.5 gives that $d^1 : E^1_{2,\alpha} \rightarrow E^1_{1,\alpha}$ is zero (using that $\alpha > 1$), so that $E^2_{1,\alpha} \neq 0$. This is a contradiction, since the vanishing $E^2_{p,0} = 0$ for $p > 1$ and the choice of $\alpha$ ensures that $E^2_{1,\alpha}$ survives the spectral sequence. The result follows.

**Remark 5.2.** This result was first proved by Mostovoy (see [12, Proposition 13]) by different methods, based on his interpretation of Leibniz algebras in terms of differential graded Lie algebras.

5.2. Connectivity of the comparison map

The method used in the proof of Theorem 5.1 generalizes to give the following:

**Theorem 5.3.** Let $g$ be a Leibniz algebra.
(1) The comparison map $HL_* (g; k) \to H_* (g_{\text{Lie}}; k)$ is an isomorphism if and only if $H_*(\text{Lie}(sg), d_{\text{Leib}}) = 0$ for all $* > 1$.

(2) More generally, the following conditions are equivalent:

(a) $H_*(\text{Lie}(sg), d_{\text{Leib}}) = 0$ for $1 < * < N$ and $H_N (\text{Lie}(sg), d_{\text{Leib}}) \neq 0$ for some $N \in \mathbb{N}$.

(b) The comparison map $HL_* (g; k) \to H_* (g_{\text{Lie}}; k)$ is an isomorphism for $* < N$ and there is an exact sequence

\[
HL_{N+1} (g_{\text{Lie}}; k) \to H_{N+1} (g_{\text{Lie}}; k) \to H_N (\text{Lie}(sg), d_{\text{Leib}}) \\
\to HL_N (g; k) \to H_N (g_{\text{Lie}}; k) \to 0
\]

and at least one of the following holds:

(i) $HL_N (g; k) \to H_N (g_{\text{Lie}}; k)$ is not an isomorphism;

(ii) $HL_{N+1} (g_{\text{Lie}}; k) \to H_{N+1} (g_{\text{Lie}}; k)$ is not surjective.

Proof. The first case is proved as for Theorem 5.1 by using the hypothesis that the comparison map is an isomorphism to deduce that the differentials $d^r$ on the row $q = 0$ are zero for $r \geq 2$.

The second case refines this argument using Corollary 4.4. The first possible non-trivial differential originating on $q = 0$ is $d^N : E^N_{N+1,0} \to E^N_{1,N-1}$, where $E^N_{N+1,0} \cong E^{2}_N{+1,0}$ and $E^N_{1,N-1} \cong E^{1}_{N-1,0} \neq 0$. This gives the five term exact sequence and the equivalence of the conditions.

Part 2. The natural $L_\infty$-structure on Pirashvili’s complex

6. Constructing $L_\infty$-structures

This Section reviews $L_\infty$-structures and a version of the homotopy transfer theorem, which allows a ‘3-stub’ of an $L_\infty$-structure to be extended to a full structure (see Proposition 6.17). A refinement of this argument is employed in the proof of Theorem 7.8.

6.1. $L_\infty$-structures

Let $W$ be a graded $\mathbb{k}$-vector space. The symmetric algebra $S^*(sW)$ is formed using the symmetric monoidal structure on graded $\mathbb{k}$-vector spaces with Koszul signs, hence is graded commutative. It has the structure of a graded bicommutative Hopf algebra primitively generated by $sW$; in particular one has the coproduct

\[
\Delta : S^*(sW) \to S^*(sW) \otimes S^*(sW).
\]

Definition 6.1. (Cf. [10, Chapter 7] for example.) An $L_\infty$-structure upon $W$ is $(S^*(sW), d)$, where $d : S^*(sW) \to S^*(sW)$ is a coderivation of degree $-1$ and a differential (i.e., $d^2 = 0$).
The coderivation property implies that $d$ is determined by the composite $\overline{d}$:

$$S^*(sW) \xrightarrow{d} S^*(sW) \rightarrow sW,$$

where the second map is the projection $S^*(sW) \rightarrow sW = S^1(sW)$ onto the linear part. The full coderivation $d$ is recovered as the composite:

$$S^*(sW) \xrightarrow{d} S^*(sW) \otimes S^*(sW) \xrightarrow{\mu} S^*(sW),$$

where $\mu$ denotes the product of $S^*(sW)$.

Remark 6.2. The above extension is given by the natural $k$-linear map

$$\text{Hom}_k(S^*(sW), sW) \rightarrow \text{Hom}_k(S^*(sW), S^*(sW))$$

that is constructed using the natural transformations $\Delta$ and $\mu$. It has a natural retract induced by the projection $S^*(sW) \rightarrow sW$.

The following is standard:

Lemma 6.3. For $d : S^*(sW) \rightarrow S^*(sW)$ a coderivation, $d$ is a differential if and only if the following composite vanishes:

$$S^*(sW) \xrightarrow{d} S^*(sW) \xrightarrow{\overline{d}} sW.$$

Remark 6.4. For $0 < n \in \mathbb{N}$,

(1) the differential $d$ restricts to $S^n(sW) \rightarrow \bigoplus_{1 \leq k \leq n} S^k(sW)$;
(2) the component $k = n$ is the morphism $S^n(sW) \rightarrow S^n(sW)$ induced by the differential of the complex $(sW, d)$;
(3) the component $k = 1$ identifies with $d : S^1(sW) \rightarrow S^1(sW)$.

Notation 6.5. For an $L_\infty$-structure $(S^*(sW), d)$, write $d_{n,k}$ for the component $S^n(sW) \rightarrow S^k(sW)$ of the differential.

Remark 6.6. The component $d_{1,1}$ of $d$ yields a chain complex $(sW, d_{1,1})$, which may be denoted simply $(sW, d)$ when no confusion can result.

Lemma 6.7. Let $(S^*(sW), d)$ be an $L_\infty$-structure. Then, for all $1 \leq l \leq n \in \mathbb{N}$, the composite

$$S^n(sW) \xrightarrow{d} \bigoplus_{1 \leq k \leq n} S^k(sW) \xrightarrow{\bigoplus d_{k,l}} S^l(sW)$$

is zero.
6.2. Morphisms and isomorphisms of $L_\infty$-structures

This section reviews briefly the elements of the theory of $L_\infty$-isomorphisms that are required here. In accordance with Definition 6.1, we use the following:

**Definition 6.8.** (Cf. [10, Chapter 7] for example.) A morphism of $L_\infty$-structures from $(S^*(sW), d^W)$ to $(S^*(sU), d^U)$ is a morphism of differential coalgebras $F : (S^*(sW), d^W) \rightarrow (S^*(sU), d^U)$.

**Remark 6.9.** Giving a morphism $F : S^*(sW) \rightarrow S^*(sU)$ of coalgebras is equivalent to specifying the components $F_{n,1} : S^n(sW) \rightarrow sU$ for $1 \leq n \in \mathbb{N}$; these are linear maps of degree zero.

The morphism $F$ defines a morphism of $L_\infty$-structures if and only if the components $F_{n,1}$ satisfy the usual relations that encode the compatibility with the differential (see [10, Definition 7.1], for example).

A morphism $F : (S^*(sW), d^W) \rightarrow (S^*(sU), d^U)$ is an isomorphism if and only if $F_{1,1} : sW \rightarrow sU$ is an isomorphism and this gives an isomorphism between the underlying chain complexes $(sW, d^W_{1,1}) \cong (sU, d^U_{1,1})$ (see [10, Proposition 7.5], for example).

We focus on the case $W = U$, restricting to isomorphisms such that $F_{1,1}$ is the identity $\text{Id}_sW$. Rewriting the differentials $d^W$ and $d^U$ as $d$ and $d'$ respectively, the existence of such an isomorphism $F$ implies that $d_{1,1} = d'_{1,1}$.

An isomorphism of coalgebras allows $L_\infty$-structures to be transported (cf. [10, Exercise 7.3], for example):

**Lemma 6.10.** For $(S^*(sW), d)$ an $L_\infty$-structure and an isomorphism of coalgebras $F : S^*(sW) \rightarrow S^*(sW)$ such that $F_{1,1} = \text{Id}_sW$, there exists a unique $L_\infty$-structure $(S^*(sW), d')$ with $(sW, d'_{1,1}) = (sW, d_{1,1})$ such that $F$ yields an isomorphism of $L_\infty$-algebras $F : (S^*(sW), d) \rightarrow (S^*(sW), d')$.

Isomorphisms $F$ such that $F_{1,1} = \text{Id}_sW$ and $F_{i,1} = 0$ for $1 < i \leq n$, where $2 \leq n \in \mathbb{N}$, play an important rôle in the theory. The following describes how they affect the structure morphisms $d_{i,1}$ for $1 \leq i \leq n$:

**Lemma 6.11.** Let $F : (S^*(sW), d) \rightarrow (S^*(sW), d')$ be an isomorphism of $L_\infty$-structures such that $F_{1,1} = \text{Id}_sW$ and $F_{i,1} = 0$ for $1 < i \leq n$, where $2 \leq n \in \mathbb{N}$. Then $d'_{1,1} = d_{1,1}$ for $1 \leq i < n$ and

$$d'_{n,1} + d_{1,1} \circ F_{n,1} = d_{n,1} + d_{n,1} \circ F_{n,1}.$$

Here $d_{n,n} : S^n(sW) \rightarrow S^n(sW)$ is determined by $d_{1,1}$ by the coderivation property.

**Proof.** By construction, $F$ restricts to the identity on $\bigoplus_{k<n} S^k(sW)$ and the restriction of $F$ to $S^n(sW)$ is:

$$S^n(sW) \xrightarrow{(\text{Id}, F_{n,1})} S^n(sW) \oplus sW \subset S^*(sW).$$

The result then follows from the hypothesis that $F$ is a chain map, the first equality being an immediate consequence of the equality $d_{1,1} = d'_{1,1}$. 
6.3. From 3-stubs to $L_\infty$-structures

The purpose of this Section is two-fold: to introduce the notion of a 3-stub of an $L_\infty$-structure (see Definition 6.14) and then give a criterion that allows a 3-stub to be extended to a full $L_\infty$-structure (see Proposition 6.17) using basic obstruction theory. For this we work in the following connected context:

**Hypothesis 6.12.** Suppose that $W$ is $\mathbb{N}$-graded, so that $sW$ is concentrated in positive degrees.

**Remark 6.13.** (1) $S^*(-)$ is an exponential functor (cf. Example A.13) hence one identifies $S^*(sW)$ in (homological) degree 3 as $S^3(sW_0) \oplus (sW_1 \otimes sW_0) \oplus sW_2$. (2) $S^n(sW)$ is zero in degrees $< n$ and coincides with $S^n(sW_0)$ in degree $n$.

The following terminology is adopted here:

**Definition 6.14.** A 3-stub is the data for an $L_\infty$-structure on $sW$ up to degree three. Namely

1. a sequence $sW_2 \to sW_1 \to sW_0$, with $sW_i$ in degree $i + 1$;
2. structure morphisms $S^2(sW_0) \to sW_0$, $S^3(sW_0) \to sW_1$ and $sW_1 \otimes sW_0 \to sW_1$ of degree $-1$

such that the condition $d^2 = 0$ is satisfied in degrees $\leq 3$.

The structure morphisms of an $L_\infty$-structure $(S^*(sW), d)$ up to (homological) degree 3 are indicated in the following diagram:

Here:

1. $sW_1 \otimes sW_0 \to S^2(sW_0)$ is the composite
   $$sW_1 \otimes sW_0 \xrightarrow{\alpha \otimes \text{Id}} sW_0 \otimes sW_0 \xrightarrow{\mu} S^2(sW_0);$$
2. $S^3(sW_0) \to S^2(sW_0)$ is the composite
   $$S^3(sW_0) \xrightarrow{\Delta} S^2(sW_0) \otimes sW_0 \xrightarrow{\beta \otimes \text{Id}} sW_0 \otimes sW_0 \xrightarrow{\mu} S^2(sW_0).$$

**Remark 6.15.**

1. The condition $d^2 = 0$ (in degrees $\leq 3$) is equivalent to the following:
   (a) the composite $sW_2 \to sW_1 \to sW_0$ is zero;
(b) the sum of the two composite morphisms \( sW_1 \otimes sW_0 \rightarrow sW_0 \) is zero;
(c) the sum of the two composite morphisms \( S^2(sW_0) \rightarrow sW_0 \) is zero.

(2) If \( W_2 = 0 \), then the first condition is automatic; in this case the data of a 3-stub is given by the tuple of morphisms \( \alpha : sW_1 \rightarrow sW_0, \beta : S^2(sW_0) \rightarrow sW_0, \gamma : S^3(sW_0) \rightarrow sW_1, \delta : sW_1 \otimes sW_0 \rightarrow sW_1 \) such that the second two conditions are satisfied.

(3) Given any 3-stub, replacing \( W_2 \) by zero gives a 3-stub.

The following is a ‘truncated version’ of a standard result for \( L_\infty \)-structures:

**Lemma 6.16.** (1) For \( W_0, W_1 \) \( k \)-vector spaces concentrated in degrees 0 and 1 respectively and the data of a 3-stub \( (\alpha : sW_1 \rightarrow sW_0, \beta : S^2(sW_0) \rightarrow sW_0, \gamma : S^3(sW_0) \rightarrow sW_1, \delta : sW_1 \otimes sW_0 \rightarrow sW_1) \) taking \( W_2 = 0 \), the morphism \( \beta : S^2(sW_0) \rightarrow sW_0 \) induces a Lie algebra structure on \( H_0 := s^{-1}\text{coker}(sW_1 \rightarrow sW_0) \).

(2) Conversely, given a Lie algebra \( H_0 \) and an exact sequence of \( k \)-vector spaces \( W_1 \rightarrow W_0 \rightarrow H_0 \rightarrow 0 \), there exists a 3-stub structure inducing this with \( W_2 = 0 \) and \( \alpha \) the suspension of the given map \( W_1 \rightarrow W_0 \).

The following Proposition is a variant, starting from a given 3-stub, of transfer of structure results (cf. the homotopy transfer theorem [8, Section 10.3]). It is proved by basic obstruction theory.

**Proposition 6.17.** Let \( W \) be a \( \mathbb{N} \)-graded \( k \)-vector space equipped with the following structure:

(1) a chain complex \( (sW, d) \) such that \( H_* (sW, d) = 0 \) for \( * \neq 1 \);
(2) morphisms \( \beta : S^2(sW_0) \rightarrow sW_0, \gamma : S^3(sW_0) \rightarrow sW_1, \delta : sW_1 \otimes sW_0 \rightarrow sW_1 \) defining a 3-stub.

Then this structure extends to an \( L_\infty \)-structure \( (S^* (sW), d) \).

**Proof.** The construction of the \( L_\infty \)-structure is by increasing induction upon the (polynomial) degree \( n \geq 1 \) in the symmetric algebra and on the homological degree. The initial cases are given by \( n = 1 \), which is given as the chain complex \( (sW, d) \) and by homological degree \( \leq 3 \), which is given by the 3-stub.

For the inductive step, we may assume that \( n > 1 \) and that the homological degree is \( > 3 \) and that the result has been proven for \( n' < n \) in all homological degrees and for the given \( n \) in smaller homological degrees.

We require to construct \( S^n (sW) \rightarrow sW \) in the given homological degree (here the homological degree is not indicated in the notation), so that the condition of Lemma 6.3 is satisfied, i.e.,

\[
S^n (sW) \xrightarrow{d} \bigoplus_{1 \leq k \leq n} S^k (sW) \xrightarrow{d_{k,1}} sW
\]
is zero.

Consider the morphism

\[
S^n (sW) \xrightarrow{d} \bigoplus_{1 \leq k \leq n} S^k (sW) \xrightarrow{d_{k,1}} sW
\]  

(3)
given by omitting the (unknown) component \( k = 1 \).

We claim that the inductive hypotheses imply that the composite of (3) with the differential \( d : sW \to sW \) is zero. To see this, for each \( k \) \((1 < k \leq n)\) the inductive hypothesis (using the homological degree in the case \( k = n \)) ensures that the composite \( S^k(sW) \xrightarrow{\bigoplus d_{k,1}} sW \xrightarrow{d} sW \) is equal to the negative of

\[
S^k(sW) \xrightarrow{\bigoplus d_{k,1}} \bigoplus_{1 < l \leq k} S^l(sW) \xrightarrow{d} sW.
\]

In addition, the inductive hypothesis implies (as for Lemma 6.7) that, for each \( l > 1 \), the composite

\[
S^n(sW) \xrightarrow{d} \bigoplus_{1 < k \leq n} S^k(sW) \xrightarrow{d_{k,1}} S^l(sW)
\]

is zero. Putting these facts together establishes the claim.

Since the composite (3) maps to cycles of \((sW, d)\) and the homology of this complex is concentrated in degree 1, the composite maps to boundaries (using the hypothesis that the homological degree in \( S^n(sW) \) is greater than 3). Thus there exists a linear map

\[
S^n(sW) \to sW
\]

such that the composite with \( d : sW \to sW \) gives the negative of (3). This completes the construction of the required map and hence the proof of the inductive step.

The \( L_\infty \)-structure constructed in Proposition 6.17 is unique up to \( L_\infty \)-isomorphism. This is a consequence of the following result, again proved by basic obstruction theory:

**Proposition 6.18.** Let \( W \) be a \( \mathbb{N} \)-graded \( \mathbb{k} \)-vector space equipped with \( L_\infty \)-structures \((S^*(sW), d)\) and \((S^*(sW), d')\) such that the following hold:

1. \( d_{1,1} = d'_{1,1} \);
2. the restrictions of \( d_{2,1} \) and \( d'_{2,1} \) to \( S^2(sW_0) \subset S^2(sW) \) coincide;
3. \( H_*(sW, d_{1,1}) = 0 \) for \( * \neq 1 \).

Then \((S^*(sW), d)\) and \((S^*(sW), d')\) are \( L_\infty \)-isomorphic by an isomorphism which restricts to the identity on \( sW \) and on \( S^2(sW_0) \).

**Proof.** If \( d = d' \), then the result is immediate. Otherwise, choose \( n \) minimal such that \( d_{n,1} \neq d'_{n,1} \); the hypothesis on \( d_{1,1} \) ensures that \( n \geq 2 \). Consider the lowest homological degree \( t \) in which \( d_{n,1} \neq d'_{n,1} \); \( t \geq 3 \), since \( S^n(sW) \) is concentrated in homological degree \( \geq n \) and, in the case \( n = 2 \), the hypothesis excludes homological degree 2.

On homological degree \( t \), a standard argument (cf. the proof of Proposition 6.17) shows that the difference

\[
(d_{n,1} - d'_{n,1}) : S^n(sW) \to sW
\]
maps to \(d_{1,1}\)-cycles in homological degree \(t - 1 \geq 2\).

By the hypothesis on \(H_*(sW, d_{1,1})\), the differential \(d_{1,1}\) surjects onto the cycles of degree \(t - 1\); this surjection admits a linear section. Composing with this section, one has a linear map \(f : S^n(sW) \to sW\) of degree zero, non-zero only in homological degree \(t\), such that

\[
d_{n,1} - d'_{n,1} = d_{1,1} \circ f
\]
on homological degree \(t\).

Let \(F\) be the automorphism of the coalgebra \(S^*(sW)\) with components \(F_{1,1} = \text{Id}_{sW}, F_{i,1} = 0\) for \(1 < i < n\) and \(F_{n,1} = f\). Using transport of \(L_\infty\)-structures with respect to \(F\) (see Lemma 6.10) and Lemma 6.11, one shows that \((S^*(sW), d')\) is isomorphic to an \(L_\infty\)-structure \((S^*(sW), d'')\) such that \(d''_{i,1} = d_{i,1}\) for \(i < n\) and, for \(i = n\), up to and including homological degree \(t\). This isomorphism satisfies the following stability property: it acts as the identity on \(\bigoplus_{i<n} S^i(sW)\) and on \(S^n(sW)\) in homological degrees < \(t\).

The stability property implies that this construction can be iterated to give the required isomorphism between \((S^*(sW), d)\) and \((S^*(sW), d')\) (cf. the argument used in the proof of [10, Theorem 7.9], for example). Namely, for \(n\) as above, one can iterate the isomorphisms obtained as above, with respect to increasing homological degree, to show that \((S^*(sW), d')\) is isomorphic to an \(L_\infty\)-structure \((S^*(sW), d'')\) such that \(d''_{i,1} = d_{i,1}\) for \(i \leq n\). Likewise, this argument can be iterated with respect to increasing \(n\).

**Remark 6.19.** Proposition 6.18 does not assert that there is a unique such \(L_\infty\)-isomorphism between \((S^*(sW), d)\) and \((S^*(sW), d')\). Indeed, the map \(f\) used in the proof is only unique up to a map taking values in \(\ker d_{1,1}\).

**Remark 6.20.** When applied to the situation of Proposition 6.17, if \((S^*(sW), d)\) and \((S^*(sW), d')\) have the same underlying 3-stub, then the isomorphism constructed in Proposition 6.18 leaves this invariant. However, Proposition 6.18 is more general: it allows the 3-stub to be varied with only \(d_{2,1} = d'_{2,1}\) in homological degree two fixed.

One could generalize still further by allowing automorphisms of the coalgebra \(S^*(sW)\) acting as the identity on \(sW\) but that do not respect \(d_{2,1}\) in homological degree two. This is not pursued here, since there is a canonical choice for \(d_{2,1}\) in the case of interest.

### 7. The natural \(L_\infty\)-structure on \((\text{Lie}(s\mathfrak{g}), d_{\text{Leib}})\)

The purpose of this Section is to show that there exists a natural \(L_\infty\)-structure on \((\text{Lie}(s\mathfrak{g}), d_{\text{Leib}})\) (see Theorem 7.8). This involves first constructing an explicit 3-stub and then extending this to the required natural \(L_\infty\)-structure.
7.1. The 3-stub

The construction of the 3-stub below (see Proposition 7.5) uses the following relations and notation for a Leibniz algebra \( g \). The Leibniz relation can be written in the equivalent forms:

\[
(xy)z = (xz)y + x(yz)
\]
\[
x(yz) = (xy)z - (xz)y.
\]

The second leads to the standard:

**Lemma 7.1.** For \( x, y, z \in g \), \( x(yz + zy) = 0 \).

**Notation 7.2.** Write \( + \circlearrowright \) for the sum under cyclic \( \mathbb{Z}/3 \) permutation so that, for example, \( x(yz) + \circlearrowright := x(yz) + y(zx) + z(xy) \).

**Definition 7.3.** Let \( \star : g \otimes g \to g \) be the operation defined for \( x, y \in g \) by \( x \star y := xy - yx \).

**Lemma 7.4.** For \( x, y, z \in g \), there are equalities:

\[
(\star y) z + \circlearrowright = (x \star y) z + \circlearrowright
\]
\[
x(y \star z) + \circlearrowright = 2(\star x) y z + \circlearrowright
\]
\[
(x(y \star z) + (y \star z)x) + \circlearrowright = 3(x \star y) z + \circlearrowright
\]
\[
(x \star y) \star z + \circlearrowright = -(x \star y) z + \circlearrowright.
\]

**Proof.** Direct calculation using the Leibniz relation gives the first equality. The second follows by combining this with Lemma 7.1 and the third then follows by taking into account the cyclic invariance.

The second equality also implies

\[
((x \star y) z - z(x \star y)) + \circlearrowright = -(x \star y) z + \circlearrowright,
\]
which gives the final equality.

Consider Pirashvili’s subcomplex \((\text{Lie}(sg), d_{\text{Leib}}) \subset (T(sg), d_{\text{Leib}})\) of the Leibniz complex. The underlying graded \( k \)-vector space \( \text{Lie}(sg) \) is concentrated in positive degrees.

Using the notation of Section 6, set \( W := s^{-1} \text{Lie}(sg) \) (so that \( sW = \text{Lie}(sg) \)) and take \((sW, d)\) to be \((\text{Lie}(sg), d_{\text{Leib}})\).

**Proposition 7.5.** For \( g \) a Leibniz algebra, the truncation \( \text{Lie}_3(sg) \to \text{Lie}_2(sg) \to sg \) of Pirashvili’s complex has a natural 3-stub structure

\[
\text{Lie}_3(sg) \to \text{Lie}_2(sg) \otimes sg \to \text{Lie}_2(sg) \to \text{Lie}_3(sg)
\]
with defining structure maps:

1. \( S^2(s\mathfrak{g}) \to s\mathfrak{g} \) the map \((sx)(sy) \mapsto -s(x \star y)\) for \(x, y \in \mathfrak{g}\);
2. \( d^\text{Lie}_{2, 1} : \text{Lie}_2(s\mathfrak{g}) \otimes s\mathfrak{g} \to \text{Lie}_2(s\mathfrak{g})\);
3. \( S^3(s\mathfrak{g}) \to \text{Lie}_2(s\mathfrak{g}) \) the map \((sx)(sy)(sz) \mapsto -\frac{1}{3}[s(x \star y), sz]^{+\circ} \) for \(x, y, z \in \mathfrak{g}\).

The induced Lie algebra structure on the homology is the canonical Lie algebra structure on \(\mathfrak{g}_\text{Lie} \) (up to sign).

**Proof.** It is clear that the structure morphisms are natural with respect to the Leibniz algebra \(\mathfrak{g}\). The relations are checked by direct calculation as follows.

Consider an element \([sx, sy] \otimes sz \in \text{Lie}_2(s\mathfrak{g}) \otimes s\mathfrak{g}\). Applying \(d^\text{Lie}_{2, 1}\) gives \([s(xz), sy] + [sx, s(yz)] \in \text{Lie}_2(s\mathfrak{g})\) which has image \(-s((xz)y + y(xz) + x(yz) + (yz)x)\) under the Leibniz differential. Using the Leibniz relations \(y(xz) = (yx)z - (yz)x\) and \(x(yz) = (xy)z - (xz)y\), this is equal to \(-s((xy + yx)z)\).

The differential \(\text{Lie}_2(s\mathfrak{g}) \otimes s\mathfrak{g} \to S^2(s\mathfrak{g})\) is induced by the Leibniz differential \(\text{Lie}_2(s\mathfrak{g}) \to s\mathfrak{g}\), and the image of \([sx, sy] \otimes sz\) is \(-s((xy + yx))\) \((sz) \in S^2(s\mathfrak{g})\). Applying the differential \(S^2(s\mathfrak{g}) \to s\mathfrak{g}\) gives \(s((xy + yx)z - z(xy + yx)) = s((xy + yx)z)\), since right multiplication by \((xy + yx)\) is zero, by Lemma 7.1. It follows that the sum of the two maps \(\text{Lie}_2(s\mathfrak{g}) \otimes s\mathfrak{g} \to s\mathfrak{g}\) is zero, as required.

Now consider an element \((sx)(sy)(sz)\) of \(S^3(s\mathfrak{g})\). The image of this element under \(S^3(s\mathfrak{g}) \to S^2(s\mathfrak{g})\) is \(-s((x \star y))^{+\circ}(sz) \in S^2(s\mathfrak{g})\). Under \(S^2(s\mathfrak{g}) \to s\mathfrak{g}\), this has image \(s((x \star y) \star z)^{+\circ}\). By Lemma 7.4, this is equal to \(-s((x \star y)z)^{+\circ}\).

The image of \((sx)(sy)(sz)\) under \(S^3(s\mathfrak{g}) \to \text{Lie}_2(s\mathfrak{g})\) is \(-\frac{1}{3}[s(x \star y), sz]^{+\circ}\). Applying the Leibniz differential \(\text{Lie}_2(s\mathfrak{g}) \to s\mathfrak{g}\) then gives \(\frac{1}{3}s((x \star y)z + z(x \star y))^{+\circ}\), which is equal to \(s((x \star y)z)^{+\circ}\) by Lemma 7.4. Thus, the sum of the two maps \(S^3(s\mathfrak{g}) \to s\mathfrak{g}\) is zero, as required.

**Remark 7.6.** The choice of sign for the map \(S^2(s\mathfrak{g}) \to s\mathfrak{g}\) was dictated by the differential of the Leibniz complex. Namely, this arises as the restriction of \(d_{\text{Leib}} : s\mathfrak{g} \otimes s\mathfrak{g} \to s\mathfrak{g}\) to the symmetric invariants, since \(d_{\text{Leib}}(sx \otimes sy) = -s(xy)\).

**Corollary 7.7.** For \(\mathfrak{g} = \text{Leib}(V)\) a free Leibniz algebra, there is an \(L_\infty\)-structure on \((s^{-1} \text{Leib}(s\text{Leib}(V)), d)\) such that the restriction of \(d_{2, 1}\) to \(S^2(s\text{Leib}(V))\) is the map \(S^2(s\text{Leib}(V)) \to s\text{Leib}(V)\) given by \((sx)(sy) \mapsto -s(x \star y)\). This structure is unique up to \(L_\infty\)-isomorphism.

**Proof.** Existence follows from Proposition 6.17, using Proposition 7.5 to provide the 3-stub and Theorem 5.1 for the homological input. The unicity follows from Proposition 6.18.

This is refined below to obtain naturality with respect to \(V\) and hence the extension to all Leibniz algebras.
7.2. The natural $L_\infty$-structure

The proof of the following Theorem relies heavily on the naturality with respect to the Leibniz algebra $\mathfrak{g}$, which allows reduction to the case of free Leibniz algebras. Appendix B provides the key ingredient underlying the argument, based upon viewing operads as natural operations on the associated category of algebras.

**Theorem 7.8.** For $\mathfrak{g}$ a Leibniz algebra, there is a natural $L_\infty$-structure on the desuspension of the Pirashvili complex $s^{-1}(\text{Lie}(s\mathfrak{g}), d_{\text{Leib}})$ such that the restriction of $d_{2,1}$ to $S^2(s\mathfrak{g}) \subset S^2(\text{Lie}(s\mathfrak{g}))$ is the map $S^2(s\mathfrak{g}) \to s\mathfrak{g}$ given by $(s x)(s y) \mapsto -s(x \star y)$. In particular, this induces the canonical Lie algebra structure on $s\mathfrak{g}_{\text{Lie}}$ in homology (up to sign).

This natural structure is unique up to natural $L_\infty$-isomorphism.

Recall that $\text{Vect}_k^f \subset \text{Vect}_k$ denotes the full subcategory of finite-dimensional vector spaces. As in Appendix B, $\text{Alg}_{\text{Leib},f} \subset \text{Alg}_{\text{Leib}}$ denotes the full subcategory of free Leibniz algebras $\text{Leib}(V)$ where $V \in \text{ObVect}_k^f$, so that $\text{Alg}_{\text{Leib},f}$ is essentially small.

**Notation 7.9.** Natural transformations between functors from $\text{Vect}_k^f$ to $\text{Vect}_k$ are denoted $\text{Nat}_{\mathfrak{g} \in \text{Alg}_{\text{Leib},f}}$ and, for functors from $\text{Alg}_{\text{Leib}}$ to $\text{Vect}_k$ restricted to $\text{Alg}_{\text{Leib},f}$, are denoted by $\text{Nat}_{\mathfrak{g} \in \text{Alg}_{\text{Leib},f}}$.

First observe that the extension as coderivations given in Remark 6.2 passes to natural transformations:

**Lemma 7.10.** The extension of linear maps as coderivations induces a $k$-linear map

$$\text{Nat}_{\mathfrak{g} \in \text{Alg}_{\text{Leib},f}}(S^*(\text{Lie}(s\mathfrak{g})), \text{Lie}(s\mathfrak{g})) \to \text{Nat}_{\mathfrak{g} \in \text{Alg}_{\text{Leib},f}}(S^*(\text{Lie}(s\mathfrak{g})), S^*(\text{Lie}(s\mathfrak{g})))$$

that admits a natural retract induced by the natural projection $S^*(\text{Lie}(s\mathfrak{g})) \to \text{Lie}(s\mathfrak{g})$.

**Remark 7.11.** The result holds more generally: the restriction to $\text{Alg}_{\text{Leib},f}$ is only imposed so that the result can be stated using morphisms in the category of functors from $\text{Alg}_{\text{Leib},f}$ to $\text{Vect}_k$.

Restriction associated to the unit $V \hookrightarrow \text{Leib}(V)$ gives the following:

**Proposition 7.12.** Restriction induces the $k$-linear isomorphism

$$\text{Nat}_{\mathfrak{g} \in \text{Alg}_{\text{Leib},f}}(S^*(\text{Lie}(s\mathfrak{g})), \text{Lie}(s\mathfrak{g})) \cong \text{Nat}_{V \in \text{Vect}_k^f}(S^*(\text{Lie}(sV)), \text{Lie}(s\text{Leib}(V))).$$

**Proof.** The morphisms are induced respectively by restriction (with respect to the first variable) along the free Leibniz algebra functor $\text{Leib} : \text{Vect}_k^f \to \text{Alg}_{\text{Leib},f}$ and by restriction along the unit map $V \hookrightarrow \text{Leib}(V)$. That the composite is an isomorphism follows from Proposition B.9.
Corollary 7.13. The complex \((\text{Nat}_{g \in \text{Alg}^{\text{Leib}, f}}(S^*(\text{Lie}(s g)), \text{Lie}_*(s g)), d)\) with differential

\[ d : \text{Nat}_{g \in \text{Alg}^{\text{Leib}, f}}(S^*(\text{Lie}(s g)), \text{Lie}_*(s g)) \to \text{Nat}_{g \in \text{Alg}^{\text{Leib}, f}}(S^*(\text{Lie}(s g)), \text{Lie}_{*(f)}(s g)) \]

induced by the Leibniz differential \(d_{\text{Leib}} : \text{Lie}_{*_f}((s g)) \to \text{Lie}_{*_{f-1}}((s g))\) has homology concentrated in degree one, where it is isomorphic to

\[ \text{Nat}_{V \in \text{Vect}_k^f}(S^*(\text{Lie}(s V)), s\text{Lie}(V)). \]

Proof. By Proposition 7.12, the given chain complex is isomorphic to

\[ (\text{Nat}_{V \in \text{Vect}_k^f}(S^*(\text{Lie}(s V)), \text{Lie}_*(s\text{Lie}(V))), d) \]

with differential given by \(d_{\text{Leib}} : \text{Lie}_{f_{*}}((s \text{Lie}(V))) \to \text{Lie}_{f_{*(f)}}((s \text{Lie}(V))). \)

By Theorem 5.1, Pirashvili’s complex gives the acyclic complex

\[ \ldots \to \text{Lie}_2((s \text{Lie}(V))) \to \text{Lie}_2((s \text{Lie}(V))) \to s\text{Lie}(V) \to \text{Lie}(V) \to 0, \]

where the term \(\text{Lie}(V)\) in homological degree zero corresponds to the degree one homology of the Pirashvili complex.

This is an exact sequence of analytic functors on \(\text{Vect}_k\) (see Appendix A for a brief review of analytic functors). This sequence splits naturally as functors on \(\text{Vect}_k\) by the semisimplicity of the category of homogeneous polynomial functors over a field of characteristic zero (see Corollary A.6). Explicitly, for each \(t \geq 1\), the short exact sequence

\[ 0 \to \ker d_{\text{Leib}} \to \text{Lie}_{f_{*}}((s \text{Lie}(V))) \to \text{image } d_{\text{Leib}} \to 0 \quad (4) \]

splits as functors of \(V\) and these short exact sequence splice together to give the exact complex.

Upon applying \(\text{Nat}_{V \in \text{Vect}_k^f}(S^*(\text{Lie}(s V)), -)\), one obtains the result.

Proof of Theorem 7.8. Existence is proved by refining the proof of Proposition 6.17, starting from the initial structure provided by Proposition 7.5.

First one considers the natural \(L_{\infty}\)-structure for the category \(\text{Alg}^{\text{Leib}, f}\). The structure morphisms in

\[ \text{Nat}_{g \in \text{Alg}^{\text{Leib}, f}}((S^n(\text{Lie}(s g)), \text{Lie}(s g))) \]

are constructed by increasing induction on \(n \geq 1\) and on the homological degree. The case \(n = 1\) is given by the Pirashvili complex and the behaviour in homological degree \(\leq 3\) is given by the 3-stub of Proposition 7.5.

The inductive step is proved using basic obstruction theory as in the proof of Proposition 6.17, but working with natural transformations. The vanishing of the relevant obstruction groups is given by Corollary 7.13.

The passage to the general case uses Corollary B.10, which provides the natural structure morphisms in

\[ \text{Hom}_k(S^n(\text{Lie}(s g)), \text{Lie}(s g)) \]
for an arbitrary Leibniz algebra \( g \). It remains to show that these induce a natural \( L_\infty \)-structure on \( g \). First one checks that the extension of these structure morphisms to a coderivation \( d \) of \( S^\ast (sg) \) is compatible with the natural \( L_\infty \)-structure for \( g \in \text{ObAlg}^{\text{Leib,f}} \); this follows from the generalization of Lemma 7.10 indicated in Remark 7.11.

Finally one checks that \( d^2 = 0 \); this is proved using the compatibility of the map of Corollary B.10 with composition, as explained in Remark B.11.

The proof of unicity is a refinement of that of Proposition 6.18, first working with natural transformations on \( \text{Alg}^{\text{Leib,f}} \). Corollary 7.13 ensures that the map \( f \) appearing in the proof of Proposition 6.18 can be constructed as a natural transformation. Moreover, one has the following counterpart of Lemma 7.10: the associated \( F \) is a natural automorphism of coalgebras. The unicity of the transported \( L_\infty \)-structure given by Lemma 6.10 thus concludes the refinement of the key step in the proof of Proposition 6.18. This establishes the result on the full subcategory \( \text{Alg}^{\text{Leib,f}} \).

The passage to general Leibniz algebras proceeds as above, \textit{mutatis mutandis}, by using Corollary B.10.

\textbf{Remark 7.14.} Working with natural transformations for functors defined on \( \text{Alg}^{\text{Leib,f}} \) rigidifies the situation somewhat; however, the \( L_\infty \)-isomorphism appearing in the unicity statement is still not unique (cf. Remark 6.19).

The non-unicity stems from the fact that the natural splitting of the short exact sequence (4) used in the proof of Corollary 7.13 is not in general unique. To see that this does indeed lead to non-unicity, one has to check that \( \text{Nat}_{g \in \text{Alg}^{\text{Leib,f}}} (S^\ast (\text{Lie}(sg)), -) \) detects this.

\subsection*{7.3. An explicit choice for the column \( n = 2 \)}

The initial step in constructing a natural \( L_\infty \)-structure as in Theorem 7.8 is the construction of the natural structure morphisms \( S^2(\text{Lie}(sg)) \rightarrow s\text{Lie}(sg) \). An explicit choice for these is exhibited here.

Using the exponential property of \( S^\ast (\cdot) \), one has:

\textbf{Lemma 7.15.} \textit{There is a natural isomorphism:}

\[ S^2(\text{Lie}(sg)) \cong \left( \bigoplus_{n \geq 1} S^2(\text{Lie}_n(sg)) \right) \oplus \left( \bigoplus_{m > n \geq 1} \text{Lie}_m(sg) \otimes \text{Lie}_n(sg) \right), \]

where \( S^2(\text{Lie}_n(sg)) \) is in homological degree \( 2n \) and \( \text{Lie}_m(sg) \otimes \text{Lie}_n(sg) \) is in homological degree \( m + n \).

The Leibniz differential on \( \text{Lie}(sg) \) makes \( S^2(\text{Lie}(sg)) \) into a complex. The differential acts via the induced morphisms:

(1) \( S^2(\text{Lie}_n(sg)) \rightarrow \text{Lie}_n(sg) \otimes \text{Lie}_{n-1}(sg) \) for \( n \geq 1 \);
The primitive filtration of the Leibniz complex

\[ \text{Lie}_m(sg) \otimes \text{Lie}_n(sg) \xrightarrow{\text{Lie}_m(sg) \otimes \text{Lie}_{n-1}(sg)} \]

\[ \text{Lie}_{m-1}(sg) \otimes \text{Lie}_n(sg); \]

if \( m = n + 1 \), the vertical map is further composed with \( \text{Lie}_n(sg) \otimes \text{Lie}_n(sg) \xrightarrow{\mu} S^2(\text{Lie}_n(sg)) \).

**Proposition 7.16.** There exists a natural \( \L∞ \)-structure as in Theorem 7.8 extending the 3-stub of Proposition 7.5 such that the components \( S^2(\text{Lie}(sg)) \rightarrow \text{Lie}(sg) \) of the \( L∞ \)-structure are:

1. the morphism \( S^2(sg) \rightarrow s(sg) \) given by the 3-stub;
2. the morphism \( d^{\text{Lie}} : \text{Lie}_m(sg) \otimes sg \rightarrow s\text{Lie}_m(sg) \) for \( m > 1 \) (taking \( n = 1 \) so that \( sg = \text{Lie}_1(sg) \));
3. zero otherwise.

**Proof.** In homological degrees \( \leq 3 \), the \( L∞ \)-structure morphisms are imposed by Proposition 7.5.

The result is then proved by increasing induction on homological degree. There are two ingredients:

1. the compatibility of \( d^{\text{Lie}} \) with the Leibniz differential (see Remark 3.10);
2. the vanishing of \( d^{\text{Lie}} \) on restriction to \( \text{Lie}_m(sg) \otimes (\text{image}(\text{Lie}_2(sg) \rightarrow sg)) \).
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Appendix A. Polynomial and analytic functors

In this Section polynomial and analytic functors from $\text{Vect}_k$ to $\text{Vect}_k$ over a field $k$ of characteristic zero are reviewed in sufficient generality for the applications here. Standard references are [9, Appendix A to Chapter I] for polynomial functors and [3, Chapitre 4] for polynomial and analytic functors.

A.1. Polynomial functors

**Definition A.1.** For $d \in \mathbb{N}$ and $M$ a right $S_d$-module, the associated Schur functor $\tilde{M} : \text{Vect}_k \to \text{Vect}_k$ is given by

$$V \mapsto \tilde{M}(V) := M \otimes_{S_d} V \otimes^d.$$  

This is a (homogeneous) polynomial functor of degree $d$. A polynomial functor is a functor that is a finite direct sum of homogeneous polynomial functors (possibly of different degree).

**Example A.2.** The functor $V \mapsto \text{Lie}_d(V)$ is homogeneous polynomial of degree $d$.

**Proposition A.3.** Let $F, G : \text{Vect}_k \to \text{Vect}_k$ be homogeneous polynomial functors of degree $d$ and $e$ respectively. Then

1. the tensor product $F \otimes G$ defined by $(F \otimes G)(V) := F(V) \otimes G(V)$ is homogeneous polynomial of degree $d + e$;
2. the composite $F \circ G$ defined by $F \circ G(V) := F(G(V))$ is homogeneous polynomial of degree $de$.

**Remark A.4.** Polynomial functors are determined by their restriction to the full subcategory $\text{Vect}^f_k \subset \text{Vect}_k$ of finite-dimensional vector spaces. (More precisely, a polynomial functor is equivalent to the left Kan extension of its restriction to $\text{Vect}_k^f$.) The category $\text{Vect}^f_k$ is essentially small, so this allows consideration of the category of functors from $\text{Vect}^f_k$ to $\text{Vect}_k$; morphisms of this category are denoted $\text{Nat}_{V \in \text{Vect}^f_k}$.

**Proposition A.5.** For $d \in \mathbb{N}$, the Schur functor from $S_d^{\text{op}}$-modules to endofunctors of $\text{Vect}_k$ is fully faithful. In particular, for $M$ a right $S_d$-module, there is a natural isomorphism of $S_d^{\text{op}}$-modules:

$$M \cong \text{Nat}_{V \in \text{Vect}_k} (V \otimes^d, \tilde{M}(V))$$

where the $S_d^{\text{op}}$-action on the right hand side is induced by place permutations of the tensor factors $V \otimes^d$.

Since $k[S_d]$ is semisimple for $k$ a field of characteristic zero, one deduces:

**Corollary A.6.** For $d \in \mathbb{N}$, the category of homogeneous polynomial functors of degree $d$ is semisimple.

**Remark A.7.** There is no interaction between homogeneous polynomial functors of different degree; this is a consequence of the fact that $\text{Nat}_{V \in \text{Vect}_k} (V \otimes^d, V^{\otimes e}) = 0$ if $d \neq e$. It follows that the category of polynomial functors is semisimple.
A.2. Analytic functors

The Schur functor construction extends to treating sequences \( \{ M(n) | n \in \mathbb{N} \} \) where \( M(n) \) is a \( \mathcal{S}_n^{\text{op}} \)-module. Namely, the associated Schur functor

\[
\tilde{M}(V) := \bigoplus_{n \in \mathbb{N}} M(n) \otimes_{\mathcal{S}_n} V^\otimes n
\]

is the direct sum of the Schur functors for the modules \( M(n) \).

By definition, an analytic functor is one of this form. In particular, a polynomial functor is analytic.

**Example A.8.** Leibniz algebras are governed by the Leibniz operad \( \text{Leib} \). In particular, the associated functor \( V \mapsto \text{Leib}(V) \) is analytic. The free Leibniz algebra on \( V \) was described by Loday and Pirashvili [7, Lemma 1.3]:

\[
\text{Leib}(V) \cong \bigoplus_{n \geq 1} T^n(V).
\]

In particular, this identifies the terms of the Leibniz operad as \( \mathcal{S}_n^{\text{op}} \)-modules as \( \text{Leib}(0) = 0 \) and \( \text{Leib}(n) = \mathbb{k}[\mathcal{S}_n] \) for \( n \geq 1 \).

**Notation A.9.** For an analytic functor \( F \) on \( \text{Vect}_k \), write \( F[d] \) for the direct summand of polynomial degree \( d \in \mathbb{N} \), so that \( F \cong \bigoplus_{d \in \mathbb{N}} F[d] \).

**Remark A.10.** The construction \((-)[d]\) gives an exact functor from analytic functors to homogeneous polynomial functors of degree \( d \).

Proposition A.3 has the following counterpart for analytic functors:

**Proposition A.11.** Let \( F, G : \text{Vect}_k \to \text{Vect}_k \) be analytic functors. Then \( F \otimes G \) and \( F \circ G \) are analytic.

**Example A.12.** (1) The functor \( V \mapsto \text{Lie}(V) \) is analytic, with \( \text{Lie}(V)[d] = \text{Lie}_d(V) \).

(2) The functor \( V \mapsto S^*(V) \) is analytic, with \( S^*(V)[d] = S^d(V) \).

Hence the composite \( V \mapsto S^*(\text{Lie}(V)) \) is analytic.

**Example A.13.** The functor \( S^* \) is exponential, i.e., there is a natural isomorphism \( S^*(V \oplus W) \cong S^*(V) \otimes S^*(W) \). For example, this gives the natural isomorphism \( S^*(\text{Lie}(V)) \cong \bigotimes_{n \geq 1} S^*(\text{Lie}_n(V)) \). This can be developed to calculate the homogeneous components of \( S^*(\text{Lie}(V)) \).

**Appendix B. Naturality**

This Section recalls how to understand natural transformations between polynomial functors evaluated on algebras over an operad; in particular, no claim to originality is made. The main result, Proposition B.9, is used in the proof of Theorem 7.8.
B.1. The operadic case

First recall the operadic framework for studying operations on algebras (see [8] for definitions). Let $\mathcal{O}$ be an operad in $k$-vector spaces with unit $I \to \mathcal{O}$. The category of $\mathcal{O}$-algebras is denoted $\text{Alg}_\mathcal{O}$.

**Remark B.1.** One would like to work with the ‘category of functors’ from $\text{Alg}_\mathcal{O}$ to $\text{Vect}_k$. However, the category $\text{Alg}_\mathcal{O}$ is not essentially small. To avoid introducing universes, one restricts to the full subcategory $\text{Alg}^{\mathcal{O},\mathcal{I}}$ of $\text{Alg}_\mathcal{O}$ with objects free $\mathcal{O}$-algebras of the form $\mathcal{O}(V)$ with $V \in \text{Ob}\text{Vect}_k^f$; by construction, this subcategory has a small skeleton. The morphisms in the category of functors from $\text{Alg}^{\mathcal{O},\mathcal{I}}$ to $\text{Vect}_k^f$ are denoted by $\text{Nat}_{A \in \text{Alg}^{\mathcal{O},\mathcal{I}}}$. Since the only functors considered here are given by composing the forgetful functor $\text{Alg}_\mathcal{O} \to \text{Vect}_k^f$ with a polynomial functor (or a graded variant of such), Corollary B.10 shows that working with the restriction to $\text{Alg}^{\mathcal{O},\mathcal{I}}$ is sufficient for current purposes.

An $\mathcal{O}$-algebra structure on a $k$-vector space $V$ is given by a morphism of operads $\mathcal{O} \to \text{End}(V)$, where $\text{End}(V)$ is the endomorphism operad for $V$. In particular, one can view $\mathcal{O}(n)$ as the $k$-vector space of $n$-ary operations on $\text{Alg}^{\mathcal{O}}$ by exploiting the functors $A \mapsto A^\otimes n$ from $\text{Alg}^{\mathcal{O}}$ to $\text{Vect}_k^f$, for $n \in \mathbb{N}$. The $\mathcal{O}$-algebra structure induces a morphism of $\mathfrak{S}_n^{\text{op}}$-modules

$$\mathcal{O}(n) \to \text{Hom}_{\text{Vect}_k^f}(A^\otimes n, A),$$

where the $\mathfrak{S}_n^{\text{op}}$ action on the codomain is induced by the place permutation action on $A^\otimes n$. Restricting to $\text{Alg}^{\mathcal{O},\mathcal{I}}$, this gives the morphism of $\mathfrak{S}_n^{\text{op}}$-modules

$$\mathcal{O}(n) \to \text{Nat}_{A \in \text{Alg}^{\mathcal{O},\mathcal{I}}}(A^\otimes n, A).$$

This is seen to be a natural isomorphism as follows. For $V \in \text{Ob}\text{Vect}_k^f$, $\mathcal{O}(V)$ is the free $\mathcal{O}$-algebra on $V$ given by the Schur functor $\mathcal{O}(V) = \bigoplus_{n \in \mathbb{N}} \mathcal{O}(n) \otimes_{\mathfrak{S}_n} V^\otimes n$. This yields the analytic functor $\mathcal{O}(\text{--}) : \text{Vect}_k^f \to \text{Alg}^{\mathcal{O},\mathcal{I}}$ and one has the restriction map

$$\text{Nat}_{A \in \text{Alg}^{\mathcal{O},\mathcal{I}}}(A^\otimes n, A) \to \text{Nat}_{V \in \text{Vect}_k^f}(\mathcal{O}(V)^\otimes n, \mathcal{O}(V)).$$

between $k$-vector spaces of natural transformations (which, in general, is far from being an isomorphism).

The unit of the operad $\mathcal{O}$ induces $V \to \mathcal{O}(V)$ and hence $V^\otimes n \to \mathcal{O}(V)^\otimes n$, so that restriction gives

$$\text{Nat}_{V \in \text{Vect}_k^f}(\mathcal{O}(V)^\otimes n, \mathcal{O}(V)) \to \text{Nat}_{V \in \text{Vect}_k^f}(V^\otimes n, \mathcal{O}(V)).$$

**Proposition B.2.** For $\mathcal{O}$ an operad and $n \in \mathbb{N}$, the morphisms

$$\mathcal{O}(n) \xrightarrow{\cong} \text{Nat}_{A \in \text{Alg}^{\mathcal{O},\mathcal{I}}}(A^\otimes n, A) \xrightarrow{\cong} \text{Nat}_{V \in \text{Vect}_k^f}(V^\otimes n, \mathcal{O}(V))$$

are isomorphisms of $\mathfrak{S}_n^{\text{op}}$-modules.
Proof. Although this is well-known, the argument is outlined, since it is generalized below.

Working with analytic functors over a field of characteristic zero, the space $\text{Nat}_{V \in \text{Vect}_k} (V \otimes n, \mathcal{O}(V))$ is isomorphic to $\text{Nat}_{\mathcal{O} \in \text{Vect}_k} (V \otimes n, \mathcal{O}(n) \otimes \mathbb{S}_n \otimes V \otimes n)$. The latter is naturally isomorphic to $\mathcal{O}(n)$, by Proposition A.5. The composite natural transformation is an isomorphism, by construction of the first map.

To complete the proof, it suffices to show that $\text{Nat}_{A \in \text{Alg}_k} (A \otimes n, A) \to \text{Nat}_{V \in \text{Vect}_k} (V \otimes n, \mathcal{O}(V))$ is injective. This is proved by the universal example as in [8, Section 5.2.13]. Let $V_n = \langle x_1, \ldots, x_n \rangle$ be a $k$-vector space of dimension $n$ with basis $\{x_i\}$. Given an $\mathcal{O}$-algebra $A$ and an element $a_1 \otimes \ldots \otimes a_n$ of $A \otimes n$, let $V_n \to A$ be the linear map determined by $x_i \mapsto a_i$. This induces a morphism $\mathcal{O}(V_n) \to A$ of $\mathcal{O}$-algebras, since $\mathcal{O}(V_n)$ is the free $\mathcal{O}$-algebra on $V_n$.

For a natural transformation $\theta \in \text{Nat}_{A \in \text{Alg}_k} (A \otimes n, A)$, the commutative diagram

\[
\begin{array}{ccc}
V_n \otimes n & \xrightarrow{\theta} & \mathcal{O}(V_n) \otimes n \\
\downarrow & & \mathcal{O}(V_n) \\
A \otimes n & \xrightarrow{\theta_A} & A,
\end{array}
\]

in which the vertical maps are induced by $V_n \to A$, shows that the image of $a_1 \otimes \ldots \otimes a_n$ is determined by the image of $x_1 \otimes \ldots \otimes x_n$ under $V_n \otimes n \to \mathcal{O}(V_n)$. The result follows.

B.2. Passing to PROPs

The above extends to considering the PROP associated to the operad $\mathcal{O}$ (or more precisely, its underlying $k$-linear category).

**Notation B.3.** (See [8, Section 5.4.1].) Let $\textbf{cat} \mathcal{O}$ denote the category associated to the operad $\mathcal{O}$.

The category $\textbf{cat} \mathcal{O}$ has set of objects $\mathbb{N}$; for $m, n \in \mathbb{N}$, $\textbf{cat} \mathcal{O}(m, n)$ is a $\mathbb{S}_m \times \mathbb{S}_n$-module. Moreover $\textbf{cat} \mathcal{O}(m, 1) = \mathcal{O}(m)$ as $\mathbb{S}_m$-modules.

**Proposition B.4.** (Cf. [8, Proposition 5.4.2]) For $A \in \text{ObAlg}_k^\mathcal{O}$, there is a functor $A : \textbf{cat} \mathcal{O} \to \textbf{Vect}_k$ given on objects by $m \mapsto A \otimes m$ and with morphisms acting via the $\mathcal{O}$-algebra structure of $A$. This construction is natural with respect to $A$.

It follows that, for $m, n \in \mathbb{N}$ and $A \in \text{ObAlg}_k^\mathcal{O}$, there is a morphism of $\mathbb{S}_m \times \mathbb{S}_n$-modules:

\[
\textbf{cat} \mathcal{O}(m, n) \to \text{Hom}_{\textbf{Vect}_k} (A \otimes m, A \otimes n).
\]

Proceeding as in the operadic case, there are restriction maps:

\[
\text{Nat}_{A \in \text{Alg}_k^\mathcal{O}, f} (A \otimes m, A \otimes n) \to \text{Nat}_{\mathcal{O} \in \text{Vect}_k} (\mathcal{O}(V) \otimes m),
\]

\[
\mathcal{O}(V) \otimes n \to \text{Nat}_{V \in \text{Vect}_k} (V \otimes m, \mathcal{O}(V) \otimes n).
\]

The analogue of Proposition B.2 is the following:
Proposition B.5. For \( \mathcal{O} \) an operad and \( m, n \in \mathbb{N} \), there are natural isomorphisms of \( \mathcal{G}_m^{\text{op}} \times \mathcal{G}_n \)-modules:

\[
\text{cat} \ \mathcal{O}(m, n) \cong \text{Nat}_{A \in \text{Alg}_\mathcal{O}}(A \otimes^m \mathcal{O}, A \otimes^n) \cong \text{Nat}_{V \in \text{Vect}_k}(V \otimes^m \mathcal{O}, \mathcal{O}(V) \otimes^n).
\]

Proof. The proof follows that of Proposition B.2, mutatis mutandis.

For the application, one works in the graded setting: the \( \mathcal{O} \)-algebra \( A \) is replaced by the suspension \( sA \) of its underlying vector space. For \( m \in \mathbb{N} \), there is a natural isomorphism

\[
\mathcal{O}(sA) \otimes^m \cong s^m (\text{sgn}_m \otimes A \otimes^m)
\]

where \( \mathcal{G}_m \) acts via place permutations on \( (sA) \otimes^m \) and via the diagonal action on \( \text{sgn}_m \otimes A \otimes^m \) for the signature representation \( \text{sgn}_m \) and the place permutation action on \( A \otimes^m \).

When considering natural transformations, one allows morphisms of non-zero degree. The above naturality statement gives the natural isomorphism of \( \mathcal{G}_n \times \mathcal{G}_m^{\text{op}} \)-modules:

\[
\text{Nat}_{A \in \text{Alg}_\mathcal{O}}( (sA) \otimes^m, (sA) \otimes^n) \cong s^{n-m} (\text{sgn}_n \otimes \text{Nat}_{A \in \text{Alg}_\mathcal{O}}(A \otimes^m, A \otimes^n) \otimes \text{sgn}_m),
\]

where the right hand side is equipped with the diagonal module structure, considering \( \text{sgn}_m \) as a \( \mathcal{G}_m^{\text{op}} \)-module.

One deduces the following from Proposition B.5:

Proposition B.6. For \( m, n \in \mathbb{N} \), there are natural isomorphisms of \( \mathcal{G}_m^{\text{op}} \times \mathcal{G}_n \)-modules:

\[
s^{n-m} (\text{sgn}_n \otimes \text{cat} \ \mathcal{O}(m, n) \otimes \text{sgn}_m) \cong \text{Nat}_{A \in \text{Alg}_\mathcal{O}}((sA) \otimes^m, (sA) \otimes^n),
\]

\[
(sA) \otimes^n \cong \text{Nat}_{V \in \text{Vect}_k}((sV) \otimes^m, (s\mathcal{O}(V)) \otimes^n).
\]

B.3. A further refinement

Proposition B.6 can be extended by considering polynomial functors from \( \text{Vect}_k \) to \( \text{Vect}_k \), as in Appendix A. For clarity, we restrict to considering Schur functors.

Notation B.7. For \( M \) a \( \mathcal{G}_m^{\text{op}} \)-module \( (m \in \mathbb{N}) \), let \( M^\dagger \) denote the \( \mathcal{G}_m^{\text{op}} \)-module \( M \otimes \text{sgn}_m \), equipped with the diagonal structure.

The relevance of this twisting is shown by:

Lemma B.8. For \( M \) a \( \mathcal{G}_m^{\text{op}} \)-module \( (m \in \mathbb{N}) \), there is a natural isomorphism with respect to \( W \in \text{ObVect}_k \):

\[
M \otimes \mathcal{G}_m (sW) \otimes^m \cong s^m (M^\dagger \otimes \mathcal{G}_m W \otimes^m),
\]

where \( \mathcal{G}_m \) acts via place permutations on \( (sW) \otimes^m \) and \( W \otimes^m \).
The following is a direct consequence of Proposition B.6:

**Proposition B.9.** Let $M, N$ be finite-dimensional $\mathcal{S}_m^{\text{op}}$– and $\mathcal{S}_n^{\text{op}}$-modules respectively, for $m, n \in \mathbb{N}$. The isomorphism of Proposition B.6 induces natural isomorphisms:

$$s^{n-m}\left(\text{Hom}_k(M^{\dagger}, N^{\dagger}) \otimes_{\mathcal{S}_n^{\text{op}} \times \mathcal{S}_m^{\text{op}}} \mathcal{O}(m, n)\right)$$

$$\cong \text{Nat}_{A \in \text{Alg}^{\mathcal{O}}}\left(M \otimes_{\mathcal{S}_m} (sA)^{\otimes m}, N \otimes_{\mathcal{S}_n} (sA)^{\otimes n}\right)$$

$$\cong \text{Nat}_{V \in \text{Vect}_k}\left(M \otimes_{\mathcal{S}_m} (sV)^{\otimes m}, N \otimes_{\mathcal{S}_n} (s(V))^n\right),$$

where $\text{Hom}_k(M^{\dagger}, N^{\dagger})$ is considered as a $\mathcal{S}_m \times \mathcal{S}_n^{\text{op}}$-module with the diagonal structure.

The significance of the first isomorphism is that it allows the construction of induced natural transformations for arbitrary $\mathcal{O}$-algebras:

**Corollary B.10.** For $M, N$ as in Proposition B.9 and $B \in \text{ObAlg}^{\mathcal{O}}$, the natural morphism $\mathcal{O}(m, n) \rightarrow \text{Hom}_{\text{Vect}_k}(B^{\otimes m}, B^{\otimes n})$ induces a $k$-linear map:

$$\text{Nat}_{A \in \text{Alg}^{\mathcal{O}}}\left(M \otimes_{\mathcal{S}_m} (sA)^{\otimes m}, N \otimes_{\mathcal{S}_n} (sA)^{\otimes n}\right)$$

$$\rightarrow \text{Hom}_k(M \otimes_{\mathcal{S}_m} (sB)^{\otimes m}, N \otimes_{\mathcal{S}_n} (sB)^{\otimes n})$$

denoted $\phi \mapsto \phi_B$. This is natural in the following sense: for $B \rightarrow B'$ a morphism of $\text{Alg}^{\mathcal{O}}$, the following diagram in $\text{Vect}_k$ commutes:

$$\begin{array}{ccc}
M \otimes_{\mathcal{S}_m} (sB)^{\otimes m} & \xrightarrow{\phi_B} & N \otimes_{\mathcal{S}_n} (sB)^{\otimes n} \\
\downarrow & & \downarrow \\
M \otimes_{\mathcal{S}_m} (sB')^{\otimes m} & \xrightarrow{\phi_B'} & N \otimes_{\mathcal{S}_n} (sB')^{\otimes n}
\end{array}$$

in which the vertical morphisms are induced by $B \rightarrow B'$.

**Remark B.11.** Corollary B.10 extends to treat the compatibility between the composition of natural transformations and the linear morphisms. Namely, in addition to the hypotheses of Corollary B.10, suppose that $Q$ is a finite-dimensional $\mathcal{S}_q^{\text{op}}$-module, so that one can consider $\text{Nat}_{A \in \text{Alg}^{\mathcal{O}}}\left(N \otimes_{\mathcal{S}_n} (sA)^{\otimes n}, Q \otimes_{\mathcal{S}_q} (sA)^{\otimes q}\right)$ and $\text{Nat}_{A \in \text{Alg}^{\mathcal{O}}}\left(M \otimes_{\mathcal{S}_m} (sA)^{\otimes m}, Q \otimes_{\mathcal{S}_q} (sA)^{\otimes q}\right)$, as in Proposition B.9. Composition of natural transformations gives

$$\text{Nat}_{A \in \text{Alg}^{\mathcal{O}}}\left(N \otimes_{\mathcal{S}_n} (sA)^{\otimes n}, Q \otimes_{\mathcal{S}_q} (sA)^{\otimes q}\right)$$

$$\otimes \text{Nat}_{A \in \text{Alg}^{\mathcal{O}}}\left(M \otimes_{\mathcal{S}_m} (sA)^{\otimes m}, N \otimes_{\mathcal{S}_n} (sA)^{\otimes n}\right)$$

$$\rightarrow \text{Nat}_{A \in \text{Alg}^{\mathcal{O}}}\left(M \otimes_{\mathcal{S}_m} (sA)^{\otimes m}, Q \otimes_{\mathcal{S}_q} (sA)^{\otimes q}\right).$$
Likewise, one has composition of $k$-linear morphisms:

$$
\text{Hom}_k(N \otimes_{S^n} (sB)^{\otimes n}, Q \otimes_{S^q} (sB)^{\otimes q}) \\
\otimes \text{Hom}_k(M \otimes_{S^m} (sB)^{\otimes m}, N \otimes_{S^n} (sB)^{\otimes n}) \longrightarrow \\
\text{Hom}_k(M \otimes_{S^m} (sB)^{\otimes m}, Q \otimes_{S^q} (sB)^{\otimes q}).
$$

Proposition B.4 together with Proposition B.9 imply that these are compatible via the $k$-linear map of Corollary B.10.
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