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Abstract

Frouros is a Python library capable of detecting drift in machine learning problems. It provides a combination of classical and more recent algorithms for drift detection: both supervised and unsupervised, as well as some capable of acting in a semi-supervised manner. We have designed it with the objective of being easily integrated with the scikit-learn library, implementing the same application programming interface. The library is developed following a set of best development and continuous integration practices to ensure ease of maintenance and extensibility. The source code is available at https://github.com/IFCA/frouros.
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1. Introduction

When it comes to deploying machine learning models in real-world applications, there is often a mistaken belief that models will be used in a stationary environment. This belief assumes that the same concepts learned during the training phase will remain valid at inference time Gama et al. (2004), or that training samples and production-time samples will come from the same distribution Ackerman et al. (2021). However, in real-world scenarios this is often not true, and both situations may result in some type of drift that can end up affecting model’s performance Žliobaitė et al. (2016). In addition, due the high cost of collecting and labeling samples, this performance loss can often not be confirmed in many real-world problems and other methods that only rely on distribution changes must be used.

In this paper we present Frouros, a Python library for drift detection in machine learning problems. The library tries to fulfill two main objectives: 1. to be able to easily integrate in a machine learning model development pipeline with the scikit-learn Pedregosa et al. (2011) library; 2. to unify in a single library the part of concept drift detection and adaptation (traditionally researched and used for streaming/evolving data streams and incremental learning Khamassi et al. (2018)) with the research of change detection in the covariate distributions (also known as data shift, related to the field of statistical two-sample testing Rabanser et al. (2019) and methods that measure distance between distributions Goldenberg and Webb (2019)).

2. Drift detection

Traditionally there has been little consensus on the terminology and definitions of the different types of drift, as stated in Moreno-Torres et al. (2012). In order to adopt some clear definitions for the remainder of this paper, we apply those used in Gama et al. (2014)
for the concept drift part, in combination with those used in Rabanser et al. (2019)’s work for detecting dataset shift using only the covariates. Therefore, we set up the following definitions assuming two different time points, $t_0$ and $t_1$:

**Concept drift.** There is a change in the joint probability $P(X,y) = P(y|X)P(X)$, with or without a change in $P(X)$. Thus, it can be defined as $P_{t_0}(X,y) \neq P_{t_1}(X,y)$. Known as real concept drift when changes only affect $P(y|X)$ Gama et al. (2014).

**Virtual drift.** There is a change in $P(X)$ but does not affect the conditional probability $P(y|X)$ Gama et al. (2014); Ramírez-Gallego et al. (2017). Thus, $P_{t_0}(X) \neq P_{t_1}(X)$ and $P_{t_0}(y|X) = P_{t_1}(y|X)$.

**Data drift.** As well as virtual drift, there is a change in $P(X)$ but due the fact that there is no labeled data $y$ available, it cannot be verified that $P(y|X)$ is being affected or not. Therefore, this type of drift only focuses in the distribution of the covariates $P(X)$, so $P_{t_0}(X) \neq P_{t_1}(X)$. Hereafter, we rename dataset shift Rabanser et al. (2019) to data drift in order to maintain consistency with the above definitions and with some of the related software mentioned in Section 5 that also refer to it as data drift Van Looveren et al. (2019); Leigh et al. (2022).

3. Overview and design

The design and implementation of the library has been carried out with the aim of making it compatible with the use of scikit-learn, both through the use of its estimators, as well as its pipeline. We also provide transformations that can be included in a pipeline and allow to use multiple of the unsupervised methods, described in Section 3.2, at the same time. Additionally, we provide prequential error metrics Gama et al. (2013) to evaluate the performance of supervised methods described in Section 3.1.

Detection methods are divided in the supervised, unsupervised and semi-supervised categories depending on the type of drift they can detect, according to the definitions given in Section 2, and how they detect it. These categories are explained in what follows.

3.1 Supervised

These methods are aimed at detecting concept drift, so in order to update the detector they require the ground-truth labels of the predictions that have previously been made.

In terms of implementation, the detector wraps the scikit-learn estimator and receives through the update method the value that is used to perform the necessary steps (at least update detector’s inner statistics and check if drift is occurring) on each iteration. In addition to receiving a scikit-learn estimator when the detector is instantiated, it receives a configuration class that contains a set of parameters that determine how it will behave.

Despite the fact that detectors can be updated by interacting with them directly (via update method), we provide the following helper classes, so-called modes, to facilitate the interaction with them.

IncrementalLearningMode works with methods that use warning and drift thresholds, and scikit-learn estimators that support partial_fit method. It acts on an instance-incremental manner by passing a tuple that contains a feature vector $\vec{x}$, the prediction made
by the model and the ground-truth label, only when the user requires it. Additionally, a value functions that uses that tuple needs to be provided to compute a value for the detector, usually an error function. Therefore, this helper class allows to check the presence of drift and add samples to the model’s decision.

NormalMode can be used by all the supervised methods without incrementally training the wrapped model. It only checks if the detector has raised the drift flag and resets its inner statistics. Like IncrementalLearningMode, a value function must be provided, but estimators that only support fit method are allowed, so it is not restricted only to those that support partial_fit.

3.2 Unsupervised

The unsupervised methods are focused on detecting data drift by considering only the covariates and regardless of the existence of labels or its lack thereof. Therefore, these algorithms try to detect changes at a feature level by comparing new data distributions against reference data distributions.

BaseEstimator and TransformerMixin classes from scikit-learn are used to implement these type of methods. The fit method stores the reference distribution and the transform method applies the corresponding algorithm to compare new samples distribution with the reference distribution. In order to check if drift has happened after calling transform method, distance or test attributes can be acceded, depending on the type of algorithm used. All the implemented methods act in batch mode, expecting to receive multiple samples each time a drift check is performed. Moreover, these detectors are implemented considering the type of data that they are expected to work with: categorical or numerical, and the number of features that can be considered: univariate or multivariate.

3.3 Semi-supervised

As with supervised methods, semi-supervised ones aim to detect concept drift by providing ground-truth labels only when they are required. Therefore, when drift is suspected (equivalent to the warning zone present in several of the supervised algorithms) it is necessary to manually provide the detector with new labeled samples coming from an external entity to verify whether drift is occurring or not. If drift is present, the model is replaced by one trained with these new samples, otherwise the algorithm returns to a control state.

As far as implementation is concerned, their way of working is similar to supervised methods with the exception of the use of the helper classes described in Section 3.1.

4. Development

With the intention of following a set of open source software development standards that allow the maintainability and extensibility of the library over time, we emphasize the following areas:

Continuous integration. A Continuous integration workflow based on GitHub Actions ensures that new modifications easily integrate with the existing code base and that they are compatible with multiple Python versions.
Documentation. An API documentation is provided using sphinx and hosted in Read the Docs\textsuperscript{1} website. Some basic examples on the use of these detection methods are included in the documentation.

Quality code. In order to ensure minimum standards in terms of code quality, code coverage is set to be greater than 90\% and some Python quality and style tools that comply with PEP8 standards are used, such as flake8, pylint, black and mypy.

Open source. In addition to the source code being available on GitHub\textsuperscript{2}, Frouros package can be installed through the Python Package Index (PyPI)\textsuperscript{3}. In terms of licensing, it is distributed under the BSD-3-Clause license.

5. Comparison to related software

With regard to the concept drift detection part, MOA Bifet et al. (2010) has most of the supervised methods that we are including, but they are implemented in Java. In Python, River Montiel et al. (2021), that is focused on online machine learning and streaming data, offers some supervised algorithms but only a subset of those presented here. Another Python library that contains this type of detectors is scikit-multiflow Montiel et al. (2018), but it has not been taken into account due to the fact that it was merged with the online machine learning library Creme Halford et al. (2019), resulting in the above-mentioned River library.

For the data drift part, Alibi-detect Van Looveren et al. (2019) has several algorithms related to the field of statistical two-sample hypothesis testing and some of them can act both online (single sample) and offline (batch sample). TorchDrift Viehmann et al. (2021) also implements some statistical two-sample hypothesis testing methods but in this case uses PyTorch for their implementation.

To the best of our knowledge, Menelaus Leigh et al. (2022) is the only open source library that has both supervised and unsupervised methods, as well as a semi-supervised algorithm, although they classify them in the following types: change detection, concept drift and data drift. Supervised algorithms are implemented in such a way that the user must necessarily be in charge of controlling each iteration of the sample without offering some helper functions or classes to interact with the detector, as Frouros does and it is explained in Section 3.1.

Table 1 provides a more detailed view of the methods implemented in each of the libraries mentioned above, as well as those included in Frouros. At the time of writing this paper, Frouros is listed as the library with the highest number of methods available with 24.

Moreover, there are several other libraries and tools that have been excluded from Table 1, due to the fact that they implement a more limited number of methods, or that are more focused on building graphical dashboard and visual representations, such as Deepchecks Bressler et al. (2022), Eurybia Roux et al. (2022), Evidently Dral (2020) or NannyML Nuyttens and Perrakis (2022).

\textsuperscript{1} https://frouros.readthedocs.io
\textsuperscript{2} https://github.com/IFCA/frouros
\textsuperscript{3} https://pypi.org/project/frouros/
| Method              | Allhi-detect | Menelaus | MOA | River | TorchDrift | Frouros | Reference                                      |
|---------------------|--------------|----------|-----|-------|------------|---------|-----------------------------------------------|
| **Supervised**      |              |          |     |       |            |         |                                               |
| ADWIN               | ✓            | ✓        | ✓   |       | ✓          | ✓       | Bifet and Gavalda (2007)                     |
| CUSUM               | ✓            | ✓        | ✓   |       | ✓          | ✓       | Page (1954)                                  |
| DDM                 | ✓            | ✓        | ✓   |       | ✓          | ✓       | Gama et al. (2004)                           |
| ECDD-WT             | ✓            | ✓        | ✓   |       | ✓          | ✓       | Ross et al. (2012)                           |
| EDDM                | ✓            | ✓        | ✓   |       | ✓          | ✓       | Baena-Garcia et al. (2006)                   |
| GMA                 | ✓            |          | ✓   |       | ✓          | ✓       | Roberts (1959)                               |
| HDDM-A              | ✓            | ✓        |     |       | ✓          | ✓       | Frias-Blanco et al. (2014)                   |
| HDDM-W              | ✓            | ✓        | ✓   |       |            |         | Frias-Blanco et al. (2014)                   |
| KSWIN               | ✓            |          | ✓   |       |            | ✓       | Raab et al. (2020)                           |
| LFR                 | ✓            |          | ✓   |       |            |         | Wang and Abraham (2015)                      |
| Page Hinkley        | ✓            | ✓        | ✓   | ✓     |            |         | Page (1954)                                  |
| RDDM                | ✓            |          | ✓   | ✓     |            | ✓       | Barros et al. (2017)                         |
| SEED                | ✓            |          | ✓   | ✓     |            |         | Huang et al. (2014)                          |
| SeqDrift1           | ✓            |          | ✓   |       |            |         | Sakthithasan et al. (2013)                   |
| SeqDrift2           | ✓            |          | ✓   | ✓     |            | ✓       | Pears et al. (2014)                          |
| STEPD               | ✓            | ✓        | ✓   | ✓     |            | ✓       | Nishida and Yamauchi (2007)                  |
| **Semi-supervised** |              |          |     |       |            |         |                                               |
| MD3-RS              | ✓            |          | ✓   |       |            | ✓       | Sethi and Kantardzic (2017)                  |
| MD3-SVM             | ✓            |          | ✓   |       |            | ✓       | Sethi and Kantardzic (2017)                  |
| **Unsupervised**    |              |          |     |       |            |         |                                               |
| C2ST                | ✓            |          | ✓   |       |            | ✓       | Lopez-Paz and Oquab (2016)                   |
| CDBD                | ✓            |          | ✓   |       |            | ✓       | Lindstrom et al. (2013)                      |
| Context-aware MMD   | ✓            |          | ✓   |       |            | ✓       | Cobb and Van Looveren (2022)                 |
| CVM                 | ✓            |          | ✓   | ✓     |            |         | Cramér (1928)                                |
| EMD                 | ✓            |          | ✓   | ✓     |            |         | Rubner et al. (2000)                         |
| FET                 | ✓            |          | ✓   | ✓     |            |         | Upton (1992)                                 |
| HDDDM               | ✓            |          | ✓   | ✓     |            |         | Ditzler and Polikar (2011)                   |
| Histogram Intersection |          |          | ✓   | ✓     |            |         | Swain and Ballard (1991)                    |
| JS Divergence       | ✓            |          | ✓   | ✓     |            |         | Lin (1991)                                   |
| kdq-Tree            | ✓            |          | ✓   | ✓     |            |         | Dasu et al. (2006)                           |
| KL Divergence       | ✓            |          | ✓   | ✓     |            |         | Kullback and Leibler (1951)                  |
| KS                  | ✓            | ✓        | ✓   | ✓     |            | ✓       | Massey Jr (1951)                             |
| Learned Kernel MMD  | ✓            |          | ✓   |       |            | ✓       | Liu et al. (2020)                            |
| LSDD                | ✓            |          | ✓   |       |            | ✓       | Bu et al. (2016)                             |
| MMD                 | ✓            |          | ✓   | ✓     |            | ✓       | Gretton et al. (2012)                        |
| Partial MMD         | ✓            |          | ✓   | ✓     |            | ✓       | Viehmann (2021)                              |
| PCA-CD              | ✓            |          |     | ✓     |            | ✓       | Qahtan et al. (2015)                         |
| PSI                 | ✓            |          | ✓   | ✓     |            | ✓       | Wu and Olson (2010)                          |
| Welch’s t-test      | ✓            |          | ✓   | ✓     |            | ✓       | Welch (1947)                                 |
| χ²                  | ✓            |          | ✓   | ✓     |            | ✓       | Pearson (1900)                               |
| **# Methods**       | 9 12 14 7 4 24 |          |     |       |            |         |                                               |

Table 1: Drift detection methods by library
6. Conclusion and future work

This paper presents Frouros, a Python library for drift detection in machine learning problems that can be used with scikit-learn library, both for algorithms that aim to detect concept drift and for those that try to detect data drift. Moreover, this library tries to meet some of the open source software development standards that allow to extend it, both in terms of adding new methods or modes to interact with the detectors as helper functions or classes. In view of future work, we plan to adapt supervised methods to support batch-incremental learning, as long as the nature of each algorithm allows it. We will also consider to extend the unsupervised part to include some methods that work with individual instances (online) and not only in batch mode (offline). Finally, adding new modes, as described in Section 3.1, to interact with the detectors would make it possible to adapt the library to handle more real-world use cases.
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