This work has been submitted to the I3DA 2021 International Conference for possible publication in the IEEE Xplore Digital Library.

Copyright may be transferred without notice, after which this version may no longer be accessible.
Adding air attenuation to simulated room impulse responses: A modal approach

Brian Hamilton
Acoustics & Audio Group
University of Edinburgh
Edinburgh, UK
bhamilton.ac@gmail.com

Abstract—Air absorption is an important effect to consider when simulating room acoustics as it leads to significant attenuation in high frequencies. In this study, an offline method for adding air absorption to simulated room impulse responses is devised. The proposed method is based on a modal scheme for a system of one-dimensional dissipative wave equations, which can be used to post-process a room impulse response simulated without air absorption, thereby incorporating missing frequency-dependent distance-based air attenuation. Numerical examples are presented to evaluate the proposed method, along with comparisons to existing filter-based methods.
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I. INTRODUCTION

Air absorption is an important source of attenuation in room acoustics and its emulation is critical to achieving realistic room acoustic simulations [1]. In general, air attenuation is a frequency-dependent and distance-based effect caused by viscothermal effects and relaxation processes [2]. While these physical processes may be modelled directly with wave-based models [3]–[5], the effect of air absorption is typically modelled with a set of digital filters [6]–[12]. Filter approaches have the potential to accurately reproduce air attenuation, but a common underlying problem is that filters must be tuned to accurately apply air attenuation. This comes with a trade-off between simplicity and accuracy – ranging from, e.g., octave-band approaches [13] to optimised IIR filters [12] and window-method FIR filters [11].

Recently, a more physically-motivated filtering approach was proposed [14], which is based on an approximate Green’s function to the viscothermal wave equation and side-steps many of the issues of pre-existing filter approaches. However, that approximate Green’s function approach is best suited to controlled indoor air conditions where power-law attenuation is sufficient for audible frequencies. The aim of this paper is to present a more general method that allows for post-processing a pre-computed room impulse response (RIR) with a complete air attenuation profile (i.e., classical power-law absorption plus two relaxation effects [2], [15], [16]) that can be used for all air conditions (temperature and humidity). This is particularly important when simulating partly-outdoor spaces, such as, e.g., medieval cathedrals [17] or other heritage/historic sites [18]–[21].

The general aim of the proposed method is to use an input signal to drive a set of exponentially-damped plane waves, which travel a given distance such that the resulting output can be seen as frequency- and distance-based air attenuation having been applied to the input signal. As will be seen, this can be achieved with a system of dissipative wave equations which can be solved accurately and efficiently by a modal time-stepping scheme.

This paper is structured as follows. Section II presents background theory for air absorption and lossy wave propagation. Section III gives numerical schemes for lossy wave propagation, building towards a modal scheme of interest, along with numerical evaluations. Section IV presents the frequency-dependent modal scheme and procedure for adding air absorption to RIRs, along with numerical experiments testing its performance against a reference solution. Conclusions and final remarks are given in Section V.

II. BACKGROUND

A. Air absorption

Air absorption can be seen as a frequency-dependent distance-based damping on plane waves, written as:

$$ p(t, x) = \hat{p} e^{-\alpha(\omega)x} e^{i(kx-\omega t)} $$

(1)
where $p$ is a pressure, with a complex amplitude $\hat{p}$, real wavenumber $k$, real angular frequency $\omega$, time $t$, and position $x$. $\alpha(\omega)$ is a frequency-dependent attenuation coefficient in Nepers/m which represents air absorption. Formulae for $\alpha(\omega)$ as a function of air temperature and humidity are left out for brevity but may be found in [15], [16]. See Fig. 1 for typical behaviour. For the purpose of this study it is sufficient to characterise this absorption by the property that $\alpha(\omega) \ll \omega/c$, such that $k \approx \omega/c$, where $c$ is the speed of sound in air, which also means that the phase velocity can be assumed constant and equal to $c$.

B. Dissipative wave equation

In order to build up a physical system to achieve the desired result, we start by considering the one-dimensional lossy wave equation:

$$\partial_t^2 p + 2\sigma \partial_t p - c^2 \partial_x^2 p = 0$$

where $p = p(t,x)$ is our wave-variable of interest (e.g., a pressure quantity), $\partial_t^2$ and $\partial_x^2$ denote second-order partial derivatives with respect to time and space, respectively, and $\sigma$ is a loss constant in s$^{-1}$. A dispersion relation can be derived by considering a trial solution of the form:

$$p(t,x) = \hat{p}e^{i(kx-\omega t)} = \hat{p}e^{-\alpha x}e^{i(kx-\omega t)}$$

with complex wavenumber $\hat{k} = k + i\alpha$, where $\alpha$ is a constant (i.e., so far dissipation is not frequency-dependent). By insertion into (2) we get:

$$\hat{k}^2 = \frac{\omega^2}{c^2} + \frac{2i\alpha \omega}{c^2} \Rightarrow \hat{k} = \frac{\omega}{c}\sqrt{\left(1 + \frac{2i\alpha}{\omega}\right)}$$

(4)

We assume $\sigma \ll \omega$, for which we get $\hat{k} \approx \omega/c$ and the approximate square root:

$$\hat{k} \approx \frac{\omega}{c} + i \frac{\sigma}{c}$$

(5)

Equating this to $\hat{k} = k + i\alpha$ we recover $\alpha \approx \sigma/c$.

It will be useful to set a boundary condition for this dissipative wave system that induces one-way travelling (plane-)wave solutions. One manner this can be achieved is through a forced boundary condition [23].

Returning to the time-space domain, let us consider this system on the domain $x \in [0, +\infty)$. At the left boundary we impose the condition:

$$p(t,0) = u(t)$$

(6)

where $u(t)$ is some input signal used to drive the signal (with, otherwise, zero initial conditions for $x > 0$).

In the lossless case, $\sigma = 0$, it is straightforward to check that this boundary condition results in a rightward-travelling wave solution:

$$p(t,x) = u(t-x/c)$$

(7)

When $\sigma > 0$, the system is dispersive and travelling-wave solutions – analogous to (7) – are not available. However, in the case of a time-harmonic $u(t) = \hat{u}e^{-j\omega t}$, it is straightforward to see that the solution on the domain $x \in [0, +\infty)$ takes the form:

$$p(t,x) = \hat{u}e^{i(kx-\omega t)}$$

(8)

with $\hat{k}$ given by (4).

Let us then assume $u(t)$ can be written as the following sum of time-harmonic signals $u_q(t)$:

$$u(t) = \sum_{q=0}^{Q-1} u_q(t), \quad u_q(t) = \hat{u}_q e^{-i\omega_q t}$$

(9)

where $\omega_q$ are distinct (real) angular frequencies. Clearly, each component $u_q(t)$ would have the associated pressure solution $p_q(t,x) = \hat{p}_q e^{-\alpha x}e^{i(k_q x-\omega_q t)}$, and by linearity we have the solution:

$$p(t,x) = \sum_{q=0}^{Q-1} p_q(t,x) = \sum_{q=0}^{Q-1} \hat{u}_q e^{-\alpha x}e^{i(k_q x-\omega_q t)}$$

(10)

Thus, the general solution to this system, for $x \in [0, +\infty)$, may be seen as a Fourier decomposition of damped, travelling plane waves, driven by the input signal $u(t)$.

III. NUMERICAL SCHEMES FOR LOSSY WAVE EQUATION

In this section we consider numerical schemes to simulate this lossy wave equation system. Consider a grid function $p^n_l \approx p(nT, (l+1/2)X)$ with grid spacing $X$ and time-step $T$, chosen to be $T = X/c$. Furthermore let $u^n = u((n-1/2)T)$. In terms of these discrete functions, the lossless travelling wave solution (7) would translate to:

$$p^n_l = u^{n-1}$$

(11)

A. FDTD schemes

Although the intention is to derive and use a modal scheme, it will be informative to first discuss a simple FDTD scheme. The simplest finite-difference time-domain (FDTD) scheme in this setting [24] would be:

$$p^{n+1}_l = \frac{1}{1 + \sigma T} \left( p^n_{l+1} + p^n_{l-1} + (\sigma T - 1)p^{n-1}_l \right)$$

(12)

This scheme is known to be stable for $\sigma \geq 0$ [24]. To implement the boundary condition applied at $l = 0$, we can simply force the value at $l = 0$:

$$p^{n+1}_0 = u^{n+1}$$

(13)

The above can be seen as a “hard source” – as opposed to a “soft source”, which would be a forcing term that additive to a pressure update [25].

In the lossless case ($\sigma = 0$), this scheme permits the solution (11) and is thus exact (this can be verified by hand). This implies the scheme (12) is stable in the lossless case. It is expected that with the inclusion of the loss term $2\sigma \partial_t p$ – discretised here using the trapezoidal rule – stable is maintained under (13), although a stability analysis with the “hard source” boundary is not immediately available.
A close alternative boundary condition featuring a “soft source” is also available as:

$$p_{0}^{n+1} = \frac{1}{1 + \sigma T} (p_{0}^{n} + p_{0}^{n} + (\sigma T - 1)p_{0}^{n-1}) + F^{n}$$

(14)

where the “soft source” forcing term is denoted \(F^{n}\):

$$F^{n} = \frac{1 + \sigma T/2}{1 + \sigma T} u^{n+1} - \frac{1 - \sigma T/2}{1 + \sigma T} u^{n}$$

(15)

The derivation for this update appears in the Appendix. It is straightforward to check that this scheme is also exact in the lossless case. Furthermore, a discrete energy balance may be obtained for this scheme (with \(\sigma \geq 0\)), from which stability can be proven (this is left out for brevity). In the presence of loss (\(\sigma > 0\)) these schemes are no longer exact, but they remain consistent with their underlying models.

**B. Semi-discrete modal schemes**

With the target of simulating the general case of frequency-dependent dissipation, it will be convenient to consider modal schemes. To start we consider a semi-discrete modal scheme for this dissipative wave problem. For this we take the view that the solution is composed of modes (as per [10]) of the form:

$$p_{q}(t, x) = P_{q}(t) \cos(k_{q}x)$$

(16)

with \(P_{q}(t)\) unknown. Inserting this trial solution into our PDE gives:

$$\ddot{P}_{q}(t) + 2\sigma \dot{P}_{q}(t) - e^{2k_{q}^{2}}P_{q}(t) = 0$$

(17)

This ODE system (\(q = 0, \ldots, Q - 1\)) can be solved with leapfrog integration, on a temporal-grid function \(P_{q}^{n} \approx P_{q}(nT)\), or it can be solved with an “exact” recursion for the damped harmonic oscillator [24], [27], [28]:

$$P_{q}^{n+1} = 2e^{-\sigma T} \cos(\omega_{q}T)P_{q}^{n} - e^{-2\sigma T} P_{q}^{n-1}$$

(18)

where \(\omega_{q} = \sqrt{e^{2k_{q}^{2}} + \sigma^{2}}\). This recursion is “exact” for solutions of the form \(P_{q}^{n} = \tilde{P}_{q} e^{-j\omega_{q}nT}\), which can be verified by insertion into the above. In this semi-discrete time-space domain, the numerical solution would then be:

$$p(nT, x) = \sum_{q=0}^{Q-1} P_{q}^{n} \cos(k_{q}x)$$

(19)

**C. Fully-discrete modal schemes**

At this point we consider a fully-discrete modal scheme for our wave problem. For practical purposes we must truncate the domain of interest to some length \(L_{x}\), such that \(x \in [0, L_{x}]\). For our purposes, it is sufficient to assume \(L_{x} = cT_{d}\) where \(T_{d}\) is a simulation duration of interest (this will be set to the duration of our pre-simulated input impulse response). We consider a grid function \(p_{l}^{n} \approx p(nT, (l + 1/2)X)\), with \(l = 0, \ldots, N_{x} - 1\), with \(N_{x} = \lceil L_{x}/X \rceil\), and \(T = X/c\). For the modes, we choose the orthonormal cosine basis:

$$\Phi_{q,l} = a_{q} \cos \left( \frac{q\pi(l + 1/2)}{N_{x}} \right)$$

(20)

where \(a_{0} = \sqrt{\frac{1}{N_{x}}}\) and \(a_{q} = \sqrt{\frac{2}{N_{x}}}\) for \(q > 0\). As such, the solution is now assumed to take the form:

$$p_{l}^{n} = \sum_{q=0}^{Q-1} P_{q}^{n} \Phi_{q,l}$$

(21)

with \(Q = N_{x}\).

It is insightful to write the full solution in matrix form. Let us define:

$$\mathbf{p}^{n} = \mathbf{V}^{T} \mathbf{p}^{n}, \quad \mathbf{p}^{n} = \mathbf{V} \mathbf{p}^{n}$$

(23)

and we note that \(\mathbf{V} \mathbf{V}^{T} = \mathbf{I}\), where \(\mathbf{I}\) is an identity matrix. These matrix-vector products represent the Discrete Cosine Transform (DCT-II) and its inverse [29], respectively, which can be computed efficiently using a FFT-based algorithm [30].

The fully-discrete analogue to the modal update [18] is now:

$$\mathbf{p}^{n+1} = \mathbf{A} \circ \mathbf{p}^{n} - \mathbf{B} \circ \mathbf{p}^{n-1}$$

(24)

where “\(\circ\)” denotes an element-wise product, and

$$\mathbf{A} = 2 \begin{bmatrix} e^{-\sigma T} \cos(\omega_{0}T) & \cdots & e^{-\sigma T} \cos(\omega_{Q-1}T) \end{bmatrix}^{T}$$

(25a)

$$\mathbf{B} = \begin{bmatrix} e^{-2\sigma T} & \cdots & e^{-2\sigma T} \end{bmatrix}^{T}$$

(25b)

Next we consider the boundary condition [6], which we would like to implement in a “hard” manner analogous to [13]. In order to derive this, let us introduce an intermediate grid function \(\tilde{p}_{l}^{n}\), for which \(\tilde{p}_{l}^{n} = p_{l}^{n}\) only when \(l > 0\). Let us also define:

$$\mathbf{\tilde{p}}^{n} = \begin{bmatrix} \tilde{p}_{0}^{n}, \tilde{p}_{1}^{n}, \cdots, \tilde{p}_{N_{x} - 1}^{n} \end{bmatrix}^{T}$$

(26a)

$$\mathbf{\tilde{p}}^{n} = \mathbf{V}^{T} \mathbf{p}^{n}$$

(26b)

$$\delta = \begin{bmatrix} 1, 0, \ldots, 0 \end{bmatrix}^{T}$$

(26c)

i.e., \(\mathbf{\tilde{p}}^{n}\) is the vector form of \(\tilde{p}_{l}^{n}\) and \(\mathbf{\tilde{p}}^{n}\) its modal form, and \(\delta\) is a Kronecker delta in vector form.

We would like to express \(\tilde{p}_{l}^{n+1}\) as \(\tilde{p}_{l}^{n+1}\) plus a correction, such that [13] is satisfied. Clearly, this would be as simple as setting:

$$p_{0}^{n+1} = p_{0}^{n+1} + (u^{n+1} - \tilde{p}_{0}^{n+1})$$

(27)

This could also be written as:

$$\mathbf{p}^{n+1} = \mathbf{\tilde{p}}^{n+1} + \delta (u^{n+1} - \delta^{T} \mathbf{\tilde{p}}^{n+1})$$

(28)
Left-multiplying by $V^T$, we have in the modal domain:

$$P^{n+1} = \hat{P}^{n+1} + V^T \delta \left( u^{n+1} - \delta^T \dot{P}^{n+1} \right)$$  \hspace{1cm} (29)

Let us now define:

$$\phi = V^T \delta = [\Phi_{0,0}, \Phi_{1,0}, \ldots, \Phi_{Q-1,0}]^T$$  \hspace{1cm} (30)

We can then propose the following scheme update with a “hard wave propagation with a raised-cosine input signal $u$ where

$$\hat{P}^{n+1} = A \circ P^n - B \circ P^{n-1}$$  \hspace{1cm} (31a)

$$P^{n+1} = \hat{P}^{n+1} + \phi \left( u^{n+1} - \phi^T \dot{P}^{n+1} \right)$$  \hspace{1cm} (31b)

This update is exact for the lossless case since it is, in fact, the exact FDTD scheme \((12)\) and \((13)\) via \((27)\) transformed to a modal update. It is not expected to be exact in the presence of loss since the hard boundary is applied at $x = X/2$ and not $x = 0$, which means there is a small distance over which dissipation is not incurred (this error is negligible for practical purposes).

Alternatively, one can apply a simpler “soft source” update, for which the modal update becomes:

$$P^{n+1} = A \circ P^n - B \circ P^{n-1} + F^n \phi$$  \hspace{1cm} (32)

where $F^n$ is the forcing term \([15]\). This update is also exact in the lossless case, but it is expected to be less accurate than \((31)\) when $\sigma > 0$. However, this update has the advantage that stability is straightforward to establish through Z-transform analysis.

D. Validation of frequency-independent dissipative schemes

A simple test is conducted to evaluate the numerical schemes presented thus far. The case of zero loss will not be tested (for brevity) since exactness may be verified by hand. As for the lossy case $\sigma > 0$, Fig. 2 displays simulated one-way dissipative wave propagation at different time instances $t$, using raised cosine input $u(t)$ with dissipation set for a 60dB decay time of $6 \ln(10) \sigma^{-1} = 1.0\text{ s}$. Displayed in the figure are $p(t, x)$ simulated using the FDTD schemes with “hard” and “soft” boundary updates, as well as using the corresponding modal schemes. It can be seen that the four simulations display similar behaviour, but differences are apparent in the wake of the travelling wave (see zoom overlay in Fig. 2c). For example, the “soft-FDTD” does not satisfy the boundary condition with the chosen raised-cosine input (one can note a slight DC offset at $x = 0$), whereas the “hard-FDTD” output displays a slope in the wake of the wave which is absent from modal outputs. In regards to the “soft”

This will not be shown, but the proof is carried out using the known eigenvalues/eigenvectors of the corresponding Laplacian matrix (see, e.g., \([29]\) or by Taylor series expansion (see, e.g., \([31]\)).

It may be noted that \((32)\) is similar to the modal time-stepping update presented in \([25]\) – particular in the choices of time-stepping update and of a cosine modal basis. The numerical modal method in \([28]\), paired with domain decomposition, was ultimately used for 3-D wave simulations with damping that similarly mimics air attenuation. However, the scheme here is limited to one spatial dimension, and the “soft” forcing term given here is of a different nature than that in \([25]\) – derived here specifically to satisfy the boundary condition \([4]\).

Fig. 2: Examples of simulated one-way dissipative wave propagation at different time instances $t$, using raised cosine input $u(t)$ with 60dB decay time $6 \ln(10) \sigma^{-1} = 1.0\text{ s}$ and speed of sound $c = 343\text{ m/s}$. All schemes using time-step $T = (48\text{ kHz})^{-1}$. The last image displays an overlay to show detail in wake behaviour.

For the remainder of this paper we will consider only modal methods, but it is worth mentioning that what follows could be achieved with FDTD methods using a more general – and indeed more “physically valid” – second-order wave equation with air absorption processes included (after \([5]\)). However, in that case we would be faced with numerical dissipation errors – even with a domain limited to one spatial dimension\([4]\) – and this would necessitate grid refinement; whereas the “exact” modal schemes are essentially free from dissipation errors (and are, accordingly, more efficient for this specific application).

IV. Modal scheme for simulating air absorption

In this section we extend the modal scheme to the frequency-dependent case to incorporate air attenuation. Since each mode in the system is independent the modal damping coefficients can be set individually for each mode (as in, e.g., \([28], [37]\)).

5Numerical phase velocity errors will be minimal in such 1-D FDTD schemes (and non-existent in the lossless case \([32], [33]\)), but numerical dissipation errors may be significant in high frequencies when discretising loss terms using conventional means (trapezoidal rule) – e.g., as reported in \([5], [34]\) with regards to the problem of air absorption. Without resorting to higher-accurate schemes (with less favourable stability properties), such dissipation errors can only be overcome with oversampling, which would increase computational costs. An analogous issue has been reported in the context of FDTD modelling of musical strings \([35]\), where a possible solution is to optimise parameters for fictitious loss terms in the discrete domain to minimize numerical dissipation errors \([36]\).
We take the associated solution:
\[ A_k \]
and the term taking the vector form:
\[ F_q = \frac{1 + \sigma_q T/2}{1 + \sigma_q T} u^{n+1} - \frac{1 - \sigma_q T/2}{1 + \sigma_q T} u^n \]  

It suffices then to replace \( \sigma \) by \( \sigma_q = c \alpha(\omega_q) \). Note that with realistic air absorption (see, e.g., Fig. 1), it can be assumed that \( \alpha(\omega) \ll \omega/c \) for all frequencies of interest (audible frequencies).

In terms of a PDE system, we have then \( Q \) lossy wave equations \((q = 0, \ldots, Q - 1)\), each with its own damping coefficient:
\[
\partial_t^2 p_q + 2 \sigma_q \partial_t p_q - c^2 \partial_x^2 p_q = 0 \quad (33a)
\]
\[
p_q(t, 0) = u_q(t) \quad (33b)
\]

We take the associated solution:
\[
p(t, x) = \sum_{q=0}^{Q-1} p_q(t, x) = \sum_{q=0}^{Q-1} \hat{u}_q e^{-\alpha_q x} e^{i(k_q x - \omega_q t)} \quad (34)
\]

where \( c k_q = \sqrt{\omega_q^2 + \sigma_q^2} \), and where \( u(t) \) is related to \( \hat{u}_q e^{-i \omega_q t} \) through \( \mathcal{F} \).

Our fully-discrete modal scheme with “hard” boundary keeps the form \( (31) \), but now with
\[
A = \left[ 2 e^{-\sigma_0 T} \cos(\omega_0 T), \ldots, 2 e^{-\sigma_{Q-1} T} \cos(\omega_{Q-1} T) \right]^T \quad (35a)
\]
\[
B = \left[ e^{-2 \sigma_0 T}, \ldots, e^{-2 \sigma_{Q-1} T} \right]^T \quad (35b)
\]

Meanwhile, the modal scheme with the “soft source” boundary now takes the form:
\[
P^{n+1} = A \circ P^n - B \circ P^{n-1} + F^n \circ \phi \quad (36)
\]

A. Validation of modal schemes and comparisons with filter methods

Numerical tests are presented in order to compare and validate the frequency-dependent modal schemes in the context of air absorption. For the following tests, air conditions of \( 10^\circ C \) temperature and 20% relative humidity are chosen so that air absorption deviates significantly from classical power-law attenuation in the audible frequencies (see Fig. 1).

Fig. 3 shows simulated one-way dissipative wave propagation with a Kronecker delta input with dissipation set to mimic the desired air attenuation. Displayed in the figure are \( p(t, x) \) simulated using the modal schemes with “hard” and “soft” boundary update, and differences between them. It can be seen that the schemes return similar results with small differences.

To validate the modal schemes in their reproduction of a target air attenuation, we can simply measure the attenuation at a given time instant (corresponding to a distance travelled) and compare to the “analytic” air absorption model (from [15]). For the same conditions above, Fig. 4a shows the attenuation per distance (in km) simulated, calculated at time instant \( t = 1.0 \text{s} \), along with the target air attenuation curve. It can be seen that agreement with the target air attenuation is excellent (as expected for these modal schemes). Results are identical for other time instances and are thus left out for brevity.\(^6\)

In contrast, a more conventional filter approach is plotted in Fig. 4b, in which third-order Butterworth octave-band filters are used as an analysis/synthesis filter bank used to process a 48 kHz-sample-rate Kronecker delta input with distance-based exponential damping applied to mimic air absorption (sampled at 11 octave-band centre frequencies) – as may be found in traditional geometrical acoustics room simulations such as, e.g., [13]. Ripples are apparent in the attenuation simulated by the filterbank approach, as one might expect. This can be improved using a filterbank of 1/3-octave band filters (as in,  

\(^6\)However, for very large distances dissipation can be sufficient to exceed the relative accuracy of finite-precision, and – only in those cases – simulated measurements of air attenuation will not return accurate results.
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in high frequencies (where it is most significant), but errors

appear in low frequencies. On the other hand, one can note that simulated attenuation curves vary as a function of time instant, and for longer times (higher attenuation) attenuation filters deviate more from the target attenuation (in dB/km)\[^7\].

**B. Adding air absorption to simulated RIRs**

It remains to detail the procedure to add air absorption to a pre-simulated RIR (simulated without air absorption) using the presented modal schemes. Consider then a finite-duration discrete RIR signal \( h[n] \) with sample rate \( 1/T \) (e.g., 48 kHz), with \( N_t \) samples, indexed by \( n' = 0, \ldots, N_t - 1 \). Of course, \( h[n] \) can be seen as a linear combination of \( N_t \) shifted and scaled Kronecker deltas. We have shown that the distance-based attenuation is accurately reproduced for a Kronecker delta input, so it follows that we can simply apply the same procedure to the signal itself to process each individual sample. Since the system is linear and time-invariant, all such samples can be processed simultaneously (i.e. in a single modal simulation).

We must ensure that correct distance attenuation is applied to each sample \( n \), where that distance would be simply \( d = c(n + 1/2)T \) (in m)\[^8\]. For this we must *time-reverse* the input RIR

\[^7\]To produce data for the optimised lowpass filter approach [12], Matlab code provided as supplementary material to [12] was used, but reconfigured to optimise over 20Hz–20kHz with approximately 40k frequency samples.
\[^8\]Here we assume a constant speed of sound \( c \), but it is important in practice that any "pre-delay" in the signal be removed (or compensated for in the application of attenuation).

as we feed it into the system (via the left-boundary condition); i.e., we can set the forcing signal to our ODE system to be:

\[ u^n = h[N_t - 1 - n] \] (38)

We can then run the forced modal schemes with \( Q = N_t \) modes for \( N_t \) time-steps, starting from zero initial conditions \( (P^{-1} = P^{-2} = 0) \). The output RIR with air attenuation added, which we will denote \( h'[n] \), can then be read from the final state of our wave simulation as follows:

\[ h'[n] = p_{N_t-1}^{N_t-1}, \quad n = 0, \ldots, N_t - 1 \] (39)

where \( p_{N_t-1}^{N_t-1} \) are simply the elements of \( P_{N_t-1}^{N_t-1} = VP_{N_t-1}^{N_t-1} \). Note that the entire simulation can be run in the modal domain. Projection back to a spatial grid (with \( N_c \) points) is only needed at the end, and this can be accomplished using a fast inverse DCT-II algorithm [30].

When losses are disabled \( (\sigma_l = 0) \), the proposed procedure will simulate the solution (13) and return \( h'[n] = h[n] \), as desired. Also, it is recommended that the “soft” update be used for the application of air absorption, since we have seen that “hard” and “soft” boundary updates give similar results, and the soft update ultimately requires fewer operations.

**C. A reference solution**

At this point it is useful to introduce a “reference solution” for the problem of adding air absorption to a RIR. Taking \( h[n] \) and \( h'[n] \) as a \( N_t \times 1 \) vectors:

\[ h = [h[0], h[1], \ldots, h[N_t - 1]]^T \] (40a)

\[ h' = [h'[0], h'[1], \ldots, h'[N_t - 1]]^T \] (40b)

We can propose a reference solution:

\[ h' = \Omega V^T h \] (41)

where \( \Omega \) is a \( N_t \times N_t \) matrix with elements at rows \( q \) and columns \( l \) (with zero-based indexing) given by:

\[ \Omega_{q,l} = e^{-\alpha_l x_l} \Phi_{q,l} \] (42)

where \( x_l = (l + 1/2)X \) and where \( \Phi_{q,l} \) is given by [20]. This reference solution is simply a decomposition of a signal onto
an orthonormal cosine basis and a subsequent projection back onto the same basis weighted by distance-based air attenuation, under the assumption that the $l$th sample travels $x_l$ metres. This can ultimately be seen as a limiting case of the frequency-band filterbank approach, where here $N_f$ frequency bands are used. Note that when $\alpha_q = 0$ (41), $\Omega = \mathbf{V}_x$ and (41) returns $\mathbf{h}' = \mathbf{h}$ (as desired). However, this is not claimed to be an analytic solution to the dissipative wave problems seen before, nor to the more general second-order wave systems with air absorption processes [2], [9]; it should be seen as a “brute-force” application of air attenuation under the assumptions used in this study.

In terms of its compute cost, for $\alpha_q > 0$ this reference solution is somewhat impractical for the reason that $N_f$ should on the order of $10^4$–$10^5$, and only the matrix-vector product $\mathbf{y} = \mathbf{V}^\dagger \mathbf{h}$ (DCT-II) can use a fast FFT-based algorithm [30]. The matrix-vector product $\Omega \mathbf{y}$ must be computed directly, and this would require $N_f^3$ evaluations of transcendental functions, and $N_f^2$ storage (if $\Omega$ is precomputed). More will be said about computational complexity later.

D. Numerical examples

In order to test the application of air absorption to a RIR using this modal scheme (with “soft” boundary update), we conduct a simple image source simulation [39]. A room of size $7.2 \times 5.1 \times 4.3$ (in m) is chosen with a Sabine-absorption coefficient of 0.045, with a source and receiver at positions $(6.1, 2.0, 1.1)$ and $(3.3, 3.1, 1.3)$ respectively. Image source distances are randomly perturbed by a relative amount in range $[-1\%, +1\%]$ in order to eliminate sweeping echoes due to perfect rectangular symmetry [40] (and ultimately increasing diffuseness in the room). Air conditions are as before ($10^\circ$C and 20% relative humidity) with a corresponding speed of sound $c = 337$ m/s. A RIR, $h[n]$, is simulated at 48kHz, and its spectrogram – computed with 1024-sample Hann-windowing and 75% frame overlap – is displayed in Fig. 5a. Using $h[n]$ as input to the modal scheme (using the time-reversed procedure described previously) returns a modified RIR, $h'[n]$, whose spectrogram is displayed in Fig. 5b where the effect of air absorption is clearly seen. The corresponding reference solution is shown in Fig. 5c. Additionally, air attenuation is added to $h[n]$ with the overlap-add (OLA) approach (STFT processing) (after [11], [41]) and shown in Fig. 5d.

Fig. 5: Spectrograms of room impulse response, simulated with image source method, with and without air absorption added.

Here $Y_1(n, \omega)$ and $Y_2(n, \omega)$ represent the STFTs of two discrete-time signals $y_1[n]$ and $y_2[n]$, and the Euclidean norms are calculated across the frequency-dimension, and $0 \leq \chi[n] \leq 1$. Comparing to the reference solution, in Fig. 6 we plot $\log_{10}(1 - \chi)$ for the hard-modal output, and the output from the OLA method, along with the output of the soft-modal scheme (corresponding spectrogram not shown for brevity). It can be seen that the outputs generated are extremely similar to the reference solution, with modal schemes performing best, generally by an order of magnitude or more (in terms of frame similarity). Indeed, the OLA method, at least as implemented here, would seem to perform more than well enough for practical use. With that said, it should be remarked that this constitutes the first evaluation of the accuracy of the OLA approach in the literature (to the author’s knowledge).
would usually be more applicable to real-time applications. This modal approach is better suited to offline data generation (as needed for, e.g., auditory research \[42\] or speech dereverberation \[43\]). Additionally, this approach is well-suited to complement (offline) RIR simulation with 3-D wave-based methods \[44\], \[45\], where modelling air absorption processes directly leads to significant increases in memory usage (e.g., at minimum 50% more memory than lossless wave-equation schemes \[5\], \[34\]).

With regards to computational costs, the complexity of the presented modal is \(O(N_t^2)\) where \(N_t\) is the number of samples to be computed, which is similar to a 1-D FDTD scheme (in the lossy case \[24\]). On the other hand, time-frequency processing via STFT would be \(O(\frac{NH}{M} \log_2 M)\) where \(M\) is the frame size (assumed power of two) and \(1 \leq H \leq M\) is the hop size in samples. While it is possible for the OLA method to have higher complexity than the modal approach (depending on choices of \(M\) and \(H\)), in practice it is expected that the complexity should be lower for STFT-based processing (usually \(M \ll N_t\)). Low-order IIR filter-based approaches would usually be \(O(N_t)\), but frequency-band approaches would reach \(O(N_t^2)\) in the high-resolution limit of \(N_t\) frequency bands. The reference solution provided here can be seen as such a limiting filterbank – and is accordingly also \(O(N_t^2)\) – but should be less efficient than modal recursion because of the need for evaluation of \(N_t^2\) exponentially-damped-cosine matrix elements.

In regards to compute times, it must also be noted that modal updates are highly, and easily, parallelisable (each mode can be updated in parallel), and processing a RIR with this modal approach could be accomplished in only a few seconds on a modern desktop computer (with an optimised multithreaded code – see, e.g., \[37\]), even with \(N_t\) on the order of \(10^5\). To keep the number of modes \((Q = N_t)\) to a minimum the sampling rate of the input RIR should be not be higher than necessary for audio purposes.

Finally, it should be mentioned that the presented approach is only applicable to static scenes (precluding moving sources or receivers), but allows for source/receiver directivity \[46\]. It could also be used for outdoor scenes provided that wind is not significant. On the other hand, for typical indoor conditions (e.g., 20°C, 50% humidity), it may be sufficient to view air absorption as a simple power-law attenuation, in which case the Green’s function method recently presented in \[14\] may be preferable with its \(O(N_t)\) complexity and applicability to real-time usage. In future work, the various methods of applying air attenuation to a simulated RIR could be compared on a perceptual basis (through listening tests).
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**APPENDIX**

A. **Boundary condition for lossy wave equation**

We consider a semi-infinite domain terminated at \(x = 0\) (and extending towards \(+\infty\)) with PDE \[2\] and desired boundary condition \[6\].

An energy analysis reveals that one can set the left boundary as:

\[
\partial_x p(t, x)|_{x=0} = -f(t)
\]

where \(f(t)\) is an unspecified forcing signal to be associated to \(u(t)\). Following \[22\], but here with dissipation included, one can impose a rightward-travelling plane-wave solution of the form:

\[
p(t, x) = \hat{p}_e^{-i(kx − ωt)}
\]

where \(\hat{k} = k + iα\).

By linearity, we take \(u(t) = \hat{u}_e^{-iωt}\) and \(f(t) = \hat{f}e^{-iωt}\). From \[6\] and \[A.1\], we get at the left boundary:

\[
p(t, 0) = \hat{u}_e^{-iωt}
\]

and

\[
\partial_x p(t, x)|_{x=0} = i(k + iα)u(t)
\]

which implies \(f(t) = −iku(t)\). With \(k \approx ω/c\), we then have:

\[
\partial_x p(t, x)|_{x=0} = \frac{1}{c}(cα − iω)u(t)
\]

and

\[
\partial_x p(t, x)|_{x=0} = \frac{1}{c}(su(t) + \hat{u}(t))
\]
B. Soft-source FDTD boundary condition for lossy wave equation

We can discretise (A.6) at \( l = 0 \) with:

\[
p_{n}^{0} - p_{n+1}^{0} + \frac{1}{c} \left( \frac{u_{n+1}^{n+1} + u_{n}^{n}}{2} + \frac{u_{n+1}^{n+1} - u_{n}^{n}}{T} \right)
\]

(A.7)

Solving for the ghost point \( p_{n+1}^{0} \) with \( T = X/c \), and inserting into (12) at \( l = 0 \), we get:

\[
p_{n}^{0} = \frac{1}{1 + \sigma T} \left( p_{n}^{0} + \sigma T - 1 \right) p_{n}^{0} - 1 - \sigma T/2 \right)
\]

(A.8)

\[
\frac{1}{1 + \sigma T} \left( 1 + \sigma T/2 \right) u_{n+1}^{n+1} - 1 - \sigma T/2 \left( 1 + \sigma T/2 \right) u_{n}^{n}
\]

where the “soft source” forcing term is denoted \( F_{n} \). It is straightforward to check by hand that (11) satisfies this update when \( \sigma = 0 \), and thus remains exact in the lossless case. Furthermore, in the lossless case, this can be seen as a consistent discretisation of:

\[
\partial_{x}^{2} p - c^{2} \partial_{x} p = c \delta(x - \varepsilon) \dot{u}(t) \]  
\]

(A.9a)

\[
\partial_{x} p|_{x=0} = 0
\]  

(A.9b)

in the limit of \( \varepsilon \to 0 \) (\( \varepsilon \geq 0 \)). This is a system that has the identical one-way travelling wave solution (7), which can be verified through the known Green’s function to the lossless 1-D wave equation and the principle of mirror images (with two travelling waves coalescing in the limit of \( \varepsilon \to 0 \)). By the same token, the lossy FDTD scheme can be seen as a discretisation of the following PDE system:

\[
\partial_{t}^{2} p + 2\sigma \partial_{t} p - c^{2} \partial_{x}^{2} p = c \delta(x - \varepsilon)(\sigma u(t) + \dot{u}(t))
\]

(A.10a)

\[
\partial_{x} p|_{x=0} = 0
\]  

(A.10b)

in the limiting case of \( \varepsilon \to 0 \). This would imply that the system consisting of (2) and (A.6) has the same solutions as (A.10), under the assumption that \( \frac{1}{\sigma} \delta(0) \), a scaled Kronecker delta, is a discretisation of \( \delta(x - \varepsilon) \) in the limit of \( \varepsilon \to 0 \) on the chosen grid (where \( l = 0 \) pertains to \( x = X/2 \)). As such, the forcing term \( F_{n} \) may also be used in the modal update (32), where the chosen cosine basis already satisfies the boundary condition (A.10b).
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