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Abstract

In this paper we consider the generalized inverse iteration for computing ground states of the Gross–Pitaevskii eigenvector problem (GPE). For that we prove explicit linear convergence rates that depend on the maximum eigenvalue in magnitude of a weighted linear eigenvalue problem. Furthermore, we show that this eigenvalue can be bounded by the first spectral gap of a linearized Gross-Pitaevskii operator, recovering the same rates as for linear eigenvector problems. With this we establish the first local convergence result for the basic inverse iteration for the GPE without damping. We also show how our findings directly generalize to extended inverse iterations, such as the Gradient Flow Discrete Normalized (GFDN) proposed in [W. Bao, Q. Du, SIAM J. Sci. Comput., 25 (2004)] or the damped inverse iteration suggested in [P. Henning, D. Peterseim, SIAM J. Numer. Anal., 53 (2020)]. Our analysis also reveals why the inverse iteration for the GPE does not react favourably to spectral shifts. This empirical observation can now be explained with a blow-up of a weighting function that crucially contributes to the convergence rates. Our findings are illustrated by numerical experiments.

1 Introduction

When a dilute gas of bosons is cooled down to ultra-low temperatures approaching 0K, a so-called Bose–Einstein condensate (BEC) is formed [27]. Such condensates are an extraordinary state of matter, where a collective of particles behaves as if they were one single “super atom” that becomes macroscopically visible and which allows to study quantum phenomena on an observable scale. Of particular interest are the ground states of a Bose–Einstein condensate, i.e., the lowest energy states of a BEC that is trapped in a magnetic potential. The most popular mathematical model for describing such ground states of BECs is given by the Gross–Pitaevskii eigenvector problem (GPE). The equation is named after E. Gross and L. Pitaevskii who first derived it [18, 28]. The GPE seeks a normalized eigenfunction $u$ for the smallest eigenvalue $\lambda \in \mathbb{R}$ such that

$$-\frac{1}{2} \Delta u + V(x) u + \beta |u|^2 u = \lambda u$$

in some domain $\Omega \subset \mathbb{R}^d$ in either 1d, 2d or 3d. Here, the eigenfunction $u$ describes the quantum state of the BEC, $|u|^2$ is its density and the eigenvalue $\lambda$ can be interpreted as the chemical potential. The trapping potential is model by the function $V(x)$ and the constant $\beta \in \mathbb{R}$ describes the strength and the direction of particle interactions. In this paper we will only consider the regime of repulsive interactions, which means that $\beta \geq 0$. It is worth to note that in the real-valued setting of this work, it does not matter if we write $|u|^2 u$ or $u^3$ in equation (1). However, in more general complex valued settings (e.g. if there is 
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a time-dependency) this is no longer the case. For a consistent notation throughout the mathematical and physical literature, the GPE is hence always written with $|u|^2 u$ in the nonlinear term as this expression still remains correct if $u$ is complex-valued.

The mathematical literature on the GPE and its numerical treatment is vast and we refer to the survey articles by Bao et al. [5, 6] for an illustrating introduction to the topic and for a detailed literature overview.

In the following discussion we will mainly focus on iterative methods for solving the eigenvalue problem (1) in the Hilbert space $H^1_0(\Omega)$. Practically however, a numerical method also requires a suitable space discretization of finite element-, finite difference-, or spectral-type. The approximation properties of such discrete ground states with respect to an exact ground state were analyzed in detail in [10]. Furthermore, the usage of generalized finite element spaces with significantly improved approximation properties was proposed in [20, 21]. Other techniques that improve the quality of discrete minimizers are adaptivity [19, 31] and two-grid post-processing [9, 20].

With this remark, we return to the discussion of iterative solvers and we neglect from now on the aspect of the space discretization. Broadly speaking, there are three major classes of iterative methods to approach the GPE (1): self-consistent field iterations (SCF), generalized inverse iterations (“A-methods”) and inverse iterations based on a modified scaling-invariant operator (“J-methods”). The self-consistent field iterations are based on linearizing the GPE with a given approximation $u^n$ and to afterwards solve the arising linear eigenvalue problem. The result from the linear eigenvalue problem is then used as an updated approximation $u^{n+1}$ and the procedure is repeated. Methods that fall into this class are e.g. discussed and analyzed in [11, 12, 13, 16, 30]. The second class, i.e., generalized inverse iterations, are also based on linearizing the GPE, however instead of solving an eigenvalue problem, the inverse of the linearized operator is simply applied to a previous approximation and the result is normalized afterwards. Such inverse iterations can be interpreted and derived in the context of projected Sobolev-gradient flows [7, 8, 14, 22, 24, 25, 32], Riemannian optimization [2, 15] or preconditioned (conjugate) gradient methods [4, 3]. An approach that does not fit in one of the aforementioned classes is known as J-method and is based on modifying the Gross–Pitaevskii operator so that it becomes scaling-invariant. The derivative of this modified operator (the so called J-operator) is then used in an inverse iteration with shift to accelerate the convergence. The method was first proposed in [23] and further analyzed in [1].

As indicated by the discussion, the generalized inverse iterations (A-methods) constitute by far the largest class of approaches for the GPE. Despite its popularity and long history to solve the equation, there are still several fundamental questions regarding its convergence that are open. The first proof of global convergence for an inverse iteration with adaptive damping was presented in [22], however without quantifying the speed of convergence. An improvement was recently obtained by Zhang [32] who proved that the convergence must be linear for all sufficiently small damping parameters, i.e., there exists a contraction rate $r < 1$, such that $\|u^n - u\|_{H^1(\Omega)} \leq C r^n \|u^0 - u\|_{H^1(\Omega)}$, where $u$ is the exact ground state and $u^n$ are the approximations obtained from the inverse iterations with damping for starting value $u^0$. Shortly after, the techniques from [22, 32] were further generalized to other equations, such as the Kohn–Sham model [2]. However, two central questions that remained open are:

- Can we still guarantee convergence when the damping parameter is removed (i.e. for the basic inverse iteration)?
- Even more importantly, can we quantify the linear convergence rate $0 < r < 1$ depending on spectral gaps, analogously to the linear case?
In this paper we will answer both questions positively and we will transfer our results to
damped versions of the inverse iteration method, such as the GFDN (Gradient Flow Discrete
Normalized) by Bao and Du [7] and the discrete Sobolev gradient flow proposed in [22].
With this, our findings also complement the local convergence result for the GFDN obtained
by Faou and Jézéquel [17] in 1d for focussing nonlinearities (i.e. in the regime \( \beta < 0 \)).
Furthermore, our analysis reveals why introducing a shift \( \sigma \) in the direction of the ground
state eigenvalue \( \lambda \) will typically not improve the convergence, but might in fact ruin it.
This numerically observed phenomenon (cf. [1, 23]) is related to a pollution factor of order
\( \beta|\lambda - \sigma|^{-1} \) that influences the convergence rates.

**Outline.** The paper is structured as follows. In Section 2 we give a precise mathematical
description of the Gross–Pitaevskii equation and we recall important results concerning the
existence and uniqueness of ground states, as well as equivalent characterizations. In Section
3 we formulate the basic version of the inverse iteration for the GPE and we present and prove
our first main result concerning explicit asymptotic convergence rates. A generalization of our
findings to the GFDN method are given in Section 4. Based on these findings, we investigate
a hypothetical inverse iteration with shift in Section 5, where we can give mathematical
arguments why a good performance of such a method cannot be expected in general. The
inverse iteration with a damping parameter is analyzed in Section 6. Finally, we conclude
with numerical experiments in Section 7.

## 2 Analytical setting and preliminaries

In the following, we let

(A1) \( \Omega \in \mathbb{R}^d \) be a bounded and convex domain in dimension \( d = 1, 2, 3 \).

On \( \Omega \), we use standard notation for Lebesgue and Sobolev spaces. As a simplifying notation,
the \( L^2 \)-norm shall be denoted by \( \| \cdot \| := \| \cdot \|_{L^2(\Omega)} \). Furthermore, the Sobolev space of \( L^2 \)-
integrable and weakly-differentiable functions with a vanishing trace on the boundary \( \partial \Omega \) is
as usual denoted by \( H^1_0(\Omega) \). The dual space of \( H^1_0(\Omega) \) is given by \( H^{-1}(\Omega) \).

Given

(A2) a potential \( V \in L^\infty(\Omega) \) with \( V(x) \geq 0 \) for almost all \( x \in \Omega \), and

(A3) a real-valued repulsion constant \( \beta \geq 0 \),

we define the Gross–Pitaevskii energy functional \( E : H^1_0(\Omega) \to \mathbb{R} \) by

$$ E(v) := \frac{1}{2} \int_\Omega \frac{1}{2} |\nabla v|^2 + V|v|^2 + \frac{\beta}{4} |v|^4 \, dx. $$

With this, we seek a minimizer \( u \) of \( E \) under the mass-normalization constraint that \( \| u \| = 1 \)
(which represents the conservation of a certain particle number). Such a minimizer is
called a ground state and describes, for example, the lowest energy states of Bose–Einstein
condensates. Since the functional \( E \) is weakly lower semi-continuous on \( H^1_0(\Omega) \) and bounded
from below by zero, the existence of a minimizer is apparent. Similarly, with the diamagnetic
inequality \( |\nabla v| \leq |\nabla v| \) for all \( v \in H^1_0(\Omega) \) it follows that if \( u \) is a ground state, then
\( |u| \in H^1_0(\Omega) \) is also a ground state. With this insight, it is possible to prove that the
minimizer \( u \) must be either strictly positive or strictly negative in \( \Omega \) and that it is unique
up to its sign, cf. [10 Appendix]. From the latter reference, the following result can be extracted:
Proposition 2.1 (Minimizers of the Gross–Pitaevskii energy). Assume (A1)-(A3), then there exist exactly two $L^2$-normalized minimizers $u$ of $E$ with

$$u = \arg \min \{ E(v) \mid v \in H^1_0(\Omega), \|v\| = 1 \},$$

which are $|u|$ and $-|u|$. Furthermore, it holds $u \in H^2(\Omega) \cap C^{0,\alpha}(\overline{\Omega})$ for some $0 < \alpha < 1$.

Without loss of generality, we consider from now on only the (unique) positive ground state $u$. Any minimizer of the constrained minimization problem (3) can be equivalently expressed by the Euler-Lagrange equations seeking $u \in H^1_0(\Omega)$ and minimal $\lambda > 0$ such that

$$\langle E'(u), v \rangle = \lambda (u, v)_{L^2(\Omega)} \quad \text{for all } v \in H^1_0(\Omega).$$

Here $E'$ denotes the Fréchet-derivative of $E$, $\langle \cdot, \cdot \rangle$ denotes the canonical duality pairing on $H^1_0(\Omega)$ and $H^{-1}(\Omega)$ and $\lambda$ is the Lagrange multiplier of the constraint $\|u\| = 1$. The Fréchet derivative can be be computed as

$$\langle E'(v), w \rangle = \frac{1}{2} (\nabla v, \nabla w)_{L^2(\Omega)} + (V v, w)_{L^2(\Omega)} + \beta (|v|^2 v, w)_{L^2(\Omega)}.$$

Hence, problem (4) can be seen as an eigenvalue problem with eigenfunction nonlinearity, which will be also the viewpoint that we take in this paper. Also note that it is not obvious that minimizing the eigenvalue $\lambda$ leads to a ground state in the sense of (3). A corresponding proof of this observation can be found in [10]. In particular, we have the following proposition.

Proposition 2.2 (Gross–Pitaevskii eigenvector problem). Assume (A1)-(A3), then the unique positive ground state $u$ to (3) can be equivalently expressed as seeking the smallest eigenvalue $\lambda > 0$ and the corresponding eigenfunction $u \in H^1_0(\Omega)$ with $\|u\| = 1$ and $u > 0$ in $\Omega$ such that

$$a_u(u, v) = \lambda (u, v)_{L^2(\Omega)} \quad \text{for all } v \in H^1_0(\Omega).$$

For fixed $z \in H^1_0(\Omega)$, the coercive and continuous bilinear form $a_z(\cdot, \cdot) : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R}$ is defined by

$$a_z(w, v) := \frac{1}{2} (\nabla w, \nabla v)_{L^2(\Omega)} + (V w, v)_{L^2(\Omega)} + \beta (|z|^2 w, v)_{L^2(\Omega)}.$$

The eigenvalue $\lambda$ is simple.

Propositions 2.1 and 2.2 give a comprehensive characterisation of ground states. Before we proceed with how to compute ground state approximations with a generalized inverse iteration, we require a linear auxiliary problem that is crucial for specifying explicit convergence rates. For that we seek eigenvalues $\lambda_i \in \mathbb{R}$ and corresponding eigenfunctions $u_i \in H^1_0(\Omega)$ with $\|u_i\| = 1$ such that

$$a_u(u_i, v) = \lambda_i (u_i, v)_{L^2(\Omega)} \quad \text{for all } v \in H^1_0(\Omega).$$

Here, $u \in H^1_0(\Omega)$ denotes the unique positive ground state given by (3). Since $a_u(\cdot, \cdot)$ is a coercive, continuous and symmetric bilinear form, standard results of spectral theory guarantee that there exists a countably infinite number of eigenvalues

$$0 < \lambda_1 < \lambda_2 \leq \lambda_3 \leq \ldots \to \infty.$$
The positivity follows from the coercivity of $\langle a_u(\cdot,\cdot) \rangle$ and the observation that $\lambda_1$ is simple again from the fact that $u_1$ cannot be sign changing. As $u$ is obviously an eigenfunction of (7) that is strictly positive and since there cannot be a second eigenfunction with that property (due to $L^2$-orthogonality of eigenfunctions), we conclude that $u_1 = u$ (up to sign) and $\lambda = \lambda_1$. For more details on the argument we refer again to [10]. The findings are summarized in the following proposition which finishes our preparations on the analytical background.

**Proposition 2.3.** Assume [(A1)]([A3]) and consider the linearized eigenvalue problem (7) with smallest eigenvalue $\lambda_1$ (which is simple) and the second smallest eigenvalue $\lambda_2$. If $u$ denotes the ground state eigenfunction to the nonlinear problem (6) (respectively (3)) with ground state eigenvalue $\lambda$, then we have

$$\lambda_1 = \lambda, \quad |u_1| = |u| \quad \text{and} \quad \frac{\lambda}{\lambda_2} < 1.$$  

### 3 Basic inverse iteration and convergence rates

A classical method for computing the smallest eigenvalue of a linear eigenvalue problem is the inverse iteration method, which requires to apply the inverse of a differential operator repeatedly to a given starting function and normalize the result after each application of the inverse. Since the Gross-Pitaevskii eigenvector problem (6) is nonlinear and a direct inversion of the nonlinear operator is impractical, it is reasonable to first linearize the differential operator using the previous approximation and to then invert it afterwards. This simple procedure leads to the basic version of the inverse iteration for the Gross–Pitaevskii eigenvector problem (GPE). This basic version (without damping or other modifications) is e.g. considered in the numerical experiments presented in [19, 22, 23].

**Definition 3.1** (Basic inverse iteration for the GPE). For $v \in H^1_0(\Omega)$, let $A_v : H^1_0(\Omega) \rightarrow H^{-1}(\Omega)$ denote the $v$-linearized differential operator given by

$$A_v w := a_v(w, \cdot) \quad \text{for} \quad w \in H^1_0(\Omega).$$

Its inverse, interpreted as an isomorphism on $H^1_0(\Omega)$, is denoted by $G_v : H^1_0(\Omega) \rightarrow H^1_0(\Omega)$, with

$$G_v w := A^{-1}_vw,$$

where $I : H^1_0(\Omega) \rightarrow H^{-1}(\Omega)$ is the canonical identification $Iv := \langle v, \cdot \rangle_{L^2(\Omega)}$.

Given an initial value $u^0 \in H^1_0(\Omega)$ with $\|u^0\| = 1$, the generalized inverse iterations are recursively given by

$$u^{n+1} := \frac{G_v^n(u^n)}{\|G_v^n(u^n)\|} \quad \text{for} \quad n \in \mathbb{N}. \quad (8)$$

Note that the normalization step after each iteration is crucial for nonlinear problems. The eigenvalue after $n$ iterations is approximated by $\lambda^{(n)} := a_v(u^n, u^n)$.

The above method obviously generalizes the classical inverse iterations for linear eigenvalue problems which we recover for $\beta = 0$. Even in its basic version, the iterations (8) are a popular choice for computing ground states due to its simple implementation. However, despite its popularity, a proof of convergence remained open. Theorem 3.2, which is our first main result, closes this gap. It will be proved in Section 3.2 below. To formulate it, we require another technical assumption [(A4)] which demands that there is no open ball in $\Omega$ on which the potential $V$ fully vanishes.
(A4) For all \( x \in \Omega \) and all \( \varepsilon > 0 \) it holds

\[
\| V \|_{L^\infty(\Omega\backslash B_\varepsilon(x))} > 0,
\]

where \( B_\varepsilon(x) \) is the ball with radius \( \varepsilon \) around \( x \).

Assumption (A4) includes for example the important class of harmonic trapping potentials
\( V(x) = \sum_{i=1}^d \gamma_i x_i^2 \) with trapping frequencies \( \gamma_i > 0 \). Note however that assumption (A4) is always uncritical since we can simply add an arbitrary small constant \( \delta > 0 \) to \( V \geq 0 \) so that (A4) is fulfilled for \( V(x) + \delta \). This will not change the ground state \( u \) and just shifts the spectrum by \( \delta \).

**Theorem 3.2** (Local convergence of the basic inverse iterations).
Assume (A1)-(A4), let \( u \in H^1_0(\Omega) \) denote the \( L^2 \)-normalized ground state to the Gross–Pitaevskii eigenvector problem \((6)\) (respectively \((3)\)) and let \( u^n \in H^1_0(\Omega) \) denote the approximations generated by the basic inverse iteration \((8)\). Then there exists a neighborhood \( S \) of \( u \) and a constant \( C > 0 \) such that

\[
\| u^n - u \|_{H^1(\Omega)} \leq C \| \frac{\lambda_1}{\lambda_2} \| u^0 - u \|_{H^1(\Omega)}
\]

for all starting values \( u^0 \in S \) and \( n \geq 1 \). Here \( \lambda_1 = \lambda > 0 \) is the ground state eigenvalue and \( \lambda_2 > \lambda_1 \) is the second eigenvalue of the linearized eigenvalue problem \((7)\).

Proposition 2.3 shows \( |\frac{\lambda_1}{\lambda_2}| < 1 \), hence we have a guaranteed linear convergence. Noting that the Gross–Pitaevskii eigenvector problem \((6)\) and the linearized eigenvalue problem \((7)\) are identical for \( \beta = 0 \), we recover the well-known result for linear eigenvalue problems that the convergence speed of the inverse iteration depends on the size of the first spectral gap. If we drop assumption (A4), the convergence rates in \((9)\) change to \( |\frac{\lambda_1}{\lambda_2} + \delta \| u^0 - u \|_{H^1(\Omega)} \) for any \( \delta > 0 \) and where the neighborhood \( S \) would now depend on \( \delta \).

**Remark 3.3** (Sharper characterization of the convergence rates).
In the setting of Theorem 3.2, an even sharper bound for the convergence rate can be obtained. In fact, for any \( \varepsilon > 0 \) there exist a neighborhood \( S_\varepsilon \) of \( u \) and a constant \( C_\varepsilon > 0 \) such that

\[
\| u^n - u \|_{H^1(\Omega)} \leq C_\varepsilon \| \mu_1 + \varepsilon^n \| u^0 - u \|_{H^1(\Omega)},
\]

where \( \mu_1 \) (with \( |\mu_1| < 1 \)) is the largest eigenvalue in magnitude of the weighted linear eigenvalue problem seeking

\[
v_i \in V_u^\perp := \{ w \in H^1_0(\Omega) \mid (u, w)_{L^2(\Omega)} = 0 \}
\]

and \( \mu_i \in \mathbb{R} \), such that

\[
(v_i, (\lambda - 2\beta|u|^2)w)_{L^2(\Omega)} = \mu_i a_u(v_i, w) \quad \text{for all } w \in V_u^\perp.
\]

We will later see that \( |\mu_1| \leq \frac{\lambda_1}{\lambda_2} \) (with \( |\mu_1| = \frac{\lambda_1}{\lambda_2} \) only for \( \beta = 0 \)), so that the rate \((10)\) is indeed sharper. This is a direct conclusion of the proof presented in Section 3.2. Also the main results later formulated in Theorem 4.2 and Theorem 6.2 still hold with this modification.

In the numerical experiments in Section 7 we will see that \( |\mu_1| \) resembles the asymptotic convergence rate very accurately.
The rest of this section is devoted to the proof of Theorem 3.2 which falls into four major steps. In the first step we write the iterations as a fixed point iteration of the form \( u^{n+1} = \phi(u^n) \) in order to apply the Ostrowski theorem. The Ostrowski theorem states that the local convergence rate of the iteration is given by the spectral radius of \( \phi'(u) \). We are therefore first concerned with computing the Fréchet derivative of \( \phi \). This is done in Section 3.1. In the second step, we need to find a suitable characterization of the spectrum of \( \phi'(u) \) based on a linearized version of the Gross–Pitaevskii operator. This lead us to the weighted eigenvalue problem (11). In order to bound the corresponding maximum eigenvalue in magnitude (which coincides with the local convergence rate), the third step requires the derivation of a pointwise estimate for the weighting function \( \lambda - 2\beta |u|^2 \) appearing in (11). This estimate is established by Lemma 3.6 in Section 3.2. Finally, in the last step we bound the largest eigenvalue of the weighted problem (11) by using the Courant–Fischer min-max principle. Here, the \( L^\infty \)-bound of the weighting function from step 3 is entering crucially. These final steps of the proof are all presented in Section 3.2.

### 3.1 Ostrowski theorem and calculation of Fréchet derivatives

As sketched above, all local convergence results in this paper are established through the Ostrowski theorem in Banach spaces (cf. [26] for the original theorem by Ostrowski and [14] for a simple proof in the general setting). Adapted to our purposes, the result reads as follows.

**Proposition 3.1** (Ostrowski theorem). Let \( \phi : H^1_0(\Omega) \to H^1_0(\Omega) \) be a mapping that is Fréchet-differentiable at \( u \in H^1_0(\Omega) \) such that the Fréchet-derivative \( \phi'(u) : H^1_0(\Omega) \to H^1_0(\Omega) \) is a bounded linear operator with spectral radius \( \rho := \rho(\phi'(u)) < 1 \). Then there is an open \( H^1 \)-neighborhood \( S \) of \( u \), such that for all starting values \( u^0 \in S \) we have that the fixed point iterations

\[
u^{n+1} := \phi(u^n)\]

converge strongly in \( H^1_0(\Omega) \) to \( u \), i.e., \( \|u^n - u\|_{H^1(\Omega)} \to 0 \) for \( n \to \infty \). Furthermore, for every \( \varepsilon > 0 \) there exists a neighborhood \( S_\varepsilon \) of \( u \) and a constant \( C_\varepsilon > 0 \) such that

\[
\|u^n - u\|_{H^1(\Omega)} \leq C_\varepsilon |\rho + \varepsilon|^n\|u^0 - u\|_{H^1(\Omega)} \quad \text{for all } u^0 \in S_\varepsilon \text{ and } n \geq 1.
\]

Hence, \( \rho \) defines the asymptotic linear convergence rate of the fixed point iteration.

As we want to apply Proposition 3.1 to prove the local convergence in Theorem 3.2, we need to compute the Fréchet derivative of \( \phi(v) := \mathcal{G}_v v \), evaluate it for the ground state \( u \) and then estimate the spectral radius. In the first step, we shall therefore compute the Fréchet derivatives of \( \mathcal{G}_v v \) and \( \phi(v) \).

**Lemma 3.4.** Let \( \psi : H^1_0(\Omega) \to H^1_0(\Omega) \) be the nonlinear map given by \( \psi(v) := \mathcal{G}_v v \), then \( \psi \) is Fréchet differentiable for all \( v \in H^1_0(\Omega) \) with derivative \( \psi'(v) : H^1_0(\Omega) \to H^1_0(\Omega) \) given by

\[
\psi'(v)h = \mathcal{G}_v ((1 - 2\beta v \mathcal{G}_v v)h)
\]

in the direction \( h \in H^1_0(\Omega) \). Furthermore, the map \( \phi : H^1_0(\Omega) \to H^1_0(\Omega) \) with

\[
\phi(v) := \frac{\psi(v)}{\|\psi(v)\|}
\]

is also Fréchet differentiable for all \( v \in H^1_0(\Omega) \setminus \{0\} \), where the corresponding derivative, \( \phi'(v) : H^1_0(\Omega) \to H^1_0(\Omega) \), is given by

\[
\phi'(v)h = \frac{1}{\|\mathcal{G}_v v\|} \mathcal{G}_v ((1 - 2\beta v \mathcal{G}_v v)h) - \frac{1}{\|\mathcal{G}_v v\|^3} (\mathcal{G}_v ((1 - 2\beta v \mathcal{G}_v v)h), \mathcal{G}_v v)_{L^2(\Omega)} \mathcal{G}_v v
\]

for \( h \in H^1_0(\Omega) \).
Proof. From the definition of $G_v = \psi(v)$ we have

$$\mathcal{A}_v \psi(v) = (v, \cdot)_{L^2(\Omega)} = \mathcal{I} v,$$

which maps $v \in H^1_0(\Omega)$ to an element of $H^{-1}(\Omega)$. For a location $v \in H^1_0(\Omega)$ and a direction $h \in H^1_0(\Omega)$ we therefore obtain for the Fréchet derivative

$$\mathcal{I} h = [\frac{d}{dv} [\mathcal{A}_v \psi(v)](v)] h = [\frac{d}{dv} [a_v(\psi(v), \cdot)](h)] = 2\beta \mathcal{I} (v \psi(v) h) + a_v(\psi(v) h, \cdot).$$

Rearranging the terms, we have that $\psi'(v) h \in H^1_0(\Omega)$ fulfills

$$a_v(\psi'(v) h, \cdot) = \mathcal{I} (h - 2\beta v \psi(v) h)$$

and therefore

$$\psi'(v) h = G_v (h - 2\beta v \psi(v) h). \quad (13)$$

Note that with the Hölder inequality and the embedding of $H^1_0(\Omega)$ into $L^6(\Omega)$ we have

$$\|h - 2\beta v \psi(v) h\| \leq \|h\| + 2\beta \|v\|_{L^6(\Omega)} \|\psi(v)\|_{L^6(\Omega)} \|h\|_{L^6(\Omega)}$$

$$\leq C \left(1 + \beta \|v\|_{H^1(\Omega)} \|\psi(v)\|_{H^1(\Omega)}\right) \|h\|_{H^1(\Omega)}$$

$$\leq C \left(1 + \beta \|v\|_{H^1(\Omega)}^2\right) \|h\|_{H^1(\Omega)},$$

where $C$ only depends on $\Omega$ and $d$. Hence, $(h - 2\beta v \psi(v) h) \in L^2(\Omega)$ and $G_v (h - 2\beta v \psi(v) h) \in H^1_0(\Omega)$ is well-defined with

$$\|G_v (h - 2\beta v \psi(v) h)\|_{H^1(\Omega)} \leq C \|h - 2\beta v \psi(v) h\| \leq C \left(1 + \beta \|v\|_{H^1(\Omega)}^2\right) \|h\|_{H^1(\Omega)}.$$
3.2 Proof of Theorem 3.2

In the light of Conclusion 3.5, it is apparent that we need to get control over the term \((1 - 2\frac{\lambda}{\beta} |u|^2)\) in order to be able to estimate the spectral radius of \(\phi'(u)\). The following lemma is crucial for that and it will be later also the key to understand the effect of spectral shifts on the method.

**Lemma 3.6.** Assume (A1)-(A3) and let \(u\) denote as usual the unique positive ground state given by (6) and let \(\lambda > 0\) denote the corresponding eigenvalue. Then it holds

\[
\| 1 - 2\frac{\lambda}{\beta} |u|^2 \|_{L^\infty(\Omega)} = 1.
\]

**Proof.** Let us first assume that \(V \in C^\infty(\overline{\Omega})\) with \(V \geq 0\). In this case, we have by standard regularity arguments that \(u \in C^2(\Omega)\) and consequently pointwise for all \(x \in \Omega\)

\[
\lambda u(x) = -\frac{1}{2}\Delta u(x) + V(x)u(x) + \beta |u(x)|^2 u(x).
\]

Recalling that \(u > 0\) in \(\Omega\) and \(u = 0\) on \(\partial \Omega\) we know that \(u\) has an interior maximum. Hence, evaluating the equation in the point \(x^* \in \Omega\) where \(u(x^*) = \|u\|_{L^\infty(\Omega)}\), we have \(u(x^*) > 0\) and

\[
\lambda = \frac{1}{2}\frac{-\Delta u(x^*)}{u(x^*)} + V(x^*) + \beta |u(x^*)|^2 \geq \beta \|u\|_{L^\infty(\Omega)}^2 \quad \Rightarrow \quad 0 \leq \frac{\beta}{\lambda} \|u\|_{L^\infty(\Omega)}^2 \leq 1.
\]

Together with \(u = 0\) on \(\partial \Omega\), we have proved equation (15) for smooth potentials. In the next step we extend the result by a density argument.

From now on, we consider a potential \(V \in L^\infty(\Omega)\) which is non-negative almost everywhere and we let \((V_k)_{k \in \mathbb{N}} \subset C^\infty(\overline{\Omega})\) be an approximating sequence of non-negative potentials such that \(\|V - V_k\|_{L^2(\Omega)} \to 0\) for \(k \to \infty\). For \(v \in H^1_0(\Omega)\), we define the corresponding energy functional by

\[
E_k(v) := \frac{1}{2} \int_{\Omega} \frac{1}{2} |\nabla v|^2 + V_k |v|^2 + \frac{\beta}{2} |v|^4 \, dx
\]

and the corresponding ground state is

\[
\tilde{u}_k := \arg \min \{ E_k(v) \mid v \in H^1_0(\Omega), \|v\|_{L^2(\Omega)} = 1 \}.
\]

Since \(E_k(v) \to E(v)\) for all \(v \in H^1_0(\Omega)\), we can select an \(L^2\)-normalized sequence \((v_k)_{k \in \mathbb{N}} \subset H^1_0(\Omega)\) that converges strongly in \(H^1(\Omega)\) to \(u\). This implies

\[
\limsup_{k \to \infty} E_k(\tilde{u}_k) \leq \lim_{k \to \infty} E_k(v_k) = E(u).
\]

On the contrary, since \(E\) is weakly lower semi-continuous and \(\tilde{u}_k\) a bounded sequence in \(H^1(\Omega)\), we also have

\[
\liminf_{k \to \infty} E_k(\tilde{u}_k) \geq E(u).
\]

Combining (16) and (17) we see that \(\lim_{k \to \infty} E_k(\tilde{u}_k)\) exists with

\[
\lim_{k \to \infty} E_k(\tilde{u}_k) = E(u).
\]

Since \(\tilde{u}_k\) is uniformly bounded in \(H^1(\Omega)\), we conclude the existence of a subsequence that converges strongly in \(L^2(\Omega)\) and weakly in \(H^1(\Omega)\) to some limit \(\tilde{u}\). However, thanks to (18) we know that the convergence in \(H^1(\Omega)\) must be in fact strong and it holds \(E(\tilde{u}) = E(u)\).
By uniqueness of a positive minimizer of $E$ (cf. Proposition 2.1), we conclude that $u = \tilde{u}$ and the full sequence $\tilde{u}_k$ must converge to this limit. As a direct conclusion, we also have with the embedding $H^1(\Omega) \hookrightarrow L^6(\Omega)$ (for $d \leq 3$) that

$$\tilde{\lambda}_k = 2E_k(\tilde{u}_k) + \frac{\beta}{2} \int_\Omega |\tilde{u}_k|^4 \, dx \xrightarrow{k \to \infty} 2E(u) + \frac{\beta}{2} \int_\Omega |u|^4 \, dx = \lambda.$$  

With this, we can use the strong convergence in the Euler-Lagrange equations

$$-\frac{1}{2} \Delta \tilde{u}_k + V_k \tilde{u}_k + \beta |\tilde{u}_k|^2 \tilde{u}_k = \tilde{\lambda}_k \tilde{u}_k \quad \text{and} \quad -\frac{1}{2} \Delta u + V u + \beta |u|^2 u = \lambda u,$$

to see that $\|\Delta(\tilde{u}_k - u)\|_{L^2(\Omega)} \to 0$. Since $u \in H^2(\Omega)$, we finally have with the Sobolev embedding $H^2(\Omega) \hookrightarrow L^\infty(\Omega)$ (for $d \leq 3$) that

$$\|\tilde{u}_k - u\|_{L^\infty(\Omega)} \leq C\|\tilde{u}_k - u\|_{H^2(\Omega)} \leq C\|\Delta(\tilde{u}_k - u)\|_{L^2(\Omega)} \to 0 \quad \text{for } k \to 0.$$

Since we already know from the first part of the proof that

$$\|1 - 2 \frac{\beta}{\lambda} |\tilde{u}_k|^2\|_{L^\infty(\Omega)} = 1,$$

we can now pass to the limit to obtain the desired result for $u$ itself.

Next, we make some initial considerations about the spectrum of $\phi'(u)$. 

**Lemma 3.7.** Assume [A1]-[A3] and let $u$ be the ground state. Recalling that $\phi'(u) : H^1_0(\Omega) \to H^1_0(\Omega)$, we consider the linear eigenvalue problem seeking $v_i \in H^1_0(\Omega)$ and $\mu_i \in \mathbb{R}$ such that

$$\phi'(u)v_i = \mu_i v_i.$$

Then, for all eigenvalues $\mu_i \neq 0$ with eigenfunctions $v_i \in H^1_0(\Omega)$ it holds

$$(v_i, u)_{L^2(\Omega)} = 0.$$

**Remark 3.8.** Note that all eigenvalues of $\phi'(u)$ are indeed real. Also note that if $\mu_i = 0$ is an eigenvalue of $\phi'(u)$, then it is simple and the corresponding eigenfunction is given by $v_i = (1 - 2 \frac{\beta}{\lambda} |u|^2)^{-1} u$ (provided that this is an element of $H^1_0(\Omega)$). The latter statement will be a by-product of the proof.

**Proof of Lemma 3.7.** Let $\mu_i$ be an arbitrary eigenvalue with eigenfunction $v_i$, then $\phi'(u)v_i = \mu_i v_i$ can be expressed using Conclusion 3.5 as

$$G_u((1 - 2 \frac{\beta}{\lambda} |u|^2)v_i) - (G_u((1 - 2 \frac{\beta}{\lambda} |u|^2)v_i), u)_{L^2(\Omega)} u = \frac{\mu_i}{\lambda} v_i.$$

For brevity, we introduce the notation $\theta_u := 1 - 2 \frac{\beta}{\lambda} |u|^2$. Applying the bilinear form $a_u(\cdot, \cdot)$ on both sides of the equation for any $w \in H^1_0(\Omega)$ yields

$$a_u(G_u(\theta_u v_i), w) - (G_u(\theta_u v_i), u)_{L^2(\Omega)} a_u(u, w) = \frac{\mu_i}{\lambda} a_u(v_i, w). \quad (19)$$

Using the definition of $G_u$ we have

$$a_u(G_u(\theta_u v_i), w) = (\theta_u v_i, w)_{L^2(\Omega)} \quad (20)$$

and with the symmetry of $a_u(\cdot, \cdot)$ also

$$(G_u(\theta_u v_i), u)_{L^2(\Omega)} = a_u(G_u u, G_u(\theta_u v_i)) = \lambda^{-1}(\theta_u v_i, u)_{L^2(\Omega)}. \quad (21)$$
Consequently we obtain
\[ P(\lambda) = \frac{\mu}{\lambda} a_u(v_i, w) = (\theta_u v_i, w)_{L^2(\Omega)} - \lambda^{-1} (\theta_u v_i, u)_{L^2(\Omega)} a_u(u, w) \
= (\theta_u v_i, w)_{L^2(\Omega)} - (\theta_u v_i, w)_{L^2(\Omega)} (u, w)_{L^2(\Omega)} \
= (v_i, \theta_u (w - (u, w)_{L^2(\Omega)} u))_{L^2(\Omega)}. \]

On the right hand side, we have the $L^2$-projection of $w \in H^1_0(\Omega)$ onto the $L^2$-orthogonal complement of $u$. Hence, selecting $w = u$, we obtain
\[ 0 = \frac{\mu}{\lambda} a_u(v_i, u) = \mu_i (v_i, u)_{L^2(\Omega)}. \]

We conclude that $(v_i, u)_{L^2(\Omega)} = 0$ whenever $\mu_i \neq 0$, which proves the statement of the lemma.

Using the previous findings, we can quickly prove the statements of Remark 3.8. For that, assume that $\mu_i = 0$ and let $P^\perp(w) := w - (u, w)_{L^2(\Omega)} u$, then we have
\[ 0 = (v_i, \theta_u P^\perp(w))_{L^2(\Omega)} = (P^\perp(v_i, \theta_u), w)_{L^2(\Omega)} \quad \text{for all } w \in H^1_0(\Omega). \]

Consequently we obtain $P^\perp(v_i, \theta_u) = 0$ and hence
\[ \frac{v_i \theta_u}{\|v_i \theta_u\|} = \frac{(v_i, \theta_u, u)}{\|v_i \theta_u\|} u = u. \]

This shows that if $\mu_i = 0$ is an eigenvalue (which is e.g. the case for $\beta = 0$), then the only option for a corresponding eigenfunction is, up to normalization, $v_i = \theta_u^{-1} u$. This also implies that the spectrum of $\phi'(u)$ is real, because we have
\[ \mu_i = \frac{a_u(\phi'(u)v_i, v_i)}{a_u(v_i, v_i)} = \frac{((\lambda - 2\beta|u|^2)v_i, v_i)_{L^2(\Omega)}}{a_u(v_i, v_i)}, \]
which is real for all eigenfunctions $v_i \in H^1_0(\Omega)$ with $(u, v_i)_{L^2(\Omega)} = 0$. \hfill \Box

We are now ready to prove the first main result.

Proof of Theorem 3.2. We assume $\beta > 0$ since Theorem 3.2 is a classical result for $\beta = 0$. Let $V_u^\perp := \{ v \in H^1_0(\Omega) \mid (v, u)_{L^2(\Omega)} = 0 \}$. As the potential eigenvalue $\mu_i = 0$ is irrelevant for the spectral radius, Lemma 3.7 shows that it is sufficient to consider $\phi'(u)v_i = \mu_i v_i$ on $V^\perp_u$.

Together with Conclusion 3.5 this shows that
\[ \sup_i |\mu_i| = \sup_i \frac{|G_u((1 - 2\beta|u|^2)v_i, v_i)_{L^2(\Omega)}|}{\|v_i\|^2} = \sup_i \frac{|(1 - 2\beta|u|^2)v_i, G_u v_i)_{L^2(\Omega)}|}{\|v_i\|^2}. \]

Recall now that Lemma 3.6 guarantees $\|1 - 2\beta|u|^2\|_{L^\infty(\Omega)} = 1$ and that Proposition 2.1 and assumptions (A2) and (A4) ensure that the set of points $x \in \Omega$, where $|1 - 2\beta|u(x)|^2| = 1$ is a null set in $\mathbb{R}^d$ (for $\beta > 0$). In fact, $1 - 2\beta|u(x)|^2 = 1$ is only possible for $x \in \partial \Omega$ and $1 - 2\beta|u(x)|^2 = -1$ only on sets of $\mathbb{R}^d$ with measure zero. To see the latter, assume that there exists an open ball $B_e(x_0) \subset \Omega$ such that $\beta|u(x)|^2 = \lambda$ for all $x \in B_e(x_0)$. Then $u(x) = \sqrt{\frac{\lambda}{\beta}} > 0$ is constant on $B_e(x_0)$. From the eigenvalue problem we obtain with $\Delta u(x) = 0$ that $V(x)\sqrt{\frac{\lambda}{\beta}} = 0$ for all $x \in B_e(x_0)$. For this to be fulfilled, we would require $V = 0$ a.e. in $B_e(x_0)$, which is however a contradiction to (A4). Considering now
an eigenfunction \( v_i \) such that \( |\mu_i| \) becomes maximal, we conclude the existence of a constant \( 0 < \delta = \delta(v_i, u) < 1 \) with
\[
|((1 - 2\delta^2 |u|^2)v_i, G_u v_i)_{L^2(\Omega)}| \leq (1 - \delta)(|v_i|, |G_u v_i|)_{L^2(\Omega)}.
\]
With the Hölder inequality we obtain
\[
\sup_i \frac{|\mu_i|}{|\lambda|} \leq (1 - \delta) \sup_i \frac{||G_u v_i||}{||v_i||} \leq (1 - \delta) \sup_{v \in V_u^\perp} \frac{||G_u v||}{||v||}.
\]
Since \( G_u \) is a linear, compact, self-adjoint and positive operator on \( L^2(\Omega) \), the Courant–Fischer min-max principle guarantees that
\[
\sup_{v \in V_u^\perp} \frac{||G_u v||}{||v||} = \sup_{v \in V_u^\perp} \frac{(G_u v, v)}{||v||^2} = \lambda_2^{-1},
\]
where \( \lambda_2^{-1} \) is the second largest eigenvalue of \( G_u \), or respectively, \( \lambda_2 \) is the second smallest eigenvalue of \( a_u(u_i, v) = \lambda_i (u_i, v)_{L^2(\Omega)} \) (cf. (7)). Here we also used that \( \lambda_1 = \lambda \) is the smallest eigenvalue with corresponding eigenfunction \( u_1 = u \) (see Proposition 2.3). We conclude that the spectral radius \( \rho \) of \( \phi'(u) \) can be bounded by
\[
\rho = \sup_i |\mu_i| \leq (1 - \delta) \frac{\lambda_1}{\lambda_2} < 1.
\]
The Ostrowski theorem, i.e., Proposition 3.1 finishes the proof if we select \( \varepsilon < \delta \frac{\lambda_1}{\lambda_2} \).

4 Convergence rates for GFDN iterations

A popular alternative formulation of the inverse iteration is the so-called discrete normalized gradient flow (GFDN) which was first systematically studied for the Gross-Pitaevskii equation by Bao and Du [7] and has received a lot of attention since then. The derivation presented in [7] is based on a (continuous) \( L^2 \)-gradient flow with discrete normalization, which seeks \( z(\cdot, t) \in H_0^1(\Omega) \) such that
\[
\partial_t z(x, t) = -E'(z(x, t)) \quad \text{for } x \in \Omega \text{ and } t \in (t_n, t_{n+1}),
\]
where \((t_n, t_{n+1}) \subset \mathbb{R}_{>0}\) are given open time intervals and where \( z(x, t) \) is \( L^2 \)-normalized at all discrete times \( t_n \) via
\[
z(x, t_{n+1}) := \lim_{0 < \delta \to 0} \frac{z(x, t_{n+1} - \delta)}{\|z(x, t_{n+1} - \delta)\|}.
\]
Hence, the “initial values” for each step \((22)\) are given by \( z(x, t_n) \). Provided that \( z(x, 0) \in H_0^1(\Omega) \) is chosen appropriately (e.g. as a strictly positive function), it can be expected that \( z(\cdot, t) \to u \) for \( t \to \infty \), where \( u \) is again the positive ground state.

Choosing a uniform time step size \( \tau > 0 \) with \( t_{n+1} = t_n + \tau \), calculating \( E'(v) \) according to \((38)\) and discretizing \((22)\) with a semi-explicit backward Euler method, we obtain the GFDN iterations with
\[
\frac{1}{\tau} (u^{n+1} - u^n, v)_{L^2(\Omega)} = -a_u(u^{n+1}, v) \quad \text{for all } v \in H_0^1(\Omega).
\]
Using the previous notation \( A_u v := a_u(v, \cdot) \) and \( I v := (v, \cdot)_{L^2(\Omega)} \), we can present the GFDN iterations compactly in the following definition.
Definition 4.1 (GFDN iteration for the GPE). Given an initial value $u^0 \in H^1_0(\Omega)$ with \( \|u^0\| = 1 \), the GFDN iterations are recursively given by
\[
u^{n+1} := \frac{(I + \tau A_{u^n})^{-1} I u^n}{\| (I + \tau A_{u^n})^{-1} I u^n \|} \quad \text{for } n \in \mathbb{N}.
\] (23)

Since this is just a scaled version of the basic inverse iteration (8) together with a positive shift, our previous considerations are applicable and lead to the following local convergence result.

Theorem 4.2 (Local convergence of the GFDN iterations). Assume (A1)-(A4), let $u \in H^1_0(\Omega)$ denote the ground state to the GPE (6) and let $u^n \in H^1_0(\Omega)$ denote the GFDN iterations given by (23) for an arbitrary step size $\tau > 0$. Then there is a neighborhood $S \subset H^1_0(\Omega)$ of $u$ and a constant $C > 0$ such that
\[
\| u^n - u \|_{H^1(\Omega)} \leq C \left| 1 + \tau \lambda_1 \right|^{1 + \tau \lambda_2} \| u^0 - u \|_{H^1(\Omega)}^n
\]
for all starting values $u^0 \in S$ and $n \geq 1$. Again, $\lambda_1$ and $\lambda_2$ are the first and the second eigenvalue of problem (7).

Before proving the theorem, let us quickly discuss the result. Obviously, the linear convergence rates degenerate to 1 for $\tau \to 0$. Hence, selecting $\tau$ small is not a good idea. On the other hand, we have
\[
\lim_{\tau \to \infty} \frac{1 + \tau \lambda_1}{1 + \tau \lambda_2} = \frac{\lambda_1}{\lambda_2},
\]
i.e., we recover the convergence rates for the basic inverse iterations when $\tau$ is chosen sufficiently large. In particular, the rates improve with increasing $\tau$, which is consistent with the empirical observation [22] that the GFDN works best when $\tau$ is selected as large as possible (but small enough to prevent an observable influence from rounding errors). Asymptotically, the GFDN cannot be expected to perform better than the basic inverse iteration. However, in preasymptotic regimes away from $u$ we cannot make any general predictions and the GFDN can perform better for suitable values of $\tau$, depending on the considered setting.

We shall now prove Theorem 4.2 by briefly sketching the changes compared to the previous setting.

Proof of Theorem 4.2. We proceed as in the proof of Theorem 3.2 with the difference that we define $G_{u,\tau} w := (I + \tau A_u)^{-1} I w$ and $\phi : H^1_0(\Omega) \to H^1_0(\Omega)$ by
\[
\phi(v) := \frac{G_{u,\tau} v}{\| G_{u,\tau} v \|}.
\]
Again, we need to estimate the spectral radius of $\phi' (u)$. Since the ground state $u \in H^1_0(\Omega)$ of (6) is also the ground state eigenfunction to the scaled and shifted eigenvalue problem given by
\[
a_{u,\tau} (u, v) := \tau a_u (u, v) + (u, v)_{L^2(\Omega)} = (1 + \tau \lambda) (u, v)_{L^2(\Omega)},
\]
we can repeat the arguments for the modified bilinear form $a_{u,\tau} (\cdot, \cdot)$ and with the corresponding ground state eigenvalue $1 + \tau \lambda$. We find that the eigenvalues $\mu_i \in \mathbb{R}$ and eigenfunctions $v_i \in H^1_0(\Omega)$ to $\phi' (u) v_i = \mu_i v_i$ can be expressed as
\[
G_{u,\tau} ((1 - 2 \frac{\tau^2}{1 + \tau \lambda} |u|^2) v_i) - \left( G_{u,\tau} ((1 - 2 \frac{\tau^2}{1 + \tau \lambda} |u|^2) v_i) , u \right)_{L^2(\Omega)} u = \frac{\mu_i}{1 + \tau \lambda} v_i.
\]
As before, we find that $\mu_i(v_i, u)_{L^2(\Omega)} = 0$ and consequently

$$(v_i, u)_{L^2(\Omega)} = 0$$

for all $\mu_i \neq 0$.

Recalling $V_u^\perp = \{ v \in H^1_0(\Omega) \mid (v, u)_{L^2(\Omega)} = 0 \}$, we obtain

$$\sup_i \left| \frac{\mu_i}{1 + \tau \lambda} \right| = \sup_i \left| \frac{(1 - 2 \frac{\beta \tau}{1 + \tau \lambda} |u|^2)v_i, \mathcal{G}_{u, \tau} v_i}_{L^2(\Omega)} \right|$$

$$\leq \|1 - 2 \frac{\beta \tau}{1 + \tau \lambda} |u|^2\|_{L^\infty(\Omega)} \sup_{v \in V_u^\perp} \frac{\|v\|_{L^2(\Omega)}}{\|v\|^2}$$

$$\leq \|1 - 2 \frac{\beta \tau}{1 + \tau \lambda} |u|^2\|_{L^\infty(\Omega)} |1 + \tau \lambda|^{-1}.$$ 

It remains to show that $\|1 - 2 \frac{\beta \tau}{1 + \tau \lambda} |u|^2\|_{L^\infty(\Omega)} = 1$ to apply the Ostrowski theorem. For that we note that (for fixed $x \in \Omega$)

$$g(\tau) := \frac{2 \beta \tau}{1 + \tau \lambda} |u(x)|^2$$

is a monotonically increasing function with

$$\lim_{\tau \to 0} g(\tau) = 0 \quad \text{and} \quad \lim_{\tau \to \infty} g(\tau) = \frac{2 \beta}{\lambda} |u(x)|^2 \leq 2.$$ 

Consequently $|1 - 2 \frac{\beta \tau}{1 + \tau \lambda} |u(x)|^2| \leq 1$, where equality is obtained for $x \in \partial \Omega$. We conclude that $|\mu_i| \leq \frac{1 + \tau \lambda}{1 + \tau \lambda}$ and therefore Proposition 3.1 finishes the proof. The $\varepsilon$-dependency that formally enters through the application of the Ostrowski theorem can be removed as in the proof of Theorem 3.2.

5 Convergence rates for iterations with shift

The convergence of the inverse iterations can be significantly amplified in linear settings, by introducing a spectral shift $\sigma$ that leads to rates of the form $|\lambda_j - \sigma|$ for some $j \neq 1$, i.e., the closer $\sigma$ is to $\lambda_1$, the faster the convergence of the iterations. However, it was empirically observed that the generalized inverse iteration does not react favourably to spectral shifts when applied to the Gross–Pitaevskii eigenvector problem (cf. [23, 1]). Our analysis now reveals why this is the case. For that we start with formulating the generalized inverse iteration with shift.

**Definition 5.1** (Shifted inverse iteration for the GPE). Let $\sigma \in \mathbb{R} \setminus \{\lambda\}$ be a shift parameter such that $A_u - \sigma I$ has a bounded inverse and such that all of the iterates below are well-defined. Given an initial value $u^0 \in H^1_0(\Omega)$ with $\|u^0\| = 1$, the inverse iterations with shift are recursively given by

$$u^{n+1} := \frac{(A_u^n - \sigma I)^{-1} I u^n}{\|(A_u^n - \sigma I)^{-1} I u^n\|} \quad \text{for } n \in \mathbb{N}. \quad (24)$$

Let us consider the corresponding fixed-point function $\phi : H^1_0(\Omega) \to H^1_0(\Omega)$ given by

$$\phi(v) := \frac{(A_u - \sigma I)^{-1} I v}{\|(A_u - \sigma I)^{-1} I v\|}.$$
As the convergence rate is given by the spectral radius $\rho$ of $\phi'(u)$, we investigate the eigenvalue problem seeking $\mu_i \in \mathbb{R}$ and $v_i \in H^1_0(\Omega)$ with

$$\phi'(u)v_i = \mu_i v_i.$$  

Proceeding as before, we find that we can characterize the spectral radius by

$$\rho = \sup_i |\mu_i| = |\lambda - \sigma| \sup_i \left| \frac{((1 - 2\frac{\beta}{\lambda - \sigma})|u|^2)v_i, (A_u - \sigma I)^{-1}Iv_i)_{L^2(\Omega)}}{\|v_i\|^2} \right|.$$  

The apparent issue with this characterization is that when $\sigma$ is chosen such that $|\lambda - \sigma|$ is close to zero (as usually desired for a suitable shift and accelerated convergence), then the weighting function $(1 - 2\frac{\beta}{\lambda - \sigma}|u|^2)$ in the eigenvalue problem is exploding. To make the issue more clear: if we would use the same arguments as for the basic inverse iteration and the GFDN, then we would end up with the estimate

$$\rho \leq \frac{|\lambda - \sigma|}{|\lambda_j - \sigma|} \|1 - 2\frac{\beta}{\lambda - \sigma}|u|^2\|_{L^\infty(\Omega)},$$  

where $\lambda_j \neq \lambda = \lambda_1$ is the eigenvalue of problem (7) that is closest to $\sigma$ (aside from $\lambda_1$ itself). As $\|1 - 2\frac{\beta}{\lambda - \sigma}|u|^2\|_{L^\infty(\Omega)} \lesssim |\lambda - \sigma|^{-1}$ for $|\lambda - \sigma| \to 0$, we see that $\rho$ is expected to behave as $|\lambda_j - \sigma|^{-1}$, which can easily become larger than 1 and all convergence is lost. Hence, the size of the function $1 - 2\frac{\beta}{\lambda - \sigma}|u|^2$ is an essential ingredient to ensure the convergence of the generalized inverse iterations. By shifting too strong in the direction of $\lambda$ we lose control over the weighting function and face a potential blow-up. This gives an analytical justification for the previously numerically observed phenomenon that the shifted inverse iterations do not work well (or at all) for the GPE [1]. A strategy for how this can be fixed with an alternative approach (J-method) was proposed in [23].

### 6 Convergence rates for iterations with damping

In this section we investigate a damped version of the inverse iteration that can be used to ensure global convergence to the ground state. An ad-hoc formulation of such a damped iteration would seek a damping parameter $\tau_n \in (0, 1]$ such that the iterations

$$u^{n+1} := \frac{(1 - \tau_n)u^n + \tau_n G\omega(u^n)}{(1 - \tau_n)u^n + \tau_n G\omega(u^n)}$$

are converging for any starting value. It can be expected that the above iterations are again locally converging to $u$ for any fixed $\tau_n = \tau \in (0, 1]$ with (at least) the rate $|1 - \tau| + \tau \frac{\Lambda}{\lambda_2}$. However, the above ad-hoc method is unfortunately not sufficient to prove indeed global convergence and a slight modification is necessary. In this section we will present a suitable damping strategy that was first suggested in [22] and which can be interpreted as a gradient method in the context of Riemannian optimization where the inner product changes in each iteration. We shall recall the global convergence result proved in [22] and then present our final main result, which establishes explicit asymptotic rates for the convergence.

#### 6.1 Discrete projected Sobolev gradient flow and its convergence

The original derivation presented in [22] is based on a particular Sobolev-gradient flow on the $L^2$-sphere in $H^1_0(\Omega)$, i.e., on the manifold $S := \{v \in H^1_0(\Omega) \mid \|v\| = 1\}$. Recalling that
\( \mathcal{G}_e v = \mathcal{A}_e^{-1} \mathcal{I} \), the gradient flow seeks \( z \in C^1([0, \infty); \mathbb{S}) \) with \( z(0) = u_0 \in \mathbb{S} \) such that, for all \( t > 0 \),

\[
z'(t) = -z(t) + \gamma(z(t)) \mathcal{G}_e(z(t)) z(t), \quad \text{where } \gamma(z) := \frac{(z, z)_{L^2(\Omega)}}{a_z(\mathcal{G}_e z, \mathcal{G}_e z)} > 0. \tag{25}
\]

Global well-posedness of \( z \) was established in \cite[Theorem 3.2]{22}. To convince ourselves that this is a reasonable gradient flow, let us exemplarily sketch that the flow does not leave the sphere and that it is energy diminishing with respect to the Gross-Pitaevskii functional \( E \) given by \cite{2}. For the first property, we compute

\[
\frac{1}{2} \frac{d}{dt} \|z(t)\|^2 = (z'(t), z(t))_{L^2(\Omega)} \overset{25}{=} -\langle z(t), z(t) \rangle_{L^2(\Omega)} + \gamma(z(t)) \langle \mathcal{G}_e(z(t)) z(t), z(t) \rangle_{L^2(\Omega)}
\]

\[
-\langle z(t), z(t) \rangle_{L^2(\Omega)} + \gamma(z(t)) \langle \mathcal{G}_e(z(t)) z(t), \mathcal{G}_e(z(t)) z(t) \rangle_{L^2(\Omega)} \overset{25}{=} 0.
\]

Hence, \( \|z(t)\| \) is constant in time. In other words, starting from a point \( u_0 \) on the sphere \( \mathbb{S} \), the gradient flow \( z \) will never leave that sphere. This ensures that any limit point \( u^* \) of \( z(t) \) fulfills the normalization constraint \( \|u^*\| = 1 \).

For verify that the energy is diminished, we apply the bilinear form \( a_z(t) (\cdot, \cdot) \) to equation \( (25) \) and use \( z'(t) \in H^1_0(\Omega) \) as a test function. This yields

\[
0 \leq a_z(t) (z'(t), z'(t)) = -a_z(t) (z(t), z'(t)) + \gamma(z(t)) a_z(t) (\mathcal{G}_e(z(t)) z(t), z'(t))
\]

\[
= -a_z(t) (z(t), z'(t)) + \gamma(z(t)) \langle z(t), z'(t) \rangle_{L^2(\Omega)} = -\frac{d}{dt} E(z(t)).
\]

In the last step we used that \( \langle E'(z), z' \rangle = a_z(z, z') \) and \( (z, z')_{L^2(\Omega)} = 0 \). The calculation shows that \( E(z(t)) \) is monotonically decreasing with \( t \) and we can expect convergence to a minimizer (or, in general, critical point) of \( E \). Even more, it was shown in \cite{22} that if the limit point is the ground state \( u \), then the rate of convergence can be explicitly stated: for all \( 0 < \varepsilon \leq 1 \), there exists a constant \( c_\varepsilon > 0 \) and a finite time \( 0 < t_\varepsilon < \infty \), such that for all \( t \geq t_\varepsilon \)

\[
\|z(t) - u\|_{H^1(\Omega)} \leq c_\varepsilon \exp \left( -\left( 1 - \frac{1}{\lambda_2} - \varepsilon \right) t \right). \tag{26}
\]

Here, \( \lambda_1 \) and \( \lambda_2 \) are again given by \cite{7}. Hence, the above convergence result for \( z(t) \) has the same flavour as the local convergence result in Theorem 3.2 for the inverse iteration for the GPE. We note however that the proof of the rates \( (26) \) is very different to the proof of the convergence rates for the inverse iteration presented in this paper.

The damped version of the inverse iteration is now obtained by discretizing \( (25) \) with a forward Euler method, which is justified due to the bounded spectrum of the compact operator \( \mathcal{G}_e \). Note that an alternative backward Euler discretization of \( (25) \) would be highly unfeasible as this would lead to nonlinear iterations with a computationally complicated structure.

With \( z'(t^n) \approx \frac{z^{n+1} - z^n}{\tau_n} \), we obtain the preliminary iterations

\[
\frac{z^{n+1} - z^n}{\tau_n} = -z^n + \gamma(z^n) \mathcal{G}_e z^n z^n, \quad \text{or equivalently } \quad z^{n+1} = (1 - \tau_n) z^n + \tau_n \gamma(z^n) \mathcal{G}_e z^n z^n.
\]

As the \( L^2 \)-normalization is lost in the discretization, we renormalize after each time step and define \( v^{n+1} := \frac{z^{n+1}}{\|z^{n+1}\|} \). Then in the next time step, \( z^{n+1} \) needs to be replaced by \( u^{n+1} \). In the final formulation of the method, we also use that \( \gamma(v) = \frac{\langle v, v \rangle_{L^2(\Omega)}}{a_z(\mathcal{G}_e v, \mathcal{G}_e v)} = \langle \mathcal{G}_e v, v \rangle_{L^2(\Omega)} \) for all \( v \in \mathbb{S} \). This will later simplify the computation of the corresponding Fréchet derivative.

In summary, we obtain the following numerical method as a damped inverse iteration.
Definition 6.1 (Damped inverse iteration for the GPE). Given an initial value \( u^0 \in H^1_0(\Omega) \) with \( \|u^0\| = 1 \) and given a sequence of damping parameters \((\tau_n)_{n \in \mathbb{N}}\) with \( 0 < \tau_n < 2 \), the iterations are recursively given by

\[
 u^{n+1} := \frac{(1 - \tau_n)u^n + \tau_n \gamma(u^n) G_{u^n}(u^n)}{\| (1 - \tau_n)u^n + \tau_n \gamma(u^n) G_{u^n}(u^n) \|} \quad \text{for } n \in \mathbb{N} \tag{27}
\]

where

\[
 \gamma(v) = (G_v v, v)_{L^2(\Omega)}^{-1} > 0.
\]

Typically, the damping parameter \( \tau_n \in (0, 2) \) is chosen adaptively via line search such that

\[
 \tau_n = \arg \min \left\{ E \left( \frac{(1 - \tau)u^n + \tau \gamma(u^n) G_{u^n}(u^n)}{\| (1 - \tau)u^n + \tau \gamma(u^n) G_{u^n}(u^n) \|} \right) \mid 0 < \tau < 2 \right\}, \tag{28}
\]

where \( E \) is the usual GP energy functional given by \((2)\). Details on how to efficiently realize \((28)\) in an implementation are given in \([22, 2]\).

Note that for the uniform choice \( \tau_n = \tau = 1 \), we recover from \((27)\) the basic inverse iteration as defined in \((8)\).

The following result shows that the inverse iteration with adaptive damping converges globally to the positive ground state, if the initial value is selected non-negative. The proof is found in \([22, \text{Theorem 5.1}]\).

Proposition 6.1 (Global convergence to the ground state). We consider the damped inverse iterations \((27)\) with a sequence of parameters \((\tau_n)_{n \in \mathbb{N}}\) that fulfills

\[
 0 < \tau_{\text{min}} \leq \tau_n \leq \tau_{\text{max}} < 2,
\]

for some fixed lower and upper bounds \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \). Under assumptions \((A1), (A3)\) there exists a suitable value for \( \tau_{\text{max}} \), such that for any starting value \( u^0 \in H^1_0(\Omega) \) with \( \|u^0\| = 1 \) and \( u^0 \geq 0 \) it holds

\[
 \lim_{n \to \infty} \|u^n - u\|_{H^1(\Omega)} = 0,
\]

where \( u \in H^1_0(\Omega) \) is again the unique positive ground state given by \((3)\) and \((6)\).

As global convergence is guaranteed for all parameters \( 0 < \tau \leq \tau_{\text{max}} \), it is interesting to ask what is the asymptotic convergence rate in a neighborhood of the ground state and how does it depend on \( \tau \). A linear convergence rate in a neighborhood of \( u \) was first established by Zhang \([32]\). However, the rate obtained in \([32]\) is not explicit and only proved for sufficiently small values of \( \tau \). In the following theorem we specify the asymptotic convergence rate by showing that it can be bounded by \( |1 - \tau| + \tau \frac{\lambda_1}{\lambda_2} \) and that it in fact holds for all \( \tau \in (0, 2(1 + \frac{\lambda_1}{\lambda_2})^{-1}) \). In particular, linear convergence is established for every \( 0 < \tau \leq 1 \) (and even slightly larger values of \( \tau \)).

Theorem 6.2 (Asymptotic convergence rate of the inverse iterations with damping). Assume \((A1), (A3)\) let \( u \in H^1_0(\Omega) \) denote the ground state to the GPE \((6)\) and let \( u^n \in H^1_0(\Omega) \) denote the inverse iterations with damping given by \((27)\) with a fixed damping parameter \( \tau_n = \tau \), which fulfills

\[
 0 < \tau < \tau_{\text{crit}} := 2 \left(1 + \frac{\lambda_1}{\lambda_2}\right)^{-1}, \quad \text{where we note that } 1 < \tau_{\text{crit}} < 2.
\]
Recall here that $\lambda_1$ and $\lambda_2$ are the first and the second eigenvalue of problem (7). In this setting, there is a environment $S \subset H^1_0(\Omega)$ of $u$ and a constant $C > 0$ such that

$$\|u^n - u\|_{H^1(\Omega)} \leq C \left( |1 - \tau| + \tau \frac{\lambda_1}{\lambda_2} \right)^n \|u^0 - u\|_{H^1(\Omega)}$$

for all starting values $u^0 \in S$ and $n \geq 1$.

The proof is postponed to Section 6.2.

The rate in Theorem 6.2 becomes best for $\tau = 1$, i.e., when the method coincides with the basic inverse iteration. This suggests that the iterations (27) can be split into two phases: A first phase, where $\tau_n \in (0, 2)$ is computed adaptively to ensure global convergence; and a second phase, where the damping can be potentially switched off (i.e. $\tau_n = 1$) as soon as the iterates are close to the ground state. In this second phase, the convergence rate approaches at least the contraction factor $\frac{\lambda_1}{\lambda_2}$, known from the basic inverse iteration. However, a sharper bound for the convergence rate in the asymptotic phase (for fixed $\tau$) is given by $|1 - \tau + \tau \mu_j|$, where $\mu_j$ is the eigenvalue of the $\tau$-independent eigenvalue problem (11) (previously presented in Remark 3.3) such that the expression becomes maximal. From this more accurate formula we see that there might be space for improvements and the best asymptotic rate might now always be attained for $\tau = 1$.

### 6.2 Proof of Theorem 6.2

To keep the presentation short, we define

$$\phi_\tau(v) := \frac{\psi_\tau(v)}{\|\psi_\tau(v)\|}, \quad \text{where} \quad \psi_\tau(v) := (1 - \tau)v + \tau \gamma(v)G_v v.$$ 

With this, the iteration (27) is compactly written as $u^{n+1} = \phi_\tau(u^n)$. Note that for $\tau = 1$, we obtain $\phi_1(v) = \phi(v)$ and $\psi_1(v) = \gamma(v)\psi(v)$, where $\phi$ and $\psi$ are defined as in Lemma 3.4.

To compute the Fréchet derivative of $\phi_\tau$ in $u$, we start with $\gamma$ and $\psi_\tau$ in the following lemma.

**Lemma 6.3.** The mapping $\gamma : H^1_0(\Omega) \rightarrow \mathbb{R}$ is Fréchet-differentiable for all $v \in H^1_0(\Omega)$. For the ground state $u \in H^1_0(\Omega)$ and a direction $h \in H^1_0(\Omega)$ we have

$$\gamma'(u)h = -2 \lambda (u - \frac{\beta}{\lambda} |u|^2 u, h)_{L^2(\Omega)}$$

and

$$\psi_\tau'(v)h = (1 - \tau)h - 2 \tau ((1 - \frac{\beta}{\lambda} |u|^2)u, h)_{L^2(\Omega)} u + \tau \lambda \psi(v)h_{L^2(\Omega)} + \tau \lambda G_v ((1 - \frac{\beta}{\lambda} |u|^2) h).$$

**Proof.** For $v \in H^1_0(\Omega)$, we compute the Fréchet derivative of $\gamma(v)$ in direction $h \in H^1_0(\Omega)$ as

$$\gamma'(v)h = -\gamma(v) \left( (\psi(v)h, v)_{L^2(\Omega)} + (\psi(v), v)_{L^2(\Omega)} \right),$$

where $\psi(v) = G_v v$. Evaluating this expression for the ground state $u$, we have $\psi(u) = \lambda^{-1}u$ and $\gamma(u) = \lambda$. Together with the formula $\psi'(u)h = G_u((1 - \frac{\beta}{\lambda} |u|^2) h)$ from Conclusion 3.5 we obtain

$$\gamma'(u)h = -\lambda^2 \left( (G_u((1 - \frac{\beta}{\lambda} |u|^2)h), u)_{L^2(\Omega)} + \lambda^{-1}(u, h)_{L^2(\Omega)} \right)$$

$$= -\lambda \left( ((1 - \frac{\beta}{\lambda} |u|^2)h, h)_{L^2(\Omega)} + (u, h)_{L^2(\Omega)} \right)$$

$$= -2 \lambda ((1 - \frac{\beta}{\lambda} |u|^2)u, h)_{L^2(\Omega)}.$$
Recalling $\psi_{r}(v) = (1 - \tau)v + \tau\gamma(v)\psi(v)$ and $\psi(v) = G_{v}v$, we further obtain

\[
\psi'_{r}(u)h = (1 - \tau)h + \tau(\gamma'(u)h)G_{u}u + \tau\gamma(u)\psi'(u)h
= (1 - \tau)h - 2\tau((1 - \frac{\beta}{\lambda}|u|^{2})u, h)_{L^{2}(\Omega)}u + \tau\lambda\psi'(u)h
= (1 - \tau)h - 2\tau((1 - \frac{\beta}{\lambda}|u|^{2})u, h)_{L^{2}(\Omega)}u + \tau\lambda G_{u}((1 - 2\frac{\beta}{\lambda}|u|^{2})h).
\]

With this lemma and our previous results from Section 3 we are now ready to prove the final main result.

**Proof of Theorem 6.2.** As before, we need to estimate the largest eigenvalue in magnitude of $\psi'_{r}(u)$ to apply the Ostrowski Theorem. Since $\psi_{r}(u) = (1 - \tau)u + \tau\lambda G_{u}u = u$, we have

\[
\phi'_{r}(u) = \frac{\psi'_{r}(u)}{||\psi_{r}(u)||} - \frac{1}{||\psi_{r}(u)||^{3}}(\psi'_{r}(u), \psi_{r}(u))_{L^{2}(\Omega)}\psi_{r}(u)
= \psi'_{r}(u) - (\psi'_{r}(u), u)_{L^{2}(\Omega)}u.
\]

This implies for any $v \in H^{1}_{0}(\Omega)$ that

\[
(\phi'_{r}(u)v, u)_{L^{2}(\Omega)} = (\psi'_{r}(u)v, u)_{L^{2}(\Omega)} - (\psi'_{r}(u)v, u)_{L^{2}(\Omega)}||u||^{2} = 0.
\]

Consequently, if $v_{i}$ is an eigenfunction with eigenvalue $\mu_{i}$ we have

\[
0 = (\phi'_{r}(u)v_{i}, u)_{L^{2}(\Omega)} = \mu_{i}(v_{i}, u)_{L^{2}(\Omega)}.
\]

As before, we conclude that $v_{i}$ is $L^{2}$-orthogonal to $u$ for all eigenvalues $\mu_{i} \neq 0$. We can therefore restrict ourselves to seeking $\mu_{i} \in \mathbb{R} \setminus \{0\}$ and $v_{i} \in H^{1}_{0}(\Omega)$ with $(v_{i}, u)_{L^{2}(\Omega)} = 0$ such that

\[
(\phi'_{r}(u)v_{i}, w)_{L^{2}(\Omega)} = \mu_{i}(v_{i}, w)_{L^{2}(\Omega)} \quad \text{for all } w \in H^{1}_{0}(\Omega) \text{ with } (w, u)_{L^{2}(\Omega)} = 0. \quad (29)
\]

On the orthogonal complement of $u$, $(\phi'_{r}(u)v_{i}, w)_{L^{2}(\Omega)}$ simplifies to

\[
(\phi'_{r}(u)v_{i}, w)_{L^{2}(\Omega)} = (1 - \tau)(v_{i}, w)_{L^{2}(\Omega)} + \tau\lambda(G_{u}((1 - 2\frac{\beta}{\lambda}|u|^{2})v_{i}), w)_{L^{2}(\Omega)}. \quad (30)
\]

We already know from the proof of Theorem 3.2 that the largest eigenvalue in magnitude of $G_{u}((1 - 2\frac{\beta}{\lambda}|u|^{2})(\cdot))$ on the $L^{2}$-orthogonal complement of $u$ can be bounded by $\lambda_{2}^{-1}$. The first part in (30) is just a spectral shift. For all $\mu_{i}$ we obtain therefore

\[
|\mu_{i}| \leq |1 - \tau| + \tau|\frac{\lambda}{\lambda_{2}}| - \varepsilon.
\]

for some $\varepsilon > 0$ if $\beta > 0$. As $\lambda = \lambda_{1}$, Proposition 3.1 finishes the proof.

In the last step, we crudely estimated $|\mu_{i}|$ by the sum of the absolute values of the spectral shift $1 - \tau$ and the maximum eigenvalue $\frac{\lambda}{\lambda_{2}}$. With this, one might wonder if it is possible to remove the absolute values with a more careful argument to get the improved rate $|1 + \tau(\frac{\lambda}{\lambda_{2}} - 1)|$ for $\tau \geq 1$. However, this particular rate is unfortunately impossible as seen by contradiction. If that rate would be achievable, then the choice $\tau = \frac{\lambda}{\lambda_{2} - \lambda_{1}} > 1$ would allow for arbitrary fast convergence. However, numerical line search experiments for finding optimal values for $\tau$ cannot confirm this (cf. [22]). Furthermore, it was also proved in [22] that if $\tau \geq 2$, then the damped inverse iterations [27] must necessarily diverge. Since $\frac{\lambda}{\lambda_{2} - \lambda_{1}}$ can easily become larger than 2 for problems with suitable spectral gaps, we would have another contradiction. This shows that, in general, the rate $|1 + \tau(\frac{\lambda}{\lambda_{2}} - 1)|$ is not possible for $\tau > 1$. However, note that this does not necessarily mean that $|\mu_{i}|$ becomes optimal for $\tau = 1$ and improvements are potentially possible.
Figure 1: Contraction rates for model problem 1. We compare the actual contraction rate $r(n)$ at iteration $n$ with the upper bound $\frac{\lambda_1}{\lambda_2}$ that depends on the first spectral gap and the sharper bound $|\mu_1|$ that is obtained through the weighted eigenvalue problem (11).

7 Numerical experiments

In the following numerical experiments, we consider the Gross–Pitaevskii eigenvector problem in 1d as this simplifies the numerical study of convergence rates and since our results do not depend on the space dimension. We also restrict the numerical investigations to the basic inverse iterations as formulated in Definition 3.1 in order to focus on the influence of spectral gaps on the asymptotic rates.

In our experiments the space discretization is based on $P_1$ finite elements with $10^3$ degrees of freedom. The ground state is always computed with an accurate reference computation (in the same finite element space) using the stopping criterion that two successive iterations need to produce approximations of the eigenvalue $\lambda^{(n)} := a_{u^n}(u^n, u^n)$ with $|\lambda^{(n+1)} - \lambda^{(n)}| \leq 10^{-13}$. For an iteration $n$, we define the numerical contraction rate for the $H^1$-error by

$$r(n) := \frac{\|u - u^{n+1}\|_{H^1(\Omega)}}{\|u - u^n\|_{H^1(\Omega)}},$$

where $u$ is the unique positive ground state and $u^n$ is the result from the $n$'th iteration of the basic inverse iteration (9). All iterations are initialized with a random initial value that is normalized in $L^2(\Omega)$. The random initial value is selected to increase the required number of iterations and to get a better picture on the contraction rates. A more reasonable starting value from a practical perspective would be the ground state of the linear equation with $\beta = 0$ or a Thomas-Fermi approximation.

In the numerical experiments we compare the observed contraction rate $r(n)$ with the predicted upper bound $\frac{\lambda_1}{\lambda_2}$ according to Theorem 3.2 and with the improved upper bound $|\mu_1|$ from Remark 3.3.

7.1 Inverse iteration applied to GPE with moderate spectral gap

In the first example, we consider the Gross–Pitaevskii equation on the interval $\Omega = (-2, 2)$ with a potential of the form

$$V(x) = \frac{1}{4}x^2 + \sin(2\pi x)^2$$
and the constant $\beta = 5$ for the nonlinear term. We seek the corresponding (positive) ground state $u \in H_0^1(\Omega)$ with $\|u\| = 1$ as given by (3) and we seek the corresponding ground state eigenvalue $\lambda$. Solving for $\lambda$ with the reference computation sketched at the beginning of this section, we obtain $\lambda = \lambda_1 = 2.65187$. Computing the second eigenvalue of the linearized problem (7) around the reference ground state $u$, we obtain $\lambda_2 = 3.35315$. This leads us to the upper bound for the asymptotic contraction rate with $\frac{\lambda_1}{\lambda_2} = 0.79086$.

After that, we solved the weighted eigenvalue problem (11) and obtained the largest eigenvalue in magnitude with $\mu_1 = 0.26197$.

We compare these rates with the results from an inverse iteration (8) that was initialized with a random starting value. The stopping criterion was set to $|\lambda^{(n+1)} - \lambda^{(n)}| \leq 10^{-11}$ to not come too close to the reference solution which would pollute the numerical contraction rates. With this stopping criterion, $n = 16$ iterations were made. The results are depicted in Figure 1. We observe that the rate $\frac{\lambda_1}{\lambda_2} = 0.99909$ yields quite an overshoot for the observed contraction rate, which we computed according to (31). In the final iteration, $r(n)$ approached the value $0.26109$, which is remarkably close to our guaranteed upper bound given by $|\mu_1| = 0.26197$.

The considerable difference between $\frac{\lambda_1}{\lambda_2}$ and $|\mu_1|$ is also quite surprising when recalling that $\frac{\lambda_1}{\lambda_2}$ is the sharp rate that we would obtain when solving the linearized Gross–Pitaevskii equation (i.e. linearized around the exact ground state $u$) with a conventional (linear) inverse iteration, whereas the much faster rate $|\mu_1|$ can only be obtained from the generalized inverse iteration. In other words, a linear solver for a linear problem performs worse than a linearized solver for a nonlinear problem, both approximating the same ground state $u$.

### 7.2 Inverse iteration applied to GPE with small spectral gap

In the second test case, we regard a more tough setup with a small spectral gap after the first eigenvalue. The following problem is taken from [6].

For $\Omega = (-16, 16)$, we consider the Gross–Pitaevskii equation with the harmonic oscillator potential $V(x) = \frac{1}{2}x^2$ and the interaction constant $\beta = 400$, i.e., we seek the ground state $u \in H_0^1(\Omega)$ with $\|u\| = 1$ and the smallest eigenvalue $\lambda > 0$ such that

$$-\frac{1}{2}u''(x) + \frac{1}{2}x^2 u(x) + 400 |u(x)|^2 u(x) = \lambda u(x). \tag{32}$$

We obtain the ground state eigenvalue with $\lambda = 35.57746$, which is consistent with the findings of [6]. For the second eigenvalue of the linearized problem (7) we calculated $\lambda_2 = 35.60994$. This yields the very poor rate $\frac{\lambda_1}{\lambda_2} = 0.99909$

as an upper bound for the asymptotic contraction factor according to Theorem 3.2. To get an improved prediction for the rate in (10), we also solve the weighted eigenvalue problem (11) in the $L^2$-orthogonal complement of $u$. The largest eigenvalue in magnitude is found to be $\mu_1 = -0.94192$.

To solve the GPE (32), we apply again the generalized inverse iteration (8) and use the condition $|\lambda^{(n+1)} - \lambda^{(n)}| \leq 10^{-10}$ as a stopping criterion. Initializing the process again with a random initial value, the stopping criterion was fulfilled after 333 iterations. The results are depicted in Figure 2.
Again, the rate $\frac{1}{1+\epsilon}$ yields an overshoot and is not sharp for large values of $\beta$, whereas $|\mu_1|$ describes the asymptotic convergence well. In the last iteration, we obtain the contraction rate $r(n) = 0.94183$, which is again remarkably close to $|\mu_1| = 0.94192$. Note however that the values for $r(n)$ in the final iterations show an oscillatory behavior, where the values for $r(n)$ are roughly between 0.937 and 0.9418. There could be various reasons for this. The most simple explanation are rounding errors in our computations which could lead to a tiny offset of $r(n)$. This is not surprising when considering that the iterates $u^n$ are getting close to the numerically computed reference solution in the regime where the oscillations are observed.

However, it is also possible that the asymptotic oscillations are indeed not an artifact, but that there is a mathematical reason for it. This is related to the observation that the differential operator $v \mapsto G_u((1 - 2^{\frac{2}{3}} |u|^2)v)$, that describes the weighted eigenvalue problem (11), is not self-adjoint (neither with respect to the $L^2$- nor the $H^1$-inner product), hence the spectral radius is not an induced operator norm. To understand why this is relevant, we need to have a look at the proof of the Ostrowski theorem (cf. [1, 29]). Here it is exploited that for any $\epsilon > 0$ there exists a norm $\| \cdot \|_\epsilon$ (that is equivalent to the $H^1$-norm) such that $\| \phi(u) \|_\epsilon := \sup \langle \phi(u), v \rangle \leq |\mu_1| + \epsilon$. Consequently, in a sufficiently small $S_\epsilon$ neighborhood of $u$ it holds for all iterates $u^n$ that $\|u - u^n\|_\epsilon = \|\phi(u) - \phi(u^{n-1})\|_\epsilon \leq (|\mu_1| + 2\epsilon)\|u - u^{n-1}\|_\epsilon \leq \ldots \leq (|\mu_1| + 2\epsilon)^n\|u - u^0\|_\epsilon$. In other words, the contraction rate $r_\epsilon(n) \approx |\mu_1|$ per iteration is only guaranteed in the (unknown) $\| \cdot \|_\epsilon$-norm, whereas the error in the $H^1$-norm is also influenced by the unknown norm equivalence constants. This does not matter asymptotically, because (by exploiting the norm equivalence for $\|u - u^n\|_\epsilon$ and $\|u - u^0\|_\epsilon$) we still obtain $\|u - u^n\|_{H^1(\Omega)} \leq C_\epsilon(|\mu_1| + 2\epsilon)^n\|u - u^0\|_{H^1(\Omega)}$, where the influence of $C_\epsilon$ is vanishing for $n \to \infty$ and we have an error of order $(|\mu_1| + 2\epsilon)^n$ after $n$ iterations. However, this is different when looking at two successive iterations, for which we only obtain the estimate $\|u - u^n\|_{H^1(\Omega)} \leq C_\epsilon(|\mu_1| + 2\epsilon)\|u - u^{n-1}\|_{H^1(\Omega)}$, which does formally not even guarantee a reduction of the error from one iterate to the next if $C_\epsilon(|\mu_1| + 2\epsilon)$ is too large. Hence, $C_\epsilon$ can potentially have an influence on how the error changes in individual iterations. In summary, the numerically observed rates $r(n)$ can be slightly polluted by norm equivalence constants. However, over several iterations the influence of these constants has
to cancel out, hence leading to a slightly oscillatory behaviour of \( r(n) \) in the asymptotic phase, as observed in our experiment.

In conclusion we can say however that our numerically computed value for \( |\mu_1| \) yields an accurate upper bound for the observed contraction rates, confirming our main results regarding the estimated convergence speeds for the generalized inverse iteration \( [5] \).
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