Interactive Elicitation of Knowledge on Feature Relevance Improves Predictions in Small Data Sets
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ABSTRACT
Providing accurate predictions is challenging for machine learning algorithms when the number of features is larger than the number of samples in the data. Prior knowledge can improve machine learning models by indicating relevant variables and parameter values. Yet, this prior knowledge is often tacit and only available from domain experts. We present a novel approach that uses interactive visualization to elicit the tacit prior knowledge and uses it to improve the accuracy of prediction models. The main component of our approach is a user model that models the domain expert’s knowledge of the relevance of different features for a prediction task. In particular, based on the expert’s earlier input, the user model guides the selection of the features on which to elicit user’s knowledge next. The results of a controlled user study show that the user model significantly improves prior knowledge elicitation and prediction accuracy, when predicting the relative citation counts of scientific documents in a specific domain.
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INTRODUCTION
We address the machine learning problem of predicting values of a target variable given a training data set in which the target variable values are known. The training data set needs to be representative of the underlying population, and its size must be large enough for the machine learning model to accurately learn to predict the target variable. Yet, in applications like personalized medicine [9, 26, 34], brain imaging [36, 38] and textual document categorization [14, 21, 22, 27, 37], the number of features by far exceeds the number of samples, leading to the “small n large p” problem [12] where classical models inaccurately predict the target. Fitting regression models for this problem requires regularizing the model’s regression coefficients [16, 35, 39]. Typically, the level of regularization is tuned by estimating a hyperparameter from the data, but this neglects prior information that could be available on the problem, the prior information referring to any knowledge of the problem the user may have before inspecting the data. Yet, knowledge of the features’ effects on the target could significantly improve predictions [31].

The use of prior knowledge in prediction is often not straightforward. For example, the prior information may not be available in any format that can easily be plugged into the prediction model. Nevertheless, a domain expert may possess tacit knowledge, not written down anywhere, of the relationships between the features and the target variable. Take, for example, the task of predicting the number of citations a scientific document receives in a certain domain. An expert can easily indicate that the presence of a term ‘neural’ in the document implies a higher relative citation count in the machine learning domain. However, eliciting such tacit knowledge is difficult when the number of putative features is large, and checking each individual feature is excessively laborious.

We present a novel approach that extracts the tacit knowledge from the domain expert and uses this knowledge as prior information for improved predictions. A prediction model is still responsible for generating the predictions for the target variable. However, a user model selects features whose relevance is indicated by the user, a domain expert, using an interactive visualization. Here, a relevant feature is a feature that is positively correlated with the target value. The user model iteratively elicits this information, to build a model of the user’s tacit knowledge and select other features that would benefit from the user’s input. The user input is then encoded into prior knowledge for the prediction model to improve its accuracy. Our contributions are:

• We present a novel method that interactively models the user’s tacit knowledge of the relevance of features to the predicted target, and uses this elicited information as prior knowledge for a more accurate prediction model.

• Through a user study, we demonstrate that using a user model to select the features that require input from the domain expert significantly improves prior knowledge elicitation when compared to randomly selected features.
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1correlated in general, even if not necessarily in the training data
RELATED WORK

Expert knowledge can be integrated into prediction models by defining prior distributions for model parameters. Typically, in prior elicitation full prior distributions have to be defined by experts [13, 17, 19]. This is time consuming and infeasible for high-dimensional problems, even with interactive tools. A simpler method for Bayesian Networks required experts to only indicate the presence or absence of the most uncertain causal relationships [6]. In information retrieval, interactive intent modeling finds relevant resources based on user’s previous input [30]. Deciding which features to ask user input on is done iteratively, by balancing the exploitation of the currently most promising features and the exploration of uncertain, possibly interesting ones. The balancing is done with linear bandit algorithms [3].

Previously, interactive visualization has been used in classification tasks [2, 20, 24]. However, the underlying classification model itself is not directly modified, or the approaches are limited to cases with more samples than features. In [5], possibly important features were visualized to the user and included interactively to a classifier, and in [28] the user was shown features that best explained predictions of a classifier, allowing her to reject irrelevant features. Semi-supervised clustering was considered in [23], where users indicated which pairs of items should belong to the same cluster. However, simply including or excluding a feature is sensitive to errors and not sufficient in “small n large p” problems. The method in [32] tackles this problem with the simplifying assumption that the expert may give noisy input directly on the regression coefficients, and [25] performed non-interactively a direct elicitation of logistic regression coefficients. In recent works considering a similar problem, a user specified the similarity of features as input [1], or features were chosen based on information gain [10].

Our new approach for interactive visualization has the purpose of knowledge elicitation to improve the accuracy of a prediction model. Our approach differs from the methods above by using a ‘user model’ which adaptively learns the domain user’s expert knowledge. It automatically guides the interaction towards features that would likely benefit from the user’s input, based on the current representation of the expert’s knowledge. Furthermore, the user model can exploit not only the training data, but also any additional auxiliary data about the features, important in scaling the method to small data sets.

METHOD

Fig. 1b shows the main components of our approach, namely: the prediction model (PM), the user model (UM), and the interactive visualization (IVIs). An implementation of our approach is shown in Fig. 1a. IVIs displays the training data and some features for which the user (a domain expert) has to indicate their relevance for a particular prediction task. UM then models the user’s knowledge of feature relevances, and PM uses the user input with the training data to improve the predictions. The training data (TD) is a small set of samples with a large number of features and the target. Additional data, referred to as auxiliary feature descriptors (AFD), are required to provide information about the features that is not available in the training data. The flow of events in our approach is as follows:

1. Initialize. PM is initialized by TD. UM is initialized by TD, AFD, and information from the learned PM.

Repeat

2. Select features to show. UM is used to select a set of features to show next to the user.

3. Get user’s input. The user indicates the relevances of the shown features for the given prediction task, based on her prior tacit knowledge.

4. Update models. UM and PM are updated using the relevances of the features provided by the user.

Until ready

5. Return predictions. PM returns improved predictions.

We briefly discuss each component below; details are provided in the Supplementary Material.
Prediction Model
We introduce the idea on a scalar-valued prediction problem with linear models, but the approach can be generalized.

As input, the prediction model takes the training data points \((x_i, y_i), i = 1, \ldots, N\), where \(x_i \in \mathbb{R}^K\) are the features and \(y_i \in \mathbb{R}\) the value of the target variable for sample \(i\). In addition, a vector of relevances \(r \in \{0, 1\}^K\) is provided, where \(r_j = 1\) if the feature is relevant, i.e., has received positive user input, and \(r_j = 0\) otherwise. We assume a linear prediction model
\[
y_i \sim N(x_i^T w, \sigma^2), \quad i = 1, \ldots, N,
\]
where \(w \in \mathbb{R}^K\) is a vector of regression coefficients and \(\sigma^2\) the variance of the Gaussian noise. The relevances of the features \(r\) enter the prediction model through modifying the prior distribution of the elements of \(w\) as follows:
\[
w_j \sim N(0, \sigma_j^2), \quad \text{if} \ r_j = 0,
\]
\[
w_j \sim \text{half-N}(0, a\sigma_j^2), \quad \text{if} \ r_j = 1.
\]
Half-N denotes the half-normal distribution. The intuition is that if a feature is deemed relevant, its presence is assumed to increase the value of the output variable (Fig. 2a). The multiplier \(a\) determines the overall ratio of the effect sizes between relevant and non-relevant features. Fig. 2b shows the impact of this formulation on the estimated regression coefficients.

User Model
Efficient interaction balances between querying additional input on either the most promising relevant features (exploitation), or on the most uncertain ones (exploration). This is achieved by using the upper confidence bound criterion (UCB) to select features to show to the user, as in the algorithm LINREL [3]. At each iteration \(t\), a user is shown \(n_t\) features with highest UCBs from the previous iteration. The user then specifies a binary relevance \(r_j \in \{0, 1\}\) value to each feature \(j\). At each iteration, the user model updates the estimated feature relevances \(\hat{r}_{jt}\) using a linear model:
\[
\hat{r}_{jt} = Z_j \hat{v}_t + b, \quad \forall \ j = 1, \ldots, K
\]
where \(Z_j \in \mathbb{R}^{N \times 2}\) is a feature descriptor of the \(j\)th feature and \(b\) determines the default relevance. The \(\hat{v}_t\) is a vector of regression coefficients, and it is estimated from inputs given so far, using the standard regularized least squares solution. The relevances are converted to interval \((0, 1)\) using the logistic transformation.

Feature descriptors \(Z_j\) are chosen depending on the problem domain, and they can be constructed from the training data and/or any auxiliary data in which the features, but not necessarily the target variable, are available. For example, in the evaluation study, we use the tf-idf [18] of keywords in clusters of scientific documents. The intuition is that keywords that appear in similar documents have similar effect in the prediction task, and should thus have correlated feature descriptors. Finally, the UCBs are defined as \(\mu_{j,t} = \hat{r}_{jt} + c_{jt}\), where \(c_{jt}\) is a high probability bound for relevance uncertainty, computed using SupLinUCB [8].

Interactive Visualization
A heatmap using a color-blind safe color scale\(^2\) depicts the training data (Fig. 1a). Rows indicate categories to which the samples are grouped (e.g., domains in which scientific documents were cited). Columns indicate features selected by the user model for which user input is required (e.g., words in a document). The cell color indicates how strongly, on average, the feature was associated to samples in that category (e.g., the average relative citation count in that domain for documents containing the word), with total bars (in grey) above the heatmap showing the total number of samples on which this value was based, to get an idea of the reliability of the training data. By clicking on the feature labels, the user can set relevance bars (in green) to either 1 or 0, indicating whether that feature is respectively relevant or not to the predicted target (e.g., being cited in the Artificial Intelligence domain). The relevance bars provide the domain expert the means to input her tacit knowledge. Even though the heatmap and the total bars showing the training data could help the domain expert decide the feature relevances, they are not essential for our approach. Nonetheless, we still evaluated their usefulness through a post-questionnaire in our user study (see the ‘Results and Discussion’ section).

EVALUATION
We conducted computational and empirical experiments to evaluate our approach in a real-world scenario.

The experiment conditions included:
- **C1**: non-interactive prediction model;
- **C2**: interactive prediction model with features for user input suggested randomly;
- **C3**: interactive prediction model with features for user input suggested by the user model.

The task was to predict the relative citation count a scientific document will get in the domain of Artificial Intelligence (target variable) given that it has certain words (features) in the title, abstract or keywords. In C2 and C3, participants had to indicate whether each of the 10 suggested features were relevant or not to the target, for 20 iterations.

The data we used was a subset of Tang et al.’s citation data set [33] containing 162 scientific documents, for which we: (i) manually retrieved the author provided keywords; (ii) automatically extracted additional keywords from the title and\(^2\)obtained from http://colorbrewer2.org
abstract of the documents using Python Rake [29] and KP-Miner [11]; (iii) lemmatized all the keywords obtained in i and ii using Python Natural Language Toolkit [4]. This resulted in 457 unique keywords that were used as features. The data collection was evenly split into a training set and a test set. The training set was used to train the prediction model in C1-C3, while the test set was used to evaluate the accuracy of the predictions, using the Mean Squared Error (MSE).

Our hypotheses were:

- H1: C2 and C3 provide more accurate predictions than C1;
- H2: C3 provides more accurate predictions than C2.

We adopted a between-participant design: 12 participants for C2 (8 males); 11 participants for C3 (9 males)\(^3\). All participants had at least 2 years research experience in machine learning: were undertaking a PhD or postdoc (1st or 2nd year PhD: 4 in C2, 3 in C3); were at least somewhat familiar with heatmaps and bar charts; were aged 20-40. Each participant was trained to use the system (Fig. 1a), introduced to the prediction task, and asked to complete the task for one iteration. The answers were then discussed with the experimenter and the participant was given 10 more min to explore the system before the actual experiment. At the end, participants filled in a questionnaire. The experiment took \(\approx 30\)mins and a movie ticket was awarded. For details, see Supplementary Material.

RESULTS AND DISCUSSION

The final predictions of C2 and C3 were more accurate than those of C1 for all 23 participants, i.e., user input always increased prediction accuracy, and the Mean Squared Error (MSE) decreased as the participants provided more input (Fig. 3a). MSE without user input (C1) was 0.93, and with user input (C2 and C3) after the interaction 0.84 (mean \(\pm 0.05\) (sd)). Average performance at the end is significantly different from performance without user input (\(p=2.3e^{-7}\), Wilcoxon signed-rank test), confirming H1. Thus, without user input the prediction model explained about 7% of the variance in the target variable, and with user input 16%.

To evaluate the difference between giving user input in a random order (C2) vs. with the user model (C3), we computed the average MSE curves in the two groups (Fig. 3b). The random order improves predictions approximately linearly w.r.t. the number of user input, whereas with the user model the predictions improve more rapidly at early stages of interaction, as expected. We used the maximum distance between the average curves as the test statistic to characterize this difference (Fig. 3b). We computed the distribution of the test statistic, assuming no difference between groups, using 10\(^6\) permutations of the group labels (Fig. 3c), which shows that the difference is significant (\(p=0.026\)), thus confirming H2.

The results of the post-questionnaire (Table 1) indicate that:

(i) the visualization of the training data (heatmap+total bars) is used more when the user is uncertain about the feature relevance (as in C2); (ii) when the heatmap is referred to, the total bars are more carefully analysed to verify the reliability of the displayed data (as in C2); and (iii) the visualization is familiar and simple enough for a domain expert to understand and use. In summary, these findings suggest that visualizing the data is useful when eliciting expert feedback, inspiring us to develop the visualization further in the future.

In our approach we query the user about whether a feature is relevant, i.e., is positively correlated with the target variable. This is a compromise between detailed input about regression coefficients (exact value [32] or full prior [13, 17] and simple input discarding a subset of features [6, 28]). This kind of user input is easy to give (difficulty C2 and C3, self-reported in post-study survey: 50% easy, 29% neutral), but powerful in improving the predictive performance. However, the model is potentially sensitive to errors in user input. Also, although providing user input on positive effects was natural for the prediction task considered here, in other cases negative user input may be useful. We will consider these issues further in future work. Our user model formulation has the additional benefit of allowing integration of auxiliary data when defining feature descriptors. This is particularly important when the sample size decreases, and training data alone would not provide enough information to guide user interaction.

CONCLUSION

We have presented a novel approach for eliciting tacit knowledge from domain experts and using it as prior knowledge to improve the accuracy of prediction models for “small n large \(p\)” problems. A user study indicates the effectiveness of our approach in contrast to a non-interactive prediction model, and one that is interactive but suggests features for user input at random. In the future, we will: evaluate this approach on other real-word data; explore how visualizations can facilitate knowledge elicitation; and investigate ways how to extend the prediction model to multiple output learning.
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PREDICTION MODEL

As input, the prediction model takes training data points \((x_i, y_i), i = 1, \ldots, N\), where \(x_i \in \mathbb{R}^K\) and \(y_i \in \mathbb{R}\), and a vector of relevances \(r \in \{0, 1\}^K\), where \(r_j = 1\), if the feature is relevant, i.e., has received positive feedback. Otherwise, \(r_j = 0\).

We assume the target \(y_i\) depends linearly on the predictor \(x_i\),

\[ y_i \sim N(x_i^T w, \sigma^2), \quad i = 1, \ldots, N, \]

where \(w \in \mathbb{R}^K\) is a vector of regression coefficients and \(\sigma^2\) is the variance of the Gaussian noise. The relevances of the predictors \(r\) affect the prior distributions of the elements of \(w\) as follows

\[ w_j \sim N(0, \sigma_0^2), \quad \text{if } r_j = 0, \]

\[ w_j \sim \text{half-}N(0, a\sigma_0^2), \quad \text{if } r_j = 1. \]

Here, half-\(N\) denotes the half-normal distribution. The intuition is that if a feature is relevant, the corresponding regression weight is assumed to have a prior distribution constrained to be positive (see, Fig. 4A). The multiplier \(a\) determines the ratio of the variance parameters between relevant and non-relevant features, and is given a prior distribution

\[ a \sim 1 + \text{half-}N(0, 12.5\pi). \]

This constrains \(a\) to be greater than 1 and have mean 6, according to a weakly informative prior (see Fig. 4B). This corresponds to the expectation that regression coefficients of the relevant features are greater in magnitude than the coefficients of the non-relevant features.

The term \(\sigma_0^2\) appearing in the prior variances of the regression coefficients of both relevant and non-relevant features is specified by investigating the variance of the linear predictions. A direct integration of regression weights \(w\), conditional on parameters \(a\) and \(\sigma_0^2\), gives

\[
E_w [\text{Var}(x^T w)] = \frac{1}{N} \sum_i x_i^T E_w [ww^T] x_i \\
= \sigma_0^2 (n_- + an_+) + \frac{2a\sigma_0^2}{\pi} \sum_{k \in R} \sum_{h \in R} \sigma_{kh} \\
\approx \sigma_0^2 (n_- + an_+),
\]

(1)

where \(n_+\) and \(n_-\) are the numbers of relevant and non-relevant features, \(R\) is the set of all relevant features, and \(\sigma_{kh}\) is the covariance between the \(k^{th}\) and \(h^{th}\) features. In practice the second term in Equation 1 is less than 25% of the first term, and therefore, we retain only the first term to keep the computations simple (this is exact when the relevant features are uncorrelated).

Let \(\xi\) denote the proportion of variance explained by the prediction model. Assuming \(y\) is normalized, the proportion of variance explained is given by Equation 2, and we can solve for \(\sigma_0^2\) for any \(\xi\) by using:

\[ \sigma_0^2 (n_- + an_+) = \xi, \]

which yields

\[ \sigma_0^2 = \frac{\xi}{n_- + an_+}. \]

(3)
We define a prior for $\xi$ as 

$$
\xi \sim \text{Beta}(1, 9),
$$

shown in Fig. 4C, which corresponds to the expectation that approximately 10% of the variance of the target is explained by the prediction model. This further imposes a prior on $\sigma^2_0$ through Equation 3. Finally, we place the following prior on noise variance 

$$
\sigma \sim \text{half-N}(0, 1),
$$

which completes the definition of the prediction model. The model is implemented using the probabilistic programming language Stan [7].

\[\text{Initialization}\]
We initialize the user model with pseudo-input in order to choose as relevant first 10 features as possible. We use the feature’s regression coefficient $w_j$ from the non-interactive prediction model as pseudo-input, since the input to the features with the highest regression coefficients has the greatest potential in improving the predictions [32]. The impact of pseudo-input is set to be weak, so that 10 pseudo-inputs correspond to one real user input. Therefore the impact of pseudo-feedback decreases as more user input is received.

Pseudo-input can be included in $r_t$, or, if expressed explicitly as $r_0$, the regression coefficients are

$$\hat{\beta}_t = (Z_t^\top Z_t + \beta Z_t^\top Z_t + \lambda I)^{-1} (Z_t^\top (r_t - b) + \beta Z_t^\top (r_0 - b)),$$

where $Z$ contains the feature descriptors of all features, and $\beta=0.01$ defines the strength of the pseudo-input.

**Feature Descriptors in Evaluation**

For the evaluation study, we use $tf-idf$ [18] of words in clusters of scientific documents as feature descriptors. The intuition is that words that appear in similar documents have similar effect in the prediction task, and should thus have correlated feature descriptors. Furthermore, words that appear evenly in all clusters are likely not very useful for the prediction.

The feature descriptors $Z_j$ are constructed using auxiliary data on keywords from [15], in combination with our prediction data set. From the auxiliary data, only the documents that had at least one common keyword with the prediction data set were used. This results in 8554 unique documents with 26333 unique (lemmatized) keywords as features. We can use all data available on the features (in both training and test samples) because target variables are not used when constructing feature descriptors. In so doing we utilize maximal amount of information available without risking over-fitting the model.

The documents were clustered to 20 clusters by hierarchical clustering based on their cosine distance in the feature space. Randomly chosen 1000 documents were used to train the model, and the rest of the documents were assigned to clusters based on distance to cluster centers. This results in a feature descriptor matrix $Z \in \mathbb{R}^{K \times 20}$, where the element $z_{j,c}$ is the $tf-idf$ of a word $j$ in cluster $c$. The $tf$-score of a word is computed cluster-wise, and $idf$ document-wise.

**EVALUATION**

The following are the documents provided to the participants during the controlled experiment for the training phase and the actual experiment task phase, and the questionnaire participants had to fill in at the end of the experiment together with its results.
Training
Scientific document citations

When the system loads, you will see something like the above.

The violet section shows a selection of words obtained from the title, abstract and keywords of 81 scientific documents from various journals. These scientific documents have been cited in one or more of the 10 domains listed above on the left of the heatmap matrix, such as Artificial Intelligence, Software Engineering, and Computer networks.

Looking at each of the 10 words in the row labelled 'relevance', your main task is to indicate whether or not having that word in a scientific document increases the likelihood that the document is cited in the domain of Artificial Intelligence.

In the image above, the user is currently with the cursor over the rightmost column titled 'sql'.

- The tooltip 'US=NaN' indicates that: the user has not given any input for the word 'sql' as the user score (US) is still set to not a number (NaN).
If the user thinks that 'sql' increases the likelihood that a document is cited in the domain of Artificial Intelligence, as it is representative of this domain, then she should click on the upper half of the light greyish bar that appears behind 'sql' to set relevance to 1 (and US=1 in the tooltip).

If the user thinks that 'sql' does NOT increase the likelihood that a document is cited in the domain of Artificial Intelligence, as it is definitely not representative of this domain or it is relevant to all other domains not only Artificial Intelligence, then she should click on the lower half of the light greyish bar that appears behind 'sql' to set relevance to 0 (and US=0 in the tooltip).

For instance,

- words like 'quality', 'information' and ‘sql’ do not increase the likelihood that a document is cited in the domain of Artificial Intelligence and the relevance of such words should be set to 0, but
- words like ‘Bayes.rule’ and 'classification' surely increase the likelihood that a document is cited in the domain of Artificial Intelligence and the relevance of such words should be set to 1.

The nth grey bar in the row labelled 'total' indicates

- the number of scientific documents (out of the 81 analysed documents) containing the nth word in the row labelled 'relevance'

The heatmap* matrix below the violet section shows

- 10 different research domains as rows and 10 words as columns such that the cell (r,w) corresponding to the row for rating r and the column for word w indicates how much on average a scientific document containing the word w increases the likelihood that the document is cited in domain d

* Data in the heatmap is based on ONLY a few examples of documents (81 documents in all), thus the depicted information might NOT be a good representation of the general case
You should now complete the following steps:

1. Look at the 10 words in the row labelled 'relevance'. Start by focusing on the leftmost word in this row.

2. Move your cursor on the word you are currently focusing on in the row labelled 'relevance', and click on the upper or lower half of the light greyish bar that appears behind that word to set its relevance score to 1 or 0, and thus respectively indicate whether that word increases or does not increase the likelihood that a document is cited in the domain of Artificial Intelligence. Use the heatmap matrix to help you make your decision.

3. Repeat step 2 for each of the 10 words in the row labelled 'relevance'.

4. Click on the button.

5. Once a new set of 10 words appear in the row labelled 'relevance', in the actual experiment (not now) you will have to repeat steps 1-4 other 19 more times (20 iterations in total). But now let the experimenter know you are done and ask any questions you have. Make sure you have understood both the task and the system before proceeding to the actual experiment.
Experiment Task
Scientific document citations

Let the experimenter load the system and then complete the following steps as instructed in the training phase:

1. Look at the 10 words in the row labelled 'relevance'. Start by focusing on the leftmost word in this row.

2. Move your cursor on the word you are currently focusing on in the row labelled 'relevance', and click on the upper or lower half of the light greyish bar that appears behind that word to set its relevance score to 1 or 0, and thus respectively indicate whether that word increases or does not increase the likelihood that a document is cited in the domain of Artificial Intelligence. Use the heatmap matrix to help you make your decision.

3. Repeat step 2 for each of the 10 words in the row labelled 'relevance'.

4. Click on the button.

5. Once a new set of 10 words appear in the row labelled 'relevance', repeat steps 1-4 another 19 more times (20 iterations in total).

6. Let the experimenter know you are done, so she could download your results file (logs).
User Study: Post Questionnaire

Fill out this questionnaire with respect to the **scientific document citations** experiment you have just completed.

* Required

1. **Experiment** *
   The experimenter (not participant) should complete this
   * Mark only one oval.
   □ R
   □ U

2. **Participant's ID** *

   .................................................................

3. **How FAMILIAR are you with heatmaps and bar charts, like the ones shown?** *
   * Mark only one oval.
   □ not at all (never use them)
   □ slightly (almost never use them)
   □ somewhat (use them occasionally)
   □ moderately (use them moderately)
   □ extremely (use them frequently)

4. **Which aspects of the User Interface or Visualization (if any) did you find CONFUSING?** *

   .................................................................
   .................................................................
   .................................................................
   .................................................................
   .................................................................
   .................................................................

5. **Did you REFER TO the data shown in the HEATMAP?** *
   * Mark only one oval.
   □ Never
   □ Almost never
   □ Occasionally/Sometimes
   □ Almost every time
   □ Frequently
6. How HELPFUL did you find the data shown in the HEATMAP to complete the task? *
Mark only one oval.

☐ Not at all
☐ Slightly
☐ Somewhat
☐ Moderately
☐ Extremely

7. How did you USE the data shown in HEATMAP to complete the task? *








8. Did you REFER TO the data shown in the TOTAL BARS? *
Mark only one oval.

☐ Never
☐ Almost never
☐ Occasionally/Sometimes
☐ Almost every time
☐ Frequently

9. How HELPFUL did you find the TOTAL BARS? *
Mark only one oval.

☐ Not at all
☐ Slightly
☐ Somewhat
☐ Moderately
☐ Extremely

10. How did you USE the TOTAL BARS to complete the task? *









11. **Overall, were the words shown RELEVANT?** *

   *Mark only one oval.*

   - [ ] not at all
   - [ ] slightly
   - [ ] somewhat
   - [ ] moderately
   - [ ] extremely

12. **How CONFIDENT were you with your answers?** *

   *Mark only one oval.*

   - [ ] not at all
   - [ ] slightly
   - [ ] somewhat
   - [ ] moderately
   - [ ] extremely

13. **Give example(s) when you were LESS CONFIDENT and possibly explain why** *

   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————

14. **How DIFFICULT did you find the task?** *

   *Mark only one oval.*

   - [ ] very difficult
   - [ ] difficult
   - [ ] neutral
   - [ ] easy
   - [ ] very easy

15. **Give example(s) of when you found the task DIFFICULT and explain why** *

   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————
   ————————————————————————————————————————————————————
16. Any other comments

| Comment |
|---------|
|         |
|         |
|         |
|         |
|         |
|         |
Post-Questionnaire Results for the 12 participants in C2

How FAMILIAR are you with heatmaps and bar charts, like the ones shown?
- Slightly (almost never use them): 8.3%
- Moderately (use them moderately): 33.3%
- Extremely (use them frequently): 66.7%

Did you REFER TO the data shown in the HEATMAP?
- Almost every time: 16.7%
- Occasionally/Sometimes: 75%
- Almost never: 8.3%
- Never: 0%

How HELPFUL did you find the data shown in the HEATMAP to complete the task?
- Somewhat: 41.7%
- Moderately: 33.3%
- Not at all: 16.7%
- Slightly: 16.7%

Did you REFER TO the data shown in the TOTAL BARS?
- Almost every time: 33.3%
- Occasionally/Sometimes: 50%
- Almost never: 33.3%
- Never: 6.3%

How HELPFUL did you find the TOTAL BARS?
- Somewhat: 41.7%
- Not at all: 25%
- Slightly: 33.3%
| Which aspects of the User Interface or Visualization (if any) did you find CONFUSING? |
|--------------------------------------------------------------------------------------------|
| First I was not sure about the interpretation of the heat map but it became clear after asking from the experimenter. |
| presented a lot of information that was irrelevant to the task |
| None |
| vertical placement of the words |
| Selection of relevance was confusing as mentioned earlier |
| None |
| None. The visualisations were really good. |
| Clicking the grey bar was somewhat strange in the first time since some times the keyword was quite long and I wondered why would just put some yes-no answers to it. |
| Strange way of choosing the 0 or 1 (no visible button, checkbox), strange way of indicating what I have chosen. Concerning visualisation, the bars (indicating total) were easily confused as indicating relative importance, even though I consciously knew they indicate total. |
| I got no feedback on how anything I did affected the system. Having to think about both heat map value and occurrence number is a bit confusing. |
| None |
| It was not confusing |
**How did you USE the data shown in HEATMAP to complete the task?**

| Use of Heatmap |
|---------------|
| I checked whether the heat map supported my answer, and if not, I reconsidered and might change my answer. |
| mostly just compared to my selections |
| If the word appeared in enough documents, then checked where it usually appears. It seemed to me though that there were more articles from AI than from the others, because AI seemed to be often with the highest occurrence. |
| I first used my intuition to make the words as relevant or not. Later, for words that were borderline, I checked the heat map to see if my intuition makes sense. |
| If the answer was not immediately clear, I consulted heatmaps. |
| To check if a word that I thought could be used in other fields was or not, how much, and with the count, with how much uncertainty |
| Sometimes I used it cases where I was uncertain. |
| Whenever it was a bit difficult to decide whether that term is also common to other fields than AI, I checked the heat map if that could provide some additional data to be considered additionally. |
| Mostly as a sanity check, to see if my quick subjective judgment had missed something obvious |
| It sometimes affected whether I gave positive or negative feedback, if I was uncertain. |
| When the term is not specific to AI, I check the heatmap. If the value is large, then I mark it as relevant. |
| Few times |

**How did you USE the TOTAL BARS to complete the task?**

| Use of Total Bars |
|-------------------|
| I did not use them basically at all. |
| didn't |
| Yes to check the reliability of the colormap |
| did not use, probably since the totals were too small. |
| If the number of observations was low, I did not trust the results in the heatmaps. |
| Useful in combination with the heatmap to measure uncertainty |
| To assess the reliability of the heat map. |
| I checked them occasionally but did not trust them too much. |
| Not at all |
| Not really. |
| Just once to verify my decision. |
| To see if the words related to AI i.e. learning, Bayes are common across all articles. |

**Give example(s) when you were LESS CONFIDENT and possibly explain why**

| Example |
|---------|
| Sometimes it is clear that the word is often used in the field of artificial intelligence, but it might be difficult to know whether or not it appears also frequently in other fields (e.g. test, train, etc.) |
| don't remember |
| I don't remember any examples |
| There were words like 'recognition' which were borderline and hard to confirm. |
| "Integration" can refer to computing integrals which is common in artificial intelligence but not so much in other domains. However, it can also refer to integrating different (software) systems which is common in domains such as software engineering but not that relevant for artificial intelligence. |
| My knowledge of the other fields is not as strong, so I was unsure if some words I believe to be strongly AI related would also occur often in other fields. |
| Starting from "linear regression" in the introduction: if it is specific to artificial intelligence, it is difficult to draw the border in the future. |
| Sometimes the word clearly is something that is used in AI, such that linear regression but there is really no reason why it would not often occur in other fields too since it is (as well as many other similar words occurring) quite general method. |
| Some words that might have dual meaning, one specific to AI but another that is quite common. |
| I was not that familiar with some of the fields so it was difficult to think if the word was used there or not. |
| "distribution" can mean probability distribution in AI or data distribution in distributed computing |
| For the word "cluster", It can be related to cluster computing or unsupervised learning |
### Give example(s) of when you found the task DIFFICULT and explain why

| Example                                                                 | Explanation                                                                                       |
|------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| mostly when just couldn't decide, sometimes not familiar enough with   | the usage of the term.                                                                           |
| Since the definition of Artificial intelligence is a bit broad, it was  | confusing, especially since there was the 'data mining' and 'graphics'(or similar) categories.   |
| When I was less confident                                              |                                                                                                 |
| For polysemy or general words I was not sure if they might occur       | commonly in other fields.                                                                       |
| Almost all of the time. I thought that "artificial intelligence"       | refers to the subfield of Machine learning and I was looking for words specific to it. This      |
| When I was not sure how broadly "AI" is meant in this context...        | really confused me. The number of papers used for the heat map was constantly so low that I     |
|                                                                         | felt obliged to use it much.                                                                      |
|                                                                         | The same example as in confidence question applies also here.                                    |
|                                                                         | See above.                                                                                       |
|                                                                         | No example                                                                                      |

This task was easy
Post-Questionnaire Results for the 11 participants in C3

How FAMILIAR are you with heatmaps and bar charts, like the ones shown?
- somewhat (use them occasionally): 16.7%
- moderately (use them moderately): 58.3%
- extremely (use them frequently): 25%

Did you REFER TO the data shown in the HEATMAP?
- Almost every time: 16.7%
- Occasionally/Sometimes: 58.3%
- Almost never: 16.7%
- Never: 8.3%

How HELPFUL did you find the data shown in the HEATMAP to complete the task?
- Somewhat: 33.3%
- Moderately: 16.7%
- Not at all: 8.3%
- Slightly: 41.7%

Did you REFER TO the data shown in the TOTAL BARS?
- Occasionally/Sometimes: 16.7%
- Almost every time: 8.3%
- Never: 33.3%
- Almost never: 41.7%

How HELPFUL did you find the TOTAL BARS?
- Somewhat: 8.3%
- Slightly: 16.7%
- Moderately: 66.7%
- Not at all: 66.7%
Which aspects of the User Interface or Visualization (if any) did you find CONFUSING?

| Option                                                                 | Percentage |
|------------------------------------------------------------------------|------------|
| The heat map                                                           | slight     |
| The total score                                                        | moderately |
| None, but the text could have been horizontal                          |            |
| It was not confusing.                                                   |            |
| small size of components                                               |            |
| none                                                                   |            |
| The second run seems better.                                           |            |
| I didn't find anything particularly confusing. With respect to completing the given task I didn't make any use of the heatmap and bar chart. In retrospect, I could have made more use of them to guide my decisions. |            |
| None                                                                   |            |
| none                                                                   |            |
| I think the visualisation for this task is fine.                       |            |
### How did you USE the data shown in HEATMAP to complete the task?

| Use Case                                                                 | Description                                                                 |
|-------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| When facing an unfamiliar word                                          | It affected my decision when I was uncertain of the answer otherwise         |
| When I am very doubtful                                                | I used it to check if it complies with my own decision or not. Most of the time it did. |
| in cases that I was not familiar with a term, or I could not decide     | I have not used them                                                        |
| finding the possible relevancy of keywords                               | I didn't.                                                                   |
| After the first few iterations I found it much more easier to do the task | Initially I was using the heatmap to double check my opinion about the keywords to the data generated opinion shown in the heatmap. |
| to consult about terms, which were ambiguous for me                      | When not sure about the relevance of the keywords to the topics              |

### How did you USE the TOTAL BARS to complete the task?

| Use Case                                                                 | Description                                                                 |
|-------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| I didn't.                                                               | I used it to see how frequent the word was used.                             |
| I rarely used it                                                        | Just to make sure how reliable the heat maps are that is when the heat map shows a high value, how it matches the total bar value with respect to the total amount of data |
| Did not                                                                 | I didn't.                                                                   |
| I used it to see how frequent the word was used.                        | I didn't use the total bars for the task since a more keywords were zero in the total bar. |
| in cases that I was not familiar with a term, or I could not decide     | when I looked into the heatmap to check an ambiguous term and heatmap didn't match my expectations |
| finding the possible relevancy of keywords                               | I mainly used the heat map when necessary                                   |

### Give example(s) when you were LESS CONFIDENT and possibly explain why

| Example(s)                                                                 | Explanation                                                                 |
|---------------------------------------------------------------------------|----------------------------------------------------------------------------|
| The words that were unfamiliar to me                                       | There are some words that could also be in the computer graphics domain. I referred to the heat map for such words and then as the colour is similar (but not dark purple= 0.00 relative frequency) for both AI and comp. graphics I decided to score them 0. but had doubt when all the items in the heat map has the same colour (dark purple = 0.00 relative frequency) and when I'm not sure whether it is an AI or comp. graphic related keyword |
| Some words (e.g. graph) that may be used more frequently in some other topics | Mostly I felt that the words that could be associated with AI could very well also have been associated with e.g. data mining. |
| For some words, I was not exactly sure if the word was specifically related to AI but not to other fields. | The keywords in this task which I found hard to indicate as relevant were the ones which could be equally relevant to Information retrieval, data mining or ubiquitous computing. |
| in all cases where the keywords were too general in scope                 | words about embedded systems. I'm not an expert in it, such words may refer to software, networks, AI and other topic. I'm not sure about the border |
| "v" very often appears in the AI literature as vector notation but could as well be used as a symbol in other domains. | Those keywords I have never used and read from papers. |
| Give example(s) of when you found the task DIFFICULT and explain why |
|---------------------------------------------------------------------|
| When there were domain overlaps                                      |
| when there are overlapping keywords.                                 |
| Some words (e.g. graph) that may be used more frequently in some other topics |
| This task was easier than the previous one because I had background knowledge myself and I was more confident with my answers with less need to use the heat map etc. |
| contextual ambiguity of words                                        |
| I found the task difficult in the cases when a given word appears often in AI literature but is still not very specific, and could as well be used in other areas, e.g. "evaluation". |
| There was not much difficult situation, there were cases that the term seemed relevant but there were no statistics available for it. |
| See previous answer. The most difficult part was to decide whether a word should be exclusively relevant for AI (in which case almost no words would have been denoted as relevant). That's why some of the answers could have gone either way. |
| I didn't find the task difficult except where the categories of the domain were very similar. |
| ambiguous words, which can be used as very specific terms in different areas |
| Those keywords I have never used and read from papers.               |