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This paper describes a code generator that translates ACL2 constructs to corresponding Java constructs, according to a shallow embedding of ACL2 in Java. Starting from purely functional ACL2 code, the generated Java code exhibits imperative and object-oriented features like destructive updates, loops, and overloading. The overall translation from ACL2 to Java is fairly elaborate, consisting of several ACL2-to-ACL2 pre-translation steps, an ACL2-to-Java proper translation step, and several Java-to-Java post-translation steps. Experiments suggest that the generated Java code is not much slower than the ACL2 code. The code generator can also recognize, and translate to Java, ACL2 representations of certain Java constructs, forerunning a code generation approach based on a shallow embedding of Java in ACL2 (i.e. going the other way). This code generator builds upon, and significantly extends, a simple Java code generator for ACL2 based on a deep embedding of ACL2 in Java.

1 Introduction

The work reported in this paper builds upon, and significantly extends, the work reported in the ACL2-2018 Workshop paper “A Simple Java Code Generator Based on a Deep Embedding of ACL2 in Java” [5]. That paper described a relatively simple (and somewhat unconventional) approach to run ACL2 code in Java by running an ACL2 interpreter written in Java on a Java representation of the ACL2 code, where the interpreter is a deep embedding of ACL2 in Java. This paper describes a relatively complex (and more conventional) approach to run ACL2 code in Java by translating ACL2 code to suitably equivalent Java code and running that Java code, where the translation is a shallow embedding of ACL2 in Java.

Notwithstanding ACL2’s inherent ability to run its code efficiently as Lisp, motivations for generating code in other languages from ACL2 code were provided in [5]: in some situations, the code must interoperate with external code written in those languages in an integrated and efficient way. Moreover, certain applications may require code written in specific languages, such as C for embedded systems or device drivers. In formal program synthesis by stepwise refinement [1, 17, 11, 14], a derivation of an implementation from a high-level specification typically ends with the translation of the low-level (i.e. fully refined) specification to a program in some language: thus, code generators for ACL2 complement APT [13, 7, 8], for synthesizing code in languages other than ACL2.

The shallow embedding approach to Java code generation described in this paper is realized in ATJ (ACL2 To Java) [19] [java::atj]. ATJ operates in two main modes, corresponding to the deep and shallow embedding approaches. The two modes share some features, but the new mode provides a significantly novel capability. The generated Java code is much more efficient and idiomatic than the version reported in [5]. The translation from ACL2 to Java is fairly elaborate, and involves some interesting renderings of ACL2 concepts as Java concepts. Starting from purely functional ACL2 code, the generated Java code exhibits imperative and object-oriented features like destructive updates, loops, and overloading. The new end-to-end translation consists of several ACL2-to-ACL2 pre-translation steps,
an ACL2-to-Java proper translation step, and several Java-to-Java post-translation steps; some of the
pre-translation and post-translation steps may be of independent interest. Besides the ability to translate
ACL2 constructs to Java constructs according to the shallow embedding of ACL2 in Java, the new code
generation mode provides the ability to recognize, and translate to Java, ACL2 representations of certain
Java constructs, according to a shallow embedding of Java in ACL2 (i.e. going the other way); the latter
ability foreruns the code generation approach more fully realized in ATC [6] [19 c::atc].

ATJ has been and is being used in several applications at Kestrel, such as safety monitors for learning-
enabled components in avionics systems [3] and cryptographic functions.

Section 2 describes the main features of the code generator. Section 3 presents performance mea-
surements on the generated code. Section 4 discusses future work. Section 5 surveys related work.

2 Features of the Code Generator

Due to space limitations, this section only provides an overview of ATJ. More detailed information is in
the tutorial and reference documentation, as well as in the documentation of the implementation.

2.1 Modes of Operation

ATJ operates in two main modes, corresponding to the deep and shallow embedding; each mode has a
sub-mode based on whether the satisfaction of guards is assumed or not. There are thus four combi-
nations: (i) deep embedding not assuming guards; (ii) deep embedding assuming guards; (iii) shallow
embedding not assuming guards; and (iv) shallow embedding assuming guards.

The first combination was described in [5], and has not changed much since then. The second
combination is new, but not very different from the first one. The third and fourth combinations are new;
the fourth one is far more interesting than the third one, and is thus the main subject of this paper, which
nonetheless also briefly discusses the other three combinations.

Here ‘assuming guards’ means that the generated Java code mimics the ACL2 code only when each
ACL2 function is called on arguments that satisfy the function’s guard. ATJ does not check this assump-
tion, and does not require the ACL2 code to be guard-verified; in fact, ATJ also accepts program-mode
ACL2 code. If this guard assumption is violated, ATJ does not guarantee the correctness of the generated
Java code. Running the generated Java code without knowing if the guard assumption holds should
be no more troubling than running program-mode or non-guard-verified ACL2 code without checking
guards at run time [19 evaluation]. If the ACL2 code is guard-verified, and external Java code only
calls Java methods generated from ACL2 functions whose guards are no stronger than the Java types of
the methods’ parameters, then running the Java code is as good as running guard-verified ACL2 code.

2.2 Use of the Deep Embedding

AIJ (ACL2 In Java) is the ACL2 interpreter written in Java (i.e. the deep embedding of ACL2 in Java) described in [5]. AIJ includes a Java representation of the ACL2 values and a Java implementation of a collection of built-in ACL2 functions that includes all the primitive ACL2 functions [19 primitive].

---

1 Since the generated Java code is not formally verified yet, ATJ’s guarantees are only as strong as the author’s best effort to
design and implement ATJ correctly, and the confidence derived from the current working ATJ tests.
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and that ATJ designates as ‘natively implemented ACL2 functions’. The AIJ interpreter executes ACL2 terms and functions represented in Java by moving around ACL2 values represented in Java and by calling the natively implemented ACL2 functions. The deep embedding mode of ATJ translates the non-natively-implemented ACL2 functions to Java code that constructs Java representations of those functions’ definitions that can be executed by the interpreter.

The shallow embedding mode of ATJ uses a portion of AIJ: not the representation and interpretation of the ACL2 terms and functions, but the representation of the ACL2 values and the natively implemented ACL2 functions. This portion of AIJ is shared by the deep and shallow embedding.

This portion of AIJ was described, along with the rest of AIJ, in [5]. AIJ has undergone numerous improvements and optimizations since then, but that paper still provides a good overview. More current and detailed information is in the Javadoc documentation of the Java code of AIJ [19, java::aij].

This shared portion of AIJ provides Java classes Acl2Integer, Acl2ConsPair, etc., whose instances represent ACL2 values of the corresponding types. These classes are hierarchically organized according to the set containment relations among ACL2 values, e.g. Acl2Integer is a subclass of Acl2Rational, and Acl2Value is a superclass of all the others. These classes include methods to operate on these values, e.g. to perform arithmetic on the numeric values; these methods provide the core functionality of the natively implemented ACL2 functions.

2.3 ACL2 Code Translated to Java

ATJ is given one or more target function symbols that specify the ACL2 functions to be translated to Java. ATJ translates not only those functions, but also the ones transitively called, stopping at the natively implemented ACL2 functions.

All the functions to be translated to Java must be defined, i.e. have an unnormalized body [19, function-definedness], or be constrained but have an attachment [19, defattach]; ATJ treats the latter case as if the constrained function were defined to call the attachment. Furthermore, the functions must not have raw Lisp code unless they are in a whitelist of functions known to be free of side effects [3]. The built-in function return-last is handled specially (see Section 2.6). Lastly, the functions must not manipulate stobjs, as they involve side effects. There are no other restrictions on the ACL2 functions translated to Java; they may be in program or logic mode, guard-verified or not.

ATJ operates on the unnormalized bodies of the functions, which are terms in translated form [19, term]. Since untranslated terms may involve user-defined macros unknown to ATJ, operating on translated terms is the appropriate approach for ATJ. A downside is that ATJ needs to reconstruct some information in the untranslated terms that gets lost in translation: calls of and and or, which are easy to reconstruct from the calls of if that they translate to; and calls of mv, which require an analysis of the number of results returned by ACL2 terms and functions, and the recognition of the translated forms of mv-let, but are not too difficult to reconstruct this way.

2.4 Java Code Translated from ACL2

ATJ generates a main Java class, and an auxiliary Java class that builds a Java representation of the needed ACL2 environment. ATJ also optionally generates a testing Java class (see Section 2.13).

---

2Here ‘native’ is from ACL2’s point of view, not Java’s. These ACL2 functions are natively implemented in Java, instead of being interpreted like the other ACL2 functions. This is unrelated to Java native methods, which are Java methods not written in Java; AIJ is entirely written in Java.

3A discussion of functions with raw Lisp code and side effects is in [5].
In the deep embedding mode, the auxiliary Java class builds a representation of the ACL2 packages and functions. The main Java class provides a wrapper to call the interpreter on those functions.

In the shallow embedding mode, the auxiliary Java class builds a representation of the ACL2 packages only. The main Java class contains static methods that correspond to the ACL2 functions. These methods are organized into nested classes, one for each ACL2 package. For instance, functions \(f\) and \(g\) in package (i.e. whose \texttt{symbol-package-name} is) "P" and \(f\) in package "Q" are rendered as follows:

```java
public class ... { // main class
    public static class P { // nested class for "P"
        public static ... f(...) { ... } // method for \(f\) in "P"
        public static ... g(...) { ... } // method for \(g\) in "P"
        ... // methods for other functions in "P"
    }
    public static class Q { // nested class for "Q"
        public static ... f(...) { ... } // method for \(f\) in "Q"
        ... // methods for other functions in "Q"
    }
    ... // nested classes for other packages
}
```

This organization matches the ACL2 package structure and the use of package prefixes in ACL2. In class \(P\), methods \(f\) and \(g\) can designate each other by their simple names, just like the functions \(f\) and \(g\) can be designated without package prefix within package “P”. In class \(Q\), method \(f\) must use the qualified names \(P.f\) and \(P.g\) to designate those methods in class \(P\), just like the functions \(p::f\) and \(p::g\) must be designated with that package prefix within package "Q".

However, if package "Q" imports symbol \(g\) from package "P", in ACL2 that symbol can be designated as just \(g\), without package prefix, within package "Q" as well. The Java code generated by ATJ mimics this situation by generating an additional method \(g\) in class \(Q\) that acts as a “synonym” of \(P.g\) within class \(Q\), by calling \(P.g\) and returning the result:

```java
public class ... { // main class
    ... // nested class \(P\) as above
    public static class Q { // nested class for "Q"
        public static ... f(...) { ... } // method for \(f\) in "Q"
        public static ... g(...) { return P.g(...); } // synonym of \(P.g\)
        ... // methods for other functions in "Q"
    }
    ... // nested classes for other packages
}
```

This way, method \(f\) in class \(Q\) can use the simple name \(g\) to designate (the synonym of) \(P.g\).

ACL2 package, function, and variable names may use ASCII characters that cannot be used in Java identifiers. ATJ uses a fairly elaborate way to translate ACL2 names to Java names that are valid identifiers, free of conflicts, and relatively idiomatic. For instance, an ACL2 package name "JAVA-VM" is translated to a Java class name \texttt{JAVA_VM}, while an ACL2 function or variable \texttt{square-root}, whose \texttt{symbol-name} is "SQUARE-ROOT", is translated to a Java method or variable \texttt{square_root}.

ATJ represents the generated Java code via an abstract syntax of (a sufficient subset of) Java, defined via algebraic fixtypes \[19\] \[fty\]. The Java files are generated via a pretty-printer, which minimizes parentheses in expressions by considering the relative precedence of the Java expression constructs.

\[4\] A JIT compiler in the JVM may inline calls of \(Q.g\).

\[5\] For these two examples, the names \texttt{JavaVM} and \texttt{squareRoot} would be even more idiomatic in Java, but they would require an even more elaborate name translation, which is future work.
2.5 Architecture of the Translation

The end-to-end translation from ACL2 to Java is realized via a sequence of phases:

1. A pre-translation phase, consisting of several ACL2-to-ACL2 transformation steps.
2. A proper translation phase, consisting of a single ACL2-to-Java transformation step.
3. A post-translation phase, consisting of several Java-to-Java transformation steps.

This architecture reduces the overall complexity, by decomposing it into more manageable pieces. In particular, this simplifies the proper translation step, which crosses the chasm between two very different languages like ACL2 and Java: the pre-translation steps move the ACL2 code towards Java, and the post-translation steps move the still somewhat “ACL2-like” Java code resulting from the translation towards more efficient and idiomatic Java.

The pre-translation steps simplify the ACL2 code according to certain criteria (see Section 2.6), reconstruct some information lost in ACL2’s term translation (see Section 2.3), annotate the ACL2 code with type information (see Section 2.8 and Section 2.9) and variable reuse information (see Section 2.10), and ensure that the ACL2 code satisfies certain conditions (see Section 2.12) that are part of ATJ’s input validation but require a deeper analysis than possible during ATJ’s initial input processing.

The post-translation steps make the Java code more readable and efficient (see Section 2.11). In particular, they perform tail recursion elimination, i.e. they turn tail recursions into loops.

All of the above mainly applies to the shallow embedding mode of ATJ. In the deep embedding mode, there are only a few pre-translation steps to simplify the code, there are no post-translation steps, and the proper translation step is fairly simple.

2.6 ACL2 Code Simplification

A pre-translation step turns mbe terms into their :exec or :logic parts, and mbt terms into t or their arguments, based on whether guards are assumed or not (see Section 2.1). This is the only difference between the two sub-modes of the deep embedding mode. In the guard-assuming sub-modes of both deep embedding and shallow embedding modes, this transformation can greatly increase performance.

When mbt terms are replaced with t, the resulting ACL2 code may include if calls with t tests, which another pre-translation step turns into just their second arguments.

Since ATJ only accepts ACL2 code without side effects, a pre-translation step turns prog2$ and prog5$ terms into their last arguments.

In translated ACL2 terms, mbe, mbt, prog2$, and prog5$ show up as return-last calls of certain forms. These are the only forms of return-last currently accepted by ATJ.

A pre-translation step removes let bindings whose variables are not used.

Lambda expressions in ACL2 terms are always closed, e.g. the term (let ((x 0)) (cons x y)) is (((lambda (x y) (cons x y)) '0 y) y) in translated form, where y is added, as both a parameter and an argument, to the term (((lambda (x) (cons x y)) '0), which would be a more direct translation of the original let term but would have an open lambda expression with free variable y. This closure is beneficial for certain purposes, e.g. it simplifies substitutions in translated terms by making variable capture impossible. However, for ATJ’s purposes, these extra variables like y add complications: ATJ would treat the term with the closed lambda expression above as (let ((x '0) (y y)) (cons x y)), but in doing so it would have to remove from consideration, on the fly, the trivial binding of y to y when translating the term to Java and analyzing variables for reuse (see Section 2.10). Thus, a pre-translation step removes these trivial let bindings, resulting in possibly open lambda expressions, which
are normal in functional languages, and are in fact not present in ACL2 untranslated terms. This makes the translation to Java and the variable reuse analysis simpler.

Some of the above transformations will need to be refined when ATJ is extended to accept ACL2 code with side effects. The guard satisfaction of mbe and mbt amounts to logical equality, which is not the same as evaluation equality in the presence of side effects. The non-last arguments of prog2$ and progn$, and the unused let bindings, may have side effects that should be preserved in Java.

2.7 Untyped Translation

Consider the following ACL2 function:

\[
\text{(defun f (x y) (declare (xargs :guard (and (acl2-numberp x) (acl2-numberp y))) (* x (+ y 3)))}}
\]

In the shallow embedding mode, not assuming guards, the following Java code is generated:

```java
public static class ACL2 {
  public static Acl2Value binary_plus(Acl2Value x, Acl2Value y) ...
  public static Acl2Value binary_star(Acl2Value x, Acl2Value y) ...
  public static Acl2Value f(Acl2Value x, Acl2Value y) {
    return binary_star(x, binary_plus(y, $N_3)); // (* x (+ y 3))
  }
}
```

```
private static final Acl2Integer $N_3 = Acl2Integer.make(3);
```

Method f corresponds to function f, while methods binary_plus and binary_star are wrappers for the native implementations of the primitive functions binary-+ and binary-*. Field $N_3$ caches the Acl2Integer object that represents the ACL2 integer 3 (the ‘$N$’ in the name stands for ‘number’). Despite the guard of function f, method f and the other methods are essentially “untyped”: all their inputs and outputs have the type Acl2Value of all the ACL2 values (see Section 2.2).

In the shallow embedding mode, assuming guards, the following Java code is generated:

```java
private static final Acl2Integer $N_3 = Acl2Integer.make(3);
```

```java
public static Acl2Number binary_plus(Acl2Number x, Acl2Number y) ...
public static Acl2Number binary_star(Acl2Number x, Acl2Number y) ...
public static Acl2Value f(Acl2Value x, Acl2Value y) {
  return binary_star((Acl2Number) x, binary_plus((Acl2Number) y, $N_3));
}
```

Method f is still untyped, but now there are typed methods binary_plus and binary_star. Method f includes casts from Acl2Value to Acl2Number, which looks worse than before on the face of it, but the reason is just that ATJ has (built-in) type information for binary-+ and binary-* but not for function f; this is easily remedied, as explained next.

2.8 Typed Translation

Type information about function f is communicated to ATJ via the following event:

```
(atj-main-function-type f (:anumber :anumber) :anumber)
```

This claims that, under the guard, f has two acl1-numberp inputs and one acl2-numberp output. Since f is in logic mode, this claim is attempted to prove as a theorem, which succeeds easily in this case; the type information about f is stored in a table, which ATJ consults when generating Java code. It is not necessary for f to be guard-verified, even though it is in this case. If f were in program mode,
the theorem would be skipped, but the type information would be still stored in the table; this should be no more troubling than assuming guard satisfaction in program-mode functions.

With this type information for function \( f \) available, ATJ generates the following Java code:

```java
... // typed binary_plus and binary_star as before
public static Acl2Number f(Acl2Number x, Acl2Number y) {
    return binary_star(x, binary_plus(y, $N_3)); // no casts
}
```

Method \( f \) has stronger types, and the casts are avoided; the code is more readable and efficient.

In general, the macro `atj-main-function-type` specifies the input and output types of ACL2 functions, where functions returning multiple values have multiple output types. The types are designated by keywords, such as `:anumber` for ACL2 numbers, `:ainteger` for ACL2 integers, `:acons` for ACL2 cons pairs, `:avalue` for (all) ACL2 values, and so on; there are also `:j...` keywords for Java types, discussed in Section 2.12. In the macro name, `type` is singular because it refers to the (higher-order, i.e. arrow) type of the function, and the significance of `main` is explained in Section 2.9. ATJ’s built-in type information for `binary-+` and `binary-*`, mentioned in Section 2.7, derives from predefined `atj-main-function-type` events, for these and other built-in ACL2 functions.

A pre-translation step uses the type information from the `atj-main-function-type` events for the ACL2 functions translated to Java (defaulting to `:avalue` when there is no better information), to carry out a type analysis of the ACL2 terms and to augment them with type annotations. The type analysis calculates types for all the ACL2 terms, ensuring compatibility with their surroundings; variables are annotated with their types, and all terms are wrapped with type conversions that either are identities or bridge compatible types. The type of a function’s formal parameter is obtained from the `atj-main-function-type` event (or is `:avalue` if there is no such event). The type of a term passed as argument to a function must be identical or convertible to the type of the function’s corresponding parameter. These are just two examples of this type analysis and annotation process, which also handles quoted constants, let bindings, if calls whose branch types are merged, terms returning multiple values, and additional aspects mentioned in Section 2.9 and Section 2.12.

For the example function \( f \) above, in the absence of the `atj-main-function-type` event, as in Section 2.7, the application of this pre-translation step on the body of \( f \) yields an annotated (translated) term of the following form (where some package prefixes are omitted for readability):

```
([AN>AV] (binary-* ([AV>AN] [AV]x)
  ([AN>AN] (binary-+ ([AV>AN] [AV]y)
  ([AI>AN] '3)))))
```

The type annotations use short designations of types: `‘AV’` for `:avalue`, `‘AN’` for `:anumber`, and `‘AI’` for `:ainteger`. The variables \( x \) and \( y \) are annotated with their types, by being renamed to a form that includes the type `:avalue` for both. Since the quoted constant \( '3 \) has type `:ainteger`, but is passed as argument to `binary-+` whose corresponding parameter has type `:anumber`, the quoted constant is wrapped with `[AI>AN]`, which indicates a conversion from `:ainteger` to `:anumber` (the `>` in the name conveys the direction). This conversion is always possible, because an ACL2 integer is also an ACL2 number. Similarly, the variable `[AV]y` is wrapped with `[AV>AN]`, which indicates a conversion from `:avalue` to `:anumber`. This conversion is always possible under the guard satisfaction assumption, because `binary-*` requires `acl2-numberp`, even though not all ACL2 values are ACL2 numbers. Since `binary-+` returns an ACL2 number and `binary-*` takes an ACL2 number, the `binary-+` call is wrapped with `[AN>AN]`, which indicates an identity conversion. The wrapping of variable `[AV]x` is similar to `[AV]y`. The outermost wrapping is based on the output type `:avalue` of \( f \) and the output type `:anumber` of `binary-*`. 
The type conversions in the terms above are not real functions. Together with the type annotations for variables, they provide “instructions” to ATJ’s proper translation step. The variables’ types tell the translation step which types to use for the corresponding Java variables. The type conversions tell the translation step to generate additional code to realize some of the conversions. Identity conversions like \([\texttt{AN}\to\texttt{AN}]\) require no additional code. Conversions like \([\texttt{AI}\to\texttt{AN}]\) and \([\texttt{AN}\to\texttt{AV}]\) require no additional code because \texttt{Acl2Integer} is a subclass of \texttt{Acl2Number} and \texttt{Acl2Number} is a subclass of \texttt{Acl2Value}. Conversions like \([\texttt{AV}\to\texttt{AN}]\) require a cast, shown in the Java code in Section 2.7.

In the presence of the \texttt{atj-main-function-type} event, the pre-translation step applied to function \(f\) yields an annotated term of the following form:

\[
\begin{align*}
([\texttt{AN}\to\texttt{AN}] & \text{(binary-*) ([\texttt{AN}\to\texttt{AN}] [\texttt{AN}]x)} \\
& \text{([\texttt{AN}\to\texttt{AN}] \text{(binary-+ ([\texttt{AN}\to\texttt{AN}] [\texttt{AN}]y)} \\
& \text{([\texttt{AI}\to\texttt{AN}] \text{'}3\text{])))})
\end{align*}
\]

Since the variables have type \texttt{:anumber}, the Java code has no casts, as shown earlier.

Since ACL2 terms may return multiple values, the conversions may involve multiple types to the left and right of the ‘\(\to\)’. These multiple types are translated to generated Java classes whose instances hold multiple values. For example, if an ACL2 function returns an integer and a symbol, its return type is a class \texttt{MV_Acl2Integer_Acl2Symbol}; only the needed \texttt{MV_...} classes are generated. ACL2 terms returning multiple values are used in \texttt{mv-let} terms and thus immediately decomposed. This is mimicked in the generated Java code: an \texttt{mv-let} is translated to Java code that assigns the \texttt{MV_...} class instance to a variable and then immediately assigns its fields to the bound variables. Therefore, the \texttt{MV_...} class instances are only briefly needed; they are created once and re-used (according to a singleton pattern) mimicking ACL2’s efficient non-allocation of memory for multiple values.

ATJ’s type apparatus affords flexible representations of ACL2 values in Java. In particular, ATJ has a type \texttt{:aboolean} for ACL2 booleans, which are symbols in ACL2, for which ATJ has a type \texttt{:asymbol}. ATJ maps \texttt{:asymbol} to the Java class type \texttt{Acl2Symbol}, but maps \texttt{:aboolean} to the Java primitive type boolean. This way, booleans can be used instead of \texttt{Acl2Symbol} instances (with the appropriate \texttt{atj-main-function-type} events), e.g. in conditional tests, making the Java code more efficient and idiomatic. When an ACL2 boolean is used as an ACL2 symbol, ATJ infers a \([\texttt{AB}\to\texttt{AY}]\) conversion (where ‘\texttt{AB}’ designates \texttt{:aboolean} and ‘\texttt{AY}’ designates \texttt{:asymbol}), which generates Java code to turn true or false into the \texttt{Acl2Symbol} instances for \texttt{t} or \texttt{nil}. Conversely, when an ACL2 symbol that is supposedly a boolean under the guard satisfaction assumption is used as a boolean, the inferred conversion \([\texttt{AY}\to\texttt{AB}]\) generates Java code to do the opposite conversion.

Similarly to booleans, ACL2 characters and strings are mapped to the the Java types \texttt{char} and \texttt{String}, and converted to/from the \texttt{Acl2Character} and \texttt{Acl2String} types, which are both subtypes of \texttt{Acl2Value}, as needed (these conversions amount to wrapping and unwrapping). In the future, ACL2 integers could be similarly mapped to the Java type \texttt{BigInteger} and wrapped/unwrapped to/from \texttt{Acl2Integer} as needed. It may be also possible to use the Java primitive integer types \texttt{byte}, \texttt{short}, \texttt{int}, and \texttt{long} for ACL2 integers in suitable ranges; see Section 4.

2.9 Overloaded Translation

The example function \(f\) above maps ACL2 numbers to ACL2 numbers, but it also maps ACL2 rationals to ACL2 rationals, and ACL2 integers to ACL2 integers. The two latter facts can be claimed, and ensured by proving theorems since \(f\) is in logic mode, via the following events:

\[
\begin{align*}
\text{(atj-other-function-type f (:arational :arational) :arational)} \\
\text{(atj-other-function-type f (:ainteger :ainteger) :ainteger)}
\end{align*}
\]
In the macro name, ‘other’ is in relation to ‘main’ in the macro described in Section 2.8 while that is the main type of f, implied by the guard, these are auxiliary types of f, which bear no relation with the guard, and must be narrower (i.e. more specific) than the main type. The auxiliary types are stored in the same table as the main types, and consulted by ATJ when generating Java code.

Since the built-in binary+ and binary* satisfy closure properties similarly to f, there are similar predefined atj-other-function-type events for binary+ and binary*.

For each auxiliary function type, ATJ generates an overloaded method with more specific types than the method generated for the main function type. For binary+ and binary*, ATJ generates more type-specific wrappers of more type-specific native implementations.

The resulting Java code has the following form:

```java
public static Acl2Number binary_plus(Acl2Number x, Acl2Number y) ...
public static Acl2Rational binary_plus(Acl2Rational x, Acl2Rational y) ...
public static Acl2Integer binary_plus(Acl2Integer x, Acl2Integer y) ...
public static Acl2Number binary_star(Acl2Number x, Acl2Number y) ...
public static Acl2Rational binary_star(Acl2Rational x, Acl2Rational y) ...
public static Acl2Integer binary_star(Acl2Integer x, Acl2Integer y) ...
public static Acl2Number f(Acl2Number x, Acl2Number y) {
    return binary_star(x, binary_plus(y, $N_3));
}
public static Acl2Rational f(Acl2Rational x, Acl2Rational y) {
    return binary_star(x, binary_plus(y, $N_3));
}
public static Acl2Integer f(Acl2Integer x, Acl2Integer y) {
    return binary_star(x, binary_plus(y, $N_3));
}
```

The bodies of the three f methods look the same, but they call different overloaded binary_plus and binary_star methods. Java resolves method overloading by selecting the most specific types.

This ‘more specific’ relation among Java types is captured via a partial order on ATJ’s types, based on their mappings to Java types. The ability of ACL2 functions to have multiple (main and auxiliary) types affects the ATJ pre-translation step described in Section 2.8: for each function call, the most specific type is chosen that does not require a down-conversion of the inputs; if there is no such type, the main function type is used, with the appropriate down-conversions. ATJ also ensures that the main and auxiliary input types of each function are closed under greatest lower bounds, to ensure that Java can always find the most specific types.

This ability to generate overloaded methods can improve efficiency. Arithmetic on Acl2Integer is generally more efficient than on Acl2Rational. Computations on Java booleans or characters or strings are generally more efficient than on Acl2Symbol or Acl2Character or Acl2String.

### 2.10 Translation of Terms to Expressions and Statements

The body of the example function f above is translated to a single Java expression returned by method(s) f. More in general, the proper translation step turns each ACL2 term into (i) a Java expression and

---

6The example ACL2 function f could have additional auxiliary types besides the ones shown above. For instance, it could have one with inputs :ainteger and :arational, and one with inputs :arational and :ainteger. Unless there is a type with inputs :ainteger and :ainteger, which are the greatest lower bound of the other two just mentioned, ATJ stops with an error, prompting the user to add the missing types, because otherwise Java would be unable to select the most specific method when given two Acl2Integer arguments.
(ii) zero or more Java statements, where the statements must be executed before the expression. The statements derive from ACL2 \texttt{let} bindings, which are turned into Java local variable declarations and assignments, and from ACL2 \texttt{if} calls, which are turned into Java conditional statements.

Consider the following ACL2 function:

\begin{verbatim}
(defun g (x y)
  (let ((z (cons x y)))
    (if (equal x y)
        x
        z)))
\end{verbatim}

The proper translation step turns that into the following Java method:

\begin{verbatim}
public static Acl2Value g(Acl2Value x, Acl2Value y) {
  Acl2ConsPair z = cons(x, y); // variable declaration
  Acl2Value $tmp1; // declare IF variable
  if (equal(x, y)) { // check IF test
    $tmp1 = x; // assign IF true result to IF variable
  } else {
    $tmp1 = z; // assign IF false result to IF variable
  }
  return $tmp1; // return IF result from IF variable
}
\end{verbatim}

Variable \texttt{z} comes from the \texttt{let}. Variable \texttt{$tmp1$} is internally generated: it is the expression that the \texttt{if} term translates to, along with the Java \texttt{if} statement, whose branches assign (the Java representation of) the value returned by the ACL2 \texttt{if} to \texttt{$tmp1$}. If there were other \texttt{if} terms, additional variables \texttt{$tmp2$}, \texttt{$tmp3$}, etc. would be internally generated, using a counter that is threaded through.

The above example suggests a general recursive translation pattern. To translate a term to an expression and some statements, first its subterms are translated to expressions and statements; then the expressions for the subterms are combined to generate the expression and statements for the term, and the statements for the subterms and term are concatenated in order. This is more complicated for \texttt{and} and \texttt{or} terms, which are turned into \texttt{&&} and \texttt{||} expressions, because any statements for the second conjunct or disjunct must not be executed if the first conjunct or disjunct suffices to determine the result: the treatment is somewhat similar to \texttt{if} terms, which are also non-strict.

The treatment of \texttt{let} variables is fairly elaborate. A pre-translation step analyzes them to determine when they can be reused: it marks each variable as either reused or not; this is tricky, because scoping rules differ between ACL2 and Java. This pre-translation step takes place after the one described in Section \ref{sec:pre} which annotates variables with their types, because variables may be reused only if they have the same type. The markings on the variables serve as “instructions” to the proper translation step: if a variable is reused, a Java assignment is generated; otherwise, a Java declaration is generated.

Consider the following ACL2 function:

\begin{verbatim}
(defun h ()
  (let ((x 1))
    (let ((x (+ x 2)))
      (* 2 x))))
\end{verbatim}

Since the first \texttt{x} is only used in the term to which the second \texttt{x} is bound, the variable can be reused. The annotated body of this function has the following form, where the \texttt{lambda} expressions have been turned into \texttt{let} terms for readability:
The pre-translation step for variable reuse produces the following body, where again the lambda expressions have been turned into `let` terms for readability:

```
(\let ((x (Var 1)))
 (\let ((x (binary-+ (\x) (Var 1))))
  (binary-* (Var 2) x))))
```

The `\` marking means that the variable is new (i.e. not reused); the `\` marking means that the variable is old (i.e. reused). Thus, the following Java method is generated:

```
public static Acl2Value h() {
    Acl2Integer x = \_1; // variable declaration
    x = binary_plus(x, \_1); // variable assignment
    return binary_star(\_2, x);
}
```

A subsequent pre-translation step renames apart variables that happen to have the same name (i.e. symbol) in ACL2 but that must be different variables in Java, due to overlapping scopes and inability to reuse (e.g. because the variables have different types). The same pre-translation step also translates ACL2 variable names to Java variable names (see Section 2.4).

### 2.11 Java Code Simplification

The proper translation step is uniform and systematic in order to decrease its complexity, but the resulting Java code may be verbose. The verbosity is reduced via post-translation steps, which simplify the Java code to be more efficient and idiomatic.

For example, as mentioned in Section 2.10, if terms engender additional local variables, such as $\mathit{tmp}1$ in method $g$. This approach is uniform and compositional, but method $g$ could be simplified by folding the `return` statements into the `if` branches and avoiding variable $\mathit{tmp}1$ altogether. This is done by a post-translation step, producing the following method for function $g$ in Section 2.10:

```
public static Acl2Value g(Acl2Value x, Acl2Value y) {
    Acl2ConsPair z = cons(x, y);
    if (equal(x, y)) {
        return x; // return folded here
    } else {
        return z; // return folded here
    }
} // no $\mathit{tmp}1$ variable
```

Some post-translation steps turn tail recursions into loops, a well-known compiler optimization known as ‘tail recursion elimination’. The main post-translation step that achieves this operates as follows: if a method is tail-recursive (i.e. it calls itself only as its dynamically last action), then its body is surrounded by a `while` loop with test `true`, and each recursive call is replaced with a `continue` preceded...
by a parallel assignment of the recursive call arguments to the formal parameters of the method. The parallel assignment is realized by sequentializing it according to a topological dependency order when possible, or otherwise by using temporary variables. Two subsequent post-translation steps improve the loop as follows: (i) if the loop body is an if statement of certain forms, the continuation test is lifted from the if to the while, replacing the true test, which is more natural; (ii) any continue not dynamically followed by other code in the loop body is eliminated, as it is useless. For example, consider the following tail-recursive factorial function where r is the accumulator:

```
(defun fact-tail (n r)
  (declare (xargs :guard (and (natp n) (natp r))))
  (if (zp n)
      r
    (fact-tail (1- n) (* n r))))
```

The corresponding Java method is the following:

```
public static Acl2Integer fact_tail(Acl2Integer n, Acl2Integer r) {
    while (!zp(n)) {
        r = binary_star(n, r);
        n = binary_plus($N_minus1, n);
    }
    return r;
}
```

A post-translation step caches and reuses the result of a method with no arguments (generated from a nullary function) whose body is a single return with an expression that does not call any method. Instead of recomputing the same expression at every call, a private static final field is added that is initialized with the expression, and the method is transformed to return that field.

2.12 Inverse Shallow Embedding

The preceding subsections describe ATJ features to render ACL2 constructs as Java constructs, according to a shallow embedding of ACL2 in Java. This subsection briefly discusses, via an example, ATJ’s ability to recognize certain Java constructs shallowly embedded in ACL2, where the embedding thus goes the other way, and to translate them to those Java constructs. This approach started in ATJ, but was more fully developed in ATC.

Consider the following ACL2 function and event:

```
(defun i (x y)
  (declare (xargs :guard (and (int-valuep x) (int-valuep y))))
  (int-add (int-mul (int-value 2) x)
           (int-mul y y)))
(atj-main-function-type i (:jint :jint) :jint)
```

Function int-valuep represents Java int values; function int-value represents Java int literals; functions int-add and int-mul represent the Java int addition and multiplication operations. These are part of an ACL2 model of the Java primitive types and operations that is known to ATJ, and used to generate the following Java method:

```
public static int i(int x, int y) {
    return 2 * x + y * y;
}
```

Footnote: The loop is equivalent to the tail recursion. The parallel assignment and the continue are equivalent to performing the recursive call. The loop is exited via return like the recursion, so the true loop test does not make the loop infinite.
The correspondence between the ACL2 code and the Java code is clear. The int types of the method are derived from the `atj-main-function-type` event, where `:jint` represents the Java int type; other possibilities (for different functions) are `:jbyte`, `:jshort`, etc. The ACL2 code above looks like “Java written in ACL2”, i.e. it is Java shallowly embedded in ACL2. Since this is not idiomatic ACL2 code, APT transformations may be used to produce it from more idiomatic ACL2 code; some APT transformations tailored to ATJ have been and are being developed at Kestrel.

Similarly, an ACL2 model of Java primitive arrays and operations on them is used to generate Java code that manipulates primitive arrays. The model includes functions like `int-arrayp` to recognize arrays of int values, `int-array-read` to read from them, and `int-array-write` to write to them. A pre-translation step performs an analysis on the Java arrays to ensure that they are treated in a single-threaded way so that they can be destructively updated in the generated Java code. The analysis is similar to ACL2’s stobjs, but involves additional complications: array names are local to functions/methods, and must be suitably mapped across calls, while stobj names are global; methods can create new arrays, while stobjs are statically defined. To specify how arrays are modified by functions/methods, and to distinguish them from arrays created afresh, array types used in `atj-main-function-type` outputs, such as `:jbyte[]`, are augmented with names of array parameters indicating which output array is which possibly modified input array.

This ability to generate Java code that manipulates Java data types represented in ACL2 is integrated with the ability to generate Java code that manipulates Java representations of ACL2 data types. ATJ recognizes ACL2 conversion functions between the models of the Java data types and the “regular” ACL2 data types, and generates appropriate Java conversion code.

A somewhat experimental option recently added to ATJ triggers a new pre-translation step to ensure that the ACL2 code only uses the models of the Java data types, so that the generated Java code only traffics in Java primitive values and arrays (i.e. not `Acl2Integer` etc.). This obviates the need for generating the auxiliary class described in Section 2.4 because if the Java code does not use `Acl2Symbol`, there is no need to create Java definitions of ACL2 packages; it also obviates the need for generating some code in the main class, such as fields like `$N_3` shown earlier. With this option, ATJ works much more like ATC: this option should evolve into a third main operation mode of ATJ, based on the shallow embedding of Java in ACL2, next to the modes based on the shallow and deep embedding of ACL2 in Java. However, so far ATJ is still primarily based on the latter two modes.

### 2.13 Test Generation

In both the deep and shallow embedding modes, ATJ provides a facility to generate additional Java code to run tests on the Java code generated from the target functions.

Each test is specified by a name and a ground call of one of the target functions supplied to ATJ. For the example function `f` in Section 2.7 an example test ground call is `(f 2 1)`.

If tests are specified, ATJ generates an additional test class to run the tests. For each test, ATJ uses the ACL2 evaluator to calculate the result of the call (e.g. 8 for the example above), and generates Java code, in the test class, to (i) build the input values, (ii) call the Java counterpart of the ACL2 function on them, (iii) compare the result with the one from the ACL2 evaluator, and (iv) print whether the test passes or fails on the screen, along with the name of the test. Note that the result of the test does not have to be specified by the user.

This test class has a `main` method, so it can be run as a Java application to execute all the tests in the manner explained above. If a positive integer argument is passed to this Java application, the test code runs each test for the specified number of times, collecting the execution times for each run and printing
maximum, minimum, and average times on the screen. If a second positive integer argument is passed to this Java application, it specifies the number of times to run the ground call for each time measurement; this is useful when the calls are fast, to measure larger and less noisy times.

Since ATJ does not generate correctness proofs yet, this testing facility is valuable to increase confidence in the code. It is also useful to measure the performance of the generated code.

### 3 Performance of the Generated Code

Performance has been tested on a verified ABNF grammar parser [19, abnf::abnf]. The parser takes as input a list of natural numbers, checks whether they are ASCII codes that form a grammar in the ABNF notation, and returns as output a concrete syntax tree for the parsed grammar (if parsing succeeds; otherwise it returns \texttt(nil}). The grammars used in the tests either are taken from Internet standards or are transcriptions in ABNF of existing grammars written in other notations.

The results are reported in Table 1. The first column describes the input grammars. The other three columns show minimum, maximum, and average running times for the ACL2 code of the parser, with the default guard checking setting, and for the Java code generated by ATJ in the shallow and deep embedding modes, both assuming guards.

| Input                  | ACL2 min | ACL2 avg | ACL2 max | Java [shallow] min | Java [shallow] avg | Java [shallow] max | Java [deep] min | Java [deep] avg | Java [deep] max |
|------------------------|----------|----------|----------|-------------------|--------------------|--------------------|-----------------|----------------|----------------|
| ABNF core rules        | 0.030    | 0.033    | 0.047    | 0.078             | 0.127              | 0.261              | 7.145           | 7.522          | 8.405          |
| ABNF grammar           | 0.031    | 0.033    | 0.035    | 0.111             | 0.120              | 0.143              | 7.540           | 7.704          | 8.132          |
| HTTP grammar           | 0.048    | 0.054    | 0.071    | 0.188             | 0.200              | 0.250              | 11.743          | 11.981         | 12.435         |
| IMAP grammar           | 0.292    | 0.337    | 0.364    | 0.888             | 1.032              | 1.223              | 71.384          | 72.103         | 72.837         |
| IMF grammar            | 0.122    | 0.137    | 0.159    | 0.465             | 0.492              | 0.589              | 29.961          | 30.466         | 30.971         |
| Java lexical grammar   | 0.158    | 0.172    | 0.189    | 0.497             | 0.540              | 0.594              | 36.849          | 37.238         | 40.028         |
| Java syntactic grammar | 0.490    | 0.509    | 0.550    | 1.546             | 1.654              | 1.863              | 113.858         | 116.990        | 120.384        |
| JSON grammar           | 0.027    | 0.032    | 0.048    | 0.114             | 0.124              | 0.147              | 7.094           | 7.248          | 7.655          |
| SMTP grammar           | 0.128    | 0.143    | 0.165    | 0.418             | 0.436              | 0.466              | 30.259          | 30.571         | 31.264         |
| URI grammar            | 0.040    | 0.044    | 0.063    | 0.155             | 0.163              | 0.174              | 10.236          | 10.518         | 11.003         |
| Yul grammar            | 0.123    | 0.138    | 0.156    | 0.420             | 0.438              | 0.465              | 32.925          | 34.664         | 37.049         |

Table 1: Time measurements for the ABNF parser.

For the Java code generated in shallow embedding mode, a handful of \texttt{atj-main-function-type} events are used, with more specific \texttt{:a...} types than \texttt{:avalue}, for certain lower-level functions in the parser. All the other functions in the parser have the default \texttt{:avalue} type for inputs and outputs; no other (more specific) type can be used for them, among the types currently supported by ATJ. In other words, the Java types used in the Java code of the parser are as specific as they can currently be. The ACL2 code of the parser does not use the models of Java primitive values or arrays (see Section 2.12), i.e. there are no \texttt{:j...} types in the \texttt{atj-main-function-type} events; the inverse shallow embedding plays no role here. The details are in the Community Books [20, books/kestrel/java/atj/tests/abnf.lisp].

Each time in the table refers to 100 repeated calls of the parser on the same input, to have larger and less noisy time measurements. Minimum, maximum, and average times are calculated over 10 runs (each run consisting of the 100 calls just explained).

\footnote{Namely, that only the guard of the top-level call of the parser is checked, and none of the guards of the directly or indirectly called functions are checked. The parser is all guard-verified.}
Looking at the average times, the Java code generated in shallow embedding mode is about 3–4 times slower than the ACL2 code. This is not insignificant, but suggests that the Java code is somewhat competitive with the ACL2 code. On the other hand, the Java code generated in deep embedding mode is about 60–80 times slower than the Java code generated in shallow embedding mode. This supports the claim that the shallow embedding mode produces much more efficient Java code than the deep embedding mode. It also suggests that the Java code generated in deep embedding mode is not particularly competitive with the ACL2 code, or with the Java code generated in shallow embedding mode.

It is not surprising that the Java code generated in shallow embedding mode is slower than the ACL2 code, because the Java code is engineered to mimic the ACL2 code, but the ACL2 code can take advantage of certain efficiencies that are not available to the Java code. A major instance of this is arithmetic: ACL2 has unbounded integers, which the underlying Lisp operates on very efficiently, possibly via one machine instruction per operation when they are sufficiently small; the Java code mimics ACL2 unbounded integers via the `BigInteger` class, which is much less efficient than one machine instruction per operation, no matter how small the integers. In Java, arithmetic efficiency comparable to Lisp can be achieved via primitive types like `int`: currently, these can be generated by ATJ only using the ACL2 models of the Java primitive values, which requires transforming the parser’s ACL2 code. Future versions of ATJ may be able to generate Java code with primitive types from ACL2 integers that are known to be sufficiently small (see Section 4); this may reduce the performance gap with the ACL2 code.

The large disparity between deep and shallow embedding modes is due to the interpretation overhead in the former compared to the latter. A variable access in the interpreter is an array access (variables are stored in arrays, and internally identified by indices), compared to just referencing a variable. Each function call in the interpreter first checks whether the function is ACL2’s `if` or or[9] which require non-strict treatment, compared to just calling a method. Each function call in the interpreter creates an array of the argument values, compared to just passing them to the method. These and other overheads add up.

All the time measurements were taken on a MacBook Pro (16-inch, 2019) with 2.4 GHz 8-Core Intel Core i9 and 64 GB 2667 MHz DDR4, running macOS Big Sur Version 10.13.6. The ACL2 times were measured with GitHub commit e9e633f669ab49170c47538e400c6d30158ce5fb running on Steel Bank Common Lisp (SBCL) Version 2.1.6. The Java times were measured with the Java code generated by the version of ATJ in the same GitHub commit, running on OpenJDK 15 2020-09-15 (build 15+36).

4 Future Work

Ideally, ATJ would automatically translate idiomatic and efficient ACL2 code to idiomatic and efficient Java code. While this may be impossible to achieve in full due to the inherent differences between the two languages, it is a good goal to move towards; from ATJ’s current status, some movement in that direction should be achievable. An approach worth exploring is the introduction of additional :a... types for ACL2 values that could be mapped to Java primitive and array types. ATJ already does that for booleans, characters, and strings; if this could be done for suitable subsets of the integers, arithmetic could be much more efficient (cf. discussion in Section 4). This applies to the shallow embedding of ACL2 in Java; it is independent from ATJ’s capability to translate ACL2 models of Java primitive values and arrays to idiomatic Java, which requires the ACL2 code to be in a specific form.

The latter capability should be further developed into a new mode of operation of ATJ, instead of being an add-on to the current shallow embedding mode, which is primarily based on the shallow embedding of ACL2 in Java. This new mode could work very similarly to C code generation in ATC,

---

[9] Although or is a macro that expands `(or a b)` to `(if a a b)`, ATJ represents it as a function internally to evaluate a once.
according to a more comprehensive shallow embedding of Java in ACL2. Both shallow embedding modes are useful, in different ways: one puts fewer restrictions on the ACL2 code, at the cost of producing less idiomatic and efficient Java code; the other can produce more idiomatic and efficient Java code, at the cost of having to transform the ACL2 code into a restricted form.

ATJ should be extended to accept ACL2 code with side effects and translate it to Java code that mimics those side effects. Since ATJ does not have access to the raw Lisp code that realizes the side effects, support for side effects can be added case by case, by extending AIJ (see Section 2.2) with Java implementations of ACL2 functions with side effects. The side effects related to stobjs could be handled in a more uniform way, adding general support for stobjs.

ATJ should be extended to generate proofs of correctness of the generated Java code with respect to the ACL2 code. Each of ATJ’s pre-translation steps, proper translation step, and post-translation steps could generate a proof of its own correctness, obtaining an end-to-end proof by composing the proofs for all the steps. ATJ translates to Java not only logic-mode ACL2 functions, but also program-mode ones, and possibly also ones with side effects in the future. In order to assert, in the ACL2 logic, the correctness of the generated Java code with respect to ACL2 code in program mode and/or with side effects, it is necessary to use a formal evaluation semantics of ACL2 [19, acl2pl::acl2-programming-language].

Although the Java code generated in deep embedding mode is slow, partial evaluation may make it more efficient. According to the first Futamura projection [12], partially evaluating an interpreter with respect to a program amounts to compiling the program to the language that the interpreter is written in. With a partial evaluator for Java, AIJ could be partially evaluated with respect to the ATJ-generated Java representation of the ACL2 code. The partial evaluator for Java could be written in any language, including ACL2: in that case, it could be part of a Java transformation library that ATJ’s post-translation steps are a start towards; the partial evaluator could generate proofs of correctness.

5 Related Work

ATC [6, 19, c::atc] is a C code generator for ACL2 entirely based on the concept of inverse shallow embedding that ATJ has pioneered but supports only partially.

Besides ATJ and ATC, the author is not aware of any other code generator for ACL2.

Several other theorem provers include code generation facilities [9, 10, 16]. These are also based on direct shallow embedding, but the ACL2 language is quite different from those provers’ languages, which are higher-order and strongly typed. Thus, not many of the ideas from those provers’ code generation facilities may be relevant to ATJ.

Several formalizations of Java exist [15, 18, 2]. These may contain ideas relevant to extending the partial model of Java mentioned in Section 2.12 to a formalization of Java in ACL2 sufficient to support formal proofs of correctness of the generated Java code with respect to the ACL2 code, which is part of the future work envisioned in Section 4.
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