We propose novel goodness-of-fit tests for the Weibull distribution with unknown parameters. These tests are based on an alternative characterizing representation of the Laplace transform related to the density approach in the context of Stein’s method. Asymptotic theory of the tests is derived, including the limit null distribution, the behaviour under contiguous alternatives, the validity of the parametric bootstrap procedure, and consistency of the tests against a large class of alternatives. A Monte Carlo simulation study shows the competitiveness of the new procedure. Finally, the procedure is applied to real data examples taken from the materials science.

1 Introduction

The Weibull distribution was introduced by Waloddi Weibull in his key paper [35]. In this paper, Weibull proposes applications in the materials science (i.e., yield strength of a Bofors steel), for geological phenomena (i.e., size distribution of fly ash) up to the analysis of fossils (i.e., length of Cyrtoidae). Since then, numerous publications in applied sciences have used the Weibull distribution in diverse fields, such as engineering, physics, chemistry, meteorology, hydrology, medicine, psychology and pharmacy, to name just a few. A list of approximately 200 references related to applications is supplied by [28], see Tables 7/1 to 7/12.

Due to the success and the wide applicability of the Weibull law, some authors warn about possible perils of unguarded fitting of Weibull distributions to data, see [22] and for more references [28]. Hence, a first step to serious statistical inference involving this family of distributions is to check whether given data are sufficiently compatible with some Weibull law. This question belongs to the area of goodness-of-fit testing for parametric families of distributions. To be precise, let $W = \{W(\lambda, k) \mid \lambda, k > 0\}$ be the family of Weibull distributions, where $W(\lambda, k)$ is the Weibull distribution defined by the probability density function

$$f(x, \lambda, k) = \frac{k}{\lambda^k} x^{k-1} \exp \left(-\left(\frac{x}{\lambda}\right)^k\right), \quad x \geq 0,$$
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and $\lambda > 0$ is the scale and $k > 0$ is the shape parameter. In what follows, let $X_1, \ldots, X_n$ be independent and identically distributed (i.i.d.) copies of a positive random variable $X$ with distribution $\mathbb{P}^X$. We want to check the assumption that $\mathbb{P}^X$ belongs to the family of Weibull distributions, or equivalently, to test the composite null hypothesis

$$H_0 : \mathbb{P}^X \in \mathcal{W},$$

(1)

against general alternatives.

This testing problem has been considered in the literature, although (compared with tests of normality or of exponentiality) the amount of available procedures is relatively sparse. Hitherto known tests for the Weibull distribution are based on functionals of the empirical distribution function, see [10], on probability plots, see [31], on statistics of Shapiro–Wilk type, see [29], on normalized spacings, see [23–24], on the Kullback-Leibler information, see [26], on generalized Weibull families, see [20], on a Stein type characterization in Fourier space, see [8], and on the empirical moment generating function, see [9]. For a review with some more references and a comparative Monte Carlo simulation study see [19].

The newly proposed test statistic is based on a novel characterization of the Weibull law by an alternative representation of the Laplace transform. At its heart lies the density approach in the context of Stein’s method (compare [21]). This approach states that, under suitable conditions, a real-valued random variable $X$ follows a distribution with differentiable density $f$ if and only if

$$E \left[ p'(X) + \frac{f'(X)}{f(X)} p(X) \right] = 0$$

(2)

for each function $p$ from a sufficiently large class of test functions. Here, $f'$ denotes the derivative of $f$. If $f$ is the standard normal density, then (2) is the famous characterization of the standard normal law in Stein’s lemma.

Due to the results in [4] equation (2) can be untied from the class of test functions $p$ under weak assumptions. As a consequence, we obtain the following characterization of the Weibull distribution. For a proof of Theorem 1 see Appendix A.1.

**Theorem 1.** Let $\lambda, k > 0$ and $X$ be a positive random variable with Laplace transform $L_X$ satisfying $E|X(d/dxf(x)|X)|/f(X)| < \infty$. Then $X$ has a $W(\lambda, k)$-distribution if and only if

$$tL_X(t) = E \left[ \frac{1}{X} \left( k \left( \frac{X}{\lambda} \right)^k - k + 1 \right) \left( 1 - e^{-tX} \right) \right]$$

(3)

for each $t > 0$.

To construct a test statistic based on (3), we replace the theoretical moments by their empirical counterparts. The resulting equation is useful to check whether a given sample is generated by a Weibull distribution with fixed parameters $\lambda, k > 0$. However, the composite hypothesis (1) requires a more elaborate approach. Since the parameters of the hypothetical Weibull distribution are unknown, they have to be replaced by consistent estimators. If we denote these estimators by $\hat{\lambda}_n$ and $\hat{k}_n$ and replace the Laplace transform by the empirical version $\hat{L}_X(t) = n^{-1} \sum_{j=1}^n e^{-tX_j}$, our test statistic is the weighted $L^2$-distance

$$T_n = n \int_0^\infty \left( \frac{1}{n} \sum_{j=1}^n \frac{1}{X_j} \left( \hat{k}_n \left( \frac{X_j}{\hat{\lambda}_n} \right)^{\hat{k}_n} - \hat{k}_n + 1 \right) \left( 1 - e^{-tX_j} \right) - \frac{t}{n} \sum_{j=1}^n e^{-tX_j} \right)^2 w(t)dt.$$

(4)

Here, $w : [0, \infty) \rightarrow (0, \infty)$ is a positive weight function satisfying

$$\int_0^\infty (t^4 + 1)w(t)dt < \infty.$$

(5)

Rejection of the null hypothesis is for large values of $T_n$.

**Remark 2.** It is well-known that $W(\lambda, 1) = \text{Exp}(1/\lambda)$, for $\lambda > 0$. If we fix $k = 1$ in Theorem 1 (3) yields the identity $\hat{L}_X(t) = (1 - E[\exp(-tX)])/(\lambda t)$, $t > 0$. Solving for $\hat{L}_X(t)$ leads to $\hat{L}_X(t) = 1/(\lambda t + 1)$, which is the Laplace transform of $\text{Exp}(1/\lambda)$. On the other hand, using the formula $\hat{L}_Y(t) = 1/(\lambda t + 1)$ for the Laplace transform of a random variable $Y$ with the exponential distribution $\text{Exp}(1/\lambda)$ confirms the identity. In this case, the test statistic $T_n$ is equivalent to the test of exponentiality based on the empirical Laplace transform proposed in [14,16].
If the weight function $w$ figuring in (4) is taken to be $w_n^{(1)}(t) = e^{-at}$ or $w_n^{(2)}(t) = e^{-at^2}, t \in [0, \infty)$, where $a > 0$ is some tuning parameter, the test statistic $T_n$ allows for a representation that does not involve any integration and is thus amenable to computations. Indeed, writing
\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x \exp(-t^2) \, dt, \quad x \geq 0,
\]
for the error function, and putting
\[
r(i, \hat{\lambda}_n, \hat{k}_n) = X_i^{-1} \left( \hat{k}_n \left( X_i / \hat{\lambda}_n \right)^{\hat{k}_n} - \hat{k}_n + 1 \right),
\]
straightforward computations give
\[
T_n^{(1)} = \frac{1}{n} \sum_{i,j=1}^n \left\{ r(i, \hat{\lambda}_n, \hat{k}_n) r(j, \hat{\lambda}_n, \hat{k}_n) \left( \frac{1}{a - (a + X_i)} - \frac{1}{a - (a + X_j)} + \frac{1}{a + X_i + X_j} \right)
\right.
\]
\[
- 2r(j, \hat{\lambda}_n, \hat{k}_n) \left( \frac{1}{(a + X_i)^2} - \frac{1}{(a + X_i + X_j)^2} + \frac{2}{(a + X_i + X_j)^3} \right) \left\}
\]
and
\[
T_n^{(2)} = \frac{1}{n} \sum_{i,j=1}^n \left\{ r(i, \hat{\lambda}_n, \hat{k}_n) r(j, \hat{\lambda}_n, \hat{k}_n) \frac{1}{2} \sqrt{\frac{\pi}{a}} \left( 1 - e^{X_i^2/(4a)} \left( 1 - \text{erf} \left( \frac{X_i}{2\sqrt{a}} \right) \right) \right)
\right.
\]
\[
- e^{X_j^2/(4a)} \left( 1 - \text{erf} \left( \frac{X_j}{2\sqrt{a}} \right) \right) + \exp \left( \frac{(X_i + X_j)^2}{4a} \right) \left( 1 - \text{erf} \left( \frac{X_i + X_j}{2\sqrt{a}} \right) \right) \left( 1 - \text{erf} \left( \frac{X_i + X_j}{2\sqrt{a}} \right) \right) \right)
\]
\[
- 2r(j, \hat{\lambda}_n, \hat{k}_n) \frac{\sqrt{\pi}}{4(\sqrt{a})^3} \left( \exp \left( \frac{(X_i + X_j)^2}{4a} \right) (X_i + X_j) \right) \left( 1 - \text{erf} \left( \frac{X_i + X_j}{2\sqrt{a}} \right) \right)
\]
\[
+ e^{X_j^2/(4a)} X_i \left( 1 - \text{erf} \left( \frac{X_i}{2\sqrt{a}} \right) \right) + \frac{1}{8(\sqrt{a})^3} \left( -2\sqrt{a}(X_i + X_j) \right)
\]
\[
+ \exp \left( \frac{(X_i + X_j)^2}{4a} \right) \sqrt{\pi}(2a + (X_i + X_j)^2) \left( 1 - \text{erf} \left( \frac{X_i + X_j}{2\sqrt{a}} \right) \right) \left\}
\]
The paper is organized as follows: Section 2 provides the asymptotic theory of the tests, including the limit null distribution, the behaviour under contiguous alternatives, the validity of the parametric bootstrap procedure, and the consistency of the tests. In Section 3 we present results of a comparative Monte Carlo simulation study, while an application to real data sets is provided in Section 4. We finish the paper in Section 5 by stating some conclusions and open problems. For the sake of readability, proofs are deferred to Appendix A. Throughout the paper, the symbol $\sim$ will denote equality in distribution, and $o_p(1)$ stands for a term that converges to zero in probability as $n \to \infty$. Moreover, we will write $\Rightarrow$ for convergence in distribution as $n \to \infty$.

## 2 Asymptotic Theory

In view of what follows, we now change to a more general setting and consider a triangular array $X_{n,1}, \ldots, X_{n,n}, n \in \mathbb{N}$, of row-wise i.i.d. random variables, defined on a common probability space $(\Omega, \mathcal{F}, \mathbb{P})$, with
\[
X_{n,1} \sim W(\lambda_n, k_n), \quad k_n, \lambda_n > 0,
\]
and
\[
\lim_{n \to \infty} \lambda_n = \lambda_0 > 0, \quad \lim_{n \to \infty} k_n = k_0 > 0. \tag{6}
\]
Furthermore, let $X$ be a random variable with the Weibull distribution $W(\lambda_0, k_0)$. As a first step, we specify the estimators $\hat{\lambda}_n, \hat{k}_n$. We propose to take either maximum likelihood estimators or moment estimators, both of which are discussed in more detail in the next subsection. If not stated otherwise, we write $\hat{\lambda}_n$ and
We start with an investigation of the maximum likelihood estimators, which are defined as the solutions of the likelihood equations

$$ \sqrt{n}(\hat{\lambda}_n - \lambda_n) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \psi_1(X_{n,j}, \lambda_n, k_n) + o_P(1), $$

(7)

$$ \sqrt{n}(\hat{k}_n - k_n) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \psi_2(X_{n,j}, \lambda_n, k_n) + o_P(1), $$

(8)

where $\psi_1$ and $\psi_2$ are measurable functions satisfying

$$ \mathbb{E}[\psi_1(X_{n,1}, \lambda_n, k_n)] = 0, \quad \mathbb{E}[\psi_2(X_{n,1}, \lambda_n, k_n)] = 0, $$

(9)

$$ \mathbb{E}[\psi_1^2(X_{n,1}, \lambda_n, k_n)] < \infty, \quad \mathbb{E}[\psi_2^2(X_{n,1}, \lambda_n, k_n)] < \infty, $$

(10)

and

$$ \lim_{n \to \infty} \mathbb{E}[\psi_1^2(X_{n,1}, \lambda_n, k_n)] = \mathbb{E}[\psi_1^2(X, \lambda_0, k_0)], \quad \lim_{n \to \infty} \mathbb{E}[\psi_2^2(X_{n,1}, \lambda_n, k_n)] = \mathbb{E}[\psi_2^2(X, \lambda_0, k_0)]. $$

(11)

We start with an investigation of the maximum likelihood estimators, which are defined as the solutions of the likelihood equations

$$ \hat{\lambda}_n = \left( \frac{1}{n} \sum_{i=1}^{n} X_{n,i} \right)^{1/k_n}, $$

$$ \frac{n}{k_n} + \sum_{i=1}^{n} \log X_{n,i} = \frac{n}{\sum_{i=1}^{n} X_{n,i}^{k_n}} \sum_{i=1}^{n} X_{n,i}^{k_n} \log X_{n,i}. $$

These estimators exist, and they are unique with probability 1, see Appendix I of [23]. If we transfer Theorem 17 of [12] to our setting of a triangular array, we obtain the almost sure convergence $(\hat{\lambda}_n, \hat{k}_n) \to (\lambda_0, k_0)$, i.e., the strong consistency of the sequence of maximum likelihood estimators.

For the proof of Theorem 5 it is necessary to show asymptotic normality and the existence of a linear representation of the maximum likelihood estimators. The following result can be proved in the same way as Theorem 6.2.2 of [7].

**Theorem 3.** In the setting above, the maximum likelihood estimators allow of the linear representation

$$ \sqrt{n}(\hat{\lambda}_n - \lambda_n, \hat{k}_n - k_n) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \mathcal{I}(\lambda_0, k_0)^{-1} \frac{d}{d(\lambda, k)} \log f(X_{n,i}, \lambda, k) \bigg|_{(\lambda_n, k_n)} + o_P(1). $$

Thereby, $\mathcal{I}(\lambda_0, k_0)$ is the Fisher information matrix. Moreover, the limit distribution of $\sqrt{n}(\hat{\lambda}_n - \lambda_n, \hat{k}_n - k_n)$ as $n \to \infty$ is a centered bivariate normal distribution.

We turn to the behavior of the moment estimators. Note that, if $X$ has the Weibull distribution $W(\lambda, k)$, then the random variable $-\log X$ has an extreme value type-I distribution $EV(\mu, \sigma)$, where $\mu = -\log \lambda$ and $\sigma = 1/k$. Writing $\gamma = 0.57721 \cdots$ for the Euler–Mascheroni constant, the expectation and variance are then given by

$$ \mathbb{E}[-\log X] = -\log \lambda + \frac{\gamma}{k} \quad \text{and} \quad \mathbb{V}[\log X] = \frac{\pi^2}{6k^2}. $$

Therefore, the moment estimators are solutions of the equations

$$ \hat{k}_n = \frac{\pi}{\sqrt{6}} (S_n^2)^{-1/2}, $$

(12)

$$ \log \hat{\lambda}_n = \log X + \frac{\gamma}{k_n}, $$

(13)
Theorem 5. Under the triangular array introduced at the beginning of this section, we have

where $S_T^2 = (n-1)^{-1} \sum_{i=1}^{n} (\log X_{n,i} - \overline{\log X})^2$ and $\overline{\log X} = n^{-1} \sum_{i=1}^{n} \log X_{n,i}$. A direct conclusion from (12) and (13) is the strong consistency of the estimators, since

$$\sum_{n=1}^{\infty} \frac{\text{Var}(\log(X_{n,1}))}{n} < \infty \quad \text{and} \quad \sum_{n=1}^{\infty} \frac{\text{Var}(\log(X_{n,1})^2)}{n} < \infty.$$ 

A linear representation of the estimators is obtained by rewriting the equations (12)-(13) and performing multiple Taylor expansions. Moreover, similar to [33, Section 4.1], the moment estimators have an asymptotic normal distribution.

Theorem 4. The moment estimators satisfy

$$\sqrt{n} \left( \hat{\lambda}_n - \lambda_n \right) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( \lambda_n (\log X_{n,i} + \frac{2\gamma k_n^2}{\pi^2} (\log X_{n,i} - \log \lambda_n + \frac{\gamma}{2k_n} - \log \lambda_n)) \right) + o_p(1),$$

and the limit distribution of $\sqrt{n}(\hat{\lambda}_n - \lambda_n, \hat{k}_n - k_n)$ is a centered bivariate normal distribution.

Thus, both the maximum likelihood estimators and the moment estimators satisfy the assumptions (7) to (11).

2.2 Limit distribution under $H_0$

Let $\mathcal{L}_w^2 = L^2([0, \infty), \mathcal{B}([0, \infty), w(t)dt)$ be the Hilbert space (of equivalence classes) of Borel-measurable functions $g : [0, \infty) \rightarrow \mathbb{R}$ satisfying $\|g\|^2 = \int_{0}^{\infty} g^2(t) w(t) dt < \infty$ with respect to a measurable positive weight function $w(\cdot)$ that is subject to (5). The scalar product on $\mathcal{L}_w^2$ is defined by $(g, h) = \int_{0}^{\infty} g(t) h(t) w(t) dt$. If we write

$$V_n(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left[ \frac{1}{X_{n,j}} \left( \hat{X}_{n,j} - \hat{\lambda}_n \right) \right] \left( 1 - e^{-tX_{n,j}} \right) - te^{-tX_{n,j}}, \quad t \geq 0,$$

the test statistic $T_n$ allows of the representation

$$T_n = \|V_n\|^2.$$ 

It is easily seen that $V_n$ is $\mathbb{P}$-a.s. an element of $\mathcal{L}_w^2$, and the measurability with respect to the Borel $\sigma$-field follows from the continuity of the sample paths of $V_n$. The proof of the following Theorem is technically involved and is therefore deferred to Appendix A.2.

Theorem 5. Under the triangular array introduced at the beginning of this section, we have

$$T_n = \|V_n\|^2 \overset{D}{\rightarrow} \|W\|^2, \quad \text{as} \quad n \rightarrow \infty.$$

Here, $W$ is a centered Gaussian element of $\mathcal{L}_w^2$ with covariance operator $\Sigma_{\lambda_0, k_0}$ given by

$$(\Sigma_{\lambda_0, k_0})(s) = \int_{0}^{\infty} \mathbb{E} [W(t)W(s)] g(t) w(t) dt, \quad g \in \mathcal{L}_w^2,$$ 

where

$$W(t) = \frac{1}{\lambda_0} \left( \left( \frac{X}{\lambda_0} \right)^{k_0} \left( \frac{X_{n,i}}{\lambda_0} \right)^{k_0} - k_0 \right) (1-e^{-tX}) - te^{-tX} - \psi_1(X, \lambda_0, k_0) \frac{k_0^2}{\lambda_0 + 1} \mathbb{E} \left[ X^{k_0-1} (1-e^{-tX}) \right]$$

$$+ \psi_2(X, \lambda_0, k_0) \frac{k_0}{\lambda_0} \mathbb{E} \left[ X^{k_0-1} \log(X/\lambda_0) (1-e^{-tX}) \right]$$

$$- E \left[ X^{-1} (1-e^{-tX}) \right] + \frac{1}{\lambda_0} \mathbb{E} \left[ X^{k_0-1} (1-e^{-tX}) \right],$$

and $X$ has the Weibull distribution $W(\lambda_0, k_0)$.

Remark 6. The distribution of $\|W\|^2$ is that of

$$\sum_{i=1}^{\infty} \eta_i N_i^2,$$ 

where $N_1, N_2, \ldots$ are independent standard Gaussian random variables, and $\eta_1, \eta_2, \ldots$ are the eigenvalues of the integral operator $\Sigma_{\lambda_0, k_0}$. The eigenvalues depend on the unknown parameters $\lambda_0, k_0$ and on the structure of the weight function $w$, and thus representation (17) is hardly useful to find critical values of the test statistic $T_n$. For this reason, we propose a parametric bootstrap procedure in order to compute critical values, see Subsection 2.4.
2.3 Behavior under contiguous alternatives

In this subsection we derive the behavior of the test statistic under contiguous alternatives. To this end, let \( X_{n,1}, \ldots, X_{n,n}, n \in \mathbb{N}, \) be a triangular array of row-wise i.i.d. random variables having Lebesgue density

\[
g_n(x) = f(x) \left( 1 + \frac{c(x)}{\sqrt{n}} \right), \quad x \in [0, \infty).
\]

Here, \( f \) is the density of a random variable having the Weibull distribution \( W(\lambda, k) \) for some fixed \( \lambda, k > 0, \) \( c : [0, \infty) \to \mathbb{R} \) is a measurable, bounded function satisfying

\[
\int_0^\infty c(x)f(x)dx = 0,
\]

and we assume \( n \) to be large enough to ensure that \( g_n \) is positive.

**Theorem 7.** Under the stated assumptions, we have

\[
T_n \xrightarrow{D} \|W + \zeta\|^2 \quad \text{as} \quad n \to \infty.
\]

Here, \( W \) is the Gaussian element defined in the claim of Theorem 5 and \( \zeta \in L_w^2 \) satisfies \( (\zeta, g) = \mathbb{E}[(\eta(X,\cdot), g(\cdot))c(X)] \) for each \( g \in L_w^2, \) where \( X \) has the Weibull distribution \( W(\lambda, k), \)

\[
\eta(x,s) = \frac{1}{x} \left( \left( \frac{x}{\lambda} \right)^k - k + 1 \right) (1 - e^{-sx}) - te^{-sx} - \psi_1(x, \lambda, k) \frac{k^2}{\lambda^{k+1}} \mathbb{E} \left[ X^{k-1} (1 - e^{-sX}) \right] \\
+ \psi_2(x, \lambda, k) \left( \frac{k}{\lambda^k} \mathbb{E} \left[ X^{k-1} \log(X/\lambda) (1 - e^{-sX}) \right] - \mathbb{E} \left[ X^{-1} (1 - e^{-sX}) \right] + \frac{1}{\lambda^k} \mathbb{E} \left[ X^{k-1} (1 - e^{-sX}) \right] \right),
\]

for \( x, s \geq 0. \)

The proof is provided in Appendix A.3. Note that \( \zeta \in L_w^2 \) figuring in the statement of Theorem 7 can be expressed as

\[
\zeta(\cdot) = \int_0^\infty \eta(x, \cdot) f(x) c(x)dx,
\]

where \( \eta \) is also given in the statement of the theorem.

2.4 Bootstrap procedure and consistency

We now prove that the test which rejects the hypothesis \( H_0 \) for large values of \( T_n \) is consistent against general alternatives. Hereafter, we consider an i.i.d. sequence \( (X_n)_{n \in \mathbb{N}} \) of copies of \( X, \) where \( X \) is a non-degenerate positive random variable satisfying \( \mathbb{E}[X^m] < \infty \) and \( \mathbb{E}[\log X | X^m] < \infty \) for each \( m \in \mathbb{N}. \) Moreover, we assume that there are \( \lambda_0, k_0 > 0 \) such that

\[
(\hat{\lambda}_n, \hat{k}_n) \xrightarrow{a.s.} (\lambda_0, k_0), \quad \text{as} \quad n \to \infty,
\]

where \( \hat{\lambda}_n \) and \( \hat{k}_n \) are either the moment or the maximum likelihood estimators as in the previous section. The following result is a direct consequence of a Taylor expansion and Fatou’s lemma.

**Theorem 8.** Under the stated conditions, we have

\[
\liminf_{n \to \infty} \frac{T_n}{n} \geq \Lambda_{\lambda_0, k_0} \quad \mathbb{P}\text{-a.s.,}
\]

where

\[
\Lambda_{\lambda_0, k_0} = \int_0^\infty \left( \mathbb{E} \left[ \frac{1}{X} \left( k_0 \left( \frac{X}{\lambda_0} \right)^{k_0} - k_0 + 1 \right) (1 - e^{-tX}) \right] - \mathbb{E} \left[ te^{-tX} \right] \right)^2 w(t)dt.
\]
Since the null distribution of the test statistic depends on the unknown parameters of the underlying Weibull distribution, we propose a parametric bootstrap procedure in order to obtain critical values. For a sample $X_1, \ldots, X_n$ of random variables that satisfy the assumptions above, we compute the estimators $\hat{\lambda}_n = \hat{\lambda}_n(X_1, \ldots, X_n)$ and $\hat{k}_n = \hat{k}_n(X_1, \ldots, X_n)$. We then generate another sample of size $n$, say $X^*_1, \ldots, X^*_n$, following the $W(\hat{\lambda}_n, \hat{k}_n)$-law, estimate the parameters $\lambda$ and $k$ from $X^*_1, \ldots, X^*_n$ and calculate the test statistic $T_n$. By repeating this procedure $b$ times, we obtain $T_{n,1}^*, \ldots, T_{n,b}^*$ and compute the empirical distribution function

$$H_{n,b}^*(t) = \frac{1}{b} \sum_{i=1}^{b} 1\{T_{n,i}^* \leq t\}, \quad t \geq 0,$$

of this sample, where $1\{\cdot\}$ denotes the indicator function. Given the nominal level $\alpha \in (0, 1)$, we use the empirical $(1-\alpha)$-quantile of $T_{n,1}^*, \ldots, T_{n,b}^*$, i.e.,

$$c_{n,b}(\alpha) = H_{n,b}^{-1}(\alpha) = \begin{cases} T_{b(1-\alpha):b}^* & b(1-\alpha) \in \mathbb{N}, \\ T_{b(1-\alpha)+1:b}^* & \text{otherwise}, \end{cases}$$

as a critical value. Here, $T_{1:b}^*, \ldots, T_{b:b}^*$ are the order statistics of $T_{n,1}^*, \ldots, T_{n,b}^*$. The hypothesis $H_0$ is rejected if $T_n = T_n(X_1, \ldots, X_n) > c_{n,b}(\alpha)$.

By the same arguments as in $[3]$ and $[15]$ Theorem 3.6, we show the asymptotic validity of this bootstrap procedure. Denote the distribution function of $T_n$ under the $W(\lambda, k)$-law by $H_{n,\lambda,k}(t) = \mathbb{P}(T_n \leq t), t \geq 0$, and the limit distribution function by $H_{\lambda,k}(t) = \mathbb{P}(\|W\|^2 \leq t), t \geq 0$. Again, $W$ is the centered Gaussian random element from Theorem $[5]$ and it can be shown that the function $H_{\lambda,k}$ is strongly monotone and continuous. Using the continuity of $H_{\lambda,k}$, Theorem $[5]$ and the almost sure convergence of $(\hat{\lambda}_n, \hat{k}_n)$, it follows that

$$\lim_{n \to \infty} H_{n,\hat{\lambda}_n,\hat{k}_n}(t) = H_{\lambda_0,k_0}(t) \quad \mathbb{P}\text{-a.s.}$$

for each $t \geq 0$. With a triangular version of Theorem 16 of $[12]$, a reasoning similar to the proof of Theorem 3.6. of $[15]$ yields

$$\sup_{t \geq 0} |H_{n,b}^*(t) - H_{n,\hat{\lambda}_n,\hat{k}_n}(t)| \xrightarrow{\mathbb{P}} 0 \quad \text{as} \quad b, n \to \infty.$$

Thus, $c_{n,b}^*(\alpha) \xrightarrow{\mathbb{P}} H_{n,\hat{\lambda}_n,\hat{k}_n}^{-1}(1-\alpha)$ as $b \to \infty$.

If $X_1, \ldots, X_n$ are i.i.d. according to the Weibull distribution $W(\lambda_0, k_0)$, the continuity of $H_{\lambda_0,k_0}$ gives

$$\lim_{n \to \infty} \lim_{b \to \infty} \mathbb{P}(T_n > c_{n,b}^*(\alpha)) = \alpha.$$

Now, if $X_1$ does not follow a Weibull distribution, then Theorem $[11]$ yields $\Lambda_{\lambda_0,k_0} > 0$, and it follows that

$$\lim_{n \to \infty} \lim_{b \to \infty} \mathbb{P}(T_n > c_{n,b}^*) = 1.$$

Thus, our test is consistent against each alternative distribution that satisfies the assumptions stated at the beginning of this section. Of course, one has to discuss the convergence of the estimators $\hat{\lambda}_n$ and $\hat{k}_n$ under alternatives described in $[18]$. Notice that, under a fixed alternative, the maximum likelihood estimators converge almost surely to some limits $\lambda_0, k_0$ if

$$\mathbb{E} \left[ \log k_0 - k_0 \log \lambda_0 + (k_0 - 1) \log(X) - \frac{X^{k_0}}{\lambda_0^{k_0}} \right] = \sup_{(\lambda,k) \in (0,\infty)^2} \mathbb{E} \left[ \log k - k \log \lambda + (k - 1) \log(X) - \frac{X^k}{\lambda^k} \right].$$

To ensure convergence, the supremum needs to be attained at some unique maximizer $(\lambda_0, k_0)$, which necessarily implies $\mathbb{E} |\log X| < \infty$ and $\mathbb{E}[X^m] < \infty$ for each $m \in \mathbb{N}$.

If $\mathbb{E} |\log(X)|^2 < \infty$, and if we employ moment estimators, then $[12]$ and $[13]$ yield

$$\hat{k}_n \to \frac{\pi \sqrt{6}}{2} \left( \mathbb{E}[|\log X|^2] - (\mathbb{E}[\log X])^2 \right)^{-1/2},$$

$$\log \hat{\lambda}_n \to \mathbb{E}[\log X] + \frac{\gamma}{k_0},$$

almost surely as $n \to \infty$. 

7
3 Simulations

In this section, we examine the behavior of the newly proposed test statistics by means of a simulation study. In [20], the authors investigated the power of many established procedures in the context of goodness-of-fit testing for the Weibull distribution with unknown parameters. We thus compare the small sample power of our test statistics with the

The data generating distributions for \( H_0 \) are:

- Weibull distributions with parameters \((\lambda, k) = (0.9, 1), (\lambda, k) = (1, 1.5)\) and \((\lambda, k) = (1, 3)\): These are denoted by \(W(1,0.9), W(1,1.5)\) and \(W(1,3)\), respectively.
- an exponential distribution with \(\lambda = 4\), which corresponds to \(W(1/4,1)\), see Remark [2] and is therefore denoted with \(W(1/4,1)\).

To generate data under various alternatives, we choose the following distributions:

- Gamma distributions with density

\[
f(x, a, s) = \frac{1}{s^a \Gamma(a)} x^{a-1} e^{-x/s}, \quad x, a, s > 0,
\]

where the shape and scale parameter are \((a, s) = (8,1), (a, s) = (2,1)\) and \((a, s) = (0.2,1)\), respectively. These are denoted by \(\Gamma(8,1), \Gamma(2,1)\) and \(\Gamma(0.2,1)\), respectively.

- Lognormal distributions having density

\[
f(x, \mu, \sigma) = \frac{1}{\sqrt{2\pi}\sigma x} \exp\left(-\frac{(\log x - \mu)^2}{2\sigma^2}\right), \quad x > 0, \mu \in \mathbb{R}, \sigma > 0,
\]

with \((\mu, \sigma) = (0,0.5), (\mu, \sigma) = (0,0.8)\) and \((\mu, \sigma) = (0,1.2)\), denoted by \(LN(0,0.5), LN(0,0.8)\) and \(LN(0,1.2)\), respectively.

- Inverse Gamma distributions with density

\[
f(x, \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{-1-\alpha} e^{-\beta/x}, \quad x, \alpha, \beta > 0,
\]

with shape parameters \(\alpha = 3,1.5\) and scale parameter \(\beta = 1\), denoted by \(i\Gamma(3,1)\) and \(i\Gamma(1.5,1)\).

- Generalized Gamma distributions having density

\[
f(x, m, s, g) = \left(\frac{m^g}{x} \Gamma(g)\right)^{-1} x^{gs-1} e^{-sx/m} y, \quad x, m, s, g > 0,
\]

with \((m, s, g) = (0.6,0.9,1.4)\) and \((m, s, g) = (10,0.0001,0.2)\), respectively, where \(m\) is the shape parameter, \(s\) the scale parameter and \(g\) the family parameter. These distributions are denoted as \(GG1\) and \(GG2\).

- Additive Weibull distributions with density

\[
f(x, a, b, c, d) = \left(\frac{b}{a} \left(\frac{x}{a}\right)^{b-1} + \frac{d}{c} \left(\frac{t}{c}\right)^{d-1} \right) \exp\left(-\frac{b}{a} \frac{x}{a} - \frac{d}{c} \frac{t}{c}\right)^d, \quad x, a, b, c, d > 0,
\]

with \((a, b, c, d) = (7.5,0.9,0.9)\) and
Table 3. These data have been collected by Dr Mark Priest at the University of Surrey, and they have already been analyzed by various scientists, among others see [30, 34]. Failure stresses of single fibers are often associated with power estimates of the tests under discussion are given in Tables 1-2. The entries are percentages of rejection of \( H_0 \), rounded to the nearest integer.

| Alt. | AD | TS | ST | OK | \( T_{n,1}^{(1)} \) | \( T_{n,2}^{(1)} \) | \( T_{n,1}^{(2)} \) | \( T_{n,2}^{(2)} \) |
|------|----|----|----|----|----------------|----------------|----------------|----------------|
| \( W(1, 0.9) \) | 5  | 5  | 7  | 6  | 5  | 6  | 6  | 6  |
| \( W(1, 1.5) \) | 5  | 6  | 6  | 5  | 5  | 5  | 5  | 6  |
| \( W(1, 3) \) | 5  | 6  | 6  | 6  | 5  | 5  | 6  | 6  |
| \( W(1/4, 1) \) | 5  | 5  | 7  | 5  | 6  | 6  | 6  | 5  |

11 20 17 16 2 5 9 5 8 11  
\( \Gamma(8, 1) \)  
\( \Gamma(2, 1) \)  
\( \Gamma(0.2, 1) \)  
\( LN(0.0, 5) \)  
\( LN(0.0, 8) \)  
\( LN(0.1, 2) \)  
\( i\Gamma(3, 1) \)  
\( i\Gamma(1.5, 1) \)  
\( GG1 \)  
\( GG2 \)  
\( AddW1 \)  
\( AddW2 \)  
\( P(0.5, 2) \)  
\( P(1.5, 2.5) \)  
\( IG(1, 1) \)  
\( IG(1, 2) \)

Table 1: Percentages of rejection \((n = 20, 5000 \text{ replications, } b = 500 \text{ bootstrap samples})\)

- Pareto distributions having density

\[
f(x, m, s) = \frac{s}{m(s-1)} \left(1 + \frac{x}{m(s-1)}\right)^{-s-1}, \quad x, m > 0, s > 1,
\]

with location parameters \( m = 0.5 \) and \( m = 1.5 \) and dispersion parameters \( s = 2 \) and \( s = 2.5 \), denoted by \( P(0.5, 2) \) and \( P(1.5, 2.5) \).

- Inverse Gaussian distributions with density

\[
f(x, m, s) = \frac{1}{\sqrt{2\pi s}} \exp\left(-\frac{(x - m)^2}{2sxsm^2}\right), \quad x, m, s > 0,
\]

with \( m = 1 \) and dispersion \( s = 1 \) and \( s = 2 \), denoted by \( IG(1, 1) \) and \( IG(1, 2) \).

Power estimates of the tests under discussion are given in Tables 1-2. The entries are percentages of rejection of \( H_0 \), rounded to the nearest integer.

As was to be expected, all test statistics perform better for the larger sample size and nearly hold the nominal level of significance under \( H_0 \) in the simulations. Furthermore, there is no test that performs best in each of the above settings. This observation reflects the theoretical findings in [17]. However, the Tiku-Singh test seems to perform quite well in most cases, even though there are some alternatives which are most often detected by the newly proposed test statistics. As anticipated, the tuning parameter \( a \) exerts influence on the results. Taking \( a = 5 \) seems to be a generally good choice for both test statistics. Nevertheless, there are alternatives for which \( a = 1 \) and \( a = 2 \) yield better results. Interestingly, power breaks down completely against the \( \Gamma(0.2, 1) \)-alternative for the test statistics \( T_{n,2}^{(2)} \), which presents a phenomenon that lacks theoretical explanation. Hence, we suggest to use \( T_{n,5}^{(1)} \), although this statistic has slightly less power, but it seems to be a more robust choice. Finally, as noted in [20], a superior test might result by merging two tests. [20] recommended to combine two statistics that perform well in complementary settings. Therefore, a combination of the newly proposed statistic and the Tiku-Singh statistic might yield the best results.

4 Real data examples

In what follows, we apply the new tests to data of failure stresses of single carbon fibers, which are displayed in Table 3. These data have been collected by Dr Mark Priest at the University of Surrey, and they have already been analyzed by various scientists, among others see [30, 34]. Failure stresses of single fibers are often associated with...
We close this article by pointing out open and related problems for further research. If we replace the estimators 

We have proposed new families of test statistics for testing the fit of a data set to the two parameter Weibull law with 
which include maximum-likelihood as well as moment estimators. The tests, which are carried out by means of a 
different distributions, we tested the four data sets separately. In view of the previous section, we chose 
the so-called weakest-link hypothesis. The latter states that the strength of a fiber can be represented by the minimum 
H
connected to the failure stresses of single fibers. Accordingly, we may guess that the new tests will not reject the 
or not Weibull?

| Alt.   | AD | TS | ST | OK | \( T_{n,1}^{(1)} \) | \( T_{n,5}^{(1)} \) | \( T_{n,1}^{(2)} \) | \( T_{n,2}^{(2)} \) | \( T_{n,5}^{(2)} \) |
|--------|----|----|----|----|------------------|------------------|------------------|------------------|------------------|
| \( W(1, 0.9) \) | 5  | 6  | 6  | 5  | 5               | 5               | 5               | 5               | 5               |
| \( W(1, 1.5) \) | 6  | 5  | 5  | 5  | 5               | 6               | 5               | 5               | 6               |
| \( W(1, 3) \)   | 6  | 5  | 5  | 5  | 5               | 5               | 5               | 5               | 5               |
| \( W(1/4, 1) \)  | 5  | 5  | 5  | 5  | 6               | 6               | 6               | 5               | 5               |

| \( \Gamma(8, 1) \) | 25 | 45 | 38 | 38 | 16              | 24              | 31              | 25              | 31              |
| \( \Gamma(2, 1) \) | 10 | 15 | 11 | 11 | 9               | 7               | 6               | 4               | 7               |
| \( \Gamma(0, 2, 1) \) | 48 | 19 | 56 | 60 | 31              | 24              | 19              | 0               | 0               |
| \( LN(0, 0.5) \) | 55 | 80 | 71 | 70 | 65              | 57              | 63              | 50              | 59              | 62              |
| \( LN(0, 0.8) \) | 55 | 79 | 72 | 68 | 62              | 55              | 65              | 44              | 57              | 66              |
| \( LN(0, 1.2) \) | 55 | 79 | 71 | 68 | 51              | 40              | 61              | 30              | 42              | 62              |
| \( i\Gamma(3, 1) \) | 92 | 99 | 97 | 95 | 92              | 94              | 93              | 93              | 92              | 98              |
| \( i\Gamma(1.5, 1) \) | 97 | 100| 99 | 98 | 97              | 96              | 98              | 93              | 97              | 98              |
| \( GG1 \) | 9  | 5  | 11 | 11 | 10              | 13              | 12              | 12              | 12              |
| \( GG2 \) | 28 | 49 | 43 | 41 | 19              | 15              | 28              | 16              | 25              | 36              |
| \( AddW1 \) | 5  | 4  | 5  | 4  | 5               | 5               | 5               | 5               | 5               |
| \( AddW2 \) | 97 | 86 | 98 | 98 | 99              | 99              | 99              | 99              | 99              | 98              |
| \( P(0.5, 2) \) | 33 | 37 | 37 | 40 | 22              | 35              | 42              | 43              | 46              | 48              |
| \( P(1.5, 2.5) \) | 23 | 28 | 30 | 19 | 14              | 23              | 12              | 12              | 16              | 27              |
| \( IG(1, 1) \) | 80 | 96 | 90 | 85 | 66              | 82              | 84              | 85              | 86              | 84              |
| \( IG(1, 2) \) | 89 | 99 | 96 | 92 | 73              | 90              | 91              | 93              | 93              | 90              |

Table 2: Percentages of rejection \((n = 50, 5000 replications, b = 500 bootstrap samples)\)

Unexpectedly, at least at first glance, the \( p \)-values of the data sets with respect to the length 10mm are small, which 
leads to a rejection of the hypothesis of an underlying Weibull distribution at a level of significance of 5%. However, 
[34] obtained similar results. They argue that the weakest-link hypothesis does not seem to have been tested in many 
aplications. Hence, it is not surprising that the hypothesis \( H_0 \) is rejected.

5 Conclusions and outlook

We have proposed new families of test statistics for testing the fit of a data set to the two parameter Weibull law with 
unknown parameters. Moreover, we obtained the limit distribution of the test statistics both under the null hypothesis 
and under contiguous alternatives to \( H_0 \). Parameters of the Weibull distribution may be estimated in various ways, 
which include maximum-likelihood as well as moment estimators. The tests, which are carried out by means of a 
parametric bootstrap procedure, are consistent against general alternatives. A Monte Carlo study shows that the choice 
of the weight function and of a pertaining tuning parameter exerts influence on the power of the new tests. The latter 
outperform the hitherto best known methods for some alternatives, while providing solid power performances in most 
cases.

We close this article by pointing out open and related problems for further research. If we replace the estimators 
\( (\hat{\lambda}_n, \hat{k}_n) \) by the unknown parameters \((\lambda, k)\) in the definition of \( T_n \) in \([4]\) and minimize with respect to the parameter 
space, we obtain new estimators 

\[
(\hat{\lambda}_n, \hat{k}_n) = \arg\min_{(\lambda, k)} \int_0^\infty \frac{1}{n} \sum_{j=1}^n \frac{1}{X_j} \left( k \left( \frac{X_j}{\lambda} \right)^k - k + 1 \right) \left( 1 - e^{-tX_{n,j}} \right) - \frac{1}{n} \sum_{j=1}^n e^{-tX_j} \right)^2 w(t)dt,
\]

of minimum distance type for the parameters of \( W(\lambda_0, k_0) \), whenever \( X_1, \ldots, X_n \) are i.i.d. with the distribution 
\( W(\lambda_0, k_0) \). This approach leaves some flexibility for optimization, since the weight function \( w(\cdot) \) can be chosen
Weibull or not Weibull?

Table 3: Data of failure stresses (GPa) of single carbon data fibers.

| 1 mm | 10 mm | 20 mm | 50 mm |
|------|-------|-------|-------|
| 2.247 | 1.901 | 1.312 | 1.339 |
| 3.581 | 2.454 | 2.522 | 2.535 |
| 4.05 | 2.659 | 2.734 | 2.755 |
| 4.457 | 2.629 | 2.648 | 2.685 |
| 4.738 | 2.818 | 2.848 | 2.890 |
| 5.998 | 4.05 | 4.326 | 6.06 |

Table 4: p-values of failure stresses of single carbon fibers of the test statistics $T^{(1)}_{n,5}$ and $T^{(2)}_{n,5}$

|       | 1mm | 10mm | 20mm | 50mm |
|-------|-----|------|------|------|
| $T^{(1)}_{n,5}$ | 0.189 | 0.013 | 0.215 | 0.228 |
| $T^{(2)}_{n,5}$ | 0.180 | 0.019 | 0.219 | 0.218 |

appropriately. For a related approach and first steps to derive theoretical results, see [5]. Similar characterizations as Theorem 1 for other families of continuous distributions are found in [4] and for discrete distributions in [6]. Such characterizations have been successfully applied to the inverse Gaussian family, see [1], to the Rayleigh distribution, see [13], or to the Gamma law, see [3]. A general approach to goodness-of-fit testing for parametric families of distributions using Stein-type characterizations is found in the review paper [2], section 5.4.2. An open problem is to find an optimal (data driven) choice of the tuning parameter $a > 0$ in order to maximize the power of $T_{n,a}$ w.r.t. the underlying alternative, for first results for location scale families, see [32].

A Proofs

A.1 Proof of Theorem 1

We first assume that $X$ has the Weibull distribution $W(\lambda, k)$, and we write $F(\cdot, \lambda, k)$ and $f(\cdot, \lambda, k)$ for the distribution function and the density function of $X$, respectively. Furthermore, we put

$$\kappa_f(x) = \left| \frac{\frac{d}{dx} f(x, \lambda, k) \min \left( F(x, \lambda, k), 1 - F(x, \lambda, k) \right)}{f^2(x, \lambda, k)} \right|, \quad 0 < x < \infty.$$
Letting $\tau = (-\lambda \log(1/2))^{1/k}$, we have
\[
\min \left(F(x, \lambda, k), 1 - F(x, \lambda, k)\right) = \begin{cases} F(x, \lambda, k), & x \leq \tau \\ 1 - F(x, \lambda, k), & x > \tau \end{cases}.
\]

Using L'Hôpital's rule, we deduce $\lim_{x \to \tau} (x^{-k}(1 - \exp(-(x/\lambda)^k))) = \lambda^{-k}$, and it follows that $\lim_{x \to \tau} \kappa_f(x) = \frac{1}{k}$. It is easily seen that $\lim_{x \to \infty} \kappa_f(x) = 1$. The continuity of $\kappa_f(x)$ then yields
\[
\sup_{x \in (0, \infty)} \kappa_f(x) < \infty.
\] (19)

A further application of L'Hôpital's rule gives
\[
\lim_{x \to 0} \frac{F(x, \lambda, k)}{f(x, \lambda, k)} = \lim_{x \to 0} \frac{f(x, \lambda, k)}{df(x, \lambda, k)} = 0.
\] (20)

In view of (19), (20) and
\[
\int_0^\infty x \left| \frac{d}{dx} f(x, \lambda, k) \right| dx \leq k - 1 + \frac{k}{\lambda} \mathbb{E}[X^k] < \infty,
\]
we can apply Corollary 2 of [4]. Hence $X$ follows a $W(\lambda, k)$-distribution if and only if its density is given by
\[
f_X(s) = \mathbb{E} \left[ -\frac{d}{dx} f(x, \lambda, k) \right] X | X > s \right] = \mathbb{E} \left[ \frac{k - 1 - X^k}{\lambda} X \right] \mathbb{P} \{ X > s \}
\]
for almost every $s > 0$. Next, we apply Tonelli's theorem to conclude
\[
\int_0^\infty e^{-ts} \mathbb{E} \left[ -\frac{d}{dx} f(x, \lambda, k) \right] X | X > s \right] ds = \int_0^\infty e^{-ts} \int_0^\infty \frac{d}{dx} f(x, \lambda, k) \mathbb{P} \{ X > s \} dx ds
\]
\[
\leq \int_0^\infty x \left| \frac{d}{dx} f(x, \lambda, k) \right| dx \leq |k - 1| + k \quad \text{for } t > 0.
\]

Using Fubini's theorem, the Laplace transform of $X$ takes the form
\[
\mathcal{L}_X(t) = \int_0^\infty e^{-ts} \mathbb{E} \left[ \frac{k - 1 - X^k}{\lambda} X \mathbb{P} \{ X > s \} \right] ds = \mathbb{E} \left[ \frac{k}{\lambda} (X^k - k + 1) \left( \frac{1}{t} - \frac{1}{t + t^2 X^2} \right) \right] \quad \text{for } t > 0.
\]
The converse assertion follows since the Laplace transform determines the distribution. □

A.2 Proof of Theorem [5]

Recall (15) and the definition of $V_n$ given in (14). The proof consists of two steps. We first write $V_n$ as a sum of i.i.d. random elements of $\mathcal{L}^2_k$ plus a term that is $o_p(1)$. Then, a Hilbert space central limit theorem completes the proof. As for step 1, we apply two Taylor expansions in order to approximate the estimator $\widehat{k}_n$ in the exponent by $k_n$ and $\widehat{\lambda}_n$ in the denominator by $\lambda_n$. Starting with $\widehat{k}_n$, a second-order Taylor expansion yields
\[
\left( \frac{X_{n,j}}{\lambda_n} \right)^{\widehat{k}_n} = \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} + \log \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} (\widehat{k}_n - k_n) + R_{n,j}(\widehat{k}_n - k_n)^2,
\]
where
\[
R_{n,j} = \frac{1}{2} \left( \log \left( \frac{X_{n,j}}{\lambda_n} \right) \right)^2 \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n}
\]
and $|k_n^* - k_n| \leq |\widehat{k}_n - k_n|$. We now define
\[
V_n^{(1)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^n \left[ \frac{1}{X_{n,j}} \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} \left( \widehat{k}_n + \log \left( \frac{X_{n,j}}{\lambda_n} \right) \right) (\widehat{k}_n - k_n) - \widehat{k}_n + 1 \right] \left( 1 - e^{-tX_{n,j}} \right) - te^{-tX_{n,j}}
\]
and show that
\[
\|V_n - V_n^{(1)}\|^2 = o_p(1).
\] (21)
To this end, notice that
\[
\|V_n - V_n^{(1)}\|^2 = \int_0^\infty \left| V_n(t) - V_n^{(1)}(t) \right|^2 w(t) dt
\]
\[
= \int_0^\infty \frac{\hat{k}_n}{\sqrt{n}} \sum_{j=1}^n \frac{1 - \exp(-tX_{n,j})}{X_{n,j}} (\hat{k}_n - k_n)^2 R_{n,j} \left( \frac{\lambda_{n,j}^*}{\lambda_n} \right)^2 w(t) dt
\]
\[
\leq \hat{k}_n^2 \left( \sum (\hat{k}_n - k_n)(\hat{k}_n - k_n) \right) \cdot \left( \frac{1}{n} \sum_{j=1}^n R_{n,j} \right)^2 \cdot \int_0^\infty t^2 w(t) dt, \quad (22)
\]
since \(1 - e^{-t} \leq t\) for \(t \geq 0\). The first factor of (22) converges to zero in probability in view of the tightness of \(\sqrt{n}(\hat{k}_n - k_n)\), and assumption (5) ensures the existence of the integral. It thus remains to show that \(n^{-1} \sum_{j=1}^n R_{n,j}\) is a tight sequence. Since \((a - b)^2 \leq 2a^2 + 2b^2 \ (a, b \in \mathbb{R})\), the definition of \(R_{n,j}\) yields
\[
0 \leq \frac{1}{n} \sum_{j=1}^n R_{n,j} \leq \frac{1}{\lambda_n^*} \cdot \frac{1}{n} \sum_{j=1}^n \left( \log X_{n,j} \right)^2 X_{n,j}^{k_n^*} + \left( \frac{\log \lambda_n^*}{\lambda_n^*} \right)^2 \cdot \frac{1}{n} \sum_{j=1}^n X_{n,j}^{k_n^*}.
\]
The factors that precede the arithmetic means converge almost surely and are thus tight sequences. Hence, it remains to show that \(Z_{n,1} = n^{-1} \sum_{j=1}^n X_{n,j}^{k_n^*}\) and \(Z_{n,2} = n^{-1} \sum_{j=1}^n \left( \log X_{n,j} \right)^2 X_{n,j}^{k_n^*}\) are tight sequences. We tackle \(Z_{n,1}\) since the reasoning for \(Z_{n,2}\) is the same. Given \(\varepsilon > 0\), we have to find \(K > 0\) such that \(\mathbb{P}(Z_{n,1} > K) \leq \varepsilon\) for each \(n\). Since \(k_n^*\) converges almost surely, there is some positive \(k^*\) such that \(\mathbb{P}(k_n^* \leq k^*) \geq 1 - \varepsilon/2\), \(n \geq 1\), where \(\mathbb{P}(Z_{n,1} \leq 1 + n^{-1} \sum_{j=1}^n X_{n,j}^{k_n^*}) \geq 1 - \varepsilon/2\) for each \(n\). In view of the almost sure convergence of \(n^{-1} \sum_{j=1}^n X_{n,j}^{k_n^*}\), there is some \(L > 0\) such that \(\mathbb{P}(n^{-1} \sum_{j=1}^n X_{n,j}^{k_n^*} \leq L) \geq 1 - \varepsilon/2\) for each \(n\). Taking \(K = 1 + L\), it follows that \(\mathbb{P}(Z_{n,1} \leq K) \geq 1 - \varepsilon\) for each \(n\), as was to be shown.

In a similar way, a Taylor expansion yields
\[
\left( \frac{X_{n,j}}{\lambda_n^*} \right)^{k_n^*} = \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} X_{n,j}^{k_n} \left( \lambda_n - \lambda_n^* \right) + \bar{R}_{n,j} (\lambda_n - \lambda_n)^2,
\]
where
\[
\bar{R}_{n,j} = \frac{1}{2} \left( k_n + 1 \right) k_n X_{n,j}^{k_n} \left( \lambda_n^* \right) k_n^{k_n + 2}
\]
and \(|\lambda_n^* - \lambda_n| \leq |\lambda_n - \lambda_n^*|\). Putting
\[
V_n^{(2)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^n \left[ \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} - k_n X_{n,j}^{k_n} \left( \lambda_n - \lambda_n^* \right) \left( \hat{k}_n + \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{k}_n (\hat{k}_n - k_n) \right) - k_n + 1 \right]
\]
\[
\times \left( 1 - e^{-tX_{n,j}} - te^{-tX_{n,j}} \right),
\]
it follows by complete analogy with the first expansion that
\[
\|V_n^{(1)} - V_n^{(2)}\|^2 = \int_0^\infty \left| V_n^{(1)}(t) - V_n^{(2)}(t) \right|^2 w(t) dt
\]
\[
= \int_0^\infty \left| \frac{1}{\sqrt{n}} \sum_{j=1}^n \frac{1 - \exp(-tX_{n,j})}{X_{n,j}} \left( \hat{k}_n + \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{k}_n (\hat{k}_n - k_n) \right) \bar{R}_{n,j} (\lambda_n - \lambda_n)^2 \right|^2 w(t) dt
\]
\[
\leq \left( \sqrt{n}(\lambda_n - \lambda_n)^2 \hat{k}_n \right)^2 \left( \frac{1}{n} \sum_{j=1}^n \left( 1 + \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{k}_n (\hat{k}_n - k_n) \right) \bar{R}_{n,j} \right)^2 \left( \int_0^\infty t^2 w(t) dt = o_p(1) \right).
\]

To finish the first step, we show
\[
\left\| V_n^{(2)}(\cdot) - \frac{1}{\sqrt{n}} \sum_{j=1}^n W_{n,j}(\cdot) \right\|^2 = o_p(1), \quad (23)
\]
where \( W_{n,j}(\cdot) \) is defined by

\[
W_{n,j}(t) = \frac{1}{X_{n,j}} \left( \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} \left( k_n - k_n + 1 \right) \left( 1 - e^{-tX_{n,j}} \right) \right) - te^{-tX_{n,j}}
\]

\[- \psi_1(X_{n,j}, \lambda_n, k_n) \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X^{k_n-1} \left( 1 - e^{-tX} \right) \right] + \psi_2(X_{n,j}, \lambda_n, k_n) \frac{k_n}{\lambda_n} \mathbb{E} \left[ X^{k_n-1} \log(X/\lambda_n) \left( 1 - e^{-tX} \right) \right] - \mathbb{E} \left[ X^{-1} \left( 1 - e^{-tX} \right) \right] + \frac{1}{\lambda_n} \mathbb{E} \left[ X^{k_n-1} \left( 1 - e^{-tX} \right) \right].
\]

Here, \( X \) has the Weibull distribution \( W(\lambda_0, k_0) \), and \( \psi_1, \psi_2 \) satisfy (7) – (11). To verify (23) we successively eliminate the remaining estimators in \( V_n^{(2)} \). Note that

\[
V_n^{(2)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left\{ \frac{1}{X_{n,j}} \left( \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} \left( \hat{k}_n + \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{k}_n \left( \hat{k}_n - k_n \right) - \hat{k}_n + 1 \right) \left( 1 - e^{-tX_{n,j}} \right) - te^{-tX_{n,j}} \right) \right\}
\]

\[- \sqrt{n}(\hat{\lambda}_n - \lambda_n) \left( \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X^{k_n-1} \left( 1 - e^{-tX} \right) \right] + K_n^{(1)}(t) \right),
\]

where

\[
K_n^{(1)}(t) = \frac{1}{n} \sum_{j=1}^{n} \frac{1}{X_{n,j}} \frac{X_{n,j}^{k_n}}{\lambda_n^{k_n+1}} \left( \hat{k}_n + \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{k}_n \left( \hat{k}_n - k_n \right) \right) \left( 1 - e^{-tX_{n,j}} \right) \left( 1 - e^{-tX_{n,j}} \right) - \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X^{k_n-1} \left( 1 - e^{-tX} \right) \right].
\]

We have

\[
\|K_n^{(1)}\|^2 = \int_0^\infty \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \hat{k}_n \left( 1 - e^{-tX_{n,j}} \right) - \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X^{k_n-1} \left( 1 - e^{-tX} \right) \right] \right) w(t) dt \]

\[+ 2 \int_0^\infty \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \hat{k}_n \left( 1 - e^{-tX_{n,j}} \right) - \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X^{k_n-1} \left( 1 - e^{-tX} \right) \right] \right) \times \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{k}_n \left( \hat{k}_n - k_n \right) \left( 1 - e^{-tX_{n,j}} \right) \right) w(t) dt \]

\[+ \int_0^\infty \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{k}_n \left( \hat{k}_n - k_n \right) \left( 1 - e^{-tX_{n,j}} \right) \right)^2 w(t) dt \]

\[= : I_{n,1} + 2I_{n,2} + I_{n,3},
\]

say. Regarding \( I_{n,1} \), we have

\[
I_{n,1} = \int_0^\infty \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \hat{k}_n \left( 1 - e^{-tX_{n,j}} \right) - \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X^{k_n-1} \left( 1 - e^{-tX} \right) \right] \right)^2 w(t) dt \]

\[+ \int_0^\infty \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \hat{k}_n \left( 1 - e^{-tX_{n,j}} \right) \right)^2 w(t) dt \]

\[+ 2 \int_0^\infty \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \hat{k}_n \left( 1 - e^{-tX_{n,j}} \right) \right) \times \left( \frac{1}{n} \sum_{j=1}^{n} \frac{k_n X_{n,j}^{k_n-1}}{\lambda_n^{k_n+1}} \left( \hat{k}_n - k_n \right) \left( 1 - e^{-tX_{n,j}} \right) \right) w(t) dt \]

\[= : I_{n,1}^{(1)} + I_{n,1}^{(2)} + 2I_{n,1}^{(3)}.
\]
say. To tackle \( I_{n,1}^{(2)} \), we use Fubini’s theorem and the convergence in distribution of \((X_{n,i}, X_{n,j}, k_n)\) to \((X^{(1)}, X^{(2)}, k_0)\) as \( n \to \infty \) for \( i \neq j \), where \( X^{(1)}, X^{(2)} \) are i.i.d. random variables having the Weibull distribution \( W(\lambda_0, k_0) \). Invoking the continuous mapping theorem, the inequality \( 1 - e^{-t} \leq t \) for \( t \geq 0 \) and assumption (5), it follows that

\[
\sup_{n \in \mathbb{N}} \mathbb{E} \left( \frac{1}{n} \sum_{i,j=1}^{n} k_n X_{n,i}^{k_n} \frac{X_{n,j}^{k_n}}{X_{n,i}^{k_n+1}} \right)^2 \int_{0}^{\infty} w(t) dt
\leq \sup_{n \in \mathbb{N}} \frac{1}{n^2} \sum_{i,j=1}^{n} \mathbb{E} \left( k_n X_{n,i}^{k_n} \frac{X_{n,j}^{k_n}}{X_{n,i}^{k_n+1}} \right)^2 \int_{0}^{\infty} t^2 w(t) dt
\leq \sup_{n \in \mathbb{N}} \frac{k_n^2}{\lambda_n^{2(k_n-1)}} \left( n(n-1) \mathbb{E} \left[ X_{n,1}^{k_n} k_n \right] + n \mathbb{E} \left[ X_{n,1}^{2k_n} \right] \right) \int_{0}^{\infty} t^2 w(t) dt < \infty.
\]

By Markov’s inequality, the expression inside the expectation in (24) is a tight sequence. Since \( \hat{k}_n - k_n \to 0 \) almost surely as \( n \to \infty \), we have \( I_{n,1}^{(2)} = o_P(1) \). We now show that \( I_{n,1}^{(1)} \) converges to 0 in \( \mathcal{L}^1(\Omega, \mathcal{F}, P) \). With the same arguments as above, it follows that

\[
\mathbb{E} \left[ I_{n,1}^{(1)} \right] = \int_{0}^{\infty} \left\{ \mathbb{E} \left[ \frac{1}{n^2} \sum_{i,j=1}^{n} \left( \frac{k_n^2}{\lambda_n^{k_n+1}} \right)^2 X_{n,i}^{k_n-1} X_{n,j}^{k_n-1} (1 - e^{-t X_{n,i}}) (1 - e^{-t X_{n,j}}) \right] \right. \\
- 2 \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X_{n,i}^{k_n-1} (1 - e^{-tX}) \right] \mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \frac{k_n^2}{\lambda_n^{k_n+1}} X_{n,j}^{k_n-1} (1 - e^{-tX_{n,j}}) \right] \\
+ \left( \frac{k_n^2}{\lambda_n^{k_n+1}} \right)^2 \mathbb{E} \left[ X_{n,1}^{k_n-1} (1 - e^{-tX}) \right]^2 \left\{ w(t) dt \right. \\
- \left( \frac{k_n^2}{\lambda_n^{k_n+1}} \right)^2 \left\{ \frac{1}{n} \int_{0}^{\infty} \text{Var} \left[ X_{n,1}^{k_n-1} (1 - e^{-tX_{n,1}}) \right] w(t) dt \right. \\
+ \int_{0}^{\infty} \left( \mathbb{E} \left[ X_{n,1}^{k_n-1} (1 - e^{-tX}) \right] - \mathbb{E} \left[ X_{n,1}^{k_n-1} (1 - e^{-tX_{n,1}}) \right] \right)^2 w(t) dt \right\}.
\]

Using again \( 1 - e^{-t} \leq t \) for \( t \geq 0 \), the variance is bounded from above by \( t^2 \mathbb{E}[X_{n,1}^{2k_n}] \), and the last integral converges to zero as \( n \to \infty \) by dominated convergence. Hence, \( \mathbb{E} \left[ I_{n,1}^{(1)} \right] \to 0 \) and thus \( I_{n,1}^{(1)} = o_P(1) \). Likewise, the Cauchy-Schwarz inequality implies \( I_{n,2}^{(3)} = o_P(1) \). Moreover, with a similar reasoning, one obtains \( I_{n,2} = o_P(1) \) and \( I_{n,3} = o_P(1) \) and thus \( \|K_n^{(1)}\|^2 = o_P(1) \). Using the tightness of the sequence \( \sqrt{n}(\lambda_n - \lambda_0) \) and displaying (7) we conclude \( \|V_n^{(2)}(\cdot) - V_n^{(3)}(\cdot)\|^2 = o_P(1) \), where

\[
V_n^{(3)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left\{ \frac{1}{X_{n,j}} \left( \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} \hat{k}_n + \log \left( \frac{X_{n,j}}{\lambda_n} \right) \right) - \frac{k_n}{\lambda_n} \right\} \\
\times \left( 1 - e^{-t X_{n,j}} \right) - te^{-t X_{n,j}} - \psi_1(X_{n,j}, \lambda_n, k_n) \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X_{n,1}^{k_n-1} (1 - e^{-tX}) \right].
\]

We can write

\[
V_n^{(3)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left\{ \frac{1}{X_{n,j}} \left( \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} \hat{k}_n + \hat{k}_n + 1 \right) \left( 1 - e^{-t X_{n,j}} \right) - te^{-t X_{n,j}} \\
- \psi_1(X_{n,j}, \lambda_n, k_n) \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X_{n,1}^{k_n-1} (1 - e^{-tX}) \right] \right\} \\
+ \sqrt{n}(\hat{k}_n - k_n) \left( \frac{k_n}{\lambda_n} \mathbb{E} \left[ \log \left( \frac{X}{\lambda_n} \right) X_{n,1}^{k_n-1} (1 - e^{-tX}) \right] + K_n^{(2)}(t) \right).
\]
where

\[ K_n^{(2)}(t) = \frac{1}{n} \sum_{j=1}^{n} \log \left( \frac{X_{n,j}}{\lambda_n} \right) \hat{h}_n X_{n,j}^{k_n-1} \frac{1}{\lambda_n} (1 - e^{-t X_{n,j}}) - \frac{k_n}{\lambda_n^2} \mathbb{E} \left[ \log \left( \frac{X}{\lambda_n} \right) X^{k_n-1} (1 - e^{-t X}) \right]. \]

In a similar way as for \( K_n^{(1)} \), one can show that \( \| K_n^{(2)} \|^2 = o_P(1) \). Using the tightness of the sequence \( \sqrt{n}(\hat{h}_n - k_n) \) and display (8) we conclude \( \| V_n^{(3)}(\cdot) - V_n^{(4)}(\cdot) \|^2 = o_P(1) \), where

\[ V_n^{(4)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left\{ \frac{1}{X_{n,j}} \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} - k_n + 1 \right\} (1 - e^{-t X_{n,j}}) - t e^{-t X_{n,j}} - \psi_1(X_{n,j}, \lambda_n, k_n) \frac{k_n^2}{\lambda_n^{k_n+1}} \mathbb{E} \left[ X^{k_n-1} (1 - e^{-t X}) \right] + \psi_2(X_{n,j}, \lambda_n, k_n) \frac{k_n}{\lambda_n} \mathbb{E} \left[ X^{k_n-1} \log \left( \frac{X}{\lambda_n} \right) (1 - e^{-t X}) \right] \right\}. \]

Next, we rewrite

\[ V_n^{(4)}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left\{ \frac{1}{X_{n,j}} \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} - 1 \right\} (1 - e^{-t X_{n,j}}) + \psi_2(X_{n,j}, \lambda_n, k_n) \frac{k_n}{\lambda_n} \mathbb{E} \left[ X^{k_n-1} (1 - e^{-t X}) \right] + \frac{1}{\lambda_n} \mathbb{E} \left[ X^{k_n-1} (1 - e^{-t X}) \right] + K_n^{(3)}(t), \]

where

\[ K_n^{(3)}(t) = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{X_{n,j}}{\lambda_n} \right)^{k_n} - 1 \right\} (1 - e^{-t X_{n,j}}) + \mathbb{E} \left[ X^{-1} (1 - e^{-t X}) \right] - \frac{1}{\lambda_n} \mathbb{E} \left[ X^{k_n-1} (1 - e^{-t X}) \right]. \]

It is an easy task to show that \( \| K_n^{(3)} \|^2 = o_P(1) \). Due to the tightness of \( \sqrt{n}(\hat{h}_n - k_n) \) and (8) we obtain (23).

Note that \( W_{n,j} = 1, \ldots, n \), are centered and row-wise i.i.d. random elements of \( L_w^2 \) with finite second moments, i.e., we have \( \mathbb{E}[|W_{n,1}|^2] < \infty \) for all \( n \). Furthermore, by dominated convergence we conclude that \( \lim_{n \to \infty} \mathbb{E}[W_{n,1}(s)W_{n,1}(t)] = \mathbb{E}[W(s)W(t)] \), where \( W \) is defined in the claim of the theorem.

**Step 2:** By assumptions (9) and (10) there is a function \( \tilde{c} \) such that \( |\mathbb{E}[W_{n,1}(s)W_{n,1}(t)]| \leq \tilde{c}(s, t) \) for each \( n \) and for each \( s, t \in [0, \infty) \times [0, \infty) \). Moreover, by assumption (5),

\[ \int_0^\infty \int_0^\infty \tilde{c}(s, t) w(s) w(t) \, ds \, dt < \infty, \quad i = 1, 2. \tag{25} \]

Therefore, the Lindeberg–Feller central limit theorem and Slutsky’s lemma imply

\[ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} (W_{n,j}, g) \overset{D}{\to} N(0, \sigma^2(\lambda_0, k_0)(g)), \quad g \in L_w^2 \setminus \{0\}, \]

where \( \sigma^2(\lambda_0, k_0)(g) = \lim_{n \to \infty} \mathbb{E}[|W_{n,1}(g)|^2] = \mathbb{E}[|W(g)|^2] \). The last equality follows from (25). Note that Lindeberg’s condition is easily verified since \( W_{n,j} \) are i.i.d. for \( j = 1, \ldots, n \). Thus, an application of Lemma 3.1 of [11] yields \( V_n \overset{D}{\to} W \) for some centered Gaussian random element \( W \) of \( L_w^2 \) with covariance operator \( \Sigma(\lambda_0, k_0) \) satisfying \( \sigma^2(\lambda_0, k_0)(g) = (\Sigma(\lambda_0, k_0)g, g) \) for each \( g \in L_w^2 \setminus \{0\} \). By Fubini’s theorem and dominated convergence, we obtain

\[ \sigma^2(\lambda_0, k_0)(g) = \lim_{n \to \infty} \int_0^\infty \int_0^\infty \mathbb{E}[|W_{n,1}(t)W_{n,1}(s)|] \mathbb{E}[W(t)w(t)w(s)ds] = \int_0^\infty \Sigma(\lambda_0, k_0)(s)w(s)ds, \]

where \( \Sigma(\lambda_0, k_0) \) is given by (16). Thus \( \Sigma(\lambda_0, k_0) = \Sigma(\lambda_0, k_0) \) and the assertion follows. \( \square \)
A.3 Proof of Theorem 7

Let \( \mu_n \) and \( \nu_n \) denote the probability measures of \((X_{n,1}, \ldots, X_{n,n})\) under \( H_0 \) and in the situation of the assertion, respectively. As in the proof of Theorem 5, we have

\[
\left\| V_n - \frac{1}{\sqrt{n}} \sum_{j=1}^{n} W_{n,j}^* \right\|^2 = o_{\mu_n}(1),
\]

where

\[
W_{n,j}^*(t) = \frac{1}{X_{n,j}} \left( \left( \frac{X_{n,j}}{\lambda} \right)^k - k + 1 \right) \left( 1 - e^{-tX_{n,j}} \right) - \psi_1(X_{n,j}, \lambda, k) \frac{k^2}{\lambda^{k+1}} \mathbb{E} \left[ X^{k-1} (1 - e^{-tX}) \right]
\]

\[
+ \psi_2(X_{n,j}, \lambda, k) \left( \frac{k}{\lambda^k} \mathbb{E} \left[ X^{k-1} \log(X/\lambda) (1 - e^{-tX}) \right] - \mathbb{E} \left[ X^{-1} (1 - e^{-tX}) \right] + \frac{1}{\lambda^k} \mathbb{E} \left[ X^{k-1} (1 - e^{-tX}) \right] \right).
\]

By contiguity, it follows that

\[
\left\| V_n - \frac{1}{\sqrt{n}} \sum_{j=1}^{n} W_{n,j}^* \right\|^2 = o_{\nu_n}(1),
\]

Putting

\[
\delta(g) = \lim_{n \to \infty} \text{Cov} \left\{ \langle W_{n,1}^*, g \rangle, c(X_{n,1}) - \frac{1}{2\sqrt{n}} c(X_{n,1}) \right\}
\]

for \( g \in \mathcal{L}_w^2 \), a combination of Slutsky’s lemma and the multivariate Lindeberg–Feller central limit theorem give

\[
\left( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \langle W_{n,j}^*, g \rangle \right) \overset{D_{\nu_n}}{\to} N \left( \left( \begin{array}{c} 0 \\ \frac{\sigma^2(g)}{\tau^2} \end{array} \right), \left( \begin{array}{cc} \delta(g) & \sigma(g) \\ \sigma(g) & \tau^2 \end{array} \right) \right)
\]

for some \( \sigma^2(g) > 0 \). Now LeCam’s third lemma yields the convergence in distribution of \( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \langle W_{n,j}^*, g \rangle \) to the \( N(\delta(g), \sigma^2(g)) \)-law under \( \nu_n \) for every \( g \neq 0 \), i.e. the convergence of the finite-dimensional distributions. The tightness under \( \nu_n \) follows by contiguity. Therefore, \( n^{-1/2} \sum_{j=1}^{n} W_{n,j}^* \overset{D_{\nu_n}}{\to} \mathcal{W} + \zeta \), where \( \zeta \) is defined in the assertion. \( \square \)
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