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We study correlated quantum wires subject to harmonic modulation of the onsite-potential concentrating on the limit of large times, where the response of the system has synchronized with the drive. We identify the ratio $\Delta \epsilon/\Omega$ of the driving amplitude $\Delta \epsilon$ and the frequency of driving $\Omega$ as the scale determining the crossover from a modified Luttinger liquid picture to a system that behaves effectively like a higher dimensional one. We exemplify this crossover by studying the frequency dependency of the boundary density of state $\rho_0(\omega)$ as well as the temperature dependency of the linear conductance $G(T)$ through the wire, if the latter is contacted to leads. Both observables are known to exhibit Luttinger liquid physics without driving given by characteristic power-law suppression as $\omega \to \epsilon_F$ (with $\epsilon_F$ the Fermi energy) or $T \to 0$, respectively. With driving we find that this suppression is modified from a single power-law to a superposition of an infinite number of power laws. At small $\Delta \epsilon/\Omega \ll 1$ only a few terms of this infinite sum are relevant as the prefactors of higher terms are suppressed exponentially. Thus a picture similar to the equilibrium Luttinger liquid one emerges. Increasing $\Delta \epsilon/\Omega$ an increasing number of power laws contribute to the sum and approaching $\Delta \epsilon/\Omega \gg 1$ the system behaves effectively two dimensional, for which the suppression is wiped out completely.

I. INTRODUCTION

With the advent of ultra-cold gases,\textsuperscript{1} as well as due to significant improvements in the techniques used to manipulate solids,\textsuperscript{2–5} controllable non-equilibrium experiments of condensed matter systems are accessible nowadays. The case of periodic external driving is experimentally routinely realized,\textsuperscript{6–8} rendering a better understanding of the underlying non-equilibrium physics in such systems imperative.

In the context of periodically driven systems the so-called Floquet matter has recently attracted an immense amount of research activity.\textsuperscript{9–13} Intriguingly, in the periodically driven case novel non-equilibrium phases are realized. Analogous to equilibrium phases, those can be classified by local order parameters for which the discrete time-translation symmetry which is generated by the external drive is spontaneously broken. Certain periodically driven system thus provide examples of so called ‘time crystals’, which were first hypothesized for undriven systems in Ref. 9. However, in closed driven interacting systems these novel phases of matter might be difficult to realize as generic systems risk to heat up to an infinite temperature state (at which all interesting phases are lost), because the drive continuously increases the energy in the system in the presence of interactions. As a mechanism to avoid this heating many-body localization has been suggested and first promising experiments exploiting this route have been performed recently.\textsuperscript{15–17} Another route to avoid heating is to add reservoirs which can absorb the additional energy put into the system by the drive. In the context of Floquet matter this has been suggested but not extensively studied so far. Besides of time crystals, periodic driving was also identified to allow to control intriguing topological properties.\textsuperscript{18} Corresponding systems were dubbed Floquet topological insulators. Yet another interesting application of external periodic drive is the control of quantum dots.\textsuperscript{20,22}

Here, we investigate a one-dimensional quantum wire of interacting fermions subject to a periodic drive.\textsuperscript{23} We aim to contribute to the understanding of periodically driven open systems and thus we consider in addition weakly coupled reservoirs of particles, which can act as heat baths absorbing access energy put in by the drive. We exclusively consider the limit of large times (the drive has been turned on in the far past) where the system has synchronized with the external drive.

One-dimensional fermionic systems, such as the ones in the focus of this work, exhibit an interesting signature of strongly correlated physics: the breakdown of perturbative approaches, which treat all energy scales at once. This breakdown is signaled by logarithmic divergences in physical quantities such as the mode occupancy $n_k$, the local spectral function $\rho(\omega)$ or the conductance $G(T)$ through the wire, if the latter are end-contacted by leads. To extract physically meaningful results renormalization group approaches can be employed, in which energy scales are treated successively from high to low. Employing these RG approaches one succeeds in resumming the logarithmic divergences found in perturbative approaches to their correct power-law form. One of these renormalization group methods is the so-called functional renormalization group (FRG).\textsuperscript{24,25} This method has the advantage that microscopic models can be treated directly (instead of field theories) gaining access to the physics on all energy scales. In applications the FRG requires the truncation of the set of RG flow equations which can be justified for weak to intermediate two-particle interactions. In the context of one-dimensional quantum wires it has been shown before\textsuperscript{25,26} that lowest order truncated FRG leads to power-law behavior of boundary and impurity physics, with the exponent being correct to leading order in the interaction. Later FRG\textsuperscript{25,26} was applied to quantum wires out of equilib-
rium and an interesting modification of the power-laws by the applied bias voltage has been identified (see below). The interplay of strong correlations as manifest, e.g., in the suppression of the spectral function at a boundary of a one dimensional wire or the conductance, and periodic driving is thus an intriguing generalization, for which we will employ the methodological advances put forward in Refs. [21] and [22] combined with the, for extended systems, more suitable RG cutoff introduced in Ref. [29].

Compared to equilibrium, the periodic driving introduces an additional control knob for tuning the Luttinger liquid physics. In equilibrium the power-law suppression of the boundary spectral function \( \rho_B(\omega) \) follows \( |\omega - \epsilon_F|^{\alpha_B} \) at temperature \( T = 0 \) (with known equilibrium boundary exponent \( \alpha_B \)). Our main result is that with driving the time averaged boundary spectral function shows suppressions in frequency space separated by integer multiples of the driving frequency \( \Omega \). For each of these, the suppressions of the spectral weight, time-averaged over one period, follows not a single (like in equilibrium) but a superposition of power-laws

\[
\rho_B(|\omega - \epsilon_F - r\Omega|) \approx \sum_{r'=-\infty}^{\infty} c_{r,r'} |J_r \left( \frac{2\Delta}{\Omega} \right)|^2 |\omega - \epsilon_F - r\Omega|^{|J_{r-r'}(2\Delta \Omega)|}^{\alpha_B},
\]

where the coefficients \( c_{k,k'} \) depend on the details of the underlying microscopic model, \( r \) is an integer and \( J_r(x) \) is the \( r \)-th Bessel function of the first kind.

Importantly, this behavior of the time-averaged spectral function, manifests in transport properties such as the time averaged linear conductance \( G(T) \). If we consider a single impurity in the center of the wire end-contacted adiabatically to non-interacting reservoirs (see below for a precise definition) we find

\[
G(T) \sim \sum_{r=-\infty}^{\infty} |J_r \left( \frac{2\Delta}{\Omega} \right)|^2 \left( \frac{T}{T_0} \right)^2 |J_r(2\Delta\Omega)|^{\alpha_B},
\]

while we obtain

\[
G(T) \sim \sum_{r=-\infty}^{\infty} |J_r \left( \frac{2\Delta}{\Omega} \right)|^2 \left( \frac{T}{T_0} \right)^2 |J_{r-r}(2\Delta\Omega)|^{\alpha_B}
\]

in the case of an abruptly end-contacted quantum wire without an additional impurity in its center. The single power-law suppression of the equilibrium, undriven case (given by the above equations in the limit \( \Delta \epsilon \to 0 \), such that \( J_r(2\Delta\epsilon/\Omega) = \delta_{r,0} \) is replaced by an infinite sum of power-laws. At small to intermediate \( \Delta \epsilon/\Omega \) only a few of these power-laws contribute appreciably and a modified Luttinger liquid picture emerges. In the opposite limit of \( \Delta \epsilon/\Omega \gg 1 \) all addents of the infinite sum of power-laws are relevant and sum up to a regular contribution which wipes out the suppression completely.

The rest of this paper is organized as follows. In the second section we outline the time dependent model being studied. Section III depicts the functional renormalization group treatment used to obtain the results presented in Sec. IV. The last section gives a concluding summary.

II. MODEL

The system under scrutiny describes spinless fermions in a one-dimensional lattice, with nearest neighbor hopping and interaction,

\[
H^S = \sum_{i=1}^{N-1} -J_i \left( c_i^\dagger c_{i+1} + c_{i+1}^\dagger c_i \right)
+ U_i \left( n_i - \frac{1}{2} \right) \left( n_{i+1} - \frac{1}{2} \right) + 2\Delta \epsilon \cos(\Omega t) \sum_{i=1}^{N} n_i.
\]

The operators \( c_i^{(\dagger)} \) is the annihilation (creation) operator of a fermion on site \( i \) and the density \( n_i = c_i^\dagger c_i \). Each site can be coupled to its own reservoir, such that the total Hamiltonian reads

\[
H = H^S + H^T + H^{\text{Res}},
\]

where the terms

\[
H^T = \sum_{i=1}^{N} \int dk_i t_{i,k} c_i^\dagger a_{i,k} + \text{H.c.}
\]
describe this system-reservoir coupling as well as the reservoir, respectively. For our purposes we want to neglect the structural details of the reservoirs and use a wide-band description: \( \epsilon \) for the local energy levels of the system and \( t_{i,k} \) for the hopping amplitudes between sites. For wide bands the reservoirs introduce an energy independent, but site dependent hybridization of strength \( \Gamma_i = 2\pi|t_i|^2/v_i \). The cases of interest to this study are: (i) site independent hybridisation \( \Gamma_i = \Gamma \) as well as (ii) an end-contacted wire \( \Gamma_1 = \Gamma_N = \Gamma \) and \( \Gamma_{1<i<N} = 0 \). For simplicity we will focus on reservoirs with zero chemical potential \( \mu = 0 \) and common temperature \( T \). Additionally, we concentrate on the, to us, most interesting case of the coupling \( \Gamma_i \) being sufficiently small such that the presence of the reservoirs does not completely destroy the Luttinger liquid physics of the isolated system \( H^S \). In the opposite limit \( \Gamma \) would provide a large cutoff for the power-laws (which we take as the hallmark of a Luttinger liquid) found in observables and thus wipe out the Luttinger liquid physics of interest to us. The system is depicted in Fig. 1.

We allow for site dependent hopping amplitudes \( J_i \) to study the effects arising from the introduction of impurities on the transport properties of the driven wire. In these transport set-ups we will concentrate on the case (ii) of an end-contacted wire for the reservoirs described in the previous paragraph. We introduce the notion of a bulk hopping amplitude \( J \), which sets the bandwidth of the underlying homogeneous wire, such that away from the impurity \( J_i = J \). Site dependent interactions \( U_i \) will be used to adiabatically connect to the non-interacting wires to minimize the scattering effects induced by the contacts, where needed (see below).

To simplify the following discussion we will concentrate on the case, where the bandwidth (related to \( J \)) of the wire is large compared to the other energy scales, such that the influence of the curvature of the band can be disregarded. In the opposite limit one would have to include the effects of the band curvature onto the boundary exponents, which though straightforward in our approach, constitutes an unnecessary complication to the physics we want to address.

### III. FRG TREATMENT

We use a combination of the techniques outlined in detail in Refs. 21, 22, and 23 to treat the asymptotic long time behavior of the system described above. We thus access directly the state at large times, where the response of the quantum chain has synchronized with the drive.

Treating the interacting many-body quantum system described in Sec. 11 within the FRG can be broken down into a three-step procedure using the language of Green’s functions:

- calculate the Floquet Green’s functions of the non-interacting, decoupled wire.
- determine the non-interacting, reservoir-dressed Floquet Green’s functions, by including the self-energy induced by the reservoirs.
- utilize the FRG to describe the effects of interactions, which yields an approximation to the interacting Green’s function.

Each of the following subsections is devoted to one of these separate steps.

#### A. Non-interacting, decoupled Green’s functions

The non-interacting, decoupled Green’s function can be calculated from the single particle Floquet Hamiltonian \( H^S \) which reads

\[
H^S_{\text{eff}} = \begin{pmatrix}
D(\Delta \epsilon) & 0 & 0 & 0 \\
D(\Delta \epsilon) & A(1) & D(\Delta \epsilon) & 0 \\
0 & D(\Delta \epsilon) & A(0) & D(\Delta \epsilon) \\
0 & 0 & D(\Delta \epsilon) & A(-1) & D(\Delta \epsilon) \\
0 & 0 & 0 & D(\Delta \epsilon)
\end{pmatrix}
\]

with

\[
A(n) = \begin{pmatrix}
n\Omega & -J_1 & 0 \\
-J_1 & \ddots & \ddots \\
& \ddots & \ddots & -J_{N-1} \\
0 & \ldots & -J_{N-1} & n\Omega
\end{pmatrix}
\]

and \( D(\Delta \epsilon) = \Delta \epsilon \mathbb{1} \), where \( \mathbb{1} \) is the N-dimensional unity matrix. The Hamiltonian is thus a matrix in Floquet space with \( n, n' \) [the indices of the matrix in Eq. 8] as well as (site) indices \( i, i' \) [the indices of the matrices in Eq. 9] and \( D(\Delta \epsilon) \). Since \( D(\Delta \epsilon) \sim \mathbb{1} \) the effective Hamiltonian is easily diagonalized by first diagonalizing with respect to the site indices \( i, i' \).
with \( d(l)_{k,k'} = \delta_{k,k'} [\varepsilon + \epsilon(k)] \) and then diagonalizing the \( N \) independent infinite Wannier-Stark ladders shifted only by the global energy \( \epsilon(k) \). The unitary transformation \( R \) which generates the second diagonalization step is known analytically \( R_{n,l} = (-1)^{n-l} J_{n-l} (\Delta \gamma c^{\Delta \gamma c}) \).

The next subsection includes explicit equations for the reservoir dressed Green’s functions building on the diagonalized Hamiltonian. The case of the non-interacting, reservoir-decoupled Green’s functions is included as a special case \( (\Gamma_i \to 0) \) and we refrain from giving the (less general) equations here.

### B. Non-interacting, reservoir-dressed Green’s functions

For the reservoir dressed retarded and advanced Green’s functions the above diagonalization scheme needs to be modified slightly, because the reservoir retarded and advanced self-energy are, in general, site-dependent. The retraded and advanced self-energy induced by the reservoirs reads

\[
\Sigma_{n,i,n',i}^\text{Ret/Adv} = \delta_{n,n'} \Sigma_{i,i}^\text{Ret/Adv} = \mp i \frac{1}{2} \delta_{n,n'} \delta_{i,i'}. 
\]

Defining \( \hat{h}(n) = A(n) + \Sigma_{i,i}^\text{Ret/Adv} \) and assuming that a set of left and right eigenvectors \( \{ \langle \hat{k} \rangle \} \) and \( \{ | k \rangle \} \) of \( \hat{h}(0) \) exist,\(^{32} \) we find that these are also left and right eigenvectors of \( \hat{h}(n) \), with

\[
\langle \hat{k} | \hat{h}(n) | k \rangle = (\lambda_k + n \Omega) | k \rangle \\
\langle \hat{k} | \hat{h}(n) | k \rangle = (\lambda^*_k + n \Omega) | k \rangle
\]

and

\[
\sum_k | \hat{k} \rangle \langle \hat{k} | = \sum_k | k \rangle \langle k | = 1. 
\]

Again, diagonalizing with respect to the Floquet index using \( R \) (see above) the Green’s functions can be expressed using the eigenstates \( | l \rangle \) of the Wannier-Stark ladder

\[
G^\text{Ret}(\omega) = \sum_{l,k} \frac{1}{\omega - (\lambda_k + n \Omega)} | k \rangle \langle \hat{k} | l \rangle | l \rangle \\
G^\text{Adv}(\omega) = \sum_{l,k} \frac{1}{\omega - (\lambda^*_k + n \Omega)} | \hat{k} \rangle \langle k | l \rangle | l \rangle
\]

We can easily transform back into the original basis \( (n,i) \) by inverting the above transformations.

The lesser (or Keldysh) component of the Green’s function is slightly more complicated to compute, because the reservoir lesser self-energy is given by \( \Sigma_{n,i,n',i}^< \) which generates the second diagonalization step

\[
\hat{h}(n) = A(n) + \Sigma_{i,i}^\text{Ret/Adv}
\]

and

\[
\langle k | \hat{h}(n) | k \rangle = (\lambda_k + n \Omega) | k \rangle \\
\langle k | \hat{h}(n) | k \rangle = (\lambda^*_k + n \Omega) | k \rangle
\]

and

\[
\sum_k | \hat{k} \rangle \langle \hat{k} | = \sum_k | k \rangle \langle k | = 1. 
\]

\[
\langle \hat{k}, l | \Sigma^< | \hat{k}', l' \rangle = \sum_{r=-\infty}^{\infty} f^r(\omega)(-)^{l-l'} J_{r-l} \left( \frac{2\Delta \epsilon}{\Omega} \right) J_{r-l'} \left( \frac{2\Delta \epsilon}{\Omega} \right) | \hat{k} \rangle \lambda_k - \lambda^*_k | \hat{k}' \rangle
\]

is an effective distribution operator. The lesser self-energy can be written as

\[
\langle k | \Sigma^< | k' \rangle = \sum_{r=-\infty}^{\infty} f^r(\omega)(-)^{l-l'} J_{r-l} \left( \frac{2\Delta \epsilon}{\Omega} \right) J_{r-l'} \left( \frac{2\Delta \epsilon}{\Omega} \right) | \hat{k} \rangle \lambda_k - \lambda^*_k | \hat{k}' \rangle
\]
yielding

\[ N(\omega) = \sum_{r=-\infty}^{\infty} f^*(\omega) \sum_{l,k} (\pm 1)^r J_{r-l} \left( \frac{2\Delta\epsilon}{\Omega} \right) J_{r-l'} \left( \frac{2\Delta\epsilon}{\Omega} \right) \langle k,l | \frac{\langle \hat{k}' | \hat{k}\rangle}{1 + (l - l') \frac{\Omega}{\epsilon_k - \epsilon_{k'}}} \langle k', l' | \right) \]  

(18)

Because \( \{ \langle \hat{k}\rangle \} \) and \( \{ |k\rangle \} \) are left and right eigenvectors of a non-hermitian matrix \( \hat{h}(n) = A(n) + \Sigma_{\text{Ret/Adv}} \), they are not (necessarily) orthogonal and \( \langle \hat{k} | \hat{k}' \rangle \) is in general not \( \sim \delta_{k,k'} \). However, the non-Hermitian nature of this matrix is rooted only in \( \Sigma_{\text{Ret/Adv}} \) with contributions \( \sim \Gamma_i \) adding an imaginary part to the otherwise Hermitian matrix \( A(n) \). Since we are only interested in small system-reservoir couplings \( \max(\Gamma_i) \ll \Omega \), one can show that to leading order in \( \Gamma_i/\Omega \), \( \langle \hat{k} | \hat{k}' \rangle = \delta_{k,k'} + \mathcal{O}(\Gamma_i/\Omega) \). Of course in the special case \( \Gamma_i = \Gamma \), \( \langle \hat{k} | \hat{k}' \rangle = \delta_{k,k'} \) exactly, because then \( |\hat{k}\rangle = |k\rangle \).

Using \( \langle \hat{k} | \hat{k}' \rangle = \delta_{k,k'} + \mathcal{O}(\Gamma_i/\Omega) \) we can re-express Eq. (18) to lowest in \( \Gamma_i/\Omega \)

\[ N(\omega) = \sum_{r=-\infty}^{\infty} f^*(\omega) \sum_{l,k} |k,l\rangle \left| J_{r-l} \left( \frac{2\Delta\epsilon}{\Omega} \right) \langle k,l | \right|^2 \]  

(19)

In the limit \( \Gamma \ll \Omega \) the effective distribution operator is approximately diagonal in the same basis as the retarded and advanced Green's functions and as a consequence so is \( G^< \).

We want to interpret this result and its consequences in a little more detail. We only assume that the hybridization is small, but treat generic ratios of \( \Omega \) and \( \Delta\epsilon \). We are therefore not restricted to the adiabatic limit \( \min(\Gamma_i) \gg \Omega \), where the system of interest would have enough time to follow the external parameter change at each instance in time. Because we do treat arbitrary ratios of \( \Omega \) and \( \Delta\epsilon \), our study includes, but goes beyond, the high-frequency limit \( \Omega \gg \Delta\epsilon \), where the influence of the drive would vanish (as it averages to zero) in accordance to a lowest order Magnus expansion.\(^{53}\) Thus we can access the interesting regime beyond the adiabatic and high frequency limit and how the physics of such a system subject to driving with general frequency eventually crosses over to its high-frequency behavior upon increasing the driving frequency. Furthermore, we highlight an intriguing consequence of the simple form of the effective distribution function Eq. (19) in the considered limit \( \max(\Gamma_i) \ll \Omega \): frequency integrated single particle observables take a particularly simple form which is given below. Frequency integrated quantities include important examples, such as the occupancies and the particle currents. Moreover, they also determine the effective potentials generated in first order truncated FRG employed in this paper (see below).\(^{33}\)

To understand this we explicitly consider the frequency integrated lesser Green's functions, which reads

\[
\frac{1}{2\pi} \int d\omega G^< (\omega) = - \frac{1}{2\pi} \int d\omega \sum_r \sum_{l,k} \left( \langle k,l | f^*(\omega) \left| J_{r-l} \left( \frac{2\Delta\epsilon}{\Omega} \right) \right|^2 \frac{1}{\omega - (\lambda_k + i\Omega)} \langle \hat{k},l | - \text{H.c.} \right) = - \frac{1}{2\pi} \sum_r \sum_{l,k} \int d\omega \left( \langle l,k | f^{r+l}(\omega) \left| J_r \left( \frac{2\Delta\epsilon}{\Omega} \right) \right|^2 \frac{1}{\omega - (\lambda_k + i\Omega)} \langle \hat{k},l | - \text{H.c.} \right) = - \frac{1}{2\pi} \sum_r \sum_{l,k} \int d\omega \left( \langle l,k | f^r(\omega) \left| J_r \left( \frac{2\Delta\epsilon}{\Omega} \right) \right|^2 \frac{1}{\omega - \lambda_k} \langle \hat{k},l | - \text{H.c.} \right) = - \frac{1}{2\pi} \sum_r \int d\omega \left( f^r(\omega) \left| J_r \left( \frac{2\Delta\epsilon}{\Omega} \right) \right|^2 \sum_{l,k} \frac{1}{\omega - \lambda_k} \langle \hat{k},l | - \text{H.c.} \right) \right),
\]  

(20)

where we performed a shift \( r \to r + l \) in the second and \( \omega \to \omega + i\Omega \) in the third line. Importantly this shows that the lesser Green's function is not only diagonal, but also proportional to unity in the Floquet index \( l \). Rotating back to the original space of space \( i \) and \( n \) this entails
where $\tilde{G}_{i,j}^{\text{Ret}}$ is the retarded Green’s function calculated with respect to the undriven single-particle Hamiltonian characterized by the dispersion $\epsilon(k)$ and the retarded reservoir self-energy. $\tilde{G}_{i,j}^{\text{Ret}}$ can be interpreted physically as the Green’s function in the rest frame of the wire. Importantly, thus the limit $\Gamma_1 \ll \Omega$ leads to a lesser Green’s function which is diagonal in the Floquet space $n,n'$. In time-space this means that only the time averaged component has finite expectation value. The above result shows that the calculation of the frequency integrated Floquet lesser Green’s function can be simplified to a similar calculation without the Floquet index (or to be more precise $n$ of these calculations with shifted chemical potential $\mu \rightarrow \mu + n\Omega$), which reduces the matrix dimension (and therefore complexity of the problem) immensely.

**C. Interacting Green’s functions: FRG**

Finally, we include the interactions via the FRG approach. We use the simplest/lowest order truncation scheme of the FRG hierarchy of flow equations in which the self-energy acquires a flow, but the effective two-particle interaction vertex is set to its bare value. This approximate truncation scheme was shown to describe crucial aspects of the boundary and impurity physics of quantum wires accurately in \cite{26,27} as well as out-of-equilibrium \cite{28}. However, inelastic scattering is neglected and the intriguing question of the competition of heat production by these processes and taking out heat by the external reservoirs can consequently not be addressed in a meaningful manner employing this approximation (the effects are of higher order in the interactions).

We employ the cut-off scheme proposed in Ref. \cite{29} in which the flow parameter $\Lambda$ is introduced within the distribution function of the reservoirs

$$f^r(\omega) \rightarrow f^r,\Lambda(\omega) = T \sum_{\omega_n} \frac{\Theta(\omega_n - \Lambda)}{\tilde{i}\omega_n - \omega + r\Omega}, \quad \text{(22)}$$

with $\omega_n = (2n + 1)\pi T$ being the Matsubara frequencies and $\Theta(\omega)$ the Heaviside-Theta function. Within the lowest order truncated FRG approach the flow equation of the self-energy describes the renormalization of the Hamiltonian parameters. Therefore the results derived above can be directly applied to the interacting case if (a) the renormalized $\Delta \epsilon$ remain site independent and (b) the hybridization remains small. The renormalization of the different components of the effective single-particle Floquet Hamiltonian are proportional to the $\omega$-integrated single-scale propagator at Floquet indeces $(n,0)$ \cite{21,22}

$$S_{\text{Ret}/\text{Adv}\Lambda}(\omega) = 0 \quad \text{(23)}$$

$$\int d\omega \ S_{<,\Lambda}(\omega)|_{n,i,0,i'} = \delta_{n,0} \sum_r \left| J_r \left( \frac{2\Delta \epsilon}{\Omega} \right) \right|^2 \tilde{G}_{i,j}^{\text{Ret}}(i\omega_n(\Lambda) - r\Omega) + (\text{Ret} \leftrightarrow \text{Adv}), \quad \text{(24)}$$

where $\omega_n(\Lambda)$ is the Matsubara frequency closest to $\Lambda$. Thus only the $n = 0$ (time-averaged) component of the Floquet Hamiltonian is renormalized by the interaction. The total flow reads

$$\frac{\partial}{\partial \Lambda} \sum_{U} S_{\text{U}/\text{Adv}\Lambda}^{\text{Ret}} = - \delta_{n,0} T \sum_{r,\omega_n,\tilde{i},\tilde{i}'} \delta(\omega_n - \Lambda) \tilde{v}_{\tilde{i}\tilde{i}'}, \quad \text{(25)}$$

$$\frac{\partial}{\partial \Lambda} \sum_{U} S_{<,\Lambda} = 0 \quad \text{(26)}$$

with $\tilde{v}_{\tilde{i}\tilde{i}'}$ the anti-symmetrized two-particle interaction. Therefore, the flow renormalizes only the mean (time-averaged) component and thus (a) holds. Because the interaction is local to the wire the hybridization does not flow at all and thus (b) holds as well. With this the above procedure of diagonalizing the effective Floquet Hamiltonian remains valid even throughout the flow.

We note that in the presence of periodic driving and within the lowest order truncation scheme used here, the flow of the retarded non-equilibrium self-energy $\Sigma_{U}^{\text{Ret}/\text{Adv}}$ is given by a weighted sum $\sum_r$, of equilibrium flows (compare, e.g., Ref. \cite{29}, with weighting factor $|J_r(2\Delta \epsilon/\Omega)|^2$ and shifted chemical potential $\mu \rightarrow \mu - r\Omega$. For reference the equilibrium flow can be obtained in the limit $\Delta \epsilon \rightarrow 0$. This is similar to the result found in the same truncation in the bias voltage driven case \cite{28}. Exploiting this connection will help us to analyze the structure of the flow equation in more depth and to even derive analytic predictions for the periodically driven case. To keep this paper self-contained we will recapitulate the main findings in equilibrium and how they relate to the driven case in the following subsection.

All plots are obtained by solving Eq. (25) numerically without any further approximations. We compare these numerical results, whenever possible, to our analytic predictions (derived in Sec. IV) which involve additional simplification valid in $O(U^2)$.
D. equilibrium results and relation to the periodically driven system

The flow Eqs. (25) and (26) are given by a weighted sum $\sum_i$ of equilibrium flows. This allows to adapt parts of the intuition established from the well-understood equilibrium case to the case of periodic driving studied in this paper.

In equilibrium ($\Delta \epsilon \to 0$ limit in the model defined above) the changes in the effective hopping amplitude $\Sigma_{U}^{\text{Ret}}|_{i,i+1}$ (there is no Floquet index in equilibrium) due to the renormalization, are well documented These are the only non-zero matrix elements of $\Sigma_{U}^{\text{Ret}}$ for the particle-hole symmetric Hamiltonian considered here. Interactions in the wire lead to a band broadening (average value of the hopping increases). If a single impurity (either a link of reduced strength in the wire or the end-contact between the interacting and the non-interacting part of the system) is introduced the effective hopping $J_i + \Sigma_{U}^{\text{Ret}}|_{i,i+1}$ exhibit oscillations with wave number $2k_F$ and a decaying amplitude. Sufficiently away from the impurity the amplitude of the oscillations decay as $1/\|j - j_0\|$ at $T = 0$, with $j_0$ the position of the impurity. At finite $T$ this power-law scaling holds only up to a thermal length scale $\sim 1/T$ beyond which the decay turns exponential. Additionally the scattering off such a long-ranged oscillatory potential (so-called Wigner-von Neumann potential) leads to the power-law suppression of the conductance and the local spectral function at low temperatures or frequencies, respectively. One can show analytically that the prefactor of the asymptotic $1/\|j - j_0\|$ decay determines the exponent $\alpha_B$ of this power-law suppression. The first order truncated FRG flow equations yield an amplitude of this decay, and in turn an exponent, which is independent of the impurity strength, which is the expected behavior. The magnitude of the exponent controlling this suppression is known to agree to the field theoretical results to leading order in $U$ within the lowest order FRG scheme. The equilibrium exponent $\alpha_B = 1/K - 1$ of the suppression of the local density of states can be related to the so-called Luttinger parameter $K$. Using Bethe ansatz one can calculate $K$ exactly for our model of spinless fermions

$$K = \frac{\pi}{2 \arccos \left( -\frac{U}{T} \right)}.$$  

The scaling of the conductance is more involved. For a single strong impurity far away from the boundary of the wire the conductance vanishes as a power-law in the temperature with exponent $2\alpha_B$. This scaling changes to $\alpha_B$ when the strong impurity is placed at the boundary (e.g. by abruptly coupling the interacting wire to non-interacting leads). This can be explained within a simple tunneling picture. If we consider two weakly coupled interacting wires, particles have to tunnel from one wire showing a power-law suppression in the boundary spectral function to another one with the same suppression (hence the scaling with two times the exponent $\alpha_B$). However, if we consider two weakly coupled wires of which only one is interacting and the other one in non-interacting, particles tunnel from one wire showing a power-law suppression in the boundary spectral function to one wire, which does not exhibit such a power-law suppression (hence the scaling with one times the exponent $\alpha_B$).

Returning to the periodically driven case we repeat that each of the Floquet channels $r$ (in the sum $\sum_r$) in the flow equations is weighted by $|J_r \left( \frac{2\Delta \epsilon}{\Omega} \right)|^2$ and shifted in chemical potential by $r\Omega$ w.r.t. to the equilibrium flow. Therefore, each of these channels generates oscillations in the effective hopping, with wave number $2k_{F,r}$, where $k_{F,r}$ is the Fermi wave number with respect to the shifted chemical potential (depending on $r$) and an amplitude (and in turn boundary exponent) weighted by $|J_r \left( \frac{2\Delta \epsilon}{\Omega} \right)|^2$. Due to the feedback of the self-energy to its own flow-equation these oscillations generated by one of the Floquet channels will influence the formation of the oscillations of all the other Floquet channels. However, this mutual influence is of order $O(U^2)$ and will be disregarded to make analytic progress. This additional simplification of the flow equations of order $O(U^2)$ is carefully checked to hold by comparing to the full numerics in the following.

To sum up, we find a superposition of approximately independent oscillations of the effective hoppings with period given by twice the wave numbers corresponding to energy $r\Omega$ and amplitude proportional to $|J_r \left( \frac{2\Delta \epsilon}{\Omega} \right)|^2$. In Fig. 2 we show the Fourier transform of the self-energy $\Sigma_{U}^{\text{Ret}}|_{0,0,0,1}$ obtained by numerically solving the flow

![Fig. 2. Fourier transform of the renormalization of the effective hopping amplitudes $\Sigma_{U}^{\text{Ret}}|_{0,0,0,1}$ (solid lines) as well as twice the wavevectors corresponding to energies at integer multiples of $\Omega$ (vertical dashed lines) for different $\Delta \epsilon$. The other parameters are $J_1 = 1$, $U = 0.5$, $T = 0$, $\Omega = 0.1$, $\Gamma_i = 0.001$ and $N = 20000$.](image-url)
equations for different $\Delta \epsilon$ as solid colored lines. The position of twice the wavevectors corresponding to energy $r \Omega$ are indicated as dashed black lines. Peaks in the Fourier transform correspond to oscillations of $\sum_{i,i+1} U_{i,i+1}$ in real space. The relative heights of the different peaks in the Fourier transformation are consistent with the weighting factor $|J_r \left( \frac{2 \Delta \epsilon}{\Omega} \right)|^2$ as expected, because the height relates to the amplitude of the oscillations. It is these oscillations in the effective hopping amplitudes that give rise to power-law suppressions of the boundary spectral function at integer multiples of the external driving frequency as well as the sum of power-law suppressions in the conductance $G(T)$ discussed below.

IV. RESULTS

A. Boundary Spectral function

The boundary (time-averaged) spectral function is related to the Green’s functions

$\rho_B(\omega) = -\frac{1}{\pi} \text{Im} \left[ G^{\text{Ret}}_{0,1,0,1}(\omega) \right]$

$= -\frac{1}{\pi} \sum_r J_r \left( \frac{2 \Delta \epsilon}{\Omega} \right)^2 \text{Im} \left[ G^{\text{Ret}}_{1,1}(\omega + r \Omega) \right].$

(28)

After solving the flow equations (25) and (26) numerically we obtain the full interacting Green’s function by including the self-energy generated by the FRG flow and thus the boundary spectral function in this manner. In this section we focus on constant $\Gamma_i = \Gamma$ and $J_i = J$.

We concentrate first on the low frequency $|\omega| \to 0$ behavior and note that it is a superposition of the behavior of

$\tilde{\rho}_B = -\frac{1}{\pi} \text{Im} \left[ \tilde{G}^{\text{Ret}}_{1,1}(\omega) \right]$ (29)

evaluated at frequencies $|\omega + r \Omega| \to 0$. To make analytic progress we neglect the order $U^2$ contribution of the mutual influence of the oscillations in the effective hoppings generated by the flow (see above). Then $\tilde{\rho}_B$ exhibits a power-law suppression at each value of $|\omega + r \Omega| \to 0$ due to the renormalization group procedure as described above. The exponents are given by

$\alpha_{B,r} = \left| J_r \left( \frac{2 \Delta \epsilon}{\Omega} \right) \right|^2 \alpha_B.$ (30)

In the following we will frequently utilize the log-derivative (realized as centered differences for numerical data)

$\alpha_{y(x)} = \frac{d \log(y)}{d \log(x)},$ (31)

of a function $y(x)$, which becomes a constant of value $\alpha$ if $y = x^\alpha$ and is thus a very sensitive measure to reveal power-law behavior unambiguously. The log-derivative of $\tilde{\rho}_B$ at frequencies $|\omega + r \Omega| \to 0$ is shown in Fig. 3.

We compare the analytic results of Eq. (30) to the full numerics and find excellent agreement, up to deviations at low and high frequencies, where the universal power-law behavior is cut off (at low frequencies by $\Gamma$ and at high frequencies by the bandwidth).

Equation (29) implies that the observable $\tilde{\rho}_B$ is an additive superposition of $\tilde{\rho}_B$ and thus of power-law behavior, which yields the form given in the introduction Eq. (1) for $\rho_B(\omega)$. The different contributions of the sum have prefactors $|J_r \left( \frac{2 \Delta \epsilon}{\Omega} \right)|^2 m_r$, where $m_r$ depends on the microscopic details of the model and to zeroth approximation is given by the value of the $U = 0$, non-interacting Green’s function $m_r = \text{Im} \left[ g^{\text{Ret},U=0}_{i,j=1}(\omega + r \Omega) \right]$. The first factor $|J_r \left( \frac{2 \Delta \epsilon}{\Omega} \right)|$ defines a value of $r_c$ at which the sum can be cut off as contributions outside of $-r_c(2 \Delta \epsilon/\Omega) \leq r \leq r_c(2 \Delta \epsilon/\Omega)$ become negligible.

In the limit of large bandwidth, meaning that $4J \gg r_c(2 \Delta \epsilon/\Omega)$, the factor $m_r \equiv c_{r_c}$ is approximately constant and the analytic prediction Eq. (1) can be tested against the numerics (beyond this limit one needs to take into account the band curvature and predicting $c_{r_c}$ becomes more involved). Representative results are summarized in the upper panel of Fig. 3 where we show numerically determined boundary spectral functions. The single power-law suppression found in the equilibrium case ($\Delta \epsilon = 0$) is split into a series of suppressions at $r \Omega$ indicated by vertical dashed lines. In the middle panel of Fig. 4 we compare the logarithmic derivative of the numerical data to the analytical prediction and find excellent agreement. The lines do not approach a constant value at small frequencies, which emphasizes that the full functional form of $\tilde{\rho}_B(\omega)$ is not a (single) power-law around $\omega = r \Omega$. This holds down to frequencies as small as the cut-off provided by the system-size or $\Gamma_i$, whichever is larger. In the bottom panel of Fig. 4 we compare the ratio between numerics and the analytic prediction Eq. (1) to find perfect agreement.

So far we have concentrated on the $\omega \to 0$ behavior of $\rho_B$, analogous ideas can be used to study the boundary spectral function at all other $|\omega - r \Omega| \to 0$ as well leading to the prediction of Eq. (1) for these frequencies.

Up to this point we focused on $\Omega \ll 4J$, in the opposite, anti-adiabatic, limit of $\Omega \gg 4J$, the oscillations are very fast and, trivially, the known undriven equilibrium result is recovered. Another interesting limit is to approach $\Omega \to 0$ and keeping $\Delta \epsilon$ fixed, for which we find a dimensionality crossover to an effectively two-dimensional system. This can be understood from the effective Floquet Hamiltonian. As $r_c(2 \Delta \epsilon/\Omega) \to \infty$ all higher Floquet modes become relevant. We define the joint rese-
pressions are wiped out. As \(\Delta(\text{time-averaged}) \) linear conductance
increases, the boundary spectral function for slow driving \(\Omega = 0\). The lower panel of Fig. 5 shows how the joint reservoir distribution function evolves from a multiple step function to a continuous form as \(\Omega\) approaches 0. The upper panel of Fig. 5 illustrates how the joint reservoir distribution function evolves from a multiple step function to a continuous form as \(\Omega\) approaches 0. The lower panel of Fig. 5 shows the boundary spectral function for slow driving \(\Omega = 0.01\). As \(\Delta \epsilon\) becomes comparable to \(J\) indeed an effectively two dimensional system is realized and the power-law suppressions are wiped out.

**B. Conductance**

A more directly accessible, transport quantity is the (time-averaged) linear conductance

\[
G(T) = \frac{\Omega}{2\pi} \int_0^{\Omega} \frac{\partial J_L(t)}{\partial \omega} \, dt
\]  

(34)

where \(J_L\) is the current leaving (e.g.) the left reservoir. In this section, to establish a transport setup, we concentrate on the case of the wire being end-contacted by two reservoirs \(\Gamma_1 = \Gamma_N = \Gamma\) and \(\Gamma_{1<c<N} = 0\). In our setup it turns out that (because the occupancies do not change in time, see above)

\[
J_L(t) = -J_R(t)
\]  

(35)

and thus the definition of the conductance is unambiguous. The Fourier components of the current and with it of the time-averaged conductance can be calculated... 

FIG. 3. Logarithmic derivative (effective exponent) of \(\tilde{\rho}_B\) (colored symbols) evaluated at different \(\omega - r\Omega\). Dashed lines are the analytic prediction \(|J_i(2\Delta\epsilon/\Omega)|^2\alpha_B\). The other parameters are \(J_i = 1, U = 0.25\), \(\Gamma_i = 0.0001\), \(\Delta\epsilon = 0.17\), \(\Omega = 0.2\) and \(N = 10^6\).

FIG. 4. Top panel: Spectral function of a quantum wire (solid colored lines), where the onsite energies are varied periodically in time with different driving amplitudes \(\Delta\epsilon\). The parameters are \(J_i = 1, U = 0.5\), \(\Gamma_i = 0.0001\), \(\Omega = 0.5\), \(N = 10^5\) and different colors indicate different amplitudes of driving \(\Delta\epsilon\). For clarity of depiction the lines are shifted vertically with respect to each other. The power-law suppression of the boundary spectral function at \(\omega = 0\) in equilibrium (\(\Delta\epsilon = 0\)) is split into multiple suppressions at \(\omega = k\Omega\) (indicated by dashed black lines) when the periodic driving is turned on. Middle panel: the logarithmic derivative of the spectral function to analyze the additive superposition of power-laws. For a single power-law the logarithmic derivative would be constant. The additive superposition leads to an almost straight line, but with finite slope indicating that more than power-law are relevant to the sum. The dashed black line is the prediction Eq. (31) for \(\epsilon_0 = 0\) and with \(\omega_{0,r'} = 1\). The finite size of \(N = 10^5\) lattice sites as well as finite \(\Gamma_i\) introduce cut-offs to the suppression of the boundary spectral function (as in equilibrium) proportional to the maximum of the level splitting \(1/N\) and \(\Gamma_i\). Bottom panel the ratio between the spectral function and the prediction Eq. (31). Clearly in the regime of small \(\omega\), but before the cutoff scale is reached, the ratio becomes flat, validating the analytic finding Eq. (31).
by Eq. (32)

\[
G(T) = \frac{\partial}{\partial T} \frac{1}{2\pi} \int d\omega \left[ \sum_{r=0}^{\infty} G^{\text{Ret}}_{1,N}^\ast (\omega) - G^{\text{Ret}}_{0,1,0,1} (\omega) \right],
\]

where \( \Sigma^L \) includes only the contribution of the self-energy induced by the left reservoir. For the considered driving one can recast the conductance into the Landauer-Büttiker form (within our lowest order truncated flow equations)

\[
G(T) = \sum_{r=-\infty}^{\infty} G'(T)
\]

\[
G'(T) = \Gamma^2 \left| J_r \left( \frac{2\Delta \epsilon}{\Omega} \right) \right|^2 \int d\omega f'(\omega + r\Omega) \left| \tilde{G}^{\text{Ret}}_{1,N} (\omega) \right|^2.
\]

1. Impurities at contacts

First we consider an impurity free wire \( J_i = J \) and \( U_i = U \). As the interaction is abruptly switched off at the boundaries, where the wire is end-contacted to non-interacting reservoirs, this creates two impurities at both of these ends for which fermions tunnel from Fermi to Luttinger liquid or vice versa. The same calculation as performed above for the boundary spectral function adapted to the conductance leads to the analytic prediction (where again we disregard the order \( U^2 \) contribution of the mutual influence of the oscillations in the effective hoppings generated by the flow to make analytic progress)

\[
G(T) \sim \sum_{r=-\infty}^{\infty} G'(T)
\]

\[
G'(T) = \left| J_r \left( \frac{2\Delta \epsilon}{\Omega} \right) \right|^2 \left( \frac{T}{T_0} \right) \left| J_r (\frac{2\Delta \epsilon}{\Omega}) \right|^2 \alpha_B.
\]

We find a similar behavior as for the boundary spectral function but now in the temperature scaling of the conductance through the wire: the single power-law with exponent \( \alpha_B \) found in the equilibrium, undriven case is replaced by an infinite sum of power-laws governed by impurity independent exponents given in Eq. (36). This analytic prediction is checked for representative parameters in Fig. 6 against the full numerics solving Eqs. (25) and (26).

2. Single impurity at center

Next we study transport through a single impurity at the center of the chain \( J_{i \neq N/2} = J \) and \( J_{i = N/2} = J' \). We want to model a homogeneous system and thus need to match the band of the reservoirs to that of the wire without the impurity. We can do this efficiently within the framework discussed so far (which treated reservoirs in the wide band limit only) by restricting the interaction in the wire to a central and much smaller region in space around the impurity of size \( N_{\text{int}} \). Then the full length of the wire \( N \gg N_{\text{int}} \). Additionally, we need to avoid scattering from the end-contacts of the interacting and non-interacting regions. We thus smoothly turn on
(and off) the interactions at the two boundaries of the region given by $N_{\text{int}}$ according to $\arctan(i/2)$ over a width of $N_{\text{int}}/10$ lattice sites to a constant value of $U$, while outside of the region given by the $N_{\text{int}}$ lattice sites around the impurity $U = 0$. It was shown that turning the interactions on and off according to this arctan form leads to negligible scattering from the contacts in equilibrium and thus the transport physics through a single impurity (as introduced in the center of the interacting wire) is probed.

This setup models the transport through an interacting wire with a weakened link, which in equilibrium was found to reveal an interesting effect of strong correlations,28,39 an arbitrary small impurity (reduction in hopping amplitude) cuts the wire in two at zero temperature and for infinite wire length, suppressing transport completely. At non-zero temperature (or wire length) this suppression is incomplete and follows a power-law form with twice the boundary exponent $G \sim T^{2\alpha_0}$. In this context FRG was instrumental to unravel the existence of a single-parameter scaling function that connects the weak to strong impurity flow of the conductance (to zero) without an intermediate fix point as the temperature is lowered.28,39

Similar to the analysis of the boundary spectral function, if we neglect band curvature over the ranges of energy we are interested in, we find

$$G(T) \sim \sum_{r=-\infty}^{\infty} G^r(T)$$

$$G^r(T) = \left| J_r \left( \frac{2 \Delta \epsilon}{\Omega} \right) \right|^2 \left( \frac{T}{T_0} \right)^{2|J_r(\frac{2 \Delta \epsilon}{\Omega})|^2 \alpha_B}$$

for strong impurities $J' \ll J$ from our FRG analysis. Again, the single power-law is turned into an infinite sum of power-laws with impurity independent exponents now given by twice the value of Eq. (39). This analytic prediction is checked for representative parameters in Fig. 7.

We finally show that in the steady state of the periodically driven lattice model there exists no fixed point in between the flow of a weak and a strong impurity. We will do so on the level of the constituents $G^r(T)$, which enter additively in $G(T)$. To achieve this we calculate $G(T)$ for many values of $J'$ at constant $U$. In equilibrium the one-parameter scaling ansatz $G^r(T) = \tilde{G}^r(y)$ where $y = (T/s)^{\tilde{K}-1}$ and $s(U, J')$ is a nonuniversal scale can be used to connect the flow of weak to strong impurities. We utilize an analogous scaling form, but with $\tilde{K}$ to be the Luttinger liquid parameter with respect to the reduced interaction $\tilde{U} = |J_r(\frac{2 \Delta \epsilon}{\Omega})|^2 U$. In doing so, all data can be collapsed on a single curve continuously connecting the weak ($y \rightarrow 0$) and strong ($y \rightarrow \infty$) impurity fixed points. This is exemplified for $G^0$ in Fig. 8. In our FRG treatment we thus find that every component contributing to the sum describing the conductance behaves similarly to the impurity physics of equilibrium.15

![FIG. 7. Logarithmic derivative (effective exponent) of the different constituents $G^r(T)$ contributing to the sum of power-laws in the suppression of the conductance in dependence of temperature $T$. The numerical data (symbols) agrees up to $O(U^2)$ with the predicted exponents $2|J_r(\frac{2 \Delta \epsilon}{\Omega})|^2 \alpha_B$ (dashed lines) of Eq. (42). The other parameters are $J = 1, J' = 0.1, U = 0.5, \Omega = 0.1, \Delta \epsilon = 0.075, \Gamma = 0.01, N = 10^7$ and $N_{\text{int}} = 10^9$.](image)

![FIG. 8. One-parameter scaling plot of $G^0(T)$. Different symbols and colors represent results obtained for different impurity strengths $J'$. The dashed lines indicate the expected behavior at small and large $y$. The other parameters are the same as in Fig. 7.](image)

V. CONCLUSIONS

We analyzed the long time behavior of periodically driven quantum wires. We found that there is a crossover controlled by the ratio $\Delta \epsilon/\Omega$ of the driving strength $\Delta \epsilon$ and the frequency of driving $\Omega$ from a modified Luttinger liquid picture to an effectively higher dimensional system. We concentrated on the boundary spectral function and the conductance as hallmark observables indicating Luttinger liquid behavior in equilibrium. We showed analytically that in the modified Luttinger liquid regime
the single power-law suppression of the boundary spectral function at the Fermi-level with interaction dependent exponent is split into multiple suppressions at integer multiples of the external drive frequency $\Omega$. Each suppressions turns from a single power-law to an infinite sum of power-laws with exponents being controlled by the drive. In the opposite regime where the system behaves as an effectively higher dimensional one we find that the power-law is wiped out as expected as the Luttinger liquid paradigm seize to hold in higher dimensions. Similar consequences can be derived for the conductance where all the onsite energies are varied periodically in time. An interesting question along these lines would be to study the influence of AC bias voltages or pumping with light field. Furthermore, extending the study presented here for spinless fermions to the Hubbard model would be highly interesting.

Another intriguing avenue of future research could be to tackle more complicated driving protocols. Here, we focused on a particularly simple form of driving for which all the onsite energies are varied periodically in time. This allowed us to obtain fully analytical results. Studying a more complicated driving protocol should still be numerically feasible within the approach we develop here. An interesting question along these lines would be to study the influence of AC bias voltages or pumping with light field. Furthermore, extending the study presented here for spinless fermions to the Hubbard model would be of interest.
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