Extension of the Flux Reconstruction Method to High-Reynolds Number RANS Simulations around High-Lift Devices
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Spatially high-order flow simulations are conducted for high-Reynolds number flows around two-dimensional high-lift devices. The method uses a ‘flux-reconstruction (FR) approach’ that is applicable to unstructured quadrilateral or hexahedral grids. This is the first study focused on solving Reynolds-averaged Navier-Stokes equations coupled with $k$-$\omega$ turbulence model equations using the FR method. The performance of the turbulence model in the high-order scheme is first verified using standard benchmark problems. The flow around the three-element, high-lift airfoil known as NHLP/1LT2 is then tried. Simulations from second-order (solution polynomial degree 1, or $p=1$) to fourth-order ($p=3$) accuracy all predicted the surface pressure well, while the total pressure distribution in the wake was captured well by $p=2$ and $p=3$ simulations. The effects of new wall boundary conditions and minimum cell size are qualitatively discussed.

Key Words: CFD, High-Order Method, Turbulence Model

1. Introduction

With the increasing speed and size of commercial aircraft, better performance of high-lift devices (HLD) is required to keep the take-off/landing distances in an appropriate range. HLDs are key to economical efficiency as well as environmental compatibility because they contribute to the ability to increase payloads and can be the main source of aerodynamic noise at high angles-of-attack. Computational fluid dynamics (CFD) is routinely used today for the aerodynamic design of HLDs, but reliability is still not as high as during cruise conditions, due to the complexity of the configuration and flow. The boundary-layer transition of the flow, flow separation and the interaction of the wake and the downstream element must be properly predicted.

The authors participated in a CFD workshop for HLDs\(^1\) organized by the Japan Aerospace Exploration Agency (JAXA) in 2006–2007 and carried out simulations using an unstructured finite-volume method that can be used for actual three-dimensional aircraft configurations. The model was a wing-body configuration with slats, flaps, flap-track fairings and an engine nacelle arranged around the main wing. Our results showed large discrepancies of the lift and drag from the experiment, and we never obtained satisfactory results. However, one effective trial in our simulation used the same second-order spatial accuracy in the convective term of the turbulence model as in the Reynolds-averaged Navier-Stokes (RANS) equations. It is said that the source term is a dominant factor in turbulence models and the convection term is less important, but the simulation on relatively coarse

---

Nomenclature

- $A$: parameter in the wall-boundary condition of $\omega$
- $F$: flux vector
- $g$: flux correction function
- $J$: Jacobian matrix of transformation
- $k$: turbulent kinetic energy
- $M$: shape function in the standard element
- $N$: number of solution points in each direction
- $Q$: vector of conserved variables
- $Re$: Reynolds number
- $S$: vector of source terms
- $S_{ij}$: mean strain rate tensor
- $u$: flow velocity
- $p$: polynomial degrees
- $x$: coordinates in the physical space
- $y_1$: distance to the 1st grid point off the wall
- $\mu$: molecular viscosity
- $\mu_\tau$: eddy viscosity
- $\rho$: fluid density
- $\tau_{ij}$: Reynolds stress tensor
- $\omega$: specific dissipation rate
- $\tilde{\omega}$: transformed $\omega$, or, $\tilde{\omega} = \ln \omega$
- $\phi$: basis of Lagrange polynomial

Subscripts

- $e$: element-wise continuous polynomial
- $i$: $i$-th component of the vector
- $j/k$: $j$-th/$k$-th solution point in $\xi/\eta$ direction
- $L/R$: left/right correction function
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tetrahedral grids may have suffered from numerical dissipation by the first-order scheme.

In recent years, high-order accurate methods for unstructured grid CFD are being rigorously investigated and great advances have been made. The discontinuous Galerkin (DG)\(^3\) method has a history of nearly 20 years, and is now one of the most widely used methods with credibility. Other approaches more recently proposed to enhance computational efficiencies are the spectral difference (SD)\(^3\) and flux reconstruction (FR)\(^5,6\) methods. The FR proposed by Huynh gives a unifying framework of the high-order methods including the DG and SD by changing the ‘flux correction function.’ The authors have developed a FR method on unstructured hexahedral grids and showed the effectiveness of the scheme for resolved and under-resolved vortical flows. The former is a low-Reynolds number laminar flow around a delta wing,\(^7\) and the latter is a transitional flow around an airfoil at a Reynolds number of 6 \(\times\) 10\(^4\) using implicit large-eddy simulations (ILES).\(^8\) The present study further extends the FR to high-Reynolds number flows using RANS and turbulence model equations. For the practical use of high-order CFD for aircraft aerodynamic designs, the computational efficiency and practicality of turbulence models should be exploited, although high-order methods would fully manifest performance for LES. We use the \(k-\omega\) two-equation model of Wilcox,\(^9\) which we have sufficient experience with using the finite-volume method. This is the first study of solving RANS with the \(k-\omega\) model using the FR method. We actually found no other studies using the same model, possibly due to numerical difficulties peculiar to the model. We first show verification of the method developed using a flat-plate boundary layer and a single airfoil at a high angle-of-attack. We then show the results for a two-dimensional, three-element HLD known as NHLP/L1T2.

2. Governing Equations

The governing equations are the compressible Navier-Stokes equations and \(k-\omega\) turbulence model equations. They are written in a vector form as,

\[
\frac{\partial Q}{\partial t} + \frac{\partial F}{\partial x_i} = S
\]

where \(Q, F\) and \(S\) are the vector of conserved variables, fluxes and source terms, respectively. Note the elements of \(S\) are not 0 only for the \(k-\omega\) equations. One of the unknown variables \(\omega\), the specific dissipation rate, varies rapidly by almost five orders of magnitude in the narrow region from the wall surface to the outer edges of the boundary layers. This can be a cause of numerical instability in high-order methods. Therefore, as proposed by Bassi et al.\(^2\) for implementing the model to the DG, a transformed variable \(\tilde{\omega} = \ln \omega\) is used as a working variable. The elements of vectors in Eq. (1) for the \(k-\tilde{\omega}\) equations converted from the original \(k-\omega\) are written as follows. The elements for the RANS are commonly found in, for example, Wilcox\(^9\) and Ref. 10).

\[
Q = \begin{bmatrix} \rho k \\ \rho \tilde{\omega} \end{bmatrix}
\]

\[
F_i = \begin{bmatrix} \rho u_i k - (\mu + \sigma^* \tilde{\mu}_i) \frac{\partial k}{\partial x_i} \\ \rho u_i \tilde{\omega} - (\mu + \sigma \tilde{\mu}_i) \frac{\partial \tilde{\omega}}{\partial x_i} \end{bmatrix}
\]

\[
S = \begin{bmatrix} \tau_{ij} - p \delta_{ij} \frac{\partial \tilde{u}_i}{\partial x_j} - p \frac{\partial \tilde{u}_j}{\partial x_i} + \frac{2}{3} \rho \omega \tilde{u}_i \tilde{u}_j \\ S_{ij} - \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \\ \tilde{\mu}_i = \alpha^* \rho \tilde{k} \exp (\tilde{\omega}_i) \\ \tilde{k} = \frac{\max(0, k)}{\beta} \end{bmatrix}
\]

where \(\rho\) is the flow density, \(u_i\) is the \(i\)-th component of the velocity vector and \(\mu\) is the laminar (molecular) viscosity. The closure coefficients reported by Wilcox\(^9\) are as follows.

\[
\alpha = 5/9, \quad \alpha^* = 1, \quad \beta = 3/40, \quad \beta^* = 9/100, \quad \sigma = 1/2, \quad \sigma^* = 1/2
\]

In Eqs. (4) and (7), \(\tilde{\omega}\) is another important mean for the numerical stability defined by Bassi et al.\(^2\) as \(\tilde{\omega} = \max(\tilde{\omega}, \tilde{\omega}_0)\), which is determined by the lower bound, \(\tilde{\omega}_0\), satisfies the ‘realizability condition’ of the normal (Eq. (10)) and shear (Eq. (11)) Reynolds stresses.

\[
\exp(\tilde{\omega}_0) = 3 \alpha^* \left( S_{ii} - \frac{1}{3} \frac{\partial \tilde{u}_i}{\partial x_i} \right) \geq 0, \quad i = 1, 2, 3 \quad (10)
\]

\[
\{\exp(\tilde{\omega}_0)\}^2 - 3 \alpha^* \left( S_{ii} + S_{jj} - \frac{2}{3} \frac{\partial \tilde{u}_i}{\partial x_j} \right) \exp(\tilde{\omega}_0) + 9 \alpha^* \left[ \left( S_{ii} - \frac{1}{3} \frac{\partial \tilde{u}_i}{\partial x_i} \right) \left( S_{jj} - \frac{1}{3} \frac{\partial \tilde{u}_j}{\partial x_j} \right) - S_{ij}^2 \right] \geq 0 \quad (11)
\]

The boundary conditions for the model are set as follows.

\[
\text{Inflow:} \quad k_{\infty} = (10^{-3} U_{\infty})^2, \quad \omega_{\infty} = 10^{-4} Re \cdot U_{\infty}/L \quad (12)
\]

\[
\text{Wall:} \quad k_{\text{wall}} = 0, \quad \omega_{\text{wall}} = \frac{6\mu}{\beta (Ay)^2} \quad (13)
\]

In Eq. (13), constant A is found to depend on the order of accuracy, or the polynomial degree of the solution in the computational cell using FR. The value of \(A = 1/\sqrt{10}\) corresponds to the suggestion made by Menter,\(^11\) which is a standard value used for the finite-volume or finite-difference
scheme. The influence of $A$ is shown in the following section.

3. Numerical Method

The essence of the FR approach and our treatment of curved cells (elements) are briefly described in this section. Each quadrilateral cell in two-dimensional (2D), or hexahedral cell in three-dimensional (3D) CFD grids in physical space, is first transformed to a standard element $\xi \in [-1,1]^\text{dim}$ in the computational space using the following mapping:

$$x = \sum_{k=1}^{m} M_k(\xi)x_k$$

where $M_k$ is a shape function, $x_k$ is a position vector of the cell node and $m$ is the number of nodes composing the cell. Along the curved walls of the wing surfaces, cubic shape functions are used while a linear shape function is used for the flat-plate case shown later. The governing equation, Eq. (1), in the Cartesian coordinate is rewritten on the standard element as follows.

$$\partial \hat{J} / \partial t + \partial \hat{F}_i / \partial \xi_i = \hat{S}$$

$$\hat{Q} = |J|Q, \quad \hat{F}_i = |J|J_{ij}^{-1} F_j, \quad \hat{S} = |J|S$$

where $J$ and $|J|$ are the Jacobian matrix of transformation of Eq. (14), $J = \partial(x)/\partial(\xi)$, and its determinant, respectively. $J_{ij}^{-1}$ denotes the $(i, j)$ element of $J^{-1}$. Equation (15) holds element-wise, or on each element in the computational domain.

In the FR approach, the solution $\hat{Q}$ and flux $\hat{F}$ are defined at $N$ internal degrees of freedom (DOF) in each direction in the cell. The solution is then expressed by the local Lagrange polynomial of the cell. The solution is then expressed by the local Lagrange polynomial to the left and the derivative of the local Lagrange polynomial of the flux and the derivative of the ‘flux correction functions.’

$$\frac{\partial \hat{F}}{\partial \xi} = \sum_{j=1}^{N} \hat{F}_j \cdot \phi'_j(\xi) + \left[ \hat{F}^-_{\text{com}} - \hat{F}_0 \right] g'_L(\xi)$$

$$+ \left[ \hat{F}^+_{\text{com}} - \hat{F}_{N+1} \right] g'_R(\xi)$$

In Eq. (17), $\phi$ is the basis of the Lagrange polynomial of degree $p$ in the $\xi$ direction in the cell. The second and third terms on the right-hand side are corrections required for the flux to be continuous at the cell boundaries by maintaining the common numerical flux $\hat{F}^\pm_{\text{com}}$ with the left/right neighbor cells, which are calculated by an approximate Riemann solver for inviscid flow and a BR2 scheme for viscous flux. The Rusanov scheme is used as a Riemann solver in this study. $\hat{F}_{0/N+1}$ is the extrapolated value by the Lagrange polynomial to the left/right cell boundaries. Finally, $g_L/R$ are left/right correction functions of polynomial degree $p + 1$, that are one-degree higher than the solution polynomial and satisfy the boundary conditions of $g_L(-1) = 1$, $g_L(1) = 0$, $g_R(-1) = 0$ and $g_R(1) = 1$. The location of the solution points and the correction function determine a specific scheme in the FR. We use Gauss solution points as shown in Fig. 1 and Radau polynomials for the correction as shown in Fig. 2, which are equivalent to the DG, as proved by Huynh.

It is known that improper evaluation of the transformation metrics $|J|J_{ij}^{-1}$ of high-order shape functions cannot satisfy the conservation law numerically and cannot preserve the uniform flow. Therefore, special care must be taken when evaluating the metrics. Instead of using Eqs. (15) and (17), we use a simple way to avoid the problem by adopting a modified form derived through constructing a multidimensional Lagrange polynomial of the transformed fluxes, as follows. Using explicit notations such as $\hat{F}_1 = \hat{F}, \hat{F}_2 = \hat{G}, \hat{F}_3 = \hat{H}, |J|J_{ij}^{-1} = \hat{\xi}_i, |J|J_{ij}^{-1} = \hat{\xi}_j, |J|J_{ij}^{-1} = \hat{\eta}_i, |J|J_{ij}^{-1} = \hat{\eta}_j$. In brevity, the fluxes are written as,

$$\hat{F}_e(\xi, \eta) = \hat{F}_e(\xi, \eta) + \left[ \hat{F}_{\text{com}}^- - \hat{F}_e(-1, 1) \right] g_L(\xi)$$

$$+ \left[ \hat{F}_{\text{com}}^+ - \hat{F}_e(1, 1) \right] g_R(\xi)$$

$$\hat{G}_e(\xi, \eta) = \hat{G}_e(\xi, \eta) + \left[ \hat{G}_{\text{com}}^- - \hat{G}_e(\xi, 1) \right] g_L(\eta)$$

$$+ \left[ \hat{G}_{\text{com}}^+ - \hat{G}_e(\xi, 1) \right] g_R(\eta)$$

where $\hat{F}_e(\xi, \eta) = \hat{\xi}_i F_e + \hat{\xi}_j G_e$, $\hat{G}_e(\xi, \eta) = \hat{\eta}_i F_e + \hat{\eta}_j G_e$ and, with $j, k$ respectively denoting DOF in the $\xi, \eta$ direction,
\[ F_{e} = \sum_{j}^{N} \sum_{k}^{N} F_{j,k}(\xi)\phi_{k}(\eta), \]

\[ G_{e} = \sum_{j}^{N} \sum_{k}^{N} G_{j,k}(\xi)\phi_{k}(\eta) \]

Substituting Eqs. (18) and (19) in Eq. (15), applying the chain rule and using an analytical identity such as \( \partial \phi_{e}/\partial \xi = \partial \phi_{w}/\partial \xi \) \( + \partial \phi_{v}/\partial \eta = 0 \) and \( \partial \phi_{e}/\partial \xi \) \( + \partial \phi_{v}/\partial \eta = 0 \) results in the final form actually used in this study.

\[-\frac{\partial \hat{Q}}{\partial t} = \hat{\xi}_{e} \frac{\partial F_{e}}{\partial \xi} + \hat{\xi}_{v} \frac{\partial G_{e}}{\partial \xi} + \Delta \hat{F}^{-} g'_{L}(\xi) + \Delta \hat{F}^{+} g'_{R}(\xi) \]

\[ + \hat{\eta}_{e} \frac{\partial F_{e}}{\partial \eta} + \hat{\eta}_{v} \frac{\partial G_{e}}{\partial \eta} + \Delta \hat{G}^{-} g'_{L}(\eta) + \Delta \hat{G}^{+} g'_{R}(\eta) + \hat{S} \]

where \( \Delta \hat{F}^{\pm} \) and \( \Delta \hat{G}^{\pm} \) are defined in Eqs. (18) and (19). With governing Eq. (22), the metrics can be analytically evaluated from Eq. (14) and uniform flow is obviously preserved. A main problem of the non-conservative form in Eq. (22) is that an exact volume integral of the right-hand-side flux is not obtained by numerical integration using discrete values at the solution points, and thus, this form no longer satisfies discrete conservation in general. Our results in the later section do not show noticeable defects despite this problem. A strict evaluation of the conservation property by comparison with a fully conservative form\(^{13}\) will be conducted in future work.

For high-Reynolds number RANS simulations with small cell sizes near the wall, implicit time integration is effective to relax the severe restriction for the time step and advance the solution \( \hat{Q} \) to the steady-state. The Block LU-SGS\(^{8}\) implicit method is used in this study. The RANS and \( \kappa-\omega \) equations are fully coupled and advanced in time simultaneously.

4. Results and Discussions

Results for three problems are shown in this section. They are flat-plate boundary layer, NACA4412 airfoil trailing-edge separation and the three-element NHLP/LIT2 HLD. A 3D flow solver is used to simulate the 2D flows above. The computational grid is extruded in the span-wise direction to have only one cell in that direction. Single-block or multi-block structured grids are converted to unstructured data sets to be used in the flow solver. Total DOF in this section are counted as two-dimensional problems.

4.1. Verification of the \( k-\omega \) turbulence model for the FR method for a flat-plate boundary layer

The basic performance and properties of the turbulence model for the FR method are verified using a flat-plate boundary layer problem. The freestream Mach number is 0.2 and Reynolds number per unit length is \( Re = 10^{7} \). The number of cells in the ‘base grid’ is \( 23 \times 20 \) and the non-dimensional distance to the first grid point off the wall (the grid cell size attached to the wall) is \( 0.02/\sqrt{Re} \approx 6.3 \times 10^{-6} \), except for one case shown as ‘fine’ in Figs. 3(a)–(c). The

\( \text{Fig. 3. Property of the flat-plate boundary layer in the wall unit.} \)
polynomial degrees of the solutions in this problem are $p = 1$ (second-order accuracy), $p = 2$ (third-order) and $p = 3$ (fourth-order). Thus, the total DOF are 1,840, 4,140 and 7,360, respectively. The high-order simulations were efficiently run using the interpolated initial solution from the lower-order solution. Figures 3(a)–(c) show the profiles of computed velocity $u^+$, specific dissipation rate $\omega^+$ and turbulent kinetic energy $k^+$ in the wall unit. The $u^+$ and $\omega^+$ are compared with the law of the wall in Figs. 3(a) and (b). The law of the wall in terms of the dissipation rate is expressed as follows.

$$\omega^+ = \frac{\omega_{wall}}{\left( y^+ \sqrt{\beta \rho v_{wall} / 6 + 1} \right)^2} : \text{viscous sublayer} \quad (23)$$

$$\omega^+ = \frac{1}{\sqrt{\rho v_{wall} y}} : \log-law \quad (24)$$

where $\kappa = 0.41$ is the Karman constant and other constants are in Eq. (9). In Fig. 3(c), $k^+$ takes a peak value in the middle of the inertia region at $y^+ = 10^2$–$10^3$. Figures 3(a)–(c) also show the importance of the minimum cell size. The case ‘$p = 1$’ uses a common base grid as $p = 2$ and 3, but the result does not agree well with the velocity profile in the log-layer. In the case of ‘$p = 1$ (fine),’ the minimum cell size is reduced by a factor of 0.25 while the total number of grid points is unchanged. The result is improved and agrees well with the results for $p = 2$ and 3. We had a similar experience in simulations of high-lift devices in the following subsection. Optimal base grids for higher degrees of polynomial were too coarse for $p = 1$. From these observations, we conclude that the distance from the wall surface to the first solution point (not cell size) must be about 0.005/$\sqrt{Re}$ independent of polynomial degree.

The value of constant $A$ in Eq. (13) for the wall boundary condition of $\omega$ is determined depending on polynomial degrees as suggested for the DG reported by Bassi et al.$^2$ or Schoenawa et al.$^3$ They estimated the value by approximating the behavior of the near-wall analytical solution, $\omega = 6u/\beta \rho y^+$, using Taylor series expansion or $L^2$-projection onto the basis of the orthogonal polynomial space. The values obtained for $A$ are rather different for each method, indicating the need for further discussion as well as the importance of actual calibrations. In our implementation using FR, we found a simple and rational way. In order to effectively scale the grid resolution depending on the polynomial degree, the value ‘$A_{Y_1}$’ in Eq. (13) is set equal to the distance from the wall surface to the first solution point above the wall. Therefore, in a standard element $\xi \in [-1, 1]$, ‘$A$’ is half the distance from the lower boundary ($\xi = -1$) to the first solution point. The constant $A$ for Gauss-solution points is shown in Table 1, which is about two- to three-times larger than that in Schoenawa et al.$^3$

| $p$ | $A$ |
|----|----|
| 1  | 0.211 |
| 2  | 0.113 |
| 3  | 0.0694 |

The effect of the above boundary condition is shown in Fig. 3(d) for $p = 2$. The result with standard value $A = 1/\sqrt{10}$ is not as accurate as that with the modified value, as shown in Table 1.

### 4.2 High angle-of-attack NACA4412

The second verification is a high angle-of-attack single airfoil with adverse pressure gradients and small flow separations. The case for NACA4412 was reported in Turbulence Modeling Resources$^{10}$ and by Menter.$^{11}$ The freestream Mach number is 0.2, Reynolds number is $1.52 \times 10^6$ based on the chord and the angle of attack is 13.85 degrees. The number of cells for the base grid is 86 x 45. The results of $p = 2$ with 34,830 DOF is shown here. Figures 4(b) and (c) show distributions of the velocity and the Reynolds stress, respectively, along three broken-lines shown in Fig. 4(a). The three cross-sections near the trailing-edge are $x/c = 0.7308, 0.8418$ and 0.9528. Although the extent of the reversed flow shows some discrepancy from the experiment due to the

![Mach contours near the trailing-edge](image)
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Fig. 4. NACA4412 at AOA = 13.85 deg and $Re = 1.52 \times 10^6$. 
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property of the $k$-$\omega$ model, both Figs. 4(b) and (c) show good agreement with reference CFD data\textsuperscript{10} obtained using a third-order upwind-biased finite difference code (CFL3D). The cross-code verification for this sensitive case confirms that the model has been properly implemented in the FR scheme.

### 4.3. Three-element airfoil

The main objective of the study is the case referred as NHLP/L1T2, which offers elaborate experimental data as the result of using a wind tunnel\textsuperscript{14} and is a well-known test case for the CFD.\textsuperscript{15,16} A 2D airfoil is separated into three elements, and the deflection angles of the slat and flap are 25 and 20 degrees, respectively, to simulate landing conditions. The freestream Mach number is 0.197, the Reynolds number based on the original chord is $3.25 \times 10^5$ and the angle-of-attack is 20.18 degrees. The configuration and locations of the total pressure measurement are shown in Fig. 5.

In the experiment, surface pressures are also measured and the lift and drag forces are calculated by integrating the pressure over the surface. In this study, surface pressure coefficients and total pressure profile in the wake are compared to experimental results. The standard base grid for the computation is shown in Fig. 6. The total number of cells is 17,079 and the multi-block structured grids are converted to single-block unstructured grids. The size of the whole computational domain is approximately 100 times as large.
as the chord length. Four simulation results are shown, two of which use a common base grid for the polynomial degrees of \( p = 2 \) and 3. As is reported for the flat-plate case in Section 4.1, the minimum cell size on the wall is too coarse for \( p = 2 \). Therefore, it is reduced by a factor of 0.25 and the grid points are redistributed without changing the number of grid points. The other case is the \( p = 1 \) simulation on a base grid nearly twice as fine in every direction, resulting in 65,734 cells. The minimum cell size of the fine grid is the same as the reduced one on the standard base grid for \( p = 1 \).

At first, convergence histories from \( p = 1 \) to 3 are shown in Fig. 7. The initial conditions for high-order accurate simulations are interpolated solutions from the lower-order solution. The histories of CFL numbers are also plotted. Starting from CFL = 5, it is multiplied by an amplification factor of 1.01 at every time step and increases to the upper bound of CFL = 4,000. The implicit time integration described in Section 3 is robust, even for the turbulence model at the cost of numerical computations of the large sparse Jacobian matrix for the implicit method. Rough estimations of the cost per DOF in terms of the ratio of the calculation time to that of our implicit finite-volume code are 3 for \( p = 1 \), 7.5 for \( p = 2 \), and 9 for \( p = 3 \).

Figures 8(a)–(d) show the distributions of the surface pressure coefficients. Figure 8(a) shows the overall comparisons of the \( p = 3 \) simulations and the experiment. Figures 8(b)–(d) also show the pressure coefficients on each element and compare the orders of accuracy. All four solutions are very close to each other and did well reproducing the leading-edge suction peak on the upper surface in the experiment. The \( C_p \) distributions downstream also agree well with the experiment for all of the elements. We note here that reducing the minimum cell size of the base grid only for the \( p = 1 \) simulation had a large effect on the solution. In the preliminary results, only the \( p = 1 \) solution could not capture the suction peak and the predicted pressure was higher everywhere.

The lift and drag coefficients for the case of \( p = 3 \) are compared in Table 2. In the experiment, they were obtained by integrating the pressure coefficient.

Figures 9(a)–(d) show the distributions of total pressure along the four lines shown in Fig. 5. In Fig. 9(a) at \( x/c = 0.35 \) above the main wing, the distinct minimum value is the total pressure loss due to the wake of the slat. In Figs. 9(b)–(d), two minima in the \( C_{p0} \) are observed, the lower one of which corresponds to the total pressure loss due to the main wing. Unlike the almost identical results for surface \( C_p \) plots, differences are observed among the simulations. The results using \( p = 2 \) and 3 show remarkable improvements against \( p = 1 \). They are close to each other and reproduce the experimental results very well. The improvement using

| \( C_L \) | \( C_D \) |
|-------|-------|
| Exp.  | 4.07  | 0.0720 |
| \( p = 3 \) | 4.06  | 0.0761 |

Fig. 9. Total pressure coefficients: influence of spatial accuracy.
the fine base grid is also clear in Figs. 9(a) and (b), where the result on the fine grid is closer to $p = 2$ and 3 results. However the wake of the slat diffuses downstream and the difference between the two base grids for $p = 1$ becomes smaller in Figs. 9(c) and (d).

The effect of the wall boundary condition of $\omega$ is again investigated in Figs. 10(a)–(d). The results using the standard value of $A = 1/\sqrt{10}$ are compared with the results of the modified values already shown in Figs. 9(a)–(d). The appropriate boundary condition better captures the wake profile at every section. The effect of the boundary condition inside the boundary layer looks small in Figs. 10(a), (c) and (d) due to thin boundary layers at the forepart of the main wing and the short flap. On the other hand, for the boundary layer developed at the trailing-edge of the main wing in Figs. 10(b), distinct differences appear in the region around $y = 0.028$ to 0.065, which then form the wake profile downstream in Figs. 10(c) and (d).

5. Conclusion

The flow solution method for the RANS and $k-\omega$ turbulence mode is developed using a high-order FR scheme. We found numerical techniques similar to the DG are mandatory for the FR as well. They are transformation of the specific dissipation rate, realizability conditions for the Reynolds stresses, and modified boundary conditions depending on the order of accuracy (polynomial degree). The impact of high-order accuracy was clearly shown for the analysis of HLD. This study provides an important step for high-order CFD to be incorporated in the analysis and design of aircraft aerodynamics.
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