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Abstract—In recent years, Machine Learning (ML) algorithms have become widespread in all fields of Remote Sensing (RS) and Earth Observation (EO). This has allowed a rapid development of new procedures to solve problems affecting these sectors. In this context, the authors of this work aim to present a novel method for filtering the speckle noise from Sentinel-1 data by applying Deep Learning (DL) algorithms, based on Convolutional Neural Networks (CNNs). The obtained results, if compared with the state of the art, show a clear improvement in terms of Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM), by proving the effectiveness of the proposed architecture. Moreover, the generated open-source code and dataset have been made available for further developments and investigation by interested researchers.

Index Terms—Synthetic Aperture Radar (SAR), Sentinel-1, noise filtering, speckle filtering, Artificial Intelligence (AI), Deep Learning (DL), Convolutional Neural Networks (CNNs).

I. INTRODUCTION

As well known, Synthetic Aperture Radar (SAR) data are affected by several types of noise, and among them, the speckle noise, resulting into a positive or negative interference phenomenon that occurs in each resolution cell. Speckle confers to SAR data a granular aspect, resulting into a high degradation of the image quality [1], unlike optical data, that are characterized by clear and recognizable features. An example of two different images based on SAR data (with speckle) and optical data is shown in Figure 1 where it is evident how the speckle presence prejudices the visual analysis and interpretation of the Area of Interest (AOI). Moreover, speckle also affects the phase of scattering coefficients for the analyzed surface and degrades the signal polarimetric information [2]. Speckle results in misclassification errors and in many other problems if SAR data are not correctly pre-processed.

Classical speckle filtering techniques can be divided into two macro categories: 1) single product speckle filtering, 2) multi-temporal speckle filtering.

Single product speckle filtering methods are mainly based on mathematical models of the speckle phenomenon, and a classic approach in this category is the multilooking, a process that can reduce the speckle by means of incoherent averaging of many sub-aperture acquisitions (looks). This process normally includes the sub-sampling of data and the ground-projection, leading to the increase of the radiometric resolution and the decrease of the spatial one. Yet, after this process the phase information is lost [3]. Another typical approach in the single product speckle filtering category involves the use...

Fig. 1: Comparison between Sentinel-1 (SAR) and Sentinel-2 (optical) acquisitions.

(a) Sentinel-1A acquisition on 2021-01-01 focusing on Rome (Italy), Interferometric Wide Swat (IW) mode, Single Look Complex (SLC) data, VV polarization (Intensity).

(b) Sentinel-2A acquisition on 2021-01-01 focusing on Rome (Italy), B4, B3 and B2 bands (RGB channels).
of adaptive and non-adaptive filters, the first ones, including the Lee, the Frost, and the Refined Gamma Maximum-A-Posteriori (RGMAP), are better at preserving edges and details in high-texture areas (e.g. urban areas); the second ones are simpler to implement and require less computational power. However, these types of filters can degrade the acquisition and can bring to information loss [4]–[6].

The second category of speckle filtering techniques are based on the multi-temporal filtering approach, that is applied on a dataset of co-registered acquisitions. This approach allows to achieve very high signal-to-noise ratio without degrading the spatial resolution too much [7].

In recent years, the enormous spread of AI-based methods for EO has given rise to the development of speckle filtering techniques, completely new with respect to the traditional ones. They are based on the use of DL algorithms, in particular on CNNs [8]–[11].

II. DATA AND METHODS

The method proposed in this letter involves the use of ML algorithms, more specifically a DL model based on CNNs [12]–[14]. The related network can be classified as a hybrid method since it can be considered as a multi-temporal speckle filter, because the training dataset is composed of a time-series of Sentinel-1 data, and also it can be compared to the Lee filter, commonly used in single product speckle filtering approaches. In fact, similarly to the Lee filter, that proposes an additive model for the speckle noise (by converting the initial multiplicative speckle noise present in the SAR data) [15], the proposed architecture deals with the speckle by subtracting it from the noisy input image.

It is worth to highlight that both the dataset and the model have been developed from scratch and made available for further analysis and investigation on Git-Hub [16], [17].

The approach here proposed is fully based on real SAR data, belonging to a dataset created for this scope, while in other works available in the literature the models were trained on simulated data [11], [9]. Furthermore, the proposed network has shown to achieve better performances than other models based on subtractive methods or based on different models belonging to a dataset created for this scope, while in other works available in the literature the models were trained on simulated data [11], [9].

In the following sections both the dataset used and the proposed model will be presented and explained in details, also showing the achieved results and the comparisons with the state of the art.

A. Dataset

Let $X_{\text{lat,lon}} \in \mathbb{R}^{W \times H \times P}$ be a single Sentinel-1 SAR acquisition, with a width $W$, a height $H$ and a specific polarization $P$, acquired in the geographical region defined by latitude $\text{lat}$ and longitude $\text{lon}$. Through the tool proposed in [21], a time-series of Sentinel-1 acquisitions $\tilde{X}_{\text{lat,lon}} \in \mathbb{R}^{T \times W \times H \times P}$ has been downloaded, where $T$ denotes the length of the time-series.

Data have been collected from the Google Earth Engine catalog [22], containing the full Sentinel-1 archive of GRD (Ground Ranged Detected) products. GRD data consist of focused SAR data that have been detected, multi-looked and projected to ground range using an Earth ellipsoid model. Phase information is lost. This product has approximately square spatial resolution pixels spacing with reduced speckle at the cost of lower spatial resolution [23].

Since the proposed method for filtering the SAR speckle is based on CNNs, trained in a supervised way, both the input and the expected output (ground truth) should be available for the model training. In this case, the ground truth is a Sentinel-1 acquisition with the lowest possible speckle influence. It has been obtained by a temporal average of $\tilde{X}_{\text{lat,lon}}$, as expressed by the equation:

$$X^*_{\text{lat,lon}} = \frac{1}{T} \sum_{t=1}^{T} \tilde{X}_{\text{lat,lon}}, \quad X^*_{\text{lat,lon}} \in \mathbb{R}^{W \times H \times P} \quad (1)$$

while the input has been obtained by adding to the ground truth $X^*_{\text{lat,lon}}$, the speckle $S$, generated through a statistical representation based on a Rayleigh distribution $R \sim \text{Rayleigh}(\sigma)$ [24]. The generated speckle has the same dimensions of the ground truth, $R \in \mathbb{R}^{W \times H \times P}$. The input image is then derived using the equation:

$$X^s_{\text{lat,lon}} = X^*_{\text{lat,lon}} \times S, \quad X^s_{\text{lat,lon}} \in \mathbb{R}^{W \times H \times P} \quad (2)$$

This process was repeated an arbitrary number of times (this choice will define the size of the final dataset) by randomly selecting latitude $\text{lat}$ and longitude $\text{lon}$ values, distributed over the land surface.

The inputs and the ground truths are then grouped in vectors, in order to form the dataset as expressed through equations (3a) and (3b).

$$\tilde{X}_{\text{inputs}} = [X^s_{\text{lat0,lon0}}, \ldots, X^s_{\text{latN,lonN}}] \quad (3a)$$

$$\tilde{X}_{\text{ground truths}} = [X^*_{\text{lat0,lon0}}, \ldots, X^*_{\text{latN,lonN}}] \quad (3b)$$

where $\tilde{X}_{\text{inputs}}, \tilde{X}_{\text{ground truths}} \in \mathbb{R}^{N \times W \times H \times P}$, with $N$ representing the number of Sentinel-1 acquisitions on the Earth surface.

Finally, the dataset is divided into two sub-datasets, respectively the training dataset $\tilde{X}^t_{\text{inputs}}, \tilde{X}^t_{\text{ground truths}} \in \mathbb{R}^{M \times W \times H \times P}$ and the validation dataset $\tilde{X}^v_{\text{inputs}}, \tilde{X}^v_{\text{ground truths}} \in \mathbb{R}^{Q \times W \times H \times P}$, where $M = 80\%$ of $N$ and $Q = 20\%$ of $N$.

The final dataset contains 3955 Sentinel-1 acquisitions without speckle and 3955 corresponding acquisitions with speckle. Using the training-validation split factor of 20%, as above specified, the resulting training dataset is composed of 3164 samples and the validation dataset of 791 samples. Both datasets are subjected to data augmentation to artificially increase the actual size of the dataset, through transformations of the starting image (e.g. rotation, crops, etc.).

A version of the proposed dataset has been made available online as open access [17].
B. Proposed approach

The proposed approach is based on the extraction of the speckle from the input Sentinel-1 acquisition through a CNN. The extracted speckle will be then subtracted to the input image through a skip connection, that makes the model also residual, and through a subtraction layer \[25\]. The output of the subtraction layer will be the filtered Sentinel-1 acquisition.

The model is essentially composed of three components: 1) the CNN, 2) the skip connection and 3) the subtraction layer, as shown in Figure 2. The CNN is composed of repeated fundamental blocks, such as Convolutional 2D, ReLU and Batch Normalization. It mainly deals with the extraction of speckle noise from the input data. The skip connection, the red arrow in Figure 2, which connects the input with the subtraction layer, is essentially a connection used to skip the CNN. The subtraction layer applies the mathematical subtraction between the input data, through the skip connection and the CNN output. The result, after the last ReLU layer, is the filtered Sentinel-1 acquisition.

During the training of the model, lasting 50 epochs, a batch of 16 Sentinel-1 acquisitions from the training dataset \(\vec{X}\) inputs is used as feedforward input for the model. The predicted images \(\vec{Y} \in \mathbb{R}^{W \times H \times P}\) are compared with the corresponding ground truths acquisition from the training dataset \(\vec{X}\) ground truths, through the Mean Absolute Error loss function. Using this loss function and its gradient, the Adam optimizer \[26\] updates the weights of the network, with a learning rate of 0.0001.

Before the training, both the input and the expected output have been normalized into the range \([0, 1]\) using the min-max normalization formula \[4\]. Data normalization is a very common technique in ML and it allows the model to learn faster and to produce better results \[27\].

\[
Y = \frac{X - \text{min}}{\text{max} - \text{min}} + \varepsilon \tag{4}
\]

In Equation \[4\], \(X\) represents the image to be normalized, \(\text{min}\) and \(\text{max}\) are the minimum and the maximum values computed on the overall dataset, \(\varepsilon\) is set to \(1 \cdot 10^{-6}\) and it is used to stabilize the division with a weak denominator and \(Y\) is the normalized image. The minimum and the maximum values have been computed on the overall dataset in order to restore the range of the model output using the inverse formula given by:

\[
Y = X(\text{max} - \text{min})\varepsilon + \text{min} \tag{5}
\]

In Equation \[5\], \(X\) represents the model output to be restored, \(Y\) is the restored image and \(\text{min}, \text{max}\) and \(\varepsilon\) are the variables mentioned above.

The model has been developed in Tensorflow-Keras and has been trained on the freely available GPUs of the platform Google Colaboratory \[28\]. The code has been made available and can be found at \[16\] for further analysis and experiments.

III. RESULTS AND DISCUSSION

The model has been tested on the validation dataset \(\vec{X}\) inputs, \(\vec{X}\) ground truths, through two different metrics, the PSNR and the SSIM \[29\].

The PSNR, in this case, gives a measure of the filtering process quality. It is the ratio between the maximum power of the ground truth acquisition and the residual error between the ground truth and the acquisition filtered by the model, and it is computed using the equation:

\[
\text{PSNR}(\vec{X}^{v}_{\text{inputs}}, \vec{X}^{v}_{\text{ground truths}}) = 10 \log_{10} \left( \frac{\text{max}(\vec{X}^{v}_{\text{ground truths}})^2}{\|\vec{X}^{v}_{\text{inputs}} - \vec{X}^{v}_{\text{ground truths}}\|^2 / N} \right) \tag{6}
\]

The SSIM measures the similarity between two acquisitions. It is a perception-based model that considers the image degradation as perceived change in the structural information. Let \(x\) be an input acquisition taken from the validation dataset \(\vec{X}^{v}_{\text{inputs}}\) and let \(y\) be a ground truth acquisition taken form the
validation dataset $\tilde{X}_{\text{ground truths}}^v$, then the SSIM is computed by using the equation:

$$SSIM(x,y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\left(\mu_x^2 + \mu_y^2 + c_1\right)\left(\sigma_x^2 + \sigma_y^2 + c_2\right)}$$

where $\mu_x$ is the average of $x$, $\mu_y$ is the average of $y$, $\sigma_x^2$ is the variance of $x$, $\sigma_y^2$ is the variance of $y$, $\sigma_{xy}$ is the covariance of $x$ and $y$, $c_1 = (k_1L)^2$ and $c_2 = (k_2L)^2$ are two variables that stabilize the division with a weak denominator, $L$ is the dynamic range of the pixel-values (typical $2^\text{BitsPerPixel} - 1$), $k_1 = 0.01$ and $k_2 = 0.03$ by default.

Qualitative results are presented in Figure 3, where each row represents a different acquisition. For each test there are four images representing: 1) the estimated speckle, 2) the input acquisition with speckle, 3) the model output and 4) the ground truth. Each test has shown that the model can produce an output comparable to the ground truth.

Table I: Models scores on a sample of the validation dataset

| Test | Metric | Input with speckle | Model Output |
|------|--------|--------------------|--------------|
| Test 1 | PSNR | 17.93 dB | 31.81 dB |
| Test 1 | SSIM | 0.37 | 0.91 |
| Test 2 | PSNR | 10.28 dB | 25.79 dB |
| Test 2 | SSIM | 0.38 | 0.79 |
| Test 3 | PSNR | 17.07 dB | 31.94 dB |
| Test 3 | SSIM | 0.31 | 0.90 |
| Test 4 | PSNR | 17.46 dB | 31.53 dB |
| Test 4 | SSIM | 0.36 | 0.80 |
| Test 5 | PSNR | 12.64 dB | 28.34 dB |
| Test 5 | SSIM | 0.36 | 0.81 |

Quantitative results, related to Figure 3, have been reported in Table I, demonstrating that the model is able to restore speckle-corrupted data. Note that the SSIM ranges from 0 to 1, where 1 is the best/ideal value and for the PSNR, that is a signal to noise ratio, the greater the value the better the result, the ideal value is $+\infty$. Table I is structured in five rows representing the different tests, each row containing both PSNR and SSIM results computed for input with speckle versus ground truth and input with speckle versus model output. The results obtained are very promising, especially when compared to classical methods available in the state of the art. With this regard, in Table II, a comparison with the state of the art is presented, the proposed method leads to higher performances then the other approaches in terms of PSNR and SSIM [8], [9], [18]–[20]. Table II is structured in three blocks: 1) metrics computed on the input data with speckle, 2) metrics computed on filtered data using classic methods and 3) metrics computed on filtered data using machine learning methods.

Table II: Comparisons with the state of the art: first block input, second block classical methods, third block machine learning based methods.

| Model       | PSNR | SSIM |
|-------------|------|------|
| Input       | 14.53 dB | 0.369 |
| Lee         | 21.48 dB | 0.511 |
| Kuan        | 21.95 dB | 0.592 |
| PPB         | 21.74 dB | 0.619 |
| SAR-BM3D [18] | 22.99 dB | 0.692 |
| CNN [19], [20] | 21.04 dB | 0.631 |
| SAR-CNN [18] | 23.59 dB | 0.641 |
| ID-CNN [9]  | 24.74 dB | 0.727 |
| Proposed Model | **28.83 dB** | **0.843** |

In this letter, a method for SAR speckle filtering, based on Convolutional Neural Networks, has been presented and discussed. Both the dataset and the model have been developed from scratch and made available for further analysis and investigation on Git-Hub. Both qualitative and quantitative results have been shown to prove the effectiveness of the proposed architecture. The results obtained are very promising, especially if compared with the ones found in the state of the art.

The architecture presented can obviously be improved through a tuning of the hyperparameters, an optimal selection of number of layers and the implementation of a proper loss function, that will help in reducing both the amount of noise and the image blurring. Among the future developments, there could be the integration of a much more complex speckle model, adaptable to the typology of the Earth surface contained in each acquisition. Furthermore, the model could be trained
on a dataset containing images with speckle at different power, in order to make it more robust [30].

A further future development consists in the application of the model to Sentinel-1 SLC data, with the aim of integrating the CNNs-based filter into SAR data processing pipelines that also involve phase information (e.g. interferometry [31]).
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