Spatial patterns of recent US summertime heat trends: Implications for heat sensitivity and health adaptations
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Abstract
Heat is known to cause illness and death not only at extreme temperatures, but also at moderate levels. Although substantial research has shown how summertime temperature distributions have changed over recent decades in the United States, less is known about how the heat index—a potentially more health-applicable metric of heat—has similarly evolved over this period. Moreover, the extent to which these distributional changes have overlapped with indicators of social vulnerability has not been established, despite the applicability of co-varying climatic and sociodemographic characteristics to heat-related health adaptations. Presented here is an analysis of trends in the median, 95th percentile, and warm-tail spread (i.e., intra-seasonal range between the upper extreme and median) of warm-season maximum heat index between 1979 and 2018 across the conterminous US. Using 40 years of data from the North American Regional Reanalysis dataset, it is shown that most of the US has experienced statistically significant positive trends in summertime heat, and that both the magnitude of trends and the shape of the frequency distributions of these measures vary regionally. Comparisons with data from the Social Vulnerability Index show that the most socially vulnerable counties appear to be warming faster than the least vulnerable, but that opposite patterns hold for trends in warm-tail spread. These findings may be applicable to further studies on climate change, heat adaptations, and environmental justice in the US.

1. Introduction
The relationship between moderate-to-extreme heat and risk of mortality is well established [1], as is the observation that global mean surface temperatures have increased significantly over the last century [2]. However, there is substantial spatial heterogeneity not only in these warming trends, but also in the underlying population characteristics that affect susceptibility to heat health effects [3]. In the context of adapting to the epidemiologic impacts of climate change, there is consequently interest in identifying the locations that are currently experiencing the greatest rates of moderate-to-extreme summertime warming and to determine the extent to which such warming intersects with population-scale indicators of social vulnerability.

Since heat-related mortality risks increase starting at relatively modest temperatures [4], the overall health burden on the ‘warm tail’ of a summertime temperature distribution is characterized both by high-frequency, low-impact days at moderate levels and by low-frequency, high-impact days at the upper extreme. However, previous assessments of health-relevant climatic trends tend to focus on the latter and quantify changes in terms of days exceeding an a priori threshold, such as record-breaking high ambient temperatures [5, 6], or changes to the frequency of ‘heat-wave days’ [7–9] or other extreme climatic indices [10]. Since these analyses exclude a large portion of health-applicable heat, trends in the changes to the full distribution of moderate-to-extreme values are preferable for understanding how populations have experienced climate change and its health effects.
The role of variability changes emerges as an important additional consideration, not only because within-season temperature variability itself has been associated with increased mortality risks [11, 12], but also because changes to the mean and extreme values of a distribution are interrelated and affected by alterations to the shape of the distribution [13]. While there is debate as to whether global temperatures have experienced increased variability over the last century [14–16], there appears to be regional heterogeneity [17]. In the US, Rhines et al [18] found substantial spatial differences by season in the direction and magnitude of the spread of upper and lower extremes of ambient temperatures. Gross et al [19] expanded this globally and reached similar conclusions about the seasonally and regionally dependent nature on changes to temperature extremes relative to changes in the mean. Looking specifically at summertime temperatures, McKinnon et al [20] also found substantial regional heterogeneity in ambient temperature trends and suggested that distributional changes in most places were largely explained by shifts, though changes to variability also played a role in some places.

It remains unclear, however, whether these distributional changes also apply to the heat index, a measure of apparent temperature that approximates human thermal comfort by incorporating both ambient temperature and relative humidity [21], and which is widely used both in epidemiologic research (e.g., Kim et al [22], Bell et al [23], Michelozzi et al [24], and Wellenius et al [25]) and in operational contexts for the issuance of heat warnings [26]. Although Grothjahn and Huynh [27] found increases in summertime maximum heat index for much of the US in recent decades, they did not consider distributional changes, which may differ from those of temperature yet are of interest for similar reasons.

The extent to which any of these indicators of climatic change could affect heat mortality, however, depends on the extent to which the changes overlap with sociodemographic factors that alter the heat-mortality relationship, such as age and pre-existing medical conditions [3]. These factors, which affect the ability to prepare for, respond to, and recover from hazards that can cause harm, are reflective of social vulnerability [28, 29]. Despite the importance of this intersection to climate change adaptations, the literature appears to lack an assessment of the co-occurrence of heat index warming trends and vulnerability.

To address the knowledge gaps identified above, the analysis presented here will answer two questions: (1) To what extent is there regional variability in the distributional changes of warm-season (May–September, MJIAS) maximum heat index ($H_{\text{max}}$) in the contiguous United States (CONUS) and (2) Are the most socially vulnerable counties experiencing distributional changes in $H_{\text{max}}$ that are different from the least-vulnerable counties? We hypothesized that CONUS observed significant increases in the median and upper extremes of $H_{\text{max}}$ with strong regional heterogeneity both in the magnitude of warming and in the sign of variability changes. We further hypothesized that these spatially differential distributions resulted in significant differences in heat trends between the most- and least-vulnerable counties.

We tested these hypotheses by calculating recent trends (1979–2018) in the distribution of warm-season $H_{\text{max}}$ throughout CONUS and assessing how these changes intersect with county-level indicators of social vulnerability. We calculated rates of change in the annual warm-season median and 95th percentile of $H_{\text{max}}$ to respectively characterize changes in the central tendency and upper extreme of heat, and we assessed trends in the annual seasonal difference between the 95th percentile and median values of $H_{\text{max}}$ to identify systematic changes in intra-seasonal warm-tail variability. We then compared these rates by National Climate Assessment (NCA) regions to identify regional heterogeneity in trends. Finally, we pooled the climatic changes at the county scale by levels of the Social Vulnerability Index [30] and compared by top and bottom deciles to identify differences.

2. Methods

2.1. Datasets

2.1.1. Climate data

The North American Regional Reanalysis (NARR) product [31, 32] was used in the assessment of observed historical trends of heat index. The NARR data are available for all of North America at three-hourly increments from 1 January 1979 through present, with a horizontal grid spacing of approximately 32 kilometers. The data were subset to the months of May–September (‘warm season’) for all available years (1979–2018) and to the area of interest, CONUS (figure 1).

2.1.2. Social vulnerability data

We used the Social Vulnerability Index (SVI) from the Centers for Disease Control and Prevention [30] to measure relative differences in sociodemographic indicators of vulnerability. This dataset provides percentile rankings of census tracts and counties across the United States based on population proportions of characteristics believed to be correlated with negative health outcomes from exposure to hazards and catastrophes [34]. An SVI of 0 reflects the location with the lowest relative vulnerability in the US and a value of 100 reflects the highest relative vulnerability. The overall SVI contains all of the variables that can be further
divided into four themes: Theme 1 is socioeconomic status, including variables on poverty, unemployment, per-capita income, and lack of higher education; Theme 2 is on household characteristics, including age (elderly or children), disability, and single parenthood; Theme 3 is on race, ethnicity, and language, including variables on the population proportion of racial or ethnic minorities and proportion with limited English-language proficiency; and Theme 4 is on housing and transportation, including variables on multi-unit structures, mobile homes, overcrowding, lack of access to personal vehicle, and group quarters. See Flanagan et al. for a full description. We used the county-level SVI values to align more closely with the 32-km resolution of the climate data and the 2016 product to most closely reflect present-day social vulnerability.

2.2. Calculating heat metrics

We calculated daily maximum heat index ($H_{\text{max}}$) from the eight observations available for each day between 1 May and 30 September (MJIAS) for 1979–2018. For each of the eight three-hourly observations, we calculated $H_{\text{max}}$ using the weathermetrics R package, which applies the algorithm employed by the US National Weather Service, described elsewhere [21]. Two-meter (i.e., near surface) ambient air temperature ($T$) and relative humidity ($RH$) served as inputs to these calculations. The seasonal (MJIAS) median and 95th percentile values (approximately the seventh-hottest day of the warm season) of $H_{\text{max}}$ were derived from these daily measures for each pixel in each of the 40 years in the dataset.

To quantify the rate of change in recent historical observations of heat, we fit ordinary least-squares (OLS) regression models for each individual pixel on the seasonal (MJIAS) median (50th percentile) $H_{\text{max}}$ values of each year, and then repeated the process separately for the seasonal 95th percentiles. As a way to measure trends in the intra-seasonal warm-tail variability, additional regressions were fit on annual trends in the difference between the 95th and 50th percentiles within each year ($HI_{50-95}$); a positive trend would indicate greater variability (i.e., more spread between an upper extreme and median), a negative trend would reflect decreasing variability (i.e., less spread between the median and extreme), and a lack of trend would indicate either the absence of climatic change or commensurate changes in the median and extreme (i.e., a shift of the distribution with no change in shape). The OLS models resulted in regression coefficients (i.e., slope) and standard errors for each pixel across CONUS that indicated the average change over time in the seasonal median, 95th percentile, and intra-annual difference between them (95th—median) for maximum heat index. For ease of interpretation, trends are reported in units of °C per decade.

Since slopes of best-fit lines are particularly influenced by values at the beginning and end of the time series, we varied the start and end years by five years each, for a total of 25 permutations of time periods. The shortest period was 32 years (1983–2014) and the longest was 40 years (1979–2018). We then used standard meta-analytic methods [35] to pool the results from the 25 separate regression models in each pixel using the metafor R package [36]. Pixels with meta-analytic p-values < 0.05 were considered statistically significant. Hereafter, ‘1979–2018’ refers to the meta-analysis of the 25 models spanning this period.

2.3. Assessing county-level differences

We estimated county-level trends in the warm-season heat metrics by assigning the regression coefficient from the pixel located at the 2010 population centroid for each county, as provided by the US Census Bureau [37]. We assigned county-level trends in this way primarily to maximize the applicability to human exposures: while most
counties are relatively small compared to the resolution of the reanalysis data, many counties in the western US are large and sparsely populated; identifying the trends occurring at the location of the population centroid may therefore provide a better estimate of the potential changes actually experienced by human populations. To determine whether the most-vulnerable counties have experienced different rates of change in the heat metrics compared to the least-vulnerable counties, we performed two-tailed Welch’s *t*-tests [38] on the regression coefficients for each heat variable in the top- and bottom-decile counties (SVI > 90th and SVI < 10th percentile nationally) (figure 2). The Welch’s *t*-test determines whether the difference in means between two groups is statistically significant and, unlike the traditional Student’s *t*-test, does not assume equal variance or sample sizes between the comparison groups [39]. Finally, for the purpose of creating a preliminary visualization of the intersection between SVI and trends in $HI_{\text{max}}$, we used min-max standardization to transform each value onto a consistent scale from 0–1 and then computed averages. Values closer to one would indicate counties with both relatively high social vulnerability and rates of warming and vice versa for values closer to zero.

3. Results

3.1. Warm-season heat trends

Virtually all of the conterminous US has observed statistically significant warming trends in both the median and 95th percentiles of annual warm-season $HI_{\text{max}}$ between 1979–2018 (figure 3). Although the sign of the trend is mostly homogenous throughout CONUS, there is substantial spatial variability in the degree of warming between regions (figure 3). The northern Great Plains show the least amount of warming, with either no statistically significant trend or a very small positive or negative trend. By contrast, parts of northern Minnesota and the south-central US (Louisiana, Mississippi, and Arkansas) around the Mississippi Alluvial Plain (see again: figure 1) have amongst the fastest rates of change in both of the heat metrics assessed. The remaining parts of CONUS have somewhat differing magnitudes in the trends, depending on the variable assessed; for example, the northeastern US has relatively faster warming in the 95th percentile of $HI_{\text{max}}$ than the median and vice versa for the coastal southeastern US.

Differences in the magnitude of warming trends in the median and extreme values suggest that climatological changes do not always manifest as simple rightward shifts in the distribution of maximum warm-season heat index at more-localized scales. Although many parts of CONUS have observed commensurate changes in the median and 95th percentile $HI_{\text{max}}$ other areas show either convergent or divergent trends (figure 4(g)): places with no trend in the difference between annual 95th percentile and median $HI_{\text{max}}$ (indicated by cross-hatching) experienced no statistically significant change in the spread of warm-tail MJJAS $HI_{\text{max}}$ while places with positive values (green) saw increasing spread, and places with negative values (purple) saw decreasing spread. The density plots in figure 4(a–f) compare the frequency of all daily MJJAS $HI_{\text{max}}$ values for the first decade of the period (1979–1988, blue curves) to the final decade (2009–2018, red curves) at select pixels as clarifying illustrations; places with no significant trend in $HI_{\text{95-med}}$ have approximately equal widths between the median (solid vertical line) and 95th percentile (dashed vertical line) for the earlier and later decades (blue and red, respectively), places with significant positive trends in the $HI_{\text{95-med}}$ have increasing widths, and places with significant decreasing trends have decreasing widths.

![Figure 2. Map showing the distribution of county-level overall 2016 Social Vulnerability Index (SVI) values. The top- and bottom-decile counties are outlined in red and blue, respectively. Background mapping provided by ArcWorld and ArcWorld Supplement from Esri.](image)
There appears to be an east-west component in the trends of $HI_{95-med}$: most of the eastern US has increasing trends (tendency toward greater spread of $HI_{max}$), while there is more heterogeneity of values west of the Mississippi River. A notable exception is the coastal Southeast, which has a fairly strong negative trend. Although there are some localized instances of statistically significant decreases in either median or 95th percentile of $HI_{max}$ (see again figure 3), the vast majority of CONUS experienced increases in one or both of these metrics. Therefore, the trends in $HI_{95-med}$ suggest that, in general, the Southern Great Plains, coastal Southeast, and parts of the west coast have experienced faster increases in the median $HI_{max}$ than in 95th percentiles, while the Northeast, Midwest, and Mississippi Alluvial Plain have experienced faster increases in 95th percentiles than medians of $HI_{max}$ (figure 5).

3.2. Heat trends by social vulnerability index
Comparisons of climatic heat trends between the top and bottom deciles of SVI by county show that, on average, the most-vulnerable counties (those with SVI values in the top 10% nationally) are warming statistically significantly faster than the least-vulnerable counties (those with SVI values in the bottom 10%) for both median and 95th percentile of $HI_{max}$, with the former difference approximately triple the latter (figure 6(a)). The t-tests show that the differences in means for the trends between the top and bottom deciles of county SVI are 0.18°C/decade (95% CI [0.15, 0.20]) for median $HI_{max}$ and 0.06°C/decade (95% CI [0.02, 0.10]) for 95th percentile $HI_{max}$. However, the most-vulnerable counties, on average, have experienced no change in warm-tail spread (0.004°C/decade) while the least-vulnerable counties have experienced an increase (0.126°C/decade); the t-test difference in these means is −0.12°C/decade (95% CI [−0.15, −0.10]).

The relationships hold when considering differences in SVI between the most- and least-warming counties (figure 6(b)): the difference in mean SVI values between the most- and least-warming counties is 34.8 percentage points (95% CI [30.6, 39.0]) for median $HI_{max}$ and 18.0 percentage points (95% CI [13.5, 22.5]) for 95th percentile $HI_{max}$. By contrast, the mean SVI county in counties with the greatest increase in warm-tail spread is 39.7 percentage points, compared to 61.5 percentage points in the least-variable decile; the t-test difference in these means is −21.8 percentage points (95% CI [−25.8, −17.7]).

Substantial spatial heterogeneity in the intersection of SVI and $HI_{max}$ trends can be seen both for changes in the median and 95th percentile (figure 7(a)) and in the warm-tail spread, albeit to a lesser degree (figure 7(b)). In both cases, the Southeast appears to have the greatest coincidence of SVI and $HI_{max}$ trends, and the Mississippi Alluvial Plain region appears to have particularly high values across all metrics.

4. Discussion
In this paper, we presented an analysis of recent trends in warm-season (MJJAS) daily maximum heat index by median, 95th percentile, and intra-annual warm-tail spread (the within-season difference between the 95th and 50th percentiles) for all of the contiguous United States between 1979–2018. While these data showed that virtually all of CONUS has experienced statistically significant $HI_{max}$ warming trends over this period, regional heterogeneity in magnitudes was apparent: on average, rates of change in median $HI_{max}$ were highest in the
Southeast and lowest in the Northern Great Plains, while trends in 95th percentile $H_{\text{Imax}}$ were highest in the Midwest and lowest in the Northwest. Strong spatial patterns were also observed in the within-season ‘warm-tail’ variability: The Northeast and Midwest had particularly high increases in spread, while the Southern Great Plains, coastal Southeast, and parts of the west coast had decreases. Finally, on average, the most-vulnerable counties were shown to be warming faster than the least-vulnerable counties (particularly for median $H_{\text{Imax}}$), but the latter has experienced an increase in warm-tail spread, while the former has not. These findings are novel both for showing distributional changes in the heat index (rather than ambient temperature) and for showing a potential relationship between recent summertime warming trends and indicators of social vulnerability. In the discussion that follows, we contextualize the trend findings in the broader literature on moderate-to-extreme heat changes and explains the significance of these trends—in tandem with the co-occurrence with SVI—to heat-health effects and climate adaptation.

Comparing the findings presented here to existing studies is challenging, since conclusions drawn from climatic trend analyses can differ substantially based on the years assessed, variables of interest, geographic extent, months considered, dataset employed, and methodologies applied [40]; nonetheless, some qualitative comparisons are made here. In a recent paper, Grotjahn and Huynh [27] assessed trends in mean and maximum heat index for the June-August (JJA) months of three time periods over the 20th Century and compared these trends between gridded observational datasets and several reanalysis products. For their most-recent period.
The observational datasets showed warming across most of CONUS for JJA $H_{\text{mean}}$ and all but one of the reanalysis products showed warming over the majority of CONUS for $H_{\text{max}}$ (although two of the reanalyses showed large areas of non-significant cooling trends in the central US). Although the reanalyses had different patterns and magnitudes, they mostly all agreed on warming in the eastern US, which the authors note is ‘intensified’ relative to changes in maximum ambient temperature, in some places reversing a cooling trend. These findings are consistent with our results for heat-index warming, which appears particularly amplified in the moist eastern US. Although the literature appears to lack an analogous assessment of a continuous measure of extreme heat index (e.g., seasonal 95th percentile), several studies have found regionally varying increases in heat waves using criteria based on the heat index (e.g., Lyon and Barnston [7] and Smith et al [9]). Although the arbitrary nature of heat wave definitions makes comparisons difficult, the finding in Smith et al [9] that the southeastern US appears to have amongst the highest rates of increase from 1979–2011 across most of the heat wave definitions considered is qualitatively consistent with our finding showing particularly strong warming in both the median and 95th percentile of $H_{\text{max}}$ around the Mississippi Alluvial Plain.

To visualize distributional changes in warm-season heat, we additionally quantified trends in the within-season difference between the extreme and median values of $H_{\text{max}}$. This assessment complements the broader literature on ambient temperature distributional changes, which also finds regional differences in the signs of variability and other statistical moments. Rhines et al [18] calculated trends from 1979–2014 in the 5th and 95th percentiles, as well as the spread between them, by season across CONUS for $T_{\text{min}}$ and $T_{\text{max}}$ using an observational dataset. During JJA, they found decreasing $T_{\text{max}}$ trends (i.e., reduced spread) for the coastal Southeast, Southwest, and the northern Great Plains, and they found increasing trends (i.e., expanded spread) for the south-central US and part of the Northwest. McKinnon et al [20] also found substantial regional heterogeneity in station-observed ambient $T_{\text{max}}$ trends (1980–2015) in the US and suggested that the distributional changes in most places were largely explained by shifts, though decreasing variability was also shown for all of CONUS except for the south-central US, which showed an increase. Increased skewness and

![Figure 5. Density plots showing frequency of decadal trends (1979–2018) in warm-season (MJJAS) maximum heat index ($H_{\text{max}}$) across CONUS by seasonal median and 95th percentile (left plots) and warm-tail spread (seasonal 95th percentile minus median; right plots) across the seven National Climate Assessment (NCA) regions. Solid lines on individual plots indicate mean values and dashed lines across plots indicate the CONUS average. Plots reflect frequency of NARR pixels containing at least 25% land. Asterisk (*) indicates one pixel in the Northwest that goes beyond the scale of the x-axis (values of this outlier: $-0.67^\circ\text{C}/\text{decade}$ [median] and $-1.13^\circ\text{C}/\text{decade}$ [95th percentile]).](image-url)
kurtosis were also shown for the Northeast, Midwest, and parts of the western US. Finally, Gross et al [19] assessed global ‘excess change’ between the mean and 98.5th percentile of temperature anomalies by season since the mid-20th Century. For maximum temperature, their analysis of the observational data showed extreme maximum temperatures in JJA increasing faster than the mean in the south-central, northern-Midwest, and part of the northeastern US, while the west coast and southeast largely had greater increases in the mean relative to the upper extreme. This pattern of differential warming qualitatively concurs with our findings here that showed increasing warm-tail $HI_{\text{max}}$ variability in the Midwest and Northeast but decreasing variability for the coastal Southeast and west coast. Signs are opposite, however, for Texas and the nearby Mississippi Alluvial Plain.

Figure 6. Plots showing the frequency of county-level trends (1979–2018) in MJJAS median and 95th percentile of $HI_{\text{max}}$ (left) and in the intra-seasonal spread (95th–median, right) between the top and bottom deciles of county SVI (a), and plots showing the frequency of county-level SVI values within the top-10% fastest warming and bottom-10% slowest warming counties (b).
Additional research is needed to explain the differences between our findings and some of the trends in the temperature-based analyses found elsewhere. Particularly noteworthy is the lack of cooling that appears in the trends of weather-station based assessments of summertime $T_{\text{max}}$ in some studies (e.g., Rhines et al [18] and McKinnon et al [20]). This could be due partly to inhomogeneities in weather station observations over this period, such as those introduced by the transition from liquid-in-glass thermometers to thermistor-based instruments in the 1980s that prompted an average cooling of 0.4 °C to daily maximum temperatures [41]. In contrast to the widespread cooling seen in the unadjusted station-based assessments, NOAA Climate Division (NCD) data—which account for a variety of inhomogeneities [42]—presented in Grotjahn and Huynh [27] show that only one climate division in the Midwest had a cooling trend of JJA $T_{\text{max}}$ between 1979–2011, though a larger area in the Midwest showed no trend. The use of NARR data, which is a reanalysis product and thus assimilates a variety of observational data [31], may be less sensitive to this potential bias. While there is some debate regarding limitations in the use of reanalysis data for trend analyses [43, 44], the principle concern of inhomogeneities from the assimilation of new data sources is mostly allayed for the post-satellite era after 1979 [45]. Moreover, others have demonstrated that NARR agrees well with temperature trends of annual mean temperatures across CONUS [46, 47]. Nonetheless, our findings presented here should be interpreted with the caveat that other datasets, methodologies, and period of interest could produce different results [40].

Of course, differences between changes in heat index and ambient temperature are attributable, in part, to atmospheric moisture content. Specifically, the stronger trends in median and extreme heat index observed in the eastern United States are likely partly indicative of the underlying humidity climatology because: (1) the eastern US has much more atmospheric moisture than the western US on average [48], meaning that a particular increase in temperature would yield a greater increase in the heat index, given the nonlinearity of the heat-index algorithm [21]; and (2) others have observed that the central and eastern US experienced increasing trends in relative humidity over the last quarter of the 20th Century [49]. Less certain, however, are the drivers of the regional heterogeneity in the changing spreads of the warm-tail distributions. While a comprehensive assessment of the myriad geophysical causes of our findings is outside the scope of this analysis, it should be noted that the role of soil moisture in land-atmosphere interactions and climate feedbacks, particularly for extreme heat, has been extensively documented in the literature (see Seneviratne et al [50] for a review). The influence of anomalously dry soils, which can affect the overall distribution of ambient temperatures by reducing the cooling effect of latent heat of evaporation and increasing the warming effect of sensible heat fluxes [51], has been shown to play a particularly dominant role in extreme heat events (e.g., Brabson et al [52] and Whan et al [53]). Given that soil moisture affects both ambient temperature and relative humidity [54], it follows that a change in soil moisture could also play a role in changing heat index distributions. However, the extent to which such changes in warm-season soil moisture content are regionally covariable with the $H_{\text{max}}$ distributional changes observed in this paper remains an open question.

Regardless of the causes, the spatial heterogeneity observed in these heat metrics is applicable to adaptation broadly and to heat-related health interventions specifically. Others have noted that distributional changes to the extremes versus the mean present different challenges to adaptation [55]. In particular, increases in variability can push conditions outside the ‘coping range’ [56], which is compounded by co-occurring warming. Those places that have simultaneously experienced increases in the median, 95th percentile, and spread (particularly the Midwest, Mississippi Alluvial Plain, and the Northeast) constitute an example of this because the changing summertime heat patterns are not only warmer on average, but also more extreme and more variable, making it
more difficult for populations to adapt to these changes. We posit that such communities would need to build the greatest amount of adaptive capacity (the ability to take actions that reduce harm from climate change [57]), to minimize the resultant heat-related health effects. Acclimatization, the physiological processes that enable the human body to adapt to changing temperatures on both sub-seasonal and interannual timescales [58, 59], is one mechanism by which this could be achieved. However, temperature-related mortality may be greatest when it is ‘unusual’ (i.e., anomalous given the time of year or the location), suggesting that increases in variability may be of greater public health concern than just an increase in average temperatures [60], perhaps because it could stymie acclimatization. Therefore, regions trending toward greater warm-tail variability may face greater challenges to adaptation, while those with reduced warm-tail variability could potentially be better equipped to adapt to changes in heat.

Critically important to this assessment of adaptation, however, is the underlying social vulnerability of the populations experiencing the changes. We showed here that, across CONUS, the most-vulnerable decile of counties is warming faster than the least-vulnerable decile, especially for median $H_{\text{Imax}}$. Given that populations with higher social vulnerability are less able to prepare for, and recover from, natural hazards [28, 29], it follows that the combination of enhanced warming and greater vulnerability may have a compounding effect on climatic sensitivity, i.e., ‘the degree to which a system or species is affected, either adversely or beneficially, by climate variability or change’ (IPCC [61, p 1772]; see also: Smit et al [55]), resulting in reduced adaptive capacity. That warming trends differ by level of social vulnerability implies spatially varying inequities in climate change impacts. However, this disparity may be somewhat narrowed by the opposite relationship with warm-tail variability, since the most-vulnerable counties have seen an increased spread of $H_{\text{Imax}}$ while the least vulnerable have not, on average. Nonetheless, we can observe that some locations—such as the Mississippi Alluvial Plain—not only have relatively high rates of $H_{\text{Imax}}$ warming by median and 95th percentile, but also have both increasing warm-tail spread and amongst the highest values of the Social Vulnerability Index nationally. Analyzing warm-season heat changes through this lens of climatic sensitivity may have utility both in identifying the communities most severely affected and in determining how best to facilitate effective and equitable adaptation.

The interaction between these components—differential warming, changes in heat variability, and higher social vulnerability—may have its most direct implications on public health. There is existing evidence of heat-health mortality carrying greater risks for socially vulnerable sub-populations such as the elderly, young, and those with pre-existing medical conditions (e.g., Reid et al [3] and Reid et al [62]), so it would be expected that, all else constant, heat mortality would be greatest in places with the highest social vulnerability. However, many other factors influence the epidemiologic impact of heat, including the aforementioned acclimatization that renders cooler climates more sensitive to extreme heat, on average [60, 63]. While others have noted that the rate of reductions in overall heat-related deaths during the past several decades [4, 64, 65] has likely exceeded the rate of mean temperature changes [66], there is a dearth of literature isolating the role of climate change directly in these temporal epidemiologic trends [67]. The recognition that higher statistical moments, such as within-season variability, have discrete health effects [11, 12] suggests the need for more-nuanced analyses of climate-change induced effects on heat mortality, considering not only changes in mean states, but also in the extremes and within-season variability. It is plausible, for example, that the rate of decline in heat-related deaths was less steep in places with greater warming and greater variability, such as in the Northeast or Midwest. Future work should therefore attempt to disentangle the complicated interplay between specific climatic changes and social vulnerability to identify the most effective adaptive interventions.

5. Conclusion

The findings presented here suggest regional heterogeneity across CONUS in recent trends (1979–2018) of median and 95th percentiles of maximum daily heat index ($H_{\text{Imax}}$) during the warm season (May–September [MJJAS]), with particularly strong warming across the eastern half of the country. Although CONUS overall appears to have experienced substantial warming of $H_{\text{Imax}}$ (i.e., rightward shift of the distribution), our data show only a very small increase in intra-seasonal warm-tail spread of $H_{\text{Imax}}$ (as measured by the trend in the seasonal difference between the 95th and 50th percentiles) nationally. However, the sign and magnitude of warm-tail spread differs strongly between regions: the Midwest and Northeast show positive trends, apparently driven by the faster rate of change in extreme (relative to median) $H_{\text{Imax}}$ while the western US, Northern Great Plains, and Southeast show the opposite relationship. The most-vulnerable decile of counties, on average, appears to be warming at a faster rate than the least-vulnerable decile of counties at both the median and 95th percentile, suggesting an inequitable distribution of climatic sensitivity. However, we did not observe the same relationship in the warm-tail spread, since the most-vulnerable counties were seen to have virtually no change while the least-vulnerable counties have trended toward increased spread. Future inquiries are needed not only to determine the geophysical drivers of these spatially differential changes in $H_{\text{Imax}}$ distributions, but also to discern the net impact on heat mortality from covarying changes in social vulnerability, atmospheric warming, and distributional variability.
Acknowledgments

We gratefully acknowledge Drs. Amanda Lynch, Meredith Hastings, Jung-Eun Lee, and Colleen Dalton (Department of Earth, Environmental, and Planetary Sciences at Brown University), whose feedback greatly improved the manuscript. We also acknowledge the Center for Computation and Visualization at Brown University, which provided computational resources for this research.

Dr Wellenius has served as a paid member of multiple expert panels for the Health Effects Institute (Boston, MA) providing expertise on the health effects of ambient air pollution. Dr Wellenius currently serves as a paid visiting scientist at Google Research. The authors declare that they have no competing conflicts of interest with respect to the research presented in this paper.

This work was financially supported, in part, by grant R01-ES029950 from NIEHS (NIH) and by the Open Graduate Education Program from the Graduate School of Brown University. The findings and conclusions in this report are those of the authors and do not necessarily represent the official position of the sponsoring institutions.

ORCID iDs

Keith R Spangler  https://orcid.org/0000-0002-8904-7280

References

[1] Sareffin M C et al 2016 Temperature-Related Death and Illness The Impacts of Climate Change on Human Health in the United States: A Scientific Assessment (Washington, DC: U.S. Global Change Research Program) pp 43–68
[2] Hartmann D L et al 2013 Observations: Atmosphere and Surface The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change ed TF Stocker et al 2013 (Cambridge, United Kingdom and New York, NY: Cambridge University Press) pp 159–254 (https://www.ipcc.ch/site/assets/uploads/2017/09/WGIAR5_Chapter02_FINAL.pdf)
[3] Reid C E et al 2009 Mapping community determinants of heat vulnerability Environ Health Perspect 117 1730–6
[4] Gasparrini A et al 2015 Temporal variation in heat-mortality associations: a multicountry study Environ Health Perspect 123 1200–7
[5] Meehl G A, Tebaldi C, Walton G, Easterling D and McDaniel L 2009 Relative increase of record high maximum temperatures compared to record low minimum temperatures in the U. S Geophys. Res. Lett. 36
[6] Rowe C M and Derry L E 2012 Trends in record-breaking temperatures for the conterminous United States Geophys. Res. Lett. 39
[7] Lyon B and Barnston A G 2017 Diverse Characteristics of US Summer Heat Waves J Climate 30 7827–45
[8] Sheridan S and Lee C C 2018 Temporal trends in absolute and relative extreme temperature events across North America J Geophys Res-Astros 123 11898–98
[9] Smith T T, Zaitchik B F and Ghilke J M 2013 Heat waves in the United States: definitions, patterns and trends Clim. Change 118 811–25
[10] Zhang X B et al 2011 Indices for monitoring changes in extremes based on daily temperature and precipitation data Wires Clim Change 2 851–70
[11] Shi L H, Klooq J, Zanobetti A, Liu P F and Schwartz J D 2015 Impacts of temperature and its variability on mortality in New England Nat. Clim. Change 5 986–91
[12] Zanobetti A, O’Neill M S, Gronlund C J and Schwartz J D 2012 Summer temperature variability and long-term survival among elderly people with chronic disease P Natl Acad Sci USA 109 6608–13
[13] Mearns L O, Katz R W and Schneider S H 1984 Extreme high-temperature events - changes in their probabilities with changes in mean temperature J Clim. Appl. Meteorol. 23 1601–13
[14] Alexander L and Perkins S 2013 Debate heating up over changes in climate variability Environ. Res. Lett. 8
[15] Hansen J, Sato M and Ruedy R 2012 Perception of climate change P Natl Acad Sci USA 109 E2415–23
[16] Rhines A and Huybers P 2013 Frequent summer temperature extremes reflect changes in the mean, not the variance P Natl Acad Sci USA 110 E346–546
[17] Huntingford C, Jones P D, Livina V N, Lenton T M and Cox P M 2013 No increase in global temperature variability despite changing regional patterns Nature 500 327–30
[18] Rhines A, McKinnon K A, Tingley M P and Huybers P 2017 Seasonally resolved distributional trends of North American temperatures show contraction of winter variability J Climate 30 1139–57
[19] Gross M H, Donat M G and Tingley M A 2019 Changes in daily temperature extremes relative to the mean in Coupled Model Intercomparison Project Phase 5 models and observations Int. J. Climatol. 1–19
[20] McKinnon K A, Rhines A and Tingley M P 2016 The changing shape of Northern Hemisphere summer temperature distributions J Geophys Res-Astros 121 8659–68
[21] Anderson G B, Bell M L and Peng R D 2013 Methods to calculate the heat index as an exposure metric in environmental health research Environ Health Perps 121 1111–9
[22] Kim H, Ha J, Song J and Park J 2006 High temperature, heat index, and mortality in 6 major cities in South Korea Arch Environ Occup Hlth 61 265–70
[23] Bell M L, O’Neill M S, Ranjith N, Borja-Aburto V H, Cifuentes L A and Gouveia N C 2008 Vulnerability to heat-related mortality in Latin America: a case–crossover study in São Paulo, Brazil, Santiago, Chile and Mexico City, Mexico Int J Epidemiol 37 796–804
[24] Michelozzi P et al 2009 High temperature and hospitalizations for cardiovascular and respiratory causes in 12 European cities Am J Resp Crit Care 179 383–9
[25] Wellenius G A et al 2017 Heat-related morbidity and mortality in New England: evidence for local policy Environ. Res. 156 845–53
[26] Hawkins M D, Brown V and Ferrell J 2017 Assessment of NOAA national weather service methods to Warn for extreme heat events Weather Clim Soc 9 5–13
[27] Grotjahn R, Huynh J and Contiguous U S 2018 summer maximum temperature and heat stress trends in CRU and NOAA climate Division data plus comparisons to reanalyses Sci Rep-Uk 8
[28] Cutter S L, Mitchell J T and Scott M S 2000 Revealing the vulnerability of people and places: a case study of Georgetown County, South Carolina Ann Assoc Am Geogr 90 713–37
[29] Emtrich C T and Cutter S L 2011 Social vulnerability to climate-sensitive Hazards in the Southern United States Weather Clim Soc 3 193–208
[30] U.S. Centers for Disease Control and Prevention 2010 Social Vulnerability Index (https://svi.cdc.gov/data-and-tools-download.html)
[31] Mesinger F et al 2006 North American regional reanalysis B Am Meteorol Soc 87 343–60
[32] National Center for Environmental Prediction (NCEP) 2018 North American Regional Reanalysis (NARR) (Boulder, CO: NOAA) ftp:// ftp.cdc.noaa.gov/Datasets/NARR/ Alternate URL: https://esrl.noaa.gov/pdd/data/gridded/data.narr.html(2) https://rdac.ucar. edu/datasets/ds608.0
[33] Environmental Protection Agency 2012 Level IV Ecoregions (Corvallis, OR: EPA) ftp://newftp.epa.gov/EPADataCommons/ORD/ Ecoregions/ Alternate URL: https://epa.gov/eco-research/level-iii-and-iv-ecoregions-continental-united-states
[34] Flanagan B E, Gregory E W, Hallisey E J, Heitgerd J L and Lewis B 2011 A social vulnerability index for disaster management J Homel Secur Emerg 8
[35] Glass G V 1976 Primary, secondary, and meta-analysis of research Educ Res 3 5–8
[36] Viechtbauer W 2010 Conducting meta-analyses in R with the metafor package J Stat Softw 36 1–48
[37] Census Bureau. Centers of Population for Census 2010 (County) 2013 https://www2.census.gov/geo/docs/reference/cenpop2010/ county/ and was last modified on 12 March 2013
[38] Welch B L 1938 The significance of the difference between two means when the population variances are unequal Biometrika 29 350–62
[39] Skovlund E and Fenstad G U 2000 Should we always choose a nonparametric test when comparing two apparently nonnormal distributions? J Clin Epidemiol 54 86–92
[40] Gross M H, Donat M G, Alexander L V and Sisson S A 2018 The sensitivity of daily temperature variability and extremes to dataset choice J Climate 31 1337–59
[41] Quayle R G, Easterling D R, Karl T R and Hughes P Y 1991 Effects of recent thermometer changes in the cooperative station network B Am Meteorol Soc 72 1718–23
[42] Vose R S et al 2014 Improved historical temperature and precipitation time series for US Climate Divisions J Appl Meteorol Clim 53 1223–51
[43] Thorne P W and Vose R S 2010 Reanalyses suitable for characterizing long-term trends: are they really achievable? B Am Meteorol Soc 91 353–61
[44] Dee D P, Källen E, Simmons A J and Haimberger L 2011 Comments on ‘reanalyses suitable for characterizing long-term trends’ reply B Am Meteorol Soc 92 65–70
[45] Donat M G, Sillmann J, Wild S, Alexander L V, Lippmann T and Zwieters F W 2014 Consistency of temperature and precipitation extremes across various global grided in situ and reanalysis datasets J Climate 27 5019–35
[46] Fall S, Niyogi D, Glahovsky A, Pielke R A, Kalnay E and Roosgn G 2010 Impacts of land use land cover on temperature trends over the continental United States: assessment using the North American Regional Reanalysis Int J Climatol 30 1980–93
[47] Vose R S, Applequist S, Menne M J, Williams C N and Thorne P 2012 An intercomparison of temperature trends in the US Historical Climatology Network and recent atmospheric reanalyses Geophys. Res. Lett. 39 1–6
[48] Gaffen D J and Ross R J 1999 Climatology and trends of US surface temperature and variability J. Clim. 12 811–28
[49] Dai A 2006 Recent climatology, variability, and trends in global surface temperature J Climate 19 5389–606
[50] Seneviratne S I et al 2010 Investigating soil moisture–climate interactions in a changing climate: a review Earth-Sci Rev 99 125–61
[51] Berg A, Lintner B R, Findell K L, Malyshev S, Loikith P C and Gentile P 2014 Impact of soil moisture–atmosphere interactions on surface temperature distribution J Climate 27 7976–93
[52] Brabson B L, Lister D H, Jones P D and Palutikof J P 2005 Soil moisture and predicted spells of extreme temperatures in Britain J Geophys Res–Atmos 110
[53] Whan K et al 2015 Impact of soil moisture on extreme maximum temperatures in Europe Weather Clim Extremes 9 57–67
[54] Delworth T and Manabe S 1989 The influence of soil wetness on near-surface atmospheric variability J Climate 2 1447–62
[55] Smit B, Burton I, Klein R J T and Street R 1999 The science of adaptation: a framework for assessment Mitigation and Adaptation Strategies for Global Change 4 199–213
[56] Füssel H M 2007 Adaptation planning for climate change: concepts, assessment approaches, and key lessons Sustain Sci 2 265–75
[57] Smit B and Wandel J 2006 Adaptation, adaptive capacity and vulnerability Global Environ Chang 16 282–92
[58] McGregor G R, Dessemounif P, Elsh K L and Menne B 2015 Chapter 2: Heat and Health Heatwaves and Health: Guidance on Warning- System Development (Geneva, Switzerland: World Meteorological Organization) 5–13 (https://www.intergov.org/publications/ WMO_WHO_Heat_Health_Guidance_2015.pdf?ua=1)
[59] Kinney P L, O’Neill M S, Bell M L and Schwartz J P 2008 Approaches for estimating effects of climate change on heat-related deaths: challenges and opportunities Environmental Science & Policy 11 87–96
[60] Lee M, Nordio F, Zanobetti A, Kinney P, Vautard R and Schwartz J 2014 Acclimatisation across space and time in the effects of temperature on mortality: a time-series analysis Environ Health–Glob 13 89
[61] IPCC. Annex II: Glossary 2014 Annex II: Glossary Climate Change 2014: Impacts, Adaptation, and Vulnerability. Part B: Regional Aspects. Contribution of Working Group II to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change ed J Agard, E L F Schipper et al (Cambridge, United Kingdom and New York, NY, USA: Cambridge University Press) pp. 1757–76 (https://ipcc.ch/site/assets/uploads/2018/02/WGIIAR5-AnnexII_FINAL.pdf)
[62] Reid C E et al 2012 Evaluation of a heat vulnerability index on abnormally hot days: an environmental public health tracking study Environ Health Persp 120 715–20
[63] Medina-Ramon M and Schwartz J T 2007 temperature extremes, and mortality: a study of acclimatisation and effect modification in 50 US cities Occup Environ Med 64 827–33
[64] Davis R E, Knappenberger P C, Michaels P J and Novicoff W M 2003 Changing heat-related mortality in the United States Environ Health Perp 111 712–8
[65] Bobb J E, Peng R D, Bell M L and Dominici F 2014 Heat-related mortality and adaptation to heat in the United States Environ Health Persp 122 811–6
[66] Kinney P L 2018 Temporal trends in heat-related mortality: implications for future projections Atmosphere-Basel 9
[67] Hondula D M, Balling R C, Vanos J K and Georgescu M 2015 Rising temperatures, human health, and the role of adaptation Curr Clim Change Rep 1 144–54