Monotonicity of spatial critical points evolving under curvature-driven flows
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Abstract

We describe the variation of the number $N(t)$ of spatial critical points of smooth curves (defined as a scalar distance $r$ from a fixed origin $O$) evolving under curvature-driven flows. In the latter, the speed $v$ in the direction of the surface normal may only depend on the curvature $\kappa$. Under the assumption that only generic saddle-node bifurcations occur, we show that $N(t)$ will decrease if the partial derivative $v_\kappa$ is positive and increase it is negative (Theorem 1). For surfaces embedded in 3D, the normal speed $v$ under curvature-driven flows may only depend on the principal curvatures $\kappa, \lambda$. Here we prove the weaker (stochastic) Theorem 2 under the additional assumption that third-order partial derivatives can be approximated by random variables with zero expected value and covariance. Theorem 2 is a generalization of a result by Kuijper and Florack for the heat equation. We formulate a Conjecture for the case when the reference point is coinciding with the centre of gravity and we motivate the Conjecture by intermediate results and an example. Since models for collisional abrasion are governed by partial differential equations with $v_\kappa, v_\lambda > 0$, our results suggest that the decrease of the number of static equilibrium points is characteristic of some natural processes.
1 Introduction

Curvature-driven flows are a class of nonlinear partial differential equations (PDEs), where the time evolution of an embedded surface $\Sigma$ is defined by the speed $v$ in the direction of the surface normal and $v$ is given as a function of the principal curvatures $\kappa, \lambda$:

$$v = v(\kappa, \lambda)$$

In case of curves embedded in $\mathbb{R}^2$, analogous processes are often called the curve shortening flows [13] given by

$$v = v(\kappa)$$

where $\kappa$ is the scalar curvature. Curvature-driven flows share several properties with the heat equation:

$$\frac{\partial z}{\partial t} = \triangle f(x,y)$$

(and its one-dimensional version) defining the evolution of surface points on $f(x,y)$ not in the normal, rather in the vertical direction. Nevertheless, in the vicinity of critical points with $\nabla f = 0$, the heat equation can be regarded as an approximation to the mean curvature flow and the latter is sometimes referred to as the geometric heat equation [18].

While locally defined, curvature-driven flows have startling global properties, e.g. they can shrink curves and surfaces to round points ([3], [13], [16]). These features made these flows powerful tools to prove topological theorems which ultimately led, via their generalizations by Hamilton [14] to Perelman’s celebrated proof [29] of the Poincaré conjecture. The global features of curvature-driven flows are mostly related to the monotonic change of quantities, such as the entropy associated with Gaussian curvature [7], other functionals, such as the Huisken functional [15] in case of the Mean Curvature flow, the number of critical points of the curvature (used in the Curvature Scale Space model for image processing [26], [27]) or the number $N(t)$ of spatial critical points [13], closely related to the geometry of the caustic [11], [6]. Beyond offering powerful tools to prove mathematical statements, curvature-driven flows also have broad physical applications ranging from surface growth [17] through image processing [19], [23] to mathematical models of abrasion [5], [12].
Our current work is primarily motivated by the latter: the monotonicity of spatial critical points becomes an observable quantity in particle abrasion if the reference point coincides with the centre of gravity. In this case spatial critical points appear as static equilibrium points, i.e. points where the particle, if it is convex, stays at rest if supported on a horizontal surface. For planar curves evolving under the \( v = \kappa \) flow Grayson proved for the case of fixed reference point ([13], Lemma 1.9) the monotonic decrease of \( N(t) \). Our current work aims to prove the same for general curvature flows of type (2), however, under the assumption that only generic, codimension one saddle-node bifurcations of critical points occur. Equation (2) describes a nonlinear partial differential equation in rather compact notation, in section 2 we will explicitly define the corresponding differential operator (cf. equation (14)). In section 5 we will motivate our genericity assumption by pointing out that it is equivalent to admitting an arbitrarily small, additive error term in the aforementioned differential operator. On one hand, the admission of the error term certainly simplifies the mathematical problem, thus our claim on monotonicity can be regarded only as a first step towards the generalization of Grayson’s result. On the other hand, as we will point out in section 5, if we regard curvature-driven flows as averaged continuum models of abrasion processes, the genericity assumption appears feasible. We also remark that the monotonicity of spatial critical points has also been investigated in other types of parabolic equations in one space dimension [34].

In case of surfaces evolving under curvature flows of type (1) the monotonicity result for \( N(t) \) is not true (even under our genericity assumption), however, Koenderink’s discovery [19] in 1984 about the heat equation (3) being the fundamental model of image representation sparked speculations and research about the geometrical properties of this system. Among others, it has been early observed that creation of critical points is less frequent than annihilation. As Damon [8] notes, it was even expected that for solutions of the heat equation (3) no critical points would be created. One motivation behind this belief could have been the Folklore Theorem (proven in [22]), stating that for nonnegative, compactly supported initial data the heat equation will eliminate all but one extremum after sufficiently long time. This theorem certainly does not imply the monotonicity of \( N(t) \) and Damon provided an example of creation of critical points which we will discuss. The general intuition about creation of critical points as a rare event in the heat equation was later formalized by Kuijper and Florack [20] by introducing random variables as the coefficients of the Taylor series and showing that under
assuming independent, symmetric distributions the probability of creation is indeed substantially lower than that of annihilation.

We will follow the same line of thought and generalize the result of Kuijper and Florack from the heat equation (3) to general curvature-driven flows (1). Also, we will weaken their assumption on symmetric distribution and only require zero expected value and covariance for the coefficients. Since principle curvatures are the only second-order surface invariants, curvature-driven flows are the only second-order geometric PDEs which are invariant under coordinate transformations. This fact underscores their importance beyond being powerful mathematical tools, as models for physical surface evolution processes. The general equation (1) was first introduced by Bloore [5], serving as a framework to discuss abrasion processes. Bloore proved some general features of (1); he showed that the only shapes evolving under (1) in a self-similar fashion are spheres. He also showed that for shapes in the vicinity of the sphere, by choosing suitable scales, (1) is equivalent to a modified version of the heat equation (3) and so in this local range the qualitative features of (1) (including the evolution of \( N(t) \)) are analogous to those derived for (3).

Our goal is to organize and extend these results to achieve a better understanding of natural abrasion processes. First, in section 2 we will extend Grayson’s Lemma for planar curves with the added genericity assumption to more general curvature flows, including Bloore’s flow. Next, in section 3 we extend our argument to the 3D case where we introduce probabilistic arguments extending the results of Kuijper and Florack [20] to general curvature-driven flows and supporting the global, stochastic decrease of \( N(t) \) under (1). Our last goal in Section 4 is to include the effect of the motion of the centre of gravity which we illustrate on an analytical example. Here again we will argue that this effect can be modeled by a symmetric random noise added to the system with fixed reference point. We compare the random approach with the deterministic model based on an analytic example. In section 5 we motivate the genericity assumption and summarize our results.

1.1 Examples of some specific models: convergence, monotonicity and applications

There is a rich literature on models which are special cases of (1) and we mention some interesting examples. In historic order the works of Lord Rayleigh
appear to be the first where a local, frame-invariant attrition function has been investigated; he studied

$$v(\kappa, \lambda) = c(\kappa \lambda)^{\frac{1}{2}}. \quad (4)$$

with \(c\) being constant. Rayleigh noticed that ellipsoids evolve in a self similar fashion under (4). Other models, also related to the Gaussian curvature \(K = \kappa \lambda\) have been studied as well, most notably Firey [12] investigated

$$v(\kappa, \lambda) = c\kappa \lambda \quad (5)$$

(also with \(c\) being constant) and proved that for any initial shape with reflection symmetry the surface converges to the sphere. Firey also conjectured that the symmetry requirement can be removed. This proved to be the case, Andrews [2, 3] gave a proof and substantially generalized Firey’s work by investigating flows under arbitrary powers of the Gaussian curvature. The latter has broad applications ranging from abrasion processes [3], [5], [12] through the affine normal flow [21] to image analysis [4]; a beautiful overview of these applications is provided in [4]. Andrews [3] also proved some fundamental monotonicity properties of the Gauss curvature flow by defining entropy-related functionals. Of special interest is the mean curvature flow

$$v(\kappa, \lambda) = b(\kappa + \lambda) \quad (6)$$

(with \(b\) being constant), for which Huisken [16] proved that it also converges to the sphere. Huisken also proved his Monotonicity Theorem for the Huisken Functional evolving under the Mean Curvature Flow.

Another interesting example is the PDE governing the abrasion of particles under mutual collisions. Bloore [5] first discussed general curvature-driven flows of type (1), proved several fundamental properties of this equation and he also investigated the stability of the sphere by using a power series expansion. He noted that (1) is a rather complicated, nonlinear geometric partial differential equation, the global solution structure of which may only be accessible by numerical simulations. Bloore also derived a specific model for spherical abraders with radius \(R\):

$$v(\kappa, \lambda) = (1 + R\kappa)(1 + R\lambda) \quad (7)$$

and as we see, (7) is a linear combination of (5) and (6) and a constant term. The latter may be regarded individually as a degenerated example of curvature flow:

$$v \equiv 1, \quad (8)$$
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which is often referred to as the Eikonal equation or the parallel map and arises in the study of wave fronts with constant speed, satisfying Huyghen’s principle. Given an initial aspherical surface the Eikonal flow tends to make the surface more aspherical and to develop faces which intersect on edges [10]. In two dimensions, the ultimate shapes towards which the Eikonal flow will develop any initial geometry are either needles with two vertices or triangles.

We also mention principal curvature flows

\[ v(\kappa, \lambda) = c\kappa, \]

where the attrition speed only depends on one of the principal curvatures. This type of evolution equation has been used in image processing [23]. The authors discuss several curvature-driven flows serving as smoothing processes in computer vision and mention that in the ideal case such a flow should not create new features. Among other results they find that the number of umbilics (i.e. points where \( \kappa = \lambda \)) is certainly not monotonic under (9). They also point out that in two dimensions in case of a curve evolving under a curvature-driven flow, the number of points with zero curvature (inflection points) and the number of extrema of the curvature is a monotonically decreasing function of time.

Curvature-driven flows have also been used in surface evolution models, most notably, the Kardar-Parisi-Zhang model in soft condensed matter physics describes the interface evolution via an equation for the height function \( h = h(x,y) \) as

\[ \frac{\partial h}{\partial t} = \nu \nabla^2 h + \frac{\lambda}{2} (\nabla h)^2 + \eta(x,y,t) \]

where \( \nabla \) is with respect to the flat metric on \( E^2 \) and \( \eta(x,y,t) \) is a Langevin-type stochastic Gaussian noise term [17, 25]. It was pointed out in [24] that this was not re-parametrization invariant and is an approximation to a stochastic version of the added mean curvature (6) and Eikonal flows (8):

\[ v = -\nu H + \lambda + \eta(\varphi, \theta, t) \]

The first term is essentially the functional derivative of surface energy, i.e. a surface tension term and the second the functional derivative of a volume energy i.e. a pressure term. Partially motivated by the KPZ model, in our current work we will also include stochastic terms to represent unknown quantities. However, unlike the KPZ equation, in our model we study smooth surfaces and randomness enters the model by using random coefficients for the Fourier series expansion.
1.2 Main results

Our goal is to show a surprising, global feature of (1) and (2): apparently, if $\Sigma$ is given as a scalar distance $r$ from a fixed reference point $O$ then the evolution $N(t)$ of the number $N$ of non-degenerate spatial critical points $C^i(t)$ ($i = 1, 2, \ldots N(t)$) (extrema of $r(t)$ at $t = constant$) is governed primarily by the function $v$. We will regard the following two cases:

- the 2D case when $\Sigma$ is a curve embedded into $\mathbb{R}^2$, evolving under (2),
- the 3D case when $\Sigma$ is a surface embedded into $\mathbb{R}^3$, evolving under (1),

In both cases (2D and 3D) our analysis will be local, restricted to the small vicinity of the spatial critical points $C^i(t)$ ($i = 1, 2, \ldots N(t)$) of $r(t)$. We parametrize the spatial vicinity of $C^i$ by the polar angle $\phi$ in 2D and by two polar angles $\phi \equiv x, \theta \equiv y$ in 3D, cf. Figure 1. In both cases the reference point of the polar coordinate system is $O$ and the origin of the in-surface coordinate system on $\Sigma$ ($\phi = 0; x = y = 0$, respectively) coincides with the critical point $C$. Our analysis will be restricted to the lowest-order bifurcations of generic critical points, we make

Assumption 1: We assume that as the scalar distance function $r(t)$ is evolving under (1) or (2), spatial critical points $C^i(t)$ of $r(t)$ will undergo only generic, codimension one saddle-node bifurcations.

Assumption 1 is of central importance in the paper and all results in sections 2, 3 and 4 are based on this hypothesis. In section 5 we motivate Assumption 1 by pointing out that it is equivalent to the admission of arbitrarily small perturbation of the differential operators corresponding to (1) and (2). Since our main motivation is to use these equations as models for physical processes and we expect that the information lost due to arbitrarily small perturbations of the operators is not relevant for these processes, we regard Assumption 1 as sufficient for our purpose.

In section 2 by relying on Assumption 1 and drawing on some simple facts from bifurcation theory, we will prove

Theorem 1 In the 2D case, under Assumption 1, $N(t)$ is monotonically decreasing under (2) if and only if $v_\kappa > 0$. 
Figure 1: Local coordinates in the vicinity of the critical point C of r: (a) 2D case, observe polar angle $\phi$ measured from C and angle $\gamma$ between radial and normal direction. Cf. equation (15), where we have $w = 1/\cos \gamma$ (b) 3D case, observe polar angles $\phi \equiv x, \theta \equiv y$ with origin at C, measured in principal directions.

where subscript denotes partial differentiation.

In the 3D case, the variation of $N(t)$ is controlled by two additive terms, one of which is analogous to the planar case and has the opposite sign of $v_\kappa$, the sign and magnitude of the second term depends on the third-order partial derivatives $r_{xxy}, r_{yyy}$ which are, in general, unknown. The same difficulty arises in the context of the heat equation. Kuijper and Florack [20] introduced a probabilistic assumption and we follow this by introducing the slightly weaker

**Assumption 2** At the critical point C, we replace $r_{xxy}, r_{yyy}$ by the random variables $\tilde{r}_{xxy}, \tilde{r}_{yyy}$ with $E(\tilde{r}_{xxy}) = E(\tilde{r}_{yyy}) = \sigma(\tilde{r}_{xxy}, \tilde{r}_{yyy}) = 0$.

Under Assumption 2, $N(t)$ is replaced by a stochastic process with expected value $\bar{N}(t)$ and in section we will prove
Theorem 2  In the 3D case, under Assumptions 1 and 2, \( \bar{N}(t) \) is monotonically decreasing under (1) if and only if \( v_\kappa, v_\lambda > 0 \).

We remark that Kuijper and Florack also (tacitly) assumed symmetric distributions for \( \bar{r}_{xx}, \bar{r}_{yy} \), however, this is not needed for our current purpose and, unlike zero expected value, it would be hard to justify. In section 3 we will show that an independent and apparently weaker probabilistic assumption (which we call Assumption 2-A) is a suitable alternative to Assumption 2 and leads also to Theorem 2.

So far we discussed problems related to a fixed reference point \( O \). In physical applications, such as abrasion processes, designating a fixed reference point is often very problematic, so we also regard the case of moving reference. If \( O \) is identical to the centre of gravity \( G \) then stationary points \( C^i \) of \( r \) correspond to static equilibria. In this case, based alone on the local PDE (1), we do not have immediate information on the evolution of \( N(t) \) since the location of \( G \) is, in general, not fixed with respect to the body. However, in Section 4 we will formulate Conjecture 1 stating that \( \bar{N}(t) \) remains monotonically decreasing even in this case. To motivate the Conjecture, we demonstrate special cases (subsection 4.1) and a stochastic assumption (subsection 4.2) under which the conjecture is actually true and can be verified.

The two Theorems and the Conjecture are in increasing order of physical applicability, however (due to heuristic assumptions about randomness of unknown quantities) in decreasing order of mathematical strength. The properties of (1) and (2) stated by the Theorems are of special interest because, as we can see, in many of the listed examples we have \( v_\kappa, v_\lambda > 0 \), so our arguments predict a stochastically decreasing trend for the number of static equilibria for convex bodies evolving under any of these models.

2  Evolution of critical points on planar curves

2.1  Evolution assuming generic bifurcations

Our goal is to prove Theorem 1. We regard a closed curve \( \Sigma(t) \) embedded in \( \mathbb{R}^2 \), evolving under (2). The curve is given by the \( C^\infty \)-smooth distance function \( r(t) \), measured from a fixed origin \( O \) in the interior of \( \Sigma(t) \). All our analysis will be restricted to the small vicinity of spatial critical points \( C^i(t) \in \Sigma, (i = 1, 2, N(t)) \) of \( r(t) \), and at such points \( r \) can be always locally
parametrized by the polar angle $\phi$ and the curvature $\kappa$ can be expressed \[36\] as

$$\kappa(r, r_\phi, r_{\phi\phi}) = \frac{r^2 + 2r_\phi^2 - rr_{\phi\phi}}{(r^2 + r_\phi^2)^{\frac{3}{2}}}. \quad (12)$$

(Note that the above polar curvature formula was already known to Newton \[35\].) Now we may write the speed in the normal direction, instead of (2) as:

$$v = v(r, r_\phi, r_{\phi\phi}). \quad (13)$$

Note that (2) is a special case of (13) and based on our proof the result can be also interpreted in this more general setting. The radial speed is given as

$$r_t = -v(r, r_\phi, r_{\phi\phi})w(r, r_\phi) \quad (14)$$

where subscript $t$ denotes partial derivative with respect to time $t$ and

$$w = \sqrt{\frac{r^2 + r_\phi^2}{r^2}} \quad (15)$$

is accounting for the tangential movement of the points (cf. Figure 1(a), where we can see that $w = 1/\cos \gamma$). Under Assumption 1, critical points appear or disappear only at codimension 1 saddle-node bifurcations where $r(\phi, t)$ is locally diffeomorphic to

$$r = \phi^3 \pm t\phi, \quad (16)$$

and for the derivatives we have

$$r_\phi = r_{\phi\phi} = 0, \quad r_{\phi\phi\phi} \neq 0. \quad (17)$$

After differentiating (14) with respect to $\phi$ and substituting (17) we get

$$r_{t\phi} = -v_\phi = -v_{r_\phi}r_{\phi\phi}. \quad (18)$$

At such a saddle-node a pair of critical points is either created or annihilated. Which of these two possibilities is realized depends on the relative sign of the cubic term $r_{\phi\phi\phi}$ and the emerging linear term $r_\phi$. Since the latter is zero at the bifurcation, its time derivative $r_{t\phi}$ will determine its sign after passing the bifurcation. Alternatively, we see that the $\pm$ sign in (16) determines whether
critical points are created or annihilated. We introduce the *annihilation indicator*
\[ \Omega \in \{-1, 0, 1\} \tag{19} \]
such that \( \Omega = 1 \) corresponds to annihilation of critical points and \( \Omega = -1 \) to
the creation of new ones. In case of generic saddle nodes on smooth, planar
curves we have
\[ \Omega = \text{sgn} \left( \frac{r_{t\phi}}{r_{\phi\phi\phi}} \right), \tag{20} \]
and, based on \[18\] we have
\[ \Omega = \text{sgn} \left( -v_{r\phi} \right). \tag{21} \]
We can now re-write \[21\] in terms of the invariant curvature \( \kappa \) given by \[12\].
Based on the latter equation, at the saddle node we have
\[ \kappa = \frac{1}{r}, \quad \kappa_{r\phi\phi} = -\frac{1}{r^2} = -\kappa^2 \tag{22} \]
and condition \[21\] can be re-written as
\[ \Omega = \text{sgn} \left( -v_{r\phi} \right) = \text{sgn} \left( -v_{\kappa} \kappa_{r\phi\phi} \right) = \text{sgn} \left( \kappa^2 v_{\kappa} \right) = \text{sgn} \left( v_{\kappa} \right). \tag{23} \]
Using this concept we can write the following condition: a new pair of critical
points will be created or annihilated at a saddle node if
\[ v_{\kappa} < 0, \quad v_{\kappa} > 0, \tag{24} \]
respectively. Thus we have proven Theorem 1.
We also mention that in the planar \( (\lambda = 0) \) version of the specific Bloore
equation \[7\] we have
\[ v_{\kappa} = R, \quad \Omega_{\text{Bloore}} = \text{sgn} \left( \kappa^2 R \right) = 1, \tag{25} \]
so \( N(t) \) will be monotonically decreasing under the planar version of \[7\].

2.2 The pitchfork: an illustration
So far we looked at generic, codimension one saddle nodes. Here we would
like to indicate that our argument can be carried over to pitchforks which
are degenerate, however, still structurally stable (containing only transversal, simple roots). Such bifurcations could arise, for example, as a result of reflection symmetry. In the planar case, if the symmetry axis is passing through the investigated critical point of \( r(\phi) \) then this critical point is degenerate (\( r_\phi = r_{\phi\phi} = 0 \)) and new critical points are created/absorbed not in saddle-nodes (described in \([17]\)), rather at pitchforks where the first \( n = 3 \) terms in the Taylor series expansion \( T(r(\phi)) \) of \( r(\phi) \) vanish and the \((n + 1) = 4th\) term does not vanish:

\[
    r_\phi = r_{\phi\phi} = r_{\phi\phi\phi} = 0, \quad r_{\phi\phi\phi\phi} \neq 0.
\]

In this case, based on \([18]\) we have \( r_{t\phi} = 0 \) and the annihilation indicator is defined as

\[
    \Omega = \text{sgn} \left( \frac{r_{t\phi\phi}}{r_{\phi\phi\phi\phi}} \right).
\]

After differentiating \([18]\) and using \([26]\) we get

\[
    r_{t\phi\phi} = -v_{\phi\phi} = -v_{r_{\phi\phi}} r_{\phi\phi\phi\phi},
\]

and we arrive at equation \([23]\). So Theorem 1 remains valid in this case.

Such a pitchfork appears if a rectangular block is being abraded by curvature-driven flow \( v = c\kappa \) to a roughly ellipsoidal shape. Even without detailed computations this process is intuitively clear. Initially the rectangle has \( N = 8 \) critical points (4 maxima and 4 minima), the final, smooth shape will have \( N = 4 \) critical points (2 maxima and 2 minima). We illustrate the corresponding bifurcation diagram in Figure 2, left side. If we tilt the vertical sides of the rectangular block by the same small angle then we obtain an imperfect problem represented by a parallelogram which breaks both reflection symmetries of the original problem (cf. Figure 2, right side). The parallelogram will also be abraded to an ellipsoid-like shape and the numbers for the critical points agree in the symmetric and imperfect problem both for the initial and the final shapes. However, the evolution is different: in the symmetrical case we observe pitchforks while in the imperfect case we see saddle-nodes. In both cases the number \( N \) of critical points decreases.

### 3 Evolution of critical points on surfaces

Our goal is to prove Theorem 2. We now regard a closed, \( C^\infty \)-smooth surface \( \Sigma \) embedded in \( \mathbb{R}^3 \) and a fixed reference point \( O \) in the interior of \( \Sigma \). The
Figure 2: Qualitative evolution of stationary points under curvature-driven abrasion. Rectangular block (upper left corner) with 8 critical points is abraded into ellipsoidal shape with 4 critical points. Bifurcation diagram of critical points on the right, dashed line correspond to maxima, solid lines to minima. Small distortion of rectangle into a parallelogram (upper right corner) breaks the reflection symmetries and results in unfolding the pitchfork into a saddle-node and a nearby continuous path.

Scalar distance between $O$ and $\Sigma$ will be denoted by $r$ which is a function in two variables. At each point $P$ on $\Sigma$ a local, orthogonal $xy$ coordinate system is defined by the curvature lines, i.e. the directions of principal curvatures. Stationary points $C^i, (i = 1, 2, \ldots N(t))$ of $r$ are characterized by

$$r_x = r_y = 0, \quad r_{xy} = 0, \quad r_{xx} \neq 0, r_{yy} \neq 0.$$  \quad (29)

(The equality $r_{xy} = 0$ is due to our special choice of coordinates since the Hessian is diagonal in the frame aligned with the principal curvatures.) In the vicinity of the critical point we parametrize the curvature lines $x, y$ by the spherical polar angles $\varphi, \theta$ with origin at $O$. Since the latter is on the surface
normal at \( C \), by suitable shift of the coordinates we can always obtain

\[ x \equiv \varphi, \quad y \equiv \theta, \quad (30) \]

and at \( C \) we have

\[ x = y = 0. \quad (31) \]

Now both principal curvatures \( \kappa, \lambda \) may be computed by substituting (30) into formula (12) containing the expression of curvature in planar polar coordinates:

\[ \lambda(r, r_x, r_{xx}) = \frac{r^2 + 2r_x^2 - rr_{xx}}{(r^2 + r_x^2)^{\frac{3}{2}}} \quad (32) \]

\[ \kappa(r, r_y, r_{yy}) = \frac{r^2 + 2r_y^2 - rr_{yy}}{(r^2 + r_y^2)^{\frac{3}{2}}}. \quad (33) \]

We note that the principal curvatures \( \lambda, \kappa \) are not invariant under arbitrary changes in the \( x, y \) coordinates as these are polar angles and they rescale simultaneously with the radius \( r \) if the point of reference \( O \) is being moved on the surface normal. Now we extend \( \Sigma \) to be a member of a one-parameter family \( \Sigma(t) \) of smooth surfaces. The evolution equation defining \( \Sigma(t) \) is given by the (scalar) speed \( v \) in the direction of the inward surface normal and based on \( (1), (32)-(33) \) we can assume that

\[ v = v(r, r_x, r_y, r_{xx}, r_{yy}). \quad (34) \]

since the principal curvatures do not depend on the mixed derivative \( r_{xy} \). The evolution equation in the radial direction can be written, analogously to \( (14) \) as

\[ r_t = -v(r, r_x, r_y, r_{xx}, r_{yy}) w(f(y), r, r_y, r_x) \quad (35) \]

where \( w = \sqrt{(r_x^2 + r_y^2 \cos^2 y + r^2 \cos^2 y)/(r^2 \cos^2 y)} \). Under Assumption 1, in the one-parameter family \( \Sigma(t) \) at isolated values of \( t \) codimension one, generic saddle node bifurcation points will occur where the Hessian of \( r(x, y) \) becomes singular. Since we use the \([x, y] \) curvature lines as local coordinates, the Hessian is diagonal and thus its singularity requires that one of the second-order derivatives \( r_{xx}, r_{yy} \) vanishes \( (30) \) so, based on \( (29) \), here we have

\[ r_x = r_y = r_{xy} = r_{yy} = 0, \quad r_{xx} \neq 0, \quad r_{yyyy} \neq 0. \quad (36) \]
At such points a pair of critical points is either created or annihilated. If we differentiate (35) at a saddle-node with respect to the variable $y$ and we substitute (31) and (36), we get an analogy of (18):

$$rt_y = -v_{rx} r_{xxy} - v_{ry} r_{yyy}.$$  \hfill{(37)}

As in the planar case, a new pair of critical points will appear or disappear at a saddle node if

$$\frac{rt_y}{r_{yyy}} < 0, \quad \frac{rt_y}{r_{yyy}} > 0.$$  \hfill{(38)}

The annihilation indicator $\Omega$ defined in (20) can be expressed from (37) as:

$$\Omega = \text{sgn} \left( -v_{rx} r_{xxy} - v_{ry} r_{yyy} \right).$$  \hfill{(39)}

Our next goal is to rewrite (39) in terms of the principal curvatures $\lambda, \kappa$ in the $x$ and $y$ directions, respectively. Analogously to (22)-(23) and by utilizing (36) we note that at the saddle node we have

$$\kappa = \frac{1}{r}, \quad \lambda_{rx} = \kappa r_{yy} = -\kappa^2,$$  \hfill{(40)}

so (39) can be rewritten as

$$\Omega = \text{sgn} \left( -v_{\kappa} \lambda_{rx} r_{xxy} - v_{\kappa} \kappa r_{yy} \right) = \text{sgn} \left( \kappa^2 (v_{\kappa} + r_{xxy} r_{yy}) \right),$$  \hfill{(41)}

so we have

$$\Omega = \text{sgn} \left( v_{\kappa} + \frac{r_{xxy}}{r_{yy}} v_{\lambda} \right).$$  \hfill{(42)}

As we can observe, in the 3D case the critical point absorbing/generating property of the PDE can, in general, not be decided based alone on the formula for the attrition speed $v$. Apparently, this problem has been deeply investigated in the context of the closely related heat equation (3) which can be also written as

$$rt = -v = r_{xx} + r_{yy}.$$  \hfill{(43)}

Damon [8] provided an explicit example for the creation of critical points, in our notation his example is:

$$r(x, y, t) = y^3 - 6ty - 6yx^2 + x^2 + 2t$$  \hfill{(44)}
which satisfies the heat equation. As we can see, at the critical point \( r(0, 0, 0) \) we have

\[
\begin{align*}
r_x &= r_y = r_{xy} = r_{yy} = 0, \quad r_{yyy} = 6, \quad r_{xxy} = -12, \\
\end{align*}
\]

and since based on (43) we can write

\[
v_{rx} = v_{ry} = -1,
\]

so (39) yields,

\[
\Omega = \text{sgn}(1 - 2) = -1
\]

i.e. we have a creation.

While apparently the 3D case admits both annihilations and creations, the latter have been observed to occur less frequently ([8] [22]). This observation certainly does not imply the monotonicity of \( N(t) \), nevertheless, one would expect that in some averaged sense \( N(t) \) will decrease. We will formalize this intuition by introducing random variables. First we observe that we can multiply the right hand side of (42) by \( r_{yyy}^2 \) without changing the sign of the left hand side, so we get

\[
\Omega = \text{sgn} \left( v_\kappa r_{yyy}^2 + r_{xxy} r_{yyy} v_\lambda \right).
\]

Following the ideas of Kuijper and Florack [20] we regard \( r_{xxy}, r_{yyy} \) as random variables. Since both \( r_{xxy} \) and \( r_{yyy} \) are derivatives of periodic functions, i.e their average value is zero, it is feasible to adopt Assumption 2 (subsection 1.2) replacing them with random variables with zero expected value and covariance. Now \( \Omega \) is also replaced by the random variable \( \bar{\Omega} \) and based on (48) we can write

\[
\mathbb{E}(\bar{\Omega}) = \mathbb{E} \left( \text{sgn} \left( v_\kappa r_{yyy}^2 + \bar{r}_{xxy} \bar{r}_{yyy} v_\lambda \right) \right).
\]

Since \( \mathbb{E}(\bar{r}_{yyy}^2) > 0 \), under Assumption 2 we have

\[
\text{sgn}(\mathbb{E}(\bar{\Omega})) = \text{sgn}(v_\kappa).
\]

and so we have proven Theorem 2 under Assumption 2. If, in addition to the latter we also assume that \( \bar{r}_{xxy}, \bar{r}_{yyy} \) are symmetric with respect to zero and in (1) we assume \( v_\kappa = v_\lambda \) then we have

\[
\mathbb{E}(\bar{\Omega}) = 0.5, \quad \mathbb{P}(\bar{\Omega} = 1) = 75\%.
\]
and this was pointed out by Kuijper and Florack \cite{20} in case of the heat equation (43). We note that the assumption on the symmetry of the random variables is not easy to justify and so these numerical values may just serve as an illustration.

We remark that by introducing random variables in (49), the function $N(t)$ is replaced by a one-dimensional, continuous time Markov-chain the state space of which are, based on Assumption 1, the even natural numbers and subsequent states always differ by $\Delta N = \pm 2$ (in case of additional symmetry, subsequent states may differ by other even numbers). We can define this process in two stages: first we define a discrete time Markov chain with transition probabilities

$$P(\Delta N = 2i) = P(\bar{\Omega} = i), \quad i = \pm 1. \quad (52)$$

In the second stage the random variables associated with the holding times in each state may be defined independently which we do not specify here. Theorem 2 can be interpreted in this setting by the claim that the discrete-time Markov process (defined in the first stage in (52)) is asymmetric, the direction of the drift is opposite to the sign of $v_\kappa$.

We will next show that an alternative, independent random assumption also leads to the same conclusion. First we observe that under Assumption 1, at a generic codimension 1 saddle node bifurcation $C^{\star}$ of $r$ we have a generic (Morse) critical point $C^{\star}_y$ for $r_y(x, y)$ (cf. also equation (36)). We will prove

**Lemma 1** If the Morse critical point $C^{\star}_y$ of $r_y$ coinciding with the saddle-node $C^{\star}$ of $r$ is elliptic then $N(t)$ is decreasing at $C^{\star}$.

For the determinant $\text{Det} H$ of the Hessian of $r_y(x, y)$ we have

$$\text{Det} H \leq r_{xxy} r_{yyy}, \quad (53)$$

so based on (48) we can write

$$\Omega \geq \text{sgn} \left(v_\kappa r_{yyy}^2 + \text{Det} H v_\lambda \right). \quad (54)$$

If the critical point of $r_y(x, y)$ is elliptic then $\text{Det} H > 0$, thus we have proven Lemma 1. Next we introduce an alternative to Assumption 2 in subsection 1.2.
Assumption 2-A: We assume that \( \Sigma \) is a topological sphere and the critical point \( C^*_y \) of \( r_y \), coinciding with the saddle-node \( C^* \) of \( r \), is selected by uniform random choice from among the Morse critical points \( C^*_y \) of \( r_y \).

Now we proceed to prove Theorem 2 under Assumption 2-A. The Poincaré-Hopf formula relates the numbers of minima, maxima and saddles (\( S, U, H \), respectively) on a topological sphere as

\[
\chi = S + U - H = 2 \quad (55)
\]

and \( \chi \) is also called the Euler characteristic of the surface. We observe that \( r_y(x, y) \) is the partial derivative of a periodic function, so its average value is zero, therefore its global extrema cannot be zero. Therefore the numbers \( S, U \) of maxima and minima from among which the stationary point is picked have to be reduced by 1 to obtain the relevant numbers

\[
\bar{S} = S - 1, \quad \bar{U} = U - 1, \quad \bar{H} = H \quad (56)
\]

and the total number of relevant critical points is \( n = \bar{S} + \bar{U} + \bar{H} = S + U + H - 2 \). We denote the relevant critical points of \( r_y(x, y) \) by \( C^*_y \), \( i = 1, 2, \ldots, n \) and the Hessian determinants associated with these points by \( \text{Det}_i \). Using Assumption 2-A, (54) is replaced by

\[
\bar{\Omega} = \text{sgn} \left( v_k r^2_{yyy} + \xi v_\lambda \right) , \quad (57)
\]

where \( \xi \) is a random variable with \( P(\xi = \text{Det}_i) = 1/n \) and \( \bar{\Omega} \) is a random variable and we seek the sign of its expected value. Based on (55) and (56) we can see that

\[
\bar{S} + \bar{U} = \bar{H} \quad (58)
\]

i.e. the number of relevant elliptic and relevant hyperbolic points is equal. Using Lemma 1, the random variable \( \chi \) will thus assume positive and negative values with equal relative frequency so we have

\[
E(\text{sgn}(\xi)) = 0, \quad (59)
\]

and thus we have

\[
\text{sgn}(E(\bar{\Omega})) = \text{sgn}(v_k). \quad (60)
\]

So we have proven Theorem 2 also under Assumption 1 and Assumption 2-A.

We remark that for closed, connected 2D manifolds the Euler characteristic \( \chi \) may be much lower than 2 (e.g. for the simple torus we have \( \chi = 0 \)).
We also remark that in the specific Bloore flows (7), based on (12) and (60) we have

\[ \text{sgn}(E(\bar{\Omega})) = \text{sgn}((\kappa^2 R(R\lambda + 1)) = 1, \quad (61) \]

so we see that the expected value \( \bar{N}(t) \) of the stochastic process is decreasing under (7).

4 Centre of gravity: moving reference point

So far we dealt with critical points with respect to a fixed reference point \( O \); for brevity we will call this the fixed model. If we regard curvature-driven flows as models for abrasion processes then the notion of fixed reference has to be carefully examined. The process itself is invariant under any change of coordinates and as the surface evolves, it is not trivial to define any fixed point in a physically meaningful manner. One possible choice for a physically objective reference is the ultimate point \( U \) which is abraded last at \( t = t_u \). One drawback of this choice is that the distance from this point does not appear to have any special physical meaning.

From the point of view of applications it is of interest to study the case when \( O \equiv G \) i.e. when the reference point is the centre of gravity. In this case, critical points of the distance function coincide with static equilibrium points of the object, i.e. surface points on which the convex objects under vertical gravity can be balanced when supported on a horizontal surface. (In case of nonconvex minima the support surface has to have sufficient curvature.) We will refer to this approach as the centroid model.

Conjecture 1 In the centroid model \( \bar{N}(t) \) is decreasing monotonically.

In the rest of section 4 we try to motivate Conjecture 1 by pointing out special cases (subsection 4.1) and an additional stochastic Assumption (subsection 4.2) under which the Conjecture can be proven. We illustrate the latter on an analytical example (subsection 4.4).

4.1 Symmetry

Let the joint symmetry group (isometry group) of the surface \( r(\phi, \theta) \) and the distribution of material density be denoted by \( \Gamma \). By definition, the location of \( G \) is invariant under \( \Gamma \). If the invariant subspace of \( \Gamma \) is a single point
then we say that the object has a *unique centre of symmetry*. In this case \( G \) will be fixed under any local PDE, so our results for the fixed model apply directly:

**Corollary 1** to *Theorem 2*. In the 3D case, under Assumptions 1 and 2, if \( r \) is measured from the centre of gravity \( G \) and the object has a unique centre of symmetry, then \( \bar{N}(t) \) is monotonically decreasing under (1) if and only if \( v_\kappa, v_\lambda > 0 \)

We also note that small, generic perturbations of symmetric objects will preserve the number of critical points, so as long as the object remains in the vicinity of an object with unique centre of symmetry, \( \bar{N}(t) \) will remain monotonic. If, however, this is not the case then the motion of \( G \) is not controlled by the local properties of the surface in the vicinity of its critical points, rather by global integrals and the centroid model and the fixed model will, in general, predict different evolution for \( N(t) \).

### 4.2 A stochastic assumption for the centroid model

Our goal is to approximate the centroid model by a fixed model with added, symmetric noise, the *stochastic centroid model* which is defined by

**Assumption 3** We regard the global integrals to be independent of the local properties of the surface in the vicinity of the equilibrium point. We model the effect of the motion of \( G \) on the value of \( \Omega \) by an added, symmetric random noise \( \eta \) uniform on \([-d, d]\).

First we show that under Assumption 3, Conjecture 1 would be true. Under Assumption 3, instead of (57) we write

\[
\bar{\Omega} = \text{sgn} \left( v_\kappa v_{\lambda y}^2 + \xi v_\lambda + \eta \right),
\]

(62)

In the planar case we have

\[
\bar{\Omega} = \text{sgn} \left( v_\kappa + \eta \right).
\]

(63)

Since \( E(\eta) = 0 \), analogously to (60), in (62), (63) we get

\[
\text{sgn}(E(\bar{\Omega})) = \text{sgn}(v_\kappa).
\]

(64)

So we see that *Theorem 2* remains valid if we add Assumption 3 to Assumptions 1 and 2. To motivate Assumption 3, we will illustrate the difference between the fixed and centroid models and their approximation by the
stochastic centroid model on a planar, analytical example under the Eikonal flow. (In case of a 3D example under genuine curvature flows, undoubtedly closer to the main objective of the paper, only numerical treatment appeared feasible. We decided against the latter because it is well known that even arbitrarily fine discretizations can yield spurious solutions [28], recently it was even demonstrated [9] that they also yield additional, spurious critical points on curves and surfaces.)

4.3 The Eikonal flow

The degenerate case of the parallel (Eikonal) flow \( v \equiv 1 \) is, strictly speaking, certainly not a curvature-driven flow, at best it could be called a marginal case where all non-constant terms vanish in the Taylor expansion of \( v(\kappa) \). Nevertheless, it deserves special attention, not only because it is one of the three components of the Bloore flow [7], [3] which is of central interest in this paper, but also because, due to its simplicity, it will serve in our analytical example. Unlike curvature-driven flows with \( v_\kappa > 0 \), the Eikonal flow has no smoothing property, rather, it can create new singularities and it is driving surfaces away from the sphere. The latter can be also seen by regarding the time-reversed (outward moving) Eikonal flow which is converging to the sphere. Since singularities can arise under the Eikonal flow, here the global evolution of \( N(t) \) can only be studied by considering non-smooth shapes as well. We consider only convex shapes, because non-convex, non-smooth shapes can not be propagated under the Eikonal flow. Our goal is to prove

**Lemma 2** Under the Eikonal flow \( N(t) \) is constant if the curve is convex and smooth and \( N(t) \) is monotonically decreasing if the curve is convex and piecewise smooth with vertices.

**Proof.** (a) Smooth, convex curves: As long as the curve is smooth, Theorem 1 predicts that \( N(t) \) will remain constant since we have \( v_\kappa = 0 \) and thus \( \Omega = 0 \). One may wonder though whether higher order terms would not cause variation of \( N(t) \). However, under the Eikonal flow, points travel along straight lines and tangents remain invariant, so, as long as the curve is smooth, we have \( N(t) = \text{constant} \). Figure 3 (a) illustrates the global evolution of the wavefront, which remains smooth for \( t \in [0, t_1] \).

(b) Piecewise convex curves: Such curves consist of smooth, convex segments separated by convex vertices \( V(t) \) which we will regard at \( t = 0 \) as two
Figure 3: The geometry of the $v = 1$ Eikonal flow $E_i$. (a) Global geometry of the wavefront starting from a smooth initial condition at $t = 0$. The front remains smooth in the interval $t \in [0, t_1]$ and the first singularity appears in the interval $t \in [t_1, t_2]$. If the Eikonal flow is serving as an abrasion model then beyond the singularity the non-convex parts are truncated. (b) Detailed geometry of truncation at convex vertex. We define the trajectory $V(t)$ of the vertex as the bisectrix. Truncated parts of the front marked with dashed line.

Coincident points $V_1(0)$ and $V_2(0)$, belonging to the left and right convex segment, respectively. The relative angle between the normal at $V_1(0)$ and $V_2(0)$ will be denoted by $\Delta \alpha$. As the front propagates, after time $\Delta t$ the points $V_1(\Delta t)$ and $V_2(\Delta t)$, lying on the corresponding normals, will be separated, simultaneously a self-intersection point, propagating along the bisectrix of $\Delta \alpha$ will emerge and this point we define as $V(t)$. Since we have no information on how the front should be connected between $V_1(\Delta t)$ and $V_2(\Delta t)$, we truncate the segments $[V_1(\Delta t), V(\Delta t)], [V(\Delta t), V_2(\Delta t)]$. After the truncation we have again a piecewise smooth, convex wavefront. Based on the argument for the smooth curve we see that the number of critical points on the complete front (without truncation) remains constant. By truncating it, we may remove, but never add new critical points, so $N(t)$ will be monotonically decreasing in the non-smooth case under this truncation rule. We also note that a convex vertex is either not a critical point or it is a (non-smooth) maximum. Since minima and maxima can only appear or disappear in pairs and, as we showed in the first part of the proof, on smooth segments this never happens. The only possible such event is when a smooth minimum reaches the nonsmooth
maximum and then they get annihilated due to the truncation, after which the vertex will become non-critical. As a consequence, under Assumption 3, substituting the Eikonal equation into (63) yields for the nonsmooth case

$$\bar{\Omega} = \text{sgn} \left( 1 + \eta \right).$$

(65)

Finally, we remark that piecewise smooth, convex curves may emerge spontaneously if the Eikonal flow is regarded as an abrasion model \[10\]. Unlike the smoothing action of the inward curvature flow, under the Eikonal flow initially smooth curves will develop singularities, the first will emerge at \( t = R_{\min} \) where \( R_{\min} \) is the minimal radius of curvature. In Figure 3 (a) we can see the spontaneous emergence of singularities in the interval \( t_1 < t < t_2 \). Beyond the singularity, the non-convex parts of the curve become irrelevant for physical surface evolution models and the internal, convex part will have a piecewise smooth boundary with vertices separated by finite, smooth segments. We also note that the set of polygons (and that of polyhedra) are invariant under the Eikonal flow.

4.4 An illustrative example

The fixed model (Lemma 2) predicts that \( N(t) \) will always decrease on non-smooth convex curves. Our example is a polygon which is a special case of the latter. As we showed in Lemma 2, in this case the Eikonal flow has analogous properties to the curvature flow: it is absorbing critical points if the reference point is fixed. To quantify our comparison, we introduce the following

Definition 1 We call \( N(t) \) globally bounded if \( \forall t > 0, N(t) \leq N(0) \). We call \( N(t) \) ultimately bounded if \( \exists t_1 > 0 \) such that if \( t > t_1 \) then \( N(t) \leq N(0) \).

We assume that we can pick initial shapes ‘uniformly randomly’ (which we clarify later) and under this choice of initial data we introduce probabilities both in the deterministic and the stochastic model:

- in the deterministic model we associate the probabilities \( P_{g}^{\text{det}} \geq P_{u}^{\text{det}} \) with globally and ultimately bounded trajectories, respectively.

- in the one-parameter \((d)\) stochastic model we associate the probabilities \( P_{g}^{d} \geq P_{u}^{d} \) with globally and ultimately bounded trajectories, respectively.
These probabilities admit an easy comparison between the models. We can immediately see that due to Theorem 1, in fixed models we have $P_{u}^{det} = P_{g}^{det} = 1$ and this behavior is imitated in the stochastic model (63) with $d = \nu_\kappa$ and in case of the non-smooth Eikonal flow (65) by setting $d = 1$, yielding $P_{g}^{st}(1) = P_{u}^{st}(1) = 1$. Our goal is to minimize the error term

$$\delta(d) = (P_{u}^{det} - P_{u}^{st}(d))^2 + (P_{g}^{det} - P_{g}^{st}(d))^2,$$

and we will show that in case of the fixed model the minimum of $\delta(d)$ is at $d = 0$ and in case of the centroid model it is at some finite $d > 0$, so in the latter case a finite stochastic noise provides the best approximation, justifying Assumption 3.

We will illustrate the validity of Assumption 3 on an analytical example. Let us regard the axi-symmetric 5-gon in Figure 4 given by the angles $\alpha, \beta$ and for simplicity we assume unit width by normalizing the area $A$ as

$$A = \frac{1}{4} \tan \alpha + \tan \beta.$$

The shape is evolving under the Eikonal flow [8]. Since the family of all such shapes is invariant under [8], so the PDE is reduced to a system of two first-order ordinary differential equations (ODEs)

$$\dot{\alpha} = f_1(\alpha, \beta)$$
$$\dot{\beta} = f_2(\alpha, \beta).$$

By normalizing $\alpha, \beta$ as $\bar{\alpha} = 2\alpha/\pi, \bar{\beta} = 2\beta/\pi$, the phase space of (68)-(69) is the unit square, illustrated on the right hand side of Figure 4. Since all edges retreat parallel to themselves, in (68) we have $f_1 = 0$ and the flow will be restricted to vertical, $\alpha = \text{constant}$ lines and it will be governed by the single ODE (69). Self-similar evolution corresponds to fixed points of (69) and this can be found directly by observing that if the largest inscribed circle is tangent to all 5 edges then the 5-gon will evolve in a self-similar fashion. This geometrical condition is equivalent to $f_2 = 0$ and it defines an invariant subspace separating the phase space into two invariant domains (for details see Appendix):

$$\beta_3 = \arctan \left( \frac{1}{2} \left( 1 + \sqrt{\tan^2 \alpha + 1 - \tan \alpha} \right) \right)$$
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Figure 4: Qualitative evolution of stationary points with respect to the centre of gravity $G$. Axi-symmetric 5-gon (left), phase space with normalized, dimensionless coordinates $\bar{\alpha} = 2\alpha/\pi$, $\bar{\beta} = 2\beta/\pi$ on right. Invariant (repelling) subspace $\bar{\beta}_3(\alpha)$ marked with dotted line. Parallel flow $v = 1$ corresponds to vertical flow in the phase space. Depending initial data $N(t)$ may remain constant, decrease once, or increase and decrease once subsequently, with $i$ jumps we have $T_i$-type trajectories, marked in both plots. Time evolution of trajectories shown below. $N(\bar{\alpha}, \bar{\beta})$ has three domains, separated by the lines $\bar{\beta}_1, \bar{\beta}_2$. 5-gons in grey middle domain with $\bar{\beta}_1 < \bar{\beta} < \bar{\beta}_2$ have $N = 10$ critical points, 5-gons in outer (white) domains have $N = 6$ critical points ($S = N/2$ stable points marked on 5gons on insets).

shown as dotted line in Figure 4. We can also verify that the subspace is repelling, which is indicated by arrows.

So far we have established the global geometry of the phase flow and this is independent of the choice of reference point. Any such choice will determine an integer-valued function $N(\bar{\alpha}, \bar{\beta})$ on the phase space and the flow will then determine the evolution $N(t)$ along the trajectories of (69). We will describe two choices for the reference point: first we will regard the ultimate point $U$ as a fixed reference and subsequently we will choose the
centre of gravity $G$ as a moving reference point. It is easy to see that in case of the Eikonal flow the centre of the largest inscribed circle is identical to the ultimate point $U$. We can select $U$ as reference along each $\alpha = \text{constant}$ trajectory, however, it is meaningless to compare fixed reference points along different trajectories. As we can see in Figure 4 in both cases $N(\bar{\alpha}, \bar{\beta})$ has three domains, separated by the lines $\bar{\beta}_1, \bar{\beta}_2$ (for details see Appendix) and the grey middle domain with $\bar{\beta}_1 < \bar{\beta} < \bar{\beta}_2$ has $N = 10$ critical points and the outer domains have $N = 6$ critical points (stable points marked on insets). The main difference between the fixed and the centroid model is that in the former case the $N = 10$ grey domain contains the entire invariant subspace $\bar{\beta}_3(\bar{\alpha})$ while in the latter case $\bar{\beta}_3(\bar{\alpha})$ and $\bar{\beta}_1(\bar{\alpha})$ intersect transversally (for details see Appendix). This implies that in the fixed model $O \equiv U$ we can have two types of trajectories: the ones originating in the grey domain with $N = 10$ critical points will decrease once in their evolution and this we call a type $T_1$ trajectory. Trajectories originating outside this domain will have constant $N(t)$ with no jumps and this we call type $T_0$ trajectories. Using the formulae given in the Appendix, we can compute the corresponding areas as

$$q^U_0 = 0.65, \quad q^U_1 = 0.35$$

where superscripts refer to the point of reference. In case of the centroid model with $O \equiv G$ we can distinguish three types of trajectories based on the number of jumps in $N(t)$. In addition to Type $T_0$ and $T_1$ we can also observe $T_2$-type trajectories with two jumps. Here $N(t)$ will increase once and subsequently decrease also once by the same amount, so its final value will be equal to the initial value. The corresponding areas can be computed as

$$q^G_0 = 0.49, \quad q^G_1 = 0.42, \quad q^G_2 = 0.09.$$  

To obtain a statistical comparison between the models, we now pick initial locations uniformly randomly on the unit square in the $[\bar{\alpha}, \bar{\beta}]$-space and we associate the probabilities $q^U_i, q^G_i$ with the respective trajectory types and from these values we can obtain the probabilities associated with globally bounded and ultimately bounded trajectories, according to Definition 1. As we can immediately see, the fixed model will have unit probability associated with both categories (since all trajectories are monotonic):

$$P_{\text{glob}}^{U(\text{det})} = P_{\text{ult}}^{U(\text{det})} = q^U_0 + q^U_1 = 1.$$  

(73)
In case of the centroid model we do see non-monotonic $T_2$ trajectories, so we have

$$P_{glob}^{G(det)} = q_0^G + q_1^G = 0.91, \quad P_{ult}^{G(det)} = q_0^G + q_1^G + q_2^G = 1. \quad (74)$$

We will compare the probabilities associated with these categories in the deterministic model and the stochastic model, in both case we use uniform random choice of initial conditions. In the stochastic model we pick an initial condition in the described, uniformly random manner and if the corresponding deterministic trajectory is of type $T_i$ then, using Assumption 3 and equation (65) we make $i$ subsequent, independent random draws from the binary distribution

$$P(\Delta N = -k) = p, \quad P(\Delta N = +k) = 1 - p \quad (75)$$

where $p = (d + 1)/2d$. (This is a realization of the Markov chain, introduced in (52)). Based on these random events we can compute in the stochastic model

$$P_{glob}^{st} = q_0 + q_1 p + q_2 p^2, \quad P_{ult}^{st} = q_0 + 2q_2 p(1 - p) + q_1 p + q_2 p^2. \quad (76)$$

and of course we can do this both for the fixed ($O \equiv U$) and the centroid ($O \equiv G$) models. Now we substitute (73), (74) and (76) into the error term (66) and minimize the latter by varying the amplitude $d$ of the random noise. The result is illustrated in Figure 5 and we can see, that (as expected) in case of the fixed model we have zero error at zero noise and the error is growing monotonically with $d$. However, in the centroid model the error has a marked minimum at $d \approx 1.8$ showing that adding random noise is indeed providing a reasonable approximation for the moving reference point.

5 Conclusions

5.1 Motivation for the genericity assumption

Genericity assumptions are, in general, feasible if small perturbations of the investigated functions are admissible. If we regard the solution set of a differential equation, this is not the case. This indicates that Assumption 1 on the genericity of bifurcations is a severe restriction from the mathematical point of view, however, it can be motivated by a heuristic argument.
Figure 5: Error of stochastic approximation: square error $\delta$ plotted versus amplitude $d$ of added random noise. Solid line: reference at centre of gravity. Dashed line: reference fixed. In case of fixed reference zero noise (deterministic model) is optimal while in case of reference at centre of gravity random noise initially improves the approximation.

From the point of view of physical modelling we observe that since the PDEs (14) and (35) offer an approximate, averaged continuum description of the discrete event-based abrasion process, even if the mathematical model predicted degenerate bifurcations, it would be surprising to actually observe those in the physical process. So, from the physical modelling point of view the genericity assumption appears to be feasible.

From a more mathematical perspective, by adopting a convenient function norm (e.g. the $C^n$-maximum norm defined as the supremum over all partial derivatives of order up to $n$, the latter denoting the order of the first
non-vanishing term of the Taylor series) we can see that, on one hand, the
differential operators (14) and (35) are continuous in this norm, on the other
hand, functions with only generic bifurcations (to which we refer as generic
functions) form a dense, open subset. This implies that the vicinity of every
bifurcation point associated with any solution of (14) or (35) can be approxi-
mated by a convergent sequence of generic functions and these functions will
satisfy the corresponding differential operator with vanishingly small errors.
Since the proof of Theorem 1 depends on a sign (rather than on an exact
magnitude), we expect the proof to remain valid if an arbitrarily small error
term is added, implying that sufficiently close generic approximations of so-
lutions have monotonically decreasing number of critical points. It remains
to be shown that among generic approximations there exists always at least
one which is not only in the close vicinity of the approximated solution but
also inherits the number of critical points. If critical points correspond to
transversal roots of the first derivative then this is immediately seen (the
first derivative of the generic approximation needs to be a level set of the
first derivative of the solution). In case of multiple roots (arising at tangen-
cies) we have to select an approximating generic sequence where the roots are
separated and the separation approaches zero as we converge to the solution.
While this line of thought suggests that Theorem 1 could be generalized by
dropping Assumption 1, several, nontrivial details need to be clarified. For
example, the smoothness of the curve under general curvature-driven flows
needs to be proven and this may involve further restrictions on $v(\kappa)$.

5.2 Concluding remarks

As we pointed out in the Introduction, curvature-driven flows serve both
as mathematical tools and as physical models of surface evolution processes.
Our work was motivated by the latter, and in this spirit we extended existing
results on the evolution of critical points under curvature-driven PDEs with
the additional assumption of generic bifurcations.

One of the main previous results is due to Grayson [13] on the monotonic
decrease of critical points under the planar curvature flow $v = \kappa$. The other
previous result is due to Damon [8] who showed that critical points can be
created under the heat equation in three dimensions. The third source was
the result by Kuijper and Florack [20] stating that under suitable stochastic
assumption the number of critical points is decreasing under the heat equa-
tion for surface evolution. To achieve predictions about curvature-driven
flows as models of abrasion, we combined and partially generalized these ideas. First we showed that under the assumption of generic bifurcations Grayson’s result may be extended to arbitrary curvature-driven flows, next we generalized the result of Kuijper and Florack by weakening the stochastic assumption and also including arbitrary curvature-driven PDEs.

Our results indicate that in the physical process of mutual abrasion of particles (governed by (7)) the number \( N(t) \) of static equilibrium points will decrease stochastically, being governed by the asymmetric Markov process (52). This observation contains no information on the initial and final values of \( N(t) \) in the history of the particle and to predict those is beyond the scope of the current study. However, we observe that in a natural process, the former is related to the geometry of fragmentation while the latter can be observed on pebble beaches among smooth pebbles, the majority of which tend to be ellipsoidal with just two stable and two unstable equilibrium points.
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32
A Appendix

First compute the three curves $\beta_1^G(\alpha), \beta_2^G(\alpha), \beta_3(\alpha)$ in Figure 1. We use the notations of Figure 5. The lines $\beta_1^G(\alpha), \beta_2^G(\alpha)$ separate the domains with $N = 10$ and $N = 6$ critical points. We can compute these lines based on the conditions that the centre of gravity $G$ should coincide with $P_1, P_2$, respectively. In the case of $G \equiv P_1$ we have to write moment balance to the horizontal line passing through $P_1$:

$$\frac{h^2}{12} = \frac{a^2}{2}$$

and by substituting $h = 0.5 \tan(\alpha), a = \tan(\beta)$ we get

$$\beta_1^G(\alpha) = \arctan\left(\frac{\tan(\alpha)}{2\sqrt{3}}\right).$$

In the case of $G \equiv P_2$ we have

$$\frac{h}{2} \left(\frac{h}{3} + c\right) = a \left(\frac{a}{2} - c\right)$$

and by substituting $h = 0.5 \tan(\alpha), a = \tan(\beta), c = 1/(2 \tan(\alpha))$ we get

$$\frac{\tan(\alpha)}{4} \left(\frac{\tan(\alpha)}{6} + \frac{1}{2 \tan(\alpha)}\right) = \tan(\beta) \left(\frac{\tan(\beta)}{2} - \frac{1}{2 \tan(\alpha)}\right)$$
Figure 6: Geometry of the symmetric 5-gon

which yields

$$\beta_2^G(\alpha) = \arctan \left( \frac{1}{2 \tan(\alpha)} \left( 1 + \sqrt{1 + \frac{\tan^4(\alpha)}{3} + \tan^2(\alpha)} \right) \right)$$  \hspace{1cm} (81)$$

For the invariant subspace we consider the geometry of the 5-gon where all edges are tangent to the largest inscribed circle and we can write

$$a - \frac{1}{2} = \frac{1}{2} \tan \left( \frac{\pi}{4} - \frac{\alpha}{2} \right)$$  \hspace{1cm} (82)$$

yielding

$$\beta_3(\alpha) = \arctan \left( \frac{1}{2} \tan \left( \frac{\pi}{4} - \frac{\alpha}{2} \right) + \frac{1}{2} \right),$$  \hspace{1cm} (83)$$

In the case of fixed reference point we choose the centre of the largest inscribed circle which is the ultimate point under Eikonal abrasion. To find the
critical curves \( \beta_i^U(\alpha), (i = 1, 2) \) we write the conditions for \( U \equiv P_i \), yielding

\[
\beta_1^U(\alpha) = \arctan \left( \frac{\sin(\alpha)}{2} \right)
\]

(84)

\[
\beta_2^U(\alpha) = \arctan \left( \frac{1}{2} \tan(\alpha) + 1 \right).
\]

(85)