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Abstract. The rigidity theory for circle homeomorphisms with breaks was studied intensively in the last 20 years. It was proved \[14, 15, 18, 20\] that under mild conditions of the Diophantine type on the rotation number any two $C^{2+\alpha}$ smooth circle homeomorphisms with a break point are $C^1$ smoothly conjugate to each other, provided that they have the same rotation number and the same size of the break. In this paper we prove that the conjugacy may not be $C^{2-\nu}$ even if the maps are analytic outside of the break points. This result shows that the rigidity theory for maps with singularities is very different from the linearizable case of circle diffeomorphisms where conjugacy is arbitrarily smooth, or even analytic, for sufficiently smooth diffeomorphisms.

1. Introduction

The rigidity theory for circle homeomorphisms with singularities and closely related renormalization theory for such maps was a subject of intensive studies in the last 20 years \[1, 2, 3, 4, 5, 6, 8, 9, 19, 25, 26\]. In majority of the papers the following two classes of singularities were studied: critical circle maps, where a map $f$ is smooth but the derivative vanishes at one point $f'(x_{cr}) = 0$, and circle maps with breaks, where a map $f$ is smooth outside of one point $x_{br}$ and it has a jump discontinuity of the first derivative at $x_{br}$. The type of singularity can be characterized by the order $\gamma > 1$ of the critical point, or by the size of the break $c = f'(x_{br} - 0)/f'(x_{br} + 0)$. The main result of the rigidity theory can be formulated in the following way: if two maps $f, g$ are topologically conjugate to each other, that is they have the same irrational rotation number $\rho$, and they also have the same type of singularity, namely the same $\gamma$, or the same $c$, then the conjugacy which maps the singular point into the singular point is $C^1$ smooth, provided the maps $f, g$ are sufficiently smooth outside of their singularities. For circle maps with a break point, one also has to impose some mild Diophantine conditions on the rotation number $\rho$. For critical maps, it is conjectured, and in many cases proved, that Diophantine conditions for $C^1$ rigidity are not needed. For a more restrictive class of rotation numbers, which includes irrational numbers of bounded type, one can
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prove that the conjugacy is \( C^{1+\epsilon} \) smooth for some \( \epsilon > 0 \), see [3, 6]. We should add that all the rigidity results in the critical case are proved only for \( \gamma \) being an odd integer number greater than 1, although it is generally believed that the rigidity statements remain valid for all \( \gamma > 1 \).

The rigidity theory is closely related to renormalization theory. One first has to prove the exponential convergence of renormalization which is the crucial step in establishing rigidity. Notice that convergence of renormalization normally holds for all irrational rotation numbers, and Diophantine conditions are only used to prove rigidity results.

The rigidity theory for maps with singularities is also related to the linearization theory (Herman theory) for smooth circle diffeomorphisms [11, 27]. The linearization theory says that any smooth enough circle diffeomorphism with a typical irrational rotation number \( \rho \) can be smoothly linearized, that is smoothly conjugate to the linear rotation \( f_\rho: x \mapsto x + \rho \) by the angle \( \rho \). Of course, the linear rotation here is just the simplest representative of the class of smooth diffeomorphisms with rotation number \( \rho \). As above, typical rotation number means that certain Diophantine conditions on \( \rho \) are satisfied. The important feature of the linearization theory is the fact that a conjugacy can be shown to be arbitrarily smooth if the map \( f \) is smooth enough. Usually one must first prove the \( C^1 \) smoothness of the conjugacy, and then upgrade it to higher smoothness using the smoothness of the map. Such an upgrade is well understood, and is based on some kind of bootstrap technique. To be more precise let us formulate the following theorem due to Katznelson and Ornstein [12]. We say that the rotation number \( \rho \) belongs to the Diophantine class \( D_\delta \) if there exists a constant \( C > 0 \) such that for all nonzero \( q \in \mathbb{Z} \) and \( p \in \mathbb{Z} \)

\[
|q\rho - p| \geq \frac{C}{q^{1+\delta}}.
\]

**Theorem 1** (Katznelson, Ornstein, 1989). Let \( f \in C^k, k > 2, k \in \mathbb{R} \) and \( \rho = \rho(f) \in D_\delta \). Assume that \( k - 1 - \delta > 1 \). Then \( f \) is linearizable,

\[
h \circ f \circ h^{-1} = f_\rho,
\]

and the conjugacy \( h \) is \( C^{k-1-\delta-\epsilon} \)-smooth for arbitrarily small \( \epsilon > 0 \).

It was proved in several cases [13, 23], and is likely to be true in general (D. Ornstein, private communication) that arbitrarily small \( \epsilon \) can be removed from the theorem.

In view of the above behaviour in the diffeomorphism case it is natural to ask whether higher smoothness of the conjugacy holds in the case of circle maps with singularities. In this paper we prove that it is not the case for maps with breaks. Namely, we prove that for any break size \( c \neq 1 \) there exists a positive constant \( \nu(c) < 1 \) such that for an arbitrary irrational rotation number \( \rho \) there exist analytic maps \( f \),
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$g$ with the break size $c$ and rotation number $\rho$ which are not $C^{2-\nu(c)}$ conjugate to each other. We also conjecture that similar statement holds for critical circle maps.

Related questions were studied in [17] and [22]. In the first paper it was shown that robust rigidity, which was established in the case of critical circle maps [15], does not hold for maps with a break point. In other words, $C^1$ rigidity requires certain conditions of the Diophantine type. In [22] it was proved that for Lebesgue generic rotation numbers $C^{1+\alpha}$ rigidity does not hold. The proof uses the growth rate of partial quotients $a_n$ in the continued fraction representation for $\rho = [a_1, a_2, \ldots, a_n, \ldots]$. Our approach is completely different. In particular, the main result holds for rotation numbers of bounded type for which the conjugacy is $C^{1+\alpha}$ smooth for some $\alpha > 0$, but it does not belong to the class $C^{2-\nu}$, as we show in this paper. Below we present a new general obstruction mechanism for higher smoothness rigidity. This new mechanism allows us to prove the main result for all irrational rotation numbers.

In the next five sections we formulate and prove the main theorem. We finish with concluding remarks and open problems in Sec. 8.

2. Statement of the main theorem

We will say that a circle homeomorphism is of class $B^r(p,c)$, $r = 1, \ldots, \infty, \omega$, if it is $C^r$ smooth everywhere except at the unique break point $x_{br} = p$, and the break size $f'(p - 0)/f'(p + 0)$ equals $c$. We shall always assume that $c \neq 1$. Let $B^r_{irr}(p,c)$ be the set of circle homeomorphisms $f \in B^r(p,c)$ that have irrational rotation numbers.

Denote by $S(f)$ the Schwarzian derivative of $f$:

$$S(f)(x) = \frac{f'''(x)}{f'(x)} - \frac{3}{2} \left( \frac{f''(x)}{f'(x)} \right)^2.$$

The main result of this paper is the following theorem and its corollary.

**Theorem 2.** For every $c \neq 1$ there exists a number $\nu(c) \in (0,1)$ such that the following property holds. Let $f \in B^3(p,c)$ be a circle homeomorphism with an irrational rotation number $\rho$ and negative Schwarzian derivative $S(f)$ at all points of smoothness. Let $g$ be the unique linear fractional circle map of the class $B^3(p,c)$ with the rotation number $\rho$. Then $f$ is not $C^{1+\alpha}$ conjugate to $g$ for any $\alpha > 1 - \nu(c)$.

**Remark 1.** Here and below a map $h$ is said to be $C^{1+\alpha}$, $0 < \alpha \leq 1$, if it is continuously differentiable and its derivative is Hölder continuous with exponent $\alpha$.

**Remark 2.** Note that the constant $\nu(c)$ depends only on $c \neq 1$, and does not depend on $f, g$ or $\rho$. 

Corollary 1. Consider a linear fractional circle homeomorphism \( g \in B^c_{\text{irr}}(p,c) \). Then there exists a family of circle homeomorphisms \( f_\varepsilon \in B^c(p,c), \varepsilon \in \mathbb{R} \), such that \( f_0 = g \), \( f_\varepsilon \) is continuous in \( \varepsilon \) in \( C^\infty([p,p+1]) \) topology, \( \rho(f_\varepsilon) = \rho \) for all \( \varepsilon \in \mathbb{R} \), but none of the maps \( f_\varepsilon, \varepsilon \neq 0 \), are \( C^{1+\alpha} \) conjugate to \( g \) with \( \alpha > 1 - \nu(\varepsilon) \).

Moreover, \( f_\varepsilon \) continuously depends on \( \varepsilon \) as an analytic map of some neighborhood of \([p,p+1]\) in \( \mathbb{C} \).

Let us deduce Corollary 1 from Theorem 2.

Proof of Corollary 1. Without loss of generality we may and will assume that \( p = 0 \).

Let \( \tilde{f}_\varepsilon \in B^c(0,e^\varepsilon) \) be given by \( \tilde{f}_\varepsilon(x) = \frac{e^\varepsilon - 1}{\varepsilon - 1} \) for \( \varepsilon \neq 0 \) and \( \tilde{f}_0(x) = x \).
Note that \( \tilde{f}_\varepsilon \) maps 0 to 0, 1 to 1, continuously depends on \( \varepsilon \), and has Schwarzian derivative \( S(\tilde{f}_\varepsilon) = S(e^\varepsilon) = \frac{e^\varepsilon - 1}{\varepsilon^2} < 0 \).

Let \( f_\varepsilon \) be given by \( f_\varepsilon = R_\varepsilon \circ \tilde{f}_\varepsilon \), where \( R_\varepsilon \) is a fractional linear map that we shall choose later. Note that, since \( S(R_\varepsilon) = 0 \), we have \( S(f_\varepsilon) = S(\tilde{f}_\varepsilon) = -\frac{e^\varepsilon - 1}{\varepsilon^2} < 0 \) for all \( \varepsilon \neq 0 \). Hence, by Theorem 2 it suffices to find \( R_\varepsilon \) such that that \( f_\varepsilon \in B^c(0,c), \rho(f_\varepsilon) = \rho(g) \), and \( f_\varepsilon \) is continuous in \( \varepsilon \). Equivalently, we need a continuous family of fractional linear maps \( R_\varepsilon, R_0 = \text{id} \), such that \( R_\varepsilon(1) = R_\varepsilon(0) + 1, R_\varepsilon(0) = ce^{-\varepsilon}, \) and \( \rho(R_\varepsilon \circ \tilde{f}_\varepsilon) = \rho(g) \). The first two conditions define \( R_\varepsilon \) up to an additive constant, and there is a unique choice of such a constant that leads to the prescribed rotation number \( \rho(g) \). Continuity of \( R_\varepsilon \) in \( \varepsilon \) easily follows from the continuity of \( \tilde{f}_\varepsilon \) and standard properties of the rotation number. \( \square \)

3. Schwarzian Derivative as a Mixed Partial Derivative

To avoid considering cases or adding unnecessary inequalities as assumptions, denote by \([x..y], x, y \in \mathbb{R}, \text{the interval } [\min(x,y), \max(x,y)]\) joining \( x \) to \( y \).

Given a smooth map \( f : I \to \mathbb{R} \), put

\[
\tilde{f}(x,y) = \begin{cases} 
\ln \frac{f(y) - f(x)}{y - x}, & \text{if } x \neq y; \\
\ln f'(x), & \text{if } x = y.
\end{cases}
\]

For \( f \in B^c(p,c) \), the function \( \tilde{f} \) is defined on \( I \times I, I = [p,p+1] \). For \( x = y = p \) and \( x = y = p + 1 \) we take the right and the left derivative of \( f \), respectively.

Function \( \tilde{f} \) describes how does \( f \) change the length of the interval \([x..y]\) in the logarithmic scale. Given four points \( x_1, x_2, x_3, x_4 \), a map \( f \) changes the logarithm of their cross-ratio by

\[
\ln \left( \frac{f(x_4) - f(x_3)}{f(x_3) - f(x_1)} : \frac{f(x_4) - f(x_2)}{f(x_2) - f(x_1)} \right) - \ln \left( \frac{x_4 - x_3}{x_3 - x_1} : \frac{x_4 - x_2}{x_2 - x_1} \right) = \tilde{f}(x_3, x_4) - \tilde{f}(x_3, x_1) + \tilde{f}(x_2, x_1) - \tilde{f}(x_2, x_4).
\]
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In particular, the limit of the left hand side as $x_3 \to x_4$ and $x_2 \to x_1$ exists and is equal to

$$
\lim_{x_3 \to x_4, x_2 \to x_1} \ln \left( \frac{f(x_4) - f(x_3)}{f(x_3) - f(x_1)} : \frac{f(x_4) - f(x_2)}{f(x_2) - f(x_1)} \right) - \ln \left( \frac{x_4 - x_3}{x_3 - x_1} : \frac{x_4 - x_2}{x_2 - x_1} \right) = 
\tilde{f}(x_1, x_1) + \tilde{f}(x_4, x_4) - 2\tilde{f}(x_1, x_4) := \xi_f(x_1, x_4).
$$

Since $\xi_f$ is a symmetric function, we will use notation $\xi_f(J)$ for $\xi_f(a, b)$, $J = [a, b]$. Our proof of Theorem 2 will be based on some estimates on $\xi_f$, and we will use the following simple formulas for $\tilde{f}_1 \circ \tilde{f}_2$ and $\xi_{f_1 \circ f_2}$.

$$
\tilde{f}_1 \circ \tilde{f}_2(x, y) = \tilde{f}_1(f_2(x), f_2(y)) + \tilde{f}_2(x, y),
$$

$$
\xi_{f_1 \circ f_2}(J) = \xi_{f_1}(f_2(J)) + \xi_{f_2}(J).
$$

It is easy to see that linear fractional maps preserve cross-ratio. Hence, $\xi_f(J) = 0$ if $f$ is a linear fractional map. If $f$ is $C^2$ smooth on $I$, then $\tilde{f}$ is $C^1$ smooth on $I \times I$. If $x \neq y$, then the mixed partial derivative of $\tilde{f}$ is given by

$$
\frac{\partial^2 \tilde{f}}{\partial x \partial y} = \frac{f'(x)f'(y)}{(f(y) - f(x))^2} - \frac{1}{(y - x)^2}.
$$

For a $C^4$ smooth function $f$ this function extends to a continuous function on $I \times I$, and on the diagonal we have

$$
\frac{\partial^2 \tilde{f}}{\partial x \partial y} \bigg|_{y=x} = \frac{1}{6} S(f)(x),
$$

where

$$
S(f)(x) = \frac{f'''(x)}{f'(x)} - \frac{3}{2} \left( \frac{f''(x)}{f'(x)} \right)^2
$$

is the Schwarzian derivative of $f$.

For analytic maps [5] is stated, e.g., in [10] but it is easy to verify (6) for any $C^3$ smooth function $f$ by substituting Taylor series expansions for $f(y)$ and $f'(y)$.

In particular, for $f$ from Theorem 2 for some $s > 0$ we have

$$
\frac{\partial^2 \tilde{f}}{\partial x \partial y} < -s
$$

in some neighborhood of the diagonal $x = y$. Indeed, take $s$ such that $S(f) < -6s$ everywhere, then [6] implies (7).
4. Preliminary estimates

In this section we remind some well-known estimates on the behaviour of the cross-ratio under smooth conjugacy. For completeness we provide proofs of these estimates. We also restate them in terms of \( \tilde{f} \) and \( \xi_f \) introduced above.

We start with the following observation.

**Lemma 1.** Let \( h : I \to \mathbb{R} \) be a \( C^{1+\alpha} \) smooth map with positive derivative, \( 0 < \alpha \leq 1 \). Then for any \( J \subset I \) we have \( \xi_h(J) = O(|J|^\alpha) \) as \( |J| \to 0 \). Moreover, if \( h \) is a \( C^2 \) smooth function, then \( |\xi_h(J)| = o(|J|) \) as \( |J| \to 0 \).

*Proof.* Recall that for \( J = [x, y] \subset I \) we have
\[
\xi_h(J) = \tilde{h}(x, x) + \tilde{h}(y, y) - 2 \tilde{h}(x, y) = \ln h'(x) + \ln h'(y) - 2 \ln \frac{h(y) - h(x)}{y - x}.
\]

The first inequality immediately follows from the Mean Value Theorem. Take \( a \in [x, y] \) such that \( h'(a) = \frac{h(y) - h(x)}{y - x} \). Since \( h' > 0 \) on \( I \), the function \( \ln h' \) is Hölder continuous as well, thus we have
\[
|\xi_h(J)| = | \ln h'(x) + \ln h'(y) - 2 \ln h'(a)|
\leq | \ln h'(x) - \ln h'(a)| + | \ln h'(y) - \ln h'(a)|
= O(|x - a|^\alpha) + O(|y - a|^\alpha)
= O(|x - y|^\alpha).
\]

Now let us prove that for a \( C^2 \) smooth map \( h \), \( h' > 0 \), we have \( \xi_h(J) = o(|J|) \). Since \( \ln h' \) is a \( C^1 \) smooth function, we have
\[
\ln h'(x) + \ln h'(y) = 2 \ln h' \left( \frac{x + y}{2} \right) + o(|J|),
\]
thus it suffices to show that
\[
\ln h' \left( \frac{x + y}{2} \right) - \ln \frac{h(y) - h(x)}{y - x} = o(|J|).
\]

Since \( \ln \) is an analytic function and both arguments are bounded away from 0 and \( \infty \), it suffices to show that
\[
h' \left( \frac{x + y}{2} \right) - \frac{h(y) - h(x)}{y - x} = o(|J|).
\]

This estimate holds for any \( C^2 \) smooth function \( h \), and it can be easily proved by rewriting \( h(x) \) and \( h(y) \) using Taylor’s theorem with center \( \frac{x + y}{2} \) and Lagrange form of the remainder. \( \square \)

**Corollary 2.** Let \( f \) and \( g \) be two piecewise differentiable circle homeomorphisms conjugate by a diffeomorphism \( h \), \( h \circ f = g \circ h \). Then for
Theorem 2. Consider a circle homeomorphism $f \in B^3(p, c)$ such that $S(f) < 0$ on $[p, p + 1]$. Then there exist positive $\varepsilon$ and $s$ such that for any interval $J \subset [p, p + 1]$, $|J| < \varepsilon$ we have

$$\xi_f(J) \leq -s|J|^2.$$  

Proof. Take $s > 0$ and $\varepsilon > 0$ such that $\frac{\partial^2 \hat{f}}{\partial x \partial y}(x, y) \leq -s$ for any $x, y \in [p, p + 1], |y - x| < \varepsilon$, see (7) for details. Now consider an interval $J = [x, y] \subset [p, p + 1], |J| < \varepsilon$, and apply the Fundamental Theorem of Calculus twice,

$$\xi_f(J) = \hat{f}(x, x) + \hat{f}(y, y) - \hat{f}(x, y) - \hat{f}(y, x)$$

$$= \int_x^y \int_x^y \frac{\partial^2 \hat{f}}{\partial x \partial y}(a, b) \, da \, db$$

$$\leq -s|J|^2.$$  

Summarizing Corollary 2 (8), and Lemma 2 we get the following statement.
Lemma 3. In the settings of Theorem 2, there exists \( \varepsilon > 0 \) such that the following holds. Consider a number \( n \in \mathbb{N} \) and a closed interval \( J \) such that \( p \notin \bigcup_{k=0}^{n-1} \text{int}(f^k(J)) \) and \( |f^k(J)| \leq \varepsilon, 0 \leq k < n \). Then

\[
\sum_{k=0}^{n-1} |f^k(J)|^2 = O(|J|^n + |f^n(J)|^n), \quad \text{if } h \in C^{1+\alpha}(S^1);
\]

\[
\sum_{k=0}^{n-1} |f^k(J)|^2 = o(|J| + |f^n(J)|), \quad \text{if } h \in C^2(S^1)
\]

as \( \max(|J|, |f^n(J)|) \to 0 \). Here both estimates are uniform in \( n \).

5. Decay of the intervals of dynamical partitions

In this section we prove some estimates on the lengths of the intervals of dynamical partitions for a circle homeomorphism with a break. We use convergence of renormalizations to strengthen some well-known estimates on these lengths: we show that bounds depend only on \( c \), not on \( f \) or \( \rho(f) \). While the proof of Theorem 2 only uses these estimates for \( f \in B_{irr}^2(p, c) \), we state and prove them for a larger class of homeomorphisms. Namely, put

\[
B_{irr}^{2+}(p, c) = \bigcup_{\varepsilon > 0} B_{irr}^{2+\varepsilon}(p, c).
\]

Let \( f \) be a circle homeomorphism with an irrational rotation number \( \rho = [a_1, a_2, \ldots, a_n, \ldots] \). Recall that the sequence of dynamical partitions \( \zeta_n \) for \( f \) with a base point \( p \) is defined in the following way. Put \( \Delta_n^0 = [p..f^n(p)] \), \( \Delta_n^k = f^k \Delta_n^0 \), \( n, k \in \mathbb{N} \), where \( q_n \) are the denominators of the continued fraction convergents \( \frac{p_n}{q_n} = [a_1, a_2, \ldots, a_n] \).

Fix \( n \) and consider two sequences of intervals \{ \( \Delta_{n-1}^k \mid 0 \leq k < q_n \} \) and \{ \( \Delta_n^m \mid 0 \leq m < q_{n-1} \} \). It is a simple combinatorial fact \cite{23} that together these two sequences form a partition of the unit circle, which we denote by \( \zeta_n \). In particular, the interiors of the elements of \( \zeta_n \) are pairwise disjoint.

The main result of this section is the following theorem. It says that all intervals of \( \zeta_n \) are exponentially small, and the shortest of the intervals \( \Delta_{n-1}^k \in \zeta_n, 0 \leq k < q_n \), is exponentially smaller than its invariant measure.

Theorem 3. There exist universal constants \( \gamma_1(c), \gamma_2(c) \in (0, 1) \) such that for any circle homeomorphism \( f \in B_{irr}^{2+}(p, c) \), the following asymptotic estimates hold:

\[
\max_{\Delta \in \zeta_n} |\Delta| = O((\gamma_1(c))^n);
\]

\[
\min_{0 \leq k < q_n} |\Delta_{n-1}^k| = O((\gamma_2(c))^n \mu_{n-1}),
\]

where \( \mu_{n-1} = |q_{n-1} \rho - p_{n-1}| \) is the invariant measure of each \( \Delta_{n-1}^k \).
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Here the constants behind the $O(\cdot)$ notation may depend on $f$ but $\gamma_1$ and $\gamma_2$ depend only on $c$, not on $f$ or its rotation number. We prove the first estimate in Corollary 3 and the second estimate in Lemma 15. Then we deduce Theorem 2 from Theorem 3 in Sec. 6.

5.1. Renormalizations and derivatives of $f^k$. Given a circle homeomorphism with an irrational rotation number, we define renormalized maps $f_n$, $g_n$ which correspond to two branches of the first return map onto the fundamental interval $I_n = \Delta^0_{n-1} \cup \Delta^0_n$ expressed in the renormalized coordinate $z$. Coordinate $z$ corresponds to the affine change of variables such that $z(p) = 0$, $z(f^{q_n-1}p) = -1$. It is easy to see that

$$f_n(z) = A_n^{-1} \circ f^{q_n} \circ A_n(z), \quad z \in [-1,0],$$

$$g_n(z) = A_n^{-1} \circ f^{q_n-1} \circ A_n(z), \quad z \in [0,\alpha_n],$$

where $A_n$ is the change of coordinates from $z$ to $x$ and $\alpha_n = |\Delta^0_n|/|\Delta^0_{n-1}|$.

Note that $g_n$ differs from $f_{n-1}|[-\alpha_{n-1}\alpha_n,0]$ by a linear change of coordinate,

$$g_n(z) = -\frac{1}{\alpha_{n-1}} f_{n-1}(-\alpha_{n-1} z)$$

The pair $R^n f = (f_n(z), g_n(z))$ is called the $n$-th step renormalization of $f$. On each step the renormalization transformation $R$ transforms $R^n f$ into $R^{n+1} f$ corresponding to the first return map to the fundamental interval $I_{n+1}$. Notice that $R^n f$ can be viewed as a circle homeomorphism $R f_n : [-1,\alpha_n]/(-1 \sim \alpha_n) \to [-1,\alpha_n]/(-1 \sim \alpha_n)$. This circle homeomorphism has two breaks, at 0 and at $-1 \sim \alpha_n$. It is easy to see that the product of the sizes of these breaks is equal to $c$,

$$\frac{g_n'(0)}{f_n'(0)} \cdot \frac{f_n'(-1)}{g_n'(\alpha_n)} = c.$$

Indeed, $f_n \circ g_n = g_n \circ f_n = A_n^{-1} \circ f^{q_n+q_n-1} \circ A_n$, and the product of break sizes is equal to the break size of $f^{q_n+q_n-1}$ at zero.

The following result was proved in [16] and [24]; see also [7] for a simpler proof of the estimate in $C^1$ metric.

**Theorem 4** ([16, Proposition 4.6 and Theorem 2, 24, Assertions 1, 2, 7, Theorem 4]). For any $f \in B_{irr}^{2+}(p,c)$, $c \neq 1$, there exist real numbers $C > 0$, $0 < \lambda < 1$ and a sequence $v_n$ such that

$$\text{dist}_{C^2[-1,0]}(f_n, F_{\alpha_n,v_n,c_n}(z)) \leq C \lambda^n;$$

Here and below

$$c_n = c^{(-1)^n}, \quad F_{\alpha,v,c}(z) = \frac{\alpha + \sqrt{cz}}{1 - vz}. $$
Moreover, if $n$ is large enough, then $(\alpha_n, v_n) \in U_c$, where
\[
U_c = [0, \sqrt{c}] \times \left[ \frac{\sqrt{c} - 1}{2}, \sqrt{c} - 1 \right] \quad \text{if } c > 1
\]
\[
U_c = [0, \sqrt{c}] \times \left[ \sqrt{c} - 1, \frac{\sqrt{c} - 1}{2} \right] \quad \text{if } c < 1.
\]

Put $\hat{c} = \max(c, c^{-1})$. Next lemma provides a uniform convexity bound on $f_m$ and $g_m$ for large $m$.

**Lemma 4.** For any $c \neq 1$, $Q_2 > 2(\hat{c}^{3/2} - \hat{c})$, $Q_1 \in (0, \hat{c}^{-1} - \hat{c}^{-3/2})$, and $f \in B_{1rr}^{2+}(p, c)$ for all $m$ large enough we have
\[
(15a) \quad Q_1 < |f_m''(z)| < Q_2, \quad z \in [-1, 0],
\]
\[
(15b) \quad |g_m''(z)| < Q_2, \quad z \in [0, \alpha_m].
\]
The second derivatives $f_m''(z), g_m''(z)$ are positive if $c_m > 1$, and negative if $c_m < 1$.

**Proof.** It suffices to prove (15a), then (15b) will follow from (15a) and (11). Since $\text{dist}_{C[-1,0]}(f_m, F_{\alpha_m,v_n,c_n}) \to 0$ as $m \to \infty$, it suffices to prove that for any $(\alpha, v) \in U_c$, $\hat{c} = \max(c, 1/c)$, the second derivative $F_{\alpha,v,c}'' = \frac{2c(\alpha v + \sqrt{c})}{(1-v^2)^\alpha}$ has the same sign as $(c - 1)$ and its absolute value belongs to the interval $[\hat{c}^{-1} - \hat{c}^{-3/2}, 2(\hat{c}^{3/2} - \hat{c})]$. These estimates follow immediately from the definition of $U_c$. \hfill \Box

From now on, we fix some $Q_1(c)$ and $Q_2(c)$ that satisfy assumptions of Lemma 4. Note that for sufficiently large $m$ we have $\alpha_{m-1} \leq \sqrt{c_{m-1}}$, thus (15b) implies a uniform upper bound on the second derivative of $g_m$,
\[
|g_m''(z)| < \sqrt{c}Q_2(c).
\]
On the other hand, if $\alpha_{m-1}$ is very small, then we have no lower estimate on $|g_m''(z)|$. However, the next lemma shows that $\alpha_n$ cannot be too small provided that $c_n > 1$.

**Lemma 5** (cf. [24, Assertion 6]). For any circle homeomorphism $f \in B_{1rr}^{2+}(p, c)$ and any $\delta > 0$, for sufficiently large $n$ such that $c_n = \hat{c} > 1$ we have
\[
\alpha_n > \frac{\sqrt{c_n} - 1}{4} - \delta.
\]

**Proof.** Since $f$ has an irrational rotation number, we have $f_n(z) > z$ on $[-1, 0]$ for all $n$. We will use Theorem 4 to rewrite this fact in terms of $F_{\alpha_n,v_n,c_n}$ and deduce (16). Namely, take a large $n$ such that $d = \text{dist}_{C[-1,0]}(f_n, F_{\alpha_n,v_n,c_n}) < \frac{2\delta}{\sqrt{c_n} + 1}$ and $\frac{\sqrt{c_n} - 1}{2} \leq v_n \leq \sqrt{c_n} - 1$. The numerator of $F_{\alpha_n,v_n,c_n}(z) - z$ takes its minimal value at $z_0 = \frac{1 - \sqrt{c_n}}{2v_n}$. 

\[
\alpha_n > \frac{\sqrt{c_n} - 1}{4} - \delta.
\]
Finally, we substitute formulas for $U$ follows from the definitions of $F$

Proof. For simplicity we will only deal with the case $F$

and we get

Next we provide an explicit estimate on the total distortion of $Rf_m$

Lemma 6. For any map $f \in B_{irr}^{2+}(p, c)$ and $D > \hat{c}^4$, for sufficiently large $m \in \mathbb{N}$ the total distortion of $Rf_m$ over the circle $[−1,\alpha_m]/(-1 \sim \alpha_m)$ is less than $D$,

(17) \[D(Rf_m) = \exp[\var{\ln Rf'_m(z)}] < D.\]

Proof. For simplicity we will only deal with the case $c_m = \hat{c} > 1$. The other case is completely analogous. Due to Lemma 4, the map $Rf_m$ is convex both on $[−1,0]$ and $[0,\alpha_m]$, hence $\ln Rf'_m$ is a monotonically increasing function on both intervals. Next, for sufficiently large $m$ we have $f'_m(0) > \sqrt{c}$ and $g'_m(0) = f'_{m-1}(0) < \sqrt{c}$. This is true because these inequalities hold for $F_{\alpha_m,\nu_m,\nu_m}$ and $f_m$ is close to it. Therefore, $f'_m(0) > g'_m(0)$. Moreover, (12) implies have $f'_m(-1) > g'_m(\alpha_m)$. Thus

\[\begin{align*}
D(Rf_m) &= \frac{f'_m(0)}{f'_m(-1)} \times \frac{f'_m(0)}{g'_m(0)} \times \frac{g'_m(\alpha_m)}{g'_m(0)} \times \frac{f'_m(-1)}{g'_m(\alpha_m)} \\
&= \left(\frac{f'_m(0)}{g'_m(0)}\right)^2 \times \left(\frac{g'_m(\alpha_m)}{g'_m(0)}\right)^2.
\end{align*}\]

Due to (13), it suffices to prove that $\frac{F'_{\alpha_m,\nu_m,\nu_m}(0)}{F'_{\alpha_m,\nu_m,\nu_m}(0)} \leq \hat{c}^2$ whenever

$(\alpha_m,\nu_m) \in U_{\hat{c}}$ and $(\alpha_m-1,\nu_m-1) \in U_{1/\hat{c}}$. This estimate immediately follows from the definitions of $U_{\hat{c}}$ and $F_{\alpha_m,\nu_m,\nu_m}$. \(\square\)

From now on, we fix $D = D(c) > \hat{c}^4$. Then for sufficiently large $m$ we can combine the inequality $D(Rf_m) < \hat{c}^4$ with Denjoy inequalities to obtain the following estimates. First, for any $x \in I_m$, and $n \geq m$ we have

(18) \[D^{-1}(c) < D^{-1}(Rf_m) \leq (f'^n)'(x) \leq D(Rf_m) < D(c)\]

whenever $f'^n$ is differentiable at $x$. Second, for any $x, y \in I_m$, and $k$ such that the intervals $Rf_m^j[x..y]$, $j = 0, \ldots, k - 1$, are pairwise disjoint we have

(19) \[D^{-1}(c) < D^{-1}(Rf_m) \leq \frac{(Rf_m^k)'(x)}{(Rf_m^k)'(y)} \leq D(Rf_m) < D(c).\]

Let us generalize (18) from $x \in I_m$ to $x \in S^1$.

Lemma 7. For any $f \in B_{irr}^{2+}(p, c)$, for sufficiently large $n$ we have

$D^{-1}(c) < (f'^n)'(x) < D(c)$ whenever $f'^n$ is differentiable at $x$.\]
Denjoy inequality says that \( D(f)^{-1} \leq (f^q)'(x) \leq D(f) \). However, this estimate depends on \( f \), and we need a uniform estimate.

**Proof.** Choose \( m \) as in Lemma 6. Due to (18), the desired inequality holds on \( I_m \). Now, for any \( x \in S^1 \) we have \( f^j(x) \in I_m \) for some \( 0 \leq j < q_m \), and

\[
(f^q)'(x) = \frac{\prod_{i=0}^{j-1} f'(x_i)}{\prod_{i=0}^{j-1} f'(x_i + q_i)} (f^q)'(x_j),
\]

where \( x_i = f^i(x) \). Since the upper bound for \( j \) does not depend on \( n \), the first term is arbitrarily close to one for \( n \) large enough, hence we get the required estimate on \( (f^q)'(x) \) for any \( x \). \( \square \)

Choose an arbitrary point \( x_0 \) and consider the interval \( \Delta = [x_0, f^{q_{n-1}}(x_0)] \).

Let \( w \) be the renormalized affine coordinate that plays the same role for the point \( x_0 \) as the coordinate \( z \) for the break point \( p \): \( w = 0 \) corresponds to \( x = x_0 \) and \( w = -1 \) corresponds to \( x = f^{q_{n-1}}(x_0) \). Let \( h_n \) be the map \( f^q \) written in the chart \( w \). The map \( h_n \) is analogous to \( f_m \) except that the starting point for the dynamical partition is taken with the base point \( x_0 \) rather than the break point \( p \).

**Lemma 8.** There exist universal constants \( \hat{Q}_2(c) > \hat{Q}_1(c) > 0 \) such that for all \( f \in B_{\alpha_r}^+(p, c) \) for sufficiently large \( n \) the following holds. For all \( x_0 \in S^1 \) and \( w \in [-1, 0] \) such that \( h_n''(w) \) is defined, we have \( \hat{Q}_1(c) \leq |h_n''(w)| \leq \hat{Q}_2(c) \). The second derivative \( h_n''(w) \) is positive if \( c_n > 1 \) and is negative if \( c_n < 1 \).

**Proof.** Recall that \( D(c) \) is a number greater than \( \varepsilon c^4 \). Fix \( m \) such that \( c_{m-1} > 1 \) and all the estimates from previous lemmas hold for \( Rf_m \). In particular, inequalities (15), (16), and definition of \( U_r \) imply that we have a uniform estimate on the second derivative of \( Rf_m \). Namely, for every point \( z \in [-1, \alpha_m] \) such that \( Rf_m''(z) \) is defined we have

\[
(20) \quad -\hat{Q}_2(c) < Rf_m''(z) < -\hat{Q}_1(c),
\]

where \( \hat{Q}_1(c) = Q_1(c) \min\left(1, \frac{\sqrt{c} - 1}{4}\right) \), \( \hat{Q}_2(c) = Q_2(c)\sqrt{c} \).

First consider the case \( \Delta \subset I_m = \Delta_{m-1}^0 \cup \Delta_m^0 \). Note that \( \Delta \) can be viewed as an element of the dynamical partition for \( Rf_m \) with base point \( z(x_0) \). Let \( B \) be the affine change of variables from \( w \) to \( z \), where \( z \) is the renormalized coordinate on \( I_m \). Then \( h_n = B^{-1} \circ (Rf_m)^q \circ B \), where \( q \) is the denominator of the continued fraction approximation for the rotation number of \( Rf_m \) corresponding to \( f^q \). Denote \( z = B(w) \), \( z_j = (Rf_m)^j z \), \( j \geq 0 \). Then

\[
h_n''(w) = (Rf_m^q)'(z) \sum_{j=0}^{q-1} \left[ \frac{Rf_m''(z_j)}{Rf_m'(z_j)} B'(Rf_m^j)'(z) \right].
\]
The inequalities (118) and (20) provide us with estimates on \((Rf^j_m)'(z) = (f^{q_m})'(A_m(z)), Rf^j_m(z),\) and \(Rf^j_m(z) = (f^{q_m})'(A_m(z))\). Hence, it suffices to estimate \(B'\sum_{j=0}^{q-1}(Rf^j_m)'(z)\).

Let \(\Delta' = [B(-1).B(0)]\) be the interval \(\Delta\) written in the chart \(z\). Let \(l_j, j \geq 0\) be the length of the interval \(Rf^j_m(\Delta')\), Then \(B' = l_0\) and \((Rf^j_m)'(z)l_0/l_j\) is the ratio of the derivatives of \(Rf^j_m\) at two points on \(\Delta'\), hence due to (19) we have

\[
D^{-1}(c)\frac{l_j}{l_0} < (Rf^j_m)'(z) < D(c)\frac{l_j}{l_0}
\]

for all \(j = 0, \ldots, q - 1\).

The pairwise disjoint intervals \(Rf^j_m(\Delta'), j = 0, \ldots, q-1\), are included by \(I_m = [-1, \alpha_m]\) while their union with their images under \(Rf^j_m\) covers this interval. Since \((Rf^j_m)' \in (D(c)^{-1}, D(c))\), we have

\[
\frac{1}{1 + D(c)} < \frac{1 + \alpha_m}{1 + D(c)} \leq \sum_{j=0}^{q-1} l_j \leq 1 + \alpha_m \leq 1 + \sqrt{c},
\]

where the outer inequalities follow from \(0 < \alpha_m \leq \sqrt{c}\). Thus

\[
\frac{\hat{Q}_1(c)}{D(c)D^2(Rf_m)(1 + D(c))} < |h_n''(w)| < \hat{Q}_2(c)D(c)D^2(Rf_m)(1 + \sqrt{c}).
\]

Finally, if \(\Delta\) does not belong to \(I_m\), we will choose a number \(s\) such that \(f^s\Delta\) belongs to \(I_m\) (an upper estimate on \(s\) depends only on \(m\)), and use the above estimate for the map \(f^{q_n}\) on \(f^s\Delta\). Since for large \(n\) the map that takes a relative coordinate \(w \in [-1, 0]\) corresponding to \(\Delta\) into a relative coordinate \(w_s \in [-1, 0]\) corresponding to \(f^s\Delta\) is close to the identity, we get a required estimate with \(\hat{Q}_1(c) = \frac{\hat{Q}_1(c)}{D^3(c)(1 + D(c))}, \hat{Q}_2(c) = \hat{Q}_2(c)D^3(c)(1 + \sqrt{c})\) for a sufficiently large \(n\).

5.2. Lengths of the intervals \(\Delta^k\). In this subsection we use uniform estimates on the derivatives of \(f^k\) established above to estimate the lengths of \(\Delta^k\) and prove Theorem 3. First we use Lemma 1 to show that all intervals are exponentially small, then we use convexity to show that some intervals of \(\zeta_n\) are exponentially small compared to other intervals of the same partition.

Lemma 9. For \(f \in B^{2+}_{irr}(p,c)\), and for sufficiently large \(n\), the following holds. Consider two intervals \(\Delta = \Delta^k_{n-1}, 0 \leq k < q_n,\) and \(\Delta' \in \zeta_{n+2}, \Delta' \subset \Delta\). Then

\[
\frac{|\Delta'|}{|\Delta|} \leq \Lambda(c) := \frac{1}{1 + D^{-1}(c)}.
\]

Moreover, if \(a_{n+1} > 1\), then the same estimate holds for any \(\Delta' \in \zeta_{n+1}, \Delta' \subset \Delta\).
Corollary 3. For any $f \in B_{ir}^2(p,c)$ we have
\[
\max_{0 \leq k < q_n} |\Delta_{n-1}^k| = O\left(\Lambda(c)^{n/2}\right)
\]
as $n \to \infty$.

In the next few lemmas we will prove the second part of Theorem 3.

Proof. Let $\Delta = \Delta_{n-1}^k$ and $\Delta' = \Delta_{n-1}^m \subset \Delta$, $m \in \{n, n+1, n+2\}$ be two intervals satisfying assumptions of the lemma. It is easy to see that $\Delta$ includes one of the intervals $f^{\pm q_n} (\Delta')$. Due to Lemma 7, for sufficiently large $n$ we have $|f^{\pm q_n} (\Delta')| \geq D^{-1}(c)|\Delta'|$, hence
\[
\frac{|\Delta'|}{|\Delta|} \leq \frac{|\Delta'|}{|\Delta'| + |f^{\pm q_n} (\Delta')|} \leq \frac{1}{1 + D^{-1}(c)} = \Lambda(c).
\]

Iterating the estimate from Lemma 9, we immediately get the first part of Theorem 3.

Proof. Choose $N(f)$ so large that conclusions of Lemma 7 and Lemma 8 hold for $n \geq N(f)$, then choose $n > N(f)$. As in Lemma 8 let $w$ be the renormalized affine coordinate corresponding to the interval $\Delta = \Delta_{n-1}^k$; let $h$ be the map $f^{q_n}$ written in this chart. Since the map $h$ is uniformly convex (up or down) with at most one break point inside $[-1,0]$, it cannot be uniformly close to identity. In other words, there exists a universal constant $d(c) > 0$ such that $h_n(w_0) - w_0 \geq d(c)$ for some $w_0 \in [-1,0]$. We claim that (21) holds for $r(c) = \frac{d(c)}{\sqrt{\gamma(c)}}$.

Let $x_0 \in \Delta$ be the point such that $w(x_0) = w_0$. Put $I = [x_0, f^{q_n}(x_0)]$, then $|I| \geq d(c)|\Delta|$. The interval $I$ has the same invariant measure as each of $\Delta_n'$. Consider two cases.
If $x_0$ belongs to one of the subintervals $J = \Delta^l_n \subset \Delta$, then $I \subset J \cup f^{q_n}(J)$. Since $D(c)|J| \geq |f^{q_n}(J)|$, we have

$$|J| \geq \frac{|I|}{1 + D(c)} \geq \frac{d(c)}{1 + D(c)}|\Delta| > \frac{d(c)}{2D(c)}|\Delta| = r(c)|\Delta|.$$ 

If $x_0 \in \Delta^k_{n+1}$, then $I$ is covered by the union of $\Delta^k_{n+1}$ and $\Delta^k_n$, thus one of these two intervals has length at least $\frac{|I|}{2}$. Note that $f^{-q_n}(\Delta^k_{n+1}) \subset \Delta^k_{n+1} - q_n$ and $f^{q_n-1}(\Delta^k_n) = \Delta^k_{n+1} - q_n$. Since the derivatives of $f^{q_n}$ and $f^{q_n-1}$ belong to the interval $[D^{-1}(c), D(c)]$, one of the intervals $\Delta^k_{n+1} - q_n \subset \Delta$, $\Delta^k_{n+1} \subset \Delta$ has length at least $\frac{|I|}{2D(c)} \geq \frac{d(c)}{2D(c)}|\Delta| = r(c)|\Delta|$. □

The following corollary follows immediately from the previous lemma.

**Corollary 4.** For each $f \in B^{2+}_{irr}(p, c)$ there exists a constant $C(f) > 0$ such that $\max_{0 \leq k < q_n} |\Delta^k_n| \geq C(f)r^n(c)$

**Lemma 11.** For any $f \in B^{2+}_{irr}(p, c)$, for sufficiently large $n$ such that $a_{n+1} > 1$ the following holds. For each interval $\Delta^k_{n-1}$, $0 \leq k < q_n$, there exists a subinterval $\Delta^l_n \subset \Delta^k_{n-1}$, $0 \leq l < q_{n+1}$, such that

$$\frac{|\Delta^l_n|}{|\Delta^k_{n-1}|} \leq (1 - r(c)) \frac{a_{n+1} + 1}{a_{n+1} - 1} \times \frac{\mu(\Delta^l_n)}{\mu(\Delta^k_{n-1})}.$$  

*Proof.* The interval $\Delta^k_{n-1}$ includes $a_{n+1}$ subintervals $\Delta^l_n$, $0 \leq l < q_{n+1}$. Due to Lemma 10 one of them has length at least $r(c)|\Delta^k_{n-1}|$, hence one of the other $a_{n+1} - 1$ subintervals has length at most $\frac{1 - r(c)}{a_{n+1} - 1}|\Delta^k_{n-1}|$. On the other hand, $\mu(\Delta^l_n) \geq \frac{\mu(\Delta^k_{n-1})}{a_{n+1} + 1}$. Dividing these two inequalities, we obtain the required estimate. □

Since $\frac{a_{n+1} + 1}{a_{n+1} - 1} \to 1$ as $a_{n+1} \to \infty$, we have the following estimate.

**Corollary 5.** For any $\gamma > 1 - r(c)$ there exists $A(c, \gamma)$ such that for any $f \in B^{2+}_{irr}(p, c)$ for sufficiently large $n$ such that $a_{n+1} \geq A(c, \gamma)$ the following holds. For each interval $\Delta^k_{n-1}$, $0 \leq k < q_n$, there exists a subinterval $\Delta^l_n \subset \Delta^k_{n-1}$, $0 \leq l < q_{n+1}$, such that

$$\frac{|\Delta^l_n|}{|\Delta^k_{n-1}|} \leq \frac{\gamma - \mu(\Delta^l_n)}{\mu(\Delta^k_{n-1})}.$$  

From now on, we fix some $\gamma(c) \in (1 - r(c), 1)$ and put $A(c) = A(c, \gamma(c))$. Consider the case when $a_{n+1}$ is smaller than $A(c)$. We start with a simple observation.

**Lemma 12.** Consider a map $f \in B^{2+}_{irr}(p, c)$. Let $n$ be so large that the conclusion of Lemma 7 holds for $f^{q_n-1}$ and $f^{q_n}$. Then for each $k = 0, \ldots, q_n - 1$ we have

$$|\Delta^k_{n-1}| \leq C(D, a_{n+1})|\Delta^k_n|,$$
where

\[ C(D, a_{n+1}) = D \left( 1 + \sum_{i=0}^{a_{n+1}-1} D^i \right). \]

**Proof.** This lemma immediately follows from the inclusion

\[ \Delta_{n-1}^k \subset f^{-q_n}(\Delta_n^k) \cup \bigcup_{i=0}^{a_{n+1}-1} f^{q_n+i q_n}(\Delta_n^k) \]

and the estimates on the derivatives of \( f^{q_m} \) and \( f^{q_{n-1}} \).

**Lemma 13.** There exist two universal positive constants \( \alpha(c), \beta(c) \) such that for any \( f \in B^{2+}_{irr}(p, c) \) for sufficiently large \( n \) the following holds. Suppose \( a_{n+1} \leq A(c), a_{n+2} \leq A(c) \). Then for each \( \Delta = \Delta_{n-1}^k \) one can find a closed subinterval \( \hat{\Delta} \subset \Delta \cap f^{-q_n}(\Delta) \) of length at least \( |\Delta| - \alpha(c)|\Delta| \) such that \( |\log(f^{q_n})'(x)| \geq \beta(c) \) for \( x \in \hat{\Delta} \).

**Proof.** First we prove a lower estimate on the length of the interval \( I = \Delta \cap f^{-q_n}(\Delta) = [f^{k+q_n-1}(p), f^{k-q_n}(p)] \). Since \( a_{n+1} \leq A(c) \) and \( a_{n+2} \leq A(c) \), Lemma 12 implies that \( |\Delta_{n-1}^k| \geq C^{-1}(D(c), A)|\Delta| \) and \( |\Delta_{n+1}^k| \geq C^{-2}(D(c), A)|\Delta| \). Note that \( \Delta_{n+1}^k \subset f^{q_n}(I) \), hence \( |I| \geq \frac{1}{D(c)C^2(D(c), A)} |\Delta| \).

Now we divide \( I \) into three subintervals of equal length. We state that one of these subintervals satisfies all the requested properties. Each of them automatically satisfies the properties \( \hat{\Delta} \subset \Delta \cap f^{-q_n}(\Delta) \) and \( |\Delta| - \alpha(c)|\Delta| \) with \( \alpha(c) = \frac{1}{3D(c)C^2(D(c), A)} \), so it suffices to prove that \( |\ln(f^{q_n})'(x)| \) is bounded away from zero on one of these subintervals.

Note that \( (f^{q_n})'(x) = h_n'(w(x)) \), so it suffices to prove a similar estimate for \( h_n \). Using convexity of \( h_n \) we conclude that the estimate holds for either the left or the right of these subintervals with \( \beta(c) = \ln(1 + Q_1 \alpha(c)/2) \).

Assume now that several partial quotients \( a_{n+1}, a_{n+2}, \ldots, a_{n+m} \) are all smaller than \( A(c) \).

**Lemma 14.** There exist universal constants \( m(c) \in \mathbb{N} \) and \( 0 < \gamma_2(c) < 1 \) such that for each \( f \in B^{2+}_{irr}(p, c) \) if \( n \) is large enough and \( a_{n+i} \leq A(c), 1 \leq i \leq m(c) + 1 \), then for any \( \Delta = \Delta_{n-1}^k, 0 < k < q_n \), one can find a subinterval \( \hat{\Delta} \subset \Delta \) which is an element of the partition \( \zeta_{n+m(c)} \) such that

\[ \frac{|\hat{\Delta}|}{|\Delta|} \leq \gamma_2(c) \frac{\mu(\hat{\Delta})}{\mu(\Delta)}. \]

**Proof.** Choose \( m(c) \) so that \( \Lambda(c)^{\frac{m(c)}{2+}} < \frac{\alpha(c)}{2} \), where \( \Lambda(c) \) is the same as in [Lemma 9], then choose \( N = N(f) \) such that for \( n \geq N \) the estimates from all previous lemmas hold true. A partitioning of any interval \( \Delta = \Delta_{n-1}^k, 0 < k < q_n \) onto smaller subintervals corresponding to the
partition $\zeta_{n+m(c)}$ generates two finite conditional probability distributions: $P = (p_i, 1 \leq i \leq M)$ corresponding to the Lebesgue measure, and $Q = (q_i, 1 \leq i \leq M)$ related to the invariant measure $\mu$. Since $a_{n+i} \leq A(c), 1 \leq i \leq m(c)+1$, we have $q_i \geq \varepsilon(c) = (A+1)^{-m(c)-1}, i = 1, \ldots, M$. Hence, one of the ratios $A_{i} = 1$. We have to show that there exists $0 < \gamma_2(c) < 1$ such that $p_i \leq \gamma_2(c)q_i$ for at least one index $i$. Denote $\hat{\Delta}$ be the subinterval of $\Delta$ provided by Lemma 13. Due to the choice of $m(c)$ and Lemma 9, the lengths of all elements of the partition $\zeta_{n+m(c)}$ inside $\Delta$ are less than $\frac{\alpha(c)}{2}|\Delta|$, hence one of these elements $\Delta'$ is included by $\hat{\Delta}$. Since the derivative $(f^n)'$ is uniformly bounded away from 1 on $\hat{\Delta}$, we have $|\ln \frac{|f^n(\Delta')|}{|\Delta|}| \geq \beta(c)$. Hence, there exists a pair $1 \leq i, j \leq M$ such that $\frac{p_i}{q_i} \geq \exp (\beta(c))$ and $q_i = q_j$. Since $\frac{p_i}{q_i} \geq \exp (\beta(c))$, we have either $\frac{p_i}{q_i} \leq \exp \left(-\frac{\beta(c)}{2}\right)$, or $\frac{p_i}{q_i} \geq \exp \left(\frac{\beta(c)}{2}\right)$. In the former case we already have the desired estimate. In the latter case the inequalities $1 > \frac{p_i}{q_i} \geq \exp \left(\frac{\beta(c)}{2}\right)q_i$ and $q_i \geq \varepsilon$ imply

$$\frac{\sum_{s \neq i} p_s}{\sum_{s \neq i} q_s} = \frac{1 - p_i}{1 - q_i} \leq \frac{1 - \varepsilon \exp \left(\frac{\beta(c)}{2}\right)}{1 - \varepsilon},$$

hence one of the ratios $\frac{p_s}{q_s}, s \neq i$, is less than or equal to the same constant. \(\square\)

Now we are ready to prove the second part of Theorem 3.

**Lemma 15.** There exists a universal constant $0 < \gamma_2(c) < 1$ such that for every $f \in B_{n+1}^2(p, c)$ we have

$$\min_{0 \leq k < q_n} |\Delta_n^k| = O(\gamma_2^n(c)\mu_{n-1}),$$

as $n \to \infty$, where $\mu_{n-1} = |q_{n-1} - p_{n-1}|$.

**Proof.** Every interval $\Delta_{n-1}^k$ can be obtained by a sequence of partitions. On every step of this sequence a given interval is divided onto a finite number of subintervals. As above we have two finite conditional probability distributions corresponding to the Lebesgue measure and the invariant measure $\mu$. It follows immediately that on every step we can always find a subinterval $\Delta'$ of $\Delta$ such that $\frac{|\Delta'|}{|\Delta|} \leq \frac{\mu(\Delta')}{\mu(\Delta)}$. However, on many steps of partitioning $\frac{|\Delta'|}{|\Delta|}$ will be constant times smaller than $\frac{\mu(\Delta')}{\mu(\Delta)}$. Indeed, by Corollary 5 it happens every time when $a_i \geq A(c)$. By Lemma 14 the same is true when we have a sequence of length $m(c) + 1$ of consecutive $a_i \leq A(c)$. We can divide all the steps into blocks of length $m(c) + 1$. If the block contains at least one $a_i \geq A(c)$ we have contraction of the ratio by the first reason, and if all $a_i \leq A(c)$ we have contraction of the ratio by the second reason.
contraction is related to the second mechanism. Hence, since the number of blocks is of the order of \( n/(m(c)+1) \), the statement of the lemma holds.

\[ \square \]

6. PROOF OF THE MAIN THEOREM

The main idea of the proof is very simple. Let \( \frac{p}{q_n} \) be the \( n \)-th continued fraction convergent of \( \rho(f) = \rho(g) \), let \( J \) be the smallest of the intervals \( \Delta_{n-1}^k, \ 0 \leq k < q_n \). If \( h \) is \( C^2 \) smooth, then due to Lemma 3 and Lemma 7 we have \( \sum_{k=0}^{q_n-1} |f^k(J)|^2 = o(|J|) \). On the other hand, \( \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k|^2 \geq |J| \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k| \geq C|J| \). This, skipping very minor technical details, gives a contradiction which proves that \( h \) cannot be \( C^2 \) smooth. However, since we want to show that the smoothness of \( h \) is strictly weaker than \( C^2 \) in the Hölder sense, the proof must be more technical, and we need estimates from Theorem 3.

From now on, we assume that \( n \) is so large that all estimates from the lemmas in Sec. 5 hold true. Let \( \tilde{\Delta}_n = \Delta_{n-1}^k \) be the smallest of the intervals \( \Delta_{n-1}^k, \ 0 \leq k < q_n \). The point \( f_{n-q_n}(p) \) splits \( \tilde{\Delta}_n \) in two subintervals. Let \( J_n \) be one of these subintervals with the larger value of \( \sum_{k=0}^{q_n-1} |f^k(J_n)|^2 \). Then

\[
\sum_{k=0}^{q_n-1} |f^k(J_n)|^2 \geq \frac{1}{2} \sum_{k=0}^{q_n-1} |f^k(\tilde{\Delta}_n)|^2 \geq \frac{1}{2D(c)} \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k|^2.
\]

(22)

Note that none of the intervals \( f^k(int(J_n)), \ 0 \leq k < q_n \), contains \( p \). Due to Corollary 3 and Lemma 7,

\[
\max_{0 \leq k < q_n} |f^k(J_n)| \to 0
\]
as \( n \to \infty \), thus we can apply Lemma 3 to \( J_n \). If \( h \) is \( C^{1+\alpha} \), \( 0 < \alpha < 1 \), then we have

\[
\sum_{k=0}^{q_n-1} |\Delta_{n-1}^k|^2 = O \left( \sum_{k=0}^{q_n-1} |f^k(J_n)|^2 \right)
\]
due to (22)

\[
= O \left( |J_n|^\alpha + |f^{q_n}(J_n)|^\alpha \right)
\]
due to Lemma 3

\[
= O \left( |J_n|^\alpha \right)
\]
due to Lemma 7

\[
= O \left( |\Delta_n|^\alpha \right)
\]
since \( J_n \subset \tilde{\Delta}_n \)

\[
= O \left( \gamma_2(c)^{\alpha} |q_{n-1}p - p_{n-1}|^\alpha \right)
\]
due to Lemma 15

\[
= O \left( \gamma_2(c)^{\alpha} q_n^\alpha \right)
\]
since \( |q_{n-1}p - p_{n-1}| < \frac{1}{q_n} \)

Now let us prove a lower estimate on \( \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k|^2 \) that will contradict this estimate for \( \alpha \) sufficiently close to 1. First, due to Corollary 4.
we have
\[ r^{2n}(c) = O\left( \max_{0 \leq k < q_n} |\Delta_{n-1}^k|^2 \right) = O\left( \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k|^2 \right) . \]

Next, Cauchy inequality implies that
\[ \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k|^2 \geq \frac{1}{q_n} \left( \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k| \right)^2 \geq \frac{1}{(1 + D(c))^2} \frac{1}{q_n} , \]

where the last inequality follows from \( S^1 = \bigcup_{k=0}^{q_n-1} \left( \Delta_{n-1}^k \cup f^{n_k}(\Delta_{n-1}^k) \right) \) and Lemma 7.

Combining lower and upper estimates on \( \sum_{k=0}^{q_n-1} |\Delta_{n-1}^k|^2 \), we obtain
\[ r^{2n}(c) = O\left( \gamma_2(c)^{n\alpha} \frac{q_n}{q_n^\alpha} \right) \]

Take \( \nu(c) = \frac{\ln \gamma_2(c)}{2\ln \gamma_2(c) + \ln \gamma_2(c)} \), then we have
\[ \left( \frac{\gamma_2(c)}{q_n^\alpha} \right)^{1-\nu} = \left( r^{2n}(c) \right)^{\nu} \left( \frac{1}{q_n} \right)^{1-\nu} = O\left( \gamma_2(c)^{n\alpha} \frac{q_n}{q_n^\alpha} \right) , \]

hence \( \alpha \leq 1 - \nu \). This completes the proof of Theorem 2.

7. Conjugacy of fractional linear maps

Theorem 2 shows that in some cases two maps of class \( B^r(p, c) \) with the same rotation number are not \( C^2 \) conjugate. We expect that this is true in many more cases. In this section we discuss the case of linear fractional maps.

Recall (see [16, Proposition 4.6 and Theorem 2, 24, Assertions 1, 2, 7, Theorem 4]) that renormalizations of a map \( f \in B^r(p, c) \) tend to a pair of linear fractional maps of the form
\[ F_{\alpha,v,c}(z) = \alpha + \sqrt{c} \frac{z}{1-vz}, \quad G_{\alpha,v,c}(z) = \frac{\alpha(z - \sqrt{c})}{\alpha \sqrt{c} + z(1 + v - \sqrt{c})}, \quad (\alpha, v) \in U_c . \]

We used one half of this statement earlier, see Sec. 5 Theorem 4. It is easy to see that both \( F_{\alpha,v,c} \) and \( G_{\alpha,v,c} \) are increasing maps, \( F_{\alpha,v,c}(0) = \alpha \), \( G_{\alpha,v,c}(0) = -1 \), and \( F_{\alpha,v,c}(-1) = G_{\alpha,v,c}(\alpha) = \frac{\alpha - \sqrt{c}}{1 + v} \), hence the map \( T_{\alpha,v,c} : [-1, \alpha]/(-1 \sim \alpha) \) given by \( F_{\alpha,v,c} \) on \([-1, 0]\) and by \( G_{\alpha,v,c} \) on \([0, \alpha]\) is a well-defined homeomorphism of the circle, cf. \( Rf_m \) in Sec. 5. Maps \( T_{\alpha,v,c} \) with a fixed irrational rotation number belong to a smooth curve on the \((\alpha, v)\) plane, see [21].

Because of the special role of the family (23), it is natural to ask whether two different maps \( T_{\alpha,v,c} \) can be \( C^r \) conjugate to each other with high values of \( r \). Arguments of Theorem 2 do not apply in this case since the Schwarzian derivative vanishes for Möbius maps. However, the following argument suggested by Selim Ghazouani allows us to show
that two different maps $T_1 = T_{a_1, v_1, c}$ and $T_2 = T_{a_2, v_2, c}$ with an irrational rotation number cannot be conjugate by a piecewise $C^3$-smooth map that sends zero to zero.

The latter condition is technical and probably can be omitted but it is natural to impose this restriction and it greatly simplifies the proof.

Assume that $h \circ T_1 = T_2 \circ h$, where $h$ is a piecewise $C^3$-smooth homeomorphism of the circle, $h(0) = 0$. First we show that $h$ has to be a piecewise fractional linear map. Indeed, for any $x$ such that all the derivatives below exist, we have

$$S(h)(T_1(x))(T_1(x))^2 = S(h \circ T_1)(x) = S(T_2 \circ h) = S(h).$$

Note that $\rho(x) = \sqrt{|S(h)(x)|}$ satisfies the equation $\rho(T_i(x)) = \frac{1}{\rho_i(x)} \rho(x)$ at all but finitely many points, hence $\rho$ is the density of a $T_i$-invariant measure. It is well-known that a circle maps with breaks have singular invariant measures, thus $\rho = 0$, therefore $h$ is a piecewise fractional linear map.

Now let us show that $T_1 = T_2$. Instead of dealing with these maps, we will compare their $n$-th renormalizations for sufficiently large $n$. The renormalization operator sends $(F_{a,v,c}, G_{a,v,c})$ to a pair of the same form with $1/c$ playing the role of $c$. Note that the renormalization operator is invertible on the space of maps $T_{a,v,c}$: if two maps $T_{a_1,v_1,c}$ and $T_{a_2,v_2,c}$ have the same irrational rotation number and their $n$-th renormalizations are equal for some $n$, then the original maps are equal as well.

Fix a sufficiently large number $n$ such that each of the intervals $[0..T_1^{qm}(0)], [0..T_2^{qm}], i = 1, 2$, is contained in a single interval of smoothness of the conjugacy $h$ or $h^{-1}$. The renormalized maps are Möbius transformations. Let $A_i = \begin{pmatrix} \sqrt{c} & a_i \\ -a_i & 1 \end{pmatrix}, B_i = \begin{pmatrix} a_i & -a_i \sqrt{c} \\ 1+ a_i \sqrt{c} & a_i \sqrt{c} \end{pmatrix}$ be the matrices that represent the renormalized maps; let $C$ be the matrix that represents the restriction of the renormalization of $h$ to $[-1, 0]$. Then we have $CA_iC^{-1} \sim A_2$ and $CB_1A_1C^{-1} \sim B_2A_2$, where $\sim$ means that two matrices are proportional. Indeed, in both cases the corresponding maps coincide on a nontrivial interval: it is $[-1, 0]$ in the first case and $[A_2^{-1}(0), 0]$ in the second case.

Therefore, $CA_1C^{-1} \sim A_2$ and $CB_1C^{-1} \sim B_2$. Since $h(0) = 0$, we have $C \begin{pmatrix} 0 \\ 1 \end{pmatrix} \sim \begin{pmatrix} 0 \\ 1 \end{pmatrix}$. Next, $B_i \begin{pmatrix} 0 \\ 1 \end{pmatrix} \sim \begin{pmatrix} -1 \\ 1 \end{pmatrix}$, hence $C \begin{pmatrix} -1 \\ 1 \end{pmatrix} \sim \begin{pmatrix} -1 \\ 1 \end{pmatrix}$.

Therefore, after multiplication by a constant we may assume that $C = \begin{pmatrix} 1 & 0 \\ u & u+1 \end{pmatrix}$. Note that $\text{Tr}(CA_1C^{-1}) = \text{Tr}(A_1) = 1 + \sqrt{c} = \text{Tr}(A_2)$ and $CA_1C^{-1} \sim A_2$ imply that $CA_1C^{-1} = A_2$. The top left elements of these matrices are equal to $\sqrt{c} - \frac{a_1}{u+1}$ and $\sqrt{c}$, respectively. Since $a_1 \neq 0$, we get $u = 0$, thus $A_1 = A_2$, so $a_1 = a_2$ and $w_1 = w_2$.

Finally, $n$-th renormalizations of $T_1$ and $T_2$ are equal to each other, hence the original maps are equal as well.
8. Concluding remarks and open problems

8.1. Circle homeomorphisms with breaks. While Theorem 2 states that a map \( f \) with \( S(f) < 0 \) cannot be \( C^{2-\nu} \) conjugate to a linear fractional map \( g \), we expect that two generic maps \( f, g, \rho(f) = \rho(g) \notin \mathbb{Q} \), are not \( C^2 \) conjugate to each other. More precisely, we expect that asymptotically we have

\[
|\xi_{f^{q_n}}(J_n) - \xi_{g^{q_n}}(J_n')| \geq C \sum_{k=0}^{q_n-1} |f^k(J_n)|^2,
\]

where \( J_n' \) is the interval conjugated to \( J_n \), and one can repeat the proof of Theorem 2.

For different \( k \geq 2 \) one can ask what is the codimension of maps which are \( C^k \) conjugate to a given generic map.

It is also natural to ask about the smoothness of conjugacy for linear fractional maps, see Sec. 7.

8.2. Critical circle maps. The main difficulty in carrying out the same program for critical circle maps is that the Schwartzian derivative of a critical circle map is infinite at a critical point. As a result it is much more difficult to estimate the distortion of the cross-ratio. Nevertheless we still expect that generically the difference between the total cross-ratio distortions for two different critical circle maps is of the order \( \sum_{k=0}^{q_n-1} |f^k(J_n)|^2 \). Another ingredient of our analysis, namely universal bounds, is readily available in the critical setting. The arguments above gives us a reason to believe that the following conjecture holds.

**Conjecture 1.** For any \( \gamma > 1 \) there exists a constant \( 0 < \nu(\gamma) < 1 \) such that for any irrational \( 0 < \rho < 1 \) one can find a pair of smooth \( \gamma \)-critical circle maps \( f, g \) with the rotation number \( \rho \) for which there is no conjugacy of class \( C^{2-\delta} \), where \( \delta < \alpha \).

Smoothness for \( f, g \) means here \( C^\infty \) outside of critical points, or analytic in the case of odd integer \( \gamma \).
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