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ABSTRACT Fog computing is an intermediate computing layer that has emerged to address the latency issues of cloud-based Internet of things (IoT) environments. As a result, new forms of security and privacy threats are emerging. These threats are mainly due to the huge number of sensors, as well as the enormous amount of data generated in IoT environments that needs to be processed in real time. These sensors send data to the cloud through the fog computing layer, creating an additional layer of vulnerabilities. In addition, the cloud by nature is vulnerable because cloud services can be located in different geographical locations and provided by multiple service providers. Moreover, cloud services can be hybrid and public, which exposes them to risks due to their infinite number of anonymous users. Access control (AC) is one of the essential prevention measures to protect data and services in computing environments. Many AC models have been implemented by researchers from academia and industry to address the problems associated with data breaches in pervasive computing environments. However, the question of which AC model(s) should be used to prevent unauthorized access to data remains. The selection of AC models for cloud-based IoT environments is highly dependent on the application requirements and how the AC models can impact the computation overhead. In this paper, we survey the features and challenges of AC models in the fog computing environment. We also discuss the diversity of different AC models. This survey provides the reader with state-of-the-art practices in the field of fog computing AC and helps to identify the existing gaps within the field.
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I. INTRODUCTION

Cloud computing provides IoT (Internet of things) environments with a facility for computation and storage. However, cloud computing requires a high latency due to its distance from the end user [1]. Additionally, the data generated from IoT devices takes time to be computed in the cloud. As the number of IoT devices increases, the amount of data generated will also increase. This huge amount of data aggregated from devices located far away from the cloud must be transferred with low latency. To solve this issue, fog computing emerged.

Fog computing serves as a middle layer between cloud and IoT devices to solve the problem of high data transfer latency.

To meet the high processing demand, the huge number of sensors in IoT environments send data through fog nodes rather than directly to the cloud. Smart cities and smart grids are examples of systems in which fog computing can be found between the smart devices and the cloud [2], [3]. This additional layer (i.e., fog computing) can introduce new vulnerabilities since it expands the attack surface on which threats such as data loss and breaches can occur [4]. In addition, several threats, such as malicious fog nodes [5], man in the middle attacks [6], malicious insider threats [4], and denial of service attacks [4], arose in fog computing environments. For instance, in fog computing environments, attackers may seek infinite processing or storage in fog devices, which prevents users from accessing fog device(s) [7].

Access control (AC) is one of the crucial defense frontlines to maintain users’ security and privacy, as well as to...
protect data and services from unauthorized access. Due to the increase in the number and type of threats, it is essential to have effective AC models in fog computing environments. Cloud computing and fog computing are being used in many domains to provide support to IoT environments. This is known as cloud-fog-IoT architecture. To ensure the appropriateness of the AC strategies in the cloud-fog-IoT architecture, it is important to identify the requirements of the application for which this architecture is used. Application requirements in fog computing include, but are not limited to, scalability, mobility, and heterogeneity [8]. Thus, it is important to select AC models that meet these fog application requirements. Moreover, choosing one of the AC strategies over the others can have a negative impact. For example, it may significantly increase the computation overhead in fog nodes due to the multiple operations involved in AC models, such as file encryption, ciphertext decryption, and distribution of attributes [9]–[11]. On the other hand, using more than one AC model in fog nodes can cause additional heavy computation on fog nodes due to the heavy operations used in controlling access. Therefore, outsourcing part of the operations when implementing AC models for fog nodes becomes crucial. The aforementioned reasons demonstrate the need for dynamic and more efficient AC models. It is also important to appropriately select AC models to protect the cloud-fog-IoT architecture. In this paper, we survey AC models in fog computing, present their challenges, and identify gaps for future research.

The remainder of this paper is structured as follows: In sections 2 and 3, we discuss fog computing and AC comprehensively. In section 4, we present the state of the art in the field of AC in fog computing. In section 5, we discuss some security and privacy issues related to AC in fog computing. In section 6, gaps in the field are identified and discussed. Finally, we conclude this work in section 7.

II. WHAT IS FOG COMPUTING?
Fog computing is defined as an intermediate layer between the cloud and IoT devices [12]. Figure 1 presents a classic fog computing-aided IoT environment. Fog computing extends the cloud services to the edge of the network, near IoT devices, to reduce the latency and network congestion. Low latency is a desired quality in today’s applications, such as emergency responses in the medical domain, and fog computing guarantees low latency by providing real-time processing capabilities for the transferred data [12]. According to Cisco [13], fog computing is the place where IoT data is analyzed near the IoT devices that generate and process data. A typical fog computing environment consists of nodes connected to IoT devices. These nodes are referred to as fog nodes.

Fog nodes can be deployed anywhere within the network connection. Fog devices can be any device that has computing, storage, and network connectivity. According to NIST [14], fog computing is an intermediate layer that allows global access to several IoT devices. The environment of fog computing enables the deployment of distributed applications and services [15], [16].

A. WHY FOG COMPUTING?
The fog computing layer between the cloud and IoT devices has valuable functionalities:

1) MOVE CLOUD CONTENT CLOSER TO IoT
   By bringing cloud content closer to IoT devices, fog computing solves the delay issues in time-sensitive applications in which decisions must be made in a timely manner.

2) SAVE NETWORK BANDWIDTH
   Since not all data should be transferred to the cloud for processing, using a fog layer between the cloud and the IoT devices helps to save network bandwidth. In this case, fog computing can better handle managing and controlling data processing, transfer, privacy, and security. This will also reduce operating expense.

3) BRING STORAGE CLOSER TO IoT
   This functionality of fog computing is essential because it places temporary storage closer to IoT devices which have limited storage capability. Fog computing serves as a temporary storage location for the data aggregated from IoT devices, whereas the cloud stores the data permanently.

4) BRING COMPUTATION POWER CLOSER TO IoT
   In the cases in which data gathered from IoT devices require immediate processing, fog computing can serve as a processing facility that is located closer than the cloud. Fog computing, in this case, will take care of quick and small workloads. Big data analytics will still be handled by the cloud.

5) PROTECT IoT DATA
   Although fog computing expands the cloud-fog-IoT architecture attack surface, this additional computing layer, with its storage and computing capability, can be utilized to host and run automated monitors to detect threats to IoT. It can also
be used to fine grain AC to avoid over- and underexposure of authorization.

B. FOG COMPUTING LAYERS
Several fog computing architectures have been proposed in [8], [12], [17]–[19]. Commercial architectures of fog computing have also been developed for commercial fog devices [18]. The architecture of a standard fog computing environment consists of several layers:

1) PHYSICAL LAYER
This layer represents all fog hardware devices that send and receive data to and from IoT devices. These devices can be virtual or physical devices, such as virtual and physical network routers.

2) MONITORING LAYER
This layer is responsible for detecting and logging performance and security-related flaws in IoT devices and/or fog nodes. For example, this layer can select a fog node based on criteria such as throughput, congestion, etc., and detect malicious activities against fog nodes or IoT devices.

3) PROCESSING LAYER
This layer is responsible for analyzing and filtering the data collected from IoT devices. As the number of IoT devices increases, the amount of data also increases. Therefore, processing this enormous amount of data can be challenging. Fog nodes usually have light-to-medium-weight processing capability. Intensive processing is usually performed in the cloud.

4) STORAGE LAYER
This layer is responsible for storing data generated from IoT devices. IoT devices have limited storage capability, so fog computing provides a temporary storage service for IoT data. Long-term storage and storing historical data are usually handled by the cloud.

5) SECURITY LAYER
This layer maintains the security objectives (i.e., confidentiality, integrity, and availability) in the fog nodes. The security layer is where all controls and measures are applied to detect and prevent threats, as well as to respond to security incidents. For example, encryption and decryption of data received and sent by fog devices is a security measure handled by the fog computing layer to maintain confidentiality and is considered a prevention technique. In another example, fog nodes may be used to balance the load directed to IoT devices based on throughput or congestion in cases of denial of service (DoS) attacks. The objective of this security measure is to maintain availability by responding to a DoS incident.

6) APPLICATION LAYER
This layer includes the applications and protocols responsible for networking (such as routing) and load balancing (such as routing tables and Hypertext Transfer Protocol (HTTP) and MQ Telemetry Transport (MQTT) protocols) [20].

C. FOG-AIDED IoT PROCESS PHASES
In fog-aided IoT environments [21], [22], a subscribed IoT node may request to join a fog network before it can collect and publish data. This model is known as the publishing/subscribing model. In another model, a fog-aided IoT network finds an IoT node and requests to add it to the network in order to collect and publish data. This is known as the request/response model. When the IoT node joins, it is assigned network resources and can then start communicating and operating as a component of the IoT environment. Figure 2 shows a three-phase process in a
fog-aided IoT environment. The process assumes a fresh start of an unsubscribed node. Thus, initially, a node needs to be subscribed on-demand before it can join the fog network and transfer data within the network (by aggregating and publishing data, for example).

1) SUBSCRIBE PHASE
When a new IoT device wants to connect to a fog device, the fog device captures the new IoT device that needs services and registers it to the requested services.

2) JOIN PHASE
Fog devices detect new IoT devices that request services, and each IoT device is asked to show its identity before joining the fog network. To avoid security issues from malicious IoT devices, the new IoT devices should be authenticated first. After that, the authenticated devices may request access to fog devices to obtain authorization for the services provided. This is where AC models are applied. When the authentication and authorization operations are complete, different groups of IoT devices become connected to the corresponding fog devices with access to network resources and service may begin.

3) TRANSFER PHASE
In this phase, fog devices start aggregating data from IoT devices and/or send tasks to them. When the amount of data collected is huge, fog devices filter data received from IoT devices before processing it or sending it to the cloud. Load balancing strategies can be used to send workload to free fog nodes when a fog node is overwhelmed with tasks.

Fog computing receives data from IoT devices and then processes it or sends it to cloud storage. Fog computing can interact with all three types of cloud services (Software as a Service [SaaS], Platform as a Service [PaaS], and Infrastructure as a Service [IaaS]) [14]. To the best of our knowledge, there is no standard architecture for fog computing. Several commercial platforms, including ParaDrop and Cloudlet, have been proposed [23]. ParaDrop is a fog computing platform based on wireless routers using operating system-level virtualization. A cloudlet is a mobility enhanced small-scale cloud infrastructure that is located at the edge of the Internet and can act as a fog layer.

There are several areas where fog computing can be utilized, such as smart cities, smart vehicles, smart grids, and mobile healthcare [24]. Figure 3 shows a taxonomy of fog computing applications. In the healthcare domain, data are generated by thousands of sensors that require low latency and real-time processing demand. Fog nodes can be a feature to support the scalability of patient monitoring.

D. CHARACTERISTICS OF FOG COMPUTING
As the number of IoT devices increases, handling the data generated by IoT devices and transferring it to the cloud may turn out to be challenging. Therefore, fog computing emerged to address these challenges by processing the data at the edge of the network (close to the IoT devices), which results in reduced latency. Table 1 depicts the differences between fog computing and cloud computing in terms of the following common characteristics:

1) LATENCY
Some transfer delay between IoT devices and the cloud can be tolerated, depending on the requirements and the nature of the application. However, for medical applications or in case of emergency events, the data are very time-sensitive. The latency will be high in the cloud because the distance between IoT devices and the cloud is long. Thus, computing the data in the cloud will cause a high latency. However, fog computing reduces that latency by bringing data to the edge of the network and closer to end users to meet the high processing demand [25].

2) SCALABILITY
As the number of IoT devices increases, it is difficult for the cloud to handle the heavy computation and bandwidth overhead of these devices. Fog computing can solve this issue by distributing serval fog nodes that can reduce the heavy computation and support hierarchal scalability when the number of IoT devices increases [25].

3) LOCATION-AWARENESS
Since the cloud is far from IoT devices, sending location information may push heavy workloads toward the cloud when the number of IoT devices is high. Therefore, having fog nodes closer to the IoT devices to manage and control...
traffic sent to the cloud and to support geographic location becomes necessary [25].

4) MOBILITY
Fog computing supports the feature of mobility. Per Cisco, any device that has computing, storage, and network connectivity can be a fog node [13]. In fog computing, a fog node can be any mobile device, such as smart vehicles or smart phones, or any static device, such as traffic cameras in smart city devices [26].

5) GEOGRAPHIC LOCATION
A fog computing layer may consist of a number of distributed fog nodes that are deployed in different locations [8]. As previously mentioned, fog computing supports the feature of geographic location, and distributed fog nodes can track the locations of IoT devices to support their mobility. The applications and services of fog computing are decentralized and can process and store data from end devices. Therefore, the massive amounts of data generated by IoT devices will be processed faster in decentralized fog computing than in centralized cloud computing.

6) HETEROGENEITY
The fog computing layer consists of two components: the physical node and the virtual node. Physical nodes include physical sensors and routers, while virtual nodes include virtual sensors and virtual load balancers. These physical or virtual nodes may have different operating systems and may be used to run different applications. Therefore, heterogeneity in fog nodes is desirable to make these devices interoperable [8], [26].

7) BANDWIDTH
Fog computing can process the data created by IoT devices at the edge of the network, close to the end user, rather than sending it to the cloud. Therefore, fog computing efficiently saves the bandwidth by computing and storing the data locally. As the number of IoT devices increases, more data may be generated and collected. Therefore, an architecture of distributed fog nodes addresses this problem by computing the enormous amount of data locally instead of transmitting it to the cloud. This, in turn, reduces network traffic and saves bandwidth [26].

III. ACCESS CONTROL OVERVIEW
AC is based on a data access policy (e.g., HIPAA [27]) that determines what privileges are granted to which roles within the various operational scenarios. In other words, the user should first be authenticated to access the system. Then, the user can request access to the system resources and be authorized by the system administrator [28]. There are multiple AC models, such as Discretionary Access Control (DAC), Mandatory Access Control (MAC), Role-Based Access Control (RBAC), and Attribute-Based Access Control (ABAC) [28]. Figure 5 shows a taxonomy of AC models in fog computing. Attribute-Based access control (ABAC) could be an appropriate model to deal with fog computing, as the owner of the data in the fog layer can define the AC policies for users to achieve the authorization [18]. Here, we summarize AC models:

A. ACCESS CONTROL MODELS
1) ATTRIBUTE-BASED ACCESS CONTROL (ABAC)
One of the most well-known AC models is attribute-based access control (ABAC) [28]. This model has three key elements: attributes, a policy model, and an architecture model. Attributes are features that define a user, a resource, or an environmental condition. In fog computing environments, there are four components that interact with fog devices: IoT devices, the data owner, users, and attribute authority. When fog nodes receive data from IoT devices for high processing demand, users may want to access the data. Therefore, a set of attributes will be provided to the users and resources to grant the authorization for access. Attributes can be a username, a job, a resource owner, and/or an environment’s time or date created or last accessed. AC policies are defined by the owner of the data, which could be an organization or an individual. AC policies are rules specified by the owner of the data within
the organization. These rules can be defined based on users’ behavior [28].

2) DISCRETIONARY ACCESS CONTROL MODEL (DAC)
This AC model controls access based on the identity of the users who request the access. Any authorized entity can grant access rights, such as read, write, and/or view, to others. This model is less secure and known to cause management overhead in the environment of fog computing [28].

3) ROLE-BASED ACCESS CONTROL MODEL (RBAC)
In this model, AC is defined based on the role of the user in the organization, such as students, faculty, and staff in universities and colleges. Therefore, access rights are assigned to the roles instead of the users. Some users may have more than one role within the organization. In this situation, AC policies for each role are applied and may overlap. In this model, AC rights that the owner of data would grant to users are view, read, update, and/or write. When a user requests to access data, the user’s role is compared to the access policy that is predefined by the owner of the data and access is granted accordingly [28].

4) ACCESS POLICY ACCESS CONTROL MODEL (APAC)
A policy is a set of rules that is pre-defined by the data owner. The owner of the data can be an organization or an individual that sets up the policy for access to their resources. These rules may consist of authorized behaviors that are defined by the owner of the data and meet the data owner’s security objectives. Each user has one or more identifying attributes. Access policies consist of attributes that define every user’s accessibility to the resources. These attributes are written in access policy in multiple levels and may be connected by a logical expression such as AND or OR [28].

5) IDENTITY-BASED ACCESS CONTROL (IBAC)
There are three elements that interact in AC: subject, object, and access rights. The subject is an active entity and can be a user or an application requesting access to a resource(s). The object is a passive entity and can be a resource for which access needs to be controlled. The access rights are the method by which a subject may access an object. The access rights consist of several operations, such as read, write, delete, and search. This model manages any access by a subject to restrict some resources from being accessed when the user gains access to a resource. For example, students may access a course website only at a certain time of day [30].

6) TASK-BASED ACCESS CONTROL (TBAC)
In this model, a task is considered a subrole for a subject. When the task of a subject satisfies the roles involved in the task, the subject is granted access to an object [29].

7) RULE-BASED ACCESS CONTROL (RBAC)
In this model, rules are defined such that a subject can access an object through satisfying these rules. As in DAC, access control lists (ACL) are associated with each object and include access rights of a subject to gain access to an object. When a user tries to access a resource, the system checks the rules in the ACL for that resource. Then, if rules are satisfied, the user gains access to a resource. For example, students may access a course website only at a certain time of day [30].

8) MANDATORY ACCESS CONTROL (MAC)
This model manages access based on comparing security labels with security clearances. The security labels are allocated to each object, such as a resource, and indicate how important the system resources are. The security labels consist of two components: (1) a classification component (e.g., top secret) and (2) a category component which declares the level to which the object is available. The subject, which is a user, has a classification and a category. When a user tries to access a resource using MAC, the system checks the classifications and category of the user and compares it to the security labels of the resource. Then, if the classification and the category of the user match the security labels of a resource, access is permitted. Otherwise, access is denied [30].

B. ACCESS CONTROL REQUIREMENTS IN FOG COMPUTING ENVIRONMENTS
Although we thoroughly surveyed the AC models, some of the AC models mentioned earlier are not used for fog computing. Thus, we identified the requirements for adopting and applying AC in fog computing. The requirements necessary to maintain efficiency in fog computing are as follows:

1) AC models should support the creation, deletion, and revocation of an AC policy. For example, what techniques should be used to update the system when policy is revoked? In fog-based environments, the emerging fog layer further exposes the user data and applications since it is an additional attack point. This necessitates the application of an AC model that enables policy creation, deletion, and revocation at the cloud, fog, and IoT device levels.

2) Since the IoT devices are resource-limited, it is essential to restrict some resources from being accessed when the number of IoT devices increases [18].

3) AC models should support the revocation of attributes. This is important to prevent the user whose attribute is revoked from being able to decrypt the newly published encrypted data (i.e., backward security) and (2) to enable the newly subscribed user whose attribute is satisfied and valid to decrypt the newly published encrypted data (i.e., forward security) [31].

4) AC models should support the revocation of attributes. This is important to prevent the user whose attribute is revoked from being able to decrypt the new encrypted data (i.e., backward security) and to enable the newly subscribed user whose attribute is satisfied and valid to decrypt the newly published encrypted data (i.e., forward security) [31].

5) Since the fog layer is supposed to be close to the IoT devices to solve the latency issue, the time required to decide whether the access policy is satisfied should be low and reasonable. If the user’s attribute satisfies the access policy,
the policy decision’s response time should be low. In addition, execution cost, networking cost, and deployment cost of the fog-based AC models should also be reduced since the fog layer is close to the IoT devices [18], [32].

6) As the number of IoT devices increases, the fog nodes will also increase. Therefore, multiple attribute authorities are needed to support scalability of fog nodes and IoT devices. Thus, AC models should support multiple attribute authorities [33].

7) Selecting an AC model in fog computing depends on the application requirements, which can impact the computation overhead. Some of the AC models mentioned earlier can be encryption-based, which results in additional operations (e.g., encryption and decryption). Thus, it is important to decide whether data encryption is required and mandated as an application requirement before selecting the AC model [8].

8) As the number of IoT devices increases, the data generated by these IoT devices will also increase. It is important to utilize an AC model that gives data owners more flexibility to underexpose/overexpose their data. Therefore, fine-grained AC becomes an essential requirement [34].

IV. STATE OF THE ART IN FOG ACCESS CONTROL

Attribute-based encryption (ABE) has been extensively studied [35], [36] and used in several schemes. ABE is a type of public encryption that is dependent on the attributes of the users and resourced accessed (i.e., APAC). Users who want to obtain access obtain secret keys that reflect their attributes, and the ciphertext has attributes that are encrypted according to policies created by data owner. Then, if the user’s attributes satisfy the attributes embedded in the ciphertext, the user can decrypt the ciphertext and obtain access to the plaintext. In healthcare applications, a patient can define access policies by using logical expressions such as AND or OR and encrypt their personal health record according to the defined policies. The doctor can decrypt the personal health record if the doctor’s attributes satisfy the access policies embedded in the ciphertext. There are two types of attribute-based encryption (ABE): Ciphertext-Policy Attribute-Based Encryption (CP-ABE) and Key Policy Attribute-Based Encryption (KP-ABE), as shown in Figure 4.

The existing schemes CP-ABE and KP-ABE have a number of operations to handle encryption and decryption, which cause a heavy computation overhead due to the resource constraints at the end users’ side. Figure 4 shows a system model of applying ABE in fog computing. To decrease the heavy computation at the end users’ side, serval works that outsource the encryption and decryption operations to the near fog nodes have been proposed, as shown in Figure 5 and Table 2.

The authors of [10] proposed an AC CP-ABE scheme that outsources the heavy computation of encryption and decryption to fog nodes. This makes the number of attributes in access policy and secret keys independent from the encryption/decryption computation. This scheme uses the intermediate fog layer to reduce the computational overhead for the data owner or end users. As shown in Figure 5, this scheme has five types of entities: (1) a cloud service provider (CSP), (2) fog nodes, (3) the data owner, (4) the end user, and (5) the key authority. The authors assumed that CSP and fog nodes are trusted in the scheme. The data owner has files that need to be encrypted before being sent to the cloud. Each data owner is responsible for defining access policy and generating part of the ciphertext of the encrypted file before sending it to a fog node. A fog node is responsible for the creation of the other part of the ciphertext of the encrypted file. Then, the whole ciphertext is uploaded to the CSP. The key authority oversees user registration and the creation of secret keys for users. The secret keys reflect each user’s attributes. The end user is the user on the other side who wants to gain access to the encrypted data stored in the cloud. If the end user’s attribute set satisfies the access policy embedded in the ciphertext, the ciphertext will be uploaded from the cloud by the fog node. The fog node will then decrypt part of the ciphertext. The other part of ciphertext is decrypted by the end user. Updated users are those whose attributes are updated by the key authority, and non-updated users are those whose attributes are not yet updated.

The authors in [37] proposed a framework that secures the sharing of personal health records (PHR) in a cloud computing environment. Their framework supports the scalability feature in cloud computing. The patients can encrypt their PHR files so that only authorized users can decrypt and access them. The presented framework classifies users according to security domains as (1) public domain and (2) private domain. The public domain includes the professional users who are managed distributively by multiple attribute authorities. The attribute authority can control several attributes for all users in the public domain, and each user should be able to reach more than one attribute authority to get his/her attributes. Multiple Authorities Attribute-Based Encryption (MA-ABE) is used by public domain users, such as physicians, so that the user (i.e., physician) attributes represent the professional role of the user in the healthcare domain. In the public domain, patients (i.e., owners) defines access policies for their PHR files based on the professional roles of the users in that domain. On the other hand, the private domain includes those close to the PHR owner, such as family members, and access rights are assigned by the PHR owner to all users in the private domain. KP-ABE is used with private domain users such as close friends or family members so that a patient can control secret keys and access rights for their PHR files. PHR files are encrypted using ABE, so a PHR owner can easily permit users from two domains to access the files. This framework tackled the key and attribute management issues for all users by dividing them into two types of security domains and supported to the scalability features.

The authors in [38] proposed a framework, Privacy Preserving Cipher Policy Attribute-Based Encryption (PP-CP-ABE), to secure data inquiry in mobile cloud computing. This framework protects the collected data from mobile devices. Therefore, outsourcing the heavy...
computation of encryption and decryption operations to CSPs can be achieved using PP-CP-ABE. Attribute-Based Data Storage (ABDS) is also proposed to decrease the data management overhead caused by CSPs. In the system architecture, there are three service providers: (1) encryption service provider (ESP), (2) decryption service provider (DSP), and (3) storage service provider (SSP). The ESP presents the encryption service to data owners without disclosing the data, the DSP presents the decryption service to users without exposing the data, and the SSP stores the encrypted data. Mobile devices can outsource the heavy operations of encryption and decryption to ESP and DSP using PP-CP-ABE.

The authors in [39] proposed an ABE scheme that supports the outsourcing encryption of a host and the outsourcing decryption of a user. The host and users are using mobile devices that have limited computational power, and the ABE scheme requires several operations of encryption and decryption. Therefore, the proposed ABE scheme uses two semi-trusted proxies. The first semi-trusted proxy is used to outsource the computation of encryption operations, and the second semi-trusted proxy is used to outsource the heavy computation of decryption operations. Thus, the computational overhead of mobile devices can be reduced. In the encryption stage, the data owner encrypts part of the message and the proxy encrypts the remaining part. This occurs according to the access policy that is defined by a host with set of attributes. In the decryption stage, the proxy compares the predefined access policy by the host with the user’s attributes.

If the user’s attributes satisfy the access policy embedded in the encrypted message, the proxy decrypts part of the ciphertext and transforms the ciphertext to ElGamal ciphertext style. The ElGamal ciphertext can then be decrypted by the user. This scheme can help to relieve the computation overhead in constrained devices.

The authors in [31] proposed a Data Access Control for Multi-Authority Cloud Storage (DAC-MACS) system. A multi-authority CP-ABE scheme with support for an attribute revocation method that achieves both forward and backward security was also proposed. The system model has several entities: (1) a global trusted Certificate Authority (CA), (2) multiple Attribute Authorities (AAs), (3) a cloud server, (4) data owners, and (5) users. The CA is responsible for registering all users and AAs in the system. Every user is assigned a global unique identity by the CA. Each user is assigned an attribute revocation list. Data owners can define access policies and encrypt their data according to predefined access policies. Each user is allowed to decrypt the data stored in the cloud server if their secret keys issued by multiple AAs satisfy access policy embedded in the ciphertext.

The authors in [34] proposed a data AC scheme with the ciphertext update based on CP-ABE and an Attribute-Based Signature (ABS) in fog computing. This scheme has

---

### TABLE 2. Comparison of features in different AC schemes.

| Schemes Authors | Search based Keywords | Fog Computing | Multiple Authorities | Outsourcing Encryption | Outsourcing Decryption | Access Control | Citation |
|-----------------|-----------------------|---------------|---------------------|------------------------|------------------------|---------------|---------|
| Zhang [10]      | ●                     | ●             | ●                   | ●                      | ●                      | ●             | 59      |
| Zhou [38]       |                       | ●             | ●                   | ●                      | ●                      | ●             | 226     |
| Asim [39]       |                       |               | ●                   | ●                      | ●                      | ●             | 16      |
| Mao [40]        |                       |               |                     | ●                      | ●                      | ●             | 63      |
| Zuo [41]        |                       |               |                     | ●                      | ●                      | ●             | 64      |
| Atiswala [42]   |                       |               |                     | ●                      | ●                      | ●             | 60      |
| Li [37]         |                       |               |                     |                       | ●                      | ●             | 1033    |
| Yang [31]       |                       |               |                     | ●                      | ●                      | ●             | 2       |
| Wang [43]       |                       |               |                     | ●                      | ●                      | ●             | 29      |
| Li [44]         |                       |               |                     | ●                      | ●                      | ●             | 120     |
| Huang [34]      |                       |               |                     | ●                      | ●                      | ●             | 48      |
| Sun [11]        |                       |               |                     | ●                      | ●                      | ●             | 3       |
| Miao [9]        |                       |               |                     | ●                      | ●                      | ●             | 26      |
| Vokra [33]      |                       |               |                     | ●                      | ●                      | ●             | 2       |
| Fan [45]        |                       |               |                     | ●                      | ●                      | ●             | 32      |
| Xu [46]         |                       |               |                     | ●                      | ●                      | ●             | 9       |
| Xue [47]        |                       |               |                     | ●                      | ●                      | ●             | 21      |
The decryptor, two techniques are used. These techniques are (1) Asymmetric and Symmetric Encryption Schemes, proposed in [48], and (2) Identity-Based Encryption, proposed in [49]. For Identity-Based Encryption techniques, which support verifiability, the proxy checks the validity before transformation. The decryptor can also check the validity of the transformed ciphertext using the Asymmetric and Symmetric Encryption technique. Therefore, the two techniques (Asymmetric and Symmetric Encryption and Identity-Based Encryption) are applied on an ABE scheme. The authors showed the cost of the algorithms (KeyGen, Ext, OKGen, Enc, and TDec) with a collection of attributes. The proposed scheme supported outsourced decryption in which the heavy computation is outsourced to fog devices, as the IoT devices have limited resources. However, the scheme does not support outsourced encryption, ciphertext update, and attribute revocation. When the number of data owners is increased, it is difficult to compute the encryption operations on the limited IoT devices without supporting the outsourced encryption to release the computational overhead from IoT devices.

The authors in [42] proposed a protocol of encrypted key exchange based on CP-ABE to secure the communications between fog nodes. In this protocol, communications between fog nodes and the cloud are confidential. The system model consists of several entities: a cloud, a key generator server, fog nodes, and IoT devices. The cloud is responsible for defining the access structure and executing the encryption to produce the ciphertext. Fog nodes are deployed on the network and each one is associated with a set of attributes that are defined by the access policy in the ciphertext. If the fog node’s attribute set satisfies the access policy defined by the cloud, the fog node can decrypt the ciphertext and obtain the shared key.

In [11], Sun et al. proposed an attribute-based searchable encryption scheme based on cloud-fog computing. The proposed framework integrated the ABE technology and searchable encryption technology to achieve search-based keywords with fine-grained AC simultaneously. The CP-ABE with multiple authorities was also proposed to manage attribute creation and secret key distribution. The scheme has six entities: central authorities, attribute authority, CSP, fog nodes, the data owner, and the end user. In their scheme, due to the limited resources available by end users and data owners, part of the encryption and decryption operations are outsourced to the attached fog nodes. Therefore, the high computation overhead on end users and data owners are reduced. Personal health records in hospitals are an example of an application of the proposed scheme. One of the limitations is that the keyword sets are taken from the actual encrypted file in the cloud, which introduces the possibility of a chosen-ciphertext attack.

In [9], the authors proposed a keyword search over encrypted data system in fog computing that supported a fine-grained AC using CP-ABE. The system also supported attribute updates by updating the user’s secret key and attributes associated with the ciphertext. In addition, they provided a multiple keywords option in a single search query,
which locates the data quickly and reduces the range of retrieved data. The system has five entities: a key generator center, a data owner, CSP, an end user, and a fog node. The system supported outsourcing encryption and decryption by moving part of the computational overhead, including file encryption and decryption, from the data owner or end user to the chosen fog nodes. They presented a security analysis that prevented two types of attacks: Chosen Keyword Attack and Chosen Plaintext Attack. One of the limitations is that, when the number of fog nodes and end users increases, the single key generator center is not enough to manage the distribution of secret keys and the creation of attributes for fog nodes and end users.

V. SECURITY AND PRIVACY ISSUES RELATED TO ACCESS CONTROL IN FOG COMPUTING

There are many security issues related to stored data in fog devices [50]. The ability to access and modify the user’s data should only be permitted to authorized entities. Security and privacy requirements for several data services in fog computing, such as storage, sharing, and computation, are mentioned in [25]. AC ensures that only valid users are permitted to read, update, and/or send data within the fog. Thus, AC is used to prevent unauthorized access to data of any kind. Since fog computing is an extension of cloud computing, the security and privacy issues are inherited. Security and privacy issues that are relevant to AC in fog computing include:

A. TRUST IN FOG NODES

Since end users attach to the nearest fog node for real-time processing of their data, the trust level should be measured by the fog node or IoT device layer [51], [52]. Trust between fog nodes and IoT devices is important. The fog node that provides a service to the end user’s device should confirm the authentication of the device. The end user’s device that requests a service from a fog node should also be able to confirm the authentication of the intended fog node. AC models can be applied to measure the trust level when designing a trust model in the fog computing environment. The challenge will be how to define the trust level in fog computing [50], [53]. To measure the trust level of fog nodes, several attributes of fog nodes can be defined. One of the AC models is ABE, which provides fine-grained AC. The two types of attribute-based AC are CP-ABE and KP-ABE. Another challenge will be to determine who can verify the trust level of a fog node. The trusted authority can be defined to design a trust model in the fog computing environment. One of the roles of the attribute authority is to create a secret key that reflects fog or user attributes and manages these attributes.

B. DATA COMPUTATION IN FOG NODES

End users can offload their data to the nearest fog node for computation. However, outsourcing data to the fog node can cause data breaches. For example, in a smart grid, the reading of the smart meter by a fog node can leak household data [53]. The proposed solution to prevent data breaches is to apply AC models such as CP-ABE when outsourcing the data to the nearest fog nodes to achieve fine-grained AC. Several schemes involving the outsourcing of end users’ data to fog nodes have been proposed in the literature. Collectively, these schemes suggest that the data should first be encrypted before offloading it to the fog nodes. The fog node can then perform part of the encryption and decryption of the data to relieve the heavy computation from a wearable end user device. Another important service is search over encrypted data. Serval schemes use a searchable encryption technology to search over encrypted data. Search-based keyword schemes that extend to achieve fine-grained AC using CP-ABE have been proposed in the literature.

C. ROGUE FOG NODE

A rogue fog node is a node that is reached by a malicious user. It appears as a legitimate fog node to other fog nodes in the network. Thus, a rogue fog node encourages other fog nodes to connect to it, which causes data damage or false data in the fog layer. One of the features of fog computing is to provide reliability in the fog node layer; however, a rogue fog node can lead to an attack to end users’ data. Fog nodes must be protected against a malicious fog node when the end user sends sensitive information to it. When a fog node is divided and sends the computation task to several other fog nodes in the network, if one of fog nodes is a rogue node, it injects false data to the other fog nodes. Therefore, the security and privacy of end user will be destroyed [53]. An ABE scheme, which is a type of attribute-based AC, can be applied to provide confidence in end users and fog nodes.

D. FOG NODE PRIVACY

In fog computing, sensitive data can be disclosed because the fog node is closed to end users. When an end user offloads its task to the nearest fog node in the network, the location of the end user can be disclosed since location awareness is one of the features of fog computing. If an end user outsources its data to the nearest fog node, the fog node can indicate that the end user is close to that fog node. Once an end user outsources its data to several fog nodes in the network, the privacy of the user’s location will be at risk [53]. AC can be a solution to address the issue of user privacy preservation and the security of fog nodes.

In a data breach, the user’s information is disclosed and accessed by unauthorized users. When a fog node is performing its task of collecting computing end users’ data, data breaches can occur on the end users’ side or the fog side. Therefore, AC is needed to maintain the confidentiality of end users’ data. One scenario that could occur is one of the fog nodes being reached by a malicious user, then acting as a legitimate fog node to the other fog nodes in the network. The malicious data from the attacker will then be delivered to the other fog devices in the network [54]. To solve the issue, there is a need for security mechanisms such as AC to protect fog devices and prevent malicious activities [18].
Another scenario that could put end users’ privacy at risk is a fog node leaving the fog network permanently. In this case, entities interacting with the fog node that has left the network, such as the data owner, end user, or CSP, need to update their AC lists to avoid leftover access to a node that does not exist. AC should be applied to allow only authorized users to access the data—protecting the stored data in fog devices from unauthorized users is another challenge. It is also challenging to design a fine-grained AC system that supports scalability. When an end user’s attributes are revoked, updating the user’s attributes turns out to be challenging as the number of users increases.

E. PRIVACY PRESERVING IN FOG NODES
Fog computing, like any other computing model, is not immune to privacy issues, including those involving data privacy and location privacy [55], [56]. To solve the latency issue, fog nodes are close to the IoT devices, which facilitates the real-time processing capability in fog nodes. However, data can be overexposed and revealed to the outside world because of this additional fog layer. The data generated by IoT devices will be computed by the nearest fog nodes, and false data injection attacks can occur when data are outsourced to the fog nodes [57]. Since fog nodes are close to IoT devices, location privacy is another issue. When IoT devices subscribe to a specific fog node for processing demand, it can be inferred that the subscribed IoT devices are close to that fog node and far away from other fog nodes [55], [56]. Therefore, a privacy-preserving guarantee must be achieved in fog computing. AC models can be a solution to address the issue of privacy preserving. Since some AC models, such as ABE, are encryption-based, the promise of data confidentiality can be met. In addition, fine-grained AC can help in limiting the access to data. This can also ensure preserving the privacy of data and users [47].

VI. DISCUSSION & RESEARCH GAPS
A. DISCUSSION OF SEVERAL FEATURES IN DIFFERENT SCHEMES
There are several features that should be taken into consideration when designing AC models. These features are crucial to make the designed scheme more efficient and secure. The features are: (1) outsourcing encryption, (2) outsourcing decryption, (3) multiple authorities, (4) supportability in the fog computing environment, and (5) providing search-based keywords. Using AC models require several operations of encryption and decryption, which increases computation overhead. One of the desired features is to outsource part of the encryption and decryption when designing AC models. Therefore, to reduce the computation overhead, IoT devices can perform part of the encryption and decryption operations, with fog nodes performing the rest. There are several entities that interact with each other in AC models. One of these entities is the key authority, which is responsible for creating secret keys and distributing attributes to users. Thus, when the number of IoT devices increases, one key authority will not be enough to generate secret keys and distribute attributes to users. Designing AC models with multiple key authorities can significantly reduce the network congestion and improve the system’s efficiency. In addition, multiple authorities can relieve the enormous effort required for the data owner to handle the user attributes. Designing AC models to be used in the context of fog computing can decrease the latency issues of IoT devices and relieve the computation overhead of encryption and decryption operations from IoT devices. Since end users should satisfy the access policies of the ciphertext, fog nodes can compare and execute part of the decryption in a timely manner before outsourcing decryption to the end user.

Using searchable encryption (SE) technologies is another feature that could decrease the range of retrieved data from the cloud. As the amount of data increases, integrating SEs in AC models becomes desirable. Therefore, combining the features mentioned can crucially improve the design of AC models. These features are important to researchers due to their benefits in many domains, such as medical care. Designing AC models in medical care is challenging since the privacy and security of patients’ data are extremely important.

Table 2 compares existing works that propose AC schemes according to the features they have (i.e., outsourcing encryption, outsourcing decryption, multiple authorities, supportability in a fog computing environment, and providing search-based keywords). All schemes in Table 2 use AC strategies that require heavy computation due to the operations of encryption and decryption. Schemes described in [9]–[11], [34], [38], [39], [43], [45]–[47] support outsourcing encryption and decryption, and schemes in [33], [40], [41], [44] support only outsourcing the decryption operations. Outsourcing the heavy operations of encryption and decryption means that the computation overhead of the end users will be decreased. However, some of the schemes solve the latency issue, while other do not. Schemes in [9]–[11], [34], [45]–[47] provide outsourcing of encryption and decryption and solve the latency issue by introducing a fog computing layer between IoT devices and the cloud. The schemes presented in [38]–[40], [43], [44] offer outsourcing of encryption and decryption, except those in [40], [44], which only offer outsourcing of decryption. The latency for all of them can be high due to the use of serval cloud computing servers. Multiple authorities enhance the scalability of building a model and reduce the computation overhead on a single authority. Data owners and end users’ attributes are distributed by the attribute authority. As the number of end users and data owners increases, a single attribute authority will not be enough to handle the distribution of users’ attributes. Few schemes used multiple attribute authorities to improve AC in their proposed schemes. Authors of [11], [31], [33], [37], [45]–[47] developed a scheme that is highly scalable by introducing several distributing attribute authorities in their work. Schemes in [31], [33], [37], [45]–[47] support only multiple attribute authorities and AC. The scheme presented in [11] supports...
multiple attribute authorities and all features in Table 2. SE technologies have been well studied in the literature. One of the known SE technologies is search-based keywords, which gained considerable attention in cloud computing for several years. Some schemes presented in Table 2 provided search-based keywords in the context of cloud computing so that the designed model has both SE technologies and fine-grained AC. Few papers enhanced their schemes by deploying CP-ABE and SE technologies in a fog computing layer that can solve the latency issue. In such schemes, encryption and decryption operations are outsourced to fog nodes and the computation overhead in end users’ devices will be reduced. For example, one paper introduced a scheme that uses CP-ABE and search-based keywords and deployed it in the fog using multiple attribute authorities. Additionally, scheme [9] proposed a fine-grained keyword search with outsourcing encryption and decryption in fog computing, while scheme [11] presented ABE and keyword search for personal health records in fog computing using multiple attribute authorities.

B. GAPS AND FUTURE RESEARCH DIRECTIONS
Fog computing and cloud computing are similar in nature and highly coupled. However, solutions built to address the cloud efficiency, security, and privacy issues cannot necessarily be applied to fog computing. As previously discussed, multiple operations of AC models can have a major impact on fog computing solutions. This section outlines the research gaps that need to be addressed to enhance AC models in fog computing:

1) AUDITING MECHANISM
Designing an AC model with an auditing mechanism is necessary in distributed fog nodes. Auditing, in this case, is important to periodically check users’ attributes and make sure that the attributes are valid, and that the users’ privileges are not outdated. Moreover, in highly scalable environments, an auditing mechanism becomes important for the robustness of AC. Since cloud computing, IoT, and fog computing are highly coupled and scalable, there will be a massive number of joining and leaving nodes (e.g., fog, cloud, IoT). This mandates continuous and thorough auditing to maintain the confidentiality and integrity of the data and applications. The existence of nodes with more privileges than needed also increases the demand of computation power to handle operations like encryption and decryption, which negatively impacts the environment performance. Therefore, intelligent auditing mechanisms are needed to automatically search for policy violations and update access policies and users’ attributes.

2) FINE-GRAINED ACCESS CONTROL
Proposing fine-grained AC is essential in widely distributed fog nodes. When a number of IoT devices connect to fog nodes, fog nodes apply one or more AC models to grant access to a number of authorized IoT devices. Fine-grained AC can be introduced in fog computing to limit the access to specific data, and each fog node can apply its own access policy for its own IoT devices. This is important, as it will give administrators more control and flexibility to securely and effectively overexpose and underexpose data. Designing fine-grained AC models for distributed fog nodes is necessary; thus far, however, little or no work has been done to tackle this challenge.

3) COVERING MORE FEATURES FOR BETTER EFFICIENCY
Designing and implementing AC models that cover more features is important for the efficiency of the model. Therefore, we surveyed AC models and their supporting features to better understand how these features work and how to integrate them in a future AC model. More AC features can still be explored and integrated to build efficient AC in fog computing.

VII. CONCLUSION
Fog computing is a new computing paradigm that provides real-time processing at the edge of the network, close to IoT devices. AC models can be applied in fog computing to preserve the privacy of IoT data and to protect the system and users’ data. Several security and privacy issues in fog computing can be solved using one or more AC model(s); however, the choice of an AC model is dependent on the application’s requirements. In this paper, we thoroughly discussed fog computing and AC models. Then, we presented the state of the art in the field of fog computing AC. We also discussed some security and privacy issues relevant to AC in fog computing. Several features that that are known to produce efficient AC models in fog computing were discussed and research gaps were outlined.

In our future research, we plan to propose an AC model that supports more features for better efficiency and security. We also plan to investigate designing a fine-grained AC model for fog computing-aided environments.
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