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Abstract: The artificial neural network (ANN), which is capable of noise removal and data complexity reduction, has been regarded as one of outstanding intermediaries in the two-stage clustering procedures. Various ANN-based two-stage clustering procedures have been individually proposed; however, the performance among those methods has not been examined yet. In this study, a preliminary comparative analysis is conducted in four benchmark data-sets and a real-world market data-set, which are used to simulate various conditions for evaluation purposes. The experiment results suggest that high-accuracy self-organizing feature map can potentially improve the effectiveness of decision-making.
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1. Introduction

Life is full of data. Every day, people process massive information that may be stored or represented as data for further analysis and management. One of the essential tools in coping with these data is to assign them into two or more unknown groups, rendering certain similar properties to members in the same group. A general inquiry faced by researchers in conducting many applications is how to discover meaningful structures in observed input vectors. That is, how to develop valid taxonomies (Xu & Wunsch, 2005). Cluster analysis encompasses a variety of unsupervised algorithms. Take the artificial neural network (ANN) for example, it is capable of grouping them into easily interpreted distinct clusters if the data-set was well separated (i.e. input vectors with topologically mutually exclusive). Ideal condition, however, is not always the case. Usually, the clustering results of the ANN do not exhibit distinct clusters, but ill-defined boundaries, resulting in undesirable mumbling or ambiguity about the cluster structures and membership. The follow-up in-depth analysis may primarily depend on analysts’ intuition or subjective opinion (Abidi & Ong, 2000). An acceptable way to solve the mentioned
problems is to draw upon a synergy between the ANN and a partition-based technique such as k-means algorithm. In the first stage, to yield prototypes without any information about clustering numbers, the unsupervised neural model was used to map the input vector. However, it is a universal truth that the number of generated prototypes of ANN is always too huge for quantitative or qualitative interpretation. In the second stage, to facilitate cluster identification and interpretation, further grouping of similar prototypes together can delimit cluster numbers and prototype boundaries.

The two-stage clustering procedure has been found excelling in setting boundaries, compared to direct clustering, in many previous studies. Among them, the hybrid of self-organizing feature map (SOFM) and k-means, or SOFM + k-means, is the most well-known procedures. Vesanto and Alhoniemi (2000) and Abidi and Ong (2000) are the forerunners of clustering prototypes obtained by pre-treating input vectors with SOFM. Hereafter, numerous studies applied similar idea on distinct applications. Sugiyama and Kotani (2002) analyzed and categorized the gene expression data. Canetta, Cheikhrouhou, and Giordan (2005) concerned problems on group technology and purchased components in industrial company. Godin, Huguet, and Gaertner (2005) discriminated acoustic emission signals to monitor the chronology of the damaging process. Chaimeun and Srivihok (2005) clustered handicraft customers to understand the customer background and behaviors for the purposes of enhancing the marketing strategy and planning. Khedairia and Khadir (2008) identified the meteorological day types of the Annaba region. Wu, Xia, Chen, and Cui (2011) researched on classifying moving objects into pedestrians, bicycles, and vehicles in traffic video. Chen, Pan, and Jiang (2013) applied rolling SOFM + k-means clustering for fault diagnosis. Hayfron-Acquah and Gyimah (2014) matched fingercodes using SOFM and then classified fingerprints with the help of k-means. In addition, adaptive resonance theory (ART) neural network was recently excavated to be another intermediate step for clustering analysis. Ding, Shi, Shi, and Jiang (2008) combined ART2 and k-means to detect anomaly (named ART2 + k-means). Park, Suresh, and Jeong (2008) integrated fuzzy ART with k-means to develop a sequence-based clustering for Web usage mining (named Fuzzy ART + k-means). Hung, Chen, Yang, and Deng (2013) used ART2 + k-means to mine the elder self-care cluster patterns. The prior arts agreed with the fact that the two-stage clustering procedure considerably removes potential outliers and noise, as well as reduces data complexity. Since a prototype is the local average of a set of nearby input vectors, the clustering is less sensitive to outliers and noise. These advantages implicitly prompt the two-stage clustering procedures to yield a satisfied quality and efficiency of clustering assignment.

The above two-stage clustering procedures are proposed separately, and performance comparison among them has not yet been examined. Consequently, we conducted a comparative study on these methods. These comparisons are primarily based on the analysis of four benchmark data-sets: iris, wine, image segmentation, and handwritten digit. Comparing clustering results of using ANN as an intermediate with those obtained from direct method, we can, therefore, demonstrate how the use of ANN improves clustering quality. In order to further evaluate these two-stage clustering procedures, the comparison is extended to a real-world market segmental application.

The rest of this paper is organized as follows. In Section 2, related methodologies are surveyed. In Section 3, the clustering procedures are described and the experimental results are presented. The concluding remarks are discussed in Section 4.

2. Literature review

In view of the ability to compress information, the ANN is an ideal tool for analyzing large data-sets (Juntunen, Liukkonen, Lehtola, & Hiltunen, 2014). In this section, the unsupervised ANN techniques under consideration are sketched. For simplification, we describe the various ANN methods using pseudo-algorithms. Please refer to the original works if interested.

2.1. Introduction of SOFM network

The SOFM network, proposed by Kohonen (1990), converts a higher dimensional input space into a lower dimensional map space and preserves the topological properties of the input vectors by means of a neighborhood concept. SOFM network consists of neurons that associated with weight vectors
in input space and a position in the map space. The arrangement of neurons, so called as SOFM lattice, is presented in a triangular, rectangular, or hexagonal grid. The steps of the SOFM algorithm can be summarized as follows:

Step 1: Initialization. Initialize learning rate ($\alpha$) and synaptic weights ($w$).

Step 2: Sampling. Sample a training input vector ($x$) from input space.

Step 3: Matching. Calculate $y = ||x - w||$ and find the best matching unit (BMU) with $w_J$ closest to $x$.

Step 4: Updating. Apply the weight update equation

$$\Delta w_j = h J \times (x - w_j)$$

where $h_j = \alpha \times \exp(|r_i - r_c|/2 \times \sigma^2)$ is a neighborhood function around the BMU. The weight vectors of the BMU and it neighborhood in the SOFM lattice are updated together toward this input vector.

Step 5: Iteration. Keep returning to Step 2 until the map stops to change.

2.2. Introduction of ART2 network

The ART2 network, proposed by Carpenter and Grossberg (1987), solves the stability and plasticity dilemma in clustering problem. It swiftly updates its model to the new input vector without specifying the number of clusters. The main advantages of ART2 are: learning and adapting to a non-stable environment rapidly, stability and plasticity, unsupervised learning of preferences behavior, as well as deciding the number of groups automatically. The steps of the ART2 algorithm can be summarized as follows:

Step 1: Initialization. Initialize the nameless parameters ($a, b, c, d, e$), learning rate ($\alpha$), vigilance value ($\rho$), synaptic weights of bottom-to-top ($b$) and top-to-bottom ($t$), and neurons at F1 layer ($w, s, u, v, p, q$).

Step 2: Activation of short-term memory (STM) in F1 layer. Randomly chosen input vector activates six neurons in F1 layer by calculating the following equations and proceeds along the bottom-to-top weight vector ($b_j$) to F2 layer.

$$w = x + a \times u$$

(2)

$$s = w / (e + ||w||)$$

(3)

$$u = v / (e + ||v||)$$

(4)

$$v = f(s) + b \times f(q)$$

(5)

$$p = u + d \times t_j$$

(6)

$$q = p / (e + ||p||)$$

(7)

where $f(x) = x$ if $x \geq 0$, otherwise $f(x) = 0$.

Step 3: Activation in F2 layer. The $p$ is sent to F2 layer for calculating $y = \Sigma (p \times b)$ and finds the maximum activation unit $J$ in the F2 layer.

Step 4: Pattern Matching. Update $p$ and $u$ and then calculate match value ($r$)

$$r = (u + c \times p) / (e + ||u|| + ||c \times p||)$$

(8)
Step 5: Reset or resonant. If $||r|| + e < \rho$, then $y_j = -1$ and inhibit the unit $J$ (go back to Step 3). Otherwise, it represents that STM has gone into resonant state, such that long-term memory (LTM) start to learn. If all of the neurons in F2 layer are inhibited, a brand-new neuron is generated and is initialized in terms of the novelty.

Step 6: Learning process of LTM. The slow-learning rule updates the synaptic weights of unit $J$ is:

\[
b_j = \alpha \times d \times u + [1 + \alpha \times d \times (1 - d)] \times b_j
\]

(9)

\[
t_j = \alpha \times d \times u + [1 + \alpha \times d \times (1 - d)] \times t_j
\]

(10)

Step 7: Iteration. Keep returning to Step 2 until the number of epochs is reached.

2.3. Introduction of fuzzy ART network
The fuzzy ART network, proposed by Carpenter, Grossberg, and Rosen (1991), possesses similar advantages of ART2. It benefits the incorporation of fuzzy set theory and ART principle, thus enhancing generalizability. Another distinct characteristic of fuzzy ART is the complement coding, a mean of normalization process that rescales and doubles the dimension of input vector, which helps avoid the problem of category proliferation but still preserves most information of input vectors. The steps of the Fuzzy ART algorithm can be summarized as follows:

Step 1: Initialization. Set parameters of learning rate ($\alpha$), constant ($\beta$) and vigilance value ($\rho$) and initialize synaptic weights ($w$).

Step 2: Complement coding. Input vector ($x$) is augmented by complement coding ($\bar{x}$) in F1 layer.

Step 3: Activation in F2 layer. Calculate the net to each template: $y_j = ||x \land w|| / (\beta + ||w||)$, where $\land$ is the fuzzy min operator. The largest net of unit $J$ is the winner.

Step 4: Pattern Matching. Calculate match value ($r$)

\[
r = \frac{||x \land w||}{||x||}
\]

(11)

Step 5: Reset or resonant. If $||r|| < \rho$, then $y_j = -1$ and inhibit the unit $J$ (go back to Step 3). Otherwise, network starts to learn. If all neurons are inhibited, a new neuron is generated.

Step 6: Learning process of weight. The learning rule updates the synaptic weights of unit $J$ is:

\[
w_j = (1 - \alpha) \times w_j + \alpha \times (x \land w_j)
\]

(12)

Step 7: Iteration. Keep returning to Step 2 until the number of epochs is reached.

3. Experiments and results
The flowchart of implemented work is shown in Figure 1. Benchmark and real-world data-sets are used for evaluating both the direct clustering method and the ANN-based two-stage clustering procedures. The clustering results are then evaluated by several cluster validations if there is no class label information in advance; otherwise, not only validations, but also accuracy rate comparisons will be conducted. Using a self-programming toolkit, the analysis was conducted under the “MATLAB R2007a” environment.

3.1. Clustering analysis

3.1.1. Direct clustering method
Before applying the routine of k-means algorithm on a given data-set, some tricks should be noted. First, the unit and range of the variables may discrepant. It is meaningless if the segment results are
obviously dominated by certain variables. Since normalization equalizes the scale for computing
distance, the data prepared for feeding for k-means algorithm must be normalized. A normalization
equation suggested by Weiss and Indurkhya (1998) is given as follows:

$$z = (0.9 - 0.1) \times (x - \text{min}) / (\text{max} - \text{min})$$

(13)

Second, the clustering results of k-means algorithm depend on what initial centers were selected.
Accordingly, we duplicated each experiment 100 times, each with a new set of initialization, and
selected the best results to reduce the effect of local minimum in initialization.

3.1.2. ANN-based two-stage clustering procedures
First of all, the input vectors are preprocessed by means of Equation 13. The parameters and
synaptic weights of each network are basically initialized in terms of the recommendation setting of
original authors (Carpenter & Grossberg, 1987; Carpenter et al., 1991; Kohonen, 1990), except for the
number of topological nodes of SOFM and the vigilance value of ART2 or fuzzy ART. In this study, the
number of topological nodes is set to $M = 5 \times N^{1/2}$, where $N$ is the number of input vectors (Vesanto
& Alhoniemi, 2000) and the vigilance value is assigned a high value, e.g. $\rho = 0.99$. In addition, we
re-feed the random arranged input vectors into the learned network for 100 times. Such a design
may enable neural networks to learn much sufficiently. After the learning process of each neural network, each input vector is allocated to a most similar synaptic weight/template. For each fired synaptic weight/template, the average of its input vectors is calculated to generate a set of prototype vectors. Finally, the prototype vectors are conveyed into k-means algorithm for second-stage clustering. Figures 2 and 3 are the flow charts of the two-stage clustering procedures.

3.1.3. Clustering validation
Several clustering validation indexes are used to determine well-defined partitions, which exhibit both strong external isolation and tight internal cohesion. Since no consistent conclusions were drawn to a close in literatures, with respect to clustering validation indexes, Davies–Bouldin Index (DBI) (Davies & Bouldin, 1979), Calinski–Harabasz Index (CHI) (Calinski & Harabasz, 1974), Ray–Turi Index (RTI) (Ray & Turi, 1999) and Dunn Index (DI) (Dunn, 1974), are all included. These validation indexes are adopted since are practically proved to be excellent indexes for evaluating clustering results (Bezdek & Pal, 1998; Bandyopadhyay & Maulik, 2001; Chen & Dai, 2004; Charrad, Lechevallier, Ahmed, & Saporta, 2010; Vesanto & Alhoniemi, 2000). Among those indexes, DBI is a function of the ratio of sum of within-cluster scatter to between-cluster separation (Davies & Bouldin, 1979). The ideal DBI presents minimal ratio of within-cluster scatter and between-cluster separation; therefore, minimizing within-cluster scatter and maximizing between-cluster separation are desired. CHI is a function of the ratio of sum of squares among the clusters to sum of squares within the clusters. A better clustering result is indicated by a higher CH value. RTI is a function of the ratio of the intra-cluster distance to minimal of inter-cluster distance. It took only the minimum of inter-cluster distance because they need the smallest of this distance to be maximized, and the other larger ones will be bigger than this value automatically (Ray & Turi, 1999). The clustering result which gives a minimum RTI will tell us what the ideal number of clusters is since minimizing inter-cluster distance and maximizing inter-cluster one are presented. DI is a function which takes the minimal ratio of inter-cluster distance to maximal intra-cluster distance. The main goal of DI is to maximize inter-cluster distances and minimize intra-cluster distances. Therefore, the number of clusters that maximizes DI is taken as the ideal clustering result.

3.2. Comparison analysis
3.2.1. Comparison bases on benchmark data-sets
The simulating experiments use four benchmark data-sets obtained from distinct domains and sources. First, the iris data-set contains three classes and each class consists of 50 instances, where each class refers to a type of iris plant and each instance is represented by four features (Fisher, 1936). Second, the wine data-set describes three wines derived from different cultivars in terms of 13 chemical constituents (Forina, Lanteri, Armanino, & Lauter, 1991). Third, the image segmentation data-set records seven kinds of outdoor images, which are quantized by 19 continuous geometric attributes. Only 210 samples of train set are adopted from the UCI machine-learning repository (http://archive.ics.uci.edu/ml/datasets.html). Finally, the optical recognition of handwritten digits’ data-set includes digits of 0–9 that are scanned as 32 × 32 bitmaps and then characterized by number of pixels of 4 × 4 non-overlapping blocks. Only 1797 samples of test set are adopted from the UCI machine-learning repository. Table 1 summarizes the main characteristics of these data-sets. The
sizes of these data-sets range from hundreds to thousands, and the dimensions, from 4 to 64. In this experiment, the clustering result is evaluated by comparing the cluster label \((CL_i)\) of each input vector with its true label \((L_i)\) provided by the data-set. The accuracy is defined as follows:

\[
\text{accuracy} = \frac{\sum_{i=1}^{n} \delta(L_i, \text{map}(CL_i))}{n}
\]

where \(n\) is number of input vector. The response of the delta function, \(\delta(x, y)\), equals to one, if \(x = y\); equals to zero, otherwise. The best mapping function, \(\text{map}(x)\), matches true label and obtained cluster label in which the best mapping can be found automatically by Kuhn–Munkres algorithm.

During clustering procedure, the number of clusters of k-means algorithm is equal to the number of classes of each data-set as shown in the fourth row of Table 1. It should be noted that all of these data-sets are labeled, whereas the labels are omitted during clustering and only used for evaluation. As we can observe in Figure 4, the clustering accuracy of data-sets, iris and wine, is quite satisfied. The majority of these two data-sets reaches 90%. While the other two data-sets only express relatively low accuracy, around 80%. Among them, the accuracies of k-means algorithm are worst; follow by ART2 + k-means. The accuracies of SOFM + k-means and fuzzy ART + k-means are nearly equal in the first two data-sets, whereas the accuracies of SOFM + k-means surpass in the last two data-sets.

Another part of this sub-section is to compare the various methods using four benchmark databases, without imposing the number of clusters in advance. The purpose is to prove the fact that the number of clusters is one the most difficult hurdles in clustering analysis. In this experiment, the setting of clustering number of each clustering algorithm segments benchmark data-sets which are initialized from two, and are then added regularly until an empty cluster signal responds. At the same time, piecewise DBI, CHI, IIVI, and DI against number of clusters are recorded. Generally, well-separated clusters are expected to decrease or increase monotonically as increases until the ideal number of clusters is achieved (Bezdek & Pal, 1998). However, finding the minimum or maximum values is less reliable than finding a knee or a sharp change of slope in the plot. In this study, we determine the number of clusters by finding a knee in DBI and CHI, and by finding a sharp change of

---

Table 1. Summary of the benchmark datasets

| Information          | Datasets                      |
|----------------------|------------------------------|
|                      | Iris | Wine | Image segmentation | Handwritten digits |
| Number of instances  | 150  | 178  | 210                | 1797              |
| Number of dimensions | 4    | 13   | 19                 | 64                |
| Number of classes    | 3    | 3    | 7                  | 10                |

Figure 4. Clustering accuracy of benchmarks in different methods.
slope in RTI and DI. Take the data-set of wine as an example, the corresponding plots of different cluster validations against number of clusters, ranging from 2 to 14, are given in Figure 5(a–d). Following the above rule of thumb, the recommended number of clusters is marked by hollow symbol. The results are shown in Table 2 where the correct number is marked in bold italics. According to the obtained results, we proved the fact that specifying correct number of clusters is difficult in clustering analysis. None of indexes under different methods finds out the ideal number of clusters, three, for iris and wine data-sets. As for image segmentation and handwritten digits data-sets, parts of indexes under different methods get the work done properly, especially the SOFM + k-means procedure.

Table 2. Number of clusters specified by different indexes and methods

| Methods          | Indexes | Iris | Wine | Image segmentation | Handwritten digits |
|------------------|---------|------|------|--------------------|--------------------|
| k-means          | DBI     | 6    | 8    | 4                  | 10                 |
|                  | CHI     | 5    | 9    | 6                  | 9                  |
|                  | RTI     | 5    | 7    | 7                  | 10                 |
|                  | DI      | 7    | 9    | 5                  | 11                 |
| SOFM + k-means   | DBI     | 6    | 6    | 7                  | 10                 |
|                  | CHI     | 5    | 9    | 7                  | 10                 |
|                  | RTI     | 5    | 5    | 8                  | 10                 |
|                  | DI      | 7    | 6    | 7                  | 10                 |
| ART2 + k-means   | DBI     | 7    | 11   | 7                  | 10                 |
|                  | CHI     | 5    | 9    | 7                  | 10                 |
|                  | RTI     | 7    | 7    | 8                  | 13                 |
|                  | DI      | 4    | 7    | 6                  | 13                 |
| Fuzzy ART + k-means | DBI   | 6    | 10   | 6                  | 10                 |
|                  | CHI     | 5    | 9    | 7                  | 10                 |
|                  | RTI     | 5    | 9    | 6                  | 10                 |
|                  | DI      | 6    | 5    | 7                  | 10                 |
3.2.2. Comparison bases on a real-world marketing data-set

Recency, frequency, and monetary (RFM) analysis, introduced by Hughes (1994), is a marketing technique used to quantitate the activity of customers by examining customers’ recent purchased, purchasing frequency, and each transaction amount. With customers’ purchasing behavior data, RFM variables can be derived from historical transaction records. After mapping the each customer’s records into one of the several clusters, each cluster, then, represents a market segment, to which distinct marketing strategy shall apply, helping companies offer each consumer the right promotions and save either propaganda time or miscellaneous costs.

Our experimental data are adopted from an online tea shop in Taiwan, whose members are about 150,000, and 90% of members are over aged 40. Whenever a member logs in the web, the system records the date, time, and goods selected by customers. The online shop has 4,867 members as effective customers. Each of them has their own three-dimensional RFM values. The unit and range of RFM variables are discrepant; therefore, certain specified variables may dominate clustering results. In order to eliminate scale effects, the data prepared as input of cluster algorithms are normalized by Equation 13. The clustering procedure is similar to what we had done in Section 3.2.1 except the clustering performance evaluation method. In this database, there are no predefined classes, and we do not have a clue about how many clusters exist in the data-set. Accordingly, clustering validation indexes are employed to determine well-defined partitions. DBI, CHI, RTI, and DI are used for evaluation purpose, as in Section 3.2.1.

In this experiment, k-means algorithm directly segmented the customer with setting of number of clusters from three to ten, which yielded the corresponding values of validation indexes. The upper limit of cluster number was set mainly because routine always responds to empty cluster once it was larger than 10. On the other hand, during the first stage of two-stage clustering algorithms, 12 of 361 SOFM synaptic weights, five of 210 ART2 templates, and one of 950 fuzzy ART templates were eliminated because there are no customers involved. Then k-means algorithm was applied on the prototypes of individual network with similar setting of the direct method which yielded the corresponding DBI, CHI, RTI, and DI. The plots of different cluster validations against number of clusters for marketing data-set are given in Figure 6(a–d). We observed that the broken line of different validations of k-means algorithm is uniformly higher or lower than those of two-stage clustering procedures, implying that the two-stage clustering procedures generate better
defined clustering results than that of the direct method. Among the two-stage clustering procedures, the ART2 + k-means is the worst, whereas SOM + k-means is the best, supporting our observation in Section 3.2.1.

Each position of customer cluster is based on comparing its average RFM values with the total average (Ha & Park, 1998). If the average of a variable in a cluster is greater than the total average, an upward arrow is assigned to that variable; otherwise, a downward arrow is assigned. According to this rule, RFM status as well as strategic positions could be determined. We determine the number of clusters of the better method, SOFM + k-means, by the rule of thumb described in Section 3.2.1, suggesting that the ideal number of clusters is seven with respect to the marketing data-set. The result is summarized in Table 3. Clusters 2, 3, and 7, which have $R \downarrow F \uparrow M \uparrow$, shall be considered as loyal customers who patronize and make a large purchase recently and frequently, especially Cluster 2 whose transaction amount is so huge that this cluster shall be further regarded as a golden customer cluster. Customers in Cluster 1, with $R \downarrow F \downarrow M \downarrow$, may be new customers who recently visit the website. Cluster 5 possessing $R \uparrow F \uparrow M \downarrow$ is treated as the potential cluster and top-priority target segment because each customer in this cluster may be promoted as a loyal customer. Vulnerable customers, with the status of $R \uparrow F \downarrow M \downarrow$, are presented in Clusters 4 and 6 who are attracted by this website and may have churned.

### 4. Conclusions

Segments which exhibit both strong external isolation and tight internal cohesion are well defined. The motivation for two-stage clustering architectures was ignited by researched papers that surmount single-stage drawbacks. Four benchmark data-sets and a real-world marketing data-set are used for evaluation purposes. The benchmark data-sets are used for evaluating the clustering accuracy as well as for choosing number of clusters using different indexes, whereas the real-world data-set is used to compare the cluster validations under a series of number of clusters for different methods. The experimental results are unambiguous and agree with previous researches for three points:

1. The two-stage clustering procedures surpass the direct clustering algorithm because of the intermediary of two-stage clustering procedure, i.e. ANN, which is capable of handling a wide range of messy data. The promises of noise removal and data complexity reduction make the homogeneous clusters easier to get.

2. Comparing the discovery quality under various conditions, the SOFM + k-means has the lead, then fuzzy ART + k-means, and lastly ART2 + k-means. The SOFM + k-means can potentially improve the quality of decisions that require the cluster analysis, such as market segmentation, credit analysis, or quality grading, to maintain the competitive advantages.
(3) The identification of the number of clusters is one of the most tricky problems in clustering analysis. None of the two-stage clustering procedures in this study can perfectly assist users to choose proper clustering number for a wide-ranged data-set.

A sensitivity analysis facilitates researchers and practitioners to use and calibrate a method. On the premise of the selection of multiple indexes as the clustering validations, however, doing sensitivity analysis has become an almost impossible mission since multiple parameters are difficult to hold a consistent decision under different validation indexes simultaneously. Among the mentioned two-stage clustering procedures, the SOFM + k-means has four parameters: arrangement type of neurons, number of epochs, learning rate, and smooth factor of neighbor function; the ART2 + k-means has eight parameters: number of epochs, five nameless parameters, learning rate, and vigilance value; and the fuzzy ART + k-means has four parameters: number of epochs, learning rate, constant, and vigilance value. The key idea of this study is to alleviate the issue of setting parameters, and we had tried our best to find out the default or suggested values that were widely examined by practical studies. Nevertheless, we still believe this study should be examined by further studies.
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