An IGA Method for Magnetostatic Problems Defined on Overlapped Patches
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Abstract—If the union operator is applied in the CAD process, the overlapped parts should be trimmed to carry out IGA (IsoGeometric Analysis), and the integration schemes to keep the integration precision on the trimmed patches are time consuming. In this paper, an IIPG (incomplete interior penalty method) is introduced to IGA to solve the magnetostatic problems which are defined on the overlapped domains. With this method, the time-consuming integration processes on the trimmed patches are avoided.
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I. INTRODUCTION

To obtain an optimized design, the CAD–FEA (computer aided design and finite element analysis) iteration process is often applied in engineering works. In the iteration, researchers often translate the CAD files into analysis-suitable geometries (ASGs) and create the mesh files from the ASGs for the FEA codes. These two tasks take over 80% of the overall analysis time in the CAD–FEA iteration process. Now, the Isogeometric Analysis (IGA, Hughes et al.[1]–[4]) is developed to eliminate the gap between the CAD and FEA. With IGA, the refined geometries are kept unchanged exactly[4], [5], and it is efficient to realize h-, p-, k-refinements. In the CAD modeling process, if the union operator is applied to create new CAD models, some of the IGA methods[6]–[8] need to concern the integration precision on the trimmed parts, because the Boolean operations (union, subtraction and intersection) are based on the trimming algorithms. Usually, the integration schemes on the trimmed patches are time consuming. Recently, other IGA methods, for example he Additive Schwarz Domain Decomposition Method (ASDDM [9]) and IGAODG[10] are developed, and these methods avoid the integrations on the trimmed patches when the union operation is applied. This paper follows the works of [10] and presents an IGA IIPG method to solve the magnetostatic problems on the overlapped domains.

The paper is arranged as follows. In section II, we briefly introduce some requisite notations for overlapped patches. In section III, we create the discretization scheme for the magnetostatic equations. In section IV, the convergence property is tested numerically. Finally, the paper is summarized in section V.

II. IGA AND SOME NOTATIONS

A. On a Single Patch

In the following discussions, the hat ‘\(\hat{\cdot}\)’ is used to indicate that a function or a space is defined on the parametric domain. Between the parametric patch \(\hat{P}\) and the physical patch \(P\), a NURBS-based geometry can be seen as a map \(F : \hat{P} \rightarrow P\). Therefore, a discrete function space on the physical patch can be defined with

\[
S_h^p(P) := \text{span}\{\hat{B}_i \circ F^{-1}\},
\]

where \(\hat{B}_i\) is the \(i\)-th NURBS basis. On a parametric patch, the open knot vectors indicate a mesh, marked as \(M_{\mu}(\hat{P})\), and a physical mesh \(M_{\mu}(P)\) can be defined by

\[
M_{\mu}(P) = \{K | K = F(\hat{K}), \hat{K} \in M_{\mu}(\hat{P})\}.
\]

Defining a function \(\delta_K\) by

\[
\delta_K = \begin{cases} 0, & x \not\in K \\ 1, & \text{else} \end{cases},
\]

the space \(S_h^p(P)\) can be further broken into a space \(S_h^p(K)\) where

\[
S_h^p(K) := \text{span}\{v^h_k | v^h_k = \delta_K v^h, \forall v^h \in S_h^p(P)\}.
\]

Functions in \(S_h^p(K)\) may be non-zero out of an element \(K\). We use the definition (2) to avoid discussing different continuities of basis between elements.

B. On United Patches

We suppose that a parametric patch \(\hat{P}\) is precisely meshed into a collection of elements \(M_{\mu}(\hat{P}) = \{\hat{K}\}\). If the CAD model contains multiple patches, we denote by \(\hat{\mathcal{P}}_i = \bigcup_{\hat{K}} M_{\mu}(\hat{P})\) the
parametric mesh. Similarly, the physical mesh is defined by \( \mathcal{M}_{pr}(P) \) where

\[
\mathcal{M}_{pr}(P) = \{ K \mid K = F(\hat{K}), \quad \hat{K} \in \mathcal{M}_{pr}(\hat{P}) \}.
\]

**FIGURE I.** TWO UNITED PATCHES.

We also suppose that the meshes \( h_T \) and \( \hat{h}_T \) are quasi-uniform, so that we can use a single symbol \( h \) to represents the sizes of both meshes.

If the patches are overlapped, we need three kinds of boundary collections as defined in (3). The first collection \( d\Gamma \) contains the external boundaries of the whole domain \( \Omega \). The second collection \( e\Gamma \) contains all the adjacent boundaries of brother elements in their parent patches. The third collection \( p\Gamma \) contains all the external boundaries of patches, which do not belong to \( d\Gamma \). Finally, we denote by \( \Gamma := \Gamma_d \cup \Gamma_e \cup \Gamma_p = \bigcup K(\partial K) \) the collection of all boundaries of all elements.

**III. DISCRETIZATION SCHEME**

A model equation of the magnetostatic problem reads as

\[
\nabla \times \nabla \times A = f, \quad \text{in} \ \Omega
\]

\[
A = 0, \quad \text{on} \ \partial \Omega,
\]

where \( A \) is the vector potential. Under the definition of the jump operator

\[
[A] = n \times (A_i - A_j), \quad \text{on} \ \Gamma \cap \partial \Omega_d
\]

the IIPG for non-overlapped patches reads as:

\[
\text{Find } S^h(K_T) \ni \mathcal{V}, \text{ such that } S^h(K_T) = \text{span}\{v^h \mid v^h = \delta^h v, \forall v \in \mathcal{V}^h(P), \cup P = \Omega \}
\]

On the overlapped mesh, we define space \( H^k(T_i) \) as follows: 1) a function \( u \) on each element \( K \in T_i \) belongs to \( H^k(K) \), 2) the function \( u_K \) needs not to be continuous with its brother elements, and 3) the function \( u_K \) needs not to be as same as the fields on the other overlapped elements of other parent patches. On \( H^k(T_i) \), the Sobolev norm is defined by the \( L^2 \) inner product as

\[
\| u \|_{L^2}^2 = \sum_{K \in T_i} \| u_K \|_{L^2(K)}^2, \quad \| u_K \|_{L^2(K)}^2 := \sum_{i=0}^{k} < D^i u, D^i u >_{L^2(K)}
\]

Similarly, we define a discrete space \( S^h(K_T) \subset H^k(T_i) \) by

\[
S^h(K_T) = \text{span}\{v^h \mid v^h = \delta^h v, \forall v \in \mathcal{V}^h(P), \cup P = \Omega \}
\]

On the boundary \( \partial K \), for a scalar function \( v_K \in S^h(K_T) \), we define its adjacent value \( v_{K,e} \) by

\[
v_{K,e}(x) = \begin{cases} v_K(x), & e \subset \partial K, \text{ or } x \in \partial K \cap \partial K_j \bigcap \partial K_i \\ 0, & e \subset \partial K, \text{ if } x \not\in \partial K_i \text{ or } K_j \bigcap \partial K_i \\ v_K(x), & e \subset \partial K, \text{ if } x \in \partial K_i \end{cases}
\]

If no ambiguity exists, we directly reuse the symbol \( S^h(K_T) \) to represent the discrete space of vector (tensor) functions and reuse \( v_{K,e}(x) \) to represent the adjacent value of a vector (tensor) functions.
\[-\int_{\Gamma_{p}} (\nabla \times A) \cdot n \times (v_{i} - v_{j}) ds = \int_{\Gamma_{p}} \frac{\nabla \times A + \nabla \times A_{2}}{2} \cdot n \times (v_{i} - v_{j}) ds \]
\[= \int_{\Gamma_{p}} (\nabla \times A_{1}) \cdot (n \times v_{i}) ds \]
\[+ \int_{\Gamma_{p}} (\nabla \times A_{1} - \nabla \times A_{2}) \cdot n \times v_{i} ds \]  \hspace{1cm} (9)

From (9), it can be seen that \((\nabla \times A_{1} - \nabla \times A_{2})\) is penalized by \(\frac{n \times v_{i}}{2}\) on a boundary, and \(\int_{\Gamma_{p}} (\nabla \times A_{1}) \cdot (n \times v_{i}) ds\) is a component of the formula of the integration by parts. Thus, when extending the \(C^{0}\) and \(C^{1}\) punishments onto \(\Gamma_{p}\) with the coefficients deduced from (8), the IGA IIPG for overlapped domain reads as:

Find \(A^{h} \in S_{h}^{n}(T)\) such that

\[\int_{k} v_{k}^{h} \cdot f dx - \sum_{k \in T} \int_{\partial k} \nabla \times A_{k}^{h} \cdot (n \times v_{k}^{h}) ds \]
\[+ \sum_{k \in T_{v}} \int_{\partial k} (\nabla \times A_{k}^{h} - \nabla \times A_{k}^{h,v}) \cdot n \times v_{k}^{h} ds \]
\[+ \sum_{k \in T_{v}} \int_{\partial k} \alpha_{n} (A_{k}^{h} - A_{k}^{h,v}) \cdot (n \times v_{k}^{h}) ds, \quad \forall v_{k}^{h} \in S_{h}^{n}(T) \] \hspace{1cm} (10)

In (10), the divergence of the vector potential is not penalized, and \(S_{h}^{n}(T)\) is not divergence-free (see [11], [12] and their references). Therefore, in the vector 2D situation, the divergence-free condition is applied to each of the elements by adding the item \(\sum_{k \in T} \int_{\partial k} (\nabla \cdot A_{k}^{h}) (\nabla \cdot v_{k}^{h}) dx\) to the left side of (10).

IV. NUMERICAL EXAMPLES

A. For 1D Cases

\[\nabla \times \nabla \times A = -2 \cos\left(\frac{x^{2} + y^{2}}{2}\right) + (x^{2} + y^{2}) \sin\left(\frac{x^{2} + y^{2}}{2}\right) \]
\[A_{x} = -y \left(1 + \frac{x^{2} + y^{2}}{2}\right) \] \hspace{1cm} (11)

In the figures, \(n\) denotes the variable numbers, and \(\varepsilon_{i}\) denotes the error \(\| u - u^{h} \|_{H_{1}}\).

From Figure III, it is observed that when the polynomial order varies from 2 to 4, the convergence speeds are optimal with respect to the norm \(\| u - u^{h} \|_{H_{1}}\) and \(\| u - u^{h} \|_{H_{1}}\).

B. For 2D Cases

\[\nabla \times \nabla \times A = 2 \left(1 + \frac{x^{2} + y^{2}}{2}\right) \sin\left(\frac{x^{2} + y^{2}}{2}\right) \] \hspace{1cm} (12)

In the figures, \(n\) denotes the variable numbers, and \(\varepsilon_{i}\) denotes the error \(\| u - u^{h} \|_{H_{1}}\) and \(\| u - u^{h} \|_{H_{1}}\).
For the problem (12) defined on the domains in Figure IV, the convergence properties are listed in Figures V and VI respectively.

\[
\mathbf{V} \times \nabla \times \mathbf{A} = \begin{pmatrix}
2 \sin(x) \cos(y) \\
-2 \cos(x) \sin(y)
\end{pmatrix}
\]

From Figures V and VI, the same optimal convergence orders are obtained as shown in Figure III.

V. SUMMARY

Firstly, the IIPG for the magnetostatic problems is discussed in the non-overlapped cases. Secondly, by applying the deduced punishing coefficients on the overlapped boundaries, the IGA IIPG for overlapped domains is created to solve the magnetostatic problems. In the 1D and 2D cases, the numerical results show that the presented method can reach the optimal convergence orders when the patches are overlapped. It is also found that, the classical method to impose the divergence-free condition is available in the presented method.
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