Abstract—Fundus is an image of the inner eye surface in the form of a colored image. This image has a lot of pixel values because it consists of three basic color components. The three colors are red, green, and blue, so they need a good technique in analyzing this image. This image can be used to diagnose diabetic retinal disease caused by diabetes mellitus. This disease can interfere with human vision because objects that cover the retina of the eye is called Cotton Wool Spot (CWS). The severity of this disease can be observed from the large area of the CWS covering the retina. This study aims to calculate the exact area ratio of CWS with the retina area. The method used in this research is Image Color Feature Segmentation (ICFS). This method has four stages, namely preprocessing, segmentation, feature extraction, and feature areas. The dataset processed in this study was sourced from the Radiology Department, General Hospital of M. Djamil Padang. The dataset consists of 16 fundus images of patients who were treated at the hospital. The results of this study can identify and calculate the percentage of retinal damage is very well. Therefore, this study can be a reference in measuring the severity of diabetic retinopathy for prevention and subsequent treatment for patients and doctors.
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I. INTRODUCTION

The retina is the core of the eye’s tissue located behind the eyeball. This tissue functions to receive and convert light into nerve signals to the human brain [1]. If there is damage to the retina, vision will be disturbed [2]. Retinal damage is caused by complications of diabetic retinopathy [3]. The diabetic retinopathy had two types. Types were proliferative and non-proliferative [4]. Proliferative retinopathy is a severe stage. It has many brittle blood vessels so that the surface of the retina becomes damaged. These brittle blood vessels break easily, resulting in bleeding in the middle of the eyeball. As a result, proliferative retinopathy can permanently damage the retina and result in loss of vision or blindness [5].

Non-proliferative type is an early symptom. In this early stage, there are small protrusions in blood vessels (microaneurysms) due to weakened vessel walls. If the diabetic disease gets worse, this bulge will rupture. In this fraction will secrete protein and form patches called cotton wool. These patches are gray or white and will settle. These deposits are white-yellow (hard exudate), so that it affects vision. If the deposition process continues, it will form swelling in the center of the retina (macula) called macular edema [6].

One pathology of this type of advanced non-proliferative diabetic retinopathy is Cotton Wool Spot (CWS). CWS is a soft exudate, which is a blockage in the nerve fiber layer with the appearance of pale white patches like cotton [7]. CWS size is rather small and yellowish-white or grayish-white like clouds. So, the blurred boundaries are difficult to determine [8], and presents differences in color in the fundus image that characterizes each object of diabetic retinopathy sufferers [9]. The image is presented in Fig. 1.

Fundus images such as Fig. 1 was recorded using a fundus camera [10] and was used to identify CWS [11]. The problem often occurs in the identification of CWS is the presence of noise and uneven lighting, so that the details of CWS are not observed clearly with the naked eye [12]. Thus, identification of CWS becomes difficult and difficult [13].
A better way to process fundus image processing is needed to identify CWS.

**Fig. 1** Fundus image with symptoms of diabetic retinopathy

Image processing plays an essential role in identifying CWS in fundamental images. Several studies have been carried out, such as the development of methods based on multi-resolution analysis with the symlet wavelet method and classifying CWS using the K-Means algorithm [14]. Machine learning systems to automatically distinguish Drusen, Exudates, and CWS [15]. Artificial Neural Networks (ANN) in detecting CWS [16]. Bank Gabor filter and Gabor threshold method for detecting CWS [17]. Other research used 3 stages, namely the use of morphological operations to remove blood vessels, the use of bank Gabor filters to improve image quality, and the use of Otsu to extract features and use Support Vector Machines classifier (SVM) for CWS classification [18]. The adaptive threshold, ant colony optimization, and methods of ant colony SVM for CWS classification [19]. Thus, the research developed a method of measuring the percentage of fundus area width to identify CWS better. This is very helpful in making the right decision to treat diabetic retinopathy patients.

II. MATERIAL AND METHOD

Research in identifying CWS on fundus color images of diabetic retinopathy patients uses several stages of the process. Each stage is interrelated and produces a new image that would be used by the next step as input. The new image generated is not stored permanently in memory; it is still temporary storage. Hence, each stage is interdependent and systematically ordered. In general, the stages of the process are grouped into four parts. The stages of the process are presented in Fig. 2.

In Fig. 2, Pre-processing consists of Gray-scaling and CLAHE methods. Segmentation covers of Otsu thresholding. Feature extraction includes Morphological methods, namely, Erosion and Dilation. The region feature consists of the YCbCr Transformation and the Region Properties. All these processes are tested on Personal Computer (PC) using Mathlab R2018a software.

**A. The Input Image**

The dataset in this study was sourced from the Central General Hospital (RSUP) in Padang against retinopathy diabetic patients. Lots of data tested amounted to 16 images. The data format is in the form of Joint Photographic Experts Group (jpg) with dimensions of 3,696 x 2,448 pixels.

**Fig. 2** Stage of the research process

The dataset is a color image of a diabetic retinopathy patient seeking treatment at the hospital. This dataset has been diagnosed by an ophthalmologist used in research on a different topic from this study [20]. The images were recorded using a Fundus camera brand Nonmyd7 produced by Kowa Company Ltd. Recording specifications are presented in Table 1.

| TABLE I | FUNDUS EXAMINATION SPECIFICATIONS |
|----------------|----------------------------------|
| **Category** | **Description** |
| Design      | White light in taking imagery.  |
| Pupil       | Nonmydriatic.                   |
| View        | 40°.                            |
| Resolution  | 12 Megapixel.                   |
| Optimal features | Optic nerve head color, non-red images, 3D |

**B. Pre-processing**

This stage is a supporting stage that must be done in this study. At this stage, the process of filtering the image of noise and pixel values irrelevant to the image is carried out. The next step, namely segmentation, would process image results from this stage. The method used in this stage is gray-scaling and contrast enhancement. The enhancement used the Contrast Limited Adaptive Histogram Equalization (CLAHE) technique. Gray-scaling is the process of converting color images into grayscale [21]. In the grayscale
image, there is an intensity value based on the gray level [22]. To determine the intensity value using the formula presented in Formula (1).

\[ Y(k, l) = \frac{R(k, l) + G(k, l) + B(k, l)}{3} \]  

(1)

Where \( Y(k, l) \) is grayscale intensity, \( R(k, l) \), \( G(k, l) \), and \( B(k, l) \) are the intensity values of red, green, and blue colors on the original goal.

CLAHE technique is used to increase image contrast by providing a limit value (clip limit) so that the image looks clearer [23]. The contrast value given must be limited so that there is no excessive contrast increase in the histogram [24]. To calculate the clip limit of a histogram using Formula (2).

\[ \beta = \frac{M}{N} \left( 1 + \frac{\alpha}{100} \left( S_{\text{max}} - 1 \right) \right) \]  

(2)

Where \( M \) represents the area, \( N \) represents the gray value (256), and \( \alpha \) is a clip factor that states the addition of a histogram with a value ranging from 0 to 100.

C. Segmentation

The segmentation process stage is dividing the image into several regions. The segmentation process to separate objects from the background. The segmentation process is carried out using Otsu thresholding and binary thresholding. Otsu is the best performing segmentation compared to the advanced techniques in fundus images [25].

Otsu thresholding is used to determine the threshold value by distinguishing two parts between the observed object and the background. Threshold values must be optimal and rely on each other based on the histogram. The threshold value of the optimal threshold is presented in Fig. 3.

![Fig. 3 Optimal threshold value](image)

The determination of the threshold is expressed as \( H \). \( H \) ranges from 1 to \( L \), where \( L \) is 255. To get the optimal threshold value is presented in Equations 3 through 8.

\[ Pb = \frac{nb}{N} \]  

(3)

\[ \omega(H) = \sum_{b=1}^{H} Pb \]  

(4)

\[ \mu(H) = \sum_{b=1}^{H} b \times Pb \]  

(5)

\[ \sigma^2_c(H) = \max_{1 < H < L} \sigma^2_c(H) \]  

(6)

\[ \sigma^2_c(H) = \frac{\left[ \mu_c, \omega(H) - \mu(H) \right]^2}{\alpha \omega(H) \left[ 1 - \alpha \omega(H) \right]} \]  

(7)

In Formula (3) it is used to find the probability that \( Pb \) is the probability of the \( b \)-level; this is the number of pixels at the \( b \)-level. \( N \) was the total of pixels.

After the threshold value is obtained, the binary is performed. This thresholding technique aims to convert the background value to black and change the color of the object to white. If the image has a pixel value that exceeds the threshold value, the image will be mapped to the desired value [26]. In Formula (9) is the equation used to get binary thresholding.

\[ g(k, l) = \begin{cases} 
0, & \text{if } x(k, l) < H \\
1, & \text{if } x(k, l) \geq H 
\end{cases} \]  

(9)

Where \( H \) is the threshold value, \( x(k, l) \) is the pixel of source, and \( g(k, l) \) is the pixel of the result after the threshold is done. The process of binary thresholding is presented in Fig. 4.

![Fig. 4 Binary thresholding process](image)

D. Feature Extraction

Feature extraction functions to take the characteristics of objects contained in the image. This feature can define the characteristics of an object. In the feature extraction process using erosion and dilation operations contained in the mathematical morphology method [28]. Where this method requires the element structure (strel), while the strel used is the disk type. The matrix form of the disk is presented in Fig. 5.

![Fig. 5 Structure element disk](image)
Erosion operation is the process of eroding objects in an image [29]. The erosion occurs because of a pixel reduction operation in the process of image pixels with strels. The erosion equation is presented in Formula (10).

$$g(k,l) = f(k,l) \odot SE$$ \hspace{1cm} (10)

Where \( g(k,l) \) is the result of morphological erosion, \( f(k,l) \) is an object, and \( SE \) is a structural element (strel).

Dilation operation is the process of thickening an object in an image [30]. Thickening occurs due to the operation of adding pixels in the process of pixel images with strings. The dilation equation is presented in Formula (11).

$$g(k,l) = f(k,l) \oplus SE$$ \hspace{1cm} (11)

Where \( g(k,l) \) is the result of dilation morphology, \( f(k,l) \) is an object, and \( SE \) is a structural element (strel).

E. Feature Region

The region features functions to calculate the area of an object in an image. The region features in this study carry out two processes, namely the YCbCr color transformation and the property region. The YCbCr method has 3 color components, namely Y as the brightness level, Cb as the blueness level, and Cr as the redness level. Relationships between these color components can be exchanged [31], and the relationships between colors are presented in Fig. 6.

![Fig. 6 The relationship between color components](image)

The result of the conversion into the YCbCr color space, proceed to the object detection process based on the Cb value. Cb value used to detect objects between 110 and 125. The results of this object detection are used in the property region process to count the number of pixels in the object [32]. Pixels are calculated using the ellipse-shaped approach presented in Fig. 7.

![Fig. 7 Representation of the region with the ellipse approach](image)

In Fig. 7, there is a blue line as the axis, the red dot is the focus, and the orientation of the angle is between the horizontal dashed line, and the main axis [33].

III. RESULTS AND DISCUSSION

In this study presented one test image of 16 images of patients with diabetic retinopathy. The input image, which has a pixel size of 3,696 x 2,448 in JPG format of one of the patients contained CWS is presented in Fig. 8.

![Fig. 8 One patient input image](image)

The next step is pre-processing with gray-scaling and CLAHE techniques. The results of this pre-processing are presented in Fig. 9. In Fig. 9 of part (a) shows that there has been a change in the color of RGB to grayscale, but the object that appears not prominent yet. To sharpen this object, sharpening is done using CLAHE. The image of the results of this process is presented in Fig. 9 (b), where the low group gray level is lowered, and the high group is raised higher. Hence, a significant change in value is seen, and the object can be identified.

![Fig. 9 Pre-processing result: (a) Gray-scaling, (b) Contrast enhancement](image)

After the pre-processing stage is completed, the next stage is segmentation using Otsu thresholding and binary thresholding techniques. The results of these two processes are presented in Fig. 10.

![Fig. 10. Segmentation result](image)

In Fig. 10 there has been a change from grayscale image to binary, where the object has a value of 1 while the background has a value of 0. This change occurs because the object has a gray value that changed to 1—while the background has a lower gray value from the threshold value, then replaced with the value 0. At this stage, the object can
already be distinguished with a more transparent background. The drawback of this result is that it still has noise about pixels that are scattered randomly and irregularly.

The results of the segmentation process are continued by feature extraction using erosion operations and dilation in mathematical morphology. Erosion operations aim to reduce the pixel on an object so that small objects will disappear, and large objects will shrink. This process automatically removes noise, but the size of the object shrinks, so it does not match its original size. To return the size of the object to its original size, a dilation operation is performed. The results of this operation are shown in Fig. 11.

![Feature extraction result: (a) Image of morphological erosion, (b) Image of morphological dilation](image1)

The image in Fig. 11 shows that no longer has noise, and objects can appear clearly from the edge detection of each object. In the objects that are seen, there are two types, namely CWS and an optical disk, so that CWS objects cannot be identified yet. For this reason, the regional feature stage is performed to distinguish CWS objects from optical disks. The process steps undertaken are the YCbCr color transformation and region properties. The results of the region feature stage are presented in Fig. 12.

![Feature region result: (a) Transformation YCbCr, (b) CWS detected, (c) Region properties CWS area](image2)

In Fig. 12 (a), the RGB color changes to the YCbCr color in the input image. The YCbCr color space is extracted by the Cb value component to get the CWS object. This Cb value is used for image results from feature extraction. The results of this process are presented in Fig. 12 (b), where the CWS object has been identified with a yellow boundary. To calculate the area size of the CWS object, the region properties process is used. This process can count the number of pixels circled by a yellow boundary. The results of calculating the number of pixels per object are presented in Fig. 12 (c) and the total value of the total CWS object area is 359,650 pixels.

The fundus color images can also be obtained by the number of pixels from the entire area of the retina by using region properties. After knowing the number of CWS areas and the overall retinal area, a comparison of CWS areas with retinal areas can be made using the equation (12).

\[
\text{Ratio} = \frac{\text{CWS Area}}{\text{Retina Area}} \times 100\% \quad (12)
\]

The ratio value is obtained from the division between the CWS area and the retina area, then multiplied by 100%. The CWS area value is obtained from the calculation of the number of CWS pixels, while the retina area value is obtained from the calculation of the number of retinal pixels. The results of the calculation ratio of the CWS area are shown in Table 2.

| Image Name | Retina Area (Pixels) | CWS Area (Pixels) | Calculation of Ratio (%) |
|------------|----------------------|-------------------|--------------------------|
| Image001   | 5,756,687            | 359,650           | 6.24                     |
| Image002   | 5,746,925            | 90,788            | 1.57                     |
| Image003   | 5,754,191            | 382,549           | 6.64                     |
| Image004   | 5,746,304            | 39,634            | 0.68                     |
| Image005   | 5,741,233            | 278,923           | 4.85                     |
| Image006   | 5,744,957            | 18,109            | 0.31                     |
| Image007   | 5,756,755            | 24,805            | 0.43                     |
| Image008   | 5,736,891            | 314,174           | 5.47                     |
| Image009   | 5,752,313            | 207,312           | 3.60                     |
| Image010   | 5,739,482            | 255,923           | 4.45                     |
| Image011   | 5,740,680            | 171,428           | 2.98                     |
| Image012   | 5,735,238            | 104,901           | 1.82                     |
| Image013   | 5,751,750            | 45,516            | 0.79                     |
| Image014   | 5,742,784            | 33,706            | 0.58                     |
| Image015   | 5,708,444            | 74,814            | 1.31                     |
| Image016   | 5,736,050            | 47,948            | 0.83                     |

IV. CONCLUSION

From the results of the fundus color image processing of diabetic retinopathy patients, it was concluded that CWS can be identified very well. From the identification results it can be calculated the area of the CWS in units of pixels and can be determined outside the CWS ratio compared to outside the retina. So, the results of these ratios can help patients and ophthalmologists in making quick decisions to be able to take proper prevention and care.

REFERENCES

[1] Yildirim, M., and Kacar, F., “Adapting Laplacian based filtering in digital image processing to a retina-inspired analog image processing
detection of hard and soft exudates from retinal fundus images,” SN Applied Sciences, vol. 2, pp. 748-758, Mar. 2020.

Senthil Kumar, T., and Kunutha, D., “Comparative Analysis of the Fuzzy C-Means and Neuro-Fuzzy Systems for Detecting Retinal Disease,” Circuits Systems and Signal Processing, vol. 39, pp. 698–720, Jul. 2020.

Shankar, K., Perumal, E., and Vidhyavathi, R. M., “Deep neural network with moth search optimization algorithm-based detection and classification of diabetic retinopathy images,” SN Applied Sciences, vol. 43, pp. 173-185, May 2019.

Kollias, A., N., and Ulbig, M. W., “Diabetic Retinopathy,” Dtsch Arztebl Int, vol. 107, pp. 75–84, Feb. 2010.

Sivaprasad, S., and Pearce, E., “The unmet need for better risk stratification of non-proliferative diabetic retinopathy,” Diabetic Medicine, vol. 36, pp. 424-433, Nov. 2018.

Ioannides, Georgakarakos, Elaraoud, and Andreou, “Isolated cotton-wool spots of unknown etiology: management and sequential spectral domain optical coherence tomography documentation,” Clin Ophthalmol, vol. 5, pp. 1431-1433, Oct. 2011.

Memari, N., Ramli, A.R., Saripan, M.I.B., et al., “Retinal Blood Vessel Segmentation by Using Matched Filtering and Fuzzy C-means Clustering with Integrated Level Set Method for Diabetic Retinopathy Assessment,” Journal of Medical and Biological Engineering, vol. 39, pp. 713–731, Nov. 2019.

Long, S., Chen, J., Hu, A., et al., “Microneuerysms detection in color fundus images using machine learning based on directional local contrast,” BioMedical Engineering OnLine, vol. 19, pp. 21-44, Apr. 2020.

Mishra, J., and Nirmala, S.R., “Detection Of Cotton Wool Spots In Retinopathy Images: A Review,” IOSR Journal of VLSI and Signal Processing, vol. 8, pp. 1-9, May 2018.

Li, F., Yan, L., Wang, Y., et al., “Deep learning-based automated detection of glaucomatous optic neuropathy on color fundus photographs,” Graefes Arch Clin Exp Ophthalmol, vol. 258, pp. 851–867, Jan. 2020.

Ghoshal, R., Jaafar, F.N., Yassin, I.M., et al., “Face detection using Min-Max features enhanced with Locally Linear Embedding,” TEM Journal, vol. 7, pp. 678-685, Aug. 2018.

Günès, A., Kalkan, H. and Durmus, E., “Optimizing the color-to-grayscale conversion for image classification,” Signal Image and Video Processing, vol. 10, pp. 853–860, Jul. 2016.

Reza, A.M., “Realization of the Contrast Limited Adaptive Histogram Equalization (CLAHE) for Real-Time Image Enhancement,” Journal of VLSI Signal Processing, vol. 38, pp. 35-44, Nov. 2004.

da Rocha, D.A., and Barbosa, A.B.L., Guimarães, D.S. et al., “An unsupervised approach to improve contrast and segmentation of blood vessels in retinal images using CLAHE, 2D Gabor wavelet, and morphological operations,” Research on Biomedical Engineering, vol. 36, pp. 67-75, Jan. 2020.

Datta P., Rani S., and Koundal D., “Detection of Eye Ailments Using Segmentation of Blood Vessels from Eye Fundus Image.” In: Singh P., Kar A., Singh Y., Kolekar M., Tanwar S. (eds) Proceedings of ICIRIC 2019. Lecture Notes in Electrical Engineering, vol 597. Springer, Cham, 2020.

Kumar, N., “Thresholding in salient object detection: a survey,” Multimedia Tools and Applications, vol. 77, pp. 19139–19170, Aug. 2018.

Sigut, R., Wulandari, A., Rofiqah, N., and Yuniarti, H., “Automatic Detection Brain Segmentation to Detect Brain Tumor Using MRL,” International Journal on Advanced Science, Engineering and Information Technology, vol. 9, pp. 1913-1930, Dec. 2019.

Ledda, A., “Mathematical Morphology in Image Processing,” Thesis, Universiteit Gent, 2007.

Alshehri, A.A., Daws, T., and Ezekiel, S., “Medical Image Segmentation Using Multifractal Analysis,” International Journal on Advanced Science, Engineering and Information Technology, vol. 10, pp. 420-429, Apr. 2020.

Na’am, J., “Accuracy of Panoramic Dental X-Ray Imaging in Detection of Proximal Caries with Multiple Morphological Gradient (mMG) Method,” JOIV: International Journal on Informatics Visualization, vol. 1, pp. 5-11, Mar. 2017.

Patvardhan, C., Kumar, P., and Lakshmi, C.V., “Effective Color image watermarking scheme using YCbCr color space and QR code,” Multimedia Tools and Applications, vol. 77, pp. 12655–12677, May 2018.

Acharya, V., and Kumar, P., “Detection of acute lymphoblastic leukemia using image segmentation and data mining algorithms,” Medical & Biological Engineering & Computing, vol. 57, pp. 1783–1811, Aug. 2019.

Anh-Cang Phan, Van-Quyen Vo and Thuong-Cang Phan, “A Hounsfield value-based approach for automatic recognition of brain haemorrhage,” Journal of Information and Telecommunication, vol. 3, pp. 196-209, Jun. 2019.