Phase diagram of the square lattice Hubbard model with Rashba-type antisymmetric spin-orbit coupling
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We clarify the ground state phase diagram of the half-filled square-lattice Hubbard model with Rashba spin-orbit coupling (SOC) characterized by the split-spin energy bands due to broken inversion symmetry. Although the Rashba metals and insulating magnets have been studied well, the intermediate interaction strength of the system remained elusive due to the lack of appropriate theoretical tools to unbiasedly describe the large-scale magnetic structures. We complementarily apply four different methods; sine-square deformed mean-field theory, random phase approximation (RPA), Luttinger-Tisza method, and density matrix embedding theory, and succeed in capturing the incommensurate spin-density-wave (SDW) phases with very long spatial periods which were previously overlooked. The transition to the SDW phases from the metallic phase is driven by an unprecedented instability that nests the two parts of the Fermi surface carrying opposite spins. For large SOC, the spiral, stipe, and vortex phases are obtained, when the four Dirac points exist near the Fermi level and their whole linear dispersions nest by a wavelength $\pi$, opening a band gap. These two types of transition provide Fermiology that distinguishes the antisymmetric SOC systems, generating a variety of magnetic phases that start from the relatively weak correlation regime and continue to the strongly interacting limit.

I. INTRODUCTION

Spin-orbit coupling (SOC) plays a crucial role in controlling spin-dependent transport phenomena, in the emergence of topological phases of matter, and in stabilizing a variety of magnetic structures of insulators and metallic states. Intensive studies over the past decades have clarified many of these key roles, and it turned out that there is an inherent difference in how the SOC works for crystals with and without inversion symmetry as summarized in Table I.

The so-called non-centrosymmetric crystals do not have inversion symmetry, and its SOC becomes antisymmetric about left-moving and right-moving electrons on each bond. Accordingly, the electron spin momentum couples with the kinetic momentum $k$, and the energy bands split, carrying spins pointing in the directions that vary with $k$. In particular, the Rashba or Dresselhaus types of spin-split bands in two dimensions have given rise to a variety of spin-dependent transport phenomena including spin Hall effect and spin galvanic effect. When the system becomes insulating, the antisymmetric SOC is converted to the Dzyaloshinskii-Moriya (DM) interaction. The DM interaction typically competes with the Heisenberg exchange interaction, resulting in magnetic orders with spatially extended periods such as chiral magnets in one dimension (1D) and magnetic skyrmions in two dimensions (2D). Even when the DM interactions appear to be irrelevant, low-energy magnon excitations are well-influenced and reveals the nonreciprocal magnon propagation, and spin-dependent magnon-band splitting.

When the inversion symmetry in the centrosymmetric crystals coexists with the time-reversal symmetry, the entire energy band retains its spin-degeneracy. In $4d$ and $5d$ materials, the strong SOC overwhelms the energy scale of the crystal field, and combines electron spin and orbital angular momentum and form a Kramers doublet, which is the origin of the band-degeneracy. When these materials have a valence that fills these doublets, the perfect flat bands and trimerized charge orderings are masked in the bulk by the degeneracy and the spin-orbit coupling makes the energy bands split bands.

TABLE I. Classification of SOC systems. The region marked with a broken line is the target of the present paper.

| Broken inversion symmetry | Inversion symmetry |
|--------------------------|--------------------|
| = spin split bands       | + time reversal     |
|                         | = spin degenerate bands |
| DM magnets              | SOC Mott insulator  |
| Antisymmetric SOC Mott insulator | topological insulator |
| Rashba-Dresselhaus metals | Weyl semimetals    |
broken cases is essentially unexplored, in comparison to the established and still increasing fields of the SOC Mott insulator with inversion symmetry. We call them “antisymmetric SOC Mott insulators”. The reason, from a theoretical standpoint, can be explained as a lack of appropriate tools. The antisymmetric SOC is expected to yield quantum phases with a large-scale structure. However, dealing with such phases in the presence of strong electronic interactions is extremely difficult due to their long-period structure; all methods known so far require prior knowledge of the structure or periods of ordered phases, and the results are too often dependent on the numerical conditions. Previous theories have thus focused on the non-interacting Rashba-Dresselhaus types of metallic phases, superconducting phases mostly at the mean-field level with perturbations, and on the insulating state in the strong coupling limit by further simplifying them as classical magnets to avoid the quantum many-body effect.

On the experimental side, until recently, only a few materials with substantial antisymmetric SOC and strong electron correlation had been identified experimentally. Meanwhile, a few 3d electron systems started to be highlighted, and the antisymmetric SOC is artificially introduced in cold atomic systems, and the theory dealing with the antisymmetric Mott insulator is demanding.

In this paper, we address this issue using the simplest prototype platform, the square-lattice Hubbard model with Rashba SOC. Since the Hamiltonian is expected to host a series of intriguing magnetic structures of a large spatial scale, we apply a numerical method we developed very recently, the sine-square deformed mean-field theory (SSDMF), and combine them with the analysis from the weak coupling random-phase approximation (RPA) and Luttinger-Tisza method, and the density matrix embedding theory (DMET) and strong coupling limits. In Sec. V and Sec. VI, we apply the SSDMF and DMET to our model. In these sections, we provide minimal explanations of the methods to understand the physical implication of our results, where we refer to the points that are specific to our model. Those who want to learn more about the latter two methods consistently shall visit e.g. Refs. [55] and [73] by the authors. In Sec. VII, we discuss the relationship between gauge-invariant Wilson loops and magnetic phase boundary. We finally give a brief discussion and summary in Secs. VIII and IX.

II. MODEL AND MAGNETIC PHASE DIAGRAM

A. Model

We consider the half-filled Hubbard model with Rashba SOC defined on the square lattice of system size $N = L \times L$, given as $\hat{H} = \hat{H}_0 + \hat{H}_U$, with

$$\hat{H}_0 = -\sum_r \sum_{\mu=x,y} (\hat{c}_{r+\mu}^\dagger \hat{c}_r + i \lambda \hat{c}_{r+\mu}^\dagger (\hat{n}_{\mu} \cdot \sigma) \hat{c}_r + \text{h.c.}),$$

$$\hat{H}_U = U \sum_r \left( \hat{n}_{r,\uparrow} - \frac{1}{2} \right) \left( \hat{n}_{r,\downarrow} - \frac{1}{2} \right),$$

where $r$ denotes the position of sites on the square lattice, $\sigma = (1,0)$ and $\epsilon_p = (0,1)$ are the unit vectors connecting nearest-neighboring sites, $\hat{c}_r, \hat{c}^\dagger_r, \sigma = (\uparrow, \downarrow)$ in $\hat{c}_r = (\hat{c}_{r,\uparrow}, \hat{c}_{r,\downarrow})^T$ denotes the annihilation (creation) operator of the electron at site $r$ with spin $\sigma = \uparrow, \downarrow$, and $\hat{n}_{r,\sigma} = \hat{c}_{r,\sigma}^\dagger \hat{c}_{r,\sigma}$ denotes the particle density with spin $\sigma$. The electrons interact via the on-site repulsive interaction, $U \geq 0$, where we introduce the factor $1/2$ in $\hat{H}_U$ to recover the particle-hole symmetry. The schematic illustration of the model is shown in Fig. 1(a).

The non-interacting Hamiltonian $\hat{H}_0$ includes the standard hopping integral $t$ and spin-dependent hopping integral $\lambda$ that originates from the Rashba SOC. These two
velocities. The broken arrows represent the vector that "nests" the whole Dirac cones in forming the stripe phase. Schematic illustration of the four Dirac cones with the same "WII, SDWIII, spiral, stripe, and vortex phases. At θ = 0 (without SOC), an infinitesimal U gives results for all parameter regions 0 ≤ θ ≤ 4π. We also remark that Rashba SOC in this model can be transformed to Dresselhaus SOC by a unitary operator

\[ \hat{U}_{\text{RD}} = \bigotimes_{r} \exp \left( i \pi \frac{\hat{S}_{r}^{x} + \hat{S}_{r}^{y}}{\sqrt{2}} \right) , \]

which represents the global π rotation of the spin about the unit vector \((-e^{y} + e^{x})/\sqrt{2}\). Then all the results obtained in this paper can also be applied to the square-lattice Hubbard model with Dresselhaus SOC; the only difference between the two models is the direction of spins.

B. Magnetic phase diagram

Figure 2(a) shows the ground-state magnetic phase diagram of our model on the plane of θ and U. It is obtained by the SSDMF method which can unbiasedly capture the existing long-wavelength incommensurate orderings and properly judge their stability, as explained in Sec. V. The SSDMF does not formally/basically include correlation effect beyond mean-field approximation, however, possibly because of the particular nature of their wave function, it is previously shown to describe the correlated model beyond the mean field. We find five distinct magnetically-ordered phases labeled as SDWI, SDWII, SDWIII, spiral, stripe, and vortex phases. At θ = 0, an infinitesimal U induces an antiferromagnetic (AFM) order. When θ takes a small nonzero value, the SDWI immediately appears. At θ \sim π/3, it transforms to the SDWII order and to the SDWIII order at θ \sim 2π/3, and at larger θ and U, we find spiral, stripe, and vortex phases.

The structure factors of all the phases that appear in the phase diagram are shown in Figs. 2(b) and 2(c). The peak positions in the SDWII phase are at the incommensurate points \(q_{x} = q_{y}\) point, and they shift to \(q_{x} \neq q_{y}\) for SDWII and in SDWIII to the boundary (off the symmetric points) of the Brillouin zone. The \(q\)-profile of SDWIII is similar to the stripe phase, and in the spiral and vortex phases, \(q_{x}, q_{y}\) take 0 or π. These results indicate that the ordering patterns gradually develop from the incommensurate ones as θ increases. In the weaker-U region, we find the double-\(Q\) structure in the SDW phases, which is detected as the doubling of the peaks. This should be because the magnetic structures with double peaks will increase the splitting of the energy bands at the phase transition. However, the amplitudes of spin-moments of the SDW in real space have larger variations for the double-\(Q\) structures, and the nonmagnetic sites or sites with small spin moments increase compared to the single-\(Q\) profile. We have checked that the degree of double occupancy is larger for the double-\(Q\) structure, which is unfavorable for \(U\), which is the reason why the double-\(Q\) is replaced to the single-\(Q\) SDW phases as \(U\) increases. The single-\(Q\) SDW phases have a
coplanar spin structure by definition, and the double-\(Q\) SDW phases have non-coplanar one, reflecting the large spatial variation of the spin moments.

In the spiral, stripe, and vortex phases, the spin density no longer varies in space, and the spin orientation rotates with a commensurate periodicity. When compared to the average spin densities of the SDW phases, they take \(|\langle S_r \rangle| \sim 0.4 - 0.5\), (see Fig. 2(c)), indicating a semi-classical nature of magnetism, although their spin moments shrink due to quantum fluctuations. The stripe and vortex phases have the coplanar spins, and the double-\(Q\) spiral phase has non-coplanar spins and can be identified as an antiferromagnetic skyrmion lattice phase characterized by the topological charge\(^76–80\).

In Secs.III–VI, we employ several analytical and numerical methods, which altogether verify our phase diagram; we perform the RPA in Sec. III and Luttinger-Tisza method in Sec. IV, respectively, which are the reliable approximations in the small-\(U\) paramagnetic phase and in the large-\(U\) limit, respectively. We find that both agree well with the phase diagram obtained by the SSDMF. On top of that, in Sec. VI we test the stability of the most delicate phase, SDWI, which was not captured in any of the previous works. There, we apply the DMET, which is the method that treats nearly full correlation effect and can be applied to the incommensurate phase. The relationships of these approximations are summarized in Sec. VIII, Fig. 10.

We briefly mention that the periods and types of magnetic phases in our phase diagram contradict in several aspects with the previous works based on cluster dynamical mean-field theory (DMFT)\(^81\) and mean field calculation\(^76\); they predict the AFM at small \(\theta\) instead of SDWI, and the QSL at around \(\theta = \pi\). However, we conclude that these phases are the numerical artifacts based on the two findings. First, we show in Sec. V that the calculation using the finite cluster with periodic boundary can hardly capture the SDW states with large-scale periods (see also Figs. 7(b)–(d)). Since cluster-DMFT treats only the short-range correlation in principle, they cannot capture the long-period SDW phases which do not fit to the cluster shape, which is well known. Secondly, the QSL phase is concluded to be absent in previous large-scale QMC calculations on the \(\pi\)-flux Hubbard model which is exactly transformed to our model by the local gauge transformation. These comparisons are discussed in more detail in Sec. VIII.

C. Metal-to-magnetic phase transitions

The spin splitting of energy bands over the whole Brillouin zone differentiates the antisymmetric SOC systems from the systems with inversion symmetry. Now we highlight the origin of the above-mentioned various phases as a feature particular to the antisymmetric SOC systems. Theoretical details on how we reach these conclusions are shown in Secs.III-VII.

As we saw in Fig. 1(b), there are four Dirac points at \((0, 0), (0, \pi), (\pi, 0), (\pi, \pi)\) which are the \(k\)-points invariant under the time reversal symmetry operations. Two of them lie at the Fermi level at half-filling and stay there throughout the variation of \(\theta = [0 : \pi]\). The other two are rather off from the Fermi level, whereas they approach the Fermi level when further increasing \(\theta\) and finally, they all fall at the Fermi level at \(\theta = \pi\), namely \(t = 0\) and
\[ \lambda = 1. \]

The Fermi surfaces carry their spin moments, which appear in pairs for the upper and lower bands crossing the Fermi level (not shown here), and along with the variation of the height of the Fermi level at \((0,0)\) and \((\pi, \pi)\) with increasing \(\theta\), the shape of the major part of the Fermi surface varies from square-like ones to smaller pockets. At small \(\theta\), the nesting instability is the origin of the SDW phases as has been discussed in many transition metals including high-\(T_c\) cuprates\(^{82,83}\). However, in the present case, the nesting takes place between the Fermi surfaces that carry antiparallel spin moments via the incommensurate nesting vector. It overwhelms instability to the commensurate AFM ones. This spin-pairwise nesting instability distinguishes the present antisymmetric SOC systems. The details will be discussed based on the RPA framework in Sec. III B.

The magnetic phase changes its character when \(\theta \gtrsim 2\pi/3\). Although at the very vicinity of the phase transition, the instability toward the SDWIII phase survives up to \(\theta = \pi\), it almost simultaneously transforms to the other commensurate stripe or vortex phases. This is because, the Fermi pockets become very small and the \((0,0)\) and \((\pi, \pi)\) Dirac points become close to the Fermi level. In such a situation, the small density of states near the Dirac points and the small Fermi pockets no longer has advantages in the Fermi surface nesting instability. Then, it is energetically favorable to “nest” the whole Dirac points of the same shape and with this small energy difference to open a band gap. This is another remarkable feature of the present system which will be disclosed in Sec. III B 3.

The magnetic structures and the phase boundaries do not change much with increasing \(U\). This means that the magnetic properties are already determined by the features of the spin-split bands. We, however, mention that the energy differences between different magnetic phases are subtle, and there are intense competitions between at least two different phases next to each other. In the strong coupling limit, the Hubbard Hamiltonian is reduced to the spin Hamiltonian with Heisenberg interaction (vary from antiferromagnetic to ferromagnetic ones when \(\theta = 0 \) to \(\pi\)), DM interaction, and bond-dependent AFM Ising-type exchange interactions (see Sec. IV A). Although we deal with them by a semi-classical approximation, the Luttinger-Tisza method, the ground state of this spin model is in good agreement with the phase diagram, favoring incommensurate (modulated spins) to semi-classical spiral and vortex spins when moving from small to large \(\theta\) (see Sec. IV B, Sec. IV C, and Sec. IV D).

### III. WEAK-COUPLING APPROACH

#### A. Energy band and Fermi surface

In the weak coupling theory, the non-interacting band structures and the shape of Fermi surfaces play the key roles in the metal-to-magnetic phase transitions. The \(k\)-space representation of our non-interacting Hamiltonian is

\[
\hat{H}_0 = \sum_k \hat{c}_k^\dagger H(k) \hat{c}_k, \tag{6}
\]

where \(\hat{c}_k = (\hat{c}_{k,\uparrow}, \hat{c}_{k,\downarrow})^T\), \(\hat{c}_{k,\sigma} = (1/\sqrt{N}) \sum_r \hat{c}_{r,\sigma} e^{-i k \cdot r}\), and \(H(k)\) is the \(2 \times 2\) Hermitian matrix describing the single-particle Hamiltonian,

\[
H(k) = -2 t_{\text{eff}} \cos(\theta/2) (\cos k_x + \cos k_y) \sigma^0 - 2 t_{\text{eff}} \sin(\theta/2) (\sigma^y \sin k_x - \sigma^z \sin k_y). \tag{7}
\]

The cosine-term is the standard spin-degenerate one and the sine-term that originates from the Rashba SOC splits the energy band, which is regarded as the \(k\)-dependent Zeeman-term. The two energy eigenvalues are

\[
\varepsilon_{\pm}(k) = -2 t_{\text{eff}} \cos(\theta/2) (\cos k_x + \cos k_y) \pm 2 t_{\text{eff}} \sin(\theta/2) \sqrt{\sin^2 k_x + \sin^2 k_y}. \tag{8}
\]

Figure 3(a) shows the Fermi surfaces for various \(\theta\). The energy bands at \(\theta = 0\) (without Rashba SOC) are two-fold degenerate as a consequence of time reversal and inversion symmetries. Finite Rashba SOC \((\theta \neq 0)\) breaks the inversion symmetry and the degenerate bands split except at time-reversal invariant momenta (TRIM) \(k_{\text{TRIM}} = (0,0), (\pi, 0), (0, \pi), \) and \((\pi, \pi)\), \((\pi, \pi)\) are the same wave vectors within the first Brillouin zone.

These Kramers degeneracies at the TRIM are protected by the time-reversal symmetry and form Dirac points at \(\theta \neq 0\). One can explicitly write down the Dirac Hamiltonian around the TRIM \(k_{\text{TRIM}}\) as

\[
H(k) \sim \varepsilon_0(k_{\text{TRIM}}) - 2 t_{\text{eff}} \sin \theta (\sigma^y \Delta k_x - \sigma^x \Delta k_y), \tag{9}
\]

where \(\varepsilon_0(k) = -2 t_{\text{eff}} \cos \theta (\cos k_x + \cos k_y)\) and \(\Delta k = k - k_{\text{TRIM}}\). Importantly, the velocities are all the same for the four Dirac points. Among the four Dirac points, those at \(k = (\pi, 0)\) and \((0, \pi)\) locate at zero energy level, \(\varepsilon_0(\pi, 0) = \varepsilon_0(0, \pi) = 0\), irrespective of \(\theta\). These two are protected by the symmetry represented by an antiunitary operator,

\[
\hat{T} = \bigotimes_r \left( (\hat{c}_{r,\sigma} - e^{i Q_x r \hat{r}_x} \hat{c}_{r,\sigma}^\dagger) \exp \left( -i \pi \frac{\hat{S}_x + \hat{S}_y}{\sqrt{2}} \right) K \right), \tag{10}
\]

where \(Q_x = (\pi, \pi)\) and \(K\) is the complex-conjugation operator, \(K i K^{-1} = -i\). This transformation can be interpreted as the combination of the time-reversal, particle-hole, and mirror symmetry operations. The symmetry constraints \([\hat{H}, \hat{T}] = 0\) and the Kramers degeneracy leads to \(\varepsilon_n(k) = 0\) at these points. The other two Dirac points have finite energy as \(\varepsilon_0(0,0) = -2 t_{\text{eff}} \cos(\theta/2)\) and \(\varepsilon_0(\pi, \pi) = 2 t_{\text{eff}} \cos(\theta/2)\). The Fermi pockets related to these two points are centered at \((0,0)\) and \((\pi, \pi)\), and as \(\theta\) increases, these pockets shrink and eventually, the Dirac point reaches the Fermi level at \(\theta = \pi\) (strong Rashba SOC limit).
B. Random phase approximation

1. Magnetic susceptibility

In the RPA framework, the phase transition is captured by the instability toward the magnetic ordering when the magnetic susceptibility $\chi_RPA(q)$ obtained by the RPA diverges. The ordering wave vector $q = Q$ at the critical point that contributes to this divergence is usually determined by the shape of the Fermi surface. In the standard RPA approach, the energy bands in the metallic phase are spin-degenerate and so as the bare magnetic susceptibility, $\chi_0(q)$. The divergence occurs for the nesting vector $Q$ that interpolates the two separate parts of the Fermi surfaces that maximally contribute to $\chi_0(q)$, and the magnetic moment is given within the linear response theory as $\langle S_Q \rangle =\chi_RPA(Q)h_Q$, with $\chi_RPA(Q) \propto (1 - 2U\chi_0(Q))^{-1}$, where $h_Q$ is the infinitesimal external magnetic field with the wave vector $Q$.

In our case, however, the energy bands carry spin moments that point in various directions depending on $k$. Accordingly, $\chi_RPA(q)$ and $\chi_0(q)$ are no longer scalar but take the form of $3 \times 3$ matrices; since the system does not have an SU(2) spin-rotational symmetry, the $x, y, z$-elements of spin moments are independently taken into account. They are given as

$$\chi_{\text{RPA}}(q) = [I_{3x3} - 2U\chi_0(q)]^{-1}\chi_0(q),$$

with $I_{3x3}$ being the $3 \times 3$ identity matrix, and

$$\chi_{\text{RPA}}^{\mu\nu}(q) = -\frac{1}{N} \sum_{k,n,m} s_{n,m}(k, k + q)s_{m,n}(k + q, k)F_{n,m}(k, k + q),$$

for $\mu, \nu = x, y, z$ with

$$F_{n,m}(k, k + q) = \frac{f(\varepsilon_n(k)) - f(\varepsilon_m(k + q))}{\varepsilon_n(k) - \varepsilon_m(k + q) + i\hbar \delta},$$

$$s_{n,m}(k_1, k_2) = u_{n}^\dagger(k_1) \left( \frac{\sigma^\mu}{2} \right) u_{m}(k_2).$$

Here $f(\varepsilon) = 1/(\exp(\varepsilon/k_B T) + 1)$ is the Fermi distribution function at temperature $T$, $\delta$ is the infinitesimal positive number that represents an adiabatic application of the external field, and $u_{n}(k)$ is the eigenvector of $H(k)$ for $\varepsilon_n(k)$ ($n = \pm$) given as

$$u_{\pm}(k) = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \sin^2 k_x + \sin^2 k_y \\ \pm (\sin k_y - i \sin k_x) \end{array} \right).$$

We need to find the wave vector $q = Q$ at which $\chi_RPA(q)$ diverges. Since $\chi_0(q)$ is Hermitian, there exists a unitary matrix $W(q)$ that diagonalizes $\chi_RPA(q)$ as

$$W^\dagger(q)\chi_RPA(q)W(q) = \text{diag} \left( \frac{\lambda_1(q)}{1 - 2U\lambda_1(q)}, \frac{\lambda_2(q)}{1 - 2U\lambda_2(q)}, \frac{\lambda_3(q)}{1 - 2U\lambda_3(q)} \right),$$

with $\lambda_1(q), \lambda_2(q), \lambda_3(q)$ being the eigenvalues of $\chi_RPA(q)$.
where $\lambda_{1}(q)$ is the eigenvalue of $\chi_{0}(q)$ in an ascending order, $\lambda_{1}(q) \leq \lambda_{2}(q) \leq \lambda_{3}(q)$. When we move on to this “rotating frame” by $W(q)$, the RPA susceptibility becomes diagonal. The first diagonal component to diverge in increasing $U$ from 0 is given by $\lambda_{3}(Q)/(1 - 2U\lambda_{3}(Q))$, where $Q$ is defined as the wave vector that maximizes $\lambda_{3}(q)$ as

$$Q = \max_{q} \lambda_{3}(q).$$

The Fourier component of the ordered magnetic moment is given by $\langle W^{I}(Q) S_{Q} \rangle \propto (0, 0, 1)^{T}$ in the “rotating frame”. In the original frame, we have

$$\langle \hat{S}_{Q} \rangle \propto (W_{x z}(Q), W_{y z}(Q), W_{z z}(Q))^{T},$$

and the fourier Fourier transformation yields the magnetic moments in real space. In the following, we obtain the largest eigenvalue and corresponding eigenvector of the bare magnetic susceptibility $\chi_{0}(q)$ to determine the properties of the magnetically ordered phase at the critical point.

2. Spin-pairwise nesting instability

Figure 3(b) shows the maximum eigenvalue of the bare magnetic susceptibility, $\lambda_{3}(q)$, as the function of $q$ at $k_{B}T = 0.05$. Here we perform the RPA at finite temperature, where the temperature simply acts as the smoothing of the step function. We replace the summation of $k$ in Eq. (12) by the integral and evaluate it using the Simpson method. The peak position $Q$ of $\lambda_{3}(q)$ shifts as $\theta$ increases, which is shown in Fig. 3(c) for $q_{x} \geq q_{y} \geq 0$. We find three regions separated by the jump of the peak positions, indicating the first order transitions. Let us denote the two boundaries as $\theta = \theta_{c1}^{(RPA)}$ and $\theta_{c2}^{(RPA)}$. In the SDWII phase at $0 \leq \theta \leq \theta_{c1}^{(RPA)}$, we find the peak along the $q_{x} = q_{y}$ line (see Fig. 3(a) and Fig. 3(b)). When $\theta = 0$, the commensurate AFM order exists at $U > 0$ with $q = Q_{\pi}$. As $\theta$ increases, the peak splits and the center peak gradually shifts to $q_{x} = q_{y} < \pi$, indicating an incommensurate magnetic order. In the SDWII phase at $\theta_{c1}^{(RPA)} \leq \theta \leq \theta_{c2}^{(RPA)}$, the peak position falls off the $q_{x} = q_{y}$ line. When the system enters the SDWIII phase at $\theta_{c2}^{(RPA)} \leq \theta < \pi$, $Q$ locates at the boundary of the Brillouin zone, namely either $Q_{x}$ or $Q_{y}$ is equal to $\pi$, and finally at $\theta = \pi$ we find the peaks at $(0, \pi)$ and $(\pi, 0)$ whose combination forms a vortex ordering.

These results are consistent with the development of the Fermi surface. In the SDWII phase, we can extract the possible nesting vector indicated by arrows in Fig. 3(a). We denote it as $Q_{SDWI} = (Q_{SDWI}, Q_{SDWI})$, which should satisfy $\varepsilon_{\pi}(Q_{SDWI} + 2Q_{SDWI}) = \varepsilon_{\pi}(-Q_{SDWI} + 2Q_{SDWI}) = 0$. We find the explicit form of $Q_{SDWI}$ as

$$Q_{SDWI} = 2\arctan \left( \frac{\sqrt{2}}{\tan(\theta/2)} \right).$$

which agrees with the value of $Q$ shown in Fig. 3(c) at $0 \leq \theta \leq \theta_{c1}^{(RPA)}$.

So far, we have not explicitly discussed the relevance of the spin index of energy bands and the nesting vector. However, the spin orientation crucially influences the choice of $Q$; in Eq.(12) we find that the nesting from $k$ to $k + q$ accompanies the flipping of spins via $\sigma^{n}$. Figure 4 shows the contribution of $Q_{SDWI}$ and $Q_{\pi}$ to $\lambda_{3}(q)$; the states at $k$ combined with $k + q$ contribute to $s_{n,m}^{\sigma}(k, k + q)$ and $s_{n,m}^{\sigma}(k, k + q)$ in Eq.(12). We evaluate the maximum eigenvalue of the integrand in Eq.(12) for a given $q = Q_{SDWI}$ or $Q_{\pi}$ as the contribution to $\lambda_{3}(q)$ at $k$. The results are shown as the density plots in the right panel. As shown in the left panel, $Q_{SDWI}$ nests $k$ to $k + q$ belonging to the same Fermi surface but carrying opposite spins, whereas $Q_{\pi}$ nests the two different Fermi surfaces carrying the same spins. Apparently, nesting takes place over the edges of the Fermi surface in the former but only at an isolated single points $(0, 0) \pi$ to $(\pi, 0)$ for the latter, and the former gives larger contributions. This should be because Eq.(12) allows off-diagonal (different spin orientations) components over a wider range of Fermi surfaces. Such $Q_{SDWI}$ is generally incommensurate.

The other two SDW phases are more intriguing. The nesting vector in the SDWII phase denoted as $Q_{SDWI}$ is expected as the one that crosses $(0, 0)$ and connects the two sides of the $\varepsilon_{\pi} -$Fermi pocket, and at the same time,
connects one of the points of the Fermi pocket with the Dirac point at \((\pi, 0)\). The condition to be satisfied is,

\[
\varepsilon_+(-Q_{\text{SDWII}}/2) = \varepsilon_+((\pi, 0) - Q_{\text{SDWII}}) = 0,
\]

which we solved numerically. This solution almost perfectly agrees with the peak position in Fig. 3(c) in the SDWII region.

The same treatment clarifies the nesting vector \(Q_{\text{SDWIII}} = (\pi, Q_{\text{SDWIII}})\) of the SDWIII at \(\theta < \pi\), this vector interpolates the Fermi pocket with the Dirac point, which should satisfy \(\varepsilon_+(0, -Q_{\text{SDWII}}) = 0\), and we have

\[
Q_{\text{SDWIII}} = \pi - \theta,
\]

which coincides with the RPA result in Fig. 3(c).

To summarize, the peak position vector \(Q\) of \(\lambda_3(q)\) corresponds to the Fermi-surface nesting vector in the three SDW phases. The one at \(Q_{\text{SDW}}\) is a typical nesting vector that interpolates the two sides of the square-like Fermi surface. However, a crucial difference from the standard SDW is that the nesting occurs between the \(k\) and \(k + q\) points that carry opposite spins, which we call spin-pairwise nesting. When we increase \(\theta\), these Fermi surfaces shrink and form pockets, and the Dirac points come into play. Accordingly, vector \(Q_{\text{SDWII}}\) with \(Q_y = \pi\) becomes very close to the stripe wave vector \((0, \pi)\).

3. “Nesting” of Dirac points

The RPA instability from the metallic phase drives the system to either of the three SDW phases at \(0 \leq \theta < \pi\). However, the SDWIII phase at around \(5\pi/6 \leq \theta < \pi\) is not stable, and almost immediately transforms to the stripe or vortex phases in the phase diagram. There is an underlying reason to favor these stripe and vortex; we saw in Eq.(9) that the four Dirac points have the same velocities determined solely by \(\theta\). Therefore, as the two Dirac points at \((0, 0)\) and \((\pi, \pi)\) become close to the Fermi level, the vector \(Q \sim (0, \pi)\) will almost perfectly “nest” the whole Dirac cone at \((0, 0)\) to the one at \((0, \pi)\); in Eq.(12) a substantial range of \(k\) near the Dirac points contribute, having a small \(\varepsilon_n(k) - \varepsilon_n(k + q)\) in the denominator of Eq.(13), which will stabilize the stripe-like spin configuration. As the pocket shrinks, both \((0, 0)\) to \((0, \pi)\) and \((\pi, \pi)\) to \((\pi, 0)\) will simultaneously take place. This phenomenon is particular to the present system with four Dirac points having the same velocities at the special points, protected by the high symmetry. The similar energy gain shall work in the SDWII and SDWIII phases slightly off these commensurate vectors, which is the reason why the Dirac points which have a very small density of states and is very unlikely to participate in the band instability, unprecedentedly plays a key role in Fermiology.

4. Transverse and Longitudinal susceptibilities

In the inversion-symmetry-broken systems with SOC, the transverse and longitudinal susceptibilities in the paramagnetic phase is known to differ because of their spin-split energy bands. Here, we examine how they develop in our case that exhibits the transition to the SDW long-range order. The transverse and longitudinal responses to the magnetic field perpendicular/parallel to the +z-direction are given as

\[
\delta \langle \hat{S}_q^\mu \rangle = \chi^{\mu \mu}(q)h_q^\mu (\mu = x, y), \quad \delta \langle \hat{S}_q^z \rangle = \chi^{zz}(q)h_q^z_{\parallel},
\]

where \(\delta \langle \hat{S}_q^\mu \rangle\) is the deviation of the magnetization from the equilibrium value and \(h_q^\mu\) is the magnetic field parallel to the \(\mu\)-direction \((\mu = x, y, z)\). Here, we focus on the paramagnetic and SDW phases at small-\(\theta\) region. For the paramagnetic metallic phase, we calculate the susceptibility within the RPA as

\[
\chi^{\mu \mu}(q) = \chi^{\mu \mu}_{\text{RPA}}(q) (\mu = x, y), \quad \chi^{zz}(q) = \chi^{zz}_{\text{RPA}}(q).
\]

These two formulas, however, do not hold in the SDW phase since the magnetic order breaks the translational symmetry of the system. In such case, we take the derivative of \(\langle \hat{S}_q^\mu \rangle \) with respect to the infinitesimal magnetic field as

\[
\chi^{\mu \mu}(q) = \left. \frac{\partial \langle \hat{S}_q^\mu \rangle}{\partial |\hat{h}_q^\mu|} \right|_{\hat{h}_q^\mu = 0}, \quad \chi^{zz}(q) = \left. \frac{\partial \langle \hat{S}_q^z \rangle}{\partial |\hat{h}_q^z_{\parallel}|} \right|_{\hat{h}_q^z_{\parallel} = 0}.
\]

Figures 5(a) and 5(b) show the transverse and longitudinal susceptibilities at \(\theta = \pi/6\) and \(k_B T = 0.05\) with \(U = 0.1\) and 3 which correspond to the paramagnetic and SDW phases, respectively. In the paramagnetic phase, the transverse susceptibility has the peak at \(q = (\pi, 0)\), whereas the peak position of the longitudinal susceptibility has an incommensurate wave vector. This result indicates that the system favors the AFM order in the \(xy\)-plane, but the finite \(z\)-component of the spin leads to the incommensurate magnetic ordering. It has relevance to the experimental observation in Ba₂XGe₂O₇ \((X = \text{Cu, Co, Ge})\) which are the square lattice antiferromagnets with the DM interaction and easy-plane anisotropy. In the case of \(X = \text{Co and Ge}\), the spin are confined in the \(xy\)-plane anisotropy and show an AFM order at low temperature. For \(X = \text{Cu}, S = 1/2\) shows no anisotropy and the finite \(z\)-component of spin moments leads to an incommensurate spiral order.

When we enter the SDW phase, both the transverse and longitudinal susceptibilities turn out to have the peak at \(q = (\pi, \pi)\) which do not seem to show much substantial difference with each other except for the slight difference in their width. The incommensurate
FIG. 5. Transverse and longitudinal susceptibilities (a) $U = 0.1$ (metal) and (b) $U = 3.0$ (SDWI) at $\theta = \pi/6$ and $k_B T = 0.05$. For the paramagnetic metallic phase, the peak position locates at $q = (\pi, \pi)$ for the transverse susceptibilities, and $q = (\pm \pi, \pm q^*)$, $(\pm q^*, \pi) (q^* \neq \pi)$ for the longitudinal one. For the SDWI phase, both the transverse and longitudinal susceptibilities have the peak at $q = (\pi, \pi)$. The density plot is normalized for clarification.

peaks in the paramagnetic phases disappear once they order. The remaining fluctuations off the ordered spin moments develop relatively uniformly for all spatial directions, which originate from the antiferromagnetic Heisenberg exchange. The previous DMFT result predicted the AFM phase in the same parameter region possibly reflecting this secondary important correlation, which should be because they could not capture the SDWI.

IV. STRONG-COUPLING APPROACH

A. Spin Hamiltonian in the strong coupling limit

At $U/t_{\text{eff}} \to \infty$, the Mott insulator with one electron per site is realized. The primary interactions between the localized spin moments are the kinetic exchange, which has both symmetric and antisymmetric terms. The effective spin model is obtained by a degenerate perturbation theory and we have

$$
\hat{H}_{\text{spin}} = \sum_{\mathbf{r}} \sum_{\mu} \left\{ J \hat{S}_r \cdot \hat{S}_{\mathbf{r}+e_\mu} - D_\mu \cdot \left( \hat{S}_r \times \hat{S}_{\mathbf{r}+e_\mu} \right) + \left( \sqrt{J^2 + D^2} - J \right) (\mathbf{n}_\mu \cdot \hat{S}_r) (\mathbf{n}_\mu \cdot \hat{S}_{\mathbf{r}+e_\mu}) \right\},
$$

(25)

where the parameters $J$ and $D_\mu$ are defined as

$$
J = \frac{4t_{\text{eff}}^2}{U} \cos \theta, \quad D_\mu = \left( \frac{4t_{\text{eff}}^2}{U} \sin \theta \right) n_\mu,
$$

(26)

and $D = |D_\mu| = (4t_{\text{eff}}^2/U) \sin \theta$. The effect of Rashba SOC appears as the DM interaction and bond-dependent Ising-type exchange interaction in the second and third terms of Eq. (25), respectively. The spin Hamiltonian we dealt as the strong coupling limit of the model seems consists of the same types of terms with the strong double-exchange limit of the Kondo lattice model with Rashba SOC, while the weak-SOC region seems to suffer the same difficulty as the Hubbard model about dealing with the incommensurate orders in a finite size calculations. Figure 6(a) shows the $\theta$-dependence of the three interaction strength, $J$, $D$, and $\sqrt{J^2 + D^2} - J$. The Heisenberg exchange $J$ and DM interaction $D$ play a major role at small $\theta$. At $\theta > \pi/2$, the bond-dependent Ising-type exchange $\sqrt{J^2 + D^2} - J$ becomes dominant, and the classical ground state is expected to be the stripe or vortex-like states. The effective Hamiltonian Eq.(25) can be rewritten as

$$
\hat{H}_{\text{spin}} = J_{\text{eff}} \sum_{\mathbf{r}} \left( \hat{S}_{\mathbf{r}}^T R^x(\theta) \hat{S}_{\mathbf{r}+e_x} + \hat{S}_{\mathbf{r}}^T R^y(\theta) \hat{S}_{\mathbf{r}+e_y} \right),
$$

(27)

where $J_{\text{eff}} = (4t_{\text{eff}}^2/U)$ and $R^\mu(\theta)$ are the three-dimensional rotation matrix that yields the $\theta$-rotation about the $\mu$-axis ($\mu = x, y, z$).

B. Luttinger-Tisza method

We first examine the classical ground-state by the Luttinger-Tisza method. Let us approximate the ground state as a product state $|\Phi_{\text{MF}}\rangle = \bigotimes_\mathbf{r} |\mathbf{m}_\mathbf{r}\rangle$, where $|\mathbf{m}_\mathbf{r}\rangle$ is the spin coherent state whose expectation value is given as $\langle \mathbf{m}_\mathbf{r} | \hat{S}_{\mathbf{r}} | \mathbf{m}_\mathbf{r} \rangle = S \mathbf{m}_\mathbf{r}$ with $S = 1/2$. The unit vector $\mathbf{m}_\mathbf{r}$ represents the direction of the classical spin. The classical ground-state energy $E_{\text{MF}} = \langle \mathbf{m}_\mathbf{r} | H_{\text{spin}} | \mathbf{m}_\mathbf{r} \rangle$ can be obtained by replacing the spin operator $\hat{S}_\mathbf{r}$ to $S \mathbf{m}_\mathbf{r}$ in Eq. (27). In the Luttinger-Tisza method, we first minimize the classical ground-state energy under the global constraint $\sum_\mathbf{r} \mathbf{m}_\mathbf{r}^2 = N$. Then we check whether the obtained solution satisfies the local constraint, $\mathbf{m}_\mathbf{r}^2 = 1$. We introduce the Lagrange multiplier $\lambda$ to $E_{\text{MF}}$ and minimize the following function,

$$
E_{\text{LT}} = E_{\text{MF}} - \lambda \left( \sum_\mathbf{r} \mathbf{m}_\mathbf{r}^2 - N \right).
$$

(28)

Using the Fourier transformation, $\mathbf{m}_\mathbf{r} = \sum_q \mathbf{m}(q) e^{i\mathbf{q} \cdot \mathbf{r}}$, it is rewritten as

$$
E_{\text{LT}} = \lambda N + N \sum_q \mathbf{m}(q) (\mathbf{F}(q) - \lambda I) \mathbf{m}(q),
$$

(29)
with $3 \times 3$ Hermitian matrix,

$$F(q) = \frac{J_{\text{eff}} S^2}{2} \left( R^y(\theta)e^{i\eta} + R^z(-\theta)e^{-i\eta} + \text{h.c.} \right). \quad (30)$$

We choose a vector $q = Q_{\text{LT}}$ that minimizes the lowest eigenvalue of $F(q)$, and denote the corresponding eigenvector as $m_0(Q_{\text{LT}})$. The classical spin configuration that minimizes $E_{\text{LT}}$ can be generally written as

$$m_r = \sum_{Q_{\text{LT}}} v(Q_{\text{LT}}) m_0(Q_{\text{LT}}) e^{iQ_{\text{LT}} \cdot r}, \quad (31)$$

where the coefficient $v(Q_{\text{LT}}) \in \mathbb{C}$ are determined by imposing the global constraints. For these solutions, we need to check whether $m_r$ satisfies the local constraint $m_r^2 = 1$.

Figure 6(b) shows the lowest eigenvalue of $F(q)$ as a function of $q$ for $\theta = \pi/6$, $\pi/2$, and $5\pi/6$. The minimum value among them is realized at the Brillouin zone boundary marked with purple circles, which give $Q_{\text{LT}}$. The analytical form of this classical ordering wave vector is obtained as $Q_{\text{LT}} = (\pi, Q_{\text{LT}})$, where

$$Q_{\text{LT}} = \arccos \left( -\frac{\cos \theta}{2 \cos(\theta/2)} \sqrt{1 + 3 \cos^2(\theta/2)} \right), \quad (32)$$

for $0 \leq \theta \leq \theta^{(\text{LT})}_c$, and $Q_{\text{LT}} = 0$ for $\theta^{(\text{LT})}_c \leq \theta$. Here, $\theta^{(\text{LT})}_c$ is the threshold at which the argument of the inverse cosine function in Eq. (32) exceeds the range $[-1, 1]$. Figure 6(c) shows Eq. (32) as a function of $\theta$. The wave number $Q_{\text{LT}}$ monotonically decreases from $\pi$ as $\theta$ increases, and becomes 0 for $\theta > \theta^{(\text{LT})}_c$. This result indicates that the system shows an incommensurate magnetic order for $0 < \theta < \theta^{(\text{LT})}_c$, and a commensurate order for $\theta > \theta^{(\text{LT})}_c$.

Since $F(Q_{\text{LT}})$ is block-diagonal, the corresponding eigenvector is obtained by diagonalizing the $2 \times 2$ block matrix and we find

$$m_0(Q_{\text{LT}}) = \begin{pmatrix} \sin \xi(\theta)/2 \\ i \cos \xi(\theta)/2 \end{pmatrix}, \quad (33)$$

where $\xi(\theta)$ is defined as

$$\xi(\theta) = \arctan \left( -\frac{\sqrt{4 \cos^2(\theta/2) - \cos^2 \theta (1 + 3 \cos^2(\theta/2))}}{\sin(\theta/2)} \right), \quad (34)$$

for $0 \leq \theta \leq \theta^{(\text{LT})}_c$, and $\xi(\theta) = \pi$ for $\theta^{(\text{LT})}_c \leq \theta$. The value of $\theta^{(\text{LT})}_c = 131.8^\circ$ is almost identical to the stripe-vortex phase boundary at $U = 8$ in the SSDMF phase diagram.

Let us examine the spin configuration in the classical ground state. Here we only consider single-$Q$ states, but one can apply the same arguments to double-$Q$ and higher-order-$Q$ states. In the region $0 < \theta < \theta^{(\text{LT})}_c$, the magnetic moment under the global constraint is given by the combination of $\pm Q_{\text{LT}}$ having $m_q = m_{-q}$ as

$$m_r = \sqrt{2} \cos \pi x \left( e^{y} \sin \frac{\xi(\theta)}{2} \cos Q_{\text{LT}} y - e^{z} \cos \frac{\xi(\theta)}{2} \sin Q_{\text{LT}} y \right). \quad (35)$$

However, this solution has $m_r^2 = 1 - \cos \xi(\theta) \cos 2Q_{\text{LT}} y \neq 1$ and does not satisfy the local constraint. To obtain the
proper classical ground state satisfying \( m_r^2 = 1 \), we need to add the higher-harmonics components, while it is expected that \( Q_{\text{LT}} \) still represents the dominant wave vector in \( m_r \).

At \( \theta > \theta_c^{(\text{LT})} \), the Luttinger-Tisza method suggests a short-period magnetic order represented by the wave vector \((\pi,0)\) or \((0,\pi)\). These two solutions yielding \( m_r = e^{i\theta_1}\cos \pi x \cos \zeta - e^{i\theta_2}\cos \pi y \sin \zeta \), \( \zeta \in [0,2\pi) \) denotes the relative weights between the two solutions.

\[ m_r = e^{i\theta_1}\cos \pi x \cos \zeta - e^{i\theta_2}\cos \pi y \sin \zeta, \quad (36) \]

where \( \zeta \leq \theta \leq \theta_c^{(\text{LT})} \).

C. Mean-field approximation for \( 0 \leq \theta \leq \theta_c^{(\text{LT})} \)

We found that the solution of the Luttinger-Tisza method does not fulfill the local constraint for the classical ground state at \( 0 \leq \theta \leq \theta_c^{(\text{LT})} \). It is possible because the incommensurate spin structure represented by \( Q_{\text{LT}} \) is beyond the classical description. Furthermore, it is natural to have nonuniform \( m_r < 1 \) when the Hamiltonian (27) is treated quantum mechanically. At \( \pi/2 \leq \theta \leq \theta_c^{(\text{LT})} \), however, there is a spiral-2Q phase in the phase diagram, which can be described within the classical framework. Indeed, there are some examples that local constraints recover by simply adding higher-harmonics components.

We thus make corrections to the Luttinger-Tisza method by applying a mean-field treatment to Eq.(27), which automatically satisfies the constraint \( m_r^2 = 1 \). The mean-field Hamiltonian is given as

\[ \hat{H}_{\text{MF}} = - \sum_r \sum_{\mu} \langle \hat{S}_r \rangle^T F_{\mu} \langle \hat{S}_{r+e_{\mu}} \rangle - \sum_r h_r^{(\text{MF})} \cdot \hat{S}_r, \quad (37) \]

where \( F_x = R^x(\theta) \) and \( F_y = R^x(-\theta) \). The first term is a constant and \( h_r^{(\text{MF})} \) is the mean field determined by the expectation value of the spin around \( r \).

\[ h_r^{(\text{MF})} = - \sum_{\mu} \left( \langle \hat{S}_{r-e_{\mu}} \rangle^T F_{\mu} + \langle \hat{S}_{r+e_{\mu}} \rangle^T F_{\mu}^T \right). \quad (38) \]

We iteratively minimize the energy by evaluating the magnetization self-consistently as \( m_r = |h_r^{(\text{MF})}/\|h_r^{(\text{MF})}\| | \) at each step. Figure 6(c) shows the ordering wave vector \((Q_x,Q_y)\) as data points. They agree well with the Luttinger-Tisza line, and are also consistent with the previous results in the small-\( \theta \) region. At \( \pi/2 < \theta < \theta_c^{(\text{LT})} \), we newly find a spiral-2Q phase that was not captured in the Luttinger-Tisza method, which agrees with the phase diagram in the weaker coupling region.

D. Order by quantum disorder

We need to determine the classical ground state at \( \theta > \theta_c^{(\text{LT})} \) by fixing the value of \( \zeta \) in Eq.(36). The correction from the degenerate \( E_{\text{MF}} \) is evaluated by the linear spin-wave theory that accounts for the lowest order quantum fluctuation energy. Starting from the magnetically ordered classical state parameterized by \( \zeta \) in Eq.(36), we first rotate the spin quantization axis to the direction of the ordered moment by a matrix \( R_r \). We numerically evaluate the quantum correction to the classical ground state \( \delta E_{\text{MF}} \). The Bogoliubov transformation of \( \hat{b}_r \) leads to the diagonalized form of \( \hat{H}_{\text{mag}} \) as

\[ \hat{H}_{\text{mag}} = E_{\text{qg1}} + \sum_{k,\ell} \varepsilon_{\ell}(k) \hat{\gamma}_{k,\ell} \hat{\gamma}_{k,\ell}^\dagger + \frac{1}{2}, \quad (40) \]

where \( E_{\text{qg1}} \) is the constant term, \( \hat{\gamma}_{k,\ell} \) is the new bosonic operator that is written as the linear combination of \( \hat{b}_r \) and \( \hat{b}_r^\dagger \), and \( \varepsilon_{\ell}(k) \) is the magnon band. Here, the quantum correction to the classical ground state \( \delta E_{\text{MF}} \) is given by the constant shift and the zero-point fluctuation as

\[ \delta E_{\text{MF}} = E_{\text{qg1}} + \frac{1}{2} \sum_{k,\ell} \varepsilon_{\ell}(k). \quad (41) \]

We numerically evaluate \( \delta E_{\text{MF}} \) as a function of \( 0 \leq \zeta \leq \pi/2 \) as shown in Fig. 6(d) at \( \theta = 7\pi/9 \). We find that the stripe order \( (\zeta = 0) \) is lower in energy than the vortex order \( (\zeta = \pi/4) \). However, the energy difference between the two is vanishingly small as \( \theta \) increases to \( \theta \geq 5\pi/6 \) as shown in Fig. 6(e). Therefore, near \( \theta \sim \pi \), the quantum corrections beyond the present treatment, such as the higher-order ring-exchange interaction we neglected in deriving the effective spin model, or the magnon-magnon interactions from the spin-wave theory can easily modify the types of magnetic order in the ground state. Indeed, the system favors the vortex order in the large-\( \theta \) region of the SSDMF solution.
V. SINE-SQUARE DEFORMED MEAN FIELD THEORY

In this section, we explain the details of the SSDMF calculation which we performed in deriving the phase diagram shown in Fig. 2(a). To quantitatively evaluate the magnetic phase diagram, the SSDMF is so far the best unbiased method. Indeed, the cluster DMFT and the mean field solutions with periodic boundaries cannot capture the subtle differences between the energies of different magnetic structures of the long spatial period; no matter how carefully one chooses the size and the shape of the clusters, the solutions are biased in practice, and the energies of the candidate solutions suffer the inevitable mismatch of the period of the lattice and orders. As we explained and demonstrated in Ref.[55] the solutions obtained by SSDMF does not suffer such effect, even when the ordering period is several times larger than the cluster we use.

We now briefly outline the SSDMF. The schematic illustration of the system with the SSD is shown in Fig. 7(a). We spatially modify the Hamiltonian by the sine-squared envelope function,

\[ f_{\text{SSD}}(r) = \frac{1}{2} \left( 1 + \cos \left( \frac{\pi |\mathbf{r}|}{R} \right) \right), \]

(42)

which has a straw-hat-like form, taking a maximum at the center of the 2D cluster (origin of the positional vector \( \mathbf{r} \)) with a radius \( R = R_0 + \frac{1}{2} \), where \( R_0 \) is the distance of the farthest site from the center.\(^{97} \) Then, we perform a mean-field approximation as

\[ \hat{\mathcal{H}}_{\text{MF}} = E_c \]

\[ - t_{\text{eff}} \sum_{\mathbf{r}} \sum_{\mu} f_{\text{SSD}} \left( \mathbf{r} + \frac{\mu}{2} \right) ( \hat{c}_{\mathbf{r}+\mu}^\dagger e^{i(\theta/2)\mathbf{n}_\mu}, \hat{c}_\mathbf{r} + \text{h.c.} ) \]

\[ + U \sum_{\mathbf{r}} f_{\text{SSD}}(\mathbf{r}) \left( \frac{1}{2} (\langle \hat{n}_\mathbf{r} \rangle_{\text{MF}} - 1) \hat{n}_\mathbf{r} - 2 \langle \hat{S}_\mathbf{r} \rangle_{\text{MF}} \cdot \hat{\mathbf{S}}_\mathbf{r} \right), \]

(43)

where the first term is the constant given as

\[ E_c = -U \sum_{\mathbf{r}} f_{\text{SSD}}(\mathbf{r}) \left( \frac{1}{4} (\langle \hat{n}_\mathbf{r} \rangle_{\text{MF}}^2 - 1) - \langle \hat{S}_\mathbf{r} \rangle_{\text{MF}}^2 \right). \]

(44)

The mean fields \( \langle \hat{n}_\mathbf{r} \rangle_{\text{MF}} \) and \( \langle \hat{S}_\mathbf{r} \rangle_{\text{MF}} \) are site-dependent and are determined self-consistently.

In finding the global minimum of energy, we examine several different types of initial values of the mean field by referring to the results of the RPA and Luttinger-Tisza method, and to the standard AFM order observed in the previous studies. To be more precise, the initial value of the particle density is set to \( \langle \hat{n}_\mathbf{r} \rangle_{\text{MF}} = 1 \), and we considered not only the single-\( Q \) state but the double-\( Q \) and higher-order-\( Q \) states constructed by the combination of orders found in other approximations. From the mean-field solution, the ordering wave vector is extracted using the deformed Fourier transformation\(^{55} \)

\[ \langle \hat{S}_{\hat{q}}^{(\text{deform})} \rangle_{\text{MF}} = \frac{\sum_{\mathbf{r}} f_{\text{SSD}}(\mathbf{r}) \langle \hat{S}_{\mathbf{r}} \rangle_{\text{MF}} e^{-i\hat{q} \cdot \mathbf{r}}}{\sum_{\mathbf{r}} f_{\text{SSD}}(\mathbf{r})}, \]

(45)

where we take \( \hat{q} = (q_x, q_y) \) as a continuous variable.

We demonstrate that the SSD significantly suppresses the finite-size effect. Figure 7(b) shows the system size dependence of the averaged magnetization for the AFM and metallic phase at \( \theta = \pi/3 \) and \( U = 0.5 \). For the PBC (standard mean-field solution without the SSD), these quantities exhibit a substantial \( L \)-dependence, and the magnetization predicts the AFM ordering for small \( L \). Contrastingly, in the SSDMF solutions, the average magnetizations have no detectable size dependence for \( L \geq 4 \), and they converge to the metallic state. Figures 7(c) and 7(d) show the spin structure factor and the size dependence of its peak position. In Fig. 7(d) one finds that the ordering vector obtained for the PBC shows a large nonsystematic oscillations with its
center off the true value to which the SSDMF one converges at $L \gtrsim 20$. This is because the true period of SDW has a mismatch with the cluster period and the moment is forced to form an artificial periodicity depending on $L$, which makes it difficult to give an accurate extrapolation to $L \to \infty$. The phase diagram in Fig. 2(a) obtained by $L = 28$ with the SSDMF is based on the data that are well converged, and are free of numerical artifacts from the size and shape of the cluster.

In deriving the phase diagram, the boundaries between different magnetic orders as a function of $\theta$ are the first-order transitions, which are obtained by the energy crossings of the two solutions. The metal-to-SDW transitions are more subtle; to evaluate the phase boundary, we measured the energy difference between the SDW phase ($E_{SDW}$) and the metallic phase ($E_{metal}$) of the same $\theta$ at each $U$, where we found that $E_{metal}$ does not depend on $U$. As shown in Fig. 7(e), $E_{SDWII} - E_{metal}$ scales with $U - U_c$ for all different $\theta$ when we enter the SDWII phase. The values of $U_c$ plotted in the phase diagram are evaluated numerically as the ones that give the best collapse. The same analysis is applied to SDWI and III phases.

VI. DENSITY MATRIX EMBEDDING THEORY

The methods we applied so far all rely on the lowest order approximations about the correlation effect. The RPA and Luttinger-Tisza methods safely function in the weak and strong coupling regions, respectively, and they quantitatively agree well with the SSDMF phase diagram. Although we found previously that the SSDMF may accurately evaluate the Mott gap beyond the mean-field level\cite{35}, how the effect of higher-order electronic correlations affects the other quantities is not fully clarified.

To support the SSDMF at moderately large $U$ where the mean-field approximation is the most fragile, we perform the DMET calculation. The DMET takes almost full account of the correlation effect, and reproduces the energy of the quantum Monte Carlo solutions with sufficient accuracy in the Hubbard models\cite{70}. As we discuss shortly in Sec.VIII, the cluster-based methods are unsuccessful in evaluating the incommensurate phases. Although the DMET formulation makes use of the cluster, previous studies showed that the choice of cluster sizes and shapes does not influence the results\cite{38}. Comparing the results of DMET and SSDMF will verify both of them in a complementary manner.

In the following, we give a brief outline of the DMET shown schematically in Fig. 8(a), while the complete set of explanations and the benchmarks on several Hubbard models are given in Refs. 73, 99–102. We first divide the system into the small cluster $A$ and the rest $B$, with $N_A$ and $N_B = N - N_A$ sites ($N_A \ll N_B$) and prepare a reference Hamiltonian which is a one-body Hamiltonian. For the present purpose, we choose

$$
\hat{H}_{ref} = -t_{eff} \sum_{r} \sum_{\mu} \left( \hat{c}_{r+e_{\mu}}^\dagger e^{i(\theta/2)n_{\mu}} \hat{c}_r + \text{h.c.} \right) + \sum_{r} \hat{c}_r^\dagger \left( u_0^c \sigma^0 + u_r \cdot \sigma \right) \hat{c}_r,
$$

where $u_r^c$ and $u_r = (u_r^x, u_r^y, u_r^z)$ are the one-body potentials.

The ground state wave function of $\hat{H}_{ref}$ is Schmidt decomposed into subsystems $A$ and $B$ as

$$
|\Psi\rangle = \sum_{n=1}^{\chi} \lambda_n(\Psi) |\Psi_n^A\rangle \otimes |\Psi_n^B\rangle,
$$

where $\chi$ is the dimension of basis in $A$, and by using this $|\Psi\rangle$, the true Hamiltonian $\hat{H}$ is projected onto $A$ by $\hat{P} = 1_A \otimes \sum_n |\Psi_n^B\rangle \langle \Psi_n^B|$ as $\hat{H}_{imp} = \hat{P} \hat{H} \hat{P}$. Because of small $N_A$, the quantum-many-body wave function $|\Phi_{imp}\rangle$ is obtained exactly as the ground state of $\hat{H}_{imp}$. If one could properly choose a set of one-body potential, the local density matrix $\rho^{[A]} = \text{Tr}_B |\Phi_{imp}\rangle \langle \Phi_{imp}|$ almost perfectly reproduces the local density matrix of the true ground state of $\hat{H}$. If this is attained, the exact quantum-many-body wave function is obtained locally in $A$ as $|\Phi_{imp}\rangle$. Therefore, the problem is reduced to finding optimal potential sets which is done in the iterative self-consistent process.

In the standard DMET calculation, one assumes that the one-body potential is defined in a unit of impurity cluster and is periodically repeated over the entire system. Since this construction is not suitable for long-period orders, we assume $u_t^c = 0$ and apply the following form:

$$
\begin{align*}
\begin{aligned}
\mathbf{u}_r = \mathbf{u}_{AFM} \cos \mathbf{Q} \cdot \mathbf{r} + \text{Re}[\mathbf{u}_Q] \cos \mathbf{Q} \cdot \mathbf{r} - \text{Im}[\mathbf{u}_Q] \sin \mathbf{Q} \cdot \mathbf{r},
\end{aligned}
\end{align*}
$$

where $\mathbf{u}_{AFM}$ and $\mathbf{u}_Q$ are the potentials that favor magnetic orders with $\mathbf{Q}_A = (\pi, \pi)$ and $\mathbf{Q}$, respectively. In iteratively preparing the potentials during the self-consistent DMET calculation, these potentials gradually develop, and one can examine which of the potentials the system favors.

We consider $12 \times 12$ lattice sites with the PBC and $N_A = 2 \times 2$ impurities. Although $N_A$ does not need to match the periods introduced in $\mathbf{u}_t$, the size of the whole lattice, where the potential is defined, is better consistent with the both periods that may appear in $\mathbf{u}_t$; for the SDW order, the value of $Q$ is chosen whose wave numbers are the submultiple of $L$. For the SDWI state, we adopt the wavenumber $Q_{SDWI}$ which is observed in the RPA and choose $L$ to have $Q_{SDWI}$ a submultiple, which also does not exclude the competing AFM.

We focus on the small-$\theta$ region since there is a contradiction between the SSDMF predicting the single-$\mathbf{Q}$ SDW order and the cluster DMFT supporting the AFM. The DMET will test which of the orders to be favored in the absence/presence of size effect/correlation. More
which is rewritten as

\[ U_{ij} = U_{i,j} = 1 \]

since we do not know the true \( Q_{\text{SDWI}} \), and the electron acquires a gauge field. While there still remains a small but finite \( u_{\text{AFM}} \), this should be due to the higher-order harmonics other than \( u_{\text{QSDWI}} \), which possibly comes from the inaccuracy of the choice of \( u_{\text{QSDWI}} \), since we do not know the true \( Q_{\text{SDWI}} \) a priori. However, apart from this small misfit, the results support the SSDMF results.

VII. WILSON LOOP

Part of the phase boundaries in Fig. 2(a) can be explained analytically by using a gauge-invariant quantity called Wilson loop. The concept of the Wilson loop was developed for the lattice gauge theory in high energy physics. It is one of the fundamental gauge-invariant observables and serves as an “order parameter” that distinguishes between confined and deconfined phases of quarks. In the condensed matter field, the lattice gauge theory is applied to the topological phases of quarks. In the condensed matter field, the lattice gauge theory is applied to the topological phases of quarks. In the condensed matter field, the lattice gauge theory is applied to the topological phases of quarks.

We consider a four-site cluster in the square lattice shown in Fig. 9(a). For later convenience, we introduce the following notation,

\[ U_{21} = U_{12}^\dagger = U_{43}^\dagger = U_{34} = e^{i(\theta/2)\sigma^y}, \quad (49) \]

\[ U_{32} = U_{23}^\dagger = U_{14}^\dagger = U_{41} = e^{-i(\theta/2)\sigma^y}, \quad (50) \]

where \( U_{ij} \) is the SU(2) gauge field from site \( j \) to \( i \) \((i, j = 1, 2, 3, 4)\). In hopping around this closed loop, the electron acquires a gauge \( U_{14}U_{43}U_{32}U_{21} \) and the electron spin points in a direction different from the initial one. Since \( U_{ij} \) is the element of SU(2), so as their product, which is rewritten as

\[ e^{i(\Phi_1/2)\sigma^z} = U_{14}U_{43}U_{32}U_{21}, \quad (51) \]

where \( \Phi_1 \) denotes the rotation angle and the three-dimensional unit vector \( m_i \in \mathbb{R}^3 \) determines the direction of the rotation axis. Wilson loop \( W_f \) is defined by the trace of Eq. (51),

\[ W_f = \text{Tr} \left[ U_{14}U_{43}U_{32}U_{21} \right] = 2 \cos \left( \frac{\Phi_1}{2} \right). \quad (52) \]

By calculating \( U_{14}U_{43}U_{32}U_{21} \), we obtain

\[ W_f = 2 \left( 1 - 2 \sin^4 \left( \frac{\theta}{2} \right) \right). \quad (53) \]

Let us consider the local SU(2) gauge transformation, which rotates the spin quantization axis at site \( i \) by \( \phi_i \) around the unit vector \( \eta_i \) \((i = 1, 2, 3, 4)\). The SU(2) gauge field \( U_{i,j} \) is transformed as

\[ U_{i,j} \rightarrow e^{i(\phi_i/2)\eta_i \cdot \sigma} U_{i,j} e^{-i(\phi_j/2)\eta_j \cdot \sigma}. \quad (54) \]

From Eqs. (51), (52) and (54), one finds \( W_f \rightarrow W_f \) and \( \Phi_1 \rightarrow \Phi_1 \). Namely, the Wilson loop is gauge invariant.

One can apply the same argument for the effective spin Hamiltonian (27) in the strong-coupling limit, where
the effect of SOC is described by the three-dimensional rotation matrices along the closed loop $1 \to 2 \to 3 \to 4$,

$$R(m_R, \Phi_R) = R^x(\theta) R^y(-\theta) R^z(-\theta) R^y(\theta).$$

(55)

It rotates the spin by $\Phi_R$ about the unit vector $m_R$. We introduce the $R$-matrix Wilson loop as

$$W_R = \text{tr} [R(m_R, \Phi_R)] = 1 + 2 \cos \Phi_R,$$

(56)

and after the straightforward calculation, we have\(^{106}\)

$$W_R = 4 \left(1 - 2 \sin^2 \frac{\theta}{2}\right)^2 - 1.$$  

(57)

The rotation angle $\Phi_R$ and $R$-matrix Wilson loop $W_R$ are both gauge invariant.

Figure 9(a) shows the gauge-invariant quantities $W_I$, $\Phi_I$, $W_R$, $\Phi_R$, as functions of $\theta$, together with the $U \sim 8$ phases extracted from the phase diagram. We find that except for the phase boundary that separates SDWI and SDWII phases, the phase boundaries are close to $\theta$ where $W_I = 0$ or $W_R = 0$. This result implies that there is a relationship between the phase boundaries and the gauge-invariant quantities. The SU(2) gauge transformation transforms the representation of the SOC Hamiltonian, whereas the magnetic phase boundaries may remain unchanged by this transformation since this transformation simply rotates the spin quantization axis. Therefore, the phase boundaries and the Wilson-loop, both being gauge invariant shall have some relationships.

Finally, we introduce a gauge transformation that transforms the SOC to the $\pi$-flux. As we saw in Fig. 9(a), the Wilson loops become $W_I < 0$ for large $\theta$, which may indicate the presence of a $\pi$-flux inside this plaquette since the insertion of the $\pi$-flux changes the sign of $U_{14} U_{32} U_{51} U_{21}$ and thus changes the sign of $W_I$. In addition, at $\theta = \pi$, we have $W_I = -2$ and $\Phi_I = 2\pi$ and become path-independent. Therefore, the system at $\theta = \pi$ should be equal to the SU(2) symmetric Hubbard model with the $\pi$-flux, which is similar to the spin-orbital quantum liquid in $\alpha$-ZrCl$_3$ and other spin-orbital models where the system can be mapped to the SU(4) symmetric model with $\pi$-flux at strong SOC\(^{107,108}\). Based on these considerations, we construct the unitary operator that transforms the strong Rashba SOC with $W_I < 0$ to the weak antisymmetric SOC with $W_I > 0$ and with the $\pi$-flux. This operator, if exists, does not change the Hamiltonian at $W_I = 0$.

We first divide the system into four sublattices $X = A, B, C, D$ as shown in Fig. 9(b), and consider the following local SU(2) gauge transformation

$$\hat{U}_{SU(2)} = \hat{U}_{SU(2)}^{(A)} \otimes \hat{U}_{SU(2)}^{(B)} \otimes \hat{U}_{SU(2)}^{(C)} \otimes \hat{U}_{SU(2)}^{(D)},$$

(58)

where $\hat{U}_{SU(2)}^{(X)}$ acts only on sublattice $X$ and is defined as

$$\hat{U}_{SU(2)}^{(A)} = \bigotimes_{r \in I_A} \exp \left( i \frac{\pi}{2} \frac{e^x + e^y}{\sqrt{2}} \cdot \hat{S}_r \right),$$

(59)

$$\hat{U}_{SU(2)}^{(B)} = \bigotimes_{r \in I_B} \exp \left( i \frac{\pi}{2} S^z_r \right) \exp \left( -i \frac{\pi}{2} \frac{-e^x + e^y}{\sqrt{2}} \cdot \hat{S}_r \right),$$

(60)

$$\hat{U}_{SU(2)}^{(C)} = \bigotimes_{r \in I_C} \exp \left( i \frac{\pi}{2} S^z_r \right) \exp \left( i \frac{\pi}{2} \frac{-e^x - e^y}{\sqrt{2}} \cdot \hat{S}_r \right),$$

(61)

$$\hat{U}_{SU(2)}^{(D)} = \bigotimes_{r \in I_D} \exp \left( i \frac{3\pi}{2} S^z_r \right) \exp \left( -i \frac{\pi}{2} \frac{-e^x + e^y}{\sqrt{2}} \cdot \hat{S}_r \right).$$

(62)

Here $I_X$ denotes the set of sites on sublattice $X$. We apply this unitary operation to our Hamiltonian. The onsite interaction term is obviously invariant. Because of the translational invariance, we only need to consider the transformation of the eight SU(2) gauge fields $U_{XY} = U_{i,j}$ ($i \in I_X$ and $j \in I_Y$). For example, $U_{BA}$ is transformed as

$$U_{BA} \to e^{i \frac{\pi}{2} \sigma^x \sigma^y} e^{i \frac{\pi}{2} \sigma^x \sigma^z} e^{i \frac{\pi}{2} \sigma^y \sigma^x} e^{i \frac{\pi}{2} \sigma^x \sigma^z} \exp \left( i \frac{\pi - \theta}{2} \frac{-e^x - e^y + \sqrt{2}e^z}{2} \cdot \sigma \right).$$

(63)

Therefore, the local SU(2) gauge transformation (58) induces $\theta \to \pi - \theta$. The direction of the unit vector $n_u$ ($u = x, y$) also changes by this transformation. Other SU(2) gauge fields are transformed as

$$U_{CB} \to \exp \left( i \frac{\pi - \theta}{2} - e^x - e^y - \sqrt{2}e^z \cdot \sigma \right),$$

$$U_{CD} \to \exp \left( i \frac{\pi - \theta}{2} e^x + e^y + \sqrt{2}e^z \cdot \sigma \right),$$

(64)

and so on. The transformation $\theta \to \pi - \theta$ means that the hopping amplitude $t = t_{eff} \cos (\theta/2)$ and the strength of Rashba SOC $\lambda = t_{eff} \sin (\theta/2)$ are exchanged. Notice that some of the SU(2) gauge fields change their sign, indicating the insertion of the $\pi$-flux in the system. In particular, the large Rashba SOC ($\theta \sim \pi$) is transformed to weak SOC ($\theta \sim 0$) Hubbard model with $\pi$-flux. We will use this finding in the next section in discussing the absence of spin liquid phase.

VIII. DISCUSSION

We show in Fig. 10(a) the schematic chart showing which part of the parameter regions the methods we chose can be safely applied, and their conclusions about the ground state.
First, we develop some discussions and remarks on the related theoretical studies. The phase diagram, or equivalently Fig. 10(a), contradicts the previously reported ones. Let us explain the overall phase diagram from the viewpoint of the AFM order to the antiferromagnetically ordered state at \( \theta = 0 \). At \( \theta = \pi/2 \), the stripe phase appears, and at \( \theta \geq 2\pi/3 \), they find the vortex phase. The nonmagnetic insulating phase is added at the metal-to-insulator transition point \( U/t \sim 5 \) and \( \theta \sim \pi \).

Unfortunately, the following two issues can be trivially concluded: firstly, their onset value to the AFM phase \( U_c/t \sim 2 \) at \( \theta = 0 \) is improper. Since the system suffers a perfect nesting due to the square shape of the Fermi surface, the insulating AFM phase starts immediately at \( U \neq 0 \) at \( T = 0 \). Although having a nonzero \( U_c \) at finite temperature is natural, the temperature \( k_B T = 0.05 \) they adopted is still very low compared to the bandwidth and does not require such large \( U_c \). Secondly, the nonmagnetic insulating phase at \( \theta = \pi \) can be proved to be absent, which we explain shortly in this section.

A more serious difference is the lack of SDW phases in their phase diagram. We consider that the DMFT using the 4x4 cluster could not capture the long spatial period of incommensurate SDW orderings, which often happens in cluster-based methods. Although the spiral, stripe, and vortex phases may roughly agree with our results, they appear at \( U/t \gtrsim 4 - 6 \), apparently underestimating their stability compared to our RPA analysis yielding \( U/t \gtrsim 2 - 3 \). The same results also hold for the four-site cluster model\(^{114}\). Again, although \( U_c \) tends to take larger values at finite temperature, they report the value three times larger than the RPA result \( (U_c \sim 2.0) \) which is given at the same \( k_B T = 0.05 \) and is rather close to that of the nonmagnetic metal-insulator transition\(^{115}\).

We now prove the absence of spin liquid phase which Zhang et.al. claims in their phase diagram. The three potential platforms of QSL known so far are the quantum spins in geometrically frustrated lattices\(^{3,116} \), systems with frustrated exchanges in a nonfrustrated lattice such as Kitaev materials\(^{39-45} \), and the quantum many-body systems with large internal degrees of freedom represented by SU(N) spin systems with \( N > 2 \). The essential features that are common to these three are some sort of competition or frustration and the enhanced quantum fluctuations. On the top of them, Meng and others proposed that the Dirac fermion systems can be another possible platform of QSL based on their QMC results on the honeycomb-lattice Hubbard model\(^{120} \). They claimed that while the frustration is lacking, the small coordination number of the honeycomb lattice may enhance the quantum fluctuations. The later studies based on the QMC and other methods with careful finite-size extrapolation concluded that the QSL is absent\(^{100,111,112,121-123} \). Subsequent studies supported the absence of QSL for other Dirac fermion systems, e.g. the square-lattice Hubbard model with a \( \pi \)-flux\(^{109-112} \).

Compared to these Dirac systems, our Dirac fermions may seem to have some room for the QSL phase since there is frustration/competition between DM interactions and Ising-type exchange interactions, both being induced by the Rashba SOC. However, we can still exclude the possibility of QSL: we have shown in the previous section that the present model at \( \theta = \pi \) is equivalent to the SU(2) symmetric Hubbard model with \( \pi \)-flux, based on the local gauge transformation (see Fig. 10(b)). \( \pi \)-flux square lattice model is shown not to have a QSL phase by at least three independent QMC results\(^{109,111,112} \), except for the oldest work\(^{111} \), and instead, it shows a direct transition to the antiferromagnetically ordered state at \( U_c \sim 6 \).

Since the local gauge transformation only varies the direction of spin-quantization axes and does not affect the nature of each phase, the AFM is transformed back to the other magnetic ordering. These considerations conclude that the nonmagnetic insulating phase in Ref.\(^{81} \) is another artifact of the cluster-based calculation. This situation is in contrast to \( \alpha \)-ZrCl\(_3\) where the emergent SU(4) symmetry leads to the spin-orbital liquid\(^{107} \).

We finally remark on the difference between our SSDMF results and the previous standard mean-field result by Minár and Grémaud\(^{76} \). They performed the
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mean-field calculation with the periodic boundary condition (PBC) at a finite temperature and showed that for any $\theta$, the system first enters the antiferromagnetically-ordered phase from the metallic one. The recent paper by Kennedy and others also reported the AFM phase at small $\theta^{124}$. We have previously proved in a similar context$^{55}$ that these standard mean-field calculations give artificially stable solutions about CDW, incommensurate SDW$^{125}$ when the periodic boundary condition combined with the finite size of the unit cell restricts the types of mean-field solutions in advance. These are one of the numerical difficulties that we have mentioned in the introduction as a lack of appropriate theoretical tools to capture the large-scale structure in the present phase diagram, which was indeed not found for a long time.

Let us finally explain how the phase diagram in Fig. 2(a) is safely concluded using Fig. 10. Firstly, the QSL phases in the previous DMFT result is proved to be a numerical artifact, once we accept the reliability of the four recent QMC works on the $\pi$-flux Hubbard model$^{109–112}$. Secondly, the SSDMF is shown to safely capture the incommensurate phases if is present (see the size dependence in Fig. 7), and indeed, the three SDW phases with incommensurate wave vectors appear in the phase diagram. As a third step, we checked both the quantitative and qualitative consistency of the SSDMF phase diagram with the RPA in the weak $U$ region (reliable in the weak-coupling phase) and with the Luttinger-Tisza method (reliable at large $U$ limit) in the large $U$ region. Finally, we confirmed that the SDWI phase which is replacing the AFM in the DMFT, is energetically stable by using the DMET analysis. The paramagnetic-to-magnetic phase boundary can shift to higher $U$ when the higher-order correlation effect is taken account of. However, the representative phases we proposed, their origin, and their $\theta$-dependence is safely concluded as the basic nature of the model.

The four methods we applied can capture the incommensurate orderings if present. However, all unbiased quantum many-body numerical solvers using finite size clusters available so far cannot attack this problem. For example, the QMC has a sign problem, and the maximum size of density matrix renormalization group methods is much smaller than the size required, $L \times L$ with $L \gtrsim 100$ suggested in Fig. 7(d). Even in such cases, the present study demonstrates that the combination of methods can solve the issue.

IX. SUMMARY

We studied the Mott Hubbard Hamiltonian having a Rashba-type of antisymmetric SOC and clarified the nature of the whole ground state. In particular, from weak to intermediate SOC regime, we find a transition from a metal to three different types of incommensurate SDW’s. Such phases with large-scale spatial structures had been elusive for the models of strongly correlated electrons because of the lack of appropriate numerical solvers that can describe arbitrary types of magnetic orderings without bias. We applied the SSDMF which we developed recently, and combining it with other methods, demonstrated that it works efficiently and reliably to clarify the ground states with many competing magnetic structures.

We have also clarified two different mechanisms of metal-to-magnetic phase transitions characteristic of antisymmetric SOC systems; since in these systems, the energy bands split by SOC because of the lack of inversion symmetry, the Fermi surface nesting instability works differently from the ordinary metals: it takes place between the Fermi surface that carries opposite spins, which we call “spin pairwise nesting”. Since such nesting occurs generally for incommensurate wave numbers, the long-period SDW appears.

Other interesting features of the present system appear for large SOC, the model hosts spiral, stripe, and vortex phases of periods of two-lattice spacing, with magnetic moments of the large and same amplitudes, rotating in space. These phases appear just above the metal-insulator transition. The reason why they are easily stabilized by a relatively weak Coulomb interaction is ascribed to the four Dirac points with the same velocities in the time-reversal symmetric points (origin and edges of the Brillouin zone), located near the Fermi level. By nesting the whole Dirac cones by a wavelength $\pi$, the bandgap opens. Since the small density of states makes the Dirac systems generally stable against perturbation, this kind of phenomenon, driving the system to these magnets, is a remarkable feature of the antisymmetric Rashba SOC on a square lattice.

In the final part of the paper, we studied the role of a local gauge transformation. For example, some of the phase boundaries lie very close to the value of SOC at which the gauge-invariant Wilson-loop operator becomes zero. We also find the duality relationships between the strong SOC and weak-SOC parameter regions of the phase diagram, separated by that zero-Wilson-loop point, $\theta \sim 2\pi/3$; the strong-SOC is equivalent to the weak-SOC phase with $\pi$-flux inserted in each plaquette. In particular, the vortex order in the present model at $\theta = \pi$ (strong-SOC limit) can be mapped to the ordinary AFM state of the SU(2) symmetric $\pi$-flux Hubbard model by applying the local SU(2) gauge transformation.

We have confirmed the reliability of the SSDMF phase diagram by examining it using three other methods, as well as proving that the counterpart QSL phases can hardly appear. The phase diagram on the Rashba-SOC Hubbard model is almost fully updated.
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