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Abstract: The non-intrusive screening of shipping containers at national borders serves as a prominent and vital component in deterring and detecting the illicit transportation of radioactive and/or nuclear materials which could be used for malicious and highly damaging purposes. Screening systems for this purpose must be designed to efficiently detect and identify material that could be used to fabricate radiological dispersal or improvised nuclear explosive devices, while having minimal impact on the flow of cargo and also being affordable for widespread implementation. As part of current screening systems, shipping containers, offloaded from increasingly large cargo ships, are driven through radiation portal monitors comprising plastic scintillators for gamma detection and separate, typically $^3$He-based, neutron detectors. Such polyvinyl-toluene plastic-based scintillators enable screening systems to meet detection sensitivity standards owing to their economical manufacturing in large sizes, producing high-geometric-efficiency detectors. However, their poor energy resolution fundamentally limits the screening system to making binary “source” or “no source” decisions. To surpass the current capabilities, future generations of shipping container screening systems should be capable of rapid radionuclide identification, activity estimation and source localisation, without inhibiting container transportation. This review considers the physical properties of screening systems (including detector materials, sizes and positions) as well as the data collection and processing algorithms they employ to identify illicit radioactive or nuclear materials. The future aim is to surpass the current capabilities by developing advanced screening systems capable of characterising radioactive or nuclear materials that may be concealed within shipping containers.
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1. Introduction

In the United Kingdom (UK), the screening of shipping containers for concealed nuclear and/or radioactive materials has been implemented across all of the country’s container cargo ports in response to the September 11th 2001 terrorist attacks in the United States of America (USA). It was following this pivotal series of events that the threat posed by terrorist and extremist groups obtaining and using even small quantities of nuclear or radioactive material was realised [1,2]. Deterring and detecting the illicit transport of nuclear or radioactive materials is essential, as special nuclear materials can be used to create improvised nuclear explosive devices (INEDs) and radioactive materials can be used to construct radiological dispersal devices (RDDs). Such a need for nations to implement monitoring capabilities, typically at their borders, has long been identified as a crucial part of security infrastructure by the International Atomic Energy Agency (IAEA) [3]. Special nuclear materials (SNMs) are any substance that could be used to...
produce a nuclear weapon, such as $^{239}$Pu, $^{233}$U, highly enriched uranium (HEU), depleted uranium (DU), thorium, as well as other fissile or fissionable isotopes [3–5]. In contrast to complex and highly engineered atomic or thermonuclear bombs, RDDs or “dirty bombs” are very simplistic, comprising an explosive device that disperses radioactive material upon detonation. Whereas the detonation of a nuclear weapon seeks to cause significant physical destruction and immediate loss of life, an RDD serves to contaminate an area with radioactive materials, instill civil unrest and necessitate a considerable post-event response [2,6]. While it is possible to use any radioactive material in the construction of a disorder-inducing RDD, certain radioisotopes are identified by the IAEA to pose the highest security concern based on the energy and type of radiation they emit, their half-life ($t_{1/2}$) being on the scale of human lifetimes, and their availability, with isotopes meeting these criteria including $^{60}$Co, $^{137}$Cs, $^{192}$Ir and $^{241}$Am [2,7,8].

Introduced in 1995 as part of the IAEA Nuclear Security Plan [3], the Incident and Trafficking Database (ITDB) has collated reports of events relating to the trafficking or malicious use of illicit radioactive materials since 1993 [9]. While only six confirmed events of trafficking or “use with malicious intent” were reported in 2019, as shown in Figure 1, the potentially catastrophic consequences of the detonation of nuclear weapons, INEDs or RDDs warrants the continued efforts to detect and deter illicit activities using nuclear or radioactive materials. The ITDB confirms that nuclear and radioactive materials out of regulatory control are attainable by groups or individuals, and the continued occurrences of these events indicates that there is perceived, if not real, demand for these materials by those seeking to cause damage and harm [9]. Resulting from an increase in the global amount of nuclear and radioactive materials owing to an international trend towards nuclear power generation as a low-carbon energy source, there are consequently expanding opportunities for the loss or theft of nuclear and radioactive materials [10]. So now, more than ever, there is the critical need to keep such material under strict regulatory control and prevent its illicit trafficking within an increasingly unstable and unpredictable world through robust border monitoring capabilities.

Sea freight comprises the majority of global cargo transportation, and as a historic island trading nation, approximately 95% of the UK’s imports and exports (by weight) are transported in this way. Therefore, screening cargo at seaports forms an essential mechanism for detecting the illicit cross-border movement of nuclear and/or radioactive materials into the UK [11]. Not including bulk materials such as oil, gas and mineral/metallic ores (which make up the majority of UK ports imports by mass), containerised freight represented 43% (by mass) of UK port imports in 2019, with the remaining 57% comprised of “roll-on roll-off” (Ro-Ro) freight, such as live animals, motor vehicles and road goods vehicles [11]. As seaports serve as natural bottlenecks for freight, both departing and entering a country, they represent an obvious location for the installation of screening systems. In the UK, as in many other countries around the world, radiation portal monitors (RPMs) are utilised at seaports to screen both containerised and Ro-Ro freight. Looking towards the future, in its Strategy for Countering Terrorism the UK government has identified the need for refreshing its radiological and nuclear deterrence alongside its detection capabilities at its international borders by developing “enhanced innovative detection technologies” [12].

In order to identify nuclear and radioactive materials, screening systems utilise radiation detectors that are sensitive to the penetrating neutrons and gamma-rays ($\gamma$-rays) emitted during a materials radioactive decay. Data processing algorithms then interpret the number of radiation interaction events measured by detectors to assert whether nuclear or radioactive material is present. Currently, the most common detection systems in use for shipping container screening are comprised of polyvinyl-toluene (PVT) scintillator panels in RPMs positioned around single traffic lanes. These large-volume systems serve to flag containers for further inspection based on the gross number of radiation detection events when compared to the number of background events in specific energy windows, which are chosen to allow for the discrimination between different types of nuclear or radioactive materials that emit radiation in characteristic energy regions [13]. This system
achieves acceptable detection sensitivity and false alarm rates, which together are the basic requirements of a shipping container screening system—with the lane-straddling arrays possessing the further benefit of having minimal impact on transportation throughput, as containers can be driven directly through the RPM setup. An additional benefit comes from being of low cost—a key factor in permitting nationwide implementation. The major drawback of this system, however, is that the low energy resolution of PVT detectors necessitates a secondary inspection step to validate all alarms in order to characterise and locate any nuclear/radioactive materials responsible for the trigger event. Ideally, the next generation of such shipping container screening systems should be comparable in throughput and cost to existing systems, but possess the enhanced capabilities necessary to identify the isotopic composition of nuclear or radioactive materials and localise their positions within a container in a single, unified, inspection process. This will ultimately expedite the screening process, reduce false-positive occurrences and eliminate the need for an inefficient secondary inspection phase.

Figure 1. Plot detailing the number of events reported to the ITDB which relate to the trafficking or malicious use of illicit nuclear or radioactive materials between 1993 and 2019. Reprinted, with permission, from the International Atomic Energy Agency—IAEA, www.iaea.org (accessed on 29 July 2021) [9].

As alluded to above, one of the challenges faced by existing shipping container screening systems at seaports is the prevention and mitigation of false alarms that occur primarily due to the transportation of naturally occurring radioactive materials (NORMs) and, to a much lesser extent, due to variations in natural background [14–16]. When such false-positive trigger events occur, the identified containers subsequently require further inspection—resulting in delays to the onwards transportation of freight. These variations in background radiation arise from the material properties of the detector surroundings (e.g., concrete types), as well as external factors such as weather and prevailing solar activity [17,18]. NORM sources are common imports such as ceramics, fertilizer and cat
litter which contain radioactive isotopes appearing in nature (e.g., $^{40}$K and the uranium and thorium decay series) that trigger false-positive alarms as the screening system measures a spike in radiation detection events [15,16]. Radioactive isotopes used for medical or commercial purposes that have not been appropriately declared are another source of false alarms; one such medical isotope is $^{99m}$Tc, which is the radioisotope most commonly used in medical procedures, constituting up to 87% of dosages in US hospitals in 2001 [19]. Dependent upon the type of radiation detector used, a range of data processing algorithms are available, or under development, for differentiating between legitimate and false alarms, as the rate of false alarms, along with its detection efficiency, are key metrics for assessing the performance of a screening system.

The discussion in this review is focused on the passive detection of radiation emitted by concealed radioactive sources. However, other techniques exist involving the active screening of freight with particle beams (e.g., X-rays, protons) or alternatively, cosmic muons [20]. Cosmic muon tomography is particularly useful for detecting SNMs as muons are scattered at larger angles by high atomic number (Z) and density materials; by measuring the scattering angle, the presence of SNMs and other high Z materials can be identified [21]. Such a system has obvious benefits, with no equipment required to generate a particle beam and the capability to identify SNMs in containers in minutes [22]. However, a secondary system would be still required to identify low Z radioactive materials. Proton and X-ray active interrogation systems operate on a similar principle to cosmic muon tomography but with the additional requirement of beam-generating infrastructure [23]. X-ray radiography can additionally be used to screen cargo for contraband beyond radioactive materials, such as explosives, and can even be used to detect SNMs by induced fission, making it a promising candidate for widespread implementation [20]. In any case, these active or muon tomography screening systems are likely to be employed in conjunction with a passive detection system for identifying low Z radioactive materials and radioactive emission signatures, which are required for isotopic identification.

Within this review, existing and prospective screening systems for the non-intrusive inspection of shipping containers for concealed nuclear or radioactive materials will be discussed and their performance evaluated. Initially, the relevant theory associated with detecting radioactive emitters is introduced (Section 2) and applied to the detection of sources concealed within shipping containers (Section 3), with screening systems currently deployed and the mechanisms of assessing their performance discussed. Subsequently, in Section 4, the methods aimed at improving the performance of currently utilised RPMs are presented and evaluated. Finally, in Section 5, a review of emerging research applicable to the development of novel screening systems is provided, with the aim of identifying techniques likely to constitute components for incorporation within future non-intrusive shipping container inspection systems.

2. Radiation Detection Principles and Methods

2.1. Properties of Radiation

Unstable radioactive nuclei decay by emitting one or a number of ions such as alpha ($\alpha$) particles or protons, beta ($\beta$) particles (electrons or positrons), gamma ($\gamma$) radiation (high-energy photons) or neutrons and it is the detection of these particles that allows radioactive material to be located and identified [24]. The intensity of emitted radiation, measured at distances away from a source depends on the type and energy of the radiation, the distance between the source and detector and the composition of the matter between them. Compared to $\alpha$ and $\beta$ radiation, with ranges of a few centimetres and metres in air, respectively; the range of $\gamma$ and neutron radiation in air (and other media) makes them suitable for the detection of distant or concealed sources.

Including interactions with matter that attenuate radiation, the measured intensity of radiation reaching a detector at a distance, $r$, away from a point source can be expressed as

$$I(r) \propto \frac{I_0 B \exp \left( - \int \mu(r) dr \right)}{r^2},$$

(1)
where $I_0$ is the intensity at a $r = 0$, $B$ is a dimensionless buildup factor to account for radiation scattering into the detector path and $\mu(r)$ is the material specific linear attenuation coefficient that is integrated over the path length (for a 1 MeV $\gamma$ in Air, Fe and Pb the linear attenuation coefficients are approximately $7.8 \times 10^{-5}$, 0.18 and 0.70 cm$^{-1}$, respectively) [24,25]. As shown by the exponential term in Equation (1), any interaction between the $\gamma$ or neutron radiation and material along its path attenuates the signal that is resultantly incident onto the detector. In its simplest description, neutrons interact with nuclei in matter via mechanisms such as neutron capture and nuclear recoil to produce secondary particles varying from heavy charged ions to gammas [24,26]. Conversely, $\gamma$ radiation interacts with matter to produce electrons/positrons via three main mechanisms; the photoelectric effect, Compton scattering or pair production [24,27].

For both neutrons and $\gamma$ radiation, the degree of attenuation between the source and detector depends on the neutron or $\gamma$ energy and the material properties, specifically the interaction cross section. The total interaction cross section is the sum of the cross sections for different interaction mechanisms, and its dependence on neutron or $\gamma$ energy and material properties (e.g., Z, density) is shown in Figure 2 for $\gamma$ radiation in Pb, an effective radiation shield that may be used to conceal illicit radioactive or nuclear material.

![Figure 2. Mass attenuation coefficients in Pb for the $\gamma$ interaction mechanisms: Compton scattering (blue), photoelectric effect (orange), pair production (green) and total interaction cross section (pink) across the $10^{1}$–$10^{5}$ keV energy range. Data from [25].](image)

### 2.2. Radiation Detectors

By the same mechanisms as discussed in Section 2.1, neutrons and $\gamma$ radiation interact with materials in radiation detectors. The geometric efficiency of a detector is defined by the solid angle from the source subtended by the detector, representing the fraction of the total emission that is incident onto the detector. In contrast, the intrinsic efficiency of a detector
for any type of radiation is the fraction of radiation incident on the detector that is detected, hence detectors which utilise materials with high linear attenuation coefficients have higher intrinsic efficiencies [27]. For thermal neutrons (<0.5 eV [24]), the most important interaction process that enables detection is neutron absorption by nuclei with large neutron absorption cross sections at thermal energies (e.g., \(^3\)He, \(^10\)B). This leads to secondary radiation by radiative capture or induced fission. For fast neutrons (>0.5 eV), the most important process is nuclear recoil, where neutrons transfer energy to nuclei by scattering interactions [28]. When an incident n or \(\gamma\) interacts in a detector, the energy it transfers to particles in the material triggers a subsequent cascade of collisions, at the end of which remain electron-hole (e-h) pairs, proportional in number to the energy deposited by the incident n or \(\gamma\) [24,26]. This mechanism describes the process of e-h production common to two types of solid detectors, semi-conductors and scintillators; how these different detectors measure the e-h pairs directly contributes to their response time and energy resolution. The energy resolution of a detector determines its ability to distinguish between incident radiation at different energies, and is defined by the full width at half maximum (FWHM) of a peak from a mono-energetic source as a percentage of the source energy [24].

Some of the earliest radiation detectors in widespread use were gas-based radiation detectors and while they still find use in specific applications such as \(^3\)He-based neutron detectors, solid detectors are favoured as they typically have better spectroscopic capabilities, are higher density and do not require high voltages and pressures to operate, making them more practical [24]. In recent years, there has been continued development and advancement of radiation detector materials—each with their own strengths and limitations. While semi-conductor detectors achieve high energy resolution for low energy \(\gamma\) radiation, they are typically not suitable for use in shipping container screening due to the high cost and limited sizes of high-purity semi-conducting crystals available, operational requirements such as cooling and susceptibility to radiation damage [27,29]. For these reasons, the focus is on scintillator detectors, which can meet the cost, performance and operational requirements of a shipping container screening system. Properties of common scintillators are shown in Table 1.

Table 1. Properties of different organic (top) and inorganic (bottom) radiation detection materials used in scintillator detectors. Available sizes are based on typical commercial availability.

| Material | Z (Effective Z) | Density (g cm\(^{-3}\)) | Light Yield (ph/keV) | Energy Res. (FWHM at 662 keV) | Available Sizes | Notes | Refs. |
|----------|-----------------|--------------------------|---------------------|-------------------------------|----------------|-------|-------|
| PVT      | 1, 6            | 1.02                     | \(\sim\)10          | –                             | ~m\(^2\)       | Plastic | [26,30] |
| EJ-309   | 1, 6            | 0.96                     | 12.3                | –                             | –              | Liquid  | [24,31] |
| NaI(Tl)  | 11, 53, (56)    | 3.67                     | 38–55               | 7.0 %                         | \(10^3\) cm\(^3\) | Hygroscopic | [24,26,32,33] |
| CsI(Tl)  | (54)            | 4.51                     | 54                  | <12 %                         | \(10^3\) cm\(^3\) | Hygroscopic | [27,33,34] |
| LaBr\(_3\)(Ce) | 35, 57 | 5.29                     | 63                  | 2.7 %                         | \(10^2\) cm\(^3\) | Hygroscopic, Lu activity | [24,33,35] |
| LYSO(Ce) | (65)            | 7.1                      | 25–33               | <15 %                         | \(10^2\) cm\(^3\) | Hygroscopic, internal activity | [33,36,37] |
| CLYC(Ce) | (54)            | 3.31                     | 20                  | 4.8 %                         | \(10^2\) cm\(^3\) | –      | [38,39] |

In scintillator detectors, the number of e-h pairs created by incident radiation are counted using a photomultiplier to detect the electromagnetic radiation (scintillation photons) emitted upon the radiative recombination of electrons and holes. The peak emission wavelength of the scintillation photons is dependent on the crystal composition but for desirable scintillators, it typically lies around the visible light region of the electromagnetic spectrum, enabling efficient collection by photomultipliers [24]. Since statistical fluctuations are present in the number of scintillation photons produced per unit energy deposited in the scintillator (light yield), higher light yields contribute to a higher energy resolution, as shown in Table 1 for NaI(Tl) and LaBr\(_3\)(Ce), with light yields of 38 and 63 photons...
per keV, respectively \[24,32,35\]. Another important property for scintillators to possess is minimal overlap between their absorption and emission spectra, such that they are transparent to the majority of scintillation photons produced. In inorganic scintillators the presence of dopant atoms creates additional states lying within the band gap of the electronic structure of the crystal, providing a means for e-h recombination that produces scintillation photons that cannot be reabsorbed and re-excite the crystal \[24,28\]. In contrast, organic scintillators (e.g., PVT) do not reabsorb the majority of e-h recombination photons due to the presence of short-lived molecular vibrational states through which electrons and holes can rapidly recombine.

Organic scintillators, which typically consist of a scintillating organic (e.g., p-terphenyl) suspended in a solid or liquid solvent (e.g., PVT), are cheap and can be easily manufactured with large cross sectional areas (\(\sim m^2\)), giving them high geometric efficiencies \[24,26\]. One limitation of organic scintillators, which is a consequence of their low Z and densities, as shown in Table 1, is their extremely poor energy resolution. For \(\gamma\) radiation, the dominant interaction process in organic scintillators is Compton scattering, meaning only a fraction of the energy of an incident \(\gamma\) is deposited into the scintillator. Hence there is limited spectral information in the output detector spectrum; there are no clear characteristic photopeaks corresponding to the incident \(\gamma\) depositing all its energy in the scintillator to allow for emitter identification. A solution to improve the energy resolution of plastic scintillators is to impregnate them with high Z number elements; one study achieved an energy resolution of 16% at 662 keV using a 14 in\(^3\) bismuth-loaded PVT plate \[40\], despite the unwanted effects of reduced light yield (to 6 ph/keV) and increased scintillation photon attenuation associated with impregnating the PVT with Bi \[24\].

In contrast to the low energy resolution, the low Z make-up of organic scintillators gives them intrinsic fast neutron detection capability; in elastic scattering interactions, neutrons transfer the largest fraction of their energy when colliding with particles of the same mass \[41\]. To differentiate between incident neutron and \(\gamma\) particles, pulse shape discrimination (PSD) can be used to compare the variation of the measured current pulse in time, which is different for neutron and \(\gamma\) events because of the different means through which they interact in the scintillator \[42,43\]. In order for organic scintillators to detect thermal neutrons, they can be loaded with materials with high thermal neutron capture cross sections, such as \(^{10}\)B \[42\]. One liquid organic scintillator commonly used for neutron counting is EJ-309, which is commercially available with and without boron loading \[31\]. Despite the neutron detection capabilities of organic scintillators, the standard detectors used for neutrons are \(^{3}\)He gas proportional counters. \(^{3}\)He has an extremely high thermal neutron capture cross section at 5330 barns and can be adapted to detect fast neutrons by surrounding the gas chamber in a moderating material such as polyethylene to thermalise the neutrons \[5,41\]. A moderated \(^{3}\)He detector has high detection efficiency (76% detection efficiency for a 0.025 eV neutron travelling through 2 cm of \(^{3}\)He at 5 atm) across a range of neutron energies owing to the presence of the moderator, as well as good gamma rejection properties \[24,41\].

There has been a considerable amount of research undertaken into inorganic scintillators since the discovery of NaI(Tl) in 1948, particularly at the start of the 21st century, thanks to the concerns around national security previously alluded to in Section 1 \[41\]. As shown in Table 1, inorganic crystals typically have much higher (effective) Z and densities compared to organic scintillators; affording them greater intrinsic efficiency and energy resolution (as high as 2.7% at 662 keV for \(\gamma\)s in LaBr\(_3\)(Ce)). Their main disadvantage is the fact that pure, single crystals are required to prevent charge trapping, the trapping of e-h pairs that prevents or delays their recombination and inhibits the detection of radiation incident on the detector \[27,41\]. Growing large, single crystals is difficult, time consuming and complex, explaining the difference between the available sizes of inorganic and PVT scintillators (shown in Table 1) and justifying their considerably greater cost.

One emerging inorganic elpasolite scintillator is Caesium Lithium Yttrium Chlo- ride (Ce) (CLYC), which has a relatively high energy resolution for \(\gamma\) radiation (4.8% at
662 keV [44]) and intrinsic fast neutron sensitivity due to the neutron capture cross section of $^{35}$Cl (3.6 barns at 1 MeV) [45,46]. In addition, by controlling the ratio of the isotopes $^6$Li and $^7$Li in CLYC, the sensitivity to thermal neutrons can be adjusted, as $^6$Li has a high thermal neutron capture cross section (940 barns) [24,39]. Used with pulse shape discrimination (PSD), CLYC represents a “dual mode” scintillator, capable of both gamma spectroscopy and neutron detection (across a range of neutron energies) [47]. Like other inorganic crystals, the available sizes of CLYC crystals are limited. However, in recent work, a plastic composite comprising CLYC (or another inorganic scintillator) encased in a plastic scintillator was proposed with comparable $\gamma$ efficiency to NaI(Tl), dual mode capability and the potential to be scaled to larger sizes [43].

Whatever the scintillator material selection, light collection by a photomultiplier can be maximised by matching the peak emission wavelength of the scintillator with the peak wavelength efficiency of the specific photomultiplier, as well as choosing an appropriate arrangement of photomultipliers, reflecting surfaces and light shielding around the scintillator. An illustrative diagram of a scintillator crystal and a photomultiplier is shown in Figure 3; the purpose of a photomultiplier is to convert photons into a measurable electrical signal. One type of photomultiplier, the photomultiplier tube, or PMT, has been used ubiquitously throughout scientific studies since its inception in the 1930s [48].

Scintillation photons incident onto the photocathode of the PMT transfer energy to electrons by the photoelectric effect, causing photoelectrons to be ejected from the photocathode; the number of photoelectrons emitted per incident photon is defined as the quantum efficiency (for common photocathodes the maximum is 20–30%) [24,27]. Once a photoelectron has been ejected from the photocathode, it is accelerated by an electric field through a vacuum chamber that contains successive multiplying electrodes so that a measurable signal reaches the anode, where it is registered as a current pulse that is proportional to the number of photoelectrons created at the photocathode, and therefore the number of scintillation photons [24,50].

Despite their capability, PMTs have become increasingly replaced by semiconductor photomultipliers in scintillator detector applications [51,52]. One type of semiconductor photomultiplier is the silicon photomultiplier (SiPM), which consists of an array of microcells, each of which is a photodiode operated in Geiger avalanche mode, called a single photon avalanche diode (SPAD) [50,51]. When scintillation photons are incident on an avalanche photodiode, an e-h pair is created in the semiconductor that, in the presence of an electric field, causes an avalanche of ionisation, constituting a current pulse; the combined current pulse of the entire array of microcell photodiodes is proportional to the number of incident scintillation photons [51]. The main benefits of SiPMs, compared to PMTs, are their ruggedness, lower cost, lack of sensitivity to magnetic fields and a smaller form factor [50]. Furthermore, through using large area avalanche photodiodes.
improved energy resolution can be achieved, with reductions to 4.9% FWHM at 662 keV reported for CsI(Tl) scintillators [53,54]. For both SiPMs and PMTs the wavelength of peak sensitivity is similar at 450 and 420 nm, respectively; alongside the quantum efficiencies at these wavelengths, hence, scintillator materials with scintillation photons in a similar wavelength range should be selected [50,55].

All of the detector materials, ranging from organic PVT to novel inorganic elpasolites, represent potential candidate materials for use in shipping container screening applications. In such screening applications, efficiency is perhaps the most important detector property, as by determining the fraction of emitted radiation that is registered by a detector it affects the likelihood of detecting a concealed source. This is especially important in shipping container screening where there are large stand-off distances between a detector and any source within a container; for a detector positioned in contact with one side of a shipping container such that it measures across the shortest dimension of the container (its width), a source in the detector line of sight can be anywhere between 0 and 2.43 m away. It is crucial, therefore, for the geometric efficiency of detectors to be maximised at such stand-off distances and, as a consequence, low cost is another desirable requirement for detector materials to be used in shipping container screening applications, due to the relationship between the geometric efficiency and the amount of detector material required. For an enhanced shipping container screening capability, high energy resolution also is essential, as it allows for the isotopic characterisation of radioactive material within a shipping container, and therefore informs decisions on whether radioactive material in cargo constitutes a legitimate threat or is a nuisance source, such as NORMs.

3. Radiation Detection Methods for Use in Non-Intrusive Shipping Container Screening

3.1. Requirements of Non-Intrusive Shipping Container Screening Systems

An ideal screening system identifies every source and returns no false alarms. In practice, this is an impossible scenario due to false alarms from fluctuations in background and electrical noise, nuisance sources (typically, NORMs such as $^{40}$K in fertiliser) and medical material (e.g., $^{99m}$Tc), therefore screening systems are designed to operate within acceptable true detection and false-positive alarm rates. In the case of the radiation screening of shipping containers within a busy seaport environment, this amounts to a trade-off of operational resources and transportation delays, versus complete detection [16].

As formerly alluded to, alarms can be split into four groups: true positives, false positives, true negatives, and false negatives [56]. A receiver operating characteristic (ROC) curve is a plot of the false-positive rate against the true positive rate, with the true positive rate (TPR, or sensitivity) defined as

$$\text{TPR} = \frac{T_p}{T} = \frac{T_p}{T_p + F_n}$$

(2)

where $T$ is the number of positive events, $T_p$ is the number of true positives, and $F_n$ the number of false negatives. Similarly, the false-positive rate (FPR, or fall-out) can be defined as

$$\text{FPR} = \frac{F_p}{F} = \frac{F_p}{F_p + T_n}$$

(3)

where $F$ is the number of negative events, $F_p$ the number of false positives, and $T_n$ the number of true negatives.

Figure 4 shows potential ROC curves for various scenarios. In the case of ideal performance, TPR is observed to be unity (all positive events correctly classified) and FPR is zero (no negative events incorrectly identified as positive) as shown by the pink star. The blue line shows the expected performance of the screening system if it were to randomly guess if a source were present, with the orange and green lines showing increasing TPR at lower FPR values, indicating an improvement in performance [56].
ROC curves are useful as they facilitate the comparison of false alarm probabilities of different screening systems at set detection efficiencies (or vice versa), as well as providing a means of comparing the performance of screening systems to recognised standards set by organisations such as the International Atomic Energy Agency (IAEA) and American National Standards Institute (ANSI).

![ROC curves example](image)

**Figure 4.** Example receiver operating characteristic (ROC) curves. The pink star indicates the ideal performance of a screening system whereas the green and orange lines represent successively worse performance. The blue line is the expected performance if the screening system randomly guessed.

Through the framework of ROC curves, the performance of different radioactive screening systems for shipping containers can be compared. Table 2 shows both essential and desirable requirements of such screening systems, the metrics they are evaluated with alongside brief notes on how they may be met. Requirements such as the initial cost and ongoing maintenance costs of a screening system determine its affordability, which represents an important factor for a system that needs to be implemented at seaports nationwide. The influence of cost is highlighted by the choice of detector that is most widely used in practice—namely PVT-based detectors. Further operational requirements include tolerance to the harsh environments associated with the variable weather conditions at seaports and deployability at the smallest seaports (achieved via mobile detector units), which improves the deterrent quality of a nationwide screening capability [1,12].
Table 2. Requirements of shipping container screening systems for detecting illicit radioactive or nuclear materials.

| Requirement              | Metric          | Methods to Meet Requirement                                                                 |
|--------------------------|-----------------|---------------------------------------------------------------------------------------------|
| High sensitivity         | TPR             | Use high-efficiency radiation detectors; maximise the duration for inspection to take place; position detectors close to shipping containers. |
| Minimise false alarms    | FPR             | Use high energy resolution detectors to identify threat sources; use advanced algorithms to process data from low energy resolution detectors; continuously monitor background radiation. |
| High throughput          | Delays caused   | Minimise duration of inspection; inspect shipping containers in transit; minimise false alarms. |
| Affordability            | £               | Choice of detector material; number of screening systems required per seaport; minimise manual operational requirements. |
| Mobility                 |                 | Mount the screening system on a vehicle.                                                     |
| Durability               |                 | Use weather resistant materials in detector housing.                                         |
| Isotopic identification  | Detector resolution | Use high-resolution detector materials; use high-efficiency detectors; implement peak identification algorithms. |
| Source localisation      | Localisation error | Use a distributed array of detectors; use advanced data processing techniques to estimate source location; choose an appropriate arrangement and number of detectors. |

Since illicit sources may be intentionally shielded and their potential end uses could be catastrophic, high sensitivity is an essential requirement for screening systems, which can be achieved by using efficient radiation detectors; either geometrically efficient organic scintillators or arrays of smaller, intrinsically efficient, inorganic crystal scintillators [13,26]. On the other hand, high sensitivity must not come at the cost of high fall-out, as each false alarm must be verified, and therefore decreases the throughput of the screening system; taking up operational resources. An effective way to minimise nuisance alarms is to identify the specific isotopes based on their characteristic spectra and decide whether the isotopes constitute a threat, for example, the 414 keV $\gamma$ peak from $^{239}$Pu decay is an indication of the presence of WGPu, whereas the 1460 keV $\gamma$ peak from $^{40}$K decay is an indicator for NORMs [16,57]. Methods have been developed for differentiating between certain types of radioactivity (e.g., NORMs and SNMs) using low energy resolution detectors (which are subsequently discussed in Section 4.1), however, high energy resolution radiation detectors provide the best means of identifying specific isotopes as they produce well-defined spectra from which characteristic peaks can be easily resolved.

Beyond the basic requirements of efficient detection and minimal impact on shipping container throughput, future capabilities of screening systems should include estimation of the location of a source within a shipping container, full isotopic classification of the source and estimation of the activity of the source. To perform this, complex data processing algorithms could be used, relying on models of the expected detector response to various gamma or neutron-emitting sources at differing locations. Ultimately, the capabilities of future screening systems should serve to minimise the manual operational requirements of shipping container screening, as well as effectively protect nations from the potential consequences of the unchecked transport of radioactive materials.

3.2. Currently Deployed Non-Intrusive Shipping Container Screening Systems

Current shipping container screening systems operate a two-stage process. In the initial screening stage, the container is driven at restricted speeds (up to 8.3 ms$^{-1}$) through an RPM with a large cross section, surrounding an individual traffic lane, as shown in Figure 5 [13,58,59]. Combined with the low transit speeds that increase the duration of the inspection, the sensitivities of primary stage RPMs are typically maximised through the use of large cross section PVT or polystyrene scintillator panels (with high geometric efficiency) for $\gamma$ detection and separate neutron detectors—typically $^3$He gas detectors [26,59]. The benefit of using plastic scintillator RPMs is their low production cost, enabling multiple primary RPMs to be deployed at a checkpoint so a high throughput of shipping containers.
can be maintained and the resultant impact on their transportation minimised. However, the poor energy resolution of these plastic scintillators necessitates a second screening stage to investigate any alarms that are generated during the first stage, and if needed, identify and locate sources concealed within a container. In the secondary phase, suspect shipping containers are diverted from the traffic flow to be inspected with high energy resolution detectors; typically, this is performed manually using handheld radioisotope identification devices or remotely using a single RPM with spectroscopic capabilities. However, in either case, the detectors are likely to utilise NaI(Tl) or LaBr$_3$(Ce) scintillators [13,60].

To determine which shipping containers require secondary inspection, a suitable algorithm to process the measurements made by an RPM during the primary phase must be selected. Currently, the “counts above threshold” alarm criteria is most widely used in RPM-based screening systems, which is a simple test statistic that compares the number of radiation detection events (counts) measured by an RPM in the presence of a shipping container to the number of counts measured from background radiation alone [14]. The test statistic, $T$, is defined as

$$T = \frac{\lambda - \lambda_b}{\sqrt{\lambda_b}},$$  \hspace{1cm} (4)

where $\lambda$ is the counts measured by an RPM, and $\lambda_b$ is the background counts [14,61]. This test statistic, $T$, represents the number of counts above the background level as a multiple of the standard deviation of the (Poisson/Gaussian) background distribution. During the transit of a shipping container through an RPM, a sequence of fixed interval measurements are taken and $T$ is resultanty calculated for subsequent measurements [14]. If $T$, for any measurement, exceeds a threshold value set using the desired TPR and FPR of the primary screening system, then the shipping container is flagged for secondary inspection.

![Figure 5. Shipping containers driven on flatbed trucks through vertical radiation portal monitors (white panels in yellow housing). Reprinted, with permission, from [59]. © American Science & Engineering, Inc., An OSI Systems Company.](image-url)
performance of this algorithm, such as calculating $T$ for counts in specific energy channels (or larger energy bands) to identify increases in counts at energies characteristic of certain isotopes (e.g., around 662 keV for $^{137}$Cs). Alternatively, through obtaining repeat measurements as a shipping container moves through an RPM, NORM materials that are typically characterised by large amounts of low-activity source distributed homogeneously throughout the whole container volume can be differentiated from smaller, point-like sources of higher activity by considering the variation of the counts over the time it takes for the container to be driven through the RPM [16]. A more detailed overview of the methods that can be used to improve the performance of primary RPM screening systems is given in Section 4.

One effect that must be accounted for with RPMs is baseline suppression, which occurs when detectors are partially shielded from background radiation by the presence of a shipping container passing in front of the detector [62,63]. The extent of this effect is dependent on shipping container shape and composition and is shown to vary across detector sites even with the same detection system [62]. In Equation (4), if $\lambda$ is measured with a suppressed rate of background counts, then the test statistic ($T$) will be lower than its true value unless $\lambda_b$ is corrected to be equal to the suppressed background count rate. This correction can be made by quantifying the background count rate during the measurement of the shipping container in the RPM or via modelling the suppression effect and correcting the background rate measured with no shipping container present.

3.3. Modelling Screening Systems

Establishing a model for the anticipated number of counts in detectors used in shipping container screening allows for the performance to be understood and, when more complicated data processing algorithms are used, is fundamental to their operation. The models reviewed in this work rely on the assumption that the underlying distributions of the source and background counts are Poissonian, which is a standard assumption for $\gamma$ and neutron radiation detection applications and holds in the case that the detection time is small when compared to the source half-life (as the probability of a Poisson event is small and constant) [24,64–66]. The probability of observing $x$ detector counts, given by the Poisson distribution is;

$$P(x|\lambda) = \frac{\exp(-\lambda)\lambda^x}{x!},$$ (5)

where $\lambda$ is the mean number of counts characterising a source, or the probability of detection multiplied by the number of events [24]. This parameter can also be split into $\lambda_b + \lambda_s$ in order to differentiate between the background ($\lambda_b$) and source ($\lambda_s$) counts and based on the description in Section 2, namely Equation (1), can be expressed as

$$\lambda = \lambda_b + \lambda_s = \frac{\lambda_0}{d^2} \exp\left(-\int \mu_r dr\right) + \lambda_b,$$ (6)

where $\lambda_0$ is the source counts measured by the detector 1 m from the source, $d$ represents the distance from the source to the detector, $\mu_r$ is the linear attenuation coefficient at a position $r$ along the integral path between the source and the detector, and $\lambda_b$ is the mean background counts at the detector [67]. For simplicity, both the detector cross section and $\frac{1}{4\pi}$ factor are included in the $\lambda_0$ term to account for the solid angle of the detector face and a build up factor for radiation scattering into the path of the detector is omitted.

Unlike smaller consignments of goods, the considerably larger shipping containers, up to 40 feet in length, are not typically filled homogeneously, or with a single material—containing combinations of both air gaps and assorted materials/cargo. Without a complete description of the container contents, the complex attenuation profile cannot be perfectly described and for this reason, alongside the inherent complexity that it introduces into the numerical calculations, the exponential term in Equation (6) accounting for material attenuation is often simplified or completely ignored. One simplification, to address this problem, assumes homogeneous cargo within the container, so the attenuation depends
purely on the distance between the source and detector, whereas a more complex method would attempt to quantify the shielding from different materials within the cargo and their placement relative to the source and detector by means such as X-ray radiography or assessment of the container’s inventory [68].

Another important use of models in the development of screening systems is to generate data that novel processing algorithms can be validated with; there exists two main methods of modelling source and background count distributions. Using an appropriate mathematical model, such as Equation (5), counts from different sources and background (characterised by $\lambda$) can be generated [61]. Alternatively, Monte Carlo simulations of source–detector scenarios can be performed with computational models using software such as the GEANT4 package developed at CERN, which can output the energy (and total counts) deposited in detectors from user-defined sources [69,70]. These methods of modeling screening systems provide a means for testing novel data processing algorithms (and detector materials in the case of Monte Carlo-based computational models) without requiring experimental data that can be significantly more costly to obtain. Obviously, experimentally derived data with physical sources and detectors represents the most useful method of obtaining this necessary validation data as it reflects the “ground truth” of the scenario [71]. In support of testing and validating research into such algorithm-based detection systems, the US Domestic Nuclear Detection Office’s Intelligence Radiation Sensors Systems (IRSS) program [71] has made experimental datasets publicly available which have been used extensively to underpin the various works discussed in this review. These datasets comprise empirical measurements for different radioactive sources, background environments, detector configurations and source trajectories.

4. Advancements in Radiation Portal Monitor Screening Processes

Analysing the specific data processing algorithms employed in commercially available RPMs to raise alarms during the primary screening process is difficult, as industrial vendors are in direct competition to attain the best inspection performance and, from a deterrent standpoint, it is not advisable for nations to make the exact specifications of their screening systems publicly available. Consequently, the exact technological nature and level of infrastructure deployment of these methodologies cannot be truly known—with some approaches having reached full-scale realisation while others may still remain under active development.

4.1. Source Characterisation Based on Energy Considerations

Owing to the wide implementation of RPMs, many methods for discriminating between nuisance alarms and legitimate threat sources, using the energy distribution of the counts measured by a radiation detector, have been developed. For high-resolution radiation detectors such as NaI(Tl) or LaBr$_3$(Ce), this simply involves photopeak identification; a Gaussian curve can be fitted to a photopeak to determine the energy centroid of the peak, which can be compared to values in a look-up table to identify the source isotope [27]. In contrast, as formerly alluded to in Section 2.2, the energy spectrum of plastic scintillators is dominated by the low energy Compton continuum, so radionuclides are not identifiable using characteristic photopeaks and more sophisticated methods must be used.

One such method, energy windowing (EW), utilises algorithms to discriminate between NORMs, SNMs and other radionuclides using prior knowledge of the expected spectrum shapes of the different source types [15,72,73]. NORM cargo has a similarly shaped energy spectrum to background radiation, whereas SNMs have elevated counts in low energy channels. Therefore, by taking ratios of the number of counts in different regions of the spectra, EW allows for NORMs/background sources and SNMs to be differentiated from one another [15]. Used in conjunction with the counts above threshold method, EW algorithms provide a means of minimising the number of false alarms and, in addition, are not sensitive to the effects of background suppression as they rely on ratios of counts as opposed to the gross number of counts [15,72].
Depending on the specifics of an EW algorithm, the energy spectrum is split into any number of energy windows based on specific spectral regions of interest, which, for a specific isotope typically includes the low-energy Compton edge [15]. To identify SNMs and material that may be used in a RDD, one EW method proposed in [72] uses energy window regions based on calibration measurements taken to find the regions of interest for HEU, WGPu, $^{137}$Cs, DU and $^{40}$K sources alongside a “noise” window [72]. By injecting modelled source profiles into real RPM measurements of different cargo types, such as cargo containing $^{40}$K, granite or no radioactive material, in tests this EW algorithm achieved 100% sensitivity for sufficiently high-activity injections of HEU, WGPu, $^{137}$Cs and $^{40}$K sources, except when HEU and WGPu profiles were injected into the measurements of granite bearing cargo, where the radioactivity of the granite limits the ability of the algorithm to correctly identify such sources [72].

An alternative approach to EW for identifying specific radionuclides is to analyse the measured spectra by comparison with template spectra from a library of known sources using methods such as a least squares fitting (LSF) comparison, after manipulating the spectra to emphasise features and suppress noise [74]. One variation of this is a spectral angle mapping (SAM) method, which quantifies the similarity between measured and reference spectra by finding the angle between their cumulative count distributions in Fourier space, which has the effect of comparing the shape of the measured and reference cumulative count distributions—rather than absolute values as would be compared by a least squares method [75]. Using an organic scintillator (EJ-309) detector configuration, the SAM method was shown to identify a range of radioisotopes including $^{137}$Cs, $^{241}$Am and $^{99m}$Tc, moving through a pedestrian RPM at speeds of 2.2 m s$^{-1}$ with activities less than or similar to ANSI standards (ANSI N42.35, 2006), with a total sensitivity of 0.92 [75]. A drawback to LSF and SAM methods is that their efficient operation relies on large libraries of measurements for the correct identification of isotopes. However, they have been demonstrated to be capable of introducing a radioisotope identification ability to plastic scintillator-based RPM screening systems.

A simpler method identifies isotopes by finding peaks in the energy/channel weighted spectra, which occur at the point of the Compton edge for isotopes with significant Compton continuums, such as $^{137}$Cs, hence characteristic photopeak energies can be calculated using the Compton scattering equation [76]. In isotopes where the spectra contains multiple low-energy $\gamma$s and there exists no readily discernable Compton edge, such is the case with $^{238}$U, there still exists a characteristic peak in the energy weighted spectrum which can be determined experimentally. This method was shown to identify sources ($^{238}$U, $^{226}$Ra, $^{137}$Cs, $^{60}$Co) moving through a PVT RPM at 2.8 m s$^{-1}$, at activities specified within standards (ANSI N42.38, 2006) for $^{137}$Cs and $^{60}$Co [77].

Table 3 compares the performance of the EW, LSF, SAM and energy weighted methods for radioisotope identification. Clearly, all of these methods represent a means of improving the ability of a primary, plastic scintillator-based, RPM to discriminate between different types of radioactive or nuclear material. By integrating such energy-based algorithms into existing RPM systems, the primary screening phase can invoke informed alarm decisions, by correctly identifying threat sources, such as WGPu and $^{137}$Cs. Used in combination with counts above threshold alarm criteria, these methods enable existing plastic scintillator-based RPMs to meet the performance requirements, such those set by ANSI and the IAEA.
Table 3. Results of energy-based methods for radioisotope identification of sources moving through plastic scintillator-based RPMs. Identification probability (IP) is the probability of the correct radioisotope identification.

| Method     | Refs. | Source            | Source Speed | IP | Notes                                                                 |
|------------|-------|-------------------|--------------|----|----------------------------------------------------------------------|
| EW         | [15,72,73] | 555 cps $^{137}$Cs | -            | 1.0 | Theoretical source profiles injected into existing non-alarming vehicle RPM data. |
|            |       | 1110 cps WGPu     | -            | 1.0 |                                                                      |
| LSF        | [74]  | 370 kBq $^{137}$Cs | 2.2 ms$^{-1}$ | 0.83 | Single panel pedestrian RPM; LSF to cumulative count distribution; |
|            |       | 259 kBq $^{60}$Co | 2.2 ms$^{-1}$ | 0.67 |                                                                      |
|            |       | 6.6 g WGPu (93% $^{239}$Pu) | 1.2 ms$^{-1}$ | 0 | EJ-309 organic scintillator.                                           |
| SAM        | [75]  | 370 kBq $^{137}$Cs | 2.2 ms$^{-1}$ | 1.00 | Single panel pedestrian RPM; EJ-309 organic scintillator.             |
|            |       | 6.6 g WGPu (93% $^{239}$Pu) | 2.2 ms$^{-1}$ | 0.93 |                                                                      |
| Energy weighted | [76,77] | 340 kBq $^{137}$Cs | 2.8 ms$^{-1}$ | 0.6 | PVT-based vehicle RPM.                                                |
|            |       | 237 kBq $^{60}$Co | 2.8 ms$^{-1}$ | 0.8 |                                                                      |

4.2. Data Processing Algorithms for Improved Sensitivity

A range of data processing algorithms, which operate on the set of sequential measurements taken by a single RPM as a shipping container passes through it, have been identified as possible replacements for the aforementioned counts above threshold method.

The first method, a sequential probability ratio test (SPRT), is an established method for comparing a null hypothesis against another hypothesis; in the case of radiation detection, the null hypothesis is that the measured counts originate from background radiation—with the alternative hypothesis that the measured counts are the combined effects of background and another radiation source [65,78,79]. For the sequence of measurements taken by an RPM, the alternative hypothesis is confirmed by the sum of the log likelihood ratios, calculated for each measurement, exceeding a threshold, where the log likelihood ratio, $\Lambda$, is given by;

$$\Lambda = \ell(H_1|x) - \ell(H_0|x) = \log \left( \frac{L(H_1|x)}{L(H_0|x)} \right),$$  (7)

where $L(H_1|x)$ is the likelihood of the alternative hypothesis, $H_1$, and $L(H_0|x)$ is the likelihood of the null hypothesis, $H_0$, given the measurement $x$ (counts) [61,65]. The test statistic, $T_k$, after the $k$th measurement, is thus given by $T_k = T_{k-1} + \Lambda_k$.

The SPRT methodology relies on assumptions of the likelihoods of the individual hypotheses, for example, $L(H_0|x)$ defined using Equations (5) and (6) yields the result;

$$P(x_i|\lambda_b) = \frac{\exp(-\lambda_b)\lambda_b^{x_i}}{x_i!}$$  (8)

for the null hypothesis, where $x_i$ is the counts in the $i$th measurement [65]. After this derivation, suitable values for $\lambda_b$ and $\lambda_s$ (defining the null and alternative hypotheses respectively) are chosen, where $\lambda_s$ is defined relative to $\lambda_b$, based on the desired FPR and TPR. Benefits of SPRT over the counts above threshold method, specifically over the single-interval test (SIT) where the test statistic is equivalent to the sum of the counts above threshold statistic (Equation (4)) over the RPM measurement sequence, are the ability to conclusively determine if the measured counts are consistent with background and more quickly invoke alarm decisions [65].

Another method for processing RPM measurements is the matched filter (MF) algorithm, which identifies the correlation between a theoretical count profile of a source moving through an RPM and the measured count profile [66,80,81]. If the correlation is above a predefined threshold value, then an alarm is raised. This method requires the velocity of the source to be accurately known and assumes the emitter is a point source such that the temporal profile of the count rate measured by the RPM is bell shaped and can be mathematically approximated [66,80]. This theoretical count profile is normalised
(retaining the profile shape) and its correlation with the measured count profile is found; if a source is present then a correlation is to be expected.

A similar method to MF is estimated matched filtering (EMF). Where, instead of finding the correlation between measurements and pre-calculated theoretical source profiles, this method fits the measurement data with a model of an unknown source moving through the RPM—specifically, a generalised line source [66]. The fit parameters, including background counts, source counts, source position and source length, are determined and can be used as the test statistic to decide whether a shipping container requires subsequent inspection and investigation.

One further technique for use with a sequence of RPM measurements is that of the exponentially weighted moving average (EWMA), which assigns higher weightings to more recently obtained RPM measurements, and is expressed as

$$T_k = (1 - \alpha)T_{k-1} + \alpha Y$$

where \(\alpha\) is a constant that controls the iterative weighting decrease per new measurement, and \(Y\) is a value derived from the measurements, for example, the counts or the log likelihood ratio [61,66,82]. In the latter case, the test statistic is similar to that used in SPRT, but with weighted log likelihood contributions. The benefit of using EWMA, as opposed to SPRT, is that by exponentially weighting subsequent measurements, the value of the test statistic is more sensitive to changes in the log likelihood ratio (or counts), which can facilitate faster event detection and subsequent alarming.

The authors of [66] compared the performance of the RPM data processing algorithms SPRT, MF, EMF, EWMA and SIT, alongside a maximum count rate test (where the test statistic is equivalent to the maximum value of the counts above threshold statistic (Equation (4)) in the RPM measurement sequence), performed on mathematically modelled neutron sources. Their model used Poisson distributed neutron background and source count data to assess the TPR of each algorithm at a required FPR of 0.001 [66]. The result of their work is shown in Figure 6, where the TPR, or detection probability (DP), for three different source strengths is averaged over twenty-four modelled scenarios; (6) source velocities, (2) measurement intervals and (2) background count periods.

The plot of Figure 6 demonstrates that the more computationally intensive methods such as EMF, SPRT, EWMA (with \(\alpha = 0.3\)), outperformed the matched filter and standard counts above threshold-based methods (MCR and SIT), although for all the methods the TPR for weak sources (<5\(\lambda_b\)) is low (<60%). The EMF approach represents the best performing algorithm, with both SPRT/EWMA performing equally well, but only marginally better than MCR. In addition, [66] determined that detection probabilities were found to be greater when longer background estimate measurements were used [66]. In separate work, carried out by [61], using mathematically modeled, Poisson distributed, background and source \(\gamma\) counts in RPMs, EWMA was shown to outperform SPRT, with both shown to outperform the counts above threshold method in TPR, for an FPR of 0.0001 [61].

These results suggest that for RPM applications, alternative methods to the counts above threshold data processing algorithm exist with superior detection capability. This raises the question of why these superior methods haven’t been implemented in practice. One reason for this may be that the increase in detection probability/decrease in false alarm rate isn’t sufficient enough to warrant the increased complexity and associated computational cost of these superior algorithms. In addition, the counts above threshold method is often used in unison with the previously discussed energy algorithms, such as EW, which facilitates the identification of nuisance alarm events and improves the overall performance of the primary screening phase [15].
4.3. High Energy Resolution Scintillator Radiation Portal Monitors

RPMs represent an optimal screening system for maintaining the high throughput requirement necessary at seaports, hence they are likely to remain a popular choice for non-intrusive shipping container inspection. Consequently, a challenge is to adapt the RPM system to possess the enhanced capabilities required of future screening systems without significantly increasing cost or impacting processing rates. The use of scintillating materials with higher energy resolution (as opposed to PVT) is one means that this might be achieved, although this requires a drop in the price of the necessary large, single crystal, inorganic scintillators, or the development of novel low-cost yet high energy resolution materials. Dual-mode scintillators may also comprise part of the solution by alleviating the additional costs of installing and operating separate neutron and γ detection systems.

RPMs with spectroscopic capabilities have been demonstrated using NaI(Tl) and LaBr3(Ce) scintillators (alongside separate neutron detectors) and are commercially available [58,83], but their widespread implementation in the primary screening phase is prevented by their higher cost than PVT-based RPMs [13,26]. For these materials to be implemented in a single primary screening phase, developments in crystal growing techniques are required to greatly reduce costs. Alternatively, an increase in the security budget apportioned to installing more capable screening systems at seaports would enable
the widespread implementation of commercially available spectroscopic RPMs that are currently beyond the financial viability of most ports. Other solutions may arise from advancements in the field of low-cost scintillator science, with new scintillators, ranging from nanomaterials to ceramics, constantly under development and existing materials such as Bi-loaded PVT already commercially available [41].

5. Emerging Methods for Non-Portal-Based Shipping Container Screening

5.1. Spatially Distributed Detector Networks

Rather than utilising a few radiation detectors in small area, such is the case with an RPM measuring radiation in a small section of a traffic lane, an alternative approach is the adoption of a network of detectors spatially distributed across a larger area, with the use of their collective measurements to inspect objects passing through the area. The authors of [71] have demonstrated the benefits of such a detector network over the individual treatment of detector measurements using mathematical methods, simulation and experiment. For shipping container screening, there are various locations during the transportation of the container where a detector network could be employed for inspecting the radioactive contents of a container. One such place is in the same location where the current screening systems are situated (e.g., entrances, exits and other bottlenecks) giving a large sensitive region (IRSS C11 dataset uses detectors in an $\sim 40 \times 40$ m array as shown in Figure 7b [71]) as opposed to the smaller sensitive region between the RPM panels in the current system. Alternatively, a detector network could be built into a container ship, where measurement times on the order of weeks could be achieved during the voyage of the ship, facilitating accurate source characterisation and localisation. On a larger scale, a detector network could be spread across an entire seaport, although due to the size of seaports an unfeasible number of stationary detectors would likely be necessary to achieve the required sensitivity and, instead, a combination of stationary and mobile detectors could be used to continuously map the radiation environment of the port and identify illicit radioactive or nuclear material using advanced localisation and identification algorithms.

Figure 7. (a) Diagram illustrating the IRSS LSI_C indoor dataset. The blue circles indicate the locations of twenty-two 5.08 $\times$ 5.08 cm cylindrical NaI(Tl) detectors, with orange markers showing the positions of a 281 kBq $^{137}$Cs source in experiments LSI_C01, LSI_C02, LSI_C03 and LSI_C04 [71]. (b) Schematic of the IRSS C11 outdoor dataset experimental setup, with the blue circles indicating the locations of sixteen 5.08 $\times$ 5.08 cm cylindrical NaI(Tl) detectors and the orange line defining the trajectory of a 6.5 MBq $^{137}$Cs source [71].

Distributed detector networks also have applications outside of shipping container screening scenarios, as the systems are easily adaptable to pedestrian monitoring scenarios. Typically proposed detector networks use inorganic scintillators in each detector node,
where small (low-geometric-efficiency) detectors are compensated for by the large sensitive region of the network, achieved through the dense spatial distribution of detectors over an area [84,85]. The use of smaller inorganic scintillator detectors introduces the additional benefits of allowing the systems to be deployed discretely and making them easily adaptable through the movement of the detectors. In addition, inorganic scintillators such as NaI(Tl) or LaBr3(Ce) gives the detector network spectroscopic capability, enhancing its ability to differentiate between legitimate and nuisance events—generating alarms as necessary.

When processing the data measured by a network of detectors, a range of algorithms can be used to determine the presence of a source, with more sophisticated algorithms estimating the source location and activity. One such algorithm uses maximum likelihood estimation (MLE) to estimate the unknown parameters describing a source (e.g., position, activity) by modelling the expected counts at each detector from sources defined across the parameter space, and finding the source parameters for which the likelihood of the measured counts is the greatest [86].

Considering Poisson distributed counts defined by Equations (5) and (6), then ignoring attenuation for simplicity, the probability of measuring \( x \) counts at a detector is given by;

\[
\mathbb{P}(x | \lambda) = \frac{\exp(-\langle \lambda \rangle + \lambda)\langle \lambda \rangle^x}{x!},
\]

which allows the log likelihood function for \( N \) detectors to be defined as

\[
\ell(\lambda_0, \mathbf{r}_0, \lambda_b) = \sum_{i=1}^{N} \left[ x_i \log \left( \frac{\lambda_0}{d_i^2} + \lambda_b \right) - \left( \frac{\lambda_0}{d_i^2} + \lambda_b \right) - \log(x_i !) \right],
\]

where \( \lambda_0 \) and \( \lambda_b \) are defined as in Equation (6), and \( \mathbf{r}_0 \) is the source position vector, such that \( d_i = || \mathbf{r}_i - \mathbf{r}_0 || \) where \( \mathbf{r}_i \) is the position of the \( i \)th detector [67,86]. The task then becomes finding the values of \( \lambda_0, \mathbf{r}_0 \) and \( \lambda_b \) which maximise the log likelihood function, \( \ell(\lambda_0, \mathbf{r}_0, \lambda_b) \).

Gradient algorithms are used by iteratively taking steps along the increasing gradient of \( \ell \), however, this method may identify local maxima in \( \ell \) as opposed to the desired global maximum [64]. To overcome this problem, a method proposed by [64] generates an initial estimate of the parameters in the neighbourhood of the global maximum after which iterative algorithms, such as a gradient algorithm, can be used to identify the global maximum.

Alternatively, a grid search method can be used which involves discretising the parameter space into grids and evaluating \( \ell \) for each grid point, defined by \( (\lambda_0, \mathbf{r}_0, \lambda_b) \); the values of \( \ell \) can then be compared to find the global maximum [67,87]. As the grids become smaller (the parameter space is split into a finer mesh), the computational cost of this algorithm increases due to the increased number of calculations required, therefore, reducing the error associated with the source parameter estimates is increasingly processor intensive. A solution to this problem rationalises that for a given \( \mathbf{r}_0 \) the parameters \( \lambda_0 \) and \( \lambda_b \) that maximise \( \ell(\lambda_0, \lambda_b) \) can easily be computed [67]. This results in the maximum \( \ell(\lambda_0, \lambda_b) \) being calculated for all possible \( \mathbf{r}_0 \), with the maximum corresponding to the most likely source location; the effect of this is to reduce the number of calculations required in the MLE algorithm, allowing the required localisation error to be achieved at less computational cost.

A maximum likelihood method has been used by [88] to process data from a network of seven NaI(Tl) detectors to estimate the location of a 189 kBq \( ^{57}\text{Cs} \) source in a 5 × 5 × 5 m parameter space [88]. In this method, the computational cost of this algorithm was reduced using a grid reduction method; in each iteration the grids were split into smaller grids (higher discretisation), but only the twenty grids with the highest likelihoods were used in the subsequent iteration, with the total number of calculations in each iteration resultantly remaining constant. As a measure of the likelihood, the intensity of a source at each grid point was calculated for each detector using the counts measured in each detector and the
inverse square relationship, then, the standard deviation of the source intensity at each grid point is calculated, with a smaller standard deviation corresponding to a higher likelihood. This method was able to locate the source to within 0.6 m in under 3 mins of measurement, however, the authors predict that at \( \sim 37 \text{ MBq} \) source activities the methodology could localise the source within only 1 s.

Another algorithm for source detection and localisation uses triangulation, which relies on the assumption that:

\[
x_i(t) = \frac{\lambda_0}{d_i^2},
\]

where \( x_i(t) \) is the number of counts in the \( i \)'th detector at time \( t \), with \( \lambda_0 \) and \( d_i \) as previously defined [89]. For a system of three detectors \( (i \in \{1, 2, 3\}) \) at known positions \( (r_i) \), the set of equations defined by Equation (12) is solved to estimate the source location, \( r_0 \). When this method is applied, the location estimate assumes that the source lies within the convex hull of the detector arrangement and non-physical (imaginary roots) and misleading (multiple real roots) solutions must be rejected [89]. In the case where more than three detectors are used, Equation (12) can be solved for each subset of three detectors and the clustering of the source location estimates indicates the presence of a source.

One further algorithm, which is similar to triangulation, is a source-attractor radiation detection (SRD) method [89]. This approach uses a network of \( (n) \) detectors split into subsets of \( k = 3 \) detectors. First, the geometric centroid of each sub-set is calculated yielding \( \binom{n}{k} \) original centroid positions. Then, a shifted centroid is calculated for each sub-set by obtaining the point of intersection of the lines \( (r_2, d_{13}) \) and \( (r_3, d_{12}) \), where \( d_{13} \) and \( d_{12} \) are the count weighted centres of the lines between detectors 1, 2 and 1, 3, respectively—with \( r_i \) the position of the \( i \)'th detector. From this, a fixed radius enclosing circle is then defined at the location which maximises the number of shifted centroids within it. The radius of the enclosing circle is an important variable parameter in this method and for the IRSSS C11 datasets radii between 1.0 and 1.5 m produced comparable performance across all runs [89]. By calculating the number of detector counts corresponding to the increased number of centroids (shifted minus original number) in the enclosing circle and comparing this to a threshold set using the desired TPR and FPR rates, the presence of a source is inferred.

Both triangulation radiation source detection (TriRSD) and SRD methods do not attempt to accurately localise sources, but rather infer the presence of a source from the clustering of source location estimates made by multiple subsets of detectors, thus their performances are assessed by detection TPR and FPR, rather than the localisation error. The TPR and FPR values for source detection achieved by TriRSD, SRD, MLE and a SPRT method were compared by [89], by implementing each algorithm on IRSSS datasets LSI, C11 and B14, which together describe both moving and stationary \(^{137}\text{Cs} \) sources with differing configurations of detectors in indoor and outdoor environments—with the C11 and LSI_C setups shown in Figure 7. The first notable finding was the computation time of each algorithm, with SRD and SPRT making decisions in less than 10% of the measurement interval (<0.1 s), whereas decision times for the other methods varied from 0.34 ± 0.05 s (TriRSD) to 0.83 ± 0.09 s (MLE). This delay has important implications for real time detection that necessitates the algorithms derive decisions on whether to raise an alarm in less time than it takes to acquire a measurement.

The plot shown in Figure 8 illustrates the average detection (TPR) and false alarm (FPR) probabilities of the aforementioned methods averaged over all datasets. In addition to their faster computation, SRD and SPRT also posses the highest TPR values, 0.978 and 0.976, respectively, although, SPRT is unfavourable due to its high false alarm rate (0.156) [89]. Clearly, SRD represents the best performing algorithm, whereas MLE, with the lowest TPR and the longest time to decision, performs the worst. However, MLE yields an estimate of the source location and its activity, representing a distinct advantage over the other algorithms that are only capable of making binary alarm decisions or in the case of TriSRD and SRD, localising sources that lie within the convex hull of three detectors.
A particle filter (PF) is a Bayesian method that uses Monte Carlo techniques and, like MLE, is also capable of producing source location and activity estimates [90,91]. In a PF, particles, each of which describes a possible source location and activity and a background count rate \((\lambda_0, r_0, \lambda_b)\), are randomly sampled and assigned weightings. The weightings are calculated by taking measurements of the system and subsequently using them to estimate the likelihood of the particles. In each iteration of the PF, particles with weightings below a threshold are replaced by resampling and, consequently, the algorithm converges to identify the particles with the highest weightings. The resampling method effects the convergence properties of the algorithm, but in at least one case of radioactive source localisation the algorithm has been shown to converge using the simplest resampling method; drawing new particles from the original uniform distribution [92]. An example of a more elaborate resampling method, which may converge faster, resamples new particles from the distribution defined by the particles with weightings above the threshold.

Following the work by [92], the weight of a particle can be expressed as

\[
    w_i^k = \sum_{j=1}^{d} \log \left( \frac{\lambda_j(p_i^j)^x_j \exp(-\lambda_j(p_i^j))}{x_j^k} \right)
\]

where \(w_i^k\) is the weight of the \(i\)'th particle calculated from the \(k\)'th measurements, \(\lambda_j(p_i^j)\) is the modelled response of the \(j\)'th detector from particle \(p_i^j\) and \(x_j^k\) is the \(k\)'th measurement at the \(j\)'th detector. Here, the Poisson assumption of counts (Equation (5)) and Equation (6) is used to calculate the modelled detector response, initially ignoring attenuation. Particles are then randomly sampled from the uniform space defined by \(\mathbb{X} \times \mathbb{Y} \times \mathbb{A}\), where \(\mathbb{X} \times \mathbb{Y}\) is the 2D cartesian coordinate space and \(\mathbb{A}\) is the activity range to be searched. With subsequent measurements of the system, the algorithm is iterated and the weights in Equation (13) are recalculated; if a source is present the particles are expected to converge/cluster around the true source parameters, otherwise the particles stay dispersed [90]. The source parameters and their corresponding errors can be estimated from the location of the particle cluster and the degree of clustering, respectively. To decide whether this source constitutes a threat, the likelihood of the detector measurements given these source parameters can be calculated.
parameters can be calculated using Equation (11) and compared to threshold values that are set by the desired TPR and FPR. Particle filter methods have been demonstrated to work in scenarios where multiple radioactive sources are present or, importantly for implementation at a busy and high throughput seaport, scenarios with continuously moving radioactive sources [90,93].

The authors of [92] applied a PF algorithm to the IRSS LSI_C stationary source datasets shown in Figure 7a, which was seen to converge if the source lies within the convex hull of the detector arrangement and the particles are sampled from a uniform distribution bounded in $[X \times Y]$ by this region [92]. For a 281 kBq $^{137}$Cs source, this PF algorithm showed convergence to one or more clusters within the 120 s measurement period, and by simulation of additional data, it was shown that the source could be localised to within 1.5 m in under 5 min of measurement for all the IRSS LSI_C datasets [92].

In another study, the authors of [90] applied a PF to the measurements taken by detectors on the periphery of the IRSS C11 dataset, by excluding detectors 4, 11, 14 and 15 in Figure 7b. They demonstrated that the PF was able to detect the moving 6.5 MBq $^{137}$Cs source while it transited the convex hull of the detector arrangement, as well as for several meters either side of it. Additionally, the PF was applied to individual or pairs of detector measurements to determine the systems capability when the detectors were not networked. Notably, it was demonstrated that even detectors located far from the source trajectory, which did not detect the source when their measurements were considered alone, contributed to the detection when the PF algorithm was used with the detector network [90].

For the detection of a radioactive source using a detector network, many of the aforementioned methods show significant promise for implementation to shipping container screening. The methods (TriRSD, SRD, MLE and SPRT) in Figure 8, for which the TPR and FPR values are averaged over multiple IRSS datasets, are capable of making binary alarm decisions based on measured data in under 1 s, which is important for processing sequences of measurements as they are taken in real-time. For the IRSS C11 dataset, which comprises measurements of a source moving through a widespread array of detectors outdoors, which may be similar to the detector network scenario posed by a busy port, the TPR values of the methods TriRSD, SRD, MLE and SPRT are consistently below the averages shown in Table 4. In comparison, a PF acting on the same IRSS C11 dataset detected the presence of the source for the duration of of the time it was in the convex hull of the detector arrangement, indicating a better performance (in TPR) than the TriRSD, SRD, MLE and SPRT algorithms. However, there was no assessment of the FPR of this PF algorithm [90].

| Method | Validation Dataset | TPR | FPR | Localisation | Refs. |
|--------|-------------------|-----|-----|--------------|-------|
| MLE    | 3 min of measurement of a 189 kBq $^{137}$Cs source using 7 NaI(Tl) detectors in a $5 \times 5 \times 5$ m volume. | 1.0 | Unknown | Within 0.6 m | [88] |
| MLE    | IRSS LSI, C11, B14. | 0.986 | 0.086 | - | [89] |
| SPRT   | IRSS LSI, C11, B14. | 0.976 | 0.156 | - | [89] |
| TriRSD | IRSS LSI, C11, B14. | 0.950 | 0.064 | - | [89] |
| SRD    | IRSS LSI, C11, B14. | 0.978 | 0.033 | - | [89] |
| PF     | 5 min of IRSS LSI_C data. | 1.0 | Unknown | Within 1.5 m | [92] |
| PF     | Periphery detectors in IRSS C11. | 1.0 | Unknown | - | [90] |

At the cost of taking long sequences of measurements (on the order of minutes), MLE and PF algorithms both have the ability to localise weak ($\sim 10 \mu$Ci) stationary sources, to within 1.5 m for the source–detector configurations discussed in this review, as shown in Table 4 [88,92]. This is promising in scenarios where long measurement times on
stationary containers are possible, such as would be the case with a detector network built into a container ship or a port-wide detector network. However, the cost of such a system associated with the large, dense array of detectors required is likely to prevent its implementation.

A more promising means of meeting the requirement of long measurement times on stationary shipping containers is to install detectors into port lifting equipment, such as the cranes used to unload container ships, where the detectors and container are in close proximity and stationary relative to one another for extended periods (~60 s) during a lifting process [94]. Measurements taken in such a scenario with twenty or forty foot shipping containers, with dimensions \(2.43 \times 2.59 \times 6.06\) m and \(2.43 \times 2.59 \times 12.19\) m [95], respectively, would be on similar distance scales to the LSI_C dataset and the experimental work listed as item one in Table 4, where localisation within 1.5 m was achieved. Incorporating detectors into port lifting equipment therefore represents a scenario that would facilitate the use of MLE and PF algorithms to localise radioactive sources and introduces the additional possibility of screening discrete sections of a container by controlling the field of view of the detectors as they are lowered onto the top of a container. One further benefit of implementing detectors embedded in port lifting equipment is the reduced background count rate above water that results in an increased signal-to-noise ratio for measurements of a radioactive source taken over water when compared to measurements of the same source taken over the solid ground constituting the port [96]. Previous investigation into incorporating radiation detectors into port lifting equipment undertaken by [94] identified intrinsic limitations to such a system arising from the one-sided nature of the screening process, though it was recognised that performance may be improved through the use of advanced data processing algorithms. Further work is required to determine the change in background count rate above a waterborne container ship and whether the advantages from increased measurement time, minimal stand-off distance and increased signal-to-noise of such a detection system are sufficient to outweigh the disadvantages from taking measurements on only one side of a shipping container.

Due to their ability to localise sources, MLE and PF algorithms used with detector networks are likely form a part of the next generation of shipping container screening systems, however, further work is required to characterise the false alarm rates in such systems and minimise the localisation error. In order to constrain a source to a single shipping container, the localisation error is required to be significantly less than the shortest dimension of a shipping container, which is 2.43 m for standard twenty and forty foot containers. To improve the performance of detector networks at localising radioactive sources concealed within shipping containers, measurement times need to be maximised or higher-efficiency detector networks used, either by employing more detectors in the network or increasing the efficiency (e.g., size) of individual detectors.

The ANSI standards specify that a spectroscopic portal monitor should detect a \(\sim 592\) kBq \(^{137}\)Cs source moving through it, which is significantly below the activity used in the IRSS C11 measurements. While the detector networks used in this analysis are not portal monitors, one would expect them to meet similar performance benchmarks if this type of detector network were to replace existing inspection infrastructure [97]. Fortunately, the previously identified algorithms do not incorporate the spectroscopic capability of the NaI(Tl) detectors into the decision making process, which if used in parallel with these algorithms, would improve the performance (in TPR and FPR) of a detector network-based screening system for detecting isotopes with characteristic photopeaks such as \(^{137}\)Cs. Additional work is hence required to determine the optimum performance capability of a detector network (such as that in IRSS C11), combining the count processing algorithms discussed in this section with algorithms that utilise the energy distribution measured by the detectors to inform alarm decisions.
5.2. Mobile Detector Networks

In order to increase the sensitivity of a detector network distributed over a large area using a limited number of detectors, some (or all) of the detectors can be made mobile to form an adaptable network that can be cost-effectively implemented over a large search area such as a seaport [98]. Interest in this research area is demonstrated by the Detecting Radiological Threats in Urban Environments challenge set in 2019 by the US National Nuclear Security Administration (NNSA), with a prize pool of $100,000 [99]. Using Monte Carlo methods, the NNSA simulated a single $5.08 \times 10.16 \times 40.64$ cm NaI(Tl) detector moving through model urban environments containing different sources such as HEU, WGPu, $^{131}$I, $^{60}$Co or $^{99m}$Tc, asking research teams to design detection algorithms to identify the presence of sources, identify the isotopes and locate the point of closest approach of the detector [99,100]. A further demonstration of the interest in mobile detector networks is the USA Defence Advanced Research Projects Agency’s (DARPA) SIGMA project in which over 1000 portable radiation detectors were used to map an urban area in Washington, D.C. [101,102].

In a shipping container-filled seaport, detectors could be made mobile by attaching them to port vehicles, which are increasingly automated and have their movement patterns and accessible locations defined by the port design and operational procedures [103]. Much of the literature around mobile detector networks is based on urban environments where the detector movement is restricted to roads [67,92,104]; this might impose similar constraints as to those on detectors mounted on port vehicles moving around shipping container stacks, which are typically arranged in a grid formation, as shown in Figure 9, not dissimilar to roads in an urban environment. To control detector motion, commonly proposed mobile detector networks use either randomly moving detectors or base the detector motion in subsequent time intervals on the detector measurements made in the previous time interval to direct the detector towards regions of higher radiation [67,105]. At a seaport, the predetermined detector path along the route of the task performed by a port vehicle may restrict the sensitivity of a mobile detector network; whether these detector paths provide the required coverage for the network to be effective is likely to be port specific and requires further investigation, though on first inspection the problem seems to be analogous to radiation detectors traversing roads in an urban environment.

![Figure 9. Grid layout of container stacks at Felixstowe Port, UK. Photograph reprinted, with permission, courtesy of the Port of Felixstowe. © 2021 Port of Felixstowe.](image)

The authors of [67] used a maximum likelihood method to detect and estimate the locations of four $\sim 44$ MBq $^{54}$Mn sources in a simulated urban environment compris-
Thirty-six (100 × 80 m) blocks/buildings separated by 10 m wide roads. With fifty (13.2 × 8.0 × 2.35 mm) CsI(Tl) detectors randomly moving along the roads, a grid search method was able to localise the sources to within 2 m in ~200 s. This method was also applied to experimental background measurements taken in a 450 × 350 m urban area with modelled $^{137}$Cs source profiles injected into the data at different distances from the background detector measurement path. The results of this study are shown in Figure 10. For localising sources within the width of a shipping container (~2.43 m), only large (74 MBq) sources could be identified at 10 m distances from the background measurement positions, although for 5 m distances, sources as low as 18.5 MBq could be localised to within 2.5 m [67]. For both the modelled data and the background measurements with injected source profiles, the large search areas involved in this study suggest this method may be transferable to a port scenario as well as the urban environment; although the performance of this system for detecting weaker sources requires further investigation and refinement.

![Figure 10. Source localisation errors for various activity source profiles injected into background measurements taken in a 450 × 350 m urban area. Injected source profiles correspond to a $^{137}$Cs source at distances of 1, 5 or 10 m from the background measurement positions. Results from [67].](image-url)

PF algorithms were also used to process data from simulated mobile detector networks distributed across urban environments [92,93]. The authors of [92] tested one method on a mathematical model of a 322 MBq source in two different locations within a 2-D representation of a 250 × 180 m urban environment, wherein different blocks (representing buildings) in the 2-D map were assigned optical thicknesses to simulate the associated $\gamma$ attenuation [92]. At each step, detectors progressed towards the mean position of the
non-resampled particles without leaving the boundaries of the mobile area (roads). Using this method, with 100 measurement steps, the particles were shown to cluster around the source location, with the resultant localisation error on the order of metres [92].

In another deployable PF method investigated by [93], one or more detectors made searches around an area, choosing in which direction to move and for how long to acquire measurements at the next location based on the optimum estimated information gain predicted from prior measurements. Using Monte Carlo simulations, this method was able to identify multiple sources with one or more moving detectors and demonstrated the superior performance of an information driven search over both random and uniform methods in key performance benchmarks, such as search time and localisation error. Based on experimental measurements of two (~37 MBq) $^{137}$Cs sources in a large outdoor area (~10,000 m$^2$), this algorithm was shown to localise both sources to within 3.13 m in an average time of 93.4 s using a single mobile Geiger–Müller detector, ignoring detector movement time [93]. The resultant implication for seaport shipping container screening applications is that for detectors in a network moving on paths defined by port operations, the optimum performance is unlikely to be achieved owing to the inability of such a system to investigate high radiation fields away from the predefined detector paths. From a more positive standpoint, this result suggests that the performance of such a mobile detector network could be significantly enhanced through the introduction of one or more detectors that employ an adaptable information-driven approach to radiation mapping.

Other algorithms used alongside mobile detectors to detect illicit radioactive sources are discussed by [98,104]. In the former, the search area was split into grids and a graph theory method was used to localise $\gamma$-emitting sources. For mobile networks, the MLE, PF and graph-theory methods discussed yield source estimate locations which, as formerly alluded to, are a key property for future screening systems and can contribute to intelligent detector movement that greatly improves algorithm performance [93]. The drawback of source localisation methods, however, is the computational power required for performing these algorithms. To produce a real-time radiation map of a seaport, the detector network based screening system would rely on a powerful central node to receive data, perform calculations and temporally and spatially align the results from individual detectors [106]. On the other hand, the implementation of such a mobile detector network at a seaport may be facilitated by the fact that a port represents a well-defined search area and detectors could be mounted on automated port vehicles which already have their locations tracked in real time as part of port operational procedures [103].

5.3. Intelligent Data Fusion Methods

Fusion of passive radiation measurements of a shipping container with other relevant data, such as a description of a containers contents or the location of a shipping container, can lead to improved screening systems by aiding source localisation and activity estimates, which ultimately serve to increase TPR and decrease FPR values. By characterising the contents of a shipping container, either through the use of manifest information (an inventory of the goods being transported in the container) or X-ray radiography, the attenuation term in Equation (6) can be more appropriately accounted for [68,107]. Improving the accuracy of the attenuation term in Equation (6) represents a means of enhancing the capability of SPRT, MLE and PF algorithms that require the calculation of detector responses to different radiation sources, which otherwise would rely on assumptions on the degree of attenuation owing to the variable nature of cargo contents.

A method that combines NaI(Tl) RPM data with X-ray radiography and manifest information to characterise the activity of NORM cargo was proposed by [107]. Firstly, a sequence of RPM measurements were used with background suppression and detector field of view models to calculate the spatial distribution of the activity (counts) in the cargo for specific energy regions of interest (ROIs). These energy ROIs were selected based on manifest information and for NORM cargo were chosen to be centred around 1460 keV ($^{40}$K), 1765 keV ($^{214}$Bi in the $^{238}$U decay chain) and 2614 keV ($^{212}$Bi in the $^{232}$Th
decay chain) [27,107]. Subsequently, by using radiography to estimate the density and volume fraction of cargo in the container, the activity of the isotopes in the cargo could be estimated by solving Equation (6) for $\lambda_0$ in each energy ROI, thus characterising the NORM cargo. This method serves to aid the accurate identification of NORMs, reducing nuisance alarms while also contributing to knowledge of NORM cargo characteristics for use in simulations [107].

The authors of [68] proposed another method to identify and localise sources concealed in shipping containers using X-ray radiography to derive a 3-D model of the container material characteristics by back-projecting individual pixels from a radiographic image of the container to generate voxels. The isotopic composition of the voxels were taken to be a weighted average of the materials (e.g., container walls, container floor, cargo) and the density of each voxel was calculated from the grey scale value of the pixel in the radiograph. Then, using an MLE grid search method, the source location and activity were estimated taking into account the attenuation from the voxels. Using this method, an estimation of the source localisation error was made to circa 40 cm (for a 370 kBq $^{133}$Ba source), although the source activity estimates were more sensitive to estimated material density, assumed composition and the radiative scattering model used. The limiting factor for the computation time of this method was the calculation of the source–detector responses that are used to calculate the likelihoods in the MLE grid search. Their approach calculated the field of expected responses for each detector such that the radiation transport only had to be calculated once for each container. For 124 effective plastic scintillator detectors this calculation took $\sim$15 mins on a 312 node cluster, which therefore rules out this method for real-time or primary screening. However, significant reductions in computation time were achieved by ignoring scattering in the calculations, at the cost of reducing the accuracy of the source activity estimates [68].

While the benefits of using X-ray radiography to characterise the contents of a shipping container are clear, it is unlikely to form a viable component of future systems for shipping containers screening to identify the existence of concealed radioactive or nuclear material. Firstly, it would necessitate an additional inspection system to generate the radiographic images, increasing the operational and financial cost of the system. Secondly, the benefits of accurately accounting for attenuation by describing the cargo composition and geometry introduce more complexity to the calculations and thus increase the computational cost of the method, which limits the ability of the method to yield alerting decisions in real-time without the use of high performance computers.

An alternative method relies on data fusion to correlate the motion of a shipping container, measured using vision sensors or position tracking, with changes in radiation measurements [108,109]. Fortunately, as shipping containers each posses unique identification numbers, branding and markings, as well as being stacked and transported around the port site in a methodical and coordinated way, the position of a shipping container at any point in time should be attainable from the port systems that order the movement and arrangement of containers in a port [103]. This method, therefore, is promising for implementation in a seaport environment with a spatially distributed stationary or mobile detector network, as the shipping container motion data used to correlate with radiation measurements is already being recorded.

One method, by [108], performed mathematical models of vehicles taking discrete steps along one of eight traffic lanes to determine the feasibility of a motion correlation method in an international border monitoring scenario. They proposed tracking vehicle locations with either video surveillance or mandatory radio-frequency identification (RFID) devices in each vehicle and use the vehicle location data to correlate the number of times radiation detector measurements change with the movement of the vehicles in steps along the traffic lane. To identify the vehicle most likely to contain a radioactive source, the vehicle that corresponded to changes in radiation measurements most frequently was taken, or an inverse square law relationship was fitted to the graph of radiation measurements against vehicle position for each vehicle, with the vehicle corresponding to the best fit most likely
to contain the radioactive source. The authors demonstrated that both the methods for identifying the vehicle containing the source converged to the correct vehicle, under the condition that the source strength was over 250 times greater than background (to ensure that there is a detectable change in detector counts when the vehicles step between the two furthest measurement positions) [108]. In reality, this is not a practicable condition and this detection system may not be suitable for detecting low-activity or shielded sources. However, the stepping motion of vehicles is analogous to shipping containers being shifted in stacks and so a variant of this method could merit further investigation for application at a seaport with a network of radiation detectors.

6. Conclusions

For the non-intrusive screening of shipping containers for illicit radioactive or nuclear materials at a seaport, plastic scintillator-based RPMs are widely deployed to make binary decisions on whether a container requires a secondary, more thorough, inspection. Since a shipping container can be screened in transit on the back of a flatbed truck using PVT RPMs, the primary screening process has a high throughput and at the cost of low energy resolution, achieves reasonable sensitivity through the high geometric efficiency associated with the large sizes of PVT panels available. Despite the low energy resolution of PVT plastic scintillators, false-positive alarm events can be minimised in PVT RPMs by implementing data processing algorithms, such as EW, which provide a level of discrimination between legitimate threats and nuisance radiation sources by considering the shapes of the spectra expected from different types of materials, such as NORMs and SNMs. Ultimately, though, the primary screening capability of a PVT RPM is fundamentally limited by the poor energy resolution of the PVT volumetric detectors, which inhibit its ability to properly characterise the source composition, activity and location. Consequently, a slow secondary screening phase is required to validate alarms triggered in the primary phase and characterise and locate illicit sources that may be present, costing operational resources and causing delays.

Resulting from the very real threat of nuclear terrorism and the global increase in nuclear materials available as the world adopts a greater nuclear “backbone” through such low carbon energy sources, a more robust shipping container screening system is required. The next generation of shipping container screening systems should be capable of performing a thorough inspection on every container in a single screening phase with a high throughput, such that false alarms become non-existent and all significant concealed sources are identifiable with high probability.

One of the key aspects of a screening system is the radiation detector material that it utilises, dictating the sensitivity of the system to different energies and types of radiation, the number and arrangement of detectors required and the compatibility with different data processing algorithms. Currently, the choice for a detector system can be crudely simplified to high-geometric-efficiency, low-cost and low energy resolution plastic scintillators or low-geometric-efficiency, high-cost and high energy resolution inorganic scintillators. The reason for the widespread implementation of the former results from the higher sensitivity that can be achieved at a lower comparable cost, therefore, the ongoing development of new, economically advantageous scintillating materials or inorganic crystal growing techniques has the potential to revolutionise shipping container screening systems [13,26].

Networks of high-resolution inorganic scintillator radiation detectors, either mobile or stationary, represent a possible means of implementing a single-phase shipping container screening system with source characterisation and localisation capability. In this review, multiple studies of such detector networks, designed for use in urban and border monitoring scenarios, which are capable of localising radioactive sources have been identified. To apply detector networks to a seaport, detectors could be mounted on port vehicles that move around stationary container stacks and continuously map the radiation environment of the port. Alternatively (or additionally), detectors could be attached to port infrastructure to form a widespread stationary detector network, although this would have to be restricted to a small section of a port that acts as a bottleneck, or perhaps a
container ship itself, for the number of detectors required to be feasibly low. Another potential implementation of inorganic scintillator detector networks is in shipping container transport infrastructure, such as lifting equipment or automated flatbed vehicles, which would enable the individual inspection of containers as they are inherently positioned at bottleneck locations as each shipping container must be loaded and unloaded from a container ship and transported around the port. All these implementations of detector networks merit further research to assess their feasibility and compatibility with day-to-day seaport procedures, as they must not inhibit normal seaport operation and will require data fusion with the operational database of a seaport to identify specific shipping containers and account for their movement in day-to-day port operation.

Whatever the choice of radiation detector material and configuration, a data processing algorithm is crucial to extract the maximum amount of information from the potentially limited detector measurements in order to determine if there exists concealed radioactive or nuclear materials in the cargo and, where possible, perform characterisation. For simply detecting the presence of sources, the use of the most complex algorithms such as MLE and PF is unnecessary as similar performance is achievable with simple algorithms, such as the counts above threshold criteria with improvements based on the energy spectrum measured by a detector. However, for the next generation of detection systems to possess source tracking or source position and activity estimation capabilities, more complex algorithms such as MLE and PF are necessary. These advanced algorithms are suited to screening systems where the shipping container remains in the sensitive region of the detectors for extended time periods (on the order of minutes for the methods compared in this review), such that sufficient measurements can be taken for the algorithms to suitably converge to an estimate of a well-defined source. To achieve the required measurement times for every shipping container passing through a port using current RPM-based systems would cause huge delays, and hence the benefit of using spatially distributed detector networks that take measurements on shipping containers as they are processed through the port is evident.

From this review, areas of further research key to the development of the next generation of shipping container screening systems for characterising and localising illicit radioactive or nuclear material can be identified. By experimental measurement or simulation the feasibility of implementing inorganic scintillator detectors, such as in mobile networks or lifting equipment, in a seaport environment should be further investigated. While research into such inorganic scintillator-based detection systems has been conducted in the past [71,94,96] and despite the fact that they are commercially available [110], RPMs remain the predominant form of radiation detection infrastructure in place at seaports. However, through the use of existing and emerging advanced data processing algorithms and by exploiting the properties of novel inorganic scintillator materials, there is potential for such mobile detector networks or detectors embedded into lifting equipment to become feasible alternatives to RPMs. Future investigations should, therefore, aim to establish limits on the sensitivity of these systems using algorithms such as MLE, PF or other advanced algorithms not discussed in this work.

Ultimately, combining this information with the isotopic characterisation that is possible as a result of using high energy resolution detectors, the performance of these systems in key benchmarks such as FPR, TPR, localisation error and decision time should be identified and compared to ascertain an optimum detector configuration and algorithm combination. An analysis of the transshipment of containers from ship to road, or vice versa, may also identify new potential implementations of detection systems with properties, such as exposure time, which ideally suit different detector types and additionally allow for higher-resolution measurements.
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