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Abstract—Modern time series datasets are often high-dimensional, incomplete/sparse, and nonstationary. These properties hinder the development of scalable and efficient solutions for time series forecasting and analysis. To address these challenges, we propose a Nonstationary Temporal Matrix Factorization (NoTMF) model, in which matrix factorization is used to reconstruct the whole time series matrix and vector autoregressive (VAR) process is imposed on a properly differenced copy of the temporal factor matrix. This approach not only preserves the low-rank property of the data but also offers consistent temporal dynamics. The learning process of NoTMF involves the optimization of two factor matrices and a collection of VAR coefficient matrices. To efficiently solve the optimization problem, we derive an alternating minimization framework, in which subproblems are solved using conjugate gradient and least squares methods. In particular, the use of conjugate gradient method offers an efficient routine and allows us to apply NoTMF on large-scale problems. Through extensive experiments on Uber movement speed dataset, we demonstrate the superior accuracy and effectiveness of NoTMF over other baseline models. Our results also confirm the importance of addressing the nonstationarity of real-world time series data such as spatiotemporal traffic flow/speed.
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1 INTRODUCTION

MULTIVARIATE time series forecasting is an essential application to many scientific fields [1]. Consider a time series matrix $Y \in \mathbb{R}^{N \times T}$ consisting of observations from $N$ variables over $T$ consecutive time steps, the goal of multivariate forecasting is to estimate $\hat{Y} \in \mathbb{R}^{N \times \delta}$ for the next $\delta$ time steps where $\delta \in \mathbb{N}_+$ is the forecasting time horizon. A classical and widely used approach for multivariate time series forecasting is the vector autoregressive (VAR) process [1]. In general, for a stationary multivariate time series $(y_t)_{t=1}^T$, a $d$th-order VAR process can be written as

$$y_t = \sum_{k=1}^{d} A_k y_{t-k} + \epsilon_t, \forall t,$$

where $y_t \in \mathbb{R}^N$ is the observation vector at time $t$, $A_k \in \mathbb{R}^{N \times N}, k = 1, \ldots, d$ are the coefficient matrices, and $\epsilon_t \in \mathbb{R}^N \sim \mathcal{N}(0, \Sigma)$ is the i.i.d. error term. With this formulation, the coefficient matrices $\{A_k\}_{k=1}^d$ capture coevolution patterns among different variables.

The standard VAR formulation is well-suited to “short-fat” data matrices with $N \ll T$. With recent advances in sensing technology, modern time series datasets collected from various domains and applications (e.g., neuroscience, geomatics, transportation) often become high-dimensional (i.e., large $N$). The high-dimensionality issue has posed both practical and methodological challenges to the implementation of the standard VAR due to the quadratically-growing parameter space [2], [3], [4]. For example, for a “tall-skinny” data matrix with $N \gg T$, the number of parameters in the coefficient matrices in Eq. (1) is $dN^2$, which is much larger than the number of observations $NT$. Another common property in modern time series data is the “missing data”, which is inevitable due to sensor malfunctions, human error, and network communication problems. The missing data issue also prevents us from following standard VAR, which requires complete observations for model estimation. To simultaneously address the high-dimensionality and missing data issues, recent advances have integrated low-rank matrix factorization and temporal autoregressive models into a single framework, namely, Temporal Matrix Factorization (TMF) [5], [6], [7]. The general optimization problem of TMF can be summarized as

$$\min_{W, X, A_1, \ldots, A_d} \frac{1}{2} \left\| P_{\Omega} (Y - W^T X) \right\|_F^2 + \frac{\rho}{2} \left( \| W \|_F^2 + \| X \|_F^2 \right) + \frac{\lambda}{2} \sum_{t=d+1}^{T} \left\| x_t - \sum_{k=1}^{d} A_k x_{t-k} \right\|_2^2,$$

where $W \in \mathbb{R}^{R \times N}$ and $X \in \mathbb{R}^{R \times T}$ are two factor matrices with a predefined rank $R$ ($R < \min\{N, T\}$), and $A_k \in \mathbb{R}^{R \times R}, k = 1, \ldots, d$ represent the coefficient matrices characterizing the temporal dynamics of $X$. The notation $P_{\Omega}(\cdot)$ denotes the orthogonal projection supported on the observed index set $\Omega$. The symbols $\| \cdot \|_F$ and $\| \cdot \|_2$ denote the Frobenius norm of a matrix and the the $\ell_2$-norm of a vector, respectively; and $\{\rho, \lambda\}$ denote the weight parameters for regularization terms.

In Eq. (2), the first term quantifies the low-rank recon-
We would expect the underlying dynamics of the two factor matrices, and the third term (temporal loss) ensures that the temporal variation of \( X \) can be approximated by a VAR process. The underlying assumption of TMF is that, despite being high-dimensional and incomplete, the time series matrix \( Y \) is of low rank and can be well characterized by a few latent factors, and the temporal factor matrix \( X \) captures the comovements among all the \( N \) time series. The temporal VAR process is then imposed on the latent space and thus the number of parameters is substantially reduced compared with a full VAR. This formulation offers several unique advantages in modeling high-dimensional time series data. First, by summarizing a large dataset using low-rank matrix factorization, TMF offers a scalable solution for modeling high-dimensional time series data. Second, compared with the standard VAR, TMF no longer requires the data matrix \( Y \) to be fully observed. This feature becomes advantageous for real-world datasets, in which missing values and data corruptions are inevitable. Third, given that the VAR process on \( X \) can be considered both a regularization strategy and a generative mechanism, the trained TMF can be used for both forecasting future values and imputing missing values in historical data. In a probabilistic setting, TMF can be regarded as a special case of dynamic factor models (DFM) but with isotropic noise covariance assumptions on both the data instance \( \{ y_t \} \) and the latent factor \( \{ x_t \} \) (see e.g., [7]). Although both TMF and DFM work as dimensionality reduction technique for multivariate time series data [8], they follow very different estimation approaches in the presence of missing values: DFM often relies on a combination of Kalman filter and expectation-maximization (EM), while TMF can be solved more efficiently using matrix optimization algorithms due to the simplified error assumption [5].

However, when compared with the standard VAR process, we note that the default TMF in Eq. (2) does not impose any constraints on the stationarity of the underlying latent factor \( \{ x_t \} \). This becomes problematic when modeling real-world time series data with trend and seasonality, such as the temporal variation of traffic flow on a network and electricity consumption of a large number of households. In this case, the estimated \( \{ A_k \}^{d}_{i=1} \) are no longer effective since we would expect the underlying dynamics of \( \{ x_t \} \) becomes time-dependent/time-varying and thus nonstationary. If the data matrix \( Y \) is fully observed, a simple solution is to first perform a specific differencing operation (e.g., first-order differencing or seasonal differencing) and then use the differenced data for model estimation. However, this simple solution becomes inaccessible when \( Y \) contains missing values. In addition, we can no longer leverage the low-rank property of the original data due to the differencing operation.

In this paper, we propose Nonstationary Temporal Matrix Factorization (NoTMF) to model high-dimensional, incomplete, and nonstationary multivariate time series data. NoTMF is a natural extension of TMF for non-stationary multivariate time series, and our solution is to impose the temporal VAR process on a differenced copy of latent factor \( X \). To achieve efficient estimation, we derive an alternating minimization framework, in which conjugate gradient method is used to update the factor matrix \( X \) due to the complex coupling in time and standard least square method is used to learn \( W \) and \( A \). The overall contributions of this work are threefold:

1) We propose a NoTMF model by integrating the VAR process with differencing operations into the classical low-rank matrix factorization framework. NoTMF can better model real-world time series data with trend and seasonality.

2) We derive a conjugate gradient based alternating minimization algorithm to efficiently solve the optimization problem in NoTMF.

3) We empirically demonstrate the superiority of NoTMF on several real-world time series datasets such as Uber movement speed time series1, in which the high-dimensionality, sparsity, and nonstationarity features are essential. Our experiments show that the proposed NoTMF achieves superior performance over state-of-the-art models.

The remainder of this paper is organized as follows. We begin with a summary of the related work in Section 2. In Section 3, we introduce the proposed NoTMF model and present the alternating minimization algorithm based on a combination of the conjugate gradient method and the least square method. Section 4 presents experimental results of NoTMF and other baseline models on the real-world Uber movement dataset. Finally, we make a summary of this work and discuss some possible future research directions in Section 5.

2 Related Work

Time series forecasting has been well-studied in the literature in the past few decades, involving a wide range of solution algorithms from both statistics and machine learning communities. For small-scale datasets, VAR is a widely used solution for forecasting and causal analysis. However, for high-dimensional time series data, the traditional VAR model severely suffers from the over-parameterization issue [4], [9], [10], [11], i.e., the number of parameters vastly exceeds the number of observed data points. In this case, prior knowledge and assumptions on the parameter space, including low-rank property and sparsity of the coefficient matrices, become essential. For example, in multivariate reduced-rank regression [9], [10], the coefficient matrices are assumed to be low-rank, and the variants of this method include high-dimensional VAR with both matrix factorization (e.g., [12], [13]) and tensor factorization (e.g., [4]) representations. Imposing sparsity on the coefficients is also a potential solution, such as using \( \ell_1 \)-norm regularized estimates in [11], [14] and using combination of nuclear norm and lasso penalties in [3].

For incomplete time series data, a central challenge is how to effectively learn temporal dynamics from partially observed data. A naive solution is to first impute the missing data and then make prediction on the estimated data points (e.g., [15]). However, such methods may produce substantial estimation biases due to the separation of imputation and

1. https://movement.uber.com/
forecasting, not to mention that making accurate imputation itself is not a trivial task. For natural high-dimensional dataset with missing values, the low-rank assumption has been demonstrated to be very effective for imputation. In literature, dimensionality reduction techniques such as matrix and tensor factorization models have been used to model high-dimensional and incomplete time series data [5], [6], [7], [16]. The underlying assumption in these models is that the incomplete high-dimensional dataset can be well characterized by a few latent factors, which evolve over time following certain temporal processes (e.g., VAR). This assumption is similar to the DFM with a state-space representation [8]. However, modeling the incomplete data in a matrix factorization framework is more computationally efficient due to the simplified isotropic covariance structure on errors [5].

In addition to high-dimensionality and sparsity, nonstationarity is also a unique feature of real-world time series data. Most existing work in the literature simply assumes that the data and the underlying latent temporal factors are stationary when applying VAR for modeling temporal dynamics [5], [7], [16], [17]. Only a few matrix and tensor factorization-based time series models address the nonstationary issue, mainly by explicitly modeling the periodic/seasonal structure [5], [18], [19]. As mentioned in [18], to overcome the limitation of matrix factorization for seasonal modeling, one classical approach for temporal modeling with periodic patterns is converting matrix factorization to tensor factorization according to season information. In temporal regularized matrix factorization (TRMF) [5], seasonality is considered by using a well designed lag set for the autoregressive model. Shifting seasonal matrix factorization proposed in [19] can learn multiple seasonal patterns (or regimes) from multi-viewed data, i.e., matrix-variate time series. These works demonstrate the effectiveness of matrix/tensor-based techniques for time series data with diverse periodic patterns. Nevertheless, to the best of our knowledge, introducing proper differencing operations—a simple yet effective solution to address the nonstationarity issue—has been overlooked by existing studies.

## 3 Nonstationary Temporal Matrix Factorization

### 3.1 Problem Definition

In this study, we aim at simultaneously handling the following emerging issues in real-world time series datasets: 1) **High-dimensionality** (i.e., large $N$): data is of large scale with thousands of multivariate variables. 2) **Sparsity and missing values**: data is incomplete with missing values, and sometimes only a small fraction of data is observed due to the data collection mechanism. 3) **Nonstationarity**: real-world time series often show strong seasonality and trend. For instance, the Uber movement speed dataset registers traffic speed data from thousands of road segments with strong daily and weekly periodic patterns. And due to insufficient sampling and limited penetration of ridesharing vehicles, we only have access to a small fraction of observed value even in hourly resolution.

We next introduce NoTMF to address the aforementioned challenges, which is an extension based on the formulation of TMF in Eq. (2). In particular, to handle the nonstationarity in real-world time series, we propose to integrate seasonal differencing into the VAR process on temporal factor matrix. Without loss of generality, we use the aforementioned Uber movement data to demonstrate the proposed model and the solution, which contains the aggregated vehicle movement speed on thousands of road segments in hourly resolution.

### 3.2 Model Description

Low-rank matrix factorization is a classical approach for reconstructing missing values from a partially observed matrix [20], [21]. Traffic states on a large urban road network have similar temporal patterns (e.g., peak hours and off-peak hours), and the patterns would repeat at both daily and weekly levels. In fact, such correlated periodicity/seasonality among a large number of time series further enhances the low-rank property of the data, which becomes the primary reason that low-rank factorization models perform extremely well on the imputation task in traffic data analysis [22]. Given a traffic state data matrix $\mathbf{Y} \in \mathbb{R}^{N \times T}$ with observed index set $\Omega$, one can approximate the data by factorizing it into a spatial latent factor matrix $\mathbf{W} \in \mathbb{R}^{N \times R}$ and a temporal latent factor matrix $\mathbf{X} \in \mathbb{R}^{R \times T}$ with $R < \min\{N, T\}$. The goal is to capture time series correlations and patterns within the framework of low-rank matrix factorization. Typically, these patterns may offer valuable insights into the spatiotemporal structure and assist data processing tasks such as dimensionality reduction, missing data imputation [6], [23], and time series forecasting [5], [7]. Existing studies on TMF have shown that introducing temporal modeling within the matrix factorization framework can achieve superior performance in multivariate time series forecasting and imputation tasks (e.g., traffic data and electricity data) [5], [7].

Figure 1 illustrates the TMF framework. In particular, time series modeling on temporal factor matrix is the cornerstone of TMF. For instance, the previous work develops TMF models by taking into account both univariate autoregressive process [5] (i.e., $A_k$ is diagonal) and multivariate VAR process [7]. A central assumption of VAR is that the modeled time series is stationary. However, the aforementioned periodicity/seasonality in real-world data $\mathbf{Y}$ will be characterized by the latent factor $\mathbf{X}$, and such nonstationary property contradicts the stationary assumptions in VAR. In this case, we would expect the temporal dynamics to be time-dependent/time-varying, and the estimated coefficient matrix will become sub-optimal and produce biased estimation.

In time series analysis, one classical approach to achieve stationarity is to perform differencing operators [24]. For example, one can perform first-order differencing and seasonal differencing to transform the original time series data into a stationary copy for model estimation. To characterize the nonstationarity of traffic states data, we propose a parsimonious NoTMF by integrating this differencing operation into the design of temporal loss. For a season-$m$ differencing
operation, the transformed temporal loss is given by
\[
\frac{1}{2} \sum_{t=d+1}^{d+T} \left\| \left( x_t - x_{t-m} \right) - \sum_{k=1}^{d} A_k \left( x_{t-k} - x_{t-m-k} \right) \right\|^2_2,
\]
where \( A = [A_1, \ldots, A_d] \in \mathbb{R}^{R \times (dK)} \) is an augmented matrix, \( I_d \in \mathbb{R}^{d \times d} \) is an identity matrix, and the symbol \( \otimes \) denotes the Kronecker product. We denote by \( 0_{r \times n} \) an \( r \times n \) all-zero matrix, and the temporal operator matrix \( \Psi_k \) is defined as
\[
\Psi_k \triangleq \left[ \begin{array}{cc}
0_{(T-d-m) \times (d-k)} & -I_{T-d-m} & 0_{(T-d-m) \times (k+m)} \\
I_{T-d-m} & 0_{(T-d-m) \times (d+m-k)} & I_{T-d-m} & 0_{(T-d-m) \times k} \\
\end{array} \right] 
\]
\[
\in \mathbb{R}^{(T-d-m) \times (dK)}, \quad \text{for } k = 0, 1, \ldots, d,
\]
and \( \Psi = [\Psi_1, \ldots, \Psi_d] \in \mathbb{R}^{(T-d-m) \times (dK)} \) is an augmented matrix. With this definition, we have a sequence of matrices:
\[
X \Psi_0^T = \begin{bmatrix}
x_{d+m+1} - x_d & \cdots & x_T - x_{T-m} \\
x_{d+m+1} - x_d & \cdots & x_T - x_{T-m} \\
\vdots \\
x_{d+m+1} - x_d & \cdots & x_T - x_{T-m} \\
\end{bmatrix},
\]
\[
X \Psi_1^T = \begin{bmatrix}
x_{d+m} - x_{d-1} & \cdots & x_T - x_{T-m-1} \\
x_{d+m} - x_{d-1} & \cdots & x_T - x_{T-m-1} \\
\vdots \\
x_{d+m} - x_{d-1} & \cdots & x_T - x_{T-m-1} \\
\end{bmatrix},
\]
\[
\vdots \\
X \Psi_d^T = \begin{bmatrix}
x_{d+1} - x_1 & \cdots & x_T - x_{T-d-m} \\
x_{d+1} - x_1 & \cdots & x_T - x_{T-d-m} \\
\vdots \\
x_{d+1} - x_1 & \cdots & x_T - x_{T-d-m} \\
\end{bmatrix},
\]
of size \( R \times (T-m-d) \).

The seasonal differencing can help explain seasonality and periodicity underlying the time series data. As a special case, when \( m = 1 \), the temporal modeling operators correspond to first-order differencing. The temporal loss in such case can be written as
\[
\frac{1}{2} \sum_{t=d+2}^{d+T} \left\| \left( x_t - x_{t-1} \right) - \sum_{k=1}^{d} A_k \left( x_{t-k} - x_{t-1-k} \right) \right\|^2_2.
\]
Thus, the optimization problem of NoTMF takes the form
\[
\min_{W, X, A} \frac{1}{2} \left\| P_{\Omega}(Y - W^T X) \right\|^2_F + \rho \left\| W \right\|^2_F + \left\| X \right\|^2_F \\
+ \lambda \left\| X \Psi_0^T - A(I_d \otimes X) \Psi^T \right\|^2_F.
\]
We next introduce an alternating minimization framework to solve the optimization problem in NoTMF, in which we denote the objective function of the optimization problem in Eq. (7) by \( f \).

### 3.3 Updating Spatial Factor Matrix
To learn \( W \), we first write down the partial derivative of \( f \) with respect to \( W \) as follows,
\[
\frac{\partial f}{\partial W} = -XP_{\Omega}^T(Y - W^T X) + \rho W.
\]
Let \( \frac{\partial f}{\partial W} = 0 \), then we have
\[
XP_{\Omega}^T(W^T X) + \rho W = XP_{\Omega}^T(Y).
\]
In fact, Eq. (9) represents a system of linear equations, and it is not difficult to obtain the closed-form solution. A natural solution could be pursued through least squares of each column vector of \( W \) [20]:
\[
w_i = \left( \sum_{t,(i,t) \in \Omega} x_i x_i^T + \rho I \right)^{-1} \sum_{t,(i,t) \in \Omega} x_i y_{i,t}.
\]

### 3.4 Updating Temporal Factor Matrix
As discussed above, we assume a seasonal differencing on the nonstationary temporal factor matrix and claim that such process can promote modeling capability of the matrix factorization framework on time series data. However, the challenge may arise because VAR process on the temporal factor matrix with seasonal differencing complicates the optimization problem. With respect to \( X \), the partial derivative is given by
\[
\frac{\partial f}{\partial X} = -WP_{\Omega}(Y - W^T X) + \rho X \\
+ \lambda \sum_{k=0}^{d} A_k^T \left( \sum_{h=0}^{d} A_h X \Psi_h^T \right) \Psi_k,
\]
where \( A_0 \triangleq -I_R \).
Let \( \frac{\partial f}{\partial X} = 0 \), then we have
\[
WP_{\Omega}(W^T X) + \rho X \\
+ \lambda \sum_{k=0}^{d} A_k^T \left( \sum_{h=0}^{d} A_h X \Psi_h^T \right) \Psi_k = WP_{\Omega}(Y).
\]
In fact, Eq. (12) is a generalized Sylvester equation with multiple terms [25]. Since both orthogonal projection and
VAR process complicate this matrix equation, if we convert the equation into a standard system of linear equations, then solving the matrix equation would take $O(R^3T^3)$, as shown in Lemma 1.

**Lemma 1.** Given a partially observed data matrix $Y \in \mathbb{R}^{N \times T}$ with the observed index set $\Omega$, the closed-form solution to Eq. (12) in the form of vectorized $X$ is given by

$$vecd(X) = \left(S + \lambda \sum_{k=0}^{d} \sum_{h=0}^{d} (\Psi_k \otimes A_k) \Psi_h \otimes A_h \right) + \rho I_{RT} \right) vecd(WP_{\Omega}(Y)).$$

where $vecd(\cdot)$ denotes the vectorization operator, and $S \triangleq \begin{bmatrix} S_1 & 0 & \cdots & 0 \\ 0 & S_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & S_T \end{bmatrix} \in \mathbb{R}^{(RT) \times (RT)}$ has a sequence of block matrices such that

$$S_t \triangleq \sum_{i,(i,t) \in \Omega} w_i w_i^\top \in \mathbb{R}^{R \times R}, t = 1, \ldots, T.$$
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However, this vectorized solution is memory-consuming and computationally expensive for large problems. In large applications, as suggested by [23], conjugate gradient method based alternating minimization scheme for matrix factorization provide a solution that is both efficient and scalable. Conjugate gradient method allows one to search for the solution to system of linear equations with a relatively small number of iterations (e.g., 5 or 10). Therefore, to address these problems, we employ an efficient conjugate gradient [25] routine on temporal factor matrix. We first define an operator as follows,

$$L_\chi(X) \triangleq vecd \left(WP_{\Omega}(W^\top X) + \lambda \sum_{k=0}^{d} \sum_{h=0}^{d} (\Psi_k \otimes A_k) \Psi_h \otimes A_h \right),$$

which is equivalent to

$$L_\chi(X) \equiv \left(S + \lambda \sum_{k=0}^{d} \sum_{h=0}^{d} (\Psi_k \otimes A_k) \Psi_h \otimes A_h \right) + \rho I_{RT} \right) vecd(X),$$

where $S$ is a sparse matrix as defined in Lemma 1. Since Eq. (15) is in the form of a standard system of linear equations with a symmetric positive-definite matrix, conjugate gradient method is well-suited to such Kronecker structured linear equation. Algorithm 1 summarizes the estimation procedure for approximating the solution to $X$ in Eq. (12). Alternatively, we can also use conjugate gradient to solve Eq. (9) when inferring spatial factor matrix $W$.

![Algorithm 1](algorithm-url)

**3.5 Updating Coefficient Matrix**

Regarding the coefficient matrix $A$, the partial derivative can be written as

$$\frac{\partial f}{\partial A} = -\lambda (X\Psi_0^\top - A(I_d \otimes X)\Psi^\top)\Psi(I_d \otimes X)^\top. \tag{16}$$

Let $\frac{\partial f}{\partial A} = 0$, then we have a least squares solution to the coefficient matrix:

$$A = \lambda X\Psi_0^\top \Psi(I_d \otimes X)^\top \left((I_d \otimes X)\Psi^\top \Psi(I_d \otimes X)^\top\right)^{-1} \\
\equiv \chi X\Psi_0^\top (I_d \otimes X)^\top \chi^\top \chi^\top,$$

where $\cdot^\top$ denotes the Moore-Penrose pseudo-inverse.

**3.6 Solution Algorithm**

We summarize the NoTMF model in Algorithm 2.
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We next introduce a forecasting scheme for NoTMF. As $W, X, A$ are estimated through training Algorithm 2, one can first perform seasonal differencing on $x_1, \ldots, x_T$ (i.e., columns of temporal facror matrix) as $v_1 = x_{m+1} - x_1, \ldots, v_{T-m} = x_T - x_{T-m}$, then estimate the forecasts $v_{T-m+1}, \ldots, v_{T-m+\delta}$ with the coefficient matrix $A$ at the
time horizon \( \delta \in \mathbb{N}_+ \). Finally, we can generate the forecasts \( \hat{y}_{T+1}, \ldots, \hat{y}_{T+\delta} \) sequentially by
\[
\hat{y}_{T+1} = W^{T}(x_{T-m} + \hat{v}_{T-m}), \\
\vdots \\
\hat{y}_{T+\delta} = W^{T}(x_{T-m-1+\delta} + \hat{v}_{T-m-1+\delta}).
\] (18)

### 3.7 Rolling Forecasting Mechanism

In our implementation, we consider a rolling forecasting scheme for spatiotemporal traffic states data. We denote the incremental data at the \( s \)th rolling forecasting with the time horizon \( \delta \) by \( Y_s \in \mathbb{R}^{N \times (T+(s-1)\cdot \delta)} \). NoTMF can process the entire data at once but it is impractical to accommodate data arriving sequentially. Therefore, we take into account the dictionary learning with fixed spatial factor matrix (also examined in [17]). Such a collection of spatial factors enables the system to reformat the incremental sparse data to lower-dimensional temporal factors. In each rolling scheme, we first learn temporal factor matrix through conjugate gradient method and it would not be computationally costly. Then we update the coefficient matrix accordingly for capturing time-evolving patterns. Algorithm 3 shows the whole scheme of rolling forecasting on the multivariate traffic states data.

**Algorithm 3** NoTMF with Missing Values

**Input:** Data matrix \( Y \in \mathbb{R}^{N \times T}, \Omega \) as the observed index set, \( d \) as the order of VAR, \( R \) as the low rank, \( S \) as the number of rolling times, and \( \delta \) as the forecasting time horizon.

**Output:** Forecasts \( \hat{Y} \in \mathbb{R}^{N \times \delta \cdot S} \).

1. Train NoTMF on data matrix \( Y \) and return the result: \( W, X, A = \text{NoTMF}(Y, \Omega, d, R, \lambda, \rho, m) \).
2. Generate the forecasts \( y_{T+1}, \ldots, y_{T+\delta} \) by Eq. (18) and stack them as the first \( \delta \) columns of \( \hat{Y} \).
3. for \( s = 2 \) to \( S \) do
4. Input the incremental data \( Y_s \in \mathbb{R}^{N \times (T+(s-1)\cdot \delta)} \) in which the last \( \delta \) columns are the newly arriving data.
5. Generate temporal modeling operators \( \{\Psi_k\} \).
6. Compute \( X_s = \text{CGTF}(Y_s, \Omega_s, W, X, \{\Psi_k\}, A, d, \lambda, \rho, m) \).
7. Update the coefficient matrix \( A \).
8. Generate the forecasts: \( y_{T+(s-1)\cdot \delta+1}, \ldots, y_{T+(s-1)\cdot \delta+\delta} \) and stack them to \( \hat{Y} \).
9. end for
10. return \( \hat{Y} \).

### 4 Experiments

In this section, we evaluate the performance of NoTMF on a large traffic speed dataset collected from urban road networks—the New York City (NYC) Uber movement speed dataset. To verify the effectiveness of NoTMF, we also conduct extensive experiments on other datasets (see Appendix A for details). We use the mean absolute percentage error (MAPE) and root mean square error (RMSE) as performance metrics:
\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100, \\
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2},
\] (19)

where \( n \) is the total number of estimated values, and \( y_i \) and \( \hat{y}_i \) are the actual value and its estimate, respectively.

#### 4.1 Data and Experiment Setup

The data is taken from Uber movement project. The project provides the average speed on a given road segment in...
urban areas for each hour of each day in the specific month. Uber movement speed data is a representative example for illustrating both high-dimensionality and sparsity issues in real-world time series data. Fig. 2 shows two cases of Uber movement speed data in NYC and Seattle, USA, respectively. The high-dimensional and sparse data inevitably result in difficulties of analyzing traffic states or supporting decision-making.

We use the NYC Uber movement speed data collected from 98,210 road segments during the first ten weeks of 2019 for the following experiments, and this dataset is of size 98210 × 1680. Due to the mechanism of insufficient sampling of ridesharing vehicles on urban road networks, the dataset contains 66.56% missing values. It can be seen that the time-evolving missing rates have periodicity patterns. During the midnight, the missing rate can even reach ~90%. This is due to limited ridesharing vehicles on the road network during the midnight. At any specific hour, only a small fraction of road segments have speed observations.

Fig. 3 shows the complementary histogram of the percentage of observed value in the data set. As can be seen, a large fraction of road segments only have limited observations. This is especially interesting, as it shows that half the road segments have less than 20% movement speed observations. Only 17% road segments have more than 80% movement speed observations. We can also see the incomplete movement speed observations from Fig. 4.

In our experiment, we evaluate the model with 8-week data (from January 1st to February 25th) as training set, one-week data (February 26th to March 4th) for validation, and one-week data (March 5th to March 11th) for test. We use the rolling forecasting with time horizons \( \delta = 1, 2, 3, 6 \), corresponding to \( \delta \)-hour-ahead forecasting. We evaluate NoTMF against the following baseline models:

- **TMF**: This is the foundation of our NoTMF model, and it applies VAR to the temporal factor matrix without seasonal differencing following Eq. (2).
- **TRMF** [5]: TRMF achieves temporal modeling on latent temporal factors by applying univariate autoregressive process, and it is a special case of the general TMF as discussed in Eq. (7).
- **BTMF** [7]: Bayesian Temporal Matrix Factorization (BTMF) is a fully Bayesian TMF model with Gaussian assumption, which is solved by using Markov chain Monte Carlo algorithm.
- **BTRMF**: Bayesian TRMF is a fully Bayesian treatment for TRMF model with Gaussian assumption.

TMF is the most important baseline, since the comparison between TMF and NoTMF will reveal the importance of explicitly modeling seasonality through differencing. We implement these models using the NumPy library in Python and all experiments were conducted on a desktop with 8 cores i7-9700 CPU and 16GB RAM. The adapted dataset and Python implementation (both CPU and GPU) are available at https://github.com/xinychen/tracebase. The Python implementation of baseline models is available at https://github.com/xinychen/transdim.

### 4.2 Forecasting Performance

We evaluate the task of multivariate time series forecasting in the presence of missing data on the NYC Uber movement speed dataset. The preliminary experiment evaluates the NoTMF model with different ranks \( R = 5, 10, 15, 20, 25, 30 \). As shown in Fig. 5, a larger rank essentially provides higher forecasting accuracy. In contrast to the univariate autoregressive process, there is a clear benefit from temporal modeling with multivariate VAR process.

Table 1 shows the forecasting performance of NoTMF and baseline models. We summarize the following findings from the results:

- With the increase of forecasting time horizons, the forecasting errors of all models increase. For each time horizon, as the order becomes greater, the forecasting performance of NoTMF, TMF, and TRMF is improved.
- Both NoTMF and TMF models demonstrate a significant improvement over TRMF with respect to the forecasting accuracy. In contrast to the univariate autoregressive process, there is a clear benefit from temporal modeling with multivariate VAR process.
- Putting the results of NoTMF and TMF together for comparison, it shows that NoTMF outperforms TMF in most cases. If \( d \) is a relatively small value (e.g., \( d = 1, 2, 3 \)), then the forecasting results of NoTMF are significantly better than those of TMF. The result further confirms the importance of seasonal differencing in NoTMF.
TABLE 1: Forecasting performance (MAPE/RMSE) on the NYC movement speed dataset. The rolling forecasting tasks include different time horizons, i.e., \( \delta = 1, 2, 3, 6 \). We consider the rank as \( R = 10 \). After the cross validation for finding best \((\lambda, \rho)\) we set \((\lambda, \rho)\) as \((1, 5)\) for NoTMF, TMF, and TRMF. Note that best results are highlighted in bold fonts.

| \( \delta \) | \( d \) | NoTMF (\( m = 24 \)) | NoTMF (\( m = 168 \)) | TMF | TRMF | BTMF | BTRMF |
|---|---|---|---|---|---|---|---|
| 1 | 1 | 13.63/2.88 | 13.53/2.86 | 13.74/2.90 | 14.50/3.12 | 14.94/3.13 | 15.93/3.33 |
| 2 | 1 | 13.91/2.96 | 13.76/2.94 | 14.24/3.00 | 15.85/3.43 | 15.33/3.21 | 16.85/3.56 |
| 3 | 1 | 13.72/2.91 | 13.61/2.89 | 13.81/2.89 | 15.25/3.36 | 15.69/3.33 | 17.24/3.74 |
| 6 | 1 | 13.59/2.87 | 13.37/2.88 | 13.63/2.86 | 14.92/3.24 | 15.91/3.39 | 18.18/3.97 |
| 2 | 1 | 14.30/3.05 | 14.06/3.02 | 14.81/3.12 | 17.52/3.83 | 15.86/3.32 | 16.81/3.91 |
| 3 | 1 | 14.95/2.97 | 13.79/2.93 | 14.04/2.94 | 16.91/3.71 | 16.56/3.49 | 16.88/4.05 |
| 6 | 1 | 14.78/2.92 | 13.73/2.92 | 13.94/2.92 | 16.72/3.65 | 15.49/3.27 | 20.45/4.66 |
| 6 | 2 | 14.61/3.11 | 14.67/3.20 | 15.41/3.21 | 21.20/4.70 | 15.99/3.32 | 22.40/4.69 |
| 3 | 2 | 14.30/3.03 | 14.33/3.09 | 14.85/3.07 | 20.87/5.01 | 16.04/3.33 | 23.56/5.63 |
| 6 | 2 | 14.26/3.03 | 14.28/3.09 | 14.57/3.01 | 20.08/4.65 | 15.67/3.28 | 24.27/5.72 |
| 6 | 3 | 14.06/2.97 | 14.16/3.06 | 14.47/3.00 | 20.40/4.35 | 16.38/3.50 | 26.34/6.60 |

TABLE 2: Forecasting performance (MAPE/RMSE) of NoTMF with different conjugate gradient iterations on the NYC movement speed dataset. The rank and season of NoTMF are set as \( R = 10 \) and \( m = 168 \), respectively.

| \( \delta \) | \( d \) | 3 iters. | 5 iters. | 10 iters. | 15 iters. |
|---|---|---|---|---|---|
| 1 | 1 | 13.57/2.88 | 13.53/2.86 | 13.55/2.87 | 13.69/2.94 |
| 2 | 1 | 13.45/2.85 | 13.41/2.84 | 13.42/2.84 | 13.41/2.83 |
| 3 | 1 | 13.45/2.85 | 13.39/2.83 | 13.39/2.83 | 13.41/2.83 |
| 6 | 1 | 13.44/2.84 | 13.39/2.83 | 13.38/2.83 | 13.38/2.83 |
| 2 | 1 | 13.82/2.96 | 13.76/2.94 | 13.79/2.94 | 13.80/2.94 |
| 3 | 1 | 13.64/2.90 | 13.63/2.89 | 13.62/2.89 | 13.62/2.89 |
| 6 | 1 | 13.57/2.89 | 13.57/2.88 | 13.56/2.88 | 13.56/2.88 |
| 3 | 1 | 14.16/3.05 | 14.06/3.02 | 14.06/3.01 | 14.06/3.01 |
| 2 | 1 | 13.91/2.97 | 13.84/2.94 | 13.81/2.94 | 13.81/2.93 |
| 3 | 1 | 13.84/2.95 | 13.79/2.93 | 13.75/2.92 | 13.75/2.92 |
| 6 | 1 | 13.76/2.93 | 13.73/2.92 | 13.68/2.91 | 13.69/2.91 |
| 6 | 2 | 14.46/3.20 | 14.67/3.20 | 14.75/3.21 | 14.77/3.22 |
| 3 | 2 | 14.46/3.12 | 14.33/3.09 | 14.31/3.08 | 14.32/3.09 |
| 6 | 2 | 14.44/3.12 | 14.28/3.09 | 14.23/3.07 | 14.24/3.07 |
| 6 | 3 | 14.34/3.10 | 14.16/3.06 | 14.11/3.04 | 14.11/3.05 |

- On this dataset, we have two choices for setting the season, one is \( m = 24 \), corresponding to the daily differencing; another is \( m = 168 \), corresponding to the weekly differencing. For both two settings, NoTMF can achieve competitively accurate forecasts.

Fig. 6 shows the predicted and actual values of some road segments. It demonstrates that the forecasting from NoTMF is consistent with the temporal patterns underlying partially observed time series. Thus, the NoTMF model can extract out implicit temporal patterns (see Fig. 7 for instance) from partially observed data and perform forecasting.

4.3 Analysis on Conjugate Gradient Method

In this work, conjugate gradient method is used as an efficient procedure to approximate the solution to the factor matrix from generalized Sylvester equation. One advantage is that the iterative process of conjugate gradient method does not require too many iterations to reach convergence. Previous studies also evaluated conjugate gradient method by comparing to gradient descent method and demonstrated the efficiency and effectiveness of conjugate gradient method [23]. Table 2 shows the forecasting performance of NoTMF with different conjugate gradient iterations. It demonstrates that NoTMF with 5 conjugate gradient iterations can already achieve good accuracy, and the improvement with more iterations becomes marginal. In addition, conjugate gradient method brings benefits to NoTMF in
terms of both efficiency and scalability. In our experiment, the training process of NoTMF \((m = 168)\) on the first 9-week data of NYC movement speed dataset with different orders \(i.e., d = 1, 2, 3, 6\) and rank \(R = 10\) only costs a few seconds, which seems to be efficient for our large-scale problems.

4.4 Nonstationarity Analysis

Nonstationarity is an important characteristic in most real-world time series data. Fig. 7 illustrates some temporal factors of NoTMF with the following setting: \(d = 1, R = 10\), and \(m = 24\). As can be seen, temporal factors \#3, \#5, \#6, \#7, \#8, and \#9 show clear seasonality and periodicity. The long-term season is associated with week, i.e., \(7\times24 = 168\) time steps (hours), while the short-term season is associated with day, i.e., \(24\) time steps (hours). For other temporal factors, they also show clear trends with weak seasonality and periodicity. Therefore, making use of seasonal differencing in nonstationary traffic states data can benefit the forecasting performance (as noted in Table 1). Our results further demonstrate the effectiveness of seasonal differencing operations in characterizing temporal process in \(X\).

5 Conclusion and Future Work

In this paper, we propose NoTMF for forecasting on high-dimensional, sparse, and nonstationary time series data. NoTMF is an extension of TMF by integrating seasonal differencing operations on the temporal latent factor. We develop a consistent approach to model the temporal loss using matrix operations, and this allows to solve the complex optimization problem through conjugate gradient method. The conjugate gradient method is an efficient and scalable routine for inferring factor matrix from generalized Sylvester equation. Therefore, the algorithms developed in this work can support efficient time series modeling/forecasting on high-dimensional and large-scale time series data. The extensive numerical experiments on Uber movement speed dataset confirm the superior performance of NoTMF over baseline models, and the comparison with TMF shows the advantage of addressing the nonstationary issue before modeling time series with clear seasonality.

A limitation of this work is that we only considered one pre-specified seasonal differencing operation on the temporal factors. However, for complex time series data with both trend and seasonality, achieving stationarity may require more complex operations such as higher-order differencing and differencing with multiple seasonality \(i.e.,\) both daily and weekly. An important future research direction is to design more flexible differencing operations and the corresponding optimization algorithms.

APPENDIX A

ADDITIONAL EXPERIMENTS

To verify the effectiveness of NoTMF, we also evaluate the forecasting approaches on the following two datasets:

- **JERICHO-E-usage dataset.** This is an energy consumption time series dataset provided in [26]. This dataset covers the hourly energy consumption of 38 regions in German with different energy categories \(e.g.,\) residential, industrial, commerce, and mobility sectors in the whole year of 2019. All 1178 energy consumption time series are of length 8760 \(i.e., 24\times365\). We use the subset in the first ten weeks for experiments, which is of size \(1178\times1680\).

- **Google Flu Trends dataset.** This is a time series dataset which consists of weekly estimates \(i.e.,\) weekly time resolution of influenza activity based on volume of certain search queries from 2003 to 2015 (see Fig. 8) [27]. This dataset covers 97 cities of USA, and the time series is of size \(97\times620\). There are about 3.18\% missing values in the time series data.

On JERICHO-E-usage dataset, we separate 8-week data as the training sets, one-week data for validation, and the remaining one-week data for test. In particular, we randomly remove 50\% observations as the missing portion to evaluate the time series forecasting with missing values. On Google Flu Trends dataset, we separate 412-week data for training, 52-week data for validation, and the remaining 156-week data for test.

Table 3 shows the forecasting performance achieved by NoTMF, TMF, and TRMF models on both two datasets. As can be seen, NoTMF outperforms TMF significantly. For JERICHO-E-usage dataset, the superior performance of NoTMF with season-168 differencing \(i.e.,\) weekly differencing over NoTMF with season-24 differencing \(i.e.,\) daily differencing demonstrates that an appropriate seasonal differencing is vital for the success of NoTMF. Fig. 9 shows the aggregated energy consumption of forecasting results of NoTMF. For Google Flu Trends dataset, the performance with season-1 differencing \(i.e.,\) first-order differencing and season-52 differencing outperforms both TMF and TRMF in most cases, demonstrating the effectiveness of nonstationarity modeling through seasonal differencing in NoTMF.
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