Water allocation using game theory under climate change impact (case study: Zarinehrood)

Hasti Hemati and Ahmad Abrishamchi

ABSTRACT

The combined effects of climate change and growing water demand due to population growth, industrial and agricultural developments cause an increase in water scarcity and the subsequent environmental crisis in river basins, which results in conflicts over the property rights and allocation agreements. Thus, an integrated, sustainable and efficient water allocation considering changes in water resources due to climate change and change of users' demands is necessary. In this study, the drainage basin of Zarinehrood was chosen to evaluate the function of selective methods. Assessing climate change impact scenarios of the Fifth IPCC reports, e.g., RCP2.6, RCP4.5, RCP6.0 and RCP8.5, have been used. For downscaling outputs of GCMs an artificial neural network (ANN) and for bias correction a quantile mapping (QM) method have been used. Using a bargaining game and the Nash bargaining solution (NBS) with two methods, one symmetric and two AHP methods, the water available for users was allocated. Results indicate an overall increase in temperature and precipitation in the basin. In bargaining game solutions, AHP provided better utilities for players than the symmetric method. These results show that with water management programs and use of a cooperative bargaining game, water allocation can be done in an efficient way.
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HIGHLIGHTS

- Using ANN for downscaling.
- Using QM for bias correction.
- Using game theory for allocation.
- Using AHP method for calculating negotiation power.
- Evaluating all of the methods.

INTRODUCTION

Water allocation is central to the management of water resources. Due to geographically and temporally unevenly distributed precipitation (Al Radif 1999), rapidly increasing water demands driven by the world population, effects of climate change on river flow and other stresses, and degradation of the water environment, there are increasing scarcities of water resources in many countries. Conflicts often arise when different water users (including the environment) compete for limited water supply. The need to establish appropriate water allocation methodologies and associated management institutions and policies is recognized by researchers, water planners, and governments. Many studies have been carried out in this domain, but there are still many obstacles to reaching equitable, efficient,
and sustainable water allocations (Dinar et al. 1997; Syme et al. 1999). Alongside these conflicts, there are also indications that recent climate changes have already affected many physical and biological systems. The impact of these effects includes extreme occurrence of flooding and droughts.

Various methods and models have been used in water resources allocation, including simulation methods, optimization methods, water rights, game theory, and complex adaptive systems (Di Nardo et al. 2018). The water resources allocation problem usually involves various rational decision-maker interactions, and water resources allocation needs to consider multiple objectives (such as economic, social, environmental, etc.), which yields multi-objective decision-making problems. This kind of allocation model solves water resources allocation problems via optimization approaches, which reflect the indirect interaction between decision-makers, but ignore the direct interaction between decision-makers, making them impractical in real-world applications (Madani 2010). Game theory is a theory of decision-making and equilibrium during the process of direct interaction between decision-makers (Loáiciga 2004). Therefore, water resources allocation based on game theory is a promising method for reducing this deficiency. Moreover, compared with traditional water resources allocation, which only focuses on the interests of the whole society, using the game theory to study the conflict of water resources allocation allows full consideration of the influence of all decision-makers. It is recognized that there are different interests among decision-makers in the process of water resources allocation, and game theory can be used to maximize the benefits of all water users while achieving the rational allocation of water resources. Therefore, using the game theory to study the conflict of water resources allocation is more practical. In recent years, water resources allocation based on game theory has been studied and extended. Carraro et al. (2005) systematically expounded the application of non-cooperative negotiation theory in water resources conflict. Parrachino (2006) applied cooperative game theory to water resource issues, and their results showed that cooperation over scarce water resources was possible under various physical conditions and institutional arrangements. Madani (2010) demonstrated that the application of game theory in the field of water resources can be divided into five parts, i.e., water or benefit allocation among water users, groundwater management, transboundary water allocation, water quality management, and other types of water resources management. Dinar et al. (1997) divided the application of game theory in the conflict of water resources allocation into three aspects: (1) the application of non-cooperative negotiation theory in water resources allocation conflict; (2) the application of graph model in water resources allocation conflict; (3) application of Nash bargaining theory and Nash–Harsanyi bargaining theory to water resources allocation problems. In the above water resources allocation conflict research, Rogers (1969) originally applied game theory to the conflict of water resources allocation problems in transboundary river basins. In recent studies, Eleftheriadou & Mylopoulos (2008) implemented game theoretical concepts in a case study of Greek–Bulgarian negotiations on the Nestos/Mesta transboundary river. Hipel et al. (2011) applied the graph model of non-cooperative game to the conflict of water resources allocation, and their proposed method has been widely used. Madani & Lund (2011) traced changes in delta conflict by game theory. Kucukmehtegotlu (2012) introduced a composite method that integrates both Pareto frontier and game theory in the Euphrates and Tigris rivers. Zarghami et al. (2015) introduced a mathematical model which integrates both the leader–follower concept and the bargaining theory in the case of the Zarrinehrud River basin. Li et al. (2016) developed a generalized uncooperative planar game theory model for water distribution in a transboundary river basin. Degefu et al. (2016) proposed a cooperative bargaining approach for solving the water sharing problem in the Nile River basin.

The impacts that climate change may have on water availability are largely affected by water allocations and the countermeasures undertaken (IPCC 2014). Climate change is believed to cause changes both in water quantity and water quality. The prospect of these changes will help decision-makers formulate mitigation and adaptation strategies to effectively deal with the impacts posed by climate change. A variety of general circulation models (GCMs) has been developed to project climate over long-term horizons under pre-determined greenhouse gas emission scenarios. Their projections often provide the source of data used for assessing impacts of climate change in various fields, such as agriculture, water resources, and the
environment. The GCM outputs are coarse in resolution (a horizontal resolution of GCM is generally about 300 km) and have the statistical characteristics of an average area rather than of a point quantity (Osborn & Hulme 1997). However, hydrological models often require regional and finer-scale projections, and this coarse resolution constrains the usefulness of GCMs in climate change impact studies. In several previous studies (Mimikou et al. 2000; Stone et al. 2001; Booty et al. 2005), future climate scenarios were generated by adding predicted changes by GCMs into baseline scenarios. Dibike & Coulibaly (2007) argued that the simple shifts in climate variables were very crude. In order to utilize GCM outputs in regional studies, two approaches, namely, dynamic downscaling, such as using regional circulation models (RCMs), and statistical downscaling, have been developed. Murphy (1999) indicated that there is no clear difference in the performance level between these two techniques in terms of downscaling monthly climate data. Arnbjerg-Nielsen & Fleischer (2009) studied the impact of climate change and identified suitable adaptation strategies due to flooding posed by climate change from an economic perspective. Two types of models, namely, deterministic (i.e., conceptual and physically based) models and data-driven or statistical models (e.g., artificial neural networks (ANNs)) have been implemented to evaluate the impacts of climate change on water resources. As an alternative approach to deterministic models, the ANN approach has been employed in various fields including hydrology and water resources (Govindaraju 2000). Some of the advantages of using a data-driven modeling approach include needing less data and less extensive user expertise and knowledge into physical processes. In predicting event-based stormwater runoff quantity, the reliability of the ANN approach has been proven in several studies. For example, Minns & Hall (1996) and Chua et al. (2008) demonstrated the ability of ANNs to model event-based rainfall-runoff by using synthetically generated data and experimentally collected data, respectively. In addition, Jain & Prasad Indurthy (2003) compared deterministic models and statistical models including ANNs for predicting event-based rainfall-runoff. They found that ANNs consistently outperformed the other models. Also, Bai et al. (2015) used a multiscale deep feature learning method to predict inflows to the Three Gorges reservoir along the Yangtze River between Chongqing and Hubei Province, China.

The objective of this paper is to analyze water allocation in Zarinehrood river basins, Iran, considering the impact of climate change on its hydrologic parameters. Assessing climate change impact, an ANN for downscaling outputs of GCMs and for bias correction a quantile mapping (QM) method have been used. Then, considering some assumptions for predicting future demands, a water resources management program has been used to assess the water available for allocating to users. Using a bargaining game and the Nash bargaining solution (NBS) with two methods, one symmetric and the other AHP method, the water available for users has been allocated.

**METHODOLOGY**

**Artificial neural network**

An ANN is a computational tool based on the biological processes of the human brain (Sudheer et al. 2003). Its capability to predict output variables by using a series of interconnected nodes that recognize relations between input and output variables makes ANN models powerful tools for hydrologic analyses (Mutlu et al. 2008). Model inputs are weighted and passed to internal nodes in hidden layers, which develop functions for output (Figure 1). There can be one or more of these hidden layers between the input and output. Compared with conventional rainfall-runoff models, ANN models require fewer parameters but still provide reliable results in hydrological forecasting (Riad et al. 2003). The complexity of physical processes involved in the conventional hydrologic models has triggered the increasing use of ANN models (Rezaeianzadeh et al. 2013) for hydrologic predictions. Several studies have been conducted that show the advantages of using ANN models for rainfall-runoff modeling in terms of the required data to establish rainfall-runoff relations, and research continues in developing the best data and methods for these applications (Shamseldin 1997; De Vos & Rientjes 2005). Developing ANN models begins with the evaluation and determination of suitable input variables. Data selection for suitable model performance mostly...
requires a trial-and-error process to evaluate the appropriate combinations of input variables and data allocation for training, testing, and validation of the model. Calibration of the model, also known as training, is conducted by applying adjustments within the ANN model weights/links in order to reduce the error in the network outputs. Through this training process, a learning system is developed that is capable of determining the relation between rainfall, temperature, and flow data. Thus, validation of ANN models is focused on evaluating the trained model, which can then be used to determine flow to the reservoir under specific, hypothesized climate/weather conditions.

One of the most widely used methods in time series forecasting is the classical multi-layer perceptron network (MLP) with the back-propagation (BP) learning algorithm (Bishop 2000). Often, the MLP model is also combined with statistical models in hybrid systems (Tseng et al. 2002). The MLP model is one of the basic models but often produces very good results. The algorithm is based on minimizing the error of neural network output compared to targets. To maintain mathematical rigor, the weights will be adjusted only after all the test vectors are applied to the network. Therefore, the gradients of the weights must be memorized and adjusted after each model in the training set, and the end of an epoch of training, and the weights will be changed only once, because the idea is to find the minimum error function in relation to the connection’s weights. In a local minimum, the gradients of the error become zero and the learning no longer continues. A solution is multiple independent trials, with weights initialized differently at the beginning, which raises the probability of finding the global minimum. For large problems, this thing can be hard to achieve and then local minimums may be accepted, with the condition that the errors are small enough. Also, different configurations of the network might be tried, with a larger number of neurons in the hidden layer or with more hidden layers, which, in general, lead to smaller local minimums. Still, although local minimums are indeed a problem, practically they are not unsolvable. An important issue is the choice of the best configuration for the network in terms of the number of neurons in hidden layers. In most situations, a single hidden layer is sufficient. There are no precise rules for choosing the number of neurons. In general, the network can be seen as a system in which the number of test vectors multiplied by the number of outputs is the number of equations and the number of weights represents the number of unknowns. The equations are generally non-linear and very complex and so it is very difficult to solve them precisely through conventional means. Choosing the activation function for the output layer of the network depends on the nature of the problem to be solved. For the hidden layers of neurons, sigmoid functions are preferred, because they have the advantages of being both non-linear and differential. The biggest influence of a sigmoid on the performances of the algorithm seems to be the symmetry of origin.

The Levenberg–Marquardt method is one of the fastest learning algorithm methods for MLP networks (Hagan & Menhaj 1994; Lourakis 2005; Sotirov 2005). The Levenberg–Marquardt (LM) algorithm is an iterative technique that locates the minimum of a multivariate function that is expressed as the sum of squares of non-linear real-valued functions (Sotirov 2005). It has become a standard technique for non-linear least-squares problems (Lourakis 2005).
et al. (2005), widely adopted in a broad spectrum of disciplines. LM can be thought of as a combination of steepest descent and the Gauss–Newton method.

As noted above, the LM algorithm is a variant of the Gauss–Newton method and was designed to approach second-order training speed without having to compute the Hessian matrix (Hagan & Menhaj 1994). Typically, for the learning of feed-forward neural networks, a sum of squares is used as the performance function.

Simulated precipitation outputs from global climate models (GCMs) can exhibit large systematic biases relative to observational datasets (Mearns et al. 2012; Sillmann et al. 2013). As GCM precipitation series are used as inputs to process models (e.g., Hagemann et al. 2011; Muerth et al. 2013) and gridded statistical downscaling models (e.g., Wood et al. 2004; Maurer & Hidalgo 2008; Maurer et al. 2010), algorithms have been developed to correct and minimize these biases as sources of error in subsequent modeling chains. Systematic errors in climate model outputs can be ascribed to different sources. For example, Eden et al. (2012) classify errors in GCM precipitation fields as being due to: (1) unrealistic large-scale variability or response to climate forcing, (2) unpredictable internal variability that differs from observations (e.g., as might happen if the sampled historical period happens to coincide with the positive phase of the Pacific decadal oscillation in observations and the negative phase in the climate model), and (3) errors in convective parameterizations and unresolved sub-grid-scale orography. Quantile mapping is often applied for two very different reasons: (1) as a bias correction applied to climate model and observed fields at similar scales and (2) for downscaling from coarse climate model scales to finer observed scales. In this study, quantile is applied as the bias correction step of a larger downscaling framework. The QM for precipitation preserves model-projected relative changes in quantiles, while at the same time correcting systematic biases in quantiles of a modeled series with respect to observed values.

Quantile mapping

Quantile mapping equates cumulative distribution functions (CDFs) \( F_{o,h} \) and \( F_{m,h} \) of, respectively, observed data \( x_{o,h} \), denoted by the subscript \( o \), and modeled data \( x_{m,h} \), denoted by the subscript \( m \), in a historical period, denoted by the subscript \( h \). This leads to the following transfer function:

\[
\hat{x}_{m,p}(t) = F_{o,h}^{-1}\left(F_{m,h}[x_{m,p}(t)]\right)
\]

for bias correction of \( x_{m,p}(t) \), a modeled value at time \( t \) within some projected period, denoted by the subscript \( p \). If CDFs and inverse CDFs (i.e., quantile functions) are estimated empirically from the data, the algorithm can be illustrated with the aid of a quantile–quantile plot, which is the scatterplot between empirical quantiles of observed and modeled data (i.e., the sorted values in each sample when the number of observed and modeled samples are the same). In this case, QM amounts to a lookup table whose entries are found by interpolating between points in the quantile–quantile plot of the historical data. The transfer function is constructed using information from the historical period exclusively; information provided by the future model projections is ignored. QM, like all statistical postprocessing algorithms, relies strongly on an assumption that the climate model biases to be corrected are stationary (i.e., that characteristics in the historical period will persist into the future). As it is beyond the scope of this paper to address this assumption, we instead point to studies by Maraun et al. (2010) and Maraun (2012) for more insight. For empirical CDFs, Equation (1) is only defined over the historical range of the modeled dataset. If a projected value falls outside the historical range, then some form of extrapolation is required, for example using parametric distributions following Wood et al. (2004) or the constant correction approach of Boé et al. (2007). Regardless, one way in which frequent extrapolation can be avoided is to explicitly account for changes in the projected values, for example, by first removing the modeled trend in the long-term mean prior to QM, which will shift the future distribution so that it tends to lie within the support of the historical distribution, and then reimpose it afterwards. For a ratio variable like precipitation, trends are removed and then reimposed by scaling and rescaling:

\[
\hat{x}_{m,p}(t) = F_{o,h}^{-1}\left\{F_{m,h}\left[\frac{\hat{x}_{m,h}\hat{x}_{m,p}(t)}{\hat{x}_{m,p}(t)}\right]\right\}\frac{\hat{x}_{m,p}(t)}{\hat{x}_{m,h}}
\]
where \( x_{m,h} \) and \( x_{m,p}(t) \) are, respectively, estimates of the long-term modeled mean over the historical period and at time \( t \) in the projected period \( p \).

**Bargaining game**

There is a high risk of water conflicts in the allocation of water resources in international basins. Cooperative negotiations among countries are often required to solve the water resources sharing problems in these basins (Kampragou et al. 2007), which can produce greater economic, ecological, and political utility and make sure the allocation is fair and stable (Sadoff & Grey 2002). One of the theoretical games which simulates these negotiations and cooperation is the asymmetric bargaining game (Houba et al. 2015). This bargaining solution is based on the Nash bargaining equilibrium solution (Nash 1950). The bargaining problem can be represented as \( B( S, D, u_1, u_2, \ldots, u_n) \) where \( S \) is the feasibility space, \( \{ u_i(S), \; i = 1, \; 2, \; \ldots, \; n \} \) is the utility function of the claimant, \( D = d_1, \; d_2, \; d_3, \; \ldots, \; d_n \) is disagreement point, and \( u_i: S \to R \) is the feasible solution. For any strategy selection \( s \in S \) the allocations should satisfy \( u_i(d_i) \leq u_i(S) \). The utility configuration set of the bargaining problem can be expressed as \( \{ u_i(S), \; i = 1, \; 2, \; \ldots, \; n \} \). Assuming the bargaining weight of each subject: \( W = (w_1, \; w_2, \; \ldots, \; w_n), \; \sum_{i=1}^{n} w_i = 1 \). The only solution that satisfies the following maximization condition is the Nash bargaining solution:

\[
u^N(s) = \max_{s \in S} \left\{ (u_1(s) - u_1(d_1))^{w_1}(u_2(s) - u_2(d_2))^{w_2} \ldots (u_n(s) - u_n(d_n))^{w_n} \right\}
\]

(3)

**Bargaining power calculation**

Each player’s weight will be obtained by the AHP method, which was first proposed by Saaty in 1971. It is one of the methods used for solving multi-criteria decision-making (MCDM) problems in political, economic, social, and management sciences (Saaty 1980). Through AHP, opinions and evaluations of decision-makers can be integrated, and a complex problem can be devised into a simple hierarchy system with higher levels to lower ones (Lee et al. 2009). Then, the qualitative and quantitative factors can be evaluated in a systematic manner. The application of AHP to a complex problem involves six essential steps (Murtaza 2003; Lee et al. 2006):

- Defining the unstructured problem and stating the objectives and outcomes clearly.
- Decomposing the complex problem into a hierarchical structure with decision elements (criteria and alternatives).
- Employing pairwise comparisons among decision elements and forming comparison matrices.
- Using the eigenvalue method to estimate the relative weights of decision elements.
- Checking the consistency property of matrices to ensure that the judgments of decision-makers are consistent.
- Aggregating the relative weights of decision elements to obtain an overall rating for the alternatives.

The weights gained by AHP will be implemented as subjective weights in the entropy method. This measure of uncertainty is given by Shannon & Weaver (1947) as:

\[
E = P \left( \begin{array}{c} P_1 \\ P_2 \\ \vdots \\ P_m \end{array} \right), \quad \sum_{i=1}^{m} P_i = 1
\]

(4)

The entropy of the set of project outcomes of attribute \( j \) is

\[
E_j = -K \sum_{i=1}^{m} [P_i \cdot \ln P_i]
\]

(5)
in which, \( E_j \) is the entropy of attribute \( j \), \( m \) is the number of alternatives, \( P_i \) is the probability of the \( i \)-th alternative that is preferred by the decision-maker. Where \( k \) is a constant defined as

\[
K = \frac{1}{\ln m}
\]

(6)
it guarantees that \( 0 \leq E_j \leq 1 \).

The degree of diversification of information provided by the outcomes of attribute \( j \) can be defined as:

\[
d_j = 1 - E_j, \quad j = 1, 2, \ldots, n
\]

(7)
then the weights of attributes can be obtained by

\[ W_j = \frac{d_j}{\sum_{i=1}^{m} d_i}, \quad j = 1, 2, \ldots, n \]  

(8)

Then the mean value of weights that is the outcome from each matrix is considered as the weights of each attribute.

For a better understanding of this research's steps and progress, a flowchart is presented in the Appendix, Figure A1.

**CASE STUDY**

In this study, the drainage basin of Zarinehrood was chosen to evaluate the function of selective methods. The drainage basin of Zarinehrood, with an area of 1,100 square kilometers, is the largest sub-basin of Urmia which is located in the north-west of Iran, and a valuable water resource that supplies water needs such as drinking, industrial, agricultural, and environmental, and makes 40% inflow to Urmia Lake.

Five synoptic stations were chosen to cover the whole basin which had observation data of more than 30 years, also the observation data of these stations were driven by the Water Resources Department from 1985 to 2017. In this study, for assessing climate change impact on hydrological parameters of the basin, scenarios of the Fifth IPCC reports, e.g., RCP2.6, RCP4.5, RCP6.0, and RCP8.5, were used. Historical and RCP data for precipitation, maximum and minimum temperature were downloaded from https://pcmdi.llnl.gov/mips/cmip5 in NetCDF format. The information related to the study area was extracted, comparing and using evaluation indexes in the differences of three CMIP5 models' historical data with observation data of the area, and GFDL-CM3 was chosen to be used. For downscaling outputs of GCMs, a perceptron neural network (PNN) with three layers was developed, in which for training, a Levenberg–Marquardt algorithm and a sigmoid activation function were used. For training the algorithm, historical and observation data from 1985 to 2017 in all three parameters were used, for choosing the appropriate PNN layers and dots, three evaluation methods were used, and future data from 2018 to 2050 predicted in the following steps. Because raw data reduces the speed and accuracy of PNN, at first, inputs were standardized by the following formula:

\[ X_n = \frac{X_i - X_{min}}{X_{max} - X_{min}} \]  

(9)

where \( X_n \) is standardized parameter, and \( i, \min \) and \( \max \) are, respectively, row, minimum, and maximum of the parameter in the series.

After downscaling, a QM method for bias correction was used. In this step, difference in quantiles of observation and simulated historical data in the form of polynomial function was applied on downscaled RCP data to minimize the overall errors. In order to distribute the individual station's parameters to the whole basin, the Thiessen polygon method was used; in this method every station is in the middle of a polygon that overall covered the basin, and parameters were calculated by the following formula

\[ P = \frac{A_1P_1 + A_2P_2 + \ldots + A_nP_n}{A_1 + A_2 + \ldots + A_n} \]  

(10)

where \( A_1, A_2, \ldots, A_n \) are polygon area and \( P_1, P_2, \ldots, P_n \) are parameters related to the central station.

Then, a rainfall-runoff model based on SCS method and using precipitation of climate change scenarios was developed. Next, using time series and historical data an ARMA\((p,q)\) model for forecasting evaporation was created. Then, considering some assumptions for predicting future demands and using SOP (standard operating policy) method for reservoirs in the area, a water resources management program was developed to assess the water available for allocating to users. The water allocation among users is based on meeting the drinking, environmental, and industrial demand and the remainder for agriculture demand.

For allocation of available water among users, game theory concepts regarding consideration of their interactions is used. The set of players for the game consisted of West Azarbaijan, East Azarbaijan, Kordestan and because of the sensitive situation of Urmia Lake it has been considered as the fourth player of the game. A bargaining game with the NBS in two ways, one symmetric and two using the AHP method, was created. In this game
optimization game terms are as follows:

\[
\begin{align*}
[f(Q_{WA}) - f(d_{WA})]^{w_{WA}} & \quad [f(Q_{EA}) - f(d_{EA})]^{w_{EA}} \\
[f(Q_{KRD}) - f(d_{KRD})]^{w_{KRD}} & \quad [f(Q_{URL}) - f(d_{URL})]^{w_{URL}}
\end{align*}
\] (11)

s.t:

\[
\begin{align*}
Q_{WE} + Q_{EA} + Q_{KRD} + Q_{URL} & \leq R_t \quad (12) \\
(D_{min})_{WA} & \leq Q_{WA} \leq D_{WA} \quad (13) \\
(D_{min})_{EA} & \leq Q_{EA} \leq D_{EA} \quad (14) \\
(D_{min})_{KRD} & \leq Q_{KRD} \leq D_{KRD} \quad (15) \\
(D_{min})_{URL} & \leq Q_{URL} \leq D_{URL} \quad (16) \\
w_{WA} + w_{EA} + w_{KRD} + w_{URL} & = 1 \quad (17) \\
D_{min} & = D_{dr} \quad (18)
\end{align*}
\]

where \(WA\), \(EA\), \(KRD\), and \(URL\) indices are, respectively, West Azarbaijan, East Azarbaijan, and Kordestan as players, \(f\) is utility function, \(w\) is weight of each player, \(R_t\) is available water in each period of time, \(D\) is demand of each player, \(D_{min}\) and \(D_{dr}\) are minimum and drinking demand.

The bargaining weights of players were determined by AHP method and Shannon entropy. First, considering each demand of every player, an effective factor was calculated for each of the demands. Then, according to the effective factors, an overall importance weight for each player was determined and used to apply to NBS optimization.

**RESULTS AND DISCUSSION**

In this paper, a water allocation considering the impacts of climate change was studied.

Based on the Fifth IPCC report, an ANN model for downscaling and a QM model for bias correction impacts of climate change on Zarinehrood basin for precipitation, minimum and maximum temperature in a period of 33 years, were predicted. An output example of the process of QM correction, presented in Figure 2, shows that the accuracy percentage trend of simulated data gets closer to observation data.
As for downscaling, three evaluation methods, agreement index (AI), root mean square error (RMSE), and Pearson correlation coefficient (r) were used, with results for five synoptic stations presented in Table 1. Correlation between observation and simulated data is between 0.6 and 0.8, which shows that in this interval the algorithm simulated data in a linear way and the reset of simulation is non-linear. The AI index is approximately near 1 which shows an acceptable connection between sets of data.

After correction of each station, distribution to the whole basin was projected and the final results of each parameter calculated for each scenario. Overall results show a decrease in both minimum and maximum temperatures, in which, from RCP2.6, to RCP4.5, to RCP6.0, and to RCP8.5 raises are greater, with RCP8.5 having a peak of almost +3.6 °C. As for precipitation, there are rises at peak daily rainfall, but the overall monthly precipitation has a negative trend, in which from RCP2.6, to RCP4.5, to RCP6.0, and to RCP8.5 decreases in rainfall are greater. For example, better comparison results for one of the stations, i.e., Mahabad, are presented in Figure 3. For this station an average yearly observation precipitation was 395 mm, and the values for RCPs from RCP2.6, to RCP4.5, to RCP6.0, and to RCP8.5 are around 390, 365, 345, and 335 mm. Two scenarios, RCP2.6 and RCP8.5, are chosen for the next step in allocation.

Using an ARMA(10,1) model for evaporation estimation, the SOP method for reservoir’s release and SCS method for rainfall-runoff, water available for allocation was determined. The results show a positive trend at the end of the prediction interval for RCP2.6 and a negative one for RCP8.5.

Calculating bargaining weights using Shannon entropy, E index for each player dividing by demands, and $E_j$, $d_j$, and $W_j$ for each demand, are presented in Tables 2 and 3.

Table 1 | ANN evaluation index

| Station  | RMSE | r   | AI   | RMSE | r   | AI   | RMSE | r   | AI   |
|---------|------|-----|------|------|-----|------|------|-----|------|
| Takab   | 0.001| 0.788 | 0.9063 | 0.001 | 0.745 | 0.9130 | 0.003 | 0.755 | 0.9425 |
| Mahabad | 0.005| 0.679 | 0.9112 | 0.004 | 0.684 | 0.9215 | 0.004 | 0.678 | 0.9344 |
| Zarineh | 0.004| 0.682 | 0.9532 | 0.005 | 0.649 | 0.9461 | 0.001 | 0.622 | 0.9167 |
| Maragheh| 0.004| 0.780 | 0.9074 | 0.003 | 0.753 | 0.9713 | 0.003 | 0.798 | 0.9538 |
| Saghez | 0.002| 0.752 | 0.9637 | 0.006 | 0.632 | 0.9889 | 0.002 | 0.695 | 0.9442 |

Based on the results of each demand’s weights from Shannon entropy, the bargaining power of players’ set: {WA, EA, KRD, URL} are, respectively, (0.425, 0.234, 0.06, 0.281). These powers show that sensitivity and importance among players (from the first to the last) are players WA, URL, EA, and KRD.

Using symmetric NBS and asymmetric NBS based on the AHP method, the results of players’ utility function are represented in Table 4.

Table 4 shows that with a symmetric assumption for bargaining, utilities are not the same and the player with the largest demand has the highest utility and the same goes for the lowest demand and utility; but, asymmetric powers which are determined by AHP provide almost the same utility for all players which means higher satisfaction and lower chance of leaving the agreement in the players’ set. For a fair and stable game set, bargaining power based on the demands of each player and each demand’s priority should be considered.

CONCLUSION

In this study, water allocation under the effects of climate change based on game theory was implemented for the Zarinehrood River basin located in the north-west part of Iran. The main objective is to work and evaluate selected methods for achieving this goal.

For the first phase of the study, which is assessing climate change impacts, models were developed on the
future runoff from three factors, minimum and maximum temperature and rainfall, using the Fifth IPCC report. The results with three evaluation indices showed that ANN models for downscaling together with the QM model for bias correction can be used as a predictive algorithm that provides a good predictive accuracy. Testing of the trained ANN produced a similarly good fit. In general, the use of these two methods together can give a good confidence quantity limit.

Considering the complexity and systemics of water resources allocation to establish a bargaining power...
evaluation index system of countries in the negotiations and use in the bargaining game of water resources distribution make the bargaining game model more reasonable and realistic (Svejnar 1986). Hence, this work has made efforts to find water allocation methods that are fair, efficient, and sustainable. When the minimum survival water demand is considered, the disagreement points are more reasonable than when the minimum survival water demand is not considered. This method could avoid the unreasonable phenomenon in which there are disagreement points below the minimum water supply, or zero. The proposed disagreement points can guarantee basic water demands are met. In the process of water resources allocation, calculation of the bargaining weights using the AHP method can result in an efficient, equitable, and sustainable benefit among stakeholders, which could be more in line with actual water resources allocation. The results can be utilized as a basis for supporting decision-makers of a river basin to resolve social conflicts.

Regarding Zarinehrood basin, results show an increase in peak daily rainfall but reduction in overall precipitation which follows water deficiency. Also, an increase in temperature results in evaporation growth and this too follows with a reduction in available water. Allocation using bargaining power driven by the AHP method showed an equity in participants’ utility which follows satisfaction of parties and a more stable union with a minimum chance of leaving the agreement.

In general, considering climate change’s three parameters, the demands of each player, each demand’s priority, and the lowest point of demand, and also taking into account Urmia Lake as a player due to its critical situation, this water allocation prediction was good and fair.

For improvement of this study, using a different rainfall-runoff model, multi-model climate change methods, and another assumption on demands are recommended.

**SUPPLEMENTARY MATERIAL**

The Supplementary Material for this paper is available online at https://dx.doi.org/10.2166/wcc.2020.153.

**REFERENCES**

Al Radif, A. 1999 Integrated water resources management (IWRM): an approach to face the challenges of the next century and to avert future crises. *Desalination* **124**, 145–153.

Arnberg-Nielsen, K. & Fleischer, H. S. 2009 Feasible adaptation strategies for increased risk of flooding in cities due to climate change. *Water Science and Technology* **60** (2), 273–281. doi: 10.2166/wst.2009.298.

Bai, Y., Chen, Z., Xie, J. & Li, C. 2015 Daily reservoir inflow forecasting using multiscale deep feature learning with hybrid models. *Journal of Hydrology* **532**, 193–206.

Bishop, C. M. 2000 *Neural Networks for Pattern Recognition*. Oxford University Press, Oxford, UK.

Boč, J., Terray, L., Habets, F. & Martin, E. 2007 Statistical and dynamical downscaling of the Seine basin climate for hydro-meteorological studies. *International Journal of Climatology* **27**, 1643–1655. https://doi.org/10.1002/joc.1602.

Booty, W., Lam, D., Bowen, G., Resler, O. & Leon, L. 2005 Modelling changes in stream water quality due to climate change in a southern Ontario watershed. *Canadian Water Resources Journal* **30**, 211–226.

Carraro, C., Marchiori, C. & Sgobbi, A. 2005 *Applications of Negotiation Theory to Water Issues*. World Bank Publications, Washington DC, USA.

Chua, L. H. C., Wong, T. S. W. & Srimanula, L. K. 2008 Comparison between kinematic wave and artificial neural network models in event-based runoff simulation for an overload plane. *Journal of Hydrology* **357**, 337–348. doi: 10.1016/j.jhydrol.2008.05.015.

Degefu, D. M., He, W., Yuan, L. & Zhao, J. H. 2016 Water allocation in transboundary river basins under water scarcity: a cooperative bargaining approach. *Water Resources Management* **30**, 4451–4466.

De Vos, N. J. & Rientjes, T. H. M. 2005 Constraints of artificial neural networks for rainfall-runoff modeling: tradeoffs in hydrological state representation and model evaluation. *Hydrology and Earth System Sciences* **9** (1–2), 111–126.

Dibike, Y. B. & Coulibaly, P. 2007 Validation of hydrological models for climate scenario simulation: the case of Saguenay watershed in Quebec. *Hydrological Processes* **21**, 3123–3135. doi: 10.1002/hyp.6534.

Dinar, A., Ratner, A. & Dan, Y. 1997 Evaluating cooperative game theory in water resources. *Theory & Decision* **32** (32), 1–20.

Di Nardo, A., Giudicianni, C., Greco, R., Herrera, M. & Santonastaso, G. F. 2018 Applications of graph spectral techniques to water distribution network management. *Water* **10**, 45.

Eden, J. M., Widmann, M., Grawe, D. & Rast, S. 2012 Skill, correction, and downscaling of GCM-simulated precipitation. *Journal of Climate* **25**, 3970–3984. https://doi.org/10.1175/JCLI-D-11-00254.1.

Eleftheriadou, E. & Mylopoulos, Y. 2008 Game theoretical approach to conflict resolution in transboundary water
resources management. *Journal of Water Resources Planning and Management* **134**, 466–473.

Govindaraju, R. S. 2000 Artificial neural networks in hydrology. II: hydrologic applications. *Journal of Hydrologic Engineering* **5**, 124–137.

Hagan, M. T. & Menhaj, M. 1994 Training feed-forward networks with the Marquardt algorithm. *IEEE Transactions on Neural Networks* **5**(6), 989–993.

Hagemann, S., Chen, C., Haerter, J. O., Heinke, J., Gerten, D. & Piani, C. 2011 Impact of a statistical bias correction on the projected hydroclorological changes obtained from three GCMs and two hydrology models. *Journal of Hydrometeorology* **12**, 556–578. https://doi.org/10.1175/2011JHM1356.1.

Hipel, K. W., Kilgour, D. M. & Fang, L. 2011 *The Graph Model for Conflict Resolution*. Wiley Online Library, Hoboken, NJ, USA.

Houba, H., van der Lann, G. & Zeng, Y. Y. 2013 Asymmetric Nash solutions in the river sharing problem. *Strategic Behavior and the Environment* **4**(4), 321–360.

IPCC 2014 Climate Change 2014: Synthesis Report. Contribution of Working Groups I, II and III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (R. K. Pachauri & L. A. Meyer eds). IPCC, Geneva, Switzerland, 151 pp.

Jain, A. & Prasad Indurthy, S. K. V. 2007 *An Analytic game theory and water resources*. California Institute of Technology. (http://users.ics.forth.gr/~lourakis/levmar/levmar.pdf)

Madani, K. 2010 Game theory and water resources. *Journal of Hydrology* **381**, 225–238.

Madani, K. & Lund, J. R. 2011 California’s sacramento–san joaquin delta conflict: from cooperation to chicken. *Journal of Water Resources Planning and Management* **138**, 90–99.

Maraun, D. 2012 Nonstationarities of regional climate model biases in European seasonal mean temperature and precipitation sums. *Geophysical Research Letters* **39**, L06706. https://doi.org/10.1029/2012GL051210.

Maraun, D., Wetterhall, F., Ireson, A. M., Chandler, R. E., Kendon, E. J., Widmann, M., Brien, S., Rust, H. W., Sauter, T., Themenßl, M., Venema, V. K. C., Chun, K. P., Goodess, C. M., Jones, R. G., Onof, C., Vrac, M. & Thiele-Eich, I. 2010 Precipitation downscaling under climate change: recent developments to bridge the gap between dynamical models and the end user. *Reviews of Geophysics* **48**, RG3003. https://doi.org/10.1029/2009RG000314.

Maurer, E. P. & Hidalgo, H. 2008 Utility of daily vs. monthly large-scale climate data: an intercomparison of two statistical downscaling methods. *Hydrology of Earth System Sciences* **12**, 551–563. https://doi.org/10.5194/hess-12-551-2008.

Maurer, E. P., Hidalgo, H., Das, T., Dettinger, M. & Cayan, D. 2010 The utility of daily large-scale climate data in the assessment of climate change impacts on daily streamflow in California. *Hydrology of Earth System Sciences* **14**, 1125–1138. https://doi.org/10.5194/hess-14-1125-2010.

Mearns, L. O., Arritt, R., Biner, S., Bukovsky, M., McGinnis, S., Caya, D., Correia, J., Flory, D. & Gutowski, W. 2012 The north American regional climate change assessment program: overview of phase I results. *Bulletin of the American Meteorological Society* **93**, 1337–1362. https://doi.org/10.1175/BAMS-D-11-00223.1.

Mimikou, M. A., Baltas, E., Varanou, E. & Pantazis, K. 2000 Regional impacts of climate change on water resources quantity and quality indicators. *Journal of Hydrology* **234**, 95–109. doi:10.1016/S0022-1694(00)00244-4.

Minns, A. W. & Hall, M. J. 1996 Artificial neural networks as rainfall–runoff models. *Hydrological Sciences Journal* **41**, 399–417.

Muerth, M., St-Denis, B. G., Ricard, S. & Velazquez, J. A. 2015 On the need for bias correction in regional climate scenarios to assess climate change impacts on river runoff. *Hydrology and Earth System Sciences* **17**, 1189–1204. https://doi.org/10.5194/hess-17-1189-2013.

Murphy, J. 1999 An evaluation of statistical and dynamical techniques for downscaling local climate. *Journal of Climate* **12**, 2256–2284.

Murtaza, M. B. 2003 Fuzzy-AHP application to country risk assessment. *American Business Review* **21**(2), 109–116.

Mutlu, E., Chauhey, I., Hexmoor, H. & Bajwa, S. G. 2008 Comparison of artificial neural network models for hydrologic predictions at multiple gauging stations in an agricultural watershed. *Hydrological Processes* **22**(26), 5097–5106.

Nash, J. 1950 The bargaining problem. *Econometrica* **1**, 155–162.

Osborn, T. J. & Hulme, M. 1997 Development of a relationship between station and grid-box rain day frequencies for climate model evaluation. *Journal of Climate* **10**, 1885–1908.
Parrachino, I. 2006 Cooperative Game Theory and Its Application to Natural, Environmental and Water Resource Issues. World Bank Publications, Washington DC, USA.

Rezaeianzadeh, M., Stein, A., Tahari, H., Abghari, H., Jalalkamali, N., Hosseinipour, E. Z. & Singh, V. P. 2013 Assessment of a conceptual hydrological model and artificial neural networks for daily outflows forecasting. *International Journal of Environmental Science and Technology* 10, 1181–1192.

Riad, S., Mania, J., Bouchaou, L. & Najjar, Y. 2005 Rainfall-runoff model using an artificial neural network approach. *Mathematical and Computer Modelling* 40 (7–8), 839–846.

Rogers, P. 1969 A game theory approach to the problems of international river basins. *Water Resources Research* 5, 749–760.

Saaty, T. L. 1980 *The Analytic Hierarchy Process*. McGraw-Hill, New York, USA.

Sadoff, C. W. & Grey, D. 2002 Beyond the river: the benefits of cooperation on international rivers. *Water Policy* 4 (5), 389–403.

Shamseldin, A. Y. 1997 Application of a neural network technique to rainfall-runoff modelling. *Journal of Hydrology* 199 (3–4), 272–294.

Shannon, C. E. & Weaver, W. 1947 *The Mathematical Theory of Communication*. University of Illinois Press, Urbana, IL, USA.

Sillmann, J., Kharin, V., Zhang, X., Zwiers, F. & Bronaugh, D. 2013 Climate extremes indices in the CMIP5 multi model ensemble: part 1. model evaluation in the present climate. *Journal of Geophysical Research: Atmospheres* 118, 1716–1733. https://doi.org/10.1002/jgrd.50203.

Sotirov, S. A. 2005 Method of accelerating neural network learning. *Neural Processing Letters* 22, 163–169.

Stone, M. C., Hotchkiss, R. H., Hubbard, C. M., Fontaine, T. A., Mearns, L. O. & Arnold, J. G. 2001 Impacts of climate change on Missouri river basin water yield. *Journal of the American Water Resources Association* 37, 1119–1129.

Sudheer, K. P., Nayak, P. C. & Ramasastri, K. S. 2003 Improving peak flow estimates in artificial neural network river flow models. *Hydrological Processes* 17 (3), 677–686.

Svejnar, J. 1986 Bargaining power, fear of disagreement, and wage settlements: theory and evidence from US industry. *Econometric: Journal of the Econometric Society* 54 (5), 1055–1078.

Syme, J., Nancarrow, B. & McCreddin, J. 1999 Defining the components of fairness in the allocation of water to environmental and human uses. *Journal of Environmental Management* 57 (1), 51–70.

Tseng, F. M., Yu, H. C. & Tseng, G. H. 2002 Combining neural network model with seasonal time series ARIMA model. *Technological Forecasting and Social Change* 69, 71–87.

Wood, A. W., Leung, L. R., Sridhar, V. & Lettenmaier, D. 2004 Hydrologic implications of dynamical and statistical approaches to downscaling climate model outputs. *Climatic Change* 62, 189–216. https://doi.org/10.1023/B:CLIM.0000013685.99609.9e.

Zarghami, M., Safari, N., Szidarovszky, F. & Islam, S. 2015 Nonlinear interval parameter programming combined with cooperative games: a tool for addressing uncertainty in water allocation using water diplomacy framework. *Water Resources Management* 29, 4285–4303.

First received 25 July 2019; accepted in revised form 22 May 2020. Available online 17 July 2020