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Abstract

In this paper we study prime, maximal and two–class congruences from the point of view of the relationships between them in various kinds of universal algebras, as well as their direct and inverse images through morphisms. This research has also produced a set of interesting results concerning the prime and the maximal congruences of several kinds of lattices.
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1 Introduction

In this paper, we study prime and maximal congruences in various kinds of algebras; we are interested in the cardinalities of the quotient algebras through these congruences and in the direct and inverse images of these congruences through morphisms. For the properties we obtain, we provide examples in lattices. We also prove a series of results concerning prime and maximal congruences in some classes of lattices.

The paper is structured in nine sections. In Section 2, we recall some previously known results from lattice theory, universal algebra and commutator theory; the results in the following sections are new, with the only exceptions of the results cited from other works and some of those in the final section, which we relate to the present context and derive from the other results we have obtained here; we also acknowledge that the characterizations for the primality of congruences which we have obtained in Section 3 are, up to a point, similar to the one from [1].

Section 3 is concerned with some characterizations for prime congruences which serve us in the following sections for determining the prime congruences of the lattices in the different examples, and in the final section for some results on subdirectly irreducible algebras.

In Section 4, we introduce two important types of morphisms that we study in the following sections: admissible and Max–admissible morphisms, defined by the property that the inverse images of prime, respectively maximal congruences through these morphisms are again prime, respectively maximal congruences. Then we provide some examples, which we also use in the sections which follow. The necessity for the study of admissible morphisms has appeared in the work for [9], and the related notion of Max–admissible morphisms naturally occurs. In the following sections, we cite [9] for several results concerning admissible morphisms.

* Dedicated to the memory of my dear grandmother, Floară–Marieara Mureşan
In Section 5 we determine the prime, maximal and two–class congruences in direct products of algebras and finite ordinal sums of bounded lattices and congruences of the terms of these direct products and ordinal sums, and prove that finite direct products and finite ordinal sums preserve the admissibility and Max–admissibility of morphisms.

In Section 6 we establish the relationships between the sets of the prime, maximal and two–class congruences in certain kinds of universal algebras and lattices, for the purpose of further studying admissible and Max–admissible morphisms based on these relationships.

In Section 7 we obtain several results on cardinalities of quotient algebras through congruences, for certain kinds of congruences, and in relation to the cardinalities of the quotient algebras through the direct and the inverse images of those congruences through morphisms. Then we use these results, as well as those from Section 8, to determine classes of algebras in which all morphisms are admissible and/or Max–admissible, as well as kinds of congruences that are always admissible and/or Max–admissible, classified by the structures of their domain and their co–domain.

In Section 8 we prove other conditions which ensure the admissibility and/or Max–admissibility of morphisms, out of which we mention that surjectivity implies admissibility and Max–admissibility, but the converse does not hold. We also show that the study of admissibility and Max–admissibility reduces to embeddings, and prove that admissibility and Max–admissibility are preserved by quotients.

Section 9 concludes the present paper, by some simple applications of the above to subdirect irreducibility of algebras; some of the results in this section are known; we just show how they can be derived from the previous results in this article.

2 Preliminaries

In this section, we recall some properties of equivalence relations, lattices, morphisms and congruences, and the commutator in congruence–modular varieties, which we need for making this paper self–contained. For a further study of the results on lattices that we point out here and those we shall recall in the following sections, we refer the reader to [2], [3], [4], [5], [6], [10], [15]; for the notions on universal algebras, we recommend [5], [11]; for the results from commutator theory, see [1], [7], [12], [13], [15].

We shall denote by $N$ the set of the natural numbers and by $N^* = N \setminus \{0\}$. Let $M$ be a set. We shall denote by $|M|$ the cardinality of $M$, by $\mathcal{P}(M)$ the set of the subsets of $M$, by $Eq(M)$ the set of the equivalences on $M$, by $\Delta_M = \{(x,x) \mid x \in M\} \subseteq Eq(M)$ and by $\nabla_M = M^2 \subseteq Eq(M)$; for any $\theta \in Eq(M)$, any $a \in M$ and any $S \subseteq M$, $a/\theta$ will denote the equivalence class of $a$ with respect to $\theta$, $S/\theta = \{x/\theta \mid x \in S\}$ and $p_\theta : M \to M/\theta$ shall be the canonical surjection. For any partition $\pi$ of $M$, we shall denote by $eq(\pi)$ the equivalence on $M$ which corresponds to $\pi$; thus we have $M/eq(\pi) = \pi$; if $\pi$ is finite, say $\pi = \{M_1, \ldots, M_n\}$ for some $n \in N^*$, then we denote $eq(M_1, \ldots, M_n) = eq(\pi)$. For any cardinal number $\kappa$, we shall denote by $Eq_\kappa(M) = \{\theta \in Eq(M) \mid |M/\theta| = \kappa\}$.

Let $I$ be a non–empty set, $(A_i)_{i \in I}$ and $(B_i)_{i \in I}$ be families of sets, $A = \prod_{i \in I} A_i$, $B = \prod_{i \in I} B_i$ and $f_i : A_i \to B_i$ for all $i \in I$. Then $f = \prod_{i \in I} f_i : A \to B$ shall have the usual componentwise definition. If $I = \{1, n\}$ for some $n \in N^*$ and $f_1 = \ldots = f_n = h$, then we denote $\prod_{i=1}^n f_i = h^n$. For any $S \subseteq A$, by $a = (a_i)_{i \in I} \in S$ we mean $a_i \in A_i$ for all $i \in I$, such that $a \in S$. If $R_i \subseteq A_i^2$ for all $i \in I$, then we denote by $\prod_{i \in I} R_i = \{(a_i)_{i \in I}, (b_i)_{i \in I} \mid (\forall i \in I)((a_i, b_i) \in R_i)\}$: direct product of binary relations. Clearly, if $\theta_i \in Eq(A_i)$ for all $i \in I$, then $\prod_{i \in I} \theta_i \in Eq_A$.

Now let $M$ and $N$ sets, $h : M \to N$, $X \subseteq M^2$ and $Y \subseteq N^2$. We denote: $h(X) = h^2(X) = \{(h(a), h(b)) \mid (a, b) \in X\} \subseteq N^2$ and $h^*(Y) = h^2)^{-1}(Y) = \{(a, b) \in M^2 \mid (h(a), h(b)) \in Y\} \subseteq M^2$; with the direct images of these functions denoted in the usual way, it is straightforward that $h(\mathcal{E}(M)) \subseteq \mathcal{E}(h(M))$ and $h^*(\mathcal{E}(N)) \subseteq \mathcal{E}(M)$. We also denote by $\ker(h) = \{(a, b) \in M^2 \mid h(a) = h(b)\} = h^*(\Delta_N) \in \mathcal{E}(M)$: the kernel of $h$. It is immediate
that $h(h^*(Y)) = Y \cap h(M^2) = Y \cap h(\nabla_M)$, thus, if $h$ is surjective, then $h(h^*(Y)) = Y$; therefore, if $h$ is surjective, then $h^*(Y) = X$ implies $h(X) = Y$, so $h^*$ is injective. If $h$ is injective, then $h^*(h(X)) = X$, so $h^*$ is surjective. Clearly, if $M \subseteq N$ and $i : M \to N$ is the inclusion map, then $\text{Ker}(i) = i^*(\Delta_N) = \Delta_M$. For any $\theta \in \text{Eq}(M)$, we denote by $X/\theta = p_\theta(X) = \{(a/\theta, b/\theta) \mid (a, b) \in X\}$.

With the notations above, let $U_i \subseteq A_i$ for all $i \in I$, $V_i \subseteq B_i$ for all $i \in I$, $U = \prod_{i \in I} U_i$, $V = \prod_{i \in I} V_i$, $R_i \subseteq A_i$ for all $i \in I$, $S_i \subseteq B_i$ for all $i \in I$, $R = \prod_{i \in I} R_i$ and $S = \prod_{i \in I} S_i$ as direct products of binary relations. Then, clearly, $f(U) = \prod_{i \in I} f_i(U_i)$ and $f^{-1}(V) = \prod_{i \in I} f_i^{-1}(V_i)$, hence $f(R) = \prod_{i \in I} f_i(R_i)$ and $f^*(S) = \prod_{i \in I} f_i^*(S_i)$ as direct products of binary relations, thus $\text{Ker}(f) = f^*(\Delta_B) = f^*(\prod_{i \in I} \Delta_{B_i}) = \prod_{i \in I} \text{Ker}(f_i)$.

Throughout this paper, whenever there is no danger of confusion, any algebra shall be designated by its support set. All algebras shall be considered non–empty; by trivial algebra we mean one–element algebra, and by non–trivial algebra we mean algebra with at least two distinct elements. Any quotient algebra and any direct product of algebras shall be considered with the operations defined canonically. Sometimes, for brevity, we shall denote by $A \cong B$ the fact that two algebras $A$ and $B$ of the same type are isomorphic.

Let $A$ be an algebra. We shall denote by $\text{Con}(A)$ the set of the congruences of $A$ and, for any cardinality $\kappa$, by $\text{Con}_\kappa(A) = \{\theta \in \text{Con}(A) \mid |A/\theta| = \kappa\} = \text{Con}(A) \cap \text{Eq}_\kappa(A)$. For each $X \subseteq A^2$, we shall denote by $C_{GA}(X)$ the congruence of $A$ generated by $X$; for every $a,b \in A$, $C_{GA}\{(a,b)\}$ is also denoted by $C_{GA}(a,b)$ and called the principal congruence of $A$ generated by $(a,b)$. Let $\phi \in \text{Con}(A)$; $\phi$ is said to be finitely generated iff $\phi = C_{GA}(X)$ for some finite subset $X \subseteq A^2$; $\phi$ is called a proper congruence of $A$ iff $\phi \neq \nabla_A$. We recall that the maximal congruences of $A$ are the maximal elements of $(\text{Con}(A) \setminus \{\nabla_A\}, \subseteq)$, and that the set of the maximal congruences of $A$ is denoted by $\text{Max}(A)$. It is well known that $(\text{Con}(A), \lor, \land, \nabla_A, \Delta_A)$ is a bounded lattice, ordered by set inclusion, where, for all $\phi, \psi \in \text{Con}(A)$, $\phi \lor \psi = C_{GA}(\phi \cup \psi)$; moreover, $\text{Con}(A)$ is a complete lattice, in which, for any family $(\phi_i) \subseteq \text{Con}(A)$, $\bigvee_{i \in I} \phi_i = C_{GA}(\bigcup_{i \in I} \phi_i)$. Obviously, $A$ is non–trivial iff $\Delta_A \neq \nabla_A$.

Throughout this paper, any (strict) order or lattice operation shall be denoted in the usual way, excepting particular cases such as lattices of congruences. Let $L$ be a lattice and $x \in L$. We recall that $x$ is called a prime element of $L$ iff, for all $a,b \in L$, $a \land b \leq x$ implies $a \leq x$ or $b \leq x$; $x$ is said to be meet–irreducible in $L$ iff, for all $a,b \in L$, $x = a \land b$ implies $x = a$ or $x = b$; $x$ is said to be strictly meet–irreducible iff there exists $y \in L \mid x < y$. Whenever $x$ has a unique successor in $L$, we shall denote that unique successor by $x^+$.

**Remark 2.1.** Clearly:

- $x$ is strictly meet–irreducible iff $x$ has a unique successor in $L$, namely $x^+ = \min\{y \in L \mid x < y\}$;
- if $x$ is strictly meet–irreducible, then $x$ is meet–irreducible, because, if $a,b \in L$ such that $x = a \land b$, so that $x \leq a$ and $x \leq b$, then $x = a$ or $x = b$, because otherwise we would have $x < a$ and $x < b$, thus $x^+ \leq a$ and $x^+ \leq b$, hence $x^+ \leq a \land b = x < x^+$, a contradiction;
- if $L$ has a 1, then $\{y \in L \mid 1 < y\} = \emptyset$, which has no minimum, thus 1 is not strictly meet–irreducible; obviously, 1 is meet–irreducible.

We shall denote by $\text{Filt}(L)$, $\text{Id}(L)$, $\text{Max}_{\text{Filt}}(L)$, $\text{Max}_{\text{Id}}(L)$, $\text{Spec}_{\text{Filt}}(L)$ and $\text{Spec}_{\text{Id}}(L)$ the sets of the filters, ideals, maximal filters, maximal ideals, prime filters and prime ideals of $L$, respectively. For any $X \subseteq L$, $\{X\}$, respectively, will be the filter, respectively the ideal of $L$ generated by $X$; for any $x \in L$, we shall denote by $[x] = \{\{x\}\}$ and by $(x) = (\{x\})$. The join in each of the lattices $\text{Filt}(L)$ and $\text{Id}(L)$ shall be denoted by $\lor$. If $L$ has a 1, then $\text{Filt}(L)$ is a complete lattice, while, if $L$ has a 0, then $\text{Id}(L)$ is a complete lattice. If $L$ is distributive, then $\varphi_L : \text{Filt}(L) \to \text{Con}(L)$ and $\chi_L : \text{Id}(L) \to \text{Con}(L)$ shall be the canonical lattice embeddings: for all $F \in \text{Filt}(L)$ and all $I \in \text{Id}(L)$, $\varphi_L(F) = \{(x,y) \in L^2 \mid (\exists a \in F)(x \land a = y \land a)\}$ and $\chi_L(I) = \{(x,y) \in L^2 \mid (\exists a \in I)(x \lor a = y \lor a)\}$; it is easy to prove that $F = 1/\varphi_L(F)$ and $\varphi_L(F)$ is
the smallest congruence of $L$ which has $F$ as a class; the dual goes for $\chi_L$. We recall that, if $L$ is a Boolean algebra, then its congruences coincide to those of its underlying lattice, and $\varphi_L$ and $\chi_L$ are bounded lattice isomorphisms. Note, also, that bounded lattice morphisms between Boolean algebras are Boolean morphisms. It is an immediate consequence of The Prime Filter Theorem that, in any distributive lattice, any proper filter equals the intersection of the prime filters that include it. The dual holds for ideals. We shall abbreviate by $ACC$ the ascending chain condition for lattices. We shall denote by $D$ the diamond, by $P$ the pentagon and by $L_n$ the $n$–element chain, for any $n \in \mathbb{N}^*$.

**Remark 2.2.** By [Herbrand] Lemma 6, p. 19, and Lemma 7, p. 20], any class of a congruence of a lattice $L$ is a convex sublattice of $L$, thus it has a unique writing as an intersection between a filter and an ideal of $L$. Clearly, if $S$ is a sublattice of the lattice $L$ and $\theta \in \text{Con}(L)$, then $\theta \cap S^2 \in \text{Con}(S)$.

**Remark 2.3.** [Boo, 4], [Herbrand], [M, 13] Given any lattice $L$:

- for any $\theta \in \text{Con}(L)$, if $L$ has a 0, then $0/\theta \in \text{Id}(L)$, and, if $L$ has a 1, then $1/\theta \in \text{Filt}(L)$;
- the mapping $P \mapsto L \setminus P$ is a bijection between $\text{Spec}_{\text{Filt}}(L)$ and $\text{Spec}_{\text{Id}}(L)$;
- $\text{Con}_2(L) = \{\text{eq}(P, L \setminus P) \mid P \in \text{Spec}_{\text{Filt}}(L)\}$.

**Lemma 2.4.** [Boo, 4], [Herbrand], [M, 13] If $L$ is a chain, then:

- the congruences of $L$ are exactly the equivalences on $L$ whose classes are convex;
- any convex subset of $L$ is the class of a congruence of $L$;
- $\text{Spec}_{\text{Filt}}(L) = \text{Filt}(L) \setminus \{\nabla_L\}$ and $\text{Spec}_{\text{Id}}(L) = \text{Id}(L) \setminus \{\nabla_L\}$;
- for any $\theta \in \text{Con}(L)$ and any $C, D \in L/\theta$, we have the following equivalences: $(\exists x \in C) (\exists y \in D) (x < y)$ iff $(\forall x \in C) (\forall y \in D) (x < y)$ iff $C < D$ in the chain $L/\theta$.

An algebra $A$ is said to be congruence–modular, respectively congruence–distributive, iff the lattice $\text{Con}(A)$ is modular, respectively distributive. An equational class $C$ is said to be congruence–modular, respectively congruence–distributive, iff all algebras from $C$ are congruence–modular, respectively congruence–distributive. The class of lattices is congruence–distributive; for instance, that of commutative rings is congruence–modular and it is not congruence–distributive.

Throughout the rest of this paper, $C$ shall be an equational class of algebras of the same type, $A$ and $B$ shall be algebras from $C$ and $f : A \to B$ shall be a morphism in $C$.

Let us note that, if $I$ is a non–empty set, $(A_i)_{i \in I}$ and $(B_i)_{i \in I}$ are families of algebras in $C$ and, for all $i \in I$, $f_i : A_i \to B_i$, then, clearly: $\prod_{i \in I} f_i$ is a morphism in $C$ iff, for all $i \in I$, $f_i$ is a morphism in $C$.

It is straightforward that, for any $\psi \in \text{Con}(B)$, $f^*(\psi) \subseteq \text{Con}(A)$; thus $\text{Ker}(f) \subseteq \text{Con}(A)$; and, for any $\phi \in \text{Con}(A)$, $f(\phi) = \text{Con}(f(A))$; thus, if $f$ is surjective, then $f(\phi) \in \text{Con}(B)$. It is well known that, for any $\theta \in \text{Con}(A)$, $p_\theta$ is a surjective morphism and the mapping $\gamma \mapsto p_\theta(\gamma) = \gamma/\theta$ sets a bounded lattice isomorphism from $[\theta]$ to $\text{Con}(A/\theta)$, so $\text{Con}(A/\theta) = \{\gamma/\theta \mid \gamma \in [\theta]\}$ and, for all $\gamma \in [\theta]$, $p_\theta(p_\theta(\gamma)) = p_\theta(\gamma/\theta) = \gamma$, thus $\text{Ker}(p_\theta) = p_\theta^{-1}(\Delta_{A/\theta}) = p_\theta^{-1}(\theta/\theta) = \theta$. Thus, for any $\gamma \in [\theta]$ and any $a, b \in A$, the following hold: $(a/\theta, b/\theta) \in \gamma/\theta$ iff $(p_\theta(a), p_\theta(b)) \in p_\theta(\gamma)$ iff $(a, b) \in p_\theta(p_\theta(\gamma))$ iff $(a, b) \in \gamma$. Hence, for any $\alpha, \beta \in [\theta]$: $\alpha/\theta = \beta/\theta$ iff $\alpha = \beta$, and: $\alpha/\theta \subseteq \beta/\theta$ iff $\alpha \subseteq \beta$.

**Remark 2.5.** By the above, for any $\theta \in \text{Con}(A)$, $\text{Con}(A/\theta) = \{\psi/\theta \mid \psi \in [\theta]\}$, hence: $\theta \in \text{Max}(A)$ iff $\theta \neq \nabla_A$ and $[\theta] = \{\theta, \nabla_A\}$ iff $\text{Ker}(A/\theta) = \{\Delta_{A/\theta}, \nabla_{A/\theta}\}$ and $\Delta_{A/\theta} \neq \nabla_{A/\theta}$ iff $\text{Con}(A/\theta) \cong L_2$.

**Theorem 2.6.** [G] If $C$ is congruence–modular, then, for each member $M$ of $C$, there exists a unique binary operation $[\cdot, \cdot]_M$ on $\text{Con}(M)$, called the commutator of $M$, such that, for all $\alpha, \beta \in \text{Con}(M)$, $[\alpha, \beta]_M = \min\{\mu \in \text{Con}(M) \mid \mu \subseteq \alpha \cap \beta$ and, for any algebra $N$ from $C$ and any surjective morphism $h : M \to N$, $h(\mu \vee \text{Ker}(h)) = h^*([h(\alpha \vee \text{Ker}(h)), h(\beta \vee \text{Ker}(h))])_N\).
Proposition 2.7. \cite{7} If \( C \) is congruence–modular, then the commutator in \( C \) is:

- included in the intersection: \([\alpha, \beta]_A \subseteq \alpha \cap \beta \) for all \( \alpha, \beta \in \text{Con}(A) \);
- commutative, that is \([\alpha, \beta]_A = [\beta, \alpha]_A \) for all \( \alpha, \beta \in \text{Con}(A) \);
- increasing in both arguments, that is, for all \( \alpha, \beta, \phi, \psi \in \text{Con}(A) \), if \( \alpha \subseteq \beta \) and \( \phi \subseteq \psi \), then \([\alpha, \phi]_A \subseteq [\beta, \psi]_A \);
- distributive in both arguments with respect to arbitrary joins, that is, for any non–empty families \((\alpha_i)_{i \in I}\) and \((\beta_j)_{j \in J}\) of congruences of \( A \), we have \( [\bigvee_{i \in I} \alpha_i, \bigvee_{j \in J} \beta_j]_A = \bigvee_{i \in I} \bigvee_{j \in J} [\alpha_i, \beta_j]_A \).

Theorem 2.8. \cite{7} If \( C \) is congruence–distributive, then, in each member of \( C \), the commutator coincides to the intersection of congruences.

Following \cite{7}, if \( C \) is congruence–modular and \( \phi \) is a proper congruence of \( A \), then we call \( \phi \) a prime congruence iff, for all \( \alpha, \beta \in \text{Con}(A) \), \([\alpha, \beta]_A \subseteq \phi \) implies \( \alpha \subseteq \phi \) or \( \beta \subseteq \phi \). The set of the prime congruences of \( A \) shall be denoted by \( \text{Spec}(A) \). Note that not every algebra in a congruence–modular equational class has prime congruences.

Remark 2.9. Theorem 2.8 shows that, if \( C \) is congruence–distributive, then the prime congruences of \( A \) are exactly the prime elements of the lattice \( \text{Con}(A) \). Note that the same holds if \( C \) is congruence–modular and the commutator in \( A \) equals the intersection of congruences.

We recall that \( C \) is said to be semi–degenerate iff no non–trivial algebra in \( C \) has trivial subalgebras. For instance, the class of bounded lattices is semi–degenerate, and so is any class of bounded ordered structures.

Proposition 2.10. \cite{12} The following are equivalent:

- \( C \) is semi–degenerate;
- for all members \( M \) of \( C \), \( \nabla_M \) is finitely generated.

Lemma 2.11. \cite{1} Theorem 5.3 \cite{1} If \( C \) is congruence–modular and \( \nabla_A \) is finitely generated, then:

- any proper congruence of \( A \) is included in a maximal congruence of \( A \);
- any maximal congruence of \( A \) is prime.

Remark 2.12. \cite{1} By Lemma 2.11 if \( C \) is congruence–modular, \( \nabla_A \) is finitely generated and \( A \) is non–trivial, so that \( \Delta_A \) is a proper congruence of \( A \), then \( \emptyset \neq \text{Max}(A) \subseteq \text{Spec}(A) \).

- Proposition 2.10 shows that, if \( C \) is congruence–modular and semi–degenerate, then every member of \( C \) fulfills the properties stated in Lemma 2.11.

Proposition 2.13. \cite{7} Theorem 8.5, p. 85 \cite{7} If \( C \) is congruence–modular, then the following are equivalent:

- for any algebra \( M \) from \( C \), \( [\nabla_M, \nabla_M]_M = \nabla_M \);
- for any algebra \( M \) from \( C \) and any \( \theta \in \text{Con}(M) \), \( [\theta, \nabla_M]_M = \theta \);
- for any \( n \in \mathbb{N}^* \) and any algebras \( M_1, \ldots, M_n \) from \( C \), \( \text{Con}(\prod_{i=1}^{n} M_i) = \{ \prod_{i=1}^{n} \theta_i \mid (\forall i \in \mathbb{N}, (\theta_i \in \text{Con}(M_i)))). \)
Remark 2.14. Clearly, by Theorem 2.8 if \( C \) is congruence–distributive, then \( C \) fulfills the equivalent conditions from Proposition 2.13.

Lemma 2.15. [1, Lemma 5.2] If \( C \) is congruence–modular and semi–degenerate, then \( C \) fulfills the equivalent conditions from Proposition 2.13.

Proposition 2.16. [14, Theorem 5.17, p. 48] Assume that \( C \) is congruence–modular, and let \( n \in \mathbb{N}^* \), \( M_1, \ldots, M_n \) be algebras from \( C \), \( M = \prod_{i=1}^{n} M_i \) and, for all \( i \in \{1, \ldots, n\} \), \( \alpha_i, \beta_i \in \text{Con}(M_i) \). Then:

\[
\prod_{i=1}^{n} \alpha_i, \prod_{i=1}^{n} \beta_i \mid M = \prod_{i=1}^{n} (\alpha_i, \beta_i)_{M_i}.
\]

3 Primality Versus Meet–irreducibility of Congruences

In this section, we present some characterizations for prime congruences that will be useful in the examples we shall provide in the following sections. Throughout this section, \( L \) shall be a lattice and \( x \in L \).

Lemma 3.1. Then the following are equivalent:

(i) \( x \) is strictly meet–irreducible in \( L \);
(ii) \( x \) is meet–irreducible in \( L \) and \( x \) has successors in \( L \).

Proof. (i) \( \Rightarrow \) (ii): By Remark 2.1.

(ii) \( \Rightarrow \) (i): If \( a \) and \( b \) would be two distinct successors of \( x \) in \( L \), then we would have \( x = a \land b, x < a \) and \( x < b \), which would contradict the fact that \( x \) is meet–irreducible. Thus \( x \) has a unique successor in \( L \), which means that \( x \) is strictly meet–irreducible by Remark 2.1.

Proposition 3.2. If \( [x] \) is finite, then the following are equivalent:

(i) \( x \) is strictly meet–irreducible in \( L \);
(ii) \( x \) is meet–irreducible in \( L \) and \( x \neq 1 \).

Proof. Clearly, if \( L \) has finite filters, then \( L \) has a 1. Now apply Lemma 3.1 and the fact that, if \( [x] \) is finite, then 1 is the only element of \( [x] \) without successors in \( L \).

Corollary 3.3. If the lattice \( L \) is finite, then the following are equivalent:

(i) \( x \) is strictly meet–irreducible in \( L \);
(ii) \( x \) is meet–irreducible in \( L \) and \( x \neq 1 \).

The following characterization for the primality of congruences is, up to a point, similar to the one from [1, Proposition 1.2], so we may say that this is simply a tinting of this result of P. Agliano:

Proposition 3.4. Assume that \( C \) is congruence–modular, and let \( \phi \in \text{Con}(A) \) such that \( [\phi, \phi] = \phi \). Then:

(i) if \( \phi \) is strictly meet–irreducible and \( [\phi^+, \phi^+]_A \neq \phi \), then \( \phi \in \text{Spec}(A) \);
(ii) if \( \phi \in \text{Spec}(A) \), then \( \phi \) is proper and meet–irreducible and \( [\alpha, \beta]_A \neq \phi \) for any \( \alpha, \beta \in \text{Con}(A) \) such that \( \phi \not\subseteq \alpha \) and \( \phi \not\subseteq \beta \);
(iii) if \( [\phi] \) is finite, then: \( \phi \in \text{Spec}(A) \) iff \( \phi \) is strictly meet–irreducible and \( [\phi^+, \phi^+]_A \neq \phi \) iff \( \phi \) is proper and meet–irreducible and \( [\alpha, \beta]_A \neq \phi \) for any \( \alpha, \beta \in \text{Con}(A) \) such that \( \phi \not\subseteq \alpha \) and \( \phi \not\subseteq \beta \);
(iv) if \( \text{Con}(A) \) is finite, then: \( \phi \in \text{Spec}(A) \) iff \( \phi \) is strictly meet–irreducible and \( [\phi^+, \phi^+]_A \neq \phi \) iff \( \phi \) is proper and meet–irreducible and \( [\alpha, \beta]_A \neq \phi \) for any \( \alpha, \beta \in \text{Con}(A) \) such that \( \phi \not\subseteq \alpha \) and \( \phi \not\subseteq \beta \).
Proof. Assume that $\phi$ is strictly meet–irreducible and $[\phi^+, \phi^+]_A \neq \phi$, and let $\alpha, \beta \in \text{Con}(A)$ such that $[\alpha, \beta]_A \subseteq \phi$. Then, by Proposition 2.7, $[\alpha, \beta]_A \cap [\phi, \phi]_A = [\alpha, \beta]_A \cap [\phi, \phi]_A \leq \phi \vee \phi = \phi$, and we have $\phi \subseteq \alpha \cap \beta$ and $\phi \subseteq \beta \cap \phi$. Assume by absurdum that $\phi \subseteq \alpha \cap \beta$ and $\phi \subseteq \beta \cap \phi$, so that $\phi^+ \subseteq \alpha \cap \beta$ and $\phi^+ \subseteq \beta \cap \phi$. Then, by Proposition 2.7, $\phi = [\phi, \phi]_A \leq [\phi^+, \phi^+]_A \leq [\alpha \cup \beta \cup \phi]_A \subseteq \phi$, hence $[\phi^+, \phi^+]_A = \phi$; we have a contradiction. Thus $\alpha \cap \beta = \phi$ or $\beta \cap \phi = \phi$, that is $\alpha \subseteq \phi$ or $\beta \subseteq \phi$. Hence $\phi \in \text{Spec}(A)$.

By 3.1, Propositions 3.2 and 2.7 and the fact that, when $\phi^+$ exists, we have $\phi \subseteq \phi^+$ and, for any $\alpha \in \text{Con}(A)$, $\phi \subseteq \phi$ if $\phi^+ \subseteq \alpha$.

Corollary 3.5. Assume that $C$ is congruence–distributive, or that it is is congruence–modular and the commutator in $A$ equals the intersection, and let $\phi \in \text{Con}(A)$. Then:

(i) if $\phi$ is strictly meet–irreducible, then $\phi \in \text{Spec}(A)$;

(ii) if $\phi \in \text{Spec}(A)$, then $\phi$ is proper and meet–irreducible;

(iii) if $[\phi]$ is finite, then: $\phi \in \text{Spec}(A)$ iff $\phi$ is strictly meet–irreducible iff $\phi$ is proper and meet–irreducible;

(iv) if $\text{Con}(A)$ is finite, then: $\phi \in \text{Spec}(A)$ iff $\phi$ is strictly meet–irreducible iff $\phi$ is proper and meet–irreducible.

Proof. By Proposition 3.4 and Theorem 2.8 which ensures us that $[\phi, \phi]_A = \phi \cap \phi = \phi$, that, when $\phi^+$ exists, $[\phi^+ \cap \phi^+]_A = \phi^+ \cap \phi^+ = \phi^+ \neq \phi$, and, for any $\alpha, \beta \in \text{Con}(A)$, $[\alpha, \beta]_A = \phi$ means that $\alpha \cap \beta = \phi$.

Note that 3.1 is also a direct consequence of 11. Proposition 1.2.

Proposition 3.6. Assume that $C$ is congruence–distributive, or that it is is congruence–modular and the commutator in $A$ equals the intersection. If $\text{Con}(A)$ is a Boolean algebra, then $\text{Spec}(A) = \text{Max}(A)$.

Proof. It is well known that the prime ideals of a Boolean algebra coincide to its maximal ideals. Let $\phi \in \text{Con}(A)$. Then, by Remark 2.9, the definition of a prime element and that of a prime ideal, we have the following: $\phi \in \text{Spec}(A)$ iff, for all $\alpha, \beta \in \text{Con}(A)$, $\alpha \cap \beta \subseteq \phi$ iff $\alpha \subseteq \phi$ or $\beta \subseteq \phi$, iff, for all $\alpha, \beta \in \text{Con}(A)$, $\alpha \cap \beta \subseteq (\phi)$ iff $\alpha \in (\phi)$ or $\beta \in (\phi)$, iff $(\phi)$ is a prime ideal of $\text{Con}(A)$ iff $(\phi)$ is a maximal ideal of $\text{Con}(A)$ iff $\phi$ is a co–atom of the Boolean algebra $\text{Con}(A)$ iff $\phi \in \text{Max}(A)$. Therefore $\text{Spec}(A) = \text{Max}(A)$.

In the examples that follow, we shall use Remark 2.9 to determine the congruences of the lattices, and Corollary 3.5, 3.1, and Remark 2.1, to determine their prime congruences, which, since their lattices of congruences are finite, are exactly the elements of these lattices which have unique successors in these lattices. The configurations of their lattices of congruences will give us their maximal congruences.

4 Admissible and Max–admissible Morphisms

In 9, we study properties Going Up and Lying Over in Congruence–modular Algebras. The study of these properties in this general context necessitates a preliminary study of a certain kind of morphisms we have called admissible morphisms. Here we just recall their definition, and we also define another kind of admissibility for morphisms, then we give some examples. We shall continue the study of these kinds of morphisms in the following sections.

Following 9, if $C$ is congruence–modular, then we call $f$ an admissible morphism iff $f^*(\psi) \in \text{Spec}(A)$ for all $\psi \in \text{Spec}(B)$. By analogy, we call $f$ a Max–admissible morphism iff $f^*(\psi) \in \text{Max}(A)$ for all $\psi \in \text{Max}(B)$. These two notions are non–trivial and independent of each other, as shown by the following example:
Example 4.1. Let $\mathcal{L}_2^1$, $\mathcal{P}$ and $\mathcal{D}$ have the elements denoted as below, $i : \mathcal{L}_2^2 \to \mathcal{P}$ and $j : \mathcal{L}_2^2 \to \mathcal{D}$ be the canonical bounded lattice embeddings and $g : \mathcal{P} \to \mathcal{L}_2^3$ and $h : \mathcal{P} \to \mathcal{D}$ be the bounded lattice morphisms given by the following tables:

\[
\begin{array}{c|cccc}
\mathcal{L}_2^2 & 1 & y & z & 1 \\
\hline
\mathcal{P} & 0 & x & y & z & 1 \\
\hline
\mathcal{D} & 0 & x & y & z & 1 \\
\end{array}
\]

Let $g(u) = 0$, $h(u) = 0$ and notice that Spec($\mathcal{L}_2^2$) = $\{\Delta_{\mathcal{L}_2^2}, \rho, \sigma, \nabla_{\mathcal{L}_2^2}\} \cong \mathcal{L}_2^2$, where $\rho = eq(\{0, x\}, \{y, 1\})$ and $\sigma = eq(\{0, y\}, \{x, 1\})$, so Spec($\mathcal{L}_2^2$) = Max($\mathcal{L}_2^2$) = $\{\rho, \sigma\}$. Con($\mathcal{D}$) = $\{\Delta_{\mathcal{D}}, \nabla_{\mathcal{D}}\} \cong \mathcal{L}_2$, so Spec($\mathcal{D}$) = Max($\mathcal{D}$) = $\{\Delta_{\mathcal{D}}\}$. See above the lattice of congruences of $\mathcal{P}$, where $\alpha = eq(\{0, y, z\}, \{x, 1\})$, $\beta = eq(\{0, x\}, \{y, z, 1\})$ and $\gamma = eq(\{0\}, \{x\}, \{y, z\}, \{1\})$, and notice that Spec($\mathcal{P}$) = $\{\Delta_{\mathcal{P}}, \alpha, \beta\}$ and Max($\mathcal{P}$) = $\{\alpha, \beta\}$.

Because we shall use this later, let us also note that Con($\mathcal{L}_2^1$) = $\{\Delta_{\mathcal{L}_2^1}, \rho, \sigma, \nabla_{\mathcal{L}_2^1}\} \cong \mathcal{L}_2$, where $\rho = eq(\{0, x\}, \{y, 1\})$ and $\sigma = eq(\{0, y\}, \{x, 1\})$, so Spec($\mathcal{L}_2^1$) = Max($\mathcal{L}_2^1$) = $\{\rho, \sigma\}$. Con($\mathcal{P}$) = $\{\Delta_{\mathcal{P}}\}$ and Con($\mathcal{D}$) = $\{\Delta_{\mathcal{D}}\}$.

Because it will prove important later on, here is an example of a morphism which is both admissible and Max–admissible, but it is not surjective and does not have the co–domain given by a bounded distributive lattice or a lattice which can be obtained through the constructions in Proposition 6.12 below: let $k : \mathcal{D} \to E$ be the canonical bounded lattice embedding of $\mathcal{D}$ into the lattice $E$ given by the following Hasse diagram, embedding which is clearly not surjective:

\[
\begin{array}{c|cccc}
\mathcal{D} & 0 & x & y & z \\
\hline
\mathcal{E} & 0 & x & t & z \\
\end{array}
\]

Con($E$) = $\{\Delta_E, \varepsilon, \nabla_E\} \cong \mathcal{L}_3$, where $\varepsilon = eq(\{0\}, \{x\}, \{y, t\}, \{z\}, \{1\})$, so Spec($E$) = $\{\Delta_E, \varepsilon\}$ and Max($E$) = $\{\varepsilon\}$. $k^*(\Delta_E) = k^*(\varepsilon) = \Delta_{\mathcal{D}} \in$ Spec($\mathcal{D}$) = Max($\mathcal{D}$), so $k$ is admissible and Max–admissible.

Remark 4.2. Because we shall use this later, let us also note that Con($\mathcal{L}_2^1$) = $\{\Delta_{\mathcal{L}_2^1}, \nabla_{\mathcal{L}_2^1}\} \cong \mathcal{L}_2$. Just as $\mathcal{L}_2^1$, this is a finite Boolean lattice, thus it is isomorphic to its lattice of congruences.

5 Congruences in Direct Products of Algebras and Ordinal Sums of Bounded Lattices

The first results in this section refer to direct products of algebras with the property that all their congruences are products of congruences of the terms of those direct products; for such direct products, we determine the form of the prime, maximal and two–class congruences; in the following sections, it will become clear why these kinds of congruences are important and related to each other. Then we do the same for finite ordinal sums of bounded lattices, and we prove that admissibility and Max–admissibility are preserved by finite direct products and, in the case of lattices, also by finite ordinal sums.
Remark 5.1. • If \((A_i)_{i \in I}\) is a non-empty family of sets and \(\alpha_i \in \text{Eq}(A_i)\) for all \(i \in I\), then, as stated in Section 2, \(\prod_{i \in I} \alpha_i \in \text{Eq}(\prod_{i \in I} A_i)\), and it is immediate that \(|\prod_{i \in I} A_i/\langle \prod_{i \in I} \alpha_i \rangle| = |\prod_{i \in I} A_i/\alpha_i| = |\prod_{i \in I} A_i/\langle \alpha_i \rangle|\), because the map \((a_i/\alpha_i)_{i \in I} \mapsto (a_i)_{i \in I}/(\prod_{i \in I} \alpha_i)\) sets a bijection from \(\prod_{i \in I} A_i/\alpha_i\) to \(\prod_{i \in I} A_i/\langle \alpha_i \rangle\).

• Furthermore, if \((A_i)_{i \in I}\) is a family of algebras from \(\mathcal{C}\) and \(\alpha_i \in \text{Con}(A_i)\) for all \(i \in I\), then, clearly, \(\prod_{i \in I} \alpha_i \in \text{Con}(\prod_{i \in I} A_i)\) and the map defined above is an isomorphism between the algebras \(\prod_{i \in I} A_i/\alpha_i\) and \((\prod_{i \in I} A_i)/\langle \prod_{i \in I} \alpha_i \rangle\).

Lemma 5.2. If \((A_i)_{i \in I}\) is a non-empty family of algebras from \(\mathcal{C}\), \(A = \prod_{i \in I} A_i\) and \(\text{Con}(A) = \{\prod_{i \in I} \theta_i \mid (\forall i \in I) (\theta_i \in \text{Con}(A_i))\}\), then:

(i) \(\text{Con}_2(A) = \bigcup_{i \in I} \{\theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \mid \theta_i \in \text{Con}_2(A_i)\}\);

(ii) \(\text{Max}(A) = \bigcup_{i \in I} \{\theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \mid \theta_i \in \text{Max}(A_i)\}\); \(\text{Max}(A) = \text{Con}_2(A)\) iff \(\text{Max}(A_i) = \text{Con}_2(A_i)\) for all \(i \in I\);

(iii) if \(\mathcal{C}\) is congruence-modular and, for any families \((\alpha_i)_{i \in I}\) and \((\beta_i)_{i \in I}\) such that \(\alpha_i, \beta_i \in \text{Con}(A_i)\) for all \(i \in I\), we have \(\prod_{i \in I} \alpha_i, \prod_{i \in I} \beta_i = \sum_{i \in I} [\alpha_i, \beta_i]_{A_i}\), then: \(\text{Spec}(A) = \bigcup_{i \in I} \{\theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \mid \theta_i \in \text{Spec}(A_i)\}\);

\(\text{Spec}(A) = \text{Con}_2(A)\) iff \(\text{Spec}(A_i) = \text{Con}_2(A_i)\) for all \(i \in I\); \(\text{Spec}(A) = \text{Max}(A)\) iff \(\text{Spec}(A_i) = \text{Max}(A_i)\) for all \(i \in I\).

Proof. By the form of \(\text{Con}(A)\) stated in the enunciation and the fact that, by Remark 5.1, for any \((\theta_j)_{j \in I} \in \{\prod_{j \in I} \text{Con}(A_j)\}\), we have: \(\prod_{j \in I} \theta_j \in \text{Con}_2(A)\) iff, for some \(i \in I\), \(\theta_i \in \text{Con}_2(A_i)\) and, for all \(j \in I \setminus \{i\}\), \(\theta_j \in \text{Con}_1(A_j) = \{\nabla_{A_j}\}\).

Let \(i \in I\), \(\theta_i \in \text{Max}(A_i) \subseteq \text{Con}(A_i) \setminus \{\nabla_{A_i}\}\), and \(\theta = \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \in \text{Con}(A) \setminus \{\nabla_A\}\). Let \(\mu \in \text{Con}(A)\) such that \(\theta \subseteq \mu\). Then, by the hypothesis on the form of \(\text{Con}(A)\), \(\mu = \prod_{j \in I} \mu_j\) for some \((\mu_j)_{j \in I} \in \{\prod_{j \in I} \text{Con}(A_j)\}\).

Since \(\mu \subseteq \theta\), it follows that \(\mu_j = \nabla_{A_j}\) for all \(j \in I \setminus \{i\}\), and \(\mu_i \supseteq \theta_i \in \text{Max}(A_i)\), hence \(\mu_i = \nabla_{A_i}\). Thus \(\mu = \prod_{j \in I} \nabla_{A_j} = \nabla_A\). Therefore \(\theta \in \text{Max}(A)\).

Now let \(\theta \in \text{Max}(A)\), so that \(\theta = \prod_{j \in I} \theta_j\) for some \((\theta_j)_{j \in I} \in \{\prod_{j \in I} \text{Con}(A_j)\}\). Then \(\theta \neq \nabla_A\), so there exists an \(i \in I\) such that \(\theta_i \neq \nabla_{A_i}\). Assume by absurdum that \(\theta_i \notin \text{Max}(A_i)\), so that there exists a \(\mu_i \in \text{Con}(A_i)\) with \(\theta_i \subseteq \mu_i \subseteq \nabla_{A_i}\). Then \(\theta = \prod_{j \in I} \theta_j \subseteq \mu_i \times \prod_{j \in I \setminus \{i\}} \theta_j \subseteq \mu_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \subseteq \nabla_{A_i} = \nabla_A\), which contradicts the fact that \(\theta \in \text{Max}(A)\). So \(\theta_i \in \text{Max}(A_i)\). Now assume by absurdum that there exists a \(k \in I \setminus \{i\}\) such that \(\theta_k \neq \nabla_{A_k}\). Then \(\theta = \prod_{j \in I} \theta_j \subseteq \nabla_{A_i} \times \prod_{j \in I \setminus \{i\}} \theta_j \subseteq \prod_{j \in I} \nabla_{A_j} = \nabla_A\), which contradicts the fact that \(\theta \in \text{Max}(A)\).

Hence \(\theta = \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j}\).

By (i), we get the second statement.
Let $i \in I$, $\theta_i \in \text{Spec}(A_i) \subseteq \text{Con}(A_i) \setminus \{\nabla_{A_i}\}$, and $\theta = \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \in \text{Con}(A) \setminus \{\nabla_A\}$. Let $\alpha, \beta \in \text{Con}(A)$ such that $[\alpha, \beta]_A \not\subseteq \theta$. Then $\alpha = \prod_{j \in I} \alpha_j$ and $\beta = \prod_{j \in I} \beta_j$ for some $(\alpha_j)_{j \in I}, (\beta_j)_{j \in I} \in \prod_{j \in I} \text{Con}(A_j)$. Then $\theta = \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \supseteq [\alpha, \beta]_A = \prod_{j \in I} \alpha_j, [\beta_j]_{A_j} = \prod_{j \in I} (\alpha_j, \beta_j)_{A_j}$, but $[\alpha_i, \beta_i]_{A_i} \subseteq \theta_i \in \text{Spec}(A_i)$, hence $\alpha_i \subseteq \theta_i$ or $\beta_i \subseteq \theta_i$. Hence $\alpha = \prod_{j \in I} \alpha_j \subseteq \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} = \theta$ and $\beta = \prod_{j \in I} \beta_j \subseteq \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} = \theta$, therefore $\theta \in \text{Spec}(A)$.

Now let $\theta \in \text{Spec}(A) \subseteq \text{Con}(A) \setminus \{\nabla_A\}$, so that $\theta = \prod_{j \in I} \theta_j$ for some $(\theta_j)_{j \in I} \in \prod_{j \in I} \text{Con}(A_j)$ and there exists an $i \in I$ such that $\theta_i \notin \nabla_{A_i}$. Assume by absurdum that $\theta_i \notin \text{Spec}(A_i)$, so that there exist $\alpha_i, \beta_i \in \text{Con}(A_i)$ such that $[\alpha_i, \beta_i]_{A_i} \subseteq \theta_i$, but $\alpha_i \not\subseteq \theta_i$ and $\beta_i \not\subseteq \theta_i$. Let $\alpha = \alpha_i \times \prod_{j \in I \setminus \{i\}} \theta_j \in \text{Con}(A)$ and $\beta = \beta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \in \text{Con}(A)$. Then $\alpha \not\subseteq \theta$ and $\beta \not\subseteq \theta$, but $[\alpha, \beta]_A = [\alpha_i, \beta_i]_{A_i} \times \prod_{j \in I \setminus \{i\}} \theta_j, \nabla_{A_j} |_{A_j} = [\alpha_i, \beta_i]_{A_i} \times \prod_{j \in I \setminus \{i\}} \theta_j \subseteq \prod_{j \in I} \theta_j = \theta$, which contradicts the fact that $\theta \in \text{Spec}(A)$. Hence $\theta_i \notin \text{Spec}(A_i)$. Now assume by absurdum that there exists a $k \in I \setminus \{i\}$ such that $\theta_k \neq \nabla_{A_k}$. Let $\alpha = \nabla_{A_i} \times \prod_{j \in I \setminus \{i\}} \theta_j \in \text{Con}(A)$ and $\beta = \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \in \text{Con}(A)$. Since $\nabla_{A_i} \iff \theta_i$, we have $\alpha \not\subseteq \theta$; since $\nabla_{A_k} \not\subseteq \theta_k$, we have $\beta \not\subseteq \theta$. But $[\alpha, \beta]_A = [\nabla_{A_i}, \theta_i]_{A_i} \times \prod_{j \in I \setminus \{i\}} [\theta_j, \nabla_{A_j}]_{A_j} = \prod_{j \in I} \theta_j = \theta \subseteq \theta$, which contradicts the fact that $\theta \in \text{Spec}(A)$. Hence $\theta = \theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j}$.

By Lemma 5.2, we get the second statement. By 3, we get the third statement.

**Proposition 5.3.** If $\mathcal{C}$ is congruence–modular and fulfills the equivalent conditions from Proposition 2.13 then, for any $n \in \mathbb{N}^*$ and any algebras $A_1, \ldots, A_n$ from $\mathcal{C}$, if $A = \prod_{i=1}^n A_i$, then:

(i) $\text{Con}(A) = \bigcup_{i=1}^n \{\theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \mid \theta_i \in \text{Con}(A_i)\}$;

(ii) $\text{Max}(A) = \bigcup_{i=1}^n \{\theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \mid \theta_i \in \text{Max}(A_i)\}$; $\text{Max}(A) = \text{Con}(A)$ iff $\text{Max}(A_i) = \text{Con}(A_i)$ for all $i \in \overline{1, n}$;

(iii) $\text{Spec}(A) = \bigcup_{i=1}^n \{\theta_i \times \prod_{j \in I \setminus \{i\}} \nabla_{A_j} \mid \theta_i \in \text{Spec}(A_i)\}$; $\text{Spec}(A) = \text{Con}(A)$ iff $\text{Spec}(A_i) = \text{Con}(A_i)$ for all $i \in \overline{1, n}$; $\text{Spec}(A) = \text{Max}(A)$ iff $\text{Spec}(A_i) = \text{Max}(A_i)$ for all $i \in \overline{1, n}$.

**Proof.** By Lemma 5.2 and Proposition 2.13.

**Corollary 5.4.** If $\mathcal{C}$ is congruence–modular and fulfills the equivalent conditions from Proposition 2.13 then, for any $n \in \mathbb{N}^*$, if $A_i$ and $B_i$ are algebras from $\mathcal{C}$ and $f_i : A_i \to B_i$ is a morphism in $\mathcal{C}$ for every $i \in \overline{1, n}$, then:

(i) $\prod_{i=1}^n f_i$ is $\text{Max}$–admissible iff $f_1, \ldots, f_n$ are $\text{Max}$–admissible;
Lemma 5.8. For any lattices $L$ and $M$ such that $L$ has a 1 and $M$ has a 0, we shall denote by $L \oplus M$ the ordinal sum of $L$ with $M$ and, for any $\alpha \in \text{Con}(L)$ and any $\beta \in \text{Con}(M)$, by $\alpha \oplus \beta = \text{eq}(\{(L/\alpha \\cap \{c/\beta\}) \cup \{\beta/\alpha \cup c/\beta\})$, where $c$ is the common element of $L$ and $M$ in $L \oplus M$.

Remark 5.5. Statement (i) in Corollary 5.4 also holds for an arbitrary non–empty index set $I$ instead of $1, n$, if both $\prod_{i \in I} A_i$ and $\prod_{i \in I} B_i$ have the congruences as in the enunciation of Lemma 5.2 if, furthermore, both $\prod_{i \in I} A_i$ and $\prod_{i \in I} B_i$ fulfill the condition on the commutator from Lemma 5.2 (ii), then statement (i) in Corollary 5.4 holds, as well.

Corollary 5.6. If $C$ is congruence–modular and semi–degenerate or congruence–distributive, then $C$ fulfills the properties from Proposition 5.3 and Corollary 5.4.

Proof. By Remark 2.14 and Lemma 2.15.

For any lattices $L$ and $M$ such that $L$ has a 1 and $M$ has a 0, we shall denote by $L \oplus M$ the ordinal sum of $L$ with $M$ and, for any $\alpha \in \text{Con}(L)$ and any $\beta \in \text{Con}(M)$, by $\alpha \oplus \beta = \text{eq}(\{(L/\alpha \\cap \{c/\beta\}) \cup \{\beta/\alpha \cup c/\beta\})$, where $c$ is the common element of $L$ and $M$ in $L \oplus M$.

Lemma 5.7. $[8, 13]$ For any lattices $L$ and $M$ such that $L$ has a 1 and $M$ has a 0, $\text{Con}(L \oplus M) = \{\alpha \oplus \beta \mid \alpha \in \text{Con}(L), \beta \in \text{Con}(M)\} \equiv \text{Con}(L) \times \text{Con}(M)$.

Lemma 5.8. For any lattices $L$ and $M$ such that $L$ has a 1 and $M$ has a 0, any $\alpha \in \text{Con}(L)$ and any $\beta \in \text{Con}(M)$, $|(L \oplus M)/(\alpha \oplus \beta)| = |L/\alpha| + |M/\beta| - 1$.

Proof. Clear, from the definition of $\alpha \oplus \beta$.

Proposition 5.9. Let $n \in \mathbb{N}^*$, $L_1, \ldots, L_n$ be bounded lattices and $L = \bigoplus_{i=1}^{n} L_i$. Then:

(i) $\text{Con}(L) = \left\{ \bigoplus_{i=1}^{n} \theta_i \mid (\forall i \in \overline{1,n}) (\theta_i \in \text{Con}(L_i)) \right\} \cong \prod_{i=1}^{n} \text{Con}(L_i)$;

(ii) for all $\theta_1 \in \text{Con}(L_1), \ldots, \theta_n \in \text{Con}(L_n)$, if $\theta = \bigoplus_{i=1}^{n} \theta_i$, then $|L/\theta| = \left( \sum_{i=1}^{n} |L_i/\theta_i| \right) - n + 1$;

(iii) $\text{Con}_2(L) = \bigcup_{i=1}^{n} \{ \nabla L_i \oplus \nabla L_2 \oplus \ldots \oplus \nabla _{i-1} \oplus \theta_i \oplus \nabla _{i+1} \oplus \ldots \oplus \nabla _{L_n} \mid \theta_i \in \text{Con}_2(L_i) \}$;

(iv) $\text{Max}(L) = \bigcup_{i=1}^{n} \{ \nabla L_1 \oplus \nabla L_2 \oplus \ldots \oplus \nabla _{i-1} \oplus \theta_i \oplus \nabla _{i+1} \oplus \ldots \oplus \nabla _{L_n} \mid \theta_i \in \text{Max}(L_i) \};$ $\text{Max}(L) = \text{Con}_2(L)$ iff $\text{Max}(L_i) = \text{Con}_2(L_i)$ for all $i \in \overline{1,n}$;

(v) $\text{Spec}(L) = \bigcup_{i=1}^{n} \{ \nabla L_1 \oplus \nabla L_2 \oplus \ldots \oplus \nabla _{i-1} \oplus \theta_i \oplus \nabla _{i+1} \oplus \ldots \oplus \nabla _{L_n} \mid \theta_i \in \text{Spec}(L_i) \};$ $\text{Spec}(L) = \text{Con}_2(L)$ iff $\text{Spec}(L_i) = \text{Con}_2(L_i)$ for all $i \in \overline{1,n}$.

Proof. (i) By Lemma 5.7
(ii) By Lemma 5.8
(iii) By (i) and (ii).
(iv) and (v) follow from (i) and (iii) through a straightforward proof similar to the one for Lemma 5.2.

\[ \square \]
If \( L, L', M \) and \( M' \) are bounded lattices and \( h : L \to M \) and \( h' : L' \to M' \) are bounded lattice morphisms, then we shall denote by \( h \oplus h' : L \oplus L' \to M \oplus M' \) the function defined by: for all \( x \in L \oplus L' \), \( (h \oplus h')(x) = \begin{cases} h(x), & x \in L, \\ h'(x), & x \in L'. \end{cases} \) Clearly, \( h \oplus h' \) is a bounded lattice morphism.

**Corollary 5.10.** Let \( n \in \mathbb{N}^* \), \( L_i \) and \( M_i \) be bounded lattices and \( h_i : L_i \to M_i \) be a bounded lattice morphism for every \( i \in \overline{1, n} \), and \( h = \bigoplus_{i=1}^n h_i : \bigoplus_{i=1}^n L_i \to \bigoplus_{i=1}^n M_i \). Then:

- \( h \) is Max–admissible iff \( h_1, \ldots, h_n \) are Max–admissible;
- \( h \) is admissible iff \( h_1, \ldots, h_n \) are admissible.

**Remark 5.11.** The statements in Proposition 5.9 and Corollary 5.10 hold even if \( L_1 \) and \( M_1 \) do not have a 0 and \( L_n \) and \( M_n \) do not have a 1.

The statements in Proposition 5.9 also hold for any bounded ordered structures whose ordinal sums have congruences exactly of the form in Lemma 5.7, if such structures have the property that the ordinal sum between two morphisms, defined as above, is again a morphism, then they also fulfill the statements in Corollary 5.10.

### 6 Prime, Maximal and Two–class Congruences in Particular Kinds of Lattices and Universal Algebras

In this section we point out certain kinds of lattices and congruence–distributive algebras in which either the prime congruences coincide to the maximal ones, or the maximal congruences coincide to the two–class ones, or both of these relationships hold. Such algebras are important for the study of admissible and Max–admissible morphisms.

Let \( M \) be a non–empty set. Clearly, \( \text{Eq}_0(M) = \emptyset \), \( \text{Eq}_1(M) = \{ \Delta_M \} \) and \( \text{Eq}_n(M) \cap \text{Eq}_n(M) = \emptyset \) for any cardinality \( \lambda \neq \kappa \). It is well known and immediate that, for all \( \phi, \psi \in \text{Eq}(M) \), \( \phi \subseteq \psi \) iff \( \psi \) is a refinement of \( \phi \), that is, each class of \( \psi \) is a union of classes of \( \phi \), which implies \( |M/\psi| \leq |M/\phi| \); clearly, if \( \phi \subseteq \psi \) and \( M/\phi \) is finite, then: \( \phi = \psi \) iff \( |M/\phi| = |M/\psi| \).

**Remark 6.1.** Clearly, \( \text{Con}_2(A) \subseteq \text{Max}(A) \). Indeed, if \( \mu \in \text{Con}_2(A) \), then \( \mu \not\in \text{Con}_1(A) = \{ \nabla_A \} \), so \( \mu \) is a proper congruence of \( A \), and, for any \( \theta \in \text{Con}(A) \), \( \mu \not\subseteq \theta \) iff \( \theta \in \text{Con}_1(A) = \{ \nabla_A \} \) iff \( \theta = \nabla_A \); therefore \( \mu \in \text{Max}(A) \).

In the case of congruence–distributive varieties, the second statement in Lemma 2.11 holds even without \( \nabla_A \) being finitely generated:

**Lemma 6.2.** If \( \mathcal{C} \) is congruence–distributive, or \( \mathcal{C} \) is congruence–modular, \( A \) is congruence–distributive and the commutator in \( A \) equals the intersection of congruences, then \( \text{Max}(A) \subseteq \text{Spec}(A) \).

**Proof.** Let \( \theta \in \text{Max}(A) \). Assume by absurdum that there exist \( \alpha, \beta \in \text{Con}(A) \) such that \( [\alpha, \beta]_A = \alpha \cap \beta \subseteq \theta \), but \( \alpha \not\subseteq \theta \) and \( \beta \not\subseteq \theta \). Then \( \alpha \lor \theta \neq \theta \) and \( \beta \lor \theta \neq \theta \), so, since \( \theta \subseteq \alpha \lor \theta \) and \( \theta \subseteq \beta \lor \theta \), we have \( \theta \not\subseteq \alpha \lor \theta \) and \( \theta \not\subseteq \beta \lor \theta \). Hence, \( \theta \not\subseteq \beta \lor \theta \). Hence, \( \theta \in \text{Max}(A) \), hence \( \alpha \lor \theta = \beta \lor \theta = \nabla_A \), thus \( \theta = (\alpha \cap \beta) \lor \theta = (\alpha \lor \theta) \cap (\beta \lor \theta) = \nabla_A \cap \nabla_A = \nabla_A \), which is a contradiction to \( \theta \in \text{Max}(A) \). Therefore \( \theta \in \text{Spec}(A) \).

**Remark 6.3.** Notice, from Example 4.1, that \( \text{Max}(\mathcal{P}) = \text{Con}_2(\mathcal{P}) \).

**Proposition 6.4.** If \( B \) is a Boolean algebra, then \( \text{Spec}(B) = \text{Max}(B) = \text{Con}_2(B) \).

**Proof.** There are many ways to prove this statement. One way is to use the well–known fact that \( \text{Spec}_{\text{Filt}}(B) = \text{Max}_{\text{Filt}}(B) = \{ F \in \text{Filt}(B) \mid B/F = B/\varphi_B(F) \cong \mathcal{L}_2 \} \) and the fact that \( \varphi_B : \text{Filt}(B) \to \text{Con}(B) \) is a bounded lattice isomorphism, thus, by Remark 2.9, \( \text{Spec}(B) = \varphi_B(\text{Spec}_{\text{Filt}}(B)) = \varphi_B(\text{Max}_{\text{Filt}}(B)) = \text{Max}(B) = \{ \varphi_B(F) \mid F \in \text{Filt}(B), B/\varphi_B(F) \cong \mathcal{L}_2 \} = \{ \phi \in \text{Con}(B) \mid B/\phi \cong \mathcal{L}_2 \} = \text{Con}_2(B) \).
Theorem 6.5. [4] Theorem 8.15, p. 128] If $L$ is a bounded distributive lattice, then there exists a Boolean algebra $B$ such that the lattices $\text{Con}(L)$ and $\text{Con}(B)$ are isomorphic.

Corollary 6.6. If $L$ is a bounded distributive lattice, then $\text{Spec}(L) = \text{Max}(L) = \text{Con}_2(L)$.

Proof. By Proposition 6.4 and Theorem 6.5 and Remark 2.9, $\text{Spec}(L) = \text{Max}(L)$. By Remark 6.1, $\text{Con}_2(L) \subseteq \text{Max}(L)$. Now let $\phi \in \text{Spec}(L) = \text{Max}(L)$, and let $F = 1/\phi \in \text{Filt}(L)$. Since $\phi \neq \nabla_L$, we have $F \neq L$. Assume by absurdum that $F \notin \text{Spec}_\text{Filt}(L)$, so that there are at least two distinct prime filters of $L$ which include $F$. Let $P \in \text{Spec}_\text{Filt}(L)$ such that $F \subseteq P$ and $Q$ be the intersection of the prime filters of $L$ which differ from $P$ and include $F$, so that $Q \in \text{Filt}(L) \setminus \{L\}$ and $F = P \cap G$, thus $\varphi_L(F) = \varphi_L(P) \cap \varphi_L(G)$. Since $F = 1/\phi \in L/\phi$, it follows that $\varphi_L(F) \subseteq \phi$, so, by Theorem 2.8 $[\varphi_L(P), \varphi_L(G)] = \varphi_L(P) \cap \varphi_L(G) \subseteq \phi$. But $1/\varphi_L(P) = P \not\subseteq F = 1/\phi$ and $1/\varphi_L(G) = G \not\subseteq F = 1/\phi$, thus $\varphi_L(P) \not\subseteq /\phi$ and $\varphi_L(G) \not\subseteq /\phi$. This contradicts the primality of $\phi$. Hence $F \in \text{Spec}_\text{Filt}(L)$, therefore $\phi \subseteq eq(F, L \setminus F) \subseteq \text{Con}_2(L) \subseteq \text{Con}(L) \setminus \{\nabla_L\}$, by Remark 2.9. Since $\phi \in \text{Max}(L)$, it follows that $\phi = eq(F, L \setminus F) \subseteq \text{Con}_2(L)$. Therefore $\text{Con}_2(L) \subseteq \text{Max}(L) = \text{Spec}(L) \subseteq \text{Con}_2(L)$, hence $\text{Spec}(L) = \text{Max}(L) = \text{Con}_2(L)$.

Note that, in the case of chains, the boundeness condition in Corollary 6.6 is not necessary:

Lemma 6.7. If $L$ is a chain, then $\text{Spec}(L) = \text{Max}(L) = \text{Con}_2(L)$.

Proof. Let $L$ be a chain. By Remark 6.1 and Lemma 6.2, $\text{Con}_2(L) \subseteq \text{Max}(L) \subseteq \text{Spec}(L)$. Now let $\theta \in \text{Con}(L)$ such that $|L/\theta| \geq 3$. Then, by Remark 2.3 there exist $C, D, E \in L/\theta$ such that $C < D < E$, so that $M = \{B \in L/\theta \mid D < B\} \neq \emptyset$ and $N = \{B \in L/\theta \mid B < D\} \neq \emptyset$. Let $\alpha = eq(M \cup \{D \cup \bigcup_{B \in M} B\})$ and $\beta = eq(N \cup \{D \cup \bigcup_{B \in M} B\})$. Then, by Lemma 2.4 $\alpha, \beta \in \text{Con}(L)$. Clearly, $\alpha \cap \beta = \theta$, $\alpha \neq \beta$ and, since $|L/\alpha| \geq 2$ and $|L/\beta| \geq 2$, we have $\alpha \neq \nabla_L$ and $\beta \neq \nabla_L$; thus $\theta \subseteq \alpha \subseteq \nabla_L$, so $\theta \notin \text{Max}(L)$. Also, by Theorem 2.8 $[\alpha, \beta]_L = \alpha \cap \beta = \theta \subseteq \theta$, but, clearly, $\alpha \not\subseteq /\theta$ and $\beta \not\subseteq /\theta$; thus $\theta \notin \text{Spec}(L)$. Since $\text{Spec}(L) \subseteq \text{Con}(L) \setminus \{\nabla_L\} = \text{Con}(L) \setminus \text{Con}_1(L)$, it follows that $\text{Spec}(L) \subseteq \text{Con}_2(L)$. Hence $\text{Con}_2(L) \subseteq \text{Max}(L) \subseteq \text{Spec}(L) \subseteq \text{Con}_2(L)$, thus $\text{Spec}(L) = \text{Max}(L) = \text{Con}_2(L)$.

Theorem 6.8. [10] Theorem 3.5.1, p. 75] If $L$ is a finite modular lattice, then $\text{Con}(L)$ is a Boolean algebra.

Theorem 6.9. [6] p. 80] If $L$ is a relatively complemented lattice fulfilling the ACC, then $\text{Con}(L)$ is a Boolean algebra.

Remark 6.10. By Remark 2.14, Proposition 5.9, and Theorems 6.8 and 6.9 if a lattice $L$ can be obtained through finite direct products and/or finite ordinal sums from finite modular lattices and relatively complemented lattices fulfilling the ACC, then $\text{Con}(L)$ is a Boolean algebra.

Corollary 6.11. If $L$ is a finite modular lattice or a relatively complemented lattice fulfilling the ACC, then $\text{Spec}(L) = \text{Max}(L)$.

Proof. By Proposition 6.6 and Theorems 6.8 and 6.9.

Proposition 6.12. Let $L$ be a lattice.

(i) If $L$ can be obtained through finite direct products and/or finite ordinal sums from chains and/or bounded distributive lattices, then $\text{Spec}(L) = \text{Max}(L) = \text{Con}_2(L)$.

(ii) If $L$ can be obtained through finite direct products and/or finite ordinal sums from chains and/or bounded distributive lattices and/or finite modular lattices and/or relatively complemented lattices fulfilling the ACC, then $\text{Spec}(L) = \text{Max}(L)$.

(iii) If $L$ can be obtained through finite direct products and/or finite ordinal sums from chains and/or bounded distributive lattices and/or the pentagon, then $\text{Max}(L) = \text{Con}_2(L)$.
Proof. By Remark 2.14 Corollary 5.6 Proposition 5.9 Remark 6.3 Corollary 6.6 Lemma 6.7 and Corollary 6.11.

Example 6.13. Clearly, thecategories of lattices pointed out above are not exhaustive for the properties they illustrate. Here is a finite lattice \( N \) which is neither modular, nor relatively complemented, in fact which can not be obtained through either of the constructions in Proposition 6.12 but whose lattice of congruences is Boolean: \( \text{Con}(N) = \{\Delta_N, \nabla_N\} \cong L_2 \):

Many examples of such lattices can be constructed, and, of course, any such lattice can be inserted in the construction of the lattice \( L \) from Proposition 6.12 (iii), as well as in the construction from Remark 6.10. See in [2], [3], [4], [6], [10], [15] more types of lattices whose lattices of congruences are Boolean.

7 On Cardinalities of Quotient Sets and Direct and Inverse Images of Congruences Through Morphisms

We start this section with a result concerning the cardinalities of quotient lattices through maximal congruences. Then we compare the cardinalities of quotient sets through equivalence relations with the cardinalities of quotient sets through the direct and inverse images of those equivalence relations through functions; we prove that result for sets, functions and equivalence relations because it does not need supplementary hypotheses; clearly, when applied to algebras and morphisms, it will give analogous results on congruences. Then we apply this result to morphisms and two–class congruences and we obtain more results on admissibility and Max–admissibility, also using the results in the previous sections.

Proposition 7.1. Let \( \kappa \) be a cardinal number. Then: there exists a lattice \( L \) and a \( \mu \in \text{Max}(L) \) with \( |L/\mu| = \kappa \) iff \( \kappa = 2 \) or \( \kappa \geq 5 \).

Proof. Let \( L \) be a lattice. Then \( \text{Con}_0(L) = \emptyset \) and \( \text{Con}_1(L) = \{\nabla_L\} \), which contain no proper, thus no maximal congruence of \( L \). Proposition 6.12 (iii), provides us with an infinity of examples of lattices having maximal congruences which determine quotient lattices of cardinality 2.

Now let \( \kappa \geq 5 \). Let \( M \) be a set with \( |M| = \kappa - 2 \geq 3 \) and 0, 1 be two elements which fulfill: 0, 1 \( \notin M \) and 0 \( \neq 1 \). Denote \( L = M \cup \{0, 1\} \) and \( \leq \) = \( \{(0, a), (a, 1) \mid a \in M\} \). Then \( \leq \) is an order on \( L \) and \( (L, \leq) \) is a bounded modular non–distributive lattice, whose Hasse diagram we sketch here:
Clearly, $\text{Con}(L) = \{\Delta_L, \nabla_L\}$, thus $\text{Max}(L) = \text{Spec}(L) = \{\Delta_L\}$, and $|L/\Delta_L| = |L| = |M| + 2 = \kappa$.

Now let $L$ be again an arbitrary lattice, and let $\phi \in \text{Con}_3(L) \cup \text{Con}_4(L)$, so that $L/\phi$ is isomorphic to $L_3$, $L_4$ or $L_2$. If $L/\phi \cong L_2^2$, then, by Example 4.3, $\text{Con}(L/\phi) \cong \text{Con}(L_2^2) \cong L_2^2 \cong L_2$, hence $\phi \notin \text{Max}(L)$ by Remark 2.3. Note that $L_3 \cong L_2 + L_2$ and $L_4 \cong L_2 + L_2 + L_2$, hence $\text{Con}(L_3) \cong \text{Con}(L_2 + L_2) \cong \text{Con}(L_2)^2 \cong L_2^2$ and $\text{Con}(L_4) \cong \text{Con}(L_2 + L_2 + L_2) \cong \text{Con}(L_2)^3 \cong L_2^3$, by Remark 4.2 and Proposition 5.9. Therefore, if $L/\phi \cong L_3$ or $L/\phi \cong L_4$, then $\text{Con}(L/\phi) \cong \text{Con}(L_3) \cong L_2^2 \cong L_2$ or $\text{Con}(L/\phi) \cong \text{Con}(L_4) \cong L_2^3 \cong L_2$, hence $\phi \notin \text{Max}(L)$ by Remark 2.3. Hence $L$ can have no maximal congruences $\mu$ with $|L/\mu| \in \{3, 4\}$.

Lemma 7.2. Let $M$ and $N$ be non-empty sets, $h : M \to N$, $\alpha \in \text{Eq}(M)$, $\beta \in \text{Eq}(N)$ and $\kappa$ be a cardinal number. Then:

(i) $|M/h^*(\beta)| \leq |N/\beta|$ and $h^*(\text{Eq}_{\kappa}(N)) \subseteq \bigcup_{\kappa \leq \kappa} \text{Eq}_{\kappa}(M)$;

(ii) if $h$ is surjective, then: $|M/h^*(\beta)| = |N/\beta|$, $|M/\alpha| \geq |N/h(\alpha)|$, $h^*(\text{Eq}_{\kappa}(N)) \subseteq \text{Eq}_{\kappa}(M)$ and $h(\text{Eq}_{\kappa}(M)) \subseteq \bigcup_{\kappa \leq \kappa} \text{Eq}_{\kappa}(N)$;

(iii) if $h$ is bijective, then $|M/h^*(\beta)| = |N/\beta|$, $|M/\alpha| = |N/h(\alpha)|$, $h^*(\text{Eq}_{\kappa}(N)) = \text{Eq}_{\kappa}(M)$ and $h(\text{Eq}_{\kappa}(M)) = \text{Eq}_{\kappa}(N)$;

(iv) $h^*(\text{Eq}_2(N)) \subseteq \{\nabla_M\} \cup \text{Eq}_2(M)$;

(v) if $(h^*)^{-1}(\{\nabla_M\}) = \{\nabla_N\}$, then $h^*(\text{Eq}_2(N)) \subseteq \text{Eq}_2(M)$;

(vi) if $h$ is surjective, then $(h^*)^{-1}(\{\nabla_M\}) = \{\nabla_N\}$, $h^*(\text{Eq}_2(N)) \subseteq \text{Eq}_2(M)$ and $h(\text{Eq}_2(M)) = \text{Eq}_2(N)$.

Proof. (ii) Let $\varphi : M/h^*(\beta) \to N/\beta$, for all $a \in M$, $\varphi(a/h^*(\beta)) = h(a)/\beta$. For every $a, b \in M$, we have: $a/h^*(\beta) = b/h^*(\beta)$ iff $(a, b) \in h^*(\beta)$ iff $(h(a), h(b)) \in \beta$ iff $h(a)/\beta = h(b)/\beta$ iff $\varphi(a/h^*(\beta)) = \varphi(b/h^*(\beta))$; therefore $\varphi$ is well defined and injective, thus $|M/h^*(\beta)| \leq |N/\beta|$. Hence the inclusion in the enunciation.

(iii) If $h$ is surjective, then, clearly, the map $\varphi$ from (ii) is surjective, as well, hence $\varphi$ is bijective, therefore $|A/h^*(\beta)| = |B/\beta|$. Also, if $h$ is surjective, then $h(\alpha) \in \text{Eq}_2(B)$. Let $\psi : A/\alpha \to B/h(\alpha)$, for all $a \in A$, $\psi(a/\alpha) = h(a)/h(\alpha)$. For all $x, y \in A$, we have the following: $x/\alpha = y/\alpha$ iff $(x, y) \in \alpha$, which implies that $h(x)/h(\alpha) = h(y)/h(\alpha)$, that is $\psi(x/\alpha) = \psi(y/\alpha)$. So $\psi$ is well defined. Since $h$ is surjective, it clearly follows that $\psi$ is surjective, therefore $|A/\alpha| \geq |B/h(\alpha)|$. Hence the inclusions in the enunciation.

(iv) If $h$ is bijective, then $h$ is injective, so $h^*(h(\alpha)) = \alpha$, and $h$ is surjective, so $h(\alpha) \in \text{Eq}_2(B)$ and $|A/\alpha| \geq |B/h(\alpha)|$ by (iii). Also, $|A/\alpha| = |A/h^*(\beta)| = |B/h(\alpha)|$, again by (iii), in which we take $\beta = h(\alpha)$. Thus $h^*(\text{Eq}_\kappa(N)) \subseteq \text{Eq}_\kappa(M)$ and $h(\text{Eq}_\kappa(M)) \subseteq \text{Eq}_\kappa(N)$, therefore, since $h^*(h(\phi)) = \phi$ and $h^*(\psi) = \psi$ for all $\phi \in \text{Eq}(M)$ and all $\psi \in \text{Eq}(N)$, it follows that: $\text{Eq}_\kappa(N) = h^*(\text{Eq}_\kappa(N)) \subseteq h(\text{Eq}_\kappa(M)) \subseteq \text{Eq}_\kappa(N)$, hence $h(\text{Eq}_\kappa(M)) = \text{Eq}_\kappa(N)$, thus $h^*(\text{Eq}_\kappa(N)) = h^*(h(\text{Eq}_\kappa(M))) = \text{Eq}_\kappa(M)$.

(v) By (i).

(vi) By (v).

Remark 7.3. Let $L$ and $M$ be bounded lattices, $h : L \to M$ be a bounded lattice morphism and $\theta \in \text{Con}(L)$.

Then:

- $\theta = \nabla_L$ iff $(0, 1) \in \theta$, as shown by Remark 2.2.
• \((h^*)^{-1}(\{\nabla_L\}) = \{\nabla_M\}\), because, by the above, for any \(\phi \in \text{Con}(M)\), the following hold: \(h^*(\phi) = \Delta_L\) iff 
\((0,1) \in h^*(\phi)\) iff \((h(0), h(1)) \in \phi\) iff \((0,1) \in \phi\) iff \(\phi = \nabla_M\).

**Lemma 7.4.** If \(L\) and \(M\) are bounded lattices and \(h : L \to M\) is a bounded lattice morphism, then:

(i) \(h^*(\text{Con}_2(M)) \subseteq \text{Con}_2(L)\);

(ii) if \(\text{Max}(M) = \text{Con}_2(M)\), then \(h\) is Max–admissible;

(iii) if \(\text{Spec}(M) = \text{Max}(M) = \text{Con}_2(M)\), then \(h\) is admissible and Max–admissible;

(iv) if \(\text{Spec}(M) = \text{Max}(M)\) and \(h\) is Max–admissible, then \(h\) is admissible;

(v) if \(\text{Spec}(L) = \text{Max}(L)\) and \(h\) is admissible, then \(h\) is Max–admissible;

(vi) if \(\text{Spec}(L) = \text{Max}(L)\) and \(\text{Spec}(M) = \text{Max}(M)\), then: \(h\) is admissible iff \(h\) is Max–admissible;

(vii) if \(M\) can be obtained through finite direct products and/or finite ordinal sums from bounded distributive lattices and/or the pentagon, then \(h\) is Max–admissible;

(viii) if \(M\) is a bounded distributive lattice, then \(h\) is admissible and Max–admissible;

(ix) if \(h\) is Max–admissible and \(M\) can be obtained through finite direct products and/or finite ordinal sums from bounded distributive lattices and/or finite modular lattices and/or relatively complemented lattices fulfilling the ACC, then \(h\) is admissible;

(x) if \(h\) is admissible and \(L\) can be obtained through finite direct products and/or finite ordinal sums from bounded distributive lattices and/or finite modular lattices and/or relatively complemented lattices fulfilling the ACC, then \(h\) is Max–admissible;

(xi) if both \(L\) and \(M\) can be obtained through finite direct products and/or finite ordinal sums from bounded distributive lattices and/or finite modular lattices and/or relatively complemented lattices fulfilling the ACC then: \(h\) is admissible iff \(h\) is Max–admissible.

**Proof.**

(i) By Lemma 7.2 (vii) and Remark 7.3.

(ii) By the fact that \(\text{Con}_2(L) \subseteq \text{Max}(L) \subseteq \text{Spec}(L)\), according to Remark 6.1 and Lemma 6.2.

(iii) By the fact that \(\text{Con}_2(M) \subseteq \text{Max}(M) \subseteq \text{Spec}(M)\), according to Remark 6.1 and Lemma 6.2.

(iv) Clear.

(v) By (iv) and Proposition 6.12 (ii).

(vi) By (iv) and Proposition 6.12 (ii).

(vii) By (ii) and Proposition 6.12 (ii).

(viii) By (vi) and Proposition 6.12 (ii).

(xi) By (vi) and Proposition 6.12 (ii).

**Proposition 7.5.** In the class of bounded distributive lattices, all morphisms are admissible and Max–admissible.

**Proof.** By Lemma 7.4 (viii).

**Lemma 7.6.** If \(L\) and \(M\) are bounded lattices and \(h : L \to M\) be a bounded lattice morphism. If \(h(L) = \{0,1\}\), then \(h^*(\text{Con}(M) \setminus \{\nabla_M\}) \subseteq \text{Con}_2(L)\).

**Proof.** Let \(\phi \in \text{Con}(M) \setminus \{\nabla_M\}\), so that, by Remark 7.3, \(h^*(\phi) \neq \nabla_L\), thus \((0,1) \notin h^*(\phi)\), which means that
\(0/h^*(\phi) \neq 1/h^*(\phi)\). Let \(a \in L\). Then \(h(a) = 0\) or \(h(a) = 1\). If \(h(a) = 0 = h(0)\), then \((h(a), h(0)) \in \Delta_M \subseteq \phi\), thus \((a,0) \in h^*(\phi)\), that is \(a/h^*(\phi) = 0/h^*(\phi)\). Analogously, if \(h(a) = 1\), then \(a/h^*(\phi) = 1/h^*(\phi)\), therefore \(h^*(\phi) \in \text{Con}_2(L)\).
Proposition 7.7. Any bounded lattice morphism whose image is $\{0,1\}$ is admissible and Max-admissible.

Proof. Let $L$ and $M$ be bounded lattices and $h : L \to M$ be a bounded lattice morphism with $h(L) = \{0,1\}$. By Lemma 7.6 and Remarks 6.1 and 2.12, if $\phi \in \Spec(M) \subseteq \Con(M) \setminus \{\nabla_M\}$ or $\phi \in \Max(M) \subseteq \Con(M) \setminus \{\nabla_M\}$, then $h^*(\phi) \in \Con_2(L) \subseteq \Max(L) \subseteq \Spec(L)$, thus $h$ is admissible and Max-admissible.

Remark 7.9. The statements in Lemma 7.6 and Proposition 7.7 hold for any morphism between bounded ordered structures of the same type.

Lemma 7.9. If $L$ and $M$ are bounded lattices, $M$ is non-trivial and $h : L \to M$ is a bounded lattice morphism, then $L$ is non-trivial, $h^*(\Con_2(M)) \subseteq \Con_2(L)$ and, if $h$ is surjective, then $h(\Con_2(L)) = \Con_2(M)$.

Proof. Since $h(0) = 0 \neq 1 = h(1)$, it follows that $0 \neq 1$ in $L$, thus $L$ is non-trivial. By Lemma 7.6 [6], we have $h^*(\Con_2(M)) \subseteq \Con_2(L)$. By Lemma 7.10 [4], if $h$ is surjective, then $h(\Con_2(L)) = \Con_2(M)$.

Remark 7.3 and Lemma 7.9 can be generalized:

Lemma 7.10. If $C$ is semi-degenerate, then:

- $B$ is non-trivial, then $A$ is non-trivial;
- $(f^*)^{-1}(\{\nabla_A\}) = \{\nabla_B\}$ and $f^*(\Con_2(B)) \subseteq \Con_2(A)$;
- if $f$ is surjective, then $f(\Con_2(A)) = \Con_2(B)$.

Proof. Let $\beta \in \Con(B)$ and let us define $\varphi : A/f^*(\beta) \to B/\beta$, for all $a \in M$, $\varphi(a/f^*(\beta)) = h(a)/\beta$. From the proof of Lemma 7.2 [4], we get that $\varphi$ is an embedding in $C$. Since $C$ is semi-degenerate and $A/f^*(\beta)$ is embedded in $B/\beta$, the following equivalences hold: $f^*(\beta) = \nabla_A$ if $A/f^*(\beta)$ is the trivial algebra if $B/\beta$ is the trivial algebra iff $\beta = \nabla_B$, therefore $(f^*)^{-1}(\{\nabla_A\}) = \{\nabla_B\}$, hence $f^*(\Con_2(B)) \subseteq \Con_2(A)$ by Lemma 7.2 [4], and, if $f$ is surjective, then $f(\Con_2(A)) = \Con_2(B)$ by Lemma 7.2 [4]. Since $C$ is semi-degenerate and $f(A)$ is embedded in $B$, if $B$ is non-trivial, then $f(A)$ is non-trivial, hence $A$ is non-trivial.

Now let us generalize the statements in Lemma 7.3.

Corollary 7.11. (i) If $\Max(B) = \Con_2(B)$ and $(f^*)^{-1}(\{\nabla_A\}) = \{\nabla_B\}$, then $f$ is $\Max$-admissible.

(ii) If $C$ is congruence-modular, $\Spec(B) = \Max(B) = \Con_2(B)$, $(f^*)^{-1}(\{\nabla_A\}) = \{\nabla_B\}$ and $\Max(A) \subseteq \Spec(A)$, then $f$ is admissible and Max-admissible.

(iii) If $C$ is congruence-modular, $\Spec(B) = \Con_2(B)$, $(f^*)^{-1}(\{\nabla_A\}) = \{\nabla_B\}$ and $\nabla_A$ is finitely generated, then $f$ is admissible and Max-admissible.

(iv) If $C$ is semi-degenerate and $\Max(B) = \Con_2(B)$, then $f$ is $\Max$-admissible.

(v) If $C$ is semi-degenerate and congruence-modular and $\Spec(B) = \Max(B) = \Con_2(B)$, then $f$ is admissible and Max-admissible.

Proof. (i) and (ii): By Lemma 7.2 [4], and Remark 6.1.

(iii) By (ii) and Lemma 2.11.

(iv) By (i) and Lemma 7.10.

(v) By (iii), Remark 2.12 and Lemma 7.10.

Remark 7.12. Assume that $C$ is congruence-modular and $\Spec(A) = \Max(A)$, and let $M$ and $N$ be members of $C$, $g : M \to A$ be a $\Max$-admissible morphism and $h : A \to N$ an admissible morphism in $C$. Then, clearly:

- if $\Max(M) \subseteq \Spec(M)$, then $g$ is admissible;
- if $\Max(N) \subseteq \Spec(N)$, then $h$ is Max-admissible;
- thus, by Remark 2.12 if $C$ is semi-degenerate, then $g$ is admissible and $h$ is Max-admissible.
8 More Results on Admissibility and Max–admissibility

In this section, we prove that surjectivity implies admissibility and Max–admissibility, but the converse is not true, that the study of admissibility and Max–admissibility can be reduced to canonical embeddings, that admissibility and Max–admissibility are preserved by quotients, and several other results.

Remark 8.1. If \( f^* : \mathrm{Con}(B) \to \mathrm{Con}(A) \) is a bounded lattice isomorphism, then:

- clearly, \( f^*(\mathrm{Max}(B)) = \mathrm{Max}(A) \); in particular, \( f \) is Max–admissible;
- by Remark 2.9 if \( C \) is congruence–distributive, or \( C \) is congruence–modular and the commutator in \( A \) and \( B \) equals the intersection of congruences, then \( f^*(\mathrm{Spec}(B)) = \mathrm{Spec}(A) \); in particular, \( f \) is admissible.

Proposition 8.2. (i) If \( C \) is congruence–modular, then any surjective morphism in \( C \) is admissible, but the converse is not true.

(ii) Any surjective morphism is Max–admissible, but the converse is not true.

Proof. (i) This is a result in [4], which uses [1] Proposition 2.1, (1) for the direct implication and provides counter–examples for the converse implication which also disprove the converse implication in [1].

Assume that \( f \) is surjective, and let \( \mu \in \mathrm{Max}(B) \), so that \( f^*(\mu) \in \mathrm{Con}(A) \), \( \mu \neq \nabla_B \) and \( (f^*)^{-1}(\{\nabla_A\}) = \{\nabla_B\} \) by Lemma 7.2 [1]. Thus \( f^*(\mu) \neq \nabla_A \). Let \( \alpha \in \mathrm{Con}(A) \) such that \( f^*(\mu) \subseteq \alpha \), thus, since \( f \) is surjective, \( \mu = f(f^*(\mu)) \subseteq f(\alpha) \in \mathrm{Con}(B) \). But \( \mu \in \mathrm{Max}(B) \), hence \( f(\alpha) = \mu \) or \( f(\alpha) = \nabla_B \), so that \( \alpha = f^*(f(\alpha)) = f^*(\mu) \) or \( \alpha = \nabla_A \). Therefore \( f^*(\mu) \in \mathrm{Max}(A) \), so \( f \) is Max–admissible.

Example 4.1, Lemma 7.4, Propositions 7.5 and 7.7 provide us with infinitely many counter–examples for the converses of the implications from both (i) and (ii).

Proposition 8.3. If \( f \) is surjective, then \( f(\mathrm{Con}(A)) = \mathrm{Con}(B) \) and \( f(\mathrm{Max}(A)) = \mathrm{Max}(B) \). The converse is not true.

Proof. Assume that \( f \) is surjective, so that \( f(\mathrm{Con}(A)) \subseteq \mathrm{Con}(B) \) and, for all \( \beta \in \mathrm{Con}(B) \), \( f(f^*(\beta)) = \beta \), thus \( \mathrm{Con}(B) = f(f^*(\mathrm{Con}(B))) \subseteq f(\mathrm{Con}(A)) \) since \( f^*(\mathrm{Con}(B)) \subseteq \mathrm{Con}(A) \). Thus \( \mathrm{Con}(B) \subseteq f(\mathrm{Con}(A)) \subseteq \mathrm{Con}(B) \), hence \( f(\mathrm{Con}(A)) = \mathrm{Con}(B) \).

By Proposition 8.2 (i), \( f \) is Max–admissible, so \( f^*(\mathrm{Max}(B)) \subseteq \mathrm{Max}(A) \). Now let \( \mu \in \mathrm{Max}(A) \), so that \( f(\mu) \in \mathrm{Con}(B) \setminus \{\nabla_B\} \) by Lemma 7.2 [1]. Let \( \beta \in \mathrm{Con}(B) \) such that \( f(\mu) \subseteq \beta \), so that \( \mu \subseteq f^*(f(\mu)) \subseteq f^*(\beta) \), thus \( f^*(\beta) = \mu \) or \( f^*(\beta) = \nabla_A \), hence \( \beta = f(f^*(\beta)) = f(\mu) \) or \( \beta = \nabla_B \), again by Lemma 7.2 [1]. Thus \( f(\mu) \in \mathrm{Max}(B) \), hence \( f(\mathrm{Max}(A)) \subseteq \mathrm{Max}(B) \). Therefore \( f(\mathrm{Max}(A)) \subseteq \mathrm{Max}(B) = f(f^*(\mathrm{Max}(B))) \subseteq f(\mathrm{Max}(A)) \), so \( f(\mathrm{Max}(A)) = \mathrm{Max}(B) \).

Let \( i : D \oplus L_2 \to V \) and \( j : L_2 \oplus P \to W \) be the canonical embeddings between the following bounded lattices, embeddings which are clearly not surjective:

![Diagram](image)

Using Proposition 5.9 and Remark 4.2 it is easy to calculate that: \( \mathrm{Con}(V) \cong \mathrm{Con}(D \oplus L_2) \cong \mathrm{Con}(D) \times \mathrm{Con}(L_2) \cong L_2^2 \), and \( i^* : \mathrm{Con}(V) \to \mathrm{Con}(D \oplus L_2) \) is a bounded lattice isomorphism, while \( \mathrm{Con}(W) \cong \mathrm{Con}(L_2 \oplus P) \cong \mathrm{Con}(L_2) \times \mathrm{Con}(P) \cong L_2 \times \mathrm{Con}(P) \), and \( j^* : \mathrm{Con}(W) \to \mathrm{Con}(L_2 \oplus P) \) is a bounded lattice isomorphism,
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The following diagram is commutative:

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{g} & & \downarrow{i} \\
\{a/\theta \mid a \in A\} & \rightarrow & f(A) \\
\end{array}
\]

Lemma 8.4. Let \( C \) be a member of \( C \) and \( g : B \rightarrow C \) be a morphism in \( C \).

(i) If \( C \) is congruence-modular and \( f \) and \( g \) are admissible, then \( g \circ f \) is admissible.

(ii) If \( f \) and \( g \) are Max–admissible, then \( g \circ f \) is Max–admissible.

Proof. By the immediate fact that \( (g \circ f)^* = f^* \circ g^* \). Note that \( \Box \) is a result in [9].

Proposition 8.5. Let \( i : f(A) \rightarrow B \) be the canonical embedding. Then:

(i) if \( C \) is congruence-modular, then: \( f \) is admissible iff \( i \) is admissible;

(ii) \( f \) is Max–admissible iff \( i \) is Max–admissible.

Proof. \( \Box \) This is a result in [9].

Let \( g : A \rightarrow f(A) \), for all \( a \in A \), \( g(a) = f(a) \). Then \( f = i \circ g \) and \( g \) is a surjective morphism, thus \( g \) is Max–admissible by Proposition 8.2 (ii).

If \( i \) is Max–admissible, then \( f \) is Max–admissible by Lemma 8.4 (ii). Now assume that \( f \) is Max–admissible and let \( \mu \in \text{Max}(B) \), so that \( f^* (\mu) \in \text{Max}(A) \), hence \( g(f^* (\mu)) \in \text{Max}(f(A)) \) by Proposition 8.3 and the fact that \( g \) is surjective. \( f = i \circ g \), hence \( f^* = g^* \circ i^* \), thus \( f^* (\mu) = g^* (i^* (\mu)) \), so \( g(f^* (\mu)) = g(g^* (i^* (\mu))) = i^* (\mu) \), again by the surjectivity of \( g \). Therefore \( i^* (\mu) \in \text{Max}(f(A)) \), hence \( i \) is Max–admissible.

Remark 8.6. Clearly, if \( M \) and \( N \) are members of \( C \) and \( g : M \rightarrow A \) and \( h : B \rightarrow N \) are isomorphisms, then: \( f \) is admissible, respectively Max–admissible, iff \( g \circ f \) is admissible, respectively Max–admissible, iff \( h \circ f \) is admissible, respectively Max–admissible.

Lemma 8.7. For any \( \theta \in \text{Con}(A) \), \( \text{Max}(A/\theta) = \{ \mu/\theta \mid \mu \in \text{Max}(A), \theta \subseteq \mu \} \).

Proof. The mapping \( \gamma \mapsto \gamma/\theta \) sets a bounded lattice isomorphism from \( \theta \) to \( \text{Con}(A/\theta) \), thus a bijection from the set of the maximal elements of the lattice \( \theta \), which, clearly, equals \( \theta \cap \text{Max}(A) \), to \( \text{Max}(A/\theta) \). Hence \( \text{Max}(A/\theta) = \{ \mu/\theta \mid \mu \in \theta \cap \text{Max}(A) \} = \{ \mu/\theta \mid \mu \in \text{Max}(A), \theta \subseteq \mu \} \).

Now let \( \theta \in \text{Con}(A) \) and let us define \( f(\theta) : A/\theta \rightarrow B/Cg_B(f(\theta)) \) by: for all \( a \in A \), \( f(\theta)(a/\theta) = f(a)/Cg_B(f(\theta)) \). For any \( a, b \in A \), if \( a/\theta = b/\theta \), which means that \( (a, b) \in \theta \), then \( (f(a), f(b)) \in f(\theta) \subseteq Cg_B(f(\theta)) \), thus \( f(a)/Cg_B(f(\theta)) = f(b)/Cg_B(f(\theta)) \), so \( f(\theta) \) is well defined. Clearly, \( f(\theta) \) is a morphism and the following diagram is commutative:

\[
\begin{array}{ccc}
A/\theta & \xrightarrow{f} & B/Cg_B(f(\theta)) \\
\downarrow{p_{\theta}} & & \downarrow{p_{Cg_B(f(\theta))}} \\
A & \xrightarrow{f(\theta)} & B/Cg_B(f(\theta)) \\
\end{array}
\]

Lemma 8.8. \( \Box \) Let \( \theta \in \text{Con}(A) \) and \( \lambda \in [Cg_B(f(\theta))] \). Then \( f^* (\lambda) \in [\theta] \) and \( f^*(\theta)(\lambda/Cg_B(f(\theta))) = f^*(\lambda)/\theta \).

Proposition 8.9. (i) \( f \) is admissible iff, for any \( \theta \in \text{Con}(A) \), \( f(\theta) \) is admissible;
(ii) $f$ is Max–admissible iff, for any $\theta \in \text{Con}(A)$, $f(\theta)$ is Max–admissible.

Proof. (i) This is a result in [9].

(ii) For the converse implication, just take $\theta = \Delta_A$, so that $f(\theta) = f(\Delta_A) \subseteq \Delta_B$, thus $Cg_B(f(\theta)) = \Delta_B$, and so $p_\theta = p_{\Delta_A}$ and $p_{Cg_B(f(\theta))} = p_{\Delta_B}$ are isomorphisms. Then, by Remark 8.6, $f(\Delta_A)$ is Max–admissible iff $f(\Delta_A) = p_{\Delta_A} \circ f$ is Max–admissible.

Now assume that $f$ is admissible, and let $\theta \in \text{Con}(A)$ and $\mu \in \text{Max}(B/Cg_B(f(\theta)))$, so that $\mu = \psi/Cg_B(f(\theta))$ for some $\psi \in \text{Max}(B) \cap [Cg_B(f(\theta))]$ by Lemma 8.7. Then, by Lemmas 8.8 and 8.7, $f(\theta)(\mu) = f(\theta)(\psi/Cg_B(f(\theta))) = f^*(\psi)/\theta \in \text{Max}(A/\theta)$ since $f^*(\psi) \in [\theta] \cap \text{Max}(A)$, because $\theta \subseteq f^*(\psi)$ and $f$ is Max–admissible. Thus $f(\theta)$ is Max–admissible.

9 A Few Simple Applications to Subdirectly Irreducible Algebras

In this section, we present a small set of applications of the above, that includes known properties, but which here are immediately derived from the previous results. Throughout this section, we shall assume that every algebra $M$ is non–trivial, so that $\Delta_M$ is a proper congruence of $M$.

Theorem 9.1. [3] Corollary 2, p. 140], [2] Theorem 3, p. 13, [4] Theorem 8.27, p. 139] The algebra $A$ is subdirectly irreducible iff $\text{Con}(A) \setminus \{\Delta_A\}$ has a minimum.

For example, $L_2$, $\mathcal{D}$, $\mathcal{P}$, the lattice $E$ in Example 3.1 and the lattice $N$ in Example 6.13 are subdirectly irreducible.

Corollary 9.2. (i) $A$ is subdirectly irreducible iff $\Delta_A$ is strictly meet–irreducible in the lattice $\text{Con}(A)$.

(ii) If $C$ is congruence–modular, the commutator in $A$ equals the intersection and $A$ is subdirectly irreducible, then $\Delta_A \in \text{Spec}(A)$.

(iii) If $C$ is congruence–distributive and $A$ is subdirectly irreducible, then $\Delta_A \in \text{Spec}(A)$.

(iv) If $C$ is congruence–modular, the commutator in $A$ equals the intersection and $\text{Con}(A)$ is finite, then: $A$ is subdirectly irreducible iff $\Delta_A \in \text{Spec}(A)$ iff $\Delta_A$ is meet–irreducible.

(v) If $C$ is congruence–distributive and $\text{Con}(A)$ is finite, then: $A$ is subdirectly irreducible iff $\Delta_A \in \text{Spec}(A)$ iff $\Delta_A$ is meet–irreducible.

Proof. (i) By Theorem 9.1

(ii), (iii) By (i) and Corollary 3.5 (i).

(iv), (v) By (i) and Corollary 3.5 (ii). □

Remark 9.3. Assume that $C$ is congruence–modular and the commutator in $A$ equals the intersection, or that $C$ is congruence–distributive. Then, by Corollary 9.2 (ii) and (iii), if $A$ is subdirectly irreducible and $|A| \geq 3$, then $\Delta_A \in \text{Spec}(A)$ and $|A/\Delta_A| = |A| \geq 3$, thus $\Delta_A \notin \text{Con}_2(A)$, hence $\text{Spec}(A) \not\subseteq \text{Con}_2(A)$. By Corollary 6.6 it follows that no bounded distributive lattice of cardinality at least 3 can be subdirectly irreducible.

We recall that an equational class $V$ is said to be congruence–extensible iff, for any member $M$ of $V$ and any subalgebra $S$ of $M$, any congruence of $S$ extends to a congruence of $M$, that is, for any $\sigma \in \text{Con}(S)$, there exists a $\mu \in \text{Con}(M)$ such that $\mu \cap S^2 = \sigma$. For instance, the class of lattices is congruence–extensible (2, 3, 4, 6, 10, 15).

Corollary 9.4. Assume that $A$ is subdirectly irreducible, and let $S$ be a subalgebra of $A$, such that the canonical embedding of $S$ into $A$ is admissible. Assume, furthermore, that $C$ is congruence–distributive, or that $C$ is congruence–modular and the commutator in $A$ and $S$ equals the intersection. Then:

(i) if $\text{Con}(A)$ and $\text{Con}(S)$ are finite, then $S$ is subdirectly irreducible;
Remark 9.10. (i) If $A$ is finite, then $S$ is subdirectly irreducible;

(ii) if $A$ is finite and any congruence of $S$ extends to a congruence of $A$, then $S$ is subdirectly irreducible.

(iii) if $\text{Con}(A)$ is finite and any congruence of $S$ extends to a congruence of $A$, then $S$ is subdirectly irreducible.

(iv) if $\text{Con}(A)$ is finite and $C$ is congruence–extensible, then $S$ is subdirectly irreducible.

Proof. Let $i : S \rightarrow A$ be the canonical embedding. The fact that $i$ is admissible means that $i^*(\phi) = \phi \cap S^2 \in \text{Spec}(S)$ for all $\phi \in \text{Spec}(A)$.

(i) By Corollary 9.2 (v), and the fact that $i^*(\Delta_A) = \Delta_S$.

(ii) By (i).

(iii) By (i) and the clear fact that, in this case, $\text{Con}(S)$ is finite, as well.

(iv) By (iii).

We have seen in Lemmas 2.11 and 6.2 some situations in which $\text{Max}(A) \subseteq \text{Spec}(A)$. Let us take a quick look at the converse inclusion.

Remark 9.5. Clearly, $\Delta_A \in \text{Max}(A)$ iff $\text{Con}(A) = \{ \Delta_A, \nabla_A \}$.

Corollary 9.6. Assume, that $C$ is congruence–distributive, or $C$ is congruence–modular and the commutator in $A$ equals the intersection. If $A$ is subdirectly irreducible and $\text{Con}(A) \supseteq \{ \Delta_A, \nabla_A \}$, then $\Delta_A \in \text{Spec}(A) \setminus \text{Max}(A)$, so $\text{Spec}(A) \not\subseteq \text{Max}(A)$.

Proof. By Corollary 9.2 (iii), and Remark 9.5.

Example 9.7. An example in the class of bounded lattices for the situation in the previous corollary is the pentagon, which is subdirectly irreducible, but has $\text{Spec}(P) \supsetneq \{ \Delta_P, \nabla_P \}$, and, as we have seen in Example 4.1, it has $\text{Spec}(P) = \{ \Delta_P \} \cup \text{Max}(P)$.

Theorem 9.8. [15, Theorem 3.3.1, p. 65], [10, Theorem 17, p. 81] Any finite distributive lattice is isomorphic to the congruence lattice of some finite lattice.

Example 9.9. Let $K$ be the following finite distributive lattice:

```
    1
   /\  \\/
  z /  \  \t
 /\  \b
0  c  y
  \\
  a
```

By Theorem 9.8 it follows that there exists a finite lattice $L$ and a bounded lattice isomorphism $h : K \rightarrow \text{Con}(L)$. Then, obviously, $\text{Max}(L) = \{ h(z), h(t) \}$, while $\text{Spec}(L) = \{ h(0) = \Delta_L, h(b), h(x), h(y), h(z), h(t) \}$, which is easily seen from Corollary 5.5 (iii), thus $\Delta_L, h(b), h(x), h(y) \in \text{Spec}(L) \setminus \text{Max}(L)$. Note that, as shown by Corollary 9.2 (v), and Remark 6.10, the lattice $L$ is subdirectly irreducible and can not be obtained through direct products and/or ordinal sums from modular lattices and relatively complemented lattices.

Let us generalize what we have observed in Examples 9.7 and 9.9.

Remark 9.10. (i) If $K$ is a finite distributive lattice, then, by Theorem 9.8, there exists a finite lattice $L$ such that $\text{Con}(L)$ is isomorphic to $L_2 \oplus K$, thus $\Delta_L \in \text{Spec}(L)$ and $L$ is subdirectly irreducible by Corollary 9.2 (v).

(ii) If $K$ and $M$ are finite distributive lattices and $c$ is the common element of $K$ and $L_2$ in the ordinal sum $K \oplus L_2 \oplus M$, then, by Theorem 9.8 there exists a finite lattice $L$ and a bounded lattice isomorphism $h : K \oplus L_2 \oplus M \rightarrow \text{Con}(L)$, thus, by Corollary 9.2 (iii), $h(c) \in \text{Spec}(L)$ and, clearly, if $M$ is non–trivial, then $h(c) \notin \text{Max}(L)$, so $\text{Spec}(L) \not\subseteq \text{Max}(L)$. 
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Corollary 9.11. • There are infinitely many subdirectly irreducible finite lattices.
• There are infinitely many finite lattices $L$ with $\Delta_L \in \text{Spec}(L)$.
• There are infinitely many finite lattices $L$ with $\text{Spec}(L) \nsubseteq \text{Max}(L)$.
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