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Abstract

Knowledge graph (KG) embeddings have been a mainstream approach for reasoning over incomplete KGs. However, limited by their inherently shallow and static architectures, they can hardly deal with the rising focus on complex logical queries, which comprise logical operators, imputed edges, multiple source entities, and unknown intermediate entities. In this work, we present the Knowledge Graph Transformer (kgTransformer) with masked pre-training and fine-tuning strategies. We design a KG triple transformation method to enable Transformer to handle KGs, which is further strengthened by the Mixture-of-Experts (MoE) sparse activation. We then formulate the complex logical queries as masked prediction and introduce a two-stage masked pre-training strategy to improve transferability and generalizability. Extensive experiments on two benchmarks demonstrate that kgTransformer can consistently outperform both KG embedding-based baselines and advanced encoders on nine in-domain and out-of-domain reasoning tasks. Additionally, kgTransformer can reason with explainability via providing the full reasoning paths to interpret given answers.

CCS Concepts

• Computing methodologies → Knowledge representation and reasoning; • Unsupervised learning; Learning latent representations; • Information systems → Data mining.
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1 INTRODUCTION

Knowledge graphs (KGs) store and organize human knowledge about the factual world, such as the human-curated Freebase [2] and Wikidata [40] as well as the semi-automatic constructed ones—NELL [4] and Knowledge Vault [8]. Over the course of KGs’ development, representation learning for querying KGs is one of the fundamental problems. Its main challenge lies in the incomplete knowledge and inefficient queries. Web-scale KGs are known to suffer from missing links [41], and the specialized querying tools such as SPARQL cannot deal well with it.

Knowledge graph embeddings (KGEs), which aim at embedding entities and relations into low-dimensional continuous vectors, have thrived in the last decade [3, 36]. Specifically, KGEs have found wide adoptions in the simple KG completion problem \((h, r, t)\), which features a single head entity \(h\), a relation \(r\) and the missing tail entity. However, real-world queries can be more complicated with imputed edges, multiple source entities, Existential Positive First-Order (EPFO) logic, and unknown intermediates, namely, the complex logical queries.

Figure 1 illustrates a decomposed query graph for the complex logical query “What musical instrument did Minnesota-born Nobel Prize winner play?”. The query composes two source entities (“Minnesota” & “Nobel Prize”, denoted as “\(\Box\)”), First-Order logic operator conjunction (\(\land\)), unknown intermediate entities (“people that were born in Minnesota and won Nobel Prize”, denoted as “\(\Box\)”), unknown target entities (“musical instruments they may play”, denoted as “\(\Box\)”), and potential missing edges. A major challenge of answering such query is the exponential complexity along its growing combinations of hops and logical operators. Additionally, the rich context information surrounding multiple entities and relations in a single query should also be taken into account during reasoning.
Natural query: What musical instruments did Minnesota-born Nobel Prize winners play?

EPFO query: \( Q[A] \equiv \exists A : \text{Win}(\text{Nobel Prize}, V) \land \text{Play}(V, A) \)

**Figure 1:** EPFO query reasoning: KGE-based reasoners vs. Pre-trained kgTransformer. The masked prediction training can endow GNNs with natural capability to answer EPFO queries.

Consequently, such query goes beyond the capability of existing KGE-based approaches. First, most KGEs’ architectures are shallow and use static vectors, limiting their expressiveness and capacity to capture massive patterns. Second, the training objective of recovering first-order missing links does not comply with the high-order graph nature of complex logical queries, and hence KGEs cannot handle complex queries without training auxiliary logical functions on sampled supervised datasets [1, 12, 28]. In addition, existing KG benchmark datasets [28, 35, 43] usually consist of limited task-specific types of queries, practically prohibiting KGE methods from generalizing well to queries with out-of-domain types.

**Contributions.** In this work, we propose to learn deep knowledge representations for answering complex queries from these two perspectives: architecture and training objective. At the architecture level, the goal is to design a deep model specified for KGs such that the complex logical queries can be handled. At the training level, the model is expected to learn general instead of task-specific knowledge from KGs and is thus enabled with strong generalizability for out-of-domain queries. To this end, we present kgTransformer—a Transformer-based GNN architecture—with self-supervised pre-training strategies for handling complex logical queries.

**kgTransformer.** We develop kgTransformer to encode KGs. Specifically, to represent relations in KGs, we propose the Triple Transformation strategy that turns relations to relation-nodes and thus transforms a KG into a directed graph without edge attributes. To further enlarge the model capacity with low computation cost, we adopt the Mixture-of-Experts strategy to leverage the sparse activation nature of Transformer’s feed-forward layers. Altogether, these strategies enable the kgTransformer architecture with high-capacity and computational efficiency, making it capable of answering the EPFO queries on KGs.

**Masked Pre-Training.** To further improve kgTransformer’s generalizability, we introduce a masked pre-training framework to train it. We formulate complex logical query answering as a masked prediction problem. During pre-training, we randomly sample subgraphs from KGs and mask random entities for prediction. It includes two sequential stages of dense initialization, which targets at enriching the model by training on dense and arbitrary-shaped contexts, and sparse refinement, which is trained on sparse and clean meta-graphs to mitigate the gap between pre-training and downstream queries.

Extensive experiments on two widely-used KG benchmarks, i.e., FB15k-237 and NELL995, demonstrate kgTransformer’s performance advantages over state-of-the-art—particularly KGE-based—approaches on nine in-domain and out-of-domain downstream reasoning challenges. Additionally, the case studies suggest that masked pre-training can endow kgTransformer’s reasoning with explainability and interpretability via providing predictions over unknown intermediates.

**2 The EPFO Logical Queries**

We introduce the Existential Positive First-Order (EPFO) logical queries on KGs [28] and identify the unique challenges.

**EPFO.** Let \( G = (E, R) \) denote a KG, where \( e \in E \) denotes an entity and \( r \in R \) is a binary predicate (or relation) \( r : E \times E \rightarrow \text{True, False} \) that indicates whether a relation holds for a pair of entities. Given the First-Order logical existential (\( \exists \)) and conjunctive (\( \land \)) operations, the conjunctive queries are defined as:

\[
Q[A] \equiv \exists: \exists A_1, \ldots, A_m, e_1, \ldots, e_n \\
\text{where } e_j = r(c, E), \text{ with } E \in \{A, E_1, \ldots, E_m\}, c \in E, r \in R \quad (i)
\]

or \( e_i = r(E, E') \), with \( E, E' \in \{A, E_1, \ldots, E_m\} \), \( E \neq E', r \in R \).

where \( A \) refers to the (unknown) target entity of the query, \( E_1, \ldots, E_m \) refer to existentially quantified bound variables (i.e., unknown intermediate entity sets), and \( c \) refers to the source entity. Given the query \( Q \), the goal is to find its target entity set \( A \subseteq E \) that satisfies \( a \in A \) iff \( Q[a] \) is true.

Besides the conjunctive queries, EPFO also covers the disjunctive (\( \lor \)) queries. A rule-of-thumb practice is to transform an EPFO query into the Disjunctive Normal Form [1, 6, 28]. In other words, a disjunctive query can be decomposed into several conjunctive queries, and a rule can be applied to synthesize conjunctive results for disjunctive predictions.

**Challenges.** Compared to the KG completion task in which the KGE-based methods are prevalent, the EPFO queries can be multi-hop; their numerous combinations the test reasoner’s out-of-domain generalizability. All these characteristics together pose the following unique challenges to reasoners:

- **Exponential complexity:** The complexity of EPFO queries grows exponentially as the hop increases [27], requiring high-capacity and advanced models to handle them. KGE-based reasoners rely on embeddings and simple operators [19, 28] to reason in a "left-to-right" autoregressive fashion. However, there are evidences [1] showing that such models’ performance gradually saturates as the embedding dimension grows to 1000. Additionally, during reasoning, the first-encoded entities are unaware of the later-encoded, ignoring the useful bidirectional interactions.

- **Transfer and generalization:** After training, an ideal reasoner is expected to transfer and generalize to out-of-domain queries. But existing EPFO reasoners [1, 20, 28] are directly trained on a limited number of samples within a few query types (i.e., 1p,
Transformer for KGs.

To endow kgTransformer with strong generalization, we design a mechanism to distinguish whether it is an entity-node or a relation-node. In the process, we explore how to effectively handle EPFO queries with the pre-training and fine-tuning paradigm.

3 The KG Pre-Training Framework

In this section, we introduce kgTransformer—a Transformer-based graph neural network (GNN)—for handling EPFO queries on KGs. To endow kgTransformer with strong generalization, we design a masked pre-training and fine-tuning framework. The overall KG pre-training and reasoning framework is illustrated in Figure 2.

3.1 The kgTransformer Architecture

As discussed above, the relatively simple architecture of KGE-based reasoners limits their expressiveness. To overcome this issue, we propose a Transformer-based GNN architecture, kgTransformer, with the Mixture-of-Expert strategy to scale up model parameters while keeping its computational efficiency.

Transformer for KGs. Transformer [38], a neural architecture originally proposed to handle sequences, has achieved early success in handling KGs. In this work, we introduce kgTransformer—a Transformer-based graph neural network (GNN)—for handling EPFO queries on KGs.

In this section, we introduce kgTransformer—a Transformer-based graph neural network (GNN)—for handling EPFO queries on KGs. To endow kgTransformer with strong generalization, we design a masked pre-training and fine-tuning framework. The overall KG pre-training and reasoning framework is illustrated in Figure 2.

In this section, we introduce kgTransformer—a Transformer-based graph neural network (GNN)—for handling EPFO queries on KGs. To endow kgTransformer with strong generalization, we design a masked pre-training and fine-tuning framework. The overall KG pre-training and reasoning framework is illustrated in Figure 2.

First, there have been well-trodden practices for encoding node adjacency in graph transformers. For node and graph classification, it is common to view graphs as sequences of tokens with positional encoding, ignoring the adjacency matrices [45, 47]. For link prediction, however, adjacency matrices can be crucial and should be masked to self-attention for better performance [18]. As EPFO reasoning is intrinsically a link prediction problem, we follow HGT [18] to mask adjacency matrices to self-attention.

Second, how to incorporate both entities and relations into Transformer’s computation has thus far seldom studied. Here, we present the Triple Transformation operation, denoted as function $L(\cdot)$, to turn relations into relation-nodes and consequently transform KGs into directed graphs without edge attributes.

For each directed triple $(h, r, t)$ in $\mathcal{G}$ with $r(h, t) = True$, we create a node $r_{ht}$ in $L(\mathcal{G})$ (i.e., a relation-node) that connects to both $h$ and $r$. By mapping each relation edge in $\mathcal{G}$ to a relation-node, the resultant graph becomes $L(\mathcal{G}) = (E', R')$ where $E' = E \cup \{r_{ht}: r(h, t) = True\}$ and the unattributed edge set $R' = \{r : r(h, t) = True\}$. In practice, the computational cost of the triple transformation is low as the reasoning graphs for EPFO queries are usually very small and sparse (~10^3 entities and relations).

Given the input embeddings $x_e^{(0)} \in \mathbb{R}^d$ for $e \in E'$ with dimension $d$, we add a special node-type embedding $t_e(e \in E) \in \mathbb{R}^d$ to distinguish whether it is an entity-node or a relation-node. In the $k$-th layer of kgTransformer, $d_k = d/H$ and $H$ denotes the number of attention heads, and the multi-head attention is computed as

$$Attn_{ij}^{(k)} = \text{softmax}(Q^T K / \sqrt{d}) V,$$

where $Q = x_e^{(k-1)} W_Q$ and $K, V = \|_{\eta \in N(e)} x_{\eta}^{(k-1)} (W_K, W_V)$. Here $W_{(Q,K,V)} \in \mathbb{R}^{d \times d}$ denotes concatenation, and $N(e)$ refers to node $e$’s neighbor set.

Next, the feed-forward network $FFN(x)$ is applied to attention-weighted outputs projected by $W_O \in \mathbb{R}^{d \times d}$ as

$$x_e^{(k)} = FFN(\prod_{i=1}^H Attn_{ij}^{(k)} \cdot W_O), \quad FFN(x) = \sigma(xW_1 + b_1)W_2 + b_2$$

where $W_1 \in \mathbb{R}^{d \times \frac{d}{h}}$, $W_2 \in \mathbb{R}^{\frac{d}{h} \times d}$, and $\sigma$ is the activation function (e.g., GelU [14]). Note that FFN is critical for Transformers to capture massive patterns and proved equivalent to the key-value networks [11].

Different from 1) existing KGE-based reasoners with the “left-to-right” reasoning order and 2) the sequence encoder-based model [20] that can only reason on acyclic query graphs, kgTransformer designs an architecture to aggregate information from all directions in each layer’s computation, making it more flexible and capable of answering queries in arbitrary shapes. Figure 2 (a) illustrates the kgTransformer architecture.

Mixture-of-Experts (MoE). Though kgTransformer’s architecture allows it to capture complicated reasoning patterns, the number of its parameters soars up quadratically with the embedding dimension $d$, which is a common challenge faced by Transformers.

As mentioned earlier, Transformer’s FFN is known to be equivalent to the key-value networks [11] where a key activates a few values as responses. Given $x \in \mathbb{R}^d$, FFN’s intermediate activation

$$\sigma(xW_1 + b_1) = [x_0, x_1, ..., x_i, ..., x_j, ..., x_{sd}] = [0, 0, ..., x_i, ..., x_j, ..., 0]$$

Most of elements are 0

(4)

can be extremely sparse, where $W_1 \in \mathbb{R}^{d \times \frac{d}{h}}$. The level of sparsity varies with tasks. For instance, a recent study [49] shows that usually less than 5% of neurons are activated for each input in NLP. In our preliminary experiments on EPFO queries (See Figure 3), only 10%-20% neurons are activated for certain inputs (except the last decoder layer).

Thus, we propose to leverage the sparsity of kgTransformer via the Mixture-of-Experts (MoE) strategy [30, 32]. MoE first decomposes a large FFN into blockwise experts, and then utilizes a light gating network to select experts to be involved in the computation. For example, an FFN with $W_1 \in \mathbb{R}^{d \times \frac{d}{h} \times d}$ and $W_2 \in \mathbb{R}^{\frac{d}{h} \times d} \times \mathbb{R}^{\frac{d}{h} \times d}$ (4 times larger than that in Equation 4) can be transformed into

$$FFN(x) = \{FFN_{exp}^{(i)}(x) = \sigma(xW_1^{(i)} + b_1)W_2^{(i)} + b_2 \mid i \in [1, 8], i \in \mathbb{N}\}$$

(5)

where $W_1^{(i)} \in \mathbb{R}^{d \times \frac{d}{h} \times d}$, $W_2^{(i)} \in \mathbb{R}^{\frac{d}{h} \times d}$. Each $FFN_{exp}^{(i)}$ is referred to as an expert. Given a gating network, which is usually a trainable matrix $W_{gate} \in \mathbb{R}^{d \times N}$ with $N$ as the number of experts, we can select the top-2 experts for computation [21] as

$$x_e^{(k)} = \sum_{(i,a) \in S} s \cdot FFN_{exp}^{(i)}(x_e^{(k-1)})$$

(6)
To further improve the generalizability of kgTransformer, we expect to answer out-of-domain types of queries after training. For example, the standard benchmark \[28\] trains the model on 5 types of queries (1p, 2p, 3p, 2i, and 3i), and asks the model to test on additional types of queries (ip, pi, 2u, and up).

To overcome this challenge, we propose to do masked pre-training for kgTransformer. The main idea is to randomly sample arbitrary-shaped masked subgraphs from the original KGs’ training set to pre-train the model. Its advantages lie in the large receptive fields of sampled subgraphs, diverse shapes of queries, and the high coverage over original KGs. To fully explore general knowledge from pre-training, we should sample masked query graphs as dense and large as possible; however, the query graphs during downstream reasoning are usually small and sparse. Thus, such strategy would cause a mismatch between pre-training and downstream distributions, resulting in performance degradation.

To mitigate the issue, we introduce a two-stage masked pre-training strategy for kgTransformer. The first stage aims to initialize kgTransformer with KGs’ general knowledge, and the second one further refines its ability for small and sparse queries during inference.

**Stage 1: Dense Initialization.** The goal of this stage is to enable kgTransformer with the general knowledge in KGs via masked pre-training over dense and large sampled subgraphs.

We use two random-walk-based strategies to sample on original KGs’ training set. One is the random walk with restart (RWR), for which we make no assumption on the shapes of subgraphs it may sample. Another is a tree-based RWR strategy, for which we make no assumption on the shapes of subgraphs but can capture EPFO queries with exponential complexity.

**Stage 2: Refinement (Meta-graph).** The goal of this stage is to enable kgTransformer with KGs’ general knowledge, and the second one further refines its ability for small and sparse queries during inference.

We use two random-walk-based strategies to sample on original KGs’ training set. One is the random walk with restart (RWR), for which we make no assumption on the shapes of subgraphs it may sample. Another is a tree-based RWR strategy, for which we constrain the shape of sampled graphs as tree structures to cater conjunctive queries. We include a majority of induced relations that are masked by a special mask embedding.
corrupted $\hat{X}$. The dense initialization stage seeks to optimize

$$L_{\text{init}} = - \sum_{e_n \in \mathcal{E}_{\text{mask}}} \log p_{\theta}(x_{e_n} | \hat{X}, A)$$

where $A$ is the adjacency matrix. The prediction is done simultaneously for all masked nodes, rather in an autoregressive manner.

**Stage 2: Sparse Refinement.** The goal of this stage is to further enhance the model’s capacity by using meta-graph sampling for the EPFO queries that are commonly sparse and small.

We adopt the basic EPFO patterns (1p, 2p, 3p, 2i, and 3i) as metagraphs, which involve no more than four entities and relations. No induced relations between entities are reserved. Following real query practices, except for source entities ("○" in Figure 2(b)), other entities are all masked but only the target entity ("○") is predicted in each query type.

Given each meta-graph type, the set of masked entities $\mathcal{E}_{\text{mask}} = \mathcal{E}_{\text{inter}} \cup \mathcal{E}_{\text{target}}$ where $\mathcal{E}_{\text{inter}}$ and $\mathcal{E}_{\text{target}}$ refer to the sets of intermediate and target entities, respectively. The sparse refinement stage only optimizes the error $L_{\text{refine}}$ on target entity $e_t \in \mathcal{E}_{\text{target}}$ as the same form of $L_{\text{init}}$ as

$$L_{\text{refine}} = - \sum_{e_t \in \mathcal{E}_{\text{target}}} \log p_{\theta}(x_{e_t} | \hat{X}, A)$$

During kgTransformer pre-training, these two stages are conducted sequentially rather than in parallel.

### 3.2.2 Fine-tuning

We introduce the fine-tuning strategy of kgTransformer for downstream reasoning tasks. Though with the sparse refinement stage during pre-training, our preliminary experiments (Cf. Table 2) show that fine-tuning is still necessary for kgTransformer as the labeled supervision information is used to tune the pre-trained model for downstream tasks.

Specifically, we fine-tune the pre-trained kgTransformer using the downstream EPFO reasoning datasets in the form of masked prediction. Given a set of feasible answers $\mathcal{E}_A$ for a masked query graph, the fine-tuning loss function per query is formulated as

$$L_{\text{fit}} = - \frac{1}{|\mathcal{E}_A|} \sum_{e_n \in \mathcal{E}_A} \log \frac{\exp(x_{e_n}^{(L)} u_{e_n})}{\sum_{e \in \mathcal{E}_A} \exp(x_{e}^{(L)} u_{e})}$$

where other answers’ predicted logits are ignored when computing the loss for one answer, and per query loss is averaged among all answers’ losses. $u_e$ refers to entity $e$’s embedding in the decoder.

In practice, an intuitive strategy is to fine-tune the pre-trained kgTransformer on the corresponding downstream training set for each reasoning task. However, the recent NLP studies [36] have demonstrated that the multi-task fine-tuning can avoid over-fitting and let tasks benefit from each other. Inspired from this observation, we first jointly fine-tune kgTransformer on all possible downstream training sets, and then fine-tune it for each single task. In addition, we observe that a combination of several downstream training sets can sometimes be much better than one single task’s training set (Cf. Table 6). Finally, the best checkpoint for testing is selected on the basis of per task validation set performance.

### 3.2.3 Out-of-domain Generalization

To better test the model’s generalizability to unseen queries, four specific types of out-of-domain queries, $ip, pi, 2u, up$, are provided only in the validation and test sets as illustrated in Figure 2 (b).

Among them, the conjunctive queries $ip$ and $pi$ can be represented as query graphs. For the disjunctive/union queries $2u$ and $up$, we adopt the idea of Disjunctive Normal Form [6]. Specifically, we first predict on the decomposed conjunctive queries respectively, then normalize each probability distribution into its rank, and finally combine the ranks by taking the highest rank. Instead of taking the mean or max of probabilities, we find that re-scoring the entity prediction by its rank from the probability distribution in each decomposed conjunctive query is more effective, as the probability distributions for different decomposed queries can be of different scales.

### 4 Experiments

In this section, we evaluate kgTransformer’s capacity to reason for EPFO queries with at least one imputed edge, i.e., for answers that cannot be obtained by direct KG traverses [31]. We employ two benchmarks FB15k-237 and NELL995 with nine different reasoning challenges including both in-domain and out-of-domain queries following prior settings in Query2Box [28].

**Datasets.** The statistics of FB15k-237 [35] and NELL995 [44] can be found in Table 7. We use the standard training/validation/test edge splits [28] to pre-train the kgTransformer model. $G_{\text{train}}$ contains the training edges, and the subgraphs are sampled from $G_{\text{train}}$ for pre-training. We search for hyper-parameters over $G_{\text{valid}}$. Here we do not include FB15k as it is known to suffer from major test leakage through inverse relations as illustrated in [35], which consequently proposes the updated dataset FB15k-237. See Table 8 in Appendix for more detailed information about the datasets.

In addition, the query-answer datasets $[q]_{\text{train}}, [q]_{\text{valid}}, [q]_{\text{test}}$ are constructed for logic query reasoning by Query2Box [28], including chain-shaped queries (1p, 2p, 3p), conjunctive queries (2i, 3i), $<ip, pi>$, and disjunctive queries ($2u, up$). For a query $q$, the three sets of answers are obtained by performing subgraph matching over three graphs: $[q]_{\text{train}}$ from $G_{\text{train}}, [q]_{\text{valid}}$ from $G_{\text{valid}}$, $G_{\text{train}}$ and $[q]_{\text{test}}$ from $G_{\text{test}}, G_{\text{valid}}$. Therefore, it does not spoil the train/dev/test split in the original dataset. We use $[q]_{\text{train}}$ for fine-tuning and training, $[q]_{\text{valid}}$ for validating, and $[q]_{\text{test}}$ for testing. Such design allows us to test if the model can predict non-trivial answers that are unable to obtain by traversing the given KG.

**The Evaluation Protocol.** We follow the evaluation protocol in Query2Box [28] including the filtering setting [3] and metrics calculation. In filtering setting, since the answers to most queries are not unique, we rule out other correct answers when calculating the rank of one answer $a$. Hits at K(Hits@Km) is used as the metric, which is different from Hits@K as it requires to first average on Hits@K per query and then average over all queries. See more details in Appendix B.

### 4.1 Main Results

We compare kgTransformer with various methods based on both KGEs and sequence encoders, including GQE [12], Q2B [28],...
Table 1: Hits@3m for complex query reasoning. (bold denotes the best results; underline denotes the second best results).

| Dataset | Model     | Avg | Avg w/o u | In-domain | Out-of-domain |
|---------|-----------|-----|-----------|-----------|---------------|
|         |           |     |           | 1p 2p 3p 2i 3i | ip pi 2u up     |
| NELL995 | GQE [12]  | 0.243 | 0.270     | 0.417 0.231 0.203 0.318 0.454 | 0.081 0.188 0.200 0.139 |
|         | Q2B [28]  | 0.306 | 0.317     | 0.585 0.266 0.233 0.343 0.480 | 0.132 0.212 0.369 0.163 |
|         | EmQL [34] | 0.277 | 0.294     | 0.456 0.231 0.172 0.331 0.483 | 0.143 0.244 0.226 0.207 |
|         | BiQE [20] | -    | 0.344     | 0.358 0.305 0.326 0.371 0.531 | 0.103 0.187 - -    |
|         | CQD(CO) [1] | 0.368 | 0.370   | **0.667** 0.265 0.220 **0.410** 0.529 | 0.196 **0.302** **0.531** 0.194 |
|         | CQD(Beam) [1] | 0.375 | 0.385   | **0.667** 0.350 0.288 **0.410** 0.529 | 0.171 0.277 **0.531** 0.156 |
|         | kgTransformer | **0.399** | **0.408** | **0.625** **0.401** **0.367** **0.405** **0.546** | **0.203** **0.306** **0.469** **0.270** |
| FB15k-237 | GQE [12]  | 0.230 | 0.250     | 0.405 0.213 0.153 0.298 0.411 | 0.085 0.182 0.167 0.160 |
|         | Q2B [28]  | 0.268 | 0.283     | 0.467 0.240 0.186 0.324 0.453 | 0.108 0.205 0.239 0.193 |
|         | EmQL [34] | 0.219 | 0.241     | 0.389 0.201 0.154 0.275 0.386 | 0.101 0.184 0.115 0.165 |
|         | BiQE [20] | -    | 0.293     | 0.439 0.281 0.239 0.333 0.474 | 0.110 0.177 - -    |
|         | CQD(CO) [1] | 0.272 | 0.290   | 0.512 0.213 0.131 0.352 0.457 | 0.146 0.222 0.281 0.132 |
|         | CQD(Beam) [1] | 0.290 | 0.315   | **0.512** 0.288 0.221 0.352 0.457 | 0.129 0.249 **0.284** 0.121 |
|         | kgTransformer | **0.325** | **0.350** | **0.459** **0.312** **0.276** **0.398** **0.528** | **0.189** **0.286** **0.263** **0.214** |

1 EmQL’s reported results are not under the standard metric. We have verified the mismatch with its authors and re-evaluated the performance.

Table 2: Ablation on pre-training & fine-tuning (Hits@3m).

| Model       | FB15k-237 | NELL995 |
|-------------|-----------|---------|
| kgTransformer (Stage 1 + Stage 2) | **0.336** | 0.395   |
|- only Stage 1 in pre-training | 0.308 | 0.307   |
|- only Stage 2 in pre-training | 0.307 | **0.399** |
|- w/o fine-tuning | 0.301 | 0.368   |
|- w/o pre-training | 0.262 | 0.288   |

4.2 Ablation Study

Pre-Training and Fine-Tuning Strategies. We analyze the necessity of two-stage pre-training and the function of fine-tuning through ablation study on both datasets. The contributions of fine-tuning and the pre-training stages are summarized in Table 2, where the average Hits@3m results for all query types are reported.

We observe that without fine-tuning, the performance of kgTransformer drops about 3% in absolute numbers for both datasets, and further without pre-training, the performance drops are enlarged to 7% on FB15k-237 and 11% on NELL995. This demonstrates that both pre-training and fine-tuning can help improve the model capacity of kgTransformer for complex query reasoning. In addition, the pre-trained kgTransformer without fine-tuning can achieve comparable (0.368 vs. 0.375 on NELL995) or even better (0.301 vs. 0.290 on FB15k-237) results than CQD [1]—the previously state-of-the-art method.

Furthermore, two pre-training stages introduce different inducive biases towards the underlying logic. kgTransformer with only stage 1 pre-training assumes the dense correlation between pairs of entities, while its stage 2 pre-training assumes that the relations...
among entities follow the chain-rule. We observe that kgTransformer with both stages obtains the good results, while kgTransformer with only stage 2 pre-training generates similar performance on NELL995, due to the fact that it is sparser than FB15k-237 with weaker relations within clusters and stronger connections in chains.

MoE Efficiency. We present an efficiency analysis in terms of the numbers of experts in pre-training, fine-tuning, and inference stages with a batch size of 64 in both training and inference. Table 3 reports the running time in millisecond. We observe that MoE can significantly increase the model capacity with limited increase of computational cost. Take the case of 32 experts for example, MoE helps to enlarge kgTransformer 16~× in size by only taking 11.6~–38.7% of additional computation.

Hyperparameters. We conduct the ablation experiments on hyperparameters, including the number of layers, hidden size, the value of label smoothing, and the number of experts. Figure 4 reports the results on NELL995 in terms of Hits@3m.

- **Number of layers:** In Figure 4 (a), we test the performance of different number of layers. It suggests that a sufficient and proper model depth (8 in this case) is essential for kgTransformer, which can be attributed to the relation between the depth and the size of the receptive field. Previously studies have shown that very deep GNNs may suffer from over-smoothing and training instability, thus causing performance drops [9].

- **Hidden size:** Figure 4 (b) studies the influence of hidden size. We observe that the increase of hidden size helps to capture massive EPFO reasoning patterns, but a too-large one (e.g., 2048) can harm the performance, as it may suffer from the similar training difficulty witnessed in KGE-based reasoners [1].

- **Label smoothing:** Label smoothing is crucial to kgTransformer’s pre-training, as it mitigates the bias in the pre-training data due to the on-the-fly sampling. Through experiments in Figure 4 (c), the optimal value $\alpha = 0.7$ for NELL995 is exceptionally high in comparison with that in natural language processing ($\alpha = 0.1$). It indicates that by training for long epochs (around 1000 epochs) with a rather large embedding size (1024), the kgTransformer model is prone to overfitting in pre-training. We also observe that exclusion of label smoothing will yield a considerable performance decrease by 2.6%.

- **Number of experts:** We evaluate the performance of kgTransformer with different numbers of experts in Figure 4 (d). The correspondence of sparse nature in KG reasoning and mixture-of-experts is one key point in kgTransformer. Compared with the vanilla Transformer (2 experts), kgTransformer achieves performance improvements with more and more experts until 32 (16~× large in model size), demonstrating the power of high-capacity models in EPFO challenges.

4.3 Case Study

Interpretability. In masked querying, the model is enforced to produce plausible predictions for every node in the graph because it does not know the queried nodes in advance. Such property implies the interpretability of the results. The embeddings of intermediate variables can be fed into the prediction layer to generate a result, providing paths to understand how the model produces the answers. Take the query “Which school is in the same country as Elmira?”—formally, $\text{?A, \exists E, location in (E_{elmira}, E)}$ in country$(E, A)$—in Table 4 for example, the predicted answer is “Davidson College”. To verify this answer, we check what the result of $E$ is. Inputting the embedding of $E$ into the decoder, it actually gives “U.S.” as the top prediction, which is indeed a valid intermediate entity. More cases concerning interpretability for 3p queries are provided in Table 5 in Appendix.

All-Direction Reasoning. Unlike almost all reasoners’ step-by-step searching, kgTransformer is a Transformer-based GNN that captures information from all directions simultaneously. As the second row in Table 4 shows that when the intermediate entity...
is required to fit the \textit{employs} relation. “CIA” is more suitable than “Espionage” and “PTSD” as it is an agency. Without the ability to read from tail to head, the model would suggest “Serial killer” instead, which is inadequate for future deductions.

5 Related Work

Existing works on complex logical queries are based on KGEs [1, 5, 10, 12, 28, 34, 39], sequence encoders [20], or rules [25]. Most of them are based on traditional KGEs to adapt for complex logical reasoning with certain geometrical functions to manipulate the embedding spaces [10, 12, 28, 29, 34] or logical norms over link predictors [1]. Graph Query Embedding (GQE) [12] is proposed to use deep sets as a way for query intersection logic. Logical operators are reformulated as trainable geometric functions in the entity embedding space. Q2B [28] embeds queries as boxes (i.e., hyper-rectangles), and the points inside which are considered as a potential answer entities of the query. Box Lattice [39] is proposed to learn representations in the space of all boxes (axis-aligned hyper-rectangles). EmQL [34] proposes an embedding method with count-min sketch that memories the relations in training set well. CQD [1] uses the previous neural link predictor ComplEx [36] as the one-hop reasoner and T-norms [19] as logic operators. By assembling neural link predictors with T-norms, it translates each query into an end-to-end differentiable objectives. BetaE [29] utilizes Beta distribution for the embeddings. It takes the advantage of well-defined logic operation over distributions and turns the original logic operation over the embedding space into the one over the distribution space. These approaches can easily incorporate logic operations, but are hard to generalize to unseen and more complicated queries, as their architectures of pure embeddings limit their expressiveness.

There have been efforts to employing advanced architectures for complex logical queries. BiQE [20] introduces the Transformer and mask training, decomposing EPFO queries into sequences to fit the vanilla Transformer’s input constraint. However, its nature to process sequences only allows it to answer queries in the shape of directed acyclic graphs (DAGs), which only cover a small set of all possible EPFO queries. In addition, it still follows the supervised training fashion and does not make the full use of the KGs.

Pre-training graph neural networks for better transferability and generalizability has recently aroused wide interest in graph community, inspired by the progress in language [7] and vision. Generally, these pre-training strategies can be categorized into two different self-supervised objectives [22], that is, generative pre-training [16, 17] and contrastive pre-training [24, 46]. Nevertheless, they generally focus on pre-training graph neural networks on academic networks [48], biochemical substances [33], or e-commerce product graphs [15]. Few efforts have been paid to the challenges of pre-training graph neural networks on knowledge graphs.

6 Conclusion

We present the Knowledge Graph Transformer (kgTransformer), a Transformer-based GNN, to pre-train for complex logical reasoning by leveraging the masked pre-training and fine-tuning approach. To adapt to graph structural data, we introduce the Triple Transformation and Mixture-of-Experts strategies for a high-capacity Transformer architecture, and propose a two-stage pre-training framework to gradually endow kgTransformer with the ability to transfer and generalize. Extensive experiments and ablation study demonstrate the effectiveness of kgTransformer’s architecture and pre-training methods.

Notwithstanding the promising results, there exist limitations of kgTransformer that require future studies. First, kgTransformer is not competitive on 1p and 2u reasoning queries which are equivalent to the traditional KG completion problem, as we have not injected inductive biases known to be critical for GNNs on KGs (e.g., CompGCN [37]). Second, the KG pre-training is limited to a single KG and does not benefit from cross-KG knowledge transfer. It would be an interesting direction to fuse knowledge from multiple KGs via pre-training to gain further improvements on reasoning. Third, as the recent work [31] indicates, a sequence-to-sequence Transformer that leverages text labels of entities as inputs and outputs can serve as a promising architecture for KG completion in certain scenarios. Finally, to jointly model the KG structure and text information in KG reasoning also remains an unsolved challenge.
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A Sampling Method

In the stage 1 of pre-training, we used random-walk based graph sampling strategies to sample dense and large subgraphs on the training set. We adopt LADIES [50] sampling method and a variant of random walk called meta-tree sampling.

Meta-tree Sampling. As a variant of random walk with restart, meta-tree sampling strategy does not necessarily restart from the target node every time. Instead, it restarts from any sampled node with equal probability. The change is inspired by the intention to prevent overfitting to highly dense area. Besides, to sample a dense graph, we specify the restart probability to be 1.0, which means it jumps to any sampled node after one step and continue. In this way, meta-tree sampling balances between the width and the depth and prevents overfitting problem in our setting. Note that we do not sample a node more than once, so the sampled subgraph contains no cycle and forms a tree.

B Evaluation Protocol

To be more precise, we denote the whole entity set as $V$, and the filtered entity set w.r.t query $q$ as $S = V \setminus \{q\}_{test}$.

$$\text{rank}_S(a) = 1 + \sum_{x \in S} \mathbb{I}[\text{rank}(x) < \text{rank}(a)] \quad (10)$$

The metric Mean Reciprocal Rank (MRR) is calculated as $\frac{1}{\text{rank}}$ and Hits at K(Hits@Km) is calculated as $\# \{\text{rank} < K\}$. In this paper, we report the Hits@3m metric, the frequency of the correct answer to appear in top 3 ranking. The metric of a query is an average of the metrics over all its predicted answers, and the metric of a type of query is an average of the metrics over all queries of this type.

C Reproducibility

In this section, we describe the experiment setting in more details. Label Smoothing. Label smoothing is a technique of regularization. It utilizes soft one-hop labels instead of hard ones to add noise in the training, reduces the weights of true labels when calculating the training loss and thus prevents overfitting when training. Suppose $y_h$ is the original true label, $y_s$ is the smoothed label, $\alpha$ is the parameter of label smoothing, $K$ is the number of classes.

$$y_s = (1 - \alpha)y_h + \alpha \frac{K}{K} \quad (11)$$

Since the data used in pre-training is the full graph, much larger than the query data in fine-tuning, we add label smoothing only in pre-training. We used $\alpha = 0.1$ for FB15k-237 and $\alpha = 0.7$ for NELL. Note that because the data used in fine-tuning is limited, we do not add label smoothing in fine-tuning.

Sampling Parameters. We leverage several sampling methods in the two pre-training stages where sampling ratio makes a difference to the final performance. In pre-training stage 1, for FB15k-237, the ratio between meta-tree sampling and LADIES sampling is 1 : 1; for NELL, we only use meta-tree sampling. In pre-training stage 2, the ratio between chain-like meta-graphs and branch-like meta-graphs can be various. We applied grid search within the range $[1 : 20, \ldots , 1 : 2, 1 : 1, 2 : 1, 20 : 1]$ and set the ratio to be $4 : 1$ for FB15k-237 and $10 : 1$ for NELL. Besides, in the stage 1 of pre-training, for each sampled subgraphs, we keep 80% of the induced edges between nodes and limit the number of nodes in each subgraph within $[8, 16]$. In the stage 2 of pre-training, we do not add induced edges and limit the size of meta-graphs to be less than 4.

In stage 2 pre-training, we sample two patterns of small graphs for refinement, chain-like subgraphs and branch-like subgraphs. We first select a target node from all the nodes uniformly at random. For the chain-like subgraph sampling, we sample a chain by the Markov process. In each step, we sample a neighbor of the current node independently. It is allowed to sample a node more than once in a chain. For the branch-like subgraph sampling, we sample multiple neighbors of the target node. We drop those sampled graphs whose target node has no or only one neighbor and prevent sampling the same neighbors multiple times to avoid meaningless cases.

Mixture-of-Experts (MoE). We have already discussed the importance of MoE in the setting of multiple patterns reasoning especially when the FFN is sparsely activated. Note that we use Pre-LN (Pre-Layer Normalization, which refers to placing the layer normalization in the residual connections and appending an auxiliary layer normalization before the final linear decoder [42]) instead of Post-LN (Post-Layer Normalization, which refers to vanilla Transformer’s design of placing the layer normalization between the residual blocks) in MoE, as evidences show that Pre-LN converges faster and more robustly compared to Post-LN [42]. For the number of experts, using 2 experts of MoE means the original setting of FFN. We applied grid search over the number of experts within $[2, 4, 8, \ldots, 32, 64]$ and select 32 as the number of experts. We implement the MoE strategy using the FastMoE$^2$ [13], an open-source pytorch-based package for MoE with transformers.

Training Parameters. To enhance the generalization ability of our model, we add some noise to the mask in pre-training stage 1, following the strategies in BERT. For the nodes to be masked,

- 80% of the time, we replace the node with [mask] token;
- 10% of the time, we keep the node unchanged;
- 10% of the time, we replace the node with a random node.

Such masking ratio forces our model to keep a contextual representation for every node and thus learn the neighborhood information. We train our model with batch size 258 in pre-training and 12288 in fine-tuning. We use AdamW[23] with $lr = 1e-4, \beta_1 = 0.9, \beta_2 = 0.999$, exponential decay rate of 0.997. We also use a dropout probability of 0.1 every layer.

D Combinatorial Fine-Tuning

In the fine-tuning stage, we conduct multi-task fine-tuning followed by single-task fine-tuning. Multi-task fine-tuning refers to fine-tuning the pretrained model with all of the query-answer training sets, including 1p, 2p, 3p, 2i, 3i. Single-task fine-tuning follows multi-task fine-tuning by tuning with only part of the query-answer training sets, either a single query’s set or a combination of several
Table 5: Case study on 3p examples (Interpretability). Filling a certain entity as the prediction for tail, we use kgTransformer to predict the unknown intermediate node embedding to test its interpretability. Compared to 2p, 3p queries have one more intermediate entity. Each line correspond to a back-query and the intermediate entities reacts to the change of tail entities.

| Head (Ground truth) | Intermediate 1 (Back-queried) | Intermediate 2 (Back-queried) | Tail (Prediction) |
|---------------------|-------------------------------|-------------------------------|------------------|
| TV5 (TV network)    | leader title                  | company with title            | New York         |
|                     | President                      | President                     |          |
|                     | ebay                           | Ford Motor                    | California      |
| Priyanka Chopra     | gender                        | risk factors                  | Depression      |
|                     | Female                         | Female                        | Peritonitis     |
|                     | Hypothyroidism                 | Cirrhosis                     | Cirrhosis       |
|                     | Female                         | Cirrhosis                     | Liver failure   |
| Clarinet            | role                           | Paquito D’Rivera              | Artist          |
|                     | Imogen Heap                    | Profession                    | Musician        |
| Harry Shearer       |                                 | specialization of             | Author          |

Table 7: Dataset statistics and details of splitting.

| Dataset    | #Ent. | #Rel. | #Edges | Train | Valid | Test |
|------------|-------|-------|--------|-------|-------|------|
| FB15k-237  | 14,505| 237   | 310,079| 272,115| 17,526| 20,438|
| NELL-995   | 63,361| 200   | 142,804| 114,213| 14,324| 14,267|

Table 8: Splitting statistics of query-answer dataset.

| Dataset | Train | Valid | Test |
|---------|-------|-------|------|
|         | 1p others | 1p others | 1p others |
| FB15k-237 | 149689 | 194689 | 20101 |
| NELL-995  | 107982 | 107982 | 16927 |

Table 6: Preliminary experiments on combinatorial strategies in the single-task tuning after multi-task tuning on NELL995. Base case refers to the results after multi-task tuning. Bold results indicate the most effective single-task tuning method for each query. In this version not all the strategies reported in the final version are applied.

|                     | In-domain | Out-of-domain |
|---------------------|-----------|---------------|
|                     | 1p 2p 3p 2i 3i | ip pi 2u up |
| Base                | 0.605 0.345 0.277 0.373 0.521 | 0.164 0.252 0.428 0.265 |
| 1p                  | 0.609 0.351 0.282 0.377 0.523 | 0.178 0.267 0.432 0.258 |
| 2p                  | 0.613 0.355 0.278 0.379 0.515 | 0.166 0.258 0.432 0.269 |
| 3p                  | 0.609 0.328 0.283 0.378 0.522 | 0.162 0.253 0.425 0.262 |
| 2i                  | 0.594 0.339 0.273 0.390 0.521 | 0.155 0.249 0.427 0.254 |
| 3i                  | 0.590 0.334 0.274 0.356 0.522 | 0.152 0.237 0.428 0.255 |
| 1p, 2p               | 0.612 0.358 0.281 0.368 0.499 | 0.183 0.263 0.431 0.272 |
| 1p, 3p               | 0.615 0.348 0.287 0.362 0.491 | 0.169 0.253 0.428 0.263 |
| 1p, 2p, 3p           | 0.611 0.351 0.288 0.363 0.494 | 0.183 0.257 0.431 0.266 |

query’s sets. To compare different combinations in single-task fine-tuning, we just pick an arbitrary checkpoint in pretraining stage with preliminary result, do multi-task fine-tuning and then show different combinations of single-task fine-tune.

### E Comparison Methods

In this section, we briefly go through the compared baselines for reference.

- QQE [12] utilizes deep set for intersection (conjunctive) logical operation as learned geometric functions in this space.
- Q2B [28] embeds queries as hyper-rectangles and answers as points inside the rectangles.
- EmQL [34] utilizes count-min sketch for query embedding in order to be more faithful to deductive reasoning. It focuses on deductive reasoning which does not require generalization.
- BiQE [20] utilizes bi-directional attention mechanism and positional embedding to capture interactions within a graph.
- CQD [1] uses ComplEx as one-hop reasoner and various T-norms as logic operators. It provides end-to-end differentiable objective by uniting one-hop reasoners and logic operators.

### F Statistics of Datasets

We provide the information of the splitting of original datasets in Table 7 and the splitting of the query-answer datasets in Table 8.