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Abstract

For a Legendre-Galerkin semi-discretization of the 1-D homogeneous wave equation, the high frequency components of the numerical solution prevent us from obtaining the boundary observability (inequality), uniformly with regard to the discretization parameter. A classical Fourier filtering that filters out the high frequencies is sufficient to recover the uniform observability. Unfortunately, this remedy needs to compute all the frequencies of the underlying system. In this paper we present three cheaper alternative remedies, namely a spectral filtering, a mixed formulation and Nitsche’s method to append Dirichlet type boundary conditions. Our numerical results show indeed that uniform boundary observability inequalities may be recovered. On another hand, surprisingly, none of them seems to provide a uniform direct (or trace) inequality, a property which is needed in some existing general convergence results for the adjoint boundary controllability problem. We finally show in a numerical example that, despite this fact, convergence of the control approximations holds whenever the uniform observability inequality is observed numerically.

1 Introduction

Let us consider the one-dimensional wave equation with homogeneous Dirichlet boundary conditions,

\[
\begin{align*}
  u_{tt}(x,t) - u_{xx}(x,t) &= 0, & \text{for } (x,t) \in (-1,1) \times (0,T) \\
  u(-1,t) &= u(1,t) = 0, & \text{for } t \in (0,T) \\
  u(x,0) &= u_0(x), \quad u_t(x,0) = u_1(x), & \text{for } x \in (-1,1)
\end{align*}
\]

With initial data \((u_0, u_1) \in H^1_0(-1,1) \times L^2(-1,1)\), the energy of the solution,

\[
E(u(t)) := \frac{1}{2} \int_{-1}^{1} \left[ |u_t(x,t)|^2 + |u_x(x,t)|^2 \right] dx,
\]

is known to be conserved along time : \(E(u(t)) = E(u(0)), \ t \geq 0\).

We are interested in the boundary observability of the wave equation. We say that it is observable in time \(T > 0\) if there exists \(c_T > 0\) such that

\[
c_T E(u(0)) \leq \int_{0}^{T} |u_x(1,t)|^2 \ dt, \quad \forall (u_0, u_1) \in H^1_0(-1,1) \times L^2(-1,1).
\]
Note that the right hand side of this inequality is finite for every time $T > 0$. Indeed, for every $T > 0$, there exists $C_T > 0$ such that

$$\int_0^T |u_x(1,t)|^2 \, dt \leq C_T E(u(0)), \quad \forall (u_0, u_1) \in H_0^1(-1,1) \times L^2(-1,1).$$

This is often referred as the \textit{direct or hidden regularity} inequality ([15]).

Whereas the direct inequality holds for every $T > 0$, the observability inequality (3) holds only if $T$ is sufficiently large, $T \geq 4$ in this case (see for instance [14]). The time $T = 4$ is the minimal time for all waves travelling within the spatial domain $(-1, 1)$ at propagation speed $1$ to reach the region of observation which is $x = 1$. In fact, if $T = 4$, inequalities (3) and (4) hold with $c_T = C_T = 8$, so that both inequalities become (the same) equalities.

Inequalities (3) and (4) play a fundamental role in the Dirichlet boundary controllability of the wave equation

\begin{equation}
\begin{cases}
y_{tt}(x,t) - y_{xx}(x,t) = 0, & \text{for } (x,t) \in (-1,1) \times (0,T), \\
y(-1,t) = 0, & \text{for } t \in (0,T), \\
y(1,t) = v(t), & \text{for } t \in (0,T), \\
y(x,0) = y_0(x), y_t(x,0) = y_1(x), & \text{for } x \in (-1,1). 
\end{cases}
\end{equation}

We say that (5) is \textit{null controllable} in time $T > 0$ if, for all initial data $(y_0, y_1) \in L^2(-1,1) \times H^{-1}(-1,1)$, there exists a control $v \in L^2(0,T)$ that drives the solution $y$ from $(y_0, y_1)$ to

$$y(.,T) = y_t(.,T) = 0.$$  

Because of the time-reversibility of the wave equation, null controllability is equivalent to controllability, which is the property to drive the solution of (5) from any initial state (at $t = 0$) to any final state (at $t = T$) in $L^2(-1,1) \times H^{-1}(-1,1)$.

The equivalence between the observability of (1) and the controllability of (5) was shown in [15] using the so-called Hilbert Uniqueness Method (HUM). Moreover, when controllable, a characterization of the control of minimal $L^2(0,T)$-norm was given.

If $v$ is a control candidate, it must satisfy

$$\int_0^T v(t)\tilde{u}_x(1,t) \, dt = \langle y_1, -y_0 \rangle, \quad \forall (\tilde{u}_0, \tilde{u}_1) \in H_0^1 \times L^2,$$

where $\tilde{u}$ is solution of (1) with initial data $(\tilde{u}_0, \tilde{u}_1)$. To see this, one formally multiplies (5) by $\tilde{u}(x,t)$ and make some integrations by parts. Note that here and in the sequel, $H_0^1$ stands for $H^1_0(-1,1)$, and the same notational simplification is adopted for spaces like $L^2(-1,1)$ and $H^{-1}(-1,1)$. Moreover, $\langle \ldots \rangle$ stands for the duality product between $H^{-1} \times L^2$ and $H_0^1 \times L^2$.

The control of minimal $L^2(0,T)$-norm is simply given by

$$v(t) = u_x(1,t),$$

where $u$ is the solution of (1) for suitably determined initial data $(u_0, u_1) \in H_0^1 \times L^2$.

How are $(u_0, u_1)$ determined? Define the linear, symmetric and positive operator

$$\Lambda_T : H_0^1 \times L^2 \rightarrow H^{-1} \times L^2$$

$$\langle \Lambda_T(u_0, u_1), (\tilde{u}_0, \tilde{u}_1) \rangle = \int_0^T u_x(1,t)\tilde{u}_x(1,t) \, dt, \quad \forall (\tilde{u}_0, \tilde{u}_1) \in H_0^1 \times L^2.$$
The direct inequality (4) ensures that $\Lambda_T$ is well defined and continuous, while the observability inequality (3) ensures that $\Lambda_T$ is positive definite and thus invertible. Thus, if $T$ is sufficiently large for the observability inequality to hold, one can solve: find $(u_0, u_1) \in H^1_0 \times L^2$ such that

$$\Lambda_T(u_0, u_1) = (y_1, -y_0).$$  \hfill (11)

$\Lambda_T$ is referred as a observability gramian (for system (1)) in the control literature (see for instance [20]) or as the HUM operator (for control problem (5)) in [15]. Note also that, due to the symmetry of $\Lambda_T$, the solution $(u_0, u_1)$ of (11) can also be viewed as the minimizer over $H^1_0 \times L^2$ of the quadratic functional

$$J(u_0, u_1) = \frac{1}{2} \int_0^T |u_x(1, t)|^2 \, dt \quad - \quad (y_1, -y_0), (u_0, u_1) > .$$  \hfill (12)

From (11) (or, equivalently, (12)), one also deduces an upper bound for the control of the form

$$||v||_{L^2(0,T)} \leq \frac{C}{c_T} ||y_0, y_1||_{L^2 \times H^{-1}}.$$  

In the present work, we consider space discretizations of the wave equation (1) using a Legendre Galerkin method, with approximation vector spaces made of polynomials of degree $N$ or less. Let us denote by $u^N(x, t)$ the resulting approximation of $u$.

We are interested with the discrete version of the observability inequality (3) that may be written:

$$c_{N,T} E(u^N(0)) \leq \int_0^T |u^N_x(1, t)|^2 \, dt .$$  \hfill (13)

In particular, we would like the discrete observability inequality to hold uniformly with respect to the discretization parameter $N$, that is with

$$c_{N,T} = c_T > 0.$$

This uniform observability property is an important condition for proving the convergence (as $N \to \infty$) of the control approximations resulting from the approximation method chosen for (1) (see for instance [24, 6, 7]). An approximation $v_N$ of the control is obtained by minimizing the discrete analogue of the functional $J$,

$$J_N(u_0^N, u_1^N) = \frac{1}{2} \int_0^T |u^N_x(1, t)|^2 \, dt \quad - \quad (y_1, -y_0), (u_0^N, u_1^N) > H^{-1} \times L^2, H^1_0 \times L^2.$$  \hfill (14)

over the approximation spaces for the initial data $(u_0^N, u_1^N)$, and then by setting $v_N(t) = u^N_x(1, t)$, where $u^N$ is the solution of (17) with the initial data $(u_0^N, u_1^N)$ minimizing (14). A uniform observability property thus ensures that $J_N$ is uniformly coercive and provides a uniform upper bound (with respect to the discretization parameter $N$) for $||v_N||_{L^2(0,T)}$.

Unfortunately, the usual convergence of solutions for approximations of wave equations like (1) does not guarantee the convergence of the control approximations. In particular, this does not guarantee the uniformity of (13). This was first proved in the context of finite-difference and finite element approximations in [13]. Similarly, the standard Legendre Galerkin semi-discretization does not provide a uniform observability inequality (12). This pathology is caused by the high frequency components of the solutions, the highest numerical eigenmodes not being suitable approximations of the corresponding eigenmodes of the continuous problem. We refer the reader to
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[24, 6] for interpretations in terms of numerical wave propagation and for a sharp analysis of the phenomena involved in the context of finite-difference and finite-element approximations of the one-dimensional (and two-dimensional) wave equation.

For all these standard space discretization methods, a remedy to recover the uniformity of the observability is to filter out the high frequency components of the solution. This method is often referred as Fourier filtering. It was shown in [13, 23, 2] that this method led to the uniformity of the observability inequality, for the numerical scheme considered in these papers. This method, however, has a major drawback: it is necessary to compute the eigenmodes (eigenvalues and associated eigenfunctions), which can be costly, especially if one wants to consider 2 or 3-dimensional spatial domains.

Based on numerical experiments in the case of a finite-element or a finite-difference semi-discretization of (1), other remedies were suggested by Glowinski in [9, 8]. Among them, let us cite a Tychonoff regularization, a mixed formulation of (1), a bi-grid method and a penalty method. It was shown in [17] that a bi-grid method applied to a finite-difference semi-discretization allows one to obtain the uniformity of the observability inequality and the convergence of the numerical controls. In [4], the same positive results were proved using a mixed finite element approximation.

In this paper we propose three remedies to recover the uniformity of the boundary observability inequality in the case of a spectral semi-discretization of (1). In the context of the Legendre-Galerkin semi-discretization of (1) considered in [2], we show numerically that a spectral filtering (a commonly used procedure in spectral methods), a mixed method and Nitsche’s method to append Dirichlet boundary conditions allow one to recover the uniformity of $c_{N,T}$. To our knowledge, this is the first time that one obtains the uniformity of $c_{N,T}$ without the use of Fourier filtering in the case of a spectral semi-discretization of (1).

Unfortunately, these remedies are not fully satisfactory since they do not seem to guarantee the uniformity of the discrete analogue of the direct inequality (4),

$$\int_0^T |u^N_x(1,t)|^2 dt \leq C_{N,T} E(u^N(0)), \quad (15)$$

that is with

$$C_{N,T} < C_T,$$

independently of the discretization parameter $N$. In this regard, the situation here is very different from what happens with classical finite element or finite difference methods, where the uniform direct inequality holds even without filtering out the highest frequencies ([13]).

These negative results, if confirmed theoretically, would prevent us from using the abstract convergence results (for the control and the controlled solution) in [6, 7] which need both the uniform observability and the uniform direct inequality as well. While the uniform observability property seems essential (see [6], section 4.4.) the necessity of the uniform direct inequality for the convergence of the control approximations is not clear to us.

Nevertheless, we will show a numerical example where convergence does not hold with the classical Legendre Galerkin method (without uniform observability), whereas convergence does hold if we compute the approximate control using one of the remedies (new discrete formulations with uniform observability) proposed in this paper.

The paper is organized as follows. In Section 2, we recall some results on the behaviour of $c_{N,T}$ and $C_{N,T}$ obtained in [2] with the Legendre-Galerkin approximation of (1). In Section 3, we show numerically that a modification of the discrete version of the functional $J(u_0, u_1)$ via a spectral filtering allows us to obtain a uniform and positive lower-bound on $c_{N,T}$. In Section 4, we obtain numerically the uniformity of $c_{N,T}$ when considering a mixed Legendre-Galerkin method. The uniform result on $c_{N,T}$ differs from the one obtained in [4] since a weaker version
of the observability inequality was necessary. In Section 5, we introduce Nitsche’s Method to append Dirichlet type boundary conditions. Two variants of Nitsche’s method are used for both the controlled wave equation and the dual observability problem, and again the associated observability property is shown to hold uniformly in our numerical experiments. Finally, in Section 6, we present a numerical example of problem to be controlled, showing the convergence of the control approximations for all the remedies proposed in this paper.

2 Legendre Galerkin approximation and discrete observability properties

2.1 Legendre Galerkin approximation

First of all, let us recall that the solution of the wave equation admits the Fourier expansion

\[ u(x, t) = \sum_{k=1}^{\infty} \left( \alpha_k \cos(\sqrt{\lambda_k} t) + \frac{\beta_N}{\sqrt{\lambda_k}} \sin(\sqrt{\lambda_k} t) \right) \phi_k(x), \]

where

\[ \alpha_k = (u_0, \phi_k)_{L^2(-1,1)}; \quad \beta_k = (u_1, \phi_k)_{L^2(-1,1)}, \]

and \((\lambda_k, \phi_k)_{k \geq 1}\) is the eigensystem of the eigenproblem: find \(\lambda \in \mathbb{R}, \phi \in H^1_0\) such that

\[ (\phi, \psi)_{H^1_0(-1,1)} = \lambda (\phi, \psi)_{L^2(-1,1)}, \quad \forall \psi \in H^1_0(-1,1). \]  

(16)

with \((\phi_k, \phi_k)_{L^2(-1,1)} = 1\), that are \(\lambda_k = (k\pi)^2 \quad \phi_k(x) = \sin(\sqrt{\lambda_k} x)\).

Let us now briefly describe the semi-discretization of (1) studied in [2]. Let \(L_k\) denote the \(k\)-th order Legendre polynomial, given by the recurrence relation,

\[ L_0(x) = 1, \]
\[ L_1(x) = x, \]
\[ (k + 1)L_{k+1}(x) = (2k + 1)xL_k(x) - kL_{k-1}(x), \quad k \geq 2. \]

Let \(P^0_N(-1,1)\) denote the space of polynomials of degree at most \(N\) vanishing at \(x = -1\) and \(x = 1\). We notably have (see [19]) :

\[ P^0_N(-1,1) = \text{span}\{L_1(x), \ldots, L_{N-1}(x)\}, \]

where

\[ \tilde{L}_k(x) = c_k(1 - x^2)L'_k(x), \quad c_k = \frac{\sqrt{k + 1/2}}{k(k+1)}, \quad k \geq 1. \]

The Legendre-Galerkin semi-discretization of (1) is then

\[ \int_{-1}^{1} u_{tt}^N(x,t)\psi^N(x) dx + \int_{-1}^{1} u_x^N(x,t)\psi_x^N(x) dx = 0, \quad \forall \psi^N \in P^0_N(-1,1), \quad t \in (0, T) \]  

(17)

with suitable initial conditions. Here, the approximation \(u^N(., t)\) of \(u(., t)\) is sought in \(P^0_N(-1,1)\), that is in the form

\[ u^N(x, t) = \sum_{k=1}^{N-1} a_{N,k}(t)\tilde{L}_k(x) \]
Introducing \( a_N(t) := (a_{N,1}(t), \ldots, a_{N,N-1}(t))^t \), system (17) can be written in the matrix form

\[
M_N a_N''(t) + K_N a_N(t) = 0,
\]

where \( M_N \) and \( K_N \) are positive definite symmetric matrices given by (see [19])

\[
M_N(i,j) = \begin{cases} 
\frac{2}{(2r+1)(2r+3)} & \text{if } i=j \\
\frac{-1}{(2r+3)\sqrt{(2r+1)(2r+5)}} & \text{if } |i-j| = 2 \\
0 & \text{otherwise}
\end{cases}
\]

\[
K_N(i,j) = \begin{cases} 
1 & \text{if } i=j \\
0 & \text{otherwise},
\end{cases}
\]

with \( r = \min\{i,j\} \).

Taking \( \psi^N = u^N(x,t) \) in (17), one obtains that the energy of the solution of (17) is preserved along time: \( E(u^N(t)) = E(u^N(0)), \forall t \geq 0 \).

Let \( (\lambda_{N,k}, \phi_{N,k}), 1 \leq k \leq N-1 \) denote the eigenpair solutions of the eigenproblem: find \( \lambda \in \mathbb{R}, \phi \in P^0_N(-1,1) \) such that

\[
(\phi, \psi^N)_{H^1_0(-1,1)} = \lambda (\phi, \psi^N)_{L^2(-1,1)}, \quad \forall \psi \in P^0_N(-1,1).
\]

(18)

It was shown in [2] that the eigenvalues \( \{\lambda_{N,k}\} \) of the discrete eigenproblem are the zeros of

\[
\frac{J_\nu(x)}{J_{-\nu}(x)} = (-1)^N \tan \left( \frac{x - N\pi}{2} \right),
\]

where \( \nu = N + 1/2 \) and where \( J_\nu \) stands for the spherical Bessel’s function of order \( \nu \). Figure 1 illustrates the behaviour of \( \sqrt{\lambda_{N,k}} \) for \( N = 40 \), in comparison with \( \sqrt{\lambda_k} = k\pi \). The first \( 2/\pi \) fraction of them are very well approximated, as proved in [21].

Figure 1: Behaviour of the square roots of the discrete eigenvalues and of the continuous ones for \( N = 40 \).

The Fourier expansion of the solution of (17) on the orthonormal basis formed by the discrete normalized (for the \( L^2(-1,1) \) norm) eigenfunctions \( \phi_{N,k} \) writes

\[
u^N(x,t) = \sum_{k=1}^{N-1} \left( \alpha_{N,k} \cos(\sqrt{\lambda_{N,k}}t) + \frac{\beta_{N,k}}{\sqrt{\lambda_{N,k}}} \sin(\sqrt{\lambda_{N,k}}t) \right) \phi_{N,k}(x),
\]
where, for $1 \leq k \leq N - 1$,
\[ \alpha_{N,k} = (u^N_0, \phi_{N,k})_{L^2(-1,1)}, \quad \beta_{N,k} = (u^N_1, \phi_{N,k})_{L^2(-1,1)}. \]

We also consider its Fourier truncation of order $M$, $1 \leq M \leq N - 1$,
\[ u^{N,M}(x, t) = \sum_{k=1}^{M} \left( \alpha_{N,k} \cos(\sqrt{\lambda_{N,k}} t) + \frac{\beta_{N,k}}{\sqrt{\lambda_{N,k}}} \sin(\sqrt{\lambda_{N,k}} t) \right) \phi_{N,k}(x). \]

### 2.2 Discrete observability

Considering the discrete observability and direct inequalities (3) and (4), we redefine the constant $c_{N,T}$ and $C_{N,T}$ as the best possible ones:

\[ c_{N,T} = \inf_{(u^N_0, u^N_1) \in (P_0^N)^2} \left( \int_0^T |u^N_x(x, t)|^2 \, dt \right)^{1/2} / E(u^N(0)), \quad (19) \]
\[ C_{N,T} = \sup_{(u^N_0, u^N_1) \in (P_0^N)^2} \left( \int_0^T |u^N_x(x, t)|^2 \, dt \right)^{1/2} / E(u^N(0)), \quad (20) \]

As mentioned in the introduction, the observability and direct inequalities do not hold uniformly, as we have for every $T > 0$ ([2]):

\[ c_{N,T} \to 0 \quad \text{and} \quad C_{N,T} \to \infty \quad \text{as} \quad N \to \infty. \]

Figure 2 shows the behaviour of $c_{N,T}$ and $C_{N,T}$ with respect to $N$ for $T = 8$. We refer to the Appendix for the numerical method used to compute $c_{N,T}$ and $C_{N,T}$.

![Figure 2: Behaviour of $c_{N,T}$ (left) and $C_{N,T}$ (right) with $T = 8$](image)

Nevertheless, if we consider a suitable Fourier truncation $u^{N,M}_M$, which filters out the high frequency components, then we can recover uniform observability and direct inequalities. More precisely, if $T > 4$ and if $M < \frac{2}{\pi} N$, that is if we keep only the $2/\pi$ fraction of the lowest frequency components, then

\[ c_T E(u^{N,M}(0)) \leq \int_0^T \left| \frac{\partial u^{N,M}}{\partial x}(1, t) \right|^2 \, dt \leq C_T E(uN, M(0)) \]

where $c_T > 0$ and $C_T > 0$ are independent of $N$ ([2]).

The proof of this result relies on two ingredients: First, the existence of a uniform gap between consecutive eigenvalue square roots,

\[ \sqrt{\lambda_{N,k}} - \sqrt{\lambda_{N,k-1}} \geq \delta > 0 \quad (21) \]
which is proved in [2] to hold as long as \( k < \frac{2}{\pi}N \); secondly, on the uniform lower and upper bounds on

\[
\Delta_{N,k} = \frac{\left| \phi'_{N,k}(1) \right|^2}{\int_{-1}^{1} \left| \phi''_{N,k}(x) \right|^2 \, dx},
\]

that is

\[
c \leq \Delta_{N,k} \leq C,
\]

which also holds as long as \( k < \frac{2}{\pi}N \). Note that \( \Delta_{N,k} \) has to be compared with its counterpart in the continuous case, which is

\[
\Delta_k = \frac{\left| \phi'_k(1) \right|^2}{\int_{-1}^{1} \left| \phi''_k(x) \right|^2 \, dx}.
\]

A straightforward computation shows that \( \Delta_k = 1 \), for every \( k \geq 1 \). Figure 3 illustrates the fact that values of \( \Delta_{N,k} \) for \( N = 40 \) are indeed close to the exact values \( \Delta_k = 1 \) as long as \( k < \frac{2}{\pi}N \);

![Graph showing \( \Delta_{N,k} \) and \( \Delta_k \) for \( N = 40 \)]

Figure 3: Behaviour of \( \Delta_{N,k} \), for \( N = 40 \), compared to their continuous counterparts \( \Delta_k = 1 \)

If no filtering is applied, while the uniform gap property (21) between consecutive eigenvalue square roots seems to hold still (see Figure 1), Figure 3 shows that both the lower and upper uniform bound property on \( \Delta_{N,k} \) in (22) do not hold anymore, as proved in [2].

Let us point that the situation differs when using finite difference or finite element methods. In these cases, there is no uniform lower gap between consecutive eigenvalue square roots (caused by the highest numerical eigenvalues) causing by itself the non-uniform observability inequality, while a uniform upper bound on the equivalent \( \Delta_{N,k} \) alone ensures a uniform direct (continuity) inequality.

3 Spectral Filtering

We have just recalled that the lack of uniform observability is due to the high frequency components of the approximate solution of the wave equation. On another hand, spectral approximation methods, like the Legendre Galerkin method, are known to be very precise when exact solutions are very smooth but also to lose part of their efficiency when solutions are not that smooth. In the latter case, the high frequency components of the approximation are again seen as the main
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A way to recover precision is to dissipate the high modes using spectral filters (see for instance [3, 12]). These filters are called spectral filters because the filtered approximate solutions are obtained by modifying their spectral (here, polynomial) expansion. Given a spectral expansion

\[ u_N(x) = \sum_{k=1}^{N-1} \alpha_{N,k} \tilde{L}_k(x), \]

the filtered expansion \( F_Nu_N \) is

\[ F_Nu_N(x) = \sum_{k=1}^{N-1} \sigma \left( \frac{k-1}{N-1} \right) \alpha_{N,k} \tilde{L}_k(x) \]

where \( \sigma \) is called a filter function or simply a filter. \( \sigma(\eta) \) has values close to 1 for small values of \( \eta \) and close to 0 for \( \eta \) approaching 1.

More precisely, we say that \( \sigma : [0, 1] \to [0, 1] \) is a \( p \)-th order filter \((p \geq 1)\) if

(i) \( \sigma \in C^{p-1}([0, 1]), \)
(ii) \( \sigma(0) = 1, \sigma^{(j)}(0) = 0 \) for \( 1 \leq j \leq p - 1, \)
(iii) \( \sigma(1) = 0, \sigma^{(j)}(1) = 0 \) for \( 1 \leq j \leq p - 1. \)

Legendre polynomials are the eigenfunctions of a Sturm-Liouville operator arranged in the increasing order of their associated eigenvalues or frequencies. The idea behind this filtering procedure is thus to keep almost unchanged the low frequency components of the expansion while having a progressive damping on the higher modes.

Note that the filtering is generally performed on the expansion in terms of the Legendre polynomials \( L_k(x), k = 0, ..., N, \) which are of increasing frequency with increasing \( k \), instead of \( \tilde{L}_k(x) \). But as we have

\[ \tilde{L}_k(x) = \frac{1}{\sqrt{4k+2}} (L_{k-1}(x) - L_{k+1}(x)), \quad k \geq 1, \quad (23) \]

functions \( \tilde{L}_k(x) \) are still of increasing frequency components with increasing \( k \).

In this work we consider several filter functions, all presented and discussed in [3]:

- **Cesáro filter** (first order)
  \[ \sigma(\eta) = 1 - \eta, \]

- **Lanczos filter** (first order)
  \[ \sigma(\eta) = \frac{\sin (\pi \eta)}{\pi \eta}, \]

- **Raised cosine filter** (second order)
  \[ \sigma(\eta) = \frac{1 + \cos (\pi \eta)}{2}, \]

- **Sharpened raised cosine filter** (8-th order)
  \[ \sigma(\eta) = \sigma_0(\eta)^4 \left( 35 - 84\sigma_0(\eta) + 70\sigma_0(\eta)^2 - 20\sigma_0(\eta)^3 \right), \]
  where \( \sigma_0 \) denotes the raised cosine filter.
• **Vandeven filter** (p-th order)

\[
\sigma(\eta) = 1 - \frac{(2p - 1)!}{(p - 1)!2} \int_0^\eta (t(1-t))^{p-1} dt
\]

• **Exponential filter** (p-th order)

\[
\sigma(\eta) = e^{-\alpha \eta^p}, \quad \alpha > 0.
\]

The exponential filter does not satisfy condition (iii) of the definition. However, taking \(\alpha = -\log(\epsilon_m)\), where \(\epsilon_m\) is the machine accuracy, the value of \(\sigma(1)\) will be computationally interpreted as a 0. The exponential filter has the advantage to be of arbitrary order, like the Vandeven filter, but compared to the latter it has a much lower computational cost.

Vandeven and exponential filters in the context of Legendre spectral methods were studied numerically in [12]. There, it was observed that they behave similarly, they improve accuracy in polynomial expansions of smooth functions and they may be essential to stability for first order wave equations. It was also observed that increasing the order of the filter improves its accuracy.

Figure 4 shows the graphs of the first four filters, whereas Figure 5 shows the graphs of the last two, for different values of \(p\).

![Graphs of Cesaro, Lanczos, raised cosine and sharpened raised cosine filters](image)

**Figure 4:** Graphs of Cesaro, Lanczos, raised cosine and sharpened raised cosine filters

Regarding our observability problem, we now consider the boundary observation of the filtered expansion \(\mathcal{F}_N u^N\) of \(u^N\), that is

\[
(\mathcal{F}_N u^N)_x(1,t) = \sum_{k=1}^{N-1} \sigma \left( \frac{k - 1}{N - 1} \right) a_{N,k}(t) \tilde{L}_k'(1).
\]

\((\mathcal{F}_N u^N)_x(1,t)\) is expected to converge toward \(u_x(1,t)\) (for an appropriate norm). The discrete controllability problem that we consider reduces to minimizing the functional

\[
J_{N,\sigma}(u_0^N, u_1^N) = \frac{1}{2} \int_0^T |(\mathcal{F}_N u^N)_x(1,t)|^2 dt
\]

\[-\langle (y_1, -y_0), (u_0^N, u_1^N) \rangle_{H^{-1} \times L^2, H_0^1 \times L^2}
\]

over \((\mathbb{P}_N^0)^2\). An approximation of the exact control then is \(u_N(t) = (\mathcal{F}_N u^N)_x(1,t)\), where \(u^N\) is the solution of (17) with the initial data \((u_0^N, u_1^N) \in (\mathbb{P}_N^0)^2\) minimizing (24).
3 SPECTRAL FILTERING

We now look for uniform bounds (with respect to $N$) of the best constants $c_{N,T}$ and $C_{N,T}$ appearing in

$$c_{N,T}E(u^N(0)) \leq \int_0^T |(\mathcal{F}_N u^N)_x(1,t)|^2 dt \tag{25}$$

$$\int_0^T |(\mathcal{F}_N u^N)_x(1,t)|^2 dt \leq C_{N,T}E(u^N(0)). \tag{26}$$

Figure 6 illustrates the behaviour of $c_{N,T}$ and $C_{N,T}$ of (25)-(26) for different filters
According to these numerical results, there exists a uniform lower bound on $c_{N,T}$ for the
spectral filters considered here. However, we did not find any that could give an upper bound
on $C_{N,T}$. Figure 7 shows our best result in this regard. A seemingly uniform bound on
$C_{N,T}$ is obtained with the exponential filter but only up to a threshold value of $N$ (around 100). Moreover,
in the meantime, the lower bound for $c_{N,T}$ is dangerously low.

Figure 7: Values of $c_{N,T}$ (left) and $C_{N,T}$ (right) for the exponential filter with $p = 2$ and $T = 8$

4 Mixed Legendre-Galerkin Method

As an alternative to the classical Legendre-Galerkin semi-discrete approximation of the homoge-
neous wave equation (1), we consider a mixed formulation, where $u$ and $u_t$ are the unknowns and
are approximated directly (instead of $u$ alone in the classical formulation).

Let us denote $z = u_t$. Then a mixed formulation is to find $(u(t), z(t)) \in H^1_0 \times L^2$ satisfying

$$
\int_{-1}^{1} u_t(x, t) \tilde{v}(x) \, dx = \int_{-1}^{1} z(x, t) \tilde{v}(x) \, dx \quad \forall \tilde{v} \in L^2 \quad (27)
$$

$$
\frac{d}{dt} z(t), \tilde{v} >_{H^{-1}, H^1_0} = - \int_{-1}^{1} u_x(x, t) \tilde{v}_x(x) \, dx \quad \forall \tilde{v} \in H^1_0, \quad (28)
$$

for $0 \leq t \leq T$ and initial conditions

$$
u(0) = u_0 \in H^1_0, \quad u_t(0) = u_1 \in L^2. \quad (29)$$

The mixed Legendre-Galerkin method considered here consists in seeking an approximation
$(u^N(t), z^N(t)) \in \mathbb{P}_0^N \times \mathbb{P}_0^{N-2}$, $0 \leq t \leq T$, where $\mathbb{P}^M = \text{span}\{L_0(x), \ldots, L_M(x)\}$, $M \geq 0$, satisfying

$$
\int_{-1}^{1} u^N_t(x, t) \tilde{v}^N(x) \, dx = \int_{-1}^{1} z^N(x, t) \tilde{v}^N(x) \, dx \quad \forall \tilde{v}^N \in \mathbb{P}_0^{N-2} \quad (30)
$$

$$
\frac{d}{dt} z^N(t), \tilde{v}^N >_{H^{-1}, H^1_0} = - \int_{-1}^{1} u^N_x(x, t) \tilde{v}^N_x(x) \, dx \quad \forall \tilde{v}^N \in \mathbb{P}_0^{N}, \quad (31)
$$

and

$$
u^N(0) = u^N_0 \in \mathbb{P}_0^N, \quad z(0) = u^N_1 \in \mathbb{P}_0^{N-2}, \quad (32)$$
where $u_0^N$ and $u_1^N$ are suitable approximations of $u_0$ and $u_1$ respectively. Writing down

$$u^N(x,t) = \sum_{k=1}^{N-1} a_{N,k}(t) \tilde{L}_k(x)$$

$$z^N(x,t) = \sum_{k=0}^{N-2} b_{N,k}(t) L_k(x),$$

and by letting $a_N(t) =: (a_{N,1}(t), \ldots, a_{N,N-1}(t))^t$ and $b_N(t) =: (b_{N,0}(t), \ldots, b_{N,N-2}(t))^t$, (30)-(31) can be rewritten in the matrix form

$$\begin{pmatrix} a_N(t) \\ b_N(t) \end{pmatrix} = \begin{pmatrix} D_N & 0 \\ 0 & D_N^t \end{pmatrix}^{-1} \begin{pmatrix} 0 & M_N \\ -K_N & 0 \end{pmatrix} \begin{pmatrix} a_N(t) \\ b_N(t) \end{pmatrix}$$

where $K_N, M_N, D_N \in \mathbb{M}_{N-1,N-1}(\mathbb{R})$ are given by

$$K_N(i,j) = \begin{cases} 1 & \text{if } i=j \\ 0 & \text{otherwise} \end{cases}$$

$$M_N(i,j) = \begin{cases} 2 / (2i - 1) & \text{if } i=j \\ 0 & \text{otherwise} \end{cases}$$

$$D_N(i,j) = \begin{cases} \sqrt{2} / \sqrt{2i + 1(2i - 1)} & \text{if } i=j \\ -\sqrt{2} / \sqrt{2j + 1(2j + 3)} & \text{if } i=j+2 \\ 0 & \text{otherwise} \end{cases}$$

Note that

$$\begin{pmatrix} D_N & 0 \\ 0 & D_N^t \end{pmatrix}$$

is nonsingular.

Here again, the energy of the solutions of (30)-(31) is conserved along time

$$E(u^N(t), z^N(t)) = E(u^N(0), z^N(0)),$$

where

$$E(u^N(t), z^N(t)) = \frac{1}{2} \int_{-1}^{1} |z^N(x,t)|^2 + |u^N(x,t)|^2 \, dx.$$ 

Let us now define the observability and continuity constants $c_{N,T}$ and $C_{N,T}$, respectively, by

$$c_{N,T} = \inf_{(u_0^N, u_1^N) \in \mathbb{P}_N^0 \times \mathbb{P}_{N-2}} \left( \int_0^T |u^N_x(1,t)|^2 \, dt / E(u^N(0), z^N(0)) \right),$$

$$C_{N,T} = \sup_{(u_0^N, u_1^N) \in \mathbb{P}_N^0 \times \mathbb{P}_{N-2}} \left( \int_0^T |u^N_x(1,t)|^2 \, dt / E(u^N(0), z^N(0)) \right),$$

Their behaviour are shown in Figure 8. We see that we recover a positive uniform lower bound for $c_{N,T}$, but no uniform upper bound for $C_{N,T}$.  


5 Nitsche’s method

Nitsche’s method [18] was first introduced to weakly impose boundary conditions of Dirichlet type. Subsequently, the method was used to (weakly) impose the inter-element continuity in the discontinuous Galerkin finite element method (DGFEM) [1]. The DGFEM combined with Nitsche’s method have been applied to the second order wave equation [10] and even studied for the numerical boundary observability of waves [16]. Note that they do not provide a uniform numerical boundary observability, unless Fourier filtering or a multi-grid strategy is applied.

Nitsche’s method has similarities with the penalty method but unlike the latter it is consistent and does have its ill-conditioning problems at the discrete level. In fact, it has even more similarities with a stabilized Lagrange multiplier method even if it does not involve any multiplier [11].

Here we consider Nitsche’s method for the weak imposition of the Dirichlet boundary condition at \( x = 1 \), which is to say at the end point where the solutions are observed or controlled. We also performed numerical experiments with Nitsche’s method used at both endpoints, but the results are qualitatively the same.

There is two versions of Nitsche’s method. A symmetrical one and an unsymmetrical one. Both depend on a parameter which, for the stability of the discrete formulation, has to be chosen carefully, depending on the approximation space, among other things. We present the two versions and the corresponding numerical results successively, beginning with the symmetrical case which, unlike the unsymmetrical case, has the property of still leading to a conservative finite dimensional dynamical system.

5.1 Symmetric case

Let \( H^1_L(-1,1) = \{ \psi \in H^1(-1,1) \mid \psi(-1) = 0 \} \) and let \( P^N_L \) be the set of polynomials of degree \( N \) vanishing at \( x = -1 \). We have, for instance,

\[
P^N_L = \text{span}\{L_1(x), \ldots, L_N(x)\} \subset H^1_L(-1,1),
\]

where \( \overline{L}_k(x) = L_k(x) - (-1)^k, k \geq 1 \). Let us define the following bilinear form over \( P^N_L \times P^N_L \):

\[
A_N(u^N, \psi^N) = \int_{-1}^{1} u^N_x(x,t)\psi^N_x(x) \, dx - u^N(1,t)\psi^N(1) \\
- u^N(1,t)\psi^N_x(1) + \gamma N^2 u^N(1,t)\psi^N(1).
\]

Note that this bilinear form is symmetric. The approximation method using the symmetric variant of Nitsche’s method then reduces to seeking an approximation \( u^N(\cdot, t) \in P^N_L, t > 0 \), for instance.
in the form

\[ u^N(x,t) = \sum_{k=1}^{N} a_{N,k}(t) \hat{L}_k(x), \]

satisfying

\[ \int_{-1}^{1} u^N_t(x,t) \psi^N(x) \, dx + A_N(u^N, \psi^N) = 0, \forall \psi^N \in \mathbb{P}^N_L. \] (33)

The linear system (33) can be written in the matrix form

\[ M_N a'_N(t) + K_N a_N(t) = 0 \]

where \( a_N(t) = (a_{N,1}(t), \ldots, a_{N,N}(t))' \) and \( (M_N, K_N) \in M_{N \times N}(\mathbb{R})^2 \) are given by

\[
M_N(i,j) = \begin{cases} 
\frac{4i+4}{2i+1} & \text{if } i=j \\
-2 & \text{if } i+j \text{ odd} \\
2 & \text{if } i+j \text{ even and } i \neq j 
\end{cases}
\]

\[
K_N = P_N - Q_N - Q_N^t + \gamma N^2 R_N,
\]

\[
P_N(i,j) = \begin{cases} 
\frac{r^2 + r}{r} & \text{if } i+j \text{ even} \\
0 & \text{otherwise}
\end{cases}
\]

\[
Q_N(i,j) = \begin{cases} 
\frac{j^2 + j}{j} & \text{if } i \text{ odd} \\
0 & \text{otherwise}
\end{cases}
\]

\[
R_N(i,j) = \begin{cases} 
4 & \text{if } i, j \text{ are odds} \\
0 & \text{otherwise}
\end{cases}
\]

Analogously to what happens with convergence proofs of approximations based on the discontinuous Galerkin method using Nitsche’s method (see [10]), we need the bilinear form \( A_N \) to be coercive (with respect to a \( H^1 \)-norm) in \( \mathbb{P}^N_L \times \mathbb{P}^N_L \). This depends on the value of \( \gamma \), and we show next that coercivity is ensured with \( \gamma > 1/2 \). In order to prove the coercivity under this condition, let us recall the following inverse inequality (see [22]):

\[
|p^N(1)|^2 \leq \frac{(N+1)^2}{2} |p^N(x)|^2_{H^0_0((-1,1))}, \forall p^N(x) \in \mathbb{P}^N((-1,1))
\]

Then, the coercivity easily follows, provided \( \gamma > 1/2 \):

\[
A_N(\psi^N, \psi^N) = |\psi^N|^2_{H^1} - 2 \psi^N(1) \psi^N(1) + \gamma N^2 |\psi^N(1)|^2
\]

\[
\geq |\psi^N|^2_{L^2} - 2 |N^{-1} \psi^N(1)| |N \psi^N(1)| + \gamma N^2 |\psi^N(1)|^2
\]

\[
\geq |\psi^N|^2_{H^0} - \frac{1}{\varepsilon} |N^{-1} \psi^N(1)|^2 - \varepsilon |N \psi^N(1)|^2 + \gamma N^2 |\psi^N(1)|^2, \quad \forall \varepsilon > 0
\]

\[
\geq (1 - \frac{1}{2\varepsilon}) |\psi^N|^2_{H^0} + (\gamma - \varepsilon) |N \psi^N(1)|^2, \quad \forall \varepsilon > 0
\]

\[
\geq C||\psi^N||^2_{1,N},
\]

for \( C > 0 \) if \( \gamma > \varepsilon > 1/2 \) and where \( ||.||_{1,N} \) denotes the following norm on \( H^1((-1,1)) \)

\[
||\psi||^2_{1,N} := |\psi|^2_{H^0_0((-1,1))} + N^2 |\psi(1)|^2.
\]

Note that the coercivity constant \( C \) does not depend on \( N \) and that \( A_N \) is coercive, also uniformly with respect to \( N \), if instead of \( ||.||^2_{1,N} \) we take the equivalent norm \( |.|_{H^0}^2 \).
Taking $\psi^N = u^N_1(x, t)$ in (33), we obtain that the energy of the numerical solutions of (33), defined by

$$E_{N, \gamma}(u^N(t)) = \frac{1}{2} \int_{-1}^{1} |u^N_x(x, t)|^2 + |u^N_t(x, t)|^2 \, dx$$

$$+ \left( \frac{\gamma}{2} N^2 u^N(1, t) - u^N_x(1, t) \right) u^N(1, t),$$

is preserved along time: $E_{N, \gamma}(u^N(t)) = E_{N, \gamma}(u^N(0))$. Note that we have proved that if $\gamma > 1/2$ then $E_{N, \gamma}^{1/2}$ is a norm in the energy space $H^1_L(-1, 1) \times L^2(-1, 1)$ for solutions of the wave equation and solutions of (33) as well.

Regarding our observability problem, we define the following discrete observability and continuity constants $c_{N,T}$ and $C_{N,T}$ respectively:

$$c_{N,T} = \inf_{(u^N_0, u^N_1) \in \mathbb{P}^N L^2} \left( \int_0^T |u^N_x(1, t) - \gamma N^2 u^N(1, t)|^2 \, dt \right) / E_{N, \gamma}(u^N(0)), \quad (34)$$

$$C_{N,T} = \sup_{(u^N_0, u^N_1) \in \mathbb{P}^N L^2} \left( \int_0^T |u^N_x(1, t) - \gamma N^2 u^N(1, t)|^2 \, dt \right) / E_{N, \gamma}(u^N(0)). \quad (35)$$

Some remarks concerning these choices are in order since the observation is not $u^N_x(1, t)$ any more, but $u^N_x(1, t) - \gamma N^2 u^N(1, t)$ instead.

First, if we use Nitsche’s method and the resulting discrete formulation (33) only to have the approximation $u^N$ involved in the functional $J_N$ (defined in (14)) to be minimized then it is natural to observe $u^N(1, t)$. Unfortunately, our numerical results show that if we drop the term $\gamma N^2 u^N(1, t)$ then $c_{N,T}$ is not uniformly bounded from below by a positive constant.

Alternatively, if we also use Nitsche’s method to approximate the controlled wave equation, that is to append the Dirichlet boundary condition $y(1, t) = v(t)$, then we obtain that the associated observability and continuity constants are defined by (34) and (35), and that the controllability problem reduces to minimize the functional

$$J^N_{\gamma}(u^N_0, u^N_1) = \frac{1}{2} \int_0^T |u^N_x(1, t) + \gamma N^2 u^N(1, t)|^2 \, dt$$

$$+ \psi^N(1) \psi^N(1) = u^N(1, t) \psi^N(1) - y^N(1, t) \psi^N(1) - \gamma N^2 \psi^N(1) \psi^N(1), \quad \forall \psi^N \in \mathbb{P}^N L.$$

(36)

Indeed, let $y^N(., t) \in \mathbb{P}^N L$ be the numerical approximation of $y(., t)$ satisfying

$$\int_{-1}^{1} y^N_0(x, t) \psi^N(x) \, dx + \int_{-1}^{1} y^N_1(x, t) \psi^N_1(x) \, dx - y^N_x(1, t) \psi^N_x(1) - y^N_x(1, t) \psi^N_1(1)$$

$$+ \gamma N^2 y^N(1, t) \psi^N(1) = u^N(1, t) \psi^N(1) + \gamma N^2 \psi^N(1), \quad \forall \psi^N \in \mathbb{P}^N L.$$

Let’s also consider, for the moment, that $v^N(t)$ is a control, that is $y^N(x, T) = y^N_0(x, T) = 0$. Now let, in (36), $\psi^N = u^N$, where $u^N(x, t)$ is the solution of (33), and let’s integrate this relation in time. By integrating by parts twice in time the first integral, we obtain

$$\int_0^T \int_{-1}^{1} y^N(x, t) u^N_t(x, t) \, dx \, dt + \int_0^T \int_{-1}^{1} y^N_x(x, t) u^N_x(x, t) \, dx \, dt - \int_0^T y^N_x(1, t) u^N_x(1, t) \, dt$$

$$- \int_0^T y^N(1, t) u^N_x(1, t) \, dt + \gamma N^2 \int_0^T y^N(1, t) u^N(1, t) \, dt$$

$$= \int_0^T v^N(t) (-u^N_x(1, t) + \gamma N^2 u^N(1, t)) \, dt + \int_{-1}^{1} u^N_0(x) y^N_1(x) - u^N_1(x) y^N_0(x) \, dx,$$
The left-hand side corresponds to the left-hand side of (33) where \( \psi^N = y^N \). Thus, we obtain

\[
\int_0^T v^N(t) \left( -u^N_x(1,t) + \gamma N^2 u^N_1(1,t) \right) \, dt = \int_{-1}^1 u^N_1(x)y_0(x) - u^N_0(x)y^N_1(x) \, dx. 
\] (37)

Using the same arguments as in the introduction for the continuous wave equation, we obtain that the approximate control of minimal \( L^2(0,T) \)-norm is then

\[
v^N(t) = u^N_x(1,t) - \gamma N^2 u^N(1,t)
\]

where \( u^N \) is the solution of (33) with the initial data \((u^N_0, u^N_1)\) minimizing \( J^N_\gamma \) over \((P^N_L)^2\). Let us recall that a uniform positive lower bound \( c_{N,T} \geq c_T > 0 \) ensures that \( J^N_\gamma \) is uniformly coercive.

**Figure 9:** Values of \( c_{N,T} \) (left) and \( C_{N,T} \) (right) with the symmetric Nitsche’s method, with \( \gamma = 0.8 \) and \( T = 8 \)

In Figure 9 we show the behaviour of \( c_{N,T} \) and \( C_{N,T} \) in (34)-(35) for the particular case \( \gamma = 0.8 \). We obtain numerically an uniform lower bound for \( c_{N,T} \) but no upper bound for \( C_{N,T} \).

In order to show the influence of the term \( \gamma N^2 u^N(1,t) \) in the observation and the resulting definition of \( c_{N,T} \) and \( C_{N,T} \), we show in Figure 10 that if we drop this term then, in the same situation than in the previous example (\( T = 8, \gamma = 0.8 \)), we do not have uniform observability (positive lower bound on \( c_{N,T} \)) any more, nor we have uniform continuity of the trace (upper bound on \( C_{N,T} \)).

**Figure 10:** Values of \( c_{N,T} \) (left) and \( C_{N,T} \) (right) for the symmetric Nitsche’s method, when the term \( \gamma N^2 u^N(1,t) \) is dropped in their definitions (34) and (35), with \( \gamma = 0.8 \) and \( T = 8 \)

### 5.2 Non-symmetric case

Application of the non-symmetric Nitsche’s method reduces to seek \( u^N(\cdot,t) \in P^N_L \) such that

\[
\int_{-1}^1 u^N_t(x,t)\psi^N(x) \, dx + \int_{-1}^1 u^N_x(x,t)\psi^N_x(x) \, dx - u^N(1,t)\psi^N(1) \\
+ u^N(1,t)\psi^N_1(1) + \gamma N^2 u^N(1,t)\psi^N(1) = 0, \forall \psi^N \in P^N_L.
\] (38)
where $\gamma$ is still a strictly positive parameter at our disposal. The interest of this non-symmetric formulation is that there is no condition on $\gamma$ to have a coercive bilinear form. Let us define the bilinear form in question by

$$A^N(u^N, \psi^N) := \int_{-1}^{1} u_x^N(x, t) \psi_x^N(x) \, dx - u_x^N(1, t) \psi_x^N(1) + u^N(1, t) \psi_x^N(1) + \gamma N^2 u^N(1, t) \psi_x^N(1),$$

one directly has that

$$A^N(\psi^N, \psi^N) = \|\psi^N\|_{1, \sqrt{\gamma N}}^2.$$  

Let $a_N(t) = (a_{N,1}(t), \ldots, a_{N,N}(t))^T$. Then, (38) can be written in the matrix form

$$M_N a_N''(t) + K_N a_N(t) = 0$$

where $(M_N, K_N) \in M_{N \times N}(\mathbb{R})^2$, $K_N = P_N - Q_N + Q_N + \gamma N^2 R_N$ and where $M_N$, $P_N$, $Q_N$ and $R_N$ were given previously.

The loss of symmetry of the bilinear elliptic form makes us consider the following definitions for the observability and continuity constants:

$$c_{N,T} = \inf_{(u_0^N, u_1^N) \in (P_N^2)^2} \left( \int_0^T \left| u_x^N(1, t) + \gamma N^2 u^N(1, t) \right|^2 dt \right) / E(u^N(0)),$$

$$C_{N,T} = \sup_{(u_0^N, u_1^N) \in (P_N^2)^2} \left( \int_0^T \left| u_x^N(1, t) + \gamma N^2 u^N(1, t) \right|^2 dt \right) / E(u^N(0)).$$

where $E(.)$ stands for the energy of the continuous wave equation (2). Even if the energy of the solutions of (38) is not preserved along time, $E(.)$ still is a norm in the energy space $H^1_L(-1, 1) \times L^2(-1, 1)$. Note that the observation $u_x^N(1, t) + \gamma N^2 u^N(1, t)$ was obtained by the exact same way than in the previous subsection, by considering the approximation of the controlled wave equation using the same non-symmetrical Nitsche’s method.

![Figure 11: Values of $c_{N,T}$ (left) and $C_{N,T}$ (right) defined by (39) and (40), for the non-symmetric Nitsche’s method with $\gamma = 1$ and $T = 8$.](image)

In Figure 11 we show the behaviour of $c_{N,T}$ and $C_{N,T}$ for $\gamma = 1$ and $T = 8$. Again, we observe a uniform observability but no upper bound for $C_{N,T}$.

According to our numerical investigations, the term $\gamma N^2 u^N(1, t)$ is necessary to obtain a uniform and strictly positive lower bound on $c_{N,T}$ and that removing this term in the observation does not allow one to recover an uniform upper bound on $C_{N,T}$. Figure 12 illustrates this in the same conditions ($\gamma = 1, T = 8$) than in the previous example.
In this section we show the influence that all the remedies (spectral filter, mixed formulation and Nitsche’s method) to the non-uniform observability property have on the computation of the associated control problem. In this example, we take

\begin{align*}
y_0(x) &= x + 1 \\
y_1(x) &= 0
\end{align*}

(41)

The corresponding values of the exact control \( v \) and the initial data \((u_0, u_1)\) for the adjoint homogeneous wave equation giving the control \( v = u_x(1, t) \) are

\begin{align*}
u_0(x) &= 0 \\
u_1(x) &= -x/4 - 1/4 \\
v(t) &= -t/4 + 1/2 \text{ if } 0 < t < 4, \\
v(t) &= -t/4 + 3/2 \text{ if } 4 < t < 8
\end{align*}

In Figure 13 we show the approximation \( v^N(t) \) obtained with the Legendre Galerkin method and without any of the remedies studied here. This approximation is highly oscillatory, even for low values of \( N \), and this pathology amplifies with growing values of \( N \).

In Figure 14 we show the approximations \( v^N(t) \), for \( N = 128 \), obtained with the different remedies studied here: spectral filtering with Cesaro and exponential filters, mixed formulation of the equations and Nitsche’s method in both its symmetrical and non-symmetrical forms. All these remedies to the non-uniform observability property of the classical Legendre Galerkin method seem to give good approximations of the exact control. There is some oscillatory pollution for each of them, but always with small amplitudes.

In order to confirm these good results, in Figure 15 we show the behaviour of the errors \( \|u_0^N - u_0\|_{L^2} \), \( \|u_1^N - u_1\|_{L^2} \) and \( \|v^N - v\|_{L^2(0,T)} \) with respect to \( N \). For the classical Legendre Galerkin method, without any remedy, there is no convergence of the approximations. However, for each of the remedies studied here, convergence appears to hold, with approximately the same rate.
7 Appendix : Computation of $c_{N,T}$ and $C_{N,T}$

In order to explain how the values of $c_{N,T}$ and $C_{N,T}$ are computed, let’s consider the first order matrix form of a semi-discretization of (1),

$$
\begin{pmatrix}
    a_N'(t) \\
    a_N(t)
\end{pmatrix}
= \begin{pmatrix}
    0 & I_{N-1 \times N-1} \\
    -M_N^{-1}K_N & 0
\end{pmatrix}
\begin{pmatrix}
    a_N(t) \\
    a_N'(t)
\end{pmatrix}
= A_N
\begin{pmatrix}
    a_N(t) \\
    a_N'(t)
\end{pmatrix}.
$$

The solution is

$$
\begin{pmatrix}
    a_N(t) \\
    a_N'(t)
\end{pmatrix}
= e^{A_N t}
\begin{pmatrix}
    a_N(0) \\
    a_N'(0)
\end{pmatrix}.
$$

Let’s also write the observation in matrix form:

$$
u_N^x(1,t) = \begin{pmatrix}
    C_T^x \\
    a_N'(t)
\end{pmatrix}_{\mathbb{R}^{2N}}.
$$

We then have

$$
\int_0^T \left| u_N^x(1,t) \right|^2 dt
= \left( \int_0^T e^{A_N t} C_N^x C_N e^{A_N t} dt \right)
\begin{pmatrix}
    a_N(0) \\
    a_N'(0)
\end{pmatrix}
\begin{pmatrix}
    a_N(0) \\
    a_N'(0)
\end{pmatrix}_{\mathbb{R}^{2N}}
= W_N^x(0,T)
\begin{pmatrix}
    a_N(0) \\
    a_N'(0)
\end{pmatrix}_{\mathbb{R}^{2N}}.
$$

On the other hand, the discrete energy writes

$$
E(u_N^x(0)) = \frac{1}{2}
\begin{pmatrix}
    K_N & 0 \\
    0 & M_N
\end{pmatrix}
\begin{pmatrix}
    a_N(0) \\
    a_N'(0)
\end{pmatrix}
\begin{pmatrix}
    a_N(0) \\
    a_N'(0)
\end{pmatrix}_{\mathbb{R}^{2N}},
$$

Figure 13: Numerical control $u_N^x(t)$ obtained with the Legendre Galerkin method (17) for $N = 32$ (top left) $N = 64$ (top right), $N = 128$ (bottom left) and $N = 256$ (bottom right). $T = 8$. 
The values of \( c_{N,T} \) and \( C_{N,T} \) are then, respectively, the minimal and the maximal eigenvalues of the generalized eigenproblem: find \((\lambda, U) \in \mathbb{R} \times \mathbb{R}^{2N}\) such that

\[
W^N(0,T)U = \frac{\lambda}{2} \begin{pmatrix} K_N & 0 \\ 0 & M_N \end{pmatrix} U
\] (42)

The following lemma ([5]) gives a way to compute \( W^N(0,T) \).

**Lemma 7.1** Let

\[
F(t) = \begin{pmatrix} F_{11}(t) & F_{12}(t) \\ 0 & F_{22}(t) \end{pmatrix} = \exp \left( \begin{pmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{pmatrix} t \right).
\]

Then,

\[
F_{11}(t) = e^{A_{11}t}, F_{22}(t) = e^{A_{22}t} et F_{12}(t) = \int_0^t e^{A_{11}(t-s)} A_{12} e^{A_{22}s} ds.
\]
Choosing $A_{11} = -A_N^k$, $A_{12} = C_N^kC_N^k$ and $A_{22} = A_N^k$, we have that

$$W(0, T) = F_{22}(T)^t F_{12}(T).$$
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