Distinct but correct: generating diversified and entity-revised medical response
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Abstract Medical dialogue generation (MDG) is applied for building medical dialogue systems for intelligent consultation. Such systems can communicate with patients in real time, thereby improving the efficiency of clinical diagnosis. However, predicting correct entities and correctly generating distinct responses remain a great challenge. Inspired by actual doctors’ responses to patients, we consider MDG a two-stage task: entity prediction and dialogue generation. For entity prediction, we design an ent-mac post pre-training strategy by leveraging external medical entity knowledge to enhance the pre-trained model. For dialogue generation, we propose an entity-aware fusion MDG method in which predicted entities are integrated into the dialogue generation model through different encoding fusion mechanisms, using information from different sources. Because the diverse beam search algorithm can produce responses with entities that deviate from the predicted entities, an entity-revised diverse beam search is proposed to correct the entities entailed in the generated responses and make the generated responses more distinct. The experimental results on the China Conference on Knowledge Graph and Semantic Computing 2021 (A/B tests) and the International Conference on Learning Representations 2021 (online test) datasets show that the proposed method outperforms several state-of-the-art methods, which demonstrates its practicability and effectiveness.
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1 Introduction

The COVID-19 pandemic has been characterized by shortages of medical resources, heavy burdens on medical practitioners, and long waiting times for patients. These problems affect the harmonious development of society and thus need to be alleviated [1]. Therefore, it is necessary to build an automatic response medical dialogue system that can communicate with patients in real time, collect patient information, and automatically make diagnoses according to patients’ symptoms [2]. Such a system can improve the efficiency of clinical consultations and significantly reduce the burden on doctors [3].

In recent years, medical dialogue generation (MDG) has attracted increasing attention, owing to its broad application prospects [4–6]. Different from the original task-oriented medical dialogue system, which requires heavy human labor to design templates [2, 3], the MDG is expected to generate context-consistent and medically meaningful responses according to annotated dialogue histories. Figure 1 presents a real example of the dialogue between a doctor and a patient. The upper frame is the input of our method, including the medical dialogue history with annotated entities, while the dashed bottom frame is the output of two tasks: entity prediction and response generation. The annotated
Figure 1. (Color online) An example of medical dialogue generation; the upper solid frame is the input, which includes the medical dialogue history and corresponding annotated entities; the bottom dotted frame represents entity prediction and response generation; the dashed arrow indicates the mapping from non-standard expressions to standard entities, and the solid arrows represent information flow.

The entity prediction result serves as the medical knowledge to be expressed in the generated response corresponding to a certain dialogue history. The doctor’s response combines contextual information and reasoning entities. Usually, the doctor first predicts the possible entities of the patient, such as symptoms, and then organizes the natural language to respond [7].

To develop an MDG system to imitate real doctors (i.e., predict then respond), two critical problems need to be urgently solved: (1) the system should learn how to provide reasonable answers according to correctly predicted medical entity information [2, 3], as the medical entity knowledge is often entailed in the response; (2) the system should generate fluent and diversified responses [4–6], as the responses vary with individuals. Therefore, we decompose the MDG into two parts: entity prediction and response generation.

Currently, researchers on the MDG have proposed a variety of solutions, but few studies systematically elaborate on the above two problems. As for medical entity prediction, few studies have considered using external medical knowledge to enhance the pre-trained model [8]. Lack of external knowledge will result in a low entity prediction accuracy [9]. As for response generation, concatenating annotated entities with dialogue history may shorten the maximal sequence length for dialogue history embedding [5], thus making it difficult to cover long dialogues.

To solve the above problems, we design a simple two-stage pipeline to systematically model MDG problems. An ent-mac post pre-training strategy is designed to accurately predict the medical entities by improving the pre-training model with external medical entity knowledge. An entity-aware fusion MDG (EFMDG) method that utilizes different encoding fusion mechanisms to capture entity information without increasing sentence length is proposed. Furthermore, for the decoding process, an entity-revised algorithm is designed to improve the distinction and correctness of responses. The extensive experimental results on the China Conference on Knowledge Graph and Semantic Computing (CCKS) 2021 (A/B tests) and the International Conference on Learning Representations (ICLR) 2021 (online test) datasets show that the proposed method outperforms other state-of-the-art MDG methods in both automatic and manual evaluation, which demonstrates the effectiveness and practicality of the proposed method. The contributions of this paper can be briefly summarized as follows.

1. For pre-training the prediction model, an ent-mac post pre-training strategy that augments the model with external medical entity knowledge is designed.
2. We propose the EFMDG, which adopts various encoding fusion mechanisms with dialogue context and predicted entity encodings, thereby effectively improving the quality of responses.
3. An entity-revised diversity beam search (EDBS) algorithm is designed to improve the diversity of
final responses while preserving the complete predicted entity information.

**Organization.** Section 2 presents the related works. Section 3 presents the problem formulation and the system framework. Sections 4 and 5 present the methodology and experiments, respectively. Section 6 presents the conclusion and future work.

# 2 Related work

## 2.1 Medical entity prediction

The current mainstream approach to medical entity prediction is to fine-tune a pre-trained model [5]. A well-designed pre-training method is required to develop a better entity prediction model [10]. The pre-training method means that the model first performs self-supervised learning on a large-scale corpus, where the semantic representations with general knowledge can be learned. In the end, the model is fine-tuned on the downstream tasks [11]. In recent years, the pre-training model technology has rapidly developed [12]. Numerous effective methods have been adopted to improve the downstream performance. BERT (bidirectional encoder representations from transformers) [13] uses a random mask pre-training method as the mask language model (MLM) task, which helps the model learn the semantic information of the context. The WWM (whole word mask) [14] outperforms the MLM, indicating that richer contextual semantics can be learned from phrases. The Mac (MLM as correction) [9] masks the entity and replaces it with similar words from the external word embedding knowledge during the pre-training stage. Specifically, it reduces the gap between the pre-training and fine-tuning stages by replacing the words with word2vec [15] method of the universal domain. The ERNIE (enhanced representation through knowledge integration) [16] separately masks the token, entity, and phrase during pre-training. This method integrates external knowledge into the contextual representation, thereby improving the general semantic expression ability of the model. However, the concept of generic medical entities covers a wide range of fields, and an entity (e.g., disease and drug names) may have numerous different non-standard expressions [17]. Using diversified entity knowledge improves the model generalization ability in the downstream medical field tasks [16]. Therefore, we design the ent-mac post pre-training strategy with the general medical knowledge contained in medical entities to assist the model in learning stronger semantic representations, thereby achieving better medical prediction accuracy.

## 2.2 Medical dialogue models

Numerous studies have recently investigated medical dialogue models, including task-oriented and generation-oriented models. Wei et al. [2] first designed dialogue strategies via reinforcement learning (RL) to promote automatic diagnosis. Xu et al. [3] introduced medical knowledge reasoning into a task-oriented dialogue system via RL. Xia et al. [8] proposed deep RL-based generative adversarial learning with regularized mutual information. Liao et al. [18] designed hierarchical RL for automatic disease diagnosis. Although the above studies can accurately capture patients’ disease information, they adopt response templates, which require careful design. More recently, automatic dialogue generation has gradually attracted research attention. Zeng et al. [4] proposed several pre-trained language models (e.g., transformer, generative pre-trained transformer (GPT), and BERT-GPT) to generate medical responses that meet COVID-19 medical services. Liu et al. [5] designed an entity-auxiliary sequence-to-sequence model (i.e., hierarchical recurrent encoder-decoder with entity (HRED-Entity)) and a pre-trained language model (i.e., GPT2-Entity), in which the inputs are concatenated with the predicted medical entities. Lin et al. [6] proposed a meta-learning model under low-resource conditions, employing graph networks to capture dependencies between entities and conversations. Although these studies provide feasible solutions to MDG problems, they tend to concatenate the predicted entities with dialogue history [4,5]. The excess concatenated sentences will be truncated, so it becomes difficult to cover all of the information of the long dialogues during the conversation. Different from the previous methods, the EFMDG adopts various encoding fusion mechanisms by utilizing information from different sources, thereby achieving better performance for MDG.

## 2.3 Dialogue generation decoding algorithm

Many recent studies tend to generate outputs with high grammaticality but low distinction with the greedy method [19,20]. Multinomial sampling as a random sample method aims to increase diversity but
ignores grammatically. Top $k$ sampling involves sorting by probability and zeroing out the probabilities below the $k$-th token, which improves the overall grammaticality but reduces diversity. Top $p$ sampling [21] involves calculating the cumulative distribution, and the distribution is cut off once it exceeds the predefined probability $p$. The beam search method [22], as an optimized search method, uses the beam window to improve the optimization space of top $k$ sampling, but short texts or safe responses can be easily generated. Diverse beam search (DBS) [23], as a variant of beam search, uses groups with diversity during response generation, but correct entities deviate during decoding. To alleviate this, we propose a decoding algorithm named EDBS, which ensures the diversity of the generated text and the prediction of more correct entities.

3 Two-stage medical dialogue system

3.1 Problem formulation

In this article, MDG is to generate medical responses containing correct entities, given the medical dialogue history and the annotated entities. In order to solve this problem, the whole MDG is divided into two stages. The first stage is to predict the correct entities as dialogue conditions, and the second stage is to generate responses under conditions of predicted entities.

In the problem of the MDG, the medical dialogue history $U = \{U_0, U_1, \ldots, U_i, \ldots, U_j\}$ is given, where each utterance $U_i$ consists of some tokens and is annotated with corresponding history entity $E^*_H$. We process the medical dialogue utterances, which includes the dialogue history $\{U_0, U_1, \ldots, U_{j-1}\}$ and current post $U_j$, into flattened tokens as input $x$. The input tokens $x = \{x_0, x_1, \ldots, x_n\}$, where $n$ is the total input length. The history entity $E^*_H$ is also utilized as input, where $E^*_H = \{E^*_0, E^*_1, \ldots, E^*_H\}$.

In summary, the problem of MDG aims to generate a medical information-rich response sequence $y = \{y_0, y_1, \ldots, y_T\}$ with the predicted entities $E^*_P$, where the $T$ is the length of generated response. We design optimal predicted entities $E^*_P$ as the intermediate condition adopted in the prediction and generation. As a result, the above steps are as follows.

1. Predict correct entities with dialogue history entities:

$$E^*_P \leftarrow \arg \max_{E^*_P \in E^*_c} \Pr (E^*_P \mid x, E^*_H),$$

where the $E^*_c$ is the $K$-dimensional vector space of the entities ($K$ represents the number of medical entities), and $E^*_P$ is the optimal distribution of the predicted entities over entity categories.

2. Generate correct and medical information-rich responses:

$$\Pr (y \mid x, E^*_P) = \Pr (y_0, y_1, \ldots, y_T \mid x, E^*_H) = \prod_{t=0}^{T} \Pr (y_t \mid y_{0:t-1}, x, E^*_P).$$

We further take the optimization with the maximum probability of each item in the multiplication in (2). The step is shown in

$$y^* \leftarrow \arg \max \Pr (y_t \mid y_{0:t-1}, x, E^*_P),$$

where the final optimal token $y^*$ is generated via auto-regression given the previous outputs $y_{0:t}$, the post $x$ and the optimal distribution of predicted entities $E^*_P$.

3.2 System framework

As shown in Figure 2, the proposed a two-stage medical pipeline system divides the entire pipeline into upstream and downstream. Under the upstream, we first predict the best set of predicted entities, and optimize the results through the optimal F1 threshold search. In the downstream, the predicted entities and the dialogue context are input into the entity-aware fusion dialogue generation model. When decoding, the entity-revised DBS is used to generate diversified and correct responses.
4 Methodology

4.1 Medical entity prediction

There are two types of entities, i.e., dialogue history entities and predicted entities, in the dialogue framework. The dialogue history entities are annotated from the corresponding utterance and the predicted entities are generated by entity prediction. The medical entities are standard medical terms, which refer to the same medical knowledge with the diversified casual expressions. For some medical knowledge, the professional terms and the casual expressions are quite different in words or characters, especially in English. For example, “胃胀” ("stomach bloating") is mapped into “肠胃胀气” ("flatulence"). Given an utterance, it can be annotated from the mapping function $\Gamma_D$ with a phrase-entity mapping dictionary $D$.

Medical entity prediction is important for the MDG which improves the predicted entities for the MDG of the next utterance given the medical dialogue history and annotated entities. In our work, the medical entity prediction is implemented through pre-training and fine-tuning stages. To make better predictions, the ent-mac post pre-training strategy adopted with the optimal F1 threshold search is proposed, which will be introduced in detail as follows in this subsection.

4.1.1 Ent-mac post pre-training strategy

Post pre-training method is thought to be a wise choice to enhance the model with domain knowledge [24]. Therefore, the ent-mac post pre-training strategy is designed, adding the medical entity knowledge\(^2\) [17], where the medical entities are replaced with semantically similar medical entities.

As shown in Table 1, the MLM is used as the origin pre-training method, masking some tokens with the byte pair encoding (BPE) method. The WWM is more suitable for Chinese pre-training, which learns representation about phrases in the corpus, i.e., by masking “建议”. The Mac is a good way to help model learning more about similar words, by changing the phrase into others, i.e., by replacing “建议” with “推荐”, which is underlined. It is a method that augments corpus with similar words, however, that generates medical entities. The dialogue history entities are annotated from the corresponding utterance and the predicted entities are standard medical terms, which refer to the same medical knowledge with the diversified casual expressions. For some medical knowledge, the professional terms and the casual expressions are quite different in words or characters, especially in English. For example, “胃胀” (“stomach bloating”) is mapped into “肠胃胀气” (“flatulence”). Given an utterance, it can be annotated from the mapping function $\Gamma_D$ with a phrase-entity mapping dictionary $D$.

Medical entity prediction is important for the MDG which improves the predicted entities for the MDG of the next utterance given the medical dialogue history and annotated entities. In our work, the medical entity prediction is implemented through pre-training and fine-tuning stages. To make better predictions, the ent-mac post pre-training strategy adopted with the optimal F1 threshold search is proposed, which will be introduced in detail as follows in this subsection.

4.1.1 Ent-mac post pre-training strategy

Post pre-training method is thought to be a wise choice to enhance the model with domain knowledge [24]. Therefore, the ent-mac post pre-training strategy is designed, adding the medical entity knowledge\(^2\) [17], where the medical entities are replaced with semantically similar medical entities.

As shown in Table 1, the MLM is used as the origin pre-training method, masking some tokens with the byte pair encoding (BPE) method. The WWM is more suitable for Chinese pre-training, which learns representation about phrases in the corpus, i.e., by masking “建议”. The Mac is a good way to help model learning more about similar words, by changing the phrase into others, i.e., by replacing “建议” with “推荐”, which is underlined. It is a method that augments corpus with similar words, however, that generates medical entities.

Table 1 The proposed ent-mac post pre-training strategy compared with other methods

| Method     | Input                                                                 | Output                                                                 |
|------------|------------------------------------------------------------------------|------------------------------------------------------------------------|
| Origin     | Ent-revised diverse entities                                           | It is recommended that you use omeprazole and add morpholine or mosapride or trimebutine maleate tablets. |
| MLM        | Ent-revised diverse entities                                           | It is recommended that you use omeprazole and add morpholine or mosapride or trimebutine maleate tablets. |
| WWM        | Ent-revised diverse entities                                           | It is recommended that you use omeprazole and add morpholine or mosapride or trimebutine maleate tablets. |
| Mac        | Ent-revised diverse entities                                           | It is recommended that you use omeprazole and add morpholine or mosapride or trimebutine maleate tablets. |
| ERNIE      | Ent-revised diverse entities                                           | It is recommended that you use omeprazole and add morpholine or mosapride or trimebutine maleate tablets. |
| Ent-mac    | Ent-revised diverse entities                                           | It is recommended that you use omeprazole and add morpholine or mosapride or trimebutine maleate tablets. |

\(^1\) https://github.com/lwgkzl/MedDG/tree/master/MedDG/data.
\(^2\) http://thuocl.thunlp.org/.
it is not suitable for special domains, i.e., a medical domain that requires more expert knowledge. The ERNIE provides a masking method via masking the entity, i.e., by masking “奥美拉唑”。It also faces some challenges as the type of entity is not medical-specialized but wide sparse. Different from the above method, we further leverage the mac method, by searching semantic similar phrases with external entity knowledge augmenting, i.e., altering the “奥美拉唑” to “雷贝拉唑”。 Compared with other pre-training methods, our method further considers the different expressions of medical information in the sentence, as well as the relationship between these medical entities.

As shown in Algorithm 1, we design the ent-mac post pre-training algorithm. Specifically, we replace the similar semantic phrases with the vector distance based on the external medical knowledge, and introduce random replacement to increase the robustness of the post pre-training. We also open-source the code of the ent-mac, as well as the pre-trained model, which can be found on the website\(^3\).

**Algorithm 1 Ent-mac post pre-training algorithm**

**Input:** External medical entity knowledge with vocabulary \(V = \{V_1, V_2, \ldots, V_m\}\); unsupervised Chinese medical sentences \(C = \{C_1, C_2, \ldots, C_n\}\) together with corresponding sentence as string label \(L = \{L_1, L_2, \ldots, L_n\}\), where the \(C_i = L_i\); Chinese medical word vector \(\Omega = \{W_1 : \omega_1, W_2 : \omega_2, \ldots, W_k : \omega_k\}\), \(k\) is the vocab size; characters counting threshold \(\zeta\).

**Output:** List of the input and its corresponding string label \(\{(C_1, L_1), (C_2, L_2), \ldots, (C_j, L_j)\}\), where \(j\) is the whole length of the whole input-label pair list.

1: Initialize the list of input-label pair \(Q \leftarrow \emptyset\).
2: for \(t = 1\) to \(n\) do
3: \(L_t \leftarrow C_t\); // Unsupervised sentence corresponded with their string as label
4: char\_count = 0; // Start selecting sentence from the front
5: for \(u = 1\) to \(m\) do
6: Generate a random number \(\mu \in (0, 1)\);
7: if \(V_u \in C_t\) then
8: if \(\mu < 0.8\) then
9: \(W^* = \text{most_similar}(V_u)\)
10: Replace corresponding word \(V_u\) in \(C_t\) with \(W^*\);
11: char\_count = char\_count + len(\(W^*\));
12: else if \(\mu < 0.9\) then
13: \(W^* = \text{Pick} V^* \text{ randomly from the vocab}\)
14: Replace corresponding word \(V_u\) in \(C_t\) with \(W^*\); // Random replacement if the probability between 0.8 and 0.9
15: char\_count = char\_count + len(\(W^*\));
16: end if
17: end if
18: Break; // If the conditions are not met, then continue till the end
19: end if
20: end for
21: end if
22: if char\_count \(\geq\) \(len(C_t) \ast \zeta\) then
23: Q.append(list(\(C_t, L_t\))); // Append the sentence with the corresponding string label
24: end for
25: \(= \frac{1}{N} \sum_{k=1}^{N} -w_k \log \sigma(x_k) + (1 - t_k) - \log (1 - \sigma(x_k))\),

\(^3\) https://github.com/LiB-minstar/Medical-Dialogue-Corpus.

\(^4\) https://github.com/RaRe-Technologies/gensim.

\(^5\) https://code.ihub.org.cn/projects/1775.

\(^6\) https://github.com/LiB-minstar/Medical-Dialogue-Corpus.

\(^7\) https://github.com/Lireanstar/Medical-Dialogue-Corpus.
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where $t_k$ is the target label of $x_k$, $\sigma$ is the neural network, $w_k$ is the optimal weight performed with F1 threshold search on the validation set, $t_k$ is the target entity and $x_k$ is the input feature, $N$ is the total training number.

4.1.3 Optimal F1 threshold search

As the categories are not balanced and the result obtained by cross-entropy loss is not globally optimal, in order to obtain the best F1 index, the optimal weight $w_k$ is designed with the optimal F1 threshold search.

We consider each category of the multi-category problem as a two-category problem. A reasonable threshold can be obtained by threshold searching. More precisely, we can obtain the optimal threshold by adjusting the threshold from 0.3 to 0.6 through the grid search, with the step of 0.001.

4.2 Entity-aware fusion dialogue generation

The entity-aware fusion dialogue generation model is presented in Figure 4. We adopt the encoder-decoder architecture as the backbone. The dialogue context embedding and predicted entities embedding are encoded with a bi-directional encoder. Then, the encodings of the dialogue context and the predicted entities are fused through the masked multi-head cross attention (MMCA) mechanism [25]. Different fusion strategies are designed to fuse information from different sources. Finally, the shifted right output together with the fused encoding is used for final response generation via auto-regression. Moreover, the auxiliary training tasks are designed to bridge the gaps of training objects in the system framework.
4.2.1 Dialogue context embedding

The context embedding module is presented in Figure 5, where the token embedding, the position embedding, and the entity embedding of the input are added element-wise together as the dialogue context embedding. The underlines of the input indicate the annotated entities. The notation $\text{Ent}_k$ represents the entity embedding of the $k$-th utterance. Each $\text{Ent}_k$ will be replicated to the same length as the corresponding utterance. As shown in Figure 5, there are two utterances representing the speaker of the patient and the doctor respectively. Specifically, the entity embedding is obtained through a one-layer linear perception projection, which is the same dimension as the token embedding. For the first patient utterance, the annotated entity only contains "头昏". As a result, the notation $\text{Ent}_1$ represents the corresponding entity embedding $E_{/G6/B3}$. For the second doctor utterance, the annotated entities contain “乏力” and “恶心”. The notation $\text{Ent}_2$ represents the sum of the entity embeddings, i.e., $E_{/DD/GD} + E_{/A6/B1}$. These entity embeddings are replicates to the same length of the corresponding utterance. Moreover, the $\text{Ent}_{\text{avg}}$ is utilized as the averaged entity embedding head of the entire sentence (divided by the sentence length) for capturing the whole entity information.

4.2.2 Predicted entities embedding

The entities are concatenated together and separated by [SEP], which is mapped in the form of tokens by the tokenizer. As a result, the entity embedding is obtained by adding these tokens with the position embedding.

4.2.3 MMCA

To collect information from different sources, the MMCA [25] is adopted to encode the dialogue context $E_C$, the predicted entities $E_{\text{ent}}$ and the shifted right previous output $E_{\text{prev}}$. The equations are shown as follows:

$$O_E = \text{MMCA}[E_{\text{prev}}, E_{\text{ent}}, E_{\text{ent}}],$$

$$O_C = \text{MMCA}[E_{\text{prev}}, E_C, E_C],$$

where the $O_E$ and the $O_C$ represent the encoding of predicted entities and dialogue context. In order to pay attention to the information of decoded tokens, the previous decoded encoding $O_P$ is obtained through

$$O_P = \text{MMCA}[E_{\text{prev}}, E_{\text{prev}}, E_{\text{prev}}].$$

4.2.4 Encoding fusion mechanism

After obtaining the $O_E$, $O_C$, and $O_P$, we provide five different fusion strategies to perform our fusion mechanism, including average, source-level weighted, source-dimension weighted, max and min fusion, which are shown as follows.

- Average fusion

$$O_F = (O_E + O_C + O_P) / 3.$$
4.2.5 Dialogue generation

The dialogue generation is processed via auto-regression, and the loss function is shown as follows:

\[ L_D(\phi) = -\sum_i \log P_\phi(y_i \mid y_{0:i-1}, O_E, O_C) = -\sum_i \log P_\phi(y_i \mid O_F), \]

where \( i \) represents the \( i \)-th word generated by the decoder, \( y_0, \ldots, y_{t-1} \) is the generated tokens, and \( y_t \) is the next token. Identically, the input of the decoder also can be represented as the mean fused encoding.

4.2.6 Auxiliary training tasks

The experimental datasets used in the pre-training stage come from the vast domains for obtaining a good generating performance, but the model needs to fit the data in the medical domain to ensure the correctness of the responses, thereby influencing the fluency of the generated responses. To bridge the gap of datasets used in two stages, we add the original language model task as the auxiliary training objective.

- Language model task. Inspired by [26], we choose the original language model task to fine-tune the medical dialogue datasets for remedying the gap of the used data in different training stages. We choose the dialogue history as the input to accomplish this auxiliary task, the equation is as follows:

\[ L_{LM}(\phi) = -\sum_i \log P_\phi(x_i \mid x_{i-k}, \ldots, x_{i-1}), \]

where \( \phi \) represents the parameters of the encoder-decoder model, \( k \) is the size of the context window, and \( x_{i-k}, \ldots, x_{i-1}, x_i \) is the sequence of tokens sampled from the training corpus.

In the training of the proposed model, the ground-truth of the annotated entities is used during the fine-tuning training, while the predicted entities generated by the entity prediction module are used during the testing. An intuitive idea to tackle such difference is to obtain the predicted entities directly from the encoder-decoder model, so that the model can learn the ability to express the predicted entities. Therefore, we add the hierarchical prediction as the second auxiliary training task.

- Hierarchical prediction task. Note that there is a hierarchical structure in the annotated entities shown in Figure 1, i.e., “症状: 胃胀，反酸” (Symptoms: flatulence, acid reflux). The “Symptoms” represent the medical domain, while the “flatulence, acid reflux” are the medical entities. Consequently, we choose the dialogue context encoding \( O_C \) for the hierarchical prediction task

\[ L_{Domain}(\theta) = -\sum_i \log P_\theta(t_i \mid O_C), \]
\[ L_{Entity}(\theta) = -\sum_i \log P_\theta(t_i' \mid O_C), \]

where \( t_i \) and \( t_i' \) represent the ground truth of domain and entity classification respectively, \( L_{Domain}(\theta) \) represents the loss function of domain types, \( L_{Entity}(\theta) \) represents the loss function of entity types.

As a result, the final loss function can be represented as

\[ L(\phi, \theta) = L_D(\phi) + L_{LM}(\phi) + L_{Domain}(\theta) + L_{Entity}(\theta), \]

where \( L(\phi, \theta) \) is the total loss, the \( \phi \) and \( \theta \) represent the parameters of neural network respectively.
4.3 Entity-revised DBS

A DBS is used to generate diversified responses. However, due to the lack of conditional information guidance, the results of the original DBS are often uncontrollable but diversified. Therefore, we design EDBS under the condition of the predicted entity for response generation, adopting the entity modification as a guidance so that the results do not shift from the condition entities $E_P$. Specifically, the EDBS is designed with multinomial sampling (multinomial) and greedy search sampling (argmax), to balance the diversity and grammaticality. A threshold $\tau$ is chosen to ensure the convergence of dialogue generation. In the Algorithm 2, the multinomial softmax in line 16 tends to produce more diversified while the argmax softmax in line 18 apt to produce more grammatically influenced responses. At the beginning of the decoding, it is more likely to choose the multinomial sampling for diversified results. As the generated sentence gets longer, the probability of using greedy sampling is greater, which can ensure the grammaticality of the generated sentence. To ensure that the final result is faithful to the predicted entities, we first adopt the mapping function $\Gamma_D$ with a phrase-entity mapping dictionary $D_{1)}$ to revise the sentence by eliminating the deviated entities contained in the sentence. Then, for the absent predicted entities, their corresponding expressions are added to the revised sentence obtained by the reverse mapping, so that the augmented sentence contains all the predicted entities. Algorithm 2 summarizes the EDBS process. To sum up, we consider the two cases of conditional shifting in dialogue generation, and use the entity-sentence mapping function conditioned with predicted entities to improve the dialogue decoding, correcting it until the final result is obtained.

5 Experiments and results

In this section, the external knowledge dataset and four different datasets for experiments are first introduced. Strong baselines and the corresponding implementation setting are described in detail. The extensive experiments are carried out to demonstrate the effectiveness of our method, including prediction and dialogue generation. Finally, we analyze the ablation studies and the case studies and present the online results of the proposed method. Moreover, we have also established a medical dialogue system under the proposed framework online at the website\(^8\).

5.1 Datasets

The external entity knowledge comes from the THUOCL dictionary \(^17\). The main domain list and the corresponding statistics of words in the THUOCL are presented in Table 2, where 157173 words in 11 fields are contained. We choose the vocabularies from the medical field as the external entity knowledge for the ent-mac post pre-training, where the total number of the medical entity knowledge counts 18749. The vocabularies originate from professional medical vocabularies, medical terminologies, and thesaurus of mainstream medical websites. It is processed manually by professional doctors with many rounds to ensure the correctness of the data collection.

All dataset statistics for MDG are shown in Table 3, and the MDG \(^5\) dataset is used for training models. The whole MDG set contains 17864 dialogues, which are divided into training and validation sets according to the ratio of 8:2. Furthermore, three other different test sets are chosen for experiments for evaluations, including CCKS-A, CCKS-B, and ICLR. We adopt these datasets from the competitions as the test data, where the data collections and distributions are similar to the MDG dataset. Among them, the CCKS-A/CCKS-B/ICLR are all collected from the same source\(^9\) as the MDG dataset, where the data processing format of those datasets is the same as the MDG dataset. It is worth noting that the CCKS-B dataset is processed with real doctors’ manual revisions on the original ground truth, which makes it interesting to see whether the model can generate responses in line with the level of human thinking. The results in the ICLR set can only be obtained via submitting online, where the results should be submitted anonymously. It is fair to evaluate the performance of different methods remotely.

5.2 Models for comparison

We compare our method with several state-of-the-art methods, from three aspects: without additional predicted information, with predicted entities, and the scale of the pre-trained model.

\(^8\) http://med.wengsyx.com/.
\(^9\) https://www.chunyuyisheng.com.
Algorithm 2 Entity-revised DBS

Input: Beam width \( B \); flattened input tokens \( x \); predicted entities \( E_P \) with corresponding optimal distribution \( E_P^* \); beam space vector \( V = [\text{logits}_1, \ldots, \text{logits}_{|b|}] \); beam score list \( W = [W_1, \ldots, W_{|b|}] \); set \( \tau \); maximum length \( N \) of generated response; phrase-entity mapping dictionary \( D = \{s_i : (e_{i1}, \ldots, e_{in})\} \); \( k \) with the mapping function \( e = \Gamma_D(s) \) mapping sentence \( s \) into entities \( e \); search completed flag \( \xi \).

Output: Set of solutions \( K = \{\{W_1, S_1\}, \ldots, \{W_B, S_B\}\} \); \( i = 1, \ldots, B \).

1: Perform top-\( B \) decoding algorithm to obtain \( \{(y^i_0, P^i_0), \{y^i_0, P^i_0\} \mid i = 1, \ldots, B\} \), the \( y^i_0 \) and \( P^i_0 \) represent the decoding token and corresponding probability at the \( t = 0 \) respectively;
2: Initialize the score list \( S = [P^1_0, \ldots, P^B_0] \), and beam string \( W = [y^0_0, \ldots, y^0_B] \);
3: Initialize set of solutions \( K \leftarrow \{(y^0_0, P^0_0), \ldots, \{y^B_0, P^B_0\}\} \), \( y_0^B \) is the first generated token of \( i \)-th beam;
4: Initialize the logits vector \( V \) with zeros, where the size is \( |B| \times \text{len}(\text{logits}) \);
5: Initialize decoding completed flag to zeros \( \xi = [0, \ldots, 0] \), where the size is \( [1, B] \);
6: for \( t = 1 \) to \( N - 1 \) do
7:   for \( i = 1 \) to \( B \) do
8:     if \( K[i][0] \) == EOS then
9:       \( V[i] \leftarrow 0 \); // Set the logits in the beam space vector in the \( i \)-th beams to zero vector
10:    \( \xi[i] = 1 \); // This flag indicates that the string has been decoded
11:   continue
12:   end if
13:   Generate a random number \( q \in (0, 1) \);
14:   if \( q \leq \tau \) then
15:     // Utilize multinomial to increase the diversity
16:     \( P_i^* = \text{multinomial Softmax}(\Pr(y_i^* \mid y_{0<i-1}^*, x, E_P^*)) \);
17:     else
18:       \( P_i^* = \text{argmax Softmax}(\Pr(y_i^* \mid y_{0<i-1}^*, x, E_P^*)) \);
19:       end if
20:   \( V[i] = S[i-1] \times P_i^* \times \delta(\Pr(y_i^* \mid y_{0<i-1}^*, x, E_P^*)) \);
21: end for
22: \( Z \leftarrow \text{Flatten}(V) \) top-\( B \); // The size of the Flatten(V) is \([1, B \times \text{len}(\text{logits})] \), \( Z = \{[y^0_1, P^1_1], \ldots, \{y^B_1, P^B_1\}\} \)
23: for \( i = 1 \) to \( B \) do
24:   if \( \xi[i] = 0 \) then
25:     continue
26:   end if
27:   \( W[i] = W[i-1] + Z[i][0] \);
28:   \( S[i] = Z[i][1] \);
29:   \( K[i][0] \) update(\( W[i] \));
30:   \( K[i][1] \) update(\( S[i] \));
31: end for
32: \( \tau = \tau \times 0.9 \);
33: end for
34: // To revise the entities contained in the generated candidates
35: for \( b \in K \) do
36:   Divide each \( b \) into short sentence list \( G = [g_1, \ldots, g_n] \) at sentence granularity separated by punctuation;
37:   // Delete the entities absent in the predicted entity list
38: for \( g \in G \) do
39:   if \( \Gamma_D(g) \cup E_P \) is not in \( E_P \) then
40:     Delete the absent entities \( g \) from \( G \);
41:     continue
42:   end if
43: end for
44: // Find the predicted entities absent in response and add into the generated sentence
45: \( R = \Gamma_D(G) \);
46: Set the absent entities list \( Q \leftarrow \emptyset \);
47: for \( e \in E_P \) do
48:   if \( e \) is not in \( R \) then
49:     \( Q \) append(\( e \));
50:     continue
51:   end if
52: for \( Q \neq \emptyset \) then
53:   \( R = \Gamma_D^{-1}(Q) \) is the sentence corresponded with the absent predicted entities
54: end if
55: end for

Table 2 Domain and statistics of THUOCL dictionary

| Domain      | IT   | Economics | Idiom | Toponymy | History | Poem | Medicine | Diet | Law | Mobile | Animal |
|-------------|------|-----------|-------|----------|---------|------|----------|------|-----|--------|--------|
| Statistics  | 16000 | 3830      | 8519  | 44805    | 13658   | 13703| 18749    | 8974 | 9896| 1752   | 17287  |

- Transformer [4] represents the original sequence-to-sequence (seq2seq) architecture, where the inputs are flattened for dialogue generation without additional predicted information.
- GPT2-Entity [5] uses the architecture of the language model of the maximum length of 300. The notation "1-Entity" represents the flattened inputs that are concatenated with predicted entities.
Table 3  Statistics of the experimental datasets

|             | MDG     | CCKS-A  | CCKS-B  | ICLR (online) |
|-------------|---------|---------|---------|--------------|
| # Dialogues | 17864   | 2747    | 1600    | 5649         |
| # Utterance | 385951  | 29601   | 15750   | 80707        |
| # Chars. per dialogue | 382.45  | 379.33  | 397.99  | 400.12       |
| # Chars. per utterance | 17.70   | 17.07   | 19.40   | 18.60        |
| # Entities per dialogue | 12.16   | 12.01   | 14.22   | 12.84        |
| # Entities per utterance | 0.56    | 0.53    | 0.64    | 0.60         |

- HRED-Entity [5] adopts the architecture of the recurrent neural network (RNN) encoder by stacking two hierarchical RNNs, where the flattened inputs are also concatenated with predicted entities.
- BertGPT-Entity [25] uses the seq2seq architecture that adopts the MMCA mechanism when generating. It is initialized with the pre-trained model [4] pre-trained on the medical texts, where we concatenate the flattened inputs with predicted entities.
- T5-Entity [27] has different variants due to the size of different training corpus, i.e., small and base. We implement with pegasus pre-training method [28] and post pre-training method [24] with open-source medical corpus respectively as strong baselines. The baselines of the T5-Entity family are also implemented with flattened inputs concatenated with predicted entities.
- CPM2-prompt [29] is the largest pre-trained model based on the seq2seq architecture, where the predicted entities are used as the prompt tokens for prompting the additional predicted entities for the dialogue generation model.
- The end2end method is also adopted for comparison, where the model is based on the seq2seq architecture. After obtaining the CLS vectors on the encoder, the vectors are used to predict entities under the one perception layer. Finally, the flattened inputs concatenated with the predicted entities are used for training the end2end model.

5.3 Implementation settings

For the post pre-training of entity prediction, the ent-mac post pre-training is adopted with the medical corpus, and the characters counting threshold is set to 0.15. We use the default settings\(^{10}\) to implement the post pre-training with the proposed ent-mac strategy on four NVIDIA 3090 GPUs. The dataset and codes are publicly available on the website\(^{11}\).

For the entity prediction fine-tuning, all the baselines use the same configuration, where the stratified learning rate is adopted with an attenuation strategy with $\text{decay} = 10^{-4}$. Specifically, a larger value is set for the upper learning rate of the backbone, the internal learning rate of the pre-trained model is smaller, and the closer to the lower layer, the smaller the learning rate, which ranges from $\text{lr} = 5 \times 10^{-4}$ to $\text{lr} = 10^{-4}$. We also adopt the FGM adversarial training [30], mixed-precision training\(^{12}\) with a batch size of 32. The optimal f1 threshold is set to 0.55.

For the dialogue generation, we design a curriculum boost learning strategy [31] to fine-tune the proposed EFMDG model, where the architecture of the model is the seq2seq. The size of the token embedding is 768 and the context window is 512. We fine-tune the EFMDG model with the medical dialogue corpus of training processes with different difficulties. The training steps are as follows.

1. The original pre-trained model (i.e., BertGPT-Entity) is utilized to initialize the parameters of the encoder and decoder, which is fine-tuned with the cleaned online medical dialogues. Then, we use the boost strategy to train 4 epochs for a total of 5-fold.
2. The dialogues with entities of the doctor are used for training, so that the generated response will contain the common features of doctors. We use the boost strategy to train 4 epochs for a total of 5-fold.
3. We further sort out the dialogues with entities of doctors, whose length is greater than 11 (counted on the validation set) to train the dialogue generation model, because these dialogues have more entity characteristics. It is easier for the model to adapt to generating longer sentences. We train 2 epochs for a total of 5-fold.

With the implementation of the batch size of 32 with gradient accumulation. For decoding, the convergence threshold is set to 0.9. The AdamW optimizer [32] is adopted for fine-tuning with 2000

---

\(^{10}\) https://github.com/ymcui/MacBERT.

\(^{11}\) https://github.com/Lireanstar/Entity-aware-Fusion-Medical-Dialogue-Generation.

\(^{12}\) https://github.com/NVIDIA/apex.
warm-up steps until the learning rate reaches $10^{-5}$ on four NVIDIA 3090 GPUs, where the random seed of 2022.

For the other baselines the except for the CPM2-prompt, all have a batch size of 32 and a word embedding size of 512 with the AdamW optimizer with an initial learning rate of $10^{-4}$ and annealed it gradually after 2000 warm-up epoch until it reached $10^{-5}$. As for the CPM2-prompt, we adopt the original parameter setting\(^\text{13}\) for fine-tuning with the training dataset on four NVIDIA 3090 GPUs.

5.4 Evaluation settings

5.4.1 Automatic evaluation

Two indicators in the original evaluation\(^\text{14}\) are adopted, including averaged BLEU-1/4\(^\text{33}\) score and Entity-F1, which is to measure response generation quality and entity correctness respectively. Furthermore, the metrics of Distinct-1/2\(^\text{34}\) are implemented to measure the diversity.

5.4.2 Human evaluation

For the baselines and our model, we randomly picked 200 test cases from the test set. Each generated sentence is scored by three independent persons with a medical background. Artificial responses (golden response) with other generated responses are scored with three metrics: (1) utterance fluency: to decide whether the sentences are fluent, and may be produced by humans; (2) entity correctness: to judge whether the generated sentences contain correct entities; (3) entire quality: a comprehensive index for evaluating sentence quality. The rating scale for each metric ranges from 1 to 5, where 1 represents the worst and 5 represents the best.

5.5 Experimental results

In this part, we conduct a detailed analysis of the automatic results in entity prediction and dialogue generation, as well as manual results in MDG.

5.5.1 Entity prediction results

As shown in Table 4, the BERT-base-Chinese and RoBERTa-wwm-ext have similar effects. After the backbone is replaced by ERNIE, the improvement is about 1.06 and 0.76 in the CCKS A and the CCKS B respectively, which indicates that pre-training with external entity knowledge is helpful for improving the F1 scores. The Mac-BERT-large outperforms ERNIE, which shows that similar phrase replacement assists medical prediction. Because the PCL-BERT-wwm model outperforms the others, we choose the PCL-BERT-wwm with ent-mac post pre-training strategy as our final baseline backbone, with improvements of 4.48 and 4.36 in F1 score respectively on the CCKS A/B test set. We then implement the different structures with the backbone of the PCL-BERT-wwm-ent-mac model. As shown in Table 5, the results show that the medical entity prediction adopting the model structure with the concatenated features of the last three layers, attention mechanism, and multi-dropout is more competitive compared with the other baselines.

5.5.2 Dialogue generation results

The results of MDG are shown in Tables 6 and 7, respectively. Table 6 shows that the performance of different methods for the ICLR online test set. We can observe that the performance of the original Transformer is relatively low. It can be inferred that without predicted entities, the model has a limited ability to predict the next sentence. Besides, the short length of embedding limits the ability of GPT2-Entity (with small max\_len). The original BertGPT achieves better performance than HRED-Entity, which indicates the power of pre-training. The T5-pegasus-Entity achieves high Distinct score than GPT-2-Entity, which means that the responses generated by large pre-trained models have more ability to be diversified. Finally, the proposed EFMDG method is better than other strong baselines. The same trend can also be found in Table 7. We also add additional baselines in both the CCKS A/B test set to further experiments. The symbol -post indicates continuing to be pre-trained, and the result shows that continuing pre-training on the training corpus is beneficial to improving the comprehensive score.

\(^{13}\) https://github.com/TsinghuaAI/CPM-2-Finetune.

\(^{14}\) www.biendata.xyz/competition/ccks_2021/mdg/evaluation/.
Table 4  F1 performance of backbone in different datasets

| Model                        | CCKS A F1 | CCKS B F1 |
|------------------------------|-----------|-----------|
| BERT-base-Chinese [13]       | 31.23     | 31.61     |
| RoBERTa-wwm-ext [14]         | 31.68     | 31.77     |
| ERNIE [16]                   | 32.29     | 32.37     |
| Mac-BERT-large [9]           | 33.64     | 33.89     |
| PCL-BERT-wwm                 | 34.68     | 34.87     |
| PCL-BERT-wwm-ent-mac         | 35.71     | 35.97     |

Table 5  Medical entity prediction in ICLR test set

| Model                      | F1    | Recall | Accuracy |
|----------------------------|-------|--------|----------|
| RNN                        | 33.29 | 36.62  | 30.53    |
| Last MaxPool               | 33.17 | 37.11  | 29.98    |
| Last3 Avg Embedding        | 34.43 | 38.22  | 31.32    |
| Last3 Attention [36]       | 34.79 | 38.82  | 31.51    |
| Last3 MulDropout [37]      | 35.30 | 37.74  | 33.16    |
| Last3 Atten MulDrop        | 36.39 | 41.23  | 32.56    |

Table 6  Online submitted results of different baselines in ICLR test set

| Model                        | Average F1 | BLEU-1 [15] | BLEU-4 [16] | Dist.-1 | Dist.-2 |
|------------------------------|------------|-------------|-------------|---------|---------|
| Transformer [4]              | 16.18      | 19.24       | 34.32       | 20.33   | 0.70    | 6.31    |
| GPT2-Entity [5]              | 19.58      | 24.49       | 40.31       | 21.13   | 0.88    | 11.07   |
| HRED-Entity [5]              | 20.43      | 27.00       | 43.89       | 23.27   | 0.77    | 7.21    |
| BertGPT-Entity [25]          | 21.98      | 28.81       | 46.68       | 25.11   | 0.79    | 8.51    |
| T5-pegasus-base-Entity [27]  | 23.60      | 28.76       | 48.43       | 26.77   | 0.84    | 13.21   |
| EFMDG                        | 25.49      | 29.58       | 50.48       | 28.03   | 1.23    | 18.13   |

Table 7  Performance of different methods in both CCKS-A and CCKS-B test sets

| Model                        | CCKS A       | CCKS B       |
|------------------------------|--------------|--------------|
|                             | Average F1   | Dist.-average| Average F1   | Dist.-average|
| Transformer [4]              | 12.08        | 6.09         | 5.44         | 11.29       | 22.12     | 6.44      | 5.32      |
| GPT2-Entity [5]              | 13.43        | 25.75        | 7.30         | 12.41       | 24.41     | 5.81      | 7.01      |
| HRED-Entity [5]              | 13.85        | 26.42        | 7.37         | 13.11       | 25.11     | 6.61      | 7.61      |
| T5-pegasus-small-Entity [27] | 13.79        | 26.57        | 7.03         | 13.69       | 26.74     | 6.66      | 7.69      |
| T5-pegasus-base-Entity [27]  | 14.18        | 25.41        | 9.43         | 13.65       | 25.47     | 7.87      | 7.63      |
| + post pre-training [17]     | 14.53        | 25.55        | 9.61         | 14.29       | 25.63     | 8.66      | 8.58      |
| CPM2-prompt [29]             | 15.21        | 26.38        | 10.04        | 15.76       | 27.10     | 10.78     | 9.41      |
| EFMDG                        | 17.67        | 30.14        | 12.49        | 18.27       | 30.66     | 13.17     | 10.99     |

With the increasing of model size, i.e., small to the base of the T5-pegasus-Entity, each test score shows an upward trend. As a result, the fine-tuned CPM2-prompt reaches the high averaged score of 15.21 and 15.76 in CCKS A/B tests respectively. It can be found that the proposed method outperforms the CPM2-prompt with the improvement of 2.46 and 2.51 averaged scores in CCKS A/B tests respectively, which indicates the effectiveness of the MDG.

5.5.3 Manual evaluation results

The human evaluation result is summarized in Table 8. The performance of the flattened inputs concatenated with predicted entities is better than the one without predicted entities, i.e., Transformer. The maximum length limits the quality of the generated response, i.e., GPT-2-Entity, as the same pre-trained model, obtains relatively low scores. As the size of the pre-trained model increases, all human indicators

15) https://github.com/ymcui/Chinese-BERT-wwm.
16) Since online submission results need to reflect the differences in the scores of each model, the original BLEU 1-4 score value is multiplied by the magnification factor.
17) https://github.com/ZhuiyiTechnology/t5-pegasus.
Table 8  Results of human evaluation, where $\kappa$ is the average pairwise Cohen’s kappa score between annotators

| Model       | Utterance fluency | Entity correctness | Entire quality |
|-------------|-------------------|--------------------|---------------|
| Transformer | 3.17              | 3.01               | 3.13          |
| GPT2-Entity | 3.22              | 3.11               | 3.14          |
| HRED-Entity | 3.81              | 3.78               | 3.78          |
| BertGPT-Entity | 3.74          | 3.81               | 3.81          |
| T5-pegasus-base-post | 4.07    | 3.84               | 4.01          |
| CPM2-prompt | 4.11              | 4.19               | 4.17          |
| EFMDG       | 4.15              | 4.21               | 4.20          |
| Golden response | 4.75         | 4.88               | 4.81          |
| $\kappa$    | 0.52              | 0.59               | 0.57          |

Table 9  Performance of the proposed method with different structures

| Fusion strategy          | CCKS-A Average | F1 | BLEU-average | Dist.-average | CCKS-B Average | F1 | BLEU-average | Dist.-average |
|-------------------------|---------------|----|--------------|---------------|---------------|----|--------------|---------------|
| Backbone                | 15.77         | 28.72| 10.12       | 8.21          | 15.49         | 28.34| 9.99        | 8.14          |
| B + Context embedding   | 16.42         | 28.98| 11.30       | 9.21          | 17.45         | 29.52| 12.54       | 10.31         |
| B + C. + A.             | 16.76         | 29.36| 11.50       | 9.43          | 17.67         | 29.87| 12.72       | 10.42         |
| B + C. + SLW.           | 16.84         | 29.44| 11.66       | 9.49          | 17.76         | 29.93| 12.81       | 10.55         |
| B + C. + SDW.           | 16.99         | 29.67| 11.77       | 9.54          | 17.82         | 29.99| 12.87       | 10.60         |
| B + C. + Max.           | 16.69         | 29.30| 11.42       | 9.35          | 17.61         | 29.80| 12.66       | 10.37         |
| B + C. + Min.           | 16.54         | 29.12| 11.37       | 9.14          | 17.48         | 29.66| 12.61       | 10.17         |
| B + C. + SDW. + EDBS    | 17.67         | 30.14| 12.49       | 10.37         | 18.27         | 30.66| 13.17       | 10.99         |
| End2end (EFMDG)         | 16.46         | 28.97| 10.88       | 9.53          | 16.70         | 29.14| 11.18       | 9.77          |

have an upward trend, which is in line with the result of an automatic evaluation. From the results of different baselines, we can observe that the proposed method outperforms other baselines in all the manual metrics, which indicates that the response generated from the proposed EFMDG is more similar to the way humans respond. As a result, there is still a long way from the generated responses to the real responses of people. What is more, the average pairwise Cohen’s kappa [37] scores between annotators range between 0.4 and 0.6 for all metrics, which represents a moderate annotator agreement.

5.6 Ablation studies

5.6.1 The network architecture

The ablation experiments are shown in Table 9. The backbone (i.e., B) is the original BertGPT-Entity implemented with the curriculum boost training strategy, which outperforms the original one. This shows that it is helpful for improving the final results to learn through the corpora of different difficulties. It can be found that the proposed context encoding module (i.e., C.) is beneficial to improve the BLEU score but decrease the F1 score, as history entities are equally important for response generation but external entities from the dialogue context may be noise when decoding. The encoding fusion module also improves F1, BLEU, and Distinct effectively, which represents that the information from different sources is beneficial for decoding.

5.6.2 The fusion strategy

We also compare different fusion strategies to verify the performance of the fusion mechanism. In Table 9, the source-dimension weighted (i.e., SDW.) strategy has the highest score in all metrics, outperforming the source-level weighted (i.e., SDL.) strategy. It may be that different dimension from the encoding needs different weights to balance during fusion. The maximum (i.e., Max.) and minimum (i.e., Min.) fusion strategies fail to outperform the average fusion (i.e., A.) strategy, which means that a single encoding has limited representation capability and cannot represent information from different sources. It is concluded that the weighted fusion strategy outperforms other fusion strategies because different encodings provide different information for decoding, thus weighted fusion is a better way to balance its information. Furthermore, it turns out that “B + C. + SDW. + EDBS” achieves the best performance in both datasets, which indicates that the proposed structure is necessary for generating better results.
Table 10  Performance of different decoding algorithms

| Decoding algorithm | CCKS-A       | CCKS-B       |
|--------------------|--------------|--------------|
|                    | Average F1  | BLEU-average | Dist.-average | Average F1 | BLEU-average | Dist.-average |
| Greedy             | 16.99       | 29.67        | 11.77        | 9.54       | 17.82       | 29.99        | 12.87       | 10.60       |
| Top\(k\) (20)     | 16.71       | 29.27        | 11.49        | 9.37       | 17.15       | 29.44        | 11.88       | 10.14       |
| Top\(p\) (0.9)      | 16.65       | 28.98        | 11.55        | 9.41       | 16.94       | 28.97        | 11.55       | 10.29       |
| Top\(k\),\(p\) (20, 0.9) [20] | 16.92       | 29.54        | 11.66        | 9.57       | 17.58       | 30.05        | 12.21       | 10.49       |
| Multinomial sampling | 17.00       | 29.29        | 11.80        | 9.91       | 17.78       | 29.99        | 12.57       | 10.79       |
| Beam search [22]   | 17.05       | 29.39        | 11.91        | 9.85       | 17.88       | 30.02        | 12.94       | 10.67       |
| DBS [23]            | 17.25       | 29.65        | 12.06        | 10.04      | 18.04       | 30.33        | 12.99       | 10.79       |
| EDBS                | 17.67       | 30.14        | 12.49        | 10.37      | 18.27       | 30.66        | 13.17       | 10.99       |

5.6.3  The end2end setting

It is interesting to see the experimental comparison results between the pipeline method and the end2end method. Comparing the pipeline results in the 8-th row (B + C. + SDW. + EDBS) and the end2end results in the 9-th row from Table 9, it can be found that the proposed two-stage pipeline system outperforms the BertGPT-Entity and the EFMDG method with the end-to-end setting. The reason may be that the ability to predict medical entities of the dialogue generation model is limited for the end2end setting, and the proposed system uses the external entity prediction model to better grasp medical knowledge.

5.6.4  The decoding algorithm

We also compare different decoding algorithms with the proposed EDBS. As shown in Table 10, the greedy search outperforms the top\(p\) sampling in the BLEU score, but falls behind in the Dist. score. This represents that the result from the greedy search is more grammatical but less diversified. The multinomial sampling reaches a high Dist. score but fails to get high BLEU scores, as it lacks control conditions. The DBS outperforms the BS in all metrics, which can be a strong decoding baseline. It can be found that the EDBS method has advantages in both entity accuracy and response diversity compared to other methods.

5.6.5  The convergence threshold \(\tau\)

The threshold \(\tau\) is an important parameter for the EDBS algorithm, balancing the diversity and grammaticality of the generated responses. To investigate its effect on the performance of the proposed method, we conducted the ablation experiments and reported the results in Table 11, where the optimal value of the convergence threshold \(\tau\) is 0.9. Further conclusions can be observed that (1) the EDBS can revise the entities in the generated response, so the results of the F1 score on the CCKS-A and CCKS-B datasets are not much different. (2) As the value of the convergence threshold \(\tau\) increases, the BLEU-avg. scores decrease on both datasets while the Dist. score improves. It is because the polynomial function occupies the main advantage that the results are produced with more diversity but less grammaticality. (3) As the value of the convergence threshold \(\tau\) decreases, the greedy search takes advantage, so the performance of the Dist.-avg. score shows a downward trend. Once the threshold reaches 0, the greedy search dominates the main decoding step. It can be found that without the balancing of the convergence threshold \(\tau\), the performance of diversity and grammaticality is relatively poor on both datasets.

5.7  Decoding time and time complexity

Extensive experiments are conducted for evaluating the decoding speed and time complexity of different methods, which is shown in Table 12. As for the decoding speed, it can be seen that the greedy method obtains the fastest decoding speed. Top\(k\) method performs the sorting steps, so the time is slower than the greedy method. Top\(p\) method spends more than in cutting off the pre-defined exceeded probability. Top\(k\),\(p\) combines the above two methods, so the decoding time is slower. The multinomial method sample from a multinomial distribution, where more time will be spent in selecting the diversified probability. As for the beam search decoding method, it costs more time in calculating the local optimal results within the beams. The DBS splits each beam into groups, which costs much time in selecting diversified optimal. The proposed method balances the grammaticality and diversity controlled by the threshold.
Table 11 Ablation study of convergence threshold \( \tau \)

| Value of \( \tau \) | CCKS-A | CCKS-B |
|---------------------|---------|---------|
|                     | Average F1 | BLEU-avg. Dist.-avg. | Average F1 | BLEU-avg. Dist.-avg. |
| 50.0                | 17.25    | 30.97   | 29.97 | 11.07 | 18.00 | 30.44 | 12.53 |
| 10.0                | 17.31    | 30.00   | 29.97 | 11.07 | 18.04 | 30.46 | 12.47 |
| 15.0                | 17.38    | 30.03   | 30.44 | 11.22 | 18.06 | 30.47 | 12.55 |
| 20.0                | 17.45    | 30.05   | 30.44 | 11.22 | 18.06 | 30.48 | 12.55 |
| 5.0                 | 17.55    | 30.09   | 30.44 | 11.22 | 18.11 | 30.52 | 12.73 |
| 1.0                 | 17.63    | 30.11   | 30.44 | 11.22 | 18.22 | 30.57 | 13.05 |
| 0.9*                | 17.67    | 30.14   | **12.49** | 10.37 | **18.27** | **30.66** | 13.17 |
| 0.8                 | 17.64    | 30.12   | 30.44 | 11.22 | 18.23 | 30.59 | 13.18 |
| 0.7                 | 17.53    | 30.08   | 30.44 | 11.22 | 18.10 | 30.54 | 12.94 |
| 0.5                 | 17.34    | 30.05   | 30.44 | 11.22 | 17.99 | 30.51 | 12.81 |
| 0.2                 | 17.17    | 30.04   | 30.44 | 11.22 | 17.91 | 30.49 | 12.73 |
| 0.1                 | 17.11    | 30.01   | 30.44 | 11.22 | 17.87 | 30.42 | 12.69 |
| 0.0                 | 17.04    | 29.99   | 30.44 | 11.22 | 17.85 | 30.41 | 12.67 |

Table 12 Decoding speed and time complexity of different methods, where the \( N \) is the required traversal times, and notations \( B \) and \( G \) represent the beam width and group number in the beam respectively

| Method                      | Decoding speed (tokens/s) | Time complexity |
|-----------------------------|---------------------------|-----------------|
| Greedy                      | 13.1                      | \( O(N) \)      |
| Top_{k} (k = 20)            | 12.7                      | \( O(N) \)      |
| Top_{p} (p = 0.9) [20]      | 11.9                      | \( O(N) \)      |
| Top_{k,p} (k = 20, p = 0.9) [20] | 11.1                    | \( O(N) \)      |
| Multinomial sampling        | 10.4                      | \( O(N) \)      |
| Beam search [22]            | 9.1                       | \( O(NB) \)     |
| DBS [23]                    | 8.3                       | \( O(N(B/G)(G-1)) \) |
| EDDBS                       | 7.9                       | \( O((N-1)B) \) |

It is worthwhile getting the best evaluation performance at the expense of decoding time. As for the time complexity shown in Table 12, it can be found that the time complexity of the proposed method is \( O((N-1)B) \), where the \( N \) is the required traversal times and the \( B \) is the beam width. The further conclusion can be obtained that the time perplexity of the greedy for the other methods is \( O(N) \), which is the same as the top_{k}, top_{p}, top_{k,p}, and multinomial sampling method. The beam search needs to traverse each beam (\( B \)) for the time complexity of \( O(NB) \). The DBS method requires more time on calculating the diversity of each group (\( G \)) in the beam. The proposed EDDBS is a heuristic method, which takes more time in keeping the grammaticality and diversity during the decoding step by introducing the convergence threshold \( \tau \).

5.8 Case studies

Three scripts of the dialogue are provided in Figure 6, where we carefully observe the performance of different models through the cases of responses generated from seven different models. It can be seen that when the number of predictive entities is accurate, the generated responses of different methods are not much different. As the predicted entities deviate from the ground truth, the shortcomings of responses generated by different methods gradually appear. The Transformer model generates a response without any medical entities. The models, including GPT2-Entity, HRED-Entity, BERT-GPT-Entity, and T5-pegasus-base-post, generate responses that lack predicted entities. It can be further inferred that responses generated by a larger model have stronger diversity ability but less controllability. There is a deviation from the predicted entities, the CPM2-prompt generates responses deviating from the predicted entities, i.e., “mucus stool” (黏液便) and “bloody stool” (血便). Our proposed method is more faithful to the predicted entities, generating responses conditioned with the predicted entities. As for the lack of predicted entities, there are wrong or missing entities in responses generated by other methods. The proposed model can generate responses containing revised sentences with predicted information to the maximum extent. Compared to the other methods, the responses generated from the proposed are more correct, controllable, and rich in medical information than other methods. Note that although the
predicted entity may be biased, the generated sentence still has medical significance, as the dialogue generation model can only fit the sub-optimal results in the corpus.

We also provide the histogram of predicted entities of script 2 of Figure 6, which are shown in Figure 7. It can be concluded that after searching for the optimal F1 threshold of 0.55, each predicted entity score greater than 0.55 in the histogram will be selected for the response generation. The optimal F1 threshold is selected by considering the co-occurrence probability of entities in the medical dialogue dataset, thus indicating that both precision and recall are optimal. Further observation shows that although there will be redundant entities such as “heartburn” (with the predicted probability of 0.5671), it is still in

| Dialogue context | Generated response |
|------------------|---------------------|
| U1: There are 2 days of diarrhea. Why? | Transformer: Hello, how long has this situation been? |
| U2: I have had diarrhea for about two weeks. | GPT2-Entity: Hello, how long has this situation been? |
| Golden Response: In your case, you still consider the | HRED-Entity: Hello, how long has this situation been? |
| situation should be due to intestinal problems, it is recommended to take Golden Bifidus orally. | BERTGPT-Entity: Hello, how long has this situation been? |
| predicted entity may be biased, the generated sentence still has medical significance, as the dialogue generation model can only fit the sub-optimal results in the corpus. | T5-pegasus-base-post: Hello, how long has this situation been? |
| We also provide the histogram of predicted entities of script 2 of Figure 6, which are shown in Figure 7. It can be concluded that after searching for the optimal F1 threshold of 0.55, each predicted entity score greater than 0.55 in the histogram will be selected for the response generation. The optimal F1 threshold is selected by considering the co-occurrence probability of entities in the medical dialogue dataset, thus indicating that both precision and recall are optimal. Further observation shows that although there will be redundant entities such as “heartburn” (with the predicted probability of 0.5671), it is still in | CPM2-prompt: Hello, how long have you been in this situation? |

Figure 6 Examples of three dialogue scripts. U₁ represents the i-th utterance of the dialogue. Due to the space limitation, we only present the first two dialogues and the last dialogue as the example, where the correct predicted entities are underlined.
For the case of the actual performance, we present the competition results shown in Tables 13 and 14. The proposed method won both the 2021 CCKS entity-aware MDG competition and the 2021 ICLR workshop machine learning for preventing and combating pandemics (MLPCP) Track 1 competition. These results demonstrate that the proposed method is effective and solid.

### 6 Conclusion and future work

In this paper, we propose a pipeline framework for MDG. The framework consists of two parts: medical entity prediction and entity-aware dialogue generation. In our framework, we first optimize the entity prediction model post pre-trained with the ent-mac optimizing with F1 threshold search, then utilize the predicted entities with the proposed encoding fusion mechanism, which controls the information from different sources. We improve the original DBS with the entity-revised method, which proves to be effective in improving the quality of the final response. The proposed method outperforms other competitive baselines in the CCKS-A/B and the ICLR online test sets, demonstrating the effectiveness and practicality of the proposed method. In the future, we will consider using the knowledge graph to infer the predicted entity and try different encoding fusion mechanisms with medical knowledge entities, to further improve the correctness and quality of the generated response.
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