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Crowdsourcing is an effective tool for human-powered computation on many tasks challenging for computers. In this paper, we provide finite-sample exponential bounds on the error rate (in probability and in expectation) of hyperplane binary labeling rules under the Dawid-Skene crowdsourcing model. The bounds can be applied to analyze many common prediction methods, including the majority voting and weighted majority voting. These bound results could be useful for controlling the error rate and designing better algorithms. We show that the oracle Maximum A Posterior (MAP) rule approximately optimizes our upper bound on the mean error rate for any hyperplane binary labeling rule, and propose a simple data-driven weighted majority voting (WMV) rule (called one-step WMV) that attempts to approximate the oracle MAP and has a provable theoretical guarantee on the error rate. Moreover, we use simulated and real data to demonstrate that the data-driven EM-MAP rule is a good approximation to the oracle MAP rule, and to demonstrate that the mean error rate of the data-driven EM-MAP rule is also bounded by the mean error rate bound of the oracle MAP rule with estimated parameters plugging into the bound.

1. Introduction. There are many tasks that can be easily carried out by people but tend to be hard for computers, e.g. image annotation and visual design. When these tasks require large scale data processing, outsourcing them to experts or well-trained people may be too expensive. Crowdsourcing has recently emerged as a powerful alternative. It outsources tasks to a distributed group of people (usually called workers) who might be inexperienced in these tasks. However, if we can appropriately aggregate the outputs from a crowd, the aggregated results could be as good as the results by an expert [1, 5, 6, 8, 9, 10, 11, 12, 13].

The flaws of crowdsourcing are apparent. Each worker is paid purely based on how many tasks that he/she has completed (for example, one cent for labeling one image). No ground truth is available to evaluate how well he/she has performed in the tasks. So some workers may randomly submit answers independent of the questions when the tasks assigned to them
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are beyond their expertise. Moreover, workers are usually not persistent. Some workers may complete many tasks, while the others may only finish very few tasks even just one.

In spite of these drawbacks, is it still possible to get reliable answers in a crowdsourcing system? The answer is yes. In fact, majority voting (MV) has been able to generate fairly reasonable results [5, 6, 9, 13]. However, majority voting treats each worker’s result as equal in quality. It does not distinguish a spammer from a diligent worker. So we can expect that majority voting can be significantly improved upon.

The first improvement over majority voting might date back to Dawid and Skene [1]. They assumed that each worker is associated with an unknown confusion matrix. Each off-diagonal element represents misclassification rate from one class to the other, while the diagonal elements represent the accuracy in each class. According to the observed labels by the workers, the maximum likelihood principle is applied to jointly estimate unobserved true labels and worker confusion matrices. The likelihood function is non-convex. However, a local optimum can be obtained by using the Expectation-Maximization (EM) algorithm, which can be initialized by majority voting.

Dawid and Skene’s approach [1] can be straightforwardly extended by assuming true labels to be generated from a logistic model [6] or putting prior over worker confusion matrices [5, 6]. One may simplify the assumption made in [1] to consider a symmetric confusion matrix [4, 6], which we call the Symmetric Dawid-Skene model.

Recently, significant efforts have been made to analyze error rate for the algorithms in the literature. In [4], Karger et al. provided asymptotic error bounds for their iterative algorithm and also majority voting. However, the error bound for their specific iterative algorithm cannot be generalized to other prediction rules in crowdsourcing and the asymptotic bounds may not be that practical since we always only have finite number of tasks. Additionally, their results depend on the assumption that the same number of items were assigned to each worker, and the same number of workers labeled each item. According to the analysis in [5] by Liu et al., this assumption is restrictive in practical case. Ho et al. [2] formulated the adaptive task assignment problem, which considers adaptively assigning workers to different types of tasks according to their performance, into an optimization problem, and provided performance guarantee of their algorithm. Meanwhile, they provided a mean error rate bound for weighted majority voting, which can be viewed as a special case of our general bound of mean error rate for hyperplane rules.

In this paper, we focus on providing bounds on the error rate under crowdsourcing models of which the effectiveness on real data has been evaluated in [1, 5, 6]. Our main contributions are as follows. We derive error rate bounds in probability and in expectation for a finite number of workers and instances under the Dawid-Skene model (with the Symmetric Dawid-Skene model as a special case). Moreover, we provide error bounds for the oracle Maximum A Posterior (MAP) rule and a data-driven weighted majority voting (WMV), and show that the oracle MAP rule approximately optimizes the upper bound on the mean error rate for any hyperplane rule. Under the Symmetric Dawid-Skene model,
we use simulation to demonstrate that the data-driven EM-MAP rule approximates the oracle MAP rule well. To the best of our knowledge, this is the first work which focuses on the error rate analysis on general prediction rules under the practical Dawid-Skene model for crowdsourcing, which can be used for analyzing error rate and sample complexity of algorithms like those in [2, 4].

2. Problem setting and formulation. We focus on binary labeling in this paper. Assume that a set of workers are assigned to label certain items that are available on the Internet. For instance, whether an image of an animal is that of a cat or a dog, or if a face image is male or female.

Formally, suppose we have \( M \) workers, and \( N \) items. For convenience, we denote \([1, \ldots, M]\) and \([1, \ldots, N]\). The label matrix is denoted by \( Z \in \{±1, 0\}^{M \times N} \), in which \( Z_{ij} \) is the label of the \( j \)-th item given by the \( i \)-th worker. It will be 0 if the corresponding label is missing. Throughout the paper, we use \( y_j \) as the true label for the \( j \)-th item, and \( \hat{y}_j \) as the predicted label for the \( j \)-th item by an algorithm. At the same time, any parameter with a hat \( \hat{\} \) is an estimate for this parameter. Let \( \pi = P(y_j = 1) \) for any \( j \in [N] \) denote the prevalence of label “+” in the true labels of the items. We introduce the indicator matrix \( T = (T_{ij})_{M \times N} \), where \( T_{ij} = 1 \) indicates that entry \((i, j)\) is observed, i.e., the \( i \)-th worker has labeled the \( j \)-th item, and \( T_{ij} = 0 \) indicates entry \((i, j)\) is unobserved. Note that \( T \) and \( Z \) are observed together in our crowdsourcing setting, and both the number of items labeled by each worker and the number of workers assigned to each item are random. The sampling probability matrix is denoted by \( Q = (q_{ij})_{M \times N} \), where \( q_{ij} = P(T_{ij} = 1) \), i.e., \( q_{ij} \) is the probability that the \( i \)-th worker labels the \( j \)-th item. When \( q_{ij} = q_i \in (0, 1), \forall i \in [M], j \in [N] \), we call it sampling with probability vector \( \bar{q} = (q_1, \ldots, q_M) \). If \( q_{ij} = q \in (0, 1), \forall i \in [M], j \in [N] \), then we call it sampling with constant probability \( q \).

We will discuss two models that are widely used for modeling the quality of the workers[4, 5, 6, 13]. They were first proposed by Dawid and Skene [1]:

**Dawid-Skene model.** We distinguish the accuracy of workers on the positive class and the negative class. Some workers might work better on labeling the items with true label “+”, and some might work better at labeling the items with true label “−”. The true positive rate (sensitivity) and the true negative rate (specificity) are denoted as follows respectively: for \( i = 1, 2, \ldots, M \)

\[
p_i^+ := P(Z_{ij} = 1|y_j = 1, T_{ij} = 1) \quad \text{and} \quad p_i^- := P(Z_{ij} = -1|y_j = -1, T_{ij} = 1). \tag{2.1}
\]

Then the parameter set will be \( \Theta = \left\{ \{p_i^+, p_i^-\}_{i=1}^M , Q, \pi \right\} \) under this model.

**Symmetric Dawid-Skene model.** We assume that the \( i \)-th worker labels the item correctly with a fixed probability \( w_i = P(Z_{ij} = y_j|y_j, T_{ij} = 1) \), i.e., \( p_i^+ = p_i^- = w_i \). In this
case, no matter whether an item is from positive class or negative class, the worker labels it with the same accuracy. Therefore, the parameter set is $\Theta = \{\{w_i\}_{i=1}^M, Q, \pi\}$.

Under both models above, the posterior probability of the label for each item to be “+” is defined as: $\rho_j = P(y_j = 1|Z, T, \Theta), \forall j \in [N]$. Given an estimation or a prediction rule, suppose that its predicted label for item $j$ is $\hat{y}_j$, then our objective is to minimize the error rate. Since the error rate is random, we are also interested in its expected value (i.e., the mean error rate). Formally, error rate and its expected value are:

$$\text{ER} = \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \quad \text{and} \quad \mathbb{E}[\text{ER}] = \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j).$$

(2.2)

The rest of the paper is organized as follows. In Section 3, we present a finite-sample bound on the error rate of a hyperplane rule in probability and also in expectation under the Dawid-Skene model. In Section 4, we apply our analysis to the label inference by Maximum Likelihood method, illustrate the bound on the oracle MAP rule and present a bound of a simple data-driven weighted majority voting under the Symmetric Dawid-Skene model. Experimental results on simulated and real-world dataset are presented in section 5. Note that the proofs are deferred to the supplementary materials.

3. Error rate bounds. In this section, we provide finite-sample bounds on error rate of any hyperplane rule under the Dawid-Skene model in high probability and in expectation.

3.1. Bounds on the error rate in high probability. A hyperplane prediction or estimation rule is a rectified linear function of the observation matrix $Z$ in a high dimensional space: given an unnormalized weight vector $\nu \in \mathbb{R}^M$ (independent of $Z$) and an shift constant $a$, for the $j$th item, the rule estimates its label as $\hat{y}_j = \text{sign}(\sum_{i=1}^{M} \nu_i Z_{ij} + a)$. In the rest of this paper, we call it hyperplane rule. It is a very general rule with special cases including majority voting (MV) which has $\nu_i = 1$ for all $i$ and $a = 0$.

Next we present two general theorems to provide finite-sample error rate bounds for hyperplane rules under the Dawid-Skene model. Before that, we introduce some notations as follows:

$$\Lambda_j^+ = \left(\sum_{i=1}^{M} q_{ij} \nu_i (2p_i^+ - 1) + a\right) \quad \text{and} \quad \Lambda_j^- = \left(\sum_{i=1}^{M} q_{ij} \nu_i (2p_i^- - 1) - a\right)$$

(3.1)

$$t_1 = \min_{j \in [N]} \frac{\Lambda_j^+ \wedge \Lambda_j^-}{||\nu||_2} \quad \text{and} \quad t_2 = \max_{j \in [N]} \frac{\Lambda_j^+ \vee \Lambda_j^-}{||\nu||_2}$$

$$\phi(x) = e^{-\frac{x^2}{2}} \quad x \in \mathbb{R} \quad \text{and} \quad D(x||y) = x \ln \frac{x}{y} + (1 - x) \ln \frac{1 - x}{1 - y}, \quad x, y \in (0, 1),$$

where $|| \cdot ||_2$ is $L_2$ norm, $x \wedge y$ is min $\{x, y\}$ and $x \vee y$ is max $\{x, y\}$. 


Theorem 1. For a given sampling probability matrix $Q = (q_{ij})_{M \times N}$, let $\hat{y}_j$ be the estimate by the hyperplane rule with weight vector $\nu$ and shift constant $a$. For any $\epsilon \in (0, 1)$, we have

1) when $t_1 \geq \sqrt{2 \ln \frac{1}{\epsilon}}$, \[ \mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \right) \geq 1 - e^{-ND(\epsilon||\phi(t_1))}; \]

2) when $t_2 \leq -\sqrt{2 \ln \frac{1}{1-\epsilon}}$, \[ \mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \right) \leq e^{-ND(\epsilon||1-\phi(t_2))}. \]

Remark. In fact, we have $t_1|\nu|_2 \leq \mathbb{E} \left[ \sum_{i=1}^{M} \nu_i Z_{ij} + a \right] \leq t_2|\nu|_2, \forall j \in [N]$, thus $t_1$ and $t_2$ are two very important quantities for controlling error rate if a hyperplane rule with fixed weights. Note that for a fixed sampling probability matrix, if the weights are positive, then the better the worker over random guessing (or the bigger $2p_i^+ - 1$) for “+” labels and the larger the shift $a$, the larger the $\Lambda_j^+$. Similarly, we can interpret $\Lambda_j^-$. Usually we are free to choose $\nu$ and $a$, and in some situation we can also control $Q$, so the most important factors that we cannot control are $p_i^+$ and $p_i^-$. To control the probability of error rate exceeding $[-\epsilon, \epsilon]$ by $\delta$, we have to solve the equation $\exp \{-ND(\epsilon||\phi(t_1))\} = \delta$, which cannot be solved analytically, so we need to consider about a method which can tell us what’s the minimum $t_1$ for bounding the error rate with probability at least $1 - \delta$. The next theorem serves this purpose. For notation convenience, we define two constants $C$ and $G$ for $\epsilon, \delta \in (0, 1)$:

$$C(\epsilon, \delta) = 1 + \exp \left( \frac{1}{\epsilon} \left[ H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right] \right) \quad \text{and} \quad G(\epsilon, \delta) = 1 + \exp \left( \frac{1}{1-\epsilon} \left[ H_\epsilon(\epsilon) + \frac{1}{N} \ln \frac{1}{\delta} \right] \right),$$

(3.2)

where $H_\epsilon(\epsilon) = -\epsilon \ln \epsilon - (1-\epsilon) \ln(1-\epsilon)$.

Theorem 2. Under the same setting as in Theorem 1, for $\forall \epsilon, \delta \in (0, 1)$, we have

1) if $t_1 \geq \sqrt{2 \ln C(\epsilon, \delta)}$, then $\mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \right) \geq 1 - \delta$.

2) if $t_2 \leq -\sqrt{2 \ln G(\epsilon, \delta)}$, then $\mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \right) < \delta$.

To gain insights, we consider a simple and common method – majority voting (MV) with constant probability $q$ sampling entries under the Symmetric Dawid-Skene model, i.e., $p_i^+ = p_i^- = w_i, \forall i \in [M]$. In this case, the weight of each worker is the same. The result below follows from Theorem 1 by taking $q_{ij} = q, p_i^+ = p_i^- = w_i, \nu_i = 1$ and $a = 0$.

Corollary 3. Under the Symmetric Dawid-Skene model, for majority voting with constant probability sampling $q \in (0, 1)$, if $\bar{w} \geq \frac{1}{2} + \frac{1}{q} \sqrt{\frac{1}{2\ln q} \ln \frac{1}{\epsilon}},$ then $\mathbb{P} \left( \frac{1}{N} \sum_{j=1}^{N} I(\hat{y}_j \neq y_j) \leq \epsilon \right) \geq 1 - e^{-ND(\epsilon||\psi)},$ where $\psi = e^{-2MQ^2(\bar{w}-0.5)^2}$.

Remark. This result implies that for the error rate to be small, the average accuracy of workers $\bar{w}$ has to be better than random guessing by $\Omega(q^{-1}M^{-0.5})$. This requirement
will be easier to satisfy with more workers (larger $M$), and each worker labels more items ($q$ close to 1).

3.2. Bounds on the error rate in expectation. One is often interested in bounding the mean error rate for a general hyperplane rule, since the mean error rate gives the expected proportion of items wrongly labeled.

**Theorem 4.** *(Mean error rate bounds under the Dawid-Skene model)* Under the same setting as in Theorem 1, with $c$ and $\sigma^2$ defined as follows

$$c = \frac{\|\nu\|_{\infty}}{\|\nu\|_2} \quad \text{and} \quad \sigma^2 = \max_{j \in [N]} \frac{1}{\|\nu\|_2^2} \left( \left( \sum_{i=1}^{M} \nu_i^2 q_{ij} (1 - q_{ij} (2p_i^+ - 1)^2) \right) - \left( \sum_{i=1}^{M} \nu_i^2 q_{ij} (1 - q_{ij} (2p_i^- - 1)^2) \right) \right), \quad (3.3)$$

(1) if $t_1 \geq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P} (\hat{y}_j \neq y_j) \leq \min \left\{ \exp \left( -\frac{t_1^2}{2} \right), \exp \left( -\frac{t_1^2}{2(\sigma^2 + ct_1/3)} \right) \right\}$;

(2) if $t_2 \leq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P} (\hat{y}_j \neq y_j) \geq 1 - \min \left\{ \exp \left( -\frac{t_2^2}{2} \right), \exp \left( -\frac{t_2^2}{2(\sigma^2 - ct_2/3)} \right) \right\}$.

**Remark.** In fact, $c\|\nu\|_2$ is an upper bound on $|\nu_i Z_{ij}|, \forall i \in [M], j \in [N]$, and $\sigma^2 \|\nu\|_2^2$ is an upper bound on the variance of $(\sum_{i=1}^{M} \nu_i Z_{ij} + a)$, which is rectified to predict the label of the $j$th item.

The next corollary covers the mean error rate bounds under the Symmetric Dawid-Skene model, which can be derived from last theorem by letting $p_i^+ = p_i^- = w_i$ and enlarging $\sigma^2$ for clarity.

**Corollary 5.** Under the Symmetric Dawid-Skene model, for a given sampling probability matrix $Q = (q_{ij})_{M \times N}$, assuming the prediction rule is a hyperplane rule with weight $\nu$ and shift constant $a$, then with $c$ defined as in $(3.3)$ and $\sigma^2 = \max_{j \in [N]} \frac{1}{\|\nu\|_2^2} \left( \sum_{i=1}^{M} \nu_i^2 q_{ij} \right)$,

$$t_1' = \min_{j \in [N]} \frac{1}{\|\nu\|_2} \left( \sum_{i=1}^{M} q_{ij} \nu_i (2w_i - 1) - |a| \right) \quad \text{and} \quad t_2' = \max_{j \in [N]} \frac{1}{\|\nu\|_2} \left( \sum_{i=1}^{M} q_{ij} \nu_i (2w_i - 1) + |a| \right), \quad (3.4)$$

(1) if $t_1' \geq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P} (\hat{y}_j \neq y_j) \leq \min \left\{ \exp \left( -\frac{t_1'^2}{2} \right), \exp \left( -\frac{t_1'^2}{2(\sigma^2 + ct_1/3)} \right) \right\}$;

(2) if $t_2' \leq 0$, then $\frac{1}{N} \sum_{j=1}^{N} \mathbb{P} (\hat{y}_j \neq y_j) \geq 1 - \min \left\{ \exp \left( -\frac{t_2'^2}{2} \right), \exp \left( -\frac{t_2'^2}{2(\sigma^2 - ct_2/3)} \right) \right\}$.

Due to the complicated forms, the results above might not be very intuitive. Let us look at the majority voting case by applying $\nu_i = 1$ for all $i$ and $a = 0$ to the first part of bound in Corollary 5.

**Corollary 6.** For the majority voting under the Symmetric Dawid-Skene model and constant probability sampling $q \in (0, 1]$, 

...
(1) if $\bar{w} > \frac{1}{2}$, then $\frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \leq e^{-2Mq^2(\bar{w} - \frac{1}{2})^2}$;

(2) if $\bar{w} < \frac{1}{2}$, then $\frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \geq 1 - e^{-2Mq^2(\bar{w} - \frac{1}{2})^2}$.

**Remark.** The mean error rate of MV will exponentially decay with $M$ increase if the average accuracy of labeling by the workers is better than random guessing, and the gap between the average accuracy and 0.5 plays an important role in the bound. In particular, it implies that (1) if $\lim_{M \to \infty} \bar{w} > \frac{1}{2}$, then $\lim_{M \to \infty} \left( \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \right) = 0$; and (2) if $\lim_{M \to \infty} \bar{w} < \frac{1}{2}$, then $\lim_{M \to \infty} \left( \frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_j \neq y_j) \right) = 1$.

As mentioned earlier, a main result in [4] is very similar to our result in Corollary 6. In order to compare, we rewrite their results with our notations, and the upper bound of MV in [4] (page 5, (3)) will be $\exp(-Mq(\bar{w} - 0.5)^2)$. It is different from ours by $2q$ in the exponents. If $q > 0.5$, our bound will be tighter. It is worthy of mentioning that the results in [4] is asymptotic (with $N \to \infty$), while ours here is applicable to both asymptotic and finite sample situation. And they assumed the number of items labeled by each worker is the same and the number of workers assigned to each item is also the same, while we did not make that assumption.

### 4. Data-driven EM-MAP rule and one-step weighted majority voting.

If we know the posterior probability $\rho_j$ (defined in section 2) of the label of each item, then the Bayesian classifier predicts $\hat{y}_j = 2I(\rho_j > 0.5) - 1$. Thus if we estimate the posterior $\rho_j$ well, we can apply the same rule to predict the true label with the estimated posterior probability. One natural way to approach it is to apply the Maximum Likelihood method to the observed label matrix in order to estimate the parameter set $\Theta$ and consequently the posterior.

#### 4.1. Maximum A Posteriori (MAP) rule and the oracle MAP rule.

As in [1], we can apply the EM algorithm to obtain the maximum likelihood estimate for the parameters and the posterior $\hat{\rho}_j$. With $\hat{\rho}_j$, each item can be assigned with the label which has the largest posterior, that is, the prediction function with MAP rule is $\hat{y}_j = 2I(\hat{\rho}_j > 0.5) - 1$, where $\hat{\rho}_j$ is the estimated posterior probability. We call the method above the EM-MAP rule.

However, the EM algorithm cannot guarantee convergence to the global maximum of the likelihood function. The estimated parameters might not be close to the true parameters and similarly for the estimated posterior. It is known that EM algorithm is generally hard to conduct error rate analysis due to its iterative nature. Nevertheless, we can consider the oracle MAP rule, which knows the true parameters and thus uses the true posterior $\rho_j$ in MAP rule to label items, i.e., $\hat{y}_j = 2I(\rho_j > 0.5) - 1$. We can apply the mean error rate bounds from section 3.2 to the oracle MAP rule.

**Theorem 7.** For the oracle MAP rule knowing the true parameters $\Theta = \{(w_i)_{i=1}^{M}, Q, \pi\}$, its prediction function is $\hat{y}_j = 2I(\rho_j > 0.5) - 1$, then under the Symmetric Dawid-Skene model,
the oracle MAP rule is a hyperplane rule, i.e., \( \hat{y}_j = \text{sign} \left( \sum_{i=1}^{M} \nu_i Z_{ij} + a \right) \) with \( \nu_i = \ln \frac{w_i}{1-w_i} \) and \( a = \ln \frac{\pi_1}{1-\pi} \), thus the same mean error rate bounds and their conditions as in Corollary 5 also hold here.

**Remark.** Although it is hard to obtain performance guarantee for the EM-MAP rule, empirically it has almost the same performance as the oracle MAP rule in simulation when \( \bar{w} > 0.5 \), which will be shown in Section 5. This suggests that the bound on the mean error rate of the oracle MAP rule could be useful for estimating the error rate of the EM-MAP rule in practice as we will do in Sec. 5.

### 4.2. The oracle MAP rule and oracle bound-optimal rule

In this section, we will explore the relationship between the oracle MAP rule and the error rate bound under the Symmetric Dawid-Skene model for clarity. Meanwhile, we consider the situation that the entries in the observed label matrix are sampled with a constant probability \( q \) for simplicity.

Let us look closely at the mean error rate bound in Corollary 5. When sampling with a constant probability \( q \), the bound is monotonously decreasing w.r.t. \( t_1' \) on \([0, \infty)\) and \( \sigma^2 = q \), so optimizing the upper bound is equivalent to maximizing \( t_1' \).

\[
(\nu^*, a^*) = \arg\max_{\nu \in \mathbb{R}^M, a \in \mathbb{R}} \left( q \sum_{i=1}^{M} \frac{\nu_i}{||\nu||} (2w_i - 1) - \frac{|a|}{||\nu||} \right)
\]

\[\Rightarrow \text{Oracle bound-optimal rule: } \nu_i^* \propto 2w_i - 1 \text{ and } a^* = 0. \ (4.1)\]

The prediction function of the oracle MAP rule is \( \hat{y}_j = \text{sign} \left( \sum_{i=1}^{M} \nu_i Z_{ij} + \ln \frac{\pi_1}{1-\pi} \right) \), which is a hyperplane rule with weight \( \nu_i^\text{oracMAP} = \ln \frac{w_i}{1-w_i} \) and \( a^\text{oracMAP} = \ln \frac{\pi_1}{1-\pi} \).

Since by Taylor expansion, \( \ln \frac{x}{1-x} = (4x - 2) + O \left( (x - \frac{1}{2})^2 \right) \), we see that the weight of the oracle bound-optimal rule is the first order Taylor expansion of the oracle MAP rule. Similar result and conclusion hold for the Dawid-Skene model as well, but we omit them due to space limitations.

By observing that the oracle MAP rule is very close to the oracle bound-optimal rule, the oracle MAP rule approximately optimizes the upper bound of the mean error rate. This fact also indicates that our bound is meaningful since the oracle MAP rule is the oracle Bayes classifier.

### 4.3. Error rate bounds on one-step weighted majority voting

Weighted majority voting (WMV) is a hyperplane rule with a shift constant \( a = 0 \), and if the weights of workers are the same, it will degenerate to majority voting. From Section 4.2, we know that bound-optimal strategy of choosing weight is \( \nu_i \propto 2(w_i - 1) \). With this strategy, if we have an estimated \( w_i \), we can put more weights to the “better” workers and downplay the “spammers” (those workers with accuracy close to random guessing). This strategy can potentially improve the performance of majority vote and result in a better estimate for \( w_i \). This inspires us to
design an iterative WMV method as follows: (Step 1) Use majority voting to estimate labels, which are treated as “golden standard”. (Step 2) Use the current “golden standard” to estimate the worker accuracy $w_i$ for all $i$ and set $\nu_i = 2w_i - 1$ for all $i$. (Step 3) Use the current weight $v$ in WMV to estimate updated “golden standard”, and then return to (Step 2) until converge.

Empirically, this iterative WMV method converges fast. But it also suffers from the local optimal trap as EM does, and is generally hard to analyze its error rate. However, we are able to obtain the error rate bound in the next theorem for a “naive” version of it – one-step WMV (osWMV), which executes (Step 1) to (Step 3) only once (i.e., without returning to (Step 2) after (Step 3)).

**Theorem 8.** Under the Symmetric Dawid-Skene model, with label sampling probability $q = 1$, let $\hat{y}_{jm}^{\text{wmv}}$ be the label predicted by one-step WMV for the $j$th item, if $\bar{w} \geq \frac{1}{2} + \frac{1}{\eta} + \sqrt{\frac{(M-1)\ln^2 2}{2M^2}}$, the mean error rate of one-step weighted majority voting will be:

$$\frac{1}{N} \sum_{j=1}^{N} P(\hat{y}_{jm}^{\text{wmv}} \neq y_j) \leq \exp \left( -\frac{8MN^2\bar{\sigma}^4(1 - \eta)^2}{M^2N + (M + N)^2} \right), \quad (4.2)$$

where $\bar{\sigma} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (w_i - \frac{1}{2})^2}$ and $\eta = 2 \exp \left( -\frac{2M^2(\bar{w} - \frac{1}{2})^2}{M-1} \right)$.

The proof of this theorem is deferred to the supplementary. It is non-trivial to prove since the dependency among the weights and labels makes it hard to apply the concentration approach used in proving the previous results. Instead, a martingale-difference concentration bound has to be used.

**Remarks.** (1) In the exponent of the bound, there are several important factors: $\bar{\sigma}$ represents how far the accuracies of workers are away from random guessing, and it is a constant smaller than 1; $\eta$ will be close to 0 given a reasonable $M$. (2) The condition on $\bar{w}$ requires that $\bar{w} - \frac{1}{2}$ is $\Omega(M^{-0.5})$, which is easier to satisfy with $M$ large if the average accuracy in the crowd population is better than random guessing. This condition ensures majority voting approximating true labels, thus with more items labeled, we can get a better estimate about the workers’ accuracies, then the one-step WMV will improve the performance with better weights. (3) We count now on how $M$ and $N$ affect the bound but defer the formal mathematical analysis to the supplementary after proving the theorem: first, when both $M$ and $N$ increase but $\frac{M}{N} = r$ is a constant or decreases, the error rate bound decreases. This makes sense because with the number of items labeled per worker increasing, $\hat{w}_i$ will be more accurate, the weights will be closer to oracle bound optimal rule. Second, when $M$ is fixed and $N$ increases, i.e., the number of items labeled increases, the upper bound on the error rate decreases. Third, when $N$ is fixed and $M$ increases, the bound decreases when $M < \sqrt{N}$ and then increases when $M$ beyond $\sqrt{N}$. Intuitively, when $M$ is larger than $N$ and $M$ increases, the fluctuation of prediction score function
\[ \sum_{i=1}^{M} (2\hat{w}_i - 1)Z_{ij}, \] where \( \hat{w}_i \) is the estimated accuracy of the \( i \)th worker, will be large. This increases the chance to make more prediction errors. When \( M \) is reasonably small (compared with \( N \)) but it increases, i.e., with more people labeling each item, the accuracy of majority vote will be improved according to Corollary 6, then the gain on the accuracy of estimate \( \hat{w}_i \) leads the weights in one-step WMV to be closer to oracle bound-optimal rule.

5. Experiments. In this section, we present numerical experiments on simulated data for comparing the EM-MAP rule with the oracle MAP rule. Meanwhile, we plug the parameters estimated by EM into the bound of the oracle MAP rule in Theorem 7, which we call MAP plugin bound. Note that the MAP plugin bound is not a true bound but an estimated one. We also compare the EM-MAP with majority voting and MAP plugin bound on real-world data when oracle MAP is not available. Furthermore, we simulate the one-step WMV and MV, then compare their bounds.

Simulated data. The simulation is run under the Symmetric Dawid-Skene model with a constant sampling probability \( q = 0.8 \) (each worker has 80% chance to label any item). We simulate 11 workers who label 300 items with half of them being in the positive class. The workers' accuracies are sampled from beta distribution \( \text{Beta}(a, b) \) with \( b = 2 \). We control \( a \) such that the expected accuracy of the workers varies from 0 to 1 with a step size 0.02. The error rates are displayed in Fig. 1(a). Each error rate is averaged over 100 random data generations.

Fig. 1(a) shows that when the average accuracy of workers is better than random guessing (\( \bar{w} > 0.5 \)), the EM-MAP rule almost has the same error rate as the oracle MAP rule (the red curve in Fig. 1(a) merges with the blue curve when \( \bar{w} > 0.5 \)). It is interesting that
when $\bar{w} < 0.5$, the error rate of the oracle MAP rule is close to 0, while the error rate of the EM-MAP rule is close to 1. This is because if all the workers have low labeling accuracy, the EM algorithm cannot recognize this since there is no ground truth. While the oracle knows the true accuracies of workers, it can simply flip the labels from the workers. The plugin bounds are obtained by plugging the estimated worker accuracies by EM into the oracle MAP bound in Theorem 7. When $\bar{w} > 0.5$, we compute the MAP plugin upper bound, and the lower bound when $\bar{w} < 0.5$. Note that whether $\bar{w} > 0.5$ or not is the only information which we need but it depends on the true parameters. In real-world practice, if we have high confidence that the average worker accuracy is better than random guessing, such as in [2], Ho et al. using small amount of items with ground truth labels to test how good the workers are, then whether $\bar{w} > 0.5$ or not can be determined.

**Real data.** Fig.1(b) shows the result of the EM-MAP rule and majority voting on a language processing dataset from Snow et al. [9]. The dataset is collected by asking workers to perform recognizing textual entailment (RTE) task, i.e., for each question the worker is presented with two sentences and given a binary choice of whether the second hypothesis sentence can be inferred from the first. There are 164 workers and 800 sentence pairs with ground truth collected from experts. Totally, 8000 labels are collected and on average each worker labeled $8000/(164 \times 800) = 6.1\%$ of items.

We estimate each worker’s labeling probability ($q_i$ for the $i$th worker) through dividing the number of items they labeled by 800. Then a control variable — the sampling proportion $x$, is a probability we further sample from the available labels. For example, if $x = 0.6$ and the $i$th worker labeled 20 items, then we further sample these 20 labels with $Bernoulli(0.6)$ for each one. If an item labeled by $i$th worker has not been selected by further sampling, we treat it as missing label. In this way, we can control the sampling vector $\vec{q}$ (see section 2) with varying $x$ from 0 to 1 (with step size 0.05 in simulation). Note that when $x = 1$, we use all the 8000 labels. For each $x$, we repeat sampling label matrix with $Bernoulli(x)$ on each available label, running the EM-MAP rule and MV, computing the plugin bounds by plugging the estimated workers’ accuracies (compared with ground truth) into the upper bound of oracle MAP rule and the MV upper bound under the Symmetric Dawid-Skene model, for 40 times.

In the end, we average the error rate of the EM-MAP rule and MV, the MAP plugin upper bound and MV bound respectively. From Fig. 1(b), we can see that the MAP plugin bound approaches the error rate of the EM-MAP rule with $x$ increasing.

Fig. 1.(c) shows the simulation of one-step WMV and the comparison of its bounds with majority voting. We simulate 15 workers and 3000 items. The way we simulate is the same as what we did in Fig. 1(a) described above. The differences are that we let the average accuracy of workers start from the minimum $\bar{w}$ required in Theorem 8 instead of 0 and we run one-step WMV, MV and compute their respective bounds like what we did for the EM-MAP rule. We can see from Fig. 1(c) that both the bound and the measured error rate exhibited “cross” phenomenon – majority voting is better than one-step WMV in the very beginning and then with average accuracy increasing, one-step WMV predominates
MV because based on the “well” estimated accuracy from MV, one-step WMV can weight each worker according to how good he/she is. Note that the error rate is in log-scale. The reason that the tail of the error rate curves suddenly drop is because we only have finite $N$, thus error rate cannot be arbitrary close to 0.

6. Conclusion. In this paper, we have provided bounds on error rate of general hyperplane labeling rules (in probability and in expectation) under the Dawid-Skene crowdsourcing model that includes the Symmetric Dawid-Skene model as a special case. Optimizing the mean error rate bound under the Dawid-Skene model leads to a prediction rule that is a good approximation to the oracle MAP rule. A data-driven WMV (one-step WMV) is proposed to approximate the oracle MAP with a theoretical guarantee on its error rate. Through simulations under the Symmetric Dawid-Skene model (for simplicity) and simulations based on real data, we have three findings: (1) the EM-MAP rule is close to the oracle MAP rule with superior performance in terms of error rate, (2) the plug-in bound for the oracle MAP rule is also applicable to the EM-MAP rule, and (3) the error rate of the one-step WMV is shown to be bounded well by the theoretical bound.

To the best of our knowledge, this is the first extensive work on error rate bounds for general prediction rules under the practical Dawid-Skene model for crowdsourcing. Our bounds are useful for explaining the effectiveness of different prediction rules/functions. In the future, we plan to extend our results to the multiple-labeling situation and explore other types of crowdsourcing applications.
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**Supplement A: Missing proofs in this paper**

(http://www.stat.berkeley.edu/~hwli/SupplementaryCrowdsourcing.pdf). We have put all the missing proofs in the supplementary file, which can be downloaded from the link above.
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