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Abstract. We consider two type of upper Hessenberg matrices which determinants are Fibonacci numbers. Calculating sums of principal minors of the fixed order of the first type leads us to convolved Fibonacci numbers. Some identities for these and for Fibonacci numbers are proved.

We also show that numbers of compositions of a natural number with fixed number of ones appear as coefficients of characteristic polynomial of a Hessenberg matrix which determinant is a Fibonacci number. We derive the explicit formula for the number of such compositions, in terms of convolutions of Fibonacci numbers.

1. Introduction

Different numbers may be represented as determinants of Hessenberg matrices. There are several such matrices which determinants are Fibonacci numbers. We consider two types of such matrices. It occurs that coefficients of the characteristics polynomial of matrices of the first type, that is, the sums of its principal minors, are convolved Fibonacci numbers in the sense of [2]. From this fact we derive several identities. It is also shown that convolved Fibonacci numbers are coefficients of expansion of Fibonacci polynomial $f_{n+1}(x-1)$ in terms of powers of $x$.

Coefficients of characteristics polynomial of matrices of the second type produce numbers $c(n, k)$ of compositions of the natural number $n$ with exactly $k$ ones. We derive the explicit formula for $c(n, k)$ in terms of convolutions of Fibonacci numbers.

The following known result about upper Hessenberg matrices will be used in the paper.

Theorem 1.1. Let $a_1, p_{i,j}$, $(i \leq j)$ be arbitrary elements of a commutative ring $R$, and let the sequence $a_1, a_2, \ldots$ be defined by:

$$a_{n+1} = \sum_{i=1}^{n} p_{i,n} a_i, \ (n = 1, 2, \ldots). \quad (1.1)$$

If

$$A_n = \begin{bmatrix} p_{1,1} & p_{1,2} & p_{1,3} & \cdots & p_{1,n-1} & p_{1,n} \\ -1 & p_{2,2} & p_{2,3} & \cdots & p_{2,n-1} & p_{2,n} \\ 0 & -1 & p_{3,3} & \cdots & p_{3,n-1} & p_{3,n} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & p_{n-1,n-1} & p_{n-1,n} \\ 0 & 0 & 0 & \cdots & -1 & p_{n,n} \end{bmatrix} \quad (1.2)$$

then

$$a_{n+1} = a_1 \det A_n, \ (n = 1, 2, \ldots).$$
As usual, \( f_{-1}, f_0, f_1, \ldots \) are Fibonacci numbers. Note that \( f_{-1} = 1, f_0 = 0 \).

## 2. Convolved Fibonacci Numbers

It seems that convolved Fibonacci numbers are first appeared in the classical Riordan’s book [2]. Here we shall obtain these numbers in another way. Consider the following upper Hessenberg matrix:

\[
F_n = \begin{bmatrix}
1 & 1 & 0 & \cdots & 0 & 0 \\
-1 & 1 & 1 & \cdots & 0 & 0 \\
0 & -1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 1 \\
0 & 0 & 0 & \cdots & -1 & 1 \\
\end{bmatrix}.
\]

From Theorem 1.1 we obtain the following well-known result:

\[
\det F_n = f_{n+1}, \quad (n = 1, 2, \ldots).
\]

Principal minors of \( F_n \) are some convolutions of Fibonacci numbers. For example, the minor obtained by deleting the \( i \)th row and column of \( F_n \) is obviously equal to \( f_{i} \cdot f_{n-i+1} \). It follows that the principal minor \( M(i_1, i_2, \ldots, i_k) \) of \( F_n \) obtained by deleting rows and columns with indices \( 1 \leq i_1 < i_2 < \cdots < i_k \leq n \) is

\[
M(i_1, i_2, \ldots, i_k) = f_{i_1} \cdot f_{i_2-i_1} \cdots f_{i_k-i_{k-1}} \cdot f_{n-i_k+1}.
\]

Thus, the following proposition holds:

**Proposition 2.1.** The sums \( S_{n-k}, \quad (k = 0, 1, 2, \ldots, n-1) \) of principal minors of the order \( n - k \) of \( F_n \) is

\[
S_{n-k} = \sum_{j_1+j_2+\cdots+j_{k+1}=n-k} f_{j_1+1}f_{j_2+1}\cdots f_{j_{k+1}+1},
\]

where the sum is taken over \( j_t \geq 0, \quad (t = 1, 2, \ldots, k+1) \).

In the sense of [2] the sum on the right side of the preceding equation is called convolved Fibonacci number and is denoted by \( f_{n-k+1}^{(k+1)} \). Hence,

\[
S_{n-k} = f_{n-k+1}^{(k+1)}.
\]

The characteristic matrix of \( F_n \) has the form:

\[
\begin{bmatrix}
x-1 & 1 & 0 & \cdots & 0 & 0 \\
-1 & x-1 & 1 & \cdots & 0 & 0 \\
0 & -1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & x-1 & 1 \\
0 & 0 & 0 & \cdots & -1 & x-1 \\
\end{bmatrix}.
\]

It follows that for characteristic polynomial \( p_n(x) \) of \( F_n \) holds \( p_n(x) = f_{n+1}(x-1) \), where \( f_{n+1}(x) \) are Fibonacci polynomials.

Therefore, we have the following:
Proposition 2.2. Let $f_n(x)$ be the Fibonacci polynomial. Then

$$q_{n+1}(x - 1) = \sum_{k=0}^{n} (-1)^{n-k} f_{n-k+1}^{(k+1)} x^k.$$ 

From the well-known explicit formula for Fibonacci polynomials we obtain the following:

Proposition 2.3. Let $f_{n-k+1}^{(k+1)}$ be convolved Fibonacci numbers. Then

$$f_{n-k+1}^{(k+1)} = \sum_{i=0}^{\left\lfloor \frac{n-k}{2} \right\rfloor} \binom{n-i}{i} \binom{n-2i}{k}.$$ 

Since $q_{n+1}(1) = f_{n+1}$ we obtain the following identity for Fibonacci numbers:

Proposition 2.4. For Fibonacci numbers $f_n$, $(n = 1, \ldots)$ we have

$$f_{n+1} = (-1)^n \sum_{k=0}^{n} \sum_{i=0}^{\left\lfloor \frac{n-k}{2} \right\rfloor} (-2)^k \binom{n-i}{i} \binom{n-2i}{k}.$$ 

The matrix $F_n$ is obviously invertible. It is easy to find its inverse. Denote by $M(i,j)$ the cofactor of the element from the $i$th row and the $j$th column of $F_n$. It follows that:

$$M(i,j) = f_i \cdot f_{n-j+1}, \ (i \leq j); \ M(i,j) = (-1)^{i+j} f_j \cdot f_{n-i+1}, \ (i > j).$$

From a known property of associated matrices we obtain an expression of powers of Fibonacci numbers in terms of some of its convolutions.

Proposition 2.5. If $M_n = (M_{ij})_{n \times n}$ is the associated matrix of $F_n$ then

$$\det M = f_{n+1}^{n-1}.$$ 

3. Number of Compositions of a Natural Number with Fixed numbers of Ones

We shall now consider another type of Hessengerg matrices which determinants are Fibonacci numbers. This will lead us to the number of compositions of a natural number with fixed number of ones.

Proposition 3.1. Let $G_n$ be the matrix of order $n$ defined by:

$$G_n = \begin{bmatrix}
0 & 1 & 1 & \cdots & 1 & 1 \\
-1 & 0 & 1 & \cdots & 1 & 1 \\
0 & -1 & 0 & \cdots & 1 & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & \cdots & -1 & 0
\end{bmatrix}.$$ 

Then

$$\det(G_n) = f_{n-1}.$$
Proof. The equation $\det(G_1) = 0$, $\det G_2 = 1$ are obvious. According to (1.1) we have $\det(G_{n+1}) = \det(G_0) + \det(G_1) + \cdots + \det(G_{n-1})$. This recurrence shows that the proposition is true. \hfill \Box

Proposition 3.2. Let $S_{n-k}$, (0 ≤ k ≤ n) be the sum of all minors of order $n - k$ of $G_n$. Then

$$S_{n-k} = \sum_{j_1 + j_2 + \cdots + j_{k+1} = n-2k+1} f_{j_1} f_{j_2} \cdots f_{j_{k+1}},$$

where the sum is taken over $j_t \geq 1$, (t = 1, 2, ..., k + 1).

Proof. Let $M(i_1, i_2, \ldots, i_k)$ be the minor of order $n - k$ obtained by deleting rows and columns with indices $1 \leq i_1 < i_2 < \cdots < i_k \leq n$. Then

$$M = \det(G_{i_1-1}) \cdot \det(G_{i_2-i_1-1}) \cdots \det(G_{i_k-i_{k-1}-1}) \cdot \det(G_{n-i_k}).$$

Applying Proposition 3.1 we obtain

$$M = f_{i_1-2} f_{i_2-i_1-2} \cdots f_{i_k-i_{k-1}-2} f_{n-i_k-1}.$$

It follows that

$$S_{n-k} = \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} f_{i_1-2} f_{i_2-i_1-2} \cdots f_{i_k-i_{k-1}-2} f_{n-i_k-1},$$

that is,

$$S_{n-k} = \sum_{j_1 + j_2 + \cdots + j_{k+1} = n-2k+1} f_{j_1} f_{j_2} \cdots f_{j_{k+1}},$$

where the sum is taken over all $j_t \geq 1$, (t = 1, 2, ..., k + 1). \hfill \Box

We shall finish with an explicit formula for the number $c(n, k)$, of compositions of $n$ with exactly $k$ ones.

Theorem 3.3. Let $n$ be a positive integer. Then for $0 \leq k \leq n$ we have

$$c(n, k) = \sum_{j_1 + j_2 + \cdots + j_{k+1} = n-2k+1} f_{j_1} f_{j_2} \cdots f_{j_{k+1}},$$

(3.1)

where the sum is taken over $j_t \geq 1$, (t = 1, 2, ..., k + 1).

Proof. We use the induction with respect of $k$. For $k = 0$, according to Proposition 3.1 and Proposition 3.2 we have $c(n, 0) = S_n = f_{n-1}$. Hence, the theorem is true for $k = 0$.

Assume that theorem is true for $k - 1$. The greatest value of $j_{k+1}$ is $n - k - 1$, and is obtained for $j_1 = j_2 = \cdots = j_k = -1$. We thus may write (3.1) in the form:

$$c(n, k) = \sum_{j=-1}^{n-k-1} f_j \sum_{j_1 + j_2 + \cdots + j_{k+1} = n-2k+1-j} f_{j_1} f_{j_2} \cdots f_{j_{k+1}}.$$

By the induction hypothesis we have

$$c(n, k) = \sum_{j=-1}^{n-k-1} f_j \cdot c(n - j - 2, k - 1).$$

(3.2)

Let $(i_1, i_2, \ldots)$ be a composition of $n$ with exactly $k$ ones, and let the first 1 occurs at the $p$th place. Then $(i_1, i_2, \ldots, i_{p-1})$ is a composition of $j + 1$ with no ones, and
\((i_{p+1}, \ldots)\) is a composition of \(n - j - 2\) with exactly \(k - 1\) ones, where \(j + 1 = i_1 + \cdots + i_{p-1}\). It follows that the number of compositions in which the first 1 is on the \(p\)th place is \(f_j \cdot c(n - j - 2, k - 1)\). This is a term in the sum on the right side of (3.2).

For \(p = 1\) we have \(j = -1\) which produces the first term in (3.2). If ones are on the last \(k\) places of a composition then \(j + 1 = n - k\) that gives \(f_{n-k-1} c(k-1, k-1) = f_{n-k-1}\) which is the last term in the sum of (3.2).

\[ \square \]

Note that triangle of \(c(n, k), (n = 0, 1, \ldots; k = 0, 1, \ldots, n)\) appears as A105422 in Sloane’s Encyclopedia [3]. Also, \(c(n, k)\) appear in another context in the paper [1], where they are introduced through a generating function and a recurrence relation. It is also shown that that \(c(n, k)\) is the number of \(n\) length bit strings beginning with 0, having \(k\) singles.
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