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Abstract

Various imaging methods for small animals are rapidly gaining acceptance in biology and medical research. Optical imaging is a very fast and convenient method of biological interrogation, but suffers from significant disadvantages, such as the absence of 3D image reconstruction algorithms. This have up until now impeded progress to a quantitative stage. Here we propose a 3D reconstruction algorithm for imaging light emitted at depths in small living animals. We believe the methods discussed here are novel and lead to a novel imaging paradigm, which we call Light Emission Tomography.
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Introduction

Optical imaging is a powerful tool in biology and medical research. Optical imaging uses bioluminescence of injected luciferin, or fluorescence of fluorophore or labeled biomolecule with an external light source.\textsuperscript{1, 2} Cooled CCD permit the acquisition of images at very low intensity level in a wide wavelength range and optical imaging is a fast and convenient method of biological interrogation.

Among the disadvantages of optical methods are the strong scattering and absorption effects in tissue and complexity of light transport, resulting in the absence of a practical, high-resolution 3D image reconstruction algorithm. Some initial attempts of depth determination have been made \textsuperscript{3} but remain to be put into practice. Hence, optical imaging has not yet reached a full quantitative stage.

Here we propose a 3D reconstruction algorithm for small animal imaging. We believe our approach is original one and different from other proposed approaches. We also discuss ways to take into account scattering and absorption corrections to make possible a quantitative description of biological processes in optical imaging. The first formulation of the contents of this paper is in \textsuperscript{4}.

Task Formulation

Although one can perceive a 3D image from photographs using stereo projections, this requires a certain amount of human brain processing.
The crucial requirement in this type of processing is the identification of the same parts of an object presented in both photographs. Bubble chamber experiments in high-energy physics are an example of stereo measurements. In this example, an observer has a sharp detail to act upon, such as a vertex of a particle interaction, presented in both photographs. This method, however, is not practical for use in optical medical imaging. Instead, we propose to use a mathematically defined algorithm to do all of the 3D processing, without any observer.

We adopted an approach that is closely related to 3D processing in other medical imaging modalities. The general method to produce a 3D image from medical imaging scans is a backprojection of measured intensities into the space occupied by the object. In x-ray Computed Tomography (CT) the x-ray source and a detector position is used to define a backprojection line. Single Photon Emission Computed Tomography (SPECT) uses the position of a gamma interaction and a directional collimator to backproject lines. In Positron Emission Tomography (PET) the line, connecting the coordinates of the interactions of two co-linear gamma rays from positron annihilation defines the backprojection.

In optical imaging, we must first solve the problem of backprojection through the optical objective. An optical objective is a complex optical system, and the backprojection task does not appear to be straightforward, even for the simplest case (see Figure 1). Even if the effective position and the focus of the objective are known, a problem remains: the object O is 3-dimensional, and the image I by definition has only two dimensions.

To solve the problem, we first decided to use for backprojection only the central line in Figure 1. In this approximation, the center of the objective acts as a pinhole collimator in SPECT. Although the central line differs slightly from the real paths of the all photons, it pinpoints the same position on the object. The backprojection line is produced when the center of
a pixel at the image is connected to the effective center of the objective. After this procedure, the powerful methodology of medical imaging can be applied for 3D reconstruction of the image.

**Figure 1.** Simplified schematics of optical imaging. O – the object, I – the image.

**Experiment**

To test this approach, we considered a simple experimental setup and proceeded as follows. The setup for experimental tests of the method is presented in Figure 2. The object was simulated by two light emitting diodes. A simple digital camera, Sony DSC-P51, was used to image projections. The camera had an 8-bit 1600x1200 pixel CCD with 3.275 µm pixel sizes; the focal

**Figure 2.** Setup for experimental tests of the method.
distance was 6.3-12.6 mm. The camera was mounted on a simple goniometer. Figure 3 demonstrates a raw image of the object.

Figure 3. A photograph of the objects at an angle of $0^\circ$.

Twelve angular views with a step of $30^\circ$ were acquired to produce the tomographic 3D image of the objects. We estimate an angular position error less than $0.1^\circ$ (i.e., about 0.3 mm in the image space).

**Image reconstruction**

To simplify the reconstruction task, we converted the raw images to a gray scale. Then, we connected pixel centers to the center of objective and backprojected the lines into the object volume. We took the number of such lines to be proportional to the light intensity detected by the pixel. To reconstruct the 3D image we use the Maximum Likelihood Expectation Maximization (ML-EM) method given by:

$$n_j^{k+1} = \frac{n_j^k}{\sum_{i=1}^{M} a_{ij} \frac{1}{q_i^k}} \quad \text{with} \quad q_i^k = \sum_{j=1}^{J} a_{ij} n_j^k$$  \hspace{1cm} (1)
Here $q_i^k$ is the expected count in line of response (LOR) $i$ if the voxel intensity is $n_i^k$ (at the $k$-th iteration), $a_{ij}$ is the probability of an emission from voxel $j$ being detected along LOR $i$, $M$ is the number of measured events and $I$ is the number of all possible system LOR’s. $J$ is the number of voxels in the image.

Figure 4 presents a projection of the 3D reconstruction using the maximum intensity voxel projection technique (the voxel size is $0.25\times0.25\times0.25$ mm$^3$). This image is taken for a $0^\circ$ rotation.

![Figure 4. 2D projection of 3D image of the light emitting diodes. Voxel size is 0.25 mm.](image)

Figure 5 shows 0.5 mm thick slice of the image in the X-Z plane.

![Figure 5. 0.5 mm slice of the LED image in the vertical plane.](image)
Figure 6 presents a photograph and a maximal intensity voxel projection of a light emitting diode in detail.

Figure 6. Left – photograph of the light emitting diode, right – the maximum intensity voxel projection of the 3D image. Rotation of 3D image reveals the diode’s inner structures.

Figure 7 shows ML-EM 3D reconstruction of a sculptural portrait of a famous composer. This Figure shows that the method works not only for emitted, but also for reflected (diffused) light.

Figure 7. 3D image of a sculpture. Left – a photograph, middle – maximum intensity voxel projection of 3D image, right –0.25 mm central slice of 3D image.

Figure 8 compares a photograph of a nude mouse taken in a micro SPECT scanner and a maximum intensity voxel projection of the reconstructed 3D image. Obviously, a 3D image of a mouse surface is a good complementary modality to a micro SPECT.
Figure 8. Left: a photograph of a nude mouse in a micro-SPECT scanner, right: a maximum intensity voxel projection of the reconstructed optical 3D image.

Light Diffusion and Absorption

Because of the high absorption of green and yellow light in hemoglobin, it has been proposed to use red or near-infrared light for optical imaging, i.e., the wavelength region between 600 and 800 nm using red fluorescence proteins (RFP). However, even with low absorption red-infrared light, scattering processes present the real difficulty in optical imaging. For example, the scattering attenuation coefficient in muscle tissue is 21 cm\(^{-1}\) for 670 nm light,\(^7\) nearly 200 times that for absorption.

The main scattering mechanism is light refraction due to spatial variations in the refractive indices of a tissue medium. Monte Carlo simulation of photon scattering in biological tissues has been successful.\(^8\) Following this direction, we intend to introduce scattering corrections into small animal optical images similar to the deconvolution approach adopted for PET scattering corrections and system modeling in\(^9\).
The scattering phantom was a truncated cone of wax with light emitting diodes placed inside two holes (Fig. 8). ML-EM with no deconvolution reconstructs a distribution confined essentially to the outer surface of the phantom.

![Image of phantom and views](image)

Figure 9. Left – wax phantom with two holes for LEDs. Right – two orthogonal views of the phantom in dark.

Figure 9, (left panel) presents a 0.5 mm slice of the reconstructed image already shown. Figure 9, middle, presents the results of our first attempt at deconvolving light scattering assuming a simple shift-invariant scattering kernel. This is patently a false assumption, which, however, would serve to indicate further avenues for progress. The slice is again 0.5 mm thick. Figure 9, right, is a superposition of two images.

Thus, this first oversimplified attempt is remarkably successful taking into account very crude simplification of the light transport process. More correct modeling is now in progress.
Conclusion

We have outlined a possible algorithm for 3D optical image reconstruction. While the algorithm works well in the no-scattering case, scattering corrections are expected to be large in a realistic tissue media case. Although the deblurring mechanism looks straightforward, its computational effectiveness should be optimized and is a topic of our future work.
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Figure captions

1. Simplified schematics of optical imaging. O – the object, I – the image.
2. Setup for experimental tests of the method.
3. A photograph of the objects at an angle of 0°.
4. 2D projection of 3D image of the light emitting diodes. Voxel size is 0.25 mm.
   Supplementary data: thir-025.mpg, 838 KB.
5. 0.5 mm slice of the LED image in the vertical plane.
6. Left – photograph of the light emitting diode, right – the maximum intensity voxel projection of the 3D image. Rotation of 3D image reveals the diode’s inner structures. Supplementary data: phot5-v0125.mpg, 2,035 KB.
7. 3D image of a sculpture. Left – a photograph, middle – maximum intensity voxel projection of 3D image, right –0.25 mm central slice of 3D image. Supplementary data: moz025-mod OK.mpg, 2,384 KB.
8. Left: a photograph of a nude mouse in a micro-SPECT scanner, right: a maximum intensity voxel projection of the reconstructed optical 3D image. Supplementary data: nudm-v025-cut.mpg, 3,453 KB.
9. Left – wax phantom with two holes for LEDs. Right – two orthogonal views of the phantom in dark.
10. Wax phantom reconstructed. Left – with no scattering treatment, middle – with scattering deconvolution, kernel 8 mm, and right – superposition of the left and the middle images.