Abstract

A clique clustering of a graph is a partitioning of its vertices into disjoint cliques. The quality of a clique clustering is measured by the total number of edges in its cliques. We consider the online variant of the clique clustering problem, where the vertices of the input graph arrive one at a time. At each step, the newly arrived vertex forms a singleton clique, and the algorithm can merge any existing cliques in its partitioning into larger cliques, but splitting cliques is not allowed. We give an online algorithm with competitive ratio $15.645$ and we prove a lower bound of $6$ on the competitive ratio, improving the previous respective bounds of $31$ and $2$.

1 Introduction

A clique clustering of a graph $G = (V,E)$ is a partitioning of the vertex set $V$ into disjoint cliques $C_1, C_2, ..., C_k$. The profit of this clustering is defined to be the total number of edges in these cliques, that is $\sum_{i=1}^{k} \binom{|C_i|}{2} = \frac{1}{2} \sum_{i=1}^{k} |C_i|(|C_i| - 1)$. In the clique clustering problem the objective is to compute a clique clustering of the given graph that maximizes this profit value. For a graph $G$, by $O(G)$ we denote the optimal profit for $G$.

We consider the online variant of the clique clustering problem, where the input graph $G$ is not known in advance. The vertices of $G$ arrive one at a time. Let $v_t$ denote the vertex that arrives at time $t$, for $t = 1, 2, ...$. When $v_t$ arrives, its edges to all preceding vertices $v_1, ..., v_{t-1}$ are revealed as well. In other words, after step $t$, the subgraph of $G$ induced by $v_1, v_2, ..., v_t$ is known, but no other information about $G$ is available.

An online algorithm is required to construct its clustering incrementally. Specifically, when $v_t$ arrives at step $t$, an online algorithm first creates a singleton clique $\{v_t\}$. Then it is allowed to merge any number of cliques (possibly none) in its current partitioning into larger cliques. No other modifications of the clustering are allowed.

Throughout the paper we will implicitly assume that any graph $G$ has its vertices ordered $v_1, v_2, ..., v_n$, according to the ordering in which they arrive on input. For an online algorithm $A$ let $\text{profit}_A(G)$ be the profit of $A$ when the input graph is $G$. We say that an online algorithm $A$ is $R$-competitive if for any input graph $G$ we have

$$R \cdot \text{profit}_A(G) + \beta \geq O(G),$$

where $R$ and $\beta$ are constants. The competitive ratio of $A$ is the smallest $R$ such that for any input graph $G$,

$$R \cdot \text{profit}_A(G) + \beta \geq O(G).$$

---
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for some constant \( \beta \) independent of \( G \). The competitive ratio of \( \mathcal{A} \) is the smallest \( R \) for which \( \mathcal{A} \) is \( R \)-competitive\(^1\). This concept is sometimes referred to as the asymptotic competitive ratio in the literature, but we will omit the term “asymptotic” in the paper. If \( \beta = 0 \), then \( R \) is called absolute competitive ratio.

The online model for clique clustering was studied by Fabijan et al. [6], who designed an online algorithm with competitive ratio 31 and proved that no online algorithm can have competitive ratio better than 2. They also showed that the greedy algorithm’s competitive ratio is linear with respect to the graph size, and they studied an alternative model where the objective is to minimize the number of edges that are not in the clusters.

The clique clustering problem arises in applications to gene expression profiling and DNA clone classification [9, 2, 7]. The offline variant is known to be NP-hard, and in fact not even approximable within factor \( n^{1-o(1)} \) under some reasonable complexity-theoretic assumptions [5].

Our results. We provide two new bounds on the competitive ratio of online clique clustering, considerably improving the results in [6]. First, we present an online algorithm with competitive ratio 15.645. The idea of the algorithm is based on the “doubling” technique. Roughly (but not exactly), we divide the computation into phases, where the optimal profit of the set of vertices from phase \( j \) grows exponentially with \( j \). After each phase \( j \) the cliques computed from this optimal clustering are added to the algorithm’s clustering of the current graph. We give an example showing that the competitive ratio of our algorithm is no better than 10.92. We then also show that there is no deterministic online algorithm for clique clustering with competitive ratio smaller than 6.

Related work. Clustering is a dynamic and important field of research with multiple applications in almost all areas of sciences, humanities and engineering. There are many clustering models in the literature, with varying criteria for data similarity (which determines whether two data items can be clustered together), quality measures for clustering, and requirements for the number of clusters.

Approximation algorithms for incremental clustering, where the only operations allowed are to create singleton clusters and merge existing clusters, were first studied by Charikar et al. [3], although for a different clustering model than ours. Mathieu et al. [8] applied this incremental approach in the model of correlation clustering, initially introduced in [2]. In correlation clustering, as in our model, the similarity relation is represented by an undirected graph, but the objective function is different: it is equal to the sum of the number of edges in the clusters and the number of non-edges outside clusters. The results in [8] include a lower bound of 1.245 and an upper bounds slightly below 2 on the competitive ratio (ratio 2 can be achieved with a greedy algorithm). The offline case of correlation clustering has also been studied [1].

2 A Competitive Algorithm

In this section we give our competitive online algorithm \( \text{OCC} \). Roughly, the algorithm works in phases. In each phase we consider the “batch” of nodes that have not yet been clustered with other nodes, compute an optimal clustering for this batch, and add these new clusters to the algorithm’s clustering. The phases are defined so that the profit for consecutive phases increases exponentially.

\(^1\)Earlier papers on online clustering define the competitive ratio as the maximum value of \( \text{profit}_A(G)/\text{O}(G) \), which is the inverse of the value we use.
The overall idea can be thought of as an application of the “doubling” strategy (see [4], for example), but in our case a subtle modification is required. Unlike in other doubling approaches, in our algorithm the phases are not completely independent: the clustering computed in each phase, in addition to the new nodes, needs to include the singleton nodes from earlier phases as well. This is needed, because in our objective function singleton clusters do not bring any profit.

We remark that one could alternatively consider using profit value \( \frac{1}{2} p^2 \) for a clique of size \( p \), which is a very close approximation to our function if \( p \) is large. This would lead to a simpler algorithm and much simpler analysis. However, this function is a bad approximation when the clustering involves many small cliques, which is also in fact the most challenging scenario in the analysis of our algorithm, and instances with this property are used the lower bound proof as well.

Algorithm OCC. Formally, our algorithm works as follows. Fix some constant parameter \( \gamma > 1 \) of the algorithm which we will later optimize. The algorithm works in phases, starting with phase \( j = 0 \). At any moment the clustering maintained by the algorithm contains a set \( S \) of singleton cliques. Each arriving vertex is added into \( S \). As soon as there is a clustering of \( S \) of profit at least \( \gamma^j \), the algorithm creates these clusters, adds them to its current clustering, and moves to the next phase \( j + 1 \).

Note that phase 0 ends as soon as one edge is released, since then it is possible for OCC to create a clustering with \( \gamma^0 = 1 \) edge. The last phase may not be complete; as a result all nodes released in this phase will be clustered as singletons. Note also that the algorithm never merges non-singleton cliques.

Asymptotic Analysis of Algorithm OCC. It is convenient to think of the computation as lasting forever. We then want to show that at each step of the computation, the optimal profit is at most \( R \) times the profit of Algorithm OCC, plus some absolute additive constant, where \( R \) is the claimed competitive ratio. We want to show that \( R \approx 15.645 \) will work.

For every phase \( j = 0, 1, \ldots \), denote by \( \Delta_j \) the number of edges in the optimal clustering created in phase \( j \), by \( A_j = \Delta_0 + \ldots + \Delta_j \) the total profit of the algorithm, and by \( O_j \) the total profit of the adversary at the end of phase \( j \). Then by definition of OCC we have for all phases \( j \)

\[
\Delta_j \geq \gamma^j \quad \text{and} \quad A_j \geq \frac{\gamma^{j+1} - 1}{\gamma - 1}.
\]

We fix some instance and start with some observations. First, at the end of phase 0 the algorithm is optimal. Then during a phase, except for the last step, the algorithm’s profit does not change while the optimum profit can only increase. Therefore it suffices to compare the optimal profit \( O_j \) at the end of a phase \( j > 0 \), with the algorithm’s profit right before the end of the phase, which is equal to \( A_{j-1} \) (since the algorithm’s profit does not change until phase \( j \) ends).

After any phase \( j \), the optimal clustering of \( S \) may include some singletons. If this is so, the adversary can release those vertices during the next phase instead, and the behavior of Algorithm OCC will remain unchanged. We can thus assume without loss of generality that the optimal clustering of \( S \) does not contain any singletons. As a result, after each phase \( j \), all clusters of Algorithm OCC have at least two vertices.

With the above assumption, we can divide the vertices into disjoint batches, where batch \( B_j \) contains the vertices released in phase \( j \). During phase \( j \), the clustering of Algorithm OCC is then the union of clusterings of all its batches \( B_0, B_1, \ldots, B_{j-1} \), plus the singletons released in phase \( j \).
Let \( \bar{B}_j = B_0 \cup B_1 \cup \ldots \cup B_j \) be the set of vertices released in phases 0, 1, \ldots, \( j \). Consider the optimal clustering of \( \bar{B}_j \). In this clustering, every cluster \( C \) has some number \( a \) of nodes in \( \bar{B}_{j-1} \) and some number \( b \) of nodes in \( B_j \). Let \( k_{a,b} \) be the number of clusters of this form in the optimal clustering, then we have the following bounds, where the sums range over all integers \( a, b \geq 0 \)

\[
O_j = \sum \left( \frac{a+b}{2} \right) k_{a,b},
\]

Equality (3) is the definition of \( O_j \). Inequality (4) holds because the right hand side is the profit of the clustering of value \( O_j \) restricted to \( \bar{B}_{j-1} \), and \( O_{j-1} \) is the optimal profit for \( \bar{B}_{j-1} \). Inequality (5) holds since the right hand side is the restriction of the clustering to \( B_j \) and \( \Delta_j \) the optimal profit of a clustering of this set. The last bound (6) follows from the fact that the algorithm does not have any singleton clusters in \( \bar{B}_{j-1} \). This means that in the algorithm’s clustering of \( \bar{B}_{j-1} \) each vertex has an edge included in some cluster, so the number of these edges must be at least \( \frac{1}{2} \sum_{a \geq 0} a k_{a,b} \).

We can also bound the algorithm’s profit increase from above. We have \( \Delta_0 = 1 \) and for each phase \( j \geq 1 \)

\[
\Delta_j < \gamma^j + \sqrt{2} \gamma^{j/2} + 2 - \sqrt{2}.
\]

To show (7), suppose that phase \( j \) ends at step \( t \). Consider the optimal partitioning \( P \) of \( B_j \), and let the cluster \( C \) of \( v_t \) in \( P \) have size \( p + 1 \). If we remove \( v_t \) from this partitioning, we obtain a partitioning of the batch after step \( t - 1 \), whose profit must be strictly smaller than \( \gamma^j \), by the algorithm. So the profit of \( P \) is smaller than \( \gamma^j + p \). In this new partitioning, cluster \( C - \{v_t\} \) has size \( p \). We thus obtain that \( (\frac{p}{2}) < \gamma^j \), which gives us \( p < \sqrt{2} \gamma^{j/2} + 2 - \sqrt{2} \), thus proving (7).

This means that the total profit accrued after phase \( j \) is the sum of the profits from each previous phase

\[
A_j < \frac{\gamma^{j+1} - 1}{\gamma - 1} + \sqrt{2} \cdot \frac{\gamma^{(j+1)/2} - \gamma^{j/2}}{\gamma^{j/2} - 1} + (2 - \sqrt{2})j.
\]

When phase 0 ends we have \( O_0 = A_0 = 1 \). As explained earlier, for \( j \geq 1 \) the worst case ratio occurs right before phase \( j \) ends. At this point, \( OCC \) has accrued a profit of \( A_{j-1} \), since all vertices released during phase \( j \) are put into singleton clusters. The optimal solution, on the other hand, is bounded by \( O_j \). The ratio \( R_j = O_j/A_{j-1} \) is therefore also an upper bound on the competitive ratio throughout phase \( j \). We now want to derive the sequence \( R_1, R_2, \ldots \), that represents the ratios after all phases. The value of \( R_1 \) is some bounded constant. Suppose that \( j \geq 2 \) and assume that we have \( O_{j-1} = R_{j-1} \cdot A_{j-2} \). Fix some parameter \( x \), \( 0 < x < 1 \), whose value we will determine later.
Using Lemma 2 (see Appendix A) and the bounds (3)-(6), we obtain
\[ O_j = \sum \left( \frac{a + b}{2} \right)^k_{a,b} \]
\[ \leq (x + 1) \sum \left( \frac{a}{2} \right)^k_{a,b} + \frac{x + 1}{x} \sum \left( \frac{b}{2} \right)^k_{a,b} + \sum a k_{a,b} \]
\[ \leq (x + 1)O_{j-1} + \frac{x + 1}{x} \Delta_j + 2A_{j-1} \]
\[ = (x + 1)R_{j-1}A_{j-2} + \frac{x + 1}{x} \Delta_j + 2A_{j-1}. \]

Thus \( R_j \) satisfies
\[ R_jA_{j-1} \leq (x + 1)R_{j-1}A_{j-2} + \frac{x + 1}{x} \Delta_j + 2A_{j-1}, \]
which gives us the recurrence
\[ R_j \leq \frac{x + 1}{xA_{j-1}} \left[ xA_{j-2}R_{j-1} + \Delta_j \right] + 2. \]  
(10)

As shown earlier, we have \( \Delta_i = \gamma^i(1 + o(1)) \) and \( A_i = \frac{\gamma^i+1(1 + o(1))}{\gamma^i} \) for all \( i \). We use the notation \( o(1) \) to denote any function that tends to 0 as \( i \) tends to infinity. Substituting into the above recurrence, we get
\[ R_j \leq \frac{(x + 1)(1 + o(1))}{\gamma} R_{j-1} + \frac{(x + 1)(\gamma - 1)}{x} + 2 + o(1). \]  
(11)

Assuming that \( x + 1 < \gamma \) the sequence \( R_j \) converges and denoting its limit by \( R = \lim_{j \to \infty} R_j \), we then get
\[ R \leq \frac{\gamma(\gamma x + x + \gamma - 1)}{x(\gamma - x - 1)}. \]  
(12)

This expression is minimized for parameters \( x = (5 - \sqrt{13})/2 \) and \( \gamma = (3 + \sqrt{13})/2 \), yielding the asymptotic competitive ratio
\[ R = \frac{(3 + \sqrt{13})(5 + \sqrt{13})^2}{12(\sqrt{13} - 1)} \approx 15.645. \]

Summarizing this analysis, we obtain the following theorem.

**Theorem 1.** The asymptotic competitive ratio of OCC is at most 15.645.

In Appendix B we show the complementing result that the asymptotic competitive ratio of Algorithm OCC is not better than 10.92.

**Absolute Competitive Ratio of Algorithm OCC.** In fact, algorithm OCC has a low absolute competitive ratio as well. Fix \( x = (5 - \sqrt{13})/2 \) and \( \gamma = (3 + \sqrt{13})/2 \) as those parameters that minimize the asymptotic ratio of OCC above.

In phase 0, no edges have been released as yet and as soon as this happens, the phase ends immediately, with \( O_0 = A_0 = 1 \). Hence, the competitive ratio can be considered to be 1 during all of phase 0.
Table 1: Some initial upper bound values for the absolute competitive ratio.

| Phase | Value | Phase | Value | Phase | Value |
|-------|-------|-------|-------|-------|-------|
| 0     | 1.000 | 4     | < 24.854 | 8     | < 18.793 |
| 1     | 10.000| 5     | < 24.521 | 9     | < 17.612 |
| 2     | < 17.493 | 6    | < 22.539 | 10    | < 16.839 |
| 3     | < 23.157 | 7    | < 20.474 | 11    | < 16.356 |

In phase 1, we can obtain a competitive ratio of at most 10 since $\gamma$ lies between 3 and 4. To end phase 1, the vertices released during this phase must accrue a profit of at least 4, but without the last vertex, the remaining ones may only accrue a profit of 3. Therefore, the possible optimal clusters in the phase can only be a $K_4$, a $K_3$ and a $K_2$ or four $K_2$ ($K_i$ denotes a clique of $i$ vertices in the partitioning). Together with the single $K_2$ obtained in phase 0, the largest profit optimal clusters as phase 1 terminates can consist of a $K_6$, a $K_5$ and a $K_2$, a $K_3$ and a $K_4$ or a $K_4$ and three $K_2$. These have corresponding profits 15, 11, 9, and 9. However, before the last step of the phase, the above configurations consist of a $K_5$, a $K_4$ and a $K_2$, or variants of the other configurations that have maximum profit no more than 10. Hence, the maximum profit that can be accrued before the end of phase 1 is at most 10 and this is also the maximum competitive ratio of phase 1.

For phases $j \geq 2$, we can tabulate upper bounds for the first few values of the competitive ratio by explicitly computing the ratios $O_j/A_{j-1}$ using recurrence (10) and precise integral bounds for $\Delta_j$ and $A_{j-1}$; see Table 1.

To prove that the sequence $\{R_j\}_{j \geq 0}$ is bounded, we obtain, using (10) and bounds (7) and (8), the recurrence

$$R_j \leq (x + 1)\alpha_j R_{j-1} + \beta_j,$$

where $\alpha_j \leq \frac{\gamma^{j-1} + \sqrt{5\gamma^j} + 3j/2}{\gamma^j - 1}$ and $\beta_j \leq \frac{(x + 1)(\gamma - 1)}{x} \cdot \frac{\gamma^j + \sqrt{2\gamma^j + 1}}{\gamma^j - 1} + 2$.

The value of $\beta_j$ can be bounded by $\beta_j \leq 8$, for $j \geq 6$, as can easily be established. Consider the denominator $\gamma^j - 1$ of $\alpha_j$. We have that $\gamma^j - 1 > \frac{9}{15}\gamma^j$ for $j \geq 2$. Hence, $R_j \leq \hat{R}_j$, where $\hat{R}_j$ is given by the recurrence

$$\hat{R}_j \leq \frac{10(x + 1)(\gamma^{j-1} + \sqrt{5\gamma^j} + 3j/2)}{9\gamma^j} \hat{R}_{j-1} + 8$$

$$\leq \frac{3}{5}\hat{R}_{j-1} + 8 = 20 - 19 \left( \frac{3}{5} \right)^j$$

for $j \geq 8$. The sequence $\{\hat{R}_j\}_{j \geq 0}$, with $\hat{R}_0 = 1$, grows monotonically to the limit $\lim_{j \to \infty} \hat{R}_j = 20$ and hence $R_j \leq 20$ for every $j \geq 8$ giving us that the absolute competitive ratio is attained at $R_4 = 24.854$.

3 A Lower Bound of 6

We now prove that any deterministic online algorithm $A$ for the clique clustering problem has competitive ratio at least 6. We present the proof for the absolute competitive ratio; later we
Figure 1: On the left, an example of a skeleton tree $T$. The core subtree of $T$ has depth 2 and two tentacles, one of length 2 and one of length 1. On the right, the corresponding graph $G_T$.

explain how to extend it to the asymptotic ratio. The lower bound is established by showing, for any constant $R < 6$, an adversary strategy for constructing an input graph on which the optimal profit is at least $R$ times the profit of $A$.

Fix some $R < 6$ and let $D$ be a non-negative integer (that depends on $R$) whose value will be specified later. It is convenient to describe the graph constructed by the adversary in terms of its underlying skeleton tree $T$, which is a rooted binary tree. The root of $T$ will be denoted by $r$. For a node $v \in T$, define the depth or level of $v$ to be the number of edges on the simple path from $v$ to $r$. The adversary will only use skeleton trees of the following special form: each non-leaf node at depths $0, 1, \ldots, D - 1$ has two children, and each non-leaf node at levels at least $D$ has one child. Such a tree can be thought of as consisting of its core subtree, which is a complete binary tree of depth $D$, with paths attached to its leaves at level $D$. The nodes of $T$ at depth $D$ are the leaves of the core subtree. If $v$ is a node of the core subtree of $T$ then the path extending from $v$ down to a leaf of $T$ is called a tentacle – see Figure 1. (Thus $v$ belongs both to the core subtree and to a tentacle attached to $v$.) The length of a tentacle is the number of its edges. The nodes in the tentacles are all considered left children of their parents.

The graph represented by a skeleton tree $T$ will be denoted by $G_T$. We differentiate between the nodes of $T$ and the vertices of $G_T$. The relation between $T$ and $G_T$ is illustrated in Figure 1. $G_T$ is obtained from $T$ as follows:

- For each node $u \in T$ we create two vertices $u^L$ and $u^R$ in $G_T$, with an edge between them. This edge $(u^L, u^R)$ is called the cross edge corresponding to $u$.

- Suppose that $u, v \in T$. If $u$ is in the left subtree of $v$ then $(u^L, v^L)$ and $(u^R, v^L)$ are edges of $G_T$. If $u$ is in the right subtree of $v$ then $(u^L, v^R)$ and $(u^R, v^R)$ are edges of $G_T$. These edges are called upward edges.

- If $u \in T$ is a node in a tentacle of $T$ and is not a leaf, then $G_T$ has a vertex $u^D$ with edge $(u^D, u^R)$. This edge is called a whisker.

The adversary constructs $G_T$ gradually, in response to $A$’s choices. Initially, $T$ is a single node $r$, and thus $G_T$ is a single edge $(r^L, r^R)$. At this time, $\text{profit}_A(T) = 0$ and $O(T) = 1$, so $A$ is forced to collect this edge (that is, it creates a 2-clique $\{r^L, r^R\}$).
In general, the algorithm will be able to collect only cross edges. Suppose that, at some step, \( A \) collects a cross edge \((u^L, u^R)\), corresponding to node \( u \) of \( T \). If \( u \) is at depth less than \( D \), the adversary extends \( T \) by adding two children of \( u \). If \( u \) is at depth at least \( D \), the adversary only adds the left child of \( u \), thus extending the tentacle ending at \( u \). In terms of \( G_T \), the first move adds two triangles to \( u^L \) and \( u^R \), with all corresponding upward edges. The second move adds a triangle to \( u^L \) and a whisker to \( u^R \) (see Figure 2).

Thus the adversary will be building the core binary skeleton tree down to level \( D \), and from then on, it will extend the tentacles. Our objective is to prove that after each step the ratio between the adversary profit and the algorithm’s profit is at least \( 6 - O(1/D) \). This is enough to prove the lower bound. The reason is this: If the algorithm stops collecting edges at some point, the ratio is \( 6 - O(1/D) \), and we are done. Otherwise, suppose that the game lasts for a very long time, and since \( D \) is fixed, then at least one tentacle will grow without bound. But the optimal cost is at least quadratic with respect to the maximum tentacle length \( s \), while \( A \)’s profit is only linear in \( s \). Thus eventually the adversary can simply stop playing, and even if the algorithm collects the remaining cross edges (and there will be at most \( 2^D \cdot s \) of those), the ratio will be larger than 6.

To simplify the computation of the adversary (or optimal) profit, we will assume that the adversary computes his clustering recursively, as follows:

(opt1) If \( x \) is a leaf of \( T \), then \( x^L \) and \( x^R \) are in the same cluster.

(opt2) Suppose that \( x \) is an internal node of \( T \) and let \( y \) be the left child of \( x \). Assume that the clustering of \( T_y \) is already computed. If \( x \) has a right child, let \( z \) be this child and assume that the clustering of \( T_z \) is already computed. Then

(opt2.a) \( x^L \) is added either to the cluster of \( T_y \) containing \( y^L \) or to the cluster containing \( y^R \). (When we estimate the adversary profit, we will specify which choice we use.) This is correct, since all neighbors of \( y^L \) and \( y^R \) that correspond to nodes in \( T_y \) are also neighbors of \( x^L \). Note that in the special case when \( y \) is a leaf, the clusters of \( y^L \) and \( y^R \) are the same.

(opt2.b) If \( x \) has the right child \( z \), then the rule for adding \( x^R \) to the clustering of \( T_z \) is...
symmetric to (opt2.a). If \( x \) does not have the right child (so \( x \) is in a tentacle), then we create the “whisker” cluster consisting of two vertices \( x^R \) and \( x^D \).

Observe that, in particular, all clusters, except for the whisker clusters, have at least three vertices.

We stress that the profit of the clustering computed as above (even for the way we specify the adversary choices in (opt2.a) and (opt2.b)) may not be actually maximized, but this does not matter, since for the purpose of our proof we only need a lower bound on the adversary profit.

We now claim that before the core tree reaches its target height \( D \) the ratio is at least 6. Indeed, consider one step, when \( A \) collects an edge \((u^l, u^h)\). (See Figure 2.) The algorithm’s profit increases by 1. As for the adversary, he can increase his profit as follows:

(i) Create a new clique that is a triangle consisting of \( u^R \) and two new vertices, increasing the profit by 3.

(ii) In the current clique that contained \( u^l \) and \( u^h \), replace \( u^h \) by the two new vertices connected to \( u^l \). This current clique had size at least 3 (the adversary will maintain the invariant that in his clustering each cross edge is in a clique of size at least 3) and its size increases by 1, so its profit increases by at least 3.

Overall, the adversary’s profit increases by at least 6, proving the claim.

Thus from now on it is sufficient to analyze skeleton trees of height strictly larger than \( D \), namely trees that have at least one tentacle already started. Let \( T \) be such a skeleton tree. Denote by \( T_u \) the subtree of \( T \) rooted at \( v \). We will focus on analyzing the profits of the adversary and the algorithm on such trees \( T_u \), where \( v \) is a node in the core subtree of \( T \). If \( T_u \) ends at depth \( D + 1 \) or more, we call it a **bottom subtree**. The **core depth** of a bottom subtree \( T_u \) is defined as the depth of the part of \( T_u \) within the core subtree of \( T \). If \( h \) and \( s \) are, respectively, the core depth of \( T_u \) and its maximum tentacle length, then \( 0 \leq h \leq D \) and \( s \geq 1 \).

For a subtree \( X = T_u \), let \( O(X) \) be the optimal profit in \( X \), computed according to the description above, and \( A(X) \) be \( A \)’s profit (the number of cross edges). The lemma below is key in our argument.

**Lemma 1.** Let \( X \) be a bottom subtree of height \( h \geq 0 \) and maximum tentacle length \( s \geq 1 \). Then

\[
O(X) + 2(h + s) \geq 6 \cdot A(X).
\]

Before proving the lemma, let us argue first that this lemma is sufficient to establish our lower bound. Indeed, since we are now considering the case when \( T \) is a bottom subtree itself, the lemma implies that \( O(T) + 2(D + s) \geq 6 \cdot A(T) \), where \( s \) is the maximum tentacle length of \( T \). But \( O(T) \) is at least quadratic in \( D + s \). So for large \( D \) the ratio \( O(T)/A(T) \) approaches 6.

So now we prove Lemma 1. The proof is by induction on \( h \), the core height of \( X \). Consider first the base case, for \( h = 0 \) (when \( X \) is just a tentacle). The adversary has one clique of \( s + 2 \) vertices, namely all \( x^v \) vertices in the tentacle (there are \( s + 1 \) of these), plus one \( z^h \) vertex for the leaf \( z \). He also has \( s \) whiskers, so his profit for \( X \) is \((s^2 + 2) + s = \frac{1}{2}(s^2 + 5s + 2)\). The algorithm collects only \( s \) cross edges, namely all cross edges in \( X \) except last. (See Figure 3.) Solving the quadratic inequality and using the integrality of \( s \), we get \( O(X) + 2s \geq 6s = 6 \cdot A(X) \). Note that this inequality is in fact tight for \( s = 1, 2 \).

In the inductive step, consider a bottom subtree \( X = T_u \). Let \( Y \) and \( Z \) be its left and right subtrees, respectively. Without loss of generality, we can assume that \( Y \) is a bottom tree with
height $h - 1$ and the same maximum tentacle length $s$ as $X$, while $Z$ is either not a bottom tree (that is, it has no tentacles), or it is a bottom tree with maximum tentacle length at most $s$.

By the inductive assumption, we have $O(Y) + 2(h - 1 + s) \geq 6 \cdot A(Y)$. Regarding $Z$, if $Z$ is not a bottom tree then $O(Z) \geq 6 \cdot A(Z)$, and if $Z$ is a bottom tree (necessarily of height $h - 1$) then $O(Z) + 2(h - 1 + s') \geq 6 \cdot A(Z)$, where $s'$ is $Z$'s maximum tentacle length, such that $1 \leq s' \leq s$.

Consider first the case when $Z$ is not a bottom tree. Note that

$$A(X) = A(Y) + A(Z) + 1$$

$$O(X) \geq O(Y) + O(Z) + h + s + 4$$

The first equation is trivial, because for $X$ the algorithm gets all cross edges in $Y$ and $Z$, plus one more cross edge $(u^L, u^R)$. The second inequality holds because $u^L$ can be added to $Y$'s largest
cluster which has \((h-1) + s + 2 = h + s + 1\) vertices, and \(u^R\) can be added to \(Z\)'s largest cluster that has at least 3 vertices. Then we get (since \(h, s \geq 1\)):

\[
O(X) + 2(h + s) \geq O(Y) + O(Z) + h + s + 4 + 2(h + s) \\
= O(Y) + 2(h - 1 + s) + O(Z) + 6 \\
\geq 6 \cdot A(Y) + 6 \cdot A(Z) + 6 = 6 \cdot A(X).
\]

The second case is when \(Z\) is a bottom tree (of the same core height \(h - 1\)) and maximum tentacle length \(s'\), where \(1 \leq s' \leq s\). As before, we have \(A(X) = A(Y) + A(Z) + 1\). The optimum profit satisfies (by a similar argument as before, applied to both \(Y\) and \(Z\)):

\[
O(X) \geq O(Y) + O(Z) + 2h + s + s' + 2.
\]

Then we get (using \(s \geq s'\)):

\[
O(X) + 2(h + s) \geq [O(Y) + O(Z) + 2h + s + s' + 2] + 2(h + s) \\
\geq [O(Y) + 2(h - 1 + s)] + [O(Z) + 2(h - 1 + s')] + 6 \\
\geq 6 \cdot A(Y) + 6 \cdot A(Z) + 6 = 6 \cdot A(X).
\]

This completes the proof of Lemma 1, for the case of the absolute competitive ratio.

We still need to explain how to extend our proof so that it also applies to the asymptotic competitive ratio. This is quite simple: Choose some large constant \(M\). The adversary will create \(M\) instances of the above game, playing each one independently. Our construction above used the fact that at each step the algorithm was forced to collect one of the pending cross edges, for otherwise its competitive ratio would exceed ratio \(R\) (where \(R\) was arbitrarily close to 6). Now, for \(M\) sufficiently large, the algorithm will be forced to collect cross edges in all except for some finite number of copies of the game, where this number depends on the additive constant in the competitiveness bound.

Note: Our construction is very tight, in the following sense. Suppose that the algorithm maintains \(T\) as balanced as possible. Then the ratio is exactly 6 when the depth of \(T\) is 1 or 2. Further, suppose that \(D\) is very large and the algorithm constructs \(T\) to have depth \(D\) or more. Then the ratio is \(6 - o(1)\) for \(s = 1\) and \(s = 2\). The intuition is that when the adversary plays optimally, he will only allow the online algorithm to collect isolated edges (cliques of size 2). For this reason, we conjecture that 6 is the optimal competitive ratio.
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A  A Technical Lemma

Lemma 2. For any pair of non-negative integers \(a\) and \(b\), the inequality
\[
\frac{(a + b)}{2} \leq (x + 1)\left(\frac{a}{2}\right) + \frac{x + 1}{x}\left(\frac{b}{2}\right) + a
\]
holds for any \(0 < x \leq 1\).

Proof. Define the function
\[
F(a, b, x) = 2x(x + 1)\left(\frac{a}{2}\right) + 2(x + 1)\left(\frac{b}{2}\right) + 2ax - 2x\left(\frac{a + b}{2}\right)
\]
\[
= a^2x^2 - ax^2 + 2ax + b^2 - b - 2abx
\]
\[
= (b - ax)^2 + ax(2 - x) - b.
\]
It is sufficient to show that \(F(a, b, x)\) is non-negative for integers \(a, b \geq 0\) and \(0 < x \leq 1\) to prove the lemma.

Consider first the cases when \(a = \{0, 1\}\) or \(b = \{0, 1\}\). \(F(0, b, x) = b(b - 1) \geq 0\), for any non-negative integer \(b\) and any \(x\). \(F(a, 0, x) = ax(ax + x + 2) \geq ax(ax + 1) > 0\), for any positive integer \(a\) and \(0 < x \leq 1\). \(F(a, 1, x) = x^2a(a - 1) \geq 0\), for any positive integer \(a\) and any \(x\). \(F(1, 2, x) = 2 - 2x \geq 0\), for \(0 < x \leq 1\), and \(F(1, b, x) = b^2 - b + 2x - 2bx \geq b^2 - 3b \geq 0\), for any integer \(b \geq 3\) and \(0 < x \leq 1\). Thus, it only remains to show that \(F(a, b, x)\) is non-negative when both \(a \geq 2\) and \(b \geq 2\).

The function \(F(a, b, x)\) has a local minimum in \(x\) at \(x = \frac{b-1}{a-1}\), as can be easily verified by differentiating \(F\) in \(x\). Therefore, in the case when \(a \leq b\), \(F(a, b, x) \geq F(a, b, 1) = (b-a)^2 - (b-a) \geq (b-a) - (b-a) = 0\), for \(0 < x \leq 1\). In the case when \(a > b\), we have that \(F(a, b, x) \geq F(a, b, \frac{b-1}{a-1}) = \frac{(a-b)(b-1)}{a-1} > 0\), which completes the proof. \(\Box\)

B  A Lower Bound for Algorithm OCC

In this subsection we will show that, for any choice of \(\gamma\), the worst-case ratio of Algorithm OCC is at least 10.927.

Denote by \(B_j\) the \(j\)-th batch. We will use notation \(A_j\) for the profit of OCC and \(O_j\) for the optimal profit on the sub-instance consisting of the first \(j\) batches. To avoid clutter we will omit lower order terms in our calculations. In particular, we focus on \(j\) large enough, treating \(\gamma^j\) as integer, and all estimates for \(A_j\) and \(O_j\) given below are meant to hold within a factor of \(1 + o(1)\).

We start with a simpler construction that shows a lower bound of 9; then later we will explain how to improve it to 10.927. In the instance we construct, all batches will be disjoint, with the \(j\)th batch \(B_j\) having \(2\gamma^j\) vertices connected by \(\gamma^j\) disjoint edges (that is, a perfect matching). We will refer to these edges as batch edges. The edges between any two batches \(B_i\) and \(B_j\), for \(i < j\), form a complete bipartite graph. These edges will be called cross edges.

At the end of each phase \(j\), the algorithm will collect all \(\gamma^j\) edges inside \(B_j\). Therefore, by summing up the geometric sequence, right before the end of phase \(j\) (before the algorithm adds the new edges from \(B_j\) to its clustering), the algorithm’s profit is
\[
A_j = \sum_{i=0}^{j-1} \gamma^i \leq \frac{\gamma^j}{\gamma - 1}.
\]
After the first $j$ phases, the adversary’s clustering consists of cliques $C_p$, $p = 0, 1, ..., \gamma^j - 1$, where $C_p$ contains the $p$-th edge (that is, its both endpoints) from each batch $B_i$ for $i = p, p + 1, ..., j$. (See Figure 5.) We claim that the adversary gain after $j$ phases satisfies

$$O_j \geq O_{j-1} + \gamma^j + 4 \sum_{i=0}^{j-1} \gamma^i = O_{j-1} + \frac{(\gamma + 3)\gamma^j}{\gamma - 1}. \tag{13}$$

We now justify this bound. The second term $\gamma^j$ is simply the number of batch edges in $B_j$. To see where each term $4\gamma^i$ comes from, consider the $p$-th batch edge from $B_i$, for $i < j$. When we add $B_j$ after phase $j$, the adversary can add to $C_p$ the 4 cross edges connecting this edge’s endpoints to the endpoints of the $p$-th batch edge in $B_j$. Overall, this will add $4\gamma^i$ cross edges between $B_i$ and $B_j$ to the existing adversary’s cliques.

From recurrence (13), by simple summation, we get

$$O_j \geq \frac{(\gamma + 3)\gamma^{j+1}}{(\gamma - 1)^2}.$$

Dividing it by OCC’s profit of at most $\gamma^j/(\gamma - 1)$, we obtain that the ratio is at least $\frac{\gamma(\gamma + 3)}{\gamma - 1}$, which, by routine calculus, is at least 9.

We now outline an argument showing how to improve this lower bound to 10.927. The new construction is almost identical to the previous one, except that we change the very last batch $B_j$. As before, each batch $B_i$, for $i < j$, has $\gamma^i$ disjoint edges. Batch $B_j$ will also have $\gamma^j$ edges, but they will be grouped into $t = \gamma^j/3$ triangles. For $p = 0, 1, ..., t - 1$, we add the $p$-th triangle to clique $C_p$. (If $t > \gamma^{j-1}$, the last $t - \gamma^{j-1}$ triangles will form new cliques.)

This modification will preserve the number of edges in $B_j$ and thus it will not affect the algorithm’s profit. But now, for each $i = 0, 1, ..., j - 1$ and each $p = 0, 1, ..., \min(t, \gamma^{i-1}) - 1$, we can connect the two vertices in $B_i \cap C_p$ to three vertices in $B_j$, instead of two. This creates two new cross edges that will be called extra edges. It should be intuitively clear that the number of these extra edges is $\Omega(\gamma^j)$, which means that this new construction gives a ratio strictly larger than 9.
Specifically, to estimate the ratio, we will distinguish three cases, depending on the value of $\gamma$. Suppose first that $\gamma \geq 3$. Then $t \geq \gamma^{j-1}$, so the number of extra edges is $2 \sum_{i=0}^{j-1} \gamma^i = 2\gamma^j / (\gamma - 1)$, because each vertex in $B_0 \cup B_1 \cup ... \cup B_{j-1}$ is now connected to three vertices in $B_j$, not two. Thus the new optimal profit is

$$O'_j = O_j + \frac{2\gamma^j}{\gamma - 1} = \frac{(\gamma^2 + 5\gamma - 2)\gamma^j}{(\gamma - 1)^2}.$$  

Dividing by OCC’s profit, the ratio is at least \( \frac{\gamma^2 + 5\gamma - 2}{\gamma - 1}, \) which is at least 11 for $\gamma \geq 3$.

The second case is when $\sqrt{3} \leq \gamma \leq 3$. Then $\gamma^{j-2} \leq t \leq \gamma^{j-1}$. In this case all vertices in $B_0 \cup B_1 \cup ... \cup B_{j-2}$ and $2\gamma^j / 3$ vertices in $B_{j-1}$ get an extra edge, so the number of extra edges is $2\gamma^{j-1} / (\gamma - 1) + 2\gamma^j / 3$. Therefore the new adversary profit is

$$O'_j = O_j + \gamma^{j-1} + \frac{2\gamma^j}{3} = \frac{(5\gamma^3 + 5\gamma^2 + 8\gamma - 6)\gamma^{j-1}}{3(\gamma - 1)^2}.$$  

We thus have that the ratio is at least $\frac{5\gamma^3 + 5\gamma^2 + 8\gamma - 6}{3(\gamma - 1)^2}$. Minimizing this quantity, we obtain that the ratio is at least 10.927.

The last case is when $1 < \gamma \leq \sqrt{3}$. In this case, even ignoring the extra edges, we have that the ratio $O_j / A_{j-1} = \frac{\gamma(\gamma + 3)}{\gamma - 1}$ is at least $3 + 6\sqrt{3} \approx 11.2$ (it is minimized for $\gamma = \sqrt{3}$).