Implicit representations of event properties within contextual language models: Searching for “causativity neurons”
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Abstract

This paper addresses the question to which extent neural contextual language models such as BERT implicitly represent complex semantic properties. More concretely, the paper shows that the neuron activations obtained from processing an English sentence provide discriminative features for predicting the (non-)causativity of the event denoted by the verb in a simple linear classifier. A layer-wise analysis reveals that the relevant properties are mostly learned in the higher layers. Moreover, further experiments show that approx. 10% of the neuron activations are enough to already predict causativity with a relatively high accuracy.¹

1 Introduction and motivation

In natural language processing (NLP), machine learning models based on artificial neural networks have achieved impressive results in recent years, due to large amounts of available training data and powerful computing infrastructures. Contextual language models (LMs) such as ELMO (Peters et al., 2018), BERT (Devlin et al., 2019), and XLNet (Yang et al., 2019) have particularly contributed to this. However, it is oftentimes not clear which kinds of generalizations these models make, i.e., what exactly they learn. In this respect, neural networks suffer from a lack of transparency and interpretability. Recent research has started to investigate these questions. Since the successful use of neural word embeddings and LMs (e.g., Word2Vec, Mikolov et al. 2013; ELMO, Peters et al. 2018; BERT, Devlin et al. 2019) for a range of NLP/NLU tasks, it is clear that LMs capture meaning to a certain degree, in particular lexical meaning. Concerning syntactic information, work on different types of language models, in particular RNNs and transformer-based contextual language models, has shown that these models learn morphology (Liu et al., 2019a), syntactic structure and syntactic preferences to a certain degree (see Futrell and Levy, 2019; Lin et al., 2019; Hewitt and Manning, 2019; McCoy et al., 2020; Wilcox et al., 2019; Hu et al., 2020; Warstadt et al., 2020).

In this paper, we expand the question of what linguistic properties these models learn towards whether pretrained contextualized models capture more abstract semantic properties, in particular properties that contribute to the structure of the semantic representation underlying a given sentence. More concretely, we investigate whether an LM such as BERT represents whether a sentence denotes a causative event or not. If this was the case, we would expect a systematic difference between for instance BERT’s neuron activations for (1-a) and for (1-b).

(1) a. Kim broke the window.
   b. Kim ate an apple.

Note that the two sentences share almost no lexical elements, so the neuron activations are expected to be mostly different. Our research question is focused on whether there are systematic activation patterns that can be observed that are common to all instances of causative sentences, and others that are common to all instances of noncausative sentences, independent of sentence content.

One of the common approaches to probe neural network models is to use a probing classifier. Given a linguistic property of interest, the idea is to extract contextualized activations of units (words/phrases/sentences) relevant to the property. A classifier is then trained to learn the property by using the extracted activations as features. The performance of the classifier is taken to approximate

¹Our datasets are available at https://github.com/eseyffarth/predicting-causativity-iwcs-2021
the degree to which the language model learned the linguistic property. We also use probing classifiers and probe the model as a whole, its individual layers and its neurons with respect to causativity. We use the NeuroX toolkit (Dalvi et al., 2019b) to conduct the probing experiments.

We experiment using two 12-layer pretrained models, BERT (Devlin et al., 2019) and XLNet (Yang et al., 2019), as well as a distilled version of BERT, DistilBERT (Sanh et al., 2019). Our findings and contributions are as follows: We create a novel dataset of sentences with verbs that are labeled for causativity/non-causativity. Using this dataset for probing, we show that this abstract semantic property is learned by the pretrained models. It is better represented in the higher layers of the model and, furthermore, there is a subset of appr. 10% of the neurons that encodes the property in question.

2 Related work

A number of interpretation studies have analyzed representations of pre-trained models and showed that they learn linguistic information such as part of speech tagging, semantic tagging and CCG tagging (Conneau et al., 2018; Liu et al., 2019a; Tenney et al., 2019a,b; Voita et al., 2019). A typical procedure to analyze representation is a post-hoc analysis using a probing classifier. It has been shown that word-level concepts are learned at lower layers while sentence-level concepts are learned at higher layers (Liu et al., 2019b). Dalvi et al. (2019a) extended the layer-level analysis towards individual neurons of the network. They proposed a linguistic correlation analysis (LCA) to identify neurons with respect to a linguistic property. Durrani et al. (2020); Dalvi et al. (2020) later used LCA to analyze pre-trained models in the context of linguistic learning and redundancy in the network respectively.

In this work, we also aim to analyze pre-trained models at model-, layer- and neuron-level using post-hoc analysis methods. Different from others, we concentrate on an abstract, structure-building semantic property, namely causativity of events. Our focus is on lexical causatives, that is, verbs whose lexical meaning has a causative aspect (Dowty, 1979). In Dowty’s aspect calculus, such verbs are analyzed as \([\phi \text{ CAUSE } \psi]\), where \(\phi\) and \(\psi\) are sentences and causation is a “two-place sentential connective”, notably even for sentences that only contain a single verb phrase. Thus, John killed Bill is decomposed as in (2) (Dowty, 1979, p. 91).

(2) \([\text{John does something} \text{ CAUSE } \neg \text{Bill is alive}]\)

The “semantically bipartite” nature of causative verbs means that sentences with such verbs actually express not one event, but two subevents, one being the causing event and the other one being the caused event, or result, of the first. This event structure is a challenge to model with NLP systems when no superficial indicators for causativity are available. While there are verbs that are lexically causative (such as refresh) and verbs that are lexically noncausative (such as prefer), there are also verbs that vary in their causativity depending on the context in which they appear (such as open). Our goal is to determine to what extent the causativity or noncausativity of these types of verbs is implicitly learned by large language models.

3 Method

Over the last years, there has been an increasing interest in assessing linguistic properties encoded in neural representations. A common method to reveal these linguistic representations employs diagnostic classifiers or probes (Hupkes et al., 2018). A common diagnostic classifier is a linear classifier trained for the underlying linguistic task, using the activations generated from the trained neural network model as features. The performance of the classifier is used as a proxy to measure the amount of linguistic information present in the activations. We also use a linear classifier for probing.

Consider a pre-trained neural network model \(M\) with \(L\) layers: \(\{l_1, l_2, \ldots, l_L\}\), where each layer \(l_i\) is of size \(H\). Given a dataset \(D = \{s_1, s_2, \ldots, s_T\}\) consisting of \(T\) sentences, the contextualized embedding of sentence \(s_j\) at layer \(l_i\) is \(z_j^i = l_i(s_j)\). In pretrained models like BERT, a special token [CLS] is appended with every training instance during training. The token is later optimized for sentence embedding during transfer learning (Devlin et al., 2019). We consider the representations of [CLS] for sentence embedding in this study. The [CLS] representation extracted from various layers is used as input features to the probing classifier.

**Model-level probing:** To assess to what extent a linguistic property is learned in the model, we first take the sentence representations of all layers as features for linear classification, i.e., all \(z_j^i\) for
The classifier is trained by minimizing the following loss function:

\[ \mathcal{L}(\theta) = -\sum_j \log P_\theta(t_s | s_j) \]  

(1)

where \( t_s \) is the predicted label for sentence \( s_j \). In this work, binary labels are used to encode whether the property is present in a sentence or not.

**Layer-level probing:** Here, we question how much individual layers of a model represent our property of interest. We train a linear classifier on the activations of each individual layer. The performance of each layer serves as a proxy to how much information it encodes with respect to our property.

**Neuron-level probing:** While the layer-level probing tells about how much linguistic information is learned in a layer, it does not tell about the learning of individual neurons in the network. It is possible that while a particular layer performs best in the layer-level probing, the best neurons learning about the linguistic property are spread across many layers. In neuron-level probing, we aim to identify the most salient neurons across the network that learn the linguistic property at hand.

We follow the linguistic correlation analysis method \((LCA)\) of Dalvi et al. (2019a) to conduct this analysis. Given representations of the model as in the model-level probing, LCA trains an ElasticNet \((\text{Zou and Hastie, 2005})\) classifier, and provides a salient list of neurons with respect to the linguistic property. ElasticNet provides a balance between selecting very focused localized features and distributed features (here: neurons). Equation (2) gives the loss function:

\[ \mathcal{L}(\theta) = -\sum_j \log P_\theta(t_s | s_j) + \lambda_1 \| \theta \|_1 + \lambda_2 \| \theta \|_2^2 \]  

(2)

where \( \lambda_1 \) and \( \lambda_2 \) are parameters, for which we use the suggested value of 0.000001 (Dalvi et al., 2019a).

### 4 Data

To prepare our datasets, we create different sets of verbs that are labeled for (non)causativity, and then use them as seeds to collect sentences from a corpus to be used as input to the classifier.

**4.1 Verb set selection**

**Causative and noncausative verbs** We collect a set of English verbs that are either always causative or never causative when appearing in basic transitive sentences \((\text{NP} \ V \ \text{NP})\). This property is derived from VerbNet 3.3 (Kipper et al., 2000) according to the event-semantic description of each basic transitive syntactic frame in each verb class. We only consider members of VerbNet classes where either all basic transitive frames or none of them are associated with causativity. Two trained linguists manually prune the lists of causative and noncausative verbs to remove ambiguous verbs and other edge cases. This results in a list of 2157 causative and 617 noncausative verbs.

**Alternating verbs** We also create a set of verbs whose causativity property depends on whether they appear in transitive or intransitive sentences. This is the case for verbs in VerbNet that are marked with the “Causative” property in basic transitive syntactic frames, and with the “Inchoative” property in basic intransitive frames. These verbs participate in the causative-inchoative alternation. They represent a special case for our experiments because the classifier needs to distinguish between causative and noncausative uses of identical verbs, whereas the sets of causative and noncausative verbs are completely distinct. In this setting, the classifier cannot rely purely on the verb lemma (because alternating verbs can appear in both classes), and it also cannot rely purely on the (in)transitivity of sentences (because verbs outside the alternation can be causative in intransitive sentences). Since this makes the task more difficult, we expect the classification accuracy to be lower in this setting than in settings with non-alternating verbs.

### 4.2 Sentence selection

We collect three datasets for our experiments.\(^2\) All sentences are extracted from ENCow (Schäfer and Bildhauer, 2012; Schäfer, 2015), an English web corpus (9.6 billion tokens) annotated with dependencies created with MaltParser. Each dataset contains 40,000 sentences in the train portion, 5,000 sentences in dev and 5,000 sentences in the test portion. Each portion contains an equal number of causative and noncausative instances. Each test set contains sentences that were not previously seen in the train set, but not all verbs in the test set are unseen.

\(^2\)All datasets are available at https://github.com/eseyffarth/predicting-causativity-iwcs-2021
Transitive sentences, same sentence length
The first dataset ($D_{tr,5}$) is based on the sets of causative and noncausative verbs and contains only transitive sentences of length 5 (including punctuation). This yields a dataset where all sentences have the same basic syntactic pattern. Examples are given in (3) (root verbs in bold).

(3) a. The answer **surprised** me .  
    b. It **contains** no surprises .

Transitive sentences, varying sentence length
The second dataset ($D_{tr}$) is based on the same verb sets, but contains sentences of varying lengths between 5 and 20 tokens. Examples are given in (4).

(4) a. This **affects** the calculation .  
    b. I **envy** you in that respect !

Intransitive and transitive sentences, varying length
The third set ($D_{all}$) is based on the verb set that includes verbs in the causative-inchoative alternation. Sentences in $D_{all}$ are either transitive or intransitive and have a length between 5 and 20 tokens. Again, each portion contains an equal number of causative and noncausative instances, consisting of verbs of all three types (alternating, always causative, always noncausative). Examples are given in (5); note that (5-e) and (5-f) share the same alternating root verb.

(5) a. I **bring** a book !  
    b. Everything about them **intimidates** .  
    c. Each layer **had** its own opacity .  
    d. A total of 24 people **attended** .  
    e. He **opened** the pack .  
    f. The main console **opens** .

5 Evaluation

5.1 Experimental Settings
Pre-trained models
We conduct experiments using three transformer-based pre-trained language models: BERT (Devlin et al., 2019), DistilBERT (Sanh et al., 2019), and XLNet (Yang et al., 2019). The BERT model is an auto-encoder trained with two unsupervised objectives: masked word prediction and next sentence prediction. It is pre-trained on Wikipedia text and BooksCorpus (Zhu et al., 2015), and comes with hundreds of millions of parameters. It contains an encoder with 12 Transformer blocks, hidden size of 768, and 12 self-attention heads. DistilBERT is an approximate distilled version of BERT. It is comprised of 6 encoder layers while retaining 97% of BERT performance. We also employ XLNet-base in all our experiments. Although it is trained with the same parameter configurations as BERT-base, it uses improved training methodology based on a permutation auto-regressive objective function.

Since we are interested in analyzing sentence representations, we use the representation of the [CLS] token. However, the representation of [CLS] is not optimized for sentence embedding in the pre-trained models. In order to tune it for sentence representation, we fine-tune the pre-trained model on a sentence classification task, the Stanford sentiment treebank (Socher et al., 2013). We understand that by fine-tuning the pre-trained model, the representations of the network are tuned for the task. An alternate strategy is to use average activations of words in a sentence as sentence representation. We did not explore it in this paper.

Probing Classifier
We train a linear classifier using a categorical cross-entropy loss, optimized using Adam. For neuron-level analysis, we used elastic-net regularization. We used the recommended values of elastic-net parameters, i.e., $\lambda_1$ and $\lambda_2$ each equal to 0.0001.

5.2 Results
Model-level Results
Table 1 presents the results of using all neuron activations of the model as features for classification. The general high classification results show that the model has learned causitivity. However, as the dataset becomes hard in terms of varying sentence length and including more challenging instances with alternating verbs, the performance drops to as low as 83.96% for DistilBERT, which is still substantially better than random performance (50%).

| Data       | BERT | DistilBERT | XLNet |
|------------|------|------------|-------|
| $D_{tr,5}$ | 95.24| 93.34      | 90.92 |
| $D_{tr}$   | 89.48| 87.28      | 88.84 |
| $D_{all}$  | 85.28| 83.96      | 86.00 |

Table 1: Model-level results (accuracy) using all neurons for classification

Layer-level Results
Here we want to see which layers of pretrained models learn causativity. We train our probing classifier on individual layers. Figure 1 summarizes the results. As a general trend, causitivity is best represented at the higher layers.
Table 2: Selecting minimal number of neurons. $N_{\text{Eu}}$ = Total number of neurons, $N_{\text{Eu}}$ = Top selected neurons, Acc = Accuracy after retraining the classifier using only selected neurons.

|         | BERT | DistilBERT | XLNet |
|---------|------|------------|-------|
| $N_{\text{Eu}}$ | 9984 | 5372       | 9984  |
| $D_{\text{tr}, 5}$ | 1000/10% | 540/10% | 300/3% |
| Acc     | 95.06 | 92.6      | 92.02 |
| $D_{\text{tr}}$ | 1000/10% | 540/10% | 1000/10% |
| Acc     | 88.70 | 84.66     | 86.24 |
| $D_{\text{all}}$ | 1000/10% | 540/10% | 1000/10% |
| Acc     | 86.48 | 82.66     | 86.8  |

Table 3: Accuracy per verb type and data set in all settings. $D_{\text{tr}, 5}$, $D_{\text{tr}}$ and $D_{\text{all}}$ each contain an equal number of caus(ative) and noncaus(ative) instances.

|         | BERT | DistilBERT | XLNet |
|---------|------|------------|-------|
| $D_{\text{tr}, 5}$ caus | 95.24 | 93.04      | 98.84 |
| noncaus | 90.44 | 89.60      | 90.44 |
| $D_{\text{tr}}$ caus | 89.73 | 84.35      | 94.87 |
| noncaus | 85.36 | 86.03      | 79.28 |
| $D_{\text{all}}$ all alternating | 81.52 | 75.43      | 83.05 |
| alt. caus | 89.73 | 84.35      | 94.87 |
| alt. noncaus | 52.59 | 43.97      | 41.38 |
| nonalt. caus | 91.25 | 84.60      | 93.93 |
| nonalt. noncaus | 85.36 | 86.03      | 79.28 |

The number of neurons selected from middle layers (5-6 in the case of 12 layer models and 3 in the case of 6 layer models) are substantially lower than the neighbouring layers across all models and data sets. We hypothesize that learning causitivity requires word-level and sentence-level information which is dominating at the lower and higher layers.

6 Discussion

As shown in Table 1, all classifiers performed best on $D_{\text{tr}, 5}$. With little syntactic variation between instances in $D_{\text{tr}, 5}$, this is the least challenging setting for the task: The verbs and arguments in each sentence are the main indicators for the classifiers to identify causativity. In $D_{\text{tr}}$, all models achieve slightly lower accuracy. Longer sentences are more likely to contain conjunctions or subordinate clauses, which may distract the classifiers from the sentence’s (non)causative root verb and its arguments. As expected, the lowest accuracy scores are observed in $D_{\text{all}}$, which includes both transitive and intransitive sentences, as well as alternating verbs whose causativity property changes in these different environments. Table 3 shows that all three models mislabel alternating verbs more often than nonalternating verbs. BERT and XLNet
achieved the best accuracy for causative verbs in almost all experiments, while DistilBERT often performed better on noncausative verbs.

Our datasets are randomly collected from a larger corpus with no regard for verb frequency. This results in datasets where some verbs occur only once or twice, some are never seen in the training data, and some are more common. Our goal is to determine whether the classifiers successfully learn to predict (non)causativity, independently of specific verb lemmas. The results reported so far are all averaged over all verbs in a dataset, illustrating that some models are more successful on the classification task than others (e.g. BERT achieving higher accuracy scores than the other models on the first two datasets). Additionally, it is also worth exploring the accuracy of the classifiers for individual verbs, particularly those that are most likely to be mislabeled by any of the classifiers. Table 4 reports the two most-mislabeled verbs of each type per dataset (across all models). Notably, the XLnet classifier consistently makes more mistakes with noncausative instances than with causative ones, as is also apparent from Table 3.

Broadly, the frequently-mislabeled verbs fall in three categories: 1. presumed errors due to parsing mistakes and subsequent errors in the gold data; 2. errors due to incorrect labels of ambiguous verbs in the gold data; 3. errors due to an ambiguity between full verb, light verb, and auxiliary verb.

**Presumed errors due to parsing mistakes and subsequent errors in the gold data** Most of the frequently-mislabeled verbs in $D_{tr,5}$ fall into this category. These verbs occur only a few times each, indicating that they do not represent a deeper structural issue with the classifiers; for instance, sentences with the root verb *mark* occasionally appear incomplete in ENCow, as exemplified in (6).

(6) the symptoms marked gr. (ENCOW-02-23709973)

The verb *sound* is labeled as a causative verb in our gold data (e.g., “to sound the bells”), but appears often in another word sense, as exemplified in (7-a). In these sentences, the verb does not have a direct object as expected; the reason for their inclusion in our datasets is an incorrect dependency parse in ENCow. In other words, the causative
Figure 2: How top neurons spread across different layers for each causativity dataset. X-axis = Layer number, Y-axis = Number of neurons selected from that layer.

gold label is assigned by mistake. A similar case is mean; as with sound, many instances do not involve a direct object at all, as exemplified in (7-b), but are included because of an incorrect parse.

(7) a. that sounds so scary !!! (ENCOW-05-11095175)
    b. you mean screw justice ? (ENCOW-14-01839826)

    $D_{all}$ also contains incorrect gold labels that are to a large extent due to parsing errors, for instance bring. All sentences included in (8) were parsed as having bring as their root verb. That the classifiers tended to assign a noncausative label to these sentences suggests that they instead assigned labels for take for granted, love, or be, respectively (which is actually correct).

(8) a. people take for granted what tax money brings . (ENCOW-11-16881058)
    b. knowledge is power , and what americans really love is the power knowledge brings . (ENCOW-13-11898010)
    c. sugar is a barrow boy with all that epithet brings . (ENCOW-10-21805613)

In future work, we will improve our datasets to minimize the number of this type of errors, using a more recent dependency parser and some manual checking.

**Errors due to incorrect gold labels of ambiguous verbs** In $D_{tr}$, face is the most mislabeled causative verb. The presumed causative label for this verb comes from the VN class confront-98, which contains verbs such as target or combat. However, the mislabeled examples from the dataset seem to evoke a weaker, more passive sense of face, as in (9-a), where human annotators might not assign a causative label. In these cases, the label assigned by the classifier is actually correct, while the gold label is not. The mislabeled instances of cover in $D_{all}$ are, similarly to face, an artefact of verb polysemy and should in fact not be regarded as causative sentences, as exemplified in (9-b).

(9) a. older mums face similar risks . (ENCOW-05-25724129)
Table 4: Most mislabeled verbs in all settings. Each cell states the number of instances with the given verb with an incorrect label, giving the absolute number followed by the percentage of all instances with this verb.

|                  | BERT | DistilBERT | XLNet |
|------------------|------|------------|-------|
| **causative verbs in D_{tr}** |      |            |       |
| mark             | 6 (60.00%) | 6 (60.00%) | 2 (20.00%) |
| sound            | 1 (2.00%)  | 9 (18.00%) | 4 (8.00%)  |
| **noncausative verbs in D_{tr}** |      |            |       |
| leave            | 4 (10.00%) | 7 (17.50%) | 15 (37.50%) |
| mean             | 1 (1.37%)  | 2 (2.74%)  | 15 (20.55%) |
| **causative verbs in D_{tr}** |      |            |       |
| face             | 11 (25.00%) | 11 (25.00%) | 17 (38.64%) |
| express          | 12 (33.33%) | 8 (22.22%)  | 10 (27.78%) |
| **noncausative verbs in D_{tr}** |      |            |       |
| leave            | 7 (17.07%) | 19 (46.34%) | 17 (41.46%) |
| represent        | 8 (8.42%)  | 17 (17.89%) | 15 (15.79%) |
| **alternating causative verbs in D_{all}** |      |            |       |
| set              | 3 (8.82%)  | 10 (29.41%) | 1 (2.94%)  |
| open             | 3 (12.00%) | 4 (16.00%)  | 3 (12.00%) |
| **alternating noncausative verbs in D_{all}** |      |            |       |
| close            | 4 (57.14%) | 5 (71.43%)  | 6 (85.71%) |
| open             | 4 (66.67%) | 2 (33.33%)  | 5 (83.33%) |
| **nonalternating causative verbs in D_{all}** |      |            |       |
| cover            | 9 (6.52%)  | 32 (23.19%) | 10 (7.25%) |
| bring            | 9 (9.47%)  | 10 (10.53%) | 9 (9.47%)  |
| **nonalternating noncausative verbs in D_{all}** |      |            |       |
| have             | 1 (5.64%)  | 19 (5.33%)  | 43 (7.98%) |
| be               | 20 (10.81%) | 25 (13.51%) | 36 (19.46%) |

 Errors due to an ambiguity between full verb, light verb, and auxiliary verb

Finally, the verbs have and be are the most mislabeled nonalternating noncausative verbs in D_all. These verbs appear in light verb constructions, as auxiliary verbs, and in a range of word senses that can be causative or non-causative. The examples in (11) illustrate why the classifiers are struggling to label such sentences as noncausative. Note that in all cases, the MaltParser annotations provided alongside ENCOW mark a form of have as the root verb.

(11) a. hi we have just moved house and the house has no tv aerial. (ENCOW-11-17855426)

b. we had a small cup made up not long ago with a very simple design. (ENCOW-06-00570494)

c. local people have the power to stop this by not buying counterfeit products. (ENCOW-08-19775040)

ENCOW was parsed between 2015 and 2018 using the standard engmalt model available on the MaltParser website (Roland Schäfer, p.c.) This type of error would be minimized if a more recent dependency parser was used.

To summarize, many of the “errors” of the classifiers are actually not errors but incorrect labels in the gold data. This means that the classifiers might be better in predicting causativity than assessed by our evaluation.

7 Conclusion

We set up a series of classification experiments with a range of datasets to determine whether large language models learn implicit representations of
causativity, a linguistic property that is not necessarily represented syntactically or morphologically in English. We compare classifiers based on BERT, DistilBERT, and XLNet, and find that all learn to predict causativity to a large extent. Differences in classification accuracy are observed across different datasets (see Table 1). As expected, all models achieve the highest accuracy on $D_{tr, 5}$ and the lowest accuracy on $D_{all}$. The latter set, in addition to verbs that are lexically causative or lexically non-causative, also includes verbs that participate in the causative-inchoative alternation, which presents an additional challenge to the classifiers.

We also show that causativity is represented rather in the higher layers of the models and, furthermore, that reducing each model to only the 10% of its neurons that are most correlated with the causativity property only leads to small differences in accuracy, sometimes an increase in accuracy due to the elimination of non-discriminative features.

Our error analysis suggests that many of the classification errors are actually labeling errors in the data, due either to a wrong parse of the sentence in our source corpus ENCow or to the polysemy of verbs that can be causative in certain readings but are not causative in some of the readings mislabeled in the dataset. Put differently, the classifiers were probably better in identifying causativity than their accuracy scores suggest. While our datasets were created with little manual effort and already led to good results, we are planning on pursuing possible improvements in the future in order to avoid these labeling errors as far as possible.
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