A CHARACTERIZATION OF CONSTANT $p$-MEAN CURVATURE SURFACES IN THE HEISENBERG GROUP $H_1$
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ABSTRACT. In Euclidean 3-space, it is well known that the Sine-Gordon equation was considered in the nineteenth century in the course of investigations of surfaces of constant Gaussian curvature $K = -1$. Such a surface can be constructed from a solution to the Sine-Gordon equation, and vice versa. With this as motivation, employing the fundamental theorem of surfaces in the Heisenberg group $H_1$, we show in this paper that the existence of a constant $p$-mean curvature surface (without singular points) is equivalent to the existence of a solution to a nonlinear second-order ODE (1.2), which is a kind of Liénard equations. Therefore, we turn to investigate this equation. It is a surprise that we give a complete set of solutions to (1.2) (or (1.5)), and hence use the types of the solution to divide constant $p$-mean curvature surfaces into several classes. As a result, after a kind of normalization, we obtain a representation of constant $p$-mean curvature surfaces and classify further all constant $p$-mean curvature surfaces. In Section 9 we provide an approach to construct $p$-minimal surfaces. It turns out that, in some sense, generic $p$-minimal surfaces can be constructed via this approach. Finally, as a derivation, we recover the Bernstein-type theorem which was first shown in [3] (or see [7, 8]).
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1. Introduction and main results

In literature, the Heisenberg group and its sub-Laplacian are active in many fields of analysis and sub-Riemannian geometry, control theory, semiclassical analysis of quantum mechanics, etc. (cf. [18, 19, 20, 21, 22]). It also has applications in signal analysis and geometric optics [31, 32, 33]. Research on the sub-Riemannian geometry and its analytical consequences, in particular geodesics, has been studied widely and extensively in the past ten years (cf. [19, 23, 24, 25, 26, 27, 29, 28, 30]). In this paper, the Heisenberg group is studied as a pseudo-hermitian manifold. Like Euclidean geometry, it is a branch of Klein geometries, and the corresponding Cartan geometry is pseudo-hermitian geometry.

Recall that the Heisenberg group $H_1$ is the space $\mathbb{R}^3$ associated with the group multiplication
\[
(x_1, y_1, z_1) \cdot (x_2, y_2, z_2) = (x_1 + x_2, y_1 + y_2, z_1 + z_2 + y_1 x_2 - x_1 y_2),
\]
which is a 3-dimensional Lie group. The space of all left invariant vector fields is spanned by the following three vector fields:
\[
\begin{align*}
\dot{e}_1 &= \frac{\partial}{\partial x} + y \frac{\partial}{\partial z}, \\
\dot{e}_2 &= \frac{\partial}{\partial y} - x \frac{\partial}{\partial z} \quad \text{and} \\
T &= \frac{\partial}{\partial z}.
\end{align*}
\]
The standard contact bundle on $H_1$ is the subbundle $\xi$ of the tangent bundle $TH_1$ which is spanned by $\dot{e}_1$ and $\dot{e}_2$. It is also defined to be the kernel of the contact form
\[
\Theta = dz + xdy - ydx.
\]
The CR structure on $H_1$ is the endomorphism $J : \xi \rightarrow \xi$ defined by
\[
J(\dot{e}_1) = \dot{e}_2 \quad \text{and} \quad J(\dot{e}_2) = -\dot{e}_1.
\]
One can view $H_1$ as a pseudo-hermitian manifold with $(J, \Theta)$ as the standard pseudo-hermitian structure. There is a natural associated connection $\nabla$ if we regard all these left invariant vector fields $\dot{e}_1, \dot{e}_2$ and $T$ as parallel vector fields. A naturally associated metric on $H_1$ is the adapted metric $g_\Theta$, which is defined by $g_\Theta = d\Theta(\cdot, J \cdot) + \Theta^2$. It is equivalent to define the metric by regarding $\dot{e}_1, \dot{e}_2$ and $T$ as an orthonormal frame field. We sometimes use $\langle \cdot, \cdot \rangle$ to denote the adapted metric. In this paper, we use the adapted metric to measure the lengths and angles of vectors, and so on.

A pseudo-hermitian transformation (or a Heisenberg rigid motion) in $H_1$ is a diffeomorphism in $H_1$ which preserves the standard pseudo-hermitian structure $(J, \Theta)$. We let $PSH(1)$ be the group of Heisenberg rigid motions, that is, the group of all pseudo-hermitian transformations in $H_1$. For details of this group, we refer readers to [4, 6], in which the fundamental theorem in the Heisenberg groups has been studied. We say that two surfaces are congruent if they differ by an action of a Heisenberg rigid motion.

The concept of minimal surfaces or constant mean curvature surfaces plays an important role in differential geometry to study the basic properties of manifolds. There is an analogous concept in pseudo-hermitian manifolds, which are called $p$-minimal surfaces. In this paper, we focus on studying such kinds of surfaces in the Heisenberg group $H_1$. Throughout this article, all objects we discuss are assumed to be $C^\infty$ smooth, unless we specify otherwise. Suppose $\Sigma$ is a surface in the Heisenberg group $H_1$. There is a one-form $I$ on $\Sigma$ which is induced from the adapted metric $g_\Theta$. This induced metric is defined on the whole surface $\Sigma$.
and is called the first fundamental form of \( \Sigma \). The intersection \( T\Sigma \cap \xi \) is integrated to be a singular foliation on \( \Sigma \) called the characteristic foliation. Each leaf is called a characteristic curve. A point \( p \in \Sigma \) is called a singular point if at which the tangent plane \( T_p\Sigma \) coincides with the contact plane \( \xi_p \); otherwise, \( p \) is called a regular (or non-singular) point. Generically, a point \( p \in \Sigma \) is a regular point, and the set of all regular points is called the regular part of \( \Sigma \). On the regular part, we can choose a unit vector field \( e_1 \) such that \( e_1 \) defines the characteristic foliation. The vector \( e_1 \) is determined up to a sign. Let \( e_2 = Je_1 \). Then \( \{e_1, e_2\} \) forms an orthonormal frame field of the contact bundle \( \xi \). We usually call the vector field \( e_2 \) a horizontal vector field. Then the \( p \)-mean curvature \( H \) of the surface \( \Sigma \) is defined by

\[
\nabla_{e_1} e_2 = -H e_1.
\]

The \( p \)-mean curvature \( H \) is only defined on the regular part of \( \Sigma \). There are two more equivalent ways to define the \( p \)-mean curvature from the point of view of variation and a level surface (see \cite{3, 34}). We remark that this notion of mean curvature was proposed by J.-H. Cheng, J.-F. Hwang, A. Malchiodi, and P. Yang from the geometric point of view to generalize the one introduced first by S. Pauls in \( H_1 \) for graphs over the \( xy \)-plane \cite{35}. Also, in \cite{36}, M. Ritoré and C. Rosales exposed another method to compute the mean curvature of a hypersurface. If \( H = 0 \) on the whole regular part, we call the surface a \( p \)-minimal surface. The \( p \)-mean curvature is the line curvature of a characteristic curve, and hence the characteristic curves are straight lines (for the detail, see \cite{3}). There also exists a function \( \alpha \) defined on the regular part such that \( \alpha e_2 + T \) is tangent to the surface \( \Sigma \). We call this function the \( \alpha \)-function of \( \Sigma \). It is uniquely determined up to a sign, which depends on the choice of the characteristic direction \( e_1 \). Define \( \hat{e}_1 = e_1 \) and \( \hat{e}_2 = \frac{\alpha e_2 + T}{\sqrt{1 + \alpha^2}} \), then \( \{\hat{e}_1, \hat{e}_2\} \) forms an orthonormal frame field of the tangent bundle \( T\Sigma \). Notice that \( \hat{e}_2 \) is uniquely determined and independent of the choice of the characteristic direction \( e_1 \). In \cite{6}, it was shown that these four invariants,

\[
I, e_1, \alpha, H,
\]

form a complete set of invariants for surfaces in \( H_1 \). We remark that all the results provided in \cite{6} still hold in the \( C^2 \)-category. For each regular point \( p \), we can choose suitable coordinates around \( p \) to study the local geometry of such surfaces. There always exists a coordinate system \((x, y)\) of \( p \) such that

\[
e_1 = \frac{\partial}{\partial x}.
\]

We call such coordinates \((x, y)\) a compatible coordinate system. It is determined up to a transformation in \((2.19)\). Notice that the compatible coordinate systems are dependent on the characteristic direction \( e_1 \).

Let \( \Sigma \subset H_1 \) be a constant \( p \)-mean curvature surface with \( H = c \). In terms of a compatible coordinate system \((U; x, y)\), the \( \alpha \)-function satisfies the following equation

\[
\alpha_{xx} + 6\alpha \alpha_x + 4\alpha^3 + c^2 \alpha = 0,
\]

which first appeared as a Codazzi-like equation (1.12) in \cite{4} with \( D = -1/\alpha \).

It is a nonlinear ordinary differential equation and is an example of the so-called Liénard equations, named after the French physicist Alfred-Marie Liénard. The Liénard equations
were intensely studied as they can be used to model oscillating circuits. Conversely, in this paper, we show that if there exists a solution \( \alpha(x, y) \) to the Liénard equation \((1.2)\), we are able to construct a constant \( p \)-mean curvature surface with \( H = c \) and this given solution \( \alpha \) as its \( \alpha \)-function. This result is summarized as Theorem 1.1. One motivation of this theorem comes from the famous Sine-Gordon Equation (SGE),

\[
  u_{tt} - u_{xx} = \sin(u) \cos(u),
\]

which is considerably older than the Korteweg de Vries Equation (KdV). It was discovered in the late eighteenth century in the study of pseudospherical surfaces, that is, surfaces of Gaussian curvature \( K = -1 \) immersed in \( \mathbb{R}^3 \), and it was intensively studied for this reason. It arises from the Gauss-Codazzi equations for pseudospherical surfaces in \( \mathbb{R}^3 \) and is known as an integrable equation \([13]\). In addition, it can also be viewed as a continuum limit \([14]\). Its solutions and solitons have been widely discussed by the Inverse Scattering Transform and other approaches.

There is a bijective relation between solutions \( u \) of the SGE with \( \Im(u) \subset (0, \frac{\pi}{2}) \) and the classes of pseudospherical surfaces in \( \mathbb{R}^3 \) up to rigid motion. If \( u : \mathbb{R}^2 \rightarrow \mathbb{R} \) is a solution such that \( \sin u \cos u \) is zero at a point \( u_0 \), then the immersed pseudospherical surface has cusp singularities. For example, the pseudospherical surfaces corresponding to the 1-soliton solutions of SGE are the so-called Dini surfaces and have a helix of singularities.

The study of line congruences gives rise to the concept of Bäcklund transformations. A line congruence \( L : M \rightarrow M^* \) is called a Bäcklund transformation with the constant angle \( \theta \) between the normal to \( M \) at \( p \) and the normal to \( M^* \) at \( p^* = L(p) \) and the distance between \( p \) and \( p^* \) is \( \sin \theta \) for all \( p \in M \). The classical Bäcklund transformation for the Sine-Gordon equation was constructed in the nineteenth century by Swedish differential geometer Albert Bäcklund by means of a geometric construction \([15, 16, 17]\). We then are motivated to present analogous theorems for Heisenberg groups.

**Theorem 1.1.** The existence of a constant \( p \)-mean curvature surface (without singular points) in \( H_1 \) is equivalent to the existence of a solution to the equation \((1.2)\). More precisely, let \( \alpha(x, y) \) and \( H(x, y) \) be two arbitrary smooth functions on a coordinate neighborhood \( (U; x, y) \subset \mathbb{R}^2 \). If they satisfy the following integrability condition

\[
  (1.3) \quad \left( h(y) - \int H \alpha \left( e^{\int 2\alpha dx} \right) dx \right) H_x + e^{k(y)} H_y = \left( e^{\int 2\alpha dx} \right) (\alpha_{xx} + 6\alpha \alpha_x + 4\alpha^3 + \alpha H^2),
\]

for some functions \( k(y) \) and \( h(y) \) in the variable \( y \), then there exists an embedding \( X : U \rightarrow H_1 \) (provided that \( U \) is small enough) such that the surface \( \Sigma = X(U) \) has \( H \) and \( \alpha \) as its \( p \)-mean curvature and \( \alpha \)-function, respectively, and \( \hat{e}_1 = \frac{\partial}{\partial x} \), \( \hat{e}_2 = a(x, y) \frac{\partial}{\partial x} + b(x, y) \frac{\partial}{\partial y} \) with \( a \) and \( b \) defined as \((2.15)\) and \((2.18)\). In addition, such embeddings are unique, up to a Heisenberg rigid motion.

In particular, when \( H = c \) is a constant, the integrability condition \((1.3)\) reads \((1.2)\) for each pair of functions \( k(y) \) and \( h(y) \), and the resulting surface \( \Sigma = X(U) \) is a constant \( p \)-mean curvature surface with \( H = c \), the given function \( \alpha(x, y) \) as its \( \alpha \)-function, and \( \hat{e}_1 = \frac{\partial}{\partial x} \).
In this article, we sometimes call the Liénard equation (1.2) as the Codazzi-like equation from the geometrical point of view [4, 6]. We would also like to specify that a graph \( (x, y, u(x, y)) \) is \( p \)-minimal if it satisfies the \( p \)-minimal equation (see [3])
\[
(uy + x)^2 u_{xx} - 2(uy + x)(ux - y)u_{xy} + (ux - y)^2 u_{yy} = 0.
\]
This is a degenerate hyperbolic and elliptic partial differential equation.

Theorem 1.1 is the fundamental theorem for surfaces in \( H_1 \). After we make a detailed investigation of the original version of the integrability conditions (2.1), (1.3) is more useful than the previous one in some sense (for the origin version, we refer readers to [6] or Theorem 2.1 of this paper). It also appeared as Theorem H in [4] with a slightly different formulation as the authors of [4] did not prescribe the metric.

Theorem 1.1 follows from our detailed study on the integrability condition (see (2.1)) of the fundamental theorem (Theorem 2.1) for surfaces in \( H_1 \). Actually, if we let \( \hat{\omega}_1^2 \) be the Levi-Civita connection associated to the induced metric with respect to the orthonormal frame field \( \{\hat{e}_1, \hat{e}_2\} \), as specified in Theorem 1.1, then (1.3) means that \( \hat{\omega}_1^2, \alpha, \) and \( H \) satisfy the integrability condition (2.1). This is equivalent to saying that \( a, b, \alpha \) and \( H \) satisfy the integrability condition (2.13) (see Subsection 2.2), which is another version of (2.1). We then have Theorem 1.1.

Given a function \( \alpha(x, y) \) in a coordinate neighborhood \( (U; x, y) \subset \mathbb{R}^2 \) which satisfies the Codazzi-like equation (1.2), we are able to construct a family of constant \( p \)-mean curvature surfaces. Therefore, it suggests that a good strategy is to investigate constant \( p \)-mean curvature surfaces by means of the Codazzi-like equation (1.2); in particular, \( p \)-minimal surfaces. In this paper, we will focus on the theory of \( p \)-minimal surfaces. Strategically, we first study the equation (1.2) with \( c = 0 \), that is,
\[
(1.5) \quad \alpha_{xx} + 6\alpha \alpha_x + 4\alpha^3 = 0.
\]
For nonlinear ordinary differential equations, it is known that it is rarely possible to find explicit solutions in closed form, even in power series. Fortunately, we indeed obtain a complete set of solutions to (1.5) in a simple form (see Section 4), stated as follows.

**Theorem 1.2.** Besides the following three special solutions to (1.5),
\[
\alpha(x) = 0, \quad \frac{1}{x + c_1}, \quad \frac{1}{2(x + c_1)},
\]
we have the general solution to (1.5) of the form
\[
(1.6) \quad \alpha(x) = \frac{x + c_1}{(x + c_1)^2 + c_2},
\]
which depends on two constants \( c_1 \) and \( c_2 \), and \( c_2 \neq 0 \).

In Subsection 5.1 we are able to use the types of the solutions in Theorem 1.2 to divide the \( p \)-minimal surfaces into several classes, which are **vertical**, **special type I**, **special type II** and **general type** (see Definition 5.1 and 5.2). Each type of these \( p \)-minimal surfaces is open and contains no singular points. Generically, each \( p \)-minimal surface is a union of these types of surfaces, and ”type” can be shown to be invariant under an action of a Heisenberg rigid motion. Now for each type, whether it is special or general, if a function \( \alpha \) is given,
Theorem 1.3. Let $\Sigma \subset H_1$ be a $p$-minimal surface. Then, in terms of a normal coordinate system $(x,y)$, we can normalize the $\alpha$-function and the induced metric $a,b$ to be the following normal forms:

1. $\alpha = \frac{1}{x+\zeta_1(y)}$, and $a = 0, b = \frac{\alpha^2}{\sqrt{1+\alpha^2}}$ if $\Sigma$ is of special type I,

2. $\alpha = \frac{1}{2x+\zeta_1(y)}$, and $a = 0, b = \frac{|a|}{\sqrt{1+\alpha^2}}$ if $\Sigma$ is of special type II,

3. $\alpha = \frac{x+G(y)}{(x+\zeta_1(y))^2+\zeta_2(y)}$, and $a = 0, b = \frac{|a|}{x+\zeta_1(y)\sqrt{1+\alpha^2}}$ if $\Sigma$ is of general type,

for some functions $\zeta_1(y)$ and $\zeta_2(y)$, in which $\zeta_2(y)$ is unique up to a translation on $y$, and $\zeta_1(y)$ is unique up to a translation on $y$ as well as its image.

Therefore, $\zeta_1(y)$ constitutes a complete set of invariants for $p$-minimal surfaces of special type I (or of special type II), whereas both $\zeta_1(y)$ and $\zeta_2(y)$ constitute a complete set of invariants for $p$-minimal surfaces of general type. We hence give a representation for $p$-minimal surfaces (see Section 6). From Theorem 1.3 together with Theorem 1.1 the following version of the fundamental theorem holds immediately for $p$-minimal surfaces in $H_1$.

Analogies for constant $p$-mean curvature surfaces are also included in Subsection 5.2. We first derive the general form of $\alpha$ to the Codazzi-like equation (1.2) for $c \neq 0$ (stated as Theorem 1.4), and Proposition 5.6 provides the formula for the induced metric $a$ and $b$.

Theorem 1.4. Besides the trivial solution $\alpha(x) = 0$, the Codazzi-like equation (1.2) for nonzero $c$ has the special solutions

$$-\frac{1}{2}|c| \tan(|c|x + |c|K_1), \quad \alpha(x) = \frac{1}{2}|c| \tan(-\frac{|c|}{2}x + \frac{|c|}{2}K_2), \quad K_1, K_2 \in \mathbb{R},$$

and the general solution of the form

$$\alpha(x) = \lambda \frac{\sin(2\lambda x + c_1)}{c_2 - \cos(2\lambda x + c_1)},$$

(1.7)

which depends on two constants $c_1$ and $c_2$, and $c = 2\lambda$.

Since each function of $\sin(x)$ and $\cos(x)$ differs by a sign if we replace the angle $x$ by $x + \frac{\pi}{2}$, we can assume, without loss of generality, that $c_2 \geq 0$. We use $c_2$ to divide constant $p$-mean curvature surfaces into two classes. One class is those surfaces with $c_2 > 1$, and the other is that with $0 \leq c_2 \leq 1$. It is worth our attention that, for surfaces with $c_2 > 1$, the denominator of the formula for $\alpha$ is never zero. That means that the surfaces won’t extend to one with singular points. Moreover, if the surface is closed, it will be a closed constant $p$-mean curvature surface without singularity, which means this surface is of type of torus. It indicates that it is possible to find a Wente-type torus in the class of these surfaces. We
can also normalize these invariants to the normal forms. However, Proposition 5.6 implies that the normalization for constant $p$-mean curvature surfaces needs to be modified since $a$ must be nonzero. Therefore, the transformation laws help us obtain the normal coordinates $(\tilde{x}, \tilde{y})$ in Subsection 6.5 and hence we have the complete set of invariants \{${\zeta}_1(y), {\zeta}_2(y)$\} for constant $p$-mean curvature surfaces (see Theorem 6.3).

**Theorem 1.5.** Given two arbitrary functions $\zeta_1(y)$ and $\zeta_2(y)$ defined on $(c,d) \subset \mathbb{R}$, and $\zeta_2(y) \neq 0$ for all $y \in (c,d)$ (note that $(c,d)$ may be the whole line $\mathbb{R}$), then

1. there exist an open set $U \subset (e,f) \times (c,d) \subset (\mathbb{R}^2; x,y)$, for some $(e,f) \subset \mathbb{R}$, and an embedding $X : U \to H_1$ such that $\Sigma = X(U)$ is a $p$-minimal surface of **special type I** (or of special type II) with $(x,y)$ as a normal coordinate system and $\zeta_1(y)$ as its $\zeta_1$-invariant;

2. there exist an open set $U \subset (e,f) \times (c,d) \subset (\mathbb{R}^2; x,y)$, for some $(e,f) \subset \mathbb{R}$, and an embedding $X : U \to H_1$ such that $\Sigma = X(U)$ is a $p$-minimal surface of **general type** with $(x,y)$ as a normal coordinate system and $\zeta_1(y)$ and $\zeta_2(y)$ as its $\zeta_1$- and $\zeta_2$-invariants.

Moreover, such embeddings in (1) and (2) are unique, up to a Heisenberg rigid motion.

Due to Theorem 1.5 for each pair of function $\zeta_1(y)$ and $\zeta_2(y)$, we define in Subsection 6.3 eight maximal $p$-minimal surfaces in the sense specified in Theorem 1.6. Roughly speaking, it says that any connected $p$-minimal surface with type is a part of one of these eight classes. One notices that generically, a $p$-minimal surface is a union of those $p$-minimal surfaces with type.

**Theorem 1.6.** Given two arbitrary functions $\zeta_1(y)$ and $\zeta_2(y)$ defined on $(c,d) \subset \mathbb{R}$, and $\zeta_2(y) \neq 0$ for all $y \in (c,d)$ (note that $(c,d)$ may be the whole line $\mathbb{R}$), then all the eight $p$-minimal surfaces

\[
S_I^-\left(\zeta_1\right), S_I^+\left(\zeta_1\right), S_{II}^-\left(\zeta_1\right), S_{II}^+\left(\zeta_1\right); \quad \text{and} \\
\Sigma_I\left(\zeta_1, \zeta_2\right), \Sigma_{II}\left(\zeta_1, \zeta_2\right), \Sigma_{II}^+\left(\zeta_1, \zeta_2\right) \quad \text{and} \Sigma_{III}\left(\zeta_1, \zeta_2\right)
\]

are immersed, in addition, they are **maximal** in the following sense:

- Any connected $p$-minimal surface of **special type I** with $\zeta_1(y)$ as the $\zeta_1$-invariant is a part of either $S_I^-\left(\zeta_1\right)$ or $S_I^+\left(\zeta_1\right)$.
- Any connected $p$-minimal surface of **special type II** with $\zeta_1(y)$ as the $\zeta_1$-invariant is a part of either $S_{II}^-\left(\zeta_1\right)$ or $S_{II}^+\left(\zeta_1\right)$.
- Any connected $p$-minimal surface of **type I** with $\zeta_1(y)$ and $\zeta_2(y)$ as the $\zeta_1$- and $\zeta_2$-invariants is a part of $\Sigma_I\left(\zeta_1, \zeta_2\right)$.
- Any connected $p$-minimal surface of **type II** with $\zeta_1(y)$ and $\zeta_2(y)$ as the $\zeta_1$- and $\zeta_2$-invariants is a part of either $\Sigma_{II}^-\left(\zeta_1, \zeta_2\right)$ or $\Sigma_{II}^+\left(\zeta_1, \zeta_2\right)$.
- Any connected $p$-minimal surface of **type III** with $\zeta_1(y)$ and $\zeta_2(y)$ as the $\zeta_1$- and $\zeta_2$-invariants is a part of $\Sigma_{III}\left(\zeta_1, \zeta_2\right)$.

As applications of this theory, in Section 8 we give a complete description of the structures of the singular sets of $p$-minimal surfaces in the Heisenberg group $H_1$.

**Theorem 1.7.** The singular set of a $p$-minimal surface is either
(1) an isolated point; or
(2) a $C^1$ smooth curve.

In addition, an isolated singular point only happens in the surfaces of special type I with $\zeta_1 = \text{const.}$, that is, a part of the graph $u = 0$ contains the origin as the isolated singular point.

The result in Theorem 1.7 is just a special case of Theorem 3.3 in [3]. However, we give a computable proof of this result for $p$-minimal surfaces. We also have the description of how a characteristic leaf goes through a singular curve, which is called a "go through" theorem in [3].

**Theorem 1.8.** Let $\Sigma \subset H_1$ be a $p$-minimal surface. Then the characteristic foliation is smooth around the singular curve in the following sense that each leaf can be extended smoothly to a point on the singular curve.

Due to Theorem 1.8, we have the following result.

**Theorem 1.9.** Let $\Sigma$ be a $p$-minimal surface of type II (III). If it can be smoothly extended through the singular curve, then the other side of the singular curve is of type III (II).

Theorem 1.9 plays a key point to enable us to recover the Bernstein-type theorem (see Section 8), which was first shown in the original paper [3] (or see [11, 7, 8]), and says that $u(x, y) = Ax + By + C$,

for some constants $A, B, C \in \mathbb{R}$, and

$$u(x, y) = -ABx^2 + (A^2 - B^2)xy + ABy^2 + g(-Bx + Ay),$$

where $A, B$ are constants such that $A^2 + B^2 = 1$ and $g \in C^\infty(\mathbb{R})$, are the only two classes of entire smooth solutions to the $p$-minimal graph equation (1.4). In addition, in Section 7, we present some basic examples which, in particular, help us figure out the Bernstein-type theorem.

Finally, in Section 9, depending on a parametrized curve $C(\theta) = (x(\theta), y(\theta), z(\theta))$ for $\theta \in \mathbb{R}$, we deform the graph $u = 0$ in some way to construct $p$-minimal surfaces with parametrization

(1.9) $Y(r, \theta) = (x(\theta) + r \cos \theta, y(\theta) + r \sin \theta, z(\theta) + ry(\theta) \cos \theta - rx(\theta) \sin \theta)$,

for $r \in \mathbb{R}$. It is easy to checked that $Y$ is an immersion if and only if either $\Theta(C'(\theta)) - (y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2 \neq 0$ or $r + (y'(\theta) \cos \theta - x'(\theta) \sin \theta) \neq 0$ for all $\theta$ (see Remark 9.2). In particular, the surface $Y$ defines a $p$-minimal surface of special type I if the curve $C$ satisfies

(1.10) $z'(\theta) + x(\theta)y'(\theta) - y(\theta)x'(\theta) - (y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2 = 0$,

for all $\theta$, or equivalently

(1.11) $z(\theta) = \int [(y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2 + y(\theta)x'(\theta) - x(\theta)y'(\theta)] d\theta$.

In addition, the corresponding $\zeta_1$-invariant reads

(1.12) $\zeta_1(\theta) = y'(\theta) \cos \theta - x'(\theta) \sin \theta - \int [x'(\theta) \cos \theta + y'(\theta) \sin \theta] d\theta$, 
where \( \int [x'(\theta) \cos \theta + y'(\theta) \sin \theta] d\theta \) is an anti-derivative of the function \( x'(\theta) \cos \theta + y'(\theta) \sin \theta \).

Similarly, the surface \( Y \) defines a \( p \)-minimal surface of \textbf{general type} if the curve \( C \) satisfies
\[
(1.13) \quad z'(\theta) + x(\theta)y'(\theta) - y(\theta)x'(\theta) - (y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2 \neq 0,
\]
for all \( \theta \). In addition, the corresponding \( \zeta_1 \)- and \( \zeta_2 \)-invariant read
\[
(1.14) \quad \begin{cases}
\zeta_1(\theta) = y'(\theta) \cos \theta - x'(\theta) \sin \theta - \int [x'(\theta) \cos \theta + y'(\theta) \sin \theta] d\theta \\
\zeta_2(\theta) = z'(\theta) + x(\theta)y'(\theta) - y(\theta)x'(\theta) - (y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2.
\end{cases}
\]

From this construction, together with Theorem 7.8 which gives parametrizations for \( p \)-minimal surfaces of special type II, we conclude that we have generically provided a parametrization for any given \( p \)-minimal surface (see the argument in Section 9).
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2. The Fundamental Theorem for surfaces in \( H_1 \)

In this section, we first review the fundamental theorem for surfaces in the Heisenberg group \( H_1 \) (Theorem 2.1). For the details, we refer the reader to [6]. Next, we give another version (Theorem 1.1) of this theorem in terms of compatible coordinate systems.

2.1. The Fundamental Theorem for surfaces in \( H_1 \). Recall that there are four invariants for surfaces induced on a surface \( \Sigma \) from the Heisenberg group \( H_1 \):

(1) The first fundamental form (or the induced metric) \( I \), which is the adapted metric \( g_{\Theta} \) restricted to \( \Sigma \). This metric is actually defined on the whole surface \( \Sigma \).

(2) The directed characteristic foliation \( e_1 \), which is a unit vector field \( \in T\Sigma \cap \xi \). This vector field is only defined on the regular part of \( \Sigma \).

(3) The \( \alpha \)-function \( \alpha \), which is a function defined on the regular part such that \( \alpha e_2 + T \in T\Sigma \), where \( e_2 = Je_1 \).

(4) The \( p \)-mean curvature \( H \), which is a function on the regular part defined by \( \nabla_{e_1} e_2 = -He_1 \).

These four invariants constitute a complete set of invariants for surfaces in \( H_1 \). That is, if \( \phi : \Sigma_1 \rightarrow \Sigma_2 \) is a diffeomorphism between these two surfaces which preserves these four invariants, then \( \phi \) is the restriction of a Heisenberg rigid motion \( \Phi \). We have the \textbf{integrability condition}
\[
\omega_1^2(\dot{e}_1) = \frac{H\alpha}{(1 + \alpha^2)^{1/2}},
\]
\[
\omega_1^2(\dot{e}_2) = 2\alpha + \frac{\alpha(\dot{e}_1\alpha)}{1 + \alpha^2},
\]
\[
\dot{e}_2 H = \frac{\dot{e}_1 \dot{e}_1 \alpha + 6\alpha(\dot{e}_1\alpha) + 4\alpha^3 + \alpha H^2}{(1 + \alpha^2)^{1/2}},
\]
where \( \hat{e}_2 = \frac{\alpha \hat{e}_1 + T}{\sqrt{1 + \alpha^2}} \), which is nothing to do with the orientation of \( \Sigma \) but a vector field and only determined by the contact form \( \Theta \). Moreover, \( \hat{e}_1 = e_1 \), which is the characteristic direction and is determined up to a sign (if we choose \( \hat{e}_1 \) such that \( \hat{e}_1 \wedge \hat{e}_2 \) is compatible with the orientation of \( \Sigma \) then \( \hat{e}_1 \) is unique). The form \( \hat{\omega}^2 \) is the Levi-Civita connection form with respect to the frame \( \{ \hat{e}_1, \hat{e}_2 \} \). We present the following fundamental theorem (see [6]).

**Theorem 2.1 (The Fundamental theorem for surfaces in \( H_1 \)).** Let \((\Sigma, g)\) be a Riemannian 2-manifold, and let \( \hat{\alpha}, \hat{H} \) be two real-valued functions on \( \Sigma \). Assume that \( g \), together with \( \hat{\alpha}, \hat{H} \), satisfies the integrability condition (2.1), with \( \alpha, H \) replaced by \( \hat{\alpha}, \hat{H} \), respectively.

Then for every point \( p \in \Sigma \), there exist an open neighborhood \( U \) containing \( p \) and an embedding \( X : U \to H_1 \) such that \( g = X^* I \), \( \hat{\alpha} = X^* \alpha \) and \( \hat{H} = X^* H \). And \( X^*(\hat{e}_1) \) defines the foliation on \( X(U) \) induced from \( H_1 \). Moreover, \( X \) is unique up to a Heisenberg rigid motion.

**2.2. The new version of the integrability conditions.** The goal of this subsection is to express the integrability condition (2.1) in terms of a compatible coordinate system \((x, y)\). We write

(2.2) \[
\hat{e}_2 = a(x, y) \frac{\partial}{\partial x} + b(x, y) \frac{\partial}{\partial y},
\]

for some functions \( a \) and \( b \neq 0 \). We can assume, without loss of generality, that \( b > 0 \), that is, both \( \frac{\partial}{\partial x} \wedge \frac{\partial}{\partial y} \) and \( \hat{e}_1 \wedge \hat{e}_2 \) define the same orientation on \( \Sigma \). The two functions \( a \) and \( b \) are a representation of the first fundamental form \( I \). The dual co-frame \( \{ \hat{\omega}^1, \hat{\omega}^2 \} \) of \( \{ \hat{e}_1, \hat{e}_2 \} \) is

(2.3)

\[
\hat{\omega}^1 = dx - \frac{a}{b} dy,
\]

\[
\hat{\omega}^2 = \frac{1}{b} dy.
\]

Then the Levi-Civita connection forms are uniquely determined by the following Riemannian structure equations

(2.4) \[
d\hat{\omega}^1 = \hat{\omega}^2 \wedge \hat{\omega}^1,
\]

\[
d\hat{\omega}^2 = \hat{\omega}^1 \wedge \hat{\omega}^2,
\]

with the normalized condition

(2.5) \[
\hat{\omega}^2_1 + \hat{\omega}^2_2 = 0.
\]

A computation shows that

(2.6) \[
d\hat{\omega}^1 = -d \left( \frac{a}{b} \right) \wedge dy = - \left( \frac{bda - adb}{b^2} \right) \wedge dy
\]

\[
= \frac{dy}{b} \wedge \frac{bda - adb}{b} = \hat{\omega}^2 \wedge \frac{bda - adb}{b}.
\]

By comparing with the first equation of the Riemannian structure equations (2.4), we have

(2.7) \[
\hat{\omega}^2_1 = \frac{bda - adb}{b} + a_{11} \hat{\omega}^2
\]
for some function $a_{11}$. On one hand, the second equation of (2.4) and the normalized condition (2.5) imply

$$d\hat{\omega}^2 = \hat{\omega}^1 \wedge \hat{\omega}^2$$

(2.8)

$$= -(dx - \frac{a}{b}dy) \wedge \left( \frac{bda - adb}{b} + a_{11}\hat{\omega}^2 \right)$$

$$= \left( -a_y + \frac{a}{b}b_y - \frac{a_{11}}{b} - \frac{a}{b}a_x + \frac{a^2}{b^2}b_x \right) dx \wedge dy.$$

On the other hand, one sees

$$d\hat{\omega}^2 = \left( \frac{d}{b} \right) dy = -\frac{b_x}{b^2} dx \wedge dy.$$ 

(2.9)

Equations (2.8) and (2.9) yield

$$a_{11} = \frac{b_x}{b} - ba_y + ab_y - aa_x + \frac{a^2}{b}b_x.$$ 

(2.10)

Therefore,

$$\hat{\omega}_2^1 = \frac{bda - adb}{b} + a_{11}\hat{\omega}^2$$

(2.11)

$$= (ba_x - ab_x) \frac{dx}{b} + (ba_y - ab_y) \frac{dy}{b} + \left( \frac{b_x}{b} - ba_y + ab_y - aa_x + \frac{a^2}{b}b_x \right) \frac{dy}{b}$$

$$= \left( \frac{ba_x - ab_x}{b} \right) dx + \left( \frac{b_x}{b^2} - \frac{aa_x}{b} + \frac{a^2b_x}{b^2} \right) dy.$$ 

From the connection form formula (2.11), we have

$$\hat{\omega}_1^2(\hat{e}_1) = \frac{ab_x - ba_x}{b} = -a_x + \frac{b_x}{b},$$

$$\hat{\omega}_1^2(\hat{e}_2) = \frac{a(ab_x - ba_x)}{b} + b \left( \frac{aa_x}{b} - \frac{b_x}{b^2} - \frac{a^2b_x}{b^2} \right) = -\frac{b_x}{b}.$$ 

(2.12)

Therefore, in terms of a compatible coordinate system $(U; x, y)$, the integrability condition (2.1) is equivalent to

$$-a_x + \frac{b_x}{b} = \frac{H\alpha}{(1 + \alpha^2)^{1/2}},$$

(2.13)

$$-\frac{b_x}{b} = 2\alpha + \frac{\alpha\alpha_x}{1 + \alpha^2},$$

$$aH_x + bH_y = \frac{\alpha_{xx} + 6\alpha\alpha_x + 4\alpha^3 + \alpha H^2}{(1 + \alpha^2)^{1/2}}.$$
2.3. The computation of the first fundamental form $I$. We would like to solve the first two equations of (2.13), which are part of the integrability condition. From the second equation of (2.13), it is easy to see that

$$\ln|b| = \int -\left(2\alpha + \frac{\alpha \alpha_x}{1 + \alpha^2}\right) dx + k(y)$$

for some function $k(y)$ in the variable $y$, that is

$$|b| = e^{k(y)} e^{\int (2\alpha + \frac{\alpha \alpha_x}{1 + \alpha^2}) dx},$$

$$= e^{k(y)} e^{-\int 2\alpha dx \left(1 + \frac{\alpha}{1 + \alpha^2}\right)^{1/2}},$$

where $\int 2\alpha dx$ is an anti-derivative of $2\alpha$ with respect to $x$. Throughout this paper, we always assume, without loss of generality, that $b > 0$. For $a$, we substitute the second equation of (2.13) into the first one to obtain the first-order linear ODE

$$a_x + a\left(2\alpha + \frac{\alpha \alpha_x}{1 + \alpha^2} + \frac{H\alpha}{(1 + \alpha^2)^{1/2}}\right) = 0.$$  

To solve $a$, we choose the integrating factor $u = e^{\int \left(2\alpha + \frac{\alpha \alpha_x}{1 + \alpha^2}\right) dx}$ such that the one-form

$$u\left[a\left(2\alpha + \frac{\alpha \alpha_x}{1 + \alpha^2} + \frac{H\alpha}{(1 + \alpha^2)^{1/2}}\right) dx + da\right]$$

is an exact form. Therefore, using the standard method of ODE, one sees that

$$a = e^{\int (2\alpha + \frac{\alpha \alpha_x}{1 + \alpha^2}) dx} \left(h(y) - \int \frac{H\alpha}{(1 + \alpha^2)^{1/2}} e^{\int (2\alpha + \frac{\alpha \alpha_x}{1 + \alpha^2}) dx} dx\right)$$

$$= e^{-\int 2\alpha dx \left(1 + \frac{\alpha}{1 + \alpha^2}\right)^{1/2}} \left(h(y) - \int H\alpha \left(e^{\int 2\alpha dx}\right) dx\right),$$

for some function $h(y)$ in $y$ and $\int H\alpha \left(e^{\int 2\alpha dx}\right) dx$ is an anti-derivative of $H\alpha \left(e^{\int 2\alpha dx}\right)$ with respect to $x$. From (2.18) and (2.15), we conclude that the first fundamental form $I$ (or $a$ and $b$) is determined by $\alpha$ and $H$, up to two functions $k(y)$ and $h(y)$. We are thus ready to prove a more useful version of the fundamental theorem for surfaces (see Theorem 1.1).

2.4. The proof of Theorem 1.1 with arbitrary $\alpha$ and $H$. We define a Riemannian metric on $U$ by regarding $\left\{\frac{\partial}{\partial x}, a(x,y) \frac{\partial}{\partial x} + b(x,y) \frac{\partial}{\partial y}\right\}$ as an orthonormal frame field, where $a$ and $b$ are specified as (2.15) and (2.18) with $h(y)$ and $k(y)$ given in (1.3). Then it is easy to see that $\alpha$ and $H$, together with $a$ and $b$, satisfy the integrability condition (2.13), and hence, by the fundamental theorem for surfaces (see Theorem 2.1), $U$ can be embedded uniquely as a surface with $H$ and $\alpha$ as its $p$-mean curvature and $\alpha$-function, respectively. In addition, the characteristic direction $\hat{e}_1 = \frac{\partial}{\partial x}$ and $\hat{e}_2 = a(x,y) \frac{\partial}{\partial x} + b(x,y) \frac{\partial}{\partial y}$ define the induced metric on the embedded surface, as desired (see Theorem 2.1 for the original version).
2.5. **The Transformation law of invariants.** First of all, we compute the transformation law of compatible coordinate systems. Let \((x, y)\) and \((\tilde{x}, \tilde{y})\) be two compatible coordinate systems and \(\phi\) a coordinate transformation, i.e., \((\tilde{x}, \tilde{y}) = \phi(x, y)\). Then we have \(\phi_* \frac{\partial}{\partial x} = \frac{\partial}{\partial \tilde{x}}\), which means that

\[
[\phi_*] \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} \tilde{x}_x & \tilde{x}_y \\ \tilde{y}_x & \tilde{y}_y \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix},
\]

where \([\phi_*]\) is the matrix representation of \(\phi_*\) with respect to these two coordinate systems.

We then have the coordinates transformation

\[
(2.19) \quad \tilde{x} = x + \Gamma(y), \quad \tilde{y} = \Psi(y),
\]

for some functions \(\Gamma(y)\) and \(\Psi(y)\). Since \(\det[\phi_*] = \Psi'(y)\), we immediately have that \(\Psi'(y) \neq 0\) for all \(y\). Next, we compute the transformation law of representations of the induced metrics. Suppose that the representations of the induced metric are, respectively, given by \(a, b\) and \(\tilde{a}, \tilde{b}\), that is, \(\tilde{e}_2 = a \frac{\partial}{\partial x} + b \frac{\partial}{\partial y} = \tilde{a} \frac{\partial}{\partial \tilde{x}} + \tilde{b} \frac{\partial}{\partial \tilde{y}}\). By (2.19), we have the following transformation law of the induced metric as

\[
(2.20) \quad \tilde{a} = a + b \Gamma'(y), \quad \tilde{b} = b \Psi'(y).
\]

Notice that we have omitted the sign of pull-back \(\phi^*\) on \(\tilde{a}\) and \(\tilde{b}\). Since the \(p\)-mean curvature and \(\alpha\)-function are function-type invariants, they transform by pull-back.

3. **Constant \(p\)-mean curvature surfaces**

In this section, we aim to prove Theorem 1.1 with constant \(H\) and then provide a new tool to study the constant \(p\)-mean curvature surfaces. More precisely, we will indicate that one can convert the investigation of the constant \(p\)-mean curvature surfaces into the study of the so-called Codazzi-like equation.

3.1. **The proof of Theorem 1.1 with constant \(H\).** Let \(\Sigma \subset H_1\) be a constant \(p\)-mean curvature surface with \(H = c\). Then, in terms of a compatible coordinate system \((U; x, y)\), the integrability condition (2.13) is reduced to

\[
-a_x + a \frac{b_x}{b} = \frac{c \alpha}{(1 + \alpha^2)^{1/2}},
\]

\[
-b_x = 2 \alpha + \frac{\alpha \alpha_x}{1 + \alpha^2},
\]

\[
\alpha_{xx} + 6 \alpha \alpha_x + 4 \alpha^3 + c^2 \alpha = 0.
\]

In other words, there exists the \(\alpha\) satisfying the Codazzi-like equation

\[
(3.1) \quad \alpha_{xx} + 6 \alpha \alpha_x + 4 \alpha^3 + c^2 \alpha = 0,
\]

which is a nonlinear ordinary differential equation. Conversely, given an arbitrary function \(\alpha(x, y)\) on a coordinate neighborhood \((U, x, y) \subset \mathbb{R}^2\) which satisfies the Codazzi-like equation (3.2) (or (1.2)). It is easy to see that equation (3.2) is just the equation (1.3) in the constant \(p\)-mean curvature cases. Namely, that \(\alpha\) satisfies equation (3.2) means it satisfies (1.3) for arbitrary functions \(h(y)\) and \(k(y)\). Therefore, the embedding \(\Sigma = X(U)\) in Theorem 1.1 is a constant \(p\)-mean curvature surface with \(H = c\), the given function \(\alpha(x, y)\)
as its $\alpha$-function, and $\hat{e}_1 = \frac{\partial}{\partial x}$. Notice that, given (2.15) and (2.18), the constant $p$-mean curvature surface determined by the given function $\alpha$ usually is not unique. They depend on two functions $h(y)$ and $k(y)$ in $y$. The assertion is completed.

Throughout the rest of this paper, we will apply the tool to the subject of the $p$-minimal surfaces.

4. Solutions to the Liénard equation

Since we bring in a strategy to study $p$-minimal surfaces using the understanding of the Codazzi-like equation (4.1), we focus on studying this equation in this section. First of all, we suppose that $\alpha$ is regarded as a function in $x$ and we want to discuss the solutions to the Codazzi-like equation

\begin{equation}
\alpha_{xx} + 6\alpha\alpha_x + 4\alpha^3 = 0.
\end{equation}

This is actually one kind of the so-called Liénard equation [2]. Derivation of explicit solutions (see Theorem 1.2) to the equation (4.1) is given below.

4.1. The proof of Theorem 1.2

Using $v = \alpha'$ to see that (4.1) becomes

\begin{equation}
v \frac{dv}{d\alpha} + 6\alpha v + 4\alpha^3 = 0,
\end{equation}

which is the second kind of the Abel equation (cf. [9, 10]). Apparently, given $v \neq 0$, equation (4.2) can be written as

\begin{equation}
\frac{dv}{d\alpha} = -\frac{2\alpha(3v + 2\alpha^2)}{v}.
\end{equation}

Denote $u = \frac{1}{v}$. Then (4.2) or (4.3) becomes

\begin{equation}
\frac{du}{d\alpha} = 6\alpha u^2 + 4\alpha^3 u^3.
\end{equation}

We apply Chiellini’s integrability condition (stated in [11, 12]) for the Abel equation to (4.4), which is exactly integrated with $k = \frac{2}{9} \neq 0$. It can be checked that

\[\frac{d}{d\alpha} \left( \frac{4\alpha^3}{6\alpha} \right) = \frac{d}{d\alpha} \left( \frac{2}{3} \alpha^2 \right) = \frac{4}{3} \alpha = \frac{2}{9}(6\alpha).\]

Let $u = \frac{\omega}{4\alpha^3}$, i.e., $\omega = \frac{2}{9} \alpha^2 u$ and $\omega \neq 0$. The equation (4.4) turns out to be

\begin{equation}
\frac{d\omega}{d\alpha} = \frac{\omega}{\alpha}(2 + 9\omega + 9\omega^2),
\end{equation}

which is a separable first-order ODE, i.e.,

\begin{equation}
\frac{d\omega}{\omega(2 + 9\omega + 9\omega^2)} = \frac{d\alpha}{\alpha}.
\end{equation}

Using the method of partial fractions to integrate the left-hand side, we have

\begin{equation}
\int \left( \frac{1}{2\omega} - \frac{3}{3\omega + 1} + \frac{3}{2(3\omega + 2)} \right) d\omega = \int \frac{d\alpha}{\alpha},
\end{equation}

\begin{equation}
\frac{1}{6\alpha^2} + \frac{\omega}{2\alpha} + \frac{1}{2\alpha^2} = \frac{1}{2\alpha}.
\end{equation}
which gives

\[ \frac{1}{2} \left( \ln \left| \frac{\omega(3\omega + 2)}{|3\omega + 1|^2} \right| \right) = \ln |\alpha| + \text{const.} \]

The implicit solution to (4.5) is then expressed as

\[ \omega(3\omega + 2) \left( \frac{3\omega + 1}{2} \right) = C \alpha^2, \]

provided that \( \omega \neq 0, -\frac{1}{3}, -\frac{2}{3} \), and \( C \) is an arbitrary nonzero constant. Hence, with the assumption \( \alpha \neq 0 \), we have

\[ 4\alpha^2(3C \alpha^2 - 1)u^2 + 4(3C \alpha^2 - 1)u + 3C = 0, \]

or equivalently,

\[ 3C(\alpha')^2 + 4(3C \alpha^2 - 1)\alpha' + 4\alpha^2(3C \alpha^2 - 1) = 0. \]

This yields

\[ \alpha' = \frac{2(1 - 3C \alpha^2) \pm 2\sqrt{1 - 3C \alpha^2}}{3C \alpha} = \frac{(1 - 2C \alpha^2) \pm \sqrt{1 - 2C \alpha^2}}{C}, \]

for a nonzero constant \( C \). Since we have assumed that \( v = \alpha' \) is not zero, neither is \( 1 - 2C \alpha^2 \).

To obtain the general solutions, we proceed to solve equation (4.12) by means of the variable separable method. We rewrite (4.12) as

\[ \frac{dx}{C} = \frac{d\alpha}{(1 - 2C \alpha^2) \pm \sqrt{1 - 2C \alpha^2}} = \frac{(1 - 2C \alpha^2) \mp \sqrt{1 - 2C \alpha^2}}{[1 - 2C \alpha^2] \mp \sqrt{1 - 2C \alpha^2}} \]

\[ = \frac{1}{2C \alpha^2(1 - 2C \alpha^2)} \]

\[ = \left( \frac{-1}{2C \alpha^2} \pm \frac{1}{2C \alpha^2} \right) \]

\[ \int \frac{d\alpha}{2C \alpha^2 \sqrt{1 - 2C \alpha^2}} = -\frac{\sqrt{1 - 2C \alpha^2}}{2C \alpha} + c_1, \]

for some \( c_1 \in \mathbb{R} \). Substituting (4.14) into (4.13), we obtain

\[ x + c_1 \frac{C}{C} = 1 \mp \sqrt{1 - 2C \alpha^2}, \]

that is,

\[ 2\alpha(x + c_1) - 1 = \mp \sqrt{1 - 2C \alpha^2}, \]

Case I. If \( C < 0 \), we use the trigonometric substitution \( \sqrt{2|C|} \alpha = \tan \theta \), \(-\frac{\pi}{2} < \theta < \frac{\pi}{2}\), to get

\[ \int \frac{d\alpha}{2C \alpha^2 \sqrt{1 - 2C \alpha^2}} = -\frac{\sqrt{1 - 2C \alpha^2}}{2C \alpha} + c_1, \]

for some \( c_1 \in \mathbb{R} \). Substituting (4.14) into (4.13), we obtain

\[ x + c_1 \frac{C}{C} = 1 \mp \sqrt{1 - 2C \alpha^2}, \]

that is,

\[ 2\alpha(x + c_1) - 1 = \mp \sqrt{1 - 2C \alpha^2}, \]
for some \( c_1 \in \mathbb{R} \). Taking the square of both sides and noticing that \( \alpha \neq 0 \), we obtain

\[
(4.16) \quad \alpha(x) = \frac{x + c_1}{(x + c_1)^2 + c_2},
\]

for some \( c_1, c_2 \in \mathbb{R} \) and \( c_2 < 0 \). If \( \alpha \) satisfies \( 2\alpha(x + c_1) - 1 = +\sqrt{1 - 2C\alpha^2} \) in (4.13), then we have \( \alpha(x + c_1) > 0 \), and hence (4.16) implies \( x + c_1 < -\sqrt{|c_2|} \) or \( \sqrt{|c_2|} < x + c_1 \). On the other hand, if \( \alpha \) satisfies \( 2\alpha(x + c_1) - 1 = -\sqrt{1 - 2C\alpha^2} \), then we have \( \alpha(x + c_1) < 0 \), and we then obtain that \( -\sqrt{|c_2|} < x + c_1 < \sqrt{|c_2|} \) by (4.16).

**Case II.** If \( C > 0 \), we use the trigonometric substitution \( \sqrt{2C\alpha} = \sin \theta \), \( -\frac{\pi}{2} < \theta < \frac{\pi}{2} \), to get

\[
(4.17) \quad \int \frac{d\alpha}{2C\alpha^2\sqrt{1 - 2C\alpha^2}} = -\frac{1 - 2C\alpha^2}{2C\alpha} + c_1,
\]

for some \( c_1 \in \mathbb{R} \). Substituting (4.17) into (4.13), we obtain

\[
x + c_1 = \frac{1 + \sqrt{1 - 2C\alpha^2}}{2C\alpha},
\]

that is,

\[
(4.18) \quad 2\alpha(x + c_1) - 1 = \mp\sqrt{1 - 2C\alpha^2},
\]

for some \( c_1 \in \mathbb{R} \). Taking the square of both sides and noticing that \( \alpha \neq 0 \), we obtain

\[
(4.19) \quad \alpha(x) = \frac{x + c_1}{(x + c_1)^2 + c_2},
\]

for some \( c_1, c_2 \in \mathbb{R} \) and \( c_2 > 0 \).

As above, while we try to get the general solutions to (4.1), we have assumed that \( \alpha' \neq 0, \alpha \neq 0, \omega \neq 0, \omega \neq -\frac{1}{3} \) and \( \omega \neq -\frac{2}{3} \). Now suppose \( \alpha' = 0 \) on an open interval, then (4.1) immediately implies \( \alpha = 0 \) on that interval. It is easy to see that \( \omega = 0 \) is equivalent to \( \alpha = 0 \). Finally, since \( \omega = \frac{2}{3}\alpha^2 u \), we see that

\[
\omega = -\frac{1}{3} \Leftrightarrow \alpha^2 u = -\frac{1}{2} \Leftrightarrow \alpha' = -2\alpha^2 \Leftrightarrow \alpha(x) = \frac{1}{2(x + c_1)}.
\]

Similarly, we have

\[
\omega = -\frac{2}{3} \Leftrightarrow \alpha(x) = \frac{1}{(x + c_1)},
\]

for some \( c_1 \in \mathbb{R} \). We hence complete the proof of Theorem 1.2. A similar argument establishes the following proof.

**4.2. The proof of Theorem 1.4.** Using a similar transformation between \( v, u \) and \( \omega \), the ODE (1.2) is converted to be

\[
(4.20) \quad \frac{d\omega}{\omega(2 + 9\omega + 9\omega^2)} = \frac{4\alpha}{4\alpha^2 + c^2} d\alpha \quad (\omega = \frac{4\alpha^3 + c^2\alpha}{6\alpha} u),
\]

which has the implicit solution expressed as

\[
(4.21) \quad \frac{\omega(3\omega + 2)}{(3\omega + 1)^2} = K(4\alpha^2 + c^2),
\]
provided that \( \omega \neq 0, -\frac{1}{3}, -\frac{2}{3} \), and \( K = e^{\text{const}} \) is arbitrary nonzero constant. If \( \omega = 0, -\frac{1}{3} \) or \(-\frac{2}{3}\), we have the trivial solution or the special solutions derived. Hence, with the assumption \( \alpha \neq 0 \), we have

\[
\alpha' = \frac{1 - 3K(4\alpha^2 + c^2) \pm \sqrt{1 - 3K(4\alpha^2 + c^2)}}{6K},
\]

for a nonzero constant \( K \). Since we have assumed that \( v = \alpha' \neq 0 \), neither is \( 1 - \frac{3K}{4}(4\alpha^2 + c^2) \).

In order to obtain the general solutions, we rationalize (4.22) as

\[
\frac{dx}{6K} = \frac{d\alpha}{(1 - 3K(4\alpha^2 + c^2)) \pm \sqrt{1 - 3K(4\alpha^2 + c^2)}}
\]

Next, we will deal with integrations of both sides. Note that

\[
1 - 3K(4\alpha^2 + c^2) = (1 - 3Kc^2) - 12K\alpha^2 \geq 0,
\]

which implies

\[
1 - 3Kc^2 \geq 12K\alpha^2 \geq 0.
\]

Moreover, that \( K > 0 \) implies \( 0 \leq 3K(4\alpha^2 + c^2) \). We further assume that \( 3K(4\alpha^2 + c^2) \leq 1 \).

- If \( 1 - 3Kc^2 = 0 \), then \( 3Kc^2 = 1 \), which yields \( 3K(4\alpha^2 + c^2) = 12K\alpha^2 + 1 > 1 \), a contradiction.
- If \( 1 - 3Kc^2 > 0 \), then we let

\[
\sqrt{12K} = \sqrt{1 - 3Kc^2} \sin \theta.
\]

This gives

\[
d\alpha = \frac{1 - 3Kc^2}{12K} \cos \theta d\theta, \quad 1 - 3K(4\alpha^2 + c^2) = (1 - 3Kc^2) \cos^2 \theta.
\]

It turns out that the integration of

\[
\frac{1}{3K(4\alpha^2 + c^2) \sqrt{1 - 3K(4\alpha^2 + c^2)}} d\alpha
\]

becomes

\[
\frac{1}{\sqrt{12K}} \int \frac{d\theta}{1 - (1 - 3Kc^2) \cos^2 \theta} = \frac{1}{\sqrt{12K}} \left( -\tan^{-1} \left( \frac{\tan \theta}{\sqrt{3Kc^2}} \right) \right) + \text{const}.
\]

By (4.25), we have

\[
\frac{1}{\sqrt{12K}} \left( \tan^{-1} \left( \frac{2\alpha}{\sqrt{1 - 3K(4\alpha^2 + c^2)}} \right) \right) + \text{const}.
\]

It is easy to see that

\[
\int \frac{d\alpha}{3K(4\alpha^2 + c^2)} = \frac{1}{3K} \frac{\tan^{-1} \left( \frac{2\alpha}{c} \right)}{2c} + \text{const}.
\]
Therefore, (4.23) shows
\[
\frac{x}{6K} = -\frac{1}{3K} \tan^{-1} \left( \frac{\alpha}{c} \right) + \frac{1}{6K|c|} \tan^{-1} \left( \frac{2\alpha}{|c|\sqrt{1 - 3K(4\alpha^2 + c^2)}} \right) + C,
\]
where \(C\) is a constant. Note that the sum/difference identity of \(\tan(x \pm y)\) implies
\[
\tan^{-1} A \pm \tan^{-1} B = \tan^{-1} \left( \frac{A \pm B}{1 \mp AB} \right) + n\pi, \quad n \in \mathbb{Z}.
\]
Assuming \(c > 0\), (4.29) becomes
\[
-cx + C_1 + n\pi = \tan^{-1} \left( \frac{2c\alpha\sqrt{1 - 3K(4\alpha^2 + c^2)} \mp 2c\alpha}{c^2\sqrt{1 - 3K(4\alpha^2 + c^2)} \pm 4c^2} \right),
\]
which is
\[
\tan(-cx - c_1) = \frac{2c\alpha\sqrt{1 - 3K(4\alpha^2 + c^2)} \mp 2c\alpha}{c^2\sqrt{1 - 3K(4\alpha^2 + c^2)} \pm 4c^2}.
\]
After a direct computation, the square sum of the denominator and numerator is equal to
\[
(4\alpha^2 + c^2)^2(1 - 3c^2K),
\]
and hence we have
\[
\sin(-cx - c_1) = \frac{2c\alpha\sqrt{1 - 3K(4\alpha^2 + c^2)} \mp 2c\alpha}{(4\alpha^2 + c^2)\sqrt{1 - 3c^2K}},
\]
and
\[
\cos(-cx - c_1) = \frac{c^2\sqrt{1 - 3K(4\alpha^2 + c^2)} \pm 4c^2}{(4\alpha^2 + c^2)\sqrt{1 - 3c^2K}}.
\]
If we let
\[
c_2 = \pm \frac{1}{\sqrt{1 - 3c^2K}},
\]
and notice that \(c = 2\lambda\), we compute
\[
-\lambda \frac{\sin(-cx - c_1)}{c_2 - \cos(-cx - c_1)} = \alpha \frac{-2c^2\sqrt{1 - 3K(4\alpha^2 + c^2)} \pm 2c^2}{2c_2(4\alpha^2 + c^2)\sqrt{1 - 3c^2K} - 2c^2\sqrt{1 - 3K(4\alpha^2 + c^2)} \mp 8\alpha^2} = \alpha
\]
If \(K < 0\), then \(1 - 3K(4\alpha^2 + c^2) \geq 0\) automatically. It is easy to see that either \(1 - 3K(4\alpha^2 + c^2) = 0\) or \(1 - 3K(4\alpha^2 + c^2) > 0\). If \(1 - 3K(4\alpha^2 + c^2) = 0\), then \((1 - 3Kc^2) + (-12K\alpha^2) = 0\), which yields \(1 - 3Kc^2 = 0\) since both \((1 - 3Kc^2)\) and \(-12K\alpha^2\) are non-negative. We use (4.22) to have \(\alpha' = 0\), i.e., \(\alpha\) is a constant w.r.t. \(x\), which gives \(\alpha = 0\). For the later case, \(1 - 3K(4\alpha^2 + c^2) > 0\), and we further assume that \(1 - 3Kc^2 > 0\), otherwise, we get \(\alpha = 0\). Direction calculations give the same equation (4.29).
4.3. **The phase plane.** We remark that when $c = 0$ (the case of $p$-minimal surfaces), (3.2) is one of the so-called Liénard equation \[ f^2 \]

\[ \alpha_{xx} = f(\alpha, \alpha_x) = -(6\alpha\alpha_x + 4\alpha^3). \]

If we imagine a simple dynamical system consisting of a particle of unit mass moving on the $\alpha$-axis, and if $f(\alpha, \alpha_x)$ is the force acting on it, then (4.31) is the equation of motion. The values of $\alpha$ (position) and $\alpha_x$ (velocity), which at each instant characterize the state of the system, are called its phases, and the plane of the variables $\alpha$ and $\alpha_x$ is called the **phase plane.** Using $v = \alpha_x$ to see that (4.31) can be replaced by the equivalent system

\[ \begin{cases} 
    d\alpha \over dx = v, \\
    dv \over dx = -(6\alpha v + 4\alpha^3). 
\end{cases} \]

In general, a solution of (4.32) is a pair of functions $\alpha(x)$ and $v(x)$ defining a curve on the phase plane. It follows from the standard theory of ODE that if $x_0$ is any number and $(\alpha_0, v_0)$ is any point in the phase plane, then there exists a unique solution $(\alpha(x), v(x))$ of (4.32) such that $\alpha(x_0) = \alpha_0$ and $v(x_0) = v_0$. If this solution $(\alpha(x), v(x))$ is not a constant, then it defines a curve on the phase plane called a path of the system; otherwise, it defines a critical point. All paths together with critical points form a directed singular foliation on the phase plane with critical points as singular points of the foliation, and each path lies in a leaf of the foliation. It is easy to see that this foliation is defined by the vector field $V = (v, -(6\alpha v + 4\alpha^3))$ and $(0, 0)$ is the only critical point. We express the direction field (or the directed singular foliation) as Figure 4.1 (Figure 4.2 for $c = 1.5$) as follows.

![Direction Field of a first order system: $\alpha' = v, v' = -6\alpha v - 4\alpha^3$](image1)

**Figure 4.1.** Direction field $V$

![Direction Field of a first order system: $\alpha' = v, v' = -6\alpha v - 4\alpha^3 (1.5)^3 \alpha$](image2)

**Figure 4.2.** Direction field for $c = \frac{3}{2}$
5. THE CLASSIFICATION OF CONSTANT \( p \)-MEAN CURVATURE SURFACES

5.1. The classification of \( p \)-minimal surfaces. Theorem 1.2 suggests we divide (locally) the \( p \)-minimal surfaces into several classes. In terms of compatible coordinates \((x, y)\), the function \( \alpha(x, y) \) is a solution to the Codazzi-like equation (4.1) for any given \( y \). By Theorem 1.2, the function \( \alpha(x, y) \) hence has one of the following forms of special types

\[
0, \quad \frac{1}{x + c_1(y)}, \quad \frac{1}{2x + c_1(y)},
\]

and general types

\[
\frac{x + c_1(y)}{(x + c_1(y))^2 + c_2(y)},
\]

where, instead of constants, both \( c_1(y) \) and \( c_2(y) \) are now functions of \( y \). Notice that \( c_2(y) \neq 0 \) for all \( y \). We now use the types of the function \( \alpha(x, y) \) to define the types of \( p \)-minimal surface as follows.

**Definition 5.1.** Locally, we say that a \( p \)-minimal surface is

1. **vertical** if \( \alpha \) vanishes (i.e., \( \alpha(x, y) = 0 \) for all \( x, y \)).
2. of **special type I** if \( \alpha = \frac{1}{x + c_1(y)} \).
3. of **special type II** if \( \alpha = \frac{1}{2x + c_1(y)} \).
4. of **general type** if \( \alpha = \frac{x + c_1(y)}{(x + c_1(y))^2 + c_2(y)} \) with \( c_2(y) \neq 0 \) for all \( y \).

We further divide \( p \)-minimal surfaces of general type into three classes as follows:

**Definition 5.2.** We say that a \( p \)-minimal surface of **general type** is

1. of **type I** if \( c_2(y) > 0 \) for all \( y \).
2. of **type II** if \( c_2(y) < 0 \) for all \( y \), and either \( x < -c_1(y) - \sqrt{-c_2(y)} \) or \( x > -c_1(y) + \sqrt{-c_2(y)} \).
3. of **type III** if \( c_2(y) < 0 \) for all \( y \), and \( -c_1(y) - \sqrt{-c_2(y)} < x < -c_1(y) + \sqrt{-c_2(y)} \).

We notice that the **type** is invariant under an action of a Heisenberg rigid motion and the regular part of a \( p \)-minimal surface \( \Sigma \subset H_1 \) is a union of these types of surfaces. The corresponding paths of each type of \( \alpha \) are marked on the phase plane (Figure 4.1). We express some basic facts about \( p \)-minimal surfaces with type as follows.

- If \( \alpha \) vanishes, then it is part of a vertical plane.
- The two concave downward parabolas represent \( \alpha = \frac{1}{x + c_1} \), \( \frac{1}{2x + c_1} \) respectively. The one for \( \alpha = \frac{1}{x + c_1} \) is on top of the one for \( \alpha = \frac{1}{2x + c_1} \). For surfaces of **special type I**, we have that

\[
\alpha \to \begin{cases} 
\infty, & \text{if } x \to -c_1 \text{ from the right}, \\
-\infty, & \text{if } x \to -c_1 \text{ from the left};
\end{cases}
\]

and, for surfaces of **special type II**, we have that

\[
\alpha \to \begin{cases} 
\infty, & \text{if } x \to -\frac{c_1}{2} \text{ from the right}, \\
-\infty, & \text{if } x \to -\frac{c_1}{2} \text{ from the left};
\end{cases}
\]
The closed curves with the origin removed correspond to the family of solutions
\[ \alpha(x) = \frac{x + c_1}{(x + c_1)^2 + c_2}, \]
where \(c_1, c_2\) are constants and \(c_2 > 0\), which are of type I. There exists a zero for \(\alpha\)-function at \(x = -c_1\). For surfaces of type I, we have \(|\alpha| \leq \frac{1}{2\sqrt{c_2}}\), so \(\alpha\) is a bounded function for each fixed \(y\), that is, along each path on the phase plane, \(\alpha\) is bounded. Therefore, there are no singular points for surfaces of type I.

The curves in between the two concave downward parabolas are of type II. To obtain (5.6), we choose \(2 \ln |x + c_1(y)|\) as an anti-derivative of \(2\alpha\) with respect to \(x\). Then the explicit formula for the induced metric on a \(p\)-minimal surface with this \(\alpha\) as its \(\alpha\)-function is given by
\[ a = \frac{|\alpha|h(y)}{|x + c_1(y)|\sqrt{1 + \alpha^2}}, \quad b = \frac{|\alpha|e^{k(y)}}{|x + c_1(y)|\sqrt{1 + \alpha^2}}, \tag{5.5} \]
for some functions \(h(y)\) and \(k(y)\).

**Proof.** If \(\alpha = \frac{x + c_1(y)}{(x + c_1(y))^2 + c_2(y)}\), we choose \(\ln |(x + c_1(y))^2 + c_2(y)|\) as an anti-derivative of \(2\alpha\) with respect to \(x\). Simple computations imply
\[ e^{-f2\alpha dx} \left( \frac{1}{(1 + \alpha^2)^\frac{1}{2}} \right) = \frac{1}{\sqrt{(x + c_1(y))^2 + ((x + c_1(y))^2 + c_2(y))^2}} = \frac{|\alpha|}{|x + c_1(y)|\sqrt{1 + \alpha^2}}. \]
Substituting the above formula into (2.15) and (2.18), equation (5.5) follows.

Similarly, we have

**Proposition 5.4.** Suppose \(\alpha(x, y) = \frac{1}{x + c_1(y)}\), which is of special type I. Then the explicit formula for the induced metric on a \(p\)-minimal surface with this \(\alpha\) as its \(\alpha\)-function is given by
\[ a = \frac{\alpha^2 h(y)}{\sqrt{1 + \alpha^2}}, \quad b = \frac{\alpha^2 e^{k(y)}}{\sqrt{1 + \alpha^2}}, \tag{5.6} \]

**Proof.** To obtain (5.6), we choose \(2 \ln |x + c_1(y)|\) as an anti-derivative of \(2\alpha\) with respect to \(x\).
Proposition 5.5. Suppose \( \alpha(x, y) = \frac{1}{2x + c_1(y)} \), which is of special type II. Then the explicit formula for the induced metric on a \( p \)-minimal surface with this \( \alpha \) as its \( \alpha \)-function is given by

\[
(5.7) \quad a = \frac{\alpha|\alpha h(y)}{\sqrt{1 + \alpha^2}}, \quad b = \frac{\alpha|e^{k(y)}}{\sqrt{1 + \alpha^2}}
\]

Proof. To have (5.7), we choose \( \ln |2x + c_1(y)| \) as an anti-derivative of \( 2\alpha \) with respect to \( x \). \( \square \)

5.2. Analogs for constant \( p \)-mean curvature surfaces. If \( H = c \neq 0 \) (we assume that \( c = 2\lambda > 0 \)), then the Codazzi-like equation (1.2) has the trivial solution \( \alpha(x) = 0 \) and the general solution of the form

\[
(5.8) \quad \alpha(x) = \lambda \frac{\sin (2\lambda x + c_1)}{c_2 - \cos (2\lambda x + c_1)},
\]

which depends on two constants \( c_1 \) and \( c_2 \).

Proposition 5.6. For any \( \alpha(x, y) = \lambda \frac{\sin (2\lambda x + c_1(y))}{c_2(y) - \cos (2\lambda x + c_1(y))} \), the explicit formula for the induced metric on a constant \( p \)-mean curvature surface with \( 2\lambda \) as its \( p \)-mean curvature and this \( \alpha \) as its \( \alpha \)-function is given by

\[
(5.9) \quad a = -\frac{c_2}{(1 + \alpha^2)^{1/2}} + \frac{\frac{\varepsilon c_2}{(1 + \alpha^2)^{1/2}}}{c_2 - \cos (cx + c_1)|(1 + \alpha^2)^{1/2}} + \frac{h(y)}{c_2 - \cos (cx + c_1)|(1 + \alpha^2)^{1/2}},
\]

and

\[
(5.10) \quad b = \frac{e^{k(y)}}{|c_2 - \cos (cx + c_1)|(1 + \alpha^2)^{1/2}}
\]

for some functions \( h(y) \) and \( k(y) \).

Proof. Let \( f(x) = \ln |c_2 - \cos (cx + c_1)|, c = 2\lambda \). Then \( f'(x) = 2\alpha(x) \). If we choose \( \int 2\alpha dx = f(x) \), it is easy to see

\[
e^{-\int 2\alpha dx} = |c_2 - \cos (cx + c_1)|,
\]

and hence,

\[
a = \frac{e^{-\int 2\alpha dx}}{(1 + \alpha^2)^{1/2}} \left( h(y) - \int c\alpha(e^{-\int 2\alpha dx})dx \right)
\]

\[
= \frac{1}{|c_2 - \cos (cx + c_1)|(1 + \alpha^2)^{1/2}} \left( h(y) - \int c\alpha|c_2 - \cos (cx + c_1)|dx \right),
\]

where

\[
\int c\alpha|c_2 - \cos (cx + c_1)|dx = \int \frac{c^2}{2} \frac{\sin (cx + c_1)}{c_2 - \cos (cx + c_1)}|c_2 - \cos (cx + c_1)|dx
\]

\[
= \begin{cases} 
-\frac{c}{2} \cos (cx + c_1), & c_2 - \cos (cx + c_1) > 0 \\
\frac{c}{2} \cos (cx + c_1), & c_2 - \cos (cx + c_1) < 0
\end{cases}.
\]
Direct computations imply
\[
\begin{align*}
a &= \frac{h(y)}{c_2 - \cos (cx + c_1)} + \frac{-\varepsilon^2}{(c_2 - \cos (cx + c_1))(1 + \alpha^2)^{1/2}} + h(y) \\
&= -\varepsilon^2 \frac{c}{2} \left( c_2 - \cos (cx + c_1) \right)^{1/2} + \frac{c}{2} c_2 \left( c_2 - \cos (cx + c_1) \right)^{1/2} + \frac{c_2}{2} \left( c_2 - \cos (cx + c_1) \right)^{1/2} + h(y)
\end{align*}
\]
and
\[
\begin{align*}
b &= \frac{e^{-\int 2\alpha dx} e^{k(y)}}{\left( 1 + \alpha^2 \right)^{1/2}} = \frac{e^{k(y)}}{|c_2 - \cos (cx + c_1)|^{1/2}}.
\end{align*}
\]

Example 5.7 (Pansu Sphere). The Pansu sphere in [5] is the union of graphs of \( f \) and \(-f\) given by
\[
f(z) = \frac{1}{2\lambda^2} \left( \lambda |z| \sqrt{1 - \lambda^2 |z|^2} + \cos^{-1}(\lambda |z|) \right), \quad |z| \leq \frac{1}{\lambda},
\]
which has a constant \( p \)-mean curvature \( c = 2\lambda \). Its \( \alpha \)-function is of the following form,
\[
\alpha = \frac{\lambda \sin(2\lambda s)}{(1 - \cos(2\lambda s))} = -\lambda \tan(\lambda s + \frac{\pi}{2}),
\]
and the metric is given by
\[
\begin{align*}
a &= \frac{-\lambda}{\sqrt{1 + \alpha^2}} \quad \text{and} \quad b = \frac{2\lambda^2}{\sqrt{1 + \alpha^2}(1 - \cos 2\lambda s)}.
\end{align*}
\]

6. A REPRESENTATION OF CONSTANT \( p \)-MEAN CURVATURE SURFACES

Let \( \Sigma \subset H_1 \) be a \( p \)-minimal surface. We define an orthogonal coordinate system \((x, y)\) to be a compatible coordinate system such that \( a = 0 \), that is, \( \hat{e}_2 = b \frac{\partial}{\partial y} \).

Proposition 6.1. There always exists an orthogonal coordinate system around any regular point of a \( p \)-minimal surface \( \Sigma \).

Proof. Suppose that \( p \in \Sigma \) is a regular point and \((x, y)\) is an arbitrary compatible coordinate system around \( p \). Since \( H = 0 \), equations (2.15) and (2.18) imply that the ratio \( -\frac{a}{b} = \frac{-h(y)}{e^{\phi(y)}} \) is just a function of \( y \). Now we define another compatible coordinates \((\tilde{x}, \tilde{y})\) by
\[
(\tilde{x}, \tilde{y}) = (x + \Gamma(y), \Psi(y)),
\]
for some functions \( \Gamma(y) \) and \( \Psi(y) \) such that \( \Gamma'(y) = -\frac{a}{b} \). By the transformation law (2.20) of the representation of the induced metric, we have \( \tilde{a} = 0 \). This means that \((\tilde{x}, \tilde{y})\) are orthogonal coordinates around \( p \).
6.1. The proof of Theorem 1.3. It will be suitable to choose an orthogonal coordinate system \((U; x, y)\) to study a \(p\)-minimal surface. One sees easily from (2.19) and (2.20) that any two orthogonal coordinate systems \((x, y)\) and \((\tilde{x}, \tilde{y})\) are transformed by
\[
\tilde{x} = x + C, \quad \tilde{y} = \Psi(y),
\]
for a constant \(C\) and a function \(\Psi(y)\). That is, the orthogonal coordinate systems are determined, up to a constant \(C\) on the coordinate \(x\) and scaling on the coordinate \(y\). The transformation law of the representation of the induced metric hence reduces to
\[
\tilde{a} = a = 0, \quad \tilde{b} = b\Psi'(y).
\]
In terms of orthogonal coordinate systems, the integrability condition hence reads
\[
-b_x \frac{\alpha}{\tilde{b}} = 2\alpha + \frac{\alpha\alpha_x}{1 + \alpha^2},
\]
\[
\alpha_{xx} + 6\alpha\alpha_x + 4\alpha^2 = 0.
\]
Then the \(\alpha\)-function determines the metric representation \(\tilde{b}\), and hence a \(p\)-minimal surface, up to a positive function \(e^{k(y)}\) as (2.15) specified (or see (5.5), (5.6) and (5.7)). Therefore, from the transformation law of the induced metric (2.21), we are able to choose another orthogonal coordinate system \((\tilde{x}, \tilde{y}) = \phi(x, y)\) with \(\Psi\) satisfying \(e^{k(y)}\Psi' = 1\). That is, we can further normalize \(\tilde{b}\) such that \(k(\tilde{y}) = 0\) for each type, no matter it is special or general. Here \(k(\tilde{y})\) is the function \(k\) in the numerator of \(\tilde{b}\) (see (5.5), (5.6) and (5.7)) with \(\alpha, x, y\) replaced by \(\tilde{\alpha}, \tilde{x}, \tilde{y}\). In fact, for a general type (the special types are similar), it is possible to choose another orthogonal coordinate system \((\tilde{x}, \tilde{y}) = \phi(x, y)\) such that
\[
\phi^*\tilde{b} = \frac{|\alpha|}{|x + c_1(y)|\sqrt{1 + \alpha^2}}.
\]
One sees that such orthogonal coordinate systems are unique up to a translation on the two variables \(x\) and \(y\). In other words, there are constants \(C_1\) and \(C_2\) such that
\[
(\tilde{x}, \tilde{y}) = \phi(x, y) = (x + C_1, y + C_2).
\]
We call such an orthogonal coordinate system a normal coordinate system. Indeed, since \(\phi^*\tilde{\alpha} = \alpha\), Definition 5.1 indicates the following transformation law for \(c_1(y)\) and \(c_2(y)\) functions
\[
\tilde{c}_1(\tilde{y}) = c_1(\tilde{y} - C_2) - C_1, \quad \text{for special type I},
\]
\[
\tilde{c}_1(\tilde{y}) = c_1(\tilde{y} - C_2) - 2C_1, \quad \text{for special type II, and}
\]
\[
\tilde{c}_1(\tilde{y}) = c_1(\tilde{y} - C_2) - C_1, \quad \tilde{c}_2(\tilde{y}) = c_2(\tilde{y} - C_2), \quad \text{for general type},
\]
where \(\tilde{c}_1(\tilde{y})\) and \(\tilde{c}_2(\tilde{y})\) are with respect to \(\tilde{\alpha}\). Namely, \(c_2(y)\) is unique up to a translation on \(y\), and \(c_1(y)\) is unique up to a translation on \(y\) and its image as well. We denote these two unique functions \(c_1(y)\) and \(c_2(y)\) by \(\zeta_1(y)\) and \(\zeta_2(y)\), respectively. We then complete the proof of Theorem 1.3.

Both two functions \(\zeta_1(y)\) and \(\zeta_2(y)\) are invariants under a Heisenberg rigid motion. Therefore we call them \(\zeta_1\)- and \(\zeta_2\)-invariants, respectively. In terms of \(\zeta_1\) and \(\zeta_2\), we thus have the version of the fundamental theorem for \(p\)-minimal surfaces in \(H_1\) (Theorem 1.5).
6.2. **The proof of Theorem 1.5**

Given $\zeta_1(y)$, for (1) in Theorem 1.5 we define $\alpha, a, b$ on $U$ by

$$\alpha = \frac{1}{x + \zeta_1(y)}, a = 0 \text{ and } b = \frac{\alpha^2}{\sqrt{1 + \alpha^2}}.$$  

Notice that $(e, f)$ needs to be chosen so that $(e, f) \times (c, d)$ does not contain the zero set of $x + \zeta_1(y)$. Then they satisfy the integrability condition (3.1) with $c = 0$, and hence $U$ together with $\alpha, a, b$ can be embedded into $H_1$ to be a $p$-minimal surface with $\alpha$ as its $\alpha$-function, and the induced metric $a, b$. Moreover the characteristic direction $e_1 = \frac{\partial}{\partial x}$. From the type of $\alpha$, this minimal $p$-surface is of special type I. In view of $a = 0$ and $b = \frac{\alpha^2}{\sqrt{1 + \alpha^2}}$, we see that the coordinates $(x, y)$ are a normal coordinate system. Therefore $\zeta_1(y)$ is the corresponding $\zeta_1$-invariant. The uniqueness follows from the fundamental theorem for surfaces in $H_1$ or theorem 1.3. This completes the proof of (1) for the special type I. Both proofs of (1) for the special type II and of (3) are similar with $(e, f)$ chosen according to their types. For the special type II, note that $(e, f)$ needs be chosen so that $(e, f) \times (c, d)$ does not contain the zero set of $2x + \zeta_1(y)$, and we define $\alpha, a, b$ on $U$ by

$$\alpha = \frac{1}{2x + \zeta_1(y)}, a = 0 \text{ and } b = \frac{|\alpha|}{\sqrt{1 + \alpha^2}}.$$  

For (3), we see that $(e, f)$ needs be chosen so that $(e, f) \times (c, d)$ contains no the zero set of $(x + \zeta_1(y))^2 + \zeta_2(y)$, and we define $\alpha, a, b$ on $U$ by

$$\alpha = \frac{x + \zeta_1(y)}{(x + \zeta_1(y))^2 + \zeta_2(y)}, a = 0 \text{ and } b = \frac{|\alpha|}{|x + \zeta_1(y)|\sqrt{1 + \alpha^2}}.$$  

Thus we complete the proof of Theorem 1.5.

We remark that, in terms of normal coordinates $(x, y)$, the co-frame formula (2.3) reads

$$\hat{\omega}^1 = dx - \frac{a}{b} dy = dx,$$

$$\hat{\omega}^2 = \frac{1}{b} dy,$$

and hence the induced metric $I$ (the first fundamental form) reads

$$I = \hat{\omega}^1 \otimes \hat{\omega}^1 + \hat{\omega}^2 \otimes \hat{\omega}^2 = dx \otimes dx + \frac{1}{b^2} dy \otimes dy,$$

$$= \begin{cases} 
dx \otimes dx + [(x + \zeta_1(y))^2 + (x + \zeta_1(y))^4] dy \otimes dy, & \text{for special type I,} \\
\frac{1}{2} dy \otimes dy + [1 + (2x + \zeta_1(y))^2] dy \otimes dy, & \text{for special type II,} \\
\frac{1}{2} dy \otimes dy + [(x + \zeta_1(y))^2 + [(x + \zeta_1(y))^2 + \zeta_2(y)]^2] dy \otimes dy, & \text{for general type.}
\end{cases}$$

From (6.7), we see immediately that the induced metric $I$ degenerates on the singular set $\{(x, y) \mid x + \zeta_1(y) = 0\}$ for surfaces of special type I. Therefore, it cannot extend smoothly
through the singular set. On the other hand, this phenomenon does not happen for both special type II and general type.

6.3. The maximal $p$-minimal surfaces and the proof of Theorem 1.6. From the proof of Theorem 1.5 it is clear to see that

- for the special type I, the open rectangle $U$ in (1) of Theorem 1.5 can be extended to be either
  \[
  U_I^- = \{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ x + \zeta_1(y) < 0\}, \text{ or} \]
  \[
  U_I^+ = \{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ x + \zeta_1(y) > 0\},
  \]
  which depends on that $U$ is originally contained in $U_I^-$ or $U_I^+$. Notice that the embedding $X$ might be just extended to be an immersion. Since both $U_I^-$ and $U_I^+$ are connected and simply connected, the immersion $X$ is unique, up to a Heisenberg rigid motion. We denote these two $p$-minimal surfaces of special type I by $S_I^-(\zeta_1) = X(U_I^-)$ and $S_I^+(\zeta_1) = X(U_I^+)$. From (6.7), we see that the induced metric $I$ degenerates on the singular set $\{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ x + \zeta_1(y) = 0\}$.

- for the special type II, the open rectangle $U$ in (2) of Theorem 1.5 can be extended to be either
  \[
  U_{II}^- = \{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ 2x + \zeta_1(y) < 0\}, \text{ or} \]
  \[
  U_{II}^+ = \{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ 2x + \zeta_1(y) > 0\},
  \]
  which depends on the fact that $U$ is originally contained in $U_{II}^-$ or $U_{II}^+$. The embedding $X$ might be extended to be an immersion. Since both $U_{II}^-$ and $U_{II}^+$ are connected and simply connected, the immersion $X$ is unique, up to a Heisenberg rigid motion. We denote these two $p$-minimal surfaces of special type II by $S_{II}^-(\zeta_1) = X(U_{II}^-)$ and $S_{II}^+(\zeta_1) = X(U_{II}^+)$.

- when $\zeta_2(y) > 0$ for all $y \in (c, d)$, since there exist no zeros of $(x + \zeta_1(y))^2 + \zeta_2(y) = 0$, the open rectangle $U$ in (3) can be extended to be the product space
  \[
  V_I = \mathbb{R} \times (c, d).
  \]
  Since the extended immersion $X$ is unique, up to a Heisenberg rigid motion, we denote the $p$-minimal surface of type I by $\Sigma_I(\zeta_1, \zeta_2) = X(V_I)$.

- when $\zeta_2(y) < 0$ for all $y \in (c, d)$, since the zero set $(x + \zeta_1(y))^2 + \zeta_2(y) = 0$ consists of two separated curves defined by $x + \zeta_1(y) + \sqrt{-\zeta_2(y)} = 0$ and $x + \zeta_1(y) - \sqrt{-\zeta_2(y)} = 0$, respectively, the open rectangle $U$ in (3) can be extended to be one of the following three domains:
  \[
  V_{II}^- = \{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ x < -\zeta_1(y) - \sqrt{-\zeta_2(y)}\},
  \]
  \[
  V_{II}^+ = \{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ x > -\zeta_1(y) + \sqrt{-\zeta_2(y)}\}, \text{ and}
  \]
  \[
  V_{III} = \{(x, y) \in \mathbb{R}^2 \mid y \in (c, d), \ -\zeta_1(y) - \sqrt{-\zeta_2(y)} < x < -\zeta_1(y) + \sqrt{-\zeta_2(y)}\},
  \]
  Since the extended immersion $X$ is unique, up to a Heisenberg rigid motion, we denote these two $p$-minimal surfaces of type II by $\Sigma_{II}^-(\zeta_1, \zeta_2) = X(V_{II}^-)$ and $\Sigma_{II}^+(\zeta_1, \zeta_2) = X(V_{II}^+)$, and the $p$-minimal surface of type III by $\Sigma_{III}^-(\zeta_1, \zeta_2) = X(V_{III})$. 

We see that $\zeta_1$-invariant is the only invariant for $p$-minimal surfaces of special types, and $\zeta_1$- and $\zeta_2$-invariants are the only two invariants for general type. From the above, Theorem 1.6 immediately follows.

6.4. Symmetric $p$-minimal surfaces. A $p$-minimal surface is called symmetric if $\zeta_1$-invariant is a constant for the special types; both $\zeta_1$- and $\zeta_2$-invariants are constants for the general types. Since $\zeta_1$, up to a translation on its image, is an invariant, we presently have

**Theorem 6.2.** All symmetric $p$-minimal surfaces of the same special type are locally congruent to one another, whereas for the general type, locally there is a family of symmetric $p$-minimal surfaces, depending on a parameter on $\mathbb{R}$.

6.5. The normalization of constant $p$-mean curvature surfaces. Unlike $p$-minimal surfaces, Proposition 5.6 indicates that normalizing $a$ to be zero is not applicable. Therefore, we would like to normalize $a$ and $b$ so that they look like the induced metric of the Pansu sphere given in (5.13) as possible as we can. Let $(\tilde{x}, \tilde{y}) = (x + \Gamma(y), \Psi(y))$ be another compatible coordinates. The transformation laws imply

$$\tilde{a} = a + b\Gamma'(y)$$

(6.11)

$$= -\frac{c}{2} \frac{\lambda c_2 + h(y) + e^{k(y)}\Gamma'(y)}{(1 + \alpha^2)^{1/2}} + \pm \frac{\lambda c_2 + h(y) + e^{k(y)}\Gamma'(y)}{c_2 - \cos (cx + c_1)(1 + \alpha^2)^{1/2}};
$$

where we have the sign "−" if $c_2 - \cos (cx + c_1) < 0$. Therefore, if we can choose $\Gamma(y)$ such that $\pm (\lambda c_2) + h(y) + e^{k(y)}\Gamma'(y) = 0$, we have

$$\tilde{a} = -\frac{\lambda}{(1 + \alpha^2)^{1/2}}.$$

Similarly,

$$\tilde{b} = b\Psi'(y) = \frac{e^{k(y)}\Psi'(y)}{c_2 - \cos (cx + c_1)(1 + \alpha^2)^{1/2}},$$

(6.13)

which implies that if $\Psi(y)$ is chosen to be $e^{k(y)}\Psi'(y) = 2\lambda^2$, we obtain

$$\tilde{b} = \frac{2\lambda^2}{c_2 - \cos (cx + c_1)(1 + \alpha^2)^{1/2}},$$

(6.14)

It is easy to see that such a coordinate system $(\tilde{x}, \tilde{y})$ is unique up to a translation, i.e., $(\tilde{x}, \tilde{y}) = (x + C_1, y + C_2)$ for some constants $C_1, C_2$. We call it the normal coordinate system.

**Theorem 6.3.** In normal coordinates $(x, y)$, the functions $c_1(y)$ and $c_2(y)$ in the expression $\alpha(x) = \frac{\sin(2\lambda x + c_1)}{c_2 - \cos (2\lambda x + c_1)}$ are unique in the following sense: up to a translation on $y$, $c_2(y)$ is unique up to a sign; and $c_1(y)$ is unique up to a constant. We denote these two unique functions by

$$\zeta_1(y) = c_1(y), \; \zeta_2(y) = c_2(y).$$

Therefore, $\{\zeta_1(y), \zeta_2(y)\}$ is a complete set of invariants for those surfaces ($\alpha$ not vanishing).
7. Examples of p-minimal surfaces

7.1. Examples of special type I. The following is a family of p-minimal surfaces. They are defined by the graphs of

\[(7.1) \quad u = Ax + By + C,\]

for some real constants \(A, B\) and \(C\). It is easy to see that \((-B, A, C)\) or \((x, y) = (-B, A)\) is the only singular point of the graph of \(u = Ax + By + C\).

**Lemma 7.1.** The graph defined by \((7.1)\) is congruent to the graph of \(u = 0\).

**Proof.** After the action of the left translation by \((B, -A, -C)\), we have

\[
(B, -A, -C)(x, y, u) = (x + B, y - A, u - C - Ax - By) = (x + B, y - A, 0).
\]

This completes the proof. \(\Box\)

**Example 7.2.** The p-minimal surface defined by the graph of \(u = 0\) corresponds to \(\alpha = \frac{1}{r}\), where \(r = \sqrt{x^2 + y^2}\). Indeed, let us consider a surface defined by

\[X : (x, y) \rightarrow (x, y, 0).\]

The horizontal normal can be calculated as

\[(7.2) \quad e_2 = \left(\frac{u_x - y}{r}\right) e_1 + \left(\frac{u_y + x}{r}\right) \hat{e}_2 = \frac{-y}{\sqrt{x^2 + y^2}} \hat{e}_1 + \frac{x}{\sqrt{x^2 + y^2}} \hat{e}_2;\]

and then

\[(7.3) \quad e_1 = \frac{x}{\sqrt{x^2 + y^2}} \hat{e}_1 + \frac{y}{\sqrt{x^2 + y^2}} \hat{e}_2 = \frac{x}{\sqrt{x^2 + y^2}} \frac{\partial}{\partial x} + \frac{y}{\sqrt{x^2 + y^2}} \frac{\partial}{\partial y}.\]

For the \(\alpha\)-function, making use of

\[\alpha e_2 + T = \alpha \left(\frac{-y}{\sqrt{x^2 + y^2}}, \frac{x}{\sqrt{x^2 + y^2}}, \frac{-(x^2 + y^2)}{\sqrt{x^2 + y^2}}\right) + (0, 0, 1).\]

to derive \(\alpha = \frac{1}{\sqrt{x^2 + y^2}}\), and hence \((0, 0)\) is the only singular point. Notice that \((x, y)\) is not a compatible coordinate system. In terms of the polar coordinates \((r, \theta)\) with the coordinates transformation \(x = r \cos \theta\) and \(y = r \sin \theta\), that is, we consider the re-parametrization

\[X : (r, \theta) \rightarrow (r \cos \theta, r \sin \theta, 0).\]

It represents

\[(7.4) \quad X_r = (\cos \theta, \sin \theta, 0), \quad X_\theta = (-r \sin \theta, r \cos \theta, 0).\]

From \((7.3)\), it is easy to see that \(e_1 = X_r = \frac{\partial}{\partial r}\), and thus \((r, \theta)\) is a compatible coordinate system. For the \(\alpha\)-function and the induced metric \(a\) and \(b\), we solve the equation

\[
\frac{\alpha e_2 + T}{\sqrt{1 + \alpha^2}} = a X_r + b X_\theta
\]
to get $e_2 = (-\sin \theta, \cos \theta, -r)$ from (7.2), and to obtain

$$\alpha = \frac{1}{r}, a = 0, b = \frac{\alpha^2}{\sqrt{1+\alpha^2}},$$

which, from the formula of $b$, implies that the polar coordinates $(r, \theta)$ is a **normal coordinate system**. Since $\alpha = \frac{1}{r}$, the surface $X$ is of special type I with the $\zeta_1(\theta) = 0$ as $\zeta_1$-invariant, and hence $X$ is a symmetric $p$-minimal surface.

![Figure 7.1](image1.png)  
**Figure 7.1.** The characteristic direction field of $X$

![Figure 7.2](image2.png)  
**Figure 7.2.** $e_1 = \frac{\partial}{\partial x}$ for $x > -\frac{1}{2}g'(y)$

Given Theorem 6.2, we immediately have the following theorem.

**Theorem 7.3.** A symmetric $p$-minimal surface of special type I is locally congruent to the graph of $u = 0$.

**Proof.** This is because that $\zeta_1$ is constant for a symmetric $p$-minimal surface of special type I and the function $\zeta_1$, up to a constant, is a complete invariant. $\square$

**Theorem 7.4.** In terms of normal coordinates $(x, y)$, the induced metric (the first fundamental form) on a $p$-minimal surface of special type I degenerates on the singular set $\{(x, y) \mid x = -\zeta_1(y)\}$. Therefore if it is not symmetric, then it will never smoothly extend through the singular set.

**Proof.** In terms of normal coordinates, a $p$-minimal surface of special type I is given by a function $\zeta_1(y)$, in which we have

$$\alpha = \frac{1}{x + \zeta_1(y)}, \ a = 0, \ b = \frac{\alpha^2}{\sqrt{1+\alpha^2}}.$$ 

Therefore,

$$\hat{e}_2 = a \frac{\partial}{\partial x} + b \frac{\partial}{\partial y} = \frac{\alpha^2}{\sqrt{1+\alpha^2}} \frac{\partial}{\partial y}.$$
This is equivalent to that the induced metric $I$ is degenerate on the singular set on which $\alpha$ blows up. In fact, we have

$$I = \hat{\omega}^1 \otimes \hat{\omega}^1 + \hat{\omega}^2 \otimes \hat{\omega}^2 = dx \otimes dx + \left(1 + \frac{\alpha^2}{\alpha^4}\right) dy \otimes dy,$$

where $(\hat{\omega}^1, \hat{\omega}^2)$ is the dual co-frame of $(\hat{e}_1, \hat{e}_2)$. If it is not symmetric, and suppose that it can be smoothly extended beyond the singular set, then the singular set is actually a singular curve and the induced metric must be non-degenerate. This completes the proof. \(\square\)

### 7.2. Examples of special type II

The other family of $p$-minimal surfaces is defined by the graph of

$$u = -ABx^2 + (A^2 - B^2)xy + ABy^2 + g(-Bx + Ay),$$

for some real constants $A$ and $B$ such that $A^2 + B^2 = 1$ and $g \in C^\infty(\mathbb{R})$.

**Lemma 7.5.** The graph defined by (7.5) is congruent to the graph of $u = xy + g(y)$.

**Proof.** Since $A^2 + B^2 = 1$, the matrix

$$\begin{pmatrix} A & B \\ -B & A \end{pmatrix}$$

defines a rotation on $\mathbb{R}^2$. Let

$$\begin{pmatrix} X \\ Y \end{pmatrix} = \begin{pmatrix} A & B \\ -B & A \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix},$$

we have

$$XY = (Ax + By)(-Bx + Ay) = -ABx^2 + (A^2 - B^2)xy + ABy^2,$$

which implies

$$u = XY + g(Y).$$

This completes the proof. \(\square\)

**Example 7.6.** We now study the example of the graph of $u = xy + g(y)$. We consider a parametrization of the graph defined by

$$X : (x, y) \to (x, y, xy + g(y)),$$

then we have

$$(7.6) \quad X_x = (1, 0, y) = \hat{e}_1, \quad X_y = (0, 1, x + g'(y)).$$

The horizontal normal $e_2$ is taken to be

$$e_2 = \begin{cases} \frac{(u_x - y)}{D} \hat{e}_1 + \frac{(u_y + x)}{D} \hat{e}_2 = \hat{e}_2, & \text{if } 2x + g'(y) > 0 \\ -\frac{(u_x - y)}{D} \hat{e}_1 - \frac{(u_y + x)}{D} \hat{e}_2 = \hat{e}_1, & \text{if } 2x + g'(y) < 0 \end{cases},$$

where $D = |2x + g'(y)|$. Combining with (7.6), one sees

$$(7.7) \quad e_1 = -Je_2 = \hat{e}_1 = X_x = \frac{\partial}{\partial x}.$$
We proceed to compute the $\alpha$-function, $a$ and $b$ in terms of $(x, y)$, which is a compatible coordinate system. These are obtained from \( \frac{\alpha a + T}{\sqrt{1 + \alpha^2}} = aX_x + bX_y \) immediately as follows.

(7.8) \[ a = 0, \quad b = \frac{\alpha}{\sqrt{1 + \alpha^2}}, \quad \text{and} \quad \alpha = \frac{1}{2x + g'(y)}. \]

(i) Thus, from the formula of $b$, the coordinates $(x, y)$ is a normal coordinate system on the part where $2x + g'(y) > 0$, and we have $\zeta_1(y) = g'(y)$. It is easy to see that the graph of $u = xy + g(y)$, for $g \in C^\infty(\mathbb{R})$, is just the maximal surface $S^+_I(g'(y))$ when we restrict to the domain \( \{(x, y) \mid y \in \mathbb{R}, \ 2x + g'(y) > 0\} \).

(ii) For the other part with $2x + g'(y) < 0$, we have $b < 0$. Therefore, instead of $(x, y)$, the new coordinate system $(\tilde{x}, \tilde{y}) = (x, -y)$ is a normal coordinate system (notice that the compatible coordinates are chosen so that $b > 0$). The invariants $a, b$ and $\tilde{b}$ read

(7.9) \[ a = 0, \quad b = -\frac{\alpha}{\sqrt{1 + \alpha^2}} > 0, \quad \text{and} \quad \alpha = \frac{1}{2x + g'(-\tilde{y})} < 0, \]

and hence $\zeta_1(\tilde{y}) = g'(-\tilde{y})$. Here $'$ means the derivative with respect to $y$.

(iii) For the other part with $2x + g'(y) < 0$, we can say something more. If, instead of $\frac{\partial}{\partial x}$, we choose $-\frac{\partial}{\partial x}$ as the characteristic direction, that is, $e_1 = -\frac{\partial}{\partial x}$, then the coordinates $(\tilde{x}, \tilde{y}) = (-x, -y)$ lead to the normal coordinate system for the part with $2x + g'(y) < 0$. As a result, we consider the re-parametrization of the surface

$$ X : (\tilde{x}, \tilde{y}) \to (-\tilde{x}, -\tilde{y}, \tilde{x} \tilde{y} + g(-\tilde{y})) $$

such that $e_1 = \frac{\partial}{\partial \tilde{x}} = X_{\tilde{x}}$. Similarly, from \( \frac{\alpha a + T}{\sqrt{1 + \alpha^2}} = aX_{\tilde{x}} + bX_{\tilde{y}} \), we have

(7.10) \[ a = 0, \quad b = \frac{\alpha}{\sqrt{1 + \alpha^2}} > 0, \quad \text{and} \quad \alpha = \frac{1}{2\tilde{x} + \frac{\partial}{\partial \tilde{y}}(\tilde{y})} > 0, \]

where $\check{g}(\tilde{y})$ is defined by $\check{g}(\tilde{y}) = g(-\tilde{y})$. Thus $(\tilde{x}, \tilde{y})$ is the normal coordinate system and we have $\zeta_1(\tilde{y}) = \frac{\partial}{\partial \tilde{y}}(\tilde{y})$.

Let $R(g(y))$ and $L(g(y))$ be the part of the surface with $2x + g'(y) > 0$ and $2x + g'(y) < 0$, respectively. In terms of the notations defined in Subsection 6.3, we see that $R(g(y)) = S^+_I(g'(y))$ and $L(g(y)) = S^-_I(g'(y))$. Then, comparing with (7.8) and (7.10), we immediately have the following proposition, due to Theorem 1.5

**Proposition 7.7.** The surface $L(g(-y))$ (or $S^-_I(-g'(y))$) and $R(g(y))$ (or $S^+_I(g'(y))$) are congruent to each other. They in fact differ by an action of the Heisenberg rigid motion $(x, y, t) \to (-x, -y, t)$.

**Theorem 7.8.** Any $p$-minimal surface of special type $II$ is locally a part of the surface defined by $u = xy + g(y)$ for some $g \in C^\infty(\mathbb{R})$, up to a Heisenberg rigid motion. In addition, it is symmetric if and only if $g(y)$ is linear in the variable $y$. Therefore, any symmetric $p$-minimal surface of special type $II$ is locally a part of the surface defined by the graph of $u = xy$, up to a Heisenberg rigid motion.
Proof. Any \( p \)-minimal surface of special type II locally has the following normal representation

\[
a = 0, \quad b = \frac{|\alpha|}{\sqrt{1 + \alpha^2}}, \quad \alpha = \frac{1}{2x + \zeta_1(y)},
\]

in terms of normal coordinates \((x, y)\). Therefore, comparing with (7.8), the proof is finished if we choose \( g \) such that \( g'(y) = \zeta_1(y) \). Moreover, it is symmetric if and only if \( \zeta_1(y) = g'(y) = \) constant, i.e., \( g \) is linear in \( y \). \( \square \)

7.3. Examples of types I, II and III. We consider the surface \( \Sigma \in H_1 \) defined on \( \mathbb{R}^2 \) by

\[
X : (s, t) \rightarrow (x, y, z) = (s \cos \theta(t), s \sin \theta(t), t).
\]

Then it can be calculated that

\[
X_s = \cos \theta(t) \frac{\partial}{\partial x} + \sin \theta(t) \frac{\partial}{\partial y} = \cos \theta(t) \hat{e}_1(X) + \sin \theta(t) \hat{e}_2(X) \in \xi,
\]

which is a vector tangent to the contact plane. Then we choose \( e_1 = X_s \), and hence \( e_2 = J e_1 = -\sin \theta(t) \hat{e}_1(X) + \cos \theta(t) \hat{e}_2(X) \), which yields

\[
\nabla e_1, e_2 = -(e_1 \theta(t))(\cos \theta(t) \hat{e}_1(X) - \sin \theta(t) \hat{e}_2(X))
\]

\[
= 0, \quad \left( : e_1 \theta(t) = \frac{d\theta(t)}{ds} = 0 \right).
\]

This implies that such surface defined by (7.12) has \( p \)-mean curvature \( H = 0 \). We proceed to work out the \( \alpha \)-function \( \alpha, a \) and \( b \). By definition, it is a function satisfying \( \alpha e_2 + T \in T \Sigma \), that is,

\[
\alpha(-\sin \theta \hat{e}_1 + \cos \theta \hat{e}_2) + T = EX_s + FX_t,
\]

for some functions \( E, F \). Similarly, we rewrite \( X_s \) as a linear combination of \( \hat{e}_1, \hat{e}_2 \) and \( \frac{\partial}{\partial z} \), and we can express \( X_t \) as

\[
X_t = (-s \theta' \sin \theta) \hat{e}_1 + (s \theta' \cos \theta) \hat{e}_2 + (s^2 \theta' + 1) \frac{\partial}{\partial z}.
\]

Combining (7.15) and (7.16) and notice that \( X_s = e_1 \), we obtain that \( E = 0 \), \( F = \frac{1}{s \theta'(t) + 1} \) and hence

\[
\alpha = \frac{s \theta'(t)}{s^2 \theta'(t) + 1}, \quad a = 0, \quad b = \frac{F}{\sqrt{1 + \alpha^2}}.
\]

If \( \theta'(t) = 0 \), then we have \( \alpha = 0 \). However, if \( \theta'(t) \neq 0 \), then \( \alpha, a \) and \( b \) read

\[
\alpha = \frac{s}{s^2 + \frac{1}{\theta'(t)}}, \quad a = 0, \quad b = \frac{\alpha}{s \sqrt{1 + \alpha^2 \theta'(t)}}.
\]

which means that \((s, t)\) is an orthogonal coordinate system, but not normal. In particular, if \( \theta'(t) > 0 \) for all \( t \), then one sees that the \( p \)-minimal surface has no singularities. From
we conclude that this surface is of type I if $\theta'(t) > 0$ for all $t$. On the other hand, if $\theta'(t) < 0$ for all $t$, then it is either of type II on which $s > \sqrt{-\frac{1}{\theta'(t)}}(t)$ or $s < -\sqrt{-\frac{1}{\theta'(t)}}(t)$; or type III on which $-\sqrt{-\frac{1}{\theta'(t)}}(t) < s < \sqrt{-\frac{1}{\theta'(t)}}(t)$.

Finally, we can further take the coordinates $(\tilde{s}, \tilde{t}) = (s - C, \theta(t))$ to normalize $b$ such that it only depends on $s$ and $\alpha$, then we have

$$(7.18) \quad \alpha = \frac{\tilde{s} + C}{(\tilde{s} + C)^2 + \frac{1}{\theta'(\theta^{-1}(t))}}, \quad a = 0, \quad b = \frac{\alpha}{(\tilde{s} + C)\sqrt{1 + \alpha^2}},$$

for some constant $C$, and hence

$$(7.19) \quad \zeta_1(\tilde{t}) = C, \quad \zeta_2(\tilde{t}) = \frac{1}{\theta'(\theta^{-1}(t))}.$$

**Figure 7.3.** Helicoid  
**Figure 7.4.** Conicoid

### 8. Structures of singular sets of $p$-minimal surfaces

In this section, we assume that $\Sigma \subset H_1$ is a $p$-minimal surface.

**Proposition 8.1.** Let $p$ be a singular point of a $p$-minimal surface $\Sigma$. Then there must be a characteristic line approaching this point $p$.

**Proof.** Suppose no characteristic line approaches this point $p$. We would like to find a contradiction. Firstly, by [3], there exists a small neighborhood of $p$ whose intersection with the singular set is contained in a smooth curve $\Gamma_p$. If the neighborhood is small enough, then, on one side of the curve $\Gamma_p$, we can find a compatible coordinate system $(U; x, y)$ such that $p$ is contained on the boundary of $U$. Notice that, by our assumption, $p$ does not lie at the end of any leaf of the foliation defined by $e_1 = \frac{\partial}{\partial x}$. Thus the image of the map defined on $U$ by $(x, y) \to (\alpha, \alpha_x)$ is bounded on the phase plane (see Figure 4.1). Therefore, we have that $\lim_{(x,y) \to p} \alpha(x, y)$ is finite, which is a contradiction since $p$ is a singular point. \qed
8.1. **The proof of Theorem 1.7** Due to Proposition 8.1, it suffices to show this theorem for a $p$-minimal surface of some type. For general type (notice that there are no singular points for type I), we choose a normal coordinate system $(x, y)$ such that $\alpha$, and $a, b$ read

\[
\alpha(x, y) = \frac{x + \xi(y)}{(x + \xi(y))^2 - c^2(y)}, \quad \text{and} \quad a = 0, \ b = \frac{|\alpha|}{\sqrt{1 + \alpha^2}},
\]

where $c(y)$ is a positive function of the variable $y$ such that $\xi_2(y) = -c^2(y)$. Then the singular set is the graphs of the functions

\[
x = -\xi_1(y) \pm c(y).
\]

By (6.7), the induced metric $I$ (or the first fundamental form) on the regular part reads

\[
I = dx \otimes dx + \left[(x + \xi_1(y))^2 + (x + \xi_1(y))^2 + \xi_2(y)^2\right] dy \otimes dy.
\]

Now we use the metric to compute the length of the singular set \{(-\xi_1(y) \pm c(y), y)\}, where $y$ belongs to some open interval. Let $\gamma_\pm(y) = (-\xi_1(y) \pm c(y), y)$, which is a parametrization of the singular set. Then the square of the velocity at $y$ is

\[
|\gamma'_\pm(y)|^2 = \left| -\xi'_1(y) \pm c'(y) \right|^2 + c^2(y) > 0 \text{ for all } y,
\]

where we have used the fact that $(x + \xi_1(y))^2 = c^2(y)$ on the singular set. Formula (8.4) shows that the parametrized curve $\gamma_\pm(y)$ of the singular set has a positive length. We omit similar proof for special type II.

Finally, for special type I, in terms of a normal coordinate system $(x, y)$, we have

\[
\alpha = \frac{1}{x + \xi_1(y)}, \quad \text{and} \quad a = 0, \ b = \frac{\alpha^2}{\sqrt{1 + \alpha^2}}.
\]

If $\gamma(y) = (-\xi_1(y), y)$ is a parametrization of the singular set \{(-\xi_1(y), y)\} for $y$ inside some open interval, then (6.7) indicates that the induced metric $I$ on the regular part reads

\[
dx \otimes dx + \left[(x + \xi_1(y))^2 + (x + \xi_1(y))^4\right] dy \otimes dy
\]

and the square of the velocity at $y$ is

\[
|\gamma'(y)|^2 = (\xi'_1(y))^2 + \left[(x + \xi_1(y))^2 + (x + \xi_1(y))^4\right] = (\xi'_1(y))^2,
\]

where we have used the fact that $x = -\xi_1(y)$ on the singular set. From formula (8.7), we see that the length of $\gamma(y)$ depends on whether the value $\xi'_1(y)$ is zero or not, which implies that the singular set is either an isolated point or a smooth curve of positive length. In addition, the singular set as an isolated point happens if and only if $\xi_1$ is a constant, that is, the surface is part of a plane. We thus complete the proof of this theorem 1.7.

8.2. **The proof of Theorem 1.8** Around the singular point $p$, we may assume that the surface is represented by a graph $z = u(x, y)$. Let $X$ be a parametrization of the $p$-minimal surface around $p$ defined by $X(x, y) = (x, y, u(x, y))$. Then

\[
X_x = (1, 0, u_x) = \frac{\partial}{\partial x} + u_x \frac{\partial}{\partial t} = \hat{e}_1 + (u_x - y) \frac{\partial}{\partial t};
\]

\[
X_y = (0, 1, u_y) = \frac{\partial}{\partial y} + u_y \frac{\partial}{\partial t} = \hat{e}_2 + (u_y + x) \frac{\partial}{\partial t},
\]
which yields

\[ I(X_x, X_x) = 1 + (u_x - y)^2, \quad I(X_y, X_y) = 1 + (u_y + x)^2, \quad I(X_x, X_y) = (u_x - y)(u_y + x), \]

where \( I \) is the induced metric (first fundamental form) on the surface. Now we choose a horizontal normal as follows

\[
e_2 = -\frac{(u_x - y)\hat{e}_1 + (u_y + x)\hat{e}_2}{D},
\]

where \( D = ((u_x - y)^2 + (u_y + x)^2)^{1/2} \). Then

\[
(8.9) \quad e_1 = \frac{(u_y + x)\hat{e}_1 - (u_x - y)\hat{e}_2}{D}
\]

is tangent to the characteristic curves.

We first claim that either \( u_{xx}(p) \neq 0 \) or \( (u_{xy} + 1)(p) \neq 0 \). Let \( f(x, y) = u_x - y \) and let \((x(s), y(s))\) be a parametrization of the singular curve passing through \( p \). Notice that we may assume, w.l.o.g., that the \( x \)-axis past \( p \) is transverse to the singular curve, i.e., \( y' \neq 0 \).

Since \( f(x(s), y(s)) = 0 \), taking derivative with respect to \( s \) gives \( u_{xx}x' + (u_{xy} - 1)y' = 0 \). Therefore, \( (u_{xy} - 1)(p) = 0 \) if \( u_{xx}(p) = 0 \), and hence \( (u_{xy} + 1)(p) = 2 \).

If \( u_{xx}(p) \neq 0 \), we turn to compute the angle \( \zeta \) between \( e_1 \) and \( X_x \). First, from (8.8), we have

\[
I(e_1, X_x) = |e_1||X_x| \cos \zeta = (1 + (u_x - y)^2)^{1/2} \cos \zeta.
\]

On the other hand, using (8.9) to get

\[
I(e_1, X_x) = \frac{(u_y + x)}{D}.
\]

Combining the above two formulae, we obtain

\[
(8.10) \quad \cos \zeta = \frac{u_y + x}{D \sqrt{1 + (u_x - y)^2}} = \frac{(u_y + x)}{u_x - y} \sqrt{1 + (u_x - y)^2} = \pm \frac{u_{xy} + 1}{u_{xx}(p)} \sqrt{1 + (u_x - y)^2},
\]

where the sign \( \pm \) depends on that the sign of \( u_x - y \) is positive or not. By the mean value theorem, it is easy to see (or see [3]) that

\[
(8.11) \quad \lim_{q \to p^+} \frac{u_y + x}{u_x - y} = \frac{u_{xy} + 1}{u_{xx}(p)} = \lim_{q \to p^-} \frac{u_y + x}{u_x - y},
\]

and thus

\[
(8.12) \quad \lim_{q \to p^+} \cos \zeta = \frac{u_{xy} + 1}{u_{xx}(p)} \sqrt{1 + (u_{xy} + 1)^2} = - \lim_{q \to p^-} \cos \zeta,
\]

where \( \lim_{q \to p^+} (\lim_{q \to p^-}) \) means that \( q \to p \) from the side in which \( u_x - y \) is positive (negative).
If \((u_{xy} + 1)(p) \neq 0\), similar computations give the angle \(\eta\) between \(e_1\) and \(X_y\) by

\[
(8.13) \quad \cos \eta = \frac{-\frac{u_x-y}{u_y+x}}{\pm \sqrt{1 + \left(\frac{u_x-y}{u_y+x}\right)^2(1 + (u_y + x)^2}},
\]

thus

\[
(8.14) \quad \lim_{q \to p^+} \cos \eta = -\frac{\frac{u_x-x}{u_y+y+1}(p)}{\sqrt{1 + \left(\frac{u_x-x}{u_y+y+1}(p)\right)^2}} = -\lim_{q \to p^-} \cos \eta,
\]

where \(\lim_{q \to p^+}(\lim_{q \to p^-})\) means that \(q \to p\) from the side in which \(u_y + x\) is positive (negative).

From \((8.11)\), it is easy to see that both \(u_x - y\) and \(u_y + x\) differ by a sign on the different side of the singular curve which is defined by \(u_x - y = 0\) and \(u_y + x = 0\). Therefore, from the formula of \(e_1\) (see \((8.9)\)), together with \((8.12)\) and \((8.14)\), we conclude that the characteristic vector field \(e_1\) differs by a sign on the different side of the singular curve when approaching the singular point \(p\). This completes the proof of theorem \(1.8\).

### 8.3. The proof of Theorem \(1.9\)

In terms of normal coordinates \((x, y)\), the surface \(\Sigma\) is represented by two functions \(\zeta_1(y)\) and \(\zeta_2(y)\). Since it is of type \(\Pi\), we have \(\zeta_2(y) < 0\) and

\[
(8.15) \quad \alpha = \frac{x + \zeta_1(y)}{(x + \zeta_1(y))^2 + \zeta_2(y)}, \quad a = 0, \quad b = \frac{|\alpha|}{|x + \zeta_1(y)|\sqrt{1 + \alpha^2}},
\]

on which either \(x + \zeta_1(y) > \sqrt{-\zeta_2(y)}\) or \(x + \zeta_1(y) < -\sqrt{-\zeta_2(y)}\). The induced metric is

\[
(8.16) \quad I = dx \otimes dx + \frac{1}{b^2} dy \otimes dy.
\]

We assume that \(\Sigma\) lies on the part \(x + \zeta_1(y) > \sqrt{-\zeta_2(y)}\) (the proof for the case that \(\Sigma\) lies on the part \(x + \zeta_1(y) < -\sqrt{-\zeta_2(y)}\) is similar). Suppose, in addition, that \(\Sigma\) can be smoothly extended beyond the singular curve \(x + \zeta_1(y) - \sqrt{-\zeta_2(y)} = 0\). By theorem \(1.8\), the coordinates \((x, y)\) can be extended beyond the singular curve to be compatible coordinates. Then the \(\alpha\)-function on the other side of the singular curve must be one of the following

\begin{enumerate}
  \item \(\frac{1}{x + \zeta_1(y) - \sqrt{-\zeta_2(y)}}\), which is of special type \(\Pi\);
  \item \(\frac{1}{2x + 2(\zeta_1(y) - \sqrt{-\zeta_2(y)})}\), which is of special type \(\Pi\);
  \item \(\alpha = \frac{x + \zeta_1(y)}{(x + \zeta_1(y))^2 + \zeta_2(y)}\), which is of general type,
\end{enumerate}

for \(x + \zeta_1(y) < \sqrt{-\zeta_2(y)}\). The induced metric on this other part is

\[
(8.17) \quad I = dx \otimes dx - \frac{a}{b} dx \otimes dy - \frac{a}{b} dy \otimes dx + \frac{1 + a^2}{b^2} dy \otimes dy.
\]

Comparing \((8.16)\) and \((8.17)\), and noting that \(I\) is smooth around the singular curve, we have

\[
a = 0, \quad b = \frac{|\alpha|}{|x + \zeta_1(y)|\sqrt{1 + \alpha^2}},
\]
with $\alpha = \frac{x + \zeta_1(y)}{(x + \zeta_1(y))^2 + \zeta_2(y)}$. That is, cases (1) and (2) for $\alpha$ do not happen. Therefore, the extended coordinates beyond the singular curve are also normal coordinates. The formula of $\alpha$ shows that the part on the other side of the singular curve is of type III. This completes the proof of Theorem 1.9.

8.4. **The proof of the Bernstein-type theorem.** In this subsection, we will show that (7.1) and (7.5) are the only entire smooth $p$-minimal graphs. Suppose that $\Sigma \subset H_1$ is an entire $p$-minimal graph. First of all, since it is a graph, we notice that there is nowhere at which $\alpha$ is zero. Next, we claim the following lemma.

**Lemma 8.2.** The induced singular characteristic foliation of $\Sigma$ does not contain a leaf along which $\alpha$ is of general type, that is, in terms of normal coordinates around the leaf, $\alpha$ is a general solution of the Codazzi-like equation (see (4.1)).

**Proof.** Suppose not. We assume that the induced singular characteristic foliation of $\Sigma$ contains such a leaf. Then there will be a piece of the surface (a neighborhood) around the leaf such that this piece is of general type. Suppose that this piece is of type I or of type III, then the entireness and the phase plane (Figure 4.1) indicate that the $\alpha$-function must be extended so that it has a zero somewhere. This is a contradiction. Therefore this piece (of general type) must be of type II. Again, since it is entire, this piece can be smoothly extended through the singular curve. By Theorem 1.9, it contains a piece of type III, which lies on the other side of the singular curve. This is also a contradiction, as we argue above. We hence complete the proof of Lemma 8.2. □

From Lemma 8.2, we know that an entire $p$-minimal graph is either of special type I or of special type II. If it is of special type II, Theorem 7.8 and Lemma 7.5 ensure that $\Sigma$ is one of the graphs in (7.5). If it contains a piece of special type I, then this piece must be symmetric by Theorem 7.4. Therefore, by Theorem 7.3 and Lemma 7.1, the surface $\Sigma$ must be one of the graphs in (7.1). We hence complete the proof of the Bernstein-type theorem. We also remark that the Bernstein-type theorem still holds for $C^3$ surfaces in $H_1$.

**Remark 8.3.** We point out that in [3], the Bernstein-type theorem had been proved in $C^2$-graphs.

9. **An approach to construct $p$-minimal surfaces**

In this section, we provide an approach to constructing $p$-minimal surfaces. It turns out that, in some sense, generic $p$-minimal surfaces can be constructed by this approach, particularly, other than those $p$-minimal surfaces of special type I. This approach is to perturb the surface $u = 0$ in some way. Recall we choose the parametrization of $u = 0$ by

$$X : (r, \theta) \to (r \cos \theta, r \sin \theta, 0), \quad r > 0,$$

where each half-ray $l_\theta : r \to (r \cos \theta, r \sin \theta, 0)$ with a fixed angle $\theta$ is a Legendrian straight line. Therefore, the image of the action of each Heisenberg rigid motion on $l_\theta$ is also a Legendrian straight line. Let $C$ be an arbitrary curve $C : \theta \to (x(\theta), y(\theta), z(\theta)), \quad \theta \in \mathbb{R}$. Then for each fixed $\theta$ and $r > 0$, the curve defined by

$$L_{C(\theta)}(l_\theta) : r \to (x(\theta) + r \cos \theta, y(\theta) + r \sin \theta, z(\theta) + r y(\theta) \cos \theta - r x(\theta) \sin \theta)$$
is a Legendrian straight line. Here \(L_C(\theta)\) is the left translation by \(C(\theta)\). Therefore, the union of these lines constitutes a \(p\)-minimal surface with a parametrization \(Y\) given by

\[
Y(r, \theta) = (x(\theta) + r \cos \theta, y(\theta) + r \sin \theta, z(\theta) + ry(\theta) \cos \theta - rx(\theta) \sin \theta).
\]  

This surface depends on the curve \(C(\theta) = (x(\theta), y(\theta), z(\theta))\). We have the following proposition about the surface \(Y\).

**Proposition 9.1.** The coordinates \((r, \theta)\) are compatible coordinates for \(Y\). In terms of this coordinate system, the \(\alpha\)-invariant and the induced metric read

\[
a = \frac{-(x'(\theta) \cos \theta + y'(\theta) \sin \theta)\alpha}{[r + (y'(\theta) \cos \theta - x'(\theta) \sin \theta)]\sqrt{1 + \alpha^2}} \tag{9.2}
\]

and

\[
b = \frac{\alpha}{[r + (y'(\theta) \cos \theta - x'(\theta) \sin \theta)]\sqrt{1 + \alpha^2}},
\]

\[
\alpha = \frac{r + (y'(\theta) \cos \theta - x'(\theta) \sin \theta)}{[r + (y'(\theta) \cos \theta - x'(\theta) \sin \theta)]^2 + \Theta(C'(\theta)) - (y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2},
\]  

where \(\Theta(C'(\theta)) = z'(\theta) + x(\theta)y'(\theta) - y(\theta)x'(\theta)\).

**Proof.** We make a straightforward computation for the invariants \(\alpha, a\) and \(b\). Firstly, we have

\[
Y_r = (\cos \theta, \sin \theta, y(\theta) \cos \theta - x(\theta) \sin \theta) = \cos \theta \, \hat{e}_1(Y(r, \theta)) + \sin \theta \, \hat{e}_2(Y(r, \theta)).
\]  

From the construction of \(Y\), we have \(e_1 = Y_r\). Thus

\[
e_{2} = J\hat{e}_1 = -\sin \theta \, \hat{e}_1(Y(r, \theta)) + \cos \theta \, \hat{e}_2(Y(r, \theta)),
\]

whereas we have \(Y_\theta = (x'(\theta) - r \sin \theta, y'(\theta) + r \cos \theta, z'(\theta) + r(y'(\theta) \cos \theta - y(\theta) \sin \theta - x'(\theta) \sin \theta - x(\theta) \cos \theta))\).

If we let

\[
Y_\theta = A \, \hat{e}_1(Y(r, \theta)) + B \, \hat{e}_2(Y(r, \theta)) + C \frac{\partial}{\partial z},
\]

for some functions \(A, B\) and \(C\). Then straightforward computations show that

\[
A = x'(\theta) - r \sin \theta, \quad B = y'(\theta) + r \cos \theta, \quad C = z'(\theta) - x'(\theta) y(\theta) + y'(\theta) x(\theta) + 2r(y'(\theta) \cos \theta - x'(\theta) \sin \theta) + r^2.
\]

We recall that the three invariants \(\alpha, a\) and \(b\) are related by

\[
\frac{\alpha e_2 + T}{\sqrt{1 + \alpha^2}} = aY_r + bY_\theta.
\]  

If we substitute (9.4), (9.5) and (9.6) into (9.8), and compare the corresponding coefficients, we then obtain (9.2) and (9.3). \(\square\)
Remark 9.2. Let $D = y'(\theta) \cos \theta - x'(\theta) \sin \theta$. By (9.4), (9.6) and (9.7), we have

$$0 = Y_r \wedge Y_\theta \iff B \cos \theta - A \sin \theta = 0, \ C \cos \theta = 0, \ C \sin \theta = 0$$

$$\iff r + D = 0, \ C = 0$$

$$\iff r + D = 0, \ \Theta(C'(\theta)) + 2rD + r^2 = 0, \ \text{by (9.7)},$$

$$\iff r + D = 0, \ r = -D \pm \sqrt{D^2 - \Theta(C'(\theta))}$$

$$\iff r + D = 0, \ \Theta(C'(\theta)) - D^2 = 0.$$

We conclude that $Y$ is an immersion if and only if either $\Theta(C'(\theta)) - D^2 \neq 0$ or $r + D \neq 0$ for all $\theta$, where $\Theta(C'(\theta)) = z'(\theta) - x'(\theta)y(\theta) + y'(\theta)x(\theta)$.

Formula (9.3) suggests the following: That $\tilde{Y}$ is $\pi$-minimal surface of special type I as surfaces of general type with $\zeta_2$-invariant vanishing. Now given two arbitrary functions $\zeta_1$ and $\zeta_2$, we solve equation system (1.14) for a smooth curve $C(\theta) = (x(\theta), y(\theta), z(\theta))$. Since system (1.14) is equivalent to the following system

$$\begin{align*}
\zeta_1'(\theta) &= y''(\theta) \cos \theta - x''(\theta) \sin \theta - 2(x'(\theta) \cos \theta + y'(\theta) \sin \theta), \\
\zeta_2'(\theta) &= z'(\theta) + x(\theta)y'(\theta) - y(\theta)x'(\theta) - (y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2,
\end{align*}$$

(9.9)

which is underdetermined. Therefore, the solutions always exist. For example, we can solve the first equation of (9.9) for $(x(\theta), y(\theta))$ and then solve for $z(\theta)$ from the second one. It turns out that we can find a smooth curve $C$ such that the corresponding $p$-minimal surface $Y$ has the two given functions $\zeta_1$ and $\zeta_2$ as its $\zeta_1$-and $\zeta_2$-invariants. If $\zeta_2 = 0$, then $Y$ is of special type I. We thus conclude, together with Theorem 7.8 in which states parametrizations for $p$-minimal surfaces of special type II, that we generically have provided a parametrization for any given $p$-minimal surface with type. In particular, we give a parametrization presentation for the eight classes of maximal $p$-minimal surfaces constructed in Subsection 6.3.

Finally, we point out that these $p$-minimal surfaces constructed by curves defined by (1.10) and (1.13) are all immersed surfaces at least (in some cases, they are embedded). This is because that $\tilde{b} \neq 0$ for all points. In particular, formula (1.14) says that if $\tilde{\alpha} \to 0$ then

$$\tilde{b} \to \frac{1}{|\Theta(C'(\theta)) - (y'(\theta) \cos \theta - x'(\theta) \sin \theta)^2|},$$

which is not zero.

Example 9.3. If we take $C$ to be the curve $C(\theta) = (0, 0, z(\theta))$ with $z'(\theta) \neq 0$, then

$$Y(r, \theta) = (r \cos \theta, r \sin \theta, z(\theta)).$$

Taking the new coordinates $(s, t) = (r, z(\theta))$, we recover the surface of general type in Subsection 7.3 (see Figure 7.3 for the case $z(\theta) = \theta$).

Example 9.4. If we take $C$ to be the curve $C(\theta) = (-\sin \theta, \cos \theta, \theta)$, then

$$Y(r, \theta) = (-\sin \theta + r \cos \theta, \cos \theta + r \sin \theta, r).$$

The surface of type I in Subsection ?? (see Figure 7.4) can be recovered by taking a rotation by $\frac{\pi}{2}$ about the $z$-axis.
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