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Facing the massive data of higher education institutions, data mining technology is an intelligent information processing technology that can effectively discover knowledge from the massive data and can discover important information that people have previously ignored from the huge data information. This article is dedicated to the development of applied mathematics education resource mining technology based on edge computing and data stream classification. First of all, this article establishes a resource system architecture suitable for existing applied mathematics education through edge computing technology, which can effectively improve the efficiency of data mining. Secondly, the data stream classification algorithm is used for information extraction and classification integration of massive applied mathematical education data. This method provides potential and valuable information for decision-makers and education practitioners. Finally, the simulation and performance test of the system verify that it has the functions of mathematical information mining and data processing. This system will provide strong support for applied mathematics education reform.

1. Introduction

In recent years, with the rapid development of education, colleges and universities have also developed by leaps and bounds [1, 2]. Colleges and universities are not only expanding the scale of running schools but also increasing the scale of enrollment. With the increase in the number of teachers and the number of students in school, most of the traditional teaching management models have been unable to adapt to the development of schools [3]. In order to effectively improve the efficiency and level of education management, various colleges and universities have increased their investment in informatization, and various information management systems have been continuously used, such as educational administration management system, student achievement management system, student status management system, university personnel management system, and library information management system [4, 5]. The use of information system greatly improves work efficiency and level [6]. The system saves manpower and material and financial resources and greatly facilitates the daily management of colleges and universities [7]. However, various database systems have accumulated a large amount of data in their use. Over time, these historical data have not been used well. On the contrary, they have become junk files and have been deleted and abandoned [8, 9]. The reason is that these management systems can realize the functions of data entry, query, and modification, but they cannot discover the internal connections and corresponding rules between these data [10].

With the rapid development of database technology and the wide application of database management systems, how to make full use of data and dig out useful information and knowledge is a question of great concern to organizations with large amounts of data [11, 12]. Derived from ancient
data analysis and statistics technology plus modern artificial intelligence, database, and statistics-related technologies, the collection of the above methods realizes interdisciplinary database knowledge discovery, namely, “data mining” [13, 14]. At present, the application of data mining technology in the field of education management has not yet completed, and universities mainly stay in the use of databases in terms of information construction. Really use data mining technology to mine useful information for education, and obtain very little valuable information [15]. However, with the continuous use of various information management systems in colleges and universities, the amount of data storage is increasing, and the application of data mining technology in the teaching management of colleges and universities must become a trend [16, 17].

If the data from the grassroots can be effectively used, the valuable information hidden in the data can be mined, and the value of the data can be improved, which will provide decision-makers with a better factual basis and basis, thereby changing management methods and formulating better management and formulation to improve the quality and level of running schools [18, 19]. Facing the massive data of higher education institutions, data mining technology is an intelligent information processing technology that can effectively discover knowledge from the massive data and can discover important information that people have previously ignored from the huge data information. This article is dedicated to the development of applied mathematics education resource mining technology based on edge computing and data stream classification. We discussed the research progress on mathematics education in the second part. The third part discusses the related applications and research of edge computing. The fourth part describes the mining methods of applied mathematics education resources. The fifth part is the actual verification of the case and the performance analysis of the model. In the sixth part, we summarized the full text and looked forward to the future.

2. Overview of Applied Mathematics Education

As the main front of mathematics education, ecological research in mathematics classrooms has received more and more attention [20, 21]. The previous open teaching of mathematics was mostly limited to the construction of open questions and the development of classroom operations and seldom aimed at the overall research as a model. The development of the application of ecology in the field of education provides us with a new perspective on open teaching [22, 23]. Therefore, the author combines the research history of education ecology and open teaching of mathematics, analyzes and discusses mathematics classroom teaching from the perspective of ecology, deeply excavates the ecological characteristics of open mathematics teaching, and expounds the feasibility and necessity of mathematics open teaching research. It puts forward a construction strategy and specific implementation process [24, 25]. The conceptual diagram of applied mathematics education mining is shown in Figure 1.

In educational resources, question banks are very important to educational resources, while traditional question banks focus on providing educators or students with exercises and statistical analysis of students’ learning through the right or wrong or scores of the exercises [26, 27]. In order to evaluate the learning situation of students, it cannot conduct effective evaluation and evaluation for individual students nor can it specifically understand the degree of mastery of knowledge points of different students [28, 29]. Therefore, the traditional question bank system cannot provide effective tutoring functions for individual students. In order for the question bank resources to effectively guide students and improve their learning and thinking ability in the process of doing questions, the question bank resources need to contain more knowledge information, so useful knowledge information needs to be dug out from the question bank [30, 31]. The schematic diagram of the applied mathematics education mining system architecture is shown in Figure 2.

Process ontology is a subtype of ontology. It describes related process models in the domain in a declarative way and needs to express concepts and relationships such as processes, activities, and timing in the domain [32, 33]. Foreign research on process ontology mainly includes the help of OWL description language, proposes a layered network ontology language business-OWL, and applies this language to the decomposition and formulation of dynamic business processes [34]. Celentano et al. proposed the application of process ontology to the exam business process specification framework, which realized the semantic capture and sharing in the B2B e-commerce model and was able to perform knowledge deduction and knowledge reasoning on shared information [35]. Professor Fan Yuxin of Tsinghua University and others proposed a design process description metamodel based on extensible markup language XML and process ontology. The model constructs the description rules of the core elements of the process definition language based on extensible markup language to realize the multidisciplinary design optimization process and information. It can be seen that the research of process ontology is closely related to application, but the process ontology constructed in different application fields is also different in representation and structure [36].

3. Overview of Edge Computing Technology

The ultralarge bandwidth and extremely low-latency service access of 5G puts new demands on the network [37]. The traditional network structure is a tree structure, and the business layer needs to be converted to a central node for processing, but when facing big data business scenarios, problems arise [38]. When all services are deployed to the central node, the network load is greatly increased and the network delay time is longer, which puts forward higher requirements on network bandwidth and delay performance. In order to solve the problem of limited computing storage space and power consumption of mobile terminals, we believe that it is necessary for i to migrate high-complexity, high-energy-consuming computing tasks to the
serverside of the cloud computing center to reduce energy consumption. This technology can consume mobile terminals and extend their standby time. However, the method of migrating computing tasks to cloud computing centers also increases the data transmission delay, which has a certain impact on delay-sensitive business applications and QoS.

Mobile edge computing provides great possibilities for service innovation at the edge of the network. The conceptual diagram of mobile edge computing is shown in Figure 3.

Mobile edge computing (MEC) can be defined as an implementation of edge computing, which introduces computing and storage functions to the edge of the radio access network, thereby reducing waiting time by moving the cloud and service platform to the edge of the network. As
shown in Figure 3, using servers deployed at the edge of the network, mobile operators can provide suitable production and operating environments for various upper-layer applications, and “sink” services down to mobile terminals to reduce network congestion. Deploying the application server at the edge of the wireless network can make full use of redundant computing resources at the edge of the network, and mobile devices and IoT devices can achieve low completion delays for computing tasks.

4. Mining of Applied Mathematics Education Resources

4.1. Data Stream Classification. Classification technology is the study of how to assign observed samples to predefined categories. In recent years, there have been more and more researches on data stream mining. Compared with static data, data stream data have the characteristics of high speed, unlimited, concept drift, concept evolution, and a small number of tags. According to the type of classifier used, the data stream is classified into a single classification model and an integrated classification model. The data stream contains a lot of information [39].

The concept drift phenomenon in the unstable data stream seriously reduces the classification accuracy, so this paper proposes a dynamic weighting scheme to solve this problem. This scheme explains in detail how to assign weights to all training examples in the data block. The higher the weight of the example, the greater the impact on the classifier training process:

$$\Pr[A(X) \in D | \exists e \{X', X'\}] \Pr[A(X') \in D],$$

$$\bar{p}(n, m) = p(n, m) \cdot h(n) = \sum_{l=-N_1}^{N_1} p(n-l, m) h(l).$$

(1)

In this way, you can directly control which instances at the current moment should be set with higher weights so that the trained classifier can better adapt to the current concept:

$$\delta_i^{(n)} = \frac{\partial}{\partial \varepsilon_i^{(n)}} J(W, b, x, y),$$

$$\delta_i^{(n)} = \frac{\partial}{\partial \varepsilon_i^{(n)}} \frac{1}{2} \| y - h_{w, b}(x) \|^2 = -\left( y_i - a_i^{(n)} \right) \cdot f(z_i^{(n)}).$$

(2)

The biggest difference between data flow and other data is that data flow is time-sensitive; that is, only newer instances can reflect the trend of data changes. Therefore, the importance of the examples in the data stream for training the classifier will change over time; especially in the case of a nonstationary environment, if a concept drift occurs, the data distribution at the current moment will be significantly different from the previous distribution:

$$\delta_i^{(0)} = \left( \sum_{j=1}^{S_q} W_{ij}^{(0)} \delta_j^{(l+1)} \right) f(z_j^{(l)}),$$

$$\bar{P}_2 = s \cdot P_2 \cdot R + L.$$ 

(3)

When processing data streams, it is necessary to consider the problem of data stream processing in nonstationary environments. At this time, it is often not feasible to use only naive Bayes classifiers because in nonstationary situations, it is not enough to just deal with the incoming instances. It is also necessary to consider the problem of concept drift and make appropriate responses to it:

$$v_{ij}^{e+1} = W + V_{ij}^{e} + C_1 \ast R_1 \ast (p_{Best_{ij}} - P_{ij}^e) + C_2 \ast R_2 \ast (g_{Best_{ij}} - P_{ij}^e),$$

$$s = tr(P_{K_1}^T \cdot P_{K_2} \cdot R) / tr(P_{K_2}^T \cdot P_{K_2}).$$

(4)

Since the naive Bayes classifier has no concept drift detection mechanism and the ability to adapt to concept drift, it is not suitable for processing data streams with concept drift. In this case, the classification accuracy of the naive Bayes classifier will be significantly reduced:

$$\bar{P}(0) = h(-255)p(-255) + \ldots + h(0)p(0) + \ldots + h(255)p(255),$$

$$\bar{P}(0) = h(-255)p(-255) + \ldots + h(0)p(1) + \ldots + h(255)p(255),$$

\vdots

$$\bar{P}(0) = h(-255)p(-255) + \ldots + h(0)p(255) + \ldots + h(255)p(255),$$

$$\delta_{i}^{(n-1)} = \frac{\partial}{\partial \varepsilon_i^{(n-1)}} J(W, b, x, y) = \frac{\partial}{\partial \varepsilon_i^{(n-1)}} \frac{1}{2} \| y - h_{w, b}(x) \|^2,$$

$$\delta_{i}^{(n-1)} = \left( \sum_{j=1}^{S_q} W_{ij}^{(n-1)} \delta_j^{(n)} \right) f(z_j^{(n-1)}).$$

(5)
With the arrival of data blocks, new tag data may be generated. The appearance of the new mark may be a set of feature values that have not been seen before, or a known mark that has not been seen before, or both. Therefore, both feature and mark space are taken into consideration.

4.2. Mining of Applied Mathematics Educational Resources Based on Data Stream Classification. Among educational resources, the question bank is very important to educational resources. The traditional question bank focuses on providing exercises for educators or students, and statistical analysis of students’ learning through the scores of the exercises. But it can only be used to evaluate the learning status of students as a whole. It cannot effectively evaluate and evaluate individual students, nor can it specifically understand the degree of mastery of knowledge points of different students.

The displacement of the center of gravity is used to describe the effect of applying mathematical mining under different data stream classification indicators. The classic barycentric coordinate is a coordinate defined on a plane polygon, not limited to a specific coordinate system. The points in the polygon are expressed linearly by the vertices of the polygon, and the combination coefficient is the center of gravity coordinate. In order to generalize the construction method of GBCs, this paper understands the barycentric coordinates from the perspective of linear algebra from the recursion, discusses the restriction conditions when recursing the barycentric coordinates from the two-sided polygon to the \(n+1\) polygon, and gives a method for constructing the barycentric coordinates kind of new ideas. It is not limited to those functions that have geometric meaning, as long as a function that satisfies the inequality relationship is constructed, a set of centers of gravity coordinates can be obtained. The displacement of the center of gravity is used as an index to measure the effect of applying mathematics mining under different data stream classification indexes, as shown in Figure 4.

As shown in Figure 4, under different data stream classification indicators, there are great differences in the application of mathematical mining. Therefore, the importance of example data in training the classifier will change over time, especially in nonstationary environments. If a concept drift occurs, the data distribution at the current moment will be different from the previous one. The distribution is significantly different [40].

We have added relevant citations to the revised manuscript. In order to compare the effectiveness and efficiency of the model established in this paper, we compare the model established in this paper with the methods in recent international references [40–42]. Most of the existing data stream adaptive classification models usually assume that the true label can be obtained after the data are input into the classification model to obtain the predicted label. However, this assumption is unreasonable in some cases because data labeling is usually expensive and time-consuming. Therefore, we use the accuracy of the model as a comparison index to compare the particle swarm and the neural network optimized by ADAM [43, 44]. The application mathematics mining effect of these three models on the three sample sets is shown in Figure 5.

The experimental data in Figure 5 reflect some of the problems in information mining in applied mathematics education. Compared with static data, data stream data have the characteristics of high speed, unlimited, concept drift, concept evolution and a small number of tags. According to the type of classifier used, the data stream is classified into a single classification model and an integrated classification model. The data stream contains a lot of information. The concept drift phenomenon in the unstable data stream seriously reduces the classification accuracy, so this paper proposes a dynamic weighting scheme to solve this problem. Therefore, the lack of necessary authentication information during the automatic authentication process will cause the automatic authentication to fail. According to data analysis, the most important problem is mainly because the computer cannot effectively understand the information provided by the exercise.

5. Case Analysis of Mining of Applied Mathematics Educational Resources

5.1. Sample Data Collection. In educational resources, question banks are very important to educational resources, while traditional question banks focus on providing exercises for educators or students and statistical analysis of students’ learning conditions through the correctness and wrongness or scores of the exercises. Through the above research on the edge computing and data stream classification model, the network throughput of the applied mathematics education resource mining system is summarized.

The largest network power consumption is when a large amount of data are sent and received. In order to reduce the power consumption of the terminal device, in actual applications, the data should be sent in a short time as much as possible to avoid frequent waking up of the wireless network card. Based on the above research, we propose a scheme to test the network throughput of the applied mathematics education resource mining system. Figure 6 shows the network test of applied mathematics education system resources in different network environments.

It can be seen from Figure 6 that, under different network environments, the error rate of predicting applied mathematics education system resource network sample datasets is low. It can be seen that the data stream classification technology has effectively improved the quality and classification of original applied mathematics education information data samples. Figure 7 shows the simulation results of applied mathematics education system resource throughput under different test standards.

It can be seen from Figure 7 that, under different test standards, the error rate of predicting the applied
With the rapid development of database technology and the wide application of database management systems, how to make full use of data and dig out useful information and knowledge is a question of great concern to organizations with large amounts of data. At present, the application of data mining technology in the field of education management has not yet completed, and universities mainly stay in the use of databases in terms of information construction. This article is dedicated to the development of applied mathematics education resource mining technology based on edge computing and data stream classification. Due to the
limitations of our own knowledge, we will be committed to further exploring new mechanisms and methods in related fields to improve the level and quality of existing applied mathematics education resources mining. Facing the massive data of higher education institutions, data mining technology is an intelligent information processing technology that can effectively discover knowledge from the massive data and can discover important information that people have previously ignored from the massive data.
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