Sensitive single-photon test of extended quantum theory with 2D hexagonal boron nitride

Tobias Vogl, Heiko Knopf, Maximilian Weissflog, Ping Koy Lam, and Falk Eilenberger

1Institute of Applied Physics, Abbe Center of Photonics, Friedrich-Schiller-Universität Jena, 07745 Jena, Germany
2Cavendish Laboratory, University of Cambridge, JJ Thomson Avenue, Cambridge CB3 0HE, United Kingdom
3Fraunhofer-Institut for Applied Optics and Precision Engineering IOF, 07745 Jena, Germany
4Max Planck School of Photonics, 07745 Jena, Germany
5Centre for Quantum Computation and Communication Technology, Department of Quantum Science, Research School of Physics and Engineering, The Australian National University, Acton ACT 2601, Australia

(Dated: April 1, 2021)

Quantum theory is the foundation of modern physics. Some of its basic principles, such as Born’s rule, however, are based on postulates which require experimental testing. Any deviation from Born’s rule would result in higher-order interference and can thus be tested in an experiment. Here, we report on such a test with a quantum light source based on a color center in hexagonal boron nitride (hBN) coupled to a microcavity. Our room temperature photon source features a narrow linewidth, high efficiency, high purity, and on-demand single-photon generation. With the single-photon source we can increase the interferometric sensitivity of our three-path interferometer compared to conventional laser-based light sources by fully suppressing the detector nonlinearity.

We thereby obtain a tight bound on the third-order interference term of $3.96(523) \times 10^{-4}$. We also measure an interference visibility of 98.58% for our single-photons emitted from hBN at room temperature, which provides a promising route for using the hBN platform as light source for phase-encoding schemes in quantum key distribution.
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I. INTRODUCTION

Low-dimensional materials and nanostructures have gained significant attention in recent years due to the rich physics and unique properties they offer [1–3]. Of particular interest are two-dimensional (2D) materials [4–7], which can form topological insulators [6] or Dirac semimetals [5] and can exhibit properties like supertransport [8], strongly bound excitons at room temperature [9], or superconductivity [10]. This results in a broad variety of potential applications, including atomically-thin electronics [11], sensing [12], space instrumentation [13], and photonics [14].

2D materials and their phenomena are governed by quantum physics, which revolutionized everyday life. Some of the basic principles of quantum theory, however, are based solely on axioms and postulates. One example for such fundamental principle based on a postulate is the definition of quantum mechanics on a complex Hilbert space. Another example is Born’s rule: the probability density $p(\vec{r},t)$ of finding a quantum object at place $\vec{r}$ and time $t$ is given by the absolute square of its wave function $|\psi(\vec{r},t)|^2$. In Max Born’s original paper this was just mentioned in a footnote [10], yet it is now a basic foundation of quantum mechanics.

Theoretical framework of quantum mechanics, however, does not require this to be true [17]. There have been efforts to derive Born’s rule from more fundamental principles with an operational approach [18], using quantum logic [19–20], or recently only making assumptions on the mathematical structure of the measurement process in quantum mechanics [21]. Nevertheless, every approach still needs a certain level of postulation that needs to be validated.

Any deviation from such postulates manifests in consequences that could be observed in experiments. A deviation from Born’s rule leads to higher-order interference [22] and in a hyper-complex Hilbert space phases would not necessarily commute anymore [23]. There have been several experimental tests of these extended quantum theories, reducing the upper bound of any potential deviation successively. Hyper-complex quantum mechanics has been tested with non-relativistic neutrons [24] and relativistic photons [25]. Higher-order interference has been ruled out using multi-path interferometers [26–30]. A common problem of past experiments is they require careful characterization of a complex measurement apparatus to attain significant accuracy. Noise and systematic errors in the light source or detector can lead to an apparent deviation. Moreover, the uncertainty in the characterization of the measurement apparatus always propagates into an uncertainty of the observable in question. The ultimate limits to the error are the quantum fluctuations of the light source (shot noise) and the non-
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linear response of the photodetectors [28]. It is possible to reduce the relative quantum fluctuations by increasing the intensity, but this also increases the nonlinearity of the detector, meaning both effects compete against each other in a classical design conflict.

An ideal single-photon source (SPS) could resolve both issues: it is not shot noise-limited, i.e., it has no intensity fluctuations and consecutive single-photons can be spaced in time such that the detector response can be ensured to be linear. For a single-photon avalanche diode (SPAD), the pulse period of the photons must be chosen larger than the detector deadtime.

In this article we use a quantum light source based on a defect center in 2D hexagonal boron nitride (hBN) coupled to a microcavity [31] to test for higher-order interference. The resonator improves both the spectral and photon purity, as well as ensures a high collection efficiency of the single-photons. We test for higher-order interference with a three-path interferometer with which we can determine all contributing terms to the third-order interference individually. We show that using our single-photon source we can fully circumvent the detector nonlinearity and obtain a tight bound for the higher-order interference. We also determine the intrinsic interferometer visibility of our photon source.

II. RESULTS

A. Theoretical treatment of quantum interference

Quantum interference always occurs between pairs of paths (second-order interference) and there is no third-order interference. This is a direct consequence of the linearity of the underlying Hilbert space in quantum mechanics and the square-relation of Born’s rule. Any deviation from Born’s rule leads to higher-order interference. In Appendix A we follow R. Sorkin’s theoretical treatment of quantum interference [22] to calculate the experimentally accessible quantity $\kappa$, which is the ratio of third-order interference to expected second-order interference. The parameter can be measured with a three-path interferometer and is given by

$$\kappa = \frac{\epsilon}{\delta}$$

where the numerator

$$\epsilon = R_{ABC} - R_{AB} - R_{AC} - R_{BC} + R_A + R_B + R_C - R_0$$

is the third-order interference term and the denominator

$$\delta = \left| R_{AB} - R_A - R_B + R_0 \right| + \left| R_{AC} - R_A - R_C + R_0 \right| + \left| R_{BC} - R_B - R_C + R_0 \right|$$

is the sum of the second-order interference terms. The photon rates $R_i$ are the detected rates when the $i$th path(s) of the interferometer are open and $i = 0$ corresponds to all paths closed. This parameter describes

the deviation from Born’s rule and allows us to compare the results from different experiments. It is worth noting the third-order interference term vanishing implies that all other higher orders vanish as well [22]. In order to measure $\kappa$, each path of the interferometer must be able to open and close individually.

FIG. 1. Third-order interference $\kappa$ for realistic light sources and detectors assuming Born’s rule. (a) The shot noise limit of a laser at low photon rates results in a large uncertainty and for high rates the detector nonlinearity leads to a deviation from $\kappa = 0$. An ideal single-photon source is not affected by these effects. (b) Evolution of the nonlinearity-corrected $\kappa$ for different detector deadtime characterization results. The model assumes the true value to be $\tau$ (our measured mean). (c) Evolution of $\kappa$ for a constant and a realistic rate-dependent deadtime model.
B. Realistic measurement apparatus

As already mentioned, an imperfect measurement apparatus can lead to apparent higher-order interference. In Fig. 1(a) we simulate how \( \kappa \) evolves as a function of the incident photon rate into the three-path interferometer for an ideal coherent state source (laser) and an ideal SPS. To simulate a (shot noise-limited) coherent state source, we perform Monte Carlo simulations and average over a sample size of \( N = 10^4 \) (for each rate). To model the nonlinearity, a detector deadtime of 45 ns has been assumed (see Appendix C for the full explanation). The sample size \( N \) was chosen such that the mean value of \( \kappa \) does not significantly change when increasing the sample size to \( N + 1 \):

\[
\frac{1}{N} \sum_{i}^{N} \kappa_i - \frac{1}{N + 1} \sum_{i}^{N+1} \kappa_i \ll 1
\]

For low photon rates shot noise dominates and the uncertainty of \( \kappa \) (standard deviation over all simulation runs) is large, thus providing only a weak upper bound on the third-order interference. When averaging over a large sample, the mean value can be estimated better, the large uncertainty, however, will remain. It should be noted that the bias of \( \kappa \) in the low photon rate limit is a systematic error also caused by shot noise (see Appendix C for the full explanation). As the photon rate increases, the relative intensity fluctuations decrease and consequently also the uncertainty of \( \kappa \), but eventually the detector nonlinearity leads to an apparent and systematic deviation from \( \kappa = 0 \). With an ideal SPS one would find \( \kappa = 0 \) for all photon rates. While shot noise is not present in an ideal SPS, the detector deadtime can contribute towards a finite \( \kappa \). Nevertheless, by adjusting the time interval of consecutive single-photons, this effect can be prevented. It is worth noting that the data in Fig. 1(a) for both light sources has not been corrected for the detector nonlinearity. While a single-photon source does intrinsically not require such correction, for the coherent state source this is attempted in the following.

To account for this systematic error for the coherent state source, the deadtime must be known, however, this requires an accurate characterization. Furthermore, it is important that this measurement does not rely on interference, otherwise any higher-order interference term would already influence this characterization. We have characterized our SPADs (ID Quantique ID100) with the superposition method \( \kappa \) (see Appendix B) and found a deadtime of \( \tau = 43.56(143) \) ns. We have used the standard deviation of multiple measurement repetitions as the uncertainty. The question arises how such uncertainty propagates into \( \kappa \). For the following model we assume for simplicity that our measured mean value of 43.5 ns is the true detector deadtime. In general this will not be the case, since approximating the mean exactly takes infinite measurements. We then calculate the nonlinearity-corrected \( \kappa \) for the potential characterization results \( \tau_1 = 41.0, \tau_2 = 43.5, \) and \( \tau_3 = 45.0 \) ns, corresponding to our measured mean \pm one standard deviation, respectively. As shown in Fig. 1(b), even after the correction, the uncertainty leads again to an apparent and systematic third-order interference strength on the order of 1% of the second-order interference for photon countrates exceeding \( 10^6 \) s\(^{-1} \). This is possibly a limiting factor in a previous experiment \[27\].

In addition to the potentially inaccurate characterization, the detector deadtime is countrate-dependent and becomes shorter near saturation. This is due to a charge/discharge of a fixed RC circuit and a comparator with a set threshold in the detector. When the countrate increases, the RC circuit cannot fully charge/discharge, resulting in a slight decrease of the deadtime. This makes an accurate characterization impractical. To illustrate this countrate-dependency of the deadtime, we have repeated the characterization of the SPADs with the superposition method for different photon countrates. Of course, each measurement for each photon countrate has now its own uncertainty, propagating into an uncertainty of our extracted rate-dependent model. For the following we again assume our model describes the true nonlinear behavior of the detector, but in general this is not the case. When correcting \( \kappa \) with the rate-dependent deadtime (for the rate-dependent deadtime model see Appendix B) there is of course no deviation (see Fig. 1(c)), but when we correct with a constant deadtime, this leads to a value for \( \kappa \) on the order of \( 10^{-3} \). This is, in fact, also the current state-of-the-art in the quantum regime \[25\]. It should be noted that even the correction of the rate-dependent deadtime with a constant deadtime yields \( \kappa = 0 \) for a rate of 1.55 MHz. This is due to the fact that the constant deadtime is the correct deadtime for one particular rate and hence there is a combination of rates which yields \( \kappa = 0 \). We note that the input rate at which this happens cannot be estimated accurately, as this requires accurate characterization of the deadtime and if this was possible, accurate deadtime correction could be employed in the first place. Furthermore, the detector deadtime characterization using the superposition method is also wavelength dependent, making an accurate characterization even more difficult (see Appendix B).

Using a true single-photon source or quantum emitter, these problems can be circumvented completely. For a sufficiently low second-order correlation function \( g^{(2)} (0) \) and high enough quantum efficiency, the quantum light source beats the shot noise limit and each single-photon pulse contains one and only one photon, i.e. there are no fluctuations. Moreover, spacing the photons longer in time than the detector deadtime makes the detector response perfectly linear. The latter can be easily achieved by pulsed single-photon generation and choosing a pulse period longer than the deadtime. For our detector this limits the maximal incident rate to 20 to 25 MHz. This of course implies that preventing the deadtime only works up to a maximal photon rate, however, this maximum is
anyway the detection limit of the specific detector due to the deadtime. In other words, with the single-photon source the nonlinearity can be prevented over the entire dynamic range of the detector. Alternatively, when the excited state lifetime of the quantum emitter is much longer than the deadtime, the single-photon source could also be excited continuously.

### C. Quantum light source

Our quantum light source is based on a color center in hBN, which is an intensively researched single-photon emitter system due to its superior brightness [33, 34], purity [36], and quantum efficiency [37] at room temperature. In addition, the emitters can have near-ideal out-coupling efficiency, with no photons lost due to total internal or Fresnel reflection [38]. Recent results suggest the quantum emission in the visible spectrum is carbon-related [39]. Long-time characterizations proved their reliability [36, 39], allowing us to use the emitter for the extended quantum theory test. While there has been a lot of research into the creation [36, 39], characterization [40], and tuning of the emitters [41, 42], applications are still sparse. So far, there has been quantum random number generation [43] and nanothermometry [44] based on single-photon emitting hBN.

To increase the spectral and photon purity, as well as the collection efficiency, we have coupled our emitter to a plano-concave microcavity (for details see Ref. [31]). The defect is excited off-resonantly outside the stopband of the cavity with an ultrashort pulse laser at 470 nm where the cavity is transparent for the excitation. We have used the second-harmonic of a tunable Ti:sapphire laser at a repetition rate of 80.136 MHz. We estimate the pulse length of the second-harmonic to be well below 200 fs. This ultrashort pulse length guarantees that there is no double-excitation during a single laser pulse (the probability for a double-excitation is $5 \times 10^{-4}$ at full saturation). The single-photon linewidth is 224 pm (FWHM) at a center wavelength of 565 nm. The center wavelength can be tuned by adjusting the cavity length within the free-space emission linewidth of the emitter, which is 5.76 nm (FWHM). The second-order correlation function as shown in Fig. 2(a) reveals a very high photon purity with $g^{(2)}(0) = 6.4 \times 10^{-3}$ after background correction and in the linear power limit. The single-photons are linearly polarized and are separated from the excitation laser by a dichroic mirror and an additional band-pass filter. The single-photon source provides two fiber output ports after a beamsplitter, one for a locking loop to keep the cavity resonant with the emitter and the other guiding the photons to the actual experiment into the interferometer. The entire light source is fully self-contained within a volume less than 1 liter and weighs 595 g (including housing, all optics, electronics, and an onboard computer for tuning of the source). This does not include the ultrashort pulse laser and second-harmonic stage used for excitation, however, the light source is also equipped with a CW laser which is included within the volume. A photograph of the integrated light source can be found in Fig. 2(b). The excitation laser can be switched by connecting a single-mode fiber.

### D. Testing for higher-order interference

We now turn to the measurement of $\kappa$. The experimental setup for the higher-order interference test is shown in Fig. 2(c): the single-photons from our quantum light source are guided by a fiber to the interferometer. While the single-photons as emitted by the cavity are linearly polarized, the fiber rotates this polarization by a random but fixed angle. Using a half-wave plate and a polarizing beamsplitter (PBS), this polarization is reset to linear vertical polarization and then with a quarter-wave plate (QWP) angled at -45° to left-circular polarization. The photon wave is split into three amplitudes of equal strength by a $1 \times 3$ diffractive grating beamsplitter (see Appendix D). The light in each path is retroreflected by a concave silver mirror ($R = 100$ mm) and then recombines back at the grating. Using a concave mirror ensures equal path lengths by default and hence also operation in an interference maximum. This in turn reduces the influence of phase instability in the measurements. As the phase shift induced by the mirror exchanges left- and right-handed circular polarization, the reflected photons are horizontally polarized after the QWP and thus exit the initial PBS on the reflective port. Finally, a single-photon avalanche diode detects the photons. The initial alignment of the setup was done using a 561 nm laser system with a coherence length exceeding 100 m.

The separation angle after the grating is 8.08° and a mask moved through the beams allows us to block each path individually. To gather large statistics, we have mounted the blocking mask on a fast motorized stage (Thorlabs DDS220) and automated the entire experiment. The large separation angle ensures a macroscopic distance of the individual paths in the interferometer (12.5 mm separation at the blocking mask), thus guaranteeing independence of the paths and preventing any potential crosstalk or nonclassical paths [48, 49].

We first measured the single-photon interference visibility. Depending on the setting of the mask position, we can emulate three different two-path Michelson interferometers and one three-path Michelson-type interferometer. To vary the phases in the interferometer arms, we have used phase plates with a custom-made anti-reflection coating on both sides (see Appendix E). All phase plates have been coated within the same coating run to minimize differences between individual phase plates. Due to the slightly unbalanced splitting ratios of the grating (see Appendix D), the interference visibilities are limited, but still theoretically all exceed 99.93% (see Tab. I). Thus, the interference visibility can be used to characterize the coherence of the single-photon source.
FIG. 2. Experimental setup and results. (a) Second-order correlation function recorded with pulsed excitation. The data has been centered around zero time delay and normalized. Integration over the peaks and the same area around zero yields $g^{(2)}(0) = 6.4 \times 10^{-3}$ after background correction. (b) Photograph of the integrated quantum light source mounted in a 1U CubeSat structure. (c) The polarization of the photons from the fiber-coupled single-photon source (FC-SPS) is rotated with half-wave plate (HWP) and additionally filtered by a polarizing beamsplitter (PBS). A quarter-wave plate (QWP) rotates the polarization to left-circular. A diffractive optical element (DOE) splits the photon amplitude into three equal ones. A concave mirror (CM) retroreflects the photons which recombine at the DOE and exit the PBS on the reflective port (due to the phase shift of the reflection at the CM), where the photons are detected by a SPAD. The forward/reflected propagation direction is marked with green/red arrows. A shutter array (SA) can be moved through the paths, allowing us to open/close each path (A, B, C) individually. The phase shifters (PS) are optional for the determination of the interference visibility. (d) Measurement repetitions of $\kappa$. The mean value of 5000 runs is $3.96 \times 10^{-4}$ (red line) and the standard deviation is $5.23 \times 10^{-4}$ (green lines). These values have been determined from fitting a normal distribution to the histogram (on the right). For the sake of clarity, the data shown here has been downsampled by a factor of 11.

For details of the theoretical calculations see Appendix F.

The experimental characterization shows high interference visibilities up to 98.58% (see Tab. I). To the best of our knowledge, this is the first time that such interference visibility has been measured for single-photons emitted from hBN at room temperature. We do note, however, there was a measurement of this interference visibility for...
TABLE I. Theoretical (based on the grating splitting ratios) and experimentally measured interferometric visibilities. The individual paths A, B, and C are labeled in Fig. 2(c).

| Paths | Theory [%] | Experiment [%] |
|-------|------------|----------------|
| AB    | 99.9429    | 98.56          |
| AC    | 99.9369    | 95.17          |
| BC    | 99.9998    | 98.58          |
| ABC   | 99.9987    | 98.22          |

single-photons from cryogenically cooled quantum emitters at a temperature of 10 K \[50\].

In the final experiment we measured $\kappa$ directly. To ensure that the interferometer is most sensitive to any potential higher-order interference, the angles of the phase plates were set to the central interference maximum. Due to the fixed repetition frequency of the ultrashort pulse laser, for this experiment we replace the excitation with another laser system with a variable repetition frequency ranging from 2.5 to 80 MHz. To prevent more than one pulse during the detector deadtime we choose 10 MHz as the excitation frequency. As already mentioned, the automatization of the experiment allows us to repeat the experiment many times and record large data sets that we can average over. The order in which the individual paths were opened and closed has been randomized so that we can average over. The order in which the individual paths were opened and closed has been randomized so that.

III. CONCLUSION AND OUTLOOK

We have tested a fundamental principle of standard quantum theory based on a postulate experimentally. In particular, we have tested for deviations from Born’s rule, which would manifest in higher-order interference. We demonstrated that using a single-photon source based on 2D hexagonal boron nitride coupled to a resonator, we can effectively circumvent the shot noise limit and the detector nonlinearity, which have been the limiting effects in past experiments. Thus, we have been able to get an accurate upper bound to the amount of higher-order interference, which was $3.96(523) \times 10^{-4}$ compared to the expected second-order interference. For the third-order interference term in the quantum regime, this upper bound is tighter than the previous best value of $-1.1(16) \times 10^{-3}$ \[28\]. Our experiment is also the first experiment of this kind utilizing a true single-photon source (excluding heralded spontaneous parametric down-conversion \[28\] \[29\]).

The quantum light source used in the experiment was already compact and fully self-contained within a volume of less than 1 liter and a weight of less than 1 kg. The light source therefore fulfills the strict requirement for a 1U CubeSat, a picoclass satellite standard. It is hence possible to miniaturize the interferometer and test for higher-order interference in microgravity on a CubeSat in space. Potential gravitational effects could thus be ruled out as well.

The quantum light source could also be employed to other tests of quantum theories beyond the standard model. The same detector nonlinearity effect is skewing the interference contrast of Mach-Zehnder and Sagnac interferometers in photonic tests of hyper-complex quantum mechanics. The interference pattern of these interferometers is of the form of a sine squared (see Appendix \[F\]) and thus requires a high dynamic range of the detectors. Circumventing the detector nonlinearity and reducing intensity fluctuations could improve the accuracy of such measurements. This also demonstrates a quantum advantage of using single-photons for interferometric sensing applications.

Our results also suggest, that the single-photons can be used for phase-encoding schemes for quantum key distribution (QKD). The quantum bit error ratio (QBER), the defining metric in QKD, is directly related to the interference visibility $V$ for phase encoding \[51\]:

$$QBER = \frac{1 - V}{2}$$

The intrinsic limit on the QBER for our photon source is thus 0.709%. This is important as it has been proven recently that single-photons from hBN can outperform state-of-the-art weak coherent and decoy protocols for QKD \[51\]. This extends the possible applications of single-photon sources based on hBN and offers a promising route to versatile optical quantum technologies with the hBN platform.
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Appendix A: Theoretical treatment of quantum interference

The calculation follows the theoretical treatment of quantum interference by R. Sorkin [22], which was also used in past experiments [26–28]. According to Born’s rule the probability density after k slits is given by

\[ p = \left| \sum_i^k \psi_i \right|^2 \]  

(A1)

where we have dropped the spatial and temporal dependence for the sake of conciseness. Thus, Born’s rule predicts quantum interference occurs only between pairs of paths and there is no higher-order interference. For a double-slit experiment with slits A and B we find

\[ p_{AB} = |\psi_A + \psi_B|^2 = |\psi_A|^2 + |\psi_B|^2 + \psi_A^* \psi_B + \psi_A \psi_B^* \]  

(A2)

The complex cross terms can be defined as the second-order interference term:

\[ I_{AB} = \psi_A^* \psi_B + \psi_A \psi_B^* = p_{AB} - |\psi_A|^2 - |\psi_B|^2 = p_{AB} - p_A - p_B \]  

(A3)

Adding more paths to the interferometer, meaning opening more slits, does not increase the complexity. For example, for three slits the probability distribution at the detection screen is given by

\[ p_{ABC} = p_A + p_B + p_C + I_{AB} + I_{AC} + I_{BC} \]  

(A4)

In analogy to the second-order interference term, we can define the third-order term as

\[ I_{ABC} = p_{ABC} - (p_A + p_B + p_C + I_{AB} + I_{AC} + I_{BC}) = p_{ABC} - p_{AB} - p_{AC} - p_{BC} + p_A + p_B + p_C \]  

(A5)

Hence, by measuring each contributing term individually it is possible to measure \( I_{ABC} \). In standard quantum theory, we find of course \( I_{ABC} = 0 \). It is worth noting, if the third-order interference term vanishes, all other higher orders vanish as well [22]. In a practical experiment, the probabilities are not directly accessible. It is convenient to measure photon countrates \( R_i \) (where the ith slits are open) instead. These rates are directly proportional to the probabilities, which yields the parameter

\[ \epsilon = R_{ABC} - R_{AB} - R_{AC} - R_{BC} + R_A + R_B + R_C - R_0 \]  

(A6)

Note that each of the seven terms has been corrected for the darkcount rate, corresponding to all slits being closed. The parameter \( \epsilon \) alone is not very meaningful, as it depends on the incident photon countrate, which is different for every individual experiment. To compare the parameter to other experiments, it is common to normalize this third-order interference by the sum of the expected second-order interference

\[ \delta = |R_{AB} - R_A - R_B + R_0| + |R_{AC} - R_A - R_C + R_0| + |R_{BC} - R_B - R_C + R_0| \]  

(A7)

This gives the parameter

\[ \kappa = \frac{\epsilon}{\delta} \]  

(A8)

that is directly accessible through an experiment. All that is required is a three-path interferometer where each path can be opened and closed individually. In this way, each of the eight contributing terms to \( \kappa \) in Eqn. A8 can be measured.

Appendix B: Characterization of the detector deadtime

The single-photon avalanche diodes have a nonlinear response function of the form

\[ R_{\text{det}} = \frac{R_{\text{act}}}{1 + \tau R_{\text{act}}} + R_0 \]  

(B1)

where \( R_{\text{det}} \) is the detected photon countrate, \( R_{\text{act}} \) is the actual incident photon rate, \( \tau \) is the detector deadtime, and \( R_0 \) is the dark countrate. For the sake of clarity we have assumed the detector efficiency to be 100%. The detector deadtime has been characterized using the superposition method [32]. It is particularly important that this characterization is not relying on an interference effect. Otherwise, any higher-order interference terms would already influence the deadtime measurement. In the superposition method two lasers with different wavelengths to prevent interference are combined with a beamsplitter. We have used a 532 and 561 nm commercial laser system, which have been intensity stabilized. After the beamsplitter, the light is focused onto the detector. With a motorized blocking mask prior to the beam combination we can block each laser individually. To measure the deadtime, all four possible combinations of blocked/unblocked lasers have to be measured. A linear detector would satisfy

\[ R_{\text{det}}^{532+561} = R_{\text{det}}^{532} + R_{\text{det}}^{561} \]  

(B2)

A measurement with a realistic detector, however, will deviate from this by some residual \( r \):

\[ R_{\text{det}}^{532+561} - R_{\text{det}}^{532} - R_{\text{det}}^{561} = r \]  

(B3)

To gather sufficient statistics, we have repeated each measurement 100 times. A simple direct optimization of the minimization condition

\[ \min \left( \sum_i^N r_i^2 \right) \]  

(B4)
allows us to extract the detector deadtime using Eqn. [B1]. We have also varied the laser powers to measure the deadtime at different photon countrates. The deadtime $\tau$ decreases with increasing countrate $R$ (see main text):

$$\tau(R) = 51.8 \text{ ns} - 3.333 \text{ fs} \times R$$  \hspace{1cm} (B5)

It should be noted that this model is not valid anymore near saturation, where the dependency of the deadtime on the countrate becomes sublinear.

It is worth noting that the detection efficiency (which we have set to 100% for the calculations) in general is wavelength-dependent, leading to an error when using different wavelengths for the deadtime characterization. The deadtime is higher at wavelengths where the detector is more efficient: a photon that is not detected, i.e. a photon that does not trigger an avalanche is also not switching the detector into its dead-state. According to the manufacturer, the detection efficiency at 532 nm is 34%, while at 561 nm it is 32%. The overall error we make by assuming a constant efficiency is therefore rather small.

Appendix C: Monte Carlo simulations of an ideal coherent state source

It is worth noting that the Monte Carlo simulation (see main text) of the parameter $\kappa$ (averaged over the entire sample size) for the coherent state source predicts a deviation from $\kappa = 0$ at low photon rates. This is not a numeric artifact caused by an insufficiently large sample size, but rather an actual systematic deviation that appears for coherent states. Since all $R_i$ are drawn from a normal distribution one might rightfully assume that $\epsilon$ (see Fig. 3(a)) and $\delta$ (see Fig. 3(b)) are also normally distributed. The parameters $\epsilon$ and $\delta$ are not independent from each other: $\epsilon < 0$ is when $|R_{AB} - R_{AC} - R_{BC}|$ is large, however, this implicates that $\delta$ is large as well. In other words, a small (particularly a negative) $\epsilon$ gets divided by a large $\delta$, leading to a positive bias of $\kappa$. This is visualized by the distribution of $\delta$ for the condition $\epsilon < 0$ is smaller (6.345) compared to the mean value of $\delta$ for the condition $\epsilon > 0$ (10.28), as can be seen by the yellow and blue histograms in (c), respectively. This in turn leads to a bias in $\kappa$ when averaging over all simulations.

Appendix D: Characterization of the grating

A custom-made diffractive optical beamsplitter (TS-210-562-Y-A) manufactured by HOLO/OR has been used.
The grating is designed to split a monochromatic beam into three beams without changing any of the incident light characteristics (such as polarization), except for its power and propagation direction. The separation angle is 8.08° and the grating has an anti-reflective coating for 562 nm on both sides. We have characterized the grating transmission efficiency of all orders and compare it to theoretical design values (see Tab. 1): according to the specification provided by the manufacturer, the efficiency into the 0th order is 28.65% and 28.35% into the ±1st order. Experimentally, we found 29.28%, 28.28%, and 29.30% for the 0th and ±1st orders, respectively. We note that the overall transmission is nearly 100%, i.e. the grating is lossless (within the experimental accuracy). However, there the amplitudes of higher orders are non-zero. A polarization-resolved characterization confirmed the polarization insensitivity within about 0.1%. The data presented in Tab. 1 was measured with left-circular polarization, the same polarization that was used in the experiments.

TABLE II. Grating efficiency and uniformity. The overall transmission is close to 100%, but there is a finite transmission into higher orders. The uniformity is the standard deviation of the diffraction orders.

| Order | Theory [%] | Experiment [%] |
|-------|------------|----------------|
| -1    | 28.35      | 28.28          |
| 0     | 28.53      | 29.26          |
| +1    | 28.35      | 29.30          |
| Overall | 85.23    | 86.84          |
| Uniformity | 0.10  | 0.58           |

Appendix E: Fabrication of the phase shifters

For the phase plates we have used borosilicate glass of 180 µm and 1 mm thickness. All substrates have been polished and chemically cleaned prior to the coating runs. Anti-refractive coatings were deposited using a Bühler SyrusPro 1100 via ion-assisted deposition. The surface of the substrates was pre-treated with a gentle Ar-ion plasma at a flow of 11 sccm using 80 V bias-voltage for 100 s. This enhances the surface energy of the interface by cracking bonds of adsorbed hydrogen, thus creating chemically active sites, to which the subsequently deposited material may crosslink [52]. Additionally, the pre-treatment provides a further cleaning effect of the surface. In the next step, we coated the activated surface with a quarter-wave stack of MgF2 from an electron beam gun at a low deposition rate of 0.35 nm/s. The chamber temperature was increased to 300 °C using four ceramic heaters to ensure a monocrystalline MgF2 layer. After the first coating run, the substrates were flipped and the procedure is repeated to also coat the backside. MgF2 was chosen due to its refractive index being in between that of air and borosilicate glass. The quarter-wave thickness for our single-photon wavelength is 307.9 nm. A characterization using a spectrophotometer before and after the coating showed that the reflection losses decreased from 8.39% to 2.69% at 565 nm.

Appendix F: Matrix treatment of the interferometers

Ideally, any interferometer has a visibility of unity. Realistically, however, the splitting ratios might not be mutually equivalent and each path has some loss, which reduces the interference contrast intrinsically. To characterize the coherence of a light source using an interferometer, this intrinsic limit serves as an upper bound the measurement cannot exceed and has to be calculated. An interferometer can be easily calculated using the transfer matrix formalism. The standard Mach-Zehnder interferometer (MZI) contains a beamsplitter with matrix

\[
\text{BS} = \left( \begin{array}{cc}
\sqrt{1-R} & i\sqrt{R} \\
\frac{i\sqrt{R}}{\sqrt{1-R}} & i\sqrt{R}
\end{array} \right)
\]

where R is the reflection coefficient (\(T = 1 - R\)) and a matrix

\[
P = \left( \begin{array}{cc}
L_1 e^{i\phi} & 0 \\
0 & L_2
\end{array} \right)
\]

describing the paths, where \(\phi\) is a phase shift and \(L_{1,2}\) contains all losses of each path, respectively. The total MZI can be described by concatenating the components:

\[
\text{MZI} = \text{BS} \times P \times \text{BS}
\]

The output arms can be calculated by projecting the input multiplied by the MZI matrix. For the input

\[
|\text{in}\rangle = \left( \begin{array}{c}
1 \\
0
\end{array} \right)
\]

this gives the well-known \(\sin^2(\phi)\) interference pattern. This relation also allows us to model our realistic beamsplitter with splitting ratios and losses described in Tab. 1 leading to the theoretical interference visibilities shown in Tab. 1. Note that the MZI is equivalent to the Michelson interferometer in our experiment with the only difference that the phase shifter is passed twice, leading to an effective phase of 2\(\phi\).

For the three-path interferometer the same approach can be used, extended to the third path. The beamsplitter matrix changes to that of a tritter, which can be constructed in general by concatenating three beamsplitters [53]:

\[
\frac{\sqrt{1-R_1}}{\sqrt{1-R_2}} \frac{i\sqrt{R_1}}{\sqrt{1-R_2}} 0 \times \frac{\sqrt{1-R_2}}{\sqrt{1-R_3}} \frac{i\sqrt{R_2}}{\sqrt{1-R_3}} 0 \times \frac{\sqrt{1-R_3}}{\sqrt{1-R_4}} \frac{i\sqrt{R_3}}{\sqrt{1-R_4}} 0
\]
where $R_i$ are internal reflection coefficients. We calculate these coefficients numerically such that they represent our experimentally characterized tritter. The calculation of the three-path interferometer is then analogous to that of the MZI.
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