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A complex q-rung orthopair fuzzy set (CQROFS) is one of the useful tools to handle the uncertainties in the data. The main characteristic of the CQROFS is that it handles the imprecise information in the data using the membership degrees such that the sum of the q-powers of the real parts (also for imaginary parts) of the membership and nonmembership degrees is restricted to the unit interval. Keeping the highlights of this set, in this study, we manifested some new logarithmic operational laws (LOLs) between the pairs of the CQROFSs and investigated their properties. Also, by using these proposed laws, we stated several averaging and geometric operators, namely, logarithmic complex q-rung orthopair fuzzy weighted averaging (LCQROFWA) and logarithmic complex q-rung orthopair fuzzy weighted geometric (LCQROFWG) operators and hence stated their fundamental properties.

Later on, based on the suggested operators, a multiattribute decision-making (MADM) algorithm is acted to solve the decision-making problems. A numerical example has been considered to illustrate the approach and compare their obtained results with several of the existing studies’ results. Finally, the advantages of the suggested algorithms and operators are presented.

1. Introduction

Decision-making procedure is a capable tool to handle awkward and intricate information in daily life issues. In the last few years, numerous scholars have implemented the decision-making technique in the environment of separated areas [1]. In the genuine decision-making process, a significant issue is a way to show the quality worth even more effectively and precisely. Because of the multifaceted nature of decision-making issues and the fuzziness of decision-making conditions, it is not enough to show attribute objects of alternatives by crisp number. To address this, the theory of intuitionistic fuzzy set (IFS) was investigated by Atanassove [2], by including the degree of falsity in the idea of the fuzzy set (FS) which was developed by Zadeh [3]. The rule of IFS is that the sum of both degrees cannot be exceeded from the unit interval, has extensive effectiveness, and is superior to FS to solve the problems. Several scholars have implemented the theory of IFS in numerous areas [4–8]. Later on, the theory of Pythagorean fuzzy set (PFS) was investigated by Yager [9], by using the rule that the sum of the square of both degrees cannot be exceeded by one. Several scholars have implemented the theory of PFS in numerous areas [10–15]. In real-life problems, there may occur some situations where the conditions of PFS are not satisfied. To address such problems, the theory of q-rung orthopair fuzzy set (QROFS) was investigated by Yager [16], with the rule that the sum of the q-power of both degrees is less than one. Several scholars have implemented the theory of QROFS in numerous areas [17–20].
Complex IFS (CIFS) was investigated by Alkouri and Salleh [21], by including the degree of falsity in the idea of complex FS (CIFS) which was developed by Ramot [22]. CIFS contains the degree of truth and falsity in the form of a complex number with a rule that the sum of the real part (also for an imaginary part) of both degrees cannot be exceeded by one, has extensive effectiveness, and is superior to CFS to deal with those issues which cannot be resolved by using CFS theory. Several scholars have implemented the theory of CIFS in numerous areas [23–27]. Recently, the theory of complex PFS (CPFS) was investigated by Ullah et al. [28] under the assumption that the sum of the square of the real part (also for an imaginary part) of both degrees is less than one. This CPFS has extensive effectiveness and is superior to deal with the problem over the CIFS. Several scholars have implemented the theory of CPFS in numerous areas [29, 30]. From the studies, it is observed that the scope of the CPFS is limited under the domain of all those degrees which satisfies the condition that the sum of the squares of the real part (also for an imaginary part) of both degrees cannot be exceeded by one. To get wider scope and range, a concept of complex QROFS (CQROFS) was investigated by Liu et al. [31] with the rule that the sum of the q-power of the real part (also for an imaginary part) of both degrees is less than one. Recently, Garg et al. [32] defined an algorithm for solving the decision-making problems under the complex interval-valued q-rung orthopair uncertain linguistic information.

The above-listed literature is mostly focused on the aggregation operator between the pairs of the different sets and they are linear. However, the existing operation laws and their operators have restricted access and they do not consider the nonlinear nature of the membership functions. With the growing complexity of the decision process in these days, the most challenging question that arises here is how to access the information in a reliable manner from the expert? The second question is how to aggregate the collective information of the expert? To answer the first question, the concept of CQROFS is a useful tool to handle the uncertainties in the data. The main characteristic of the CQROFS is that it handles the imprecise information in the data using the membership degrees such that the sum of the q-powers of the real parts (also for imaginary parts) of the membership and non-membership degrees is restricted to the unit interval in polar coordinates. The amplitude term corresponding to truth and falsity degrees gives the extent of membership and non-membership of an object in a CQROFS with a rule that the sum of the q-powers of both the grades is restricted to the unit interval. The phase terms are novel parameters of the truth and falsity degrees and these are the parameters that distinguish the CQROFS and traditional QROFS theories. To illustrate the significance of the phase term, we give an example. Assume XYZ organization chooses to set up biometric-based participation gadgets (BBPGs) in the entirety of its workplaces spread everywhere in the country. For this, the organization consults a specialist who gives the data concerning (i) demonstrations of BBPGs and (ii) creation dates of BBPGs. The organization needs to choose the most ideal model of BBPGs with its creation date all the while. Here, the issue is two-dimensional, to be specific, the model of BBPGs and the creation date of BBPGs. This kind of issue cannot be displayed precisely utilizing the conventional QROFS hypothesis as the QROFS hypothesis cannot handle both measurements at the same time. The most ideal approach to address the entirety of the data given by the master is by utilizing the CQROFS hypothesis. The sufficiency terms in CQROFS might be utilized to give the organization’s choice regarding the model of BBPGs and the stage terms might be utilized to address the organization’s judgment concerning the creation date of BBPGs.

Next, to address the question of how to aggregate the collective information of the expert, for this, there is always a need to define some more nonlinear and generalized operation laws to perform the aggregation process without any loss of information. By considering the complexity of the decision-making process, either exponential or logarithm operational laws are the best-suited task for aggregation since the exponential and logarithm are inverse to each other. Furthermore, the features of the logarithm function, such as (i) its rate of change which can be represented graphically, (ii) the data value which can be elevated for small inputs, and (iii) representing exponential functions into linear functions, help the decision-maker to understand the information in a more precise manner. Also, the exponential functions are hard to understand, for the general people, thus, using the logarithmic application, simplification can be conducted. In this context, logarithm considers 10 as the base value of the function, and thereby large values can be plotted in the graph papers quite easily. Keeping the advantages of the logarithm function, Garg [14] firstly utilized the principle of logarithm operational laws (LOLs) in the environment of interval-valued Pythagorean fuzzy set and hence presented the LOL-based operator to aggregate the different information during the decision-making process. Also, in [14], the authors have introduced more generalized LOLs in which bases are either crisp or interval-valued. Since their considered work is restricted under the domain of the Pythagorean fuzzy set, there is a need to extend their work to a more generalized CQROFS environment. For this, in this manuscript, we have presented a more generalized base of the logarithmic into PCQ and presented the concept of LOL for the CQROFS. By keeping the advantages of CQROFS which contain the degree of truth and falsity in the form of a complex number belonging to unit disc in a complex plane, the summary of the investigated approaches is discussed as follows:

1. To explore the LOLs and their properties.
2. To investigate the weighted averaging and geometric operators based on logarithmic complex q-rung orthopair fuzzy sets. Some special cases of the presented operators are also discussed in detail.
3. A multiattribute decision-making (MADM) technique is developed based on the proposed operators and illustrates it with some numerical examples.
4. The advantages, comparative analysis, and graphical expressions of the discovered theory are also discussed.
The rest of the work is organized as follows. In Section 2, we recall the idea of CQROFSs and their laws. In Section 3, we developed the theory of LOLs based on CQROFS and its properties. In Section 4, some new weighted averaging and geometric operators based on the LOLs are defined and illustrated with some numerical examples. Finally, to improve the quality of the explored approaches, comparative analysis, advantages, and graphical representations are also demonstrated. The conclusion of this manuscript is discussed in Section 6.

2. Preliminaries

The purpose of this section is to recall some fundamental laws such as CQROFSs and their operational laws.

**Definition 1** (see [31]). A CQROFS \( C_{CQ} \) is demonstrated by

\[
C_{CQ} = \left\{ m_{CQ}(x), n_{CQ}(x) \right\}, \quad x \in [\bar{x}, \underline{x}],
\]

(1)

where \( m_{CQ}(x) = m_{sp}(x) e^{i2\pi (m_{sp}(x))} \) and \( n_{CQ}(x) = n_{sp}(x) e^{i2\pi (n_{sp}(x))} \) show the degree of agreement and the degree of disagreeing with \( 0 \leq m_{CQ}(x) + n_{CQ}(x) \leq 1 \) and \( 0 \leq \frac{m_{CQ}(x)}{n_{CQ}(x)} \leq 1 \), \( q_{CQ} \geq 1 \). Moreover, the term

\[
\mathcal{J}_{CQ}(x) = \mathcal{J}_{sp}(x) e^{i2\pi (\mathcal{J}_{sp}(x))}
\]

expresses the degree of indeterminacy. Throughout this manuscript, the complex \( q \)-rung orthopair fuzzy numbers (CQROFNs) are shown by \( C_{CQ} = (m_{sp}, n_{sp}, \mathcal{J}_{sp}) \), \( m_{sp}, n_{sp} \in \mathbb{C} \). Additionally, by using \( C_{CQ} = (m_{sp}, n_{sp}, \mathcal{J}_{sp}) \), we define the score and accuracy values such that

\[
\mathcal{S}_{CQ}(C_{CQ}) = \frac{1}{2} (m_{sp} + m_{sp} - 2n_{sp} - 2n_{sp}) \quad \mathcal{S}_{CQ}(C_{CQ}) \in [-1, 1],
\]

(3)

\[
\mathcal{H}_{CQ}(C_{CQ}) = \frac{1}{2} (m_{sp} + m_{sp} + 2n_{sp} + 2n_{sp}) \quad \mathcal{H}_{CQ}(C_{CQ}) \in [0, 1].
\]

(4)

To find the relationships between any number two CQROFNs \( C_{CQ-1} \) and \( C_{CQ-2} \), we use the following rules:

1. If \( \mathcal{S}_{CQ}(C_{CQ-1}) > \mathcal{S}_{CQ}(C_{CQ-2}) \Rightarrow C_{CQ-1} > C_{CQ-2} \)
2. If \( \mathcal{S}_{CQ}(C_{CQ-1}) < \mathcal{S}_{CQ}(C_{CQ-2}) \Rightarrow C_{CQ-1} < C_{CQ-2} \)
3. If \( \mathcal{S}_{CQ}(C_{CQ-1}) = \mathcal{S}_{CQ}(C_{CQ-2}) \Rightarrow C_{CQ-1} = C_{CQ-2} \)

1. If \( \mathcal{S}_{CQ}(C_{CQ-1}) > \mathcal{S}_{CQ}(C_{CQ-2}) \Rightarrow C_{CQ-1} > C_{CQ-2} \)

\[
2. \quad \mathcal{S}_{CQ}(C_{CQ-1}) < \mathcal{S}_{CQ}(C_{CQ-2}) \Rightarrow C_{CQ-1} < C_{CQ-2}
\]

**Definition 2** (see [31]). Based on \( C_{CQ-1} = (m_{sp-1}, n_{sp-1}, \mathcal{J}_{sp-1}) \) and \( C_{CQ-2} = (m_{sp-2}, n_{sp-2}, \mathcal{J}_{sp-2}) \), \( k > 0 \) is a real number; then, we discuss the following laws:

\[
C_{CQ-1} \oplus C_{CQ-2} = \left( \frac{m_{sp-1} + m_{sp-2} - m_{sp-1} - m_{sp-2}}{\mathcal{J}_{sp-1} + \mathcal{J}_{sp-2}} \right)^{1/2} \left( \frac{m_{sp-1} + m_{sp-2} - m_{sp-1} - m_{sp-2}}{\mathcal{J}_{sp-1} + \mathcal{J}_{sp-2}} \right)^{1/2} e^{i2\pi \left( \frac{m_{sp-1} + m_{sp-2} - m_{sp-1} - m_{sp-2}}{\mathcal{J}_{sp-1} + \mathcal{J}_{sp-2}} \right)}
\]

(5)

\[
kC_{CQ-1} = \left( 1 - \left( 1 - m_{sp-1}^k \right)^{1/2} \right)^{1/2} \left( 1 - \left( 1 - m_{sp-1}^k \right)^{1/2} \right)^{1/2} e^{i2\pi \left( \frac{1 - m_{sp-1}^k}{1 - m_{sp-1}^k} \right)}
\]
Liu et al. [31] discovered the theory of aggregation operators based on CQROFSs, which are discussed below.

\[
\mathbf{c}_{CQ-1}^{k} = \left( y_{g}^{k} e^{i2\pi(k-1)_{g}}, \left( 1 - \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{k} \right) e^{i2\pi \left( 1 - \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{k} \right)} \right),
\]

\[
\rho_{CQ} \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{1/k} e^{i2\pi \left( 1 - \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{k} \right)}
\]

if \( k \in (0, 1) \),

\[
\rho_{CQ} \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{1/k} e^{i2\pi \left( 1 - \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{k} \right)}
\]

if \( k \geq 1 \).

Definition 3 (see [31]). For any family of CQROFNs \( \mathbf{g}_{CQ-1} = (y_{g}^{1}, y_{g}^{2}, e^{i2\pi(k-1)_{g}}, y_{g}^{k} e^{i2\pi(k-1)_{g}}) \), \( \ell = 1, 2, \ldots, n \), the complex q-rung orthopair fuzzy weighted averaging (CQROFWA) operators is demonstrated by

\[
\text{CQROFWA}(\mathbf{g}_{CQ-1}, \mathbf{g}_{CQ-2}, \ldots, \mathbf{g}_{CQ-n}) = \left( 1 - \prod_{\ell=1}^{n} \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{w_{\ell} e^{i\varphi_{\ell}}} \right)^{1/k} e^{i2\pi \left( 1 - \prod_{\ell=1}^{n} \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{w_{\ell} e^{i\varphi_{\ell}}} \right)}.
\]

And the complex q-rung orthopair fuzzy ordered weighted averaging (CQROFOWA) operators is demonstrated by

\[
\text{CQROFOWA}(\mathbf{g}_{CQ-1}, \mathbf{g}_{CQ-2}, \ldots, \mathbf{g}_{CQ-n}) = \left( 1 - \prod_{\ell=1}^{n} \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{w_{\ell} e^{i\varphi_{\ell}}} \right)^{1/k} e^{i2\pi \left( 1 - \prod_{\ell=1}^{n} \left( 1 - y_{g}^{k} e^{i2\pi(k-1)_{g}} \right)^{w_{\ell} e^{i\varphi_{\ell}}} \right)}.
\]

3. Logarithmic Operational Laws and Their Based Aggregation Operators of CQROFSs

The purpose of this study is to present new operations laws named as logarithm operations laws (LOLS) for the pairs of the CQROFNs. Based on these laws, we explore the ideas of aggregation operators for CQROFNs. Suppose \( \mathbf{g}_{CQ} \) and \( \rho_{CQ} \) express the CQROFN and real number, where \( \log_{\rho_{CQ}} 0 \) and \( \log_{\rho_{CQ}} x \) is not investigated in positive numbers. We suppose that CQROFN \( \mathbf{g}_{CQ} = (y_{g}^{1}, y_{g}^{2}, e^{i2\pi(k-1)_{g}}, y_{g}^{k} e^{i2\pi(k-1)_{g}}) \neq 0 = (0e^{i2\pi(0)}, 0e^{i2\pi(0)}) \) and \( \rho_{CQ} \neq 1 \) in all manuscripts.

Definition 4 For any family of CQROFNs \( \mathbf{g}_{CQ} = (y_{g}^{1}, y_{g}^{2}, e^{i2\pi(k-1)_{g}}, y_{g}^{k} e^{i2\pi(k-1)_{g}}) \), then the LOL for CQROFN is demonstrated by
From equation (8), it is clear that it is CQROFS with rules such that $0 \leq \mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q} + \mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q} \leq 1$ and $0 \leq \mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q} + \mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q} \leq 1$. For the real part of truth degree, if $0 < \rho_{\mathfrak{K}_Q} \leq \min \{\mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q}, (1 - \mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q})^{1/q_{\mathfrak{K}_Q}}\} \leq 1$ and $\rho_{\mathfrak{K}_Q} \neq 1$ and also for imaginary part, if $0 < \rho_{\mathfrak{K}_Q} \leq \min \{\mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q}, (1 - \mathfrak{m}_{\mathfrak{E}_p}^{\mathfrak{K}_Q})^{1/q_{\mathfrak{K}_Q}}\} \leq 1$ and $\rho_{\mathfrak{K}_Q} \neq 1$; then, equation (8) is a CQROFS.

**Definition 5.** For any family of CQROFNs $\mathfrak{C}_{\mathfrak{K}_Q} \equiv \left(\mathfrak{m}_{\mathfrak{E}_p} \mathcal{C}_{\mathfrak{K}_Q}^{1/2\pi(\mathfrak{m}_{\mathfrak{E}_p})}, \mathfrak{m}_{\mathfrak{E}_p} \mathcal{C}_{\mathfrak{K}_Q}^{1/2\pi(\mathfrak{m}_{\mathfrak{E}_p})}\right)$, the logarithmic complex q-rung orthopair fuzzy (LCQROF) operator is demonstrated by

\[
\log_{\mathfrak{K}_Q} \mathfrak{C}_{\mathfrak{K}_Q} = \left\{ \begin{array}{ll}
\left(1 - \left(\log_{\mathfrak{K}_Q} \mathfrak{m}_{\mathfrak{E}_p}\right)^{q_{\mathfrak{K}_Q}}\right)^{1/q_{\mathfrak{K}_Q}} e^{i\pi \left(1 - \left(\log_{\mathfrak{K}_Q} \mathfrak{m}_{\mathfrak{E}_p}\right)^{1/q_{\mathfrak{K}_Q}}\right)}, \\
\rho_{\mathfrak{K}_Q} \leq 1
\end{array} \right.
\]

where $\log_{\mathfrak{K}_Q} = 0$ and $\rho_{\mathfrak{K}_Q} \neq 1$.

**Theorem 1.** For any family of CQROFNs $\mathfrak{C}_{\mathfrak{K}_Q} = \left(\mathfrak{m}_{\mathfrak{E}_p} \mathcal{C}_{\mathfrak{K}_Q}^{1/2\pi(\mathfrak{m}_{\mathfrak{E}_p})}, \mathfrak{m}_{\mathfrak{E}_p} \mathcal{C}_{\mathfrak{K}_Q}^{1/2\pi(\mathfrak{m}_{\mathfrak{E}_p})}\right)$, the logarithmic complex q-rung orthopair fuzzy (LCQROF) operator is also CQROFN.
(1) For the real part of the truth degree, if 
\( 0 < \rho_{CQ} \leq \min \{ \mathcal{M}_{\theta_{CQ}}(1 - \mathcal{N}_{\theta_{CQ}}) \} ^{1/q_{CQ}} \leq 1 \) and 
\( \rho_{CQ} \neq 1 \), then \( \log_{\rho_{CQ}} \mathcal{C}_{CQ} \) is decreasing based on \( \rho_{CQ} \); therefore,
\[
0 \leq \log_{\rho_{CQ}} \mathcal{M}_{\theta_{CQ}}, \log_{\rho_{CQ}} (1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}} \leq 1; \quad \text{then},
0 \leq (1 - (\log_{\rho_{CQ}} \mathcal{M}_{\theta_{CQ}}) ^{q_{CQ}}) ^{1/q_{CQ}} \leq 1 \quad \text{and} \quad 0 \leq (\log_{\rho_{CQ}} (1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}}) ^{1/q_{CQ}} \leq 1. \quad \text{For the imaginary part of truth degree, if} \ 0 < \rho_{CQ} \leq \min \{ \mathcal{M}_{\theta_{CQ}}(1 - \mathcal{N}_{\theta_{CQ}}) \} ^{1/q_{CQ}} \leq 1 \quad \text{and} \quad \rho_{CQ} \neq 1, \quad \text{then}
\log_{\rho_{CQ}} \mathcal{C}_{CQ} \text{ is decreasing based on } \rho_{CQ}; \text{ therefore,}
0 \leq \log_{\rho_{CQ}} \mathcal{M}_{\theta_{CQ}}, \log_{\rho_{CQ}} (1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}} \leq 1; \quad \text{then,}
0 \leq (1 - (\log_{\rho_{CQ}} \mathcal{M}_{\theta_{CQ}}) ^{q_{CQ}}) ^{1/q_{CQ}} \leq 1 \quad \text{and} \quad 0 \leq (\log_{\rho_{CQ}} (1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}}) ^{1/q_{CQ}} \leq 1. \quad \text{Hence, } \log_{\rho_{CQ}} \mathcal{C}_{CQ} \text{ is CQROFN.}
(2) If \( \rho_{CQ} > 1 \) and \( 0 < (1/\rho_{CQ}) < 1 \) and 
\( (1/\rho_{CQ}) \leq \min \{ \mathcal{M}_{\theta_{CQ}}(1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}} \} \leq 1 \) and 
\( (1/\rho_{CQ}) \leq \min \{ \mathcal{M}_{\theta_{CQ}}(1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}} \} \leq 1 \), therefore 
\( \log_{\rho_{CQ}} \mathcal{C}_{CQ} \) is CQROFN.

We discussed the above two cases with the help of numerical example which is discussed below.

By using the value of \( \rho_{CQ} \in (0, 1) \), we investigate some properties based on LCQROFN for \( \rho_{CQ} > 1 \); we get the following results.

**Theorem 2.** For any family of CQROFNs 
\( \mathcal{C}_{CQ} = (\mathcal{M}_{\theta_{CQ}}^{	heta_{CQ}}(\mathcal{M}_{\theta_{CQ}}, 1 - \mathcal{N}_{\theta_{CQ}}) \cdot e^{2\pi i/q_{CQ}}(\mathcal{N}_{\theta_{CQ}})) \), if \( 0 < \rho_{CQ} \leq \min \{ \mathcal{M}_{\theta_{CQ}}(1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}} \} \leq 1 \), then
\( 0 < \rho_{CQ} \leq \min \{ \mathcal{M}_{\theta_{CQ}}(1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}} \} \leq 1 \) and \( \rho_{CQ} \neq 1, \) then 
\( (1/\rho_{CQ}) \leq \min \{ \mathcal{M}_{\theta_{CQ}}(1 - \mathcal{N}_{\theta_{CQ}}) ^{1/q_{CQ}} \} \leq 1 \), therefore 
\( \log_{\rho_{CQ}} \mathcal{C}_{CQ} \) is CQROFN.

**Proof.**

(1) By using Definition 2 and Theorem 2, we obtain
(2) By using Definition 2 and Theorem 2, we obtain

\[
\log_{\rho_{CQ}} C_{CQ} = \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) e^{2\pi i \left( \log_{\rho_{CQ}} C_{CQ} - 1 \right)}.
\]

\[
= \left( 1 - \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) \right)^{1/\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) \right)}.
\]

\[
= \left( \mathcal{M}_{\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \right)}, \mathcal{N}_{\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \right)} \right) = C_{CQ}.
\]

\[\square\]

**Theorem 3.** For any family of CQROFNs \( C_{CQ} = (\mathcal{M}_{\rho_{CQ}}, \mathcal{N}_{\rho_{CQ}}) \), if \( 0 < \rho_{CQ} \leq \min \{ \mathcal{M}_{\rho_{CQ}}, 1 - \mathcal{M}_{\rho_{CQ}} \} \), then

\[
\log_{\rho_{CQ}} C_{CQ} = \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) e^{2\pi i \left( \log_{\rho_{CQ}} C_{CQ} - 1 \right)}.
\]

\[
= \left( 1 - \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) \right)^{1/\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) \right)}.
\]

\[
= \left( \mathcal{M}_{\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \right)}, \mathcal{N}_{\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \right)} \right) = C_{CQ}.
\]

\[\square\]

**Proof.** Omitted.

**Theorem 4.** For any family of CQROFNs \( C_{CQ} = (\mathcal{M}_{\rho_{CQ}}, \mathcal{N}_{\rho_{CQ}}) \), if \( 0 < \rho_{CQ} \leq \min \mathcal{M}_{\rho_{CQ}}, 1 - \mathcal{M}_{\rho_{CQ}} \} \), then

\[
\log_{\rho_{CQ}} C_{CQ} = \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) e^{2\pi i \left( \log_{\rho_{CQ}} C_{CQ} - 1 \right)}.
\]

\[
= \left( 1 - \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) \right)^{1/\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \left( \frac{1 - \rho_{CQ}^{C_{CQ}}}{\rho_{CQ}} \right) \right)}.
\]

\[
= \left( \mathcal{M}_{\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \right)}, \mathcal{N}_{\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \right)} \right) = C_{CQ}.
\]

\[\square\]

**Proof.** By using \( C_{CQ} = (\mathcal{M}_{\rho_{CQ}}, \mathcal{N}_{\rho_{CQ}} e^{2\pi i \left( \log_{\rho_{CQ}} \right)}) \), if \( i = 1, 2 \), with Definition 2, we obtain
\[
\log_{\rho_{CQ}} C_{Q-1} = \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-1}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}} e^{\log_{\rho_{CQ}} \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-1}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}}},
\]

\[
\log_{\rho_{CQ}} C_{Q-2} = \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-2}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}} e^{\log_{\rho_{CQ}} \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-2}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}}},
\]

By combining the above with the help of Definition 2, we obtain

\[
\log_{\rho_{CQ}} C_{Q-1} \otimes \log_{\rho_{CQ}} C_{Q-2} = \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-1}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}} e^{\log_{\rho_{CQ}} \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-1}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}}},
\]

(1) For $\mathcal{L} > 0$, we obtain

\[
\mathcal{L}(\log_{\rho_{CQ}} C_{Q-1} \otimes \log_{\rho_{CQ}} C_{Q-2}) = \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-1}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}} e^{\log_{\rho_{CQ}} \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{Q_{ap-1}} \right)^{q_{CQ}} \right)^{1/\log_{CQ}}},
\]

(12)
(2) For $\mathcal{L} > 0$, we obtain

\[
\left( \log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1} \otimes \log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-2} \right)^{\psi} = \left\{ \begin{array}{l}
\left( \left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \mathcal{M}_{e_{\mathcal{Q}}}^{p\mathcal{Q}}}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{\psi_{1} \otimes \psi_{2}} e \left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \mathcal{M}_{e_{\mathcal{Q}}}^{p\mathcal{Q}}}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{1/\psi_{p\mathcal{Q}}} \right) \\
\left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \left( 1 - \mathcal{R}_{p\mathcal{Q}}^{q\mathcal{Q}} \mathcal{C}_{\mathcal{Q}-1} \right)}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{\psi_{1} \otimes \psi_{2}} e \left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \left( 1 - \mathcal{R}_{p\mathcal{Q}}^{q\mathcal{Q}} \mathcal{C}_{\mathcal{Q}-1} \right)}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{1/\psi_{p\mathcal{Q}}} \\
\end{array} \right\} \]

(15)

(3) For $\mathcal{L}_{1}, \mathcal{L}_{2} > 0$, we obtain

\[
\mathcal{L}_{1} \log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1} \oplus \mathcal{L}_{2} \log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1} = \left\{ \begin{array}{l}
\left( \left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \mathcal{M}_{e_{\mathcal{Q}}}^{p\mathcal{Q}}}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{\psi_{1} \otimes \psi_{2}} e \left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \mathcal{M}_{e_{\mathcal{Q}}}^{p\mathcal{Q}}}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{1/\psi_{p\mathcal{Q}}} \right) \\
\left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \left( 1 - \mathcal{R}_{p\mathcal{Q}}^{q\mathcal{Q}} \mathcal{C}_{\mathcal{Q}-1} \right)}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{\psi_{1} \otimes \psi_{2}} e \left( 1 - \left( \frac{\log_{\psi_{p\mathcal{Q}}} \left( 1 - \mathcal{R}_{p\mathcal{Q}}^{q\mathcal{Q}} \mathcal{C}_{\mathcal{Q}-1} \right)}{\log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}} \right)^{1/\psi_{p\mathcal{Q}}} \right)^{1/\psi_{p\mathcal{Q}}} \\
\end{array} \right\} \]

(16)

\[
= \left( \mathcal{L}_{1} \mathcal{L}_{2} \right) \log_{\psi_{p\mathcal{Q}}} \mathcal{C}_{\mathcal{Q}-1}.
\]
(4) For $\varepsilon_1, \varepsilon_2 > 0$, we obtain

\[
\left( \log_{\rho_{CQ}} \mathcal{C}_{CQ-1} \right)^{\varepsilon_1} \otimes \left( \log_{\rho_{CQ}} \mathcal{C}_{CQ-1} \right)^{\varepsilon_2} = \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{R_{P-1}}^{q_{CQ}} \right)^{\frac{1}{q_{CQ}}} \right)^{\varepsilon_1} \otimes \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{R_{P-1}}^{q_{CQ}} \right)^{\frac{1}{q_{CQ}}} \right)^{\varepsilon_2},
\]

and then

\[
\left( \log_{\rho_{CQ}} \mathcal{C}_{CQ-1} \right)^{\varepsilon_1} \otimes \left( \log_{\rho_{CQ}} \mathcal{C}_{CQ-1} \right)^{\varepsilon_2} = \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{R_{P-1}}^{q_{CQ}} \right)^{\frac{1}{q_{CQ}}} \right)^{\varepsilon_1} \otimes \left( 1 - \left( \log_{\rho_{CQ}} \mathcal{M}_{R_{P-1}}^{q_{CQ}} \right)^{\frac{1}{q_{CQ}}} \right)^{\varepsilon_2},
\]
Theorem 6. For any family of CQROFNs $\mathbf{C}_{\mathbf{CQ}} = \{\mathbf{M}_{\mathbf{CQ}}^{e^{2\pi(\mathbf{k}_{\odot}(\mathbf{e}_{\mathbf{CQ}^{-1}}))}}, \mathbf{M}_{\mathbf{CQ}}^{e^{2\pi(\mathbf{e}_{\mathbf{CQ}^{-1}}))}}\}, i = 1, 2$, if $0 < \rho_{\mathbf{CQ}^{-1}} \leq \rho_{\mathbf{CQ}^{-2}} \leq \min_{\mathbf{u}} \{\mathbf{M}_{\mathbf{CQ}}^{e^{2\pi(\mathbf{e}_{\mathbf{CQ}^{-1}}))}}, \mathbf{M}_{\mathbf{CQ}}^{e^{2\pi(\mathbf{e}_{\mathbf{CQ}^{-1}}))}}\}$, $0 < \rho_{\mathbf{CQ}^{-1}} \leq \rho_{\mathbf{CQ}^{-2}} \leq \min_{\mathbf{u}} \{\mathbf{M}_{\mathbf{CQ}}^{e^{2\pi(\mathbf{e}_{\mathbf{CQ}^{-1}}))}}, \mathbf{M}_{\mathbf{CQ}}^{e^{2\pi(\mathbf{e}_{\mathbf{CQ}^{-1}}))}}\}$, and $\rho_{\mathbf{CQ}^{-1}}, \rho_{\mathbf{CQ}^{-2}} \neq 1$, then $\log_{\mathbf{CQ}}^{\rho_{\mathbf{CQ}^{-1}}} \mathbf{C}_{\mathbf{CQ}} \leq \log_{\mathbf{CQ}}^{\rho_{\mathbf{CQ}^{-2}}} \mathbf{C}_{\mathbf{CQ}}$ for $0 < (1/\rho_{\mathbf{CQ}^{-1}}) \leq (1/\rho_{\mathbf{CQ}^{-2}})$. 

Proof. By using Definition 2, we obtain
Complexity

4. Complex q-Rung Orthopair Fuzzy Aggregation Operators by Using LOls

By using the novel of LOls, the theory of LCQROFA and LCQROFWG operators is investigated. Let the family of CQROFSs be denoted by $\Xi$.

Definition 6. For any family of CQROFNs $\mathcal{E}_{CQ} = (\mathcal{E}_{SP}^{CQ}, \mathcal{E}_{RP}^{CQ}, \mathcal{E}_{i}^{CQ}, i = 1, 2, \ldots, n)$, if $0 < \rho_{CQ} \leq \min_i \{\mathcal{E}_{SP}^{CQ}, (1 - \mathcal{E}_{RP}^{CQ})^{1/\rho_{CQ}}\} \leq 1$, then the LCQROFWA operators are demonstrated by LCQROFWA: $\Xi^w \rightarrow \Xi$, by

$$\text{LCQROFWA}(\mathcal{E}_{CQ-1}, \mathcal{E}_{CQ-2}, \ldots, \mathcal{E}_{CQ-n}) = \begin{cases} 0 < \rho_{CQ} \leq \min_i \{\mathcal{E}_{SP}^{CQ}, (1 - \mathcal{E}_{RP}^{CQ})^{1/\rho_{CQ}}\} \leq 1, \quad \rho_{CQ} \neq 1, \\ 0 < \rho_{CQ} \leq \min_i \{\mathcal{E}_{SP}^{CQ}, (1 - \mathcal{E}_{RP}^{CQ})^{1/\rho_{CQ}}\} \leq 1, \quad \rho_{CQ} = 1. \end{cases}$$

(21)

where LCQROFWA is a logarithmic CQROFWA operator with weight vector $\Psi_{WV} = (\Psi_{WV-1}, \Psi_{WV-2}, \ldots, \Psi_{WV-n})^T$ and $\sum_{i=1}^{n} \Psi_{WV-i} = 1$. Theorem 8. For any family of CQROFNs, $\mathcal{E}_{CQ} = (\mathcal{E}_{SP}^{CQ}, \mathcal{E}_{RP}^{CQ}, \mathcal{E}_{i}^{CQ}, i = 1, 2, \ldots, n)$, and by using equation (21), we obtain

$$\begin{align*}
\text{LCQROFWA}(\mathcal{E}_{CQ-1}, \mathcal{E}_{CQ-2}, \ldots, \mathcal{E}_{CQ-n}) &= e^{2\pi \left(1 - \prod_{t=1}^{n} \left(\log_{\mathcal{E}_{SP}^{CQ}} \mathcal{E}_{i}^{CQ} \right)^{1/\rho_{CQ}}\right)} \\
&= e^{2\pi \left(1 - \prod_{t=1}^{n} \left(\log_{\mathcal{E}_{SP}^{CQ}} \mathcal{E}_{i}^{CQ} \right)^{1/\rho_{CQ}}\right)} \\
&= e^{2\pi \left(1 - \prod_{t=1}^{n} \left(\log_{\mathcal{E}_{SP}^{CQ}} \mathcal{E}_{i}^{CQ} \right)^{1/\rho_{CQ}}\right)}.
\end{align*}$$

(22)
Proof. By employing the mathematical induction (MI), we resolved equation (22) for $\bar{n}$ for $0 < p_{CQ-i} \leq \min_i \left\{ 1 - \rho_{CQ-i}^{1/q_{CQ-i}}, (1 - \rho_{CQ-i}^{1/q_{CQ-i}})^{1/q_{CQ-i}} \right\}$ and $0 < p_{CQ-i} \leq \min_i \left\{ 1, \rho_{CQ-i} \neq 1 \right\}$ based on $C_{CQ-i} = \left( \rho_{CQ-i} e^{\frac{2\pi i}{q_{CQ-i}}} \right)^{\min_i (1 - \rho_{CQ-i}^{1/q_{CQ-i}})}$, $i = 1, 2, \ldots, \bar{n}$, with rules $0 \leq \mu_{p_{CQ-i}}^{1/q_{CQ-i}}(x) + \mu_{p_{CQ-i}}^{1/q_{CQ-i}}(x) \leq 1$ and $0 \leq \mu_{p_{CQ-i}}^{1/q_{CQ-i}}(x) + \mu_{p_{CQ-i}}^{1/q_{CQ-i}}(x) \leq 1, q_{CQ} \geq 1$. The following are the cases.

Case 1. For $\bar{n} = 2$, we obtain

$$\text{LCQROFWA}(\mathcal{C}_{CQ-1}, \mathcal{C}_{CQ-2}) = \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{C}_{CQ-1} + \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{C}_{CQ-2}$$

$$= \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} e^{2\pi i} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}}$$

$$\oplus \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} e^{2\pi i} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}}$$

$$= \left( \prod_{i=1}^{2} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} e^{2\pi i} \left( \prod_{i=1}^{2} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} \right)^{1/q_{CQ-x}} \right)$$

Case 2. Result holds for $\bar{n} = \ell$; now for $\bar{n} = \ell + 1$, we obtain

$$\text{LCQROFWA}(\mathcal{C}_{CQ-1}, \mathcal{C}_{CQ-2}, \ldots, \mathcal{C}_{CQ-\ell+1}) = \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{C}_{CQ-x} \cdot \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{C}_{CQ-x}$$

$$= \left( \prod_{i=1}^{\ell} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} e^{2\pi i} \left( \prod_{i=1}^{\ell} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} \right)^{1/q_{CQ-x}} \right)$$

$$\oplus \left( \prod_{i=1}^{\ell} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} e^{2\pi i} \left( \prod_{i=1}^{\ell} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} \right)^{1/q_{CQ-x}} \right)$$

$$= \left( \prod_{i=1}^{\ell+1} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} e^{2\pi i} \left( \prod_{i=1}^{\ell+1} \left( 1 - \left( \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right) \psi_{WV-x} \log_{\gamma_{CQ-x}} \mathcal{M}_{CQ-x} \right)^{1/q_{CQ-x}} \right)^{1/q_{CQ-x}} \right)$$
For any family of CQROFNs $C_{\text{QROFN}}$ based on $C_{\text{Q}}$, $C_{\text{Q}} \neq 1$, and $\rho_{\text{CQ}} \neq 1$, we have

\begin{align*}
\text{LCQROFWA}(C_{\text{Q}1}, C_{\text{Q}2}, \ldots, C_{\text{Q}_n}) &= \left(1 - \prod_{i=1}^{n} \left(\log \left(1 - \Psi_{\text{w}v_{i}}^{\text{Q}} \Psi_{\text{w}v_{i}}^{\text{Q}}\right) \frac{1}{q_{\text{CQ}}}ight)\right)^{1/q_{\text{CQ}}} e^{\frac{1}{q_{\text{CQ}}}} \
&\quad \times \left(1 - \prod_{i=1}^{n} \left(\log \left(1 - \Psi_{\text{w}v_{i}}^{\text{Q}} \Psi_{\text{w}v_{i}}^{\text{Q}}\right) C_{\text{Q}}\right)\right)\frac{1}{q_{\text{CQ}}},
\end{align*}

(25)

The aggregated value is again CQROFN.

\begin{align*}
\text{LCQROFWA}(C_{\text{Q}1}, C_{\text{Q}2}, \ldots, C_{\text{Q}_n}) &= \left(1 - \prod_{i=1}^{n} \left(\log \left(1 - \Psi_{\text{w}v_{i}}^{\text{Q}} \Psi_{\text{w}v_{i}}^{\text{Q}}\right) \frac{1}{q_{\text{CQ}}}ight)\right)^{1/q_{\text{CQ}}} e^{\frac{1}{q_{\text{CQ}}}} \
&\quad \times \left(1 - \prod_{i=1}^{n} \left(\log \left(1 - \Psi_{\text{w}v_{i}}^{\text{Q}} \Psi_{\text{w}v_{i}}^{\text{Q}}\right) C_{\text{Q}}\right)\right)\frac{1}{q_{\text{CQ}}},
\end{align*}

(26)

Property 1. For any family of CQROFNs $C_{\text{Q}} = C_{\text{Q}i}, i = 1, 2, \ldots, n$, we have

\begin{align*}
\text{LCQROFWA}(C_{\text{Q}1}, C_{\text{Q}2}, \ldots, C_{\text{Q}_n}) &= \log_{q_{\text{CQ}}} C_{\text{Q}}.
\end{align*}

(27)
Proof. We know that $\mathbf{C}_{CQ-i} = (\mathfrak{M}_{\mathfrak{e}_{i,j}}, e^{i2\pi(\mathfrak{R}_{e,j-1})})$, $\mathfrak{N}_{\mathfrak{g}_{i,j}}, e^{i2\pi(\mathfrak{R}_{g,j-1})}$ with $\mathbf{C}_{CQ} = \mathbf{C}_{CQ-i}, i = 1, 2, \ldots, \tilde{n}$, then

\[
\text{LCQROFWA}(\mathbf{C}_{CQ-1}, \mathbf{C}_{CQ-2}, \ldots, \mathbf{C}_{CQ-\tilde{n}})
= \left(1 - \prod_{i=1}^{\tilde{n}} \left(1 - \log_{p_i} \mathfrak{N}_{\mathfrak{e}_{i,j}} \right) \right)^{\frac{1}{p_i}} \text{e}^{i2\pi \left(1 - \prod_{i=1}^{\tilde{n}} \left(1 - \log_{p_i} \mathfrak{N}_{\mathfrak{e}_{i,j-1}} \right) \right)^{\frac{1}{p_i}}}
= \left(1 - \prod_{i=1}^{\tilde{n}} \left(1 - \log_{p_i} \mathfrak{N}_{\mathfrak{e}_{i,j}} \right) \right)^{\frac{1}{p_i}} \text{e}^{i2\pi \left(1 - \prod_{i=1}^{\tilde{n}} \left(1 - \log_{p_i} \mathfrak{N}_{\mathfrak{e}_{i,j-1}} \right) \right)^{\frac{1}{p_i}}}
= \left(1 - \prod_{i=1}^{\tilde{n}} \left(1 - \log_{p_i} \mathfrak{N}_{\mathfrak{e}_{i,j}} \right) \right)^{\frac{1}{p_i}} \text{e}^{i2\pi \left(1 - \prod_{i=1}^{\tilde{n}} \left(1 - \log_{p_i} \mathfrak{N}_{\mathfrak{e}_{i,j-1}} \right) \right)^{\frac{1}{p_i}}}
= \log_{p_i} \mathbf{C}_{CQ}.
\]

Property 2. For any family of CQROFs $\mathbf{C}_{\mathfrak{g}_{i,j}}, e^{i2\pi(\mathfrak{R}_{e,j-1})}$, $\mathfrak{N}_{\mathfrak{g}_{i,j}}, e^{i2\pi(\mathfrak{R}_{g,j-1})}$, $i = 1, 2, \ldots, \tilde{n}$, with $\mathbf{C}_{CQ} = (\prod_{i=1}^{\tilde{n}} \min \{\mathfrak{M}_{\mathfrak{e}_{i,j}}, \mathfrak{N}_{\mathfrak{e}_{i,j}}\}, \prod_{i=1}^{\tilde{n}} \max \{\mathfrak{M}_{\mathfrak{e}_{i,j}}, \mathfrak{N}_{\mathfrak{e}_{i,j}}\})$, we have

\[
\mathbf{C}_{CQ} = \prod_{i=1}^{\tilde{n}} \min \{\mathfrak{M}_{\mathfrak{g}_{i,j}}, \mathfrak{N}_{\mathfrak{g}_{i,j}}\}, \prod_{i=1}^{\tilde{n}} \max \{\mathfrak{M}_{\mathfrak{g}_{i,j}}, \mathfrak{N}_{\mathfrak{g}_{i,j}}\}.
\]
\[
\log_{\rho_{\text{CQ}}} C_{\text{CQ}} \leq \text{LCQROFWA}(C_{\text{CQ}-1}, C_{\text{CQ}-2}, \ldots, C_{\text{CQ}-n})
\]
\[
\leq \log_{\rho_{\text{CQ}}} C_{\text{CQ}}^+.
\] (29)

**Proof.** It is clear that \(\min_i \{M_{\frac{CQ}{\rho_{\text{CQ}}}}\} \leq \mathcal{R}_{\text{IP}-i} \leq \max_i \{M_{\frac{CQ}{\rho_{\text{CQ}}}}\}\), \(\min_i \{M_{\frac{CQ}{\rho_{\text{CQ}}}}\} \leq \mathcal{R}_{\text{IP}-i} \leq \max_i \{M_{\frac{CQ}{\rho_{\text{CQ}}}}\}\), \(\min_i \{\mathcal{R}_{\text{IP}-i}\} \leq \mathcal{R}_{\text{IP}-i} \leq \max_i \{\mathcal{R}_{\text{IP}-i}\}\), and \(\min_i \{\mathcal{R}_{\text{IP}-i}\} \leq \mathcal{R}_{\text{IP}-i} \leq \max_i \{\mathcal{R}_{\text{IP}-i}\}\); then, \(C_{\text{CQ}} \leq C_{\text{CQ}} \leq C_{\text{CQ}}^+\). Consider that

\[
\text{LCQROFWA}(C_{\text{CQ}-1}, C_{\text{CQ}-2}, \ldots, C_{\text{CQ}-n}) = \bigvee_{i \in \mathcal{C}_{\text{CQ}}} C_{\text{CQ}}^+ = \bigvee_{i \in \mathcal{C}_{\text{CQ}}} \mathcal{M}_{\text{CQ}} e^{12\pi(n_{\text{qCQ}^+})}(\mathcal{M}_{\text{qCQ}^+}, \mathcal{R}_{\text{qCQ}^+} e^{12\pi(n_{\text{qCQ}^+})})
\]
\[
\bigvee_{i \in \mathcal{C}_{\text{CQ}}} C_{\text{CQ}}^- = \bigvee_{i \in \mathcal{C}_{\text{CQ}}} \mathcal{M}_{\text{CQ}} e^{12\pi(n_{\text{qCQ}^-})}(\mathcal{M}_{\text{qCQ}^-}, \mathcal{R}_{\text{qCQ}^-} e^{12\pi(n_{\text{qCQ}^-})})
\]
\[
\bigvee_{i \in \mathcal{C}_{\text{CQ}}} C_{\text{CQ}}^+ = \bigvee_{i \in \mathcal{C}_{\text{CQ}}} \mathcal{M}_{\text{CQ}} e^{12\pi(n_{\text{qCQ}^+})}(\mathcal{M}_{\text{qCQ}^+}, \mathcal{R}_{\text{qCQ}^+} e^{12\pi(n_{\text{qCQ}^+})})
\]

By using monotonicity of logarithmic function, we obtain

\[
\mathcal{M}_{\text{qCQ}^+} e^{12\pi(n_{\text{qCQ}^+})} = \left(1 - \prod_{i=1}^{n} \log_{\rho_{\text{CQ}}} \mathcal{M}_{\text{qCQ}^-} \right)^{1/\rho_{\text{CQ}}} e^{12\pi \left(1 - \prod_{i=1}^{n} \log_{\rho_{\text{CQ}}} \mathcal{M}_{\text{qCQ}^-} \right)}^{1/\rho_{\text{CQ}}} = \mathcal{M}_{\text{qCQ}^-} e^{12\pi(n_{\text{qCQ}^-})}
\]
\[
\mathcal{M}_{\text{qCQ}^-} e^{12\pi(n_{\text{qCQ}^-})} = \prod_{i=1}^{n} \left(1 - \log_{\rho_{\text{CQ}}} \mathcal{M}_{\text{qCQ}^-} \right)^{1/\rho_{\text{CQ}}} e^{12\pi \left(1 - \prod_{i=1}^{n} \log_{\rho_{\text{CQ}}} \mathcal{M}_{\text{qCQ}^-} \right)}^{1/\rho_{\text{CQ}}} = \mathcal{M}_{\text{qCQ}^+} e^{12\pi(n_{\text{qCQ}^+})}
\] (31)
and also

\[
\mathcal{M}_{e_{sp}} e^{2\pi i \mathcal{M}_{e_{sp}}^{-1}} \leq \left(1 - \prod_{i=1}^{n} \left( \log_{p} \left( \mathcal{M}_{e_{sp,i}} \right) \right) \right)^{1/2} \left(1 - \prod_{i=1}^{n} \left( \log_{p} \left( \mathcal{M}_{e_{sp,i}} \right) \right) \right)^{1/2} \left(1 - \prod_{i=1}^{n} \left( \log_{p} \left( \mathcal{M}_{e_{sp,i}} \right) \right) \right) = \mathcal{M}_{e_{sp}}^{-1} \mathcal{M}_{e_{sp}}^{-1} \mathcal{M}_{e_{sp}}^{-1}
\]

By using equation (3), we obtain

\[
\mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ} \right) = \frac{1}{2} \left( \mathcal{M}_{e_{sp}}^{-1} \mathcal{M}_{e_{sp}}^{-1} \mathcal{M}_{e_{sp}}^{-1} \right) = \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right)
\]

Hence, \( \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \leq \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ} \right) \leq \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \). Moreover, we will discuss the following cases for interrelationships among the CQROFSs:

1. If \( \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \leq \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ} \right) \leq \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \), then the main result is obtained

2. If \( \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ} \right) = \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \), then (1/2) \( \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ} \right) = \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \)

3. If \( \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \leq \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ} \right) \), then (1/2) \( \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ} \right) = \mathcal{S}_{CQ} \left( \log_{p} \mathcal{C}_{CQ}^{-1} \right) \)

By using the above three cases, we obtain

\[
\log_{p} \mathcal{C}_{CQ} \leq \text{LCQROFWA} \left( \mathcal{C}_{CQ-1}, \mathcal{C}_{CQ-2}, \ldots, \mathcal{C}_{CQ-n} \right)
\]

Property 3. For any family of CQROFNs \( \mathcal{C}_{CQ} \), if \( \mathcal{C}_{CQ} \) is \( \mathcal{C}_{CQ}^{-1} \) that is, \( \mathcal{S}_{e_{sp}} \leq \mathcal{S}_{e_{sp}} \), we have

\[
\text{LCQROFWA} \left( \mathcal{C}_{CQ}, \mathcal{C}_{CQ}^{-1}, \ldots, \mathcal{C}_{CQ-n} \right) \leq \text{LCQROFWA} \left( \mathcal{C}_{CQ}, \mathcal{C}_{CQ}^{-1}, \ldots, \mathcal{C}_{CQ-n} \right)
\]
Proof. Omitted.

**Definition 7.** For any family of CQROFNs $C_{CQ-i} = (\Psi_{\epsilon_{x_{1}}}, \Psi_{\epsilon_{x_{2}}}, \ldots, \Psi_{\epsilon_{x_{n}}})$, $i = 1, 2, \ldots, n$, if $0 < \rho_{CQ} \leq \min_i \left\{ \Psi_{\epsilon_{x_{i}}}, (1 - \Psi_{\epsilon_{x_{i}}}^{\frac{1}{1+\rho_{CQ}}}) \right\} \leq 1$, and $\rho_{CQ} \neq 1$, the LCQROFOWA operators are demonstrated by LCQROFOWA: $\Xi^{n} \rightarrow \Xi$, by

$$
\text{LCQROFOWA}\left( C_{CQ-1}, C_{CQ-2}, \ldots, C_{CQ-n} \right) = \Psi_{WV-1} \log_{\rho_{CQ-\epsilon_{(1)}}} \Psi_{WV-2} \log_{\rho_{CQ-\epsilon_{(2)}}} \ldots \log_{\rho_{CQ-\epsilon_{(n)}}} C_{CQ-\epsilon_{(n)}},
$$

where LCQROFOWA has logarithmic LCQROFOWA operators with weight vector $\Psi_{WV} = (\Psi_{WV-1}, \Psi_{WV-2}, \ldots, \Psi_{WV-n})'$ and $\sum_{i=1}^{n} \Psi_{WV-i} = 1$. The term $\Theta$ expressed as permutations with $C_{CQ-\epsilon_{(i-1)}} \geq \Psi_{CQ-\epsilon_{(i)}}, i = 1, 2, \ldots, n$.

**Theorem 9.** For any family of CQROFNs $C_{CQ-i} = (\Psi_{\epsilon_{x_{1}}}, \Psi_{\epsilon_{x_{2}}}, \ldots, \Psi_{\epsilon_{x_{n}}})$, $i = 1, 2, \ldots, n$, and by using equation (40), we obtain

$$
\min_i \left\{ \Psi_{\epsilon_{x_{i}}}, (1 - \Psi_{\epsilon_{x_{i}}}^{\frac{1}{1+\rho_{CQ}}}) \right\} \leq 1, \quad \text{and} \quad \rho_{CQ} \neq 1
$$
Proof. Omitted (proof is similar to Theorem 8). \(\square\)

**Definition 8.** For any family of CQROFNs \(\mathcal{C}_{\text{CQ}} = (\mathfrak{M}_{\mathfrak{C}_q}, e^{2\pi (\mathfrak{M}_{\mathfrak{C}_q} - \mathfrak{M}_{\mathfrak{C}_q}^{\ast})(\mathfrak{C}_q - \mathfrak{C}_q^{\ast})}, i = 1, 2, \ldots, \bar{n})\), if \(0 < \rho_{\text{CQ}} \leq \min_i \left\{ \min \left( \mathfrak{M}_{\mathfrak{C}_q}, (1 - \mathfrak{M}_{\mathfrak{C}_q})^{1/q_{\text{CQ}}} \right) \right\} \leq 1, \) \(0 < \rho_{\text{CQ}} \leq \min_i \left\{ \min \left( \mathfrak{M}_{\mathfrak{C}_q}, (1 - \mathfrak{M}_{\mathfrak{C}_q})^{1/q_{\text{CQ}}} \right) \right\} \leq 1, \) the LCQROFWG operators are demonstrated by LCQROFWG: \(\Xi^n \rightarrow \Xi,\) by

\[
\text{LCQROFWG} \left( \mathcal{C}_{\text{CQ}-1}, \mathcal{C}_{\text{CQ}-2}, \ldots, \mathcal{C}_{\text{CQ}-\bar{n}} \right) = \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-1}} \otimes \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-2}} \otimes \cdots \otimes \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-\bar{n}}},
\]

where LCQROFWG is a logarithmic CQROFWG operator with weight vector \(\psi_{\text{WV}} = (\psi_{\text{WV}-1}, \psi_{\text{WV}-2}, \ldots, \psi_{\text{WV}-\bar{n}})^T\) and \(\sum_{i=1}^{\bar{n}} \psi_{\text{WV}-i} = 1.\)

\[
\text{LCQROFWA} \left( \mathcal{C}_{\text{CQ}-1}, \mathcal{C}_{\text{CQ}-2}, \ldots, \mathcal{C}_{\text{CQ}-\bar{n}} \right) = \left( \prod_{i=1}^{\bar{n}} \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-i}} \right) \cdot \left( \prod_{i=1}^{\bar{n}} \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-i}} \right) \cdot \left( \prod_{i=1}^{\bar{n}} \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-i}} \right) \cdot \left( \prod_{i=1}^{\bar{n}} \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-i}} \right) \cdot \left( \prod_{i=1}^{\bar{n}} \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-i}} \right) \cdot \left( \prod_{i=1}^{\bar{n}} \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-i}} \right)
\]

\[
\text{Theorem 10.} \text{ For any family of CQROFNs} \ \mathcal{C}_{\text{CQ}} = (\mathfrak{M}_{\mathfrak{C}_q}, e^{2\pi (\mathfrak{M}_{\mathfrak{C}_q} - \mathfrak{M}_{\mathfrak{C}_q}^{\ast})(\mathfrak{C}_q - \mathfrak{C}_q^{\ast})}, i = 1, 2, \ldots, \bar{n})\text{, and by using equation (38), we obtain}
\]

\[
\min_i \left\{ \min \left( \mathfrak{M}_{\mathfrak{C}_q}, (1 - \mathfrak{M}_{\mathfrak{C}_q})^{1/q_{\text{CQ}}} \right) \right\} \leq 1, \quad \text{and} \quad \rho_{\text{CQ}} \neq 1 \text{, the LCQROFWG operators are demonstrated by LCQROFWG:} \ \Xi^n \rightarrow \Xi \text{, by}
\]

\[
\text{LCQROFWG} \left( \mathcal{C}_{\text{CQ}-1}, \mathcal{C}_{\text{CQ}-2}, \ldots, \mathcal{C}_{\text{CQ}-\bar{n}} \right) = \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-1}} \otimes \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-2}} \otimes \cdots \otimes \left( \log_{\mathfrak{C}_q} \mathfrak{M}_{\mathfrak{C}_q} \right)^{\psi_{\text{WV}-\bar{n}}},
\]

\[
(38)
\]
Proof. Omitted (proof is similar to Theorem 10).

**Definition 9.** For any family of CQROFNs $C_{CQ,i} = (\mathcal{M}_{CQ,i}, \mathcal{Q}_{CQ,i}, \mathcal{P}_{CQ,i})$, $i = 1, 2, \ldots, \tilde{n}$, if

$$0 < \rho_{CQ} \leq \min_i \left\{ \mathcal{M}_{CQ,i}, (1 - \mathcal{Q}_{CQ,i})^{1/q_{CQ}} \right\} \leq 1, \quad 0 < \rho_{CQ} \leq$$

$$\min \left\{ \mathcal{M}_{\mathcal{M}_{CQ,i}}, (1 - \mathcal{Q}_{CQ,i})^{1/q_{CQ}} \right\} \leq 1, \quad \rho_{CQ} \neq 1,$$

where $LCQROFWG$ is a logarithmic CQROFWG operator with weight vector $\Psi_{WV} = (\Psi_{WV-1}, \Psi_{WV-2}, \ldots, \Psi_{WV-\tilde{n}})$ and $\sum_{i=1}^{\tilde{n}} \Psi_{WV,i} = 1$. The term $\mathcal{O}$ expressed permutations with $C_{CQ-i} \in \mathcal{O}$, $i = 1, 2, \ldots, \tilde{n}$.

**Theorem 11.** For any family of CQROFNs $C_{CQ,i} = (\mathcal{M}_{CQ,i}, \mathcal{Q}_{CQ,i}, \mathcal{P}_{CQ,i})$, $i = 1, 2, \ldots, \tilde{n}$, and by using equation (23), we obtain

$$\min \left\{ \mathcal{M}_{\mathcal{M}_{CQ,i}}, (1 - \mathcal{Q}_{CQ,i})^{1/q_{CQ}} \right\} \leq 1, \quad \rho_{CQ} \neq 1.$$
Proof. Omitted. (Proof is similar to Theorem 10).

Remark 2. When \( \rho_{CQ-1} = \rho_{CQ-2} = \cdots = \rho_{CQ-n} = \rho_{CQ} \),

\[ 0 < \rho_{CQ-i} \leq \min \left\{ \frac{w_q}{q} \left( 1 - \frac{w^q_q}{q} \right) \right\} \leq 1, \]

and

\[ 0 < \rho_{CQ-i} \leq \min \left\{ \frac{w_q}{q} \left( 1 - \frac{w^q_q}{q} \right) \right\} \leq 1, \rho_{CQ} \neq 1, \]

then

\[ \begin{align*}
LCQROFOWA \left( C_{CQ-1}, C_{CQ-2}, \ldots, C_{CQ-n} \right) &= \left( 1 - \prod_{j=1}^{n} \left( \frac{w_q}{q} \right) \right) \left( 1 - \prod_{j=1}^{n} \left( \frac{w^q_q}{q} \right) \right) \\
LCQROFWG \left( C_{CQ-1}, C_{CQ-2}, \ldots, C_{CQ-n} \right) &= \left( 1 - \prod_{j=1}^{n} \left( \frac{w_q}{q} \right) \right) \left( 1 - \prod_{j=1}^{n} \left( \frac{w^q_q}{q} \right) \right)
\end{align*} \]

(42)

5. MADM Algorithm Based on LCQROFWA and LCQROFWG

In this section, we address the MADM algorithm to solve the decision-making problem under the CQROFS environment followed by the illustrative examples and the comparative analysis.

5.1. Proposed MADM Algorithm. For a MADM problem, consider a family of alternatives such that \( \mathcal{C}_{CQ} = \left\{ C_{CQ-1}, C_{CQ-2}, \ldots, C_{CQ-n} \right\} \) and their attributes \( \mathcal{E}_{CQ} = \left\{ E_{CQ-1}, E_{CQ-2}, \ldots, E_{CQ-n} \right\} \). Assume that the weight vector of the given attributes is denoted by \( \Psi_{WV} = \left( \Psi_{WV-1}, \Psi_{WV-2}, \ldots, \Psi_{WV-n} \right) \) such that \( \Psi_{WV-i} > 0; \sum_{i=1}^{n} \Psi_{WV-i} = 1 \). To evaluate the given alternatives under the set of the attributes, an expert has been invited who can give the information of the alternatives in terms of the CQROFNS \( C_{CQ-ij} = (\mathcal{M}_{CQ-ij}, e^{\Delta^{\text{IP}}(\mathcal{M}_{CQ-ij})}) \) such that the sum of the powers of the real parts (also for imaginary parts) of the truth and falsity degrees cannot be exceeded by one, that is, \( 0 \leq \mathcal{M}_{CQ-ij} (\bar{x}) + \mathcal{M}_{CQ-ij} (\bar{x}) \leq 1 \) and \( 0 \leq \mathcal{M}_{CQ-ij} (\bar{x}) + \mathcal{M}_{CQ-ij} (\bar{x}) \leq 1 \), \( q_{CQ} \geq 1 \). Then, the main aim of the decision-making problem is to find the most suitable alternatives for the required task. To find them, we address an algorithm by utilizing the given CQROFN information of the expert and the proposed logarithm operators. The presented MADM approach has been summarized with the following steps:

Step 1: arrange the collective information of each alternative in terms of the decision matrix where each entry of the matrix is in the form of CQROFNS. This matrix is represented as

\[ M = \begin{pmatrix}
C_{CQ-1} & C_{CQ-12} & \cdots & C_{CQ-1n} \\
C_{CQ-21} & C_{CQ-22} & \cdots & C_{CQ-2n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{CQ-m1} & C_{CQ-m2} & \cdots & C_{CQ-mn}
\end{pmatrix}. \]  

(43)

Step 2: taking the decision matrix \( M \) and attribute weights \( \Psi_{WV} = \left( \Psi_{WV-1}, \Psi_{WV-2}, \ldots, \Psi_{WV-n} \right) \), we aggregate the preferences of each alternative by utilizing either LCQROFWA or LCQROFWG operator. For example, take LCQROFWA operator to aggregate the rating of \( C_{CQ-ij} = (\mathcal{M}_{CQ-ij}, e^{\Delta^{\text{IP}}(\mathcal{M}_{CQ-ij})}) \) for alternative \( C_{CQ-i} \) and hence denote their overall value as \( R_{CQ-i} = (R_{CQ-1}, R_{CQ-2}, \ldots, R_{CQ-n}) \) where \( R_i, I_i, N_i, \) and \( P_i \) are obtained from LCQROFWA operator provided \( \rho_{CQ-i} < 1 \) as follows:

\[ R_i = \left( 1 - \prod_{j=1}^{n} \left( \frac{w_q}{q} \right) \right) \left( 1 - \prod_{j=1}^{n} \left( \frac{w^q_q}{q} \right) \right) \]

\[ I_i = \left( 1 - \prod_{j=1}^{n} \left( \frac{w_q}{q} \right) \right) \left( 1 - \prod_{j=1}^{n} \left( \frac{w^q_q}{q} \right) \right) \]

\[ N_i = \left( 1 - \prod_{j=1}^{n} \left( \frac{w_q}{q} \right) \right) \left( 1 - \prod_{j=1}^{n} \left( \frac{w^q_q}{q} \right) \right) \]

(44)
5.2. Illustrative Examples. To demonstrate the work of the above-stated algorithm, we examined some decision-making problems and compute their results by following the steps of the stated algorithm.

**Example 1.** Consider a decision-making issue, taken from Garg [14], about the choice of the ideal creation methodology. In it, an organization needs to make another item and is investigating the ideal objective to acquire the most elevated advantages. For this, in the wake of dissecting the market, they have thought about the five potential techniques after their starter screening and are characterized as follows:

1. \( \mathcal{C}_{CQ-1} \): producing an invention adapted to the powerful businesses
2. \( \mathcal{C}_{CQ-2} \): producing an invention adapted to the midlevel businesses
3. \( \mathcal{C}_{CQ-3} \): producing an invention adapted to the low-level businesses
4. \( \mathcal{C}_{CQ-4} \): producing an invention adapted to all businesses
5. \( \mathcal{C}_{CQ-5} \): not producing any invention

To assess these, the organization thinks about the practical factor as the key for the following year. Based on these, they need to assess every methodology under the accompanying five general qualities:

1. \( \mathcal{C}_{CQ-1} \): profits in the powerful conditions
2. \( \mathcal{C}_{CQ-2} \): profits in the mid conditions
3. \( \mathcal{C}_{CQ-3} \): profits in the long conditions
4. \( \mathcal{C}_{CQ-4} \): danger of the manufacture plan
5. \( \mathcal{C}_{CQ-5} \): other issues

To investigate the best object, we implemented the steps of the stated algorithm as follows:

Step 1: the assessment value of each alternative is given by an expert in the form of CQROFNs and their overall ratings values are summarized in Table 1.

Step 3: for each alternative, compute the score values of the obtained aggregated CQROFN \( \mathcal{C}_{CQ-i} = (R_i e^{2\pi(t_i)}, N_i e^{2\pi(p_i)}) \) as

\[
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-i}) = \frac{R_i + I_i - N_i - P_i}{2} \quad (45)
\]

If there is a tie between any two indices of the score values, then we compute the accuracy degree of such number by using the following equation:

\[
A_{CQ}(\mathcal{C}_{CQ-i}) = \frac{R_i + I_i + N_i + P_i}{2}. \quad (46)
\]

Step 4: based on these score values, rank the given alternatives and hence select the most suitable one.

By utilizing this matrix and the weight vector of the attributes as \((0.3, 0.3, 0.2, 0.1, 0.1)\), we aggregate the given information in Table 1 by using the stated LCQROFWA and LCQROFWG operators for \( q_{SC} = 8 \). The results corresponding to each operator are listed in Table 2.

Step 3: we compute the score values of the obtained numbers (given in Table 2) and get the following:

By LCQROFWA operator,

\[
\begin{align*}
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-1}) &= 0.5123, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-2}) &= 0.499998, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-3}) &= 0.512, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-4}) &= 0.49998, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-5}) &= 0.499986.
\end{align*}
\]

By LCQROFWG operator,

\[
\begin{align*}
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-1}) &= -0.5123, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-2}) &= -0.5121, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-3}) &= -0.4991, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-4}) &= -0.512, \\
\mathcal{E}_{CQ}(\mathcal{C}_{CQ-5}) &= -0.49988.
\end{align*}
\]

Furthermore, the geometrical representation of these obtained score values is shown in Figure 1.

Step 4: arrange the score values of the given alternatives and we obtain the suitable ranking order corresponding to the value obtained through LCQROFWA operator as

\[
\mathcal{C}_{CQ-1} \geq \mathcal{C}_{CQ-3} \geq \mathcal{C}_{CQ-5} \geq \mathcal{C}_{CQ-2} \geq \mathcal{C}_{CQ-4}. \quad (50)
\]

While by LCQROFWG operator, it is

\[
\mathcal{C}_{CQ-1} \geq \mathcal{C}_{CQ-3} \geq \mathcal{C}_{CQ-5} \geq \mathcal{C}_{CQ-2} \geq \mathcal{C}_{CQ-4}. \quad (51)
\]

From these obtained ranking, we can analyze that the different operator (during the aggregation phase) gives a different best alternative. For instance, by taking LCQROFWA operator, we obtain \( \mathcal{C}_{CQ-1} \) and through LCQROFWG operator, we get \( \mathcal{C}_{CQ-3} \) alternative as the best one. This change in ranking occurs due to the structure of the stated operators. During the decision-
Table 1: Rating of the given alternatives for Example 1.

| Alternatives/attributes | $\mathbf{\mathcal{C}_Q}^{-1}$ | $\mathbf{\mathcal{C}_Q}^{-2}$ | $\mathbf{\mathcal{C}_Q}^{-3}$ | $\mathbf{\mathcal{C}_Q}^{-4}$ | $\mathbf{\mathcal{C}_Q}^{-5}$ |
|------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $\mathbf{\mathcal{C}_Q}^{-1}$ | $(0.9 e^{2x(0.8)}, 0.8 e^{2x(0.7)})$ | $(0.91 e^{2x(0.81)}, 0.81 e^{2x(0.71)})$ | $(0.92 e^{2x(0.82)}, 0.82 e^{2x(0.72)})$ | $(0.93 e^{2x(0.83)}, 0.83 e^{2x(0.73)})$ | $(0.94 e^{2x(0.84)}, 0.84 e^{2x(0.74)})$ |
| $\mathbf{\mathcal{C}_Q}^{-2}$ | $(0.8 e^{2x(0.7)}, 0.6 e^{2x(0.6)})$ | $(0.81 e^{2x(0.71)}, 0.61 e^{2x(0.71)})$ | $(0.82 e^{2x(0.72)}, 0.62 e^{2x(0.72)})$ | $(0.83 e^{2x(0.73)}, 0.63 e^{2x(0.73)})$ | $(0.84 e^{2x(0.74)}, 0.64 e^{2x(0.74)})$ |
| $\mathbf{\mathcal{C}_Q}^{-3}$ | $(0.9 e^{2x(0.8)}, 0.5 e^{2x(0.6)})$ | $(0.91 e^{2x(0.91)}, 0.51 e^{2x(0.61)})$ | $(0.92 e^{2x(0.92)}, 0.52 e^{2x(0.62)})$ | $(0.93 e^{2x(0.93)}, 0.53 e^{2x(0.63)})$ | $(0.94 e^{2x(0.94)}, 0.54 e^{2x(0.64)})$ |
| $\mathbf{\mathcal{C}_Q}^{-4}$ | $(0.8 e^{2x(0.8)}, 0.7 e^{2x(0.7)})$ | $(0.81 e^{2x(0.81)}, 0.71 e^{2x(0.71)})$ | $(0.82 e^{2x(0.82)}, 0.72 e^{2x(0.72)})$ | $(0.83 e^{2x(0.83)}, 0.73 e^{2x(0.73)})$ | $(0.84 e^{2x(0.84)}, 0.74 e^{2x(0.74)})$ |
| $\mathbf{\mathcal{C}_Q}^{-5}$ | $(0.8 e^{2x(0.5)}, 0.6 e^{2x(0.4)})$ | $(0.81 e^{2x(0.51)}, 0.61 e^{2x(0.41)})$ | $(0.82 e^{2x(0.52)}, 0.62 e^{2x(0.42)})$ | $(0.83 e^{2x(0.53)}, 0.63 e^{2x(0.43)})$ | $(0.84 e^{2x(0.54)}, 0.64 e^{2x(0.44)})$ |

Table 2: Aggregated values by using LCQROFWA and LCQROFWG operators.

| Alternatives | By LCQROFWA operator | By LCQROFWG operator |
|--------------|----------------------|----------------------|
| $\mathbf{\mathcal{C}_Q}^{-1}$ | $(0.99 e^{2x(0.999)}, 0.011 e^{2x(0.003)})$ | $(0.036 e^{2x(0.036)}, 0.999 e^{2x(0.999)})$ |
| $\mathbf{\mathcal{C}_Q}^{-2}$ | $(0.999 e^{2x(0.999)}, 0.001 e^{2x(0.003)})$ | $(0.011 e^{2x(0.003)}, 0.999 e^{2x(0.999)})$ |
| $\mathbf{\mathcal{C}_Q}^{-3}$ | $(0.99 e^{2x(0.999)}, 0.0002 e^{2x(0.0001)})$ | $(0.036 e^{2x(0.036)}, 0.999 e^{2x(0.999)})$ |
| $\mathbf{\mathcal{C}_Q}^{-4}$ | $(0.999 e^{2x(0.999)}, 0.003 e^{2x(0.003)})$ | $(0.011 e^{2x(0.003)}, 0.999 e^{2x(0.999)})$ |
| $\mathbf{\mathcal{C}_Q}^{-5}$ | $(0.99 e^{2x(0.999)}, 0.0011 e^{2x(0.00004)})$ | $(0.011 e^{2x(0.0002)}, 0.999 e^{2x(0.999)})$ |

Example 2. Consider a MADM problem about the choice of the ideal creation methodology. In it, expect that an organization needs to make another item and they are investigating the ideal objective to acquire the most elevated advantages. For this, in the wake of dissecting the market, they have thought about the five potential techniques after their starter screening and are characterized as follows:
(1) \( \mathcal{C}_{\text{CQ}-1} \): producing an invention adapted to the powerful businesses  
(2) \( \mathcal{C}_{\text{CQ}-2} \): producing an invention adapted to the midlevel businesses  
(3) \( \mathcal{C}_{\text{CQ}-3} \): producing an invention adapted to the low-level businesses  
(4) \( \mathcal{C}_{\text{CQ}-4} \): danger of the manufacture plan  
(5) \( \mathcal{C}_{\text{CQ}-5} \): not producing any invention

To assess these, the organization thinks about the practical factor as the key for the following year. Based on this considered alternative, they need to assess every methodology under the accompanying five general qualities:

(1) \( \mathcal{C}_{\text{CQ}-1} \): profits in the powerful conditions  
(2) \( \mathcal{C}_{\text{CQ}-2} \): profits in the mid conditions  
(3) \( \mathcal{C}_{\text{CQ}-3} \): profits in the long conditions  
(4) \( \mathcal{C}_{\text{CQ}-4} \): other issues  
(5) \( \mathcal{C}_{\text{CQ}-5} \): not producing any invention

To investigate the best object, we implemented the steps of the stated algorithm as follows:

Step 1: an expert has been invited to evaluate the given alternative and they provide the rating in terms of the complex Pythagorean fuzzy numbers (CPFNs), which is a special case of the presented CQROFNs by taking \( q_{SC} = 2 \). The rating of them is listed in Table 3.

Step 2: we consider the logarithm index bases \( \rho_{\text{CQ}} \) for each alternative as mentioned in the Matrix \( D \) as

\[
D = \begin{bmatrix}
0.1 & 0.1 & 0.1 & 0.1 & 0.1 \\
0.1 & 0.1 & 0.1 & 0.1 & 0.1 \\
0.1 & 0.1 & 0.1 & 0.1 & 0.1 \\
0.1 & 0.1 & 0.1 & 0.1 & 0.1 \\
0.1 & 0.1 & 0.1 & 0.1 & 0.1 \\
\end{bmatrix},
\]

and hence implemented the LCQROFWA and LCQROFWG operators to aggregate the information by taking weight vector as \((0.3, 0.3, 0.2, 0.1, 0.1)\). The collective aggregated values corresponding to each operator are listed in Table 4.

Step 3: the score values corresponding to these aggregated numbers are calculated as follows:

By LCQROFWA operator,

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-1}) = 0.495626,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-2}) = 0.489111,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-3}) = 0.497265,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-4}) = 0.485264,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-5}) = 0.463763.
\]

By LCQROFWG operator,

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-1}) = -0.11223,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-2}) = -0.30462,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-3}) = 0.023319,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-4}) = -0.29668,
\]

\[
\mathcal{E}_{\text{CQ}}(\mathcal{C}_{\text{CQ}-5}) = -0.41047.
\]

The graphical representation of these score values for each alternative is shown in Figure 2.

Step 4: we rank all alternatives and examine the best one such that

By LCQROFWA operator,

\[
\mathcal{C}_{\text{CQ}-3} \geq \mathcal{C}_{\text{CQ}-1} \geq \mathcal{C}_{\text{CQ}-4} \geq \mathcal{C}_{\text{CQ}-2} \geq \mathcal{C}_{\text{CQ}-5}.
\]

By LCQROFWG operator,

\[
\mathcal{C}_{\text{CQ}-3} \geq \mathcal{C}_{\text{CQ}-1} \geq \mathcal{C}_{\text{CQ}-4} \geq \mathcal{C}_{\text{CQ}-2} \geq \mathcal{C}_{\text{CQ}-5}.
\]

From this analysis, we compute that the best alternative is \( \mathcal{C}_{\text{CQ}-3} \).

**Example 3.** Consider a decision-making issue, whose every entry is in the form of complex intuitionistic fuzzy numbers. In it, expect that an organization needs to make another item and they are investigating the ideal objective to acquire the most elevated advantages. For this, in the wake of dissecting the market, they have thought about the five potential techniques after their starter screening and are characterized as follows:

(1) \( \mathcal{C}_{\text{CQ}-1} \): producing an invention adapted to the powerful businesses  
(2) \( \mathcal{C}_{\text{CQ}-2} \): producing an invention adapted to the midlevel businesses  
(3) \( \mathcal{C}_{\text{CQ}-3} \): producing an invention adapted to the low-level businesses  
(4) \( \mathcal{C}_{\text{CQ}-4} \): producing an invention adapted to all businesses  
(5) \( \mathcal{C}_{\text{CQ}-5} \): not producing any invention

To assess these, the organization thinks about the practical factor as the key for the following year. Based on this considered alternative, they need to assess every methodology under the accompanying five general qualities:

(1) \( \mathcal{C}_{\text{CQ}-1} \): profits in the powerful conditions  
(2) \( \mathcal{C}_{\text{CQ}-2} \): profits in the mid conditions  
(3) \( \mathcal{C}_{\text{CQ}-3} \): profits in the long conditions  
(4) \( \mathcal{C}_{\text{CQ}-4} \): danger of the manufacture plan  
(5) \( \mathcal{C}_{\text{CQ}-5} \): other issues

Then, the steps of the investigated algorithm are discussed in the following ways:

Step 1: the rating values of each alternative are recorded in the form of complex intuitionistic fuzzy numbers
by utilizing the LCQROFWA and LCQROFWG operators, we can obtain the aggregated values of each alternative. Their results are listed in Table 6.

Step 3: by using the score function, we find the score values of the aggregated values of Step 2 as follows:
Table 5: Decision matrix in terms of CIFNs for Example 3.

| Alternatives/attributes | $\mathbf{C}_Q^1$ | $\mathbf{C}_Q^2$ | $\mathbf{C}_Q^3$ | $\mathbf{C}_Q^4$ | $\mathbf{C}_Q^5$ |
|-------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| $\mathbf{C}_Q^1$       | $(0.3e_{2e(0.4)}, 0.1e_{2e(0.2)})$ | $(0.31e_{2e(0.41)}, 0.11e_{2e(0.21)})$ | $(0.32e_{2e(0.42)}, 0.12e_{2e(0.22)})$ | $(0.33e_{2e(0.43)}, 0.13e_{2e(0.23)})$ | $(0.34e_{2e(0.44)}, 0.14e_{2e(0.24)})$ |
| $\mathbf{C}_Q^2$       | $(0.4e_{2e(0.9)}, 0.2e_{2e(0.3)})$ | $(0.41e_{2e(0.31)}, 0.21e_{2e(0.31)})$ | $(0.42e_{2e(0.32)}, 0.22e_{2e(0.32)})$ | $(0.43e_{2e(0.33)}, 0.23e_{2e(0.33)})$ | $(0.44e_{2e(0.34)}, 0.24e_{2e(0.34)})$ |
| $\mathbf{C}_Q^3$       | $(0.6e_{2e(0.7)}, 0.1e_{2e(0.1)})$ | $(0.61e_{2e(0.71)}, 0.11e_{2e(0.11)})$ | $(0.62e_{2e(0.72)}, 0.12e_{2e(0.12)})$ | $(0.63e_{2e(0.73)}, 0.13e_{2e(0.13)})$ | $(0.64e_{2e(0.74)}, 0.14e_{2e(0.14)})$ |
| $\mathbf{C}_Q^4$       | $(0.5e_{2e(0.5)}, 0.2e_{2e(0.3)})$ | $(0.51e_{2e(0.51)}, 0.21e_{2e(0.31)})$ | $(0.52e_{2e(0.52)}, 0.22e_{2e(0.32)})$ | $(0.53e_{2e(0.53)}, 0.23e_{2e(0.33)})$ | $(0.54e_{2e(0.54)}, 0.24e_{2e(0.34)})$ |
| $\mathbf{C}_Q^5$       | $(0.4e_{2e(0.3)}, 0.3e_{2e(0.6)})$ | $(0.41e_{2e(0.31)}, 0.31e_{2e(0.61)})$ | $(0.42e_{2e(0.32)}, 0.32e_{2e(0.62)})$ | $(0.43e_{2e(0.33)}, 0.33e_{2e(0.63)})$ | $(0.44e_{2e(0.34)}, 0.34e_{2e(0.64)})$ |

Table 6: Aggregated values by using LCQROFWA and LCQROFWG operators for Example 3.

| Alternatives | By LCQROFWA operator | By LCQROFWG operator |
|--------------|-----------------------|----------------------|
| $\mathbf{C}_Q^1$ | $(0.2666e_{2e(0.6570)}, 0.0522e_{2e(0.1044)})$ | $(0.1635e_{2e(0.2320)}, 0.0554e_{2e(0.3301)})$ |
| $\mathbf{C}_Q^2$ | $(0.0358e_{2e(0.4968)}, 0.1044e_{2e(0.1653)})$ | $(0.2320e_{2e(0.1653)}, 0.3301e_{2e(0.4968)})$ |
| $\mathbf{C}_Q^3$ | $(0.4669e_{2e(0.8588)}, 0.0522e_{2e(0.0522)})$ | $(0.4134e_{2e(0.5457)}, 0.0554e_{2e(0.0554)})$ |
| $\mathbf{C}_Q^4$ | $(0.2725e_{2e(0.7110)}, 0.1044e_{2e(0.1653)})$ | $(0.3133e_{2e(0.3133)}, 0.3301e_{2e(0.4968)})$ |
| $\mathbf{C}_Q^5$ | $(0.0358e_{2e(0.4968)}, 0.1635e_{2e(0.1434)})$ | $(0.2320e_{2e(0.1653)}, 0.4968e_{2e(0.7882)})$ |

By LCQROFWG operator,

$$\mathcal{E}_{CQ}(\mathcal{E}_{CQ^1}) = 0.002485,$$
$$\mathcal{E}_{CQ}(\mathcal{E}_{CQ^2}) = -0.10787,$$
$$\mathcal{E}_{CQ}(\mathcal{E}_{CQ^3}) = 0.211543,$$  \hspace{1cm} (58)
$$\mathcal{E}_{CQ}(\mathcal{E}_{CQ^4}) = -0.0501,$$
$$\mathcal{E}_{CQ}(\mathcal{E}_{CQ^5}) = -0.2224.$$

However, the graphical representation of these score values for each alternative with respect to LCQROFWA and LCQROFWG operators is shown in Figure 3.

Step 4: we rank all alternatives and examine the best one such that

By LCQROFWA operator,

$$\mathcal{C}_{CQ^1} \geq \mathcal{C}_{CQ^4} \geq \mathcal{C}_{CQ^2} \geq \mathcal{C}_{CQ^1} \geq \mathcal{C}_{CQ^5}.$$  \hspace{1cm} (59)

By LCQROFWG operator,

$$\mathcal{C}_{CQ^1} \geq \mathcal{C}_{CQ^1} \geq \mathcal{C}_{CQ^1} \geq \mathcal{C}_{CQ^2} \geq \mathcal{C}_{CQ^5}.$$  \hspace{1cm} (60)

And hence the best alternative obtained is $\mathcal{C}_{CQ^3}.$

5.3. Comparative Analysis. In this section, we establish a comparison of the proposed operators based on complex q-rung orthopair fuzzy environment and the existing operations under different environments such as IFS, PFS, QROFS, and CQROFS. To address this, we have taken the dataset as described in Examples 1–3 and implemented the existing approaches on it. The considered studies for the comparative analysis are as follows: Xu [33] investigated the aggregation operators based on IFSs, Garg [12] developed aggregation operators based on PFSs, Liu and Wang [18] explored aggregation operators for QROFSs, Garg and Rani [26] investigated aggregation operators for CIFSs, and Liu et al. [31] proposed aggregation operators for CQROFSs. A detailed analysis of the results obtained by the proposed study and existing study is given in Tables 7–9 by using the information of Tables 1, 3, and 5, respectively. The geometrical representations of the investigated score values of Tables 7–9 are discussed in Figures 4–6, respectively.

From Tables 7–9, it is clearly indicated that the existing operators under the environment of IFSs, CIFSs, PFSs, CPFSs, and QROFSs failed to aggregate the information provided in complex q-rung orthopair fuzzy environment which shows the superiority of stated operators of CQROFSs. As we also discussed in Section 4, existing operators are the special cases of operators of CQROFSs. Also, from the computed results and the stated theory, we conclude the following advantages and observations about the present work:

(1) For $q_{CQ} = 2,$ the investigated operators based on CQROFSs are converted for CPFSs
(2) For $q_{CQ} = 1,$ the investigated operators based on CQROFSs are converted for CIFSs
(3) For $q_{CQ} = 2$ with the imaginary part being zero, the investigated operators based on CQROFSs are converted for PFSs
Figure 3: Geometrical representation of the alternatives discussed in Example 3.

Table 7: Comparative analysis for the information corresponding to Example 1.

| Methods          | Operators | Score values of the alternatives | Ranking order |
|------------------|-----------|-----------------------------------|---------------|
| Xu [33]          | WA        | Cannot be calculated              | Cannot be calculated |
|                  | WG        | Cannot be calculated              | Cannot be calculated |
| Garg [12]        | WA        | Cannot be calculated              | Cannot be calculated |
|                  | WG        | Cannot be calculated              | Cannot be calculated |
| Liu and Wang [18]| WA        | Cannot be calculated              | Cannot be calculated |
|                  | WG        | Cannot be calculated              | Cannot be calculated |
| Garg and Rani [26]| WA      | Cannot be calculated             | Cannot be calculated |
|                  | WG        | Cannot be calculated              | Cannot be calculated |
| Liu et al. [31]  | WA        | Cannot be calculated              | Cannot be calculated |
|                  | WG        | Cannot be calculated              | Cannot be calculated |

\[
\begin{align*}
\tilde{c}_{CQ}(\tilde{c}_{CQ-1}) &= 0.5123, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-2}) &= 0.499998, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-3}) &= 0.512, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-4}) &= 0.499998, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-5}) &= 0.499986
\end{align*}
\]

\[
\begin{align*}
\tilde{c}_{CQ-1} \geq \tilde{c}_{CQ-3} \geq \tilde{c}_{CQ-5} \geq \tilde{c}_{CQ-2} \geq \tilde{c}_{CQ-4}
\end{align*}
\]

Proposed operators

| Methods          | Operators | Score values of the alternatives | Ranking order |
|------------------|-----------|-----------------------------------|---------------|
|                  | WA        | Cannot be calculated              | Cannot be calculated |
|                  | WG        | Cannot be calculated              | Cannot be calculated |

\[
\begin{align*}
\tilde{c}_{CQ}(\tilde{c}_{CQ-1}) &= -0.5123, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-2}) &= -0.5121, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-3}) &= -0.4991, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-4}) &= -0.512, \\
\tilde{c}_{CQ}(\tilde{c}_{CQ-5}) &= -0.49988
\end{align*}
\]

\[
\begin{align*}
\tilde{c}_{CQ-3} \geq \tilde{c}_{CQ-5} \geq \tilde{c}_{CQ-4} \geq \tilde{c}_{CQ-2} \geq \tilde{c}_{CQ-1}
\end{align*}
\]

WA: weighted average; WG: weighted geometric.

Table 8: Comparative analysis for the information of Table 3 corresponding to Example 2.

| Methods          | Operators | Score values | Ranking values |
|------------------|-----------|--------------|----------------|
| Xu [33]          | WA        | Cannot be calculated | Cannot be calculated |
|                  | WG        | Cannot be calculated | Cannot be calculated |
| Garg [12]        | WA        | Cannot be calculated | Cannot be calculated |
|                  | WG        | Cannot be calculated | Cannot be calculated |
| Liu and Wang [18]| WA        | Cannot be calculated | Cannot be calculated |
|                  | WG        | Cannot be calculated | Cannot be calculated |
| Garg and Rani [26]| WA      | Cannot be calculated | Cannot be calculated |
|                  | WG        | Cannot be calculated | Cannot be calculated |
| Methods          | Operators | Score values                              | Ranking values                     |
|------------------|-----------|-------------------------------------------|------------------------------------|
|                  | WA        | $\mathcal{C}_{Q_1} = 0.200664$, $\mathcal{C}_{Q_2} = 0.100447$, $\mathcal{C}_{Q_3} = 0.100447$ | $\mathcal{C}_{Q_2} \geq \mathcal{C}_{Q_3} \geq \mathcal{C}_{Q_1} \geq \mathcal{C}_{Q_4} \geq \mathcal{C}_{Q_5}$ |
|                  | WA        | Cannot be calculated                      | Cannot be calculated               |
|                  | WG        | Cannot be calculated                      | Cannot be calculated               |
|                  | WA        | $\mathcal{C}_{Q_1} = 0.105976$, $\mathcal{C}_{Q_2} = 0.063178$, $\mathcal{C}_{Q_3} = 0.104099$ | $\mathcal{C}_{Q_2} \geq \mathcal{C}_{Q_3} \geq \mathcal{C}_{Q_1} \geq \mathcal{C}_{Q_4} \geq \mathcal{C}_{Q_5}$ |
|                  | WG        | Cannot be calculated                      | Cannot be calculated               |
|                  | WA        | $\mathcal{C}_{Q_1} = 0.048446$, $\mathcal{C}_{Q_2} = 0.06620$, $\mathcal{C}_{Q_3} = 0.304077$, $\mathcal{C}_{Q_4} = 0.178901$, $\mathcal{C}_{Q_5} = -0.01105$ | $\mathcal{C}_{Q_2} \geq \mathcal{C}_{Q_3} \geq \mathcal{C}_{Q_1} \geq \mathcal{C}_{Q_4} \geq \mathcal{C}_{Q_5}$ |
|                  | WG        | Cannot be calculated                      | Cannot be calculated               |

WA: weighted average; WG: weighted geometric.

**Table 9: Comparative analysis for the information of Table 5 corresponding to Example 3.**

| Methods          | Operators | Score values                              | Ranking values                     |
|------------------|-----------|-------------------------------------------|------------------------------------|
|                  | WA        | Cannot be calculated                      | Cannot be calculated               |
|                  | WG        | Cannot be calculated                      | Cannot be calculated               |

WA: weighted average; WG: weighted geometric.
Figure 4: Graphical representations of the score values of the alternatives given in Table 7.

Figure 5: Graphical representations of the score values of the alternatives given in Table 8.
(4) For $q_{CQ} = 1$ with imaginary part being zero, the investigated operators based on CQROFSs is converted for IFs.

From the above analysis, we obtain the result that the investigated operators based on CQROFSs are extensively useful and validated compared to other existing ideas [21–27].

6. Conclusion

A complex q-rung orthopair fuzzy set (CQROFS) is one of the useful tools to handle the uncertainties in the data compared to the other existing sets such as IFSs, PFSs, and QROFSs. The main characteristic of the CQROFS is that it handles the imprecise information using four membership degrees such that the sum of the q-powers of the real parts (also for imaginary parts) of the membership and nonmembership degrees is restricted to the unit interval. In the decision-making process, the aggregation operators offer a flexible arrangement with its modifiable factors because of the algebraic general structure. On the other hand, aggregation operators perform a significant role in conveying the magnitude level of options and characteristics. In this study, we develop some new LOLs between the pairs of the CQROFS. Based on these LOLs, we developed different aggregator operators, namely, LCQROFWA and LCQROFWG, and investigated their properties. Also, a MADM technique is investigated by considering the developed operators. Some examples are illustrated with the help of discovered operators to find the validity and consistency of the investigated approaches. Finally, to improve the quality of the explored approaches, comparative analysis, advantages, and graphical representations are also demonstrated. In the future, we will extend the investigated approaches in different fuzzy environments to solve the problems related to decision-making, consensus problems, and so forth [34–41].
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