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Abstract

In response to the rapid spread of the novel coronavirus, SARS-CoV-2, the U.S. has largely delegated implementation and rollback of non-pharmaceutical interventions (NPIs) to local governments on the state and county level. This asynchronous response combined with the heterogeneity of the U.S. complicates quantification of the effect of NPIs on the reproductive ratio of SARS-CoV-2 on a national level.

We describe a data-driven approach to quantify the effect of NPIs that relies on county-level similarities to specialize a Bayesian mechanistic model based on observed fatalities. Using this approach, we estimate the effect of NPIs on the reproductive ratio $R_t$ in 1,904 U.S. counties incorporating implementation, subsequent rollback, and mask mandate efficacy.

We estimate that at some point before August 2, 2020, 1,808 out of the considered 1,904 U.S. counties had reduced the reproductive ratio of SARS-CoV-2 to below 1.0. However, on August 2, the reproductive ration remained below that threshold for only 702 counties.

*Corresponding author.
†Equal contribution.
The estimated effect of any individual NPI is different across counties. Public school closings were estimated to be effective in metropolitan, urban, and suburban counties, while advisory NPIs were estimated to be effective in more rural counties. The cumulative prevalence predicted by the model ranges from 0 to 58.6% across the counties examined. The median is 2.6% while the 25th and 75th percentile are 1.3% and 44.6% respectively, indicating that most counties are far from herd immunity.

Our results suggest that local conditions, including socioeconomic, demographic and infrastructural factors, in addition to the cumulative prevalence are pertinent to containment and re-opening decisions.

1 Introduction

As of September 3, 2020, the United States has reported more than 6,100,000 cases of novel coronavirus 2019 (COVID-19).\(^1\) The disease, caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection, has led to more than 183,000 deaths in the U.S..\(^1\) As pharmaceutical interventions remain unavailable, non-pharmaceutical interventions (NPIs) have been a critical component of the public health effort to slow the spread of COVID-19. NPIs include guidelines for hand hygiene, mask mandates, cancellations of mass events, school closures, closure of non-essential businesses, and stay-at-home orders. The most drastic measures are designed to reduce transmission rapidly, buying time to expand healthcare capacity, develop effective testing and tracking mechanisms, and research pharmaceutical options, such as a vaccine.

Indeed, the implementation of NPIs coincides with a measurable decline in new cases and deaths.\(^1\) Conversely, the rollback of NPIs coincides with a surge of new cases in certain areas,\(^1\) but not all. This work aims to quantify how each type of NPI affects disease transmission on the U.S. county level. In the short term, these results may inform maintenance or re-implementation of NPIs as necessary; in the long term, they may guide the safe rollback of NPIs while minimizing adverse affects. Prior works have quantified the effect of implementing NPIs on the reproductive ratio \(R_t\) of SARS-CoV-2 in China,\(^2\) UK,\(^3\) Brazil,\(^4\) and 14 European countries, including Italy, Spain, and Germany.\(^5,6\) In the U.S., these effects have been quantified on the state level,\(^7\) and in
some large urban areas⁸, but the effect of county-level implementations and rollbacks has yet to be addressed. This is vital, since the U.S. delegated NPI implementation to local governments rather than establishing a unified, federal approach, and most states have done likewise.⁹ Moreover, to our knowledge, no peer-reviewed work has estimated the effects of NPI rollbacks in the U.S..

As a result, we confront the United States’ county-level implementations with a county-level approach. At the same time, we contend with the limited number of documented fatalities in many counties, which would otherwise limit this analysis to urban areas with sufficient data for epidemiological modeling.

We estimate the change in $R_t$ due to implementing and rolling back NPIs in 1,904 U.S. counties that exhibit substantially different characteristics regarding population density, economy, demographics, and infrastructure. To contend with this heterogeneity, we develop an approach that establishes county similarity based on factors known to affect community transmission of infectious diseases.¹⁰ Within groups of similar counties, we jointly optimize the parameters of a Bayesian mechanistic model to the observed deaths in every county under the assumption that the same NPI attains comparable effects across counties that are similar with respect to aforementioned factors. These counties may still differ in their initial reproductive ratio and the response of their citizens such as through mask wearing, which allows for county-level differentiation within the model. Furthermore, in order to incorporate rollbacks of NPIs in our analysis, we assume that the effect of the rollback is identical to the corresponding implementation. This follows from the fundamental assumption that rollbacks lead to a resumption of the original behavior, like returning to schools and workplaces, as they are intended to. However, differences arise due to additional behaviors that also affect transmission, which individuals may have adopted in the meantime. To this end, we consider the efficacy of face covering mandates as an independent NPI.

Face coverings have been shown to be an effective piece of personal protective equipment to reduce the likelihood of disease transmission,¹¹ and they are especially important for slowing the
spread of COVID-19 due to the prevalence of aerosol transmission, with or without presenting symptoms. They may consist of folded handkerchiefs, knitted cotton masks, surgical masks, or other respirators, each of which reduces the distance that exhaled particles travel from an individual, albeit to varying degrees. This work estimates the effect of mask mandates as an NPI, which the public may or may not adhere to, rather than of masks as individual protection. Mask mandates require individuals to wear face coverings in certain public settings, either at all times, when indoors, or when social distancing is not possible. The details of these requirements vary from state to state, an issue which is further complicated by differing public attitude toward, awareness of, or adherence to the mandate. In a given state, a single mask mandate may have widely varying effectiveness from county to county. This work estimates the effectiveness of mask mandates as specific to each county, as a step toward understanding what factors may allow a county to safely reopen.

2 Conclusions

Based on the model, 1,808 (95%) of the considered 1,904 U.S. counties are estimated to have reduced the reproductive ratio of novel coronavirus to below 1.0 between Jan 22nd and Aug 2nd via the implementation of NPIs, as of August 2, 2020. Some of these counties have been able to reopen while keeping their reproductive ratio low, while others have seen a second rise in $R_t$ upon reopening. On August 2 itself, our model estimates that 702 counties (36.9%) had a reproductive ratio below 1.0, meaning 1,202 (63.1%) did not. This is partially because of the different behavior changes adopted by the inhabitants of each county. In our model, this is reflected by rollbacks only taking place in some counties, or an estimated efficacy of mask mandate which mitigates the effects of rollbacks.

We observe that for metropolitan and urban counties, the most substantial reduction is attributed to the closing of public schools while less restrictive NPIs were estimated to be effective in more rural
counties. Further, the expected level of infection predicted by the model is far from herd immunity even in counties with advanced spread. Of the counties examined, the median percentage of the population infected is estimated to be 2.6%, with the 25th and 75th percentile at 1.3 and 44.6%, respectively. This indicates that few counties are driving the alarming increase in national case count, while most counties remain far below the prevalence necessary for herd immunity. While the model explains the observed trends in fatalities well, the rapid succession of different NPIs being implemented, and to a lesser extent being rolled back, in most counties complicates the disentanglement of the effects of any individual NPI.

Despite these limitations, our results suggest that strategies for shutdown as well as re-opening require careful consideration of county conditions in addition to state and national trends, with the responsiveness to mask mandates strongly affecting a county’s ability to reopen safely.

3 Results

3.1 Characterizing Groups of Similar Counties as Clusters

Since our hypothesis is that local conditions affect the spread of COVID-19, we differentiate among groups of counties using a data-driven approach known as clustering. Each group — or cluster — of counties is characterized by having similar demographic and socioeconomic qualities. For instance, cluster 1 consists of low-population, mostly rural counties with little public transit capacity and the lowest median household income. Cluster 2 and 3 are similar in size, having a mean population size of 45,000 and 52,000 respectively, but cluster 2 includes higher-income, suburban areas whereas cluster 3 has lower income areas with a large land area. Cluster 4 consists of the densest metropolitan areas with a high proportion of 18- to 65-year-olds, high household income, a high public transit score, and small land area. Finally, cluster 5 has the highest mean population size besides cluster 4, but is less densely populated, has poor public transit, and a lower household income on average. It is important to note that although we refer to these clusters with numbers...
Figure 1: Cluster labels based on demographic and socioeconomic conditions are used to aggregate data and specialize epidemiological models. Here, one can see how cluster 1 and 3 primarily cover rural areas, while clusters 5, 2, and 4 consist of increasingly urban counties.

1-5, these are merely labels returned by the clustering algorithm without any meaning inherent to the ordering. Figure 1 shows our clustering for all U.S. counties with this data available, including those without any incidence of COVID-19.

Once we have identified the clusters, we infer the reproductive ratio of SARS-CoV-2 over time by jointly optimizing the parameters of a Bayesian mechanistic model on each cluster. This process is described in greater detail in Section 5. Figure 2 shows the reproductive ratio at select dates for all modeled counties associated with their public transportation use.
Figure 2: Relationship between public transit capacity and the time-dependent reproductive ratio of SARS-CoV-2 for U.S. counties, through August 2, 2020. In Clusters 2 and 5, which have lower transit scores than cluster 4, we observe a noticeable drop in reproductive ratio by March 15, indicating the stronger effect of advisory NPIs in effect at that time.

We observe that although the basic reproductive ratio of SARS-CoV-2 starts at a similar level for all clusters, the speed at which counties in each cluster respond to the disease and reduce its $R_t$ differs. The reproductive ratio in metropolitan counties (cluster 4), which tends to have higher reliance on public transportation, decreases over the entire period. This is especially apparent going from March 15 to March 25. On the other hand, clusters with little transportation use, such as cluster 5, were estimated to have quickly reduced transmission rates. This suggests that if people have a higher reliance on public infrastructure, more stringent interventions are necessary to reduce transmission. The staggered drops in reproductive ratios are attributed to both varied efficacy of NPIs (see Section 3.3) and counties implementing NPIs at different times. The resurgence
of the virus in some areas can be seen as the reproductive ratio increases above 1 by August 2. Comparisons with more features are shown in Section 4.2.

3.2 Estimates of Initial and Current Reproductive ratios and Number of Infected

From Table 2, we observe that most counties exhibited an initial reproductive ratio $R_0$ above 3. As of August 2, however, most have successfully reduced the reproductive ratio to $R_t \approx 1$ after implementing NPIs. It is estimated that 17.46 to 31.83% of the population (95% confidence interval) has been infected in New York, NY, which has the highest number of cases by August 2. Based on the initial reproductive ratios between 2 and 4, herd immunity is reached only after 50 - 70% of the population has recovered,\textsuperscript{16,17} suggesting that all U.S. counties are far from achieving herd immunity. Consequently, easing restrictions is likely to result in, and in some counties have resulted in, subsequent waves of the epidemic. We state these findings for 15 representative counties in Table 2 and provide the same metrics for all 1,904 counties online at github.com/JieYingWu/npi-model, where we also provide code and data required for reproduction.

3.3 Learned Effects of NPIs

We quantify the effectiveness of NPIs for counties in each cluster, as shown in Table 3, and the county-specific effectiveness of mask mandates where implemented, shown in Figure 3.
| Cluster | County                  | $R_0$ (95% CI) | $R_{8/2}$ (95% CI) | # (%) estimated cases | # (%) measured cases | Population (2018) | Fatality rate (measured death/cases) |
|---------|-------------------------|----------------|------------------|----------------------|---------------------|-------------------|-------------------------------------|
| 1       | Tallapoosa County, AL   | 1.093 (0.989, 1.196) | 0.752 (0.217, 0.910) | 8,277 (20.4) | 855 (2.1) | 40,497 | 9.24% |
| 1       | Washington County, FL   | 3.647 (2.553, 4.073) | 1.276 (1.218, 1.330) | 1,931 (7.8) | 867 (3.5) | 24,880 | 1.61% |
| 1       | Iredell County, NC      | 3.679 (3.441, 3.860) | 1.032 (0.868, 1.094) | 1,897 (1.1) | 1,820 (1.0) | 178,435 | 0.99% |
| 2       | Putnam County, NY       | 0.894 (0.699, 1.141) | 0.270 (0.026, 0.539) | 8,074 (8.2) | 1,449 (1.5) | 98,892 | 4.35% |
| 2       | Brevard County, FL      | 1.216 (1.088, 1.323) | 1.428 (1.296, 1.529) | 20,338 (3.4) | 6,064 (1.0) | 596,849 | 2.49% |
| 2       | Maricopa County, AZ     | 3.941 (3.789, 4.106) | 1.099 (1.067, 1.141) | 361,572 (8.2) | 126,053 (2.9) | 4,410,824 | 1.87% |
| 3       | Yakima County, WA       | 3.050 (2.683, 3.423) | 0.427 (0.023, 1.026) | 31,322 (12.5) | 10,325 (4.1) | 251,446 | 2.04% |
| 3       | Yavapai County, AZ      | 1.132 (0.874, 1.465) | 1.240 (0.992, 1.462) | 15,425 (6.6) | 2,004 (0.9) | 231,993 | 3.34% |
| 3       | Webb County, TX         | 2.175 (1.360, 3.582) | 1.160 (0.971, 1.246) | 48,781 (17.7) | 7,888 (2.9) | 275,910 | 2.14% |
| 4       | Arlington County, VA    | 0.921 (0.831, 1.035) | 0.500 (0.178, 0.742) | 26,549 (11.2) | 3,077 (1.3) | 237,521 | 4.39% |
| 4       | Pinellas County, FL     | 3.784 (3.626, 4.005) | 1.201 (1.141, 1.258) | 59,300 (6.1) | 17,879 (1.8) | 975,280 | 2.80% |
| 4       | Los Angeles County, CA  | 3.380 (3.216, 3.543) | 1.030 (0.840, 1.099) | 710,834 (7.0) | 208,563 (2.1) | 10,105,518 | 2.39% |
| 5       | Saginaw County, MI      | 1.104 (0.935, 1.510) | 0.649 (0.105, 0.853) | 15,188 (8.0) | 2,010 (1.1) | 190,800 | 6.52% |
| 5       | Platte County, MO        | 1.094 (0.981, 1.281) | 1.352 (1.255, 1.448) | 1,720 (1.7) | 363 (0.4) | 102,985 | 2.75% |
| 5       | Leon County, FL         | 3.837 (3.667, 4.022) | 1.178 (1.117, 1.243) | 1,950 (0.7) | 4,965 (1.7) | 292,502 | 0.48% |

Table 2: Estimated initial and current reproductive ratio as of August 2, 2020, and the number of cases for selected counties. We show the counties with the highest and lowest reproductive ratio as of August 2, as well as the largest county by population in each cluster. This is compared to the measured number of cases and fatality rates. Estimates for all 1,904 counties are available at github.com/JieYingWu/npi-model.
| Intervention          | Cluster 1        | Cluster 2        | Cluster 3        | Cluster 4        | Cluster 5        |
|----------------------|------------------|------------------|------------------|------------------|------------------|
| $I_1$: Stay at home  | 0.101 (0.044, 0.168) | -0.004 (-0.008, 0.022) | 0.019 (-0.008, 0.152) | -0.005 (-0.008, 0.012) | -0.005 (-0.008, 0.015) |
| $I_2$: > 50 gathering | 0.008 (-0.008, 0.071) | 0.001 (-0.008, 0.030) | 0.085 (-0.008, 0.273) | 0.001 (-0.008, 0.049) | 0.141 (0.067, 0.212) |
| $I_3$: > 500 gathering| 0.008 (-0.008, 0.076) | 0.048 (0.003, 0.108) | 0.075 (-0.008, 0.264) | 0.001 (-0.008, 0.058) | 0.006 (-0.008, 0.083) |
| $I_4$: Public schools| 0.157 (-0.008, 0.815) | 0.791 (0.312, 1.017) | 0.284 (-0.008, 0.841) | 0.688 (-0.008, 1.065) | 0.034 (-0.008, 0.264) |
| $I_5$: Restaurant dine-in | 0.004 (-0.008, 0.077) | -0.006 (-0.008, 0.015) | 0.137 (-0.008, 0.379) | -0.001 (-0.008, 0.039) | 0.103 (-0.008, 0.197) |
| $I_6$: Entertainment/gym | 0.163 (0.071, 0.224) | 0.204 (0.176, 0.235) | 0.132 (-0.008, 0.369) | 0.113 (0.062, 0.163) | 0.049 (-0.008, 0.193) |
| $I_7$: Federal guidelines | 0.823 (0.018, 1.095) | 0.1174 (-0.008, 0.668) | 0.281 (-0.008, 0.847) | 0.391 (-0.008, 1.133) | 0.046 (-0.008, 0.376) |
| $I_8$: Foreign travel ban | 0.070 (-0.008, 0.407) | 0.030 (-0.008, 0.204) | 0.170 (-0.008, 0.778) | 0.005 (-0.008, 0.084) | 0.934 (0.623, 1.074) |

Table 3: The mean and 95% confidence interval of learned $\alpha$-values (see Equation 1) of the interventions and rollbacks for each cluster-specialized model. Higher $\alpha$-values correspond to a greater reduction of the reproductive number $R_t$ following the implementation of an NPI or, equivalently, greater increase following its rollback.

We note that our model estimates different behavior across counties. While all counties have
implemented a similar set of interventions, their estimated effects are substantially different in each respective cluster. For example, metropolitan counties (cluster 4) and suburban counties (cluster 2) were estimated to have a strong response to public school closings, while rural areas (clusters 1, 3, and 5) responded more to national-level interventions according to our model. One surprising observation is that stay-at-home orders are not given the same importance as seen in other works. This may be because of the concurrent estimation of its rollback effect and the mitigating effects of masks in the meantime. With non-essential businesses closed, thereby limiting indoor places to congregate, and masks being worn at all times, the risk of being in public spaces may remain low. Additionally, the effects of public school closing may confound the estimated effectiveness of stay-at-home orders as parents adopt stay-at-home-like practices even without mandated stay-at-home orders out of necessity.
Figure 3: The quantified effectiveness $\alpha_{\text{mask}, m}$ of mask mandates for each county included in our model. Counties which never implemented mask mandates, as of August 2, but are still included in our model are shown in gray. Darker colors correspond to higher values, where masks mandates were estimated to have greater effect toward reducing the reproductive ratio. Since mask mandates are implemented universally across a given state, these values are best interpreted in comparison with counties from the same state.

Figure 3 shows the county-specific estimates for the effectiveness of mask mandates. Because these mandates have been issued at the state level, these values tend to be similar across a given state. Our cluster-specialized model in particular gives rise to county-level variation for the effectiveness of a single mask mandate, which may not otherwise be apparent when modeling at the state level. In some states, such as Texas, we observe greater effect from these mandates in urban and suburban areas (clusters 2 and 4 resp.) compared to the surrounding counties. This could indicate greater
adherence to mask mandates, but it also likely describes the greater necessity of masks in a densely populated region, where social distancing is more difficult.

One caveat is that the effects of interventions that were implemented in short temporal succession are difficult to disentangle. Many local governments implemented formal NPIs in immediate response to the federal guidelines, leading a quick succession of NPIs coming into effect. While simultaneously estimating the rollbacks may help in disentanglement, rollbacks have often been implemented at the state level. Additionally, changes in people’s behaviors such as mask wearing complicates disentanglement. Disentanglement of the effects of NPIs is explored more in Section B.

Another limitation of our model is that the federal level, advisory interventions may have come before some counties have seen any cases. This introduces ambiguity between $R_0$ estimates and the weight attributed to federal NPIs, i.e. federal guidelines and travel ban. Similar ambiguity is less prominent for other interventions, since they are not generally implemented before a county has seen cases. Additionally, since the epidemiological model used here is mechanistic, it only allows for changes of the transmission rate at the time of implementation of interventions. Other events, such as high-profile cases and cancellations of prominent festivals, likely contributed to increasing awareness of the disease and may also have effects on individual behavior, and therefore the $R_t$. These effects cannot be attributed to a specific date and may thus affect the weights of interventions that come into effect at around the same time.
4 Methods

Figure 4: The fitting process for our model, compared to the standard approach. We fit Bayesian mechanistic models (BMM 1-5) to each one of five clusters of counties, based on similarity in socioeconomic, demographic, and other factors.

Figure 4 shows an overview of the proposed method, which adapts a well-established approach to account for the heterogeneity of the United States when estimating the effects of NPIs on disease spread. Naively, one may account for this heterogeneity by estimating NPI effects for each individual county, but this would limit analysis to counties with a large number of cases, without the potential to generalize to counties with fewer cases.

We aim to understand the effect of each type of NPI in general, not as it depends on each individual county’s implementation, enforcement, or public awareness, so that this work may inform future implementations in response to the outbreak of COVID-19 or another disease. Therefore, we cluster counties based on variables known to affect disease spread and rely on the fundamental assumption that NPI effects can be estimated for each group of counties.
Note that we exempt mask mandates from this assumption, since these appear to vary based on factors unrelated to disease transmission, such as political affiliation. We train a Bayesian mechanistic model (see Sec. 5) for each cluster, allowing the effects of NPIs to differ based on epidemiological factors in a county rather than state or national boundaries.

### 4.1 Super-counties

Quantifying changes in COVID-19’s reproductive ratio is complicated when considering differences at the county — rather than the national — level, which is necessary due to the distributed nature in which the United States has allowed individual counties to implement NPIs. Our Bayesian mechanistic model is optimized to describe fatality counts, the volume of which decreases significantly outside of highly populated regions. To make up for this scarcity when fitting an epidemiological model, we leverage a balanced clustering of U.S. counties to aggregate data from similar counties in the same state, treating them as a single entity or “super-county.” This has the advantage of considering counties that would otherwise be excluded without assuming that the spread of the disease in those counties follows the same trend of more advanced regions in the same state or country. Counties with 50 or more cumulative fatalities as of August 2 are included independently. Counties with fewer than 50 fatalities are aggregated into a super-county if they are in the same state, belong to the same cluster, and implemented NPIs at the same time. Table 4 summarizes the number of counties in each of these categories for each cluster, and Figure 5 visualizes this process for counties in cluster 1 in Texas.

|               | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 | Cluster 5 | Total |
|---------------|-----------|-----------|-----------|-----------|-----------|-------|
| Super-counties| 24        | 16        | 4         | 1         | 22        | 68    |
| Counties in super-counties | 1,137     | 87        | 4         | 1         | 22        | 1,570 |
| Counties not in super-counties | 26        | 204       | 11        | 42        | 51        | 334   |
| Total Counties Considered | 1,163     | 291       | 39        | 64        | 347       | 1,904 |

Table 4: Number of counties or super-counties included in our study. Each county or super-county included has 50 or more cumulative fatalities by August 2, 2020.
In addition to this data aggregation strategy, we fit a cluster-specialized model to each group of counties, quantifying the possibly disparate effects of the NPIs in each type of county, as detailed below.

Figure 5: (a) The total confirmed deaths caused by COVID-19 for counties in Texas, as of August 2. (b) Cluster labels for each Texas county, based on demographics, education, density, and other factors. (c) Texas counties in cluster 1 having 1-49 cumulative deaths as of August 2, 2020 and the same NPI implementation dates. To enable robust epidemiological models, these counties are treated as a single “super-county.” A county or super-county must have 50 or more cumulative deaths as of August 2 to be considered.

4.2 Clustering Counties

To generate the clustering, we partition 3,059 U.S. counties into five groups based on variables which directly affect disease spread. Although these are not the only factors which may affect spread, they provide a meaningful basis for aggregation and separation of epidemiological data and parameters. Table 5 summarizes the variables used for clustering, which include demographic, economic, and public transit capacities that we have gathered, processed for machine readability,
| Variable                                      | Cluster 1 Mean (std) | Cluster 2 Mean (std) | Cluster 3 Mean (std) | Cluster 4 Mean (std) | Cluster 5 Mean (std) |
|----------------------------------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| Population                                   | 23,522 (23,217)      | 450,789 (464,001)    | 52,425 (57,060)      | 759,468 (1,418,561)  | 84,595 (59,674)      |
| Fraction of population male, age 0-17        | 0.114 (0.018)        | 0.116 (0.015)        | 0.113 (0.026)        | 0.105 (0.020)        | 0.110 (0.014)        |
| Fraction of population female, age 0-17      | 0.108 (0.018)        | 0.111 (0.014)        | 0.108 (0.025)        | 0.101 (0.019)        | 0.105 (0.014)        |
| Fraction of population male, age 18-64       | 0.297 (0.035)        | 0.304 (0.014)        | 0.298 (0.032)        | 0.320 (0.033)        | 0.300 (0.024)        |
| Fraction of population female, age 18-64     | 0.2803 (0.022)       | 0.309 (0.014)        | 0.282 (0.019)        | 0.325 (0.027)        | 0.296 (0.020)        |
| Fraction of population male, age 65+         | 0.093 (0.023)        | 0.071 (0.017)        | 0.097 (0.032)        | 0.064 (0.016)        | 0.085 (0.021)        |
| Fraction of population female, age 65+       | 0.1075 (0.022)       | 0.088 (0.019)        | 0.102 (0.032)        | 0.085 (0.022)        | 0.103 (0.023)        |
| Fraction of population number with some college or associate’s degree | 0.213 (0.040) | 0.198 (0.028) | 0.238 (0.044) | 0.167 (0.041) | 0.213 (0.030) |
| Fraction of population in poverty             | 0.153 (0.057)        | 0.109 (0.042)        | 0.146 (0.056)        | 0.140 (0.059)        | 0.135 (0.047)        |
| Fraction of population unemployed             | 0.018 (0.005)        | 0.018 (0.004)        | 0.023 (0.010)        | 0.018 (0.004)        | 0.019 (0.004)        |
| Median household income                       | 49,085 (10,377)      | 69,118 (16,914)      | 53,606 (11,240)      | 68,624 (27,320)      | 54,430 (10,073)      |
| Population density (persons per sq. mile)     | 42.3 (44.5)          | 626.6 (469.6)        | 18.9 (17.4)          | 3789.1 (7,947.8)     | 132.6 (88.1)         |
| Number of housing units (per capita)          | 0.498 (0.114)        | 0.389 (0.050)        | 0.539 (0.247)        | 0.415 (0.084)        | 0.454 (0.090)        |
| Land area (sq. miles)                         | 1,120.42 (4,296.43)  | 993.03 (1,591.41)    | 3,409.26 (3,301.91)  | 355.80 (583.55)      | 650.96 (239.58)      |
| Population-weighted transit score             | 0.0 (0.0)            | 2.70e9 (1.92e9)      | 1.18e9 (1.25e9)      | 2.86e9 (2.98e9)      | 1.13e9 (1.19e9)      |

Table 5: Average values and standard deviations for each of the 16 variables considered in our clustering, capturing demographic and socioeconomic information as well as transit capacity. As can be seen, certain variables are highly distinct among clusters, whereas others exhibit more overlap.
and released in a publicly available dataset. Sources include the United States Census Bureau, the United States Department of Agriculture Economic Research Service and the Center for Neighborhood Technology. A full list of sources can be found on the corresponding website. To incorporate potential exposure, we consider county population, density, housing density, and land area. Additionally, we consider portions of the population for age- and gender-based demographic categories, due to COVID-19’s disparate effects on these groups. Our clustering is also based on socioeconomic variables, which may indicate behavioral traits relevant to the spread of COVID-19. For instance, workers with tertiary education are more likely to hold office-type jobs which can be done from home. At the same time, many secondary-education jobs have been deemed essential, resulting in a high contact rate, which in turn increases the likelihood of infection. Thus, our clustering considers college education, poverty, unemployment, and median household income for each county as a proxy of the overall job composition in the local area. We include a population-weighted transit score from the Center for Neighborhood Technology, which conducts research on urban infrastructure, due to the likelihood of transmission in the enclosed, possibly crowded space that public transport entails. Altogether, these variables are used to separate counties into five clusters using a Gaussian mixture model.

Figure 6 and Figure 7 show how $R_t$ relates to median household income and population density for counties and super-counties in the different clusters. Super-counties are visualized as a single point using their population-weighted average for that feature. The plots show the distribution of the cluster over the features and its correlation with how $R_t$ changes.
Figure 6: Scatter plot and density distribution plot for counties and super-counties comparing $R_t$ over time to median household income. Colors indicate which cluster the county or super-county belongs in.
Notably, we exclude ethnic demographics from the variables considered during clustering because we assume that no direct relationship exists between race and incidence of COVID-19. Rather, such a relationship would be mediated by socioeconomic factors that are already included for similarity assessment.

5 Modeling the Effects of NPIs with Bayesian mechanistic models

As counties have started to reopen, some have experienced alarming spikes in the number of cases and deaths from COVID-19. We extend our model to include the effects of rollbacks in an effort to find patterns in which counties can safely reopen and which counties would experience spikes. We
separate this analysis from our primary analysis of the effect of NPIs as this is complicated by the asymmetric effect of interventions and their rollback. For example, counties generally mandated all restaurants to shut at the same time and that uniformly means they can only operate take-out and delivery. When reopening restaurants however, different phases have been implemented from 25% occupancy and outdoor-only seating to full occupancy with indoor service. Additionally, many restaurants continue to operate as take-out and delivery only even as the county has relaxed its restrictions as it may not make financial sense to operate at reduced capacity or out of fear of spreading the disease.\textsuperscript{25} Given these caveats, we consider county-level modeling of even crudely lumped interventions a step in informing conversations about reopening.

5.0.1 Data Processing

We use cumulative fatality and infection counts from the JHU CSSE COVID-19 Dashboard, which has been tracking COVID-19 since January.\textsuperscript{1} When fitting our model, we use measured fatality rates, which are generally considered more reliable than confirmed infections because of limited testing and the prevalence of asymptomatic cases. Thus, we use population-weighted fatality rates to estimate the true cases count. Obtaining a reasonable estimate for this ratio is crucial to realistically model the numbers of total infections. However, due to asymptomatic cases, undertesting and biased reporting, this parameter cannot be measured directly, but has to be inferred from observable data.\textsuperscript{26–28} Previous studies all report fatality rates with substantial uncertainty but agree on the fact that fatality for COVID-19 depends strongly on the age of the infected person. Therefore, we adapt the fatality rates per age group presented in Verity et al.\textsuperscript{26} for each county with respect to its demographic age distribution. Based on U.S. Census data, a per-county weighted fatality rate is computed using the share of each age group in the overall population.

To collect reopening dates, we start with the IHME database of rollback dates on the state level.\textsuperscript{29} Since IHME’s categories are rollback of stay at home, gatherings, essential business, and non-essential business, we match the former two rollbacks with our NPI intervention and associate
non-essential business with reopening of restaurants and gyms. We choose to match the rollbacks to the interventions so we can measure the asymmetry of an intervention’s implementation and rollback. Then, we compare the IHME state-level results with reopening dates from the New York Times and update any discrepancies, such as if the opening of the first non-essential business did not include restaurants or gyms. The latter data source also points out states with counties that have implemented rollbacks differently. To collect county-level data, we look into every state the Times points out with county-level discrepancy, the states that have seen recent increases in cases such as Texas and Florida, and states that have driven the COVID trends in the US such as New York.

5.0.2 Model

We estimate the effective reproductive ratio using a semi-mechanistic Bayesian mechanistic model proposed in Flaxman et al., that infers the impact of a predefined set of interventions and estimates the number of infections over time. We use the priors given by the model and refer to Flaxman et al. for a complete description and exhaustive validation of these design choices. Here, we outline the most relevant parameters for our work, most notably (1) the inclusion of NPI rollbacks and (2) their dependence on a county-specific effectiveness for mask mandates.

Eq 1 describes the model for the reproductive ratio $R_{t,m}$ in each county $m$ at time $t$. The model estimates a county-specific initial reproductive ratio $R_{0,m}$, which captures county-level variations which are constant in time. In the mechanistic model, this initial reproductive ratio remains unchanged until an intervention takes effect at time $t$, represented by the binary indicator $I^{(i)}_{t,m}$ for the $i$th intervention. This indicator conveniently captures reversal of NPIs, reverting to 0 after a rollback. The model estimates the effects of NPIs as weights $\alpha_i$ for $i \in \{1, \ldots, n\}$. Additionally, the model estimates a county-specific weight $\alpha_{\text{mask},m}$ to account for differing mask usage in each
Together, the effects of NPIs are modeled as multiplicative:

\[ R_{t,m} = R_{0,m} \exp \left( - \left[ I_{t,m}^{(1)} \alpha_1 + I_{t,m}^{(2)} \alpha_2 + \cdots + I_{t,m}^{(n)} \alpha_n \right] - I_{t,m}^{(\text{mask})} \alpha_{\text{mask},m} \right) \]  

(1)

We describe the data collection process for NPI implementations and rollbacks in Section 5.0.1. Aside from mask mandates, our experiments consider \( n = 8 \) NPI types, as enumerated in Table 3.

The model assumes a normal distribution truncated at 0 as the prior for the \( R_0 \). For each initial reproductive ratio, we use the prior \( R_{0,m} \sim N(3.28, \kappa) \) where \( \kappa \sim N^+(0, 0.5) \), in accordance with the analysis presented in Liu et al. We draw the intervention weights from an offset Gamma distribution following previous work.

\[ \alpha_i \sim \Gamma(0.1666, 1) - \frac{\log(1.05)}{6} \]  

(2)

Starting from the time-varying \( R_t \), a latent function of daily infections is modeled depending on two factors: a generation distribution \( g \sim \Gamma(6.5, 0.62) \) that models the time between spread of infection from one individual to the next and the number of susceptible individuals left in the population.

Model fitting is driven by the timeseries of observed daily deaths. These are linked to the modeled number of infections by the county specific weighted fatality rate. We model the noise the weighted fatality rate in fitting the model as \( \text{noise} \sim N(1, 0.1) \). The time from infection to death is given by the sum of the infection-to-onset distribution and the onset-to-death distribution, where the two distributions are independent of each other. The former is modeled as a Gamma distribution with mean 5.1 days and coefficient of variation 0.86, while the latter is modeled as a Gamma distribution with mean 18.8 days and a coefficient of variation 0.45. The infection-to-death distribution can
therefore be modeled as

\[ \pi \sim \Gamma(5.1, 0.86) + \Gamma(18.8, 0.45) \]  \hspace{1cm} (3)

We use this to model the probability of death by taking into account the number of people infected in all previous days, the number of days since infection. The number of cases at time \( t \) in region \( m \) is given by \( c_{t,m} \).

\[ c_{t,m} = R_{t,m} \sum_{\tau=0}^{t-1} c_{\tau,m} g_{t-\tau} \]  \hspace{1cm} (4)

\[ g_s = \int_{s-0.5}^{s+0.5} g(\tau) d\tau \]  \hspace{1cm} (5)

c\(_{t,m}\), along with the weighted probability of death, gives the number of deaths on a day for a given county as given by \( d_{t,m} \).

\[ d_{t,m} = \sum_{\tau=0}^{t-1} c_{\tau,m} \pi_{t-\tau,m} \]  \hspace{1cm} (6)

\[ \pi_{s,m} = \int_{s-0.5}^{s+0.5} \pi_m(\tau) d\tau \]  \hspace{1cm} (7)

We compare the model’s expected number of deaths \( d_{t,m} \) for region \( m \) on day \( t \) to the measured deaths \( D_{t,m} \).

\[ D_{t,m} \sim \text{NegativeBinomial}(d_{t,m}, d_{t,m} + \frac{d_{t,m}^2}{\phi}) \]  \hspace{1cm} (8)

where \( \phi \sim N^+(0, 5) \). To ensure that the deaths accounted for are from locally acquired infections, we include observed deaths in a county only after the cumulative count has exceeded 10. The seeding of new infections is assumed to be a month prior to that. For each of the first 6 days of infection that the model considers, the model optimizes the number of cases to a number drawn from the following prior: \( \exp \left( \frac{1}{\tau} \right) \) where \( \tau \sim \exp(0.3) \).
Figure 8: Histogram of Rhat for the Pystan model fit of cases and deaths for national-level counties and super-counties. Values close to 1 indicate convergence.

All parameters are estimated jointly using an adaptive Hamiltonian Monte Carlo (HMC) sampler in the probabilistic programming language Stan. We fit the model over 2000 total iterations, with 1000 of those as warm-up iterations. We use 6 chains, set adapt delta to 0.99, and the maximum tree depth to 15 for all the following experiments. We show the histogram for the \( \text{rhat} \) convergence indicator below for our over all 5 clusters. The values are close to 1, indicating convergence of our model.
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A Validation

Although prior work has validated the model,\textsuperscript{5,7} we perform two experiments to show the value and consistency of our results. First we compare the fatality estimates of our model for a given county to validation models which observe data only from the given model. Naturally, these validation models have less signal to accurately estimate NPI effects, but by fixing the effects of NPIs, we can observe how comparable fatality estimates are nevertheless obtained using the appropriate, cluster-specific is. Second, we correlate the estimated reproductive ratio with publicly available mobility data from Google.\textsuperscript{33} This shows the consistency of our results, which are based solely on official NPI implementations, with actual observations of the behavior those NPIs address. This validates our fundamental assumption that NPIs can influence behaviors that affect disease transmission, such as mobility.
A.1 Validating NPI Effects

Figure 9: An overview of our process for validation the advantages of clustering when estimating the effects of NPIs. Validation models (dark blue) use NPI-effects from each cluster-specialized model. We expect the estimates from Validation 4 to closely match those of BMM 4, but others may vary significantly. BMM 1, 2, 3, and 5 match the models from Figure 4. BMM 4’ is similar to BMM 4, with the difference being the exclusion of the validation county during fit.

To validate the advantages of clustering, we fit several models to a single county and compare the fatality estimates and \( \alpha_{\text{mask}} \) values with the main model. We choose the largest county by population, Los Angeles County, both to ensure adequate signal for the model and also because Los Angeles has experienced a resurgence of the virus as of August 2, 2020.\(^1\) For validation, we use the model from Equation 1 with the NPI effects \( \alpha_1, \ldots, \alpha_8 \) fixed to the mean values estimated by the main model for each cluster, as shown in Table 3. For Validation 4, which uses \( \alpha_i \) values from cluster 4, we exclude L.A. county from the model fit. Additionally, we fit a “single-county” model to Los Angeles County on its own, without fixing NPI effects. Figure 9 gives an overview of this validation process. The effect of mask mandates is not fixed for any model, since we consider mask mandates to be county-specific. As a result, each validation model is able to converge by
manipulating the effects of masks, showing similar overall trends for the course of the outbreak in that county. However, they may estimate very different values for $\alpha_{mask}$ when we take the $\alpha_i$’s from clusters 1, 2, 3, and 5, which L.A. county does not belong to. For instance, the Validation 1 and 3 models estimate $\alpha_{mask} = 0.193, 0.204$ respectively, to compensate for the difference in other NPI effects. When using fixed $\alpha_i$’s from cluster 4, on the other hand, the Validation 4 model estimates $\alpha_{mask}$ to be 0.018, much closer to the main model’s estimate. This highlights how NPI can be highly specific to each cluster, since using the wrong values for $\alpha$ resulted in markedly different fatality estimates and other parameters. Clustering counties provides ample signal for the model to estimate NPI effects in each cluster while distinguishing between regions that exhibit markedly different values for these effects. This shows the advantages of clustering counties based on the variables we describe in section 4.2.
| Model                  | Fixed NPI Effects | Counties for NPI Effects (if Fixed) | Estimated $R_0$ (95% CI) | $\alpha_{\text{mask}}$ (95% CI) | Fatality Estimates |
|------------------------|-------------------|------------------------------------|--------------------------|----------------------------------|-------------------|
| BMM 4                  | X                 | —                                  | 3.380 (3.216, 3.543)     | 0.040 (0.0, 0.299)                | 11.5 (10.3)       |
| Single-county          | X                 | —                                  | 4.634 (3.285, 6.787)     | 0.021 (0.0, 0.124)                | 11.2 (10.5)       |
| Validation 1           | ✓                 | Cluster 1                          | 3.739 (3.710, 3.922)     | 0.193 (0.058, 0.328)              | 12.2 (10.5)       |
| Validation 2           | ✓                 | Cluster 2                          | 3.514 (3.428, 3.607)     | 0.074 (0.0, 0.197)                | 11.4 (10.2)       |
| Validation 3           | ✓                 | Cluster 3                          | 3.321 (0.088, 0.329)     | 0.204 (0.088, 0.329)              | 11.8 (10.2)       |
| Validation 4           | ✓                 | Cluster 4 (except L.A. County)     | 3.427 (3.358, 3.507)     | 0.018 (0.0, 0.153)                | 11.7 (10.2)       |
| Validation 5           | ✓                 | Cluster 5                          | 3.808 (3.710, 3.922)     | 0.046 (0.0, 0.175)                | 12.2 (10.1)       |

Table 6: Mean error and standard deviation for fatality estimates in Los Angeles County, using the Cluster 4 model as well as validation models. Validation models are fit to L.A. county on its own, either in the same manner as described in Section 5 or as described above, with fixed NPI effects. Those with fixed NPI effects still estimate the effect of mask mandates, as this is county-specific, and these are reported as well.

Figure 10 shows the fatality estimates for Los Angeles County, using the Cluster 4 specialized model, a single-county model, and two validation models with fixed NPI effects. As expected, Figure 10a and 10b show similar trends for the disease, although the Cluster 4 model has a larger confidence interval, since its parameters are fit to a greater number of counties. The model in
Figure 10c uses fixed NPI effects, with $\alpha_1, \ldots, \alpha_8$ taken from a model fit to the same counties as 10, except Los Angeles County itself. This looks similar to the single-county model trained on Los Angeles County, indicating the compatibility of estimated NPI effects with those learned across the whole cluster. This contrasts with Figure 10d, which uses NPI effects from cluster 1, resulting in a worse fit in terms of mean error.
Figure 10: Estimated fatalities in Los Angeles County up to August 2, 2020. (a) estimates from the model described in Section 5, fit to counties from Cluster 4 (see Section 4.2. (b) estimates from a fixed-NPI model, using $\alpha_i$ values from Cluster 4, excepting Los Angeles County. (c) estimates from a fixed-NPI model, using $\alpha_i$ values from Cluster 1, which does not include Los Angeles County.
A.2 Correlating Estimated Reproductive Ratio with Mobility

Figure 11: Distribution of correlations between the estimated reproductive ratio $R_t$ and the number of visits to various destination types, collected from smart phone data. Higher mobility in residential areas are negatively correlated with the $R_t$ estimates, which is consistent with the expectation that staying home reduces disease spread. Visits to workplaces, retail, and transit stations, on the other hand, are positively correlated with $R_t$. 
Table 7: Pearson correlation coefficient between mobility in each destination category and estimated reproductive ratio, based on data up to August 2, for metropolitan counties (Cluster 4).

| Destination Category | Mean Correlation (std) |
|-----------------------|------------------------|
| Workplaces            | 0.195 (0.289)          |
| Retail/Recreation     | 0.206 (0.290)          |
| Parks                 | -0.002 (0.378)         |
| Grocery/Pharmacy      | 0.246 (0.226)          |
| Residential           | -0.175 (0.347)         |
| Transit               | 0.186 (0.343)          |

Although we do not incorporate mobility data into our model, we nevertheless observe a strong correlation between the estimated reproductive ratio and activity outside the home, based on data up to August 2. For each county, we compute the Pearson correlation coefficient of $R_t$ with daily mobility data for six destination categories: workplaces, retail/recreation, parks, grocery/pharmacy, and residential, and transit. Table 7 shows the mean and standard deviation of these correlation values across metropolitan counties (Cluster 4), and Figure 11 shows each distribution. As is evident, visits to the workplace have, on average, a strong positive correlation of 0.701 with the estimated reproductive ratio, followed by visits to retail/recreation and grocery/pharmacy. Visits to residential destinations suggests individuals are likely staying home, which has a negative correlation with our reproductive ratio, consistent with claims that stay-at-home orders and social distancing mitigates disease spread. Finally visits to parks, which are outdoors, have correlation values distributed about 0. This does not indicate visits to parks are free of disease spread, but it is consistent with public health guidance that open air activities carry less risk compared to indoor activities.

We make these observations not to establish the causal relationship between greater mobility and disease spread — that much has been broadly established — but rather as a validation of our
estimates, which are consistent with broadly established expectations despite mobility not being explicitly considered by our model.

B Disentanglement

Table 8: Average number of days between intervention types for all counties in the US that have implemented the two interventions being compared. The interventions are in the order defined in Table 3.

| $I_1$ | $I_2$ | $I_3$ | $I_4$ | $I_5$ | $I_6$ | $I_7$ | $I_8$ |
|-------|-------|-------|-------|-------|-------|-------|-------|
| 6.76  | 8.79  | 10.4  | 9.49  | 7.99  | 12.48 | 17.48 |
| 6.76  | 1.85  | 4.07  | 4.13  | 5.37  | 5.89  | 10.83 |
| 8.79  | 1.85  | 4.86  | 4.57  | 6.01  | 5.33  | 8.86  |
| 10.4  | 4.07  | 4.86  | 3.74  | 4.84  | 2.38  | 7.37  |
| 9.49  | 4.13  | 4.57  | 3.74  | 1.9   | 3.82  | 8.68  |
| 7.88  | 5.27  | 6.01  | 4.84  | 1.9   | 4.89  | 9.79  |
| 12.48 | 5.89  | 5.33  | 2.38  | 3.82  | 4.89  | 5     |
| 17.48 | 10.83 | 8.86  | 7.37  | 8.68  | 9.79  | 5     |

One drawback of a mechanistic model is that it cannot disentangle implementations that came into effect at the same time. For example, states often closed public schools at the same time as federal guidelines were issued so it is difficult to discern the individual effect on reducing $R_t$. Additionally, in Table 8, we observe that banning gatherings of 50 or more people often occurs at the same time as banning gatherings of 500 or more, and restaurants and entertainment venues are often closed together. This suggests that these pairs of interventions may not or be poorly disentangled. This holds true even as interventions are rolled back.
To further investigate the model’s ability to disentangle intervention weights, we create simulated trajectories of counties’ deaths and cases counts based on their $R_0$ and the dates on which the interventions came into effect. Using all counties that have more than 500 cumulative deaths on August 2 without super-counties, we seed each county with 200 cases in each of the first 6 days. The higher threshold aims to limit the disentanglement analysis to counties that have more cases and are therefore likely to implement their own set of NPIs rather than follow the state timeline. To simulate county-specific trajectories, we construct a set of generated time series. We assign intervention weights $\alpha_i$ to be randomly generated from a Gamma distribution, the same distribution as our prior on the Bayesian mechanistic model adjusted to be in the range of our learned weights. To reduce the complexity in disentanglement, we do not use the county-specific mask term when generating the trajectories and do not fit to that term in our disentanglement model. We then calculate what the $R_t$ on each day must have been based on the $R_0$ and the interventions in place. Once we have the seeded infection and the $R_t$ trajectory for each county, we can calculate daily infections and thus expected fatalities. Since fewer regions are considered for disentanglement runs, we fit for 1000 warmup iterations, 1800 iterations in total, and use 4 chains. Using the simulated trajectories, we fit the model. Table 10 compares the weights used for generation with

| Stay at Home | >50 Gatherings | >500 Gatherings | Restaurant dine-in | Entertainment / Gym |
|--------------|----------------|-----------------|-------------------|---------------------|
| Stay at Home | 15.07 | 15.38 | 13.93 | 14.54 |
| >50 Gatherings | 15.07 | 0.34 | 16.43 | 13.14 |
| >500 Gatherings | 15.38 | 0.34 | 14.90 | 12.99 |
| Restaurant dine-in | 13.93 | 16.43 | 14.90 | 1.28 |
| Entertainment / Gym | 14.54 | 13.14 | 12.99 | 1.28 |

Table 9: Average number of days between rollbacks of interventions for all counties in the US that have implemented the two rollbacks being compared.
the weights that the model learned.

| Intervention weights | Learned weights (95% confidence interval) |
|----------------------|------------------------------------------|
| $I_1$                | 0.803                                    |
|                      | 1.413 (1.211, 2.541)                     |
| $I_2$                | 0.039                                    |
|                      | 0.311 (0.017, 0.531)                     |
| $I_3$                | 0.066                                    |
|                      | 0.021 (-0.008, 0.215)                    |
| $I_4$                | 0.329                                    |
|                      | 0.468 (0.087, 0.805)                     |
| $I_5$                | 0.115                                    |
|                      | 0.011 (-0.008, 0.096)                    |
| $I_6$                | 0.013                                    |
|                      | 0.010 (-0.008, 0.113)                    |
| $I_7$                | 0.472                                    |
|                      | 0.045 (-0.008, 0.428)                    |
| $I_8$                | 0.055                                    |
|                      | 0.008 (-0.008, 0.114)                    |

Table 10: By setting the intervention weights, we can generate simulated timeseries of cases and deaths counts and have the model learn the weights. The learned values differ from the ground truth intervention weights, showing that the model does not disentangle the contribution of each intervention well in cases where interventions were implemented close together.

We observe that the effects of individual NPIs are not well disentangled in general. The model tends to attribute more weight to few NPIs rather than spread out the weight evenly. Specifically, the model tends to put more weight on stay-at-home orders. This may be because interventions $I_2$ to $I_8$ are often implemented close together (see Table 8) and it is difficult to attribute effect to any single one of them on a national scale. Although rollbacks are implemented with more variability in time, they show similar groupings as the NPI implementation between 0.50 and 0.500 gatherings, and between restaurant and entertainment/gym re-openings. The region-specific mask factor further entangles the rollback effects. While we can conclude that the trajectories the model predicts are reliable, due to their match to measured death, and therefore the overall change in $R_t$ is reliable, attributing variation to any individual NPI is challenging whenever the difference
in implementation date is small. This observation seems to be in line with the similarly large confidence intervals reported in previous work on varied models and regions.²⁻⁶,⁸