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Abstract

Although electric power networks and district heating networks are physically coupled, they are not operated in a coordinated manner. With increasing penetration of renewable energy sources, a coordinated market-based operation of the two networks can yield significant advantages, as reduced need for grid reinforcements, by optimizing the power flows in the coupled systems. Transactive control has been developed as a promising approach based on market and control mechanisms to coordinate supply and demand in energy systems, which when applied to power systems is being referred to as transactive energy. However, this approach has not been fully investigated in the context of market-based operation of coupled electric power and district heating networks. Therefore, this paper proposes a transactive control approach to coordinate flexible producers and consumers while taking into account the operational aspects of both networks, for the benefit of all participants and considering their privacy. A nonlinear model predictive control approach is applied in this work to maximize the social welfare of both networks, taking into account system operational limits, while reducing losses and considering system dynamics and forecasted power supply and demand of inflexible producers and consumers. A subtle approximation of the operational optimization problem is used to enable the practical application of the proposed approach in real time. The presented technique is implemented, tested, and demonstrated in a realistic test system, illustrating its benefits.
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Acronyms

BESS  Battery Energy Storage System
CEPDHN  Coupled Electric Power and District Heating Network
CHP  Combined Heat and Power
DHN  District Heating Network
DPR  Differential Pressure Regulator
DSM  Demand Side Management
DSO  Distribution System Operator
EMS  Energy Management System
EMSSA  Energy Management System Software Agent
EPN  Electric Power Network
FNP  Flexible Network Participant
HP  Heat Pump
ISOEMS  Independent System Operator Energy Management System
LMP  Locational Marginal Price
MINLP  Mixed Integer Nonlinear Programming
NLP  Nonlinear Programming
NMPC  Nonlinear Model Predictive Control
PV  Photovoltaic
RES  Renewable Energy Source
TC  Transactive Control
TCS  Transactive Control System
TE  Transactive Energy
UMP  Uniform Marginal Price
WPP  Wind Power Plant

Indices and Superscripts
c, p  Consumer, Producer

cp  Control path

e1, ht  Electric, Heat

e  Edge/Component of the DHN

i, j  Buses/Nodes \(i, j = 1, ..., I\)
l  Pipeline

n, m  Network participants \(n, m = 1, ..., N\)
r, s  Return/Supply network of the DHN

0  Reference value for valve flow factor \(K_v\)

*  Predicted power infeed/demand

Parameters

\(A\)  Edge-node incidence matrix of the DHN

\(A_l\)  Cross section area of a pipeline in \([m^2]\)

\(B\)  Edge-loop incidence matrix of the DHN

\(B_{ij}\)  Susceptance of distribution feeder in \([p.u.]\)

c  Bid price \([\text{\euro}$/MW]\)

c_p  Specific heat capacity of water in \([J/(kg K)]\)

\(G_{ij}\)  Conductance of distribution feeder in \([p.u.]\)

\(\Delta k\)  Time intervall between two time steps in \([s]\)

L  Length of a pipeline in \([m]\)

\(I, N\)  Number of network nodes/buses \(i\), participants \(n\)

\(\Delta p^{\text{def}}\)  Vector of predefined pressure differences in \([\text{bar}]\)

\(\Delta p^{\text{pump}}\)  Pressure difference over a controlled pump in \([\text{bar}]\)

\(\Delta p_0\)  Pressure reference for valve flow factor \(K_v\) in \([\text{bar}]\)

\(R\)  Edge control path matrix of the DHN

\(R_l'\)  Thermal resistance of a pipeline in \([(m \text{ K})/W]\)

\(\Delta T^{\text{prod}}\)  Maximal outlet temperature change in \([\text{K}]\)
\( T^a \)  
Ambient temperature in \([K]\)

\( \zeta_n \)  
Coupling factor of an energy converter \( n \)

\( \mu \)  
Friction factor in \([(\text{bar} \, \text{s}^2/\text{kg}^2)]\)

\( - \)  
Minimum and maximum values

\( \rho \)  
Density of water in \([\text{kg/m}^3]\)

**Variables**

\( k \)  
Time step

\( K_v \)  
Flow coefficient of a valve in \([\text{m}^3/\text{s}] \) at 1 bar

\( \dot{m} \)  
Vector of mass flows through components in \([\text{kg/s}]\)

\( \Delta p \)  
Vector of edge pressure differences in \([\text{bar}]\)

\( \Delta p_{\text{dpr}} \)  
Pressure diff. over a differential pressure regulator

\( P_i, P_n \)  
Real power infeed/demand in \([\text{p.u.}]\) at a bus \( i \),
of a network participant \( n \)

\( t_l \)  
Medium time of stay in \([\text{s}]\) of water leaving pipe \( l \)

\( Q_i, Q_n \)  
Reactive power infeed/demand in \([\text{p.u.}]\) at a bus \( i \), of a network participant \( n \)

\( R, S \)  
Water mass in \([\text{kg}]\), see Figure 2

\( T^\text{out}_c \)  
Outlet temperature of a component in \([K]\)

\( T^\text{out}_{i1} \)  
Lossless outlet temperature of a pipeline in \([K]\)

\( T^\text{out}_{i2} \)  
Lossy outlet temperature of a pipeline in \([K]\)

\( V_i \)  
Voltage amplitude at a bus \( i \) in \([\text{p.u.}]\)

\( W \)  
Social welfare in \([\text{\euro}]\)

\( \delta_i \)  
Voltage angle at a bus \( i \) in \([\text{rad}]\)

\( \gamma, \varepsilon \)  
Auxiliary integer variable to determine \( R \) and \( S \)

\( \Phi_n \)  
Thermal power infeed/demand in \([\text{MW}]\) at node \( i \)

\( \omega \)  
Auxiliary weighting variables for the node method
1. Introduction

The challenging task of transforming the conventional energy systems into integrated energy systems, and its associated benefits are well known \[1, 2\]. However, due to the increasing integration of Renewable Energy Sources (RESs) into Electric Power Networks (EPNs), and the requirement to balance power supply and demand at all times, the need for flexibility and integration of EPNs, with other energy systems is become quite relevant. This has led to extensive research into new forms of grid operation for EPNs, to enable temporal and spatial coordination of Flexible Network Participants (FNPs). In this context, the concepts of Transactive Energy (TE) and Transactive Control (TC) have been developed \[3\]. Since multiple definitions of TE and TC exist, in this paper, TE is defined based on the GridWise Architecture Council definition \[4, 5\]: “a system of economic and control mechanisms that allows the dynamic balance of supply and demand across the entire electrical infrastructure using value as a key operational parameter.” Furthermore, the following concept of TC, as defined in \[6\], is used here: “a domain-free approach that integrates market-based coordination and value-based control for a group of resources to achieve certain global objectives.” In this context, TC enables optimal coordination of FNPs while overcoming the disadvantages of earlier concepts such as direct load control and price-responsive control, as the former does not consider user preferences and the latter lacks predictability of the load response. When TC is applied to an EPN, it is usually referred to, as a TE system \[6\].

A wide range of papers has been published in the field of TE. For example an approach based on agents managing energy transactions of bordering microgrids, in the context of network connections is presented in \[7\]. An Energy Management System (EMS), based on a decomposition of the main problem into multiple sub-problems for different types of facilities and their coordination is proposed in \[8\]. An overview of the wide field of research in the context of TE for EPNs is presented in \[4, 6, 9\].

Driven by the need to achieve full decarbonization of heat supply, District Heating Network (DHN) operators are now facing similar challenges as EPN operators. Thus, there are a rising number of FNPs in DHNs needing coordination to achieve safe and efficient network operation, which requires new operating strategies. Furthermore, the coupling between DHNs and EPNs is increasing \[1\], with the integration of Combined Heat and Power (CHP) plants, Heat Pumps (HPs) and Electric Boilers (EBs), which requires coordination between heat and power systems. However, currently, EPNs and DHNs are operated separately, with some DHN operators participating in electricity markets as suppliers and/or consumers, which presents various techno-economic issues that have been discussed in the existing literature. Thus, while the price of heat in DHNs is based on electricity prices, which results in cross-subsidies \[10\], on the other hand, the benefits of using DHNs as sources of flexibilities for the EPN, with their energy storage potential in pipelines, heat storage units such as large water tanks, and the thermal storage capacity of buildings \[11\], are not being fully utilized. In this context, there is a critical need to design a TC ap-
proach for Coupled Electric Power and District Heating Networks (CEPDHNs), so that both networks can be optimally operated, while considering FNPs.

Due to the fundamental difference of the underlying physics, the resulting models, and the implementation of network operation of EPNs and DHNs, it is not possible to apply TC approaches developed for EPN operation to DHNs. These differences are the relatively slow propagation of heat and the concomitant potential to store energy within DHNs. Furthermore, flow directions are determined by set points of valves and pumps, and are not dependent on the power infeed or demand of FNPs in DHNs. Also, DHN models need to incorporate supply and return networks, while directional power flows can be modeled on a feeder section of a distribution system in EPNs. Additionally, DHN potentials are represented by two variables, pressure and temperature, while EPN potentials are defined by the voltage magnitude. Finally, reactive power flows are only found in EPNs.

Given the above differences, TC approaches for CEPDHNs have not been fully studied, and the application of TC techniques to multi-energy systems is relatively new. For example, a TE modeling and assessment framework for distributed multi-energy systems is presented in [12], and an alternating direction method of multipliers is used in a TE system to coordinate the distributed energy sharing among multi-energy microgrids in [13]. The authors of [13] propose a double auction retail market framework to enable optimal supply and consumption with electricity and heat. In [15], thermostatic loads of heat pumps and air conditioners are operated based on the TC paradigm, while maintaining comfortable temperatures. A double stage stochastic approach, which allows thermal energy storages of buildings to manage the uncertainty resulting from energy procurement in a TC context, is reported in [16]. Finally, a TE approach based on peer-to-peer transactions in the context of multiple energy hubs, with multiple energy carriers and high infeed of RES, is discussed in [17]. However, none of these papers discusses the following relevant issues for TC of CEPDHNs:

- Combining market and control mechanisms: Spatial and temporal coordination of power infeed and demand of all FNPs, such as producers, consumers, storages, and energy converters, should be achieved by a combined implementation of market and control mechanisms in a TC approach to achieve safe and efficient operation of the CEPDHN.

- Flexibility preserving DHN operation with low losses: Heat losses mainly occur in DHNs, based on the heat flow through pipeline insulations. As heat losses increase with rising difference between the fluid and the ambient temperature, these can be minimized by keeping the temperatures as low as possible [18]. Therefore, DHN operators aim to set the mass flows through the heat exchangers of FNPs such that the temperature difference between supply and return network is maximized, and thereby the

\[1\] Supply network temperatures can only be reduced to a certain level in order to sufficiently supply the heat demand of customers.
mass flows and the resulting pump costs are minimized [18]. These mass flows are adjusted by pumps, Differential Pressure Regulators (DPRs), their respective control paths, and valves. As heat losses are in the range of 12% to 20% [19, 20, 21], an efficient operation based on variable mass flows and variable temperatures is of significant interest. Furthermore, by storing thermal energy in the transported fluid, DHNs can provide flexibility to the CEPDHN.

- Limiting computational costs: The complexity of the network models used in the CEPDHN optimization problem associated with a TC approach may result in significant computational costs. However, in practice, these mathematical models should be solved in real time. This is especially important for DHN TC models, since such models do not exist in the current literature.

- Preserving privacy for FNPs [3, 6]: Based on smart meter data, sensitive information of FNPs can be collected [22]. Hence, a well designed TC approach should preserve the privacy of the facilities in a CEPDHN.

Based on the aforementioned discussions, this paper proposes a new TC approach for CEPDHNs as follows: For the optimal economic operation of CEPDHNs, FNPs should be operated in a way that maximizes social welfare. To this effect, an intra-day Transactive Control System (TCS) auction market, activated after settlement of a day-ahead energy market, is assumed, to coordinate the interests of all FNPs. The proposed intra-day energy market is auction based and considered within an Independent System Operator EMS (ISOEMS), using a Nonlinear Model Predictive Control (NMPC) approach [23]. Therefore, the ISOEMS takes into account the nonlinear dynamic and stationary network models, operational constraints, predictions of power supply and demand of inflexible units, and bids of FNPs to determine the optimal control values that maximizes social welfare and ensures secure network operations at the same time. Thereby, the proposed market and control mechanisms are integrated into a new TCS to optimally operate the CEPDHNs. Hence, the main contributions of the presented work are:

- The proposed novel auction-based TC approach presents a technically efficient market-based network operation, considering privacy issues of the FNPs [3], while communicating their bids/offers without passing technical information such as indoor temperatures and state of charge of batteries to other entities as proposed by earlier load control approaches [6].

- A detailed thermo-hydraulic DHN model is developed within the ISOEMS, which considers the pressure differences and mass flows caused by varying consumer behavior, which are important in the context of Demand Side Management (DSM), while incorporating heat propagation through pipelines with variable temperatures and mass flows, enabling the representation of pipeline storage. These allow the EPN to profit from the full flexibility of the DHN, which has also been noted in [24], where future
work for CEPDHNs is identified as: “modeling for schemes promoting the participation of flexible devices can be explored to further increase the flexibility of the system”.

- A computationally efficient CEPDHN Nonlinear Programming (NLP) model is proposed, which considers the impact of active controlled hydraulic components such as DPRs, valves, and pumps, and their mass flows and differential pressures throughout the DHN, based on an approximated but accurate pipeline model, allowing to incorporate the most efficient form of DHN operation in the proposed TC approach. This is of importance as CEPDHN models easily result in high computational costs [24].

It is important to highlight that TE applications for EPNs have focused on distributed control/optimization approaches, while the proposed TC approach is based on a centralized optimization model. This is because a system operators point of view is considered in this paper, as opposed to the market participants’, like other existing studies, since it fits better in existing EPNs and likely future DHN market structures, which are mostly centralized, and where FPNs are treated as providers of flexibility in a more traditional DSM context rather than peer-to-peer approaches. Furthermore, the presented centralized approach, allows to better understand the proposed merged market-based operation of CEPDHNs, which is not yet well understood, thus obtaining reference conditions and parameters for future studies of decentralized operation of such integrated networks. Finally, the proposed approach is closer to the way EPNs and DHNs are operated currently, and hence more likely to be implemented in practical applications, as it unites the functionality of auction platforms, bidding agents, and EMS.
The rest of the paper is organized as follows: The proposed TCS approach and model are presented in Section 2. The results for realistic studies demonstrating the effectiveness of the proposed TCS are discussed in Section 3. Finally, Section 4 highlights the main conclusions and contributions of the paper.

2. Transactive Control System

An overview of the proposed TCS is shown in Figure 1, which can be described as follows, based on the nomenclature defined at the beginning of the paper:

1. Every EMS Software Agent (EMSSA) of an FNP $n$ taking part in the TCS auction market sends its bids/offers $c_n$ to the ISOEMS. Additionally, predictions of further power infeed $P^*$ and demand $\Phi^*$ of inflexible network participants are sent to the ISOEMS by the network operators.

2. The ISOEMS calculates the optimal control values $P_n$ and $\Phi_n$ for all FNPs maximizing the social welfare $W$, while taking into account the operational limits of the CEPDHN.

This procedure is repeated for several time steps, based on a rolling horizon approach of the NMPC [23]. The bids/offers, predictions, and control values are sent and determined for all time steps of the prediction horizon $T$.

The proposed TCS auction market is distinctly different from the traditional wholesale energy markets, where the participating agents are conventional generators and loads with bulk bids/offers, the market prices may be Locational Marginal Prices (LMPs) or Uniform Marginal Prices (UMPs), and the operational time frame can range from real-time, to hour-ahead, intra-day, day-ahead, forward markets, and involves a larger jurisdiction such as a province/state or even a country. On the other hand, the proposed TCS auction is a multi-period combined auction of two coupled market platforms associated with the EPN and DHN, respectively, where both markets are cleared in a coordinated manner and simultaneously, which is the core difference with standard auction market frameworks.

The energy dispatches in the proposed TCS auction market, operating in 15-minute intervals, change for every time step using an NMPC technique, in order to optimally adapt to the updated forecasts of supply and demand of inflexible network participants. The bids and offers of the FNPs are assumed to be provided by local EMSSAs, such as existing facility EMSs. These automatically send bids to the ISOEMS for each time step based on the calculated flexibility of their respective facility, such as offices, factories, Battery Energy

---

2 Credit for initial images of cogeneration, wind turbine, solar panel, home, and battery goes to [25].

FNPs are incentivized to keep bids/offers for a specific time step constant over the prediction horizon to avoid penalty fees. However, the proposed approach can also handle cases where FNPs change their bids/offers over time.
Storage Systems (BESS), and/or energy hubs. Observe that these bids and offers are only known to the individual market participant and the TCS auction market operator, thus enhancing privacy as defined in [3]. No other information such as indoor temperatures, state of charge of batteries, or electric vehicle data is shared. Note that privacy is a direct outcome from the information sharing specifications in the proposed TCS. Other approaches, such as direct load control [6], which coordinate flexible resources based on monetary incentives, require sharing information not needed in the presented TCS.

The flexibility of consumer facilities can be determined by their EMSSAs by first calculating the predicted minimum power demand for the next hours and the expected usable amount of energy [26]. Based on these, two profile bids with minimum and maximum power values can be calculated. The bid prices of the FNPs are determined by their respective EMSSAs using an approach such as [27].

In Germany, today the Distribution System Operator (DSO) by itself, operates the electric power, gas, water, and district heating systems. For jurisdictions where there are multiple entities responsible for utility services of electricity and heat, there has to be information sharing agreements between the entities in order to implement the proposed framework and models. This will require some coordination and policy formation at the regulatory/municipal governmental levels. For the sake of generality, it has been assumed that such information sharing and privacy protection mechanisms are already in place in such jurisdictions.

2.1. ISOEMS Objective Function

The welfare function $W$ of the CEPDHN is formulated as the sum of the benefits of the $N_{el}^{c}$ EPN and $N_{ht}^{c}$ DHN consumers, net costs of $N_{el}^{p}$ EPN and $N_{ht}^{p}$ DHN producers, for all time intervals $k$, given as follows:

$$W_k = \sum_{n=1}^{N_{el}^{c}} c_{n,k} P_{n,k} - \sum_{n=N_{el}^{c}+1}^{N_{el}^{p}+N_{el}^{c}} c_{n,k} P_{n,k} + \sum_{n=N_{el}^{c}+1}^{N_{el}^{c}+N_{ht}^{c}} c_{n,k} \Phi_{n,k} - \sum_{n=N_{el}^{c}+N_{ht}^{c}+1}^{N_{el}^{p}+N_{ht}^{c}+N_{ht}^{p}} c_{n,k} \Phi_{n,k}$$

Here, electric storage units may appear either as a consumer (when charging) or as producer (when discharging), and inflexible participants are considered to provide a zero-priced bid/offer, $c_{n,k} = 0$.

2.2. CEPDHN Model for ISOEMS

The CEPDHN model comprises three main modules: the first corresponds to the model of the EPN, the second to the energy converters, and the third to the DHN model. DHNs are typically modeled by a stationary hydraulic model and a dynamic thermal model, due to the large difference in the propagation
speed of hydraulic effects, which travel at the speed of sound, and the maximum flow velocity of water in DHNs, which is around 3 m/s [28]. Therefore, the propagation of thermal fronts has to be described in the model for controlling the CEPDHN, based on a sampling time of several minutes.

2.2.1. Electric Power Network (EPN)

This is modeled using the following ac power flow equations, since the CEPDHN includes a distribution grid:

\[
P_{i,k} = \sum_{j=1}^{l} V_{i,k} V_{j,k} [B_{ij} \sin(\delta_{i,k} - \delta_{j,k}) + G_{ij} \cos(\delta_{i,k} - \delta_{j,k})] \] (2)

\[
Q_{i,k} = \sum_{j=1}^{l} V_{i,k} V_{j,k} [G_{ij} \sin(\delta_{i,k} - \delta_{j,k}) - B_{ij} \cos(\delta_{i,k} - \delta_{j,k})] \] (3)

where \(P_{i,k}\) and \(Q_{i,k}\) denote the active and reactive power injected into the system at bus \(i\) at time \(k\) by all network participants \(n\) connected at this bus. The system is assumed balanced for simplicity and without loss of generality [26]. The following operational constraints are included for secure operation of the system:

\[
V_i \leq V_{i,k} \leq V_i \] (4)

\[
P_{n,k} \leq P_{n,k} \leq P_{n,k} \] (5)

\[
Q_{n,k} \leq Q_{n,k} \leq Q_{n,k} \] (6)

The limits on active and reactive power are defined by relevant distribution transformer capacities in the EPN and the EMSSAs of the FNPs, and may vary over time. Note that feeder limits can also be readily included in the proposed EPN model.

2.2.2. Energy Converters

Energy converters such as heat pumps, electric boilers or CHP units are modeled by their respective coupling factors \(\zeta\), as follows:

\[
\Phi_{m,k} = \zeta_n P_{n,k} \] (7)

2.2.3. District Heating Network (DHN)

In the proposed model, the DPRs and pumps enable heat loss savings as the mass flows are optimally directed through the network [29], avoiding supplying consumers that are closest to heat sources with considerably larger differential pressures and mass flows than consumers further away. This prevents consumers close to producers to pass high water temperatures to the return network, and therefore reduces the heat losses of the DHN. By merging this model information with predictions on power infeed and demand and adequate controls, it is possible to fully exploit the flexibilities of the DHN, resulting from DSM and pipeline storage, for the EPN.
**Hydraulic Model.** The hydraulic model used in this work is described in detail in [28, 30, 31], and defines the mass flows and differential pressures throughout the DHN. It comprises the continuity of flow which assures that in a closed system the amount of mass flow entering a node will also leave it, i.e. :

$$A \dot{m}_k = 0$$  \hspace{1cm} (8)

where the edge-node incidence matrix $A$ is multiplied with the vector of all edge mass flows $\dot{m}$ in the network. The loop pressure equation, with the edge-loop incidence matrix $B$ and the vector of edge pressure differences $\Delta p$, represents the sum of all pressure differences in a loop adding up to zero, as follows:

$$B \Delta p_k = 0$$  \hspace{1cm} (9)

Pumps and DPRs, which allow reducing heat losses provide predefined pressure values $\Delta p_{def}$ over a certain control path, which is a sequence of edges where the pressure is measured before and after; These control paths can be found over consumer facilities, as their flow control valves can control the mass flow more precisely if the valve differential pressure changes slightly. The input of the controls of DPRs and pumps on the pressure differences of the respective edges in the networks can be taken into account as follows:

$$R \Delta p_k = \Delta p_{def}^k,$$  \hspace{1cm} (10)

where $R$ is the edge control path matrix and its elements are defined as follows:

$$r_{cp}^e = \begin{cases} 
1, & \text{if } e \text{ and } cp \text{ same direction} \\
-1, & \text{if } e \text{ and } cp \text{ opposite direction} \\
0, & \text{if } e \text{ not in } cp 
\end{cases} \hspace{1cm} (11)$$

The relation of mass flow and differential pressure on the edges of the network is dependent on different components of the DHN, as shown in Table 1, where the friction factors $\mu$ are assumed calculated in advance based on the Colebrook equation, and initial mass flows for simplicity reasons here. An exact calculation of these factors within the optimization problem is found, for example in [32]. The pressure loss over a control valve is dependent on the flow coefficient $K_v$, the reference differential pressure $\Delta p_0$, and the reference density $\rho_0$.

**Thermal Model.** This describes the temperature changes in the different network components. Thus, assuming perfect mixing within a node, the temperature at node $T_i$ can be determined by calculating the weighted sum of all temperatures $T_{e_i}^{out}$ of the mass flows coming out of the edges $e_i$ at node $i$, as follows:

$$\sum_{e_i=1}^{I_{out}} \dot{m}_{e_i,k} T_{i,k} = \sum_{e_i=I_{out}+1}^{I_{in}} \dot{m}_{e_i,k} T_{e_i}^{out}$$  \hspace{1cm} (12)
Table 1: Differential pressure over different component types \[28, 31\].

| Type of component          | \(\Delta p_k = \varphi(\hat{m}_k)\) |
|---------------------------|-------------------------------------|
| Controlled pump           | \(\Delta p^\text{pump}_k\)         |
| Pipeline                  | \(\mu_l \hat{m}_k^2\)              |
| Producer                  | \(\mu_p \hat{m}_k^2\)              |
| Control valve             | \(\frac{\Delta p_0}{R^2_{c,k} \rho_0 \rho} \hat{m}_k^2\) |
| Differential pressure regulator | \(\Delta p^\text{dpr}_k\)      |
| Consumer                  | \(\mu_c \hat{m}_k^2\)              |

The cardinality of the respective edges leaving and entering this node are \(I^\text{out}_{e,i}\) and \(I^\text{in}_{e,i}\). The pipeline model used here is an adapted version of the well-known node method [33]; improvements are described in detail next with the corresponding equations. It is important to mention that [33] contains an equation which is used to model the impact of the steel core of the pipelines; as future DHNs will be operated at lower temperatures, steel cores will not be necessary, and thus these are neglected here.

The lossless outlet temperature \(T^\text{out}_1\) of a pipeline \(l\) is calculated by a weighted sum of temperatures \(T_i\) of the water masses that have entered the pipeline several time steps before, as follows:

\[
T^\text{out}_{l,k} = \frac{1}{\hat{m}_{l,k} \Delta k} \left\{ \left( R_{l,k} - \rho A_l L_l \right) T_{i, k - \gamma_i,k} + \sum_{\nu = k - \varepsilon_{l,k} + 1}^{k - \gamma_{k-1}} \left( \hat{m}_{l,\nu} \Delta k T_{i,\nu} \right) + \left( \hat{m}_{l,k} \Delta k + \rho A_l L_l - S_{l,k} \right) T_{i,k - \varepsilon_{l,k}} \right\} \tag{13}
\]

The water mass in the pipeline is the product of the density \(\rho\), cross section area \(A\), and length \(L\) of the pipeline. The time step \(\Delta k\) is then used with the mass flow \(\hat{m}_{l,k}\) to define the total water mass leaving the pipeline at a time step. The three parts of the weighted mass (see Figure 2) are described by the following auxiliary variables, determining water masses \(R\) and \(S\) and time steps
\[ \varepsilon_{l,k} = \min_z \left\{ z \text{ w.r.t.} \sum_{\nu=1}^{z} (\dot{m}_{l,k-\nu} \Delta k) \geq \rho A_l L_l, \ z \geq 0, \ z \in \mathbb{Z} \right\} \] (15)

With the results of \( \gamma_l \) and \( \varepsilon_l \), the water masses \( R_{l} \) and \( S_{l} \) can then be calculated using:

\[ R_{l,k} = \sum_{\nu=0}^{\gamma_{l,k}} (\dot{m}_{l,k-\nu} \Delta k) \] (16)

\[ S_{l,k} = \begin{cases} \sum_{\nu=0}^{\gamma_{l,k}-1} (\dot{m}_{l,k-\nu} \Delta k), & \text{if } \varepsilon_{l,k} \geq \gamma_{l,k} + 1 \\ R_{l,k}, & \text{else} \end{cases} \] (17)

The final lossy outlet temperature of a pipeline \( T_{l,\text{out}} \) is, among others, dependent on the lossless output temperature \( T_{l,\text{out}} \), the length of stay \( t_l \) of the water masses in the pipeline, the ambient temperature \( T^n \) and the thermal resistance \( R' \) of the pipeline, as follows:

\[ T_{l,\text{out}} = T^n + \left( T_{l,\text{out}} - T^n \right) \exp \left( -\frac{1}{\rho c_p A_l R'_{l,k}} t_{l,k} \right) \] (18)

The value of \( t_l \) is calculated using the following weighted sum, similar to
The auxiliary variables \( \gamma_l \) and \( \varepsilon_l \) turn the optimization problem into an MINLP problem, which is computationally expensive. Therefore, auxiliary weighting variables \( \omega \) are introduced, to transform the model into an NLP problem, which are recalculated for the new mass flow values, over the prediction horizon, after every optimization in the ISOEMS:

\[
\begin{align*}
\omega_{l,1,k} &= \frac{1}{\dot{m}_{l,k}^{\text{pre}} \Delta k} (R_{l,k} - \rho A_l L_l) \\
\omega_{l,2,k} &= \frac{1}{\dot{m}_{l,k}^{\text{pre}} \Delta k} (S_{l,k} - R_{l,k}) \\
\omega_{l,3,k} &= \frac{1}{\dot{m}_{l,k}^{\text{pre}} \Delta k} (\dot{m}_{l,k}^{\text{pre}} \Delta k + \rho A_l L_l - S_{l,k})
\end{align*}
\] (20a, 20b, 20c)

These values are then inserted in (13) and (19), with the approximation yielding adequate results, as these are based on the information from the previous time step. The authors have observed this in a test system, where the results of the full MINLP problem are similar to the ones obtained with the approximated NLP model [35].

The output temperature of a producer \( T_{\text{out}}^n \) is dependent on the thermal power \( \Phi \) inserted by the producer, the temperature of the water flowing into the producer \( T_{i,k}^r \), and the respective mass flow \( \dot{m}_n \), and can be represented as follows:

\[
T_{\text{out}}^n = T_{i,k}^r + \frac{\Phi_{n,k}}{c_p \dot{m}_n}
\] (21)

On the other hand, the temperature of water masses leaving a consumer is defined by characteristic curves, which are dependent on the temperature of the inflowing water masses \( T_{i,k}^r \), the ambient temperature \( T_a \), and the thermal power consumption of the consumers \( \Phi_n \), and can be defined as follows:

\[
T_{\text{out}}^n = f \left( T_{i,k}^r, T_a, \Phi_{n,k} \right)
\] (22)

Furthermore, the mass flow through the heat exchanger of the consumer \( \dot{m}_{n,k} \) can be obtained from:

\[
\dot{m}_{n,k} = \frac{\Phi_{n,k}}{c_p (T_{i,k}^r - T_{\text{out}}^n)}
\] (23)

Finally, the thermal impact of all components not explicitly stated before, are
assumed to be negligible, and can therefore be modeled by:

\[ T_{\text{out}, c,k} = T_{i,k} \]  

(24)

Operational constraints for a safe and reliable operation of the DHN are also required. Hence, similar to (5) and (6), the power infeed and demand of DHN participants are constrained by:

\[ \Phi_{n,k} \leq \Phi_{n,k} \leq \Phi_{n,k} \]  

(25)

Additionally, the possible change of output temperature of DHN participants feeding heat into the DHN are limited to prevent material fatigue as follows:

\[ T_{\text{out}, n,k-1} - \Delta T_{\text{prod}} \leq T_{\text{out}, n,k} \leq T_{\text{out}, n,k-1} + \Delta T_{\text{prod}} \]  

(26)

All mass flows \( \dot{m} \) need to be within defined bounds, with the lower bounds preventing the accumulation of deposits, and the upper bounds preventing high pressure losses and thereby lower the power necessary for operation of the pumps; thus:

\[ \dot{m}_{\text{e}} \leq \dot{m}_{e,k} \leq \dot{m}_{e} \]  

(27)

The lower bounds \( \dot{m}_{e} \) also enable to model the effects of check valves, which prevent a flow reversal at different components in the DHN as, for example, within consumer or producer facilities. The differential pressures \( \Delta p \) over all edges need to be maintained within respective bounds, since the lower limits prevent evaporation and corrosion and guarantee satisfactory mass flow to meet the power demand of consumers, and upper limits prevent damage to network components; therefore:

\[ \Delta p_{e} \leq \Delta p_{e,k} \leq \Delta p_{e} \]  

(28)

Limits on valve set points are imposed by limiting the flow coefficient \( K_v \) as follows:

\[ 0 \leq K_{v,n,k} \leq K_{\text{vs,n}}. \]  

(29)

Finally, the node temperatures \( T_i \) are limited to guarantee satisfactory power provision to consumers and prevent damage of network components; thus:

\[ T_i \leq T_{i,k} \leq T_i \]  

(30)

2.3. Optimization Problem Implementation

The resulting optimization problem can be written in the following form:

\[
\begin{align*}
\max_{x} & \quad W(x) \\
\text{s.t.} & \quad c(x) = 0 \\
& \quad h(x) \geq 0
\end{align*}
\]  

(31)

The objective function, which corresponds to (1), is maximized subject to the equality constraints \( c(x) \), which correspond to the EPN equations (2), (3), the
energy converters equation (7), and the hydraulic and thermal model of the DHN represented by (8)-(10), (12), (18) and (21)-(24). The inequality constraints \( h(x) \) consist of the EPN constraints (4)-(6), and the DHN constraints (25)-(30). It is important to mention that \( W(x) \) incorporates all time steps of the prediction/rolling horizon.

The auxiliary variables in (14)-(15) and (20a)-(20c), used to solve this problem as an NLP problem, are precalculated with the predicted mass flows obtained from the previous time step optimization. Due to the receding horizon approach, the mass flows show considerable changes only when the behavior of network participants significantly changes from one time step to the next, which mainly takes place due to system contingencies. Therefore, the mass flows for the time step at the end of the prediction horizon are assumed to be identical to the previous time step. For a prediction horizon, the NMPC/ISOEMS should have a sufficient number of time steps to find proper values for the pre-calculated auxiliary variables, in the context of the NMPC implementation. Note, that consumer flexibility is not restricted by the precalculated mass flows, as these are only used within the thermal model, since in the hydraulic model, the mass flows are considered as optimization variables, and thus the flexibility services are fully available. The main impact of the pre-calculation of the mass flows in the proposed approach is that the node temperatures are approximated during the optimization process.

In addition to the bids and offers of producers and consumers, the differential pressures over the pumps are assumed to be adjusted by the operator and are submitted to the ISOEMS. This assumption reflects the present operating practice, which is the most challenging form of operation for the ISOEMS. A simpler operating approach would consist of giving the differential pressures of the pumps as set point ranges to the ISOEMS, which could then use these as further degrees of freedom within the optimization, respecting the given operational limits. Node temperatures and mass flows from previous time steps are obtained from measurements in the network and previous optimization time steps.

3. Case Studies and Results

The performance of the proposed TC approach is studied considering two scenarios, which represent diverse functionalities of the presented TCS. The first scenario highlights how flexibility is included in CEPDHIN operation by utilizing a BESS, demand side management of consumers in both networks, and the heat storage capabilities of the DHN. The second scenario examines how the operation of a CEPDHIN changes for a very cold winter day with high infeed of renewable energy, thereby demonstrating how the coupled operation improves overall system operation in contrast to independent operation of the networks by a TCS, as reported in [6]. Possible price signals for the EPN and the DHN are also discussed, as well as the impact of varying bid prices.
Figure 3: Schematic diagram of the EPN (shown in blue) and the supply network of the DHN (drawn in red color); the symmetric DHN return network shown in Figure 4 is omitted here for simplicity.

3.1. Scenario 1: DHN Flexibility Provision for the EPN

3.1.1. Electric Power Network

The 11 kV distribution network from the case study in [36] is used here as part of the test system, and is shown in Figure 3. The EPN comprises ten buses and nine radial feeder sections. The flexible consumers, including the heat pumps, are located at Buses 2, 3, 4, 5, 7, 8, and 9. The producers and energy converters are chosen to clearly illustrate the energy flows in a future energy network. The CHP represents a flexible producer whereas, the Wind Power Plant (WPP) is modeled as an inflexible producer, which aligns with the German regulation for maximum infeed of RES. The distribution grid is assumed to have no power exchange with the transmission system; this is facilitated by placing a BESS at the reference bus, which can be considered as a challenging EPN operating condition. The heat pumps are considered as flexible consumers in the EPN and flexible producers in the DHN.

3.1.2. District Heating Network

The DHN supplies all consumers with heat, injected by the HPs and the CHP, as shown in Figure 4. The FNP at Node 13 is a large-scale consumer (e.g. a secondary network) while the other FNPs are small-scale consumers. This DHN has a meshed structure due to the presence of the supply and return network; the flow directions are determined in advance through the operational states of the pumps and the set point ranges of the valves. The effects of check valves in consumer and producer facilities prevent flow reversals, which are taken into account in (27). The pumps are located next to the producer facilities, i.e., between Nodes 2 and 3, and the DPRs are found in the consumer lines, such as the one between Nodes 7 and 8, which ensures that the pressure difference between Nodes 8 and 34 remains constant by varying the differential pressure between Nodes 7 and 8. The temperature limits which ensure safe and reliable operation of the supply network are set to 80°C and 130°C, as per [37], and the minimum output temperature of all producers is assumed to be 95°C, for efficiency reasons. An ambient temperature of 10°C is considered, as this is a typical autumn temperature in Germany. The hydraulic network parameters,
such as the roughness, diameters, and lengths of the pipelines, are taken from [36].

3.1.3. Grid Participants

For simplicity and without loss of generality, inflexible consumers are not considered in both studies presented here. The system base power profile and associated peak demands are defined by assuming that consumers in the power system and DHN are not participating in the TCS auction market. It is further assumed that consumers are capable of reducing their power consumption up to 30% at any point in time, which allows to properly demonstrate the performance of the proposed framework and the models; in practice, this flexibility would be determined by their EMSSAs by first calculating the predicted minimum power demand for the next hours and the expected usable amount of energy. The power profiles of consumers are based on the electric load profiles of [38], and the heat load profiles of [39], scaling, time-shifting, and overlaying them with a noise profile to represent different consumers. The power profile of the WPP was taken from [40], and was scaled down and shifted. The constant coupling factor of the CHP was set to 1.42, and the coupling factors of the heat pumps were set to 4, based on [37].

The cost and benefit parameters $c_i$ of producers and consumers are given in Table 2. The same values for $c_i$ are used here for all time steps $k$ in order to facilitate the analysis of the simulation outcome; however, results with varying cost parameters are also tested and discussed in Section 3.2.4.

As, only the bids and offers are sent to the ISOEMS by the FNPs, privacy is guaranteed here by design. It is important to mention that the power injection as well as power consumption of the reference bus/BESS results in income for the battery in the form of an ancillary service, which can be interpreted as an incentive for storage systems. Assuming losses of 3% for charging and discharging each in a Lithium-ion battery system, the battery used within the case study represents a storage system with at least 300 kWh capacity, 200 kWh initial charging and 120 kW maximum charging/discharging rate. However, as the battery represents an FNP, these system parameters are only known by this
Table 2: Cost and benefit parameters of flexible grid participants in general monetary units $\square$ for Scenario 1.

|          | $c_i$ in $\square$/MW |
|----------|------------------------|
| EPN      |                        |
| BESS     | 25                     |
| CHP      | 30                     |
| Heat pump| 12                     |
| Flexible Consumer | 9          |
| DHN      |                        |
| CHP      | 20                     |
| Heat pump| 6                      |
| Flexible Consumer | 7          |

FNP. For example if losses increase due to the aging of the battery, the FNP can vary the offer prices in order to keep the revenue constant.

3.1.4. Results and Analysis

The prediction horizon of the ISOEMS is set to 16 time steps, of 15 min each, which is the interval used in the German intraday market, and the total simulation horizon is 24 h. Several options can be considered using the proposed approach to provide additional flexibility to the power system. In particular and as demonstrated next, one option is to use DSM of electric and heat consumers to bridge a period with high power price. This leads to a cost advantage for the consumers, allowing to minimize the power injected by more expensive non-renewable energy sources. Another option is the use of heat pumps during a period of high penetration with RESs to transfer energy to the DHN.

The electric power injected by EPN participants, calculated using the proposed approach, is shown in Figure 5, where the power injected by consumers is shown in aggregated form. A more detailed view of the consumer power is illustrated in Figure 6 where the maximum and actual aggregated power of electrical and heat consumers is shown. To understand the temporal progression of the electric consumer power, a comparison with the power of the reference bus and the WPP of Figure 5 is helpful. Thus, during a period with a large ratio between the infeed of the WPP and the aggregated demand, the power of the electrical consumers is maximized to minimize the power transferred by the reference bus; this is the case between 0 h and 5.25 h, and between 9.00 h and 16.75 h. The rest of the time, the consumed power is reduced to its assumed minimum of 30% of the maximum power demand. This allows minimizing the power injected by the reference bus and the CHP in the periods where the injection of the WPP cannot provide the entire power demand. To illustrate the behavior of the heat pumps, the output temperatures at Node 1, 4, and 23, in Figure 7 can be used in addition to Figure 5. In contrast to the consumers, the power of a heat pump is coupled with the output temperature through the temperature ramping constraint (26); this causes a strong correlation to the current mass flow flowing through the heat pump, as per (21). Thus, during the period between 8.75 h and 15.5 h, the heat pumps consume maximum power; a further
Figure 5: Injected power by all EPN participants for Scenario 1.

Figure 6: Aggregated electric and heat power demand of all consumers for Scenario 1.
increase of their thermal power output is not possible due to the temperature limits, as depicted in Figure 7. During the periods between 7.75 h and 8.75 h and 22.25 h and 23.5 h, the power consumption of the heat pumps is minimal. The sharp changes in the temperature are due to the varying wind power infeed, as may be noted in Figure 5, and the varying electric and heat power demand, as per Figure 6.

The effective flexibility provision by the DHN can be illustrated in Figure 8, where the balance between the aggregated power injection and consumption in the DHN can be observed. The average node temperature and the power of the WPP is also shown to highlight the correlation to the heat power balance. This Figure illustrates the energy that can be stored in the DHN; thus, the DHN provides flexibility to the EPN because excess power from it can be transferred to the DHN, supplying heat consumers with heat power. In Figure 8, it can also be observed, that the TCS achieves a very efficient form of DHN operation with low losses, as temperatures in the DHN are continually reduced, during periods when low cost power infeed of the WPP is sparsely available. The described effect is observed from the profile of the WPP power infeed and the decreasing average node temperature, with a maximum decline of 30 °C, between 17.5 h and 24 h. This is particularly relevant, as reducing the temperatures has the largest impact on reducing heat losses in a DHN [20].

By design, the TCS inherently minimizes the losses in the CEPDHN, which results from two important aspects. The first is that the prediction horizon of the underlying NMPC control mechanism is limited: thereby, the ISOEMS is always incentivized to reduce the temperatures in the DHN to the operational limits to the end of the prediction horizon, in order to maximize the welfare in
by reducing the allocated power infeed into the DHN. Therefore, the TCS always directly uses the stored energy in the DHN pipelines as soon as possible, for welfare maximization. The second is the simple fact that lower network losses in the entire CEPDHN need less power infeed, which also inherently incentivizes the ISOEMS to reduce losses to maximize (1). These aspects depict how market and control mechanisms of the proposed TC approach optimally collaborate to achieve technical efficiency and economic optimality.

The optimization was implemented in GAMS using the IPOPT solver [41]. After the initialization, each simulated time step, which includes the 16 prediction horizon time steps, took less than 2 min 28.97 s of CPU time. The entire simulation of all 96 time steps for this scenario took 76 min 35.20 s on an Intel i7-6600U CPU with 2.60 GHz, which enables computation in real time even without exploiting the possibilities of distributed parallel optimization or faster workstations.

3.2. Scenario 2: Price Signals, Independent versus Coupled Operation of EPN and DHN, and Varying Bid Prices

3.2.1. EPN, DHN, and FNPs

The second scenario depicts a cold winter day with an ambient temperature of $T_a$ of $-10^\circ$C. The BESS at the reference bus in Figure 3 is replaced by a Photovoltaic (PV) plant, and the profile of the WPP corresponds to data for the simulated day; both RES profiles where taken from [40] and scaled down to match the demand profiles. Furthermore, RESs are treated as all other flexible producers and can thus be curtailed, which results in all auction bids coming
from fully flexible FNPs, that can reduce their demand and supply by 100%. Inflexible demand is assumed to be allocated in earlier cleared markets or long-term contracts. To show the operation for different hydraulic conditions, the operating points of pumps can be set by the TCS in this scenario. Finally, the assumed bid and offer prices are shown in Table 3.

### Table 3: Cost and benefit parameters of flexible grid participants in general monetary units □/MW for Scenario 2.

| Participant Type          | Parameter | \( c_i \) in □/MW |
|---------------------------|-----------|-------------------|
| **EPN**                   |           |                   |
| CHP                       |           | 10                |
| PV                        |           | 7                 |
| WPP                       |           | 4                 |
| Heat pump 1               |           | 12                |
| Heat pump 2               |           | 9                 |
| Heat pump 3               |           | 9                 |
| Flexible Consumer Bus 3   |           | 12                |
| Flexible Consumer Bus 4   |           | 11.5              |
| Flexible Consumer Bus 8   |           | 11                |
| Flexible Consumer Bus 9   |           | 10                |
| **DHN**                   |           |                   |
| CHP                       |           | 7                 |
| Heat pump 1               |           | 4.2               |
| Heat pump 2               |           | 3.5               |
| Heat pump 3               |           | 3.2               |
| Flexible Consumer Node 8  |           | 11                |
| Flexible Consumer Node 10 |           | 10.8              |
| Flexible Consumer Node 13 |           | 10.5              |
| Flexible Consumer Node 16 |           | 10.2              |
| Flexible Consumer Node 18 |           | 10.9              |

3.2.2. Results and Analysis - Price Signals

The resulting heat and power injection and demand, are shown in Figure 9, where it can be seen that HPs are preferred over other flexible electric consumers by the TCS. This is particularly obvious between 5.5 h and 8.5 h when the heat demand is high, and the RESs infeed is not sufficient to meet the entire electricity demand. Furthermore, note that the TCS utilizes HP 3 the most, as it is the highest contributor to the social welfare, while the most expensive producer, the CHP, is only run between 5.25 h and 8.5 h to supply the peak demand.

The LMPs for this scenario are calculated from the optimization model, and the UMPs are based on [42]. The UMPs of the EPN and the DHN are calculated separately, based on the intersection of the dispatched offer and bid curves\(^4\) which are established by sorting the dispatched bids and offers by their

---

\(^4\)If no intersection, the last accepted offer is used as the UMP.
Figure 9: Injected power by all EPN participants and all DHN consumers for Scenario 2. The power injection of the CHP plant and the HPs corresponds to electric power.

respective prices. The resulting LMPs and UMPs\(^5\) are shown in Figure 10 respectively. Note in Figure 10 (a) that the LMPs show large variations, which may be attributed to some extent to the dynamics of temperature propagation throughout the network and the coupling component between the EPN and the DHN \([10]\). The UMP of the EPN in Figure 10 (b) shows a strong correlation with the heat power demand of the DHN, which is a logical result of the electrification of the heat supply. Furthermore, a correlation between the CHP power infeed and the UMPs of both networks can be observed, and the PV infeed depicts a weak correlation with the UMP of the EPN. Despite the well known advantages of LMPs in the context of market-based EPN operation such a pricing approach does not seem to work in this case since two different LMPs are obtained for one FNP. This results from the fact that, in DHN operation, an FNP is connected to two nodes, which can have different marginal prices, due to different constraints applied to the nodes; this happens in the context of limiting the temperature ranges of supply and return nodes. Besides, difficulties with determining LMPs based on the results of non-convex optimization problems are well known \([10, 43]\). Therefore, the UMP-based pricing seems more appropriate in this class of operational problems. This pricing approach incentivizes the FNPs to bid with their true marginal costs in the absence of network congestions \([42]\).

\(^5\) The loss costs are set to 0 €/MW for the EPN and the DHN.
3.2.3. Results and Analysis - Independent versus Coupled Operation of EPN and DHN

In order to examine the performance of independent operation of the EPN and the DHN, in contrast to their coupled operation, five different operating cases were considered as illustrated in Table 4. For Case 3 and 4 one network was first optimized, fixing the obtained power of the energy converters to optimize the second network. These resemble the operation where either the heat or the electric power market would be cleared first, without any information exchange between the markets. In both cases, the optimization of the second network failed to converge in several time steps, as noted in Table 4. Thus, a secure network operation could not be assured in both energy networks in either Case 3 or Case 4.

A comparison of the Cases 1, 2 and 5 for their 24 h social welfare, shown in Table 4 shows that the joint optimization of the EPN and DHN yields the highest social welfare, whereas, if the EPN or the DHN are optimized independently, without considering the presence of the other network, the social welfare is significantly reduced.

3.2.4. Results and Analysis - Varying Bid Prices

In this section, the bid prices $c_{n,k}$ are assumed to vary for all $n$ and most $k$, as depicted in Figure 11 and Figure 12. The resulting electric power injections of all FNP are illustrated in Figure 13 and the corresponding price signals are shown in Figure 14, where the impact of the varying bidding prices on the EPN and DHN dispatch and prices can be observed. Note that the model properly
Table 4: Accumulated 24h social welfare in various cases.

| Case                                      | Social welfare in € |
|-------------------------------------------|---------------------|
| 1. EPN optimized operation, no DHN         | 187.39              |
| 2. DHN optimized operation, no EPN         | 321.77              |
| 3. EPN, DHN optimized in sequence          | No Feasible Solution|
| 4. DHN, EPN optimized in sequence          | No Feasible Solution|
| 5. EPN and DHN joint optimization          | 443.70              |

(EPN = 138.06; DHN = 305.65)

captures and reflects the complex behavior of the bids on the outputs, with no significant increase in the calculation times, as depicted in Figure 15. The latter shows that the initialization in the first time step poses a high computational burden, as expected, since there is no warm start of the MPC procedure and thus all variables are far from their optimal values at the beginning of the optimization; most of the following solutions are then calculated within less than 50% of the time needed for the initialization step. All calculations can be performed within 1.4 min.

Figure 11: Varying bid and offer prices of all FNPs in EPN for Scenario 2.

3.3. Summary and Discussion

All in all, the results presented in the case studies above align with the findings in [1, 2], which have outlined the advantages of joint operation of CEPDHNs in terms of enhanced economic and technical performance. Note that this is the
Figure 12: Varying bid and offer prices of all FNPs in DHN for Scenario 2.

first work within the context of transactive control for CEPDHNs, wherein aspects such as different operating strategies of pumps, the effects of differential pressure regulators, the impact of loss reduction by the ISOEMS, and comparison of LMP versus UMP approaches are discussed. Future work could focus on the following two aspects: The first is, that the DHN model brings along a very high modeling detail, but this detail could still be expanded to the case of varying flow directions as these occur in DHNs with meshed supply networks. A second aspect that can be researched in future work is the fact that the calculation time of the optimization problem of the ISOEMS will most likely not be solvable in real time for CEPDHNs spanning large regions, e.g. with multiple hundreds of nodes. Thus, distributed optimization approaches could be used here to enable a parallel and thereby faster computation of multiple ISOEMSs.
Figure 13: Electric powers of all FNPs injected into the EPN for Scenario 2 with varying bid prices.

Figure 14: (a) LMPs and (b) UMPs of EPN and DHN for Scenario 2 with varying bid prices.
Figure 15: Calculation times of the IPOPT solver for every time step in Scenario 2 with varying bid prices.
4. Conclusions

This paper presented the design of a new TCS for an optimal market- and control-based operation of an integrated CEPDHN multi-energy system. This is a novel application of TC to such systems, as state-of-the-art TE approaches for EPNs cannot be simply transferred to DHNs and CEPDHNs, due to the fundamental operational differences between the two networks. The TCS was designed at two hierarchy levels, comprising the EMSSAs on the first level and the ISOEMS on the second level. The ISOEMS was built using an iterative approach where the auxiliary values of the DHN model were recalculated after every optimization, and used in the next time step. This reduced the complexity of the optimization problem while still considering the heat propagation through pipelines, based on a close approximation of the node method with variable temperatures and mass flows. The presented ISOEMS design model also incorporated a detailed hydraulic model considering the pressure differences and mass flows caused by varying consumer behavior and actively controlled hydraulic components, which were employed for efficient DHN operation with low losses. Additionally, the presented approach guaranteed a high level of privacy to the FNPs, as only the bids and offers from the EMSSAs were communicated to the ISOEMS. Realistic case studies showed the effectiveness of the proposed TCS, which enabled optimal provision of flexibility through DSM in the power system and the DHN as well as through storing thermal energy in the pipelines of the DHN.
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5. Appendix A

This appendix illustrates the accuracy of the thermal pipeline model presented in Section 2.2.3. This model is based on the well-known Node Method \[33\], which has been shown to be precise in \[33, 35, 44, 45\], as demonstrated here for exact mass flow predictions. Comparisons of measurement data with this method showed small differences in RMSEs temperature values between 0.507 K and 1.038 K in \[35\]. Furthermore, as stated in \[46\], the model allows to obtain high quality mass flow predictions for DHNs, with maximum errors in the mass flow mean values lower than 1\% and maximum standard deviation errors lower than 6\%.

The model for a DHN pipeline proposed in \[33\], enhanced by adding \[19\] to account for the length of stay of the water mass in the pipelines, is compared here with the approximate model proposed in the paper and using parameters taken from \[28, 37\]. The results of this comparison are shown in Figure 16 where it can be observed that the maximum temperature deviation is about 1.4 K, which decreases in time to less than 0.1 K. This demonstrates that the proposed model is highly accurate.
Figure 16: Deviation between the exact simulated temperature and the one calculated from the proposed approximation

References

[1] J. Wu, J. Yan, H. Jia, N. Hatzigiou, N. Djilali, H. Sun, Integrated energy systems, Applied Energy 167 (2016) 155–157.

[2] P. Mancarella, MES (multi-energy systems): An overview of concepts and evaluation models, Energy 65 (2014) 1–17.

[3] K. Kok, S. Widergren, A society of devices: Integrating intelligent distributed resources with transactive energy, IEEE Power and Energy Magazine 14 (3) (2016) 34–45.

[4] O. Abrishambaf, F. Lezama, P. Faria, Z. Vale, Towards transactive energy systems: An analysis on current trends, Energy Strategy Reviews 26 (2019) 100417.

[5] T. G. A. Council, GridWise Transactive Energy Framework, Tech. rep., The GridWise Architecture Council (2015).

[6] S. Li, J. Lian, A. J. Conejo, W. Zhang, Transactive Energy Systems: The Market-Based Coordination of Distributed Energy Resources, IEEE Control Systems Magazine 40 (4) (2020) 26–52.

[7] S. A. Janko, N. G. Johnson, Scalable multi-agent microgrid negotiations for a transactive energy market, Applied Energy 229 (2018) 715–727.
[8] M. N. Akter, M. A. Mahmud, M. E. Haque, A. M. Oo, An optimal distributed energy management scheme for solving transactive energy sharing problems in residential microgrids, Applied Energy 270 (2020) 115133.

[9] Z. Liu, Q. Wu, S. Huang, H. Zhao, Transactive energy: A review of state of the art and implementation, in: IEEE PowerTech Manchester, 2017, pp. 1–6.

[10] L. Deng, Z. Li, H. Sun, Q. Guo, Y. Xu, R. Chen, J. Wang, Y. Guo, Generalized locational marginal pricing in a heat-and-electricity-integrated market, IEEE Transactions on Smart Grid 10 (6) (2019) 6414–6425.

[11] A. Vandermeulen, B. van der Heijde, L. Helsen, Controlling district heating and cooling networks to unlock flexibility: A review, Energy 151 (2018) 103–115.

[12] N. Good, E. A. M. Cesea, C. Heltorp, P. Mancarella, A transactive energy modelling and assessment framework for demand response business cases in smart distributed multi-energy systems, Energy 184 (2019) 165–179.

[13] Z. Yang, J. Hu, X. Ai, J. Wu, G. Yang, Transactive energy supported economic operation for multi-energy complementary microgrids, IEEE Transactions on Smart Grid 12 (1) (2020) 4–17.

[14] D. Wang, H. Jia, K. Hou, W. Du, N. Chen, X. Wang, M. Fan, et al., Integrated demand response in district electricity-heating network considering double auction retail energy market based on demand-side energy stations, Applied Energy 248 (2019) 656–678.

[15] S. Behboodi, D. P. Chassin, N. Djilali, C. Crawford, Transactive control of fast-acting demand response based on thermostatic loads in real-time retail electricity markets, Applied Energy 210 (2018) 1310–1320.

[16] M. G. Yu, G. S. Pavlak, Assessing the performance of uncertainty-aware transactive controls for building thermal energy storage systems, Applied Energy 282 (2021) 116103.

[17] W. Gan, M. Yan, W. Yao, J. Wen, Peer to peer transactive energy for multiple energy hub with the penetration of high-level renewable energy, Applied Energy 295 (2021) 117027.

[18] L. Zhang, H. Li, O. Gudmundsson, Comparison of district heating systems used in China and Denmark, Euroheat and Power 10 (4) (2013) 12–19.

[19] M. Vesterlund, J. Sandberg, B. Lindblom, J. Dahl, Evaluation of losses in district heating system, a case study, in: International Conference on Efficiency, Cost, Optimization, Simulation and Environmental Impact of Energy Systems: 16/07/2013-19/07/2013, 2013.
[20] K. Çomakli, B. Yüksel, Ö. Çomakli, Evaluation of energy and exergy losses in district heating network, Applied Thermal Engineering 24 (7) (2004) 1009–1017.

[21] H. Lund, B. Möller, B. Mathiesen, A. Dyrelund, The role of district heating in future renewable energy systems, Energy 35 (3) (2010) 1381 – 1390.

[22] E. McKenna, I. Richardson, M. Thomson, Smart meter data: Balancing consumer privacy concerns with legitimate applications, Energy Policy 41 (2012) 807–814.

[23] L. Grüne, J. Pannek, Nonlinear Model Predictive Control, 2nd Edition, Springer, Cham, 2017, pp. 45–69.

[24] M. Zhang, Q. Wu, J. Wen, Z. Lin, F. Fang, Q. Chen, Optimal operation of integrated electricity and heat system: A review of modeling and solution methods, Renewable and Sustainable Energy Reviews 135 (2021) 110098.

[25] F. Rinaldi, M. Domingo, E. Schuster, M. Aman, TMD, Cogeneration, wind turbine, solar panel, home, and battery medium, [Accessed: 04.05.2020]. URL https://thenounproject.com/

[26] O. Alrumayh, K. Bhattacharya, Flexibility of Residential Loads for Demand Response Provisions in Smart Grid, IEEE Transactions on Smart Grid 10 (6) (2019) 6284–6297.

[27] C. O. Adika, L. Wang, Demand-side bidding strategy for residential energy management in a smart grid environment, IEEE Transactions on Smart Grid 5 (4) (2014) 1724–1733.

[28] T. Oppelt, Modell zur Auslegung und Betriebsoptimierung von Nah- und Fernkältenetzen, Ph.D. thesis, Technische Universität Chemnitz (2015).

[29] H. Li, S. Svendsen, O. Gudmundsson, M. Kuosa, M. Rämä, K. Sipilä, M. Blesl, M. Broydo, M. Stehle, R. Pesch, et al., Future low temperature district heating design guidebook: Final Report of IEA DHC Annex TS1. Low Temperature District Heating for Future Energy Systems, Tech. rep., International Energy Agency (2017).

[30] T. Oppelt, T. Urbaneck, U. Gross, B. Platzer, Dynamic thermo-hydraulic model of district cooling networks, Applied Thermal Engineering 102 (2016) 336–345.

[31] R. Köcher, Beitrag zur Berechnung und Auslegung von Fernwärmenetzen, Ph.D. thesis, TU Berlin (2000).

[32] S. Tröster, Zur Betriebsoptimierung in Kraft-Wärme-Kopplungssystemen unter Berücksichtigung der Speicherfähigkeit des Fernwärmenetzes, Fraunhofer-IRB-Verlag, 1999.
A. Benonysson, Dynamic modelling and operational optimization of district heating systems, Ph.D. thesis, Technical University of Denmark, Lyngby (1991).

J. Maurer, C. Elsner, S. Krebs, S. Hohmann, Combined optimization of district heating and electric power networks, Energy Procedia 149 (2018) 509–518.

J. Maurer, O. Ratzel, A. J. Malan, S. Hohmann, Comparison of discrete dynamic pipeline models for operational optimization of district heating networks, Energy Reports 7 (2021) 244–253.

X. Liu, Combined analysis of electricity and heat networks, Ph.D. thesis, Cardiff University (2013).

Planungshandbuch Fernwärme, Tech. Rep. 1.2, EnergieSchweiz, Bundesamt für Energie BFE (September 2018).

ED Netze GmbH, ednetze.de, Lastprofile, Temperaturtabellen, [Online; accessed: 27.04.2018] (2018).

R. Yao, K. Steemers, A method of formulating energy load profile for domestic buildings in the UK, Energy and Buildings 37 (6) (2005) 663–671.

Bundesnetzagentur — SMARD.de, Marktdaten, [Online; accessed: 05.11.2019 and 30.10.2021] (2019).

J. Nocedal, S. J. Wright, Numerical optimization, 2nd Edition, Springer series in operation research and financial engineering, Springer, New York, 2006.

J. Maurer, A. Golla, B. Richter, S. Hohmann, C. Weinhardt, Hybrid pricing based operation of coupled electric power and district heating networks, Sustainable Energy, Grids and Networks 28 (2021) 100532.

E. Litvinov, Design and operation of the locational marginal prices-based electricity markets, IET generation, transmission & distribution 4 (2) (2010) 315–323.

H. Pálsson, Methods for planning and operating decentralized combined heat and power plants, Ph.D. thesis, Technical University of Denmark (2000).

I. Gabrielaitiene, B. Sundén, R. Kacianauskas, B. Bohm, Dynamic modeling of the thermal performance of district heating pipelines, in: 4th Baltic Heat Transfer Conference, Begell House, 2003, pp. 185–192.

G. Sun, W. Wang, Y. Wu, W. Hu, Z. Yang, Z. Wei, H. Zang, S. Chen, A nonlinear analytical algorithm for predicting the probabilistic mass flow of a radial district heating network, Energies 12 (7) (2019) 1215.