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Abstract

Ranking, recommendation, and retrieval systems are widely used in online platforms and other societal systems, including e-commerce, media-streaming, admissions, gig platforms, and hiring. In the recent past, a large “fair ranking” research literature has been developed around making these systems fair to the individuals, providers, or content that are being ranked. Most of this literature defines fairness for a single instance of retrieval, or as a simple additive notion for multiple instances of retrievals over time. This work provides a critical overview of this literature, detailing the often context-specific concerns that such an approach misses: the gap between high ranking placements and true provider utility, spillovers and compounding effects over time, induced strategic incentives, and the effect of statistical uncertainty. We then provide a path forward for a more holistic and impact-oriented fair ranking research agenda, including methodological lessons from other fields and the role of the broader stakeholder community in overcoming data bottlenecks and designing effective regulatory environments.

1 Introduction

Ranking systems are ubiquitous across both online marketplaces (e-commerce, gig-economy, multimedia) and other socio-technical systems (admissions or labor platforms), playing a role in which products are bought, who is hired, and what media is consumed. In many of these systems, ranking algorithms form a core aspect of how a large search space is made manageable for consumers (employers, buyers, admissions officers, etc). In turn, these algorithms are consequential to the providers (sellers, workers, job seekers, content creators, media houses, etc.) who are being ranked.
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Much of the initial work on such ranking, recommendation, or retrieval systems (RS) focused on learning to maximize relevance—often measured through proxies like clickthrough rate—, showing the most relevant items to the consumer, based solely on the consumer’s objective [100, 8]. However, like all machine learning techniques, such systems have been found to ‘unfairly’ favor or discriminate against certain individuals or groups of individuals in various scenarios [47, 0, 35].

Thus, as part of the burgeoning algorithmic fairness literature [109, 113], there have recently been many works on fairness in ranking, recommendation, and constrained allocation more broadly [25, 172, 174, 63, 39, 8, 147, 19, 152, 70, 26]. For example, suppose that the platform is deciding how to rank 10 items on a product search result page, and each item has demographic characteristics (such as those of the seller). Then—in addition to considering each item’s relevance—how should the platform rank the items, in a manner that is “fair” to the providers, either on an individual or group level? This question is often considered on an abstract level, independent of the specific ranking context; moreover, the literature primarily focuses on fairness of one instance of the ranking [172, 171, 174, 147], or multiple independent instances of rankings with an additive objective across instances [19, 150].

The goals of this paper are to synthesize the current state of the fair ranking and recommendation field, and to lay the agenda for future work. In line with recent papers [81, 144] on both broader fairness and recommendations systems, our view is that the fair ranking literature risks being ineffective for problems faced in real-world ranking and recommendation settings, if it focuses too narrowly on an abstract, static ranking settings. To combat this trend, we identify several pitfalls that have been overlooked in the literature, and should be considered in context-specific ways: toward a broader, long-term view of the fairness implications of a particular ranking system.

Like much of the algorithmic fairness literature, fair ranking mechanisms typically are designed by abstracting away contextual specifics, under a “reducibility” assumption; i.e., many fair ranking problems of interest can be reduced to a standard problem of ranking, that is a set of items or individuals constrained to a chosen notion of fairness or optimized for a suitable fairness measure (or multiple instances of such ranking over time with simple additive extensions); however, as Selbst et al. [144] elucidate, the abstractions necessary for such a reduction often “render technical interventions ineffective, inaccurate, and sometimes dangerously misguided.”

**Overview and Contributions.** In this work, we outline the many ways in which such a reduction often abstracts away many of the important aspects in the fair ranking context: the gap between position-based metrics and true provider utility, spillovers from one ranking to another across time and products, strategic incentives induced by the system, and the (differential) consequences of ranking noise. Studying fair ranking questions in such a reduced format and ignoring these issues might work in the ideal environment chosen during the problem reduction, but is likely insufficient to bring fairness in a real-world ranking system. For example, a ranking algorithm that does not consider how relevance or consumer discrimination affects outcomes, or how early popularity leads to compounding rewards on many platforms, is unlikely to achieve its fairness desiderata; furthermore, ignoring strategic manipulation (such as Sybil attacks where a provider creates multiple copies of their profile or items) may lead to fairness mechanisms amplifying rather than mitigating inequities on the platform. We believe that these aspects must be tackled by the fair ranking literature, in order for this literature to positively affect practice.

We then overview methodological paths forward to incorporate these aspects into fair ranking research, as part of a broader long-term framework of algorithmic impact assessments—simulations, applied modeling, and data-driven approaches—along with their challenges. Finally, we conclude

---

1While we often use “RS” or ranking systems as shorthand, in this work we often mean ranking, recommendation, retrieval, and constrained allocation algorithmic systems more broadly - systems that select (and potentially order) a subset of providers from a larger available set.
Figure 1: This figure paints a big picture of the paper and succinctly summarizes our position on the field of fairness in retrieval systems, i.e., current fair RS mechanisms often fail to recognize several real-world nuances like delayed impacts, uncertainties in outcomes, ecosystem behaviour (discussed in Section 3); thus we must design fairness interventions in an impact-oriented approach with a holistic and long-term view of RS in mind. In Section 4, we discuss how algorithmic impact assessment can be helpful in this regard. More specifically in Section 4.1 we overview various applied modeling techniques and simulation frameworks which in tandem can be used for impact-oriented studies of fairness in RS. Following this, in Sections 4.2 and 4.3 we briefly discuss various data bottlenecks and legal hurdles which might challenge the efforts towards a holistic view of RS fairness.

with a discussion on the broader regulatory, legal, and external audit landscape, necessary to translate the fair ranking literature into systems in practice.

Figure 1 summarizes our paper at a high level.

**Outline.** Section 2 contains an overview of the fair RS literature. Section 3 presents the aspects of ranking systems that we believe should be most covered by future fair RS work. Section 4 contains the discussion of the paths forward within the broader data and regulatory landscape.

## 2 Overview of Fair Ranking Literature

Designing effective ranking, recommendation, or retrieval systems (RSs) requires tackling many of the same challenges as to build general machine learning algorithms—with additional challenges stemming from the characteristic that such systems make comparative judgments across items; a high position in the ranking is a constrained resource. RSs often employ machine learned models to estimate the relevance (or probability of relevance) of the items to any search or recommendation query [100, 3]. Historically, while user utility is the broader objective [129], the most popular guiding principle is the Probability Ranking Principle [136]: items are ranked in descending order
of their probability to be relevant to the user, often estimated through click-through rates. For a broad range of user utility metrics—such as mean average precision \[158\], mean reciprocal rank \[157\], and cumulative gain based metrics \[83, 84\]—this principle in turn maximizes the expected utility of users \[84\].

However, not only are more (estimated to be) relevant items typically ranked higher, but also users tend to click more on higher positioned items, even conditioned on relevance. Such a position bias \[39\] means that expected attention (exposure) from users decreases significantly while moving from the top rank to the bottom one; for example, users may evaluate items sequentially from the top rank, until they find a satisfactory one. It is thus important for producers to be ranked highly; a small difference in relevance estimation could result in a large difference in expected user attention (for example, see Appendix Table 1). Depending on the ranking context, e.g., ranking products vs. ranking job candidates, high ranking positions directly translate to rewards, or at least increase their likelihood. (However, as we explain in the next section, the gap between exposure and true provider utility is an important one to understand.)

**Fairness in Rankings.** Due to the importance of rankings for providers and as part of the increased focus on machine learning injustices, there has been much recent interest in fairness and equity for providers rather than just ranking utility for consumers. There are numerous definitions, criteria and evaluation metrics to estimate a system’s ability to be fair \[38, 109, 113, 48, 95, 29, 166\]. Given heterogeneous settings, the complex environment in which retrieval systems are developed, and the multitude of stakeholders involved that may have differing moral goals \[54\] and worldviews \[56\], there is obviously no universal fairness definition; at a high level, however, many definitions can be classified into whether the objective is to treat similar individuals similarly (individual fairness) \[45\], or if different groups of individuals, defined by certain characteristics such as demographics, should be treated in a similar manner (group fairness) \[148\].

In the following, we overview the concepts and works most relevant for our critiques and the agenda that we advocate. Fairness notions from the domain of classification can—to a certain extent—be adopted to serve in ranking settings. They typically only require additional consideration of the comparative nature of rankings and of how utility is modeled \[29\]. Compared to relevance-only ranking, adding fairness considerations often leads to the optimization of a multi-objective (or a constrained objective), where the usual utility (or relevance) objective comes along with a fairness constraint or objective focused on the providers \[135, 162\].

One branch of the literature \[172, 174, 63, 30, 8\] reasons about probability-based fairness in the top-k ranking positions, which puts the focus onto group fairness. These works commonly provide a minimum (and for some cases also maximum) number or proportion of items/individuals from a protected groups, that are to be distributed evenly across the ranking. The methods do not usually allow later compensation, if the fairness constraints are not met at any of the top-k positions (e.g., by putting more protected than non-protected items to lower positions).

Another set of works \[147, 19, 152, 44, 171\] assign values (often referred to as attention or exposure scores) to each ranking position based on the expected user attention or click probability. These works argue that the total exposure is a limited resource on any platform (due to position bias), and advocate for fair distribution of exposure to ensure fairness for the providers. In contrast to the former line of work, using exposure as a metric to quantify provider utility has brought up not only group fairness notions \[147, 119\], but also definitions to enhance individual fairness \[147, 19, 24\]. Further, in contrast to probability-based methods, these methods balance the total exposure across individuals or groups, and thus they do allow compensations in lower positions.

\(^2\)Note that despite the recent explorations into multi-sided fairness in online platforms \[29, 124, 150\], we restrict our discussion to provider fairness which has been studied quite extensively.
Generally the problem definitions in these works center around a single instance of ranking, i.e., at a particular point in time we are given a set of items or individuals, their sensitive or protected attribute(s) (e.g., race and gender), and their relevance scores; the task is to create a ranking which follows some notion of fairness (like demographic parity or equal opportunity) for the items or individuals, while maximizing the user utility. Some exceptions are Biega et al. [19], Sühr et al. [150] and Sürer et al. [152], that propose to deterministically ensure fairness through equity in amortized exposure, i.e., addition over time or over multiple instances of ranking. In the next section, we argue that both these broad approaches (probability-based, and exposure-based) may be incomplete in many applications, due to their exclusive focus (either directly or indirectly) on ranking positions.

3 Pitfalls of existing fair ranking models

In this section, we enumerate several crucial aspects of ranking and recommendation systems that substantially influence their fairness properties, but are ignored when considering an abstract fair ranking setting. The left hand side of Figure 1 summarizes this section. We begin in Section 3.1 by noting that exposure (or more generally, equating higher positions with higher utility) often does not translate to provider utility. Section 3.2 discusses spillovers across rankings, either over time, across different rankings on the same user interface, or competition across platforms. Section 3.3 discusses strategic provider responses, and how they may counter-act (or worsen) the effects of a fair ranking mechanism. Finally, Section 3.4 illustrates how noise—either in demographic variables or in other aspects—may differentially affect providers within a fair ranking mechanism.

Note that these issues are also present in other aspects of ranking, and in algorithmic fairness literature more generally; in fact, we also discuss if and how such issues have been studied in related settings. However, we believe that the intersection of fairness and ranking challenges amplify these concerns; for example, the naturally comparative aspect of rankings worsens the effects of competitive behavior and differential uncertainties.

Finally, while these pitfalls may not be the only ones, we believe these are the major ones which may cause the failure of proposed fair ranking frameworks in delivering fair outcomes in several real-world scenarios. In the next section (Section 4), we elaborate on how to tackle these challenges.

3.1 Provider Utility beyond Position-based Exposure

As discussed above, the fair ranking literature often uses exposure as a proxy for provider utility. For example, well-known fair ranking mechanisms like equity of attention and fairness of exposure emphasize fairly allocating exposure among providers. Such works often implicitly assume that exposure is measured solely through a provider’s position in the ranking; i.e., each position is assigned a value, independent of context. While such ranking-position-based exposure is often a useful measure of provider utility, such a focus misses context-specific factors due to which higher exposure does not necessarily lead to increased user attention, or that increased user attention may not directly translate to provider utility, as measured through, e.g., sales or long-term satisfaction.

This measurement-construct gap—between exposure as a measurement and provider utility as the construct of interest—is not a challenge unique to fairness-related questions in ranking. For
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3Note that, here we are talking about the utility gained by a provider as a result of getting ranked. Thus provider utility is not same as user utility.
example, not distinguishing between varying levels of attention from users could affect the performance of algorithms designed to maximize sales, as it would affect the predictions of algorithms using exposure to calculate sales probabilities [116] or information diffusion on a social network [11]. However, this gap may be especially important to be considered in a research direction that often seeks algorithmic solutions to inequities stemming from multiple causes, including the actions of other platform participants; for example, much work has analyzed (statistical or taste-based) discrimination on online platforms in which, even conditional on exposure, one type of stakeholders are treated inequitably by other stakeholders (see, e.g., racial discrimination by employers [16] [18]). In such settings, fair-exposure based algorithms may not uniformly or even substantially improve outcomes (we give an example in Appendix Table 2); this was recently underscored by Sühr et al. [151], which found through a user survey that such algorithms’ effectiveness substantially depends on context such as job description and candidate profiles.

Another especially relevant contextual factor beyond position is time: in fast moving domains like media, items may only be relevant for a short period of time [28, 169]. In such scenarios, the stakeholders (both users and providers) most benefit from immediate exposure. For example, recency is an important aspect of relevance in breaking news [31], job candidates should be shown before vacancies are filled, and restaurants get more orders if recommended during peak hours to nearby customers [169, 12].

More broadly, one should consider which providers are being exposed to which users and when, as the value of a ranking position depends substantially on such match relevance and participant characteristics. Fair ranking models focusing solely on position, and thus oblivious to such context, may not have the desired downstream effects and may fail to deliver on fairness. We illustrate this consequence in an example in Appendix Table 3.

3.2 Spillovers effects: compounding popularity, related items, and competition

While the immediate effect of an item’s position in the ranking (e.g., an immediate sale) may be first-order, there are often substantial spillover effects or externalities, which should be incorporated in fair RS models. Here, we discuss three of such effects: compounding popularity or first-exposed-advantage, spillovers across products and ranking types, and competition effects.

Perhaps the most important spillover is a compounding popularity or first-exposed-advantage, in which the exposure an item receives during its early stages can significantly affect its long-term popularity [53]. For example, early feedback in terms of clicks, sales, etc. could improve an item’s estimated relevance scores, raising its future rankings; there may further be a popularity bias or herding phenomenon in which users are more likely to select an item, if they observe that others have selected it before them [149, 2, 138]. Similarly, as reflected in re-targeting in advertising, user preferences may change with exposure to an item. Thus, past exposure plays a huge role in determining the long-term effects of future exposure; denial of early exposure could risk the viability of small providers [114]. Though one may intuitively think that continuous re-balancing of exposure through fairness-enhancing methods may overcome (or at least reduce) this problem, the real-world-proof is still to be made and early evidence suggests otherwise (see Sühr et al. [151]).

Second, ranking systems—such as product recommendations—are rarely deployed as stand-alone services. They are often accompanied by associated services such as sponsored advertisements [77], similar or complementary item recommendations on individual item pages on e-commerce, media-streaming platforms and other marketplaces [127, 93], non-personalized trending items [40, 17, 128], and other quality endorsements like editor’s choice [79]. Due to the presence of these
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4The phrase is used to indicate its similarity to the first-mover-advantage phenomenon [88].
associated services, user attention reaching an item may spill over to other items \[97, 132\]. For example, complementary items or items similar to an item may receive spillover exposure thereby resulting in increased exposure levels for such items, via ‘you may also be interested’ or ‘items similar to’ recommendations, potentially leading to undesirable inequalities even under a fair RS model; we give such an example in Appendix Table 5.

Finally, there are competition and cross-platform spillover effects \[91, 50\]: users may reach an item, not through the recommendation engine on the platform, but, e.g., via a search engine \[52\], product or price comparison sites \[87\], or other platforms like social media \[78, 141\]. In these instances, the recommendation engine at the user entry-point, e.g., the search engine’s recommendation system, will have a downstream effect on the exposure of items on the end site where the items are listed. These spillover effects could be important to analyze when designing potential ‘entry-point’ recommendation systems. Perhaps more importantly—since a platform does not have control over all the off-platform systems that may influence item exposure on its own platform—one should consider how such external sources affect both the goals and the behavior of a fair RS system. In this regard, the major questions which remain understudied and unanswered at large are: should a fair RS consider the inequities induced via external systems and seek to counteract through interventions or should it ignore these effects for the sake of free market competition?

Together, these spillover effects suggest that fairness in RS (especially in recommendations) should not be modeled in isolation from associated and external services, and must take into account how the recommendations may have downstream consequences over time and space for either the same provider or on other providers. We note that these spillover effects are analogous to the Ripple Effect trap as described by Selbst et al. \[144\], in which harmful effects often stem from the failure of understanding how the introduction of new technologies could alter behaviours and values in existing social systems.

3.3 Strategic Behavior

Current fair ranking mechanisms often fail to consider that the providers themselves could be strategic players who might try to actively maximize their utilities \[153, 10\]. Providers often have an incentive to suitably strategize their offerings, e.g., content creators on media platforms could leave their own area of expertise and try to copy other popular creators or follow the popular trends \[14, 15\], sellers could perform data poisoning attacks (through fake reviews, views, etc.) on the RS to improve their ranking \[175\], influencers on social network sites could try to hijack popular trends \[65, 32\]. Providers can even strategically exploit the deployed fair ranking mechanisms to extract more benefits \[57, 43\]. Not factoring in such strategic behavior could impact ranking and recommendation systems, and especially the performance of fair ranking mechanisms.

In the following, we overview some examples of strategic behavior and their consequences. As in the measurement-construct gap between exposure and producer utility, strategic behavior as a reaction to ranking models is not just a question of fairness. Numerous works suggest that relevance estimation models are highly vulnerable to various types of adversarial attacks: 1. *shilling attacks*, in which a provider gets associated with a group of users who then add supportive reviews, feedbacks, clicks, etc. to manipulate rankings in favor of the provider \[94\]; 2. *data poisoning attacks*, where a provider strategically generates malicious data and feeds it into the system through a set of manipulated interactions \[96, 175\]; or 3. *doppelganger bot attacks*, where a number of fake users or bots are created and then strategically placed in a social network to hijack news feed ranking systems in favor of the malicious party \[65, 32, 117\].

However, some strategic behavior may specifically exploit characteristics of fair ranking algorithms. For example, fair ranking mechanisms may incentivize *content duplication attacks* \[57\].
Strategic providers can create duplicates or near-duplicates—possibly hard to automatically identify—of their existing offerings in a ranking system. Since certain fair ranking mechanisms may try to ensure benefits for all listed items, providers with more copies of same items stand to gain more benefits. We give such an example in Appendix Table 4. Other ‘undesirable’ strategic behavior includes the purposeful provision or withholding of information, which may help some participants maximize their ranking; For example, in admissions settings, test-optional admissions policies that aim to be fair to students without test access may inadvertently be susceptible to strategic behavior by students with access but low test scores.

Strategic behavior by providers need not always be malicious; rather, it could also represent a sincere effort for improvement (e.g., effort to improve restaurant’s quality or just a change in content offering strategy (e.g., strategic selection of topics for future content production)). However, such ‘legitimate’ strategic behavior may nevertheless affect the efficacy of fair ranking mechanisms over time, as such behavior may affect the relative performance of marketplace participants. For example, Vonderau shows that providers on various content sharing platforms may partly or completely change their content production strategy to cater to the taste of a ranking algorithm (instead of the taste of users). Studies by Chaney et al. and Ben-Porat et al. suggest that ranking mechanisms which are unaware of such behavior could cause homogenization of a platform’s item-space and degrade user utility over time; such behavior could also risk the long-term viability and welfare of small-scale providers. Theoretically, Liu et al. extend the strategic classification literature to the ranking setting, to show that such effort (and its differential cost) could have substantial equity implications on the ultimate ranking. Fair ranking mechanisms which seek to equalize exposure affect such incentives, both for desirable and undesirable strategic behavior, and it is necessary to take them into account when designing fair ranking mechanisms for real world settings. Designing fairness mechanisms which can distinguish between such desirable and undesirable behavior may be further challenging.

Finally, we note that the above discussion—that of strategic behavior of individual providers—does not consider the setting in which the platform—a seemingly neutral player and deployer of a ranking algorithm—also plays the role of a competitive provider (through a subsidiary or partner). Since such providers have access to private platform data and control over their algorithms, they may be able to deploy undetectable strategic manipulations (e.g., Amazon’s private label of products on its marketplace) which the other providers are not able to match, leading to an unfair strategy playing field for providers. The design and auditing of ranking algorithms robust to such behavior is an important direction for future work.

### 3.4 Consequences of Uncertainty

Fairness-aware ranking mechanisms proposed for exposure- and probability-based fairness often assume knowledge of true relevance of providers or items, demographic characteristics on which to remain fair and of the value of each position in the ranking. However, such scores are rarely available in real-world settings. For example, machine-learned models or other statistical techniques used to estimate relevance scores are often uncertain about the relevance of items due to various reasons, for example, biased or noisy feedback, the initial unavailability of data, and platform updates in dynamic settings. While such estimation noise (or bias) is important for all algorithmic ranking or recommendations challenges, it is especially important to consider for fair ranking algorithms, as we illustrate below.

Current fair ranking mechanisms assume the availability of the demographic data of individuals to be ranked. Whilst such assumptions help algorithmic developments for fair ranking, the availability of demographic data can not be taken for granted. Demographic data such as race and
gender is often hard to obtain due to reasons like legal prohibitions or privacy concerns on their collection in various domains [5, 22]. To overcome the data gap, platform designers often resort to data-driven inference of demographic information [92], which usually involves huge uncertainty and errors [5]; the use of such uncertain estimates of demographic data in fair ranking mechanisms can cause significant harm to vulnerable groups, and ultimately fail to ensure fairness [64]. Moreover, in dynamic market settings where protected groups of providers or items are often set based on popularity levels, the protected group membership changes over time, thereby adding temporal variations in demographics along with the uncertainty issues [61]. To tackle such variations, Ge et al. [61] propose to use constrained reinforcement learning algorithms which can dynamically adjust the recommendation policy to nevertheless maintain long-term fairness. However, incorporating such demographic uncertainty to broader fair ranking algorithms remains an open question.

Another crucial part of rankings systems is the estimation of position bias [4, 33] which acts as a proxy measure for click-through probability and helps quantify the possible utilities of providers based on their ranks [13]. Fairness-aware ranking mechanisms need these position bias estimates to ensure fair randomized or amortized click-through utility (exposure) for the providers. While these estimates are often assumed to be readily available in most of the recent fair ranking systems works [147, 19, 44], it also has huge uncertainty attached since it heavily depends on the specifics of the user interface. Dynamic and interactive user interfaces [110] used on many platforms, usually go through automatic changes which affects the attention bias (position and vertical bias) based on changes in web-page layout [123]. Furthermore, factors like the presence of attractive summaries and highlighted evidences for relevance—often generated in automated manners—alongside ranking results also differentially affect click-through probabilities over time and across items [170, 85]. Finally, the presence of relevant images, their sizes, text fonts, and other design constraints also play a huge role [102, 160, 67]. Together, as also discussed in Wang et al. [159] and Sapiezynski et al. [140], inaccuracies in position bias estimation and corresponding consequences remain important challenges in fair RS.

Finally, we note that uncertainties, including the above, may be differential, affecting some participants more than others, even within the same protected groups. Such differential informativeness, for example, might occur in ranking settings where the platform has more information on some participants (through longer histories, or other access differences) than others [49, 60]. The result of such differential informativeness may cause downstream disparate impact, such as privileging longer-serving providers over newer and smaller ones.

Together, these sources and areas of uncertainty should be an important aspect of future work in fair ranking.

Fair ranking desiderata. What should a comprehensive and long-term view of fairness in RS and its dynamics be composed of? First, the provider utility measure should look beyond mere exposure, and account for user beliefs, perceptions, preferences and effects over time (as discussed in Section 3.1). Second, fair RS works should consider not just immediate impacts but also their spillovers, whether over time for the same item or spillover effects on other items (as discussed in Section 3.2). Third, strategic behavior and systems incentives should also be modeled to anticipate manipulation concerns and their adverse effects (as discussed in Section 3.3). Finally, fair RS mechanisms should incorporate the (potentially differential) effects of estimation noise (as discussed in Section 3.4).

Putting things together, this section illustrated various challenges and downstream effects of developing and deploying algorithms from the fair RS literature. As we discuss in the next section, overcoming these challenges requires both longer-term thinking—beyond the immediate effect of a ranking position—and moving beyond studying general RS settings to modeling and analyzing
specific settings and their context-specific dynamics.

4 Towards Impact-oriented Fairness in Ranking and Recommender Systems

In order to avoid the pitfalls discussed in the last section and to design ‘truly’ fair RS, one must understand and assess the full range and long-term effects of various RS mechanisms. In this regard, we apply recent lessons from and critiques of Algorithmic Impact Assessment (AIA), both within and beyond the FAccT community. Algorithmic Impact Assessment (AIA) can be described as a set of practices and measurements with the purpose of establishing the (direct or indirect) impacts of algorithmic systems, identifying the accountability of those causing harms, and designing effective solutions [111, 133]. More specifically to ranking and recommendation systems, Jannach and Bauer [81] introduces a comprehensive collection of issues related to impact-oriented research in RS. There are two broad lessons from this literature, that we explain and apply to the design of fair RS, in a manner that involves integrated effort from different actors and a comprehensive view of their effects.

First, as discussed by Vecchione et al. [155], a key point when assessing or auditing algorithmic systems is to move beyond discrete moments of decision making, i.e., to understand how those decision-points affect the long-run system evolution; this point is particularly true for fairness interventions in ranking and recommender systems, as discussed in Section 3. Jannach and Bauer [81] also highlight the limitations and unsuitability of traditional research in RS, which focused solely on accurately predicting user ratings for items (“leaderboard chasing”) or optimizing click-through rates. Thus, in Section 4.1, we begin with a discussion of methodologies that can be used to study such long-run effects of fair RS mechanisms, that have been used to study other questions in RS fields – mainly, simulation and applied modeling. We detail not only the useful frameworks but also potential limitations and challenges when studying fairness-specific questions.

Second, a key aspect of effective assessments is the participation of every suitable stakeholder, including systems developers, affected communities, external experts, and public agencies; otherwise, a danger is that the research community focuses on impacts most measurable by its preferred methods and ignores others [111]. However, there are bottlenecks to such holistic work, especially for RS used in private or sensitive contexts. We discuss data availability challenges in Section 4.2. Then, in Section 4.3, we overview various regulatory frameworks – along with their limitations – designed to govern RS or algorithmic systems in general, and hold them accountable. Researchers should contribute to tackling these challenges as well.

4.1 Simulation and Applied Modeling to Study Long-term Effects and Context-specific Dynamics

Many of the challenges discussed in Section 3 are regarding impacts that do not appear in the short-term, immediately after a given ranking; for example, it may take time for strategic agents to respond to a ranking systems. These long-term impacts are difficult to capture without considering a specific context, or with solely relying on “traditional” metrics that assess instantaneous precision-fairness trade-offs.

Outside of fair ranking, the recommendations literature has investigated such long-term and indirect effects using simulation and applied modeling methods, motivated for example by the observation that offline (and commonly, precision-driven) recommendation experiments are not always predictive of long-term simulation or online A/B testing outcomes [66, 21, 90]. However,
surprisingly, such an approach has been relatively rare in the fair rankings and recommendations literature; to spur such work, here we overview various simulation and modeling tools along that are advantageous in our context.

First, simulations have already been used in the past to demonstrate long-term effects of recommender systems and search engines—although unrelated to fairness, in ways that static precision-based analyses can not. Examples are the demonstration of the performance paradox (users’ higher reliance on recommendations may lead to lower RS performance accuracy and discovery) by Zhang et al. [176], the study of homogenization effects on RS users by Chaney et al. [34], a study on the emergence of filter bubbles [120] in collaborative filtering recommendation systems and its impacts by Aridor et al. [6], the evaluation of reinforcement learning to rank for search engines by Hu et al. [80], and a study on popularity bias in search engines by Fortunato et al. [55]. All relied on context-specific simulations of RS. Many other works also leverage simulations [75, 52, 126, 12, 41, 167, 106, 125] to study various dynamics in recommender systems. In summary, these works illustrate how simulation-based environments can help in (i) studying various hypothesized relationships between the usage of systems and individual and collective behavior and effects, (ii) detecting new forms of relationships, and (iii) replicating results obtained in empirical studies.

Given the usefulness of simulations, many simulation frameworks have been developed to study various fairness approaches for information retrieval systems; just to mention a few: MARS-Gym [139], ML-fairness-gym [41], Accordion [108], RecLab [90], RecSim NG [115], SIREN [23], T-RECS [105], RecoGym [137], AESim [59], Virtual-Taobao [146].

Note however, that the simulated environments are created under certain assumptions on the interactions between the stakeholders and the system, which may not always hold in real-world. As emphasized by Friedler et al. [56], it is important to question how different value assumptions may be influential on the simulated environments, and which worldviews have been modeled while developing such frameworks. On a positive note, simulation frameworks can be designed to be flexible enough to give freedom in (de)selecting or changing the fundamental value assumptions in fair RS; for example RecoGym [137] and MARS-Gym [139] provide freedom in setting various types of user behaviours and interactions with the system. This flexibility allows impact and efficacy assessment under different ethical scenarios, and the study of fair RS mechanisms under various delayed effects and user biases (as discussed in Sections 3.1 and 3.2) – we believe that leveraging such simulation frameworks is an important path forward to studying the various effects discussed above in a context-specific manner.

Second, various temporal, behavioural and causal models have traditionally been used to formally define, understand and study complex dynamical systems in fields like social networks [72, 73, 51], game theory and economics [27, 7], machine learning [165, 69], and epidemiology [68]. These models often rely on real-world observations of individual behaviour, extract broader insights, and then try to formally represent both individual and system dynamics through mathematical modeling. While the simulation frameworks can function as technical tools to study RS dynamics, suitable temporal, behavioural and causal models can be integrated within the simulation to ensure that the eco-system parametrization, stakeholder behaviour and system pay-offs are representative of the real-world. A good example: Radinsky et al. [130] try to improve search engine performance with the use of suitable behavioural and temporal models in their framework. Similarly, simulation frameworks with suitable applied modeling can be used to design and evaluate fair RS mechanisms which can withstand strategic user behaviour and other temporal environment variations. Causal models can be utilized to study the impact of fair RS [145, 143, 161] in presence or absence of uncertainties and various associated services. Applied modeling tools are further an effective way to study strategic concerns in ranking, along with their fairness implications [99].
Even though simulations along with applied modeling may not exactly mirror the real world effects of fair RS, they could give enough of a basis to highlight likely risks, which could then be taken into account while designing and optimizing fair RS mechanisms. They also bring an opportunity to model the effects of proposed fairness interventions, so that their long-term and indirect effects can be better understood and compared.

However, these approaches would further benefit from availability of certain data and the resolution of related legal bottlenecks. For example, studies on spillover effects can not proceed without the data on complementary and associated services. These data and legal bottlenecks might have also contributed to the fact that there are very few works exploring this direction, and out of the limited works, some are limited to either theoretical analysis [114, 15] or simulations with assumed parametrizations [176, 61, 163] in absence of complementary data.\footnote{Note that a few recent works look into long-term assessment of fair machine learning [98, 177, 41], which we overlook so as not to divert from the primary focus of our discussion.} We discuss these bottlenecks in Section 4.2 and Section 4.3.

4.2 Data Bottlenecks

A major challenge faced by researchers outside industry working on long-term comprehensive evaluations of fair RS is the unavailability of suitable data.

The traditional RS datasets [74, 107, 18, 121] that often used in the literature were collected in times when goals like accuracy or click-through rates and so may not be a good fit for today’s impact-oriented research [81]. For example, a set of user-item ratings data such as the canonical MovieLens dataset [74] may not capture how a user may value the item differently at different points in time or how a user’s preferences evolve over time, or the user’s or item’s associated demographics. Similarly, such data gives little insight into fake reviews or ratings [104, 76, 96, 175], or other strategic manipulations as discussed above. More broadly, such datasets do not include vital information such interface design changes that may have a behavioural impact on user choice (as discussed in Section 3.4), and associated services like complementary recommender systems or embedded advertisement blocks (as elaborated in Section 3.1) that work alongside the one being audited, the type and time of provider interactions and changes in their behaviour. Such missing components of standard ranking and recommendation system datasets are a major bottleneck to studying the questions from Section 3.

On the other hand, the flourishing of the algorithmic fairness literature have contributed to the spread of several experimental datasets covering a wide range of scenarios such as school admission, credit score, house listings, news articles, and much more (see [173, 109] for a list of datasets used in fair ranking and ML research). Datasets such as COMPAS or the German Credit datasets, originally classification tasks, have been adapted to ranking settings. A major issue related to the use of these datasets in fair ranking research is that they are often far from the contexts in which fair ranking algorithms would be used. While potentially useful in the advancing the conceptual state-of-the-art in algorithmic fairness research, reliance on such datasets may raise significant concerns to the ecological validity of such research. Therefore, a more detailed analysis on the use and characteristics of such datasets is a much needed work to address in future, similarly to what has been done in the context of Computer Vision research [112, 89, 142].

Here, we detail the characteristics that a RS dataset would need to be suitable for impact-oriented fairness analysis, in addition to the traditional indicators of user preference or experience (precision or click through rates). One recurring theme is that ranking and recommendation systems operate within a broader socio-technical environment (that they themselves shape), and existing datasets do not allow researchers to understand this broader environment and the underlying
Most easily, it would be useful to complement existing datasets with past data on the same platform, such as user-provider interactions and their behaviour; on RS’s associated services and related rankings; on other contextual details such as user interface, page layout and design; and on past results from rankings, such as whether the user selected a custom sorting criteria like date or price instead of platform’s default ranking criteria, whether the user was redirected to a product from an external or affiliate link, and whether the user’s behaviour follows the platform’s guidelines. Such complementary data would allow understanding how the broader environment affects and is affected by a fair ranking algorithm.

More broadly, a move from static datasets to temporal datasets – with timestamps on ratings and displayed recommendations/ratings – would allow finding temporal variations in RS and its stakeholders. It would further allow studying fairness beyond demographic characteristics, such as that related to new providers. For example, as discussed in Section 3.2, higher ranked results can often lead to increased user attention and conversion rates [39], i.e., results initially ranked higher could then have a greater chance of being ranked highly in subsequent rankings. Since such biased feedback could easily creep into temporal datasets, one must factor this in their RS impact analysis (e.g., an unbiased learning method by Joachims et al. [86] in presence of biased feedback). Studying such dynamics and their fairness implications in the real world requires observing such interactions.

Finally, as discussed in Section 3.4, a key aspect of fairness in rankings is uncertainty, especially differential uncertainty. While some datasets may allow researchers to infer certain components of recommendation system uncertainty (such as by numbers of ratings for a provider), other uncertainties are hidden. External to such companies, it is unclear how to best reflect the correctness of provided user attributes (such as race and gender so as to avoid uncertainties in a platform’s compliance to fairness), the genuineness of ratings and reviews (so as to account for manipulations in fair RS analysis) [154] when feedback is given, and other model uncertainties. While it may be difficult for companies to quantify their uncertainties when releasing datasets, one beneficial step would be to release more information on the origin of the data, i.e., dataset datasheets as described by Gebru et al. [62].

Unfortunately, as might be expected, there are several challenges to such comprehensive datasets. The most important challenges are from the legal domain, which might even affect researchers and developers within a company. For example, the data minimization principle in GDPR [1] could restrict platforms to collect sensitive information like gender or race, thereby indirectly closing the doors for the implementation of fairness interventions, and inferred attributes would contain huge uncertainty which may render fairness interventions useless (as discussed in Section 3.4). In fact, a study by Biega et al. [20] finds that the performance might not substantially decrease due to data minimization, but it might disparately impact different users. Additional legal principles which might present challenges are other privacy regulations, data retention policies, intellectual property rights of platforms, etc. We discuss these challenges in the next section.

Furthermore, while a comprehensive and long-term view on fair RS may be of huge societal need and expectation, the creation of suitable datasets and their availability to external researchers heavily rely on the interests of platform owners. Such external access, even if restricted in various ways, is an important aspect of regulation and auditing.

We note that while more data is not always better (e.g., see the case of NLP models discussed by Bender et al. [16])—we believe that a certain level of completeness and richness of data is required to perform more comprehensive and long-term impact analysis.
We now turn to discussing such legal and regulatory concerns.

### 4.3 Legal Bottlenecks

In the previous section we discussed issues of missing data and the challenges to obtain necessary information due to platform interests and legal regulations on privacy. Regulations and other legal interventions by governments are helpful in some aspects of ensuring external audits, while hindering fair ranking and recommendation in other contexts. Legal provisions will vary across jurisdictions, causing different challenges in data access and algorithmic disclosure depending on the location of: the data requested, the users of platforms that implement RS’s, the individuals impacted by the rankings, and the researchers seeking access to RS information. For example, data protection laws may potentially restrict access to data located in the EU, for non-EU based researchers or vice versa.

In this section we give an overview of legal hurdles that prevent researchers of fair RS from assessing the impact of their methods, along with information on specific laws and guidelines that can be used as a starting point for discussions to shape a more robust set of legal provisions for long term fair RS.

There are existing laws/guidance that could be applied to long term fairness in RS. But the wording of some of these laws/guidance leaves them open to interpretation, such that a platform could reasonably argue that it is fulfilling its obligations under the guidance, without taking into account long term fairness in RS. The European Commission Ethics Guidelines for Trustworthy AI [122] state that a system should be tested and validated to ensure it is working as intended throughout its entire life cycle, both during development and after deployment. The guidelines list fairness as well as societal well-being as a requirement of trustworthy AI. However, if the word “intended” is interpreted narrowly, as point in time and in isolation from the dynamic and interconnected nature of recommendations, platforms could demonstrate that their systems are working as “intended,” considering both fairness and societal impact—even if in practice the platform may not be evaluating for long-term fairness or modelling various spillover effects.

In addition, the European Commission Guidelines on Ranking Transparency [36] reflect hesitancy that platforms have to be fully transparent on the details of their ranking; they recognise that providers are “not required to disclose algorithms or any information that, with reasonable certainty, would result in the enabling of deception of consumers or consumer harm through the manipulation of search results.” This privacy-transparency trade-off may cause the problem of missing data for algorithmic impact assessments to continue.

On the other hand, there is a push from regulators to make data from algorithmic systems available—if not to the general public, at least to independent third party auditors—to mitigate conflicts of interest when platforms audit their own systems. In the US, the FTC’s Algorithmic Accountability Act [58] provides that if reasonably possible, impact assessments are to be performed in consultation with external third parties, including independent auditors and technology experts. However, the EU harmonised rules for AI [37] acknowledge that given the early phase of the regulatory intervention and the fact the AI sector is very innovative, expertise for auditing is only now being accumulated.

In the absence of underlying data and full knowledge of the ranking algorithm, researchers could still adopt a forward looking approach of implementing simulations, based on what they do know about the ranking, to help predict the longer term effects of a ranking algorithm (as already explained in Section 4.1). It remains to be seen however, whether the advised disclosure of “meaningful explanations” of the main parameters of ranking algorithms—referred to in the European Commission Guidelines on Ranking Transparency [36]—provide enough information upon which to
base an evaluation of the long term fairness of the RS. There is also uncertainty over whether these meaningful explanations reduce sufficiently the impact of information asymmetry between users of the platform, and the platform itself, particularly where the platform both controls the RS, and includes its own items to be eligible in ranking results, alongside those of third party providers. Further consideration also needs to be given to the timing of the release of the explanations when an RS method is updated, to give stakeholders sufficient opportunity to challenge reliance on these parameters, from a long term fairness perspective, pre-implementation of the RS update.

Applying laws to, or developing laws for, long term fairness scenarios in RS is in its infancy. Those involved in shaping this legal framework should consider for long term fairness evaluation purposes: data access for different stakeholders, timings for this access, and level of detail that needs to be given; as well as providing actionable guidance on a platform’s responsibility for developing RS with long term fairness goals in mind.

5 Conclusion

In this paper we provided a critical overview of the current state of research on fairness in ranking, recommendations, and retrieval systems, and especially the aspects often abstracted away in existing research. Much of the existing research has focused on instant-based, static fairness definitions that are prone to oversimplifying real-world ranking systems and their environments. Such a focus may do more harm than good and result in ‘fair-washing,’ if those methods are deployed without continuous critical investigation on their outcomes. Guidelines and methods to consider the effects of the entire ranking system through its life cycle, including effects from interactions with the outside world, are urgently needed.

We discussed various aspects beyond the actual ordering of items that affect rankings, such as spillover effects, temporal variations, and varying user characteristics ranging from their levels of activity. We further examined the effects of strategic behaviors and uncertainties in an RS. These effects play an important role for the successful creation and assessment of fair rankings, and yet they are rarely considered in state-of-the-art fair ranking research. Finally, we proposed next steps to overcome these research gaps. As a promising first step we have identified simulations frameworks and applied-modeling methods, which can reflect the complexity of ranking systems and their environments. However, in order to create meaningful impact analysis, concerns around datasets for fair ranking research, certain data bottlenecks and legal hurdles are yet to be resolved.

Our analysis concerning existing research gaps is of course by no means exhaustive, and many other issues of high complexity remain to be discussed. In this paper, we focused on fair ranking methods that try to enhance fairness for a single side of stakeholders, mostly the individuals being ranked, or the providers of items that are ranked. Research that is concerned with multi-stakeholder problems has recently started to emerge—finding, for example, that fairness objectives for providers and consumers in conflict to each other.

Similarly, we also did not explicitly discuss ranking platforms as two-sided markets, in which both sides may receive rankings for the other side. While it is a promising direction with a vast corpus of economic research on the topic, it is important to understand that (1) not all ranking platforms and their environments are two-sided in a literal sense: e.g., Amazon is a platform and a provider at the same time; and (2) depending on what is happening on the platform, different justice frameworks have to be applied: e.g., school choice, LinkedIn, and Amazon can all be seen as two-sided markets in a broader sense, but they need very different approaches when it comes to the question on what it means for them to be fair. Depending on whether people or products are ranked, one might expect different user bias manifestations, as well as different requirements...
on data privacy and minimization policies. These differences have to be taken into account when designing fair ranking methods.

Finally, we note that, to the best of our knowledge, all known definitions of fairness in ranking are drawn from an understanding of fairness as distributive justice: (limited) primary goods—these are goods essential for a person’s life, such as housing, access to job opportunities, health care, etc.—are to be distributed fairly across a set of individuals. Fair ranking definitions of this kind may be a good fit for hiring or admissions, because we distribute a limited number of primary goods, namely jobs and education, among a set of individuals. However, fairness definitions based on the distributive justice framework may not make sense in other scenarios. For instance, e-commerce platforms may not qualify for properties of distributive justice, because they lack the aspect to distribute primary goods: e-commerce settings, e.g., whether a single item is sold, may not qualify as immediately life-changing.

Overall, we conclude that there is still a long way ahead of us; many more aspects from the ranking systems’ universe have to be considered before we achieve substantive and robust algorithmic justice in rankings, recommendations, and retrieval systems.
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Appendix: Comprehensive Examples

Here we give some toy examples relevant to our discussion in the paper. Table 1 gives an example on how position bias in ranking could further widen the already existing inequalities. In Table 2, we give an example where the traditional fair ranking would fail to ensure equity in presence of user biases. Table 3 gives an example where fair ranking mechanisms would fail in presence of temporal variations. Table 4 and Table 5 give examples on how duplication attacks and spillovers could cause the failure of fair ranking mechanisms.

| Rank | Expected attention | Individual | Relevance | Group membership |
|------|--------------------|------------|-----------|------------------|
| 1    | 0.5                | A          | 0.92      | blue             |
| 2    | 0.25               | B          | 0.91      |                  |
| 3    | 0.125              | C          | 0.90      | red              |
| 4    | 0.0625             | D          | 0.89      |                  |

(a) An optimal ranking

Table 1: Here we give an example (inspired by Singh and Joachims [147]) on how position bias could further widen the existing inequalities. On a gig-economy platform there are four workers: A, B from the blue group, and C, D from the red group. For a certain employer, the platform wants to create a ranking of the workers. Let us assume that, in reality, all the workers are equally relevant to the employer. However, due to a pre-existing bias in historical training data, the relevance scores estimated by the platform’s model are: 0.92, 0.91, 0.90, 0.89 for A, B, C, D respectively. Using the probability ranking principle [136] we can optimize the user utility by ranking them in descending order of their relevance: i.e., A>B>C>D as given in table (a). The second column of table (a) has the expected user attention for each rank (this follows from real world observations of position or rank bias indicating close to an exponential decrease of attention while moving from the top to bottom ranks [39]). Next we give a group-level analysis in table (b). The mean relevance scores of the blue group (A & B) and the red group (C & D) were 0.915 and 0.895 respectively which are not so different. On the other hand the exposure (sum of expected attention) of the blue and red groups—in the optimal ranking— were 0.75 and 0.1875 respectively which are very different. We can clearly see that how the optimal ranking in presence of position bias, could significantly widen the gap in exposure even for a small difference in relevance estimation.
Table 2: Here, we give a simple example of ranking in hiring or gig-economy platform setting where exposure, if used as a measure of producer utility, may fail to deliver desired fairness even after satisfying fairness of exposure. We have six workers (A, B, and C from the red group while D, E, and F from the blue group) on the platform. The platform’s RS presents a ranked list (size 3) of workers to the consumers i.e., the employers. In table (a), we give a sample distribution of expected attention from employer over the ranks (i.e., on average there are 0.6, 0.3, 0.1 chances of an employer clicking on individual ranked 1, 2, 3 respectively). Tables (b) and (c) show the rankings given to two different employers. Now the overall exposure of red group will be exposure(A)+ exposure(B)+ exposure(C) = 0.6 + 0.3 + 0.1 = 1. Similarly for blue group’s exposure will be exposure(D)+ exposure(E)+ exposure(F) = 0.3 + 0.1 + 0.6 = 1. It is clear that this set of rankings follow the notions of fairness of exposure [147] and equity of attention [19]. However, if we look more closely, one employer (in table (b)) is a non-discriminatory employer while the other one (in table (c)) is a discriminatory employer biased against the blue group. The second employer ignores the top ranked individual F from blue group, and treats B, C as if they are ranked at the first and second positions. Thus under these circumstances, the expected impact on the red group increases while that of the blue group decreases even though the rankings are fair in terms of exposure distribution.
Table 3: Here we give an example on how temporal variations in the significance of rankings could fail the fair ranking mechanisms. Consider a scenario where two news agencies namely A and B regularly publish their articles on a news aggregator platform which then ranks the news articles while recommending to the readers (users). In table (a), we give a sample distribution of expected attention from readers over the ranks. At some time just before \(t\), a big event happens, and both A and B quickly report on this through equally good articles \(a\) and \(b\), both published at time \(t\). The table (b) and (c) show the rankings of articles on the platform at time \(t\) and \(t + 1\). If we sum up the total exposure of each agency, we get exposure(A) = 0.6 + 0.4 = 1 and exposure(B) = 0.4 + 0.6 = 1. However, if we look more closely, the overall interest of readers on the breaking news at time \(t\) is 1 which decreases to 0.5 at time \(t + 1\). This is because the readers who have already read the news on the particular event at \(t\), will be less likely to read the same news again from a different agency at \(t + 1\). Thus, even though the exposure metric of the news agencies are the same in this case, they end up getting disparate impact due to the temporal degradation of user interest. A way to avoid such outcomes, would be to design and use suitable context-specific weighting mechanisms for rankings which can anticipate and account for such temporal variations.
Table 4: An example of duplication attack (inspired by Di Nunzio et al. [43] and the Sybil attacks in networks [65]): Here, the table (a) has a list of relevant items for certain information need. The list contains two items each from providers A and B. Let us consider a recommender system which recommends exactly one item every time. In such a recommendation setting, the fairness notions which advocate for fair allocation of exposure, visibility, or impact [147, 19, 152], would try to allocate 25% to each item, i.e., each item is recommended 25% of the time; thus each provider gets 50% of the exposure or visibility. Now, if provider A tries to manipulate by introducing a copy of its own item $a_1$ as a new item $a_1$ copy (as shown in table (b)) potentially undetectable by the platform, then it is highly likely that the machine learned relevance scoring model would assign same or similar relevance to the copied item. In this scenario, due to the fairness notion, provider A potentially increases her share of exposure to 60% while reducing it to 40% for provider B. Allocation-based fair ranking methods can create incentives for providers to do such strategic manipulations. Possible ways to dis-incentivise such duplication would be to actively include those item features in the relevance scoring model which are particularly harder to duplicate (e.g., #views on YouTube videos, #reviews on Amazon).

Table 5: An example on exposure spillover: Here we consider an e-commerce setting where there are five items relevant to a certain type of users. Following fairness of exposure [147] or equity of attention [19], each of the five items gets recommended same number of times as shown in table (a). Apart from this regular recommendation, e-commerce platforms often have similar or complementary item recommendations [134] [145] towards the bottom of individual item pages. Table (b) shows the similar items shown on each individual item’s page. Assuming that there is 20% spillover, i.e., 20% of the user crowd coming to any item page moves to the similar items shown on the page, the resultant expected exposure of the items after one step of user spillovers is given in table (c). It can be clearly seen that even though the regular recommender system ensures fairness (as in table (a)), the resultant effects may not be fair due to spillover effects.