High-Performance Visual Tracking Based on High-Order Pooling Network
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ABSTRACT Convolution Neural Network (CNN) features have been widely used in visual tracking due to their powerful representation. As an important component of CNN, the pooling layer plays a critical role, but the max/average/min operation only explores the first-order information, which limits the discrimination ability of the CNN features in some complex situations. In this paper, a high-order pooling layer is integrated into the VGG16 network for visual tracking. In detail, a high-order covariance pooling layer is employed to replace the last maxpooling layer to learn discrimination features and is trained on the ImageNet and CUB200-2011 data sets. In tracking stage, the multiple levels of feature maps are extracted as the appearance representation of the target. After that, the extracted CNN features are integrated into the correlation filters framework when tracking is on-the-fly. The experimental results show that the proposed algorithm achieves excellent performance in both success rate and tracking accuracy.

INDEX TERMS Visual tracking, correlation filter, high-order pooling network, deep features, model fusion.

I. INTRODUCTION

Visual tracking is a difficult and fundamental problem in the fields of pattern recognition and computer vision. It has a wide range of applications in real life, such as traffic surveillance, motion analysis, auto-driving and human-computer interaction. Visual tracking generally refers to single-object tracking, that only the position and scale information of the first frame is given, tracking task is to estimate the state of a target in subsequent frames [28]. Although after more than three decades of development, achieving a robust visual tracking system remains a challenging task. The difficulties of this task are mainly concentrated on two aspects, one is the appearance change of the target itself, including scale variation, deformation, fast motion, etc, the other is the external environment changes, including illumination changes, background clutter, severe occlusion and so on. Researchers have shown that good feature representation plays a very important role in dealing with the above complex scenarios [51]. In order to obtain a good feature representation of the target, researchers have designed a large number of excellent hand-crafted features, such as HOG, SIFT and so on. However, these features only have good performance for some simple scenes and are difficult to deal with complex scenes.

In recent years, deep learning has been well applied in all aspects of computer vision [3], [17], [44], and has achieved great performance improvement in tasks such as image classification [23], [43], object detection [44], image segmentation [34], and object recognition [17]. Because of the strong correlation between visual tracking task and target detection, image recognition and other tasks, especially in the aspect of feature representation, it is natural to apply deep features to visual tracking.

There are many researches on using deep features for tracking tasks, which can be divided into two categories according to whether the features need to be updated online. The first type is the method that does not need online update, which can be further divided into two types. The first type is to combine the pre-trained classification network model and the correlation filter [18], [36], [42]. For example, Danelljan et al. [36] use VGG19 network as the feature extractor. At the same time, in order to improve the tracking performance, multi-layer feature fusion is adopted. However, no explanation is given on the selection of fusion weights,
and only fixed weight fusion method is used. In this regard, Danelljan et al. [42] introduced a Hedge method to realize the weight adaptation of multi-layer feature fusion. Another way is to directly train an end-to-end tracking model by using a large number of data sets. In particular, the Siamese networks are developing rapidly [2], [16], [24], [25], [56]. The tracking methods based on the Siamese network integrate the feature representation and the tracking model, and keep the same in the tracking process, achieving a faster tracking speed. The methods of online updating mainly include MDNet [40] based on multi-branches, ATOM [10] based on correlation filter updating and GradNet [27] based on gradient updating. The common problem of online updating methods is that the speed is slow and the model is relatively complex.

However, all the network structures adopted by these methods are based on the first-order pooling operation, and no further analysis of the high-order statistical information of the features is performed. In recent years, the method based on high-order statistical modeling has gained wide attention in the field of computer vision, especially in the task of object recognition [15] and fine-grained image classification [29] with high similarity of different types of objects. Meanwhile, it has obvious advantages in feature representation in the task of person re-identification [6] and semantic segmentation [5] with high similarity of same class objects. In order to improve the discrimination ability of the tracking algorithm to similar targets, this paper makes appropriate improvements to the feature extraction network, and changes the original first-order max pooling to the second-order covariance pooling method, so that the network can extract more high-order statistics about the target features and improve the model discriminative power. As shown in Fig.1, in the Biker video sequence, our deep features can be more focused on the target to be tracked, in the CarScale and Dog sequences, the traditional first-order pooling CNN model can not extract the characteristics of the target itself well, and it is easy to be disturbed by the surrounding objects. However, the deep model in this paper has better response value to the target.

At the same time, the paper also retrained the network on ImageNet [45] and the fine-grained image CUB200-2011 data set [50], which further improved the model’s ability to distinguish similar objects.

Starting from improving the representative ability of target features, this paper proposes a visual tracking algorithm based on high-order pooling networks (HOPNet). Firstly, the high-order pooling network is constructed. Then a large number of data sets are adopted to train this model, so that the learned features can be more discriminative. Lastly, the

![FIGURE 1. The visualization comparison between the original deep feature(Base Model) and enhanced deep feature(Ours).](image-url)

In the Biker, CarScale, and Dog sequences, our deep features are more focused on the target to be tracked, while the traditional first-order pooling CNN model can not extract the characteristics of the target itself well, and it is easy to be disturbed by the surrounding objects. However, the deep model in this paper has better response value to the target.
Trained model is combined with the correlation filter algorithm, which achieved very good performance on large-scale tracking data set.

To the best of our knowledge, this algorithm is the first to extract high-order statistical information by a high-order pooling network for visual tracking tasks.

II. RELATED WORKS

In this section, we make a brief review of correlation filter based tracker with feature representation. A more detailed review can be found in [28], [47], and [8].

A. HAND-CRAFTED FEATURE BASED CF TRACKERS

The problem of visual tracking has a long history and has been widely concerned because of its wide application. Aim- ing at the slow speed of traditional visual tracking methods, in order to further improve the efficiency of the algorithm, the correlation filtering algorithm based on ridge regression came into being. Bolme et al. [4] first proposed the least squares based correlation filter algorithm (MOSSE). The algorithm is simple in design, and uses gray features as appearance representation. The tracking speed is close to 700 frames per second, which has quickly attracted wide attention. However, the algorithm still uses particle filter for sample sampling, which limits the number of available samples. Then, Hen- riques et al. Introduced the idea of circulant matrix [19], and realized dense sampling through a single sample, which greatly improved the discriminant power of the model. How- ever, the single channel gray feature limits the ability of the algorithm to deal with complex scenes. Henrique et al. Introduced a more expressive multi-channel HOG (Histogram Of Gradient) feature to enrich the expression of structural information, and derived the corresponding block image cycle mode and multi-channel correlation filter model [20]. On this basis, Liu et al. [11] constructed color attribute features (CN, color name) by analyzing RGB images, and combined them with correlation filter algorithm, which can deal with complex tracking scenes such as target deformation and rotation change. Of course, considering the natural complementarity between HOG feature based on structure information and color feature based on global statistics, Liu et al. [1] added an additional branch based on KCF algorithm, obtained the response map of tracking position by template matching using color histogram feature, and finally fused with the original response map. It can effectively improve the algorithm’s ability to deal with various complex scenes.

B. DEEP FEATURE BASED CF TRACKERS

Considering the great success of deep feature in the field of image classification, it is proved that deep feature has a strong ability to express the appearance of the target, and it is a natural direction to combine it with correlation filter algorithm [13], [18], [36], [42]. In 2015, Danelljan et al. [36], [37], [38] used the pre-training network VGG19 as the feature extractor, and combined it with the correlation filter algorithm. In order to improve the accuracy of the algorithm, the multi-layer fusion positioning method from coarse to fine was adopted, and the accuracy on OTB2013 [52] data set reached 0.891, which was far higher than other tracking methods at that time, reflecting the effectiveness of deep feature in the field of target tracking. Then, Danelljan et al. [41], [42] proposed using hedge algorithm to adaptively adjust the fusion weight of output response maps under the idea of multi-layer feature fusion algorithm. There are also a lot of follow-up work focused on feature selection and fusion, such as CFWCR [18] and UPDT [3]. The research idea also belongs to multi-feature fusion method, which mainly selects expressive subset features in a large set, and on this basis, designs adaptive fusion algorithm through the difference of representation ability of features for different targets. On the other hand, Ma et al. [33] applied the CNN model trained by the visible light data set to the thermal infrared tracking task by using the transfer learning method, to improve the discriminative capacity, a multi-level similarity model under a Siamese framework [32] and a multi-task framework [31] were proposed to learn the TIR-specific discriminative features, moreover, Liu et al. proposed a framework named self-SDCT [54], which can alleviate the demand for large annotated training samples. Subsequently, Martin Danelljan and others have proposed a series of high-performance tracking algorithms, such as DeepSRDCF [13], C-COT [14], ECO [9].

III. PROPOSED METHOD

This paper proposes a robust visual tracking algorithm based on high-order pooling networks. Fig. 2 shows the pipeline of the proposed HOPNet tracker. As shown in Fig. 2, the high-order pooling network is trained on ImageNet and a large number of fine-grained image data set. After offline training, the pre-trained network parameters are retained as feature extractors. In the tracking stage, in order to improve the tracking performance, the third, the fourth and the fifth layer are used as the appearance representation of the target. By combining with the STRCF [26] algorithm, the performance is greatly improved.

A. CORRELATION FILTER

Tracking algorithms can be divided into generative trackers and discriminant trackers. As a typical representative of discriminant tracking algorithm, correlation filter has received a lot of attention and widely research because of its good discriminant ability and fast speed. The cyclic matrix and fast Fourier transform are introduced into the correlation filter algorithm, which achieves better tracking performance and higher computational efficiency. The correlation filter algorithm can be regarded as a ridge regression model as follows:

\[ \mathcal{L}(h) = \min_{h} \| f \odot h - g \|^2 + \lambda \| h \|^2 \]  

where, \( f \) represents the training samples, \( h \) denotes the filters, \( \odot \) is the spatial correlation operator. \( g \) is the ideal output, and is generally set as Gaussian window function, in which each
element corresponds to the label value of one training sample, \( \lambda \) is a regularization parameter.

## B. HIGH-ORDER POOLING NETWORK

Convolutional neural networks (CNNs) have built many excellent network architectures by stacking convolutional layers, nonlinear activation layers, and pooling layers, and are widely used in all aspects of computer vision. At present, most of the network-based improvements aim to improve the performance of the network by widening and deepening the network. There is little research work to improve the feature representation ability from the perspective of high-order information [29]. In order to enhance the discriminative power of features, this paper proposes a high-order pooling network as the target feature extractor. Next, we will briefly introduce the forward and backward propagation formulas involved in the structure, as shown in Fig. 3.

### 1) DERIVATION OF FORWARD PROPAGATION

First, the output of the last convolutional layer needs to be processed. After that, the feature matrix is expressed as \( X \in \mathbb{R}^{d \times N} \), where \( d \) is the number of feature channels, \( N = h \times w \), \( h \) and \( w \) is the feature map size of the last convolutional layer. Then we calculate the covariance matrix of the feature map:

\[
P = X \bar{X}^T
\]

(2)

where \( \bar{X} = \frac{1}{N} (I - \frac{1}{N} uu^T) \), \( u = [1, \ldots, 1]^T \) is a \( N \)-dimensional vector. Then the eigenvalue decomposition is used to process the obtained covariance matrix to obtain eigenvalues and eigenvectors:

\[
P = U \Lambda U^T
\]

(3)

where \( \Lambda = \text{diag} (\lambda_1 \ldots \lambda_d) \) is a diagonal matrix and \( \lambda_i \) is an eigenvalue. \( U = [u_1, \ldots, u_d] \) is the corresponding feature vector. Through the above eigenvalue decomposition, we can convert the power of the matrix to solve the power of the eigenvalue.

\[
Q = P^\alpha = UF (\Lambda)^{\alpha} U^T
\]

(4)

in this paper, \( \alpha = 0.5, F (\Lambda) = \text{diag} (f (\lambda_1), \ldots, f (\lambda_d)) \), \( f (\lambda_i) \) which represents the exponentiation of eigenvalues:

\[
f (\lambda_i) = \lambda_i^\alpha
\]

(5)

Now, the forward propagation of the covariance pooling layer has been deduced.

### 2) DERIVATION OF BACKWARD PROPAGATION

Next, this paper briefly deduces the backward propagation process of the covariance pooling layer. First the chain transfer process for \( U \) and \( \Lambda \) is described as follows:

\[
tr \left( \left( \frac{\partial l}{\partial U} \right)^T duU + \left( \frac{\partial l}{\partial \Lambda} \right)^T d\Lambda \right) = tr \left( \left( \frac{\partial l}{\partial Q} \right)^T dQ \right)
\]

(6)

According to formula (4), we obtain:

\[
\frac{\partial l}{\partial P} = \left( \frac{\partial l}{\partial Q} + \frac{\partial l}{\partial \Lambda} \right)^T UF
\]

(7)

\[
\frac{\partial l}{\partial X} = \alpha \left( \text{diag} (\lambda_1^{\alpha-1}, \ldots, \lambda_d^{\alpha-1}) U^T \frac{\partial l}{\partial Q} \right)_\text{diag}
\]

(8)
According to the chain derivation rule, $\frac{\partial l}{\partial p}$ and $\frac{\partial l}{\partial x}$ are as computed as follows:

$$\frac{\partial l}{\partial p} = U \left( \left( K^T \circ \left( U^T \frac{\partial l}{\partial U} \right) + \left( \frac{\partial l}{\partial Q} \right)_{\text{diag}} \right) U^T \right) \quad \text{(9)}$$

$$\frac{\partial l}{\partial x} = \hat{X} \left( \frac{\partial l}{\partial p} + \left( \frac{\partial l}{\partial P} \right)^T \right) \quad \text{(10)}$$

where matrix $K = \{K_{ij}\}$, $K_{ij}$ expressed as

$$K_{ij} = \begin{cases} 1/(\lambda_i - \lambda_j), & i \neq j \\ 0, & i = j \end{cases} \quad \text{(11)}$$

C. COMBINED WITH SPATIAL-TEMPORAL REGULARIZED CORRELATION FILTERS

In order to validate the effectiveness of the deep feature after the high-order pooling in the tracking task, this paper combines it with the spatial-temporal regularized correlation filters in a multi-layer fusion manner. Based on the general correlation filter framework, the STRCF tracker proposed a spatial regularization term to deal with boundary effects and a temporal regularization term for filter degradation. The objective function is as follows:

$$E(h) = \left( \frac{1}{D} \sum_{d=1}^{D} h^d - g \right)^2 + \lambda \sum_{d=1}^{D} \left\| w^d \right\|^2_2 + \mu \left\| h - h_{t-1} \right\|^2_2 \quad \text{(12)}$$

where, $d$ is the channel index, and $D$ is the channel number. $w$ is the spatial penalty weights. $h_{t-1}$ is a temporal regularization coefficient that represents the filter template of the previous frame. This method can effectively cope with the occlusion, fast motion and other scenes.

IV. EXPERIMENTS

In order to fully verify the effectiveness and accuracy of the proposed algorithm, we tested the proposed algorithm on a large number of data sets, including OTB2015 [53], Temple-Color128 [30] and TrackingNet [39], and made a horizontal comparison with some related algorithms. Firstly, the implementation details of the algorithm are briefly introduced.

A. IMPLEMENTATION DETAILS

The proposed tracker is implemented using MATLAB2018a and all the experiments are executed on a PC with a Intel Core i5-8400 2.8GHz CPU with a GeForce GTX Titan Xp GPU. The average testing speed of HOPNet is 10 FPS. The MatConvNet toolbox [48] is used to implement the improved VGG16 network [46] based on high-order pooling. The test parameters are set as follows: in the training stage, aiming at the problem that the dimension of the last layer of convolution is too high, this paper uses $1 \times 1$ convolution to reduce the channel dimension of the last convolution layer from 512 dimension to 256 dimension, and then send it to the covariance pooling layer for processing. In the testing stage, the third, the fourth and the fifth layer features of the network are selected as the appearance representation of the target, and the extracted features are processed by cosine window to eliminate the boundary discontinuity. The size of the target search box is a square area with the target as the center and the side length as the center, where and represent the length and width of the target respectively. For the regularization parameter in Eq. 12, $\lambda = 1$, $\mu = 16$. The scale estimation adopts the same parameter settings as those in reference [26], the weights of multi-layer fusion are set as 1, 0.5, 0.5 from fifth layer to third layer.

B. DATASETS AND COMPARED TRACKERS

This paper uses the ImageNet and the CUB200-2011 data set as the training set of the network. The OTB2015, Temple-Color128 and TrackingNet are used to test our proposed method. The OTB2015 dataset contains 100 challenging video sequences, which can be divided into 11 annotation
attributes, including fast motion, motion blur, background clutters, deformation, illumination variation, in-plane rotation, low resolution, occlusion, out of plane rotation, out of view and scale variation.

This paper compares the proposed algorithm (High Order Pooling Network, HOPNet) with other 10 recent and relevant tracking algorithms on the OTB2015 dataset [53], including:

- Deep features based CF tracker: MCPF [55], DeepSRDCF [13], DeepSTRCF [26], HDT [42], HCF [36];
- Hand-crafted features based CF tracker: STRCF [26];
- CNN based tracker: MDNet [40];
- Siamese based tracker: GradNet [27], SiamRPN [25], SiamFC [2].

**C. OVERALL PERFORMANCE**

Fig. 4 shows the comparison curve of tracking accuracy and success rate of the algorithm with other relevant algorithms in this paper. In recent years, MDNet has been the champion of the visual object tracking challenge (VOT2015) [22]. It has achieved the best performance in many datasets by offline training and online fine-tuning, but the tracking speed of MDNet is less than 1 FPS, which makes the application extremely limited. The proposed HOPNet tracker is slightly better than MDNet in precision, with a performance improvement of 1.9% in success rate and a speed of about 10 times of MDNet. Compared with HCF, HDT, deepSRDCF and MCPF, the algorithm in this paper has obvious performance advantages, and the speed is equivalent to them. In the comparison algorithm, GradNet and SiamRPN are Siamese network based tracking algorithms that proposed in recent years, which have good performance in speed and accuracy. Although the calculation speed of our method is slightly slow, we still have nearly 4% performance advantages in accuracy and success rate. Finally, compared with the STRCF algorithm, the accuracy of the algorithm is improved by 4.1%, and the success rate is improved by 3.8%, which shows a significant performance improvement.

**D. ATTRIBUTE-BASED EVALUATION**

In addition to the overall performance on the data set, we also need to focus on the tracking performance in different tracking scenarios. As mentioned above, 100 videos of OTB2015 can be divided into 11 attributes. Fig. 5 and Fig. 6 show the tracking accuracy and success rate of different algorithms under different attributes. It can be clearly seen from the Fig. 5 and Fig. 6 that the algorithm in this paper has achieved excellent tracking results on almost all attributes. Especially in dealing with background clutters (BC), the algorithm in this paper achieves 0.705 in success rate and 0.902 in tracking accuracy, which is far superior to similar tracking algorithms based on deep characteristics (HCF, HDT, etc.). This further verifies that the high-order pooling network used in this paper has a good ability to distinguish similar objects. In addition, in the low-resolution target tracking, the accuracy of the algorithm is 0.977, and the success rate is 0.702, which is mainly due to the further training of the feature extraction network in the fine-grained image data set, which improves the representation ability of the network. In complex scenes such as illumination change, rotation and motion blur, the algorithm in this paper achieves the optimal tracking accuracy and success rate.

**E. QUANTITATIVE EVALUATION**

In order to show the effectiveness of this algorithm more intuitively, it is compared with the most relevant three comparison algorithms on five challenging image videos, including Girl2, Bolt2, Biker, Lemming, Human3. As shown in Fig. 7, the algorithm in this paper can well deal with these complex scenes.

(1) **Fast Motion:** because the correlation filter algorithm is to detect and track the target in a fixed search area, it is difficult to deal with it well when the target moves fast. At the same time, fast movement will lead to obvious changes in the target’s appearance, which further aggravates the difficulty of tracking. For example, in Biker, there is a fast and obvious appearance change of the
target between frames 61 and 90. HCF and HDT algorithm based on the pre-trained first-order network lose the target. The DeepSRDCF algorithm with a large search area tracks the target, but the positioning accuracy.
FIGURE 7. Some tracking results on challenging image sequences (from top to down are Girl2, Bolt2, Biker, Lemming, Human3). We show some tracking results of DeepSRDCF [13], HCF [36], HDT [42] methods and the proposed HOPNet tracker.

and tracking success rate are lower than the algorithm in this paper.

2) **Background Clutters**: the interference of similar objects will also have a significant impact on tracking performance. There are similar objects and similar backgrounds in *bolt* and *lemming*. Because the algorithm in this paper adopts the deep feature and carries out further training on the fine-grained image, it has a better ability to distinguish the background clutter scene, and can achieve a stable tracking.

3) **Target Occlusion**: occlusion is always a difficult problem in tracking, which easily leads to tracking failure. There is occlusion in *Girl2* and *Lemming* video sequences, and HCF and HDT algorithms based on pre-trained network still fail to track. Although the algorithm in this paper does not use the corresponding occlusion detection mechanism, but thanks to better feature representation, it can accurately capture the target when the target reappears, while HCF and HDT algorithm cannot detect the target again because of their weak feature discrimination.

4) **Low Resolution**: in the field of computer vision, the detection and tracking of low resolution targets are always difficult problems. Due to the low resolution, the available information is less and the ability of feature representation is weaker. The target tracked in *Biker* and *Human3* is smaller, and *Human3* is basically a pure black object, which has a higher requirement for
feature discrimination. Because the multi-layer feature fusion method is adopted, the shallow feature contains the detailed information of the target, which has obvious advantages for processing low resolution small targets.

F. ABLATION STUDY

In order to further analyze the influence of different convolution layer characteristics of high-order pooling network on tracking performance, this paper extracts the characteristics of each layer and makes five groups of comparative experiments on OTB2015 data set, and the experimental results are shown in Table 1. From Table 1, it can be seen that the best tracking performance is the fourth layer feature, and the worst is the second layer feature, with more performance degradation. In addition, for the improvement of tracking performance, this paper adopt the multi-layer feature fusion method similar to HCF and HDT.

G. TEMPLE-COLOR128 AND TRACKINGNET DATASETS

In order to fully verify the tracking performance of the algorithm, the algorithm is evaluated on the Temple-Color128 dataset [30] and the TrackingNet [39]. Temple-Color128 includes 128 RGB sequences in different tracking scenarios. In this paper, the performance of the algorithm is compared by using the same evaluation metrics of OTB2015 dataset. Fig. 8 shows the accuracy and success curves of the six tracking algorithms. Among these comparison algorithms, the HOPNet tracker proposed in this paper obtains the best results (0.794, 0.588) on both evaluation metrics, which is better than the state-of-the-art C-COT [14] and MCPF tracker [55]. Meanwhile, compared with DeepSRDCF [13], this method has 5.6% performance improvement in precision rate and 5.1% improvement in success rate, which is also significantly better than CF2 tracker [36]. In general, compared with the most advanced tracking algorithm in Temple-Color128 data set, the algorithm proposed in this paper still has good performance and competitiveness.

The TrackingNet data set includes 30000 videos, covering a wide range of target categories and complex tracking scenarios. As shown in Table 2, our tracker has achieved 0.642, 0.597 and 0.738 in terms of success rate, accuracy and norm precision respectively. Compared with the correlation filter algorithm ECO [9] based on the same pre-trained model, this algorithm has obvious performance improvement, which fully verifies that the high-order pooling network has better feature expression ability. However, it is worth noting that compared with the tracking algorithms of Siamese network based and transformer based, the algorithm in this paper still has a large gap in performance. The main reason is that the algorithms of TransT [7] and SiamRPN++ [24] are trained through large-scale data sets, and the backbone networks are also better than the algorithm in this paper. In the future, we can consider combining the high-order pooling with the Siamese network.

H. FAILURE ANALYSIS

As shown in the Fig. 9, for the Twinings sequence, when the target encounters rotation, rapid change in scale and serious interference from similar objects, the algorithm in this paper
cannot quickly adjust to the current position and scale of the target due to the limited range of scale estimation and the search area, resulting in tracking failure. For the Box sequence, because the object is dark and there are many significant objects around. For Matrix sequence, because the object resolution is very low, the feature is not very significant, and the target and the scene are very similar, the algorithm in this paper is difficult to distinguish the target and the background in the tracking scenes.

I. DISCUSSION
Feature representation is a hot topic in the field of computer vision, especially in target tracking. With the wide application of convolutional neural network, its performance has been greatly improved. However, no matter whether the network is widened or deepened, the network still obtains the first-order information about the target, and its distinguishing ability is limited in the face of similar object interference. In this regard, mining high-order information about the target is a topic worthy of study. In this paper, the high-order pooling module is introduced to optimize the feature representation of the convolutional neural network, so as to further improve the performance of the tracking algorithm. Especially in the environment of similar object interference and low resolution, the performance is improved obviously. But at present, only high-order modules can be added to the deep layer of the network. How to further optimize the shallow layer will be the focus of the follow-up research.

V. CONCLUSION
In this paper, a robust visual tracking algorithm based on high-order pooling network is proposed. Firstly, on the basis of VGG16 network framework, the last first-order max pooling layer is replaced by the high-order covariance pooling layer, and the forward propagation and back propagation involved in this module are briefly deduced. Through a large number of data sets for training, the improved high-order pooling network has better ability of feature representation. Finally, the feature extraction network and correlation filter algorithm are combined to achieve the best tracking performance in large-scale data sets.

Due to the successful application of end-to-end idea in tracking tasks, we will continue to study how to introduce higher-order information into Siamese network structure to enhance the ability of feature discrimination.
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