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ABSTRACT
In the analysis of large-scale network data, a fundamental operation is the comparison of observed phenomena to the predictions provided by null models: when we find an interesting structure in a family of real networks, it is important to ask whether this structure is also likely to arise in random networks with similar characteristics to the real ones. A long-standing challenge in network analysis has been the relative scarcity of reasonable null models for networks; arguably the most common such model has been the configuration model, which starts with a graph $G$ and produces a random graph with the same degree sequence as $G$. This leads to a very weak form of null model, since fixing the node degrees does not preserve many of the crucial properties of the network, including the structure of its subgraphs.

Guided by this challenge, we propose a new family of network null models that operate on the $k$-core decomposition. For a graph $G$, the $k$-core is its maximal subgraph of minimum degree $k$; and the core number of a node $v$ in $G$ is the largest $k$ such that $v$ belongs to the $k$-core of $G$. We provide the first efficient sampling algorithm to solve the following basic combinatorial problem: given a graph $G$, produce a random graph sampled nearly uniformly from among all graphs with the same sequence of core numbers as $G$. This opens the opportunity to compare observed networks $G$ with random graphs that exhibit the same core numbers, a comparison that preserves aspects of the structure of $G$ that are not captured by more local measures like the degree sequence. We illustrate the power of this core-based null model on some fundamental tasks in network analysis, including the enumeration of networks motifs.
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1 INTRODUCTION
Random graphs have long played a central role in the area of network analysis, and one of their crucial uses has been as null models: a way of producing families of synthetic graphs that match observed network data on specific basic properties. Armed with effective null models, we can take an observed network phenomenon and ask whether a random graph with similar characteristics would exhibit the same phenomenon or not.

This comparison to random-graph baselines is an essential strategy, but of course the challenge is to define what we mean by a random graph “with similar characteristics.” In these types of analyses, a widely-used null model — arguably the ubiquitous default — is the configuration model: given an observed network $G$, it generates random graphs sampled uniformly at random from among all graphs with the same degree sequence as $G$. The configuration model has provided a powerful way of asserting that observed properties of real networks are not simply a consequence of the node degrees, in that they would be unlikely in a random graph with the same degree sequence [14, 30].

Despite the widespread use of the configuration model, it is well-understood to be an extremely weak null model, particularly for any question involving local rather than global structure. In particular, a random graph with a given degree sequence will typically have very little non-trivial local structure in the neighborhood of any given node $v$, and very little non-trivial community structure. Thus, real networks will almost always look very different from the predictions of a random draw from the configuration model on any question involving structures like local motifs or dense communities; and these are some of the main questions for which people seek out random graphs as baselines.

Given these limitations of the configuration model, researchers have sought other null models in which we sample uniformly or near-uniformly over different families of graphs defined by characteristics of a given real network. Stanton and Pinar, for example, show how to sample from graphs that match an observed network $G$ not just in its degree sequence but in the pairs of degrees $(d_i, d_j)$ arising from the edges $(i, j)$ of $G$ [38]. This increases the specificity of the null model, but it continues to lack non-trivial local or community structure. An interesting recent step toward null models designed to exhibit local structure was taken by Orsini et al. [31], who generalized and put into practice the $dK$-series hierarchy of random graph models [22], where the lowest levels match the degree sequence or degree correlations and higher-levels — the $2.1$-series and $2.5$-series — also match statistics on triangles such as the average clustering coefficient or the sequence of clustering coefficients. This approach comes with the obstacle, however, there are not any practical algorithms for uniformly sampling from these subsequent levels that match more than just degrees and pairs of

This paper is published under the Creative Commons Attribution 4.0 International (CC-BY 4.0) license. Authors reserve their rights to disseminate the work on their personal and corporate Web sites with the appropriate attribution.
WWW ’21, April 19–23, 2021, Ljubljana, Slovenia © 2021 IW3C2 (International World Wide Web Conference Committee), published under Creative Commons CC-BY 4.0 License.
ACM ISBN 978-1-4503-8312-7/21/04.
https://doi.org/10.1145/3442381.3450001
degrees; as a result, while they constitute valuable heuristics, they are not designed to provide guarantees on near-uniform sampling from the associated family of graphs.

Thus, a basic question has remained: given an observed graph $G$, can we construct a null model by sampling from a family of graphs matching characteristics of $G$ in such a way that the resulting random samples exhibit non-trivially rich local structure and community structure?

The present work: A null model based on the $k$-core. In this paper, we provide a new approach to this question, by showing how to uniformly sample from graphs that match $G$ in its $k$-core properties. The resulting samples provide random-graph baselines with richer graph-theoretic structure than the configuration model, and we show that they can lead to potentially different conclusions when employed as null models.

To formulate our approach, we begin with some basic definitions. Given a graph $G$ and a number $k$, the $k$-core of $G$ is the (unique) maximal subgraph of $G$ in which every node has degree at least $k$; it can be found efficiently by iteratively deleting nodes of degree strictly less than $k$ in $G$. (For sufficiently large $k$, $G$ will have no subgraph of minimum degree $k$, and hence the $k$-core of $G$ for these large $k$ will be the empty graph.) Building on this definition, we say that the core-value $c_v$ of a node $v$ is the largest $k$ such that $v$ belongs to the $k$-core of $G$.

A long line of work in network analysis has shown that successive $k$-cores of $G$, for $k = 0, 1, 2, ..., n$, provides considerable information about the local structure of $G$, including the regions where it exhibits denser connectivity [4, 11, 19, 23, 35]. This information is equivalently captured by the sequence of core-values $c_1 \geq c_2 \geq \cdots \geq c_n$ of the $n$ nodes of $G$.

Given this, we ask the following question: by analogy with the configuration model, which samples uniformly from all graphs matching the degree sequence of $G$, can we sample uniformly (or near-uniformly) from all graphs matching the sequence of core numbers of $G$? We could do this in theory by brute-force rejection sampling, so our goal is to develop reasonable algorithms for generating such samples. This type of sampler would provide a genuinely new type of null model, by producing random graphs that match an observed $G$ on richer forms of structure than the degree sequence.

Sampling a random graph with a given core-value sequence. We answer this question affirmatively, by providing a method for near-uniform sampling from graphs with a given core-value sequence. We provide an overview of our strategy here, and give details in the subsequent sections.

Our basic approach is to define a Markov chain whose state space is the set of all graphs with the given core-value sequence, and whose transitions are a set of graph transformations that preserve the core-values. The crux of the method, and the heart of our analysis, is the definition of a sufficiently rich set of local transformations such that sequences of these transformations, composed together, are able to transform a starting graph $G_0$ into any other graph with the same core-value sequence. Applying random transformation to an underlying graph thus produces a Markov chain on the set of all graphs of a given core-value sequence. Our results establish that the Markov chain is strongly connected; and by adding appropriate probabilities on the "identity transformation" that leaves the graph unchanged, we can also ensure that the chain is aperiodic and has a uniform stationary distribution. Thus, by generating random trajectories in this Markov chain, we can sample nearly-uniformly from the set of all graphs with a given core-value sequence.

As part of the analysis of this sampling procedure, we solve a problem of combinatorial interest in its own right. When we generate our Markov chain based on a given graph $G$, then $G$ itself provides a starting state for traversing the chain. But if we start instead from a given core-value sequence $c_1 \geq c_2 \geq \cdots \geq c_n$, then we face the following fundamental question: is the state space associated with $(c_1, c_2, \ldots, c_n)$ non-empty? That is, do there exist any graphs with this core-value sequence? And if so, can we construct one? For degree sequences in simple graphs without loops or parallel edges, the corresponding realizability question — characterizing whether there exists a simple graph with a given degree sequence — is the subject of a famous theorem of Erdős and Gallai [6, 13] and the constructive Havel–Hakimi algorithm [16, 17]. We provide a corresponding constructive characterization for the realizability of core-value sequences in simple graphs, and this gives us a starting point in the Markov chain when provided with a core-value sequence as input.

Through computational experiments, we demonstrate some of the basic properties of the samples produced by this Markov chain, including how they differ systematically from the output of the configuration model. We then demonstrate our methods in the context of a motif-counting application; the question here is whether the frequencies of particular small subgraphs in a given graph $G$ are significantly higher, significantly lower, or indistinguishable from the abundance of these subgraphs in a random-graph baseline. We show that a comparison to random graphs matching the degree sequence of $G$ may potentially lead to different conclusions than this same comparison to random graphs matching the core-value sequence of $G$; this points to some of the value in having multiple null models based on the different families of random graphs.

It is useful to note a few additional points about these results. First, there is a large collection of additional families of random graphs that have been studied extensively in network analysis, including stochastic block models, preferential attachment graphs, Kronecker graphs, and many others. It would be interesting to relate our family of random graphs with a given core-value sequence to these. But there is also an important distinction to be drawn in how these families are generally used in practice: they are typically used as generative models specified by optimizing a constant number of parameters and then generating graphs whose size $n$ may be arbitrarily large. In contrast, our approach is more closely aligned with models — such as the configuration model and more recent approaches such as the $dK$-series — based on uniform or near-uniform sampling from a family of graphs obtained by matching a base graph $G$ on a number of parameters (such as degrees or core-values) that are linear in the number of nodes.

Finally, we also note the following important open question. While we prove that random walks in our Markov chain will converge to the uniform stationary distribution on graphs of a fixed core-value sequence, it is an open question whether this chain can be proven to be rapidly mixing. This question aligns in interesting ways with the fact that despite recent progress, we still do not have
a full understanding of the mixing properties of Markov chains on graphs with fixed degree sequences either [14]. The questions in this area are quite challenging, though computational evidence is consistent with the premise that these chains tend to mix well in practice [25, 38]. As in those cases, our computational experiments also suggest that random walks are sampling our state space effectively in practice, indicating the utility of our Markov-chain methods. Establishing provable bounds is thus a valuable and potentially quite challenging further question, and recent techniques in the theory of rapidly mixing Markov chains might be valuable here.

1.1 Additional related work

There are a large number of random graph models that are used for network analysis, and we refer to surveys by Sala et al. [33] and Drobyshевski and Turdakov [12] for a more expansive discussion. The models most relevant to our paper are those that are employed as “null models,” where the goal is to sample uniformly from the set of all graphs satisfying a certain property and then evaluate how likely other properties are under the null. The configuration model, which samples uniformly from the set of graphs with a prescribed degree sequence, is broadly used [1–3, 14, 27, 28, 30]. There are several variants of the configuration model for dealing with simple graphs, self-loops, and multi-edges; these details and a host of applications are covered in depth in the survey by Fosdick et al. [14]. Furthermore, there are a number of configuration-type models for other relational data models such as hypergraphs [5] and simplicial complexes [40]. The Chung–Lu model is similar to the configuration model but samples from graphs whose expected degree sequence is the same as the one that is given [7–9].

The space of graphs with a fixed degree sequence is a special case of the more general $dK$-graphs, which specifies degree correlation statistics for subgraphs of size $d$ [22] (the configuration model corresponds to $d = 1$). Pinar and Stanton [38] developed a uniform sampler for the $d = 2$ case, which generates graphs with a prescribed joint degree distribution. Further generalizations of the $dK$-graphs include those with prescribed degree correlations and clustering statistics [10, 15, 31]. All of these techniques rely on MCMC samplers, but those for the $d \geq 3$ cases or these generalized $dK$-graphs do not guarantee uniform samples. We also use MCMC sampling, but we can guarantee that the stationary distribution is uniform over the state space of graphs with a specified $k$-core sequence.

A major application of null models is the determination of important small subgraph patterns, often called network motifs [18, 24, 26, 34, 37]. In these applications, small subgraphs are counted in the real network and the null model, and those appearing much more or less in the data compared to the null are deemed interesting for study. We include a set of experiments that revisits network motifs to see which are significant under our $k$-core null model.

2 GENERATING RANDOM GRAPHS WITH A GIVEN CORE-VALUE SEQUENCE

For generating a random graph with a given core-value sequence $c = c_1 \geq c_2 \geq \cdots \geq c_n$, we will proceed as follows. First, we define the state space $S_c$ to be the set of all graphs with core-value sequence equal to $c$. In this section, as in the rest of the paper, all graphs are undirected and simple, with no self-loops or parallel edges.

We will define a set of moves that apply to a graph $G \in S_c$; each move transforms $G$ into another graph $G' \in S_c$ (where possibly $G' = G$). The moves are defined such that if there is a move from $G$ to $G'$, there is also one from $G'$ to $G$. This allows us to define an undirected graph $H_G$ on the state space $S_c$, in which $G$ and $G'$ are connected by an edge (or potentially by several parallel edges) if there is a move that transforms $G$ into $G'$.

Let $\Delta$ be the maximum number of legal moves out of any one $G \in H_G$. We now define a random walk with self-loops as follows: For a graph $G$ with $D \leq \Delta$ legal moves out of it, the random walk remains at $G$ with probability $1 - D/(2\Delta)$, and with probability $D/2\Delta$ it chooses one of the $D$ legal moves out of $G$.

Our main technical result is to show that for any two graphs $G_1, G_2 \in S_c$, it is possible to apply a sequence of moves that transforms $G_1$ into $G_2$. This means that the undirected graph $H_G$ we have defined is connected, and so the random walk we have defined converges from any starting point to a unique stationary distribution that (by the definition of the transition probabilities) is uniform on $S_c$. We can therefore run the Markov chain from an arbitrary starting point, and the graph we have after $t$ steps will become arbitrarily close to a uniform graph with core-value sequence $c$ as $t \to \infty$.

For the starting point, we can either use a given input graph, or we can start directly from a core-value sequence $c$ and construct a graph that realizes this sequence, if one exists. We show first how to efficiently perform this latter operation, constructing a graph from a core-value sequence.

2.1 The realization problem for core-value sequences

Given a sequence $c = c_1 \geq c_2 \geq \cdots \geq c_n$, how can we efficiently determine if there is a graph that has this as its core-value sequence, and to construct such a graph if one exists? Erdos and Gallai solved the analogous problem for degree sequences $[6, 13]$, and here we give an efficient algorithm for core-value sequences.

Since core-values are defined by degrees of subgraphs, it is useful to have some initial terminology for degree sequences as well. Recall that a graph is called $d$-regular if all of its node degrees are equal to $d$. We observe the following.

(2.1) If $d$ is an even number, there exist $d$-regular graphs on every number of nodes $n \geq d + 1$. If $d$ is an odd number, there exists a $d$-regular graph on $n \geq d + 1$ nodes if and only if $n$ is even.

Proof. There are many natural constructions; here is one that is easy to describe. We label the nodes $0, 1, \ldots, n - 1$ and interpret addition modulo $n$ (thus imagining the nodes organized in clockwise order). When $d$ is even, connect each node $i$ to the $d/2$ nodes on either side of it in this order: $i - d/2, i - (d/2) + 1, \ldots, i + (d/2)$. When $d$ is odd and $n$ is even, connect each node $i$ to the nodes $i - (d - 1)/2, i - ((d - 1)/2) + 1, \ldots, i + ((d - 1)/2)$ as well as the “antipodal” node in the clockwise order, $i + (n/2)$.

Finally, we note that in any graph, the sum of the degrees of all nodes must be an even number (since every edge is counted twice),
and therefore when \( d \) is odd, any \( d \)-regular graph must have an even number of nodes.

It will be useful to be able to talk about “almost regular” graphs when \( d \) is odd and \( n \) is odd, so we say that a graph \( G \) is \( d \)-uniform if (i) \( d \) is even and \( G \) is \( d \)-regular; or (ii) \( d \) is odd, \( G \) has an even number of nodes, and \( G \) is \( d \)-regular; or (iii) \( d \) is odd, \( G \) has an odd number of nodes, and \( G \) consists of a single node of degree \( d + 1 \) with all other nodes having degree \( d \). By slightly extending the construction from the proof of (2.1) to handle case (iii) in this definition as well, we have

(2.2) For all \( d \) and all \( n \geq 2 \), there exists a \( d \)-uniform graph on \( n \) nodes.

We now consider the set of \( c \)-cores of \( G \), for \( c = 0, 1, 2, \ldots \), where again the \( c \)-core \( \Gamma_c \) is the unique maximal subgraph of minimum degree \( c \). (In cases where it is clear from context, we will sometimes use \( \Gamma_c \) to denote the set of nodes in the \( c \)-core, as well as the subgraph itself.) The following construction procedure for the \( c \)-cores of \( G \) will be useful in the proofs as well.

- We first define \( \Gamma_0 \) to be all of \( G \).
- Having constructed \( \Gamma_c \) for a given \( c \), we then repeatedly delete any node of degree at most \( c \) from \( \Gamma_c \), updating the degrees as we go, until no more deletions are possible. (Note that while all nodes in \( \Gamma_c \) have degree at least \( c \) at the start of this deletion process, some degrees in \( \Gamma_c \) might drop below \( c \) in the middle of the process.) Once the deletions from \( \Gamma_c \) have stopped, all of the remaining nodes have degree at least \( c + 1 \). Let \( H \) be this subgraph of \( G \). \( H \) has minimum degree \( c + 1 \); and since no node deleted so far can belong to any subgraph of minimum degree \( c + 1 \), we see that \( H \) is the unique maximal subgraph with this property. Thus \( H = \Gamma_{c+1} \).
- We proceed in this way until we encounter a \( c \) for which \( \Gamma_c \) is empty; at that point, we define \( \Gamma_c^* = c - 1 \), and declare \( \Gamma_c^* \) to be the top core of \( G \).
- We will refer to the order in which the nodes were deleted from \( G \) in this process as a core deletion order; note that there is some amount of freedom in choosing the order in which nodes are deleted, and all such orders constitute valid core deletion orders.

We first consider the case in which all core-values in an \( n \)-node graph \( G \) are the same number \( c \). Note that in this case, we must have \( n \geq c + 1 \), since each node must have at least \( c \) neighbors. Conversely, as long as \( n \geq c + 1 \), we observe that a \( c \)-uniform graph on \( n \) nodes has all core-values equal to \( c \). Thus we have a first realization result for core-values, for the case where all values are the same.

(2.3) For a core-value sequence \( c = c_1 \geq \cdots \geq c_n \) where all \( c_i = c \), there exists a graph with this core-value sequence \( c \) if and only if \( n \geq c + 1 \).

Now, we consider an arbitrary core-value sequence \( c = c_1 \geq \cdots \geq c_n \). As in (2.3), the highest \( c_1 + 1 \) values must be the same in order for node 1 to have a sufficient number of neighbors in the top core \( \Gamma_{c_1} \). Thus, suppose \( c_{c_1+1} = c_1 \).

Now, suppose \( |\Gamma_{c_1}| = n_1 \), where \( n_1 \geq c_1 + 1 \). Let \( H \) be an \( n_1 \)-uniform graph on the nodes 1, 2, \ldots, \( n_1 \). For each node \( j > n_1 \), we attach it to an arbitrary set of \( c_j \) nodes in \( H \), resulting in a graph \( G \) on the nodes 1, 2, \ldots, \( n \). We now claim

(2.4) The graph \( G \) has core-value sequence \( c = c_1 \geq \cdots \geq c_n \).

Proof. By construction, the \( n_1 \) nodes \( i \) with \( 1 \leq i \leq n_1 \) all have \( c_i = c_1 \); they all belong to \( H \) and hence have core-value equal to \( c_1 \). For \( j > n_1 \), note that it belongs to the subgraph induced on the nodes \( \{1, 2, \ldots, j\} \); since the minimum degree in this subgraph is \( c_j \), we have \( j \in \Gamma_{c_j} \). But since the degree of \( j \) is \( c_j \), we also have \( j \not\in \Gamma_{c_{j+1}} \), and hence the core-value of \( j \) is \( c_j \), as required.

From (2.4) it follows that \( G \) realizes the given core-value sequence \( c \). Since the only assumption on \( c \) was that \( c_{c_1+1} = c_1 \), we have the following theorem about realization of core-value sequences.

(2.5) A sequence \( c = c_1 \geq \cdots \geq c_n \) is the core-value sequence of a simple graph if and only if \( c_{c_1+1} = c_1 \); and when this condition holds, there is an efficient algorithm to construct a graph with core-value sequence equal to \( c \).

2.2 A Markov Chain on All Graphs with a Given Core-Value Sequence

In the previous subsection, we showed how to construct a single member of the state space \( S_c \) consisting of all graphs with core-value sequence \( c = c_1 \geq \cdots \geq c_n \). We now define a move set on this state space, providing ways of transforming a given graph in \( S_c \) into other graphs in \( S_c \). For each move that transforms a graph \( G \) to \( G' \), there will also be a move transforming \( G' \) to \( G \); thus, the graph \( H_c \) on \( S_c \) in which \( G \) and \( G' \) are adjacent when there is a move transforming one directly into the other is an undirected graph.

Let \( G \) be a graph with core-value sequence \( c \). We note that sorting the nodes in the decreasing sequence of their indices \( n, n-1, \ldots, 2, 1 \) constitutes a core deletion order for \( G \), and we will use this fact at certain points in the analysis.

The first set of moves is

- Move 1. Add and Delete. For any nodes \((i, j)\) not connected by an edge in \( G \), we can add the edge \((i, j)\) provided that \( c_j < \min(c_{\hat{i}}, c_{\hat{j}}) \), with \((\hat{i}, j)\) an edge of \( G \) and \((i, j)\) not an edge of \( G \).

Given that we only add or delete edges when the core-values are unaffected, the resulting graph \( G' \) is also in \( S_c \) by definition.

The remaining moves alter multiple edges at once, while preserving all core-values. The second set of moves is

- Move 2. Move Endpoint. Let \( h, i, j \) be nodes of \( G \) such that \( c_j < \min(c_{\hat{i}}, c_{\hat{j}}) \), with \((h, j)\) an edge of \( G \) and \((i, j)\) not an edge of \( G \). We delete \((h, j)\) and insert \((i, j)\).

We claim

(2.6) If \( G \in S_c \) and we apply an instance of Move Endpoint involving nodes \( h, i, j \), then the resulting graph \( G' \) is also in \( S_c \).

Proof. Consider the core deletion order \( n, n-1, \ldots, 2, 1 \) in \( G \); we consider nodes in this same order in \( G' \) and analyze their core-values. Note that \( j > \max(h, i) \) since \( c_j < \min(c_{\hat{h}}, c_{\hat{i}}) \).

First, all nodes \( j' > j \) have the same edges into \( \{1, 2, \ldots, j'-1\} \) in both \( G \) and \( G' \), so all of them will get the same core-value and can be deleted in the same order. Next, \( j \) has the same number of edges into \( \{1, 2, \ldots, j-1\} \) in both \( G \) and \( G' \), so it can still be deleted.
when we encounter it in this order in \( G' \), and it will get the same core-value as well. Finally, once \( j \) is deleted, the subgraphs of \( G \) and \( G' \) induced on the set of nodes \( \{1, 2, \ldots, j - 1\} \) are identical, and so the ordering \( j - 1, j - 2, \ldots, 2, 1 \) forms a core deletion order in both.

From this, it follows that the sequence of core-values is the same in \( G \) and \( G' \), and hence the Move Endpoint operation preserves the core-value sequence. \( \square \)

The third set of moves is

- Move 3. Core Collapse and Core Expand. Let \( h, i, j \) be nodes of \( G \) with \( c_h > c_i \) and \( c_i = c_j \). If \((h, i)\) and \((h, j)\) are both edges of \( G \) but \((i, j)\) is not, the Core Collapse operation deletes \((h, i)\) and \((h, j)\) and inserts \((i, j)\), provided that no core values are affected. Analogously, if \((i, j)\) is an edge of \( G \) but \((h, i)\) and \((h, j)\) are not, the Core Expand operation deletes \((i, j)\) and inserts \((h, i)\) and \((h, j)\), again provided that no core values are affected.

We will also allow “half-move” versions of Core Collapse and Core Expand, again only in the case where no core values are affected: in the half-move version of Core Collapse, only one of \((h, i)\) or \((h, j)\) is deleted; and in the half-move version of Core Expand, only one of \((h, i)\) or \((h, j)\) is inserted.

This concludes the description of the moves. We now analyze their global properties in the state space \( S_c \).

### 2.3 Connectivity of the State Space

Recall that our strategy is to use the set of moves specified in the previous subsection to define an undirected graph \( \mathcal{H}_c \) on the state space \( S_c \) of all graphs with core-value sequence \( c \). We now show that \( \mathcal{H}_c \) is connected — that is, for any graphs \( G_1, G_2 \in S_c \), there is a sequence of moves that transforms \( G_1 \) into \( G_2 \). If we then define a random walk on \( \mathcal{H}_c \) with each edge out of a given state chosen uniformly, and self-loop probabilities at each state set as at the start of the section, the resulting process is connected and aperiodic, with a uniform stationary distribution that it converges to from any starting point.

It therefore remains only to establish the connectivity of \( \mathcal{H}_c \). To do this, we consider two arbitrary graphs \( G_1 \) and \( G_2 \) in \( S_c \), and we describe a path connecting \( G_1 \) and \( G_2 \) in \( \mathcal{H}_c \). In order to do this, it is useful to recall a small amount of terminology: the top core, as before, consists of the nodes with the highest core-value \( c_1 \). Suppose that there are \( n_1 \) such nodes; that is, \( c_{n_1} = c_1 \) and \( c_{n_1 + 1} < c_1 \). Let \( V_1 = \{1, 2, \ldots, n_1\} \) be the set of nodes in the top core. Finally, for simplicity of exposition, we will assume for most of this discussion that \( c_1 > 2 \). This condition applies to all the intended applications of our methods, since graphs with \( c_1 \leq 2 \) are much simpler in structure than the networks we work with in general. Moreover, the assumption \( c_1 > 2 \) can be removed with additional work; at the end of the section we describe how to achieve analogous results for the remaining cases of \( c_1 = 2 \) and \( c_1 = 1 \).

We construct the path from \( G_1 \) to \( G_2 \) in a sequence of steps. Since all of our moves have analogues that perform them in the “reverse” direction, we can describe the construction of this path working simultaneously from both its endpoints at \( G_1 \) and \( G_2 \).

#### Step 1: Linking all edges to the top core.

We first apply a sequence of moves to \( G_1 \) designed to produce a graph \( G'_1 \) that has the same core-value sequence \( c \), in which all edges have at least one end in the set \( V_1 \).

For a number \( c \), we use \( \Gamma_c \) as before to denote the \( c \)-core. We consider the nodes following the order of a core deletion sequence \( n, n - 1, \ldots, 2, 1 \). When we get to a node \( i \), it has degree \( c_i \) by the definition of a core elimination sequence. If \( c_j < c_i \), then we consider each of \( i \)'s incident edges \( (i, j) \) in turn, and process this edge according to the following set of cases.

- If \( c_j = c_1 \), then we do not need to do anything, since the edge \( (i, j) \) already has one end in the top core \( V_1 \).
- If \( c_1 > c_j > c_i \), then we apply Move Endpoint to delete \((i, j)\) and replace it with an edge \((h, i)\) for any node \( h \in V_1 \) that is not currently a neighbor of \( i \). Such a node \( h \) must exist since \( |V_1| \geq c_1 + 1 \) while the degree of \( i \) is \( c_i < c_1 \). By (2.6), all core-values are preserved by this operation.
- If \( c_j = c_i \) and the degree of node \( j \) is equal to \( c_j \), then we apply the full version of the Core Expand operation, replacing the edge \((i, j)\) with two edges \((h, i)\) and \((h, j)\) to any node \( h \in V_1 \) that is not a neighbor of either. By applying a sequence of Move Endpoint operations prior to this Core Expand operation, we can ensure that there is at least one node \( h \in V_1 \) that is not a neighbor of either \( i \) or \( j \). We claim that \( i \) and \( j \) still have core-values equal to \( c_i \) after this operation: their core-values are at least \( c_i \) since the nodes in \( \Gamma_i \) still have minimum degree \( c_i \) and their core-values are at most \( c_i \) since their degrees are equal to \( c_i \). Since all other nodes have the same core-values before and after this operation, the core-value sequence of the graph has been preserved.
- If \( c_j = c_i \) and the degree of node \( j \) is greater than \( c_j \), then we apply the half-move version of the Core Expand operation, replacing the edge \((i, j)\) with the single edge \((h, i)\) for any node \( h \in V_1 \) that is not a neighbor of \( i \). In this case too we claim that \( i \) and \( j \) still have core-values equal to \( c_i \) after this operation. As before, their core-values are at least \( c_i \) since the nodes in \( \Gamma_i \) still have minimum degree \( c_i \). The core-value of \( i \) is at most \( c_i \) since its degree is \( c_i \). The core-value of \( j \) is at most \( c_j \) since we have removed an edge incident to it, which cannot raise its core-value. Since all other nodes have the same core-values before and after the operation, the core-value sequence of the graph has been preserved in this case as well.

We apply this process to each edge incident to node \( i \) in turn; and we proceed node-by-node through the core deletion sequence in this way.

At the end of this procedure, we have the desired graph \( G'_1 \): it has the same core-value sequence \( c \), and all its edges have at least one end in the set \( V_1 \). We apply the same process to \( G_2 \) as well, producing a graph \( G'_2 \) that also has the property that every edge has at least one end in \( V_1 \).

#### Step 2: Converting the top core to a \( c_1 \)-uniform graph.

Starting from \( G'_1 \), we next apply a sequence of moves so that the edges with at least one end outside of \( V_1 \) remain the same, but the subgraph induced on \( V_1 \) becomes \( c_1 \)-uniform. Note that this will preserve the core-value sequence, since all nodes in \( V_1 \) will still have
core-value equal to $c_1$. It will also uniquely determine the degree sequence of $V_1$, since the degree sequence of a $d$-uniform graph graph on $n$ nodes is uniquely determined by $d$ and $n$: it consists entirely of the value $d$ when at least one of $d$ or $n$ is even; and it consists of a single instance of $d + 1$ and all other values equal to $d$ when both $d$ and $n$ are odd.

To make the subgraph on $V_1$ $c_1$-uniform, it suffices to apply a sequence of moves resulting in the following property:

(+)$ Either (i) all degrees in the subgraph induced on $V_1$ are equal to $c_1$, or (ii) one node in the subgraph on $V_1$ has degree $c_1 + 1$, and all others have degree $c_1$.

An extension of our point in the previous paragraph is the following: which of cases (i) or (ii) occurs is determined by $c_1$ and $n_1$: since the sum of the degrees of all nodes in the subgraph on $V_1$ must be even, we will be in case (i) when at least one of $c_1$ or $n_1$ is even, and otherwise we will be in case (ii).

To achieve property (+) starting from $G'_1$, we first delete any edge if it joins two nodes $i$ and $j$ in $V_1$ that both have degree strictly greater than $c_1$. Since $i$ and $j$ still belong to a subgraph of minimum degree $c_1$, their core-values are still at least $c_1$; and since the deletion of the edge can’t have increased their core-values, they are still at most $c_1$ as well. After this, we may assume that there are no edges joining any nodes in $V_1$ where both ends have degree strictly greater than $c_1$.

Next, consider any node $h$ in $V_1$ of degree at least $c_1 + 2$. By the transformations in the previous paragraph, all of its neighbors have degree equal to $c_1$. Let $S$ be this set of neighbors. Each node in $S$ has an edge to at most $c_1 - 1$ other nodes in $S$, and so there is at least one pair of nodes in $S$, say $i$ and $j$, that are not joined by an edge. We apply the following transformation: We first add the edge $(i, j)$, and then we delete the edges $(h, i)$ and $(h, j)$. After this sequence of three Add and Delete moves, the degrees of $i$ and $j$ remain the same, and the degree of $h$ has been reduced by two. Since all three nodes $h, i, j$ — as well as all other nodes of $V_1$ — still have degree at least $c_1$, all core-values in $V_1$ remain $c_1$. The final thing we must verify is that in the middle of this sequence, after adding the edge $(i, j)$, we did not increase any core values strictly above $c_1$, thereby taking our constructed path out of the state space $S_c$. To show this, suppose that after adding $(i, j)$ (thereby increasing their degrees to $c_1 + 1$), we delete $G - V_1$ and all nodes of degree at most $c_1$ in $V_1$. By the guarantee from the previous paragraph that there were no edges connecting two nodes of degree greater than $V_1$ in $G$, the resulting subgraph $G$ consists of a set of isolated nodes, together with a triangle on $\{h, i, j\}$. By our assumption that $c_1 > 2$ (in fact, it is sufficient here that $c_1 > 1$), no node in this subgraph has degree greater than $c_1$, and hence the graph after the addition of the edge $(i, j)$ continues to have an empty $(c_1 + 1)$-core.

If we repeatedly apply the operation in the previous paragraph, we arrive at a point where the subgraph on $V_1$ only has nodes of degrees $c_1$ and $c_1 + 1$, and there are no edges between any of the nodes of degree $c_1 + 1$. Finally, we perform a sequence of moves to reduce the number of nodes of degree $c_1 + 1$ to at most one. Thus, suppose there are two nodes $h$ and $\ell$ that each have degree $c_1 + 1$. There are two cases to consider:

(i) If there is a node $i$ that is a neighbor of one of $h, \ell$ but not the other — say that $i$ is a neighbor of $h$ but not $\ell$ — then we add the edge $(i, \ell)$ followed by deleting the edge $(h, i)$.

(ii) Suppose that the neighbor sets of $h$ and $\ell$ in $V_1$ are the same. Let $T$ be this set of common neighbors of $h$ and $\ell$. We have $|T| = c_1 + 1$, each node in $T$ has degree $c_1$, and for each node, two of its edges go to $h$ and $\ell$, so at most $c_1 - 2$ edges go to other nodes in $T$. Thus there is a pair of nodes in $T$, say $i$ and $j$, that are not joined by an edge. We add the edge $(i, j)$ and then delete the edges $(h, i)$ and $(j, \ell)$, as above, this preserves all core-values after each move, and strictly reduces the number of nodes of degree $c_1 + 1$.

Since we can apply at least one of these two cases to strictly reduce the number of nodes of degree $c_1 + 1$ whenever the number of such nodes is at least two, we can iteratively perform this reduction until the number of nodes of degree $c_1 + 1$ is at most one.

We have therefore arrived at the desired outcome: a graph $G''_1$ that agrees with $G'_1$ on all edges not contained entirely in $V_1$, and with the property that the subgraph on $V_1$ is $c_1$-uniform. We perform the same process on $G''_1$, arriving at a graph $G''_2$ whose subgraph on $V_1$ is also $c_1$-uniform.

**Step 3: Transforming one $c_1$-uniform top core into another.**

For a set of nodes $S$ in a graph $G$, let $G[S]$ denote the subgraph of $G$ induced on $S$. Since the subgraphs $G''_1[V_1]$ and $G''_2[V_1]$ are both $c_1$-uniform, their multiset of degrees are the same. If each contains a node of degree $c_1 + 1$, we choose an arbitrary bijection $\pi$ from $\{1, 2, \ldots, n_1\}$ to itself that maps the node of degree $c_1 + 1$ in $G''_1[V_1]$ to the node of degree $c_1 + 1$ in $G''_2[V_1]$. Henceforth we can take this bijection as implicit, and assume for simplicity that the node of degree $c_1 + 1$ (if any) is the same in $G''_1[V_1]$ and $G''_2[V_1]$.

Since the degree sequences of $G''_1[V_1]$ and $G''_2[V_1]$ are the same, it is known via results on the switch chain [14] that we can transform one of these subgraphs into the other by a sequence of moves of the following form: find four nodes $(h, i, j, k)$ for which $(h, i)$ and $(j, k)$ are edges but $(h, j)$ and $(i, k)$ are not, and replace the edges $(h, i)$ and $(j, k)$ with $(h, j)$ and $(i, k)$. In our move set we do not have this operation available as a single move, but we can accomplish it by first adding the edges $(h, j)$ and $(i, k)$ and then deleting the edges $(h, i)$ and $(j, k)$. As before, we simply need to verify that in the middle of this sequence of two Add operations and two Delete operations, we do not cause any nodes to achieve a core-value greater than $c_1$. To establish this, suppose that after the two Add operations, we delete all nodes outside $V_1$ together with all nodes in $V_1$ of degree $c_1$. The only nodes remaining are the four nodes $(h, i, j, k)$ together with the node $m$ of degree $c_1 + 1$ (if there is one), and the edges $(h, i)$, $(j, k)$, $(h, j)$, and $(i, k)$, as well as any edges between $(h, i, j, k)$ and $m$. Since this 5-node subgraph is not the complete graph $K_5$ (since it lacks the edges $(h, k)$ and $(i, j)$), it has an empty 4-core. By our assumption that $c_1 > 2$, this means that there is no subgraph of minimum degree $c_1 + 1$ after deleting all nodes of degree at most $c_1$, and hence no node acquires a core-value of greater than $c_1$ via our sequence of moves.
By applying a sequence of these switch moves, implemented as sequences of two Add moves and two Delete moves each, we can thus produce a graph $G''_n$ that agrees with $G''_n$ on all edges with at least one end outside $V_1$, and such that the subgraphs $G''_n[V_1]$ and $G''_n[V_2]$ are isomorphic.

**Step 4: Concatenating the Subpaths.** The graphs $G''_n$ and $G''_n$ are almost the same: their induced subgraphs on $V_1$ are isomorphic, and for each node $j > n_1$, the node $j$ has degree $c_j$ in both, with all $c_j$ edges going to nodes in $V_1$. The ends of these $c_j$ edges from $j$ to $V_1$ might be different in $G''_n$ and $G''_n$, but by applying a sequence of Move Endpoint operations, we can shift the endpoints of $j$’s edges to $V_1$ so that they become the same in the two graphs. Applying such operations to every $j > n_1$, we can thus transform $G''_1$ to $G''_n$ by a sequence of Move Endpoint operations for the edges from each node $n_1 + 1, n_2 + 2, \ldots, n$ into $V_1$.

Finally, we can concatenate all the subpaths in $H_n$ that we have defined using our set of moves. This concatenation provides the path from $G_1$ to $G_2$ in $H_n$: it goes via the intermediate graphs

$$G_1, G'_1, G''_1, G'_2, G''_2, G_2$$

and the paths between each consecutive pair of graphs on this list using the sequences of moves described in this subsection.

Recall from the beginning of this section that if $D(G)$ is the number of moves out of a graph $G \in S_n$, and $\Delta = \max_{G \in S_n} D(G)$, we define a uniform random walk on the graph $H_n$ in which the self-loop probability at $G$ is $1 - D(G)/(2\Delta)$. We have thus established that

$$\text{(2.7) The graph } H_n \text{ defined by our move set on the collection of all graphs of core-value sequence } c \text{ is connected. Moreover, the random walk on } H_n \text{ based on the self-loop probabilities we have defined has the property that it converges to a uniform stationary distribution from any starting point.}$$

**Handling the case $c_1 \leq 2$.** As noted at the start of this subsection, the exposition has assumed that the highest core-value $c_1$ satisfies the assumption (mild in practice) that $c_1 > 2$. We now show how with additional work we can remove this assumption and still achieve comparable results.

First, consider the case in which the highest core-value $c_1$ satisfies $c_1 = 2$. The only place in the analysis where we use the assumption that $c_1 > 2$ is in Step 3 when we use two Add moves followed by two Delete moves to simulate the single switch move that replaces two edges $(h, i)$ and $(j, \ell)$ with $(h, j)$ and $(i, \ell)$; we need to ensure that no node increases its core-value when we do this. To handle the case $c_1 = 2$, we can thus simply enhance the Markov chain by including switch moves in the top core: when (i) the set of four nodes $(h, i, j, k)$ is a subset of the top core, (ii) $(h, i)$ and $(j, \ell)$ are edges and (iii) $(h, j)$ and $(i, \ell)$ are not edges, then we allow a single move that replaces the edges $(h, i)$ and $(j, \ell)$ with $(h, j)$ and $(i, \ell)$. This preserves all core-values even when $c_1 = 2$. With this extra set of moves including switch moves in the top core, we now have a graph $H'_n$ with more edges than $H_n$, and the analysis above shows that that $H'_n$ is connected when $c_1 = 2$. A random walk on $H'_n$ is thus sufficient to generate random graphs with a given core-value sequence when the highest core-value is 2.

Finally, the case $c_1 = 1$ has a particularly simple structure: the core-value sequence, for some $k$, has $k$ nodes with core-value 1 and $n - k$ nodes with core-value 0. Any $G$ with this core-value sequence has $n - k$ isolated nodes and $k$ nodes that form a union of trees, each of size at least 2. We can sample directly from this set of graphs, without recourse to the Markov chain developed here, by adapting an algorithm for generating uniform spanning trees [39]: we first sample from the size distribution of components and then sample spanning trees of complete graphs of the chosen sizes.

## 3 Basic Set-Up for Doing the Computational Experiments

In the previous section, we established that the Markov chain defined by the random walk on $H_n$ will converge to a uniform stationary distribution from any starting point. We now discuss some of the computational considerations involved in running the Markov chain so as to be able to sample from it.

The basic set up for computationally running this Markov chain has two steps. A graph is input in the form of a SparseMatrix. The core numbers are then calculated and an array of core values from largest to smallest is created. The nodes are then renamed from 1 to $n$ such that each node is distinct and the node name refers to the index of their core-value in the core array. This results in nodes named such that nodes with larger core-values have smaller names.

We then do a number of transition steps. Each transition step is identical, except for the graph being processed. The transition step takes in several values: the graph, the core array and an estimated upper bound on the highest degree of any node in the Markov chain. We then estimate an upper bound on how many possible transitions there are from this graph to other graphs. We do this by soliciting an upper bound on the number of possible transitions for each type of move - note that no two moves will ever give the same exact resultant graph. This is done by proposing many moves, not all of which are necessarily possible. We sum these upper bounds to get an upper bound on the total number of transitions from this graph. If that upper bound is larger than our estimated upper bound on the largest degree in the Markov chain, then we double that estimate and start over.

Next, we randomly select a number between 0 and the estimated degree upper bound. If the number is larger than our possible transition estimate, then we “self loop” and draw again. Otherwise, we choose proportionally randomly among the moves, and then select a random proposed move. If it is not a possible move we “self loop” and draw again. Otherwise, we apply the move, then call the transition function again. This rejection sampling method is used because calculating all possible moves is both memory intensive and time consuming.

## 4 Using the Core-Value Model for Network Analysis

Having now established the basic method for generating random graphs with a given core-value sequence, we provide a set of computational experiments showing how it can serve as a null model for network analysis tasks, parallel to the ways in which the configuration model that fixes node degrees is used. We will see that in some cases, the conclusions from our core-value null model form
When we are assessing the abundance of a particular subgraph in a real-world graph dataset and 50 random samples of graphs with a degree sequence given by a real-world graph dataset, the $k$-core samples have more triangles, and often the number of triangles in the dataset is within the range those observed in the random samples.

The $k$-core value model leads to different conclusions than the configuration model of a random graph sampled uniformly at random from the space of graphs with the given $k$-core sequence. In other words, we would not reject the null hypothesis that the observed number of triangles in this datasets is unsurprising given the $k$-core sequence. More-over, the distribution of the total number of triangles straddles the number of triangles in the autonomous systems dataset. Thus, the observed number of triangles in this datasets is unsurprising given the $k$-core sequence. In other words, we would not reject the null model of a random graph sampled uniformly at random from the space of graphs with the given $k$-core sequence, just based on the statistic of the number of triangles.

The random samples from the prescribed $k$-core sequence have more triangles than those in the configuration model samples. Moreover, the distribution of the total number of triangles straddles the number of triangles in the autonomous systems dataset. Thus, the observed number of triangles in this datasets is unsurprising given the $k$-core sequence. In other words, we would not reject the null model of a random graph sampled uniformly at random from the space of graphs with the given $k$-core sequence, just based on the statistic of the number of triangles.

In addition to the total number of triangles, we also measure the triangle degree sequence in these random samples and compare them to the datasets (Figure 2). Here, the triangle degree of a node is the number of triangles in which it participates. We see that the triangle degree sequences given by the $k$-core sequence null model more closely match those of the data.

Figure 1: Distribution of the number of triangles from 50 random samples of graphs with a $k$-core sequence given by a real-world graph dataset and 50 random samples of graphs with a degree sequence given by a real-world graph dataset. The $k$-core samples have more triangles, and often the number of triangles in the dataset is within the range those observed in the random samples.

Figure 2: Triangle degree sequences (given by the number of triangles adjacent to a given node) from 50 random samples of graphs with a $k$-core sequence given by a real-world graph dataset and 50 random samples of graphs with a degree sequence given by a real-world graph dataset. The $k$-core samples tend to match the triangle sequence more closely.

4.1 Subgraphs and Motifs

We begin with an application where it is natural to expect that the contrast between the configuration model and the core-value model might be apparent: in the frequency of small subgraphs. When we are assessing the abundance of a particular subgraph in real network data, we may want to compare it to the frequency of this same subgraph in a randomized version of the network that preserves some invariant. The configuration model, by fixing only the node degrees, destroys most of the local structure, and hence can make particular small subgraphs seem highly frequent in the real network data as a result. Intuitively, our core-value model can be viewed as preserving enough local structure to maintain the core decomposition; will this give a different view of the abundance of small subgraphs? We show here that it does in general.

We begin by considering perhaps the simplest family of small subgraphs: triangles on three nodes. After this, we move on to an analysis of small motifs more generally. In both cases, the core-value model leads to different conclusions than the configuration model in several important respects.

Triangle-based statistics

For our computational experiments here and in a number of the subsequent analyses, we use four graph datasets: an autonomous systems network [21], a protein structure network [24], a friendship network of lawyers working at the same firm [20], and a power grid [36]. For each dataset, we run our Markov-chain sampler for a number of steps equal to 100 times the number of edges in the graph, with input $k$-core sequence given by the dataset. We repeated this 50 times to get 50 random graphs with a prescribed $k$-core distribution.

We then compare the statistics of the resulting graph to the output of the configuration model. For this, we use 50 samples from a Markov-chain configuration model sampler for vertex-labeled simple graphs, using the double edge swap procedure described by Fosdick et al. [14].

As noted earlier in this section, one weakness of the configuration model is that it destroys local structure, and we observe this even on the small datasets considered here. Specifically, the total number of triangles in the configuration model samples is far below the number of triangles in the corresponding datasets (Figure 1). The random samples from the prescribed $k$-core sequence have more triangles than those in the configuration model samples. Moreover, the distribution of the total number of triangles straddles the number of triangles in the autonomous systems dataset. Thus, the observed number of triangles in this datasets is unsurprising given the $k$-core sequence. In other words, we would not reject the null model of a random graph sampled uniformly at random from the space of graphs with the given $k$-core sequence, just based on the statistic of the number of triangles.

In addition to the total number of triangles, we also measure the triangle degree sequence in these random samples and compare them to the datasets (Figure 2). Here, the triangle degree of a node is the number of triangles in which it participates. We see that the triangle degree sequences given by the $k$-core sequence null model more closely match those of the data.

---

1 Code and data for all the results in this section may be obtained from the following link: https://www.cs.cornell.edu/~kvank/selected_publications.html

2 Note that the Markov-chain approach is the standard strategy for generating fixed-degree graphs because we are trying to produce simple graphs; more basic direct approaches yield graphs with self-loops and parallel edges.
Random Graphs with Prescribed K-Core Sequences: A New Null Model for Network Analysis

As we see in Figure 3, the SRP values based on the core-value model are in fact quite different for two of our datasets, on autonomous systems and the social network on lawyers. In particular, we see that many SRP values are on opposite sides of 0 across the two models, showing that a number of conclusions can change when we move a core-based null model. Moreover, these changes generally go in the conjectured direction based on the preservation of local structure: if we believe that the core-value model destroys less of the local structure in a network relative to the configuration model, then we would expect lower (and potentially negative) SRP values, and this is what we see for many of the subgraphs in Figure 3. The results thus point to the crucial role in the choice of null model for interpreting these subgraph frequency questions — a type of issue that becomes feasible to ask given an efficient way to generate null graphs with fixed core-value sequences.

4.2 Edge-based statistics

Figures 3 and 4 illustrate how the SRP values based on the core-value model are in fact quite different for two of our datasets, on autonomous systems and the social network on lawyers. In particular, we see that many SRP values are on opposite sides of 0 across the two models, showing that a number of conclusions can change when we move a core-based null model. Moreover, these changes generally go in the conjectured direction based on the preservation of local structure: if we believe that the core-value model destroys less of the local structure in a network relative to the configuration model, then we would expect lower (and potentially negative) SRP values, and this is what we see for many of the subgraphs in Figure 3. The results thus point to the crucial role in the choice of null model for interpreting these subgraph frequency questions — a type of issue that becomes feasible to ask given an efficient way to generate null graphs with fixed core-value sequences.

As we see in Figure 3, the SRP values based on the core-value model are in fact quite different for two of our datasets, on autonomous systems and the social network on lawyers. In particular, we see that many SRP values are on opposite sides of 0 across the two models, showing that a number of conclusions can change when we move a core-based null model. Moreover, these changes generally go in the conjectured direction based on the preservation of local structure: if we believe that the core-value model destroys less of the local structure in a network relative to the configuration model, then we would expect lower (and potentially negative) SRP values, and this is what we see for many of the subgraphs in Figure 3. The results thus point to the crucial role in the choice of null model for interpreting these subgraph frequency questions — a type of issue that becomes feasible to ask given an efficient way to generate null graphs with fixed core-value sequences.
often, the samples from our algorithm produce graphs with a larger degree sequence than the empirical autonomous systems dataset. Usually, the degree sequences of the random samples resemble those in the original data, but are not exactly the same. Those in the original data (Figure 5). The degree sequences largely are not drastically different. However, the number of edges in the random sample sequence is concentrated above the observed number of edges. At the same time, though, the number of edges in the resulting samples. We see that, for a given dataset, the degree sequences of the random samples are equal to the largest k-core sequence given by a real-world graph. The approach opens up a number of intriguing further directions of potential theoretical and empirical interest. One question noted earlier is to try establishing bounds on the mixing rate of the Markov chain we have defined. Such questions are in general quite challenging, since the mixing even of simpler chains remains open; we note that many of these chains have proved valuable for sampling even in the absence of provable guarantees. A second question, related to our solution of the realizability question for core-value sequences, is to study extremal questions over the set of graphs realizing a given core-value sequence; for example, what is the minimum number of edges that a graph with a given core-value sequence can have? Finally, in a more empirical direction and motivated by our findings on network motifs, it will be interesting to characterize the kinds of network properties for which the configuration model and our core-value model produce systematically different results. Such comparisons can begin to provide insight into the broader consequences of our choice of null models in network analysis.

### 4.3 Attribute-based assortativity

As a final investigation, we consider whether or not attribute-based assortativity is preserved under the configuration and core-value null models. The lawyers dataset has several attributes on each node, and we measure the network assortativity $r$ [29] for status at the firm (partner or associate), office location, gender, law school, and type of practice (litigation or corporate). Assortativity is positive for all of the attributes, i.e., there is a tendency for edges to appear between two nodes sharing the same attribute (Table 1).

As a baseline, we measure the assortativity levels under 50 samples of the configuration model and the core-value model and compute the same z-score as for the motif analysis. The assortativity scores are higher in the data than in both the null models (all of the $z$-scores in Table 1 are positive). For example, office location assortativity is overwhelmingly significant under either null. This is unsurprising, as neither null model is designed to capture mesoscale modular, community, or cluster structure within the network, and several of the attributes are known to correspond to meaningful cluster structure [32].

At the same time, evaluating significance based on z-scores for some attributes could lead to different conclusions based on the choice of null model and the desired significance level. For example, the gender assortativity in the network is 0.12, which is about 2.5 standard deviations above the mean with respect to the configuration model, but only 0.31 standard deviations above the mean with respect to the core-value model. Thus, gender assortativity may seem insignificant under the core-value null but significant under the configuration model null.

### 5 CONCLUSION

The k-core decomposition is a fundamental graph-theoretic concept that assigns each node $v$ a core-value equal to the largest $c$ such that $v$ belongs to a subgraph of $G$ of minimum degree $c$. Drawing on this concept, we have proposed a new family of random graphs that can serve as a class of null models in network analysis, obtained by randomly sampling from the set of all graphs with a given core-value sequence. Our sampling method exploits the rich combinatorial structure of the k-core decomposition; we construct a novel Markov chain on the set of all graphs of a given core-value sequence, show that the state space is connected with respect to this transition, and establish that the chain can be used to generate near-uniform samples from this set of graphs.

We use the same datasets and sampling procedure that we employed in the previous subsections. Figure 4 shows the number of edges in the resulting samples. We see that, for a given dataset, all of the random samples have a number of edges that is greater than or equal to the original data. Thus, the total number of edges in these datasets over the space of graphs with the same k-core sequence is concentrated above the observed number of edges. At the same time, though, the number of edges in the random sample is not drastically different.

We also compare the degree sequence of the random samples to those in the original data (Figure 5). The degree sequences largely resemble those in the original data, but are not exactly the same. Often, the samples from our algorithm produce graphs with a larger maximum degree than the empirical autonomous systems dataset.

Table 1: Network assortativity $r$ with respect to several attributes in the Lawyers dataset. We list the $z$-score of the assortativity statistic with respect to 50 samples from the configuration and k-core-based model.

| Attribute      | $r$  | configuration | k-core |
|----------------|------|---------------|--------|
| Status         | 0.55 | 21.29         | 3.92   |
| Office Location| 0.21 | 5.53          | 8.72   |
| Gender         | 0.12 | 2.50          | 0.31   |
| Law School     | 0.05 | 1.80          | 0.79   |
| Type of Practice| 0.04 | 1.29          | 1.71   |
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