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Abstract

The purpose is to formulate a Fourier transformation for the space of functionals, as an infinitesimal meaning. We extend $\mathbb{R}$ to $\ast(\ast\mathbb{R})$ under the base of nonstandard methods for the construction. The domain of a functional is the set of all internal functions from a $\ast$-finite lattice to a $\ast$-finite lattice with a double meaning. Considering a $\ast$-finite lattice with a double meaning, we find how to treat the domain for a functional in our theory of Fourier transformation, and calculate two typical examples.

0. Introduction

Recently many kinds of geometric invariants are defined on manifolds and they are used for studying low dimensional manifolds, for example, Donaldson’s invariant, Chern-Simon’s invariant and so on. They are originally defined as Feynman path integrals in physics. The Feynman path integral is in a sense an integral of a functional on an infinite dimensional space of functions. We would like to study the Feynman path integral and the originally defined invariants. For the purpose, we would be sure that it is necessary to construct a theory of Fourier transformation on the space of functionals. For it, as the later argument, we would need many stages of infinitesimals and infinites, that is, we need to put a concept of stage on the field of real numbers. We use nonstandard methods to develop a theory of Fourier transformation on the space of functionals.

Feynman([F-H]) used the concept of his path integral for physical quantizations. The word ”physical quantizations” has two meanings : one is for quantum mechanics and the other is for quantum field theory. We usually use the same word ”Feynman path integral”. However the meanings included in ”Feynman path integral” are two sides, according to the above. One is of quantum mechanics and the other is of quantum field theory. To understand the Feynman path integral of the first type, Fujiwara([F]) studied it as a fundamental solution, and
Hida([H]), Ichinose, Tamura([Ic],[I-T]) studied it from their stochastical interests and obtained deep results, using standard mathematics. In stochastic mathematics, Loeb([Loe]) constructed Loeb measure theory and investigated Brownian motion that relates to Itô integral([It]). Anderson([An]) developed it. Kamae([Ka]) proved Ergodic theory using nonstandard analysis. From a nonstandard approach, Nelson([Ne]), Nakamura([Na1],[Na2]) studied Schrödinger equation, Dirac equation and Loo([Loo1],[Loo2]) calculated rigidly the quantum mechanics of harmonic oscillator. It corresponds to functional analysis on the space of functions in standard mathematics.

On the other hand, we would like to construct a frame of Feynman path integral of the second type, that is, a functional analysis on the space of functionals. Our idea is the following : in nonstandard analysis, model theory, especially non-well-founded set theory([N-O-T]), we can extend $\mathbb{R}$ to $^\ast\mathbb{R}$ furthermore a double extension $^\ast( ^\ast \mathbb{R})$, and so on. For formulation of Feynman path integral of the first type, it was necessary only one extension $^\ast \mathbb{R}$ of $\mathbb{R}$ in nonstandard analysis([A-F-HK-L]). In fact there exists an infinite in $^\ast \mathbb{R}$, however there are no elements in $^\ast \mathbb{R}$, that is greater than images of the infinite for any functions. The same situation occurs for infinitesimals. Hence we consider to need a further extension of $\mathbb{R}$ to construct a formulation of Feynman path integral of the second type. If the further extension satisfies some condition, the extension $^\ast( ^\ast \mathbb{R})$ has a higher degree of infinite and also infinitesimal. We use these to formulate the space of functionals. We would like to try to construct a theory of Fourier transformation on the space of functionals and calculate two typical examples of it.

Historically, for the theories of Fourier transformations in nonstandard analysis, in 1972, Luxemburg([Lu]) developed a theory of Fourier series with $^\ast$-finite summation on the basis of nonstandard analysis. The basic idea of his approach is to replace the usual $\infty$ of the summation to an infinite natural number $N$. He approximated the Fourier transformation on the unit circle by the Fourier transformation on the group of $N$th roots of unity.

Gaishi Takeuti([T]) introduced an infinitesimal delta function $\delta$, and Kinoshita([Ki]) defined in 1988 a discrete Fourier transformation for each even $^\ast$-finite number $H(\in ^\ast \mathbb{R}) : (F\varphi)(p) = \sum_{-\frac{H}{2} < z < \frac{H}{2}} \exp(-2\pi ip\frac{1}{H}z)\varphi(\frac{1}{H}z)$, called ”infinitesimal Fourier transformation”. He developed a theory for the infinitesimal Fourier transformation and studied the distribution space deeply, and proved the same properties hold as usual Fourier transformation of $L^2(\mathbb{R})$. Especially saying, the delta function $\delta$ satisfies that $\delta^2, \delta^3, \ldots, \sqrt{\delta}, \ldots$ are also hyperfunctions as their meaning, and $F\delta = 1, F\delta^2 = H, F\delta^3 = H^2, \ldots, F\sqrt{\delta} = \frac{1}{\sqrt{H}}, \ldots$.

In 1989, Gordon([G]) independently defined a generic, discrete Fourier transformation for each infinitesimal $\Delta$ and $^\ast$-finite number $M$, defined by $(F_{\Delta,M}\varphi)(p) = \sum_{-M \leq z \leq M} \Delta \exp(-2\pi ip\Delta z)\varphi(\Delta z)$. He studied under which condition the discrete Fourier transformation $F_{\Delta,M}$ approximates the usual Fourier transformation $F$ for $L^2(\mathbb{R})$. His proposed condition is ($A'$) of his notation : let $\Delta$ be an infinitely small and $M$ an infinitely large natural number such that $M \cdot \Delta$ is in-
finitely large. He showed that under the condition \((A')\) the standard part of \(F_{\Delta,M} \varphi\) approximates the usual \(\mathcal{F}\varphi\) for \(\varphi \in L^2(\mathbb{R})\). One of the different points between Kinoshita’s and Gordon’s is that there is the term \(\Delta \exp(-2\pi i p \Delta M) \varphi(\Delta M)\) in the summation of their two definitions or not. We mention that both definitions are same for the standard part of the discrete Fourier transformation for \(\varphi \in L^2(\mathbb{R})\) and Kinoshita’s definition satisfies the condition \((A')\) for an even infinite number \(H\) if \(\Delta = \frac{1}{H}, M = \frac{H^2}{2}\).

We shall extend their theory of Fourier transformation for the space of functions to a theory of Fourier transformation for the space of functionals. For the purpose of this, we shall represent a space of functions from \(\mathbb{R}\) to \(\mathbb{R}\) as a space of functions from a set of lattices in an infinite interval \([-\frac{H'}{2}, \frac{H'}{2}]\) to a set of lattices in an infinite interval \([-\frac{H'}{2}, \frac{H'}{2}]\). We consider what \(H'\) is to treat any function from \(\mathbb{R}\) to \(\mathbb{R}\).

If we put a function \(a(x) = x^n (n \in \mathbb{Z}^+\), we need that \(\frac{H'}{2}\) is greater than \((\frac{H}{2})^n\), and if we choose a function \(a(x) = e^x\), we need that \(\frac{H'}{2}\) is greater than \(e^{\frac{H}{2}}\). If we choose any infinite number, there exists a function whose image is beyond the infinite number. Since we treat all functions from \(\mathbb{R}\) to \(\mathbb{R}\), we need to put \(\frac{H'}{2}\) as an infinite number greater than any infinite number of \(*\mathbb{R}\). Hence we make \([-\frac{H'}{2}, \frac{H'}{2}]\) not in \(*\mathbb{R}\) but in \(*\mathbb{R}^{\mathbb{R}}\), where \(*\mathbb{R}^{\mathbb{R}}\) is a double extension of \(\mathbb{R}\), that is, \(H'\) is an infinite number in \(*\mathbb{R}^{\mathbb{R}}\). First we shall develop an infinitesimal Fourier transformation theory for the space of functionals, and secondly we calculate fundamental two examples for our infinitesimal Fourier transformation. In our case, we define an infinitesimal delta function \(\delta\) satisfies that \(F\delta = 1, F\delta^2 = H'H^2, F\delta^3 = H'^2H^2, \ldots, F\sqrt{\delta} = H'H^{-\frac{1}{2}}H^2, \ldots\), that is, \(F\delta^2, F\delta^3, \ldots\) are infinite and \(F\sqrt{\delta}, \ldots\) are infinitesimal.

These are a functional \(f\) and an infinite-dimensional Gaussian distribution \(g\) where \(\text{st}(f(\alpha)) = \exp\left(\pi i \int_{-\infty}^{\infty} \alpha^2(t)dt\right), \text{st}(g(\alpha)) = \exp\left(-\pi \int_{-\infty}^{\infty} \alpha^2(t)dt\right)\) for \(\alpha \in L^2(\mathbb{R})\).

We obtain the following results of standard meanings : \((Ff)(b) = \overline{f(b)}\) or \(-\overline{f(b)}\) and \((Fg)(b) = C_2(b)g(b)\), \(\text{st}(C_2(b)) = 1\) if \(b\) is finite valued. Our infinitesimal Fourier transformation of \(g\) is also \(g\) when the domain of \(g\) is standard.

1. **Formulation** (cf.[S],[T],[Ki]).

To explain our infinitesimal Fourier transformation for the space of functionals, we introduce Kinoshita’s infinitesimal Fourier transformation for the space of functions. We fix an infinite set \(\Lambda\) and an ultrafilter \(F\) of \(\Lambda\) so that \(F\) includes the Fréchet filter \(F_0(\Lambda)\). We remark that the set of natural numbers is naturally embedded in \(\Lambda\). Let \(H\) be an even infinite number where the definition being even is the following : if \(H\) is written as \(\{[H_\lambda, \lambda \in \Lambda]\}\) then \(\{\lambda \in \Lambda \mid H_\lambda\ \text{is even}\} \in F\), where \([\ ]\) denotes the equivalence class with respect to the ultrafilter \(F\). Let \(\varepsilon\) be \(\frac{1}{H}\), that is, if \(\varepsilon\) is \([\varepsilon_\lambda, \lambda \in \Lambda]\) then \(\varepsilon_\lambda = \frac{1}{H_\lambda}\). Then we shall define a lattice space \(L\), a sublattice space \(L\) and a space of functions \(R(L)\) :

\[
L := \mathbb{R}^{\mathbb{R}} = \{\varepsilon z \mid z \in \mathbb{R}\},
\]

\[
L := \{\varepsilon z \mid z \in \mathbb{R}, -\frac{H}{2} \leq \varepsilon z < \frac{H}{2}\}\]

\[
= \{[\varepsilon z, \lambda \in \Lambda] \mid \varepsilon z \lambda \in L_\lambda\} \ (\subset L)
\]
\[ R(L) := \{ \varphi \mid \varphi \text{ is an internal function from } L \text{ to } \ast \mathbb{C} \} \]
where \[ L := \{(\varphi_\lambda, \lambda \in \Lambda) \mid \varphi_\lambda \text{ is a function from } L_\lambda \text{ to } \mathbb{C} \}, \]
where \[ L_\lambda := \{ \varepsilon z_\lambda \mid z_\lambda \in \mathbb{Z}, -\frac{1}{2} \leq \varepsilon z_\lambda < \frac{1}{2} \}. \]

Gaishi Takeuti([T]) introduced an infinitesimal delta function \( \delta(x) \in R(L) \) and Kinoshita([Ki]) defined an infinitesimal Fourier transformation on \( R(L) \). From now on, functions in \( R(L) \) are extended to periodic functions on \( L \) with the period \( H \) and we denote them by the same notations. For \( \varphi \in R(L) \), the infinitesimal Fourier transformation \( F\varphi \), the inverse infinitesimal Fourier transformation \( F^*\varphi \), and the convolution of \( \varphi \), \( \psi \in R(L) \) are defined as follows:

\[
\delta(x) := \begin{cases} 
H & (x = 0), \\
0 & (x \neq 0), 
\end{cases}
\]

\[(F\varphi)(p) := \sum_{x \in L} \exp(-2\pi ipx) \varphi(x), \quad (F^*\varphi)(p) := \sum_{x \in L} \exp(2\pi ipx) \varphi(x), \]
\[(\varphi * \psi)(x) := \sum_{y \in L} \varepsilon \varphi(x-y) \psi(y). \]

He obtained the following equalities as same as the usual Fourier analysis:

\[ \delta = F1 = F^*, \quad F \text{ is unitary, } F^4 = 1, \quad F^* F = FF^* = 1, \]
\[ \varphi * \delta = \delta * \varphi = \varphi, \quad \varphi * \psi = \psi * \varphi, \]
\[ F(\varphi * \psi) = (F\varphi)(F\psi), \quad (F\varphi)(F^*\psi) = (F^*\varphi)(F^*\psi), \]
\[ F^*(\varphi * \psi) = (F^*\varphi)(F^*\psi), \quad F^*F^*(\varphi) = (F^*F^*\varphi). \]

The most different point is that \( \delta^l \ (l \in \mathbb{R}^+) \) are also elements of \( R(L) \) and the Fourier transformation are able to be calculated as \( F\delta^l = H^{(l-1)} \), by the above definition.

On the other hand, we obtain the following theorem from his result and an elementary calculation:

**Theorem 1.1.** For an internal function with two variables \( f : L \times L \to \ast \mathbb{C} \) and \( g(\in R(L)) \),

\[ F_x \left( \sum_{y \in L} \varepsilon f(x-y,y)g(y) \right)(p) = \{ F_y(F_u(f(u,y))(p)) \ast F_y(g(y)) \} \](p),

where \( F_x, F_y, F_u \) are Fourier transformations for \( x, y, u \), and \( \ast \) is the convolution for the variable paired with \( y \) by the Fourier transformation.

**Proof.** By the above Kinoshita’s result, \( F(\varphi \psi) = (F\varphi) \ast (F\psi) \). We use it and obtain the following:

\[ F_x \left( \sum_{y \in L} \varepsilon f(x-y,y)g(y) \right)(p) = \sum_{x,y \in L} \varepsilon \exp(-2\pi ipx) f(x-y,y)g(y) \]
\[ = \sum_{y,u \in L} \varepsilon^2 \exp(-2\pi ip(y+u)) f(u,y)g(y) \ (u := x-y) \]
\[ = \sum_{y \in L} \varepsilon \exp(-2\pi ipy) \left( \sum_{u \in L} \varepsilon \exp(-2\pi pu) f(u,y) \right) g(y) \]
\[ = F_y(F_u(f(u,y))(p) \cdot g(y))(p) = \{ F_y(F_u(f(u,y))(p)) \ast F_y(g(y)) \} \](p).

To treat a \( \ast \)-unbounded functional \( f \) in the nonstandard analysis, we need a second nonstandardization. Let \( F_2 := F \) be a nonprincipal ultrafilter on an infinite set \( \Lambda_2 := \Lambda \) as above. Denote the ultraproduct of a set \( S \) with respect to \( F_2 \) by \( \ast S \) as above. Let \( F_1 \) be another nonprincipal ultrafilter on an infinite set \( \Lambda_1 \). Take the \( \ast \)-ultrafilter \( \ast F_1 \) on \( \ast \Lambda_1 \). For an internal set \( S \) in the sense of \( \ast \)-nonstandardization,
let \( ^*S \) be the \(^*\)-ultraproduct of \( S \) with respect to \(^*F_1 \). Thus, we define a double ultraproduct \(^*(*R), (*Z) \), etc. for the set \( R, Z \), etc. It is shown easily that

\[
(*S) = S^{\Lambda_1 \times \Lambda_2} / F_1^{F_2},
\]

where \( F_1^{F_2} \) denotes the ultrafilter on \( \Lambda_1 \times \Lambda_2 \) such that for any \( A \subset \Lambda_1 \times \Lambda_2, A \in F_1^{F_2} \)
if and only if

\[
\{ \lambda \in \Lambda_1 \mid \{ \mu \in \Lambda_2 \mid (\lambda, \mu) \in A \} \in F_2 \} \in F_1.
\]

We always work with this double nonstandardization. The natural imbedding \( ^*S \) of an internal element \( S \) which is not considered as a set in \(^*\)-nonstandardization is often denoted simply by \( S \).

**Definition 1.2** (cf.[N-O]). Let \( H(\in ^*Z), H'(\in (*Z)) \) be even positive numbers such that \( H' \) is larger than any element in \(^*Z\), and let \( \varepsilon(\in ^*R), \varepsilon'(\in (*R)) \) be infinitesimals satifying \( \varepsilon H = 1, \varepsilon'H = 1 \). We define as follows:

\[
L := \varepsilon^*Z = \{ \varepsilon z \mid z \in ^*Z \}, \quad L' := \varepsilon'^*(*Z) = \{ \varepsilon' z' \mid z' \in (*Z) \},
\]

\[
L := \{ \varepsilon z \mid z \in ^*Z, -\frac{H}{2} \leq \varepsilon z < \frac{H}{2} \} (\subset L),
\]

\[
L' := \{ \varepsilon' z' \mid z' \in (*Z), -\frac{H'}{2} \leq \varepsilon' z' < \frac{H'}{2} \} (\subset L').
\]

Here \( L \) is an ultraproduct of lattices

\[
L_{\mu} := \{ \varepsilon\mu z_{\mu} \mid z_{\mu} \in Z, -\frac{H_\mu}{2} \leq \varepsilon\mu z_{\mu} < \frac{H_\mu}{2} \} (\mu \in \Lambda_2)
\]
in \( R \), and \( L' \) is also an ultraproduct of lattices

\[
L_{\lambda}' := \{ \varepsilon'\lambda z_{\lambda}' \mid z_{\lambda}' \in Z, -\frac{H_{\lambda}'}{2} \leq \varepsilon'\lambda z_{\lambda}' < \frac{H_{\lambda}'}{2} \} (\lambda \in \Lambda_1)
\]
in \( *R \) that is an ultraproduct of

\[
L_{\lambda\mu}' := \{ \varepsilon'\lambda\mu z_{\lambda\mu}' \mid z_{\lambda\mu}' \in Z, -\frac{H_{\lambda\mu}'}{2} \leq \varepsilon'\lambda\mu z_{\lambda\mu}' < \frac{H_{\lambda\mu}'}{2} \} (\mu \in \Lambda_2).
\]

We define a latticed space of functions \( X \) as follows,

\[
X := \{ a \mid a \text{ is an internal function with double meanings, from } ^*(L) \text{ to } L' \}
\]

\[
= \{(a_{\lambda}, \lambda \in \Lambda_1) \mid a_{\lambda} \text{ is an internal function from } L \text{ to } L_{\lambda}' \},
\]

where \( a_{\lambda} : L \to L_{\lambda}' \) is \( a_{\lambda} = [(a_{\mu}, \mu \in \Lambda_2), a_{\lambda} : L_{\mu} \to L_{\lambda\mu}' \}

We define three equivalence relations \( \sim_H, \sim_{(H)} \) and \( \sim_{H'} \) on \( L, ^*(L) \) and \( L' \):

\[
x \sim_H y \iff x - y \in H^*Z, \quad x \sim_{(H)} y \iff x - y \in (H)'^*(*Z),
\]

\[
x \sim_{H'} y \iff x - y \in H'^*(*Z).
\]

Then we identify \( L / \sim_H, ^*(L) / \sim_{(H)} \) and \( L' / \sim_{H'} \) as \( L, ^*(L) \) and \( L' \). Since \( ^*(L) \)

is identified with \( L, \) the set \( ^*(L) / \sim_{(H)} \) is identified with \( L / \sim_H \). Furthermore we represent \( X \) as the following internal set:

\[
\{ a \mid a \text{ is an internal function with double meanings, from } ^*(L) \text{ to } L' \}
\]

We use the same notation as a function from \( ^*(L) \) to \( L' \) to represent a function in the above internal set. We define the space \( A \) of functionals as follows:

\[
A := \{ f \mid f \text{ is an internal function with double meanings, from } X \text{ to } ^*(^*C) \}.
\]

Then \( f \) is written as \( f = [(f_{\lambda}, \lambda \in \Lambda_1), f_{\lambda} \text{ is an internal function from the set } \{ a_{\lambda} \mid a_{\lambda} \text{ is an internal function from } L \text{ to } L_{\lambda}' \} \} \text{ to } ^*C; \) and \( f_{\lambda} \) is written as \( f_{\lambda} = [(f_{\lambda\mu}, \mu \in \Lambda_2), f_{\lambda\mu} : a_{\lambda\mu} : L_{\mu} \to L_{\lambda\mu}'] \to C.\)
We define an infinitesimal delta function $\delta(a)(\in A)$, an infinitesimal Fourier transformation of $f(\in A)$, an inverse infinitesimal Fourier transformation of $f$ and a convolution of $f$, $g(\in A)$, by the following:

**Definition 1.3.**

$$\delta(a) := \begin{cases} (H')^{(sH)^2} & (a = 0), \\ 0 & (a \neq 0), \end{cases}$$

$$\varepsilon_0 := (H')^{-(sH)^2} \in *'(R),$$

$$(Ff)(b) := \sum_{a \in X} \varepsilon_0 \exp \left(-2\pi i \sum_{k \in L} a(k)b(k)\right)f(a),$$

$$(\overline{F}f)(b) := \sum_{a \in X} \varepsilon_0 \exp \left(2\pi i \sum_{k \in L} a(k)b(k)\right)f(a),$$

$$(f * g)(a) := \sum_{a' \in X} \varepsilon_0 f(a - a')g(a').$$

We define an inner product on $A : (f, g) := \sum_{b \in X} \varepsilon_0 \overline{f(b)}g(b)$, where $\overline{f(b)}$ is the complex conjugate of $f(b)$. Then we obtain the following theorem:

**Theorem 1.4.**

1. $\delta = F1 = \overline{F}1$,  
2. $F$ is unitary, $F^4 = 1, \overline{F}F = F\overline{F} = 1$,
3. $f * \delta = \delta * f = f$,  
4. $f * g = g * f$,  
5. $F(f * g) = (Ff)(Fg)$,  
6. $\overline{F}(f * g) = (\overline{F}f)(\overline{F}g)$,
7. $F(fg) = (Ff) * (Fg)$,  
8. $\overline{F}(fg) = (\overline{F}f) * (\overline{F}g)$.

The definition implies the following proposition:

**Proposition 1.5.** If $l \in R^+$, then $F\delta^l = (H')^{(l-1)(sH)^2}$.

We define two types of infinitesimal divided differences. Let $f$ and $a$ be elements of $A$ and $X$ respectively and let $b(\in X)$ be an internal function whose image is in $*(Z) \cap L'$. We remark that $\varepsilon'b$ is an element of $X$.

**Definition 1.6.**

$$(D_{+b} f)(a) := \frac{f(a + \varepsilon'b) - f(a)}{\varepsilon',} \quad (D_{-b} f)(a) := \frac{f(a) - f(a - \varepsilon'b)}{\varepsilon'}.$$

Let $\lambda_b(a) := \exp(2\pi i \varepsilon'b) - 1$, $\overline{\lambda_b}(a) := \exp(-2\pi i \varepsilon'ab) - 1$. Then we obtain the following theorem corresponding to Kinoshita’s result for the relationship between the infinitesimal Fourier transformation and the infinitesimal divided differences:

**Theorem 1.7.**

1. $(F(D_{+b} f))(a) = \lambda_b(a)(Ff)(a)$,  
2. $(F(D_{-b} f))(a) = -\overline{\lambda_b}(a)(Ff)(a)$,
3. $(F(\lambda_b f))(a) = -(D_{-b} (Ff))(a)$,  
4. $(F(\overline{\lambda_b f}))(a) = (D_{+b} (Ff))(a)$,
5. $(D_{+b} (\overline{F}f))(a) = (\overline{F}(\lambda_b f))(a)$,  
6. $(D_{-b} (\overline{F}f))(a) = -(\overline{F}(\overline{\lambda_b f}))(a)$,
7. $\lambda_b(a) = 2\pi i \left(\frac{\sin(\pi \varepsilon' ab)}{\pi \varepsilon'}\right) \exp(\pi i \varepsilon'ab)$.

Theorem 1.7 implies the following Corollary:

**Corollary 1.8.** If $\varepsilon'b$ is an element of $X$, then $(f, D_{+b} g) = -(D_{+b} f, g)$ for $f, g \in A$.

Replacing the definitions of $L'$, $\delta$, $\varepsilon_0$, $F$, $\overline{F}$ in Definition 1.2 and Definition 1.3 by the following, we shall define another type of infinitesimal Fourier transformation.
The different point is only the definition of an inner product of the space of functions \( X \). In Definition 1.3, the inner product of \( a, b(\in X) \) is \( \sum_{k\in L} a(k)b(k) \), and in the following definition, it is \( *\varepsilon \sum_{k\in L} a(k)b(k) \).

**Definition 1.9.**

\[
L' := \{ \varepsilon' \mid \varepsilon' \in (\varepsilon Z) \}, -H \frac{(\varepsilon H)^2}{2} \leq \varepsilon' \varepsilon' < H \frac{(\varepsilon H)^2}{2} \}
\]

\[
\delta(a) := \begin{cases} 
(\varepsilon H)^{\frac{(\varepsilon H)^2}{2}} \frac{(\varepsilon H)^2}{2} & (a = 0), \\
0 & (a \neq 0), 
\end{cases}
\]

\[
\varepsilon_0 := (\varepsilon H)^{\frac{(\varepsilon H)^2}{2}} H^{-\frac{(\varepsilon H)^2}{2}}
\]

\[
(Ff)(b) := \sum_{a\in X} \varepsilon_0 f(a-b,b)g(b) \]

In this case, we obtain the same theorems as Theorem 1.4 and Theorem 1.6, and the following theorem corresponding to Theorem 1.1:

**Theorem 1.10.** For an internal function with two variables \( f : X \times X \to (\varepsilon C) \) and \( g(\in A) \),

\[
F_a \{ \sum_{b\in X} \varepsilon_0 f(a-b,b)g(b) \} \}
\]

where \( F_a, F_b, F_c \) are Fourier transformations for \( a, b, c, \) and \( * \) is the convolution for the variable pairing with \( b \) by the Fourier transformation.

## 2. Proofs of Theorems.

*Proof of Theorem 1.4.*

(1) \( (Ff)(0) = \sum_{a\in X} \varepsilon_0 = \varepsilon_0 (H'2)^{\frac{(\varepsilon H)^2}{2}} (H')^{\frac{(\varepsilon H)^2}{2}}. \) If \( b \neq 0 \), then

\[
(Ff)(b) = \sum_{a\in X} \varepsilon_0 \exp(-2\pi i \sum_{k\in L} a(k)b(k)) = \varepsilon_0 \prod_{k\in L} \sum_{a(k)\in L'} \exp(-2\pi i a(k)b(k))
\]

\[
= \prod_{k\in L,b(k)\neq 0} \sum_{a(k)\in L'} \exp(-2\pi i a(k)b(k)) = 0.
\]

Hence \( Ff = \delta. \) The same argument implies \( F_f = \delta. \)

(2) \( (Ff, Fg) = \sum_{b\in X} \varepsilon_0 (Ff)(b)(Fg)(b) \)

\[
= \sum_{c\in X} \varepsilon_0 \sum_{a\in X} \varepsilon_0 \exp(-2\pi i \sum_{k\in L} a(k)b(k)) f(a) \sum_{a\in X} \varepsilon_0 \exp(-2\pi i \sum_{k\in L} c(k)b(k)) g(c)
\]

\[
= \sum_{a\in X} \sum_{c\in X} \varepsilon_0 f(a) \varepsilon_0 g(c) \sum_{b\in X} \varepsilon_0 \exp(-2\pi i \sum_{k\in L} c(k)-a(k)b(k))
\]

\[
= \sum_{a\in X} \sum_{c\in X} \varepsilon_0 f(a) \delta(c-a) = \sum_{a\in X} \varepsilon_0 f(a) g(a) = (f, g).
\]

Hence \( F \) is unitary. Since \((F^2f)(c) = (F(Ff))(c) = f(-c), F^4 = 1. \) Thus the eigenvalues of \( F \) are \( 1, -1, i, -i, \). Furthermore,

\[
(FF')(c) = \sum_{b\in X} \varepsilon_0 \exp(2\pi i \sum_{k\in L} c(k)b(k)) (\sum_{a\in X} \varepsilon_0 \exp(-2\pi i \sum_{k\in L} a(k)b(k)) f(a))
\]

\[
= \sum_{a\in X} (\sum_{b\in X} \varepsilon_0^2 \exp(-2\pi i \sum_{k\in L} b(k)(a(k)-c(k)))) f(a)
\]

\[
= \sum_{a\in X} \varepsilon_0 \delta(a-c) f(a) = f(c).
\]

The same argument implies \((F\delta)(f)(c) = f(c). \)

(3) \( (f + \delta)(a) = \sum_{b\in X} \varepsilon_0 f(a-b) \delta(b) = f(a), \)
(\delta \ast f)(a) = \sum_{b \in X} \varepsilon_0 \delta(a-b)f(b) = f(a).
(4) (f \ast g)(a) = \sum_{b \in X} \varepsilon_0 f(a-b)g(b) = \sum_{(a-b) \in X} \varepsilon_0 f(a-b)g(a-(a-b)) = (g \ast f)(a).
(5) (F(f \ast g))(c) = \sum_{a \in X} \varepsilon_0 \exp(-2\pi i \sum_{k \in L} c(k) a(k)) \sum_{a \in X} \varepsilon_0 f(a-b)g(b)
= \sum_{a \in X} \varepsilon_0 \exp(-2\pi i \sum_{k \in L} c(k)(b(k) + d(k))) \sum_{b \in X} \varepsilon_0 f(a-b)g(b),
where d(k) := a(k) - b(k),
= \sum_{b \in X} \varepsilon_0 \exp(-2\pi i \sum_{k \in L} c(k)b(k)) g(b) \sum_{d \in X} \varepsilon_0 \exp(-2\pi i \sum_{k \in L} c(k)d(k)) f(d),
where X - b := \{x - b \mid x \in X\},
= \sum_{b \in X} \varepsilon_0 \exp(-2\pi i \sum_{k \in L} c(k)b(k)) g(b) \sum_{d \in X} \varepsilon_0 \exp(-2\pi i \sum_{k \in L} c(k)d(k)) f(d)
= (Ff)(c)(Fg)(c) = (Ff)(c)(Fg)(c).
(6) Similarly, \(F(f' \ast g') = (Ff')(Fg')\).
(7) The above (6) implies \(f' \ast g' = F((Ff')(Fg'))\). We put \(f' = Ff, g' = Fg\). Then we obtain \((Ff) \ast (Fg) = F(fg)\).
(8) Similarly, \(F(f) \ast (Fg) = \overline{(Ff)(Fg)}\).

**Proof of Theorem 1.7.**
(1) \((F(D_{+,b}f))(a) = \sum_{c \in X} \varepsilon_0 \exp(-2\pi i ac) f(a + \varepsilon b) - f(c))
= \sum_{c \in X} \varepsilon_0 \left(\frac{1}{c} \exp(-2\pi iac) f(c + \varepsilon b) - \exp(-2\pi iac) f(c)\right)
= \sum_{c \in X} \varepsilon_0 \left(\frac{1}{c} \exp(2\pi icb) \exp(-2\pi iac) f(c + \varepsilon b) - \exp(-2\pi iac) f(c)\right)
= \frac{1}{c} \left(1 - \exp(-2\pi ic\varepsilon b)\right) (Ff)(a) = -\overline{\lambda_b(a)} D_{+,b} f(a),
(2) \((F(D_{-,b}f))(a) = \sum_{c \in X} \varepsilon_0 \exp(-2\pi i ac) f(a - \varepsilon b) - f(c))
= \sum_{c \in X} \varepsilon_0 \left(\frac{1}{c} \exp(2\pi ib\varepsilon c) - 1\right) f(c)
= \sum_{c \in X} \varepsilon_0 \left(\frac{1}{c} \exp(-2\pi iac)\right) \left(\frac{1}{c} \exp(2\pi ib\varepsilon c) - 1\right) f(c)
= -\overline{\lambda_b(a)} D_{-,b} f(a),
(3) \((F(\lambda_b f))(a) = \sum_{c \in X} \varepsilon_0 \exp(-2\pi i ac) (\lambda_b f)(c))
= \sum_{c \in X} \varepsilon_0 \exp(-2\pi i ac) \left(\frac{1}{c} \exp(2\pi icb\varepsilon) - 1\right) f(c)
= \sum_{c \in X} \varepsilon_0 \left(\frac{1}{c} \exp(-2\pi iac)\right) \left(\frac{1}{c} \exp(-2\pi ib\varepsilon c) - 1\right) f(c)
= \sum_{c \in X} \varepsilon_0 \left(\frac{1}{c} \exp(-2\pi iac)\right) \left(\frac{1}{c} \exp(-2\pi ib\varepsilon c) - 1\right) f(c)
= D_{+,b} f(a).

(1), (2) imply (5), (6).

**Proof of Theorem 1.8.**
\((f, D_{+,b} g) = \sum_{a \in X} \varepsilon_0 \overline{f}(a) D_{+,b} g = \sum_{c \in X} \varepsilon_0 (Ff)(c)(FD_{+,b}g)(c))
= \sum_{a \in X} \varepsilon_0 (\overline{Ff})(c) \lambda_b(c) (Fg)(c)) = \sum_{a \in X} \varepsilon_0 \lambda_b(c) (Ff)(c)(Fg)(c)
= -\sum_{a \in X} \varepsilon_0 \overline{F(D_{-,b} f)(c)}(Fg)(c) = -\sum_{a \in X} \varepsilon_0 \overline{D_{-,b} f}(a) g(a) = -(D_{-,b} f, g).

3. Examples.

We calculate two examples of the infinitesimal Fourier transformation for the space \(A\) of functionals. Let \(\ast \circ \ast : R \rightarrow \ast(R)\) be the natural elementary embedding and let \(s(t)\) for \(c \in \ast(R)\) be the standard part of \(c\) with respect to the natural elementary embedding \(\ast \circ \ast\). The first is for \(\exp(i\pi \ast \varepsilon \sum_{k \in L} a_k^2(k))\) and the second is for \(\exp(-\pi \ast \varepsilon \sum_{k \in L} a_k^2(k))\). We denote the two functionals by \(f(a), g(a)\). If there is an \(L^2\)-function \(\alpha(t)\) on \(R\) for \(a(k)\) so that \(a(k) = \ast((\ast\alpha)(k))\), then \(s(t) = \ast(\ast\alpha)(k))\), then \(s(t) = \ast(\ast\alpha)(k))\).
Hence we calculate the infinitesimal Fourier transformation of

\[ \text{putting} \exp(\pm i\pi x) = \exp(\pm i\pi x) \text{ for the space } R(L) \text{ of functions.} \]

We assume that \( p \) is a finite valued function then it satisfies that \( \text{st} \ (C_2(b)) = 1 \).

For it, we calculate Kinoshita’s infinitesimal Fourier transformation \( \varphi_1(x) = \exp(i\pi x^2) \), \( \varphi_2(x) = \exp(-i\pi x^2) \) for the space \( \overline{\mathbb{C}} \). We assume \( \varphi_1(x) = \exp(i\pi x^2) \) satisfies the following:

\[ \text{st}(\varphi_1(x)) = 1 \]

Using it, we obtain the following:

\[ \exp(i\pi x^2) = \exp(i\pi x + 2ixH + H^2) \]

\[ = \exp(i\pi x^2) \exp(2i\pi zH) \exp(i\pi H^2) \ (x = \varepsilon z \ (\varepsilon \in \mathbb{Z})) \]

\[ = \exp(i\pi x^2), \text{ as } \varepsilon H = 1 \text{ and } H \text{ is even.} \]

Hence \( \exp(i\pi x^2) = \exp(i\pi x^2) \), that is, \( \exp(i\pi x^2) = \varphi_1(x) \). We do the infinitesimal Fourier transformation of \( \varphi_1(x) \):

\[ \exp(i\pi(x + H)^2) = \exp(i\pi(x^2 + 2xH + H^2)) \]

\[ = \exp(i\pi x^2) \exp(2i\pi \varepsilon xH) \exp(i\pi H^2) \ (x = \varepsilon z \ (\varepsilon \in \mathbb{Z})) \]

\[ = \exp(i\pi x^2), \text{ as } \varepsilon H = 1 \text{ and } H \text{ is even.} \]

By Gauss sums (cf. [R], p.409):

\[ \sum_{n=1}^{N-1} \exp \left( \frac{2\pi i n^2}{N} \right) = \frac{1}{2} \left( \frac{(-1)^N}{1} \right) \sqrt{N}, \text{ when } N = 4m \ (m \in \mathbb{N}), \sum_{n=0}^{N-1} \exp \left( \frac{2\pi i n^2}{N} \right) = (1 + i) \sqrt{N}. \] Using it, we obtain the following:

\[ \sum_{x \in L} \exp(i\pi x^2) = \sum_{x \in L} i \exp(2i\pi \varepsilon xH) = \sum_{x \in L} i \exp(2i\pi \varepsilon x^2) \]

\[ = \frac{1}{2} \sum_{x \in L} i \exp(2i\pi \varepsilon x^2) = \frac{1}{2} \varepsilon \left( 1 + i \right) \sqrt{2H^2} = \frac{1 + i}{\sqrt{2}} = \exp \left( \frac{\pi i}{4} \right). \]

Next we calculate the infinitesimal Fourier transformation of \( \exp(i\pi x^2) \):

\[ \exp(i\pi(x + H)^2) = \exp(i\pi(x^2 + 2xH + H^2)) \]

\[ = \exp(i\pi x^2) \exp(2i\pi \varepsilon xH) \exp(i\pi H^2) \ (x = \varepsilon z \ (\varepsilon \in \mathbb{Z})) \]

\[ = \exp(i\pi x^2), \text{ as } \varepsilon H = 1 \text{ and } H \text{ is even.} \]

We assume that \( p(\varepsilon) \) is finite. Since \( \exp(-\pi(x + ip)^2) \) is proved to be an \( S \)-integrable function directly, the term \( \sum_{x \in L} \exp(-\pi(x + ip)^2) \) satisfies the following (cf. [An], [Loe]):

\[ \text{st} \left( \sum_{x \in L} \exp(-\pi(x + ip)^2) \right) = \int_{-\infty}^{\infty} \exp(-\pi(t + i^p o)p^2) dt, \]

where \( p \in L, \ o p = \text{st}(p)(\in \mathbb{C}) \). We remark that the integral \( \int_{-\infty}^{\infty} \exp(-\pi(t + i^p o)p^2) dt \) is equal to \( \int_{-\infty}^{\infty} \exp(-\pi t^2) dt \).

We define an equivarent relation \( \sim_{HH'} \) in \( L' \) by \( x \sim_{HH'} y \iff x - y \in H'H' \ast (\ast \mathbb{Z}). \) We identify \( L' \sim_{HH'} \) with \( L' \). Let
\[ X_{H, H'} \star := \{ a' \mid a' \text{ is an internal function with double meaning, from } \star (L) / \sim_{*} (H) \text{ to } L' / \sim_{*} (H') \}, \]

and let \( e \) is a mapping from \( X \) to \( X_{H, H'} \), defined by \( (e(a))(k) = [a(\hat{k})] \), where \([ \ ] \) in left hand side represents the equivalent class for the equivalent relation \( \sim_{*} (H) \) in \( \star (L) \), \( \hat{k} \) is a representative in \( \star (L) \) satisfying \( k \sim_{*} (H) \hat{k} \), and \([ \ ] \) in right hand side represents the equivalent class for the equivalent relation \( \sim_{*} (H') \) in \( L' \). We consider an example \( f(a) = \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} a^{2}(k)) \) in the space \( A \) of functionals, for \( a \in X \).

\[ \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} a^{2}(k)) = (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} \lambda(k) \varepsilon_{\star} H' \lambda(k)) = \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} \lambda^{2}(k)) . \]

Hence if \( \varepsilon^{f}(f) \) is a mapping from \( \varepsilon^{f}(e(a)) \), then \( \varepsilon^{f}(f) = f \). We do the infinitesimal Fourier transformation of \( f(a) \).

\[ (Ff)(b) = \sum_{a \in X} \varepsilon_{a} \exp (-2i \pi a \cdot b) \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} a^{2}(k)) = \sum_{b \in L} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2}) \exp (-i \pi \cdot \varepsilon_{\star} \sum_{k \in L} b^{2}(k)). \]

The term \( \sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2}) \) is represented as

\[ \prod_{b \in L} (\sum_{(a(k))_{\mu} \in L_{\mu}} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2})) \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} b^{2}(k)) \]

for \( \lambda \mu \) component, as \( \varepsilon_{0} = (\varepsilon \cdot \frac{1}{2} \cdot \varepsilon \cdot \frac{1}{2} \cdot \varepsilon \cdot \frac{1}{2})^{2} \). In the above, \( X_{\lambda \mu} \) is the set of functions from \( L_{\mu} \) to \( L_{\mu}' \). If we put \( (a(k))_{\mu} = \varepsilon_{\mu}^{a} \lambda_{\mu} \mu_{\mu} \in L \) and \( (b(k))_{\mu} = \varepsilon_{\mu}^{b} \lambda_{\mu} \mu_{\mu} \in Z \), we remark that \( \varepsilon_{\mu}^{a} \lambda_{\mu} \mu_{\mu} \) and \( \varepsilon_{\mu}^{b} \lambda_{\mu} \mu_{\mu} \) depend on \( k_{\mu} \). The above is

\[ \prod_{b \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2})) = \prod_{b \in L} \sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2}) = \prod_{b \in L} \sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2}). \]

Since \( \exp (i \pi \cdot \varepsilon_{\star} x^{2}) \) is a periodic function with period \( \star H' \) on \( L' \), we obtain

\[ \sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2}) = \sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2}). \]

Hence

\[ \sum_{a \in X} \varepsilon_{0} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k) - b(k))^{2}) = \sum_{a \in X} \varepsilon_{0} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2}) = C_{1}. \]

We calculate \( C_{1} \) as follows:

\[ \sum_{a \in X} \varepsilon_{0} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2}) = \sum_{d \in L} \varepsilon_{0} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2}) = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})) \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})) = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

\[ = \prod_{d \in L} (\sum_{a \in X} \varepsilon_{a} \exp (i \pi \cdot \varepsilon_{\star} \sum_{k \in L} (a(k))^{2})). \]

We do the infinitesimal Fourier transformation of \( g(a) \).
We assume that

\[ (Fg)(b) = (F \exp(-\pi^* \epsilon \sum_{k \in L} a^2(k))) (b) \]

\[ = \sum_{\alpha \in X} \varepsilon_0 \exp\left(-2i\pi^* \epsilon \sum_{k \in L} \alpha(k) b(k)\right) \exp\left(-\pi^* \epsilon \sum_{k \in L} a^2(k)\right) \]

\[ = \left( \sum_{\alpha \in X} \varepsilon_0 \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) + i b(k)^2\right) \right) \exp\left(-\pi^* \epsilon \sum_{k \in L} a^2(k)\right). \]

We consider the term \( \sum_{\alpha \in X} \varepsilon_0 \exp\left(-\pi^* \epsilon \sum_{k \in L} (a(k) + i b(k))^2\right) \). We write \((a(k))_{\lambda \mu} = \varepsilon^a_{\lambda \mu} z^a_{\lambda \mu}(k_{\mu}) \) for simplicity. Then the \( \lambda \mu \)-component of \( \sum_{\alpha \in X} \varepsilon_0 \exp\left(-\pi^* \epsilon \sum_{k \in L} (a(k) + i b(k))^2\right) \) is equal to

\[ \sum_{\alpha \in X} \varepsilon_0 \exp\left(-\pi^* \epsilon \sum_{k \in L} (a(k) + i b(k))^2\right) \]

\[ = \prod_{k_{\mu} \in L_{\mu}} \left( \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^a \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \right) \]

\[ = \prod_{k_{\mu} \in L_{\mu}} \left( \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^b \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \right). \]

From now on, we denote \( z^a_{\lambda \mu}(k_{\mu}) \), \( z^b_{\lambda \mu}(k_{\mu}) \) by \( z^a_{\lambda \mu}, z^b_{\lambda \mu} \) for simplicity. Then the \( \lambda \mu \)-component of \( \sum_{\alpha \in X} \varepsilon_0 \exp\left(-\pi^* \epsilon \sum_{k \in L} (a(k) + i b(k))^2\right) \) is equal to

\[ \prod_{k_{\mu} \in L_{\mu}} \left( \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^a \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \right) \]

\[ \prod_{k_{\mu} \in L_{\mu}} \left( \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^b \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \right). \]

We assume that \( b \in X \) is finitely valued, that is, \( \exists b_0 \in \mathbb{R} \) s.t. \( k \in L \Rightarrow |b(k)| \leq \frac{1}{(\mathbb{R} \setminus \{b_0\})} \). The \( \lambda \mu \)-component of \( \frac{1}{\sum_{\alpha \in X} \varepsilon_0 \exp\left(-\pi^* \epsilon \sum_{k \in L} (a(k) + i b(k))^2\right) } \) is equal to

\[ \prod_{k_{\mu} \in L_{\mu}} \left( \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^a \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \right) \]

\[ \prod_{k_{\mu} \in L_{\mu}} \left( \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^b \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \right). \]

We write \( B_{\lambda \mu}(k_{\mu}) := \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^a \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \)

\[ - \int_{-\infty}^{\infty} \exp(-\pi^* (x + i \sqrt{\varepsilon_{\mu}^a \lambda \mu} \varepsilon_{\mu}^b \lambda \mu)^2) dx. \]

It is equal to

\[ -2 \int_{-\infty}^{\infty} \exp(-\pi^* (x + i b_{\mu \lambda})^2) dx \]

\[ + \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^a \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \]

\[ - \int_{-\infty}^{\infty} \exp(-\pi^* (x + i b_{\mu \lambda})^2) dx. \]

Then the above is equal to

\[ \prod_{k_{\mu} \in L_{\mu}} \left( \sum_{(a(k))_{\lambda \mu} \in L_{\lambda \mu}} \varepsilon_{\mu}^a \lambda \mu \exp\left(-\pi^* \epsilon \sum_{k \in L} \alpha(k) \lambda \mu + i \mu b(k)\right) \right) \]

\[ \prod_{k_{\mu} \in L_{\mu}} \left( 1 + \frac{B_{\lambda \mu}(k_{\mu})}{\int_{-\infty}^{\infty} \exp(-\pi^* x^2) dx} \right) \]

\[ = \prod_{k_{\mu} \in L_{\mu}} \left( 1 + \frac{B_{\lambda \mu}(k_{\mu})}{\int_{-\infty}^{\infty} \exp(-\pi^* x^2) dx} \right) \]
We show that $[(B_{\lambda\mu}(k_{\mu}))]$ is infinitesimal in $^*(*C)$ with respect to $C$. It implies that $\left(\frac{1}{B_{\lambda\mu}(k_{\mu})}\right)$ is infinite in $^*(*C)$. For a sequence $a_n$, we remark that $\lim_{n\to\infty} a_n = a \iff \forall N: \text{finite with respect to } C (\in ^*(*C)), \text{st}(^*a_N) = a$. Hence

$$\text{st}\left(\left(1 + \frac{1}{\int_{-\infty}^{\infty} \exp(-\pi x^2)dx \cdot \frac{1}{B_{\lambda\mu}(k_{\mu})}}\right)^{\frac{1}{\sqrt{\lambda\mu}}\langle k_{\mu} \rangle}\right) = \exp\left(-\int_{-\infty}^{\infty} \exp(-\pi x^2)dx\right)$$

and $\text{st}(\langle k_{\mu} \rangle) = 1$.

Since $b_{\lambda\mu}$ is finite and $\left(\sqrt{\frac{H_{\lambda\mu}}{2}}\right)$ is infinitesimal in $^*(*R)$ with respect to $R$, the first term of ($*1$) is infinitesimal in $^*(*C)$ with respect to $C$. In order to show that $[(B_{\lambda\mu}(k_{\mu}))]$ is infinitesimal in $^*(*C)$, we consider the second and third terms in ($*1$), and we prove that it is represents an infinitesimal number. First we calculate

$$\exp(-\pi(x + i \sqrt{\varepsilon_{\lambda\mu} z_{\lambda\mu}^b} y)) - \exp(-\pi(\sqrt{\varepsilon_{\lambda\mu} z_{\lambda\mu}^b} y + i \sqrt{\varepsilon_{\lambda\mu} z_{\lambda\mu}^b})) = \exp(-\pi(x^2 - b_{\lambda\mu}^2)) \exp(-2\pi i b_{\lambda\mu}x) - \exp(-\pi(2b_{\lambda\mu}x)) \exp(-2\pi i b_{\lambda\mu}a_{\lambda\mu}).$$

For simplicity we write $\sqrt{\varepsilon_{\lambda\mu} z_{\lambda\mu}^b}$ as $a_{\lambda\mu}$, $b_{\lambda\mu}$. It is

$$\exp(-\pi(x + ib_{\lambda\mu})) = \exp\left(-\pi(\frac{x^2 - b_{\lambda\mu}^2}{2b_{\lambda\mu}})\right) = \exp(-\pi(x^2 - b_{\lambda\mu}^2)) \exp(-2\pi i b_{\lambda\mu}x) - \exp(-\pi(2b_{\lambda\mu}x)) \exp(-2\pi i b_{\lambda\mu}a_{\lambda\mu}) = \{\exp\left(-\pi(\frac{x^2 - b_{\lambda\mu}^2}{2b_{\lambda\mu}})\right) \cos(2\pi b_{\lambda\mu}x) - \exp(-\pi(2b_{\lambda\mu}x)) \cos(2\pi b_{\lambda\mu}a_{\lambda\mu})\} \cdot \cdots (3)$$

We consider the first term of ($*3$). Then

$$\exp(-\pi(x^2 - b_{\lambda\mu}^2)) \cos(2\pi b_{\lambda\mu}x) = \exp(\pi b_{\lambda\mu}^2) \exp(-\pi x^2) \cos(2\pi b_{\lambda\mu}x).$$

We put $f(x) = \exp(-\pi x^2) \cos(2\pi b_{\lambda\mu}x)$. We assume that $0 \leq b_{\lambda\mu}$. $f'(x) = -2\pi x \exp(-\pi x^2) \cos(2\pi b_{\lambda\mu}x) - \exp(-\pi x^2) 2\pi b_{\lambda\mu} \sin(2\pi b_{\lambda\mu}x)$

$$= -2\pi \sqrt{x^2 + b_{\lambda\mu}^2} \exp(-\pi x^2) \cos(2\pi b_{\lambda\mu}x + \alpha_x),$$

where $\cos \alpha_x = \frac{x}{\sqrt{x^2 + b_{\lambda\mu}^2}}$, $-\sin \alpha_x = \frac{b_{\lambda\mu}}{\sqrt{x^2 + b_{\lambda\mu}^2}}$. Since $-\sin \alpha_x = \frac{b_{\lambda\mu}}{\sqrt{x^2 + b_{\lambda\mu}^2}}$, $\alpha_x$ is negative. There is a unique maximum of $|f(x)|$ in

$$\{x \in R \mid \frac{\pi}{2}(2m - 1) \leq 2\pi b_{\lambda\mu}x < \frac{\pi}{2}(2m + 1)\}$$

for each $m \in Z$, that is, $x$ satisfies

$$f'(x) = 0, \quad \frac{\pi}{2}(2m - 1) \leq 2\pi b_{\lambda\mu}x < \frac{\pi}{2}(2m + 1) \iff 2\pi b_{\lambda\mu}x + \alpha_x = \frac{\pi}{2}(2m - 1). \cdots (4)$$

We write the value of $x$ having the maximum of $|f(x)|$ in the interval as $x_m$. On the other hand, we denote the value $\alpha_x$ at $x = A_{2m}$ by $\alpha_{A_{2m}}$. Then

$$A_{2m} = \frac{m - \frac{1}{2} \alpha_{A_{2m}}}{2b_{\lambda\mu}}. \quad \text{The maximum of } f(x) \text{ is } f(A_{2m}) = \exp(-\pi x_m^2) \cos(m\pi - \frac{\pi}{2} - \alpha_{A_{2m}})$$

Hence $|f(A_{2m})| \leq \exp\left(-\pi \left(\frac{m - \frac{1}{2} \alpha_{A_{2m}}}{2b_{\lambda\mu}}\right)^2\right) \leq \exp\left(-\pi \left(\frac{m - \frac{1}{2}}{2b_{\lambda\mu}}\right)^2\right).$ Then

$$\sum_{\varepsilon_{\lambda\mu}^a \in L_{\lambda\mu}} \sqrt{\varepsilon_{\lambda\mu}^a} \varepsilon_{\lambda\mu} \exp(-\pi(\sqrt{\varepsilon_{\lambda\mu}^a} \varepsilon_{\lambda\mu}^b)^2) \cos(2\pi \varepsilon_{\lambda\mu}^a \varepsilon_{\lambda\mu}^b) \sqrt{\varepsilon_{\lambda\mu}^a} \varepsilon_{\lambda\mu}^b \exp\left(-\pi(\frac{1}{2b_{\lambda\mu}})^2\right) \exp\left(-\pi(\frac{1}{2b_{\lambda\mu}})^2\right)$$

$$= \exp(-\pi b_{\lambda\mu}^2) \sum_{\varepsilon_{\lambda\mu}^a \in L_{\lambda\mu}} \sqrt{\varepsilon_{\lambda\mu}^a} \varepsilon_{\lambda\mu} f\left(\sqrt{\varepsilon_{\lambda\mu}^a} \varepsilon_{\lambda\mu}^b\right)^2 - \int_{-\sqrt{\pi}}^{\sqrt{\pi} \frac{\mu_{\lambda\mu}}{\sqrt{\varepsilon_{\lambda\mu}^a}}} f(x) dx.$$
We denote $A_{2m+1} = \frac{1}{4b_{4m}}(2m+1)$. Since $[b(k)\lambda]\mu$ is finite, there exists a positive real number $c$ so that $\ast((c')) \leq \left[\frac{1}{4b_{4m}}\right]$, that is, \( \lambda \left\{ \mu \mid c \leq \frac{1}{4b_{4m}} \right\} \in F_2 \subseteq F_1 \). Furthermore since $\sqrt{\varepsilon\varepsilon'}$ is infinitesimal in $\ast((\varepsilon R))$, $k \in L \Rightarrow \sqrt{\varepsilon\varepsilon'} < \frac{1}{4b_{4m}}$, that is, \( \lambda \left\{ \mu \mid \sqrt{\varepsilon\varepsilon'} < \frac{1}{4b_{4m}}(k)\mu \right\} \in F_2 \subseteq F_1 \). We assume $\lambda\mu$ satisfies the above condition. We denote $\varepsilon\varepsilon'$ by $\Delta'$. We shall show that the following term is infinitesimal in $\ast((\varepsilon R))$: \( \sum_{\varepsilon'\mu}^z \varepsilon'\lambda\mu f(\sqrt{\varepsilon\varepsilon'\lambda\mu}\lambda\mu)^2 - \int \sqrt{\varepsilon\varepsilon'\lambda\mu}\lambda\mu f(x)dx \).

We write the maximum of $j$ as $1$ so that $A_j \in [0, \sqrt{\varepsilon\varepsilon'} k]$. Let $x_k = \Delta' k$, $x_{ij} \leq A_j < x_{ij+1}$ (1 $\leq j \leq l$). Then we divide the interval $[0, \sqrt{\varepsilon\varepsilon'} k]$ into suitable intervals and prove it.

### Case 1.

\[
\left| \int_{-\Delta_1}^{\Delta_1} f(x)dx - \sum_{i=-i_1}^{i_1} f(x_i) \right| \Delta'
\]

\[
= \left| \int_{-x_{i_1}}^{x_{i_1}} f(x)dx + \sum_{i=-i_1}^{i_1} \left( \int_{x_i}^{x_{i+1}} (f(x) - f(x_i))dx \right) \right|
\]

\[
+ \int_{x_{i_1}}^{x_{i_1}} f(x)dx + \sum_{i=-i_1}^{i_1} \left( \int_{x_i}^{x_{i+1}} (f(x) - f(x_i))dx \right) + \cdots + \int_{x_{i_1}}^{x_{i_0}} (f(x) - f(-x_i))dx
\]

\[
+ \int_{x_{i_1}}^{x_{i_1}} f(x)dx + \sum_{i=-i_1}^{i_1} \left( \int_{x_i}^{x_{i+1}} (f(x) - f(x_i))dx \right) + \cdots + \int_{x_{i_1}}^{x_0} (f(x) - f(-x_i))dx
\]

\[
= \left( f(x_0) - f(x_1) + f(x_1) - f(x_2) + \cdots + f(x_{i_1} - f(x_i)) \right) \Delta'
\]

\[
= f(x_0)\Delta' = f(0)\Delta'.
\]

### Case 2.

\[
\left| \int_{-\Delta_1}^{\Delta_1} f(x)dx + \int_{\Delta_1}^{\Delta_2+1} f(x)dx - \sum_{i=-i_2}^{i_2} f(x_i) \right| \Delta'
\]

\[
= \left| \int_{-x_{i_2}}^{x_{i_2}} f(x)dx + \int_{x_{i_2}}^{x_{i_2}} f(x)dx + \cdots + \int_{x_{i_1}+1}^{x_{i_1}+1} f(x)dx \right|
\]

\[
+ \left( f(x_0) - f(x_1) + f(x_1) - f(x_2) + \cdots + f(x_{i_1} - f(x_i)) \right) \Delta'
\]

\[
= \left( f(x_0) - f(x_1) + f(x_1) - f(x_2) + \cdots + f(x_{i_1} - f(x_i)) \right) \Delta'
\]

\[
= f(x_0)\Delta' = f(0)\Delta'.
\]
+ \int_{x_{i+1}}^{x_{i+2}} (f(x_{i+1}) - f(x)) \, dx + \cdots + \int_{x_{i+2}}^{x_{i+3}} (f(x_{i+2}) - f(x)) \, dx \\
\text{, since } f \text{ is an even function, } f(-x) = f(x), \\
= \int_{x_{i+1}}^{x_{i+2}} (f(x) - f(x_{i+1})) \, dx + \int_{x_{i+1}}^{x_{i+2}} (f(x_{i+1}) - f(x)) \, dx \\
+ \int_{x_{i+2}}^{x_{i+3}} (f(x_{i+1}) - f(x)) \, dx - \int_{x_{i+2}}^{x_{i+3}} f(x_{i+1})(A_1 - x_{i+1}) + \int_{x_{i+1}}^{x_{i+2}} (-f(x)) \, dx \\
+ \int_{x_{i+2}}^{x_{i+3}} f(x_{i+1}) - f(x) \, dx + \cdots + \int_{x_{i+2}}^{x_{i+3}} (f(x_{i+2}) - f(x)) \, dx.
\text{, since } \int_{x_{i+1}}^{x_{i+2}} (f(x_{i+1}) - f(x)) \, dx \leq \int_{x_{i+1}}^{x_{i+2}} f(x_{i+1}) \, dx, \\
\leq (-f(x_{i+1}) + f(x_{i+1}) - f(x_{i+2}) + \cdots + f(x_{i+2}) - f(x_{i+2}) - f(x_{i+2}) - f(A_2) \Delta ' \\
= (-f(A_2)) \Delta '.

Since the next steps are just same, we obtain the following:

\[|\sum_{\lambda \mu} \sum_{m=0}^{t} b_{\lambda \mu}^2 \beta_{\lambda \mu} \sum_{m=0}^{t} \exp \left(-\pi \left(\frac{m-\frac{1}{2}}{2b_{\lambda \mu}}\right)^2\right)| \leq 2 \sum_{m=0}^{t} \exp \left(-\pi \left(\frac{m-\frac{1}{2}}{2b_{\lambda \mu}}\right)^2\right) \exp \left(-\pi \left(\frac{m-\frac{1}{2}}{2b_{\lambda \mu}}\right)^2\right).
\]

Hence if \( 0 \leq b_{\lambda \mu} \),

\[|\sum_{\lambda \mu} \sum_{m=0}^{t} b_{\lambda \mu}^2 \beta_{\lambda \mu} \sum_{m=0}^{t} \exp \left(-\pi \left(\frac{m-\frac{1}{2}}{2b_{\lambda \mu}}\right)^2\right)| \leq \sum_{m=0}^{t} \exp \left(-\pi \left(\frac{m-\frac{1}{2}}{2b_{\lambda \mu}}\right)^2\right), \text{ it is finite. Hence since}
\]

\[|\left(\sum_{m=0}^{t} \exp \left(-\pi \left(\frac{m-\frac{1}{2}}{2b_{\lambda \mu}}\right)^2\right)\right)| \leq |\sum_{m=0}^{t} \exp \left(-\pi \left(\frac{m-\frac{1}{2}}{2b_{\lambda \mu}}\right)^2\right)| \text{ is infinitesimal in } \ast (\ast \mathbb{R}). \]

If \( b_{\lambda \mu} < 0 \), the argument is parallel, and also, for the term of sin in \( (\ast) \), though sin is not an even function, the same argument holds. Hence \( [(B_{\lambda \mu}(k_{\mu}))] \) is infinitesimal in \( \ast (\ast \mathbb{C}) \) with respect to \( C \). Put \( N_{\lambda \mu} = \frac{1}{B_{\lambda \mu}(k_{\mu})} \). Then it is infinite, and since

\[\lim_{n \to \infty} \left(1 + \frac{1}{an}\right)^n = e^{-a},\]

\[\text{st} \left(\left(1 + \frac{1}{\int_{-\infty}^{\infty} \exp(-\pi x^2) \, dx \cdot B_{\lambda \mu}(k_{\mu})} \right)^{\frac{1}{N_{\lambda \mu}(k_{\mu})}}\right) = \text{st} \left(\left(1 + \frac{1}{\int_{-\infty}^{\infty} \exp(-\pi x^2) \, dx \cdot N_{\lambda \mu}} \right)^{\frac{1}{N_{\lambda \mu}(k_{\mu})}}\right) = \exp \left(-\int_{-\infty}^{\infty} \exp(-\pi x^2) \, dx \right).
\]

There is an infinitesimal \( C \) \((= [C_{\lambda \mu}]]) \) in \( \ast (\ast \mathbb{C}) \) so that

\[\left(1 + \frac{1}{\int_{-\infty}^{\infty} \exp(-\pi x^2) \, dx \cdot N_{\lambda \mu}} \right)^{N_{\lambda \mu}(k_{\mu})} = \exp \left(-\int_{-\infty}^{\infty} \exp(-\pi x^2) \, dx \right) + C_{\lambda \mu}.
\]

Then \([(\ast_1)]) \text{ is equal to}
Since \([B_{\lambda\mu}(k_{\mu})H_{\mu}^2]\) is infinitesimal,
\[
\text{st} \left( \left( \sum_{a \in X} \varepsilon_0 \exp \left( -\pi * \sum_{k \in L}(a(k) + i b(k))^2 \right) \right) \right) = 1.
\]
Since \(\int_{-\infty}^{\infty} \exp(-\pi x^2) dx = 1\), then \(\text{st}(\text{st}(C_2(b))) = 1\).
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