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ABSTRACT
Objective: Chronic diseases have become the most prevalent and costly health conditions in the healthcare industry, deteriorating the quality of life, adversely affecting the work productivity, and costing astounding medical resources. However, few studies have been conducted on the predictive analysis of multiple chronic conditions (MCC) based on the working population. Results: Seven machine learning algorithms are used to support the decision making of healthcare practitioner on the risk of MCC. The models were developed and validated using checkup data from 451,425 working population collected by the healthcare providers. Our result shows that all proposed models achieved satisfactory performance, with the AUC values ranging from 0.826 to 0.850. Among the seven predictive models, the gradient boosting tree model outperformed other models, achieving an AUC of 0.850. Conclusions: Our risk prediction model shows great promise in automating real-time diagnosis, supporting healthcare practitioners to target high-risk individuals efficiently, and helping healthcare practitioners tailor proactive strategies to prevent the onset or delay the progression of the chronic diseases.

INDEX TERMS Multiple chronic conditions, machine learning, predictive analysis, health informatics.

IMPACT STATEMENT A machine learning framework is implemented to automate the screening of high risk individuals for multiple chronic conditions in the working population.

I. INTRODUCTION
Chronic conditions have been the most prevalent and costly health issues in the past decades. Chronic diseases can lead to hospitalization, disability, reduced quality of life, and even mortality. According to a recent report, approximately 11.7%, 46%, 9.8%, and 36.3% of adults in the United States were inflicted by high blood pressure, high blood cholesterol, diabetes, and obesity, respectively [1], [2], [3], [4]. Besides, heart attack, heart failure, heart diseases in general, and stroke were responsible for 15%, 11%, 25%, and 5% of death in the United States, respectively [1], [5], [6], [7]. Furthermore, chronic conditions have become a key factor for high healthcare expenditures and decreased productivity for working professionals [8], [9], [10]. The prevalence of multimorbidity defined as the co-occurrence of two or more chronic diseases, has dramatically grown in the past decade [11]. Notably, in 2014, about 50% of adults in the United States lived with at least one chronic condition, and 26% of adults suffered from multiple chronic conditions (MCC) [12]. Moreover, individuals with multimorbidity are more intensive health service users. They expend significantly higher health expenditures than individuals without any chronic conditions or with a single chronic condition [13]. Therefore, proactive prevention is necessary to improve the quality of life and to
reduce the cost of healthcare. In fact, the identification of high-risk individuals in the early stages is the key to provide cost-effective prevention strategies. Risk prediction for chronic diseases has been a hot topic among researchers and clinicians. With the progress in sophisticated machine learning algorithms and advanced technologies of data collection and storage, researchers have achieved promising results of predicting the risk of having a single chronic disease [14], [15]. In particular, state-of-the-art machine learning algorithms, such as deep neural network, support vector machine, logistic regression, random forest, and decision tree, have been broadly implemented and validated to predict the risk of having chronic diseases, such as hypertension [16], cardiovascular disease [17], [18], heart disease [19], and diabetes mellitus [20], [21].

Previous explorations have been focused on the prediction of a single chronic disease [22], [23], [24], [25]. For example, there are risk estimation models for hypertension patients [22], [23], [24], [25]. Also, Luo et al. [26], Casanova et al. [27], and Cahn et al. [28] built risk models aiming for diabetes. Seyednasrollah et al. and Chen et al. achieved a high predictive power in obesity risk prediction [29] [30]. Prediction of a single chronic disease can result in the failure of early diagnosis for other coexisting chronic diseases. Plus, building a single machine learning model for each chronic disease can be time-consuming. Currently, to the best our knowledge, there are no research done to predict the MCC. However, the characteristic of common risk factors, the tendency of co-existence for different combinations of chronic diseases, and the surging financial burden from MCC suggest that it is worthwhile to develop a risk prediction model for MCC. Part of the reason for lacking such a model can be attributed to the scarce of a dataset that covers MCC. The available datasets are usually dedicated to one particular type of disease. Fortuitously, over the past seven years, we meticulously collected a large volume of patient records in clinical practices [10], keeping track of participants’ health conditions, which provides a unique opportunity for this retrospective study of early detection of MCC. The data were collected from worksite preventive checkups so that it can provide valuable information about MCC for the U.S. working population.

In this paper, we employed interpretable machine learning algorithms to address classification problem on whether or not a participant has a high risk of MCC, to identify the associated factors, and to explore the interactions among those risk factors. To the best of our knowledge, this is the first study of MCC risk prediction for a large volume of the US working population. The developed risk prediction tool for MCC was implemented in real clinical applications for yearly worksite preventive checkups. The developed tool takes a patient’s biometric screening data and provides an interpretable prediction in real-time with the probability of having MCC. This model developed from a large scale dataset can effectively inform healthcare practitioners of patients’ risk in order to guide prevention and intervention decisions.

II. RESULTS
A. DATA DESCRIPTION
The chronic conditions of interest are high blood pressure, high cholesterol, diabetes, and obesity. Extracted from the Catapult Health database, the dataset consists of 451,425 records, among which 137,118 records, 77,149 records, and 237,159 records were collected in 2018, in 2017, and 2012-2016. All the records are collected during the worksite checkup. In particular, 301,631 worksite participants were included. Among them, 10,427 participants (3.5%) were flagged as high-risk individuals with at least one chronic condition, and 291,204 participants (96.5%) were flagged as low-risk individuals without MCC. Each participant’s flag was given by a certified healthcare professional based on her/his judgment at each checkup. All records extracted from the Catapult Health database were fully de-identified, and the consent on data usage for research purposes was obtained at each checkup.

B. RISK FACTORS
We first excluded insignificant features based on t-test and chi-squared test. Then, we applied univariate selection to explore the strength of the association of each feature with the target variable individually. The features with weak associations were excluded and 20 features remained. Finally, we applied a tree-based feature selection approach to filter out less relevant predictors. Given the feature importance, top 15 important features were selected as significant predictors: diastolic blood pressure (DBP), systolic blood pressure (SBP), glucose (GLU), triglycerides (TGS), total cholesterol (TCHOL), body mass index (BMI), low density lipoprotein-cholesterol (LDL), weight, alanine transaminase (ALT), blood pressure assessment (BPAssessment), abdominal circumference (AbdominalCir), metabolic syndrome risk (METS_Risks), diabetes assessment (DMAssessment), and BMI assessment. The feature importance is given in Fig. 1. It is worth noting that the selected features have overlaps with the important features reported by other researchers. For example, Olivaere et al. reports obesity, central obesity, higher BMI, higher waist circumference, higher triglycerides and blood glucose are contributing significantly to hypertension and diabetes [31]. In Ref [32], the authors reports sex, age, self-identified ethnicity, family history of premature cardiovascular disease, smoking status, diabetes status, systolic blood pressure, and the ratio of total cholesterol to high density lipoprotein cholesterol concentrations are contributing to cardiovascular disease. In Ref [33], the authors show the main factors of hypertension and type 2 diabetes include age, sex, smoking, exercise, family history, dietary habits, body mass index (BMI), and waist circumference.

C. MCC PREDICTION FRAMEWORK
We aim to integrate the machine learning framework into our MCC risk screening workflow. Traditionally, the workflow is

1Data as well as will be available upon reasonable request to the authors.
shown in the left part of Fig. 2. With the developed machine learning module, we use predicted risk value to facilitate the healthcare practitioners’ efficient screening, as illustrated in Fig. 2. The predictive model can provide real-time prediction, automating the screening procedure.

**D. MACHINE LEARNING ALGORITHMS**

Seven machine learning algorithms were used and evaluated, including k-nearest neighbors (kNN), decision tree (DT), random forest (RF), gradient boosting tree (GBT), logistic regression (LR), support vector machine (SVM), and Naive Bayes (NB). It is also worth noting that deep learning models can make predictions with high accuracy in numerous scenarios [34]. However, in our study, predictive accuracy was not the only factor we took into consideration. We prioritized model interpretability, computational efficiency, and applicability to our existing platform. As a result, deep learning was not considered in this research.

**E. HYPERPARAMETER TUNING**

We applied the grid search approach to tune the hyperparameters of each algorithm, and we found that each of the fine-tuned models achieved better predictive performance than default parameter settings.
As can be seen from Table I, kNN achieved the best performance when the number of neighbors was set to 19, and the Manhattan distance was used to measure the similarity. The DT tends to overfit as DT is constructed greedily. Pruning strategies, such as setting the maximum depth of a tree, are necessary to alleviate this problem. The RF classifier achieved the best performance when 81 parallel tree learners were combined. Within each tree, the maximum depth was set to 9. The value of bootstrap was set to be true. In contrast to the RF classifier, the GBT classifier was sequentially built with 39 weak decision tree learners. The maximum depth of each tree was set to 4, and a learning rate of 0.1 achieved the best performance. In an effort to build a parsimonious LR model, a \( \ell_2 \) penalty term was added to the objective function, and the hyperparameter \( C \) that controls the regularization power, was set to 100. Similarly, in the SVM classifier, \( C \) is responsible for smoothing decision boundary. The fine-tuned SVM model was the model built with a radial basis function (RBF) kernel, a gamma value of 0.0001, and a \( C \) value of 10. Regarding the NB algorithm, there were no hyperparameters needed to be tuned.

### F. MODEL EVALUATION

Fig. 3 shows that the AUC values achieved by the GBT classifier, RF classifier, SVM classifier, DT classifier, NB classifier, LR classifier, and kNN classifier were 0.850, 0.846, 0.833, 0.837, 0.821, 0.826, respectively.

As can be seen from Table II, the kNN model yielded the least accurate result compared to other models. We reasoned that its predictive performance might be hampered by the presence of noisy data, as the kNN algorithm was sensitive to the local structure of neighboring data points. Additionally, its computation time was significantly high because it required the calculation of pair-wise similarity (defined by distance metrics) between a new instance and all training instances. When it comes to the performance of the DT classifier, although it was easy to understand and decipher by visualizing the tree structure, it insufficiently outlined the relationship between the predictors and the risk of having MCC. Similar to the DT classifier, the LR classifier achieved a poor predictive performance. Consistent with other research, the ensemble models showed better performance compared to other single

### TABLE I

| Algorithm | Hyperparameter | Optimal value | Range |
|-----------|----------------|---------------|-------|
| kNN       | Neighbors      | 19            | [1, 2, 3, 4, 5, 6, 7, 8, 9, ⋯, 18, 19, 20] |
|           | \( P \)        | 1             | [1, 2, 3, 4] |
| DT        | Criterion      | entropy       | [entropy, gini] |
|           | Max depth      | 6             | [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] |
| RF        | Bootstrap      | true          | [true, false] |
|           | Max depth      | 9             | [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] |
|           | Max features   | sqrt          | [auto, sqrt] |
|           | \( N \) estimators | 81          | [1, 3, 5, 7, 9, 11, 13, ⋯, 91, 93, 95, 97, 99] |
| GB        | Learning rate  | 0.1           | [0.001,0.01,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1,10,100] |
|           | Max depth      | 4             | [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] |
|           | \( N \) estimators | 39          | [1, 3, 5, 7, 9, 11, 13, ⋯, 91, 93, 95, 97, 99] |
| SVM (rbf) | \( C \)        | 10            | [0.0001, 0.001, 0.01, 0.05, 0.1, 1, 10, 100] |
|           | Gamma          | 0.0001        | [0.0001, 0.001, 0.01, 0.05, 0.1, 1, 10, 100] |
| SVM (linear) | \( C \)      | 0.1           | [0.0001, 0.001, 0.01, 0.05, 0.1, 1, 10, 100] |
| LR        | Max iteration  | 1000          | [100, 200, 300, 400, 500, 600, 700, 800, 900, 1000] |
|           | Penalty        | \( \ell_2 \)  | [\( \ell_1, \ell_2 \)] |

### FIG. 3.

ROC curves.
learners. Both the RF classifier and the GB classifier achieved high predictive accuracy. Typically, the GB classifier outperformed the RF classifier in terms of AUC and sensitivity, partly because of its distinguishing characteristic, that new tree learners were added to correct the mistakes made by previous learners.

III. DISCUSSION
It is well known that chronic conditions have become the top public health concerns. Chronic conditions, such as high blood pressure, high cholesterol, diabetes, and obesity, are often preventable and manageable [35]. Numerous studies have stated the importance of identifying associated risk factors and the benefits of detection, prevention, and intervention of chronic conditions in the early stages [36], [37], [38]. A risk assessment tool plays a key role in cost-effective preventive programs and personalized interventions. Driven by this motivation, we applied seven popular machine learning algorithms to identify risk factors, to explore the effect of these factors, and then to develop a risk prediction model based on the recognized factors. This predictive tool can provide a more comprehensive picture of an individual’s risk of having MCC, empowering healthcare practitioners to make a tailored recommendation for each patient.

To our best knowledge, this is one of the very few studies applying machine learning to electronic health record data from such a large working-age population, demonstrating the predictive powers of a wide range of algorithms in risk assessment of MCC. Besides, a broad spectrum of risk factors was taken into consideration, including demographic characteristics, family medical history, and modifiable lifestyle factors, as well as the laboratory test results. This study also demonstrated the effectiveness of rebalancing techniques to address the imbalanced class distribution problem. Concerning the sample size, we included a total of 306,631 participants. It is noted that a large dataset paves the way for a more robust model, which is less susceptible to underfitting [39]. Apart from the relatively large sample size, it is worthwhile to mention that the data were collected from multiple cities across the nation, which lays a solid ground for model generalization. It is also well recognized that as the number of risk factors increases, the complexity of models increases. A complex model is prone to overfitting [40]. By tuning model hyperparameters, we mitigated the overfitting problem.

Moreover, some studies only focused on a specific chronic condition. Compared with disease-specific models to estimate the risk of developing specific chronic outcomes, our study presents a multifaceted risk tool that can predict MCC concurrently. If implemented in clinical practices, this risk prediction model can be used as a supportive tool to quantify individuals’ risk and to aid healthcare practitioners’ decision making.

As the medical data is dramatically growing, the demand of healthcare practitioners with domain knowledge to decipher the clinical data surges. Additionally, as the population is aging, the healthcare practitioner shortage becomes pronounced. A large number of population has limited access to healthcare services in developing countries due to the dearth of medical education, the shortage of medical professionals, and the insufficiency of resources [41], [42], [43]. Encouragingly, machine learning algorithms offer possibilities to fill this gap. This model is capable of automatically identifying patients at high risk of having MCC. Medical practitioners could be trained to use this system to alleviate the shortage of healthcare practitioners and extend access to healthcare services.

The study has several limitations. We evaluated our models based on the performance comparison of different models and validated the optimal model performance on the test dataset. External validation in clinical practices would yield more accurate and reliable predictions [44]. Moreover, during the data preprocessing step, the removal of incomplete records inevitably led to information loss. More sophisticated imputation strategies, such as the k-nearest neighbors based imputation strategy, would mitigate the undesirable effect. Also, the high risk labels are given by the certified nurses and doctors, the labels may subject to subjective judgement of different individuals. For future research, it is definitely valuable to use the time series and other state-of-the-art models such as recurrent neural networks, Transformers to train the longitudinal time series data and make predictions. This research focus on predicting the risk of having MCC, and the specific chronic disease can be further identified by other downstream machine learning models or preferably by doctors.

IV. CONCLUSION
In this study, we aimed to develop a prognostic model to identify high-risk individuals with MCC. We built the predictive models for MCC using the undersampling approach for the training dataset, and we evaluated with the imbalanced testing dataset using accuracy, AUC, and sensitivity. Overall, all proposed predictive models for MCC achieved satisfactory AUC values, ranging from 0.809 to 0.8307. Among the seven models, the gradient boosting model yielded the best performance with the highest AUC and accuracy. Our real-time risk prediction model has been deployed in the staging environment and is improving the screening efficiency in clinical practices. The incorporation of our model into clinical practices offers great potential in supporting the healthcare practitioners to target high-risk patients and tailor personalized recommendations to high-risk individuals, thus improving decision making, enhancing the effectiveness of prevention programs, hopefully promoting individual’s quality of life and productivity, and eventually reducing healthcare expenditure.

V. MATERIAL AND METHODS
A. DATA PREPROCESSING
The features include self-reported information (demographic characteristics, modifiable lifestyle risk factors, and family medical history) and clinical measurements. We observed that for 15 features, there are more than 50% of the total records have missing values. Those 15 features were dropped, with a
total of 39 features remaining, listed in Table 1 of the supplemental material.

For this new dataset, we first performed a descriptive analysis. Contingency tables were used to summarize the statistics of categorical features. Histograms and box plots were used to identify data anomalies in features with continuous values. Additionally, \( \chi^2 \) tests and \( t \)-test were performed to examine statistical significance. In the second step, categorical data were encoded, and missing values are imputed, or the whole records were dropped during the data cleaning process.

Furthermore, the dataset contains heterogeneous features with different magnitudes and ranges. Hence, the min-max scaling method was applied to improve computational efficiency. After the rescaling step, samples were randomly split into a training set (70%) and a testing set (30%). Besides, 10-fold cross-validation was used to tune hyperparameters. The detailed illustrations for the machine learning pipeline with the data preprocessing procedure and the data splitting step are shown in Fig. 4 and Fig. 5. We use the historical records to predict the MCC risk at the studied checkup. The average time difference between two checkups is around one year.

**B. IMBALANCED CLASSES**

One difficulty in our prediction is the highly skewed class distribution, a typical phenomenon in medical analytics, with the number of low-risk participants without MCC far exceeding the number of high-risk participants. Poor performance in identifying the minority yet significant class can be attributed to the imbalanced class distribution, given that most machine learning algorithms expect an equal number of observations in each class, and they were inherently designed to maximize the overall accuracy.

In an attempt to mitigate the effect of imbalanced class distribution, we use three techniques, including randomly oversampling the minority class technique, undersampling the majority class technique, and synthetic minority oversampling technique (SMOTE) [45], [46]. The oversampling method randomly replicates the observations in the minority class [47]. Conversely, the undersampling technique randomly samples a subset of observations from the majority class. SMOTE is an advanced oversampling method that searches \( k \) nearest neighbors of each observation in the minority class and then generates synthetic samples. We run a set of experiments, and the results show that the undersampling method outperformed other approaches in terms of model generalization and the computational cost. Specifically, the oversampling method led to model overfitting, and the SMOTE method had a higher computation cost, as our dataset is considerably large. Table III summarize the experiment results of the undersampling method. As can be seen from the results, all classifiers achieve decent performance when the ratio of
the number of samples in the minority class over the number of samples in the majority class reaches to 1. Therefore, the ratio was set to 1.

C. PERFORMANCE METRICS

Accuracy is defined as the proportion of correct predictions in a population [48]. Along with accuracy, the area under the curve (AUC) measures the capability that a model differentiates high-risk participants with MCC from low-risk participants [49]. Sensitivity measures the proportion of participants actually with MCC who are correctly identified by the models [50], [51].
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