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Infinite antichains of permutations have long been used to construct interesting permutation classes and counterexamples. We prove the existence and detail the construction of infinite antichains with arbitrarily large growth rates. As a consequence, we show that every proper permutation class is contained in a class with a rational generating function. While this result implies the conclusion of the Marcus-Tardos theorem, that theorem is used in our proof.

1. INTRODUCTION

The permutation \( \pi \) of length \( n \) contains the permutation \( \sigma \) of length \( k \), written \( \sigma \leq \pi \), if \( \pi \) has a not-necessarily-contiguous subsequence of length \( k \) in the same relative order as \( \sigma \). For example, \( \pi = 391867452 \) (written in list, or one-line notation) contains \( \sigma = 51342 \), as can be seen by considering the subsequence \( 91672 \) (\( \pi(2), \pi(3), \pi(5), \pi(6), \pi(9) \)).

Since the earliest studies on permutation patterns, it has been known that the set of permutations ordered by containment contains infinite antichains (sets of pairwise incomparable elements): Pratt [10] constructed such a set in his studies of double-ended queues in 1973. This fact should not be surprising. While the celebrated Minor Theorem of Robertson and Seymour [11] shows that graphs ordered by the minor relation do not contain an infinite antichain, the minor relation is not
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analogous to the containment order on permutations. The containment order on permutations is much more similar to the induced subgraph order on graphs, and under this order graphs clearly do contain infinite antichains; one such antichain consists of all cycles, while another consists of the split-end paths shown in Figure 1.

In fact, from the graph antichain of split-end paths we can easily construct an infinite antichain of permutations. Given a permutation $\pi$ of length $n$, its inversion graph is the graph $G_\pi$ on the vertices $\{1, \ldots, n\}$ where $i \sim j$ if and only if $i < j$ and $\pi(i) > \pi(j)$. If $\sigma \leq \pi$ then $G_\sigma$ is an induced subgraph of $G_\pi$ (although the reverse does not necessarily hold), so to construct an infinite antichain of permutations, we need only find a set of permutations whose inversion graphs are split-end paths.

To this end, we define the increasing oscillating sequence as the sequence

$$4, 1, 6, 3, 8, 5, \ldots, 2k + 2, 2k - 1, \ldots$$

(see Figure 2). For $m \geq 4$, let $\sigma_m$ denote the permutation in the same relative order as

- the first $m$ entries of the increasing oscillating sequence if $m$ is even, or
- the least $m$ entries (by value) of the increasing oscillating sequence if $m$ is odd.

The inversion graph of $\sigma_m$ is a path of length $m$, so to find a set of permutations whose inversion graphs are split-end paths, we merely need to “blow up” the “endpoints” of $\sigma_m$. As this operation is crucial to our constructions, we describe it in some detail.

An interval in the permutation $\pi$ is a set of contiguous indices $I = \{a, a + 1, \ldots, b\}$ such that the set $\{\pi(i) : i \in I\}$ is also contiguous. Every permutation $\pi$ of length $n$ has trivial intervals of lengths 0, 1, and $n$, and other intervals are called proper. A permutation with no proper intervals is called simple.

Simple permutations are precisely those that do not arise from a non-trivial inflation, in the following sense. Given a permutation $\sigma$ of length $m$ and nonempty permutations $\alpha_1, \ldots, \alpha_m$, the inflation of $\sigma$ by $\alpha_1, \ldots, \alpha_m$, denoted $\sigma[\alpha_1, \ldots, \alpha_m]$, is the permutation of length $|\alpha_1| + \cdots + |\alpha_m|$ obtained by replacing each entry $\sigma(i)$ by an interval that is order isomorphic to $\alpha_i$ in such a way that the
intervals are order isomorphic to \( \sigma \). For example,

\[
2413[1, 132, 321, 12] = 4798\,321\,56.
\]

It can be established that every permutation is the inflation of a unique simple permutation, called its \textit{simple quotient} and, moreover, that the intervals in such an inflation are unique unless the simple quotient is 12 or 21.

We can now describe an infinite antichain of permutations, which we call \( U \), whose inversion graphs are split-end paths. The elements of \( U \) are formed by inflating the “endpoints” of \( \sigma_m \) by the interval 12 for all \( m \geq 4 \): if \( m \) is even we inflate the least and greatest entries of \( \sigma_m \), while if \( m \) is odd we inflate the least and rightmost entries of \( \sigma_m \). This antichain contains one permutation of each length \( n \geq 6 \).

In the remainder of this introduction, we give some background on permutation classes, and in particular, the role that infinite antichains have played in the investigation of permutation classes. In the following two sections we detail our construction of large infinite antichains and prove that every proper permutation class is contained in a class with a rational generating function.

**Permutation Classes.** A permutation class (which we often abbreviate to \textit{class}) is a downset (or, to use a graph-theoretic notion, hereditary property) of permutations under the containment order; thus if \( \mathcal{C} \) is a permutation class, \( \pi \in \mathcal{C} \), and \( \sigma \preceq \pi \) then \( \sigma \in \mathcal{C} \). Permutation classes can be specified by the minimal permutations \textit{not} in the class, which necessarily form an antichain and which we call the \textit{basis}. In other words, for each permutation class there is a (possibly infinite) antichain \( B \) such that

\[
\mathcal{C} = \text{Av}(B) = \{ \pi : \pi \not\geq \beta \text{ for all } \beta \in B \}.
\]

Permutation classes can also be specified more positively in terms of the permutations they do contain. Given a set \( X \) of permutations, we define its \textit{closure} as

\[
X^\preceq = \{ \sigma : \sigma \preceq \pi \text{ for some } \pi \in X \}.
\]

Much of the research on permutation classes has focused on their exact and asymptotic enumeration. Given a set \( X \) of permutations (notably a permutation class, or an infinite antichain), we denote by \( X_n \) the set of permutations in \( X \) of length \( n \). The \textit{generating function} of \( X \) is then

\[
\sum_{\text{nonempty } \pi \in X} x^{\vert \pi \vert} = \sum_{n \geq 1} |X_n| x^n.
\]
The upper and lower growth rates of this set $X$ are defined, respectively, by

$$\gr(X) = \limsup_{n \to \infty} \sqrt[n]{|X_n|},$$

$$gr(X) = \liminf_{n \to \infty} \sqrt[n]{|X_n|}.$$

If $gr(X) = \gr(X)$, then we call this quantity the proper growth rate of $X$ and denote it by $gr(X)$.

Pringsheim’s Theorem, below, connects exact and asymptotic enumeration.

**Pringsheim’s Theorem** (see Flajolet and Sedgewick [5, Section IV.3]). The upper growth rate of the set $X$ of permutations is equal to the reciprocal of the least positive singularity of its generating function.

For permutation classes, the Marcus-Tardos Theorem [7] (formerly the Stanley-Wilf Conjecture) states every proper permutation class has a finite upper growth rate; here proper means that the class omits at least one permutation. It is not known whether proper permutation classes have proper growth rates.

**THE ROLE OF INFINITE ANTICHAINS IN THE STUDY OF PERMUTATION CLASSES.** Infinite antichains have been used frequently to construct exotic permutation classes with counterintuitive properties. Perhaps the first such result is due to Murphy [8]. Noonan and Zeilberger [9] had conjectured\(^1\) that every finitely based permutation class has a holonomic (or $D$-finite) generating function\(^2\), meaning that the generating function for the class and all its derivatives generate a finite dimensional vector space over $\mathbb{C}(x)$. Murphy showed that this “finitely based” hypothesis is essential, by observing that because there are infinite antichains of permutations, there are uncountably many permutation classes with different enumerations but only countably many holonomic generating functions with integer coefficients.

Another example is the membership problem: given a basis $B$ and a permutation $\pi$ of length $n$, how long does it take (in the worst case, as a function of $n$) to decide if $\pi \in Av(B)$? As there are only countably many algorithms, it follows trivially that there are permutation classes with undecidable membership problems.

A third and final example of the usefulness of infinite antichains concerns a conjecture of Balogh, Bollobás, and Morris [3]. They studied ordered graphs under the induced subgraph order — given graphs $G$ and $H$ on $\{1, \ldots, n\}$ and $\{1, \ldots, k\}$, respectively, we say that $H$ is an ordered subgraph of $G$ if there is an increasing injection $f : \{1, \ldots, k\} \to \{1, \ldots, n\}$ such that $i \sim_H j$ if and only if $f(i) \sim_G f(j)$. Balogh, Bollobás, and Morris had conjectured that every upper growth rate of a hereditary property of ordered graphs is algebraic. Every permutation class can be viewed as a hereditary property of ordered graphs, simply by considering ordered versions of the inversion graphs of the permutations in the class, and so their conjecture was stronger than the statement that every upper growth rate of a permutation class is algebraic. Albert and Linton [1] disproved this conjecture,

\(^1\)Technically, Noonan and Zeilberger made a seemingly stronger conjecture, but Atkinson [2] proved that their stronger claim is equivalent to the form presented here.

\(^2\)It should be noted that Zeilberger has since repudiated his conjecture. As reported by Elder and Vatter [4], at the Third International Conference on Permutation Patterns, in 2005, Zeilberger conjectured that there are finitely based permutation classes with non-holonomic generating functions. He went on to speculate that “not even God knows $Av_{100}(1324)$.”
with a construction involving variations on the antichain $U$. Vatter [12] refined this technique to show that every real number greater than 2.48188 is the upper growth rate of a permutation class. Klazar [6], among others, has suggested that the Balogh-Bollobás-Morris Conjecture may still hold for finitely based classes of permutations / hereditary properties of ordered graphs, but, as with the Noonan-Zeilberger Conjecture, it is now clear that the finite basis hypothesis is necessary.

2. The Construction

At the Third International Conference on Permutation Patterns (see Elder and Vatter [4]), the first author of this article asked whether there are antichains with arbitrarily large upper growth rates. We begin by constructing such antichains.

Let $A$ be any antichain of permutations (we will typically take $A$ to be finite, but this does not matter for the construction), and $\alpha$ any permutation which is not contained in any member of $A$, i.e., $\alpha \not\in A^\uparrow$. We construct the antichain $U_{A,\alpha}$ by inflating the oscillations $\sigma_m$ for $m \geq 4$ much as we did to form $U$:

- if $m$ is even, inflate the least and greatest entries of $\sigma_m$ by $\alpha$, and inflate all other entries of $\sigma_m$ by arbitrary elements of $A$;
- if $m$ is odd, inflate the least and rightmost entries of $\sigma_m$ by $\alpha$, and inflate all other entries of $\sigma_m$ by arbitrary elements of $A$.

In this notation, the antichain $U$ we constructed in the Introduction is $U_{\{1\},12}$.

**Proposition 2.1.** For any antichain $A$ and permutation $\alpha \not\in A^\uparrow$, the set $U_{A,\alpha}$ forms an infinite antichain.

**Proof.** Suppose that $\sigma \leq \pi$ for $\sigma, \pi \in U_{A,\alpha}$. By the definition of simple permutations, it follows that $\sigma$ must embed into a single interval of $\pi$, or the simple quotient of $\sigma$ (the increasing oscillation that was inflated to form $\sigma$) must embed into the simple quotient of $\pi$. The first possibility cannot occur because $\alpha \leq \sigma$, and thus $\sigma$ could only embed into the two intervals of $\pi$ containing $\alpha$, but this is impossible because $\sigma > \alpha$.

Now consider the second possibility. Both $\sigma$ and $\pi$ were formed by inflating the smallest and the greatest/rightmost entries of their simple quotients by $\alpha$. Since $\alpha$ cannot embed in any other interval, the smallest maximal proper interval of $\sigma$ must embed into the smallest maximal proper interval of $\pi$, and similarly with the greatest/rightmost maximal proper intervals. However, since the simple quotients of $\sigma$ and $\pi$ are increasing oscillations, this can only be achieved if they are of the same length. Finally, since the remaining maximal proper intervals of $\sigma$ and $\pi$ are order isomorphic to permutations in $A$, and since $A$ is an antichain, we conclude that the only way $\sigma$ could embed into $\pi$ is if $\sigma = \pi$. \hfill \Box

Now consider the enumeration of $U_{A,\alpha}$. The generating function for the increasing oscillations of length at least 4 which are inflated in the construction of $U_{A,\alpha}$ is

$$\frac{x^4}{1-x} = x^4 + x^5 + \cdots.$$
so if \( a(x) \) denotes the generating function for \( A \) and \( a \) has length \( k + 1 \), the generating function for \( U_{A,a} \) is
\[
\frac{x^{2k+2}a^2(x)}{1 - a(x)}.
\]

By Pringsheim’s Theorem, the upper growth rate of \( U_{A,a} \) is the reciprocal of the least positive solution to \( a(x) = 1 \) or possibly, in the case where \( A \) is infinite, the reciprocal of the least singularity of \( a(x) \).

Now set \( A = S_k \), the set of all permutation of length \( k \) (which is trivially an antichain), and take \( a \) to be any permutation of length \( k + 1 \). We see that \( a(x) = k!x^k \), so the least positive solution of \( a(x) = 1 \) is
\[
x = \frac{1}{\sqrt[k]{k!}} \sim \frac{e}{k}
\]
by Stirling’s Formula. We therefore conclude that \( \overline{gr}(U_{S_k,a}) \to \infty \) as \( k \to \infty \).

We have constructed antichains of arbitrarily large upper growth rates, but every element of \( U_{S_k,a} \) has length congruent to 2 modulo \( k \), so these antichains do not have proper growth rates. To fix this problem, we alter our construction slightly. Choose an arbitrary permutation \( \tau \) of length \( k - 1 \), and set
\[
A_{\tau} = \{ \tau \} \cup \{ \pi \in S_k : \tau \prec \pi \}.
\]
It is not difficult to see that every permutation of length \( k - 1 \) is contained in \( (k-1)^2 + 1 = k^2 - 2k + 2 \) permutations of length \( k \), so the generating function of \( A_{\tau} \) is
\[
x^{k-1} + (k! - k^2 + 2k - 2)x^k.
\]
Clearly we still have \( \overline{gr}(U_{A_{\tau},a}) \to \infty \) as \( k \to \infty \), but now we claim that this antichain has a proper growth rate.

**Proposition 2.2.** For any permutations \( \tau \) of length \( k - 1 \) and \( a \) of length \( k + 1 \), the antichain \( U_{A_{\tau},a} \) (with \( A_{\tau} \) constructed as above) has a proper growth rate, which tends to \( \infty \) as \( k \to \infty \).

**Proof.** Let \( c = (k! - k^2 + 2k - 2) \), so the generating function for \( U_{A_{\tau},a} \) is given by
\[
\frac{x^{2k} \left( x^{k-1} + cx^k \right)^2}{1 - x^{k-1} - cx^k}.
\]
By Pringsheim’s Theorem, we know that the upper growth rate of the corresponding sequence is determined by the least positive root of the denominator of this generating function, say \( r \). We will be done if we can establish that \( r \) is the unique root of modulus \( r \). Suppose to the contrary that this denominator has another root of modulus \( r \), say \( \omega r \). Then we see that
\[
1 - r^{k-1} - cr^k = 1 - \omega^{k-1}r^{k-1} - c\omega^kr^k = 0.
\]
Therefore, by equating both sides and canceling \( r^{k-1} \), we see that
\[
\omega^{k-1} + c\omega kr = 1 + cr.
\]
Now compare the moduli of both sides of this equation. Since both terms on the right-hand side are positive and real, the only way the moduli could be equal is if \( \omega^{k-1} = \omega^k = 1 \), which implies that \( \omega = 1 \), as desired. \( \square \)
3. RATIONAL SUPERCLASSES

Suppose that we are given a proper permutation class $C$. Choose an integer $k$ and permutations $\alpha$ and $\tau$ so that three conditions are satisfied:

(A1) $\alpha$ has length $k + 1$ and does not lie in $C$,

(A2) $\tau$ has length $k - 1$ and is not contained in $\alpha$, and

(A3) $\text{gr}(U_{A_{\tau}, \alpha}) > \overline{\text{gr}}(C)$.

Note that (A1) can be satisfied because $C$ is proper, (A2) can be satisfied because $\alpha$ contains at most $\binom{k+1}{2}$ permutations of length $k - 1$, which is less than $(k - 1)!$ for $k \geq 6$, and (A3) can be ensured by Proposition 2.2 and the Marcus-Tardos Theorem.

Because $\alpha$ is not a member of $C$ but is contained in every member of the antichain $U_{A_{\tau}, \alpha}$, we see that $U_{A_{\tau}, \alpha} \cap C = \emptyset$.

We can now outline our approach. Define

$$C_{A_{\tau}, \alpha} = C \cup U_{A_{\tau}, \alpha}^\ast.$$ 

By our previous observations, $U_{A_{\tau}, \alpha}$ is a maximal antichain in $C_{A_{\tau}, \alpha}$, meaning that no element of $U_{A_{\tau}, \alpha}$ is contained in any other element of $C_{A_{\tau}, \alpha}$. It follows that $C_{A_{\tau}, \alpha} \setminus X$ forms a permutation class for every subset $X \subseteq U_{A_{\tau}, \alpha}$. By (A3) there is some integer $N$ so that for every $n \geq N$, $U_{A_{\tau}, \alpha}$ contains more permutations of length $n$ than $C$. For each $n \geq N$, let $X_n$ consist of $|C_n|$ permutations of length $n$ chosen from $U_{A_{\tau}, \alpha}$. Now form the class

$$C_{\text{rat}} = C_{A_{\tau}, \alpha} \setminus (X_N \cup X_{N+1} \cup \cdots).$$

This class contains precisely as many permutation of each length $n \geq N$ as $U_{A_{\tau}, \alpha}^\ast$. Therefore the generating function of $C_{\text{rat}}$ will differ from that of $U_{A_{\tau}, \alpha}$ by a polynomial of degree at most $N - 1$, and thus will be rational if the generating function of $U_{A_{\tau}, \alpha}$ is rational. Thus the following proposition will complete the proof of our desired result.

**Proposition 3.1.** Suppose that the permutation $\alpha$ of length $k + 1$ does not contain the permutation $\tau$ of length $k - 1$ and that $A_{\tau}$ is constructed as described in the previous section. Then the generating function of $U_{A_{\tau}, \alpha}^\ast$ is rational.

**Proof.** We first briefly review the sum decomposition of permutations. Given two permutations $\pi$ and $\sigma$, we denote the inflation $12[\pi, \sigma]$ by $\pi \oplus \sigma$. A permutation is said to be sum indecomposable if it cannot be written as the direct sum of two shorter permutations\(^3\). Note that every permutation has a unique representation as a sum of sum indecomposable permutations.

It is easy to verify that deleting any entry from an increasing oscillation results in either a shorter increasing oscillation or a sum decomposable permutation. Indeed, the only entries one may delete to create a shorter increasing oscillation are those which we inflate by $\alpha$ in order to form the antichain $U_{A_{\tau}, \alpha}$. We need one more observation: because $\tau \not\leq \alpha$ by (A2), if we delete any entries from $\alpha$, we obtain a permutation in $A_{\tau}^\ast$.

\(^3\)Equivalently, the permutation $\pi$ is sum indecomposable if and only if its inversion graph $G_\pi$ is connected, and thus these permutations are themselves called connected by some authors.
Let $a$ denote the generating function of $A_{\tau}^\infty$. Clearly $a$ is a polynomial; to be more precise, it is given by
\[
a = x + 2x^2 + 6x^3 + \cdots + (k-1)!x^{k-1} + \left(k! - k^2 + 2k - 2\right)x^k,
\]
but this level of detail is unnecessary for our analysis. Now divide the elements of $U_{\tau,a}^\infty$ into two groups:

(C1) sum indecomposable permutations which contain two occurrences of $a$, and
(C2) all other permutations.

We begin with (C1). By definition, all such permutations have two occurrences of $a$, which the generating function accounts for with an $x^{2k+2}$ factor. In addition to these two intervals, in order for these permutations to be sum indecomposable, all other entries of the underlying increasing oscillating sequence must be inflated by nonempty permutations from $A_{\tau}^\infty$. Thus the generating function for permutations in (C1) is
\[
\frac{x^{2k+2}a^2}{1 - a}.
\]
Note that this generating function includes the contribution of the antichain itself.

Next we consider permutations of the form (C2). These permutations can be decomposed in the form $\beta \oplus \mu \oplus \eta$, where:

- $\beta$ is either empty or is formed by inflating the least entry of an increasing oscillation by $a$ and all other entries by nonempty permutations in $A_{\tau}^\infty$,
- $\mu$ is either empty or the sum of increasing oscillations with all entries inflated by $A_{\tau}^\infty$, and
- $\eta$ is either empty or is formed by inflating the greatest or rightmost entry of an increasing oscillation by $a$ and all other entries by nonempty permutations in $A_{\tau}^\infty$.

Note that both $\beta$ and $\eta$ are sum indecomposable. We determine generating functions for each of these three parts separately.

For each $m \geq 1$, there is precisely one increasing oscillation of length $m$ which may be inflated to obtain a suitable “beginning” $\beta$. Therefore the generating function for these permutations is
\[
1 + \frac{x^{k+1}}{1 - a},
\]
where the 1 accounts for the fact that $\beta$ may be empty. To count suitable “middles” $\mu$, we first count the sum indecomposable permutations of this form. The sequence of sum indecomposable permutations of length $m$ contained in some increasing oscillation is easily seen to be enumerated by the sequence $1, 1, 2, 2, \ldots$ for $m \geq 1$, and thus has the generating function $(x + x^3)/(1 - x)$. Thus the generating function for inflations of these permutations by intervals from $A_{\tau}^\infty$ is can be obtained by substituting $a$ for $x$ in this generating function, and the generating function for (possibly empty) sums of these permutations is
\[
\frac{1}{1 - (a + a^3)/(1 - a)} = \frac{1 - a}{1 - 2a - a^2}.
\]
Finally, we need to count “endings” $\eta$. Inflations of the unique increasing oscillation of length 1 contribute $x^{k+1}$ to this generating function. Inflations of the unique increasing oscillation of length 2 (the permutation 21) contribute $2x^{k+1}a$ to this generating function, as either entry may be inflated by $a$. Finally, there are 2 increasing oscillations of each length $m \geq 3$, and each of these increasing oscillations has a unique entry which may inflated by $a$, so these contribute

$$2 \frac{x^{k+1}a^2}{1 - a}$$

to the generating function. Combining these terms and accounting for the possibility that $\eta$ is empty shows that the generating function for suitable endings $\eta$ is

$$1 + x^{k+1} + 2 \frac{x^{k+1}a}{1 - a}$$

Now we can compute that the generating function of $U_{\alpha, A}^{\leq}$ is

$$\frac{x^{2k+2}a^2}{1 - a} + \left[ \frac{1 + x^{k+1}}{1 - a} \left( 1 - a - 2a - a^3 \right) \left( 1 + x^{k+1} + 2 \frac{x^{k+1}a}{1 - a} \right) - 1 \right]$$

which is clearly rational, as desired.

Our main result now follows from our previous remarks and Proposition 3.1.

**Theorem 3.2.** Every proper permutation class is contained in a permutation class with a rational generating function.

Note that Theorem 3.2 is prima facie stronger than the Marcus-Tardos Theorem. Of course, the Marcus-Tardos Theorem has played a crucial role in its proof.

Lest the reader be concerned that one could do even better than the construction in Section 2 and construct super-exponential antichains, we conclude with the following corollary of the Marcus-Tardos Theorem.

**Proposition 3.3.** Every antichain of permutations has a finite upper growth rate.

**Proof.** Let $A$ be an antichain of permutations and choose some $\alpha \in A$. Because $A$ is an antichain, $A \setminus \{\alpha\}$ is a permutation class not containing $\alpha$. Therefore $A \setminus \{\alpha\}$ has a finite upper growth rate, which serves as an upper bound for the upper growth rate of $A$ itself.
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