Superfluid and magnetic states of an ultracold Bose gas with synthetic three-dimensional spin-orbit coupling in an optical lattice
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We study ultracold bosonic atoms with the synthetic three-dimensional spin-orbit (SO) coupling in a cubic optical lattice. In the superfluidity phase, the lowest energy band exhibits one, two or four pairs of degenerate single-particle ground states depending on the SO-coupling strengths, which can give rise to the condensate states with spin-stripes for the weak atomic interactions. In the deep Mott-insulator regime, the effective spin Hamiltonian of the system combines three-dimensional Heisenberg exchange interactions, anisotropy interactions, and Dzyaloshinskii-Moriya interactions. Based on Monte Carlo simulations, we numerically demonstrate that the resulting Hamiltonian with an additional Zeeman field has a rich phase diagram with spiral, stripe, vortex crystal, and especially Skyrmion crystal spin-textures in each $xy$-plane layer. The obtained Skyrmion crystals can be tunable with square and hexagonal symmetries in a columnar manner along the $z$ axis, and moreover are stable against the inter-layer spin-spin interactions in a large parameter region.
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I. INTRODUCTION

Spin-orbit (SO) coupling plays an important role in condensed matter physics, especially in the newly discovered quantum spin Hall effects and the related topological orders [1, 2]. Recent theoretical proposals [3, 4] and experimental realization [5–8] of non-Abelian gauge fields in ultracold atoms with the optical dressing technique open another door to explore SO coupling in controllable systems. The bulk gases of weakly interacting bosons with the synthetic two-dimensional (2D) Rashba SO coupling in homogenous cases and in trapping potentials have been widely studied and theoretically shown to exhibit exotic many-body ground states [9], some of which have no direct analog in solid-state systems [10, 11]. For example, an SO-coupled spinor condensate will spontaneously develop a plane wave phase or spin-stripe structure depending on the weak interaction energy [10, 11], and in the presence of strong trapping potentials, it will exhibit half-quantum vortex states and Skyrmion patterns [11, 13].

Recently, physics of a SO-coupled bosonic gas loaded in a 2D optical lattice (OL) has attracted considerable interest [14–23]. This system can be described by an extended two-component Bose-Hubbard (BH) model [24–26], in which the SO coupling can significantly affect the quantum phase transition from a superfluid to a Mott insulator (MI) [15, 16, 20]. More interestingly, the effective spin Hamiltonian of the system in the deep MI regime contains the so-called Dzyaloshinskii-Moriya (DM) interaction term [27], which comes from the SO coupling and may lead to some novel magnetic phases [14, 19], such as Skyrmion crystals [16]. However, the corresponding three-dimensional (3D) system is yet to be explored.

On the other hand, the 3D analog of SO coupling in cold atoms has been proposed to be experimentally realized by using optical dressing schemes [28, 29] and by exploiting laser-assisted tunneling [30] in OLs [31, 32]. The 3D SO-couplings are less explored in contrast to the standard 2D Rashba and Dresshals ones in the context of condensed matter physics [28], but is now attracting more and more interests [2, 33–35] for investigating 3D topological insulators [2], topological superfluidity [34], Weyl semi-metals [33], and spherical-SO-coupling-induced Bardeen-Cooper-Schrieffer to Bose-Einstein condensate (BEC) crossover [35]. Very recently, several pieces of theoretical work study the ground state of a weakly-interacting two-component BEC with the 3D SO-coupling in the continuum [36, 38]. It is shown that the density distribution of the ground state BEC can also exhibit the interesting Skyrmion structure, which is moreover a 3D counterpart characterized by a 3D topological winding number [33, 37]. Some other schemes have also been proposed to create Skyrmions in multicomponent BECs in the absence of synthetic SO-couplings and OLs [39]. So it would be worthwhile to search the stable Skyrmion (crystals) in an OL system with 3D SO-coupled bosons.

In this paper, we investigate ultracold bosons with the synthetic 3D SO coupling in a cubic OL. We first look into the weakly interacting superfluidity case. In this case, the lowest energy band exhibits one, two or four pairs...
of degenerate single-particle ground states related to the SO coupling, and each pair contains opposite wave vectors with values depending on the SO-coupling strengths. This can give rise to the condensate states with spin-stripeness for the weak atomic interactions. We then focus on the deep MI regime with one atom per lattice and derive the effective spin-spin interaction Hamiltonian of the system. The spin Hamiltonian is a combination of three-dimensional Heisenberg exchange interactions, anisotropy interactions and DM interactions. Based on the Monte Carlo (MC) simulations, we numerically demonstrate that the resulting Hamiltonian with an additional Zeeman field has a rich classical phase diagram with spiral, stripe, vortex crystal, and especially Skyrmion crystal spin-textures in each $xy$-plane layer. We find that the obtained Skyrmion crystals can be square or hexagonal symmetries with experimentally tunable parameters by varying laser-atom interactions. Moreover, the Skyrmion crystals in a columnar manner of extending along $z$ axis are stable against the inter-layer spin interactions within a large parameter region. This cold atom system with high controllability in the effective spin interactions may provide an ideal platform to further study exotic quantum spin models and find new phases of matter.

The paper is organized as follows. The next section (Sec. II) introduces an extended BH model which describes cold bosons with the synthetic 3D SO coupling in a cubic OL. In Sec. III, we briefly analyze the single-particle energy band and the properties of the weakly interacting superfluidity phase. In Sec. IV, we derive the spin Hamiltonian of the system in the MI regime, and present its rich classical phase diagram with interesting spin configurations. In particular, we study the profiles and stability of the Skyrmion crystals in the system. A brief discussion and short conclusion are finally given in Sec. V.

II. MODEL

Let us consider an atomic gas of pseudospin-1/2 ultracold bosons loaded into a 3D cubic optical lattice with the synthetic SO coupling. The single-particle Hamiltonian of the system is written as

\[
\hat{H}_0 = \frac{\mathbf{p}^2}{2m} + \kappa_x \hat{p}_x + \kappa_y \hat{p}_y + \kappa_z \hat{p}_z + V(x, y, z),
\]

where $m$ is the atomic mass, $\mathbf{p}$ is the momentum operator, $\kappa$ with $\eta = x, y, z$ is respectively the strength of SO coupling along the $\eta$ axis, and $\sigma_{x,y,z}$ are the three Pauli matrices. Here the cubic optical lattice $V(x, y, z) = \sum_{\vec{r}} V_{\vec{r}} \sin^2(k_0 \vec{r})$ is formed by three standing-wave laser beams with the same wave number $k_0$. Thus the lattice spacing is $a = \pi/k_0$. Hamiltonian (11) can be rewritten as $\hat{H}_0 = (\mathbf{p} - \mathbf{A})^2/2m + V$ up to a constant, where the non-Abelian gauge potential $\mathbf{A} = -m(\kappa_x \sigma_x, \kappa_y \sigma_y, \kappa_z \sigma_z)$. This is corresponding to a 3D SO coupling.

We consider the system in the tight-binding regime, which is reachable in realistic experiments [23, 26]. Under this condition, in the presence of such a non-Abelian gauge field, the bosons can be described by an extended single-band BH Hamiltonian in terms of Peierls substitution [16, 17]:

\[
\mathcal{H} = -\sum_{\vec{r}, \sigma} t_{\vec{r}} \hat{a}^\dagger_{\vec{r}, \sigma} \hat{R}_{\vec{r}} \hat{a}_{\vec{r}+\vec{A}, \sigma} + \text{H.c.} + V_{\text{int}},
\]

where $\hat{a}^\dagger_{\vec{r}, \sigma}$ (\(\hat{a}_{\vec{r}, \sigma}\)) creates (annihilates) a spin-$\sigma$ ($\sigma = \uparrow, \downarrow$) boson at the site $\vec{r}$. The first term in Hamiltonian (2) describes atomic hopping between neighbor lattice sites, with $t_{\vec{r}}$ representing the overall hopping amplitude in the absence of the synthetic SO coupling. The $2 \times 2$ matrix $\hat{R}_{\vec{r}} = \exp(-\frac{i}{\hbar} A_{\vec{r}} a)$ is the Peierls substitution along direction $\vec{r}$ with respect to the gauge potential. We rewrite $\hat{R}_{\vec{r}} = \exp(i\theta_{\vec{r}} a \sigma_y) = \cos \theta_{\vec{r}} \mathbf{1} + i \sigma_y \sin \theta_{\vec{r}}$ with dimensionless SO-coupling strength $\theta_{\vec{r}} = \pi m k_{\eta}/\hbar k_0$. The diagonal and off-diagonal terms in the matrix respectively refer to the spin-conserving hopping and spin-flip hopping due to the SO coupling in the $xy$ plane. The second term in Hamiltonian (2) denotes the atomic repulsive interactions, which is given by

\[
V_{\text{int}} = \frac{1}{2} \sum_{\vec{r}, \sigma, \sigma'} U_{\sigma\sigma'} \hat{a}^\dagger_{\vec{r}, \sigma} \hat{a}_{\vec{r}, \sigma'} \hat{a}_{\vec{r}, \sigma} \hat{a}_{\vec{r}, \sigma'},
\]

where $U_{\sigma\sigma'}$ is interaction strength between spins $\sigma$ and $\sigma'$. The atomic interactions are almost spin-independent in experiments in the absence of Feshbach resonances [3, 6], and hence we assume $U_{\uparrow\uparrow} = U_{\downarrow\downarrow} \equiv U$ and $U_{\uparrow\downarrow} = U_{\downarrow\uparrow} = aU$ with $a \approx 1$. In fact, the slight difference between the intraspecies and interspecies interaction strengths will help to select the degenerate many-body ground states of the system in the weak interacting superfluidity phase.

This extended 3D BH model also exhibits the superfluidity and the MI phases for the weak and strong atomic interactions compared with the hopping energy [23, 26], respectively. The quantum phase transitions between them are affected by the SO coupling in a similar manner as that in the 2D cases [15, 16, 20]. Thus we just consider the system in the two interaction limits in this work, and focus on the effects of synthetic 3D SO-coupling in the superfluidity and the MI phases.

III. SUPERFLUIDITY STATES

In this section, we consider the weakly-interacting superfluidity phase. In this regime, the hopping term dominates in Hamiltonian (2). We first look into the hopping Hamiltonian $\mathcal{H}_T = \mathcal{H} - V_{\text{int}}$ to obtain the energy band of the system, and then briefly discuss the effects of weak atomic interactions. The corresponding Hamiltonian in the momentum space can be written as

\[
\mathcal{H}_k = \sum_{\vec{k}} \left(\hat{a}^\dagger_{\vec{k}, \uparrow} \hat{a}_{\vec{k}, \uparrow} + \hat{a}^\dagger_{\vec{k}, \downarrow} \hat{a}_{\vec{k}, \downarrow} \right) \hat{H}_k \left(\hat{a}_{\vec{k}, \uparrow} \hat{a}_{\vec{k}, \downarrow} \right).
\]
By using spatial Fourier transformations on $\mathcal{H}_T$, we can obtain $H_k = H_{kr} + H_{kq} + H_{kz}$ with $H_{kq} = -2t_q \cos \theta_k \cos (k_q a) + 2t_q \sin \theta_k \sin (k_q a) \sigma_q$. Diagonalizing $H_k$ yields the energy structure of the system in the vanishing interaction limit:

$$E_k^\pm = -2 \sum \eta \cos \theta_k \cos (k_q a) \pm 2 \sqrt{\sum \eta^2 \sin^2 \theta_k \sin^2 (k_q a)}. \quad (5)$$

The lowest energy states in the resulting lower Bloch band $E_k^\pm$ present candidates for the many-body ground-state of the bosonic gas with weak interatomic interactions. The Bloch momentum of these states denoted by $k_0 \equiv (k_0^x, k_0^y, k_0^z)$ can be directly obtained by solving the equation $\partial_k (E_k^\pm) |_{k=k_0} = 0$ for minimizing $E_k^\pm$ with the specific parameters $t_q$ and $\theta_k$. We find that there are possibly one, two or four pairs of degenerate minima in the lowest energy band for different values of $t_q$ and $\theta_k$ in the case of non-vanishing SO coupling. Each pair can arise as a time-reversed partner with opposite wave vectors. For simplicity, we focus on the isotropic tunneling with $t_x = t_y = t_z$, the degeneracy of the ground states can be split into three cases by the configuration of the SO coupling $[35]$. The first case is that the SO coupling is anisotropic along all three dimensions. We then have a single pair of degenerate minima. If it is anisotropic along two dimensions, whether we have one pair, or two pairs, depending on the configuration of the SO coupling is prolate or oblate $[35]$. Finally, the case of maximum symmetry with fully isotropic SO coupling gives four pairs of degenerate minima. For example, when $\theta_x = \theta_y < \theta_z$ (the prolate case), two degenerate minima locate at $k_0 = (0, 0, \pm \theta_z / a)$; when $\theta_x = \theta_y > \theta_z$ (the oblate case), four degenerate minima locate at $(\pm \xi_1 / a, \pm \xi_1 / a, 0)$ with $\tan \xi_1 = \tan \theta_z / \sqrt{3}$; when $\theta_x = \theta_y = \theta_z$, eight degenerate minima locate at $(\pm \xi_2 / a, \pm \xi_2 / a, \pm \xi_2 / a)$ with $\tan \xi_2 = \tan \theta_z / \sqrt{3}$. This is in sharp contrast to the continuum case where the rotationally symmetric dispersion has an infinite ground states degeneracy forming an SO sphere $[28]$. Owing to the reduction of degeneracy, the Bose condensates with the synthetic 3D SO-coupling in an OL would be more robust against quantum fluctuations than their bulk counterparts.

For the weakly interacting cases (i.e., $U \ll t_q$) within the Gross-Pitaevskii (GP) approximation, the analysis of the ground state (condensate) wave-function in this system is in parallel to those of the counterparts in 2D OLS $[16]$, as well as in 2D and 3D continuum cases $[14, 37]$. Hence we just present the conclusions here without detailed calculations. The condensate wave-function can be written as a superposition of all possible single-particle (plane-wave) wave-functions of the lowest Bloch states discussed above, and the corresponding superposition coefficients are determined by minimizing the mean-field GP interaction (i.e., density-density interaction) energy $[10, 37]$. The GP interaction energy can be divided into the spin-independent and spin-dependent parts. The spin-independent term yields the same Hartree-Fork energy for any different selection of superposition coefficients, but the spin-dependent one with respect to $\alpha$ selects the coefficients for minimizing itself. For $\alpha < 1$, only one of the lowest degenerate single-particle state (whose numbers can be two, four or eight) is occupied, and thus the condensate wave-function is a plane-wave state with a finite momentum. On the other hand, for $\alpha > 1$, one of the paired degenerate states (whose numbers can be one, two or four) are occupied with equal superposition coefficients, giving rise to the condensate states with spin-flip density distribution $[10, 11]$. The structure of the spin-flip state is dependent on the vector $k_0$ and hence is tunable by the synthetic SO coupling. We note that these ground states are still degenerate except the case of stripe states with only two degenerate minima in the Bloch band. To further remove this accidental degeneracy, one should consider quantum fluctuations $[40]$.

IV. SPIN MODEL AND MAGNETIC STATES IN MOTT-INSULATOR REGIME

A. Effective spin Hamiltonian

In this section, we turn to consider the system in the MI phase. We are interested in the MI regime with $U \gg t_q$ and nearly unit atom per lattice site. In this case, the atoms are localized in individual lattices and the nearest-neighbor hopping can be treated as a perturbation, leading to an effective spin Hamiltonian $[41]$. To obtain the spin Hamiltonian of the system, one can begin with a two-site problem $[42]$. In the zero order, the system is described by the interaction Hamiltonian $[33]$, and the ground state manifold for the two-site problem with one atom in each site composes four degenerate zero-energy states $\{| \uparrow \downarrow \rangle, \{| \uparrow \downarrow \rangle, \{| \downarrow \uparrow \rangle, \{| \downarrow \uparrow \rangle \} \}$. Here we have assumed uniform in-site energy and chosen it as the energy base. The exchange of two atoms in different sites does not require energy, and hence the single atom hopping should be eliminated in the second order with respect to the ratio $t_q/U$. In this progress, there are six excited states $\{| \uparrow \downarrow ; 0 \rangle, \{| \uparrow \downarrow ; 0 \rangle, \{| \downarrow \uparrow ; 0 \rangle, \{| \downarrow \uparrow ; 0 \rangle, \{| \downarrow \downarrow ; 0 \rangle, \{| \downarrow \downarrow ; 0 \rangle \} \}$ with an energy $U$. The hopping perturbation described by $\mathcal{H}_T$ couples the ground-state manifold and the excited-state one. The resulting effective Hamiltonian up to the second order of perturbation reads $[41, 42]$

$$H_{\text{eff}}^{\beta \nu} = - \sum_\gamma (H_T)_{\beta \gamma} (H_T)_{\gamma \nu} E_\gamma - (E_\beta + E_\nu) / 2,$$

where $\beta$ and $\nu$ label the four states in the ground-states manifold and $\gamma$ labels the six excited ones.

After obtaining the two-site effective Hamiltonian from
Eq. (8), it is straightforward to extend it to the lattice counterpart by introducing nearest neighbor hopping in the whole lattice. It is convenient to write the lattice effective Hamiltonian in terms of isospin operators $\vec{S}_i = (S_i^x, S_i^y, S_i^z)$ with $S_i^\alpha = \frac{1}{2}(\hat{a}_{i,\uparrow}^\dagger \hat{a}_{i,\downarrow} + \hat{a}_{i,\downarrow}^\dagger \hat{a}_{i,\uparrow})$, $S_i^y = -\frac{i}{2}(\hat{a}_{i,\uparrow}^\dagger \hat{a}_{i,\downarrow} - \hat{a}_{i,\downarrow}^\dagger \hat{a}_{i,\uparrow})$, and $S_i^z = \frac{1}{2}(\hat{a}_{i,\uparrow}^\dagger \hat{a}_{i,\uparrow} - \hat{a}_{i,\downarrow}^\dagger \hat{a}_{i,\downarrow})$. The resulting spin Hamiltonian of this 3D system in in the deep MI region is then given by

$$
\mathcal{H}_s = -\sum_i \vec{S}_i \cdot \left( J_x S_i^x \hat{x} + J_y S_i^y \hat{y} + J_z S_i^z \hat{z} \right)
$$

$$
- \sum_i \left( K_x S_i^x S_{i+\hat{x}}^x + K_y S_i^y S_{i+\hat{y}}^y + K_z S_i^z S_{i+\hat{z}}^z \right)
$$

$$
- \sum_i \left( D_x \vec{S}_i \times \vec{S}_{i+\hat{x}} \cdot \hat{x} + D_y \vec{S}_i \times \vec{S}_{i+\hat{y}} \cdot \hat{y} + D_z \vec{S}_i \times \vec{S}_{i+\hat{z}} \cdot \hat{z} \right),
$$

(7)

where $J_\eta = \frac{4t^2}{u^2} \cos(2\theta_\eta)$, $K_\eta = \frac{8u^2}{t} \sin^2 \theta_\eta$, and $D_\eta = \frac{4u^2}{t^2} \sin(2\theta_\eta)$ are spin interaction strengths. Hamiltonian (7) describes a generally anisotropic 3D spin-spin interaction system. It combines the Heisenberg exchange interaction as the first term, the anisotropy interaction as the second term, and 3D DM spin interaction as the last term. Note that all the spin interaction strengths in these terms are dependent on the laser beams which generate the OL and the SO coupling, and hence they are tunable in experiments.

To proceed further, we introduce an effective Zeeman term to Hamiltonian (7), leading to the total spin Hamiltonian

$$
\mathcal{H}_s^T = \mathcal{H}_s - h_z \sum_i S_i^z.
$$

(8)

This Zeeman term can be easily achieved by applying an additional external field to the pseudospin-1/2 atoms. For the pseudospin states that are usually two atomic hyperfine states, the external field can be simply a real magnetic field \[32, 33\]. If the pseudospin states are dressed states, one can use an appropriately designed laser field to generate it \[34\]. Thus $h_z$ is also a tunable parameter. We assume that the strength of Zeeman field here $h_z \ll U$ but is comparable with $t_\eta^2/U$. Under this condition, the parameters in Hamiltonian (7) are approximately unchanged.

B. Numerical results from Monte Carlo simulations

Below we explore the low-temperature phase diagrams and ground states of the effective spin Hamiltonian $\mathcal{H}_s^T$ [see Eq. (8)], and we also intend to find stable Skyrmionic spin-textures via MC simulations. In this classical approximation we treat the spins $\vec{S}_i$ as classical unit vectors and aim to find the spin configurations $\{\vec{S}_i\}$ for minimizing the energy. We note that the classical MC simulation has been used to explore the phase diagrams of several kinds of spin models, such as the Heisenberg model with DM interactions in the context of solids \[45, 47, 48\]. While this method may not be used to determine the precise phase boundaries and to search for some phases driven by quantum fluctuations, it can be an efficient tool to determine different possible phases, especially when there are no degeneracies on the classical level. For example, the classical MC results in Ref. \[16\] is consistent with those by the variational analysis in Ref. \[19\]. Thus one can expect that the classification of ground states in our MC simulations could generally survive in a variational approach, but a full quantum treatment would be needed to have a deeper understanding of the quantum spin model \[8\], which is beyond the present work.

For simplicity, we assume isotropic parameters in the $xy$ plane, i.e., $t_x = t_y \equiv t$ and $\theta_x = \theta_y \equiv \theta$, and take $4t^2/U$ as energy unit hereafter, such that $J_x = J_y = \cos(2\theta)$, $K_x = K_y = 2 \sin^2 \theta$ and $D_x = D_y = \sin(2\theta)$. We also assume $t_z = \lambda_1 t$ and $\theta_z = \lambda_2 \theta$, such that $J_z = \lambda_1^2 \cos(2\lambda_2 \theta)$, $K_z = 2\lambda_1 \lambda_2 \sin^2(\lambda_2 \theta)$ and $D_z = \lambda_1^2 \sin(2\lambda_2 \theta)$. Calculations were mostly carried out for an $18 \times 18 \times 18$ lattice with periodic boundary conditions. Metropolis MC algorithm \[49\] was used throughout the calculations with $5 \times 10^6$ (and $5 \times 10^5$ for an $xy$-layer with $18 \times 18$ lattice) sampling steps at each annealing process with fixed low temperature $T = 0.005$ (in units of $4t^2/U$). Some checks on each $xy$ plane with sites $36 \times 36$ were performed to ensure consistency. The numerical results were also confirmed to be nearly the same for the open and periodic boundary conditions.
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**FIG. 2:** (Color online) The spin configurations (distribution of $S_i^z$) in the $xy$-plane with $z = 0$: (a) SP ($\theta = 0.104, h_z = 0$); (b) VX ($\theta = 1, h_z = 0$); (c) ST ($\theta = 1.24, h_z = 0$); (d) ST with complicated structure ($\theta = 1.56, h_z = 2.34$), which is not in the phase diagram. (e) The corresponding spin structure factors $S_k^z$ (see the text) of the spin configurations in (a-d) are from left to right, respectively.

1. **Phase diagram of the reduced 2D layer model with $t_z = 0$**

We first consider the case of $t_z \simeq 0$ in the Hamiltonian $\mathcal{H}$, which can be realized by increasing the intensity of the lasers that generate the periodic lattices along $\hat{z}$-axis. We obtain the classical ground state phase diagram of the spin Hamiltonian $\mathcal{H}_s^z$ with $t_z = 0$ as shown in Fig. 1. Apart from the conventional ferromagnetic (FM) and anti-ferromagnetic (AFM) phases, there are four unconventional phases having interesting spin configurations in the $xy$-plane: spiral (SP), stripe (ST), vortex crystal (VX) and Skyrmion crystal (SKX). Here FM denotes a ferromagnet with the spins being aligned along one direction (along the $\hat{z}$-axis in our case due to the Zeeman field), and the corresponding AFM is an anti-ferromagnet with neighboring spins pointing in opposite directions (along the $\pm \hat{z}$-axis in this paper). SP denotes a coplanar ground state with the spins having a spiral wave in its configuration, whose spatial periodicity are more than two sites. ST denotes another coplanar ground state, with spins being separated by periodically spaced domain walls. The case shown in Fig. 2(c) is a ferromagnetic stripe phase characterized by a single wave-vector along $\hat{x}$-axis. VX denotes a crystal state of vortices, with the spins wind clockwise or counterclockwise around each plaquette in the $xy$-plane. Finally, SKX is a crystal state of Skyrmions, where the spins align in a VX shape with nonzero Skyrmion density given by Eq. 9 below. The presented phase diagram shows a rich interplay between different magnetic orders, and the parameter region of the six phases can be found in Fig. 1. We should note that their boundaries between different phases may be unprecise in the level of quantum phases, however, this classical approach is efficient to determine possible phases.

The spin textures in the four unconventional magnetic phases have non-trivial structures and can be characterized by their spin structure factors $S_k^z \equiv |\sum_i S_i^z e^{ik \cdot r_i}|^2$ with $S_k^z = (S_i^z S_i^z)^{\frac{1}{2}}$. Figures 2(a)-(d) show some typical spin configurations in the spiral, vortex crystal and stripe phases, and figure 2(e) shows their spin structure factors $S_k^z$ in the momentum space (i.e., $k_x-k_y$ plane), with the spots denoting the peaks of the spin structure factors. In Fig. 2(e), $S_k^z$ exhibits a peak at $(0, 0.125\pi)$, corresponding to the spins spiralling along $y$ axis with the wave number $0.125\pi$ as shown in Fig. 2(a). Similarly, the spins forming a vortex-crystal configuration in Fig. 2(b) has $S_k^z$ peaks at $(0.75\pi, 0)$ and $(0, 0.75\pi)$, and the stripe spin configuration in Fig. 2(c) has a single peak at $(\pi, 0)$, which means that the spins are staggered along $x$ axis but are parallel along $y$ axis. We also find that the ground states may exhibit more complicated stripe spin-textures outside the parameter region of the phase diagram, with an example being shown in Fig. 2(d).

The Skyrmion crystal phase in the phase diagram, referring to the phase where the spins presenting an array of 2D Skyrmions (see Fig. 3), has a large parameter region when varying the SO-coupling strength $\theta$ and the Zeeman field $h_z$. The array of Skyrmions is anisotropy in general, and can present square or hexagonal-symmetric patterns for proper SO-coupling strengths. Figures 3(a) and (b) show the typical spin configurations in the Skyrmion crystal phase with square and hexagonal structures, respectively. The corresponding spin structure factors $S_k^z$ shown in Figs. 3(c) and (d) also reflect their symmetries in the momentum space. We note that the hexagonal Skyrmion crystal state in fact exhibits a triangular lattice structure of Skyrmions in the real space since $S_k^z$ is taken in account [see Fig. 3(b)]. However, we still refer to it as hexagonal one in order to be consistent with its hexagonal Bragg pattern in the Fourier analysis [see Fig.
dicates that the stripe spin states in our system with dif-
ferent phase angles are degenerate on the classical level. For the crystal states of vortices and Skyrmions shown in Figs. 2(b) and 3(a,b), which contain more than one spiral wave, it is very hard to give an expression of their spin configurations [45]. For example, one has to replace the local constraint \( S_i^2 = 1 \) followed in our numerical simulations and previous analysis by a global one (i.e. \( \langle S_i^2 \rangle = 1 \)) in approximately writing down the spin configuration of the square Skyrmion crystal as \( S_{i,SKX} \propto (\sin[k_{skx}y_i], \cos[k_{skx}x_i], \sin[k_{skx}x_i] + \cos[k_{skx}y_i]) \) [45], with the wave number \( k_{skx} = 0.5\pi \) as shown in Fig. 3(c). However, this approach will lead to a considerable deviation in estimating the energy density of these spin states [45]. Therefore, we numerically compute their energy densities by directly using the obtained spin configurations in Figs. 2(b) and 3(a,b). For the parameters \( \theta = 0.726 \) and \( h_z = 0.91 \) for the square Skyrmion crystals; \( \theta = 0.592 \) and \( h_z = 0.756 \) for the hexagonal Skyrmion crystals.

3(d)].

Before ending this part, we analyze the energies of the obtained spin states. For the reduced 2D system here, the energy functional \( E[S_i^2] \) is given by the Hamiltonian \( H \) with \( J_{x,y} = \cos(2\theta), K_{x,y} = 2\sin^2 \theta, D_{x,y} = \sin(2\theta) \), and \( J_z = D_z = K_z = 0 \). A classic spin state can be parameterized by \( \vec{S}_i = S(\cos \gamma \sin \varphi_1, \sin \gamma \sin \varphi_1, \cos \varphi_1) \) with \( S^2 = 1 \) and \( i \approx (x, y) \). For the \( z \)-axis ferromagnetic and antiferromagnetic spin states in our case, the energy densities defined as the energy per spin are \( E_{FM} = -E_{AFM} = -h_z - 2\cos(2\theta) \) (here \( h_z > 0 \) and \( 0 < \theta < \pi/2 \)). For the spiral and stripe spin states shown in Fig. 2(a) and (c), based on their spin structures in the momentum space, one can write down their spin configurations as \( \vec{S}_{i,SP} = (\sin[k_{sp}y_i], 0, \cos[k_{sp}y_i]) \) with \( k_{sp} = 0.125\pi \), and \( \vec{S}_{i,ST} = [(1)^{\gamma_i} \cos(k_{st}x_i + \phi), \sin(k_{st}x_i + \phi), 0] \) with \( k_{st} = \pi \) and \( \phi = 0.44\pi \) being a phase angle. Here we have dropped an irrelevant overall phase. Direct calculations yield the energy densities of the two spin states \( E_{SP} = -\cos(2\theta)(1 + \cos k_{sp}) - \sin(2\theta) \sin k_{sp} - \sin^2 \theta \), and \( E_{ST} = -2\sin^2 \theta \). Here \( E_{ST} \) is independent of \( \phi \), which indicates that the stripe spin states in our system withdif-
Such kind of Skyrmion crystals have been explored by numerical calculations and in experiments in chiral magnet materials \cite{15, 47, 48}, but the controllability in the materials \cite{47, 48} is low in contrast to that in the cold atom system. This system is clean and the parameters, such as $\theta$ and $h_z$, are widely tunable via adjusting laser-atom interactions \cite{25, 26}. So the density of Skyrmions and the symmetry of the Skyrmion crystal can be well controlled by varying the two parameters. For instance, increasing the Zeeman field can lead to the increase of the Skyrmion density up to certain levels, and varying the SO-coupling strength can change the distribution of Skyrmions, from generally anisotropy to square or hexagonal symmetry as shown in Figs. 3(a) and (b).

To further characterize the Skyrmion crystals, we introduce the local density of Skyrmions $\chi_i$ at lattice site $i$ in each $xy$-plane as \cite{15, 50}

$$\chi_i = \frac{1}{8\pi} \left[ \vec{S}_i \cdot (\vec{S}_{i+\hat{x}} \times \vec{S}_{i+\hat{y}}) + \vec{S}_i \cdot (\vec{S}_{i-\hat{x}} \times \vec{S}_{i-\hat{y}}) \right],$$

which is the discretization counterpart of the well-known topological charge density $\overline{S} \cdot (\partial_\mu S \times \partial_\nu \overline{S})/4\pi$ for the continuum case \cite{33}. For a single localized 2D Skyrmion here, its topological winding number given by $W_{2D} = \sum_1^{\text{unit cell}} \chi_i$ plus the sign of its pole (i.e., here $S_i^z = -1$ at the Skyrmion cone as shown in Fig. 3) equals to unit in the continuum limit. Note that for an ordinary vortex, this topological number equals to zero. The winding number is stable with respect to the discretization, as for a lattice layer with size $L \times L$, the fluctuation (error) is on the order of $O(4\pi^2/L^2)$ \cite{50}. In Figs. 3(e) and (f), we show local density of the square and the hexagonal Skyrmion crystals. The winding number of a single Skyrmion in the two cases is numerically computed to be nearly minus one.

3. Inter-layer spin interactions and why no 3D Skyrmions

Finally in this section, we turn to consider the inter-layer spin-spin interactions along the $z$ axis and check the stability of the square and hexagonal Skyrmion crystals obtained previously [see Fig. 3(a) and (b)] with respect to the parameters $\lambda_1$ and $\lambda_2$. Our numerical results are shown in Fig. 4. We find that the Skyrmion crystals with both square and hexagonal structures are stable and have a large region in the parameter space ($\lambda_1, \lambda_2$). Since the parameters $\lambda_1$ and $\lambda_2$ are position-independent, the spin configurations still exhibit the same distribution of Skyrmions in each $xy$ layer, which has been confirmed in our numerical calculations. That is to say, the 2D Skyrmion crystal states extend along the $z$ axis in a columnar manner \cite{46}. In the parameter space (see Fig. 4), there is another phase, i.e. the ferromagnetic phase. This demonstrates that the layer Skyrmion crystals can be melt into the conventional ferromagnet by spin-spin interactions along the $z$ axis in Hamiltonian $\mathcal{H}$. We note that near the boundary between the two phases, the Skyrmions and ferromagnet coexist in the spin configurations and hence the Skyrmion crystals are ill-defined there. However, in most of the region denoted by SKX in Figs. 4(a) and (b), the square and hexagonal Skyrmion crystals remain.

In our numerical calculations done by the classical MC method, we do not find a topologically non-trivial spin structure forming a genuine 3D Skyrmion or its corresponding crystal state \cite{51} for the spin Hamiltonian $\mathcal{H}$ in a large parameter region. For the most isotropic cases with $\theta_\eta = \theta = \pi/4$ and $h_z = 0$ (one has $D_\eta = K_\eta = 1$ and $J_\eta = 0$), the classical ground state is a spiral state with four-site periodicity along one axis $(\hat{x}, \hat{y}, \text{or} \hat{z})$ axis). An additional small Zeeman field favors a certain direction. Note that another degenerate spiral state with six-site periodicity in [111] direction do not appear in the numerical simulations, probably owing to the finite size effects. For other values of $\theta$ with $h_z = 0$, we find similar behavior for the ground states, i.e., the spins in each plane aligning in the same pattern and extending along the perpendicular axis in a columnar manner. At a strong Zeeman field, all these spins states would be melt into a ferromagnetic state along the direction of the Zeeman field. We have also checked that the special Zeeman field along [111] direction has similar effects as those along other directions, such as modulating the polarization of the spiral spins and changing the density of the 2D Skyrmions, without bringing the 3D Skyrmions.

Similar 3D spin models in the context of chiral magnetism have been investigated by variational energy analysis within the global-spin constraint condition \cite{15, 46}. Detailed calculations in Ref. [45] indicate that a 3D Skyrmionic ground state is possible; however, there would be other 3D spin states with lower energy as shown in Ref. \cite{46}. So, whether 3D Skyrmion crystal states can be energetically stable is yet to be explored in spin models \cite{52}. Back to our numerical results, there is no

FIG. 4: Stability of layer Skyrmion crystals with respect to the spin-interaction parameters $\lambda_1$ and $\lambda_2$ along the $z$ axis. The parameter regions for (a) square and (b) hexagonal Skyrmion crystals denoted by SKX are both wide. Another region denoted by FM is the ferromagnetic phase. The parameters are $\theta = 0.726$ and $h_z = 0.910$ in (a); $\theta = 0.592$ and $h_z = 0.756$ in (b).
indication of such a classical state at low temperature. This is consistent with a very recent numerical work by the classical MC simulation for a similar 3D lattice spin model \[53\]. The discrepancy might also be due to the soft spins constraint \(\langle \vec{S}_i^2 \rangle = 1\) used in the variational calculations in Refs. \[43\], \[44\], which replaces the hard spins constraint \(\vec{S}_i^2 = 1\) in the MC simulation. We note that this cold atom system with tunable parameters may provide a better platform for exploring the Skyrmion physics and searching for 3D Skyrmion crystal states in a semiclassical (such as using the soft spins) or quantum approach, which would be an interesting challenge in our further studies.

V. DISCUSSION AND CONCLUSION

Before concluding this paper, we briefly discuss some methods for detecting the superfluidity states and the spin configurations in the deep MI phase. The plane-wave and the strip superfluidity phases correspond to BECs at a single finite momentum and at a pair of opposite momenta, respectively. The values of the momenta depend on the SO-coupling strength as discussed in Sec. III. The standard time-of-flight imaging measurement can reveal the condensate peaks at the nontrivial momentum points \[26\], which provides direct signatures of the two superfluidity states. The different magnetic orders presented above can be detected by the optical Bragg scattering directly reveal their spin structure factors. Another way to measure the spin configurations is using the spin-resolved in-situ imaging technique \[55\]. The idea is to implement a high-resolution optical imaging system, by which single atoms are detected with near-unity fidelity on individual sites of an OL \[55\]. A similar measurement has been performed for revealing phase transitions of an atomic Ising chain \[58\].

In summary, we have studied the superfluidity and magnetic properties of ultracold bosons with the synthetic 3D SO coupling in a cubic OL. The lowest energy band exhibits one, two or four pairs of degenerate single-particle ground states depending on the SO-coupling strengths, which can lead to the condensate states with spin-stripes for the weak atomic interactions. In the MI state with one particle per site, an effective spin Hamiltonian with the 3D DM spin interactions is derived. The spin Hamiltonian with an additional Zeeman field has a rich phase diagram with spiral, stripe, vortex crystal, and Skyrmion crystal spin-textures in each \(xy\)-plane layer. The Skyrmion crystals extended along the \(z\) axis in a columnar manner can be tunable with square and hexagonal symmetries, and stable against the inter-layer spin-spin interactions in a large parameter region.
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