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Abstract

Deep learning approaches for semantic segmentation rely primarily on supervised learning approaches and require substantial efforts in producing pixel-level annotations. Further, such approaches may perform poorly when applied to unseen image domains. To cope with these limitations, both unsupervised domain adaptation (UDA) with full source supervision but without target supervision and semi-supervised learning (SSL) with partial supervision have been proposed. While such methods are effective at aligning different feature distributions, there is still a need to efficiently exploit unlabeled data to address the performance gap with respect to fully-supervised methods. In this paper we address semi-supervised domain adaptation (SSDA) for semantic segmentation, where a large amount of labeled source data as well as a small amount of labeled target data are available. We propose a novel and effective two-step semi-supervised dual-domain adaptation (SSDDA) approach to address both cross- and intra-domain gaps in semantic segmentation. The proposed framework is comprised of two mixing modules. First, we conduct a cross-domain adaptation via an image-level mixing strategy, which learns to align the distribution shift of features between the source data and target data. Second, intra-domain adaptation is achieved using a separate student-teacher network which is built to generate category-level data augmentation by mixing unlabeled target data in a way that respects predicted object boundaries. We demonstrate that the proposed approach outperforms state-of-the-art methods on two common synthetic-to-real semantic segmentation benchmarks. An extensive ablation study is provided to further validate the effectiveness of our approach.

Introduction

Semantic segmentation, which assigns semantic labels to each pixel in an image, is an essential task for many computer vision applications. Deep neural networks show remarkable success in semantic segmentation (e.g., Liu et al. (2019); Takikawa et al. (2019)). However, the success of current deep semantic segmentation methods depend on having large quantities of manually annotated data which may be difficult to produce for dense prediction tasks. As shown in Feng et al. (2020), the performance of a semantic segmentation network degrades rapidly with limited annotations even with
Figure 1: Illustration of our proposed approach to semi-supervised dual-domain adaptation for semantic segmentation. The top and middle branches in this network comprise a student-teacher network which is trained on unlabeled target data to address intra-domain discrepancy within the target domain, whereas the bottom branch is a student network that shares weights with the middle student network in order to address cross-domain shift between labeled source and labeled target data. The student and teacher networks are linked using exponential moving average (EMA).

carefully tuned networks. Further, data-driven approaches with limited data may not generalize well outside the training environment.

Unsupervised domain adaptation (UDA) attempt to mitigate the burden of annotation by using large amounts of synthetic data generated with known labels (e.g., using a graphics engine) as a source domain (e.g., GTA5 [Richter et al., 2016] and SYNTHIA [Ros et al., 2016]) and unlabeled examples of a target domain. The goal of UDA is to transfer learned knowledge from a labeled source domain to an unlabeled target domain by bridging the domain shift between them. Recent UDA methods have achieved significant improvements by employing different methods such as self-training [Zou et al., 2018, 2019], Li, Yuan, and Vasconcelos [2019], Zhang et al. [2019, 2021], generative models [Hoffman et al., 2018], Kim and Byun [2020], adversarial learning [Tsai et al., 2018], Vu et al. [2019a] and entropy minimization [Vu et al., 2019b], Pan et al. [2020]. However, due to not fully capturing information from target domain data, there is still a large performance gap between such solutions and their fully-supervised counterparts.
Semi-supervised learning (SSL) is another approach that aims at mitigating the burden of annotation. In such approaches a small set of labeled target data is used to label the remaining unlabeled data in an automated way thus leveraging the unlabeled data. SSL has shown significant progress for semantic segmentation in recent years Feng et al. (2020); French et al. (2019); Mittal, Tatarchenko, and Brox (2019); Ouali, Hudelot, and Tami (2020); Olsson et al. (2021). A potential problem with such approaches is overfitting of learned models to the small set of labeled target data, hence leading to a need to improve model generalization. Approaches for SSL include GAN-based adversarial learning Hung et al. (2018); Mittal, Tatarchenko, and Brox (2019), pseudo supervision Feng et al. (2020); Chen et al. (2020), and consistency regularization French et al. (2019); Kim, Jang, and Park (2020); Olsson et al. (2020).

Semi-supervised domain adaptation (SSDA) combines UDA and SSL by using a large set of labeled source data, a small set of labeled target data, and a large set of unlabeled target data. SSDA has been applied to image classification Kim and Kim (2020); Qin et al. (2020); Rukhovich and Galeev (2019); Yang et al. (2020) and semantic segmentation Wang et al. (2020); Chen et al. (2021a). Wang et al. (2020) propose a semi-supervised approach termed “Alleviating Semantic-level Shift” (ASS) to promote distribution consistency between global and local views.

SSDA shares challenges with both conventional UDA and SSL approaches. Although SSDA can be approached by directly using the labeled target data to supervise the segmentation task together with the supervised source data, doing so may lead to intra-domain discrepancy in the target domain which was demonstrated in semi-supervised domain adaptation for image classification task Kim and Kim (2020) where the target domain is separated into two unaligned sub-distributions due to aligned labeled source and labeled target data. That is, enforcing partial alignment between full labeled source data and a few labeled target data does not guarantee that the remaining unlabeled target samples will be attracted toward source feature clusters, thus leaving them unaligned. The presence of the intra-domain discrepancy makes traditional domain adaptation methods less suitable for SSDA. To address SSDA, Chen et al. Chen et al. (2021a) propose a two-step domain mixing model to effectively utilize labeled data in different domains by attempting to extract domain-invariant representations and so reduce the domain gap. In this approach the cross-domain region-level mixing employs CutMix Yun et al. (2019) and so fails to respect object boundaries. Furthermore, cross-domain mixing during domain adaptation doesn’t take into account the intra-domain discrepancy within the target domain, which has never been introduced and tackled in SSDA based semantic segmentation.

Following the intra-domain discrepancy observation described before, we propose a new semi-supervised dual-domain adaptation (SSDDA) approach for semantic segmentation to align cross-domain features by addressing the intra-domain discrepancy within the target domain. The proposed approach overcomes the limitations of previous methods and improves the performance of deep classifiers on target domains with a small set of labeled targets. This is achieved by applying our proposed mask-basked data augmentation strategy in two ways. First, by perturbing unlabeled target samples we attempt to capture unseen variations within the target domain to bridge unaligned target sub-distributions to some extent. Second, by employing a consistency loss over unlabeled mixed samples from the target domain we effectively alleviate the intra-
domain gap within the target domain (due to cross-domain adaptation between source data and the labeled target data).

Our proposed SSDDA approach utilizes a two-step domain adaptation: a cross-domain adaptation and an intra-domain adaptation. The goal of the cross-domain adaptation is to learn discriminative feature representation between source and target domains, while intra-domain adaptation aims at addressing intra-domain discrepancy within the target domain caused by the cross-domain adaptation. The intra-domain adaptation is performed by mixing two unlabeled target samples using their predicted segmentation maps. The cross-domain adaptation method is performed by mixing labeled images from two domains so as to extract domain-invariant representation.

Contributions. Our main contributions can be summarized as follows: (1) We address target intra-domain discrepancy in SSDA for semantic segmentation. (2) We propose a dual-domain adaptation framework that minimizes global domain shift between source and target domains while maintaining already aligned labeled and unlabeled target samples. (3) We demonstrate the effectiveness of our approach by improving state-of-the-art results on two common synthetic-to-real datasets.

Related Work

Domain adaptation aims at helping a trained model better generalize to unseen test data. Adversarial training [Hoffman et al. (2016); Chen, Li, and Van Gool (2018); Hong et al. (2018); Tsai et al. (2018); Wu et al. (2019a); Chen, Xue, and Cai (2019)] is a typical structure for UDA for semantic segmentation, which aims to address domain discrepancy between source and target domains by aligning feature distributions via an adversarial network. UDA via an adversarial network consists of two sub-networks. A discriminator aims to distinguish between domain the input feature maps, while a generator aims at generating feature maps to fool the discriminator. In this way, the discriminator is able to minimize the discrepancy of feature representations in the two domains. A similar approach for domain adaptation for semantic segmentation uses generative networks by conditioning target images on the source domain [Hoffman et al. (2018); Wu et al. (2018); Li, Yuan, and Vasconcelos (2019)]. Another category of approaches addressing UDA involves self-training [He et al. (2021); Kim and Byun (2020); Li, Yuan, and Vasconcelos (2019); Zhang et al. (2021)]. The core idea in such approaches is to generate pseudo labels for unlabeled target domain data using an ensemble of previous models. While, recent UDA methods for semantic segmentation have achieved significant progress, there is still a large performance gap in comparison to their fully supervised counterparts without target supervision.

A common way to avoid the need for a large labeled set for a dense prediction task such as semantic segmentation, is to annotate a small set of examples and use a semi-supervised learning approach for the remaining unlabeled data to train a model. Semi-supervised semantic segmentation has been widely studied using different mechanisms. Some methods utilize GAN-based adversarial learning [Hung et al. (2018); Mittal, Tzari, and Brox (2019)], while others [Feng et al. (2020); Chen et al. (2020)] generate pseudo supervision from the trained model (e.g. self-training). Consistency regularization can be used to address Semi-supervised semantic segmentation [French]
et al. (2019); Kim, Jang, and Park (2020); Olsson et al. (2020). This is done by enforcing a learned model to produce robust predictions for perturbations of unlabeled examples. Consistency regularization for semantic segmentation was first successfully used in a medical imaging application and has since been applied to other domains. Olsson et al. (2020) propose a similar technique along this line by using predictions of a segmentation network to construct mixing, thus encouraging consistency over highly varied mixed samples while respecting the semantic boundaries of the original images. Our proposed method is inspired by Olsson et al. (2020); Chen et al. (2021b) to make use of ideas from domain adaptation as well as semi-supervised learning.

Semi-supervised domain adaptation (SSDA) is an essential task that bridges the gap between a well-organized source domain and a target domain, thus promoting distribution consistency of features between the two domains using a small set of labeled data. Recent semi-supervised domain adaptation methods have shown remarkable progress for image classification Kim and Kim (2020); Qin et al. (2020); Rukhovich and Galeev (2019); Yang et al. (2020). Kim et al. Kim and Kim (2020) propose to align features by alleviating intra-domain discrepancy. This is done by adopting co-training Chen, Weinberger, and Blitzer (2011) to exchange the expertise between two classifiers which are trained on mixed data via a technique termed MixUp Zhang et al. (2017) to mix labeled and unlabeled data in the target domain. The proposed approach addresses a similar issue in semantic segmentation.

Several methods have been proposed to address SSDA in semantic segmentation using deep learning. Wang et al. Wang et al. (2020) propose a semi-supervised approach termed “Alleviating Semantic-level Shift” (ASS) to promote distribution consistency between global and local views. However, supervision of labeled target samples cannot fully take advantage of labeled data in the two domains. Further, the adversarial loss used in this approach makes the training unstable due to weak supervision. Chen et al. Chen et al. (2021a) developed a framework based on a two-step domain adaptation technique that is realized using two complementary domain-mixed teachers from a holistic and partial views, and a student model for distilling knowledge from the two teachers. The cross-domain region-level mixing in this approach uses CutMix Yun et al. (2019) and so fails to respect object boundaries. Intra-domain discrepancy in SSDA based semantic segmentation has not been addressed by these methods. Our proposed approach addresses these limitations and introduces a new perspective of intra-domain discrepancy within the target domain.

Proposed Approach

Problem Formulation

The method described in this paper is concerned with semi-supervised domain adaptation (SSDA) for semantic segmentation, given a large amount of labeled source data, a large amount of unlabeled target data, and a small amount of labeled target data. Denote the source domain data by \( D_s = \{(x^s_i, y^s_i)\}_{i=1}^{N_s} \), where \( N_s \) is the number of labeled
source examples and $x^s_i$ and $y^s_i$ represent an image example and its associated label respectively. Denote the labeled and unlabeled target domain data by $D_t = \{(x^t_i, y^t_i)\}_{i=1}^{N_t}$ and $D_u = \{x^u_i\}_{i=1}^{N_u}$ respectively, where $N_t$ and $N_u$ is the number of labeled and unlabeled target examples. Our proposed SSDA approach aims to train an effective model on $(D_s, D_t, D_u)$ with good generalization on unseen target examples by enhancing the target domain discriminability.

Proposed Dual-domain Adaptation

Domain shift between source and target data causes performance degradation. To address this problem we propose a two-step domain adaptation for SSDA. The proposed approach consists of a cross-domain adaptation network and an intra-domain adaptation and hence is termed dual-domain adaptation. The cross-domain part aims to close cross-domain shift, while the intra-domain part addresses intra-domain discrepancy generated by the cross-domain part. The cross-domain shift is addressed by training a single model on both labeled source data $D_s$ and labeled target data $D_t$. The intra-domain shift is addressed by utilizing unlabeled target data $D_u$. An overview of the proposed dual SSDA framework is shown in Figure 1. Note that we only show the ComplexMix based framework but don’t show ClassMix based framework which is similar to ComplexMix based framework. Our framework consists of two main components: a student-teacher network for intra-domain adaptation with a teacher (upper branch) and a student (middle branch), and a second student network for cross-domain adaptation (lower branch) that shares weights with the the intra-domain student network (middle branch). The proposed approach follows a Mean Teacher Framework Tarvainen and Valpola (2017), where the teacher network blends its parameters with the student network parameters using an exponential moving average (EMA). Details of the main components are provided below.

The labeled examples from the source and target domains constitute domain examples with a large domain gap. So, we try to alleviate this cross-domain gap to enforce distribution consistency between the source and target domains by only mixing labeled images from both domains, and so by passing them through the same student network (middle branch in Figure 1) we train the network to fit well labeled data from both domains. This process eliminates per-class decision boundaries lying between domains. With joint supervision of examples from both domains, the trained model tends to produce high-confidence predictions for intermediate features of both source-like and target-like images.

As described above, intra-domain discrepancy causes a distribution gap between sub-distributions of the target domain. In the context of SSDA intra-domain discrepancy occurs when the supervision of the samples from the source and target domains enforces the trained model to partially align source and target examples, thus leading to the presence of two unaligned sub-distributions corresponding to labeled and unlabeled data in the target domain. Following Olson et al. (Olsson et al. 2020), Chen et al. (2021b), we propose an intra-domain mixing scheme using a student-teacher network to alleviate the intra-domain gap between sub-distributions within the target domain via category-level mixing that is applied to unlabeled data in the target domain. We feed an input image pair to the teacher network and a mixed image to the student network. We then enforce matching of blended input student predictions to blended teacher pre-
Table 1: Evaluation results for SYNTIA→Cityscapes. We follow previous works by training the model with 16 classes and displaying the mIoU score of 13 classes. The symbol − indicates evaluations that cannot be performed. The best results are highlighted.

| Category | Method | 0 | 100 | 200 | 500 | 1000 |
|----------|--------|---|-----|-----|-----|------|
| UDA      | AdaptSeg [Tsai et al. (2018)] | 46.7 | -   | -   | -   | -    |
|          | Advent [Vu et al. (2019a)]    | 48.0 | -   | -   | -   | -    |
|          | LTI [Kim and Byun (2020)]     | 49.3 | -   | -   | -   | -    |
|          | PIT [Lv et al. (2020)]        | 51.8 | -   | -   | -   | -    |
|          | ProDA [Zhang et al. (2021)]   | 62.0 | -   | -   | -   | -    |
| Supervised | DeeplabV2 | - | 53.0 | 58.9 | 61.0 | 67.5 |
| SSL      | CutMix [French et al. (2019)] | - | 61.3 | 66.7 | 71.1 | 73.0 |
|          | DST-CBC [Feng et al. (2020)]  | - | 59.7 | 64.3 | 68.9 | 70.5 |
| SSDA     | Baseline | - | 58.5 | 61.9 | 64.4 | 67.6 |
|          | MME [Saito et al. (2019)]     | - | 59.6 | 63.2 | 66.7 | 68.9 |
|          | ASS [Wang et al. (2020)]      | - | 62.1 | 64.8 | 69.8 | 73.0 |
|          | DLDM [Chen et al. (2021a)]    | - | 68.4 | 69.8 | 71.7 | 74.2 |
|          | Ours¹ (ClassMix)               | - | 69.4 | 71.6 | 73.2 | 74.7 |
|          | Ours² (ComplexMix)             | - | 70.6 | 71.8 | 72.6 | 74.0 |

Intra-domain Mixing

The intra-domain mixing we propose is illustrated in Figure 1. We use a teacher (upper branch) and a student (middle branch). The intra-domain mixing we propose is implemented as follows: (1) Two unlabeled images \( x_u^a \) and \( x_u^b \) are randomly sampled from the unlabeled dataset; (2) The unlabeled samples \( x_u^a \) and \( x_u^b \) are fed into the teacher network which was trained on the labeled set to produce predictions \( \hat{y}_u^a \) and \( \hat{y}_u^b \); (3) We split \( x_u^a \) and its corresponding semantic label \( y_u^a \) into \( p \times p \) equal size blocks; (4) In each block, half of the classes are randomly selected using the argmaxed prediction of \( x_u^a \) to generate a mask \( M \). The binary mask \( M \) contains 1 values in chosen pixels and 0 values otherwise; (5) The binary mask \( M \) is used to create a mixed image \( x_{ab}^u \) by using pixels from \( x_u^a \) for mask values of 1 and pixels from \( x_u^b \) otherwise. The pseudo label for \( x_{ab}^u \) based on the predictions of \( x_u^a \) and \( x_u^b \) is produced in a similar way; (6) Finally, the mixed samples \( x_{ab}^u \) are fed into the student network to generate the mixed predictions.

The mixing process as described above can be formulated using the following equations:

\[
x_{ab}^u = M \odot x_u^a + (1 - M) \odot x_u^b \\
\hat{y}_{ab}^u = M \odot \hat{y}_u^a + (1 - M) \odot \hat{y}_u^b
\]

where \( \odot \) denotes element-wise multiplication.
The intra-domain image mixing we propose is able to produce new examples $x_{ub}^n$ that captures many kinds of unseen variations within the target domain. Such new examples bridge the gap between unaligned sub-distributions within the target domain to some extent. More importantly, we also employ a consistency loss $5$ to effectively alleviate the intra-target-domain gap generated due to cross-domain adaptation between the source and labeled target data. Specifically, we force agreement on target domain representations between the slow teacher network (whose parameters updated using moving average and hence is more stable and robust) and the fast student network. The motivation behind this approach is that, without any intra-domain regularization for the target domain, the cross-domain batch optimization would lean towards accumulating intra-domain differences. We thus pass the unlabeled data to both the slow teacher network (that is less suffering from intra-domain issues and is frozen) and the fast-updating student network (which potentially suffers from intra-domain gaps). Note that in this way if the intra-domain gap keeps growing, the consistency loss will increase, and so optimizing the consistency loss during training will help mitigate the generated intra-domain discrepancy within target domain.
Pseudo-labeling

In our intra-domain adaptation approach the label of the mixed image example is generated by directly taking argmax of the predictions produced by the teacher network \( g_{\phi} \). Such labels are termed pseudo labels. The generated pseudo labels are used to enforce consistency over the mixed examples. In addition, pseudo-labeling is capable of eliminating uncertainty along boundaries. Semantic segmentation boundaries are the most difficult to predict and especially in an intra-domain mix where the context around the boundaries may be inaccurate. Pseudo-labeling address this issue by converting produced probabilities to one-hot encoded classification results.

Training

Our proposed model is trained to minimize a combined loss composed of two supervised loss terms \( L_s(*) \) and \( L_t(*) \), and an unsupervised consistency loss term \( L_u(*) \) designed to enforce consistency regularization between the student and teacher classifiers for unlabeled target images:

\[
L = L_s(f_\theta(x^s), y^s) + L_t(f_\theta(x^t), y^t) + \lambda L_u(f_\theta(x^u), g_\phi(x^u))
\]

where \( \lambda \) is a hyper-parameter used to control the balance between the supervised and unsupervised terms.

The student model \( f_\theta \) is trained on labeled images of both the source and target domains in a supervised manner using the categorical cross entropy loss:

\[
L_s(f_\theta(x^s), y^s) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{H} \sum_{c=1}^{W} y^s[i, j, c] \log f_\theta(x^s)[i, j, c]
\]

\[
L_t(f_\theta(x^t), y_t) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{H} \sum_{c=1}^{W} y^t[i, j, c] \log f_\theta(x^t)[i, j, c]
\]

where \( N \) is the total number of labeled examples. In this equation, \((f_\theta(x^s))[i, j, c], y^s[i, j, c]\) and \((f_\theta(x^t))[i, j, c], y^t[i, j, c]\) are the target and predicted probability pairs for pixel \((i, j)\) belonging to class \( c \) for labeled source and target domains respectively.

The student model \( f_\theta \) is also trained on unlabeled image pairs \( u_a \) and \( u_b \) using the categorical cross entropy loss as a consistency loss to match pseudo labels:

\[
L_u(f_\theta(x^u_{ab}), \hat{y}^u_{ab}) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{H} \sum_{c=1}^{W} \hat{y}^u_{ab}[i, j, c] \log f_\theta(x^u_{ab})[i, j, c]
\]

where \( x^u_{ab} \) is the mixed image of \( x^u_a \) and \( x^u_b \) using \( M \), and \( \hat{y}^u_{ab} \) is the mixed pseudo label of \( g_\phi(x^u_a) \) and \( g_\phi(x^u_b) \) based on \( M \).

Experimental Evaluation

Data
Table 2: Evaluation results for GTA5→Cityscapes. The mIoU scores are calculated over 19 classes of the Cityscapes validation set with respect to 0, 100, 200, 500, and 1000 labeled samples. Note that the results of full labeled (2975) samples are removed since it violates the setting of our method which involves unlabeled target domain data during training. The symbol − indicates evaluations that cannot be performed. The best results are highlighted.

| Category | Method                        | 0   | 100  | 200  | 500  | 1000 |
|----------|-------------------------------|-----|------|------|------|------|
| UDA      | AdaptSeg Tsai et al. (2018)   | 42.4| -    | -    | -    | -    |
|          | Advent Vu et al. (2019a)      | 44.8| -    | -    | -    | -    |
|          | LTI Kim and Byun (2020)       | 50.2| -    | -    | -    | -    |
|          | PIT Lv et al. (2020)          | 50.6| -    | -    | -    | -    |
|          | ProDA Zhang et al. (2021)     | 57.5| -    | -    | -    | -    |
|          | Supervised DeeplabV2          | -   | 41.9 | 47.7 | 55.5 | 58.6 |
| SSL      | CutMix French et al. (2019)   | -   | 50.8 | 54.8 | 61.7 | 64.8 |
|          | DST-CBC Feng et al. (2020)    | -   | 48.7 | 54.1 | 60.6 | 63.2 |
|          | ClassMix Olsson et al. (2021) | -   | 54.1 | 61.4 | 63.6 | 66.3 |
|          | ComplexMix Chen et al. (2021b)| -   | 53.9 | 62.3 | 64.1 | 66.8 |
| SSDA     | Baseline                      | -   | 52.6 | 53.6 | 58.4 | 61.6 |
|          | MME Saito et al. (2019)       | -   | 52.6 | 54.4 | 57.6 | 61.0 |
|          | ASS Wang et al. (2020)        | -   | 54.2 | 56.0 | 60.2 | 64.5 |
|          | DLDL Chen et al. (2021a)      | -   | 61.2 | 60.5 | 64.3 | 66.6 |
|          | Ours¹ (ClassMix)              | -   | 57.5 | 62.8 | 65.9 | 66.9 |
|          | Ours² (ComplexMix)            | -   | 60.1 | 62.9 | 65.7 | 66.8 |
We validate the effectiveness of our proposed approach on two challenging synthetic-to-real SSDDA semantic segmentation tasks. We use commonly used synthetic datasets (GTA5 [Richter et al. (2016)] and SYNTHIA [Ros et al. (2016)]) for the source domain, and a real-world image dataset (Cityscapes [Cordts et al. (2016)]) for the target domain. The split into training and testing sets is done in a standard way as defined by other work (e.g. Chen et al. [Chen et al. (2021a)]). We train a model using a large amount of labeled source data, a small set of labeled target data, and the remaining unlabeled target data.

**Implementation details**

In our experiments we employ a Deeplab-V2 [Chen et al. (2017)] model with a ResNet-101 [He et al. (2016)] backbone pretrained on ImageNet [Deng et al. (2009)], as the base semantic segmentation (student) network $f_\theta$. We use the Pytorch deep learning framework to implement our approach on two NVIDIA-SMI GPUs with 16 GB memory in total. The batch size for the training is set to 1 and 4 for the source and target domains respectively. For the target domain we use 4 samples in each batch where 2 are labeled images and 2 are unlabeled. We did not attempt to tune this batch size parameter. During training, Stochastic Gradient Descent (SGD) is employed as the optimizer with momentum of 0.9. We use a polynomial decay schedule [Chen et al. (2017)]. The initial learning rate and weight decay are set to $5 \times 10^{-4}$ and $2.5 \times 10^{-4}$ respectively. The weight $\lambda$ in Eq. 2 is set to 1.

![Figure 2: GTA5→Cityscapes qualitative semantic segmentation results comparing the proposed approach to DLDM [Chen et al. (2021a)] using various amounts of labeled target data (100, 200, 500, 1000). (a) Cityscapes validation examples and their associated ground truth (GT), (b)-(e) predicted segmentation maps using different numbers of labeled target images.](image)

**Results**

The proposed SSDDA approach is evaluated in the context of semantic segmentation using the standard mean intersection-over-union (mIoU) score computed on a separate Cityscapes validation set. We compare the proposed approach to state-of-the-art ap-
proaches and conduct an ablation study. Experimental results show that the proposed approach is capable of producing results which surpass the state-of-the-art.

**Compared Approaches**

Following the evaluation setting of Chen et al. (2021a), the baseline methods for comparison are divided into three main categories: UDA, SSL, and SSDA, where we add additional state-of-the-art methods to our comparison. UDA uses fully labeled source domain and unlabeled target domain data for training; SSL uses a small amount of labeled target and the remaining unlabeled target data for training; SSDA uses fully labeled source data, a small amount of labeled target data as well as reminding unlabeled target data to train the model. The supervised approach uses all available (source and target) labeled data without attempting to utilize unlabeled target data. All the trained models are evaluated on the same validation set. We evaluate two variants of our proposed approach differing by the way intra-domain adaptation is performed: Ours$^1$ uses ClassMix (French et al. 2019) whereas Ours$^2$ uses ComplexMix (Chen et al. 2021b).

**SYNTHIA → Cityscapes Evaluation**

We evaluate the compared approaches using SYNTHIA as a source domain and Cityscapes as a target domain. We follow the evaluation setting of Chen et al. (2021a) reporting the mIoU score of the 13 classes shared between SYNTHIA and Cityscapes in Table 1. The columns of the table show the number of labeled target examples used for domain adaptation (out of approximately 3000 target domain examples). UDA approaches do not use labeled target data and so do not contain results for columns 100–1000. Likewise, the remaining approaches require labeled target data and so do not contain results for the 0 column. Note that the results of full labeled (2975) samples are removed since it violates the setting of our method which involves unlabeled target domain data during training.

As can be observed in the table: (1) our proposed models trained on different ratios of labeled target data outperform all existing methods within all three categories of UDA, SSL and SSDA; (2) With 100 labeled target examples the proposed approach outperforms all state-of-the-art UDA methods thus demonstrating the importance of semi-supervision. (3) With 200 labeled target examples the proposed approach significantly narrows the performance gap with a fully supervised DeepLabV2 approach, thus demonstrating that the proposed approach is able to effectively utilize information from unlabeled target examples. (4) With any amount of labeled target examples the proposed approach outperforms all SSL approaches thus demonstrating it can effectively utilize data from a different domain. (5) The proposed approach outperforms at all mixing levels the state-of-the-art SSDA approach of Chen et al. (2021a) (DLD) which does not take into account intra-domain adaptation within the target domain, thus demonstrating the advantage of the dual domain adaptation in the proposed approach. (6) The proposed method "Ours$^2$" using ComplexMix performs better than the "Ours$^1$" method using ClassMix for lower labeled data ratios thus demonstrating the importance of more complex mixing when the amounts of labeled target data are small.

**GTA5 → Cityscapes Evaluation**
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Table 3: Ablation study results for cross-domain-only and intra-domain-only for GTA5 → Cityscapes. The mIoU score are calculated over 19 classes of Cityscapes validation set with 100, 200, 500, and 1000 labeled examples.

| Method            | 100  | 200  | 500  | 1000 |
|-------------------|------|------|------|------|
| Cross-domain only | 47.9 | 50.2 | 58.4 | 60.0 |
| Intra-domain only | 53.9 | 62.2 | 64.1 | 66.7 |
| Ours (ClassMix)   | 57.5 | 62.8 | 65.9 | 66.9 |

To further validate the effectiveness of our proposed approach, we conduct an additional evaluation using GTA5 as a source domain and Cityscapes as a target domain. We follow the evaluation setting of Chen et al. (2021a) reporting the mIoU score of the 19 classes shared between SYNTHIA and Cityscapes. The evaluation results are presented in Table 2. As shown in the table, our proposed approach outperforms all other methods for all ratios of labeled target domain examples. Hence, it further supports our arguments drawn in SYNTHIA → Cityscapes.

Qualitative segmentation results are shown in Figure 2 comparing DLDM Chen et al. (2021a) to the proposed SSDDA approach using various amounts of labeled target examples (100, 200, 500 and 1000). As can be observed, the results obtained by proposed approach resemble better the ground truth for larger amounts of labeled images.

**Ablation Study**

To further demonstrate the effectiveness of our approach, we conduct an additional ablation study. Our approach is comprised of two domain adaptation strategies and in the ablation study we demonstrate the contribution in using dual (simultaneous) domain adaptation to using the single domain adaptation components: cross-domain-only and intra-domain-only. The evaluation is performed when using GTA5 as the source domain and Cityscapes as the target domain. Quantitative evaluation results are shown in Table 3. As can be observed in the table, intra-domain-only adaptation obtains better results compared with cross-domain-only adaptation, while our proposed dual-domain adaptation approach achieves the best results. Overall, this demonstrates that our dual-domain adaptation approach successfully transfers information from the source domain to the target domain while effectively alleviating intra-domain discrepancy generated by the cross-domain adaptation process.

**Conclusion**

In this paper we propose a new semi-supervised dual-domain adaptation (SSDDA) approach for semantic segmentation. Cross-domain adaptation is achieved by a student network, while a separate student-teacher network sharing weights with the former student network is used to address intra-domain shift. We validate the effectiveness of the proposed approach and show that by utilizing useful information from the source
and target domain data, we can surpass state-of-the-art performance when evaluated on two standard synthetic-to-real tasks.
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