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Summary

This dissertation reports a series of electron transport experiments on semiconductor nanowires towards realizing the hypothesized topological quantum computation. A topological quantum computer manipulates information that is stored nonlocally in the topology of a physical system. Such an operation possesses advantages over the current quantum computation platforms due to its robustness against local sources of decoherence, offering a natural fault-tolerance. Among various candidate platforms to realize topological quantum computation, semiconductor nanowires with strong spin–orbit coupling attached to conventional superconductors have emerged as a prime contender. The predicted topological properties of such a system is associated with the emergence of Majorana modes.

The first experimental studies of Majoranas in semiconductor nanowires have been reported in 2012, shortly after which the experiments in this dissertation have been performed, spanning a four year period between 2013 and 2016. During this period, the presence of disorder has been considered to be the main obstacle towards the realization of a topological quantum computer based on semiconductor nanowires. Disorder can mimic the experimentally measurable properties of Majoranas, or can render the promise of fault-tolerance ineffective. The experiments in this dissertation aim for eliminating the disorder on the surface of the nanowire, and in the interface between the nanowire and the superconductor.

The dissertation starts with introducing the reader to the profound importance of topology in condensed matter physics (Chapter 1), after which the theoretical background of the reported experiments is covered (Chapter 2). The following chapters report experiments studying and reducing the disorder on the semiconductor nanowire surface (Chapter 3), and in the superconductor–semiconductor nanowire interface (Chapter 4). The reduction of disorder results in an experimental observation of ballistic superconductivity in semiconductor nanowires, reported in Chapter 5. Finally, in Chapter 6, we include the materials improvements reported in the previous chapters in the devices allowing for Majorana measurements. These devices show coexistence of ballistic transport and Majorana properties, excluding disorder mechanisms for the explanation of the observed Majorana properties. The dissertation is concluded with Chapter 7, which discusses future directions for realizing a topological quantum computer based on semiconductor nanowires.
Samenvatting

Dit proefschrift rapporteert een serie elektronen transport experimenten op halfgeleider nanodraden met als doel de hypothetische topologische kwantumberekening te realiseren. Een topologische kwantumcomputer manipuleert informatie die niet-lokaal is opgeslagen in de topologie van een fysisch systeem. Een dergelijke operatie heeft voordelen ten opzichte van de huidige kwantumberekeningsplatforms door zijn robuustheid tegen lokale bronnen van decoherentie, wat een natuurlijke fouttolerantie biedt. Tussen verschillende kandidaat-platforms om topologische kwantumberekening te realiseren, zijn halfgeleider nanodraden met een sterke spin–baankoppeling gekoppeld aan conventionele supergeleiders naar voren gekomen als een veelbelovend platform. De voorspelde topologische eigenschappen van een dergelijk systeem zijn verbonden met de verschijning van Majorana modes.

De eerste experimentele studies van Majoranas in halfgeleider nanodraden zijn geïnformeerd in 2012, waarna de experimenten in dit proefschrift zijn uitgevoerd, verspreid over een periode van vier jaar tussen 2013 en 2016. Tijdens deze periode werd de aanwezigheid van wanorde beschouwd als het belangrijkste obstakel voor de realisatie van een topologische kwantumcomputer op basis van halfgeleider nanodraden. Wanorde kan de experimenteel meetbare eigenschappen van Majoranas nabootsen, of kan de belofte van fouttolerantie ineffectief maken. De experimenten in dit proefschrift streven ernaar om de wanorde op het oppervlak van de nanodraad en in het contactvlak tussen de nanodraad en de supergeleider te elimineren.

Het proefschrift begint met het aan de lezer introduceren van het grote belang van topologie in de vaste stof fysica (hoofdstuk 1), waarna de theoretische achtergrond van de gerapporteerde experimenten wordt behandeld (hoofdstuk 2). De volgende hoofdstukken rapporteren experimenten die de wanorde op het halfgeleider nanodraad oppervlak (hoofdstuk 3) en in het supergeleider–halfgeleider nanodraad contactvlak (hoofdstuk 4) bestuderen en verminderen. De vermindering van de wanorde resulteert in een experimentele waarneming van ballistische supergeleiding in halfgeleider nanodraden, gerapporteerd in hoofdstuk 5. Tot slot nemen we in hoofdstuk 6 de in de voorgaande hoofdstukken gerapporteerde materiaalverbeteringen in de nanodraad devices op, waardoor Majorana-metingen mogelijk zijn. Deze devices tonen coëxistentie van ballistische transport en Majorana eigenschappen, waardoor wanorde mechanismen kunnen worden uitgesloten als verklaring van de waargenomen Majorana eigenschappen. Het proefschrift wordt afgesloten met hoofdstuk 7, waarin toekomstige stappen worden besproken voor het realiseren van een topologische kwantumcomputer op basis van halfgeleider nanodraden.
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Introduction
Some time in elementary school we all learn about the states of matter: solid, liquid, gas. Water, for example, is a liquid characterized by H$_2$O molecules that are free to move in all directions. This free movement allows water to take any arbitrary shape. Ice, on the other hand, is a solid state of matter. Unlike water, ice has structural rigidity which arises from the ordered arrangement of its molecules. In most cases, solids consist of crystals which can be thought as periodic patterns of atoms, ions or molecules. A two-dimensional crystal is illustrated in Figure 1.1 (top) by a tessellation of the Dutch artist M.C. Escher. The entire pattern can be reconstructed by repeating the motif, in this case a rhombus, shown in Figure 1.1 (bottom). This is called translational symmetry, an essential property of crystals. Note, however, that the reconstruction would only work when repeating the unit cell along certain directions. For other directions, the pattern would look different and form a different crystal. In other words, crystals have discrete (discontinuous) translational symmetry. On the contrary, water has continuous translational symmetry. This is because a rearrangement of water molecules, for example by putting it in a different container, would not change its physical properties.

Figure 1.1 | *Fish / Duck / Lizard* (No. 69) by M.C. Escher illustrating a planar lattice. Top figure shows a pattern consisting of a periodic arrangement of fish, turtles and birds representing a two-dimensional crystal. Bottom figure shows the motif, or the unit cell, from which the top pattern can be reconstructed. $a_1$ and $a_2$ are the unit vectors which, together with the unit cell, define the crystal. Figure used by permission [1].

When a liquid solidifies into a crystal, it changes from a phase with continuous symmetry, or a high-symmetry state, to a phase where the continuous symmetry is reduced to a discrete set of symmetries, a low-symmetry state [2]. A change of symmetry is the underlying cause of most phase transitions observed in condensed matter physics. Fig-
Figure 1.2 illustrates two important examples: Top panel shows the ferroelectric phase transition of lead titanate, a material with a wide range of applications as a transducer due to its piezoelectricity. The phase transition is a result of a shift of the ions in the crystal upon lowering the temperature below a critical value, which changes the structure reducing the symmetry. In the bottom panel a ferromagnetic phase transition is depicted where the randomly oriented electron spins can align below a critical temperature, the hallmark of magnets. In this case, random orientation of the electron spins results in a continuous rotational symmetry which is broken in the ferromagnetic phase, similar to freezing of water. Another example is the superconducting phase transition which is associated by broken electromagnetic gauge symmetry. We will learn more about superconductors in the following chapters.

![Figure 1.2 | Ferroelectric and ferromagnetic phase transition.](image)

Characterizing phase transitions by a change in the underlying symmetries of a system was developed in 1940s by the Russian physicist Lev Landau, and since then his approach has been applied to all states of matter for many years. However, in 1980s this paradigm was challenged by the discovery of the quantum Hall effect [4] which provided an example of a unique state that does not arise from a change in symmetry. Instead, quantum Hall state is characterized by its distinct topology [5], which does not depend on the specific geometry or smooth changes in material parameters, illustrated in Figure 1.3. This robustness is manifested in precise quantization of Hall conductance in
1. Introduction

Figure 1.3 | Topological distinction of matter. The trivial knot, or unknot, (left) and the trefoil knot (right) cannot be transformed into each other without cutting and refixing. This is due to the differences in their topology which is not affected by smoothly varying their shape, for example by bending or squeezing. While the topology of knots can be visualized in position space, the distinct topology of the quantum Hall state becomes apparent in momentum space. Adapted from [6].

units of $e^2/h$ which consists of two fundamental constants of nature: $e$ the elementary charge and $h$ the Planck constant, shown in Figure 1.4. This quantization is universal and insensitive to various experimental conditions such as the type or purity of the material, which has led quantum Hall effect to be used for maintaining the standard of electrical resistance. Both the experimental discovery of quantum Hall effect and the theoretical findings of topological states have been awarded by a Nobel Prize, respectively, to Klitzing in 1985, and to Thouless, Haldane and Kosterlitz in 2016 [2].

Figure 1.4 | Quantum Hall effect. The measured quantum Hall resistance, or the inverse of conductance, is plotted as a function of applied magnetic field. Quantum Hall resistance is given by $n^{-1} \times h/e^2$, where $n$ is an integer characterizing each plateau and $h/e^2 \approx 26 \text{k}\Omega$. The quantization is evident from the staircase-like shape of the measured resistance. Adapted from [7].

In the past decade the field of topology in condensed matter has substantially grown by the prediction and the realization of new types of topological states [8]. These so-called topological insulators share similarities with the quantum Hall state but differ in that they do not require an externally applied magnetic field. Instead, the topological
state is achieved by spin–orbit coupling, a relativistic effect which couples the spin and the momentum of electrons, and causes electrons that are moving through a crystal to feel an internal momentum-dependent magnetic field. The effect of spin–orbit coupling to the dispersion of electrons is introduced in the following chapter.

![Figure 1.5 | Ordinary insulator, quantum Hall state and topological insulator.](image)

Electronic states can have different topologies. In ordinary insulators, the outermost electrons are localized around the ion cores and cannot propagate freely in the crystal. An energy gap separates the localized valence electrons from the available excitation states in the conduction band. In the quantum Hall regime, the external magnetic field confines the electrons in cyclotron orbits and opens an energy gap. However, there are conducting gapless boundary modes along the edges of the crystal due to the nontrivial topology of the quantum Hall state. Topological insulators are similar to the quantum Hall state and have an energy gap in the bulk of the crystal. However, gapless boundary modes result from spin–orbit coupling and do not require an external magnetic field. Because of this difference, there are two counter-propagating boundary modes which carry opposite spin. All three states are topologically distinct. Adapted from [8].

Past decade’s discoveries have led the intriguing concept of topology to not only provide unique insight into physics of materials, but also to guide the design of novel devices for practical applications. A particularly exciting avenue is to use topology to realize a quantum computer [9]. Quantum computers are predicted to outperform classical computers for certain tasks but their state-of-the-art building blocks, called quantum bits or qubits, are still fragile and require extreme conditions of operation. Even a small interaction of a qubit with its environment can spoil the stored information causing computational errors. Current efforts to realize a quantum computer are therefore directed towards error-correction [10]. Topological states of matter, on the other hand, promise a natural alternative for error-protected quantum computation owing to their robustness against small changes in the environment.

In 2008 Fu and Kane predicted that the combination of a topological insulator with an ordinary s-wave superconductor supports Majorana modes, the zero-energy excitations of a topological superconductor [11]. Because of their non-Abelian statistics, which is different from fermion and boson statistics, Majorana modes can be used as building blocks of a topological quantum computer [9]. Fu and Kane’s seminal study has enabled hybrid approaches for a condensed matter realization of Majorana modes. Until
then such research efforts had been limited to rare p-wave superconductors or fractional quantum Hall systems, materials that are in the quantum Hall state but additionally include electron-electron interaction, which demand very high purity and very low temperatures. Their proposal and the following ones have led many other materials in combination with common superconductors to be pursued for Majoranas. Besides topological insulators, these materials include graphene [12], two-dimensional electron gases [13], atomic chains [14], and semiconductor nanowires [15, 16]—the scope of this dissertation.

Figure 1.6 | A Majorana nanowire device. A semiconductor nanowire with spin–orbit coupling (blue) is attached to a superconductor (pink). An electrostatic gate (green) tunes the electron density in the nanowire. An external magnetic field $B$ is oriented along the wire.

Majorana research in semiconductor nanowires was initiated in 2010 by two theory works [17, 18], which outlined superconductivity, spin–orbit coupling, electrostatic tunability, and finally an external magnetic field as the requirements (Figure 1.6), the first two being common to all proposals following Fu and Kane’s hybrid approach. Because both superconductivity [19] and spin–orbit coupling [20] were previously demonstrated in electrostatically tunable semiconductor nanowires, they have offered a natural platform to realize a topological superconducting state. Soon after, several experiments reported characteristic Majorana signatures in spin–orbit coupled semiconductor nanowires combined with superconductors [15, 16, 21–27], which we call here Majorana nanowire devices.

Like all topological systems, Majorana nanowire devices are characterized by a degenerate ground state (there are more than one configuration with the lowest energy) and an energy gap between the ground state and the rest of the excitations. The robustness of the topology ultimately relies on this energy gap, the so-called topological gap. Several studies have demonstrated that the topological gap is adversely affected by disorder [28–30]. Moreover, disorder has been both theoretically and experimentally shown to mimic characteristic Majorana signatures [31–36]. This dissertation reports experiments aiming to reduce the disorder in indium antimonide (InSb) Majorana nanowire devices, and has the following outline:

Chapter 2 introduces the theoretical concepts related to the experiments reported in the following chapters.

Chapter 3 reports experiments demonstrating an improvement in nanowire mobility, an inverse measure for disorder. The improvement is realized by optimizing various exper-
imental conditions during the fabrication of nanowire devices. The devices reported in the following chapters have been fabricated using this optimized fabrication recipe.

Chapter 4 reports experiments demonstrating an improvement in the induced superconducting gap in the semiconductor nanowire which is directly related to the topological gap. The improvement is realized by increasing the uniformity of the superconductor–semiconductor nanowire interface. These interface improvements have been included in the experiments reported in the following chapters.

Chapter 5 reports experiments demonstrating ballistic transport in semiconductor nanowires with induced superconductivity, the hallmark of low-disorder transport regime. Ballistic transport is achieved owing to the device improvements reported in the previous chapters.

Chapter 6 reports experiments demonstrating characteristic Majorana signatures in semiconductor nanowire devices exhibiting ballistic transport properties. This observation excludes the known alternative explanations for Majorana signatures that invoke disorder.

Chapter 7 concludes the dissertation by summarizing the results and providing an outlook.
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2

Theory
2.1. Introduction to superconductivity

In this section we qualitatively introduce superconductivity which the experiments reported in this thesis use to create Majoranas.

Superconductivity is a phenomenon of zero electrical resistance (perfect conductance) [1] and an expulsion of magnetic field (perfect diamagnetism) [2]. It occurs in certain materials below a characteristic critical temperature and critical field. Importantly, superconducting phase is associated with electrons behaving coherently which lend themselves to be described by a single wave function.

Superconductivity is treated by two different approaches. First of these is the Ginzburg–Landau theory [3, 4] which concentrates on superconducting electrons and accounts for the macroscopic quantum mechanics of the superconducting state. While this approach is very successful in describing the electrodynamics of superconductors, it does not treat superconductivity at a microscopic level due to its phenomenological nature [5]. Since we are interested in a microscopic treatment, this approach is not covered in this thesis. Instead we will make use of Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity which we qualitatively introduce below.

![Figure 2.1 | Occupation probability of Cooper pairs.](image)

Microscopic mechanism of superconductivity was first explained by Bardeen, Cooper, and Schrieffer, within the framework of what is now called the BCS theory, based on attractive interactions between electrons [6]. BCS theory shows that the ground state of a system of electrons with attractive interactions is reached when electrons occupy \( k \)-states in pairs [7]. These pairs, the so-called Cooper pairs, consist of electrons with opposite momentum and spin, and form the many-body ground state of the superconducting phase. While BCS pairing model does not depend on the origin of the attractive interaction, it is found to be mediated by the collective motion of the positively charged ion-cores in the lattice that are called phonons [5]. Here, an electron scatters from state \( k \) to \( k' \) emitting a virtual phonon which is absorbed by its partner-electron scattering
from \(-k\) to \(-k'\) [8]. Because this process requires the availability of both occupied \(k\)-
states and unoccupied \(k'\)-states within a certain energy window, electrons do not prefer
a step-function distribution which is energetically unfavourable even at zero tempera-
ture (contrary to normal metals, see Figure 2.1). Instead, electrons occupy states with
energies above the Fermi energy to form Cooper pairs. Resulting kinetic energy increase
is compensated by the bound state energy \(2\Delta\), the minimum energy required to break a
Cooper pair. Importantly, this minimum energy requirement corresponds to an energy
gap in the excitation spectrum. The presence of an excitation gap from the many-body
ground state dictates many important characteristics of superconductors, for example
the ability to carry currents without dissipation.

2.2. Bogoliubov–de Gennes formalism

Here we introduce a formalism to express excitations from the many-body ground state of
a superconductor. Both the Majoranas and the charge transport between a superconduc-
tor and a normal conductor are described using these excitations.

In the previous section we have introduced the pairing of electrons with opposite
momentum and spin. For such a system the effective Hamiltonian in momentum space,
the so-called pairing Hamiltonian, can be written as [5, 10]

\[
H_k = \sum_k E_k a_k^\dagger a_k - \sum_{k,l\in\delta} V_{kl} a_l^\dagger a_{-l}^\dagger a_{-k} a_k,
\]

where a positive wave vector \(k\) (\(l\)) implies spin up and a negative wave vector spin down.
The first sum accounts for the energy of noninteracting electrons \(E_k = \hbar^2 k^2/2m^* - E_F\),
with \(\hbar\) denoting the reduced Plank constant, \(m^*\) the effective mass of electrons, and \(E_F\)
the Fermi energy. \(a^\dagger\) is the creation, \(a\) the annihilation, and \(a^\dagger a\) the number operator
for electrons. The second sum is the pairing term describing the attractive interaction of
electrons within a small energy window around the Fermi level, with \(V_{kl}\) the matrix ele-
ment of the interaction potential. The pairing term which is quartic in electron operators
can be simplified using mean-field approximation where the fluctuations of \(a_{-k} a_k\) from
their expectation values \(\langle a_{-k} a_k \rangle\) are assumed to be minimal. Denoting \(\langle a_{-k} a_k \rangle = b_k\)
mean-field approximation implies \(\langle a_l^\dagger a_{-l}^\dagger - b_l \rangle (a_{-k} a_k - b_k) \approx 0\), and one arrives at the
so-called model Hamiltonian

\[
H_k = \sum_k E_k a_k^\dagger a_k - \sum_{k,l\in\delta} \left( \Delta_k a_k^\dagger a_{-k}^\dagger + \Delta_k^* a_{-k} a_k - \Delta_k a_k - \Delta_k^* b_k \right)
\]

\[
\text{with } \Delta_k = \sum_l V_{kl} b_l.
\]

Here \(\Delta_k\) is the superconducting pair function. An important implication of mean-field
approximation is that the Hamiltonian no longer preserves the electron number due to

---

1 Note that perfect conductivity does not directly follow from an excitation gap. For a BCS theory-based expla-
nation of why superconductors superconductor readers are advised to refer to [9].

2 The sum runs over a limited \(k\) and \(l\) values around the Fermi wave vector indicated by \(k, l \in \delta\). This is because
the superconducting pairing requires the availability of both occupied and empty \(k\)-states within a small
energy window. For \(E \ll E_F\) there are no empty states, for \(E \gg E_F\) there are no occupied states. Hence the
attractive interaction affects only the electrons with energies close to \(E_F\).
the terms creating and destroying pairs of electrons. However parity—or number of electrons (mod 2)—remains preserved. After inverse Fourier transforming the operators in momentum space, the Hamiltonian in position space can be written as [11]

\[ H_r = \int dr \left( \sum_\sigma \psi_\sigma^\dagger H_0 \psi_\sigma + \Delta_r \psi_1^\dagger \psi_1^\dagger + \Delta_1^\dagger \psi_1^\dagger \right), \] (2.4)

now with spin index \( \sigma = \uparrow \) or \( \downarrow \) shown explicitly, where

\[ H_0 = -\hbar^2 \nabla^2 / 2m^* + U_r - E_F \] (2.5)

and \( \psi \) the annihilation operator for position eigenfunction. Here the scalar potential \( U_r \) and the pair potential \( \Delta_r \) can vary spatially, which is in contrast to Equations (2.1) and (2.2) describing a homogeneous electron gas with attractive interactions. This choice is necessary to study inhomogeneous systems such as a normal conductor–superconductor interface. To conveniently describe excitations from the ground state of paired electrons, \( H_r \) in Equation (2.4) can be expressed in a new form

\[ H_{\text{eff}} = E_g + \sum_n E_n c_n^\dagger c_n, \] (2.6)

where the electron operators are replaced with the fermion operators for noninteracting particles, or quasiparticles, defined as [12]

\[ c_n^\dagger = \int dr \left( u_n \psi_1^\dagger + v_n \psi_1^\dagger \right). \] (2.7)

This is the so-called Bogoliubov transformation where the new form of the Hamiltonian describes the ground state energy \( E_g \) of Cooper pairs and the excitation energy \( E_n \) of quasiparticle \( n \). Quasiparticles are represented by a superposition of a spin-up electron and a spin-down hole with probability amplitudes \( u \) and \( v \), respectively. They are electron-like for \( |u|^2 > |v|^2 \), and hole-like for the opposite case. These quasiparticle excitations can be described by the Bogoliubov–de Gennes (BdG) equation

\[ \begin{pmatrix} H_0 & \Delta_r \\ \Delta_r^* & -H_0^* \end{pmatrix} \phi = E \phi, \quad \phi = \begin{pmatrix} u \\ v \end{pmatrix} \] (2.8)

with \( H_0 \) the single particle Hamiltonian given in Equation (2.5). The pair potential \( \Delta_r \) couples the two components of the quasiparticle vector \( \phi \). For a homogeneous superconductor with \( \Delta_r = \Delta_0 = |\Delta_0| \) and plane wave solutions for quasiparticles, the excitation energy \( E \) is given as\(^3\) [13–15]

\[ E = \sqrt{\epsilon^2 + \Delta_0^2}, \quad \epsilon = \hbar^2 k^2 / 2m^* - E_F, \] (2.9)

plotted in Figure 2.2. Here, \( \epsilon \) can be both positive or negative. Positive \( \epsilon \) denotes an electron-like excitation with wave vector \( k > k_F = \sqrt{2m^*E_F}/\hbar \) and negative \( \epsilon \) a hole-like

---

\(^3\)BdG equations contain a double set of solutions with both positive and negative \( E \) which are not independent. Here we neglect negative \( E \), which allows us to represent all electron solutions with wave vector \( k > k_F \) and all hole solutions with \( k < k_F \).
2.2. Bogoliubov–de Gennes formalism

Excitation spectrum of a superconductor. Energy solutions $E$ of Bogoliubov–de Gennes equation is plotted as a function of wave vector $k$. Lowest possible excitation energy is $\Delta$ corresponding to the pairing-induced superconducting energy gap. For a quasiparticle to occupy an excited (single-particle) state, its energy must be larger than $\Delta$. Since ground state consists of paired electrons, an energy of $2\Delta$ is needed to create an excitation. For $|k| < k_F$ the excitations are hole-like with group velocity $\partial E/\partial k$ pointing opposite to the wave vector. For $|k| > k_F$ quasiparticles are electron-like. Faint gray line depicts the excitations for a normal conductor with $\Delta = 0$ for which the excitations can be arbitrarily small.

excitation ($k < k_F$), with $k_F$ the Fermi wave vector. As an important consequence, for hole-like excitations the direction of the group velocity is opposite to the corresponding wave vector. The quasiparticle vectors have the form

$$\vec{\phi} = \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} e^{ikr}$$ (2.10)

$$u_0^2 = \frac{1}{2} \left( 1 + \epsilon/E \right)$$ (2.11)

$$v_0^2 = 1 - u_0^2.$$ (2.12)

Equations (2.8) – (2.12) will be used to treat the charge transport between a normal conductor and a superconductor in the next section. Before that we turn our attention to the quasiparticle density of states. **Quasiparticle density of states.** In the preceding part we described the excitations from the ground state using noninteracting quasiparticles via Bogoliubov transformation. The quasiparticles are of fermionic nature and are created (or destroyed) much the same way as the electrons in a normal conductor, i.e., there is a one-to-one correspondence between the quasiparticle operator $c$ and the electron operator $\psi$. Therefore, one can obtain the quasiparticle density of states $N_q$ by equating it to that of a normal conductor $N_n(E) dE = N_n(\epsilon) d\epsilon$, and assuming a constant density of states in the normal conductor $N_n(\epsilon) = N_0$. Using Equation (2.9) one obtains

$$N_q(E) = N_0 E / \sqrt{E^2 - \Delta^2}.$$ (2.13)

Alternatively one can define $u_0^2 = \frac{1}{2} \left( 1 + \sqrt{E^2 - \Delta^2}/E \right)$. However, since the second term is always positive, this definition does not distinguish between electron- and hole-like excitations. In this case separate definitions of quasiparticle vectors are required: $\vec{\phi}_e = (u_0, v_0)$ for electron-like excitations, and $\vec{\phi}_h = (v_0, u_0)$ for hole-like excitations.

---

4Alternatively one can define $u_0^2 = \frac{1}{2} \left( 1 + \sqrt{E^2 - \Delta^2}/E \right)$. However, since the second term is always positive, this definition does not distinguish between electron- and hole-like excitations. In this case separate definitions of quasiparticle vectors are required: $\vec{\phi}_e = (u_0, v_0)$ for electron-like excitations, and $\vec{\phi}_h = (v_0, u_0)$ for hole-like excitations.
2. Theory

Figure 2.3 | Quasiparticle density of states. The density of excitation states in a superconductor $N_s$ is plotted as a function of energy $E$. There are no states within the superconducting gap $\Delta$. For $E = \Delta$ quasiparticle density of states diverges. Red dotted line depicts the normal density of states $N_0$ which is assumed to be constant for $E \ll E_F$.

Figure 2.3 shows the quasiparticle density of states $N_s$ along with the density of states for a normal conductor. One can see that there are no states within the superconducting gap $\Delta$. For $E = \Delta$ the density of state diverges. These divergent peaks are commonly referred to as coherence peaks.

2.3. Andreev reflection

*Here we introduce a mechanism which maintains the charge transport between a superconductor and a normal conductor. This mechanism dictates the transport properties of Majorana nanowire devices.*

In the previous section we have introduced the Bogoliubov–de Gennes equation describing excitations in a superconductor from the many-body ground state of Cooper pairs which we will use in the following to treat the charge transport between a normal conductor and a superconductor. We have seen that superconductors do not allow single-particle excitations below the superconducting energy gap $\Delta$. This energy gap together with the coupling of electron- and hole-like excitations dramatically affect the transport between a superconductor and a normal conductor, described below.

Consider a normal conducting source in contact with a superconducting drain (see Figure 2.4). Electrons in the normal conductor with an energy $E > \Delta$ moving towards the superconductor can enter the superconductor by being converted into quasiparticles with the same energy. This, however, does not work for energies $E < \Delta$ since there are no quasiparticle states in the superconductor. Instead, electron excitations with such small energies are reflected from the superconductor as hole excitations with the same energy. This process, the so-called *Andreev reflection*, maintains the charge transport between a normal conductor and a superconductor [16]. Importantly, because hole excitations carry a positive charge, Andreev reflection implies $2e$ charge transport corresponding to an addition of a Cooper pair to the superconductor.

The general formalism describing the charge transport between a normal conductor and a superconductor is developed by Blonder, Tinkham, and Klapwijk known as the *BTK model* [13]. In addition to Andreev reflection, BTK model also includes normal re-
2.3. Andreev reflection

Figure 2.4 | Andreev reflection. Charge transport across an interface between a normal conductor (orange) and a superconductor (violet). Black curves represent the excitation spectrum on the both sides of the interface for positive wave vector $k^n$ and $k^s$ in the normal conductor and the superconductor, respectively. Filled circles depict the electrons, empty circles the holes. Arrows indicate the propagation direction of electrons and holes. An electron in the normal conductor with an energy $E > \Delta$ moving towards the superconductor enters the superconductor by being converted into a quasiparticle with the same energy. In contrast, an electron with $E < \Delta$ is reflected from the superconductor as a hole.

flection of charge carriers to account for backscattering due to an imperfect interface. This is achieved by introducing a potential barrier between the normal conductor and the superconductor. In this case, the wave solutions of the normal conductor include the incident electron, the Andreev reflected hole with coefficient $r_A$, and the normal reflected electron with coefficient $r_N$. Following Equations (2.8) – (2.12) waves propagating in the normal conductor are expressed as

$$\vec{\varphi}_n = \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{ik^+_n r} + r_A \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{ik^-_n r} + r_N \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{-ik^+_n r}$$

(2.14)

$$k^\pm_n = \left( k_F^2 \pm \frac{2m^*}{\hbar^2} E \right)^{1/2}.$$ 

(2.15)

where $k^+$ the wave vector for electrons and $k^-$ the holes. The superconductor solutions are the transmitted electron-like and hole-like excitations with the coefficients $t_e$ and $t_h$, respectively,

$$\vec{\varphi}_s = t_e \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} e^{ik^+_n r} + t_h \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} e^{-ik^-_n r}$$

(2.16)

$$k^\pm_s = \left( k_F^2 \pm \frac{2m^*}{\hbar^2} \sqrt{E^2 - \Delta^2} \right)^{1/2}.$$ 

(2.17)

The coefficients can be obtained from the continuity of the waves at the interface. One can already see that for energies $E < \Delta$ there are no propagating solutions in the superconductor. The quasiparticle waves are exponentially damped away from the interface since wave vectors contain imaginary components. Only for energies $E > \Delta$ can the quasiparticles propagate into the superconductor. In the following we will not focus further on the solutions in the superconductor $\vec{\varphi}_s$, we instead refer the interested reader to [13, 15].
We now turn our attention to the wave solutions in the normal conductor. The probability of Andreev and normal reflection is given as

\[ |r_A|^2 = \begin{cases} \frac{\Delta^2}{E^2 + (\Delta^2 - E^2)(2/T - 1)^2} & \text{for } E < \Delta \\ u_0^2 v_0^2 / \gamma^2 & \text{for } E > \Delta. \end{cases} \]

Here \( \gamma = \frac{(u_0^2 - v_0^2)}{T + v_0^2} \) where \( T \) the transmission probability through the delta potential with weight \( \hbar v_F (1/T - 1)^{1/2} \) and \( v_F \) the Fermi velocity. Using these reflection probabilities, the electrical current \( I \) through a normal conductor–superconductor interface can be calculated via \[ I = \frac{2e}{h} \int dE \left( f(E - eV) - f(E) \right) \left( 1 + |r_A|^2 - |r_N|^2 \right), \]

with \( f(E) \) the Fermi distribution and \( V \) the bias voltage where we assumed single sub-band occupation for the normal conductor. It is instructive to examine two important cases: If the bias voltage is much larger than the superconducting gap (\( E = eV \gg \Delta \)), the probability of Andreev reflection vanishes (\( r_A = 0 \)), and the current becomes

\[ I = TG_0V, \]

with \( G_0 = 2e^2 / h \) the conductance quantum. We will refer to the corresponding conductance \( G_n = I/V = TG_0 \) as the above-gap conductance, noting that \( G_n \) is also known in the literature as the normal state conductance since it is recovered for \( \Delta = 0 \) as well. For the second case we consider excitations with small energy \( E = eV \ll \Delta \) and obtain the so-called subgap conductance \[ G_s = \frac{I}{V} = \frac{2T^2}{(2 - T)^2} G_0. \]

We will now compare the subgap conductance with the above-gap conductance to understand how Andreev reflection affects the charge transport (Figure 2.5). For high transmission \( (T \rightarrow 1) \) the subgap conductance is enhanced due to Andreev processes where an incoming electron is reflected as a hole at the interface generating a Cooper pair in the superconductor. For unit transmission probability Andreev reflection doubles the charge being transported from \( e \) to \( 2e \) which doubles the conductance: \( G_s / G_n = 2 \). On the other hand, for low transmission \( (T \rightarrow 0) \) the subgap conductance is suppressed. This is because unlike above-gap conductance which is linear in \( T \), subgap conductance scales quadratically with the transmission \( G_s \approx T^2 / 2 \), leading to \( G_s \ll G_n \) for low transmission values. Importantly, in this low transmission regime, the conductance reveals the density of excitation states in the superconductor (compare Figure 2.5b with Figure 2.3). The experiments reported in this thesis make use of this method (introduced below in Section 2.8) to probe excitations in a superconductor, such as Majorana modes.
2.4. Different types of superconducting pairing

In the previous sections we have described superconductivity based on pairing of electrons with opposite spin. However, although unconventional, other types of pairing are physically possible as well. Because emergence of Majoranas rely on a superconducting pairing of electrons with parallel spin component, we introduce below a generalized approach which can describe unconventional types of pairing.

We relax the assumption in Equations (2.1) – (2.3) that opposite wave vector indices imply opposite spin, and indicate the spin index explicitly. The superconducting pair function becomes

$$\Delta_{k,ss'} = \sum_l V_{kl,ss's''} b_{l,s's''}$$

(2.22)

with $b_{l,s's''} = \langle a_{-l,s'} a_{l,s''} \rangle$.

(2.23)

Here, $k,l$ indicates the wave vector as before, and $s$ the spin orientation. The pair function can now describe pairing of electrons with arbitrary spin orientation and be expressed as a matrix in spin space

$$\hat{\Delta}_k = \begin{pmatrix} \Delta_{k,\uparrow\uparrow} & \Delta_{k,\uparrow\downarrow} \\ \Delta_{k,\downarrow\uparrow} & \Delta_{k,\downarrow\downarrow} \end{pmatrix},$$

(2.24)

with $\uparrow, \downarrow$ the spin orientation [18, 19]. Using fermion anticommutation rules, one can show that

$$b_{k,ss'} = -b_{-k,s's}.$$  

(2.25)

To get an insight into how electrons are paired, we separate $b_{k,ss'}$ into an orbital part and a spin part: $b_{k,ss'} = \phi_k \chi_{ss'}$. For Equation (2.25) to hold, either $\phi_k$ is an odd function of $k$ and $\chi_{ss'}$ is symmetric under particle exchange or $\phi_k$ is even in $k$ and $\chi_{ss'}$ is antisymmetric.
under particle exchange. The first case represents the odd parity spin-triplet pairing and 
the latter even parity spin-singlet pairing. The pair function can be generalized as
\[
\hat{\Delta}_k = [\Delta_s(k) + \tilde{\Delta}_t(k) \vec{\sigma}] i \sigma_y ,
\]
with \(\Delta_s(k)\) the singlet pairing component, \(\tilde{\Delta}_t(k)\) the three-dimensional vector describing 
the triplet pairing component, and \(\vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z)\) the three-dimensional vector of Pauli 
matrices. Using this expression, a conventional \((s\text{-wave})^5\) superconductor has the form
\[
\hat{\Delta}_k = \left( \begin{array}{cc} 
0 & \Delta_s(k) \\
\Delta_s(k) & 0 
\end{array} \right) = \left( \begin{array}{cc} 
0 & \Delta_0 \\
-\Delta_0 & 0 
\end{array} \right),
\]
with \(\Delta_s(k) = \sum_l V_{kl} \phi_l = \Delta_0\). Here, \(\tilde{\Delta}_t(k) = 0\) and \(\chi_{ss'} = \langle \uparrow \downarrow \rangle - \langle \downarrow \uparrow \rangle\) reflecting the singlet pairing. Note that \(\Delta_0\) has no \(k\) dependence, a property of \(s\text{-wave}\) superconductors. Another singlet example is the so-called \(d\text{-wave}\) pairing with \(\Delta_s(k) = \Delta_0(k_x^2 - k_y^2)/k_F\).

Among triplet superconductors, a notable case is the \(p\text{-wave}\) pairing with \(\tilde{\Delta}_t(k) = \Delta_0(k_x, k_y, 0)/k_F\). When the superconductor is spin-polarized, this results in a pair function \(\hat{\Delta}_k \propto k_x \pm ik_y\), the so-called spinless \(p_x \pm ip_y\) superconductivity. In two dimensions, this type of pairing leads to topological superconductivity with Majorana modes in vortex cores \([20, 21]\). Below we explicitly show the emergence of Majorana modes in a one-dimensional spinless \(p\text{-wave}\) superconductor.

### 2.5. Kitaev chain

*Here we introduce a simple one-dimensional toy model which supports Majoranas. Although unphysical, this model illustrates how Majoranas emerge in superconducting wires, laying the groundwork for later realistic Majorana nanowire proposals which the experiments reported in this thesis follow.*

A simple model in which Majoranas appear was introduced by Kitaev using a one-dimensional tight-binding representation of a \(p\text{-wave}\) superconductor, the so-called *Kitaev chain* \([22]\). Such a system can be described by
\[
H = -\mu \sum_{j=1}^n \left( a_j^\dagger a_j - \frac{1}{2} \right) - t \sum_{j=1}^{n-1} \left( a_j^\dagger a_{j+1} + a_{j+1}^\dagger a_j \right) + \sum_{j=1}^{n-1} \left( \Delta a_j a_{j+1} + \Delta^* a_{j+1}^\dagger a_j^\dagger \right),
\]
where \(\mu\) is the chemical potential, \(a_j\) the electron annihilation operator, \(t\) the hopping amplitude, and \(\Delta\) the superconducting gap. The same spin projection is assigned for all operators implying pairing of electrons with equal spins, the \(p\text{-wave}\) pairing introduced above. This spinless regime is in contrast to conventional (BCS) superconductivity introduced earlier in Equation (2.1) where pairing occurs for electrons with opposite spins, the \(s\text{-wave}\) pairing. Figure 2.6 depicts the Kitaev chain with \(n\) electron sites. Index \(j\) denotes the site of the electron. Superconductivity pairs the neighbouring electrons, where the site \(j\) couples with the site \(j+1\). We now introduce the *Majorana operator* \(\gamma\) whose

\[\text{The pairing descriptions } s, p, \text{ and } d\text{-wave relate to the atomic orbitals.}\]
construction can be imagined as splitting a fermion (electron) into its real and imaginary parts:

\[
a_j = \frac{1}{2} (\gamma_{2j} - 1 + i \gamma_{2j})
\]

\[
a_j^\dagger = \frac{1}{2} (\gamma_{2j} - 1 - i \gamma_{2j}).
\]

Equation (2.28) can be expressed using these Majorana operators. The are two special cases for which the chain shows distinct excitation properties. Taking \(t = \Delta = 0\) and \(\mu < 0\) one arrives at

\[
H = -\frac{i \mu}{2} \sum_{j=1}^{n} \gamma_{2j-1} \gamma_{2j} = -\mu \sum_{j=1}^{n} \left( a_j^\dagger a_j - \frac{1}{2} \right).
\]

This expression corresponds to the case where Majorana operators of the same electron site are paired, the so-called topologically trivial phase. In other words this case describes \(n\) electron sites which can be occupied by noninteracting fermions. There is a unique ground state with all electron sites being empty, which has an even parity (zero occupation). Excitations correspond to an electron site being occupied which has an energy \(|\mu|\).

For the second case, one takes \(t = \Delta \neq 0\) and \(\mu = 0\), and the Hamiltonian reads

\[
H = i t \sum_{j=1}^{n-1} \gamma_{2j} \gamma_{2j+1}
\]

corresponding to pairing of Majoranas from neighbouring electron sites, the so-called topologically nontrivial phase. Importantly, the first and the last Majorana operator of

---

Footnote 6: The term 'topologically nontrivial' is commonly abbreviated as 'topological' while 'topologically trivial' simply as 'trivial'.

the chain dropped out from the Hamiltonian. To see the implications of this, one defines new operators
\[
\tilde{a}_0 = \frac{1}{2}(\gamma_1 + i\gamma_n)
\]
\[
\tilde{a}_0^\dagger = \frac{1}{2}(\gamma_1 - i\gamma_n)
\]
constructed from the unpaired Majorana operators missing from Equation (2.32). Operators \(\tilde{a}_0\) and \(\tilde{a}_0^\dagger\) commute with the Hamiltonian and represent a nonlocal fermion bound to the ends of the chain. However, since they do not appear in the Hamiltonian, occupying the corresponding mode requires zero energy. Starting with ground state \(|0\rangle\) with zero occupation satisfying \(\tilde{a}_0 |0\rangle = 0\), one can write
\[
\tilde{a}_0^\dagger |0\rangle = |1\rangle \tag{2.35}
\]
\[
\langle 0|H|0\rangle = \langle 1|H|1\rangle \tag{2.36}
\]
The states \(|0\rangle\) and \(|1\rangle\) have the same energy but differ in the occupation of the nonlocal end mode. However, both ground states are identical in the bulk which is described by rewriting Equation (2.32) using new fermion operators
\[
\tilde{a}_j = \frac{1}{2}(\gamma_{2j} + i\gamma_{2j+1}) \tag{2.37}
\]
\[
\tilde{a}_j^\dagger = \frac{1}{2}(\gamma_{2j} - i\gamma_{2j+1}) \tag{2.38}
\]
that combine Majorana operators from neighbouring sites. The bulk Hamiltonian
\[
H = 2t \sum_{j=1}^{n-1} (\tilde{a}_j^\dagger \tilde{a}_j - \frac{1}{2}) \tag{2.39}
\]
now represents a chain with \(n-1\) electron sites due to the missing nonlocal end mode, and have an excitation energy of \(2t\). Remarkably, in contrast to conventional (trivial) superconductors with a nondegenerate ground state consisting of a superposition of even number of particles (condensate of Cooper pairs) and a gapped excitation spectrum, topological phase of the Kitaev chain allows for a zero-energy excitation supporting a twofold degenerate ground state. These ground states \(|0\rangle\) and \(|1\rangle\) differ in parity\(^7\) of the zero-energy fermion determined by the operator
\[
P = 1 - 2\tilde{a}_0^\dagger \tilde{a}_0 = -i\gamma_1\gamma_n, \tag{2.40}
\]
whereas the rest of the excitations are gapped out.

The derivation above holds for the special case \(t = \Delta \neq 0\) and \(\mu = 0\). However one can show that the unpaired Majoranas remain as long as \(2t > |\mu|\) and \(\Delta \neq 0\) assuming an infinite chain. For a finite chain Majorana end modes couple introducing an extra interaction term
\[
H_{\text{int}} = \frac{i}{2}t_0 \gamma_1 \gamma_n \tag{2.41}
\]
\(^7\)Note that while the number of electrons is not a well-defined quantity in superconductors, fermion parity—the evenness or oddness of the number of electrons—is preserved.
to the Hamiltonian. While this interaction term results in an energy difference $t_0$ between $|0\rangle$ and $|1\rangle$, it vanishes exponentially with the length of the chain:

$$t_0 \propto e^{-L/\xi}, \quad \xi = \hbar v_F/\Delta$$

with $L$ the chain length, $\xi$ the Majorana localization length, $v_F$ the Fermi velocity and $\Delta$ the superconducting gap. Due to this exponential relation, as long as Majoranas are far apart ($L \gg \xi$), the ground state degeneracy remains.

![Diagram of a linear quantum dot array representing the Kitaev chain](https://example.com/diagram.png)

**Figure 2.7 | A linear quantum dot array effectively representing the Kitaev chain.** Orange ellipses depict the quantum dots (QD) with index $i$, each coupled to a superconductor (SC) shown in purple rectangles. The chemical potential in each dot $\tilde{\mu}_i$ is controlled by an individual plunger gate. The hopping parameter $\tilde{t}_i$ is controlled by the hopping gates. The dimensions of the quantum dot are given by the dot length $l_{QD}$, the dot width $w_{QD}$, and the dot depth $w'_{QD}$. For a spin–orbit length $l_{so} \gg w_{QD}$, $w'_{QD}$ the direction of the spin–orbit field is independent of the dot index $i$ [24]. In this case, the external magnetic field can be oriented perpendicular the spin–orbit field for the entire length of the array, which simplifies tuning the system into the topological phase [24]. Further simplification in tuning is achieved for a dot length $l_{QD} \lesssim l_{so}$ [24].

**Realizing a Kitaev chain using quantum dots.** Although the Kitaev chain is unphysical due to the assumption of spinless electrons, it can nevertheless be represented by a realistic system based on a linear quantum dot array [23, 24], shown in Figure 2.7. Each quantum dot QD$_i$ is coupled to a superconducting electrode SC which induces pairing $\tilde{\Delta}_i$. The geometric confinement separates the energies of the quantum dot levels which correspond to the states with different electron occupation. For a sufficiently strong confinement, the level spacing becomes the largest energy term in the Hamiltonian, and
all other levels can be neglected besides the one close to the Fermi level. The spinless regime can be effectively reached by an external magnetic field, which Zeeman-splits the otherwise doubly spin-degenerate quantum dot levels. To allow for superconducting pairing between the neighbouring dots with the same spin polarization, one requires spin–orbit coupling which rotates the spin polarization of the left end of the dot with respect to the right end. Reaching the topological regime requires the chemical potential of the dots to be \( \tilde{\mu}^2 = \epsilon_z^2 - \tilde{\Delta}_{ji}^2 \), with \( \epsilon_z \) the Zeeman energy. This is analogous to taking \( \mu = 0 \) for the Kitaev chain in Equation (2.32). Finally, when the hopping parameter is set to be \( \tilde{t}_i \ll \epsilon_z \), the Hamiltonian of the linear quantum dot array can be mapped to that of the Kitaev chain [24].

### 2.6. Properties of Majoranas

Here we introduce the properties of Majoranas which are interesting both for fundamental physics and for practical applications. Importantly, we will see that when exchanged Majoranas behave differently than all elementary particles, and that this unique property can be used to build a quantum computer.

We have introduced in the previous section that two unpaired Majoranas can describe a nonlocal fermion mode with zero-energy in a topological superconductor giving rise to a degenerate ground state with a gapped excitation spectrum. One can show that Majorana operators are Hermitian \( \gamma_i = \gamma_i^\dagger \) using Equations (2.29) and (2.30). They satisfy the anticommutation relation

\[
\{\gamma_i, \gamma_j\} = \gamma_i \gamma_j + \gamma_j \gamma_i = 2 \delta_{ij}
\]

derived from the fermion anticommutation rules. From these relations it follows that a single Majorana mode does not represent a number state, and the number operator \( n_M \) associated with a single Majorana is an identity operator without any physical meaning \( n_M = \gamma_i^\dagger \gamma_i = 1 \). Instead, an occupation is described by a fermion combining a pair of Majoranas as demonstrated in the previous section. Using a fermion operator \( a_i \) constructed from two spatially separated Majoranas \( a_i = \frac{1}{2} (\gamma_{2i-1} + i \gamma_{2i}) \), the number operator is expressed by

\[
n_i = a_i^\dagger a_i = \frac{1}{2} (1 + i \gamma_{2i-1} \gamma_{2i}).
\]

We will now introduce the ground state degeneracy associated with the presence of Majorana modes. For a superconducting system with \( 2N \) spatially separated Majoranas, one can construct \( N \) nonlocal zero-energy fermions \( a_i \). Each zero-energy fermion allows an occupation of 0 or 1 given by the number operator \( n_i \) leading to a \( 2^{N-1} \)-fold degenerate ground state.\(^8\) All ground states have the same total parity

\[
P = \prod_i^N (1 - 2n_i) = (-i)^N \gamma_1 \gamma_2 \ldots \gamma_{2N},
\]

\(^8\)Conservation of parity reduces the ground state degeneracy from \( 2^N \) to \( 2^{N-1} \) because only half of the states belong to the same parity subspace. This can be easily understood for \( N = 1 \): The occupation of the zero-energy fermion cannot change without a transfer of external charge to the superconductor.
a quantity which is preserved in superconductors, but differ in the occupation of the nonlocal zero-energy fermions \( n_i \). Importantly, the occupation of the nonlocal fermions can only be measured by letting the constituting Majoranas interact to form a local fermion. As a crucial consequence, the quantum state of a system supporting noninteracting Majorana modes is \textit{topologically protected} against (parity-preserving) local disturbances, demonstrating Majoranas’ potential in quantum computing.

We now turn our attention to the nonlocal fermion occupation \( n_i \) which defines the quantum state of a topological superconductor. We mentioned above that \( n_i \) is measurable only by letting the spatially separated Majoranas interact which removes the degeneracy of the states with different occupation of the nonlocal fermions. \( n_i \) can be inferred from the interaction energy \( E_i \) via

\[
E_i = t_i \left( n_i - \frac{1}{2} \right),
\]

where we used Equations (2.41) and (2.44). This energy corresponds to the nonzero energy cost to occupy the fermion mode described by \( a_i \) which represents a local mode for interacting Majoranas. The interaction is set by the term \( t \) describing the tunnel coupling between Majoranas (see Equation (2.42)). Tunnel coupling can be switched on in many ways, for example, by bringing Majoranas together, by tuning the superconducting gap, or by changing the conductance of the section bridging two Majoranas. Finally, when the superconductor hosting Majoranas is small, the charging energy of the system removes the degeneracy of the different parity states even for a vanishing tunnel coupling by converting parity states into charge states [25]. In this case the coupling term is proportional to [14]

\[
t \propto \left( \frac{E_J^3}{E_C} \right)^{1/4} e^{-\sqrt{E_J/E_C}} \cos(\pi q/e),
\]

with \( E_C \) the charging energy, \( E_J \) the Josephson energy, and \( q \) the offset charge. Notably, the coupling between Majoranas vanishes exponentially as \( \sqrt{E_J/E_C} \) increases so that the ground state degeneracy remains for \( \sqrt{E_J/E_C} \gg 1 \). This coupling mechanism, the so-called Coulomb coupling, forms the basis of many current proposals to realize quantum information processing using Majoranas [26–31].

A measurement of the interaction energy \( E \) (or its sign) allows for a readout of the parity \( P = (1 - 2n) = -i\gamma_i \gamma_j = \pm 1 \). Such a measurement can be performed in many ways. For example, in a Josephson junction with two topological superconducting wires, the phase dependence of the Josephson current is related to the interaction energy between the coupled Majoranas at each side of the junction [32]. Other recent proposals make use of a superconducting quantum bit (a transmon qubit) embedded in a transmission line resonator where the interaction energy is revealed via microwave spectroscopy [27, 33]. Conductance measurements are also proposed for detecting the interaction energy through interferometry [29, 30]. Further, a quantum dot tunnel-coupled to a topological superconductor experiences a parity-dependent energy shift which can then be measured by various means [31]. As a final example, one can use a charge sensor capacitively coupled to a topological superconductor to readout the interaction energy [28].

We will now proceed with introducing the \textit{non-Abelian} exchange statistics of Majoranas, different from all elementary particles which obey either Fermi–Dirac or Bose–Einstein statistics. This non-Abelian property of Majoranas directly follows from the
ground state degeneracy of a topological superconductor [21] and allows for protected manipulations of quantum information as we will see below. To demonstrate the non-Abelian exchange statistics, we will sequentially exchange Majorana modes in different orders, and show that the order of exchange indeed determines the resulting state [34, 35]. First we introduce the braid operator which represents the exchange of Majorana $\gamma_i$ and $\gamma_{i+1}$

$$B_{i,i+1} = e^{\frac{\pi}{4} \gamma_i \gamma_{i+1}} = \frac{1}{\sqrt{2}} (1 \pm \gamma_i \gamma_{i+1}), \quad \gamma_i \gamma_{i+1} = iP$$  \hspace{1cm} (2.48)

where $\pm$ distinguishes between clockwise and counter-clockwise exchange$^9$ and $P$ denotes the parity operator of the fermion formed by $\gamma_i$ and $\gamma_{i+1}$ (see Equation (2.40)).$^{10}$ We consider a doubly degenerate ground state with four Majoranas $\gamma_1-4$, shown in Figure 2.8. $\gamma_{1,2}$ form the nonlocal fermion $a_1$, and $\gamma_{3,4}$ the nonlocal fermion $a_2$:

$$a_1 = \frac{1}{2} (\gamma_1 + i\gamma_2) \quad \hspace{1cm} (2.49)$$

$$a_2 = \frac{1}{2} (\gamma_3 + i\gamma_4) \quad \hspace{1cm} (2.50)$$

We specify the states $|n_1, n_2\rangle$ by the occupation of fermion $a_1$ and $a_2$. Applying the exchange sequences $B_{23}B_{12}$ and $B_{12}B_{23}$ for example on $|00\rangle$ produces different results

$$B_{23}B_{12} |00\rangle = \frac{1+i}{2} (|00\rangle + i|11\rangle) \quad \hspace{1cm} (2.51)$$

$$B_{12}B_{23} |00\rangle = \frac{1+i}{2} (|00\rangle + |11\rangle) \quad \hspace{1cm} (2.52)$$

demonstrating the non-Abelian exchange statistics of Majoranas. Non-Abelian property follows from the fact that two exchanges involving the same Majorana mode do not commute.$^{11}$

A braid operation can be realized in a wire-based system by physically moving Majorana modes using electrostatic gates [32]. Alternative proposals to implement braiding

---

$^9$Exchanging two Majoranas is equivalent to moving a Majorana around the other to complete half a revolution. This explains the degree of freedom due to clockwise and counter-clockwise exchange.

$^{10}$Here we used $e^{i\alpha A} = \cos(\alpha) + iA\sin(\alpha)$ for an operator $A$ with $A^2 = 1$. Parity operator $P$ satisfies this condition. In matrix representation the equation becomes $e^{i\alpha A} = \cos(\alpha)I + i\sin(\alpha)A$, with $I$ the identity matrix.

$^{11}$Mathematically: $B_{12}B_{23} \neq B_{23}B_{12}$ or $\gamma_1\gamma_2\gamma_2\gamma_3 = \gamma_1\gamma_3 \neq \gamma_2\gamma_3\gamma_1\gamma_2 = -\gamma_3\gamma_2\gamma_1\gamma_2 = \gamma_3\gamma_2\gamma_2\gamma_1 = \gamma_3\gamma_1$. 

in wires rely on adiabatically changing the coupling between Majoranas without physically moving them [36]. Here, the coupling between different Majoranas are switched on and off in a particular order which effectively exchanges two Majoranas. This coupling can be of tunnel origin [37] or of Coulomb origin [26–28, 33] with the latter forming the basis of current experimental efforts to realize topological quantum computation using Majoranas at the time of writing.

We will conclude this section by introducing a Majorana quantum bit (qubit), a two-state quantum-mechanical system allowing for information processing using Majoranas. The qubit is represented by a doubly-degenerate ground state of a topological superconductor with four Majorana modes, the same system we considered above to demonstrate the non-Abelian exchange statistics of Majoranas (see Figure 2.8, and Equations (2.49) and (2.50)). The two states of the qubit \(|n_1, n_2\rangle\) can then be given for example by \(|00\rangle\) and \(|11\rangle\) in the even parity subspace.\(^\text{12}\) An arbitrary state has the form

\[
|\psi\rangle = c_0|00\rangle + c_1|11\rangle, \quad |\psi\rangle \equiv \begin{pmatrix} c_0 \\ c_1 \end{pmatrix}, \quad |c_0|^2 + |c_1|^2 = 1.
\] (2.53)

Importantly, the products of Majorana operators can be expressed using Pauli matrices\(^\text{13}\)

\[
\begin{align*}
\sigma_x &= -i\gamma_1\gamma_4 = -i\gamma_2\gamma_3 \\
\sigma_y &= -i\gamma_1\gamma_3 = -i\gamma_4\gamma_2 \\
\sigma_z &= -i\gamma_1\gamma_2 = -i\gamma_3\gamma_4.
\end{align*}
\] (2.54) – (2.56)

Here we remind the reader that in Bloch sphere representation\(^\text{14}\) with \(|00\rangle \equiv |0\rangle\) and \(|11\rangle \equiv |1\rangle\), the exponential of a Pauli matrix \(\sigma_i\) corresponds to the rotation operator \(R_i(\theta)\) which rotates a qubit state by an angle \(\theta\) around axis \(n\)

\[
R_n(\theta) = e^{i\theta\sigma_n} \quad n = x, y, z.
\] (2.57)

Using Equations (2.48) and (2.54) – (2.57) we find that braid operations correspond to qubit rotations by a quantized angle \(\pi/2\): \(R_n(\pi/2) = B_{ij}\). This quantized angle indicates the topological error-protection of the qubit rotations for vanishing coupling between Majoranas. We note that while performing universal quantum computation requires constructing arbitrary unitary operations which is not possible using only \(\pi/2\)-rotations, universality can be obtained by supplementing braid operations with only a few nontopological operations [38–40]. Finally, because topological operations necessitate much less error correction,\(^\text{15}\) a Majorana-based topological quantum computer can be realized using less qubits and operations compared to conventional platforms for quantum computation [42].

\(^\text{12}\)The other possible qubit states \(|01\rangle\) and \(|10\rangle\) are in the odd parity subspace. Starting with even parity, odd parity subspace is not accessible by Majorana exchange (braid) operations which preserve the parity.

\(^\text{13}\)Note that \(a_1^\dagger a_2^\dagger |00\rangle = -a_2^\dagger a_1^\dagger |00\rangle = |11\rangle\) and \(-a_1 a_2|11\rangle = a_2 a_1|11\rangle \equiv |00\rangle\) which follows from the definition of fermion creation and annihilation operators satisfying anticommutation relations.

\(^\text{14}\)An arbitrary qubit state \(|\psi\rangle = e^{i\alpha} (\cos(\theta/2)|0\rangle + e^{i\phi} \sin(\theta/2)|1\rangle)\) can be geometrically represented on the surface of a three dimensional sphere with unit radius, the so-called Bloch sphere. Bloch sphere representation neglects the global phase (\(\alpha = 0\)). The basis vectors \(|0\rangle\) and \(|1\rangle\) correspond to the north and the south pole of the Bloch sphere, respectively.

\(^\text{15}\)Due to the probabilistic nature of quantum mechanics, a quantum computer must include error correction which can be implemented using overhead both on the software and on the hardware level [41].
2.7. Majoranas in semiconductor nanowires

Here we introduce how Majoranas can be realized starting with a semiconductor nanowire. We will also see how Majoranas respond to various experimental parameters.

In the previous section we have seen how Majoranas appear in a one-dimensional p-wave superconductor, in particular, in a spinless chain with superconducting pairing. While there are no established superconductors with p-wave pairing at the time of writing,\(^{16}\) such exotic modes can nevertheless be realized with conventional superconductors using various condensed matter platforms such as graphene [45], topological insulators [46–48], atomic chains [49], two-dimensional electron gases [50, 51], and semiconductor nanowires [52–54].\(^{17}\) In the following, we will focus on the latter and show that a semiconductor nanowire with spin–orbit coupling supports a topological superconducting phase with p-wave pairing when combined with an s-wave superconductor in an external magnetic field.

Figure 2.9 | A Majorana nanowire. A semiconductor nanowire with spin–orbit coupling (beige) is proximity-coupled to an s-wave superconductor (purple) which covers the two facets of the nanowire. The nanowire axis is along \(x\). The spin–orbit field is assumed to be along \(y\).

Figure 2.9 shows a semiconductor nanowire proximity-coupled to an s-wave superconductor. To describe such a proximitized wire with spin–orbit coupling in the presence of a magnetic field we will use [57, 58]

\[
H = \int dy \Psi^\dagger H_{\text{BdG}} \Psi, \quad \Psi^\dagger = (\psi_1^\dagger, \psi_{1\uparrow}^\dagger, \psi_1^\dagger, -\psi_1^\dagger).
\]

\(H_{\text{BdG}}\) denotes the Bogoliubov–de Gennes Hamiltonian, \(\Psi\) is the so-called Nambu spinor including electron operators. In contrast to Equation (2.7) where the superconducting pairing was limited to s-wave, here we use both spin projections for electron creation and annihilation operators requiring a four-component notation. In this Nambu basis \(H_{\text{BdG}}\) is a \(4 \times 4\) matrix which can be written as

\[
H_{\text{BdG}} = \left( \frac{p^2}{2m^*} - \mu \right) (\tau_z \otimes I) + \frac{\alpha_R}{\hbar} p (\tau_x \otimes \sigma_y) + \frac{g}{2} \mu_B B_x (I \otimes \sigma_x) + \Delta (\tau_x \otimes I),
\]

\(^{16}\)Important p-wave candidates are Sr\(_2\)RuO\(_4\) [43] and Cu\(_3\)Bi\(_2\)Se\(_3\) [44].

\(^{17}\)We note that Majorana modes can also be realized in fractional quantum Hall systems, but without the need of superconductivity [55, 56].
with Pauli matrices $\tau$ and $\sigma$ acting on particle-hole and spin degree of freedom, respectively, and $I$ the identity matrix (compare with Equation (2.8)). $H_{\text{BdG}}$ consists of four terms: (1) kinetic energy term with the momentum operator $p$ and the chemical potential $\mu$; (2) spin–orbit term with the coupling strength $\alpha_R$; (3) Zeeman term with Landé $g$ factor, Bohr magneton $\mu_B$, and magnetic field $B_x$; (4) the superconductivity term with the induced pairing potential $\Delta$ (taken real). $x$ is the wire axis and $y$ is the direction of the spin–orbit field. The magnetic field is oriented along the wire (perpendicular to the spin–orbit field). We assume single mode occupation in the wire, Rashba type spin–orbit coupling, and that the magnetic field enters the Hamiltonian only as a Zeeman term. The excitation spectrum is then given by

$$E_{\pm} = \left(\epsilon^2 + \epsilon_{so}^2 + \epsilon_z^2 + \Delta^2 \pm 2\sqrt{(\epsilon_{so}^2 + \epsilon_z^2 + \Delta^2)}\right)^{1/2},$$

(2.60)\[E_{so} = 1, \mu = 0.5\]

$$\epsilon = \hbar^2 k^2 / 2m^* - \mu, \quad \epsilon_{so} = \alpha_R k, \quad \epsilon_z = \frac{1}{2}g\mu_B B_x.$$  

(2.61)

In the following, to see how each term contributes to the excitation spectrum, we will add them one-by-one and finally drive the system into topological superconducting phase by including all necessary ingredients.

Figure 2.10 | Topological phase transition by introducing superconductivity as the final ingredient. a, Dispersion relation in a semiconductor nanowire with spin–orbit coupling ($m^*\alpha^2_R/2\hbar^2 = E_{so} > 0$) at zero magnetic field ($\epsilon_z = 0$). Spin–orbit coupling splits the otherwise spin-degenerate parabolic bands by shifting each by $\pm k_{so}$ ($k_{so} = m^*\alpha_R/\hbar^2$) in $k$-axis, and further lowers them by $E_{so} = m^*\alpha^2_R/2\hbar^2$ in energy axis. The arrows represent the orientation of the electron spin for the given subband. b, An applied magnetic field introduces a Zeeman energy $\epsilon_z = 0.2$, and opens up an energy gap of $2\epsilon_z$ at $k = 0$. The spin orientation now evolves smoothly in energy, indicated with different colors: orange ($\leftarrow$) and violet ($\rightarrow$) indicate orientation along spin–orbit field, green (↑) and magenta (↓) along external magnetic field. c, Increasing $\epsilon_z$ increases the Zeeman energy gap and polarizes the spins more along the external magnetic field. For $\epsilon_z = 1.5$, Fermi level falls within the Zeeman gap and the nanowire is in the helical state. d, Introducing superconducting pairing in a helical wire results in topological superconductivity with inverted bands. $E_{so}$, $\mu$, $\epsilon_z$, and $\Delta$ are given in units of meV. The effective mass is taken to be $m^* = m_{\text{InSb}} = 0.013m_e$.

We start with a semiconducting nanowire with Rashba spin–orbit coupling at zero magnetic field without induced pairing ($\epsilon_z = \Delta = 0 < \alpha_R$), shown in Figure 2.10a. Re-

---

Note that one recovers Equation (2.9) for vanishing spin–orbit and magnetic field.
stricting ourselves to the particle subspace,\(^\text{19}\) the energy eigenvalues are given as
\[
E_{\pm} = \epsilon \pm \epsilon_{so} = \hbar^2 k^2 / 2m^* - \mu \pm \alpha_R k.
\] (2.62)

Spin–orbit coupling splits the otherwise spin-degenerate parabolic bands in \(k\)-axis and results in a momentum-dependent effective magnetic field. Despite this effective magnetic field, the transport is maintained by two electronic subbands with opposite spins where the spin degree of freedom cannot be neglected: For each forward-moving electron with an energy \(E\) and a certain orientation of spin, there is a second forward-moving electron with the same energy but opposite spin. However, inducing p-wave superconductivity requires single subband occupation where the electrons with parallel spin components are paired. To reach this spinless regime, one introduces an external magnetic field perpendicular to spin–orbit field giving rise to the dispersion
\[
E_{\pm} = \epsilon \pm \sqrt{\epsilon_{so}^2 + \epsilon_z^2} = \hbar^2 k^2 / 2m^* - \mu \pm \sqrt{\alpha_R^2 k^2 + \left(\frac{1}{2} g \mu_B B_x\right)^2},
\] (2.63)
shown in Figure 2.10b. External magnetic field \(B_x\) splits the subbands in energy axis and tilts the spins of electrons towards the quantization axis, affecting the spectrum stronger for small \(k\) where \(\epsilon_{so}\) is small. At \(k = 0\) for which the spin–orbit coupling has no contribution to the dispersion, the external magnetic field opens up an energy gap of \(2\epsilon_z\), the so-called helical gap where the electron spin orientation is locked to the direction of momentum. Importantly, when the Fermi level falls within the helical gap (\(|\mu| < |\epsilon_z|\)), the transport is maintained by a single spin-subband which provides pairs of electrons with opposite momenta but parallel spin component (Figure 2.10c), the prerequisite of p-wave superconductivity. Indeed, inducing s-wave pairing in a helical wire results in topological superconductivity with an inverted excitation gap for \(\mu^2 < \epsilon_z^2 - \Delta^2\), shown in Figure 2.10d. Below we demonstrate the evolution of the excitation gap as a function of magnetic field which clearly shows the inversion of the bands.

In our consideration above, we introduced pairing as the final ingredient to obtain topological superconductivity. While it is insightful to do so, experimentally it is more common to introduce the Zeeman energy (magnetic field) or to change the chemical potential (carrier density) to drive the system into the topological phase. In the following we start from a semiconducting nanowire with spin–orbit coupling and induced pairing \(\Delta\) at zero magnetic field. Next, we gradually increase Zeeman energy \(\epsilon_z\) which first closes and then reopens the excitation gap at \(k = 0\) resulting in a topological phase with inverted bands.

Figure 2.11a shows that superconductivity opens a gap \(\Delta\) in the excitation spectrum leading to two energy minima for zero magnetic field: one at Fermi wave vector \(k_F\) denoted by \(\Delta_F\) and the other at a smaller \(k\).\(^\text{20}\) Although not an energy minimum for \(\mu \neq 0\), another essential point in the dispersion is \(k = 0\) where the excitation gap is given by \(\Delta_0\).\(^\text{21}\) Together with \(\Delta_F, \Delta_0\) dictates the topology of the system. Introducing a small Zeeman energy tilts the spins of electrons towards the quantization axis and splits the bands,

\(^\text{19}\)For no superconducting pairing, the Hamiltonian can be written considering only the particle subspace:
\[
H = \left(\frac{p^2}{2m^*} - \mu\right) I + \frac{g}{\hbar} \mathbf{p} \sigma_y + \frac{\mu_B}{2} B_x \sigma_z.
\]
\(^\text{20}\)For chemical potential \(\mu = 0\), the position of the latter minima shifts to \(k = 0\).
\(^\text{21}\)For \(\epsilon_z = 0\), the gap values are \(\Delta = \Delta_F \leq \Delta_0\). For \(\epsilon_z = \mu = 0\), the gap values become \(\Delta = \Delta_F = \Delta_0\).
shown in (Figure 2.11b and c). At the degeneracy point \( k = 0 \), the upper spin-subband is lifted to higher energies while the lower spin-subband is pushed down. This decreases \( \Delta_0 \) which is given by

\[
\Delta_0 = \sqrt{\Delta^2 + \mu^2 - \epsilon_z}.
\]  

Further increase of Zeeman energy closes the gap \( \Delta_0 \) at \( \epsilon_z' = \sqrt{\Delta^2 + \mu^2} \), the critical Zeeman energy for which the system undergoes topological phase transition (see Figure 2.11d). For \( \epsilon_z > \epsilon_z' \), the gap \( \Delta_0 \) reopens signifying the topological phase with inverted bands (see Figure 2.11e). In this phase, Zeeman energy continuously increases \( \Delta_0 \) while further aligning the spins of electrons at opposite momenta, whose pairing is now of p-wave type. Indeed, for \( \epsilon_z \gg E_{\text{so}} = a_R^2 m^*/2\hbar^2 \), with \( E_{\text{so}} \) the spin–orbit energy constant, one can neglect the upper spin-subband at higher energies and simplify the system to a spinless p-wave superconductor with an effective gap \( |\Delta_p| = a_R \Delta/\hbar \epsilon_z \) supporting Majoranas at its ends [32]. While this simplification is valid only for large magnetic fields, as long as the bulk excitation gap does not close, Majorana modes remain at the ends of the wire since their presence is linked to the topology of the bands. Below we show that the bulk excitation gap indeed remains finite for a wide range of parameters demonstrating the robustness of Majorana modes.\footnote{Note that the evolution of \( \Delta_0 \) for varying \( \epsilon_z \) and \( \mu \) does not depend on spin–orbit coupling. For example, increasing \( \epsilon_z \) closes and reopens \( \Delta_0 \) according to Equation (2.64) even for \( E_{\text{so}} = 0 \). However, for small \( E_{\text{so}} \) the excitation gap is limited by \( \Delta_F \) away from the phase transition, which vanishes quickly with increasing \( \epsilon_z \) (see Equation (2.65)). For \( E_{\text{so}} = 0 \), \( \Delta_0 \) and \( \Delta_F \) close at the same time, but \( \Delta_F \) does not reopen, demonstrating the necessity of spin–orbit coupling for obtaining topological superconductivity.}

The bulk excitation gap in the topological regime is determined by \( \Delta_F \) away from the phase transition where \( \Delta_F < \Delta_0 \). \( \Delta_F \) has only a weak dependence on \( \mu \) which can be neglected.\footnote{\( \Delta_F \) increases monotonically for increasing \( \mu \).} We now turn to the dependence of \( \Delta_F \) on Zeeman energy \( \epsilon_z \) and the spin–
orbit energy constant $E_{so}$. While the exact expression of $\Delta_F$ is complicated,
\footnote{Note that $\Delta_F$ is not located exactly at $k_F$ for finite Zeeman energies.} taking $\mu = 0$ it can be written in an approximate form \[^{[59]}\]

\[
\Delta_F \approx \Delta \left( \frac{4E_{so}}{2E_{so} \sqrt{4E_{so}^2 + \epsilon_z^2}} \right)^{1/2} \tag{2.65}
\]

valid for finite $E_{so}$. Figure 2.12 shows that a larger $E_{so}$ results in a larger $\Delta_F$ protecting the topological phase. Importantly, $\Delta_F$ remains finite for finite magnetic fields and for all $\mu$ indicating the robustness of the topological phase.

### 2.8. Experimental detection of Majoranas

_Here we introduce how one can experimentally detect Majoranas in a semiconductor nano-wire device using tunneling spectroscopy._

In the previous section we have seen that a topological superconducting wire hosts a pair of separated Majoranas bound to its ends forming a nonlocal fermion. The presence of this nonlocal fermion allows a topological superconductor to have a zero-energy excitation for large ranges of chemical potential (carrier density) and magnetic field, a unique property distinguishing topological superconductors from trivial ones. In the following we will see that this zero-energy excitation is expected to give rise to resonant Andreev reflection, another distinctive feature of Majoranas.
The excitation spectrum of a superconductor can be measured via tunneling spectroscopy, a technique many experiments have relied on to obtain characteristic Majorana signatures in various materials systems [47, 49, 52]. In tunneling spectroscopy one sends a current to the superconductor through a tunnel barrier where the resulting conductance reflects the density of excitation states (see Figure 2.13). The presence of Majoranas is detected as a zero-energy state in the otherwise gapped excitation spectrum. Importantly, this Majorana state leads to resonant Andreev reflection with unit transmission probability resulting in a $2e^2/h$ conductance peak at zero energy independent of the tunnel barrier strength [60]. To see this we will describe the transport between a normal conductor and a grounded superconductor using the reflection matrix $r$

$$
\begin{pmatrix}
\varphi^o_e \\
\varphi^o_h
\end{pmatrix}
= r
\begin{pmatrix}
\varphi^i_e \\
\varphi^i_h
\end{pmatrix}
$$

with

$$
|r_{ee}|^2 = |r_N|^2
$$

and

$$
|r_{he}|^2 = |r_A|^2.
$$

Figure 2.13 | Tunneling spectroscopy. A semiconductor nanowire with spin–orbit coupling (beige) is contacted by an s-wave superconductor (purple) which induces pairing in the wire. The extended wire section is contacted by a normal metal (orange) leaving a noncovered wire section between both contacts. The non-covered wire section is capacitively coupled to a gate electrode which, for negative gate voltages, depletes the section between the contacts forming an electrostatically defined tunnel barrier. The conductance through the nanowire measured using both contacts resolves the quasiparticle (excitation) density of states in the proximitized nanowire.
or are Andreev reflected yielding

\[ |r_{ee}|^2 + |r_{he}|^2 = 1 \]  \hspace{1cm} (2.69)
\[ |r_{eh}|^2 + |r_{hh}|^2 = 1, \]  \hspace{1cm} (2.70)

equivalent to the unitarity of the reflection matrix \( r \) for subgap energies. The conductance for arbitrary number of subbands \( N \) is then given as

\[ G = G_0 \text{Tr}(r_{he}r_{he}^\dagger) \quad \text{with} \quad G_0 = \frac{2e^2}{h}, \]  \hspace{1cm} (2.71)

which becomes \( G = G_0|r_{he}|^2 \) for \( N = 1 \). For zero energy, particle-hole symmetry imposes the additional requirement \( r_{ee} = r_{he}^* \) and \( r_{eh} = r_{he}^* \). For \( N = 1 \) the reflection matrix \( r \) must become \([61–63]\)

\[ r_{\text{triv}} = \pm \begin{pmatrix} e^{i\phi_1} & 0 \\ 0 & e^{-i\phi_1} \end{pmatrix} \quad \text{or} \quad r_{\text{topo}} = \pm \begin{pmatrix} 0 & e^{i\phi_2} \\ e^{-i\phi_2} & 0 \end{pmatrix}, \]  \hspace{1cm} (2.72)

Remarkably, for the reflection matrix of the form \( r_{\text{triv}} \) Andreev reflection probability is zero, whereas \( r_{\text{topo}} \) corresponds to unit Andreev reflection probability. This is related to \( \text{det}(r) \) signifying a topological quantum number \([62, 64, 65]\) with \( \text{det}(r_{\text{triv}}) = +1 \) indicating the trivial phase, and \( \text{det}(r_{\text{topo}}) = -1 \) the topological phase. As a result, the topological phase with Majorana end modes is associated with a quantized conductance at zero energy.
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Towards high mobility InSb nanowire devices
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We study the low-temperature electron mobility of InSb nanowires. We extract the mobility at 4.2 Kelvin by means of field effect transport measurements using a model consisting of a nanowire-transistor with contact resistances. This model enables an accurate extraction of device parameters, thereby allowing for a systematic study of the nanowire mobility. We identify factors affecting the mobility, and after optimization obtain a field effect mobility of $\sim 2.5 \times 10^4 \text{ cm}^2/\text{Vs}$. We further demonstrate the reproducibility of these mobility values which are among the highest reported for nanowires. Our investigations indicate that the mobility is currently limited by adsorption of molecules to the nanowire surface and/or the substrate.
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3. Towards high mobility InSb nanowire devices

3.1. Introduction

Advances in nanowire growth have led to development of novel quantum devices, such as cooper-pair splitters [1], hybrid semiconductor-superconductor devices [2] and spin-orbit qubits [3]. Nanowire devices thus allow exploration of mesoscopic transport in a highly confined system and show potential as a quantum computation platform. Outstanding nanowire transport properties, such as a high level of tunability of device conductance and low disorder, have been essential to the realization of these experiments.

Recently, hybrid superconductor-semiconducting nanowire devices have been identified [4, 5] as a suitable platform to study Majorana end modes [6], zero-energy bound states that exhibit topological properties. Among various systems, InSb nanowires emerged as a very promising candidate due to their large spin-orbit interaction and large $g$ factor. Reports on signatures of Majorana bound states in InSb nanowire-based systems followed quickly after their theoretical prediction [7–9]. To further develop this topological system, a reduction of the disorder in the nanowire is essential [10, 11]. Disorder reduces or even closes the topological gap that gives Majoranas their robustness, thereby impairing their use as topological qubits. Disorder is quantified by measurements of carrier mobility, which relates directly to the time between scattering events. Evaluation of carrier mobility in nanowires therefore indicates their potential for transport experiments and is thus crucial to further development of nanowire-based quantum devices.

According to the Matthiessen rule, various scattering mechanisms altogether determine the net mobility through [12]

$$\frac{1}{\mu} = \frac{1}{\mu_1} + \frac{1}{\mu_2} + \ldots$$  \hspace{1cm} (3.1)

Here $\mu$ represents the net mobility which results from distinct scattering mechanisms each giving rise to a separate mobility $\mu_n$. In other words, the most dominant scattering contribution limits and hence determines the net mobility. Therefore the mobility can be improved by identifying the limiting mechanism and subsequently reducing or eliminating it.

Apart from the recently introduced Hall effect measurements on nanowires [13, 14], field effect transport measurements are the most common and experimentally most feasible method to extract charge carrier mobility in these systems. Here, one measures the current flowing through the nanowire channel contacted by two electrodes as a function of the gate voltage with fixed voltage bias. The conductance of the channel is described by the linear region of the accumulation regime of a field effect transistor (FET) [15]. In this case the conductance of the channel is

$$G(V_g) = \frac{\mu C}{L^2} (V_g - V_{th}),$$  \hspace{1cm} (3.2)

with gate voltage, $V_g$, mobility, $\mu$, capacitance, $C$, channel length, $L$, and threshold voltage, $V_{th}$. If the capacitance and the channel length are known, the field effect mobility can be determined from the transconductance, $g_m = dG/dV_g$. In most cases, to extract the mobility, the maximum (peak) transconductance is used. One should note that both the mobility and the field effect transport is described using the Drude model where charge carrier transport is classical and diffusive.
Previous studies showed that low-temperature field effect mobility for nominally undoped III-V nanowires is mainly limited by crystal defects such as stacking faults [16–20], and surface effects such as surface roughness [21, 22]. Point defects are also thought to have an effect on the mobility [23]. However, as they are difficult to detect so far no direct connection between impurities and mobility has been reported. Highest reported low-temperature field effect mobilities are $1.6 - 2.5 \times 10^4 \text{ cm}^2/\text{Vs}$. Such mobilities are observed in InAs nanowires [16, 24], InAs/InP core-shell nanowires [25, 26] and GaN/AlN/AlGaN core-shell nanowires after correction for contact resistances [27]. However, in most of these studies either data on a single device is reported, or the average mobility of several devices is significantly lower than the reported maximum [26]. Systematic studies of such high-mobility nanowire FETs are thus largely lacking.

Concerning field effect mobility, the InSb nanowires we investigate differ in several respects from their oft-studied InAs counterparts: the InSb nanowires we use have a larger diameter of approximately 100 nm, reducing their surface-to-volume ratio compared to the thinner InAs nanowires, and are likely to have no surface accumulation layer. Instead, upward band bending leading to surface carrier depletion has been reported for both clean [28] and oxygen-covered InSb surfaces with (110) orientation, the orientation of our InSb nanowire facets. As the InSb facets are atomically flat no surface roughness is expected. Finally, the nanowires are purely zinc-blende and are free of stacking faults and dislocations. The growth of InSb nanowires we study is described in [29] and [30]. Given the differences between InSb nanowires and other nanowire materials it is an open question what determines the low-temperature mobility in InSb nanowires. We note that while in [29] field effect mobilities of these InSb wires are reported, no systematic investigation of the nanowire mobility was performed. The mobility extraction method presented here allows such a thorough investigation, thereby revealing new insights on nanowire mobility.

To identify the factors affecting the mobility of InSb nanowires, we characterized the low-temperature mobility of nanowire FETs fabricated using different experimental parameters. We tailored the extraction of field effect mobility for the nanowires we study to accurately determine the essential transistor parameters of nanowire FETs. By systematic studies we developed a recipe that results in reproducible average mobilities of $\sim 2.5 \times 10^4 \text{ cm}^2/\text{Vs}$. While this value represents an average over many devices, the extracted mobility from a single measurement may exceed $3.5 \times 10^4 \text{ cm}^2/\text{Vs}$. After optimizing the fabrication, we also find that adhesion of molecules to the nanowire and/or the substrate currently limits the extracted mobility. Although such adsorption effects are known to modify the nanowire conductance [17, 31] and also the room-temperature mobility [32–34] (note that ref. [33] reports an increase of mobility upon adsorption, whereas ref. [34] a reduction), our identification of surface adsorption being the limiting factor to low-temperature field effect mobility is new. The amount of adsorbates is reduced by evacuating the sample space for longer time prior to cool down and suggestions for further reduction of the adsorbates as well as to minimize their contribution to the field effect transport are made. We finally discuss various methods to investigate the surface properties of InSb nanowires.
3.2. Experimental details

InSb nanowire FETs are fabricated on a heavily doped Si substrate (used as a global back-gate) terminated with a 285-nm-thick dry thermal SiO$_2$ (Fig. 3.1b). The substrate is patterned with alignment markers prior to nanowire deposition. Nanowires are positioned on the substrate using a micro-manipulator [35]. Two terminal contacts are realized by electron beam lithography, metal evaporation (Ti/Au 5/145 nm) and lift-off. Argon plasma etching is employed prior to contact deposition. Further details about the fabrication process and the measurements can be found in Supplementary Section 3.S1 and 3.S2, respectively.

Due to the absence of a surface accumulation layer in InSb nanowires, an interface resistance of a few kilo ohms cannot be eliminated upon contacting the nanowire [36]. Such interface resistances are known to reduce the transconductance, resulting in an underestimation of the intrinsic mobility [37, 38]. Moreover, at a temperature of 4 K universal conductance fluctuations complicate the extraction of mobility from transconductance. We therefore tailor the extraction of field effect mobility to our InSb nanowire FETs [39]. We model the interface resistances by a resistor $R_s$ with a fixed value (no gate voltage dependence), connected in series to the nanowire channel. A substantial part of the device resistance at high gate voltage stems from the interface resistances, strongly affecting the gate voltage dependent conductance. This complicates accounting for a possible change of mobility with gate voltage. We therefore assume a mobility independent of gate voltage. The device conductance is then given by (see also Fig. 3.1a)

$$G(V_g) = \left( R_s + \frac{L^2}{\mu C (V_g - V_{th})} \right)^{-1}. \quad (3.3)$$

This equation allows for extraction of field effect mobility using a fit to the measured $G(V_g)$. Here, the mobility $\mu$, the interface resistances $R_s$, and the threshold voltage $V_{th}$ are the free fit parameters. We restrict the fitting range to $G^{-1}(V_g) \leq 100 \, \text{k}\Omega$. We independently calculate the capacitance from a finite element model of the device (see Fig. 3.1c inset), where we take into account that quantum confinement in our nanowires reduces the classical capacitance by $\sim 20\%$ [40, 41]. Neglecting quantum effects in our capacitance calculation would lower the extracted mobility values by $\sim 20\%$. Further details on the calculation of the capacitance can be found in Supplementary Section 3.S3. We compared the mobility values extracted by a fit using eq. 3.3 with the mobility values obtained from peak transconductance, a common method to extract nanowire mobility, and found matching results (see Supplementary Section 3.S4). For a representative fabrication run, mean forward mobility of 11 devices is found to be $2.9 \times 10^4 \, \text{cm}^2/\text{Vs}$ using our fit method, whereas peak-transconductance method yields $2.7 \times (1.9) \times 10^4 \, \text{cm}^2/\text{Vs}$ with (without) taking into account the interface resistances. Our fit method, however, differs from peak transconductance method where the mobility is extracted from the maximum value of the transconductance using a small gate voltage range. Because we consider the transconductance in a wide gate voltage range by fitting a large section of $G(V_g)$, the extracted mobility is insensitive to small conductance fluctuations. This is contrary to the peak transconductance where conductance fluctuations greatly affect the extracted mobility. We show in Supplementary Section 3.S5 that our simple
3.3. Results and discussions

3.3.1. Nanowire surface and adsorption

Nanowire conductivity at room temperature is known to increase after evacuation of the sample space following mounting of devices [17, 42]. We find that evacuation also strongly affects $G(V_g)$ at low temperature (4 K). Comparing the $G(V_g)$ measured for short and long sample space evacuation time prior to cool down, we observe a steeper increase of conductance with gate voltage after long-time evacuation (Fig. 3.2a). Considering a number of devices on the same measurement chip, we find almost a doubling of the mobi-
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**Figure 3.2**

- **a)** Conductance $G(V_g)$ of samples measured after evacuation of the sample space for a short or long period of time prior to cool down. Samples are evacuated for $\sim 15$ minutes ($\sim 65$ hours), giving the green and pink (black and blue) conductance curves for forward and reverse sweep direction respectively. Arrows indicate sweep direction. The same chip with nanowire devices is first evacuated only shortly (yielding the data denoted with 'short evacuation'), then evacuated for longer-time ('long evacuation' data), reexposed to air for $\sim 90$ hours and evacuated shortly ($\sim 15$ minutes) again ('re-exposure' data), see panel c. The substrate was cleaned prior to nanowire deposition. Hysteresis of both pairs of conductance curves is indicated with arrows and vertical lines. Although the hysteresis is indicated at non-zero $G$, the hysteresis reported in panel c is extracted from the difference in threshold voltage between conductance curves with forward and reverse sweep direction.

- **b)** Mobility obtained with forward sweep direction, $\mu_f$, of individual devices after short (black) or long (red) device evacuation time.

- **c)** Mobility after short-time evacuation, long-time evacuation, and reexposure to air. $\mu_{avg}$ is the average of the mobility obtained with forward sweep direction, $\mu_f$, and with reverse sweep direction, $\mu_r$.

- **d)** Threshold voltage extracted from forward sweep direction, $V_{th}$, after short-time evacuation (S), long-time evacuation (L) and reexposure to air (R).

- **e)** Hysteresis $V_{hyst}$, after short-time evacuation (S), long-time evacuation (L) and reexposure to air (R). The hysteresis is given by the difference in threshold voltage between forward and reverse sweep direction. All values in panels c, d and e are an average, obtained from fits to the conductance curve of each device on the measurement chip. Error bars in panels c, d and e indicate the standard deviation.

Mobility values after long-time sample evacuation (Fig. 3.2b). The re-exposure of samples to air after long-time evacuation results in a reduction of mobility (Fig. 3.2c) with values very similar to those obtained from the initial measurements with a short-time sample space evacuation. The transconductance is larger when the gate is swept from low towards high voltages (forward sweep direction) leading to higher mobility compared to the case of sweeping from high gate voltages to low (reverse sweep direction) (Fig. 3.2c).
Moreover, after long-time evacuation a shift of the threshold voltage towards more negative values is observed (Fig. 3.2d) together with a reduced hysteresis (Fig. 3.2e). Both the threshold voltage and the hysteresis regain their initial values obtained from short-time evacuation once the sample is re-exposed to air, similar to the extracted mobility: exposing the devices to air has a reversible effect on the field effect transport parameters we extract from the fits. All extracted fit parameters can be found in Supplementary Table 3.S1.

A hysteresis in transconductance dependent on ambient conditions has been studied before by Kim et al [43] and Wang et al [44], and was attributed to the adsorption of water onto the nanostructure and onto the SiO$_2$ substrate. Evacuation of the sample environment leads to desorption of water, thereby reducing the hysteresis. However sample evacuation alone is insufficient to fully remove the adsorbed water. The similarities between our observations and those reported by Wang et al and Kim et al, considering both the influence of gate voltage sweep direction on the shift of the threshold voltage, as well as the reduction of hysteresis with evacuation time and the reversibility of the effect when reexposing samples to air, strongly suggest that the field effect transport is affected by molecules adsorbed to the nanowire and/or the SiO$_2$ substrate. Water is highly likely to be the main adsorbate because reexposing the device to ambient atmosphere following long evacuation time of sample space yields values of mobility, threshold voltage and hysteresis similar to those obtained from the measurements with short evacuation time. InSb nanowires have however also shown decreased conductance in response to isopropanol and acetone [31].

It is an open question how adsorbates affect device conductance at low temperature. The alignment of polar molecules by gate electric field may result in an additional gating [44]. However, the mechanism through which such alignment causes hysteresis is not clear. Another scenario is charge trapping by adsorbed molecules [43]. Such trapping could possibly lead to an asymmetry between forward and reverse sweep direction, yielding the observed hysteresis and sweep direction dependent mobility. The observed trapping mechanism is likely to have a long response time, as our measurements are taken at relatively low gate voltage sweep rates (120 mV/s). Unlike refs. [32, 43, 44], we find no dependence on sweep rate for rates between 3 – 600 mV/s. Nonetheless, repeated measurements yield the same $G(V_g)$, implying that between scans the traps are emptied.

### 3.3.2. Substrate cleaning

We further find that cleaning of Si/SiO$_2$ substrates by remote oxygen plasma prior to nanowire deposition results in an enhanced gate dependence of low-temperature conductivity. Fig. 3.3a shows $G(V_g)$ curves of individual devices, while Fig. 3.3b shows an average over extracted mobilities obtained from measurements of ~ 10 FETs with and without substrate cleaning. All other fabrication and measurement steps are the same for both sets of devices. The remote oxygen plasma most probably removes hydrocarbons that remain on the substrates after fabrication of alignment markers or during storage of samples in a polymer-containing environment. We verified that the oxygen plasma cleaning does not decrease the thickness of the SiO$_2$ gate dielectric within the measurable range < 1 nm.
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Figure 3.3 | (a) Conductance curves $G(V_g)$ obtained from samples without and with substrate cleaning. Forward and reverse sweep direction are indicated with arrows. Samples have been evacuated for $\sim 60$ hours before cool down. (b) Forward, reverse and average mobility with and without substrate cleaning. Values are averages obtained from fits to conductance curves of individual devices. Error bars indicate standard deviation.

3.3.3. Contact spacing

A correlation between FET source-drain contact spacing and extracted field effect mobility is found (Fig. 3.4). Although the spread in mobility at a given contact spacing is substantial, an overall increase of extracted mobility is observed with increasing contact spacing. To determine whether the dependence of the field effect mobility on contact spacing originates from the length of the used nanowire, FETs with short (1 $\mu$m) contact spacing are compared to those with longer (1.5 and 2.0 $\mu$m) lengths. The data suggests that the mobility is not significantly affected by the length of the nanowire.

Figure 3.4 | Mobility obtained by sweeping the gate voltage in forward direction, $\mu_f$, as a function of source-drain contact spacing $L$. Data from 5 different measurement chips (see Supplementary Section 3.S6). Red lines indicate mobility values obtained from long nanowires on which three contact electrodes were placed, resulting in two FETs in series, while black lines correspond to the mobility of single FET devices. Mean forward mobility for each contact spacing is $\mu_f, m (L = 1 \mu m) = 2.4 \times 10^4$ cm$^2$/Vs, $\mu_f, m (L = 1.5 \mu m) = 2.8 \times 10^4$ cm$^2$/Vs, $\mu_f, m (L = 2 \mu m) = 3.1 \times 10^4$ cm$^2$/Vs and $\mu_f, m (L = 2.5 \mu m) = 2.9 \times 10^4$ cm$^2$/Vs.
3.3. Results and discussions

Spacing were realized both on short wires, and on long wires using three contact electrodes resulting in two FETs in series. Devices made from both long and short wires with 1 µm contact spacing give similar mobility (see Fig. 3.4). The contact spacing dependence is thus a device property rather than a nanowire property.

A reduced mobility for short contact spacing is expected when transport is (quasi-)ballistic rather than diffusive [45, 46]. We have observed ballistic transport in our wires [36] with a device geometry and measurement conditions different from those here. Here we expect quasi-ballistic transport in our devices with a mean free path comparable to nanowire diameter $l_e \sim 0.1$ µm. While devices with $L/l_e \gg 1$ are preferable, our InSb nanowires can currently not be grown longer than $\sim 3.5$ µm. However, while for channel length of 1 µm (quasi-)ballistic effects may play a role, mobility values obtained from our devices with longer contact spacing yield a better estimate of field effect mobility. Moreover, effects related to the metal contacts are expected to play a larger role in devices with short contact spacing and can possibly contribute to the observed decrease of $\mu(L)$ in short channel devices. Possible explanations are that (1) the contacts reduce the capacitance of short devices more than expected from the Laplace simulations (in which the nanowire is assumed to be metallic) or (2) electrons are injected from and absorbed over a finite length underneath the contacts, leading to an effective $L$ larger than the contact spacing.

3.3.4. Reproducibility

Altogether, cleaning the SiO$_2$ substrate before wire deposition and applying a long sample evacuation time yields $\mu_{\text{avg}} \approx 2.5 \times 10^4$ cm$^2$/Vs for devices with a contact spacing $L = 2$ µm. This mobility is the average value of $\mu_f = 3.1 \times 10^4$ cm$^2$/Vs (see Fig. 3.4) and $\mu_r = 1.9 \times 10^4$ cm$^2$/Vs. These high mobilities result from measurements of $\sim 15$ devices.

Figure 3.5 | Average mobilities obtained with forward ($\mu_f$) and reverse ($\mu_r$) sweep direction. First group of data (batch A) corresponds to the fabrication run presented in Fig. 3.2 (long-time evacuation), batch B is presented in Fig. 3.3b (with substrate cleaning), whereas batch C is a separate batch to demonstrate the reproducibility of our results. Average mobility $\mu_{\text{avg}}$ is the average of forward and reverse mobility. All results are obtained by improved cleaning of the substrate and long evacuation time of the sample space. Error bars indicate standard deviation.
3. Towards high mobility InSb nanowire devices fabricated in different fabrication runs (see Supplementary Section 3.56 for details) using the same fabrication recipe. Fig. 3.5 demonstrates the reproducibility of our results: mobility obtained from three different fabrication runs are very similar. The optimized nanofabrication recipe as well as an overview of all the parameters extracted from the fits to the conductance vs. gate voltage curves that yield Fig. 3.5 are given in Supplementary Section 3.51 and Supplementary Table 3.52, respectively.

3.4. Conclusions and outlook
Low-temperature field effect mobility of InSb nanowires is extracted by measuring the conductance as a function of gate voltage. Taking surface adsorption and substrate cleaning into consideration, an optimized nanofabrication recipe has been obtained yielding average field effect mobilities of $\sim 2.5 \times 10^4 \text{ cm}^2/\text{Vs}$. It is demonstrated that the obtained mobility values are highly reproducible.

As we show that surface adsorption has a large impact on field effect mobility, further studies should be directed towards minimizing the adsorbates and analysis of surface properties. An improved design of the measurement setup allowing for heating and better evacuation of the sample space is likely to facilitate a further desorption of adsorbates. Exposing the devices to UV-light during evacuation, which may assist desorption, can also be investigated [31]. Further, passivating the nanowire surface by removing the native oxide followed by application of a high quality dielectric likely reduces surface adsorption. Possible methods are atomic hydrogen cleaning [47] or chemical etching followed by dielectric deposition [48]. Alternatively, by suspending the nanowires above a metallic gate using vacuum as a dielectric, one can minimize the effects of the substrate adsorption, leaving the wire adsorption as the predominant constituent affecting the field effect mobility. In the case of adsorbates creating a fluctuating potential profile along the wire resulting in charge scattering, a core-shell structure is expected to yield a higher field effect mobility because the potential fluctuations due to adsorbates are spatially separated from the channel owing to the shell. Finally, to study the surface composition of the nanowire and the substrate, x-ray photoelectron spectroscopy or Auger electron spectroscopy could be used [49].

3.5. Supplementary Information
3.5.1. Optimized fabrication recipe

• Substrate cleaning: 10 minutes remote oxygen plasma cleaning (Tepla 300 Plasma Asher) of the $p^{++}$-Si substrate covered with 285 nm dry thermal SiO$_2$ with predefined Au alignment markers (oxygen pressure 1 mbar, plasma power 600 W). All substrates were from the same wafer.

• Wire deposition: deterministic positioning of wires using a setup similar to that described in ref. [35]. Wires were always taken from the same section on the same growth chip.

• SEM imaging of the nanowires with surrounding alignment markers. Images are used for the subsequent design of the contacts.
3.S. Supplementary Information

- Spin resist: PMMA 950A4 at 4 krpm, baking > 15 minutes at a temperature of 175 °C.

- Electron beam writing of the contact design.

- Development: MIBK:IPA 1:3 60 s, IPA 60 s.

- Ar etching (AJA International sputtering system) using rf-plasma: pressure 3 mTorr, Ar flow 50 sccm, power 100 W, duration 300 s, no rotation of the sample holder. A voltage of 300 V is applied to the sample holder.

- Contact deposition: e-beam evaporation of Ti/Au 5/145 nm with deposition rate 0.5 Å/s and 2 Å/s respectively.

- Lift-off in acetone: the sample with acetone is heated for several hours and left in acetone for ≥ 12 h.

- Samples were stored in an Ar glove box between fabrication and mounting.

3.S2. Measurements

- Sample space (IVC) evacuated for ~ 60 hours after mounting (insert type: Desert Cryogenics).

- For thermalisation, He of ~10 mbar is added to sample space at room temperature before cooling down the devices. During low-temperature measurements samples are kept in a vacuum environment.

- \( G(V_g) \) measured using 10 mV bias, gate voltage range from −6 V to +30 V with sweep rate 6 mV/50 ms. Measured in forward and reverse sweep direction.

- To check a possible sweep rate dependence of \( G(V_g) \), gate voltage steps of 0.15, 0.3, 0.6, 1.5, 3, 6, 15, 30 [mV/(50 ms)] is used both in forward and reverse sweep direction. No dependence on sweep rate was found.

3.S3. Device capacitance

The capacitance for different channel lengths is calculated with a 3D Laplace solver for a realistic device geometry including the metallic leads. Here the wire is assumed to be metallic. Then, for a more accurate representation of the device capacitance and to account for quantum confinement effects, 2D Schrödinger-Poisson solver was used and its result is compared with the capacitance calculated with 2D Laplace solver. A reduction of capacitance by 20% is found for the case of quantum mechanical treatment of the wire. In Fig. 3.1c (inset), the capacitance calculated by 3D Laplace solver with a 20% reduction is plotted. These plotted capacitance values are used for mobility extraction and expected to represent channel capacitance realistically.
3.4. Comparison of field effect mobility extraction methods

We extract mobility values by fitting the conductance curves $G(V_g)$ in a large gate voltage range. However, in the literature mobility is commonly extracted from a small gate voltage range where the transconductance has its maximum value (peak transconductance). This gate voltage range is typically close to the threshold voltage where the mo-

![Figure 3.1](image_url)

**Figure 3.1** | a) Conductance $G$, as a function of gate voltage $V_g$. Inset: Zoom-in of the conductance near pinch-off. The arrows point at universal conductance fluctuations resulting in fluctuations in transconductance. b) Transconductance $dG/dV_g$ without (black) and with (red) averaging over 1.8 V gate voltage range. Averaging is applied to remove the fluctuations that lead to peaks and dips in the transconductance. c) Field effect mobility $\mu_f$ obtained from peak transconductance as a function of gate voltage averaging range. Plotted values of peak-mobility is the average of 11 devices on the same chip (long evacuation time experiment, Fig. 3.2). The green arrow denotes the averaging range of 1.8 V used for the averaged curve in panel b. This averaging window is used in further analysis to obtain peak-mobility. d) Peak-mobility as a function of series resistance subtracted from $G(V_g)$. Peak-mobility is the average of 11 devices on the same chip. e) Comparison between field effect mobility $\mu_f$ obtained for individual devices using the fit according to eq. 3.3 (red points) and the mobility obtained from peak transconductance (black points). f) Conductance as a function of gate voltage after the correction for interface resistances. For this device an interface resistance $R_s = 4 \, \text{k}\Omega$ is assumed. Conductance curve without the correction for $R_s$ is shown in panel a.
bility is expected to be the highest. Here, we compare the field effect mobility obtained using our method – fitting the conductance curves \( G(V_g) \) – to the field effect mobility obtained from peak transconductance, the standard method for extracting mobility in nanowires. We denote the mobility obtained using the latter as peak-mobility. We describe the extraction of peak-mobility in the following: By numerically differentiating the measured \( G(V_g) \) shown in Fig. 3.S1a, one obtains the transconductance \( g_m = dG/dV_g \). This transconductance is shown in Fig. 3.S1b (black curve). After taking the numerical derivative, an averaging is performed to remove the fluctuations in transconductance (red curve in Fig. 3.S1b). The peak-mobility is then obtained from the maximum value of transconductance using \( \mu = g_m L^2/C \) (see eq. 3.2). Peak-mobility depends strongly on the chosen averaging range. This dependence is shown in Fig. 3.S1c. Here, mean forward peak-mobility of 11 devices from a single fabrication run is plotted against the averaging range. We choose the averaging range to be 1.8 V, the value at which the rapid decrease of peak-mobility with respect to averaging range diminishes.

Next interface resistances are taken into account since they affect the extracted peak-mobility. This is done by subtracting the contribution of a gate-independent series resistance \( R \) from the measured conductance curve \( G(V_g) \). Fig. 3.S1f shows an example of such a conductance curve corrected for interface resistances. From such a curve we determine the transconductance, and from the maximum value of transconductance peak-mobility is extracted. The peak-mobility depends on the subtracted \( R \), shown in Fig. 3.S1d. Here, as mentioned above, mean forward peak-mobility of 11 devices from a single fabrication run is plotted. (The peak-mobility for \( R = 0 \) is the one indicated with a green arrow in Fig. 3.S1c.) For zero subtracted resistance \( (R = 0) \), the transconductance has a global maximum near pinch-off (Fig. 3.S1b, red curve). Upon increasing the value of \( R \) subtracted from \( G(V_g) \), the transconductance values increase for all gate voltages, with the amount of increase being larger for higher gate voltages. When \( R \) exceeds the value of interface resistances \( R_s \), the transconductance no longer has a global maximum near pinch-off. When \( R \) is increased even further, transconductance starts to increase with gate voltage, a case we regard to be unrealistic. \( R_s \) for individual devices varies between 1.5 kΩ and 4 kΩ, with an average \( R_s \) of \( \sim 3 \) kΩ. After the subtraction of \( R_s \), the mean peak-mobility of 11 devices obtained using forward sweep direction is \( (27.1 \pm 4.2) \times 10^3 \) cm²/Vs (see Fig. 3.S1d) compared to \( (28.7 \pm 4.8) \times 10^3 \) cm²/Vs obtained from fits to the conductance curves. Both values are within error margin the same. Comparing mobilities of individual devices obtained using both methods (Fig. 3.S1e), we conclude that both methods give similar values. The small difference is due to slightly larger interface resistances obtained from the fitting method, giving an average \( R_s \) of 3.7 kΩ.

3.S5. Simplification of gate voltage-independent interface resistances

Here we check our simplification of modelling the interface resistances \( R_s \) to be gate voltage independent. We fit the measured device conductance \( G(V_g) \) using eq. 3.3 to determine \( R_s \), the mobility \( \mu \), and the threshold voltage \( V_{th} \). The measured device conductance after the subtraction of \( R_s \) is denoted by \( G_{ch}(V_g) \). In our model \( G_{ch}(V_g) \) has the form \( G_{ch}(V_g) = (V_g - V_{th})L\mu C/L^2 \), which corresponds to a conductance linear in gate voltage with the transport properties extracted from the fit mentioned above. In Fig. 3.S2 we plot representative curves of \( G_{ch}(V_g) \) (black) and compare them with \( G_{L}(V_g) \) (red). We
find that $G_L(V_g)$ matches well with $G_{ch}(V_g)$, demonstrating that our simple model with gate voltage-independent interface resistances is a valid approximation for our measurements.

3.5. Overview of measured devices

- Evacuation time experiment (fabricated according to our optimized recipe described above). Mobility was extracted from measurements of 11 devices with contact spacing between 1 and 2 $\mu$m. Average contact spacing 1.41 $\mu$m. Data reported in Fig. 3.2. Long evacuation time data is also included in Fig. 3.4 and Fig. 3.5 (Batch A).

- FETs without substrate cleaning and with long-time evacuation. Fabricated according to our optimized recipe, with the exception that we used different settings for Ar etching. Here we used 400 V on the sample holder and etched for 150 s while keeping all the other settings the same. This yields the same amount of etching of InSb nanowire ($\sim$ 70 nm) as etching at 300 V for 300 s. 11 devices, contact spacing of all devices is 2 $\mu$m. Data reported in Fig. 3.3.

- FETs with substrate cleaning and with long-time evacuation. Fabricated according to our optimized recipe, with the exception that we used different settings for Ar etching. Here we used 400 V on the sample holder and etched for 150 s while keeping all the other settings the same. This yields the same amount of etching of InSb nanowire ($\sim$ 70 nm) as etching at 300 V for 300 s. 11 devices, contact spacing between 1 and 2 $\mu$m. Average length 1.42 $\mu$m. Data reported in Fig. 3.3, Fig. 3.4, and Fig. 3.5 (Batch B).

- FETs fabricated according to our optimized recipe. 13 devices, contact spacing between 1 and 2.5 $\mu$m. Average contact spacing 1.73 $\mu$m. Data reported in Fig. 3.4 and Fig. 3.5 (Batch C).
• FETs fabricated according to the recipe, with the addition of a thin layer of perfluorodecyltrichlorosilane (FDTS) deposited onto the devices after fabrication. No improvement of mobility was observed with respect to devices without FDTS. 11 devices, contact spacing between 1 and 2.5 \( \mu \text{m} \). Average contact spacing 1.64 \( \mu \text{m} \). Data reported in Fig. 3.4.

• FETs fabricated according to our optimized recipe, but with substrate oxygen plasma cleaning of 60 s instead of 10 minutes. After oxygen plasma cleaning a thin layer of FDTS was deposited onto the substrate, after which fabrication proceeded according to the recipe. No improvement of mobility was observed with respect to devices without FDTS and with the usual 10 minutes cleaning. 10 devices, contact spacing between 1 and 2.5 \( \mu \text{m} \). Average contact spacing 1.85 \( \mu \text{m} \). Data reported in Fig. 3.4.

3.S7. Average device characteristics obtained from several measurement and fabrication runs

|                       | Short-time evacuation | Long-time evacuation | Reexposed to air |
|-----------------------|-----------------------|----------------------|-----------------|
| \( \mu_f \) (10\(^3\) cm\(^2\)/Vs) | 14.6 ± 3.0            | 28.7 ± 4.6           | 17.3 ± 2.8      |
| \( \mu_r \) (10\(^3\) cm\(^2\)/Vs) | 10.7 ± 2.1            | 18.6 ± 3.0           | 12.1 ± 1.9      |
| \( \mu_{\text{avg}} \) (10\(^3\) cm\(^2\)/Vs) | 12.7 ± 2.7            | 23.7 ± 3.6           | 14.7 ± 2.2      |
| \( V_{\text{th}} \) (V)    | 1.70 ± 0.29           | -0.20 ± 0.36         | 1.96 ± 0.43     |
| \( V_{\text{hyst}} \) (V)  | 2.75 ± 0.47           | 1.31 ± 0.30          | 2.40 ± 0.36     |
| \( R_s \) (k\( \Omega \)) | 3.7 ± 0.7             | 3.7 ± 1.0            | 4.1 ± 1.2       |

Table 3.S1 | Mobility, threshold voltages \( V_{\text{th}} \), hysteresis, \( V_{\text{hyst}} \), and series resistances, \( R_s \), obtained from fits to conductance curves \( G(V_g) \) of the evacuation time experiment. Mobility is obtained with forward sweep direction, \( \mu_f \) and reverse sweep direction, \( \mu_r \). The average mobility of these two sweep directions, \( \mu_{\text{avg}} \), is also reported. \( V_{\text{th}} \) is the threshold voltage obtained from fits to \( G(V_g) \) taken with forward sweep direction. Mobility, threshold voltage and hysteresis are also shown in Fig. 3.2c, d and e, respectively.

Table 3.S2 | Mobility, threshold voltage, \( V_{\text{th}} \), hysteresis, \( V_{\text{hyst}} \), and series resistance, \( R_s \), obtained from fits to the conductance curves \( G(V_g) \) of three batches of high-mobility devices. Mobility is obtained with forward sweep direction, \( \mu_f \) and reverse sweep direction, \( \mu_r \). The average mobility of these two sweep directions, \( \mu_{\text{avg}} \), is also reported. \( V_{\text{th}} \) is the threshold voltage obtained from fits to \( G(V_g) \) taken using forward sweep direction. Mobilities and series resistances are also shown in Fig. 3.5.
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4. Hard superconducting gap in InSb nanowires

4.1. Introduction

A topological superconductor can host non-Abelian excitations, the so-called Majorana modes forming the basis of topological quantum computation [1–6]. Both the non-Abelian property and the topological protection of Majoranas crucially rely on the energy gap provided by the superconducting pairing of electrons that separates the ground state from the higher energy excitations. For most material systems that can support such a topological state, pairing is artificially induced by proximity, where the host material is coupled to a superconductor in a hybrid device geometry [7–27]. Accessing the topological properties in hybrid devices requires a negligible density of states within the induced superconducting gap, i.e., an induced hard gap, which can be attained by a homogeneous and barrier-free interface to the superconductor [28–32]. However, achieving such interfaces remains an outstanding challenge for many material systems, constituting a major bottleneck for topological superconductivity. Here we engineer a high-quality interface between semiconducting InSb nanowires and superconducting NbTiN resulting in an induced hard gap in the nanowire by improving the homogeneity of the hybrid interface while ensuring a barrier-free electrical contact to the superconductor. Our transport studies and materials characterization demonstrate that surface cleaning dictates the structural and electronic properties of the InSb nanowires, and determines the induced superconductivity together with the wetting of the superconductor on the nanowire surface. We show that both the induced gap and the supercurrent in the nanowire withstands magnetic fields (∼0.5 Tesla), a requirement for topological superconductivity in one-dimensional systems.

InSb nanowires have emerged as a promising platform for topological superconductivity [7, 10, 11, 15, 16] owing to a large spin–orbit coupling [33, 34], a large g factor [35, 36], and a high mobility [36–39]. These ingredients, together with a high-quality interface to a magnetic field resilient s-wave superconductor, are necessary to maintain a finite topological gap in one dimension [4, 5, 40, 41]. The interface quality can be inferred using tunneling spectroscopy which resolves the induced superconducting gap for a tunnel barrier away from the interface. To date, tunneling spectroscopy studies on proximitized InSb nanowires have reported a significant density of states within the superconducting gap, a so-called soft gap, suggesting an inhomogeneous interface [7, 10, 11, 16]. These subgap states destroy the topological protection by allowing excitations with arbitrarily small energy. Soft gaps have been observed also in other hybrid systems for cases where tunneling spectroscopy is applicable [8, 12, 42, 43]. For other cases, interface inhomogeneity is indirectly inferred from a decreased excess current or supercurrent due to a deviation from Andreev transport [44], a common observation in hybrid systems [17, 18, 24]. A hard gap has recently been realized in epitaxial InAs–Al materials [29–32], and in Bi2Se3 [19] and Bi2Te3 [20, 21] epitaxially grown on NbSe2, where the interface inhomogeneity can be minimized. However, these studies do not provide further insight into the soft gap problem in material systems for which either epitaxy remains a challenge or when a high structural quality does not guarantee a barrier-free interface (e.g. due to carrier depletion). Here we tackle the soft gap problem in InSb nanowire devices by focusing on the constituents of a hybrid device realization which are crucial for the interface.
4.2. Results

In general, realizing a hybrid device begins with surface preparation of the host material followed by the deposition of a superconductor. In host materials with low surface electron density or a small number of electronic subbands such as semiconductor nanowires, the correct surface preparation is of paramount importance to ensure a barrier-free coupling to the superconductor. Here we also adopt this procedure for our nanowires [45] whose native surface oxide forms an insulating layer that has to be removed. We describe the details of the nanowire growth, fabrication, and measurement setup in Supplementary Section 4.S.

Figure 4.1a and b show a completed device with two lithographically defined superconducting electrodes having a small separation (∼150 nm) on an InSb nanowire. A degenerately doped silicon substrate acts as a global back gate, tuning the carrier density in the wire. The small electrode separation allows us to electrostatically define a tunnel barrier in the wire section between the electrodes by applying negative gate voltages. Figure 4.1c and e show the induced gaps measured by tunneling spectroscopy for two common realizations of an InSb nanowire hybrid device. For the device in Figure 4.1c, a sulfur-based solution [46] is used to clean the wire surface followed by evaporation of Ti/Al with Ti the wetting layer, whereas Figure 4.1e is from a device for which the wire surface is in situ cleaned using an argon plasma followed by sputtering of NbTiN. Figure 4.1d shows the conductance traces of the sulfur-Ti/Al device indicating a hard induced gap $2\Delta \sim 0.3$ meV for low gate voltages when decreased transmission suppresses Andreev reflection. In contrast, Figure 4.1f demonstrates that the argon-NbTiN device shows a soft induced gap even for the lowest gate voltages, but with a gap $2\Delta \sim 1$ meV inherited from NbTiN, a superconductor with a large gap and high critical field. Both device realizations present a challenge toward topological protection. In the first case, the magnetic field (∼0.5 T) required to drive the wire into the topological state destroys the superconductivity of Al (Figure 4.S1). Al can withstand such fields when it is very thin (<10 nm) in the field plane; however, such thin Al films contacting a nanowire have so far only been achieved by epitaxy [13, 14, 30]. In the NbTiN device prepared with argon cleaning, the subgap states render the topological properties experimentally inaccessible.

We now turn our attention to the surface of InSb nanowires prior to superconductor deposition. To determine the effects of surface cleaning on transport, we characterized long-channel nanowire devices with ∼1 $\mu$m electrode separation where the channel surface is cleaned using different methods, along with control devices with pristine channels (details in Supplementary Section 4.S). Figure 4.2 shows the measured conductance through the nanowire as a function of gate voltage, with the traces representing an average over different devices and the shades indicating the standard deviation. We find that the argon-cleaned channel behaves strikingly different than sulfur-cleaned and pristine channels. First, the argon-cleaned channel does not pinch off, showing a finite conductance even for lowest gate voltages, indicating a deviation from a semiconducting gate response. Second, it shows a lower transconductance $\propto dG/dV_{\text{gate}}$ compared to sulfur-cleaned and pristine channels indicating a low mobility. These observations are consistent with the formation of metallic In islands on the InSb surface after argon cleaning [47]. In contrast, the sulfur-cleaned channel shows a gate response similar to the pris-
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Figure 4.1 | InSb nanowire hybrid device and induced superconducting gaps for different device realizations. (a) Top-view false-color electron micrograph of a typical device consisting of an InSb nanowire (blue) with a diameter ∼ 80 nm coupled to two superconducting electrodes (yellow) with ∼ 150 nm separation. (b) Schematic of the devices and the measurement setup with bias voltage \( V \), monitored current \( I \), and the voltage \( V_{\text{gate}} \) applied on back gate (Si++ substrate) that is separated from the device by a 285 nm thick SiO\(_2\) dielectric. (c), (d) Spectroscopy of a device realized using sulfur cleaning followed by evaporation of superconducting Ti/Al (5/130 nm) electrodes. \( T = 250 \) mK. Differential conductance \( dI/dV \) is plotted as a function of bias voltage \( V \) for varying gate voltages \( V_{\text{gate}} \). \( dI/dV \) traces in (d) are vertical line cuts from (c) at gate voltages marked with colored bars. \( dI/dV \) is symmetric around zero bias with two conductance peaks at \( V \sim \pm 0.3 \) mV seen for all gate voltages that result from the coherence peaks in the superconducting density of states at the edge of the induced gap \( \Delta \). For our device geometry with two superconducting electrodes \( 2\Delta \sim 0.3 \) meV. For sufficiently low \( V_{\text{gate}} \), where \( dI/dV \ll 2e^2/h \) at above-gap bias \( (V > 2\Delta) \), tunnelling is weak, which suppresses the Andreev reflection probability revealing a hard induced gap. Larger gate voltages decrease the tunnel barrier height where increased Andreev reflection probability results in finite subgap conductance. (e), (f) Spectroscopy of a device realized using argon cleaning followed by sputtering of superconducting NbTiN (90 nm) electrodes. \( T = 250 \) mK. We find \( 2\Delta \sim 1 \) meV, much larger than that of the Al-based InSb hybrid device shown above. \( dI/dV \) traces in (f) show an above-gap conductance comparable to those in (d). The induced gap is soft with a non-vanishing subgap conductance even for the weak tunnelling regime at low \( V_{\text{gate}} \), indicating a deviation from Andreev transport.
4.2. Results

Figure 4.2 | Effects of different surface cleaning on transport properties. Gate voltage dependent conductance $G$ of InSb nanowire devices with $\sim 1 \mu m$ electrode separation (channel length) for argon-cleaned (pink), sulfur-cleaned (orange), and uncleaned pristine (cyan) channels, $T = 4 K$. Traces represent ensemble-averaged conductance over 6 (argon-cleaned), 3 (sulfur-cleaned), and 2 (uncleaned) different devices measured at bias voltage $V = 10 mV$, with the shades indicating the standard deviation (see the Supporting Information for the details of averaging). Argon-cleaned channels do not pinch off, a deviation from a semiconducting gate response, and show a low transconductance $\propto dG/dV_{gate}$ indicating a low mobility. In contrast, sulfur-cleaned channels show a gate response similar to the pristine channel but with a shift of the threshold voltage toward negative values. Insets show high-resolution electron micrographs of argon- and sulfur-cleaned channels. Argon cleaning typically rounds the otherwise hexagonal cross section of the InSb nanowire (bottom image) and leaves a rough surface (top image). A sulfur cleaning yielding comparable contact resistances etches the InSb nanowire much less and leaves behind a smoother surface.

This behavior indicates a surface electron accumulation expected for III–V semiconductors treated with sulfur-based solutions [48–50]. A close inspection of the cleaned channels reveals clear differences in nanowire surface morphology after argon and sulfur cleaning (Figure 4.2 inset). While argon cleaning created a roughness easily discernible under high-resolution electron microscope for different plasma parameters, we find that sulfur cleaning, which removes $\sim 5 nm$ of the wire, leaves a smoother InSb surface. TEM studies on the cleaned wire surface confirm this observation (Figure 4.S2). Comparable contact resistances between argon and sulfur cleaning were achievable (e.g. in Figure 4.1e and f) when the argon plasma significantly etches the nanowire surface ($> 15 nm$), while
different plasma parameters resulting in less etching gave consistently higher contact resistances. This indicates that a complete removal of the native oxide (∼3 nm) does not guarantee a barrier-free interface to the superconductor for InSb nanowires, which could be related to the surface depletion of InSb previously reported for a (110) surface [51], the orientation of our nanowire facets. In the rest of the chapter we use sulfur cleaning to remove the native oxide on the nanowire surface prior to superconductor deposition.

Next, we investigate the wetting of the superconductor on the nanowire surface. Figure 4.3a shows the conductance averaged over different nanowire devices realized with and without a thin layer of NbTi (5 nm), a reactive metal deposited immediately before the NbTiN to ensure its wetting on the wire. The inclusion of a NbTi wetting layer substantially improves the contact resistance of the devices. Tunneling spectroscopy (Figure 3b-d) reveals the differences in superconducting properties of the devices with and without the wetting layer. Figure 4.3b shows an induced gap $2\Delta \sim 1$ meV for a device with NbTi wetting layer. Low gate voltages bring the device into the tunneling regime revealing a hard gap, shown in Figure 4.3c. In contrast, Figure 4.3d and e show that omitting the wetting layer results in no clearly identifiable induced gap and a tunneling conductance dominated by Coulomb blockade with irregular diamonds. Finally, to verify the importance of the wetting of the superconductor on the wire surface we realized InSb–Al nanowire devices without a Ti wetting layer. These devices also showed very high contact resistances, while the inclusion of Ti wetting layer gave low contact resistances and a finite supercurrent (Figure 4.S3), in addition to a hard gap shown in Figure 4.1c and d. In Supplementary Section 4.S we comprehensively discuss our observations related to the improvement due to inclusion of a wetting layer.

The devices prepared with sulfur cleaning and NbTi/NbTiN electrodes in Figure 4.3 did not show a supercurrent, a requirement for a nanowire-based topological quantum bit [52–55]. We attribute the lack of a supercurrent to a residual interface barrier effective at small bias. This could be related to the ex situ nature of sulfur cleaning, leaving the wire surface exposed to ambient which cannot exclude adsorbents at the interface. To improve the small bias response of our devices, we perform an additional in situ argon cleaning of sufficiently low power to avoid a damage to the InSb nanowire surface. After including this low-power argon cleaning, we find a high yield of devices showing a finite supercurrent measured at 250 mK (Figure 4.S4). For another chip with 18 nanowire devices but measured at 50 mK, we find a clear supercurrent for all devices (Figure 4.S5) while obtaining an induced gap $2\Delta \sim 1$ meV or larger (Figure 4.S6 and 4.S9).

Finally we study the magnetic field response of the optimized hybrid devices combining sulfur cleaning followed by an in situ low-power argon cleaning, and NbTi/NbTiN superconducting electrodes. Figure 4.4a and b show the differential conductance for varying gate voltages at zero magnetic field measured at 50 mK (details in Figure 4.5S). We find a hard gap $2\Delta \sim 1.5$ meV which confirms the noninvasiveness of our low-power cleaning. The extracted conductance suppression at small bias compared to the above-gap conductance at large bias is $\sim 100$ (Figure 4.S7). Next, we choose a gate voltage where the device is in the tunneling regime (orange trace in Figure 4.4b) and perform spectroscopy for increasing magnetic fields along the wire axis, shown in Figure 4.4c. In Figure 4.4d we plot the conductance traces taken at different magnetic fields showing an induced gap which remains hard up to $\sim 0.5$ T (see Figure 4.S8 for a logarithmic plot). In-
Figure 4.3 | Effects of wetting layer on the transport and superconducting properties. (a) Gate voltage dependent conductance $G$ of InSb nanowires devices with $\sim 150$ nm electrode separation realized with and without including a NbTi (5 nm) wetting layer between the nanowire and NbTiN (90 nm) electrodes. Native oxide on the nanowire surface is removed by sulfur cleaning prior to the deposition of the electrodes. Traces represent ensemble-averaged conductance over 4 (NbTi/NbTiN) and 7 (NbTiN) different devices measured at a bias voltage $V = 10$ mV, with the shades indicating the standard deviation (see the Supporting Information for the details of averaging). Inclusion of a NbTi wetting layer decreases the average contact resistance (including both contacts) from $\sim 100 \ \Omega$ to $\sim 1.6 \ \Omega$ (see the Supporting Information for the extraction of contact resistance). (b), (c) Spectroscopy of a device realized with NbTi/NbTiN electrodes. Differential conductance $dI/dV$ is plotted as a function of bias voltage $V$ for varying gate voltages $V_{gate}$. $dI/dV$ traces in (c) are vertical line cuts from (b) at gate voltages marked with colored bars. $dI/dV$ is symmetric in bias with two peaks at $V \sim \pm 1$ mV seen for all gate voltages from which we find $2\Delta \sim 1$ meV. For low $V_{gate}$ and away from quantum dot resonances the subgap conductance vanishes, revealing a hard induced gap. Larger gate voltages decrease the tunnel barrier height, where increased Andreev reflection probability results in finite subgap conductance. (d) Spectroscopy of a device realized with NbTiN electrodes without a NbTi wetting layer. The tunneling conductance is dominated by Coulomb blockade with irregular diamonds. An induced gap cannot be clearly identified. (e) A vertical line cut from (d) at $V_{gate} \sim -0.08$ V (indicated by a blue bar) with a conductance similar to the middle panel in (c). $dI/dV$ is not symmetric in bias and coherence peaks are not visible. All data in this figure taken at $T = 250$ mK.
Figure 4.4 | Tunneling spectroscopy and magnetic field response of InSb nanowire hybrid devices with engineered interface. (a), (b) Spectroscopy of a device realized with NbTi/NbTiN electrodes using sulfur cleaning followed by an in situ low-power argon cleaning. Differential conductance $dI/dV$ is plotted as a function of bias voltage $V$ for varying gate voltages $V_{\text{gate}}$. $dI/dV$ traces in (b) are vertical line cuts from (a) at gate voltages marked with colored bars. $dI/dV$ is symmetric in bias with two peaks at $V \sim \pm 1.5 \text{ mV}$ seen for all gate voltages from which we find $2\Delta \sim 1.5 \text{ meV}$. The induced gap is hard with vanishing subgap conductance in the tunneling regime. (c), (d) $dI/dV$ of the same device is plotted as a function of bias voltage $V$ for an increasing magnetic field $B$ along the nanowire. Gate voltage is set to $V_{\text{gate}} = -0.88 \text{ V}$, the same as in the middle panel in (b). $dI/dV$ traces in (d) are vertical line cuts from (c) at magnetic fields marked with colored bars. The induced gap remains hard up to $\sim 0.5 \text{ T}$. Increasing fields decrease the induced gap size and increase the subgap conductance but induced superconductivity persists up to 2 T where $dI/dV$ shows a gap feature with suppressed conductance at small bias and symmetrically positioned coherence peaks. (e) Differential resistance $dV/dI$ of an identical device is plotted as a function of bias current $I$ for an increasing magnetic field $B$ along the nanowire. Dark regions with vanishing resistance indicate the supercurrent which remains finite up to 1 T. Gate voltage $V_{\text{gate}} = 20 \text{ V}$. (f) Current-voltage traces from (e) at magnetic fields marked with colored bars. We find a switching current of $\sim 40 \text{ nA}$ at zero magnetic field, which decreases to $\sim 10 \text{ nA}$ at 0.25 T, and to $\sim 0.5 \text{ nA}$ at 1 T. Both devices in this figure have an electrode separation of $\sim 150 \text{ nm}$. Data taken at $T = 50 \text{ mK}$. 
creasing fields decrease the induced gap size and increase the subgap conductance, but a gap feature can be identified up to 2 T revealing the large critical field of NbTiN. Figure 4.4e and f show the critical current of another device as a function of magnetic field, measured at a large gate voltage when the nanowire is highly conducting (details in Figure 4.S9). We find a critical current of $\sim 40 \text{ nA}$ at zero magnetic field which remains finite up to greater than 1 T. The nonmonotonous magnetic-field evolution of the critical current can be accounted for using a model which includes the Zeeman effect, spin–orbit coupling, and a realistic nanowire geometry in the few-channel, quasi-ballistic regime—the transport regime of our devices [56].

In conclusion, we have developed a method of obtaining a hard induced gap and supercurrent in InSb nanowires in the presence of magnetic fields ($\sim 0.5$ Tesla) by combining a noninvasive nanowire surface cleaning together with a wetting layer between the nanowire and the NbTiN superconductor. Our results provide a guideline for inducing superconductivity in semiconductor nanowires, two-dimensional electron gases and topological insulators, and hold relevance for topological superconductivity in various material systems.

4.S. Supplementary Information

**Nanowire growth and device fabrication.** InSb nanowires have been grown by Au-catalyzed Vapor-Liquid-Solid mechanism in a Metal Organic Vapor Phase Epitaxy reactor. The InSb nanowire crystal direction is [111] zinc blende, free of stacking faults and dislocations [45]. Nanowires are deposited one-by-one using a micro-manipulator [57] on a p-Si++ substrate covered with 285 nm thick SiO$_2$ serving as a dielectric for back gate. Superconductor deposition process starts with resist development followed by oxygen plasma cleaning. For sulfur cleaning, the chip is immersed in a Sulfur-rich ammonium sulfide solution diluted by water (with a ratio of 1:200) at 60$^\circ$C for half an hour [46]. At all stages care is taken to expose the solution to air as little as possible. Ti/Al contacts are e-beam evaporated at a base pressure $< 10^{-7}$ mbar. In situ argon plasma cleaning and NbTiN deposition is performed in an AJA International ATC 1800 sputtering system with a base pressure $\sim 10^{-9}$ Torr. For devices without sulfur cleaning, argon cleaning is performed using an argon plasma typically at a pressure of 3 mTorr and a power of 100 Watts applied for 150 seconds, but different plasma parameters removing a similar thickness of InSb from the nanowire surface ($> 15$ nm) gave similar transport properties. For devices with sulfur cleaning we used a much milder argon plasma at a pressure of 10 mTorr and a power of 25 Watts applied for $\sim 5$ seconds. For NbTiN deposition a Nb$_{0.7}$Ti$_{0.3}$ wt. % target with a diameter of 3 inches is used. Reactive sputtering resulting in (NbTi) NbTiN films was performed in an Ar/N process gas with (0) 8.3 at. % nitrogen content at a pressure of 2.5 mTorr using a dc magnetron sputter source at a power of 250 Watts. An independent characterization of the NbTiN films gave a critical temperature of 13.5 K for 90 nm thick films with a resistivity of 114 $\mu\Omega\cdot$cm and a compressive stress on Si substrate.

**Fabrication details of the long-channel devices in Figure 4.2.** For the InSb nanowire devices with sulfur-cleaned channels, the cleaning of the channel is performed after a complete fabrication of the electrodes contacting the nanowire. For the devices whose
transport data is presented, sulfur cleaning is applied to the entire channel, while the inset shows a partially cleaned channel to illustrate the mild etching of the wire. For the nanowire devices with argon-cleaned channels, the cleaning of the channel is performed before the fabrication of the contact electrodes. However, we obtained a similar result when argon cleaning was applied after fabricating the contacts. For all long-channel devices we used argon cleaning to remove the native oxide on the nanowire surface prior to contact deposition.

**Measurement setup.** All the data in this study is measured using RC, copper powder, and π filters thermalized at different temperatures. Differential conductance measurements are performed using standard ac lock-in techniques. Nanowire devices are kept in vacuum during low temperature measurements.

**Details of ensemble averaging.** Conductance is averaged over different nanowire devices for each value of gate voltage. Devices within an ensemble are fabricated simultaneously on a single substrate, have identical geometries, and are measured during the same cool down.

**Extraction of contact resistance.** We extract contact resistances by fitting the conductance measured as a function of gate voltage using the method described in Ref. [37]. Here we leave the product of capacitance and mobility as a free fit parameter which is not taken into consideration.

**Discussion of the wetting layer.** Throughout our study we have tried various etching techniques (HF, lactic acid, sulfur solution, He ion beam, Ar plasma) in combination with different contact materials (Ti, Al, V, Cr - evaporation; Al, NbTi, NbTiN, MoRe - sputtering). Our observations rule out a work function ($W$) related explanation for the improvement due to inclusion of a wetting layer: Ti ($W = 4.33$ eV) [58] and Cr ($W = 4.5$ eV) [58] gives significantly lower contact resistances on our wires than Al ($W = 4.06 – 4.26$ eV) [58]—known for its low work function. (See Ref. [36] for Cr/Au contacts on our wires.) Consistent observation of the improvement due to wetting layer both for evaporation (Al) and for reactive sputtering (NbTiN) suggests that the mechanism of improvement is independent of the details of the deposition environment, such as nitrogen plasma. We further note that sputtered Al contacts also result in low contact transparency with large contact resistances (no difference observed between evaporated and sputtered Al contacts without a wetting layer). Finally, a Ti wetting layer provides improvement for Al contacts on InAs nanowires as well [29]—consistent with our observations. However, it is possible to realize transparent contacts of Al on InAs when the Al-InAs interface is homogeneous (epitaxial) [29]. This suggests that the nucleation of the Al film deposited on the wire is a key factor which determines the transparency.
Figure 4.S1 | Magnetic field response of the induced gap in InSb nanowire hybrid device with Ti/Al electrodes. Differential conductance $dI/dV$ is plotted as a function of bias voltage $V$ for increasing magnetic field $B$ along the nanowire axis. The nanowire device is in the tunneling regime with $dI/dV \ll 2e^2/h$ for above-gap bias ($V > 2\Delta$). At zero magnetic field $dI/dV$ shows two conductance peaks at $V \sim \pm 0.3 \text{ mV}$ symmetric around zero bias giving $2\Delta \sim 0.3 \text{ meV}$. Increasing the magnetic field decreases the size of the superconducting gap $\Delta$ which completely vanishes at $\sim 25 \text{ mT}$. The device shows no superconductivity at larger magnetic fields. Device realized by sulfur cleaning. Ti/Al electrodes have a thickness of $5/130 \text{ nm}$ and a separation of $\sim 150 \text{ nm}$ on the nanowire. $T = 50 \text{ mK}$.

Figure 4.S2 | Cross-sectional transmission electron micrographs of the nanowire surface cleaned using different methods. The cuts were performed along the nanowire axis. (a) InSb nanowire surface after argon plasma cleaning. Argon cleaning leaves a rough nanowire surface. Nanowire appears thinner due to substantial etching. (b) InSb nanowire surface after sulfur cleaning followed by a low-power argon cleaning (see main text for details). Sulfur cleaning leaves a smoother nanowire surface.
Figure 4.3 | Additional transport properties of InSb nanowire hybrid devices with Ti/Al electrodes. Conductance \( G \) of InSb nanowire devices is plotted as a function of gate voltage \( V_{\text{gate}} \). The trace represents ensemble-averaged conductance over 6 different devices on a single chip and the shade indicates the standard deviation. Taken at a bias voltage \( V = 10 \text{ mV} \). Average contact resistance (including both contacts) is \( \sim 1 \text{ k}\Omega \). Inset shows voltage drop \( V \) as a function of bias current \( I \) for one of the 6 devices. We find a clear supercurrent up to \( \sim 10 \text{ nA} \). Red trace shows the current-voltage response when the bias current is swept in positive direction, black trace the negative direction. Gate voltage is set to \( V_{\text{gate}} = 9 \text{ V} \). Ti/Al electrodes have a thickness of 5/130 nm and a separation of \( \sim 150 \text{ nm} \) on the nanowire. All data in this figure taken at \( T = 250 \text{ mK} \).
Figure 4.S4 | Supercurrent in InSb nanowire hybrid devices with NbTi/NbTiN electrodes. Devices realized using sulfur cleaning followed by an in situ low-power argon cleaning. $T = 250$ mK. Voltage drop $V$ is plotted as a function of bias current $I$ for different devices on a single chip with 8 devices in total. An in situ low-power argon cleaning improves the small bias response allowing to resolve a supercurrent for a high yield of devices. Gate voltage is set to $V_{\text{gate}} = 18$ V. NbTi/NbTiN electrodes have a thickness of 5/90 nm and a separation of $\sim 150$ nm on the nanowire.
Figure 4.S5 | Supercurrent in InSb nanowire hybrid devices with NbTi/NbTiN electrodes at $T = 50$ mK. Devices realized using sulfur cleaning followed by an in situ low-power argon cleaning. Voltage drop $V$ is plotted as a function of bias current $I$ for all devices on a single chip. We find a clear supercurrent in every device. Red traces show the current-voltage response when the bias current is swept in positive direction, black traces the negative direction. We relate the origin of the hysteresis to electron heating [59]. Gate voltage is set to $V_{\text{gate}} = 20$ V. NbTi/NbTiN electrodes have a thickness of 5/90 nm and a separation of $\sim 150$ nm on the nanowire. Data in Figure 4.4a-d is taken from Device A, data in Figure 4.4e,f taken from Device B.
Figure 4.S6 | Additional transport properties of InSb nanowire hybrid device with engineered interface (device A). All data in this figure is taken from device A, the device in Figure 4.4a-d. (a) Conductance $G$ of InSb nanowire device is plotted as a function of gate voltage $V_{\text{gate}}$, taken at a bias voltage $V = 10 \text{ mV}$. Extracted contact resistance (including both contacts) $\sim 1.6 \text{ k}\Omega$. (b) Differential conductance $dI/dV$ is plotted as a function of bias voltage $V$ for a large gate voltage $V_{\text{gate}}$ range. (c) Transmission $T$ extracted from (b) by fitting the measured current $I$ using Averin-Bardas model [60, 61]. Best fit is obtained for a single channel transport through the nanowire. Transmission reaches $\sim 0.9$ giving a lower bound on contact transparency assuming a single channel transport. We note that our model does not account for the observed finite contact transparencies and conductance resonances, decreasing the certainty of our estimate. (d) The measured current $I$ and the corresponding fit is plotted for $V_{\text{gate}} = 0.315 \text{ V}$. 
Figure 4.4b replotted in logarithmic conductance scale. Differential conductance $\frac{dI}{dV}$ is plotted as a function of bias voltage $V$ for varying gate voltages $V_{\text{gate}}$. The extracted conductance suppression at small bias compared to the above-gap conductance at large bias is $\sim 100$. 
Figure 4.S8 | Figure 4.4d replotted in logarithmic conductance scale. Differential conductance $dI/dV$ is plotted as a function of bias voltage $V$ for varying magnetic fields $B$ along the wire axis. The induced gap remains hard up to $\sim 0.5$ T.
Figure 4.59 | Additional transport properties of InSb nanowire hybrid device with engineered interface (device B). All data in this figure is taken from device B, the device in Figure 4.4e,f. (a) Conductance $G$ of InSb nanowire device is plotted as a function of gate voltage $V_{\text{gate}}$, taken at a bias voltage $V = 10 \text{ mV}$. Extracted contact resistance (including both contacts) $\sim 1.2 \text{ k}\Omega$. (b) Differential conductance $dI/dV$ is plotted as a function of bias voltage $V$ for varying gate voltages $V_{\text{gate}}$. Differential conductance shows quantum dot features similar to those previously reported for InSb nanowires [62]. Further, we find subgap conductance peaks running through consecutive Coulomb valleys which we attribute to Andreev bound states in the wire section underneath the superconducting electrodes [14]. For our device geometry with a back gate controlling both the conductance in the wire section between the electrodes as well as the occupation in the wire section underneath the electrodes, it is not possible to tune the device away from the subgap states while maintaining the tunnelling regime necessary for spectroscopy. (c) Differential conductance $dI/dV$ is plotted as a function of bias voltage $V$ for an increasing magnetic field $B$ along the nanowire. $V_{\text{gate}} \sim 0.5 \text{ V}$ indicated with a pink bar in (b). Increasing magnetic fields bring the subgap states to lower energies resulting in a finite subgap conductance for $B > 0.3 \text{ Tesla}$, similar to a previous report [14] but at a relatively lower magnetic field.
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Ballistic superconductivity in semiconductor nanowires
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Semiconductor nanowires have opened new research avenues in quantum transport owing to their confined geometry and electrostatic tunability. They have offered an exceptional testbed for superconductivity, leading to the realization of hybrid systems combining the macroscopic quantum properties of superconductors with the possibility to control charges down to a single electron. These advances brought semiconductor nanowires to the forefront of efforts to realize topological superconductivity and Majorana modes. A prime challenge to benefit from the topological properties of Majoranas is to reduce the disorder in hybrid nanowire devices. Here, we show ballistic superconductivity in InSb semiconductor nanowires. Our structural and chemical analyses demonstrate a high-quality interface between the nanowire and a NbTiN superconductor which enables ballistic transport. This is manifested by a quantized conductance for normal carriers, a strongly enhanced conductance for Andreev-reflecting carriers, and an induced hard gap with a significantly reduced density of states. These results pave the way for disorder-free Majorana devices.
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5.1. Introduction

Majorana modes are zero-energy quasiparticles emerging at the boundary of a topological superconductor [1–3]. Following proposals for their detection in a semiconductor nanowire coupled to a superconductor [4, 5], several electron transport experiments reported characteristic Majorana signatures [6–14]. The prime challenge to strengthen these signatures and unravel the predicted topological properties of Majoranas is to reduce the remaining disorder in this hybrid system. Disorder can mimic zero-energy signatures of Majoranas [15–19], and results in states within the induced superconducting energy gap [20], the so-called soft gap, which renders the topological properties experimentally inaccessible [21, 22]. The soft gap problem is attributed to the inhomogeneity of the hybrid interface [20, 23–25] and has been overcome by a recent demonstration of epitaxial growth of Al superconductor on InAs nanowires [23], yielding a hard gap – a strongly reduced density of states within the induced superconducting gap. However, the Al–InAs nanowire system still contains residual disorder showing up in transport as unintentional quantum dots [13, 23], a common observation in many previous instances of hybrid nanowire devices [9, 18, 19]. As an alternative material system, we have further developed the combination of InSb nanowires with NbTiN as our preferred choice of superconductor [6]. InSb is in general cleaner (i.e. higher electron mobility [26–29]) than InAs. Moreover, InSb has a ~5 times larger g-factor, bringing down the required external magnetic field needed to induce the topological phase transition. Our preference for NbTiN relies on its high critical magnetic field exceeding 10 Tesla.

Here, we show ballistic superconductivity in InSb semiconductor nanowires. Our structural and chemical analyses demonstrate a high-quality interface between the InSb nanowire and a NbTiN superconductor. The high-quality interface enables ballistic transport manifested by a quantized conductance for normal carriers, and a strongly enhanced conductance for Andreev-reflecting carriers at energies below the superconducting gap. Our numerical analysis indicates a mean free path of several μm, implying ballistic transport of Andreev pairs in the proximitized nanowire. Finally, tunneling conductance reveals an induced hard gap with a significantly reduced density of states. These results constitute a substantial improvement in induced superconductivity in semiconductor nanowires, and pave the way for disorder-free Majorana devices.

5.2. Results

5.2.1. Hybrid nanowire devices and their structural analysis

We report on five devices with different geometries all showing consistent results. An overview of all the devices is given in Supplementary Figure 5.S1. Figure 5.1a and b show a nanowire device consisting of a normal contact (Au), a nanowire (InSb) and a superconducting contact (NbTiN). This device was first measured at low temperature showing high-quality electron transport (data discussed below). After, the device was sliced open (using focused ion beam) and inspected sideways in a transmission electron microscope (TEM). The hexagonal facet structure of the nanowire is clearly visible (Figure 5.1c and Supplementary Figure 5.S2). Except for the bottom facet that rests on the substrate, the polycrystalline superconductor covers the nanowire all around without any visible voids.

The precise procedure for contact realization is extremely important (see Ref. [25]).
5.2. Results

First, the native oxide at the InSb surface is wet-etched using a sulfur-based solution followed by an argon etch of sufficiently low-power to avoid damaging the InSb surface (see Methods Section 5.3). The inclusion of sulfur at the interface results in band bending with electron accumulation near the surface of InSb [30] (see Supplementary Figure S5.3). Superconducting film deposition starts with NbTi, a reactive metal whose inclusion as a wetting layer is crucial to create a good electrical contact. Figure 5.1d shows that our cleaning procedure only minimally etches the wire and the InSb crystalline properties are preserved after the deposition (details in Supplementary Figure S5.2). We detect a thin segregation layer (~ 2 nm) between the polycrystalline NbTi and single crystalline InSb. The chemical analysis (Figure 5.1e and f) shows a material composition in agreement with our deposition procedure. More importantly, the inclusion of sulfur is clearly visible at the interface whereas the original native oxide is completely absent.

Figure 5.1 | TEM analysis of a typical device. a, Top-view, false-colour electron micrograph of device A. Scale bar: 1 µm. Normal metal contact is Cr/Au (10 nm/125 nm) and superconducting contact is NbTi/NbTiN (5 nm/85 nm). Contact spacing is ~ 100 nm. b, Device schematic and measurement setup. c, Low-magnification high-resolution TEM (HRTEM) cross-sectional image from the device (see Methods Section 5.3). Scale bar: 50 nm. The cut was performed perpendicular to the nanowire axis, indicated by the dark bar in a. InSb nanowire exhibits a hexagonal cross-section surrounded by (220) planes. The NbTiN on the pre-layer NbTi crystallizes as cone-like elongated grains, indicated by the thin black lines. Corresponding fast Fourier transform confirms the polycrystalline character of the NbTiN region (Supplementary Figure S5.2b). d, HRTEM image near the interface (red square in c) shows that our cleaning procedure only minimally etches the wire and the InSb crystalline properties are preserved after the deposition. Scale bar: 5 nm. e, Energy-dispersive X-ray (EDX) compositional map of the device cross-section. Scale bar: 50 nm. f, EDX line scan taken across the interface as indicated by the red arrow in e. The Sulfur content is multiplied by 5 for clarity. The system is oxygen and argon free (contact deposition is performed in an Ar plasma environment).
5.2.2. Ballistic Transport

The high-quality structural properties in Figure 5.1 result in largely improved electronic properties over the previous instances of hybrid nanowire devices. Figure 5.2a shows the differential conductance $dI/dV$ while varying the bias voltage $V$ between the normal and superconducting contacts, and stepping the gate voltage $V_{\text{gate}}$ applied to the global back gate (Figure 5.1b). We first of all note that throughout the entire gate voltage range in Figure 5.2 we do not observe signs of the formation of unintentional quantum dots or any other localization effects resulting from potential fluctuations. Instead, we observe conductance plateaus at $2e^2/h$ for all devices, typical for ballistic transport.

![Figure 5.2](image)

**Figure 5.2 | Ballistic transport at zero magnetic field.** a, Differential conductance, $dI/dV$, as a function of bias voltage, $V$, and gate voltage, $V_{\text{gate}}$ for device B. b, Vertical line cut from a in tunnelling regime (green trace, gate voltage $= -12$ V). c, Vertical line cut from a on the conductance plateau (blue trace, gate voltage $= -5.9$ V). d, Horizontal line cuts from a showing above-gap ($G_n$, black, $|V| = 2$ mV) and subgap ($G_s$, red, $V = 0$ mV) conductance. e, Above-gap (black) and subgap (red) conductance for device C, where $G_s$ enhancement reaches $1.9 \times 2e^2/h$. 
and a clear signature of disorder-free devices. For a sufficiently negative gate voltage the non-covered nanowire section between normal and superconducting contacts is depleted and serves as a tunnel barrier. A vertical line cut from this regime is plotted in Figure 5.2b, showing a trace typical for an induced superconducting gap with a strong conductance suppression for small $V$. The extracted gap value is $\Delta^* = 0.8$ meV. Increasing $V_{\text{gate}}$ first lowers and then removes the tunnel barrier completely. A vertical line cut from this open regime is plotted in Figure 5.2c. In this case, the conductance for small $V$ is enhanced compared to the value above $\sim 1$ mV. Note that the range in $V$ showing an enhanced conductance in Figure 5.2c corresponds to the same range showing the induced gap in Figure 5.2b. The enhancement results from Andreev processes where an incoming electron reflects as a hole at the normal conductor–superconductor interface generating a Cooper pair \cite{23, 24, 31, 32}. This Andreev process effectively doubles the charge being transported from $e$ to $2e$ enhancing the subgap conductance. In Figure 5.2c the observed enhancement is by a factor $\sim 1.5$.

The Andreev enhancement is also visible in horizontal line cuts as shown in Figure 5.2d. The above-gap conductance (black trace) taken for $|V| = 2$ mV represents the conductance for normal carriers, $G_n$. The subgap conductance, $G_s$, near $V = 0$ (Figure 5.2d, red trace) shows an Andreev enhancement in the plateau region. Figure 5.2e shows a similar trace from another device where the enhancement in $G_s$ reaches $1.9 \times 2e^2/h$, very close to the theoretical limit: an enhancement factor of 2 in the case of a perfect interface. Finally, we note the dip in subgap conductance $G_s$ following the Andreev enhancement, observed both in Figure 5.2d and e. The combined enhancement and dip structure provides a handle for estimating the remaining disorder by a comparison to theory, as discussed below.

5.2.3. Theoretical simulation

We construct a tight binding model of our devices (Figure 5.3a) and numerically calculate the conductance using the Kwant package \cite{33} (see Methods Section 5.3 for details). In Figure 5.3b we plot the conductance traces obtained from the simulation for different disorder strength corresponding to varying mean free paths $l_e$. The calculated subgap conductance reproduces the dip structure observed in the experiment. We find that the dip is caused by mixing between the first and the second subband due to residual disorder (see Supplementary Figure 5.S4). Even for weak disorder, subband mixing is strongly enhanced near the opening of the next channel, due to the van Hove singularity at the subband bottom. Hence, the Andreev conductance will generically exhibit a dip close to the next conductance step, instead of a perfect doubling. Figure 5.3c shows the measured subgap conductance $G_s$ and above-gap conductance $G_n$ for a device with a particularly flat plateau. Comparing Figure 5.3b and c, we find good agreement for a mean free path of several $\mu$m. This implies ballistic transport of Andreev pairs in the proximitized wire section underneath the superconductor, whose length far exceeds the length of the non-covered wire between the contacts (see also Supplementary Figure 5.S5). Andreev enhancement allows for extracting mean free paths greatly exceeding the non-covered wire section since the subgap conductance is sensitive to even minute disorder in the proximitized wire section—a new finding of our study. This sensitivity is due to the quadratic dependence of the subgap conductance on the transmission probability (in-
Figure 5.3 | Theoretical simulation. **a**, Theoretical model (top): A cylindrical nanowire (black, gray, white) with length $L_N + L$ (100 nm + 800 nm), where the latter part is partially coated by a superconductor leaving the bottom surface uncovered. (Scheme shows $L = 100$ nm for clarity.) The wire radius $R$ is 40 nm and the superconducting film has a thickness $R_s = 10$ nm. (Our wire radius varies from device to device between 30 and 50 nm, and we have confirmed that our simulations give similar results within this range.) The wire is terminated from both sides with infinite leads (pink). Front lead is normal, back lead is normal/superconductor. Each little circle represents a three dimensional mesh site with a size of 7 nm. White circles depict a potential barrier with a width $W = 60$ nm in the uncovered wire section forming a quantum point contact (QPC). Gray circles represent the smoothness of the barrier which is set to 5 nm. Experimental geometry (bottom): Cross-sectional schematic shows the nanowire (NW), the normal contact (N), and the superconducting contact (S). Superconductivity is induced in the nanowire section underneath the superconducting contact. Transport is ballistic through a proximitized wire section, whose length far exceeds $L_N$, the length of the non-covered wire between the contacts. **b**, Numerical simulation for devices with different mean free paths (see Supplementary Figure 5.S5). Black trace is for $G_n$ corresponding to a mean free path 10 µm, the rest are for $G_s$ corresponding to a mean free path ranging from 1 µm (pink) to 20 µm (blue). **c**, Above-gap (black) and subgap (red) conductance for device D. **d, e**, Comparison between the measurement (device C) and the simulation of a ballistic device with $l_e = 10$ µm. The induced superconducting gap edges for higher subbands, visible in the simulation as four symmetric peaks outside the gap around $V \sim \pm 1$ mV, are not observed in the experiment (see Methods Section 5.3 for details).

... introduced below). In Figure 5.3d and e we compare a conductance measurement similar to the one in Figure 5.2a with the simulation of a ballistic device. The overall agreement indicates a very low disorder strength for our devices.

5.2.4. Hard superconducting gap

The theory for electronic transport from a normal conductor via a quantum point contact to a superconductor was developed by Beenakker [31]. The subgap conductance is described by Andreev reflections [32], and for a single subband given by $G_s = 4e^2/h \times$
5.2. Results

The gate voltage dependent transmission probability $T$ can be extracted from the measured above-gap conductance, given by $G_n = \frac{2e^2}{h} \times T$. Figure 5.4a shows excellent agreement between the calculated and measured subgap conductance up to the point where the measured Andreev enhancement is reduced due to subband mixing. The highest transmission probability obtained from Andreev enhancement sets a lower bound on the interface transparency. Our typical enhancement factor of 1.5 (Figure 5.2d and 5.3c) implies an interface transparency $\sim 0.93$ and our record value of 1.9 (Figure 5.2e) gives a transparency larger than 0.98 (see Measurement setup and data analysis in Methods Section 5.3).

Figure 5.4 | Hard gap and Andreev transport. a, Above-gap (black) and subgap (blue) conductance for device E. Red curve is a theory prediction based on single channel Andreev reflection, agreeing perfectly with experimental data without any fitting parameter up to the dip on the right side of the plateau where the second channel starts conducting. b, c, Five typical gap traces corresponding to the five colour bars indicated in d plotted on a linear and logarithmic scale. The subgap conductance is suppressed by a factor up to 50 for the lowest conductance (red trace). d, Subgap conductance $G_s$ as a function of above-gap conductance $G_n$ for device A. Red curve is the theory prediction assuming only Andreev processes. Inset shows $G_s$ versus $G_n$ taken at different magnetic fields.
The comparison between $G_s$ versus $G_n$ can be continued into the regime of an increasing tunnel barrier. Figure 5.4b and c show traces of $dI/dV$ for successively lower conductances. The subgap conductance suppression reaches $G_s/G_n \sim 1/50$, a value comparable to the results obtained with epitaxial Al [23]. A comparison between the measured subgap conductance and Beenakker’s theory (without any fit parameters) is shown in Figure 5.4d. The excellent agreement over three orders of magnitude in conductance implies that the subgap conductance is very well described by Andreev processes and no other transport mechanisms are involved [23, 24]. The lowest conductance ($\sim 5 \cdot 10^{-4} \times 2e^2/h$) reaches our measurement limit, causing the deviation from theory. The inset to Figure 5.4b shows how the subgap conductance increases when applying a magnetic field. Finally, in Supplementary Figure 5.S6 we show the magnetic field dependence of the induced gap and Andreev enhancement for a magnetic field along the nanowire axis. We again find a subgap conductance increasing with magnetic field, and an Andreev enhancement vanishing at a magnetic field ($< 1$ Tesla) smaller than the critical field of our NbTiN film. We speculate that the increasing subgap conductance and the decreasing Andreev enhancement are due to vortex formation in our NbTiN film, a type-II superconductor. Future studies should be directed towards developing a quantitative description of such magnetic field-induced deviation from Andreev transport, whose understanding plays a crucial role in realizing a topological quantum bit based on semiconductor nanowires.

5.3. Methods

5.3.1. Nanowire growth and device fabrication

InSb nanowires have been grown by Au-catalyzed Vapor-Liquid-Solid mechanism in a Metal Organic Vapor Phase Epitaxy reactor. The InSb nanowire crystal direction is [111] zinc blende, free of stacking faults and dislocations [34]. Nanowires are deposited one-by-one using a micro-manipulator [35] on a substrate covered with 285 nm thick SiO$_2$ serving as a gate dielectric for back gated devices. For local gated device D, extra set of bottom gates are patterned on the substrate followed by transfer of h-BN ($\sim 30$ nm thick) onto which nanowires are deposited. The contact deposition process starts with resist development followed by oxygen plasma cleaning. Then, the chip is immersed in a sulfur-rich ammonium sulfide solution diluted by water (with a ratio of 1:200) at 60°C for half an hour [36]. At all stages care is taken to expose the solution to air as little as possible. For normal metal contacts [27], the chip is placed into an evaporator. A 30 second Helium ion milling is performed in-situ before evaporation of Cr/Au (10 nm/125 nm) at a base pressure < $10^{-7}$ mbar. For superconducting contacts [25], the chip is mounted in a sputtering system. After 5 seconds of in-situ Ar plasma etching at a power of 25 Watts and an Ar pressure of 10 mTorr, 5 nm NbTi is sputtered followed by 85 nm NbTiN.

5.3.2. Measurement setup and data analysis

All the data in this article is measured in a dilution refrigerator with a base temperature around 50 mK using several stages of filtering. The determination of the Andreev enhancement factor depends sensitively on the contact resistance subtracted from the measured data. In all our analysis we only subtract a fixed-value series resistance of
0.5 kΩ solely to account for the contact resistance of the normal metal lead. This value is smaller than the lowest contact resistance we have ever obtained for InSb nanowire devices [27], which makes the values for the interface transparency a lower bound.

5.3.3. Structure characterization
The cross-section and lamella for TEM investigations were prepared by focused ion beam (FIB). FIB milling was carried out with a FEI Nova Nanolab 600i Dualbeam with a Ga ion beam following the standard procedure [37]. We used electron induced Co and Pt deposition for protecting the region of interest and a final milling step at 5 kV to limit damage to the lamella. High-resolution TEM (HRTEM) and scanning TEM analyses were conducted using a JEM ARM200F aberration-corrected TEM operated at 200 kV. For the chemical analysis, energy-dispersive X-ray (EDX) measurements were carried out using the same microscope equipped with a 100 mm$^2$ EDX silicon drift detector (SSD).

5.3.4. Characterization of NbTiN
Our NbTiN films are deposited using an ultrahigh vacuum AJA International ATC 1800 sputtering system (base pressure $\sim 10^{-9}$ Torr). We used a Nb$_{0.7}$Ti$_{0.3}$ wt. % target with a diameter of 3 inches. Reactive sputtering resulting in nitridized NbTiN films was performed in an Ar/N$_2$ process gas with 8.3 at. % N$_2$ content at a pressure of 2.5 mTorr using a DC magnetron sputter source at a power of 250 Watts. An independent characterization of the NbTiN films gave a critical temperature of 13.3 K for 90 nm thick films with a resistivity of 126 $\mu \Omega$·cm and a compressive stress on Si substrate.

5.3.5. Details of the theoretical simulation
The system is described by the spin-diagonal Bogoliubov-de Gennes Hamiltonian

$$H = \left(\frac{\hbar^2 k^2}{2m^*} - \mu + V(x, y, z)\right) \tau_z + \Delta(x, y, z) \tau_x$$

(5.1)

acting on the spinor $\Psi = (\psi_{ee}, \psi_{ee}, \psi_{he}, -\psi_{eh})^T$. The Pauli matrices act on the electron-hole degree of freedom. Potential in the nanowire is described by $V(x, y, z) = \tilde{V}_{qpc}(y) + V_D(x, y, z)$, where $\tilde{V}_{qpc}(y)$ describes a quantum point contact given by

$$\tilde{V}_{qpc}(y) = -\frac{eV_{QPC}}{2} \left[ \tanh \frac{y - Y_{QPC} + W/2}{\lambda} - \tanh \frac{y - Y_{QPC} - W/2}{\lambda} \right].$$

Here $Y_{QPC}$ is the centre position of the barrier (Figure 5.3a). Barrier width is $W = 60$ nm, and barrier height is controlled by $V_{QPC}$. The softness of the barrier is given by $\lambda$ which we take 5 nm. $V_D(x, y, z)$ accounts for disorder, which is modelled as a spatially varying potential with random values from a uniform distribution within a range $[-U_0, U_0]$, where $U_0 = \sqrt{3\pi l_e m^* a^2} / l_e$ is set by mean free path $l_e$.

We approximate the superconductor covering the wire by a layer of non-zero $\Delta$ for $(x^2 + z^2) > R$ and $y > L_N$ and $z > -R$. The huge wave vector difference in the superconductor and semiconductor cannot be captured in a numerical simulation of a three-dimensional device. Hence, to capture the short coherence length in the superconductor, we take a superconducting shell of thickness $R_S = 10$ nm and $\Delta = 200$ meV. We then
tune the induced gap to be close to the experimental value ($\sim 0.5$ meV) by reducing the hopping between the semiconductor and the superconductor by a factor of 0.8.

The transport properties of the system are calculated using Kwant package [33] with the Hamiltonian in eq. (5.1) discretized on a 3D mesh with spacing $a = 7$ nm and infinite input (normal) and output (normal/superconducting) leads. For a given $V_{QPC}$ and excitation energy $\varepsilon$ we obtain the scattering matrix of the system from which we subsequently extract electron $r_e(\varepsilon)$ and hole $r_h(\varepsilon)$ reflection submatrices. Finally, we calculate thermally averaged conductance for injection energy $E = -eV$ according to

$$G(E) = \int d\varepsilon \mathcal{G}(\varepsilon) \left(-\frac{\partial f(E, \varepsilon)}{\partial \varepsilon}\right),$$

where the Fermi function

$$f(E, \varepsilon) = \frac{1}{e^{(E-\varepsilon)/k_B T} + 1}$$

and $\mathcal{G}(\varepsilon) = N - \|r_e(\varepsilon)\|^2 + \|r_h(\varepsilon)\|^2$. We assume chemical potential to be $\mu = 30$ meV, which gives $N = 3$ spin-degenerate modes in the leads. The presented results are obtained for $T = 70$ mK and InSb effective mass $m^* = 0.014m_e$.

**Data availability**

All data is available at doi.org/10.4121/uuid:fdeb81ab-1478-4682-9f48-dec1c83242bd [38]. The code used for the simulations is available upon request.
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Figure 5.51 | Electron micrographs and ballistic transport for all devices. a-e, Electron micrographs of all presented devices. N indicates the normal metal lead, S the superconducting lead. For three terminal devices, unlabelled leads are kept floated throughout the measurements. Scale bars for all images indicate 1 µm. Data in Figure 3c (main text) is taken by sweeping the local gate underneath the uncovered wire section (see device D in panel d). f-j, Differential conductance of all devices in colour scale as a function of bias and gate voltage at zero magnetic field. k-o, Same as f-j but the differential conductance is on the vertical axis. All devices show quantized conductance, Andreev enhancement and an induced superconducting gap of 0.9 mV (A), 0.8 mV (B), 0.6 mV (C), and 0.52 mV (D), 0.85 mV (E). Unintentional quantum dots are absent in all devices. Correspondence with the figures in main text: data in Figures 5.1 and 5.4b-d taken on device A, Figures 5.2a-d on device B, Figures 5.2e and 5.3d on device C, Figure 5.3c on Device D, Figure 5.4a on device E.
Figure 5.S2 | Structure characterization and high-angle annular dark field analysis of the InSb-NbTi-NbTiN interface. a, High-resolution TEM cross-sectional image obtained by aligning the InSb nanowire along the zone axis in the [111] orientation. Scale bar: 10 nm. b, Fast Fourier transform (FFT) corresponding to a revealing the presence of both InSb and NbTiN. The NbTiN contribution leads to the formation of several Bragg spots on concentric rings, which provides evidence of the existence of several grains with different orientations in the original image. Each ring with different radius corresponds to a particular value of the interplanar spacing, i.e., it is the result of the reflections associated to a specific family of planes. Two different d-spacings have been identified and measured: \( d_{(111)} = 0.249 \text{ nm} \) and \( d_{(200)} = 0.213 \text{ nm} \). They are indicated with yellow dashed lines in b. From these values, it is possible to determine the NbTiN lattice parameter which we obtain to be 0.430 nm. On the other hand, the six \( \{220\} \) reflections, indicated by a blue circle in the FFT, arise from the InSb region. From the calculated interplanar value of \( d_{(220)} = 0.230 \text{ nm} \) we can estimate the InSb lattice parameter to be around 0.649 nm. The obtained lattice parameters for both NbTiN and InSb are in good agreement with the respective values reported in the literature. c, High-angle annular dark field (HAADF) scanning transmission electron microscopy (STEM) image of the device cross-section. Scale bar: 50 nm. d, Atomic resolution HAADF-STEM image of the interface for the region marked by the red square in c. Scale bar: 2 nm. The highlighted area in green indicates the 2 nm deep NbTi segregation into the InSb core. This effect is in good agreement with the EDX line scan, see Figure 5.1f, which shows the NbTi region to be segregated 2 nm deep into the InSb core on the \( \{220\} \) facets.
Figure 5.S3 | Inclusion of Sulfur creates surface accumulation by band bending. 

a, A schematic of the device cross-section showing both the nanowire and the contact metal. Nanowire axis is along [111] and the hexagonal facets have <110> orientation. 

b, Band diagram for an InSb surface with <110> orientation. Fermi level at the surface lies closer to the valence band [30]. 

c, Band diagram for an InSb surface with <110> orientation passivated with Sulfur-based solution. Inclusion of Sulfur at the surface counteracts the depletion and pins the Fermi level in the conduction band. This creates an electron-rich nanowire surface. 

d, Gate voltage response of nanowire devices with different contact preparation. A finite conductance for negative gate voltages indicates electron accumulation, highlighted in pink. Blue curve is taken from a device with contacts prepared using in-situ Ar plasma etch, red curve from a device with contacts prepared using Sulfur passivation. Both devices have identical geometries with a channel length of 150 nm. Devices with Sulfur passivated contact areas exhibit a negative threshold voltage (red arrow), in contrast to the devices with in-situ plasma etched contact areas (blue arrow). This typical characteristic measured on hundreds of nanowire devices indicates the doping effect of Sulfur inclusion at the InSb nanowire surface. Black arrows indicate the 1st, the 3rd, and the 5th quantized conductance plateau [27]. Upper plateaus appear at lower conductance values due to a finite contact resistance which is not subtracted from the conductance traces shown here. We also find that Sulfur passivated contacts show lower contact resistances than in-situ etched contacts, which can be seen from the difference in saturation conductance of both traces at high gate voltages.
Figure 5.S4 | Subband mixing. a, b, The panels show the measured data, a from Figure 5.2e and b from Figure 5.3c. c, d, The panels show the transmission $T$ of the first two subbands extracted from a and b, respectively, using $G_n = 2e^2/h\sum T_i$ and $G_s = 4e^2/h\sum T_i^2/(2 - T_i)^2$. When the transmission of the second subband becomes finite, the conductance modes mix, decreasing the Andreev enhancement. This effect shows up as a dip in $G_s$ when plotted as a function of gate voltage $V_{\text{gate}}$. 
Figure 5.S5 | Simulated conductance for varying mean free paths. a-e, The tunnelling conductance for different disorder strengths with mean free path $l_e$ ranging from 1 $\mu$m to 20 $\mu$m. f-j, The conductance in the plateau regime for different disorder strengths with mean free path $l_e$ ranging from 1 $\mu$m to 20 $\mu$m. For short $l_e$, the Andreev enhancement is lower than that observed in our measurements and disorder-induced conductance fluctuations dominate the conductance for above-gap bias which we do not observe in our measurements. A good correspondence with the measurements is found for $l_e > 2.5$ $\mu$m. We note that the details of the peak-dip structure in the Andreev conductance depend on several additional parameters of the system (e.g. barrier smoothness or disorder realization). In contrast, we find the conductance fluctuations above the gap to depend mainly on disorder strength, so that the combined analysis can be used as an estimate for the mean free path. The four symmetric peaks outside the gap around $V \sim \pm 1$ mV indicate the induced superconducting gap for the higher two subbands (three subbands are occupied in total). Asymmetric conductance for different bias polarity is due to energy dependent transmission through the tunnel barrier, i.e., for positive bias $V$, effective QPC potential is lower.
Figure 5.S6 | Magnetic field dependence of the induced gap and Andreev enhancement. a, Differential conductance $dI/dV$ of device B as a function of magnetic field $B$ along the nanowire when the device is in the tunneling regime (gate voltage $= -12$ V). We find an induced superconducting gap of 0.8 mV at zero magnetic field. Increasing magnetic fields increase the subgap conductance but a gap feature can be identified at least up to 1 Tesla, indicating that the NbTiN leads are still superconducting. b, Differential conductance $dI/dV$ of the same device as a function of magnetic field $B$ (along the wire axis) when the device is in the plateau regime (gate voltage $= -6$ V). At zero magnetic field, we find an enhancement of conductance up to a factor of $\sim 1.5$ for subgap energies due to Andreev reflection. Increasing magnetic fields have a negligible effect on the above-gap conductance. In contrast, the Andreev enhancement is suppressed at 1 Tesla, a magnetic field at which the NbTiN leads are still superconducting. c, Line cuts from the data in a with vertical offsets $0.006 \times 2e^2/h$. d, Line cuts from the data in b without offset.
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Ballistic Majorana nanowire devices

Önder Gül*, Hao Zhang*, Jouri D.S. Bommer*, Michiel W.A. de Moor, Diana Car, Sébastien R. Plissard, Erik P.A.M. Bakkers, Attila Geresdi, Kenji Watanabe, Takashi Taniguchi, Leo P. Kouwenhoven

Majorana modes are zero-energy excitations of a topological superconductor that exhibit non-Abelian statistics [1–3]. Following proposals for their detection in a semiconductor nanowire coupled to an s-wave superconductor [4, 5], several tunneling experiments reported characteristic Majorana signatures [6–14]. Reducing disorder has been a prime challenge for these experiments because disorder can mimic the zero-energy signatures of Majoranas [15–20], and renders the topological properties inaccessible [21–24]. Here, we show characteristic Majorana signatures in InSb nanowire devices exhibiting clear ballistic transport properties. Application of a magnetic field and spatial control of carrier density using local gates generates a zero bias peak that is rigid over a large region in the parameter space of chemical potential, Zeeman energy, and tunnel barrier potential. The reduction of disorder allows us to resolve separate regions in the parameter space with and without a zero bias peak, indicating topologically distinct phases. These observations are consistent with the Majorana theory in a ballistic system [25], and exclude for the first time the known alternative explanations that invoke disorder [15–19] or a nonuniform chemical potential [20].
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6.1. Introduction

Semiconductor nanowires are the primary contender for realizing a topological quantum bit (qubit) based on Majorana modes [26]. Their confined geometry together with the highly tunable electronic properties readily allow for localizing Majoranas, engineering the coupling between Majoranas, and finally controlling the coupling between the topological superconductor and the external circuitry. These requirements for the implementation of a Majorana qubit are challenging to achieve in other Majorana systems such as 2D and 3D topological insulators. Moreover, various basic networks [27, 28] and high-quality interfaces to different superconductors [22–24] have already been realized in semiconductor nanowires, fulfilling the further requirements for Majorana qubits [21, 26]. However, despite these advances in materials, alternative explanations have been proposed for the characteristic Majorana signatures. Most alternative explanations invoke bulk or interface disorder [15–19] or a nonuniform chemical potential along the wire [20]. Notable examples are weak antilocalization [17], Kondo effect [18], and Andreev levels [19, 20], all shown to result in transport signatures mimicking those attributed to Majoranas. Here, we show characteristic Majorana signatures in nanowire devices that exhibit ballistic transport, ruling out all known disorder- or nonuniformity-based explanations for the first time.

6.2. Results

Figure 6.1a shows the measured device consisting of an InSb nanowire (green) contacted with a grounded NbTiN superconductor (purple), and normal metal leads (yellow). The local bottom gate electrodes are separated from the nanowire by a boron nitride flake and are operated individually to allow for spatial control of the carrier density in the nanowire. We have realized our devices following our recently developed nanofabrication recipe which results in a high-quality InSb–NbTiN interface, a hard induced superconducting gap, and ballistic transport in the proximitized nanowire (see Ref. [23] and [24], and Methods). All measurements are performed in a dilution refrigerator with an electron temperature of $\sim 50 \text{ mK}$. The data is taken by applying a bias voltage $V$ between the normal metal lead and the superconductor indicated by N and S, respectively, and monitoring the current flow. The other normal lead is kept floating.

Figure 6.1b shows the differential conductance $dI/dV$ while varying $V$, and stepping the voltage applied to the barrier gate. Importantly, we find no signs of formation of quantum dots or any other localization effects. Vertical line cuts at the gate voltages indicated with colored bars are shown in Figure 6.1c. Figure 6.1c (bottom) is from the tunneling regime of the device where a sufficiently negative voltage on barrier gate locally depletes the noncovered nanowire section, and creates a tunnel barrier between the normal lead and the superconductor. In this regime we find an induced superconducting gap with a strong conductance suppression for subgap bias. The extracted gap value is $\Delta^* = 0.65 \text{ meV}$. Increasing the voltage on barrier gate first lowers the tunnel barrier and then removes it completely. Figure 6.1c (top) is from the regime in which the noncovered nanowire section admits a single fully-transmitting transport channel. In this regime the subgap conductance is strongly enhanced due to Andreev reflection compared to the large-bias (above-gap) conductance of $2e^2/h$. The extracted enhancement factor $> 1.5$
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Figure 6.1 | Hybrid device and ballistic transport properties. a, False-color electron micrograph of the measured device. The InSb nanowire (green) is contacted by a grounded NbTiN superconductor (purple) and two Au normal metal leads (yellow). The nanowire has a diameter of \( \sim 80 \) nm. The local bottom gates (normal, barrier, and super gate) are separated from the nanowire by a boron nitride flake (\( \sim 30 \) nm) and are operated individually. Two-terminal measurements are performed between N and S, while the other normal lead is floating. b, Differential conductance \( \frac{dI}{dV} \) as a function of bias voltage \( V \), and voltage on barrier gate (the other gate electrodes are grounded). Vertical lines at certain gate voltages are due to slow fluctuations in the electrostatic environment. c, Vertical line cuts from b at the gate voltages marked with colored bars. Top panel shows the \( \frac{dI}{dV} \) from the transport regime in which the current is carried by a single fully-transmitting channel. We find an enhancement of conductance at small bias by more than a factor of 1.5 compared to the large-bias conductance of \( 2e^2/h \). Bottom panel is from the tunneling regime in which the current is carried by a single channel with low transmission. We extract an induced superconducting gap \( \Delta^* = 0.65 \) meV. d, Horizontal line cuts from b at the bias voltages marked with colored bars. Subgap conductance (\( V = 0 \)) shows an enhancement reaching \( 1.5 \times 2e^2/h \) when the large-bias conductance (\( V = 1.4 \) mV > \( \Delta^* \)) has a quantized value of \( 2e^2/h \).

implies a contact interface transparency > 0.93 [24]. Figure 6.1d shows the horizontal line cuts from Figure 6.1b at the bias voltages indicated with colored bars. For a bias \( V > \Delta^* \) we find a quantized conductance plateau at \( 2e^2/h \), a clear signature of a ballistic device. For zero bias voltage the strong Andreev enhancement is evident in the plateau region followed by a dip in conductance due to channel mixing [24]. From the absence of quantum dots, the observed induced gap with a strongly reduced subgap density of states, high interface transparency, and quantized conductance, we conclude a very low disorder strength for our device, consistent with our recent findings [24].

We now turn to the tunneling regime of the device where Majorana modes are char-
Figure 6.2 | Zero bias peak and its dependence on magnetic field and local gate voltages. a, Differential conductance $dI/dV$ as a function of bias voltage $V$, and an external magnetic field $B$ along the nanowire axis for $V_{s\text{-gate}} = 0.75 \text{V}$. The magnetic field closes the induced gap at 0.55 T and generates a zero bias peak which persists up to 1.2 T. The right axis scales with Zeeman energy $E_z$ assuming a $g$ factor of 40 obtained independently [29, 30]. (Voltage on normal and barrier gate: 0 V and $-1.4 \text{V}$) b, $dI/dV$ as a function of $V$ and voltage on normal gate. The voltage on normal gate changes the conductance by more than a factor of 5 but does not affect the presence of the zero bias peak. c, $dI/dV$ as a function of $V$ and voltage on barrier gate. The voltage on barrier gate changes the conductance by nearly an order of magnitude but does not affect the presence of zero bias peak. d, $dI/dV$ as a function of $V$ and voltage on super gate. The zero bias peak persists for a finite gate voltage range. The blue bar indicates the voltage on super gate in a, b and c. Voltage on tunnel gate is adjusted to keep the overall conductance the same when sweeping the voltage on super gate.

characterized by a zero bias peak. To drive the nanowire device into the topological phase, we apply a magnetic field $B$ along the wire axis and tune the voltage applied to the super gate ($V_{s\text{-gate}}$) which controls $\mu$, the chemical potential in the nanowire section underneath the superconductor. Figure 6.2a shows that an increasing $B$ closes the induced gap at 0.55 T and generates a zero bias peak rigidly bound to $V = 0$ up to 1.2 T (line cuts in Suppl. Figure 6.S1a). The gap closure is expected to occur for a Zeeman energy $E_z \gtrsim \Delta^*$. From linear interpolation we find $g \gtrsim 40$ which matches our independent measurements [29, 30]. Converting the $B$ axis into a Zeeman energy $E_z$ scale (right vertical axis), we find that the zero bias peak is bound to zero over 0.75 meV, a range in Zeeman energy that is 30 times larger than the peak width (the full width at half maximum, FWHM $\sim 20 \mu\text{eV}$, see Suppl. Figure 6.S1c and Suppl. Figure 6.S4). This excludes a level crossing as the origin for our zero bias peak [18]. We note that all our devices show a
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significant increase of subgap density of states for the magnetic fields required for topological phase transition. This behavior is likely due to vortex formation or a short mean free path [31] in our NbTiN film, and is a subject of our future studies. The formation of vortices is speculated to create a dissipation channel [25], the leading hypothetical mechanism that limits our zero bias peak height from reaching the quantized value of \(2e^2/h\). An unambiguous observation of a zero bias peak quantization remains an outstanding challenge for Majorana experiments in semiconductor nanowires.

The origin of zero bias peak can be spatially resolved by varying the voltages applied to individual gates. Figure 6.2b shows that the presence of the zero bias peak is not affected when gating the wire section underneath the normal contact which changes the conductance by more than a factor of 5 (see also Suppl. Figure 6.51d). Extending the same analysis to the noncovered wire section yields the same result (Figure 6.2c), i.e., changing the tunnel barrier conductance by nearly an order of magnitude does not split the zero bias peak, nor makes it disappear (see also Suppl. Figure 6.51e). In contrast, Figure 6.2d shows that the zero bias peak is present over a finite range in voltage applied to the super gate (line cuts in Suppl. Figure 6.51f). This indicates that proper tuning of \(\mu\) is essential for the appearance of the zero bias peak. The observation of a zero bias peak that does not split when changing the tunnel barrier conductance (Figure 6.2c) excludes Kondo effect [18] and crossing of Andreev levels [19] as the origin of our zero bias peak. Most importantly, it rules out an explanation provided by recent theory work [20] demonstrating trivial Andreev levels localized near the noncovered wire section that are bound to zero energy for varying \(E_z\) and \(\mu\), but quickly split to finite energies for varying tunnel barrier strength. Here we demonstrate for the first time a zero bias peak rigidly bound to \(V = 0\) over a changing tunnel barrier conductance—a behavior observed in all devices (Suppl. Figure 6.55-6.57). From the combined analysis (Figure 6.2b-d) we conclude that the zero bias peak originates in the wire section underneath the superconductor, consistent with a Majorana interpretation.

In a Majorana nanowire [4, 5], the existence of a topological phase strictly requires an external magnetic field with a finite component perpendicular to the spin–orbit field \(B_{so}\), see Figure 6.3a. An external field along the wire fulfills this requirement, shown in Figure 6.2a. In contrast, Figure 6.3b shows that an external magnetic field parallel to \(B_{so}\) does not generate a zero bias peak for the same gate settings in Figure 6.2a. Figure 6.3c shows the dependence of the zero bias peak on the direction of the external field. The zero bias peak is limited to an angle range where the external field is mostly aligned with the wire, perpendicular to \(B_{so}\) (see Suppl. Figure 6.52 for a measurement in a larger angle range). We observe a low conductance region around the zero bias peak, indicating the induced gap. Orienting the magnetic field away from the wire axis and more towards \(B_{so}\) closes the induced gap and splits the zero bias peak. This is indicated by the vertical line cuts from Figure 6.3c at marked angles, shown in Figure 6.3d. A gap closing is expected for the critical angle \(\varphi_c\) given by the projection rule [32, 33] \(E_z \sin(\varphi_c) = \Delta^*\). From the observed gap \(\Delta^* = 175 \mu\text{eV}\) at \(B = 0.575\text{T}\) and a \(g\) factor of 40, we obtain \(\varphi_c = 15^\circ\), agreeing well with observed value of \(\varphi_c \sim 10^\circ\) (a reduction in \(\varphi_c\) is expected due to orbital effect of the external magnetic field [34]). Finally, in Suppl. Figure 6.52 we show that increasing \(B\) decreases \(\varphi_c\), a behavior consistent with the projection rule.

We now turn our attention to an identical device but with a longer proximitized wire
Figure 6.3 | Dependence of zero bias peak on magnetic field orientation. a, Orientation of the nanowire device. The wire is along x and the spin–orbit field $B_{so}$ is along y. The substrate plane is spanned by x and y. $\phi$ is the angle between the x axis and the orientation of the external magnetic field in the plane of the substrate. 

b, Differential conductance $dI/dV$ as a function of bias voltage $V$, and an external magnetic field along the y axis. Application of a magnetic field along $B_{so}$ closes the induced gap but does not generate a zero bias peak.

c, $dI/dV$ as a function of $V$, and in-plane rotation of the magnetic field with a magnitude of 0.575 T. The zero bias peak appears in an angle range in which the external magnetic field is mostly aligned with the wire. We attribute the low conductance region around the zero bias peak to the induced gap. Orienting the magnetic field away from the wire axis and more towards $B_{so}$ closes the induced gap and splits the zero bias peak (see line cuts in d).

d, Vertical line cuts from c at the angles indicated with colored bars. For $\phi = 0^\circ$ the zero bias peak is present, which is split for $\phi = -15^\circ$.

section (1.2 $\mu$m, see Suppl. Figure 6.S3a). Figure 6.4a-c show an induced gap $\Delta^* = 0.9$ meV at zero magnetic field, significantly larger than the device in Figure 6.1-6.3. As a result, the induced gap closes at a higher magnetic field ($\sim 1$ T). The zero bias peak is visible and unsplit over a range of at least 1.3 T, corresponding to a Zeeman energy scale $> 1.5$ meV. The FWHM is around 0.07 meV yielding a ratio ZBP-range/FWHM $\gtrsim 20$ (Suppl. Figure 6.S4). A disorder-free Majorana theory model with parameters extracted from this device (geometry, induced gap, spin–orbit coupling, temperature) finds perfect agreement between simulation [25] and our data (Figure 6.4a). Suppl. Figure 6.S3b and c shows that the zero bias peak position is robust against a change in conductance when varying the voltage applied to the normal and the barrier gate, ruling out the trivial Andreev-level explanation [20] consistent with our earlier discussion (Figure 6.2b and c). In contrast to normal and barrier gate, the voltage applied to the super gate changes the onset and the end of the zero bias peak in magnetic field. Figure 6.4d shows that for $V_{s\text{-gate}} = -10$ V the zero bias peak appears at a higher magnetic field compared to Figure 6.4a where $V_{s\text{-gate}} = -7$ V (1.66 T vs. 1.22 T). We have extended this analysis for $-10$ V $\leq V_{s\text{-gate}} \leq 0$ V and marked the magnetic field values at which the zero bias peak starts and ends (Suppl. Figure 6.S3d). The resulting phase diagram is shown in Figure 6.4e. For large negative voltages applied to the super gate, we find a region in which the zero bias peak persists for large ranges of magnetic field and $V_{s\text{-gate}}$, indicating the
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Figure 6.4 | Zero bias peak and phase diagram. a, Differential conductance $dI/dV$ of another device measured as a function of bias voltage $V$, and an external magnetic field $B$ along the nanowire axis. We find an induced gap $\Delta^* = 0.9$ meV at zero magnetic field. Increasing the magnetic field closes the induced gap at $\sim 1$ T and generates a zero bias peak that persists up to at least 2.5 T. The right axis scales with Zeeman energy $E_z$ assuming $g_{\text{InSb}} = 40$ obtained independently [29, 30]. The purple arrow at 1.22 T indicates the onset of the zero bias peak. b, Line cuts from a with $0.01 \times 2e^2/h$ offset. c, Line cuts from a and b at 0 and 2.22 T. d, Same as a but with a different super gate voltage $V_{\text{gs-gate}} = -10$ V. For this super gate voltage, the onset of the zero bias peak is at a larger magnetic field of 1.66 T, as marked by a purple arrow. e, Phase diagram constructed by the onset and the end of the zero bias peak in magnetic field for different super gate voltages. The purple squares denote the onset, pink the end. For $V_{\text{gs-gate}} = -3$ V no zero bias peak is observed.
topological phase. We attribute the appearance of a trivial phase at large magnetic fields above the topological phase to multi-channel occupation in the proximitized wire section [20, 25]. A precise knowledge of the phase boundaries requires theory including finite-size effects [35], the orbital effect of the magnetic field [34], and an accurate electrostatic modeling of the device [36], and will be addressed in future studies.

In conclusion, the presented experiments demonstrate zero bias peaks over an extended range in Zeeman energy and gate voltage in devices that show clear ballistic transport properties, and reveal the distinct phases in the topology of Majorana wires. These observations exclude all known alternative explanations for our zero bias peaks that are based on disorder.

Methods

Nanowire growth and device fabrication. InSb nanowires have been grown by Au-catalyzed Vapor-Liquid-Solid mechanism in a Metal Organic Vapor Phase Epitaxy reactor. The InSb nanowires are zinc blende, along [111] crystal direction, and are free of stacking faults and dislocations [37]. As-grown nanowires are deposited one-by-one using a micro-manipulator [38] on a substrate patterned with local gates covered by a ~ 30 nm thick hBN dielectric. The contact deposition process starts with resist development followed by oxygen plasma cleaning. Then, the chip is immersed in a sulfur-rich ammonium sulfide solution diluted by water (with a ratio of 1:200) at 60°C for half an hour [39]. At all stages care is taken to expose the solution to air as little as possible. For normal metal contacts [29, 30], the chip is placed into an evaporator. A 30 second helium ion milling is performed in situ before evaporation of Cr/Au (10 nm/125 nm) at a base pressure $< 10^{-7}$ mbar. For superconducting contacts [23, 24], the chip is mounted in a sputtering system. After 5 seconds of in situ argon plasma etching at a power of 25 Watts and a pressure of 10 mTorr, 5 nm NbTi is sputtered followed by 85 nm NbTiN.
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6.S. Supplementary Information
Figure 6.S1 | Line cuts from Figure 6.2. a, Line cuts from Figure 6.2a with $0.01 \times 2e^2/h$ offset. An increasing magnetic field closes the induced gap at 0.55 T and generates a zero bias peak up to 1.2 T. b, Same as a but for a larger tunnel barrier strength. Offset: $0.006 \times 2e^2/h$. c, Line cut from 1.1 T. We find the full width at half maximum of the zero bias peak to be 20 μeV. d, Line cuts from Figure 6.2b in logarithmic scale (without offset). A variation in voltage on the normal gate ($-1.4V \leq V_{\text{normal gate}} \leq 0.8V$) changes the conductance by more than a factor of 5, but does not remove the zero bias peak. e, Line cuts from Figure 6.2c in logarithmic scale (without offset). A variation in voltage on the barrier gate ($-1.5V \leq V_{\text{barrier gate}} \leq -1.2V$) changes the conductance by nearly an order of magnitude, but does not remove the zero bias peak. f, Line cuts from Figure 6.2d with $0.006 \times 2e^2/h$ offset. A variation in voltage on the super gate ($-1V \leq V_{\text{super gate}} \leq 1.2V$) affects the presence of the zero bias peak, which is stable for a finite gate voltage range.
Figure 6.52 | Dependence of the zero bias peak on the orientation of an in-plane magnetic field. a, Differential conductance $dI/dV$ as a function of bias voltage $V$, and in-plane rotation of the magnetic field with a magnitude of 0.6 T. $\phi = 0^\circ$ corresponds to an external field along the wire, $\phi = \pm 90^\circ$ to an external field parallel to the spin–orbit field $B_{So}$. The zero bias peak is present in an angle range ($|\phi| < 10^\circ$) when the external magnetic field is mostly aligned with the wire. We observe a low conductance region around the zero bias peak, indicating the induced gap. Orienting the magnetic field away from the wire axis and more towards $B_{So}$ closes the induced gap and splits the zero bias peak. We do not observe a stable zero bias peak for $|\phi| > 10^\circ$ in the entire angle range. The dashed square indicates the angle range shown in Figure 6.3c. b, c, $dI/dV$ as a function of $V$, and in-plane rotation of the magnetic field with two different magnitudes. Increasing the magnetic field decreases the angle range of the zero bias peak (compare b and c). d, Vertical line cuts from b and c at the angles indicated with colored bars. Top panels: For $\phi = 0^\circ$ the zero bias peak is present for both magnetic field magnitudes. Bottom panels: For $\phi = 15^\circ$ no zero bias peak is present for both magnitudes. Middle panels: For $\phi = 10^\circ$ the zero bias peak is present only for 0.575 T, while is split for 0.65 T.
Figure 6.S3 | Zero bias peak in a large range of magnetic field and local gate voltages. a, False-color electron micrograph of the measured device. b, c, Differential conductance $dI/dV$ as a function of bias voltage $V$, and voltages on normal and barrier gate, respectively. A variation in each gate voltage changes the conductance by an order of magnitude, but does not affect the presence of the zero bias peak. d, $dI/dV$ as a function of $V$ and an external magnetic field $B$ along the nanowire axis, measured at different voltages on super gate ($-10 \text{ V} \leq V_{\text{s-gate}} \leq 0 \text{ V}$). A variation in $V_{\text{s-gate}}$ changes the magnetic field range in which the zero bias peak appears. The purple (pink) arrows indicate the onset (end) of the zero bias peak in external magnetic field. When changing the super gate voltage, we adjust the tunnel gate voltage to keep the overall conductance the same.
Figure 6.54 | Zero bias peak height and width. a, The absolute and the relative height of the zero bias peak extracted from Figure 6.2a. The difference between the absolute and the relative height is the subgap conductance around zero bias for each magnetic field. b, The full width at half maximum (FWHM) of the zero bias peak extracted from Figure 6.2a. c, d, Same as a and b but for the zero bias peak from Figure 6.4a.
Figure 6.S5 | Additional device 1 - ballistic transport properties. a, False-color electron micrograph of the measured device. b, Differential conductance $dI/dV$ as a function of bias voltage $V$, and voltage on barrier gate. c, Vertical line cuts from b at the gate voltages marked with colored bars. Top panel shows the $dI/dV$ from the transport regime in which the current is carried by a single fully-transmitting channel. We find an enhancement of conductance at small bias by a factor of 1.25 compared to the large-bias conductance of $2e^2/h$. Bottom panel is from the tunneling regime. We extract an induced superconducting gap $\Delta^* = 0.75$ meV. d, Horizontal line cuts from b at the bias voltages marked with colored bars. Large-bias conductance ($V = 2$ mV $> \Delta^*$) shows a quantized plateau of $2e^2/h$. The subgap conductance ($V = -0.25$ mV) is enhanced within the gate voltage range in which the large-bias conductance is quantized. We excluded a series resistance of 0.5 kΩ, solely to account for the contact resistance of the normal lead [3, 4].
Figure 6.66 | Additional device 1 - zero bias peak in a large range of magnetic field and local gate voltages. 

a, Differential conductance \( \frac{dI}{dV} \) as a function of bias voltage \( V \), and an external magnetic field \( B \) along the nanowire axis. Application of a magnetic field generates a zero bias peak at 0.3 T. The zero bias peak persists up to 0.7 T and splits for larger magnetic fields. The right axis scales with Zeeman energy \( E_z \) assuming a g factor of 40. 

b, \( \frac{dI}{dV} \) as a function of \( V \) and voltage on the normal gate. The voltage on the normal gate changes the conductance by a factor of 10 but does not affect the presence of the zero bias peak. 

c, \( \frac{dI}{dV} \) as a function of \( V \) and voltage on the barrier gate. The voltage on the barrier gate changes the conductance by a factor of 20 but does not affect the presence of the zero bias peak. 

d, \( \frac{dI}{dV} \) as a function of \( V \) and voltage on the super gate. The zero bias peak is stable for a finite range of voltages on the super gate. 

e, Same as d but at zero magnetic field. No zero bias peak is present. 

f, Same as a but for different voltages on the super gate \( (V_{s\text{-}\text{gate}}) \). No zero bias peak is present for the measured magnetic field range for \( V_{s\text{-}\text{gate}} = -1.9 \) V and \( V_{s\text{-}\text{gate}} = 0.9 \) V, consistent with d.
Figure 6.S7 | Additional device 2 - zero bias peak in a large range of magnetic field and local gate voltages.

a, False-color electron micrograph of the measured device. 

b, Differential conductance \( dI/dV \) as a function of bias voltage \( V \) and magnetic field \( B \). Increasing the magnetic field closes the gap and generates a zero bias peak which persists up to at least 1 T. The right axis scales with Zeeman energy assuming \( g_{\text{InSb}} = 40 \). Gate voltages are fixed at \( V_{\text{n-gate}} = 1 \text{ V}, V_{\text{b-gate}} = -5.5 \text{ V}, \text{ and } V_{\text{s-gate}} = -2.8 \text{ V} \) for normal, barrier, and super gate, respectively.

c, \( dI/dV \) as a function of \( V \), and normal gate voltage \( V_{\text{n-gate}} \). A large variation in \( V_{\text{n-gate}} \) can modulate the overall conductance but it does not remove the zero bias peak. Taken at \( B = 0.4 \text{ T}, V_{\text{b-gate}} = -5.5 \text{ V}, \text{ and } V_{\text{s-gate}} = -2.85 \text{ V} \).

\( \varepsilon^* \), \( g_{\text{InSb}} \), and \( B \) (meV) as a function of \( V \), and barrier gate voltage. Changing the tunnel barrier conductance by more than a factor of 3 does not split the zero bias peak, nor makes it disappear. Taken at \( V_{\text{n-gate}} = 2.5 \text{ V and } V_{\text{s-gate}} = -2.85 \text{ V} \).

d, \( dI/dV \) as a function of \( V \), and super gate voltage \( V_{\text{s-gate}} \). The zero bias peak is stable over a finite range in \( V_{\text{s-gate}} \). Taken at \( V_{\text{n-gate}} = 1 \text{ V and } V_{\text{b-gate}} = -5.5 \text{ V} \).
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Conclusion
In this chapter we highlight the conclusion of the reported experiments in each chapter, discuss the shortcomings of our approach, and suggest future directions.

Chapter 3

Using a model consisting of a nanowire-transistor with contact resistances allowed us to systematically study the InSb nanowire mobility, which we found to be limited by adsorbents on the nanowire surface and/or the substrate. After optimizing the fabrication parameters accordingly, we reproducibly obtained mobility values that are among the highest in the nanowire literature. Nevertheless our average mobility values of 25 000 cm$^2$/Vs are well below the mobilities of the state-of-the-art two-dimensional III–V systems. For instance Ref. [1] reports 200 000 cm$^2$/Vs for InSb quantum wells. This suggests that there is big room for further improvement.

Figure 7.1 | Long mean free path in template-assisted grown InAs nanowires. a, The scanning electron image shows the template (green), the substrate (gray), and the metallic contacts (yellow). InAs nanowires (not visible) are grown inside the template. Contacts are realized by selectively removing the template at the contact areas. This method also allows for growing nanowire cross-junctions. Image shows a device with $\sim$ 200 nm channel length. b, Conductance as a function of back gate voltage shows quantized plateaus up to 800 nm channel length. For longer channels quantization is lost, but plateaus can still be identified. c, Distribution of plateaus in resistance for varying channel lengths. For channels shorter than 800 nm, the resistance of the channel is determined by the number of occupied modes, demonstrating one-dimensional ballistic transport. Dashed lines indicate $R = (nG_0)^{-1} \times (1 + l_c/l_e)$, with $n$ the number of modes, $G_0$ the conductance quantum, $l_c$ the channel length, and $l_e \sim 1 \mu$m the mean free path. Inset shows a device before realizing the contacts. Red lines indicate the position of the right metallic contact for each device with a different channel length. Left contact is on $y$-axis (outside the image) whose position is fixed for all devices. All panels adapted from [3].
A physical separation of the transport channel from scattering regions has been central in developing today’s high-mobility material systems. Transport through a nanowire is naturally prone to surface scattering due to the high surface-to-volume ratio. However, it is possible to separate the nanowire channel from the surface, for example with an insulating shell enclosing the channel. This idea has been implemented for InAs nanowires using an InP shell which has increased the mobility significantly [2]. Similarly, very recently Ref. [3] has demonstrated a notable improvement in mean free path by growing InAs nanowires within a predefined template which limits the exposure of the channel to ambient and adsorbents, see Figure 7.1. This method has resulted in clear signatures of ballistic transport for channel lengths up to 800 nm, whereas a fabrication equivalent to the one reported in this dissertation has showed ballistic transport in InSb nanowire channels up to 400 nm [4].

Chapter 4
Increasing the uniformity of the nanowire–superconductor interface resulted in a hard superconducting gap and supercurrent in the InSb nanowire which persisted in the presence of magnetic fields. The interface improvements due to noninvasive cleaning of the nanowire surface and inclusion of a wetting layer before the superconductor deposition provide a technical guideline for inducing superconductivity also for other material systems, for example topological insulators. However, despite these improvements, the nanowire–superconductor interface still has a residual barrier, evident from the signatures of dot formation between the contacts and from the absence of quantized conductance plateaus. We previously discussed that the ambient exposure of the wire surface, which was unavoidable in our process, could result in formation of an interface barrier. However, ambient exposure of the interface can be avoided in more advanced realizations of Majorana wires, for example in hybrid wires with an as-grown semiconductor–superconductor interface [6]. Another alternative is to employ more selective in situ cleaning techniques that can clean the wire surface more effectively while keeping the crystalline structure pristine. Figure 7.2 shows such a method that has been developed

![Figure 7.2](image-url)

**Figure 7.2 | InSb nanowires with in situ hydrogen-cleaned surface.** Left panel shows the cross-sectional image of an InSb nanowire whose surface is in situ hydrogen cleaned prior to the growth of a thin Al film which covers two facets of the wire continuously along its axis. Right panel shows a transmission electron image of the wire, with the <100> wire axis indicated. The thin Al film is covering the wire continuously. The nanowire–superconductor interface appears crystalline and impurity-free. Both panels taken from [7].

1Conductance plateaus can be regularly observed for InSb nanowire devices with equivalent geometry but two normal metal contacts [5] or when one of the superconducting contacts is replaced with a normal metal one, as reported in chapter 5.
for InSb nanowires [7]. Here, the wire native oxide is in situ cleaned with hydrogen prior to superconductor film growth. This technique has been shown to remove the interface barrier to great extent [8]. Eliminating this barrier or its variation from device to device is an important step towards realizing a topological quantum computer based on semiconductor nanowires. This is because scalable designs involve many Majorana wires which are coupled to each other through a normal conducting wire section. Figure 7.3 shows an example where Majorana wires are connected via gate-defined quantum dots [9]. Here, the presence of unwanted barriers would pose a difficulty in operation of large-scale Majorana network devices.

![Figure 7.3](image-url) **Figure 7.3 | A scalable architecture for topological qubits based on Majorana wires.** The minimal building block is a topological Cooper pair box containing six Majoranas, here called the hexons, magnified on the left hand side. The operation of the topological qubit relies on selective coupling of Majoranas to nearby quantum dots defined by gates, depicted in the magnified panel on the right. Adapted from [9].

**Chapter 5**

The device improvements reported in the previous chapters resulted in ballistic transport in InSb nanowires with induced superconductivity. The structural and chemical analyses of the measured device confirmed the high-quality interface between the nanowire and the NbTiN superconductor. The numerical analysis indicated a mean free path on the order of the length of the proximitized wire. These results constitute a substantial improvement in induced superconductivity in semiconductor nanowires. However, the presence of magnetic-field-induced subgap states is a crucial shortcoming of the reported approach to realize Majorana nanowire qubits. This is because the non-trivial topology of Majorana wires rely on fermion parity conservation which subgap states can violate by allowing single electron tunneling, the so-called quasiparticle poisoning [10].

We speculate that these magnetic-field-induced subgap states are due to vortex formation in NbTiN, a type-II superconductor. Numerical simulations of our devices using Ginzburg–Landau model have shown that within the magnetic field range of our experiments the NbTiN film becomes populated with vortices which nucleate at the nanowire–superconductor interface [11].

It is possible to eliminate or decrease the number of vortices by using a type I superconductor with a long coherence length, the length scale defining the size of a vortex. Because superconductors with a long coherence length generally have small critical magnetic fields, one must additionally decrease the cross-sectional area of the super-
conductor normal to the magnetic field direction to retain superconductivity. This has been realized in InAs and InSb nanowires interfacing aluminum, a superconductor with a long coherence length, which is grown at low temperatures to guarantee the continuity of the film on the nanowire for very small film thickness (< 10 nm) [6, 7]. Figure 7.2 shows such a realization for an InSb nanowire. The nanowire shows a significantly decreased magnetic-field-induced subgap states [7, 12], shown in Figure 7.4.

Figure 7.4 | Hard superconducting gap in InSb nanowires interfacing a thin Al film at finite magnetic fields. 

- **a**, Differential conductance of the InSb nanowire device as a function of bias voltage and in-plane magnetic field. The measurement is taken in the tunneling regime resolving the induced superconducting gap \(\sim 0.2 \text{ meV}\). As the magnetic field increases, the induced gap shrinks, but the subgap conductance stays constant at a value close to zero.
- **b**, Horizontal line cut from **a** for zero bias voltage.
- **c**, Vertical line cuts from **a** for the magnetic field values indicated with colored bars. All panels adapted from [7].

Chapter 6

Owing to the device improvements reported in the previous chapters we were able to demonstrate rigid zero bias peaks that are stable over an extended range in Zeeman energy and gate voltage in nanowire devices that show ballistic transport properties. Our observations exclude alternative explanations of the reported zero bias peaks that are based on disorder and support a Majorana interpretation. Nevertheless, the experiments did not show a zero bias peak with a quantized conductance value of \(2e^2/h\), a predicted hallmark of Majoranas [13].

A Majorana zero bias peak (ZBP) is expected to reach its quantized value in the zero temperature limit. However, finite temperatures can decrease the height of the ZBP whose width, in this case, becomes set by the temperature \(T\) via FWHM \(\sim 3.5k_B T\). Here FWHM is the full width at half maximum, and \(k_B\) the Boltzmann constant. Our reported FWHM \(\gtrsim 20 \mu\text{eV}\) corresponds to \(T \gtrsim 65 \text{ mK}\) which is larger than the estimated electron temperature \(\sim 50 \text{ mK}\). Below we discuss a mechanism which could result in an additional broadening of the ZBP, recently put forward by Liu et al [14].

Liu et al numerically simulated the nanowire devices used in our experiment with parameters taken from the measurement, and were able to reproduce our results assum-
ing a dissipation term in the Hamiltonian, shown in Figure 7.5. The source of dissipation was argued to be the presence of vortices in our NbTiN film. Here, a vortex core acts as a fermion bath that can result in a loss of energy and particles. This broadens the ZBP lowering its height, similar to the effect of temperature. Above we discussed that the use of a type I superconductor can eliminate vortex formation, and could allow for a Majorana ZBP reaching its quantized value. Indeed, very recent studies which use aluminum have reported ZBPs approaching $2e^2/h$ [8, 15], much higher than what we reported in this dissertation.

![Numerical simulation of the Majorana nanowire devices used in our experiment.](image)

*Figure 7.5 | Numerical simulation of the Majorana nanowire devices used in our experiment.* Left panel shows the differential conductance as a function of bias voltage and a magnetic along the wire axis. Line traces are plotted on the right with an offset. Inset zooms in on the small bias range around the critical magnetic field. Simulation assumes ballistic transport through a proximitized wire section of length $\sim 1.3 \mu m$, an induced gap of 0.9 meV at zero magnetic field, a $g$ factor $\sim 40$, a spin–orbit energy $\sim 0.25$ meV, two occupied subbands, and the presence of dissipation. Compare with Figure 6.4 in the previous chapter.
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1. Zero-energy signatures of Majoranas cannot be explained by any existing theory based on disorder.  
   \textit{Chapter 6 of this dissertation}

2. Increasing the uniformity of a semiconductor–superconductor interface reduces the density of states in the semiconductor at energies within the superconducting gap.  
   \textit{ Chapters 4 and 5 of this dissertation}

3. It is impossible to experimentally disprove a scientific hypothesis in isolation.  
   \textit{Duhem–Quine thesis}

4. Scientific theories persist owing to their applicability, not to their ability to describe the universe consistently.

5. A researcher’s primary duty for the advancement of science is to be self-critical.

6. Increasing the representation of the researchers on temporary contracts in the governance of universities can increase the job satisfaction in academia.

7. Punishments should be replaced with rehabilitation to advance morality.

8. Productivity of a society is maximized when it results from self-expression of individuals.

9. Living on a tight schedule limits tolerance and creativity.

These propositions are regarded as opposable and defendable, and have been approved as such by the promotor Prof. Dr. L. P. Kouwenhoven.
Stellingen
behorende bij het proefschrift
Ballistic Majorana nanowire devices
door
Önder GÜL

1. Kenmerken van Majorana's bij nul energie kunnen niet worden verklaard door bestaande theorieën op basis van wanorde.
   *Hoofdstuk 6 van dit proefschrift*

2. Het verhogen van de uniformiteit van een halfgeleider–supergeleider interface vermindert de toestandsdichtheid in de halfgeleider bij energieën binnen de supergeleidende gap.
   *Hoofdstukken 4 and 5 van dit proefschrift*

3. Het is onmogelijk om een op zichzelf staande wetenschappelijke hypothese experimenteel te weerleggen.
   *Duhem–Quinestelling*

4. Wetenschappelijke theorieën volharden door hun toepasbaarheid, niet door hun vermogen om het universum consistent te beschrijven.

5. De voornaamste taak van een onderzoeker voor de vooruitgang van de wetenschap is om zelfkritisch te zijn.

6. Het vergroten van de vertegenwoordiging van onderzoekers die tijdelijke contracten hebben in het bestuur van universiteiten kan de werktevredenheid in de academische wereld vergroten.

7. Straffen moeten worden vervangen door rehabilitatie om de moraliteit te bevorderen.

8. Productiviteit van een samenleving wordt gemaximaliseerd als ze voortvloeit uit de zelfexpressie van individuen.

9. Het leven volgens een strak schema beperkt tolerantie en creativiteit.

Deze stellingen worden opponeerbaar en verdedigbaar geacht en zijn als zodanig goedgekeurd door de promotor Prof. Dr. L. P. Kouwenhoven.