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Abstract. In this paper we are addressing a counting problem of discrete mathematics, more precisely of digital geometry. In the Euclidean plane the shortest path between any two points is given by the straight line segment connecting the points. In discrete mathematics, the shortest path is usually not unique, e.g., in graphs there could be several shortest paths between two vertices. In this paper, a special infinite graph, the square grid, (i.e., the usual digital plane) is used. In digital geometry there are various digital, i.e., path based distance functions. A neighborhood sequence $B$ gives the condition for each step of a $B$-path separately what type of neighborhood is used in that step. Therefore, the length and also the number of the shortest paths between two points depend not only on the respective positions (coordinate differences) of the points but also on the neighborhood sequence $B$. We give an algorithm and also closed formulae to compute the number of shortest $B$-paths.
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1. INTRODUCTION

When we are using a computer/digital camera/tablet a digital space, i.e., the square grid with points/pixels addressed by integer coordinate pairs is taken into consideration. Working on digital spaces, e.g., on a computer screen or on digital images, the digital, path-based distances have several advantages. The digital geometry is essentially different from the Euclidean geometry. In Euclidean space there are infinitely many points between any two distinct points. In digital geometry, the space is discrete; the regular grids can be seen as special graphs. Path-based distances are based on the concept of neighborhood relation among the points of the grid. On the square grid containing points with integer coordinates there are two basic neighborhood relations: two points are considered as 1-neighbors if one of their coordinates coincides and the difference on the other is exactly 1. A step from a point to one of its 1-neighbor points, a 1-step, may change one coordinate by exactly 1. One may
also allow diagonal movements: two points are 2-neighbors if their coordinate differences are at most 1; consequently, in a 2-step both or any of the coordinates can be changed by at most 1. The first two digital distance functions (see [16]), from the end of 1960’s, the cityblock (or Manhattan) and the chessboard distances, using these neighborhood relations in the paths, are very rough approximations of the Euclidean distance. Therefore, there are various other digital distances considered to lower the rotational dependency. Already Rosenfeld and Pfaltz, in [16], recommended to use the two types of neighborhood alternately in a path. New developments appeared approximately 20 years later. One of these approaches is the usage of neighborhood sequences giving the flexibility to change to change neighborhoods in a step of a path depending on a predefined sequence. (See [4,5,18,19], where periodic neighborhood sequences were investigated; around 2000, this periodic condition was dropped to allow general, not necessarily periodic, neighborhood sequences.) A greedy algorithm that provides a shortest path between any two points by any neighborhood sequence $B$ can be found in [10], while a general formula to compute $B$-distances can be found in [12]. We should note here that digital distances, and especially $B$-distances, can be applied in various image processing tasks [7, 17] and also in communication networks [13], their extension for computing distances of sequences was also investigated [14, 15]. In digital geometry, similarly as in graph theory, there is usually more than one minimal (i.e., shortest) path between two points, and it is an interesting combinatorial problem to find their numbers. Already in [16] combinatorial problems based on digital distances were investigated, namely ‘path counting’. Then, a matrix algorithm is provided in [2] to count the number of shortest paths between any pair of pixels of a shape in a binary image. We should note that the number of shortest paths are also important in connection to application of networks. Further, in [3], Das gave recursive formulae for the number of shortest paths between any two points of the square grid using special distance functions, e.g., the cityblock and the chessboard distances.

In this paper, we address a more general problem: we are counting the number of shortest $B$-paths from the point $p$ to the point $q$ of the square grid, where apart from the coordinates of the points, the neighborhood sequence $B$ is also a parameter.

2. Basic notions and definitions

Let $\mathbb{N}$, $\mathbb{N}^+$ and $\mathbb{Z}$ denote the sets of nonnegative integers, positive integers and integers, respectively. Consequently, the points of the square grid are addressed by $\mathbb{Z}^2$. In digital geometry, and generally, in grids the concept neighborhood plays an essential role.

Let $p, q \in \mathbb{Z}^2$ be two points of the grid with $p = (x_p, y_p)$ and $q = (x_q, y_q)$. We say that $p$ and $q$ are 1-neighbors (cityblock neighbors) if $|x_p - x_q| + |y_p - y_q| = 1$ and $p \neq q$ are 2-neighbors (chessboard neighbors) if $|x_p - x_q| \leq 1$ and $|y_p - y_q| \leq 1$. 
Notice that all 1-neighbors are also 2-neighbors, by definition. A movement from a point to one of its $i$-neighbors is called an $i$-step ($i \in \{1, 2\}$).

Formally, a neighborhood sequence $B = (b(i))_{i=1}^\infty$ is an infinite sequence containing only the elements of the set $\{1, 2\}$, i.e., $b(i) \in \{1, 2\}$ for all $i \in \mathbb{N}^+$. A $B$-path, i.e., a path defined by $B$, from a point $p$ to a point $q$ of the grid is a sequence of points $p_0, p_1, \ldots, p_n$ such that $p_0 = p$ and $p_n = q$, moreover $p_{i-1}$ and $p_i$ are $b(i)$-neighbors for every $1 \leq i \leq n$. In this way, the neighborhood sequence $B$ guides the path, in a sense, allowing or denying the diagonal steps for each step. The length of such a path is $n$, that is the number of steps in the path. Obviously, there are several $B$-paths between any two points and some of them (at least one) have a minimal length; this minimal length gives the $B$-distance $d_B(p,q)$ of the points $p$ and $q$. One can see that the classical cityblock and chessboard distances can be obtained by using ‘constant’ neighborhood sequences $B_1 = (b_1(i))_{i=1}^\infty$ with $b_1(i) = 1$ for every $i \in \mathbb{N}^+$ and $B_2 = (b_2(i))_{i=1}^\infty$ with $b_2(i) = 2$ for every $i \in \mathbb{N}^+$, respectively. We note here, that by the original definition of neighborhood sequences, see, e.g., [4, 5] only periodic neighborhood sequences were used, and thus, their description was done by only one period, i.e., with a finite length. The general approach used here does not restrict the study to periodic neighborhood sequences, and we use their general description by infinite sequences.

In [9, 10] a greedy algorithm was shown to obtain a shortest $B$-path between the input points and it was also proven to be correct. Moreover, when $B$ is fixed, the $B$-paths are translation invariant: for any point pair $p, q \in \mathbb{Z}^2$, any $B$-path from $p$ to $q$ has a bijective image as a $B$-path from the origin $(0,0)$ to the point $r = (p-q) = (x_p - x_q, y_p - y_q)$. Consequently, shortest paths are mapped to shortest paths. The $B$-distances are symmetric, but, depending on $B$, they may not fulfill the triangular inequality. In [10, 11] it is proven that $B$ defines a metric if and only if the number of 2’s in its prefix sequence with length $n$ is not more than the number of 2’s anywhere in the sequence among $n$ consecutive elements for all $n \in \mathbb{N}^+$. A formula to compute the $B$-distance is provided in [11, 12], now we recall it:

Let $p, q$ be points in $\mathbb{Z}^2$ and $B$ be a neighborhood sequence. Let $j$ and $i$ denote their coordinate differences: $j = \max\{|p_x - q_x|, |p_y - q_y|\}$ and $i = \min\{|p_x - q_x|, |p_y - q_y|\}$. Then the $B$-distance of the points is

$$d_B(p,q) = \max\{j, k \mid j + i > \sum_{m=1}^{k-1} b(m)\}. \tag{2.1}$$

2.1. Squaring the circles

Digital disks (and circles) are defined based on digital distances analogously to the definition of Euclidean disks (and circles).

It is well known that the disks based on cityblock distances has a ‘diamond’ shape (actually, it is a square standing on one of its corner) with ‘stair’ sides (an example is shown in Figure 1, a). We just briefly mention here that by using the digital distance
Figure 1. Digital disks with radius 5 based on (a) cityblock distance, (b) chessboard distance and (c) neighborhood sequence $B = (1,2,1,2,1,...)$ where the elements $b(i)$ with $i \geq 6$ does not play any role in the shown disks, and therefore, their values are arbitrary. The numbers typed into the pixels shows their distance from the center (marked by 'O'). (One may also observe the disks having radius $r$ less than 5 by considering those pixels that have value not more than $r$.)

Based on chessboard neighbors, the digital disks are squares (with straight line sides, see Figure 1, b).

In general case, the digital disk based on a neighborhood sequence is an octagon. The previous very rough, square estimations of Euclidean circles become ‘more round’ (e.g., by measuring it with the isoperimetric ratio). Roughly saying, the number of the used 1’s gives the length of the ‘stair’-sides, while the horizontal and vertical (straight line) sides have the length double more than the used 2’s (see, e.g., Figure 1, c). For this reason, (some of) the distances by neighborhood sequences on the square grid are sometimes referred as octagonal distances. Note that the size and the shape of the octagons do not depend on the order of steps.

2.2. Known results

In this subsection we recall some of the results about the number of shortest paths of those special cases which are described, e.g., by Das in [3].

Let $p$ and $q$ be two points such that their (absolute) coordinate differences are $i$ and $j$ in the first and in the second coordinates, respectively. Then, by cityblock distance, i.e., using the neighborhood sequence $B$ containing only 1’s, the distance is the sum of the coordinate differences, i.e., $i + j$. Further, the number of shortest paths is $\binom{i+j}{i} = \binom{i+j}{j}$, since the path contains $i$ vertical and $j$ horizontal moves, and their order is arbitrary. This result is also connected to shuffles of trajectories, see [8].
Das also counted the number of shortest path by the chessboard distance, and by the octagonal distance, recommended by Rosenfeld and Pfaltz, described by the neighborhood sequence $B = (1, 2, 1, 2, \ldots)$ with $b(i) = 1$ at each odd position ($i = 2k + 1$ for $k \in \mathbb{N}$), and $b(i) = 2$ at each even position ($i = 2k$ with $k \in \mathbb{N}^+$). However, as it is written in [3] to count the number of shortest paths in the general case left open.

We note that Das has obtained these results based on recursive formulation using recurrence relations and generating functions. Opposite to this, we will prove our formulae by enumerative combinatorial techniques. Moreover, we prove our result for more general cases, since Das and his co-authors used only periodic neighborhood sequences ([4, 5], etc.), but the concept has also been generalized to not necessarily periodic neighborhood sequences (see e.g. [9]).

In the next sections we present our results.

3. Algorithm to Compute the Number of Shortest Paths

Since the $B$-distances are translation invariant (they depend only on the coordinate difference of the points and on the used neighborhood sequence), further we may assume that one of the points is the origin $(0, 0)$.

We give an algorithm that also shows the recursive nature of the problem. Similarly to the way one can obtain digital disks (shown, e.g., in Fig. 1), instead of increasing the distance, one can count the number of shortest paths.

Actually, the hardness of the problem is hidden in the algorithm. At step 7 there are various cases how a point gets its value:

- If $b(i) = 1$
  - There are points for which there is exactly one of its 1-neighbors had assigned value already.
  - There are points for which two of their 1-neighbors had already known value.

- If $b(i) = 2$ there are three subcases:
  - A point could have only one 2-neighbor with already known value.
  - A point may have exactly two 2-neighbors with already assigned values.
  - A point may have already three 2-neighbors with known values.

Fig. 2 shows one-one example for each of these cases.
Algorithm 1

Input: a neighborhood sequence $B = (b(i))_{i=1}^\infty$ and a point $(x, y)$.
Output: the number of shortest paths from $(0, 0)$ to $(x, y)$.
1. Let the number of shortest paths to the origin $(0, 0)$ be fixed as 1.
2. Let $i = 0$.
3. While the number of shortest paths is not assigned to $(x, y)$
   Do
4. Let $i = i + 1$.
5. Let $S$ be the set of points $p$ with both of the following properties:
   5.a $p$ does not have any value assigned yet, and
   5.b $p$ has at least one $b(i)$-neighbor with already assigned value.
6. For each element $p$ of $S$ do in parallel
7. Assign the sum of the known values of its $b(i)$-neighbors to $p$.
8. EndFor.
9. EndWhile.

As one may observe that with $b(i) = 1$ at the straight line sides the value is copied (kept) from the previous element (Fig. 2, a), while at ‘stairs’ the sum of two previous values known at the neighbors are used (Fig. 2, b). In case $b(i) = 2$, roughly saying, sum of 3 previous neighbor values are used for inner points of straight line sides (Fig. 2, c), while only one value is copied at the ‘corners’ (Fig. 2, e) and the sum of two values is used for neighbors of the corners (Fig. 2, d). At stair sides, however, the sum of three values of neighbors with previously assigned values is used at the inner points of the stairs and one value is copied for the outer points of the stairs (see Fig. 2, f and g, respectively).

We note here that the applied algorithm can be seen as a variation of Dijkstra algorithm and the breadth-first search algorithm, the correctness of the algorithm is also based on this fact. Actually, it sums up the number of shortest paths to the points from which the target point can be reached in one step in a shortest path (and it assigns the value, the number of shortest paths to these, previous points in a similar manner based on the number of shortest paths for those points from which they can be reached in by a last step in a shortest path, etc.) Also, the distance transform algorithms used in digital image processing are closely related. Fig. 2 highlights the complexity of the problem, comparing it, e.g., to the case of cityblock distances, where the binomial coefficients are obtained based on the Pascal triangle.

The time complexity of the algorithm is quadratic in the number of steps, i.e., the distance of the points. Actually, the value for each point can be computed within constant time (Steps 6 and 7): A point has a bounded number of $b(i)$-neighbors, i.e., at most 8, but the number of those which has already value is always less than 8. The sum of those values can be computed in a fixed amount of time (assuming a type that is large enough to work with these numbers).
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The number of points that have already assigned values is at most $(2i+1)^2$, consequently the set $S$ has at most $4(2i+1) = 8i + 4$ elements. Depending on the used neighborhood sequence $B$, by reaching the point $(x,y)$, at most $(2 \max \{|x|,|y|\} + 1)^2$ points get their values. This shows the quadratic time and also the quadratic space complexity of the algorithm.

**Figure 2.** Examples for various cases from where the number of shortest paths can be summed up to a point (the origin is marked by red color in each figure, example new values are shown by blue). Cases with $b(i) = 1$ are shown in (a) straight side, (b) stair side. Cases with $b(i) = 2$ are shown in (c),(d),(e) straight side, (f),(g) stair side.
4. Formulae for the number of shortest paths

In this section we provide direct formulae to compute the number of shortest \( B \)-paths between any two gridpoints. The formula for the number of shortest paths can be computed in 3 different ways depending on the coordinate differences of the points and the number of 2’s in the beginning part of the sequence \( B \), i.e., in the part that is used to provide the shortest \( B \)-path(s).

The cases can be considered as follows.

Let the maximal coordinate difference of the two points (\( p \) and \( q \)) be \( j \), and the other coordinate difference be \( i \). Moreover, for simplicity, let \( d = d_B(p, q) \) denote the \( B \)-distance of the points.

- If the number of 2’s among the first \( j \) elements of \( B \) is exactly \( i \), then this is the “fit case”.
- We have the “poor case” if there are less 2’s among the first \( d \) elements of \( B \) than \( i \).
- In this case there are more 2’s in the initial part of \( B \) than the number of 2’s that is needed in a shortest path. This is the “rich case”.

Let us use the following notation. Let \( k_1 \) and \( k_2 \) denote the number of 1’s and 2’s among the first \( k \) elements of \( B \). Obviously \( k_1 + k_2 = k \). (We will use this notation for \( k = j \) and for \( k = d \).)

Now, let us start with the simplest case.

4.1. The fit case

**Proposition 1.** Let \( p, q \in \mathbb{Z}^2 \) and \( B \) be a neighborhood sequence. Denote \( j = \max\{|x_p - x_q|, |y_p - y_q|\} \) and \( i = \min\{|x_p - x_q|, |y_p - y_q|\} \). If the number of 2’s among the first \( j \) elements of \( B \) is exactly \( i \), then the \( B \)-distance of the points \( p \) and \( q \) is \( d = j \).

This statement is a straightforward special case of Eq. 2.1. In a shortest \( B \)-path at each 1-step we move at the direction of the larger coordinate difference, and at each 2-step we have a diagonal movement decreasing both coordinate differences. Obviously, the conditions given in this case allow exactly the shortest paths with this property. Consequently, in this case one can establish the following result.

**Theorem 1.** Let \( p, q \in \mathbb{Z}^2 \) and \( B \) be a neighborhood sequence. Denote \( j = \max\{|x_p - x_q|, |y_p - y_q|\} \) and \( i = \min\{|x_p - x_q|, |y_p - y_q|\} \). If the number of 2’s among the first \( j \) elements of \( B \) is exactly \( i \), then there is exactly 1 shortest \( B \)-path from \( p \) to \( q \).

**Proof.** By Proposition 1, the length of the shortest path(s) from \( p \) to \( q \) is exactly \( j \). Among these \( j \) steps there could be at most \( i \) diagonal steps, and actually, it needs to be \( i \) diagonal steps to reach the endpoint \( q \) from \( p \). Consequently, all steps decrease the coordinate difference in the direction of \( j \) and all \( i \) 2-steps decrease both
coordinate differences. This can be done exactly in one way, as it is described, the
direction of each step in the path is uniquely determined by $B$ in this case.

In this case, $d + d_2 = i + j$ and also $d = j$, thus $i + j = j + j_2$ which leads to $i = j_2$.
Notice that there is exactly one $B$-path also from $q$ to $p$, however, this path not
necessarily built up from the same points as the one from $p$ to $q$.

4.2. The poor case

If there are less 2’s among the first $d$ elements of $B$ than $i$, then some of the “diag-
onal moves” (of the previous case) must be substituted by two 1-steps. Therefore, in
this case, $d > j$.

We can rewrite formula Eq. 2.1 in the following form, for this case.

**Proposition 2.** Let $p, q \in \mathbb{Z}^2$ and $B$ be a neighborhood sequence. Denote

\[ j = \max \{|x_p - x_q|, |y_p - y_q|\} \] \[ i = \min \{|x_p - x_q|, |y_p - y_q|\} \]

If the number of 2’s among the first $j$ elements of $B$ is less than $i$, then the $B$-distance of the points $p$ and $q$ is

\[ d = \min \left\{ k \mid i + j \leq \sum_{n=1}^{k} b(n) \right\} \].

Roughly saying, there are not enough 2-steps for having enough diagonal steps for
$i$, thus some 1’s are needed for steps to that direction and not only for the direction of
the coordinate difference $j$.

In this paper we are interested to count the number of shortest $B$-paths, and thus,
it is important to recognise that there are two subcases:

- **Matching case:** The sum of the first $d$ elements of $B$ is exactly $i + j$ (with
  \[ \sum_{n=1}^{d} b(n) = j + i \].
- **Mismatch case:** The sum of the first $d$ elements of $B$ is larger than $i + j$. It can
  happen when the last used element of $B$, i.e., $b(d)$ is a 2, but 1 would suffice.

In this case, \[ \sum_{n=1}^{d} b(n) > j + i \], i.e., with more precision, \[ \sum_{n=1}^{d} b(n) = j + i + 1 \].

4.2.1. Matching case

**Theorem 2.** Let $p, q \in \mathbb{Z}^2$ and $B$ be a neighborhood sequence. Denote

\[ j = \max \{|x_p - x_q|, |y_p - y_q|\} \] \[ i = \min \{|x_p - x_q|, |y_p - y_q|\} \] \[ d = \min \left\{ k \mid i + j \leq \sum_{n=1}^{k} b(n) \right\} \]

If the number of 2’s among the first $j$ elements of $B$ is less than $i$
and \[ \sum_{n=1}^{d} b(n) = j + i \], then the number of shortest paths from $p$ to $q$ is

\[ \left( \frac{d - d_2}{i - d_2} \right) \left( \frac{d_1}{i} \right) \].

**Proof.** The length of a shortest path is $d$, and, since \[ \sum_{n=1}^{d} b(n) = j + i \], every 2-steps
must be a diagonal step by decreasing both the coordinate differences. All 1-steps,
their number is $d_1 = d - d_2$, must also decrease one of the coordinate differences.
Actually, in the shortest paths \( i - d_2 \) is the number of 1-steps to the direction of the coordinate difference \( i \) (and the remaining 1-steps are used in the direction determined by \( j \)). The order of these 1-steps is arbitrary, only their number is important to reach \( q \) from \( p \): \( i - d_2 \) steps corresponding to direction \( i \) and \( d_1 - (i - d_2) = d - i \) steps to the orthogonal direction, from the \( d_1 \) 1-steps, that is, \( \binom{d_1}{i-d_2} = \binom{d_1}{d-i} \).

Thus the number of shortest path can be written by the binomial coefficients given in the theorem.

\[ \text{Notice that in this case } i + j = 2d_2 + d_1 \text{ holds, which, combined by } d = d_2 + d_1 \text{ and knowing } j < d, \text{ gives } d = j + i - d_2 \text{ with } i - d_2 > 0. \]

**4.2.2. Mismatch case**

In this case the sum of the first \( d \) elements of \( B \) is \( i + j + 1 \).

**Theorem 3.** Let \( p, q, B \) be given and the notation \( j, i, d \) be the same as at Theorem 2. If the number of 2’s among the first \( j \) elements of \( B \) is less than \( i \) and \( \sum_{n=1}^{d} b(n) > j + i \), then the number of shortest paths from \( p \) to \( q \) is \( d_2 \binom{d+1-d_2}{i+1-d_2} \).

**Proof.** The length of a shortest path is \( d \), but \( \sum_{n=1}^{d} b(n) > j + i \), thus, there is exactly one 2-step which is actually, a 1-step. All other 2-steps must be a diagonal step by decreasing both the coordinate differences. The number of choices to find which 2-step is a 1-step in the path, i.e., to replace a value 2 to 1 among the first \( d \) elements of \( B \), is exactly \( d_2 \). After, the replacement of this one element, actually, the number of shortest \( B \)-paths can be computed by Theorem 2, since the sum of \( i + j \) matches to the modified neighborhood sequence. Consequently, \( \binom{d+1-d_2}{i+1-d_2} \) gives the number of shortest paths for a modified neighborhood sequence: \( d_1 + 1 - d_2 \) is the number of 1-steps in the shortest paths and \( i + 1 - d_2 \) is the number of 1-steps to the direction of the coordinate difference \( i \). Using the multiplication rule for choosing first one element 2, and then the directions of the 1-steps, the formula of the theorem follows.

\[ \boxed{} \]

**4.3. The rich case**

This is the most complex case, although the distance is exactly \( d = j \) since there are enough 2’s for the diagonal steps. However, there are extra value(s) 2 in the sequence. In shortest paths each 1-step is in the direction of the coordinate difference of \( j \) (otherwise \( j \) steps would not be enough). However, the 2-steps gives more variety for the shortest paths.

**Theorem 4.** Let \( p, q \in \mathbb{Z}^2 \) and \( B \) be a neighborhood sequence. Denote 
\[ j = \max\{|x_p - x_q|, |y_p - y_q|\} \text{ and } i = \min\{|x_p - x_q|, |y_p - y_q|\}. \]
If the number of 2’s among the first \( j \) elements of \( B \), i.e., \( j_2 \), is more than \( i \), then the number of shortest
B-paths from $p$ to $q$ can be computed as

$$
\sum_{m=i}^{i + \left\lfloor \frac{j - i}{2} \right\rfloor} \frac{j_2!}{m!(m - i)!(j_2 + i - 2m)!}.
$$

Proof. Let us start with a shortest path that can be obtained by the greedy algorithm ([9, 10]). In this $B$-path, the first $i$ 2-steps are diagonal steps decreasing the coordinate difference in both coordinates (we call the 2-steps of this direction as ‘good’ 2-steps), and all other steps are 1-steps decreasing also the coordinate difference on the direction determined by $j$.

But now, we are looking for the number of the shortest paths without caring about if they could be generated by the greedy algorithm or not. So, definitely, the 1-steps in any shortest path must be in the direction given by $j$. For the 2-steps there are three possibilities:

- it is a ‘good’ 2-step: a diagonal step according the difference in both directions;
- it is a 1-step to the direction of $j$;
- it is a ‘bad’ 2-step, i.e., it is a diagonal step in the direction according to $j$, but opposite to the direction determined by $i$.

There cannot be other types of 2-steps which decrease the coordinate difference of $j$, and thus providing shortest paths.

Let $m$ be the number of ‘good’ 2-steps in a shortest $B$-path, then there must be $n$ ‘bad’ 2-steps also in the path to reach exactly $q$ from $p$ in $j$ steps, such that $m - n = i$. Then, $n = m - i$. The condition (the number of diagonal steps in the path) $m + n \leq j_2$ must also be fulfilled. In such a path there are $j_2 - m - n = j_2 + i - 2m$ 2-steps that are actually 1-steps.

The value of $m$ must be at least $i$ (both $m, n$ are nonnegative) and further, at most $\left\lfloor \frac{j - i}{2} \right\rfloor$ pairs of ‘good’ and ‘bad’ 2-steps could be added as extra diagonal steps. The order of these 2-steps can be arbitrary (among the 2-steps allowed by $B$). Consequently, by fixing the value $m$ of ‘good’ 2-steps, the formula

$$
\frac{j_2!}{m!(m - i)!(j_2 + i - 2m)!}
$$

gives the number of shortest paths with that number of that type of steps. Now, by summing up the values for the possible values of $m$, the formula is obtained that we wanted to prove.

Observe that the fit case can also be seen as a special case of this, rich case, as the formula of Theorem 4 gives 1 in the case $j_2 = i$.

Also the case of chessboard distance (investigated already by Das) is a special case of the rich case with $j_2 = j$: Thus, using the notation of Theorem 4, the number of
shortest paths from \( p \) to \( q \) by the chessboard metric is given by

\[
i + \left\lfloor \frac{j}{2} \right\rfloor \sum_{m=i} \frac{j!}{m!(m-i)!(j+i-2m)!} \]

which, as one can easily check, coincides with Das’s formula [3]. Das also used the abbreviation with “trinomial coefficients”, due to the fact that instead of the sum of two values (as at the usual binomial coefficients), the sum of three earlier values are used. The trinomial coefficients are defined as

\[
\binom{i+j+k}{i,j,k} = \binom{i+j+k}{i} \binom{i+j+k}{j} \binom{i+j+k}{k}
\]

and the formula for counting the chessboard distances can be written in a somewhat shorter form:

\[
i + \left\lfloor \frac{j}{2} \right\rfloor \sum_{m=i} \binom{j}{m,m-i,j+i-2m}
\]

### 4.4. Examples

We close this section by some examples.

Let \( B = (1,1,2,1,2,2,2,2,1,1,2,\ldots) \) and \( p \) be the origin.

Let \( q_1 = (7,3) \). Clearly, it is the fit case, since there are three 2’s among the first seven elements of \( B \). Thus, there is exactly one shortest \( B \)-path, and it is

\[((0,0),(1,0),(2,0),(3,1),(4,1),(5,2),(6,2),(7,3))\]

Let \( q_2 = (11,12) \). We are in the poor case, \( d = 15 \) and it is the matching subcase (the sum of the first fifteen elements is exactly 23). We have \( i = 11 \) and \( d_2 = 8 \). Thus, by Theorem 2, the number of shortest \( B \)-paths is \( \binom{7}{3} = 35 \).

Now, let \( q_3 = (6,3) \), and thus, \( j = 6, i = 3 \). This is the poor case, since there are only two 2’s among the first six elements. One may check that \( d = 7 \), and thus we have the mismatch case, the sum of the first seven elements is 10, larger than \( j+i = 6+3 = 9 \). Also \( d_2 = 3 \). Thus, by Theorem 3, \( 3 \binom{7+1-3}{3+1-3} = 5 \).

Finally, let \( q_4 = (10,4) \). Now, it can be computed according to the rich case (there are six 2’s among the first ten elements of \( B \)). By our notation \( j_2 = 6 \) and \( i = 4 \). Thus, by Theorem 4, we have \( \sum_{m=4}^{5} \frac{6!}{m!(m-4)!(10-2m)!} = \frac{6!}{4!0!2!} + \frac{6!}{5!1!0!} = \frac{5.5}{2} + 6 = 21 \).

In Fig. 3 we show some values for the shortest paths with chessboard distance. Colors show the pixels that can be reached by various number of steps, e.g., red for one step, dark blue for two steps, green for three steps, etc. from the shaded pixel.

### 5. Conclusions

A combinatorial problem was considered (coined originally by Das in 1991 as an open problem for periodic neighborhood sequences) and solved (also for not necessarily periodic neighborhood sequences): Enumerative combinatorics is used to compute the number of shortest paths for digital distance functions defined by neighborhood sequences.
When the number of 2’s in the prefix of the neighborhood sequence $B$ is less than the smaller (absolute) coordinate difference, i.e., in the poor case, the number of minimal paths, can be considered as the combination based on the 1-steps: among the 1-steps some of them change the first coordinate, the others change the second coordinate, and the order of these steps can be arbitrary (among the 1-steps). Consequently, the formula can be written by binomial coefficients and closely related to the case of cityblock distances.

With sufficiently large number of 2’s in the prefix of $B$, the formula gives summations on the possible numbers of diagonal-steps and 1-steps made with values 2 of $B$. These results are more related to the case of chessboard distance. As a special case of this, in the fit case (when the smaller coordinate difference gives exactly the number of 2’s in the prefix of $B$ of the length that is exactly the larger coordinate difference) there is exactly 1 shortest $B$-path.

The results can be seen as generalisations of binomial (and trinomial) coefficients based on the used distance functions.
We should also note that counting the number of shortest path is not only a combinatorial exercise, but also has strong image processing applications (see, e.g., [16]). We mention that in [1] a similar problem was studied for other popular digital distances, namely for the chamfer distances. Furthermore, counting the shortest paths has also been started in other grids, see e.g., [6] for the first results on the triangular grid.
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