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Abstract—A new negative result for nonparametric distribution estimation of binary ergodic processes is shown. The problem of estimation of distribution with any degree of accuracy is studied. Then it is shown that for any countable class of estimators there is a zero-entropy binary ergodic process that is inconsistent with the class of estimators. Our result is different from other negative results for universal forecasting scheme of ergodic processes. We also introduce a related result by B. Weiss.
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I. INTRODUCTION

Let $X_1, X_2, \ldots$ be a binary-valued ergodic process and $P$ be its distribution. In this paper we study nonparametric estimation of binary-valued ergodic processes with any degree of accuracy. Let $S$ and $\Omega$ be the set of finite binary strings and the set of infinite binary sequences, respectively. Let $\Delta(x) := \{x_\omega | \omega \in \Omega\}$, where $x_\omega$ is the concatenation of $x \in S$ and $\omega$, and write $P(x) = P(\Delta(x))$. For $x \in S$, $|x|$ is the length of $x$. Let $\mathbb{N}$, $\mathbb{Z}$, and $\mathbb{Q}$ be the set of natural numbers, the set of integers, and the set of rational numbers, respectively. From ergodic theorem, there is a function $r$ such that for $x \in S, n, k \in \mathbb{N}$,

$$P(\{\Delta(y) | |P(x) - 1/|y| \sum_{i=1}^{|y|} I_{y_i \neq x_i}] \geq 1/k, |y| = n\}) < r(n, k, x),$$

$$\forall x, k \lim_{n} r(n, k, x) = 0,$$

where $I$ is the indicator function and $y_i = y_i \cdot y_{i+1} \cdot y_j$ for $y = y_1 \cdot y_n, i \leq j \leq n$. $r$ is called convergence rate. If $r$ is given, we know how much sample size is necessary to estimate the distribution with prescribed accuracy. However it is known that there is no universal convergence rate for ergodic theorem. If $r$ is not known, ergodic theorem does not help to estimate the distribution with prescribed accuracy. Here a natural question arise: for any binary-valued ergodic process, is it always possible to estimate the distribution with any degree of accuracy with positive probability? We show that this problem has a negative answer, i.e., for any countable class of estimators there is a zero-entropy binary ergodic process that is not estimated from this class of estimators with positive probability. In particular, since the set of computable functions is countable, we see that there is a zero-entropy binary ergodic process that is inconsistent with computable estimators. Our result is not derived from other negative results for universal forecasting scheme of ergodic processes, see Remark 2.

Let $x \subseteq y$ if $x$ is a prefix of $y$. $f$ is called estimator if $f(x, k, y) \in \mathbb{Q}$ is defined for $(x, k, y) \in S \times \mathbb{N} \times S$.

$$\forall z \exists y f(x, k, z) = f(x, k, y).$$

For $\omega \in \Omega$, let $f(x, k, \omega) := f(x, k, y)$ if $f(x, k, y)$ is defined and $y \subseteq \omega$. We say that $f$ estimates $P$ if

$$P(\omega | \forall x, k f(x, k, \omega)) \text{ is defined and } |P(x) - f(x, k, \omega)| < \frac{1}{k} > 0.$$}

Here $\omega$ is a sample sequence and the minimum length of $y \subseteq \omega$ for which $f(x, k, y)$ is defined is a stopping time.

In this paper, we construct an ergodic process that is not estimated from any given countable set of estimators:

Theorem 1.

$$\forall F : \text{countable set of estimators}$$

$$\exists P \text{ ergodic and zero entropy } \forall f \in F$$

$$P(\omega | \forall x, k f(x, k, \omega)) \text{ is defined and } |P(x) - f(x, k, \omega)| < \frac{1}{k} = 0.$$}

We say that $P$ is effectively estimated if there is a partial computable $f$ that satisfies (2) and (3). Since the set of partial computable estimators is countable, we have

Corollary 1. There is a zero entropy ergodic process that is not effectively estimated.

If $r$ in (1) is computable then it is easy to see that $P$ is effectively estimated. For example, i.i.d. processes of finite alphabet are effectively estimated, see Leeuw et al. 3.

As stated above, a difficulty of effective estimation of ergodic processes comes from that there is no universal convergence rate for ergodic theorem. In Shields pp.171 7, it is shown that for any given decreasing function $r$, there is an ergodic process that satisfies

$$\exists N \forall n \geq N P(|P(1) - \sum_{i=1}^{n} I_{X_i = 1/n}| \geq 1/2) > r(n).$$

In particular if $r$ is chosen such that $r$ decreases to 0 asymptotically slower than any computable function then $r$ is not
computable. In V’yugin [9], a binary-valued computable stationary process with incomputable convergence rate is shown.

It is possible that an ergodic process is effectively estimated even if the convergence rate is not computable.

**Theorem 2.** For any decreasing \( r \), there is a zero entropy ergodic process that is effectively estimated and satisfies (4).

For proofs of Theorem 1 and 2 see [8].

**Remark 1.** (i) \( P \) is computable \( \Rightarrow \) (ii) convergence rate \( r \) in (1) is upper semi-computable (effectively approximated from above) \( \Rightarrow \) (iii) \( P \) is effectively estimated. None of the converse is true.

**Remark 2.** In Cover [2], two problems about prediction of ergodic processes are posed. Problem 1: Is there a universal scheme \( f \) such that \( \lim_{n \to \infty} |f(X_{n}^{i-1}) - P(X_n|X_{0}^{n-1})| \to 0 \), a.s. for all binary-valued ergodic \( P \)?

Problem 2: Is there a universal scheme \( f \) such that \( \lim_{n \to \infty} |f(X_{n}^{i-1}) - P(X_0|X_{0}^{n-1})| \to 0 \), a.s. for all binary-valued ergodic \( P \)?

Problem 2 was affirmatively solved by Ornstein [5], [10].

It is possible that an ergodic process is effectively estimated but is much stronger statement than the fact that \( P \) is not estimated in the sense of Theorem 1.

The difference between this result and Theorem 1 is that (6) requires the universality of \( f \) but is much stronger statement than the fact that \( P \) is not estimated in the sense of Theorem 1.
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