BFRnet: A deep learning-based MR background field removal method for QSM of the brain containing significant pathological susceptibility sources
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Abstract

Introduction: Background field removal (BFR) is a critical step required for successful quantitative susceptibility mapping (QSM). However, eliminating the background field in brains containing significant susceptibility sources, such as intracranial hemorrhages, is challenging due to the relatively large scale of the field induced by these pathological susceptibility sources.

Method: This study proposes a new deep learning-based method, BFRnet, to remove the background field in healthy and hemorrhagic subjects. The network is built with the dual-frequency octave convolutions on the U-net architecture, trained with synthetic field maps containing significant susceptibility sources. The BFRnet method is compared with three conventional BFR methods and one previous deep learning method using simulated and in vivo brains from 4 healthy and 2 hemorrhagic subjects. Robustness against acquisition field-of-view (FOV) orientation and brain masking are also investigated.

Results: For both simulation and in vivo experiments, BFRnet led to the best visually appealing results in the local field and QSM results with the minimum contrast loss and the most accurate hemorrhage susceptibility measurements among all five methods. In addition, BFRnet produced the most consistent local field and susceptibility maps between different sizes of brain masks, while conventional methods depend drastically on precise brain extraction and further brain edge erosions. It is also observed that BFRnet performed the best among all BFR methods for acquisition FOVs oblique to the main magnetic field.

Conclusion: The proposed BFRnet improved the accuracy of local field reconstruction in the hemorrhagic subjects compared with conventional BFR algorithms. The BFRnet method was effective for acquisitions of tilted orientations and retained whole brains without edge erosion as often required by traditional BFR methods.

Keywords: Background field removal; Hemorrhage susceptibility mapping; Deep learning; Intracranial hemorrhage

1 Introduction

In recent years, an MRI post-processing technique, namely quantitative susceptibility mapping (QSM) [1], has been developed for measuring magnetic susceptibility distribution in vivo [2]. QSM application in the brain [3] has generated significant interest and has been investigated in multiple clinical studies, such as Parkinson’s disease [4–7], Huntington’s disease [7], and Alzheimer’s disease [8,9], and healthy aging [10].

The measured magnetic field perturbation induced by a susceptibility distribution equals the convolution of this susceptibility with the unit dipole kernel [11]. An ill-posed dipole deconvolution needs to be performed to recover the susceptibility source. However, the magnetic field outside the brain cannot be measured due to the lack of MR signals.
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Therefore, magnetic fields originating from susceptibility sources outside the brain (i.e. background field) generally need to be removed [12] before local field dipole inversion. Background field removal is the critical pre-processing step in the conventional QSM reconstruction pipeline to generate local field maps without the superposition of the substantially larger background field [13,14]. It removes field contribution from sources apart from local tissues, including air-tissue interfaces (e.g., at the skull and sinuses) [15], chemical shifts [16], and radiofrequency receiver offsets [17]. Therefore, it is essential to implement QSM [18–22] successfully.

Several solutions have been proposed to eliminate the background magnetic field. For instance, the Projection onto Dipole Field (PDF) [18] method projects the field inside the brain onto the exterior-cerebral space and fits a surrounding susceptibility sources distribution. Sophisticated Harmonic Artifact Reduction for Phase data (SHARP) [19] separates the background field by the mean value property of the harmonic background field, which is further improved by RESHARP [20] and VSHARP [21] methods with Tikhonov regularization and variable spherical kernel size. Another method removes the background field by solving Laplacian Boundary Value (LBV) [22], assuming simple boundary conditions. However, these conventional methods either require brain edge erosion or are inaccurate at the brain boundary. Moreover, the performance of these methods depends substantially on the degree of edge erosions, which requires careful parameter tuning for brain masking. Thus, conventional background field removal significantly hinders the application of cortical QSM. Finally, total field dipole inversion methods [23,24] have been proposed to eliminate the background field removal step and recover local susceptibility sources directly from the total field maps. However, these single-step methods do not produce the local field maps required by other methods such as COSMOS [25].

Recently, a deep learning-based method, SHARQnet [26], was proposed as an alternative solution to conventional background field removal methods. SHARQnet trained a U-net [27] with a simple background susceptibility source outside a digital phantom brain. However, SHARQnet has only been trained and tested on healthy brains; hence, the performance is unknown for diseased brains. A recent improvement on the U-net has been proposed by replacing the conventional convolution with an Octave operation [28]. Previous studies have investigated the octave convolution to solve the QSM dipole inversion [29,30]. This study proposes a Background Field Removal (BFR) neural network, namely BFRnet, based on the octave convolutional U-net. The BFRnet is designed to remove the background field from outside the brain without suppressing the local field from large local susceptibility sources, such as intracranial hemorrhage. Furthermore, BFRnet is investigated for removing the background field in arbitrary acquisition orientations relative to the main field.

2 Methods

2.1 Theory

The magnetic field induced by a susceptibility distribution is equal to the convolution of the susceptibility with a unit dipole field kernel.

\[ \delta B = F^{-1}DF \chi. \]  

(1)

\( \delta B \) and \( \chi \) are the induced field map and the corresponding susceptibility source. \( F \) and \( F^{-1} \) are the forward and inverse Fourier Transforms. \( D \) is the dipole kernel expressed in k-space:

\[ D = \frac{1}{3} - \frac{k_i^2}{k_x^2 + k_y^2 + k_z^2}. \]

(2)

where \( k_x, k_y \) represent the x and y coordination in-plane and \( k_z \) indicates the direction paralleled to the main field \( B_0 \).

In this study, the original dipole forward calculation (Eq. (1)) was modified to avoid the aliasing effect due to circular convolution, written as:

\[ \delta B = P^{-1}F^{-1}DFP \chi \]

(3)

where \( P \) refers to a zero-padding operation and \( P^{-1} \) indicates the centre cropping operation.

The total susceptibility distribution \( \chi \) is composed of the local brain tissue susceptibility \( \chi_L \) and the background susceptibility \( \chi_B \):

\[ \chi = \chi_L + \chi_B \]

(4)

Combining Eqs. (1) and (4), the total field as the superposition of the local field (\( \delta B_L \)) and background field (\( \delta B_B \)), can be expressed as:

\[ \delta B = \delta B_L + \delta B_B = P^{-1}F^{-1}DFP(\chi_L + \chi_B) \]

(5)

2.2 Training data

The full-size (matrix size 144 × 192 × 128) brain susceptibility maps were obtained from 96 in vivo subjects (1 mm isotropic at 3T) QSM images generated by processing the multi-echo GRE raw phase data through an established QSM pipeline as follows. First, tissue brain extraction was performed with BET [31], and the raw phase was unwrapped with the best-path method [32] for each echo. Next, the total field map was computed by fitting the unwrapped phase with echo time. Finally, LN-QSM was carried out for a direct total field dipole inversion [24]. The BFRnet was trained on 28,800 small patches (matrix size: 64^3) by cropping the full-size QSM images, with 300 patches cropped randomly from each full-brain QSM volume.
As illustrated in Fig. 1, the background field was generated from simple synthetic susceptibility sources randomly distributed outside the region of interest (i.e., the full-brain image). A total of 600 susceptibility sources (i.e., cubes, spheres, and cylinders of various sizes) were randomly placed inside the entire image FOV. Each uniform synthetic susceptibility source was assigned a constant susceptibility value randomly chosen from $-200$ ppb to $800$ ppb (1 ppb increment). A binary tissue brain mask (i.e., 0 for brain tissue and 1 for the non-brain region) was applied to simulate background susceptibility distribution outside the brain region. Next, the background field was generated by the dipole field forward calculation, and patches of the size of $64^2$ were cropped from the full-size background field.

High susceptibility sources (e.g., hemorrhage and calcification) were simulated and included in the training set. Random shapes, including rectangles, cubes and spheres with 4–8 voxel diameters, were transformed by morphological operations (e.g., image dilation, erosion, opening and closing) to form irregular shapes and represent pathological lesions. The susceptibility values of these simulated pathological sources were set to normal distributions with a mean of $300$ ppb for calcification and $800$ ppb for hemorrhage. The standard deviation of the two normal distributions was set to $500$ ppb. These high susceptibility sources (i.e., either hemorrhage or calcification with equal probability) were superimposed onto each original QSM patch at random locations inside the brain tissue. The forward model was used to calculate the local field patch, and the total field patches were constructed by adding the local field patches and the corresponding background field patches.

2.3 Network structure

BFRnet comprises down-sampling and up-sampling paths also called encoding and decoding. The BFRnet framework contains 10 Octave convolution layers (kernel size: $3 \times 3 \times 3$), 2 max-pooling layers (kernel size: $2 \times 2 \times 2$), 2 Octave transposed convolution layers (kernel size: $2 \times 2 \times 2$), and 12 batch normalization layers. Rectified Linear Unit (ReLU) is adopted as the activation function of the network. The Octave convolution is explicitly designed to ensure that information in both resolutions (i.e., high and low) feature groups communicate efficiently [29]. The architecture of BFRnet is illustrated in Fig. 2. The mean squared error was adopted as the loss function during the training. The training rate was set to $10^{-3}$. Each BFRnet training took about 63 h (45 epochs) using 2 Tesla V100 GPUs with a minibatch size of 24. The networks were implemented using MATLAB 2019a; the trained networks and the source codes are available at https://github.com/sunhongfu/deepMRI/tree/master/BFRnet.

2.4 Simulation and in vivo experiments

The COSMOS [25] acquisitions from one healthy subject were obtained at 3T (Siemens Prisma) in 5 different head orientations (i.e., neutral head position, left $23^\circ$, right $17^\circ$, [Diagram of BFRnet training dataset generation process.]}
flexion 18° and extension 21° tilt angles from the neutral head position). Each scan has the parameters: 3.0 ms first TE, 3.3 ms echo spacing, 8 echoes, 30 ms TR, 15° flip angle, 1 mm isotropic voxel, $144 \times 192 \times 128 \text{ mm}^3$ FOV. The reconstructed COSMOS-QSM was used to generate three simulation datasets for testing. First, the PDF dipole fitting method was used to estimate the background susceptibility outside the brain, which was achieved by finding the best background susceptibility distribution that fits the most of the total field measured inside the brain region [18]. Then, the total susceptibility distribution was constructed by adding the COSMOS and background susceptibilities. Finally, the local and total field maps were simulated by the dipole forward calculations. For the second simulation test, we added a hemorrhage and calcification of random shapes with mean susceptibilities of 800 ppb and $-400 \text{ ppb}$, respectively, onto the COSMOS maps to simulate a pathological dataset. We computed the local and total field maps for the third simulation test with an acquisition FOV 54-degree oblique from the main field $B_0$ on the healthy brain. The total field map was obtained after the Laplacian phase unwrapping [33].

The simulation experiments were performed on the full brains, and in vivo tests were evaluated on full-size and 3-voxel-edge-eroded brains. For comparison, three conventional BFR methods (e.g., PDF [18], LBV [22] and RESHARP [20]) and one deep learning-based method (SHARQnet [26]) were also performed.

The iLSQR [34] method was applied for dipole inversion to reconstruct QSM from all local field maps. For the three simulation tests, high frequency error norm (HFEN, the lower the better) [35], structural similarity (SSIM, the higher the better) [36] and peak signal-to-noise ratio (PSNR, the higher the better) [37,38] relative to the ground truth were calculated for each method, using the QSM Challenge 2016 [39] function “compute_hfen.m”, MATLAB 2020a build-in function “ssim.m” and “psnr.m” with default parameters. For the two healthy in vivo experiments, susceptibility values of three deep grey matter (DGM) regions were measured, including globus pallidus (GP), putamen (PU), and caudate nucleus (CN). Moreover, the intracranial hemorrhage regions were segmented and measured, including simulation and the in vivo subjects. All ROIs were drawn on each subject’s central three axial QSM slices, containing the largest areas of ROI regions. We measured these ROIs on results processed with full-brain and 3-voxel-erosion brain masks to investigate robustness against brain tissue masking. The full-brain mask was generated using BET [31] with a fractional intensity threshold of 0.2 (“`bet2 -f 0.2`”) and a smoothness factor of 2 (“`-bet2 -w 2`”). Then
the full-brain mask was eroded 3 voxels at the brain edge and generated the 3-voxel-erosion mask.

3 Results

3.1 Simulation results

Fig. 3a compares the local field results of different BFR methods on a simulated healthy subject, with the corresponding iLSQR-QSM shown in Fig. 3b. BFRnet, PDF, and RESHARP tissue field results appear visually similar, while LBV appears dark and SHARQnet underestimates the tissue field contrast. After iLSQR dipole inversion, SHARQnet led to the most apparent errors, followed by RESHARP in the DGM regions. Quantitatively, BFRnet resulted in the second-best performance metrics with 30.65 of HFEN, 0.93 of SSIM and 48.19 dB of PSNR, slightly worse than the PDF results (25.00, 0.97 and 49.03 dB). Similar trends were observed in susceptibility maps.

Fig. 4 shows the BFR and QSM results of a simulation subject containing two high-susceptibility sources (i.e., hemorrhage and calcification). In local field results, the BFRnet showed the lowest HFEN (13.20), the highest SSIM (0.95) and PSNR (48.30 dB), while SHARQnet showed the highest HFEN (80.10), the lowest SSIM (0.67) and PSNR (33.18 dB). The local field error maps confirmed that BFRnet led to the smallest error in high-susceptibility source regions. In contrast, all other methods, particularly SHARQ-
net, led to significant errors in the same regions. Consequently, these errors in local field maps resulted in substantial errors in the QSM results, as shown in Fig. 4b. Measurements of the high-susceptibility pathological lesions are reported in Table 1. BFRnet achieved the most accurate susceptibility measurements followed by the LBV method, while SHARQnet led to substantial susceptibility underestimation in hemorrhage and calcification.

Table 1
Susceptibility measurements (mean ± standard deviation) of the simulated hemorrhage and calcification (unit: ppb).

| Label     | BFRnet  | SHARQnet | PDF     | LBV     | RESHARP |
|-----------|---------|----------|---------|---------|---------|
| Hemorrhage| 632 ± 150| 633 ± 150| 103 ± 98| 521 ± 161| 611 ± 151| 525 ± 127|
| Calcification| −361 ± 99| −361 ± 101| −122 ± 54| −364 ± 105| −371 ± 100| −346 ± 101|

The most accurate measurements from the five methods were highlighted in bold.
Fig. 5 demonstrates the performance of different BFR methods on a simulation subject with 54-degree oblique head orientation to the main field. The local field and QSM results are demonstrated in (a) and (b). Error maps related to the labels are displayed at the bottom rows. The yellow arrows point to the local field and susceptibility artifacts in the SHARQnet results in (b).

3.2 In vivo experiments

Fig. 6a demonstrates the background field removal results from an in vivo acquisition with pure axial FOV, using full-brain and 3-voxel-erosion brain masks. The corresponding QSM results are shown in Fig. 6b. The difference maps between full-brain and 3-voxel-erosion results are displayed in the third row. It can be seen that BFRnet and RESHARP resulted in the most visually appealing local field and susceptibility maps. The most substantial errors were observed in the LBV results using the full-brain mask. Deep learning-based methods (i.e., BFRnet and SHARQnet) gave the most
consistent results between the two different brain masks due to the local convolution property [30]. Susceptibilities of three DGM regions (i.e., GP, PU, and CN) from different BFR methods were compared in Fig. 6c from both full-brain and 3-voxel-eroded brain masks. RESHARP showed measurement variations of 30 ppb, 15 ppb, and 16 ppb in GP, PU, and CN, while LBV showed 26 ppb in GP, 23 ppb in PU, and 13 ppb in CN, between the two brain masks. Meanwhile, measurement variations from different brain masking of the BFRnet method were much smaller, with 1 ppb in GP and 6 ppb in both PU and CN. Note that susceptibility measurements from SHARQnet are significantly underestimated compared to other methods. It can also be seen in Fig. 6c that BFRnet resulted in the most consistent susceptibility values between single-orientation QSM and multi-orientation COSMOS results. Susceptibility measurements of the putamen and caudate nucleus in PDF and LBV are substantially larger than BFRnet, which may be due to artifacts near the sinus.

Fig. 7 demonstrates the background field removal and the corresponding QSM results of an in vivo acquisition from a hemorrhagic patient with the pure axial acquisition, using full-brain and 3-voxel-eroded brain masks. Similar to the findings from the healthy subject above, BFRnet and SHARQnet displayed fewer artifacts, while LBV, RESHARP, and PDF results suffered from overwhelming artifacts. Fig. 8 displays the zoomed-in hemorrhage QSM (outlined in the red box in Fig. 7) and line profiles of susceptibility measurements crossing the hemorrhage region. The susceptibility distributions within the hemorrhage are similar between full- and eroded-brain results for BFRnet, SHARQnet, and RESHARP, while substantially different for PDF and LBV. This is also confirmed in the difference maps and the line profiles. Moreover, it can be seen that even though susceptibility distributions inside the hemorrhage are highly heterogenous, they are consistent across different methods, except in SHARQnet, where hemorrhage susceptibilities are significantly suppressed.

Fig. 9 illustrates the in vivo experiment results of BFR methods on an oblique acquisition, with FOV 23-degree angled to the main field. The difference maps between full- and eroded-brain masks are illustrated in the bottom row. It is observed that the proposed BFRnet achieved the most visually appealing local field and susceptibility results, with
no substantial artifacts in either local field or susceptibility results. It is also seen that deep learning-based methods (i.e., BFRnet and SHARQnet) produce the minimum variations between the full-brain and edge-eroded-brain reconstructions. On the contrary, PDF, LBV and RESHARP showed significant residual artifacts near the sinus region. Note that SHARQnet not only significantly suppressed local field and susceptibility contrasts but also introduced susceptibility artifacts near the internal capsule, as pointed by yellow arrows in Fig. 9b. Susceptibility measurements of three DGM regions are plotted in Fig. 9c. Similar to the pure axial acquisition experiments, BFRnet presented the most consistent DGM susceptibility measurements between two brain masks, while LBV displayed the highest measurement variations.

4 Discussion

We proposed a learning-based method, BFRnet, to solve the problem of background field removal, particularly for cases of large susceptibility sources, such as hemorrhages, in the brain. Three total field maps were simulated through the forward model, and another three total field maps were obtained by post-processing (i.e., phase unwrapping) the raw phase maps from in vivo GRE acquisitions. Both simulation and in vivo experiments include one healthy subject, one hemorrhagic patient, and the same healthy subject but acquired in a tilted FOV. We evaluated the performance of BFRnet by standard error metrics (i.e., HFEN, SSIM and PSNR) and mean susceptibilities of deep grey matter and hemorrhage regions. It is observed that the proposed BFRnet method achieved similar performances in healthy subjects and improved accuracy in pathological cases, compared with three conventional iterative algorithms (i.e., PDF, LBV, and RESHARP) and a previous deep learning method (i.e., SHARQnet), without the need for brain edge erosion. Our results also demonstrated that even though the BFRnet was trained on pure-axial acquisitions, it can be generalized to arbitrary FOV orientations relative to the main magnetic field direction.

Our proposed BFRnet shares some similarities with a previously published data-driven method SHARQnet. However, the more diverse training data and advanced network architecture significantly improved the BFRnet results. For example, each background field in SHARQnet was calculated by three background susceptibility sources outside of the brain. While in BFRnet, more than 600 random background sources were generated that covered the entire non-brain area inside FOV. Hence, the background field map in BFRnet delivered a more complex and realistic scenario than SHARQnet. In addition, BFRnet cropped patches from 96 different human brain volumes, whereas SHARQnet only utilized one simulated brain data. This enhancement further increases the complexity of the network training. These may explain why BFRnet is more robust than SHARQnet when FOV orientation is oblique to the main field, as shown in Figs. 5 and 8. Moreover, simulated high-susceptibility sources were included in the local susceptibility maps to extend the local field value range during BFRnet training. This significantly boosted the performance of BFRnet on the diseased brain with hemorrhage inside, which introduces large-scale local field perturbation. On the other hand, these large-scale local field dipoles originated from pathologies are outside the range of SHARQnet since it has been trained on healthy brains only with substantially smaller local field variations from healthy brain tissue. Lastly, our BFRnet
was built with the dual-frequency octave convolution, which benefits from low- and high-frequency spatial information interactions.

BFRnet also exhibited a high capability in pathological experiments with lower contrast loss and more precise susceptibility measurements than three conventional BFR methods. The well-designed training data with the simulated lesion regions boosted the network’s adaptability in pathological cases and contributed to the successful reconstruction. Traditional methods failed pathological tests since part of the large-scale local field from pathological susceptibilities was also modelled and removed during the background field removal process. Therefore, these conventional background field removal methods underestimated the dipole from lesion regions. The error was further passed to the resulting QSM.

We also investigated the background field removal in oblique FOV acquisitions. It is found that the performance
in oblique acquisitions was less robust than in pure axial acquisitions for all BFR methods. However, the proposed BFRnet performed significantly better than other methods, particularly for in vivo experiments. At the same time, PDF and LBV resulted in apparent residual background fields, and SHARQnet suppressed contrast and exhibited artifacts in QSM. Therefore, although pure axial acquisition data were used for training, BFRnet is generalized to arbitrary FOV orientations.

Moreover, it is observed that both learning-based methods (i.e., SHARQnet and BFRnet) are robust against brain masking. On the other hand, conventional methods are substantially affected by phase errors at the brain edge and require a precise extraction and further erosions of the brain. Significant artifacts were produced in traditional BFR methods when the full-size brains were kept, and these artifacts were substantially reduced after 3 voxels of edge erosion. In comparison, BFRnet did not produce noticeable artifacts in the full brain results and was consistent with brain edge eroded results. This enhanced performance originates from the architecture of the convolutional network. A small localized receptive field input was convoluted with the kernel. Thus, the errors at the edge of the input image only affect the local edge voxels but not the centre regions of the output image for that convolutional layer [30]. Therefore, BFRnet helps solve the edge erosion problem in conventional BFR methods and can benefit applications of cortical QSM.

This study has a few limitations. First, we have only evaluated testing datasets with 1 mm³ isotropic image resolution since this matches the training datasets. BFRnet’s application on total field maps of other image resolutions may need retraining with datasets of matched image resolution. Second, only intracranial hemorrhages and calcifications were investigated as pathological brains for network evaluation. Diseased brains with other abnormalities have not been tested to evaluate the generalization of the BFRnet. Finally, BFRnet, the second last step of the conventional QSM reconstruction pipeline, is affected by errors accumulated from previous processing steps, such as phase unwrapping [40,41]. Further study will investigate the feasibility of combining BFRnet with the previous processing steps to improve the accuracy of the entire QSM reconstruction pipeline [42].

Figure 9. (a) Local field and (b) QSM results from an in vivo healthy subject with acquisition FOV 23-degree angled from the main field direction (B₀). The difference maps of the two brain masks are presented in the third row. Measurements of three DGM regions (globus pallidus, putamen, and caudate nucleus) are plotted in (c). Yellow arrows point to susceptibility artifacts near the internal capsule in SHARQnet results.
5 Conclusion

A deep learning-based background field removal network, BFRnet, was proposed in this study, which improved the accuracy of local field reconstruction in the hemorrhagic subjects compared with conventional algorithms (i.e., PDF, LBV, and RESHARP) and a previous deep learning method (i.e., SHARQnet). The BFRnet also performs well in tilted acquisitions oblique to the main field. More importantly, BFRnet outputs local field maps of the full brain without edge erosion, which may enable the application of cortical QSM for clinical studies.
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