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ABSTRACT
This paper reviews the widely used clustering methods: K-mean, MST, and the hierarchical approach, along with its application in financial fields. Specifically, it includes a discussion of the application in credit scoring, stock market, portfolio selection, and trading strategy. Moreover, significant challenges and future research directions are also being identified. It is founded that clustering could have wide application in varied financial fields, however, challenges might be solved by future in-depth research. This paper aims at helping other researchers to select the best-fit algorithms to conduct their research and provide an analytical base for people who have an interest in this topic. Additionally, business analysts and quantitative researchers might be able to leverage the insights.
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1. INTRODUCTION

Clustering, as a type of unsupervised learning, is a beneficial tool in many industries, including computer science, biology, medicine, and the business industry. There are over 100 algorithms that have been developed in the fields, but not all the methods are being widely used, especially in the financial world [1]. People live in a complicated, diverse, enormous, and continually changing financial system. Information is generated at an ever-increasing volume and frequency, posing challenges for data analysis [2]. Although researchers nowadays put more emphasis on deep learning, it does not mean the study on clustering should be paused. There is still a lot to be explored about the application of clustering. However, such a trend poses challenges to getting up-to-date research outcomes, and the scope of review are somehow limited.

This paper aims at studying the commonly used clustering algorithms in the financial system and their area of applications (credit scoring, trading strategy, portfolio analysis, and stock market). The challenges and future research direction are also discussed in the last section.

2. METHODOLOGY

By reading through a considerable amount of literature regarding the application of clusters in the financial world, It is discovered that hierarchical clustering, k-mean, minimum spanning tree (MST) and the hierarchical approach are the primary methods researchers used to explore the financial world. This section will first provide a brief introduction to these three methods, after which summarizing what research topics are linked to the three main methods.

The following example discussed is to show how popular these main methods are in a financial context and does not contain all of the research that is related to these two main methods. However, it contains some of the popular and frequently cited research.

2.1. K-Mean

If a group of observations is given (x1, x2 ...), where x is a real vector, K -mean is to classify all observations into K sets to minimize the variance within the clusters. Numerically, the objective function is [3].

\[ J = \sum_{i=1}^{m} \sum_{k=1}^{k} w_{ik} \| x^i - \mu_k \|^2 \]
This technique classifies the dataset to k different groups having an almost equal number of values (x). In each cluster, a centroid is a point that represents the cluster, and it is the average of all the points in the set [4]. Since centroids are the mean value of the data set, it might not be the actual point. For example, if all of your data are integer, there is a possibility that the centroid in a cluster is 3.8, which is not an integer and is not any given data in the set.

With regards to the application of K-mean in the financial fields, it has been massively used, especially in the stock market. For example, Zheng et al. used the algorithms to predict the stock market fluctuation and they then used the closing price and price per share to verify the results [4]. In the application section of this paper, [5-7] all used the K-mean to conduct research.

### 2.2. MST

A spanning tree consists of edges (line segments) connecting all nodes with no cycles. Each edge is weighted in different values, and span trees with the lowest cost/distance are called the minimum spanning trees [8]. To detect clusters of heterogeneous nature, MST-based clustering algorithms have been successfully employed. MST-based algorithms typically produce a graph first, then form MST from the graph, based on data of n random points. One classical MST algorithm in a cluster involves generating a k-partition of the set of data. The algorithm builds an MST of the data set and clear edges that satisfy a predetermined set of criteria. A repetition of the process leads to k clusters being generated.

As for the method of MST, Ren et al. rely on the structures of minimum spanning tree networks in stock markets to find out a dynamic portfolio strategy [9]. There are also some rebates on the utilization of MST, some of the researchers suggested investing money in the centrality of MST because eccentricity-based risk budgeting portfolios have improved return to risk ratios [10]. On the other hand, many other researchers demonstrated that peripheries of the MST are more worthy of being invested in [11,12].

### 2.3. The hierarchical technique

Each value will be treated as an individual group at the beginning. Then, the similar group will combine to form a new group called A based on distance difference. However, the distance calculation here is not based on MST methods, several alternative ways (mathematical formulas) are used to calculate the distance [13]. A will then compare with other clusters in terms of similarity. The process will continue until all the groups are combined and form a single cluster. The number of clusters is not predetermined, and the hierarchical relationship of this approach can be shown by the dendrogram.

The application of the hierarchical approach is also vast. Gava et al. used hierarchical algorithms to a group of government bond factors, and finds the one factor that benefit most from a positive carry [14]. In terms of product selection, hierarchical clustering was used to determine what product market structure worked best for financial services [15]. Additionally, Lemieux et al. proved the fact that by using the different clustering methods, the results varied significantly even if applied to the same data set. Such a conclusion was achieved by comparing the results from the Hierarchical approach to K mean and K-medoids [13].

### 3. FINANCIAL APPLICATIONS

Clustering is really necessary for financial analysis. Some papers talk about several clustering applications. These applications can be categorised based on different fields, such as credit scoring, stock selection, portfolio selection, trading strategies, etc.

#### 3.1. Credit Scoring

Credit scoring is one of the considerable methods to predict financial trouble for listed companies. Furthermore, individuals can decide whether to extend or deny credit. As a result, credit scoring can be necessary.

Tripathi et al. utilise an approach based on feature clustering for feature selection, and the dataset with the selected features are applied on five base classifiers, and output obtained by base classifiers are aggregated by weighted voting approach for prediction of final output as Tripathi et al. try to combine the benefits of both feature selection as well ensemble classification to improve the performance of credit scoring model. The clustering methods play a crucial role in this article. In the end, they proposed that the features within a cluster having a ratio between inter and intraclass correlation coefficients nearer to 1 are considered as best features [5].

Hsieh utilises a hybrid mining approach in the design of credit scoring models to support credit approval decisions. The clustering methods play a crucial role in this article for credit scoring. Hsieh addresses the benefit by investigating a simple but effective hybrid utility of clustering and neural network techniques designing a credit scoring model [17].

As mentioned above, both Tripathi et al. and Hsieh utilise the clustering methods in the credit scoring area.
3.2. Stock market

The stock market has been really common nowadays. It is simple for people to operate their stock via clustering methods.

B.S and Mathew utilise the K-mean and density-based techniques to extract and categorise useful stock data from an unknown, substantially helpful dataset. The clustering methods play a crucial role in stock data selection here in this article. The selected data then is being used as the input for stock price prediction [6].

Suresh Babu, Dr N. Geethanjali, and Prof B. Satyanarayana utilise the HRK, which is an advanced technique to predict the short-term stock price movements based on the release of financial reports. This clustering method plays a vital role to predict the stocks for people to select in this article. At the end of the article, Babu et al. employ the representative feature vectors from the clustering methods to predict the stock price movements [7].

Gupta and Dr Samidha D. Sharma utilise a hybrid combinatorial method of clustering and classification to enhance the accuracy of predicting the future value of the stock market. This clustering method plays an important role in the stock prediction. The dataset is first clustered by K-means clustering algorithm, and the values obtained are classified by horizontal partition decision tree [18].

In conclusion, B.S and Mathew, Suresh Babu et al., and Gupta and Dr Samidha D. Sharma successfully predict the stock data better via the clustering methods.

3.3. Portfolio Selection

A portfolio is a collection of financial investments like stocks, bonds, commodities, cash, and cash equivalents. Therefore, people can profit from selecting a portfolio by applying clustering methods.

S.R. Nanda, B. Mahanty, and M.K. Tiwari utilise a data mining approach finally to select stocks from the clusters to build a portfolio, minimising portfolio risk and comparing the returns with that of the benchmark index. This clustering method plays a vital role in portfolio management in this article. Also, the authors demonstrate the implementation of stock data clustering using well-known clustering techniques, namely K-means, self-organising maps (SOM), and Fuzzy C-means in this article [19].

Tolaa, Lilloc, Gallegatia, and Mantegnac applied clustering algorithms to improve the reliability of the portfolio in terms of the ratio between predicted and realised risk by assuming idealised conditions of perfect forecast ability for the future return and volatility of stocks and short selling. The clustering algorithms play a crucial in the optimisation of a financial portfolio in this article [20].

Dose and Cincotti utilise the methodology which first selects a subset of stocks and then sets the weight of each stock as a result of an optimisation process to solve the index tracking problems. The clustering methods play a vital role for applications to index and enhance the index-tracking portfolio in this article [21].

In summary, S.R. Nanda et al., Tolaa et al., Dose, and Cincotti all utilise the clustering methods to improve the applications in portfolio selection.

3.4. Trade Strategies

People can utilise the clustering methods for the trade strategies to better utilise the trade strategies in their work.

Narayan and Popp imply that price clustering can potentially be a source of oil market inefficiency, influencing trading strategies. Narayan and Popp document evidence of price clustering behaviour in the oil futures market. They recognised the importance of price clustering phenomena in the oil futures market and investigated this empirically [22].

Fricke utilises the trading strategy of a particular member institution is defined as the sequence of (intra-) daily net trading volumes within a certain semester. The authors show that there are significant and persistent bilateral correlations between institutions’ trading strategies. They analyse the correlations in trading patterns for members of the Italian interbank trading platform e-MID [23].

As mentioned above, both Narayan and Popp, and Fricke utilise the clustering methods to improve the trading strategy.

4. CHALLENGES AND FUTURE DIRECTION

4.1. Challenges

4.1.1. Uncertainty about the quality and speed of data generation

Data is one of the most significant figures in clustering. Data quality challenges arise when a trade happens more and more frequently [2]. Specifically, when involving a large number of orders, cancellations, and other transactions. Long-term time series may be required for financial stability analysis. Data reliability can be significantly affected by factors such as missing values for specified periods, changes in the meaning of values, and human errors when operating the system. Additionally, the rapid changes in data at various speeds make it much harder to extract data in real-time. On the one hand, it is difficult to determine when is the cut-off point for analysing the existing data as the data is changing all the time. On the other hand, when the data
is created faster than it can be extracted, the trend would change and the clustering methods may fail to predict precisely.

4.1.2. The lack of uniformity

A random choice of clustering methods or/and cluster patterns will generate various clustering results, which brings inconsistency. For example, different runs of the algorithm of K-means will generate different results, thus choosing an appropriate number of splits in HAC which improves the quality of the clustering generated by the K-means clustering, is also a challenge. Moreover, DiwakarTripathi et al. tried to combine the benefits of both feature selection as well ensemble classification to improve the performance of the credit scoring model[5]. For feature selection, a feature clustering-based approach is proposed to find the optimal set of features. Furthermore, a dataset with selected features is forwarded to heterogeneous classifiers, and outputs predicted by various classifiers are aggregated by weighted voting. Some pre-processing steps are also performed before the knowledge discovery process [5]. The various combinations as well generate inconsistent results.

4.1.3. Challenges in defining and measuring systemic risk

Due to the multifaceted nature of the financial system that there is such diversity in definitions. It is very important to consistently commit to specific measures, especially for data-driven calculations. Systemic risk is characterized by its multifaceted nature. Although there are already some agreements on concepts including leverage, liquidity, etc, the agreement always breaks down when it comes to selecting risk measurement. Bisias, et al. point out some disagreements about the definition of systemic risk.[30] Bisias, et al. state one of the definitions of systemic risk that, “Any set of circumstances that threatens the stability of or public confidence in the financial system” [31], While The European Central Bank (ECB) (2010b) defines it as a risk of financial instability. Bisias, et al also find those who focused on more specific mechanisms, which includes imbalances [30], correlated exposures[32], spillovers to the real economy [33], information disruptions[25], feedback behaviour[26], asset bubbles[27], contagion [28], and negative externalities [29].

Such ambiguity is widespread in that it impairs the functioning of a financial system to the point where economic growth and welfare suffer materially.

4.2. Future Directions

Development of evaluation techniques [2]- Visualisation tools can support a wide scale of applications even for more specific purposes, especially for depicting degrees of risk and uncertainty in financial data, moreover, identifying gaps and quality issues in raw source data. As tooling emerges to address these various concerns, evaluation techniques will be needed to assess effectiveness [26].

Definition of systemic risks-The calculation of the average liquidity coverage ratio or risk-weighted capital ratio for each subset is one of the significant keys in where economic growth and welfare suffer. Therefore, it is important to unify the definition of systemic risk and the concept of more specific mechanisms to achieve the protection of the functioning of a financial system.

5. CONCLUSION

This paper mainly reviews the applications of various clustering methods, which include K-mean, MST, and the hierarchical approach. This paper first summarises the links between the research topics and the three main methods, then gives introduction to these three clustering methods. This paper briefly analysis the applications of clustering methods in the financial system, which includes credit scoring, trading strategy, portfolio analysis, and the stock market. It pointed out the future research direction of clustering, for example, the further construction of evaluation techniques, et. It concludes that the research on clustering methods should be more in-depth, and the applications of clustering can still be applied more widely. This paper assists other researchers choose the most suitable algorithms for their explorations and provides an analytical basis for those who are interested in this topic. This paper is dedicated to the wide uses of different clustering methods in various fields in the future, and contribute to future economic development.
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