Real-time Emotion and Gender Classification using Ensemble CNN
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Abstract—Analyzing expressions on the person’s face plays a very vital role in identifying emotions and behavior of a person. Recognizing these Expressions automatically results in a crucial component of natural human-machine interfaces. Therefore research in this field has a wide range of applications in biometric authentication, surveillance systems, emotions to emoticons in various social media platforms. Another application includes conducting customer satisfaction surveys. As we know that the large corporations made huge investments to get feedback and do surveys but fail to get equitable responses. Emotion & Gender recognition through facial gestures is a technology that aims to improve product and services performance by monitoring customer behavior to specific products or service staff by their evaluation. In the past few years there have been a wide variety of advances performed in terms of feature extraction mechanisms, detection of face and also expression classification techniques. This paper is the implementation of an Ensemble CNN for building a real-time system that can detect emotion and gender of the person. The Experimental results show an accuracy of 68% for Emotion classification into 7 classes (angry, fear, sad, happy, surprise, neutral, disgust) on FER-2013 dataset and 95% for Gender Classification (Male or Female) on IMDB dataset. Our work can predict Emotion and Gender on single face images as well as multiple face images. Also when input is given through webcam our complete pipeline of this real-time system can take less than 0.5 seconds to generate results.

I. INTRODUCTION

Facial features play a vital role for understanding and recognizing emotions. An important aspect in human interaction is the generality of facial features and gestures. In 1971, Friesen and Ekman showed that facial features are universally related with specific emotions. Even animals also depict the same kinds of muscular movements as humans do that belong to a specific state of mind, in spite of their place of race, education, birth, etc. Hence, when modelled properly, this generality can work as a very useful characteristic in human-machine interaction.

In this work, we try to analyze various facial tasks including Emotion and Gender Classification. Facial images or webcam feed acts as an input to these tasks so that these tasks predicts their respective classes on the given input. In Emotion classification task, emotion on the person’s face classified into seven classes, which are: “angry, disgust, fear, happy, sad, surprise and neutral”. Finally we try to predict who are Male or Female among them in Gender classification task. All these tasks can be performed on single faces as well as multiple faces in a single frame. Our complete real time pipeline of face detection, emotion classification and gender classification takes less than 0.5 sec.

FER2013 and IMDB are the two datasets that we used for Emotion and Gender classification task respectively. FER-2013 dataset consists information about 35,887 grayscale, 48x48 sized face images with 7 emotions, which are labeled as: “Angry, Disgust, Fear, Happy, Sad, Surprise, Neutral” in which there are 28709 training images and 7178 validation images i.e 80/20 split. IMDB dataset is a very big dataset of faces that contains data of different artists. This dataset consists of approximately 470,000 images. This dataset gives a .mat file as metadata that contains few attributes like face_score, a second_face_score, gender and age for every image. Images that have only single frontal face have more face scores, while image containing more than one faces have less face scores. The second_face_scores shows how certainly image contains the second face. Further we take only those images that contains single face and faces that are mostly frontal. To get this, we select only those images that have face score ≥ 3. Finally IMDB is splitted into 80/20 ratio for Training and Validation set.

Interpreting Emotion on the person’s face with the help of Machine Learning(ML) techniques is very complicated due to the large variance in samples from each task. As a result, millions of parameters within the model were trained using thousands of samples. Also, the accuracy of humans in identification of facial expression is 65% ± 5%. This can be seen by manually classifying the images of FER-2013 dataset which contains the classes: “angry”, “disgust”, “fear”, “happy”, “sad”, “surprise”, “neutral”.

In this paper, we proposed an Ensemble CNN architecture that performs emotion and gender classification task and build
a real-time system that can take live input from webcam and predicts emotion and gender of person in a single step.

II. RELATED WORK

Large amount of research has been conducted to determine gender and emotion using facial features on different public standard datasets which permit public performance comparison of the proposed methods. As a result, there has been a lot of active research, with several recent papers using the concept of Convolutional Neural Networks (CNNs) for feature extraction and inference. Facial expressions can be recognised using nonverbal communication between humans, and also facial expression interpretation has been extensively researched. Facial expression is important in human interaction, and the Facial Expression Recognition (FER) algorithm uses computer vision techniques to aid in applications like human-computer interaction and data analytics.

The goal of Xception [2] Architecture is to provide a powerful method for developing exceptional Deep Learning models. Bigger models are made, either using more depth, that is, adding more sequential layers, or using more number of neurons in different layers of the model. The depth separable convolution can be performed to a great extent since it is connected with the group convolution and the inception modules. The convolutional network [3] is located at the center of the highest and the latest and greatest computer vision algorithm and resolution for a wide variety of work. Although the expanded size of model, measurement and data processing costs often provide quality improvements for many tasks, the effectiveness and readiness of the calculation and low parameter requirements still support multi-case components usage. VGG16 is another proposed classifications architecture which can be used used to recognize emotion, but failed miserably due to its big size and more number of parameters.

Octavio et.al [1] worked on facial images and proposed a CNN architecture that helps to classify the emotions of facial expression and also classify the gender of a person in a single step. CNN model is implemented with accuracy reaching 96% for classifying gender in IMDB Dataset and 66% in classifying emotion in FER-2013 dataset. U.Gogate [4] proposed a CNN architecture that helps to classify Emotion of Facial expression with an accuracy of 67% and also classify the gender of person with accuracy of 95% in IMDB. Akash Saravanan et.al [5] uses face images of FER2013 dataset to classify the emotions on a person’s face into one of the seven categories. In this paper, a real time emotion detection system is built for emotion classification with an accuracy reached to 60.58%.

III. METHODOLOGY

We are proposing a model architecture that is an ensemble of two CNN models, one is Mini-Xception and another is a simple 4-layer CNN model. We are ensembling these two models using “Average”. Mini-Xception architecture was developed by Francois Chollet, who is the creator of Keras library. This is a deep CNN architecture that contains depthwise separable convolutions [3]. Global average pooling algorithm is used in this model so that it is less dependent on the fully connected layer for trainable parameters.

Depthwise Separable Convolutions consist of two types: (1) Depthwise Convolutions (2) Pointwise Convolutions. The main aim for using these layers is to separate channel cross-correlations and spatial cross-correlations. This layer firstly applies a $D \times D$ on each M input channels and after that $N \times 1 \times M$ convolutions filter to integrate M numbers of input channels and N numbers of output channels. This layer minimizes the total computation as compared to normal convolutions by $1/N + 1/D^2$ [6].

Why Ensembling? An ensemble is the machine learning model that integrates the predictions of two or more models. Predictions made by different models can be integrated using statistics, such as the mode or mean, or other complex methods. There are mainly two reasons to use an ensemble model over a single model as follows:
• **Performance**: An ensemble model can make better predictions and results in better performance than any single contributing model.

• **Robustness**: An ensemble minimizes the spread of the predictions and model performance.

**Why Averaging?** Average layer reduces the variance factor in the final neural network model which makes reductions in the spread of the model’s performance for getting more confidence in model’s result prediction.

**Figure 4** shows our proposed model architecture that is our proposed ensembled model. For emotion classification task we trained our Ensemble model for 100 epochs and for gender classification task we trained only mini-Xception model (part of our ensemble model) for 100 epochs. We used Adam optimizer as an optimization algorithm and categorical cross entropy Loss as the loss function. We have tested models with proper validation cases for our emotion and gender classification task on FER-2013 and IMDB dataset respectively. For training purpose we have used Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz and 12GB NVIDIA Quadro k6000 GPU.

### IV. EXPERIMENTAL RESULTS

Results for our real-time emotion and gender classification tasks in hidden faces are noticed. The whole real-time pipeline involves: detection of face, classification of emotion and Classification of gender in one single step. This implementation can work on both group as well as single images and also live input given through webcam.

We address our results in **Table 1** and compare it with other previous approaches. We can see ensemble model gives better performance. This is because we have used Average layer for ensembling the models to minimize the variance in the final neural network model which in turn reduces the spread in the model’s performance for getting confidence in model’s prediction. **Figure 5** represents normalized confusion matrix of our Ensembled model for Emotion classification task. **Figure 6** shows Precision, Recall, F1-score and support matrices for every class of emotion in Fer-2013 dataset. For calculating accuracy of the model on FER-2013 and IMDB dataset, Accuracy metrics is used. The Emotion Recognition
| Approaches | FER-2013 | IMDB  |
|------------|----------|-------|
| Our Approach | 68%      | 95%   |
| Octavio [1] | 66%      | 96%   |
| Uttara [4]  | 67%      | 95%   |
| Akash [5]   | 60.58%   | —     |
| Mohammed [7]| —        | 94.49%|

The task is trained using Ensembled model and achieved accuracy of 68% for test images on FER-2013 dataset. The Gender Classification task uses Mini-Xception model and achieved accuracy of 95% for test images on IMDB dataset.

This model can recognize the emotions by analysing the facial expression of the person shown to the webcam as an input to the model along with his/her gender. Emotion on the person’s face is classified into one of the seven categories—Angry, Disgust, Fear, Happy, Sad, Surprise, Neutral and then gender of the person is predicted as Male or Female.

VI. FUTURE WORK

In emotion classification FER-2013, we can see that several common misclassifications like predicting “sad” instead of “fear” and predicting “angry” rather than “disgust”. This is due to the label “angry” is more triggered when a person is glowering and these state features have mixed up among shadowy frames. While in gender classification trained CNNs are partial towards features and accessories of western artists. This
misclassification is caused because the IMDB dataset consists of mostly western artists. We understand that it is extremely important to uncover these behaviors when using for real-time inferences. These can be overcome by using different vast datasets for this purpose or by uniformly distributing images for each class.
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