Abstract. We present a quick introduction to quantum field theory and Wilson’s theory of the renormalization group from the point of view of mathematical analysis. The presentation is geared primarily towards a probability theory, harmonic analysis and dynamical systems theory audience.

1. Introduction

To say that quantum field theory (QFT) has exerted a profound influence on recent mathematical developments is a banal statement. Ideas from QFT have been shown to be relevant for the understanding of knot invariants [59], four-manifolds [60] and questions in enumerative algebraic geometry [14]. Not only low-dimensional topology but also high-dimensional topology benefited from QFT (see, e.g., [43]). The connections between two-dimensional conformal field theory (CFT) and the geometric Langlands correspondence are well-known [30, 28, 6, 27]. Moreover, the latter has recently been shown to be related to higher-dimensional QFT [40]. It is therefore not surprising that, in recent times, there has been an increased mathematical interest for QFT. Several books have appeared where mathematicians took on the task of explaining QFT to other mathematicians (see, e.g., [26, 24, 17]). Yet, it would be fair to say that this interest came mostly from domains of mathematics such as geometry, topology and representation theory, while the general area known as analysis has been lagging behind. The proportion of young mathematical analysts who are working on the foundational questions posed by QFT, compared to other areas of analysis such as partial differential equations, is very small. Hopefully, the introduction presented here will help make the subject more approachable to such analysts. The purpose of this article, geared primarily towards a probability theory, harmonic analysis and dynamical systems theory audience, is to give an idea of some of the key mathematical problems posed by QFT and to explain how Wilson’s renormalization group (RG) theory offers a strategy for solving them. The main problem relates to the construction of QFT functional integrals. Unfortunately, this is not addressed in the above-mentioned books. Indeed, these books only consider the construction in the sense of formal power series. The main problem will be presented in §3. Before that, §2 will provide a motivation for the study of this problem coming from the analysis of scaling limits for models in statistical mechanics such as the famous two-dimensional Ising model. Then in §4 we will provide a rough outline of the RG strategy for solving this problem. Finally, in §5 we will discuss hierarchical models which constitute a useful testing ground for rigorous RG methods. Note that because of the self-imposed page limitation and the intent not to obscure the big picture, many technical details will be omitted from the discussion. We tried to do so while sacrificing as little mathematical precision as possible. At the end of the article, we will list references where the rigorous mathematical details may be found.

2. Scaling limits

A major theme in today’s probability theory is the study of scaling limits of models from statistical mechanics in relation to CFT. A typical example is that of the Ising model on a two-dimensional lattice and at the critical temperature. If \( (\sigma_x)_{x \in \mathbb{Z}^2} \) denotes the random configuration of Ising spins, one can associate to it a random generalized function or distribution \( \phi_r = L^{1/4} \sum_{x \in \mathbb{Z}^2} \sigma_x \delta_{Lr^{-1}}. \) Here \( L \) is some fixed number greater than 1 which serves as a yardstick for measuring changes of scale. In the context of the dyadic decompositions frequently used in harmonic analysis, one picks \( L = 2. \) The notation \( \delta_{L^{-1}x} \) refers to the delta function located at \( L^{-1}x \in \mathbb{R}^2. \) As for \( r \in \mathbb{Z}, \) it plays the role of an ultraviolet (UV) or short distance cut-off since one can think of the Ising model as now living on the lattice \( (L^{-1}\mathbb{Z})^2 \) whose mesh \( L^{-1} \) is taken to 0. The scaling limit is the generalized random field \( \phi_{-\infty}, \) or simply \( \Phi, \) obtained by this construction when \( r \to -\infty. \) The uniqueness and conformal invariance of this scaling limit was shown in the recent
work [13] which builds on [15]. The main reason to consider such scaling limits which, by definition, live on the continuum is that they are universal objects with enhanced symmetry. Instead of lattice symmetries one gets full invariance by translation, rotation and, here also, by scale transformation. Since interactions are local (e.g., nearest neighbor ones for the Ising model), one expects these symmetries to hold locally, hence conformal invariance. The latter was introduced in the present context by Polyakov in [49] (see also [29] for its early history in physics). Important quantities of interest are the moments or correlators involving the diluted test function $\phi(x)$ when $r \to -\infty$ of unit lattice quantities

$$\phi_r(f) = \sum_{x \in \mathbb{Z}^d} \sigma_x L^{(d-|\Phi|)} f(L^r x)$$

which involve the diluted test function $L^{(d-|\Phi|)} f(L^r \cdot)$.

Another feature which emerges when considering the scaling limit in the continuum is that correlators have a precise asymptotic expansion in the limit where two of the evaluation points coincide and, moreover, the shape of such an expansion is uniform with respect to the other points. This is the operator product expansion (OPE) which lies at the foundation of CFT in physics. Efforts to mathematically capture this structure can be seen in such frameworks as Borcherds’ vertex operator algebras [7, 28], Beilinson and Drinfeld’s chiral algebras [6, 30] or Costello and Gwilliam’s factorization algebras [18]. Terms in such expansions may be viewed as mixed moments which, in addition to the original random field, involve suitably defined pointwise squares, third powers etc. of that field. This generalizes the notion of Wick power for a Gaussian field. If the 2-point correlation for the squared field decays with a power which is not twice that of the original field, then one says that the squared field displays an anomalous dimension of its own. For the Ising model, the successes mentioned earlier (e.g., [13]) were made possible by very special features of two-dimensional lattice models: exact solutions [62] and suitable notions of discrete holomorphic functions [51], or the SLE [50]. For more general models where such tools are not available, Wilson’s Nobel Prize winning theory [54, 55] of the RG is about the only game in town.

3. The fundamental problem

The origins of the RG come from QFT where, from the mathematical point of view, the fundamental problem is to give a meaning to and study the properties of expressions such as

$$\mathbb{E}[\mathcal{O}_{A_1}(x_1) \cdots \mathcal{O}_{A_n}(x_n)] = \frac{\int_{\mathcal{F}} \mathcal{O}_{A_1}(x_1) \cdots \mathcal{O}_{A_n}(x_n) e^{-S(\Phi)} \mathcal{D}\Phi}{\int_{\mathcal{F}} e^{-S(\Phi)} \mathcal{D}\Phi}.$$ 

The integrals are over a space $\mathcal{F}$ of “functions” $\Phi : \mathbb{R}^d \to \mathbb{R}$, with $\mathcal{D}\Phi$ denoting the “Lebesgue measure” on this infinite-dimensional space. For most applications it is enough to take the space of tempered distributions $\mathcal{F} = S'(\mathbb{R}^d)$. As for the functional $S$, a typical example is

$$S(\Phi) = \int_{\mathbb{R}^d} \left\{ \frac{1}{2} (\nabla \Phi)^2(x) + \mu \Phi(x)^2 + g \Phi(x)^4 \right\} dx$$

which corresponds to the so-called $\phi^4_3$ model. Initially, the latter was only thought of as a toy model for more physical ones such as quantum electrodynamics which describes particles seen in nature (photons, electrons and positrons). However, this is no longer the case since the discovery of the Higgs particle [3, 16]. Finally, a local observable $\mathcal{O}_A(x)$ stands for a function of the field $\Phi$ and its derivatives at the point $x \in \mathbb{R}^d$ such as $\Phi(x), \Phi(x)^2, \Phi(x)^3 \partial_i \Phi(x)$, etc. The different species of such observables are labelled by $A \in \mathcal{A}$. One thus
avoids precise plethystic notations for “monomials of monomials”. The OPE (see, e.g., [61]) is the asymptotic expansion

$$\mathbb{E} \left[ \mathcal{O}_{A_1}(x_1) \mathcal{O}_{A_2}(x_2) \mathcal{O}_{A_3}(x_3) \cdots \mathcal{O}_{A_n}(x_n) \right] = \sum_{j=0}^{\infty} C_j(x_1 - x_2) \mathbb{E} \left[ \mathcal{O}_{B_j}(x_1) \mathcal{O}_{A_2}(x_3) \cdots \mathcal{O}_{A_n}(x_n) \right]$$

when $x_2 \to x_1$. The nontrivial requirement is that the functions $C_j$ and the (composite) fields $\mathcal{O}_{B_j}$ should remain the same for any $n$ and for whatever locations $x_3, \ldots, x_n$ of the spectator fields. See [39] for a recent probabilistic investigation of the OPE not far removed from the one presented here.

4. The RG strategy

The following is a distillation by the author of the ideas of Wilson [55, 57] and Wegner [53] regarding the RG strategy for solving the above fundamental problem. First, one combines the kinetic part with the nonexistent Lebesgue measure $\mathcal{D}\Phi$ and turns them into a Gaussian measure $d \mu_{C_{-\infty}}$ with covariance $C_{-\infty}(x,y)$ or $C_{-\infty}(x-y)$ (slight abuse of notation) given in Fourier space by $\tilde{C}_{-\infty}(\xi) = |\xi|^{-d+2}|\xi|$. Traditionally, the scaling dimension $[\phi]$ is taken to be the canonical one, i.e., $\frac{d}{d+2}$; however, it is important to keep the greater generality of allowing other values corresponding to fractional powers of the Laplacian. Then, one mollifies this covariance at distance scale $L^*$ by introducing the cut-off covariance $C_r$ such that $\tilde{C}_r(\xi) = \tilde{C}_{-\infty}(\xi) \eta(L^*|\xi|)$ for some function $\eta$ which is 1 near 0 and is 0 for arguments greater than 1. One also needs a volume cut-off in a box of size $L^*, \ s \to \infty$, but this will be ignored in the present discussion. The log-moment generating function for the wanted random field is

$$S^T(f) = \lim_{r \to -\infty} \log \left\{ \frac{\int_{S^d(\mathbb{R}^d)} \exp \left( -V_{r}\left( \phi_{r} + \phi_{r}(f) \right) \right) \ d\mu_{C_{r}}(\phi_{r})}{\int_{S^d(\mathbb{R}^d)} \exp \left( -V_{r}\left( \phi_{r} \right) \right) \ d\mu_{C_{r}}(\phi_{r})} \right\}$$

where the bare potentials $V_r$ are given by

$$V_{r}(\phi_{r}) = \int_{\mathbb{R}^d} \left\{ \mu_{r} : \phi^{2}_{r} : C_{r}(x) + g_{r} : \phi^{4}_{r} : C_{r}(x) \right\} \ d^{d}x$$

The switch to Wick powers : $\phi^{2}_{r} : C_{r}(x) = \phi_{r}(x)^2 - C_{r}(0)$ and : $\phi^{4}_{r} : C_{r}(x) = \phi_{r}(x)^4 - 6 C_{r}(0) \phi_{r}(x)^2 + 3 C_{r}(0)^2$ is a simple linear triangular change of parameters. The input for the construction is the choice of bare ansatz, i.e., the sequence $(g_{r}, \mu_{r})_{r \in \mathbb{Z}}$ or rather its germ at $-\infty$. A preparatory step for the use of the RG is a simple scaling transformation which rewrites the quantities of interest “on the unit lattice”. Indeed, the field $\phi_{r}$ sampled according to the Gaussian measure $d\mu_{C_{r}}$ has the same law as $L^{-[\sigma]} \phi_{0}(L^{-r} \cdot)$ where $\phi_{0}$ or simply $\phi$ is sampled according to $d\mu_{C_{0}}$ with UV cut-off at scale 1. As a result

$$\frac{\int_{S^d(\mathbb{R}^d)} \exp \left( -V_{r}\left( \phi_{r} + \phi_{r}(f) \right) \right) \ d\mu_{C_{r}}(\phi_{r})}{\int_{S^d(\mathbb{R}^d)} \exp \left( -V_{r}\left( \phi_{r} \right) \right) \ d\mu_{C_{r}}(\phi_{r})} = \frac{\int_{S^d(\mathbb{R}^d)} \exp \left( -V^{(r,r)}(f)(\phi) \right) \ d\mu_{C_{0}}(\phi)}{\int_{S^d(\mathbb{R}^d)} \exp \left( -V^{(r,r)}(0)(\phi) \right) \ d\mu_{C_{0}}(\phi)}$$

where

$$V^{(r,r)}(0)(\phi) = \int_{\mathbb{R}^d} \left\{ \mu^{(r,r)} : \phi^{2} : C_{0}(x) + \mu^{(r,r)} : \phi^{4} : C_{0}(x) \right\} \ d^{d}x$$

with $g^{(r,r)} = L^{[d-2]} g_{r}, \mu^{(r,r)} = L^{d-2} \mu_{r}$ and where $V^{(r,r)}(f)$ is the same thing but with the addition of an extra term coming from the test function $f$, namely,

$$\int_{\mathbb{R}^d} \phi(x) L^{[d-2]} f(L^r x) \ d^{d}x$$

The latter features the diluted test function in the same way as in [1], if one extends the spin field $\sigma$ so as to be constant on unit cells $\Delta = x + [0,1]^2$, $x \in \mathbb{Z}^2$, and if one ignores the variation of this diluted test function on such cells.

Now one exploits the covariance decomposition $C_{0} = \Gamma + C_{1}$ (which defines the fluctuation covariance $\Gamma$) in order to realize $\phi$ as the sum of two independent Gaussian fields $\zeta$ and $\psi$ with respective covariances $\Gamma$ and $C_{1}$. The nontrivial requirement is that the functions $C_{j}$ and the (composite) fields $\mathcal{O}_{B_{j}}$ should remain the same for any $n$ and for whatever locations $x_{3}, \ldots, x_{n}$ of the spectator fields. See [39] for a recent probabilistic investigation of the OPE not far removed from the one presented here.
and $C_1$. Since $\psi$ has the same law as $L^{-[\phi]}\phi(L^{-1})$, one can trade $\psi$ for the original field variable $\phi$ and obtain the identity
\[
\int_{S'(\mathbb{R}^d)} \exp(-V(\phi)) \, d\mu_{C_0}(\phi) = \int_{S'(\mathbb{R}^d)} \exp\left(-\tilde{V}(\phi)\right) \, d\mu_{C_0}(\phi)
\]
where
\[
\tilde{V}(\phi) = -\log \left\{ \int_{S'(\mathbb{R}^d)} \exp\left(-V(\zeta + L^{-[\phi]}\phi(L^{-1}))\right) \, d\mu_{\Gamma}(\zeta) \right\}.
\]
The RG map is the transformation $V \to V'$ where $V' = \tilde{V} + \delta b(V)$ is obtained by adding a field-independent quantity $\delta b(V)$ which, for the purposes of the present discussion, can be thought of as minus the value of $\tilde{V}(\phi)$ at $\phi = 0$. One application of the RG transformation thus gives an identity
\[
\int_{S'(\mathbb{R}^d)} \exp(-V(\phi)) \, d\mu_{C_0}(\phi) = e^{\delta b(V)} \times \int_{S'(\mathbb{R}^d)} \exp(-V'(\phi)) \, d\mu_{C_0}(\phi).
\]
By repeating this operation for the numerator and denominator in (2) one generates sequences of potentials $\delta b$ and the linearization of the map $\text{RG}$, to white noise on $\mathbb{R}$, do not depend on the location $x$.

Stabilizing the bulk: Note that the potentials $V^{(r,q)}[0]$ coming from the partition functions in the denominator must live in a space $\mathcal{E}_{\text{bulk}}$ of potentials which have coefficients or couplings in front of : $\phi^2 : (x)$ and $\phi^4 : (x)$ (as well as many other new terms generated by the RG) which are uniform in space, i.e., do not depend on the location $x$. Stabilizing the bulk means controlling the limits which give rise to the sequence $T_{\text{ideal}} = \{V^{(\infty,q)}[0]\}_{q \in \mathbb{Z}}$ in $\mathcal{E}_{\text{bulk}}$. This (ideal) sequence is typically made of potentials which are not clean ones consisting of a linear combination of : $\phi^4 :$ and : $\phi^2 :$ only, such as the original $V^{(r,r)}[0]$. The sequence $T_{\text{ideal}}$ is also a complete orbit or trajectory for the dynamical system $\text{RG}$ acting on $\mathcal{E}_{\text{bulk}}$. It starts at a UV fixed point $V_{\text{UV}}$, when $q \to -\infty$, and ends at an infrared (IR) fixed point $V_{\text{IR}}$, when $q \to \infty$. Most models studied in constructive QFT are massive ones where $V_{\text{UV}}$ is the massless Gaussian fixed point $V_{\text{Gauss}}$ (or “Gaussian free field”) and $V_{\text{IR}}$ is the so-called high temperature fixed point $V_{\text{HT}}$ that corresponds to white noise on $\mathbb{R}^d$. The crude approximations $e^\epsilon \simeq 1 + x$ and $\log(1 + x) \simeq x$ allow one to compute the linearization of the map $\text{RG}$ at $V_{\text{Gauss}}$. The Wick powers $\int_{\mathbb{R}^d} \phi^k : c_0 (x) \, d^dx$ are eigenvectors for this linearization with eigenvalues $L^{d-k[\phi]}$. For $d > 4$ and $[\phi] = d^2 - 2\epsilon$, the triviality of the $\phi^4$ model amounts, in this setting, to the absence of a third fixed point and the fact $V_{\text{Gauss}}$ has a one-dimensional unstable manifold where all corresponding random fields are Gaussian (restriction to even potentials with $k \in 2\mathbb{N}$ is understood and $k = 0$ has been eliminated by the introduction of the $\delta b$ shifts). A more interesting situation is $d = 3$ with $[\phi] = \frac{d^2}{2}$ where $\epsilon > 0$ is a small bifurcation parameter. This is the Brydges-Mitter-Scoppola (BMS) model where a new nontrivial fixed point $V_{\text{nontriv}}$ appears in the $\int : \phi^4 :$ direction at distance $\epsilon$ from $V_{\text{Gauss}}$. The fixed point $V_{\text{nontriv}}$ has a codimension one stable manifold, with unstable direction in the general direction of the mass term $\int : \phi^2 :$ leading to $V_{\text{HT}}$. A particular example of bare ansatz consists in choosing $g^{(r,r)} = g$ and $\mu^{(r,r)} = \mu$ fixed. Similarly to tuning the temperature in the Ising model to its critical value, one can pick a critical value $\mu = \mu_{\text{c}}(g)$ so that the ($r$-independent) $V^{(r,r)}[0]$ lie on the stable manifold of $V_{\text{nontriv}}$. This gives rise to a scaling limit similar to that for the critical Ising model discussed at the beginning. In fact, it is conjectured that a suitable random field obtained along these lines for $d = 2$ and $[\phi] = 0$ is the same as the random field $\Phi$ constructed in [13]. In this case $T_{\text{ideal}}$ is the constant sequence equal to $V_{\text{nontriv}}$. For the BMS model and this type of bare ansatz, step 1 has been done rigorously in [11]. In [11], the author constructed a connecting orbit which joins $V_{\text{Gauss}}$ to $V_{\text{nontriv}}$. It is not difficult to elaborate on the proof therein in order to produce a bare ansatz which results in a trajectory $T_{\text{ideal}}$ which is that
which features a new diluted form of the test function $j$ more difficult. For the BMS model, after the initial rescaling one gets action in the extended space $E$ the local constancy of this diluted test function, controlling the deviations which a priori involves the RG generating function $S$ beginning another term: map for the deviations becomes a contraction. 

exists and is nonzero. However, this naive construction gives 0 because the expanding eigenvalue at $Z$ for $Z$ is a property of orthogonality between scales (see, e.g., [48]). The decay in the IR sector is due to a different mechanism: after $L^d$ is a property of orthogonality between scales (see, e.g., [48]). The decay in the IR sector is due to a different mechanism: after $L^d$ unit cells $\Delta$ contained in $L\Delta'$ and produces the new data for $\Delta'$ to be used in the next RG iteration. Another (approximate) property of the fluctuation covariance $\Gamma$ decays at length scale $L$. By a suitable choice of the cut-off function $\eta$ one can arrange for $\Gamma$ to have compact support in $x$ space (this is the idea of finite-range decompositions in [3]). If one considers the restrictions of the fluctuation field $\zeta$ to different $L$-blocks (sets of the form $L\Delta$, with $\Delta, \Delta'$, etc. always denoting unit cells), these are approximately independent. Thus, the RG map acts locally, i.e., can be seen as an infinite number of independent operations performed in parallel, one for each $L$-block (the localization property). Such an operation takes the data for the potential from the $L^d$ unit cells $\Delta$ contained in $L\Delta'$ and produces the new data for $\Delta'$ to be used in the next RG iteration. Another (approximate) property of the fluctuation covariance $\Gamma$ which holds if $\eta$ is sufficiently close to 1 near the origin is that, almost surely, the sample paths $\zeta$ have zero spatial average in each $L$-block. Since at the beginning of iterations $\zeta$ is smeared with the diluted test function which is almost constant in each $L$-block, the result is zero. Thus the test function has no notable effect on the RG evolution in the UV sector. This can also be seen in the language of Feynman diagrams where the effect of the test function is first introduced (and later reinforced by a feedback loop) in diagrams with external legs indicating convolutions of $\Gamma$ with the diluted test function which respectively have “Fourier support” in the disjoint ranges $L^{-1} \leq |x| \leq 1$ and $L^{q+} \leq |x| \leq L^{q-}$. This is a property of orthogonality between scales (see, e.g., [48]). The decay in the IR sector is due to a different mechanism: after $q_+ - r$ RG iterations, the deviations $V^{(r,q)}[f] - V^{(r,q)}[0]$ only reside in the unit cell $\Delta_0$ at the origin. In other words, these deviations live in the span of terms of the form $\int_{\Delta_0} : \phi^k :$ rather than $\int_{\mathbb{R}^d} : \phi^k :$ which belong to the bulk. The corresponding eigenvalues are $L^{-k|\phi|}$ instead of $L^{d-k|\phi|}$ and the RG map for the deviations becomes a contraction.

The beauty and power of this presentation of the RG strategy is that it also works if one adds at the beginning another term: $\phi^2 \cdot C_r (j)$ for some new test function $j$ in order to construct the log-moment generating function $S^T(f,j)$ which produces mixed cumulants for both the elementary field and the squared field. The control of deviations in the UV sector follows a similar line of reasoning, but now is considerably more difficult. For the BMS model, after the initial rescaling one gets

$$\phi^2 \cdot C_r (j) = \int_{\mathbb{R}^d} : \phi^2 : C_0 (x) L^{(3-2|\phi|)r} j(L^r x) \, d^3 x$$

which features a new diluted form of the test function $j$. By the localization property of the RG map and the local constancy of this diluted test function, controlling the deviations which a priori involves the RG action in the extended space $E_{\text{ext}}$ becomes a question which is purely about the RG action in the bulk space $E_{\text{bulk}}$. One has to show that if $V$ is picked as mentioned earlier on the stable manifold of $V_{\text{nontriv}}$ and if $W$ is a perturbation in the $\int_{\mathbb{R}^d} : \phi^2 :$ direction, then (letting $n = q - r$) the limit $\lim_{n \to \infty} RG^n (V + L^{-(3-2|\phi|)n} W)$ exists and is nonzero. However, this naive construction gives 0 because the expanding eigenvalue at $V_{\text{nontriv}}$ is strictly smaller than the one at $V_{\text{Gauss}}$, namely, $L^{-3|\phi|}$. Therefore the correct limit is

$$\Psi(V, W) = \lim_{n \to \infty} RG^n (V + Z^n L^{-(3-2|\phi|)n} W)$$

for $Z = L^{-5}$ with $\kappa > 0$ so that $Z^{-(3-2|\phi|)}$ equals the expanding eigenvalue at $V_{\text{nontriv}}$. If $\Phi, \Phi^2$ respectively denote the self-similar random field and its suitably renormalized square obtained at the end of the day, then
their covariances satisfy
\[
\text{Cov}(\Phi^2(x_1), \Phi^2(x_2)) \sim \left[ \text{Cov}(\Phi(x_1), \Phi(x_2)) \right]^2 \times \frac{1}{|x_1 - x_2|^\kappa}.
\]

Thus the composite field \( O_A = \Phi^2 \) exhibits an anomalous dimension. In fact the construction of \( \Psi \) controls the deviations \( V^{(r,q)}[f] - V^{(r,q)}[0] \) but is not enough for the convergence of the series (3), in the UV sector. Some explicit terms linear in \( j \) must be extracted from the \( \delta b \)'s in order to secure convergence. This accounts for an additive correction needed to define the proper \( \phi_r^2 : C_r \to j \) input. The correct choice is
\[
Z^{-r} \int_{\mathbb{R}^3} (\phi_r(x)^2 - L^{-2|\phi|^r} C_0(0) + Y) \ j(x) \, d^3 x
\]
for some suitable nonuniversal constant \( Y \) (whereas \( Z \) is universal which here means \( g \)-independent). Since \( : \phi_r^2:C_r \to \phi_r(x)^2 - L^{-2|\phi|^r} C_0(0) \), this is a correction to Gaussian Wick ordering which is already needed for the definition of \( \Phi^2 \) when \( \Phi \) is Gaussian (see [10] [11] for a discussion of composite fields related to multiple stochastic integrals, in the Gaussian case). In terms of the original \( \phi^4 \)-type unbounded spin system \( (\phi_x)_{x \in \mathbb{Z}^d} \) whose scaling limit is taken, \( C_0(0) + Y \) represents the variance of a single spin \( \phi_x \), and \( \kappa \) gives the long-distance behavior of
\[
\text{Cov}(\phi_x^2, \phi_y^2) \sim \frac{1}{|x - y|^{4|\phi|+\kappa}}.
\]

The explicit relation between the correlators and the RG dynamical system embodied in (3), also gives a handle on questions related to the short distance structure of these correlators: smoothness away from the big diagonal and the OPE. The previous construction of \( O_A = \Phi^2 \) is an example of composite field renormalization. One can also use the OPE in order to give a tautological definition of this field (in the sense of moments). Relating the two (i.e., proving the OPE) amounts to showing the commutation of limits \( |x_1 - x_2| \to 0 \) and \( r \to -\infty \). The crucial ingredient \( \Psi \) is reminiscent of Møller wave operators in scattering theory which intertwine free and interacting evolutions. In the classical (rather than quantum) context of the dynamical system \( RG \), such operators realize a conjugation of the nonlinear map to its linearization at a fixed point. If \( z \) denotes a curvilinear coordinate which defines the stable manifold of \( V_{\text{nontriv}} \) by \( z = 0 \) and satisfies the relation \( z(RG(V)) = Z^{-1} L^{3-2|\phi|} z(V) \), i.e., linearizes the action of \( RG \) in the unstable direction, then an easy calculation shows that \( \Psi(V,W) \) is the directional derivative of \( z \) at \( V \) in the direction of \( W \). Coordinates such as \( z \) are called nonlinear scaling fields and are the basic ingredients of Wegner’s theory [63] describing the fine features of statistical mechanics systems at criticality, such as the behavior of higher composite fields.

Now is a good time to take a pause and try to answer: what is a QFT? A safe answer is: an infinite collection of correlators \( \mathbb{E}[\Phi(x_1) \cdots \Phi(x_n)] \). If one can solve the corresponding moment problem (as [13] did for [15]), then one may say: a generalized random field. As in [63] [2], one could also request the secondary structure consisting of all correlators \( \mathbb{E}[O_{A_1}(x_1) \cdots O_{A_n}(x_n)] \) generated from the field \( \Phi \) by the OPE. Finally, one can identify a QFT with an ideal trajectory \( T_{\text{ideal}} \). This corresponds to the modern view in physics which sees a QFT as a sequence of effective theories at scales \( L^d \) in theory space (see [21] [22]), i.e., \( \mathcal{E}_{\text{bulk}} \). Correlators can be recovered, via (3), as directional derivatives around the points of \( T_{\text{ideal}} \). Yet, these directions may go out into the bigger space \( \mathcal{E}_{\text{ext}} \). By choosing one of the entries of \( T_{\text{ideal}} \), say the \( q = 0 \) entry, one can parametrize such sequences or QFTs by the unstable manifold of \( V_{\text{UV}} \) which typically is finite dimensional (for instance if \( V_{\text{UV}} = V_{\text{Gauss}}, [\phi] \) is canonical and \( d > 2 \)). The reparametrization obtained by choosing a different entry in the sequence (the same as rescaling) accounts for the old pre-Wilsonian version of the RG [52] [38].

5. Hierarchical models

Since the implementation of the RG strategy is a difficult enterprise, it is useful to have simplified models on which to test one’s methods. A important example of such is that of hierarchical models. Let \( N \) be a positive integer and suppose one has a vector of centered Gaussian random variables \( (\xi^{(1)}_1, \ldots, \xi^{(1)}_N) \) whose joint law is specified by a covariance matrix \( M = (M_{ij})_{1 \leq i, j \leq N} \) whose entries sum up to zero. This implies \( \sum_{i=1}^{N} \xi^{(1)}_i = 0 \) almost surely. One can make infinitely many independent copies of this vector and obtain...
a lattice Gaussian random field \((\phi_x^{(0)})_{x \in \mathbb{L}_0}\). Here the first layer \(\mathbb{L}_0\) is the set \{1, 2, 3, \ldots\} with the copies corresponding to the groups of labels \{kN + 1, \ldots, kN + N\}, \(k \geq 0\). One can then make independent copies \((\phi_x^{(q)})_{x \in \mathbb{L}_q}\) of this field indexed by integers \(q \geq 0\). This introduces new layers \(\mathbb{L}_q\) on which one can put a geometrical structure by identifying the points of \(\mathbb{L}_q\) with the \(N\)-groups of the previous layer \(\mathbb{L}_{q-1}\). One thus obtains a singly infinite tree structure as in the following figure where \(N = 3\).

![Diagram of a singly infinite tree structure](image)

For \(x \in \mathbb{L}_0\) one easily defines its ancestor \(a_q(x)\) in \(\mathbb{L}_q\). Given a number \(\alpha > 1\), and for \(x \neq y \in \mathbb{L}_0\) one defines \(|x - y| = \alpha^q\) where \(q\) is the smallest integer for which \(a_q(x) = a_q(y)\). This is an ultrametric notion of distance, formally denoted as the norm of a difference. Let \(\beta > 1\) be another parameter, then

\[
\phi_x = \sum_{q=0}^{\infty} \beta^{-q} \zeta^{(q)}(\phi_{a_q(x)}),
\]

defines a random field \((\phi_x)_{x \in \mathbb{L}_0}\) which is a hierarchical lattice Gaussian field. Its covariance is \(\mathbb{E}[\phi_x \phi_y] \sim |x - y|^{-2|\phi|}\) with \(|\phi| = \log_2 \alpha\). Consider \(\mathbb{R}^d\) discretized using dyadic cubes and identify \(\mathbb{L}_q\) with the set of cubes of size \(2^q\). Setting \(N = 2^d\), \(\alpha = 2\) and \(\beta = 2^{|\phi|}\) produces a reasonable toy model for the massless Gaussian field on \(\mathbb{R}^d\) with scaling dimension \(|\phi|\) and with a unit cut-off (e.g., discretized on \(\mathbb{Z}^d\)). Starting from such a Gaussian hierarchical lattice measure \(d\mu_{c_0}\) for \((\phi_x)_{x \in \mathbb{L}_0}\), one can perturb it by a product of single spin potentials involving \(\phi_x^2\) and \(\phi_y^2\) terms and repeat the previous story by integrating out the fluctuation fields \(\zeta\) a few layers at a time. Namely, one can use the RG strategy in order to analyze the scaling limit of the resulting non-Gaussian field. A nice feature of such toy models is that many of the properties which earlier were approximately true, for instance the localization property of the RG, now become exact. In order to have a home for the scaling limit, one needs a notion of continuum. This is obtained by subdividing the nodes of the top layer \(\mathbb{L}_0\) and continuing the tree structure with the introduction of new layers \(\mathbb{L}_{-1}, \mathbb{L}_{-2}, \mathbb{L}_{-3}\), etc. The set \(\mathbb{L}_{-\infty}\) of leafs or ends at infinity of the resulting doubly infinite tree structure is the needed continuum. The lattice \(\mathbb{L}_0\) is to \(\mathbb{L}_{-\infty}\) what the lattice \(\mathbb{Z}^d\) is to \(\mathbb{R}^d\).

The introduction of hierarchical models originated from two independent sources. One is the work of Dyson on one-dimensional Ising spin models with long-range interactions [23]. The other is the early work of Wilson on his RG theory. While some features of the latter were already present in the old article [54], one may say that its first systematic exposition was given in [55]. In fact, this article was about a hierarchical model as above and the corresponding RG map was called “the approximate recursion”. The relevance of this approximation for physical models over \(\mathbb{R}^d\) stemmed from Wilson’s anticipation, in that article, of wavelet multiresolution analysis (see [3]). Note that the word “approximation” for the hierarchical RG in relation to the RG for real models is somewhat misleading, since it suggests that this is the zero-th step of a systematic approximation procedure which can lead, through successive improvements, to the “true” RG for models over \(\mathbb{R}^d\). Despite some attempts in this direction (e.g., [40] and [47, §14.2]), the existence of such a procedure is unclear. The confusion may be due to the fact the hierarchical RG is thematically similar to another simplification called the local potential approximation (LPA). The LPA arises from the above description of the RG on \(\mathbb{R}^d\) if one ignores the nonlocal kernels which should appear in \(V' = RG(V)\) as well as the gradient terms one obtains by the comparison of such nonlocal kernels with their local projection. There is rigorous work in the LPA setting, e.g., [25] as well as a nonrigorous approximation procedure starting from the LPA know as the derivative expansion (see, e.g., [1]). The author’s point of view is that one should not try to approximate critical exponents such as anomalous dimensions for models on \(\mathbb{R}^d\) by their analogues on
hierarchical models. The latter reflect the different tree-like geometric texture of the underlying continuum (and in particular depend on the choice of N which governs the shape of the underlying tree-like space). The utility of hierarchical models is that they are a good testing ground for RG techniques. Such methodology has been successful, in a rigorous setting, for instance in the work of Gawędzki and Kupiainen on $(\nabla \phi)^4$ lattice models (the hierarchical model testing was done in [31,32] while the real model was treated in [33,34]) or that of Brydges and Slade [12] on the weakly self-avoiding walk in four dimensions (their approach was tested on a hierarchical model in [9,10]). Another example, in a nonrigorous context, of the success of this methodology is the work of Wilson himself when he developed his RG theory in the first place. Indeed, this theory presented in [55] initially had a modest impact, perhaps because it pertained to the hierarchical model and it was not clear, to the skeptical minds of the time, how it could shed light on the physics of real models. The situation drastically changed with the soon-to-follow article [56] which allowed the RG method to produce an expansion (which can be systematically improved) for critical exponents of real models such as the Ising model in three dimensions related to the liquid-vapour critical point of water (i.e., a real-world phenomenon where such exponents can be measured experimentally). This so-called $\epsilon$-expansion whose definitive treatment was later given in [57] was largely responsible for the revolution created by Wilson’s RG theory in physics. It is now part of any theoretical physicist’s DNA or view of the world (see, e.g., [21,22]). The key article [56] contained two major conceptual advances. The first is that of introducing the bifurcation parameter $\epsilon$ (as done later in the BMS model) and expanding exponents with respect to this parameter which can be viewed as the difference $4 - d$ between spatial dimensions. This idea can be implemented for both the $\mathbb{R}^d$ model and the hierarchical one. The second idea was the implementation of this $\epsilon$-deformation in the $\mathbb{R}^d$ case using the newly developed dimensional regularization in QFT. One can thus ask if the first idea was initially developed on the hierarchical model. The answer is “yes” or in Wilson’s words “Then, at Michael’s urging, I work out what happens near four dimensions for the approximate recursion formula, and find that d-4 acts as a small parameter. Knowing this it is then trivial, given my field theoretic training, to construct the beginning of the epsilon expansion for critical exponents.” [58]. There is great arbitrariness when setting up a hierarchical model in order to mimic one living in $\mathbb{R}^d$. More precisely, there are lots of ways to pick N, M, $\alpha$ and $\beta$ for given d and $|\phi|$. There are many versions of the hierarchical model considered by various authors (see [17] for a review). If one does not set up this model carefully, one can end up with rather absurd results such as lack of universality or having critical exponents produced by the RG strategy depend on the artificial yardstick $L$ (see, e.g., [17] §5.2 for a discussion of this issue). There is a particular set-up for the hierarchical RG which, among many other beautiful mathematical properties, avoids such problems and it uses p-adics. For d an integer, the p-adic set-up consists in taking $N = p^d$ where $p$ is a prime number, $\alpha = p$, $\beta = p^{\phi}$ and defining the matrix $M$ by putting $1 - p^{-d}$ on the diagonal and $-p^{-d}$ everywhere else. The p-adic BMS model is the particular case of hierarchical model obtained in this way when $d = 3$ and $|\phi| = \frac{\pi^2}{4}$. From the point of view of probability theory, the restriction to primes is not essential. However, doing so gives access to a huge “software library” developed for the needs of number theory. One can then identify $L_{-\infty}$ with $\mathbb{Q}_p^d$ where $\mathbb{Q}_p$ is the field (in the algebra sense) of p-adic numbers. The fields (in the QFT or probability theory sense) are still real-valued. Instead of the previous elementary and ad hoc description of the p-adic model, a more elegant approach (see [2]) is to use Fourier analysis and the theory of distributions on the p-adics, for real or complex-valued functions, which come from this software library. Since $\mathbb{Q}_p$ is an additive group, there is a natural notion of translation invariance. The maximal compact subgroup $GL_d(\mathbb{Z}_p)$ (unique up to conjugation), which is the analogue of the orthogonal group in $\mathbb{R}^d$, supplies the notion of rotation invariance. The analogue of the Euclidean norm in $\mathbb{R}^d$ is the maximum of the p-adic absolute values of the components (used to define the previous hierarchical distance $|x - y|$ since it is invariant by $GL_d(\mathbb{Z}_p)$). Instead of $\mathbb{R}_+^*$, the group of scaling transformations $p^x$ is now discrete. One sets $L = p^l$ for some integer $l \geq 1$ when defining the RG which then integrates out the first l layers $L_0, \ldots, L_{l-1}$ at each step. One thus avoids the problem of L-dependent critical exponents (since the texture of the underlying space depends on p, not L). This is also the same RG map discussed earlier using a Fourier cut-off. Indeed, by taking the function $\eta$ equal to the sharp characteristic function of the interval [0,1] one recovers the above ad hoc hierarchical model. One can also try to localize the previous notions of invariances and look for an analogue of conformal invariance (see [15,12,11]). A leitmotiv in the theory of automorphic forms is that completions of $\mathbb{Q}$ such as $\mathbb{R}$ or $\mathbb{Q}_p$ should be treated on equal footing. Beautiful theories in analysis (e.g., the theory of unitary representations of noncompact groups) developed for $\mathbb{R}$ have
analogues over $\mathbb{Q}_p$. Such unity is visible in the series of books by Gel'fand and co-authors on generalized functions (e.g., [36, 37] which pertain to self-similar random fields) which included [35] as a sixth volume in the Russian edition. The author believes (and hopes to have convinced the reader) that a similar harmonious unity is present in the context of generalized random fields, QFT and the RG.

The previous presentation of QFT and the RG may seem somewhat impressionistic and it indeed avoided discussing many issues which are important for mathematical rigor: the infinite volume limit, dealing with nonlocalities and gradient terms, the specific norms and bounds needed, etc. Nevertheless, the reader can find in the article [2] a complete rigorous substantiation of the story told in [3] and [4] (with the exception of the OPE), in the case of the self-similar $p$-adic BMS model at $V_{\text{nontriv}}$. For the model over $\mathbb{R}^3$, the reader is referred to the preliminary results [11, 1] which should be easier to read after seeing a simpler version [2, §6] of the needed RG estimates.
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