The Auto-Correlation of Ultrasonic Lamb Wave Phased Array Data for Damage Detection
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Abstract: Ultrasonic phased array is widely used for damage detection recently because of its high sensitivity and rapid scanning without sensor movements. However, the measured signal is always influenced by the remnants of the initial excitation and the nonlinear signals from the instrumentation, which limits its application in thin-plate structures. To address this issue, an approach called auto-correlation subtraction is proposed to extract the scattering information of defects in this paper. In order to testify the feasibility of this method for damage detection, the experiments were carried out on three thin aluminum plates combined with the total focusing method (TFM) for imaging. By auto-correlating the full matrix data received by sensors and then subtracting the average auto-correlation of noise recorded by all receivers, the coherent scattered signal containing defect information is recovered. The experimental results indicate that the coherent travel time is in agreement with the theoretical value and the signal-to-noise ratio are improved. Additionally, compared with the cross-correlation technique, the time synchronization between different receivers is not necessary with the auto-correlation method. Results indicate that the presented method can improve the imaging resolution and has a great potential in the field of non-destructive testing.
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1. Introduction

The requirements for structural safety are gradually increasing in the aviation, railway, architecture, and other industries recently. Therefore, in order to avoid unnecessary risks in practical applications, non-destructive testing plays an important role. Because of its strong detection ability, harmless to humans and a wide range of available frequency, ultrasonic non-destructive testing is widely used to detect the internal defects of materials in recent years. Traditional approaches for this technique directly depend on pitch-catch measurements of waves to realize detection. Compared to conventional single-element sensors, the phased array transducer is a good candidate for industrial non-destructive testing due to its excellent focusing performance with multiple elements. It can focus and sweep the acoustic beam electronically without sensor movements, which dramatically reduces the detection time and complexity. For instance, Leleux et al. [1] utilized the ultrasonic phased array to launch and detect Lamb waves in a composite plate. In order to realize the imaging of multi-layer structures, an
ultrasonic phased array technique combined with extended phase shift migration in the frequency domain was proposed [2]. However, Peng et al. [3] pointed out that there was still much research work to do in this technique to improve the image resolution. That is because the data directly acquired by the phased array transducer are always affected by various background noises, which will reduce image quality.

Many approaches have been proposed to address this problem. Among them, the technique that utilizes the noise received by receivers has become one of the most important research topics over the last twenty years. This theory was firstly proved by Lobiks and Weaver [4] in 2001. Their results showed that the Green’s function between two microphones can be recovered through the cross-correlation of the ambient noise recorded from them. The reflected, scattered and direct signals were included in this response. Based on this fundamental work, retrieving Green’s function through cross-correlation theory has been widely studied in seismology [5], ocean acoustics [6,7], ultrasonic [8], and other fields. In 2011, the cross-correlation of the environmental seismic noise continuously recorded by 150 receivers was calculated to determine the source of the earthquake [9]. In 2015, Li et al. [10] obtained that the Green’s function response between two receivers from the cross-correlation of ocean ambient noise in free space. An experimental verification of this method in the kilohertz band has been demonstrated for the first time. In 2017, Yang et al. [11] demonstrated the passive detection feasibility of a fatigue cracking using ambient noise. Besides, Potter et al. [12] collected the diffusion field generated by the near-surface defects in the experiment. A full matrix was reconstructed through the cross-correlation of the later time of the diffusion field, based on which the imaging resolution of the near-surface defects has been improved.

However, a practical problem when applying the cross-correlation method is the strict requirement for synchronization between the receivers. Once there are synchronization errors between receivers, an undesirable drift will occur on the results of cross-correlation in the time-domain, and subsequently causes artifacts in the vicinity of defects [13]. As a special case of the cross-correlation method, the auto-correlation operation does not depend on the synchronization between the receivers. Because of this advantage, some researchers gradually take more consideration on the auto-correlation method in signal detection. For instance, in speech signal processing, Farahani et al. [14] demonstrated that there was a certain correlation between noise and pure speech signals. Thus, a new method was proposed to extract speech signal features based on auto-correlation of the noisy signals. In ocean acoustics, Chi et al. [15] proved theoretically that the scatterers (that is defects) can be passively detected using the auto-correlation of surf noise recorded by the receivers over a period of time. Similarly, the auto-correlation method could also be promising for the ultrasonic non-destructive testing with phased array, but few works can be found.

The main objective of this paper is to experimentally investigate the reliability of the auto-correlation of ultrasonic Lamb wave fields for damage detection. The isotropic structures were used as experimental specimens [16]. The remainder of this paper is organized as follows. Section 2 simply deduces the feasibility of the auto-correlation function to recover the impulse response between the sensors and scatterers. In Section 3, the experimental apparatus and procedures are applied to evaluate the performance of the proposed methodology. Combining with total focusing method, Section 4 presents the comparison between the experimental data with and without the auto-correlation. In this section, we subsequently contrast the imaging results of auto-correlation and cross-correlation method when the wavefield is not fully diffuse. To this end, the conclusions are summarized.

2. Methodology for the Auto-Correlation Combining with TFM

2.1. Auto-Correlation Method Based on Full Matrix Capture (FMC)

The concept of FMC and full matrix data model was first introduced by Holmes et al. [17] in 2005. When one of N elements in ultrasonic phased array is used to excite ultrasonic signals, all the elements
receive the scattered signals simultaneously. The elements are fired in turn and all elements act as receivers again. This procedure is referred to FMC as illustrated graphically in Figure 1. The \( N \times N \) full matrix data is then obtained as shown in Figure 2, in which \( S_{t,e}(t) \) represents the signal received by sensor “\( r \)” when the sensor “\( e \)” as a transmitter. In addition to the scattered signals from the defects, these received signals contain the background noise. The noise always consists of the direct signals from transmitters to receivers, the remnants of the initial excitation and the nonlinear signals inside the phased array transducer, etc. The imaging will be blurred by the noise if the directly captured full matrix are used, which leads to inaccurate defect information.

![Figure 1. The schematic diagram of Full Matrix Capture (FMC).](image)

![Figure 2. Full matrix data.](image)

As stated in previous studies, both cross-correlation and auto-correlation method can reconstruct impulse response and reduce the influence of noise. The cross-correlation is the processing of signals acquired by two different receivers, which obtains the auto-correlation result when these two receivers are the same. As a consequence, the auto-correlation \( C_{t,e}(t) \) corresponding to an excitation signal and a receiver can be expressed as the following equation:

\[
C_{t,e}(t) = S_{t,e}(t) \otimes S_{t,e}(t),
\]

where \( e = 1, 2, \ldots, N \) and \( r = 1, 2, \ldots, N \). \( N \) is the number of elements in the phased array probe (the same below), \( t \) is the recorded time, and the symbol \( \otimes \) denotes a convolution operation.

After auto-correlating the data in full matrix for a given receiver, the auto-correlation of this receiver is obtained by averaging over the auto-correlation from all transmitting elements. Therefore, the auto-correlation result, which corresponds to multiple excitation signals and one receiver, is expressed by Equation (2) and the configuration of this process is depicted in Figure 3.

\[
C_{t,e}(t) = \frac{1}{N} \sum_{e=1}^{N} C_{t,e}(t)
\]
Inspired by the autocorrelation-based noise subtraction theory in speech signal, the auto-correlation of the background noise is subtracted from the auto-correlation of received signals. However, it is difficult to obtain the background noise in practical applications, so the average auto-correlation of the signals received by each receiver is taken as the background noise. Finally, the auto-correlation of signals received by each receiver is determined in Equation (3), which will be called the “auto-correlation subtraction” throughout this paper.

\[ C_{rr}(t) = C'_{rr}(t) - \frac{1}{N-1} \sum_{k=1, k\neq r}^{N} C'_{kk}(t) \]  

(3)

2.2. TFM Combined with a Weighting Phase Factor

TFM is a post-processing technique in the time domain based on FMC, which originated from Synthetic Aperture Focusing Technique (SAFT). In TFM, the imaging area is discretized into a grid of points which correspond to image pixels. Note that in practice the determination of the grid needs to take the computational efficiency and imaging resolution into consideration. The amplitude is extracted from each signal and the sum of all amplitudes is assigned as the pixel intensity in conventional TFM [18]. By Equation (4), the value of a pixel \((x, z)\) in the interrogated region of the plate can be calculated.

\[ I_1(x, z) = \sqrt{\left( \sum_{r=1}^{N} C_{rr}(T(x, z)) \right)^2 + \left( \sum_{r=1}^{N} Q_{rr}(T(x, z)) \right)^2}, \]  

(4)

\[ Q_{rr}(t) = Hilbert[C_{rr}(t)], \]  

(5)

\[ T(x, z) = \frac{\sqrt{(x-x_r)^2 + (z-z_r)^2}}{c}, \]  

(6)

where the word “\(Hilbert\)” denotes the Hilbert Transform, \((x_r, z_r)\) is the coordinate of receiver, \(T(x, z)\) is the total time of flight, and \(c\) stands for the group velocity of Lamb wave propagating in workpiece.

Nevertheless, the phase information is always neglected in the conventional TFM, and leads to a heterogeneous distribution of the focal points. In order to improve the image resolution, the amplitude and phase information should be combined to achieve full focal imaging of the detection.
Following the approach of literature [19], the set of complete signals can be represented as modulus ($X_{rr}(t)$) and phase components ($Q_{rr}(t)$), as shown in Equation (7).

$$Y_{rr}(t) = C_{rr}(t) + jQ_{rr}(t) = X_{rr}(t) \cdot e^{-j\phi_{rr}(t)}$$

Therefore, a phase weighting factor is defined by using Equation (8) in this paper.

$$P(x, z) = \sum_{r=1}^{N} e^{-j\phi_{rr}(t)}$$

Finally, the pixel intensity of each point is given by Equation (9).

$$I_2(x, z) = |P(x, z)| \cdot I_1(x, z)$$

### 3. Experimental Setup and Pretreatment Results

An experimental system was set up to evaluate the performance of our proposed method including an ultrasonic phased array transducer (Multi2000, M2M Inc., Les Ulis, France), three thin aluminum plates and a host computer. The experimental data were measured on three 1-mm-thick aluminum plates with machined hole defects illustrated in Figure 4. In plate A, the defects were two through-thickness holes with diameters of 5 and 3 mm, and the distance between their centers was 6 mm. In plate B, the size of defects was the same as that of plate A, but the distance between their centers was 9 mm. The diameter of each defect in plate C was 1, 3, 5, and 7 mm respectively, and they also had a spacing of 9 mm. The defects in plate A and C were 40 mm to the edge of the plate. In contrast, the distance of the defects to the edge of plate B is 10 mm. A 16-element linear array transducer with central frequency 1 MHz (Shantou Ultrasonic Electronics Co. LTD, Guangdong, China) was applied to generate and receive signals in our works, in which the excitation voltage is 70 V. A five-cycle sinusoidal signal modulated with a Gaussian window was used as an excitation signal. The transducer with central frequency 1 MHz (Shantou Ultrasonic Electronics Co. LTD, Guangdong, China) was applied to generate and receive signals in our works, in which the excitation voltage is 70 V.

### Table 1.

| Parameter                        | Value       |
|----------------------------------|-------------|
| Number of elements               | 16          |
| Element spacing                  | 2.0 mm      |
| Element width                    | 1.8 mm      |
| Element length                   | 15 mm       |
| Element width                    | 1.8 mm      |
| Element spacing                  | 2.0 mm      |
| Element length                   | 15 mm       |
| Element width                    | 1.8 mm      |
| Element spacing                  | 2.0 mm      |
| Element length                   | 15 mm       |

---

**Figure 4.** The schematic view of the detailed information of defects and phased array transducers in (a) plate A, (b) plate B, and (c) plate C.
Before the experiment, in order to achieve the biggest aperture and improve the signal strength, the probe was mount on the center of the upper edge of the workpiece. In this way, the in-plane displacement can be produced [20]. The sampling frequency used in the analysis was 50 MHz. At the same time, given that the frequency-thickness product is 1 MHz·mm, only the $S_0$-mode Lamb waves was excited. It is widely studied in practical applications [21–23]. Hence, the wave velocity is about 5300 m/s and the wavelength is 5.3 mm in our experiment.

During the experiment, the mode of the phased array transducer was set to the full matrix mode. On the basis of the theory in Section 2.1, the Multi2000 software was used to record a $16 \times 16$ full matrix data and saved them into a text file for the later analysis in the host computer. Then the experimental data were analyzed on the MATLAB platform (MathWorks, Natick, MA, USA). The experimental results achieved are detailed as follows.

### 3.1. Filtering Processing

To simplify the analysis process, the time-domain analysis was only performed on plate A. Prior to auto-correlation, a bandpass filter was applied to the experimental full matrix data according to the central frequency of the probe. Figure 5 represents the directly recorded and the filtered signals while the emitter and receiver are both No. 8 element. Since the specific magnitude is not considered, the amplitude is normalized with respect to the maximum value to compensate the temporal fluctuations. Meanwhile, the selected time-windows are from 0 to 70 μs, which reasonably contains the information of initial wave, scattered wave and bottom wave in this experiment. In addition, the filtered time-frequency spectrum and the power spectral density estimated by the periodic method are shown in Figure 6a,b. It can be observed from these figures that the power changes around the frequency of 1 MHz is quite drastic, which shows that the main information mostly concentrated in the central frequency of the probe was preserved.

![Figure 5](image_url)  
*Figure 5. The typical response signals generated by the piezoelectric actuator 8 and receiver 8 with respect to plate A. (a) The directly recorded signal and (b) the filtered signal.*
3.2. Auto-Correlation Processing

It can be observed from Figure 5b that the filtered time-domain signal is still influenced by the noise. The direct arrival signal and the background noise cannot be distinguished. Thus, auto-correlation processing was carried out to prove our methodology, whose results are displayed in Figure 7. In accordance with the calculations of the time of flight \( t = 2d/c \) (\( d \) is the distance of the receivers and scatters), the correlation peak will appear in the interval of 15 to 18 µs. The waveforms are symmetrical with respect to the zero-time, which agrees well to the theory that the auto-correlation functions are even functions. Unfortunately, however, the auto-correlation results without auto-correlation subtraction processing (refer to Equation (2)) in Figure 7a shows that the correlation peak with a large value at zero-time (the red dashed box), which seriously obscures the information of scattering position (the blue dashed line). Moreover, the amplitude at 60 µs is also greater than the value of the interval between 15 and 18 µs. After the application of the auto-correlation subtraction method (refer to Equation (3)), it is worthy noticed that the correlation peak of scattering position is strengthened and the peak of zero-time is removed in Figure 7b.

Furthermore, the results of auto-correlation without and with removing the background noise are displayed in a way similar to B scan in Figure 7c,d. Here, the horizontal axis is the element index of the phased array, and the vertical axis represents to the time index of auto-correlation function. It is more intuitively observed that the result of auto-correlation subtraction includes obvious scattering information between 15 and 18 µs as shown in Figure 7d. The result in Figure 7c is different, in which the information from 15 to 18 µs are obscured. At the same time, in order to evaluate the useful signal and noise quantitatively before and after subtraction processing, we introduced the calculation of signal-to-noise ratio (SNR) according to Equation (10). For the sake of brevity, the recorded signals of the fourth receiver are selected as our example. Considering the signals of 0 to 15 µs as noise and the useful signal between 15 and 18 µs as useful signal, the SNR is −53.1 and −8.7 dB, respectively, corresponding to the signal-to-noise ratio before and after the application of subtraction method. Obviously, the signal-to-noise ratio is improved by 44 dB with the proposed strategy, which demonstrates the validity of auto-correlation subtraction in the time-domain.

\[
\text{SNR} = 20 \cdot \log_{10} \frac{E(\text{Useful signal})}{E(\text{noise})},
\]

where \( E(\cdot) \) is the representation of energy and the results are in decibels (dB).
Figure 7. Comparison of auto-correlation before and after subtraction processing on plate A. (a,b) show the normalized results of all receivers; (c,d) show the results in a way similar to B scan; (e,f) show the results recorded by No. 4 receiver.

4. Imaging Results and Analysis

In order to estimate the ability of defect detection visually, an algorithm of the total focusing method based on the auto-correlation method was applied in this section. The results of full focal imaging are displayed in Figures 8–10. Where the coordinate origin is aligned to the center of the phased array probe. The full focal imaging results of the filtered was shown in the Figure 8a,b, Figure 9a,b, Figure 10a,b. Unfortunately, the defect cannot be located. As revealed in the time domain analysis, that is because the signal directly captured by the phased array probe is always affected by the background noise. When the distance between the defects and the transducer decreases to 10 mm, the defects are completely submerged in the initial noise. Consequently, it is necessary to further process this A-scan signals. Then, the full focal imaging of the auto-correlation without subtraction processing was shown in Figure 8c,d, Figure 9c,d, Figure 10c,d. Although the imaging results are relatively improved, the detectability and resolution of defects are still poor. Meanwhile, the imaging quality gradually decreases as the diameter of the defects and the distance between the transducer and defects decrease. These results were also consistent with the previous theoretical analysis. In order to the imaging quality, the full focal imaging of the auto-correlation subtraction is implemented, as
shown in Figure 8e,f, Figure 9e,f, Figure 10e,f. Since the distance between the defects and transducer is smaller in plate B compared to other plates, the imaging is more susceptible to the influence of the background noise. As a result, the shape of defects is not around in the plate B. However, it can be seen in Figure 8e,f, Figure 9e,f, Figure 10e,f that the influence of initial noise and the signal from the bottom of the plate are all suppressed and the location of defects are accurate in both two- and three-dimensional images. To the best of our knowledge, ultrasonic lamb wave can detect defects whose diameter is larger than half of the wavelength. But according to Figure 10e,f, the proposed method still works when the diameter of the defect is 1 mm ($= 1/5$ wavelength). Therefore, defects with the diameter smaller than half of the wavelength can be detected as well in practical experiment of isotropic materials. These experimental results manifest that the feasibility of the auto-correlation subtraction method combining with TFM can locate the defects.

Figure 8. Full focal imaging in plate A based on (a,b) the filtered data, the auto-correlation result (c,d) before and (e,f) after subtraction processing in two and three dimensions.
Figure 9. Full focal imaging in plate B based on (a,b) the filtered data, the auto-correlation result (c,d) before and (e,f) after subtraction processing in two and three dimensions.
Figure 10. Full focal imaging in plate C based on (a,b) the filtered data, the auto-correlation result (c,d) before and (e,f) after subtraction processing in two and three dimensions.

Additionally, we compare the imaging results of auto-correlation (based on Equation (3) in this paper) and cross-correlation (based on Equation (2) in [12]) method at the end of this section. Here, the aluminum plate A and B will be analyzed for reducing redundancy of analysis, which respectively corresponds to Figures 11 and 12. The subfigures a–d reveal the imaging results including the cross-correlation of synchronization error of 10, 4, 2 μs, and no synchronization error between the different receivers. The images of the auto-correlation subtraction are shown in Figures 11e and 12e. Following the findings from Figures 11d and 12d, the full focal imaging of cross-correlation can determine the location of these two defects when there is no synchronization error. These results are similar to the full focal imaging of the auto-correlation. However, once there are the greater synchronization errors between the receivers, the focusing results of cross-correlation gradually becomes worse, and the defect information cannot be located. From the theoretical perspective of auto-correlation method, the result is not restricted by the synchronization of the receivers which fully verifies the superiority of auto-correlation subtraction method.
5. Conclusions

In this paper, we present a method of non-destructive testing using the auto-correlation of full matrix data. In the experiment, an M2M ultrasonic phased array was used to capture the full matrix data, but the directly recorded signal is always influenced by the background noise. Therefore, the auto-correlation subtraction method was applied to solve this problem in the time domain. The results show that this proposed method can remove the effect of the noise and greatly increase the SNR.
which provides data support for the subsequent imaging combined with TFM. The full focal imaging results demonstrate that defects of different sizes and locations can be located correctly located. In particular, the smallest defects with the diameter of about 1/5 wavelength can also be detected in the plate C. In addition, the experimental results also reveal that the cross-correlation method relies on the synchronization between a pair of receivers in comparison with the imaging results of the auto-correlation subtraction method. With the synchronization errors between the receivers increasing, the imaging quality based on cross-correlation method degrades.

To display the advantage of applying the auto-correlation subtraction method to inspect large plates, the results in this article have been confined to the through holes of isotropic media. The presented method is essentially based on information processing. Thus, this theory can also be appropriate for other situations, such as hidden defects, multiple smaller defects with irregular distribution and composite material, etc. Most importantly, the experimental results show that a fully diffuse wavefield may not be necessary to locate the defects based on the auto-correlation processing, which will be one of our future works. To some extent, this study also provides a good idea for the implementation of non-destructive testing.
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