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ABSTRACT. We introduce the volume-preserving equivalence among symmetric matrix-valued map-germs which is the unimodular version of Bruce’s $G$-equivalence. The key concept to deduce unimodular classification out of classification relative to $G$-equivalence is symmetrical quasi-homogeneity, which is a generalization of the condition for a $2 \times 2$ symmetric matrix-valued map-germ in Corollary 2.1 (ii) by Bruce, Goryunov and Zakalyukin [4]. If a $G$-equivalence class contains a symmetrically quasi-homogeneous representative, the class coincides with that relative to the volume-preserving equivalence (up to orientation reversing diffeomorphism in case if the ground field is real). By using that we show that all the simple classes relative to $G$-equivalence in Bruce’s list coincides with those relative to the volume preserving equivalence. Then, we classify map-germs from the plane to the set of $2 \times 2$ and $3 \times 3$ real symmetric matrices of corank at most 1 and of $G_c$-codimension less than 9 and we show some of the normal forms split into two different unimodular singularities. We provide several examples to illustrate that non simplicity does not imply non symmetrical quasi-homogeneity and the condition that a map-germ is symmetrically quasi-homogeneous is stronger than one that each component of the map-germ is quasi-homogeneous. We also present an example of non symmetrically quasi-homogeneous normal form relative to $G$ and its corresponding formal unimodular normal form.

1. Introduction

Semi-classical pseudo-differential operators in $\mathbb{R}^d$ whose principal symbols are $n \times n$-matrix valued functions on the phase space $T^*\mathbb{R}^d$ have seen a lot of applications in physics [6]. For example, Landau-Zener model describing non-adiabatic transitions through $n$ electron energy level (avoided) crossings can be described by the semi-classical...
pseudo-differential operators on $\mathbb{R}^1$ of the following form:

\begin{equation}
\dot{H} = i\hbar \frac{\partial}{\partial t} \otimes I_n - H(t)
\end{equation}

where $\hbar$ is the Planck constant that is supposed to be small, $t$ is a coordinate on $\mathbb{R}^1$, $I_n$ is the $n \times n$ unit matrix, and $H$ is an $n \times n$ smooth matrix valued function of $t$ and non-adiabatic transitions can be understood in terms of the solution $\psi(t) \in \mathbb{C}^n$ of the following equation: $\dot{H}\psi(t) = O(\hbar^\infty)$. In this case, its principal symbol can be written as $\tau I_n - H(t)$ by replacing the differential operator $i\hbar \frac{\partial}{\partial t}$ by the coordinate $\tau$ in $T_t^*\mathbb{R}^1$. This example is not only of physical interest but there is renewed interest from mathematicians for the cases $n \geq 3$ triggered by the discovery of a virtual turning point in WKB analysis of higher order differential equations [12].

Finding a normal form of the principal symbol of a semi-classical pseudo-differential operator is the first step toward constructing solutions of the corresponding equation. Braam and Duistermaat [2] and Colin de Verdière [6] found normal forms in the case where a principal symbol is a real symmetric matrix under some generic conditions but their bifurcations are yet to be analyzed [6]. An ultimate goal of this paper is to take a step forward their analysis to non-generic cases and find normal forms for such cases.

In this paper, we classify map germs under an equivalence relation similar to that in [2,6] but symplectomorphisms are relaxed to volume-preserving diffeomorphisms. The equivalence relation is the unimodular version of Bruce’s $G$-equivalence. Bruce’s $G$-equivalence is a special case of $K$-equivalence in the sense of Mather [15,16], which is also called $V$-equivalence in [1]. Fortunately, $G$ is a geometric subgroup of $K$ in the sense of Damon [7]. Therefore, the method of the singularity theory can work properly. But the group of symplectomorphism-germs at 0 and the group of volume-preserving diffeomorphism-germs at 0 are not geometric subgroups in the sense of Damon. Symplectomorphisms are too strict to get finitely-determined map germs away from the generic cases (see [10] and [8] for symplectic $V$-classification of algebraic varieties). In [14] on page 50 Martinet writes that the group of volume-preserving diffeomorphisms is big enough that there is still some hope of finding a reasonable classification theorem in unimodular geometry. In fact Martinet was right. In [11] it is proved that if an algebraic variety-germ is quasi-homogeneous, then its unimodular $K$-orbit coincides with its (orientation-preserving) $K$-orbit. It
implies that the classifications of simple complete intersection singularities agree for unimodular $K$-equivalence and for $K$-equivalence. Over $\mathbb{R}$ a $K$-orbit corresponds to one or two orbits in the volume preserving (hence orientation-preserving) case, otherwise the results are the same.

In case of $d = 1$ ($r = 2$), volume-preserving diffeomorphisms are symplectomorphisms and our classification provides classification of principal symbols. For example, the principal symbol of the semiclassical pseudo differential operator for the Landau-Zener model describing non-adiabatic transition through avoided crossing between two electron levels

$$
\begin{pmatrix}
\tau + t & \epsilon \\
\epsilon & \tau - t
\end{pmatrix}
$$

(1.2)

can be understood as a unfolding of the class number 1 of Table. 5, where $\epsilon$ is the unfolding parameter. Our classification not only contains such a generic case but also non-generic cases and provides an insight for what types of bifurcations can occur.

The constitution of this paper is as follows. In Sec. 2, we introduce the volume-preserving equivalence among symmetric matrix-valued map-germs which is the unimodular version of Bruce’s $G$-equivalence. The key concept to deduce unimodular classification out of classification relative to $G$-equivalence is symmetrical quasi-homogeneity, which is introduced in Definition 2.10. If a $G$-equivalence class contains a symmetrically quasi-homogeneous representative, the class coincides with that relative to the volume-preserving equivalence (up to orientation reversing diffeomorphism in case if the ground field is real). In Sec. 3, we show that all normal forms in Bruce’s list are symmetrically quasi-homogeneous, which indicate all the simple classes relative to $G$-equivalence coincides with those relative to the volume preserving equivalence. In Sec. 4, then, we classify map-germs from the plane to the set of $2 \times 2$ and $3 \times 3$ real symmetric matrices of corank at most 1 and of $G_e$-codimension less than 9, which can be regarded as a real counterpart of Bruce’s classification. The results are summarized in Table 5 and Table 6. In Sec. 5, we present the corresponding unimodular normal forms in Table 9 and Table 12. In Sec. 6 we present several examples to illustrate the following: non simplicity does not imply non symmetrical quasi-homogeneity, the condition that a map-germ is symmetrically quasi-homogeneous is stronger than one that each component of the map-germ is quasi-homogeneous. We also present an example of non symmetrically quasi-homogeneous normal form relative to $G$ and its corresponding formal unimodular normal form. Sec. 7 is devoted for the conclusion.
2. Volume preserving equivalence and symmetrical quasi-homogeneity

Let $M_n(\mathbb{K})$ be the space of $n \times n$ matrices with the coefficients in the field $\mathbb{K}$ of real or complex numbers. Let $\text{Sym}(n, \mathbb{K}) = \text{Sym}_n$ be the subspace of $M_n(\mathbb{K})$ of $n \times n$ symmetric matrices. Let $\text{GL}(n, \mathbb{K}) = \text{GL}_n$ be the general linear group. Let $C^\infty(\mathbb{K}^r)$ be the ring of smooth (or $\mathbb{K}$-analytic) function-germs at 0 on $\mathbb{K}^r$. Let $C^\infty(\mathbb{K}^r, S)$ be the space of smooth (or $\mathbb{K}$-analytic) map-germs $(\mathbb{K}^r, 0) \to S$, where $S$ is a submanifold of $M_n(\mathbb{K})$. Let $X(\mathbb{K}^r)$ denote the module of smooth (or $\mathbb{K}$-analytic) vector field-germs at 0 on $\mathbb{K}^r$. We denote by $A^T$ the transpose matrix of a matrix $A$.

**Definition 2.1** ([3]). The map-germs $A, B \in C^\infty(\mathbb{K}^r, \text{Sym}_n)$ are $\mathcal{G}$-equivalent if there exists a diffeomorphism-germ $\Phi : (\mathbb{K}^r, 0) \to (\mathbb{K}^r, 0)$ and a map-germ $X \in C^\infty(\mathbb{K}^r, \text{GL}_n)$ such that
\[
B = X^T (A \circ \Phi) X.
\]

If $\Omega_0, \Omega_1$ are two volume form-germs at 0 on $\mathbb{K}^r$ and map-germs $A, B$ belong to $C^\infty(\mathbb{K}^r, \text{Sym}_n)$ then we define the following equivalence.

**Definition 2.2.** The pairs $(A, \Omega_0)$ and $(B, \Omega_1)$ are equivalent if there exists a diffeomorphism-germ $\Phi : (\mathbb{K}^r, 0) \to (\mathbb{K}^r, 0)$ and a map-germ $X \in C^\infty(\mathbb{K}^r, \text{GL}_n)$ such that
\[
B = X^T (A \circ \Phi) X, \quad \Omega_1 = \Phi^* \Omega_0.
\]

Let us fix a volume form-germ $\Omega$ at 0 on $\mathbb{K}^r$.

**Definition 2.3.** The map-germs $A, B \in C^\infty(\mathbb{K}^r, \text{Sym}_n)$ are volume-preserving (or unimodular) equivalent if there exists a volume-preserving diffeomorphism-germ $\Phi : (\mathbb{K}^r, 0) \to (\mathbb{K}^r, 0)$ (i.e. $\Phi^* \Omega = \Omega$) and a map-germ $X \in C^\infty(\mathbb{K}^r, \text{GL}_n)$ such that
\[
B = X^T (A \circ \Phi) X.
\]

A diffeomorphism-germ $\Phi : (\mathbb{R}^r, 0) \to (\mathbb{R}^r, 0)$ is orientation-preserving (orientation-reversing resp.) if $\det d\Phi|_0 > 0$ ($\det d\Phi|_0 < 0$ resp.).

If $\mathbb{K} = \mathbb{R}$ we also define an orientation-preserving equivalence.

**Definition 2.4.** The map-germs $A, B \in C^\infty(\mathbb{R}^r, \text{Sym}_n)$ are orientation-preserving equivalent if there exists an orientation-preserving diffeomorphism-germ $\Phi : (\mathbb{R}^r, 0) \to (\mathbb{R}^r, 0)$ and a map-germ $X \in C^\infty(\mathbb{R}^r, \text{GL}_n)$ such that
\[
B = X^T (A \circ \Phi) X.
\]
Let $\Lambda^k$ denote the space (of germs) of smooth (or $\mathbb{K}$-analytic) differential $k$-forms on $(\mathbb{K}^r,0)$, and denote the subset of $\Lambda^r$ of (germs of) volume forms by Vol. Let $\mathcal{D}$ denote the group of diffeomorphism-germs $((\mathbb{K}^r,0) \rightarrow (\mathbb{K}^r,0))$. For a given subgroup $H$ of the group of diffeomorphism-germs of $\mathcal{D}$ we consider a $C^\infty(\mathbb{K}^r)$-module $M$ in the Lie algebra $LH$ of $H$ (and $M = LH$ if $LH$ itself is a $C^\infty(\mathbb{K}^r)$-module). In the following $\Omega$ and $\Omega_0$ always denote volume form-germs in $(\mathbb{K}^r,0)$.

**Definition 2.5.** We say that $\Omega_0$ and $\Omega_1$ are $H$-diffeomorphic if there is a diffeomorphism-germ $\Phi \in H$ such that $\Phi^*\Omega_1 = \Omega_0$.

**Definition 2.6.** We say that $\Omega_0$ and $\Omega_1$ are $H$-isotopic if there is a smooth (or $\mathbb{K}$-analytic) family of diffeomorphism-germs $\Phi_t \in H$ for $t \in [0,1]$ such that $\Phi^*_1\Omega_1 = \Omega_0$ and $\Phi_0 = \text{Id}$.

**Definition 2.7.** We say that $\Omega_0$ and $\Omega_1$ are $M$-equivalent if there is a vector field-germ $V \in M$ such that $\Omega_0 - \Omega_1 = d(V|\Omega)$ (for any volume form-germ $\Omega$).

**Theorem 2.8** (Theorem 2.6 in [11]). If $\Omega_0$ and $\Omega_1$ are $M$-equivalent volume form-germs, which for $\mathbb{K} = \mathbb{R}$ define the same orientation, then $\Omega_0$ and $\Omega_1$ are $H$-isotopic.

We denote by $\mathcal{D}_A$ the following set

$$\{\Phi \in \mathcal{D} | \exists X \in C^\infty(\mathbb{K}^r, GL_n) \ A = X^T(A \circ \Phi)X\}.$$ 

It is easy to see that $\mathcal{D}_A$ is a subgroup of $\mathcal{D}$. It is the stabilizer (the isotropy group) of $A$. The Lie algebra $LD_A$ of the isotropy group $\mathcal{D}_A$ has the following form

$$LD_A = \{V \in \mathcal{X}(\mathbb{K}^r) | \exists U \in C^\infty(\mathbb{K}^r, M_n(\mathbb{K})) \ dA(V) = U^T A + AU\}.$$ 

We prove the following properties of $LD_A$.

**Lemma 2.9.** Let $A$ belong to $C^\infty(\mathbb{K}^r, \text{Sym}_n)$. Then $LD_A$ is a $C^\infty(\mathbb{K}^r)$-module. If a vector field-germ $V$ belongs to $LD_A$ then $V$ belongs to $LD_{X^T AX}$ for any map-germ $X \in C^\infty(\mathbb{K}^r, GL_n)$.

**Proof.** Let $V_1, V_2 \in LD_A$ and $f \in C^\infty(\mathbb{K}^r)$. Then there exists a map-germ $U_i \in C^\infty(\mathbb{K}^r, M_n(\mathbb{K}))$ such that $dA(V_i) = U_i^T A + AU_i$ for $i = 1, 2$. Thus $dA(V_1 + fV_2) = dA(V_1) + f dA(V_2) = U_1^T A + AU_1 + f(U_2^T A + AU_2) = (U_1 + fU_2)^T A + A(U_1 + fU_2)$. It implies that $V_1 + fV_2 \in LD_A$. Hence $LD_A$ is a $C^\infty(\mathbb{K}^r)$-module.
Since \( V \in LD_A \) there exists a map-germ \( U \in C^\infty(\mathbb{K}^r, M_n(\mathbb{K})) \) such that \( dA(V) = U^T A + AU \). Then

\[
\begin{align*}
(2.1) \quad d(X^T A X)(V) &= (dX(V))^T AX + X^T dA(V) X + X^T AdX(V) \\
&= (dX(V))^T ((X^{-1})^T X^T) AX + X^T (U^T A + AU) X + X^T A (X X^{-1}) dX(V) \\
&= (X^{-1} dX(V) + X^{-1} UX)^T (X^T AX) + (X^T AX) (X^{-1} dX(V) + X^{-1} UX).
\end{align*}
\]

It implies that for \( C = X^{-1} dX(V) + X^{-1} UX \) we have

\[
\begin{align*}
d(X^T A X)(V) &= C^T (X^T AX) + (X^T AX) C.
\end{align*}
\]

Thus \( V \) belongs to \( LD_{X^T AX} \). \hfill \Box

**Definition 2.10.** A smooth (or \( \mathbb{K} \)-analytic) map-germ \( A \), which belongs to \( C^\infty(\mathbb{K}^r, \text{Sym}_n) \), is symmetrically quasi-homogeneous if there exists a coordinate system \( (x_1, \cdots, x_r) \) on \( (\mathbb{K}^r, 0) \), non-negative integers \( \lambda_k \) for \( k = 1, \cdots, r \) and \( \delta_i \) for \( i = 1, \cdots, n \), a map-germ \( X \in C^\infty(\mathbb{K}^r, \text{GL}_n) \) such that \( \sum_{k=1}^r \lambda_k > 0 \) and

\[
B_{ij}(t^{\lambda_1} x_1, \cdots, t^{\lambda_r} x_r) = t^{\frac{1}{2} (\delta_i + \delta_j)} B_{ij}(x_1, \cdots, x_r)
\]

for any \( t \in \mathbb{K} \) and \( i, j = 1, \cdots, n \), where \( B = X^T AX \).

The integers \( \lambda_1, \cdots, \lambda_r \) are called weights and \( \delta_1, \cdots, \delta_n \) are called quasi-degrees.

**Definition 2.11.** A linear vector field

\[
E_{\lambda} = \sum_{i=1}^r \lambda_i x_i \frac{\partial}{\partial x_i}
\]

with integer coefficients \( \lambda_i \) is called a generalized Euler vector field (for coordinates \( (x_1, \cdots, x_r) \in \mathbb{K}^r \) and weights \( (\lambda_1, \cdots, \lambda_r) \)). The number \( \sum_{i=1}^r \lambda_i \) is called a total weight.

If a map-germ \( A \in C^\infty(\mathbb{K}^r, \text{Sym}_n) \) is symmetrically quasi-homogeneous with weights \( (\lambda_1, \cdots, \lambda_r) \) and quasi-degrees \( (\delta_1, \cdots, \delta_n) \) in the coordinate system \( (x_1, \cdots, x_r) \) on \( (\mathbb{K}^r, 0) \) then for any \( i, j = 1, \cdots, n \)

\[
dA_{ij}(E_{\lambda}) = \frac{\delta_i + \delta_j}{2} A_{ij}
\]

Thus \( dA(E_{\lambda}) = \left( \frac{1}{2} \text{diag}(\delta_1, \cdots, \delta_n) \right)^T A + A \left( \frac{1}{2} \text{diag}(\delta_1, \cdots, \delta_n) \right) \).

Thus by Lemma 2.27 we obtain the following proposition (see also [2]).

**Proposition 2.12.** If a map-germ \( A \in C^\infty(\mathbb{K}^r, \text{Sym}_n) \) is symmetrically quasi-homogeneous then the Euler vector field \( E_{\lambda} \) belongs to \( LD_A \).

The following proposition is crucial for our considerations.
Proposition 2.13 (Proposition 2.13 in [11]). Let $V$ be a smooth (or $\mathbb{K}$-analytic) vector field-germ on $(\mathbb{K}^r,0)$ which is locally diffeomorphic to a generalized Euler vector field-germ with non-negative weights and positive total weight. If $V$ generates a $C^\infty(\mathbb{K}^r)$-module in $LH$ then any two volume form-germs (which over $\mathbb{K} = \mathbb{R}$ define the same orientation) are $H$-isotopic.

By Proposition 2.13 we prove the following result.

Theorem 2.14. If a smooth (or $\mathbb{K}$-analytic) map-germ $A$, which belongs to $C^\infty(\mathbb{K}^r, \text{Sym}_n)$, is symmetrically quasi-homogeneous then any two germs of volume forms (which over $\mathbb{K} = \mathbb{R}$ define the same orientation) are $D_A$-isotopic.

Proof. By Lemma 2.9 $LDA$ is a $C^\infty(\mathbb{K}^r)$-module. The Euler vector field $E_\lambda$ belongs to $LDA$ and it generates $C^\infty(\mathbb{K}^r)$-module. By Proposition 2.13 any two germs of volume forms (which over $\mathbb{K} = \mathbb{R}$ define the same orientation) are $D_A$-isotopic. □

Let us fix a volume form-germ $\Omega$ at 0 in $\mathbb{K}^r$.

Corollary 2.15. Let $A \in C^\infty(\mathbb{C}^r, \text{Sym}_n)$ be symmetrically quasi-homogeneous. If $B \in C^\infty(\mathbb{C}^r, \text{Sym}_n)$ is $G$-equivalent to $A$ then $B$ is volume-preserving equivalent to $A$.

Proposition 2.16. Let $A \in C^\infty(\mathbb{R}^r, \text{Sym}_n)$ be symmetrically quasi-homogeneous.

If there exists a diffeomorphism-germ $\Phi \in D_A$ reversing the orientation of $\mathbb{R}^r$ then any $B \in C^\infty(\mathbb{R}^r, \text{Sym}_n)$, which is $G$-equivalent to $A$, is volume-preserving equivalent to $A$.

Let us assume that every diffeomorphism-germ $\Phi \in D_A$ preserves the orientation of $\mathbb{R}^r$.

If $B \in C^\infty(\mathbb{R}^r, \text{Sym}_n)$ is orientation-preserving equivalent to $A$ then $B$ is volume-preserving equivalent to $A$.

If $B \in C^\infty(\mathbb{R}^r, \text{Sym}_n)$ is equivalent to $A$ but $B$ is not orientation-preserving equivalent to $A$ then $B$ is volume-preserving equivalent to $\bar{A}$, where

$$\bar{A}(x_1, x_2, \ldots, x_r) = A(-x_1, x_2, \ldots, x_r),$$

and $A, \bar{A}$ are not volume-preserving equivalent.

Proof. First let us assume that there exits a diffeomorphism-germ $\Phi \in D_A$ reversing the orientation of $\mathbb{R}^r$. If $B \in C^\infty(\mathbb{R}^r, \text{Sym}_n)$ is equivalent to $A$ then there exists a diffeomorphism-germ $\Psi : (\mathbb{R}^r, 0) \rightarrow (\mathbb{R}^r, 0)$ and a map-germ $X \in C^\infty(\mathbb{R}^r, \text{GL}_n)$ such that $B \circ \Psi = X^T A X$. Then the pair $(B, \Omega)$ is equivalent to the pair $(A, \Psi^* \Omega)$. If $\Omega$ and $\Psi^* \Omega$ define
different orientations of \( \mathbb{R}^r \) then we pullback \( \Psi^* \Omega \) by the orientation-reversing diffeomorphism-germ \( \Phi \in \mathcal{D}_A \). Thus we may assume that the two volume forms define the same orientation. By Theorem 2.14 we obtain that the pair \((A, \Psi^* \Omega)\) is equivalent to \((A, \Omega)\), which implies that \( B \) and \( A \) are volume-preserving equivalent.

Let us assume that every diffeomorphism-germ \( \Phi \in \mathcal{D}_A \) preserves the orientation of \( \mathbb{R}^r \). If \( B \) is a orientation-preserving equivalent to \( A \) then there exists a orientation-preserving diffeomorphism-germ \( \Psi : (\mathbb{R}^r, 0) \rightarrow (\mathbb{R}^r, 0) \) and a map-germ \( X \in C^\infty(\mathbb{R}^r, \text{GL}_n) \) such that \( B \circ \Psi = X^T A X \). Thus \( \Psi^* \Omega \) and \( \Omega \) define the same orientation. By Theorem 2.14 there exists \( \Phi \in \mathcal{D}_A \) such that \( \Phi^*(\Psi^* \Omega) = \Omega \). Thus \( B \) and \( A \) are volume-preserving equivalent. If there exists a orientation-reversing diffeomorphism-germ \( \Psi : (\mathbb{R}^r, 0) \rightarrow (\mathbb{R}^r, 0) \) and a map-germ \( X \in C^\infty(\mathbb{R}^r, \text{GL}_n) \) such that \( B \circ \Psi = X^T A X \), then \( \Psi^* \Omega \) and \( -\Omega \) define the same orientation. Thus by Theorem 2.14 there exists \( \Phi \in \mathcal{D}_A \) such that \( \Phi^*(\Psi^* \Omega) = -\Omega \). If \( I(x_1, x_2, \cdots, x_r) = (-x_1, x_2, \cdots, x_r) \) then \( I^* \Omega = -\Omega \) and \( \bar{A} \circ I = A \). It implies that \( B \) and \( \bar{A} \) are volume-preserving equivalent.

If \( A \) and \( \bar{A} \) are volume-preserving equivalent then \( \Omega \) and \( -\Omega \) are \( \mathcal{D}_A \)-equivalent, which is impossible since every diffeomorphism-germ \( \Phi \in \mathcal{D}_A \) is orientation-preserving.

\[ \square \]

In general, it is difficult to check if a given map-germ \( A \in C^\infty(\mathbb{K}^r, \text{Sym}_n) \) is symmetrically quasi-homogeneous. In what follows, we provide two useful criteria for that.

If \( LD_A \) does not contain a vector field such that the sum of eigenvalues of the linear part of the vector field is positive, \( A \) cannot be symmetrically quasi-homogeneous. This can be shown as follows: Suppose there exists a diffeomorphism-germ \( \Phi : (\mathbb{K}^r, 0) \rightarrow (\mathbb{K}^r, 0) \) and a map-germ \( X \in C^\infty(\mathbb{K}^r, \text{GL}_n) \) such that \( X^T (A \circ \Phi) X \) is symmetrically quasi-homogeneous. Then, there exists a generalized Euler vector fields \( E \) such that \( E \in LD_{X^T(A \circ \Phi) X} \) holds. By using Lemma 2.10 this implies that \( E \in LD_{A \circ \Phi} \) and thus \( \Phi_* E \in LD_A \) hold. Since \( \Phi_* \) keeps the eigenvalues of the linear part of the vector field \( E \) invariant, the sum of eigenvalues of the linear part of the vector field \( \Phi_* E \) is positive. This proves the claim.

If \( \mathbb{K} = \mathbb{C} \) and a map-germ \( A \) is holomorphic, there exists another useful criterion based on Corollary 1.8 and Corollary 2.1 by Bruce, Goryunov and Zakalyukin [4].
Theorem 2.17. Suppose the map-germ $A$ is holomorphic, symmetrically quasi-homogeneous, has finite $G_e$-codimension and the function-germ $(\det \circ A) : (\mathbb{C}^r, 0) \to (\mathbb{C}, 0)$ has an isolated singularity at the origin. Let $\mu (\det \circ A)$ be the Milnor number of the function-germ at the origin. Then,

$$\mu (\det \circ A) = G_e \text{-codim } (A) - \beta_1 + \beta_0$$

holds where $\beta_j$ ($j = 0, 1$) are the $j$-th Betti numbers of the Koszul complex of the ideal generated by $(n - 1) \times (n - 1)$ minors of $A$.

In this case, $G_e$-codimension of $A$ coincides with the Tjurina number $\tau_V (A)$ defined in [4] where $V = \{ B \in \text{Sym}_n | \det B = 0 \}$. This theorem is a direct consequence of Corollary 1.8 in [4].

There is a characterization of quasi-homogeneous holomorphic function germs by Kyoji Saito [17]. For a holomorphic function germ $f$ with isolated singularities, $f$ is quasi-homogeneous if and only if $\mu (f) = \tau (f)$, where $\mu (f)$ is the Milner number and $\tau (f)$ is the Tjurina number of $f$, respectively. Theorem 2.17 gives a necessary condition for symmetrically quasi-homogeneous symmetric matrix valued map germs similar to the Saito’s characterization of quasi-homogeneous function germs.

3. Simple unimodular singularities

In [3] J. W. Bruce obtained the list of $\mathcal{G}$-simple singularities of families of symmetric matrices. We show that all normal forms in Bruce’s list are symmetrically quasi-homogeneous.

Proposition 3.1. All Bruce’s $\mathcal{G}$-simple singularities of families of symmetric matrices are symmetrically quasi-homogeneous.

Proof. Let $A : (\mathbb{C}^r, 0) \to \text{Sym}_n$ be a $\mathcal{G}$-simple germ of rank 0 at the origin from Bruce’s list (3).

If $r = 1$ then $A = \text{diag}(x^{m_1}, x^{m_2}, \ldots, x^{m_n})$, where $m_1 \leq m_2 \leq \cdots \leq m_n$. Then $A$ is symmetrically quasi-homogeneous with a weight $\lambda_1 = 1$ and quasi-degrees $\delta_i = m_i$ for $i = 1, \cdots, n$.

When the corank of $dA(0)$ is 0 then a normal form of a $\mathcal{G}$-simple germ $A : \mathbb{C}^N \times \mathbb{C}^s \to \text{Sym}_n$ is given by $A_{ij}(x, z) = x_{ij}$ for $i, j = 1, \cdots, n$, where $N = \frac{n(n+1)}{2}$. Then $A$ is symmetrically quasi-homogeneous with weights $\lambda_{ij} = 1$ for $i, j = 1, \cdots, n$, $\lambda_{N+k} = 1$ for $k = 1, \cdots, s$ and quasi-degrees $\delta_i = 1$ for $i = 1, \cdots, n$.

When the corank of $dA(0)$ is 1 there are two cases:

A normal form a $\mathcal{G}$-simple germ $A : \mathbb{C}^{N-1} \times \mathbb{C}^s \to \text{Sym}_n$ given by $A_{ij}(x, z) = x_{ij}$ for $(i, j) \neq (1, 1)$ and $A_{11}(x, z) = \sum_{i=2}^n 2\epsilon_i x_{ii} + f(z)$,
where \( f: (\mathbb{C}^s, 0) \to \mathbb{C} \) is one of Arnold’s \( \mathcal{R} \)-simple germs \( (\mathbb{I}) \). Normal forms of Arnold’s \( \mathcal{R} \)-simple germs are quasi-homogeneous. Let us assume that \( f \) is quasihomogeneous with weights \( w_1, \ldots, w_s \) and the quasi-degree \( \delta \). Then \( A \) is symmetrically quasi-homogeneous with weights \( \lambda_{ij} = \delta \) for \( (i, j) \neq (1, 1) \), \( \lambda_{N-1+k} = w_k \) for \( k = 1, \ldots, s \) and quasi-degrees \( \delta_i = \delta \) for \( i = 1, \ldots, n \).

A normal form a \( \mathcal{G} \)-simple germ \( A: \mathbb{C}^{N-1} \times \mathbb{C}^s \to \text{Sym}_n \) is given by \( A_{ij}(x, z) = x_{ij} \) for \( (i, j) \neq (1, 1) \) and \( A_{11}(x, z) = \sum_{i=2}^{n-1} e_i x_{ii} + f(x_{nn}, z) \), where \( f: (\mathbb{C} \times \mathbb{C}^s, 0) \to \mathbb{C} \) is one of Arnold’s simple germs of functions on manifolds with boundary \( \{(x_{nn}, z)|x_{nn} = 0\} \) \( (\mathbb{I}) \). Normal forms of Arnold’s simple germs of functions on manifolds with boundary are quasi-homogeneous. Let us assume that \( f \) is quasi-homogeneous with weights \( w_0, z_1, \ldots, z_s \) and the quasi-degree \( \delta \). Then \( A \) is symmetrically quasi-homogeneous with weights \( \lambda_{ij} = \delta \) for \( i, j = 1, \ldots, n-1, (i, j) \neq (1, 1) \), \( \lambda_{nn} = w_0 \), \( \lambda_{ni} = \lambda_{in} = 1/2(w_0 + \delta) \) for \( i = 1, \ldots, n-1 \), \( \lambda_{N-1+k} = w_k \) for \( k = 1, \ldots, s \) and quasi-degrees \( \delta_i = \delta \) for \( i = 1, \ldots, n-1 \), \( \delta_n = w_0 \).

The \( \mathcal{G} \)-simple germs \( (\mathbb{C}^r, 0) \to \text{Sym}_n \) for \( r = n = 2, r = 2, n = 3 \) and \( r = 4, n = 3 \) are presented in Tables 1–3. All of them are symmetrically quasi-homogeneous with weights \( \lambda_i \) for \( i = 1, \ldots, r \) and quasi-degrees \( \delta_j \) for \( j = 1, \ldots, n \) presented in the tables.

| BN | normal form | \( \lambda_1 \) | \( \lambda_2 \) | \( \delta_1 \) | \( \delta_2 \) |
|----|-------------|----------------|----------------|----------------|----------------|
| 1  | \( x_1^2 \)  \( x_1^1 \) \( x_1^0 \) \( x_2^l \), \( k \geq 1, l \geq 2 \) | \( k + l \) | 2 | 2k | 2l |
| 2  | \( x_1 \)  \( 0 \) \( x_2^k + x_1^l \), \( k \geq 2 \) | 2 | \( k \) | 2 | 2k |
| 3  | \( x_1 \)  \( 0 \) \( x_1 x_2 + x_2^k \), \( k \geq 2 \) | \( k - 1 \) | 1 | \( k - 1 \) | k |
| 4  | \( x_1 \)  \( x_2^l \) \( x_1 x_2 \), \( k \geq 2 \) | 2k - 1 | 2 | 2k - 1 | 2k + 1 |
| 5  | \( x_2 \)  \( x_2^l \) \( x_1 x_2 \), \( k \geq 2 \) | \( x_2^l \) | 4 | 3 | 4 | 8 |
| 6  | \( x_1 \)  \( 0 \) \( x_1^2 + x_2^3 \) | 6 | 4 | 6 | 12 |

Table 1. \( \mathcal{G} \)-simple singularities \( (\mathbb{C}^2, 0) \to \text{Sym}_2 \). \( \lambda_1, \lambda_2 \) are weights and \( \delta_1, \delta_2 \) are quasi-degrees of symmetrical quasi-homogeneity.
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
BN & normal form & $\lambda_1$ & $\lambda_2$ & $\delta_1$ & $\delta_2$ & $\delta_3$ \\
\hline
1 & \begin{pmatrix} x_2^k x_1 & 0 \\ x_1 & x_2^l & 0 \\ 0 & 0 & x_2 \\ 0 & x_1 & x_2 \end{pmatrix}, k \geq 1, l \geq 2 & k + l & 2k & 2l & 2 \\
2 & \begin{pmatrix} x_1 & x_2 \\ x_2 & 0 & x_2^2 \\ 0 & x_1 & x_2 \\ x_2 & 0 & 0 \end{pmatrix} & 3 & 4 & 2 & 4 & 6 \\
3 & \begin{pmatrix} x_1 & x_2 \\ x_2 & 0 & x_1 x_2 \\ 0 & x_1 & x_2 \end{pmatrix} & 2 & 3 & 1 & 3 & 5 \\
4 & \begin{pmatrix} x_1 & x_2 \\ x_2 & 0 & x_3 \\ 0 & x_1 & 0 \end{pmatrix} & 3 & 5 & 1 & 5 & 9 \\
5 & \begin{pmatrix} 0 & x_2 & x_1 \\ 0 & x_1 & x_2 \\ x_1 & 0 & x_2 \end{pmatrix} & 3 & 2 & 3 & 2 & 4 \\
6 & \begin{pmatrix} 0 & x_2 & x_1 \\ x_2 & 0 & x_2 \\ x_2 & x_1 & 0 \end{pmatrix} & 5 & 3 & 5 & 3 & 7 \\
\hline
\end{tabular}
\caption{$G$-simple singularities ($\mathbb{C}^2, 0$) $\to$ Sym$_3$. $\lambda_1, \lambda_2$ are weights and $\delta_1, \delta_2, \delta_3$ are quasi-degrees of symmetrical quasi-homogeneity.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
BN & normal form & $\lambda_1$ & $\lambda_2$ & $\lambda_3$ & $\lambda_4$ & $\delta_1$ & $\delta_2$ & $\delta_3$ \\
\hline
1 & \begin{pmatrix} x_1 & 0 & x_3 \\ 0 & x_2 + x_1^k & x_4 \\ x_3 & x_4 & -x_2 \end{pmatrix}, k \geq 1 & 2k & 2k & k + 1 & 2k & 2k & 2k \\
2 & \begin{pmatrix} x_1 & x_4 & x_2 \\ x_4 & -x_2 & x_3 \\ x_2 & x_3 & x_4 \end{pmatrix} & 7 & 5 & 4 & 3 & 7 & 5 & 3 \\
3 & \begin{pmatrix} x_1 & x_4 x_3 & x_2 \\ x_4 & -x_2 & x_3 \\ x_2 & x_3 & x_4 \end{pmatrix} & 6 & 4 & 3 & 2 & 6 & 4 & 2 \\
4 & \begin{pmatrix} x_1 & x_4 & x_2 \\ x_4 & -x_2 & x_3 \\ x_2 & x_3 & x_4 \end{pmatrix} & 11 & 7 & 5 & 3 & 11 & 7 & 3 \\
\hline
\end{tabular}
\caption{$G$-simple singularities ($\mathbb{C}^4, 0$) $\to$ Sym$_3$. $\lambda_1, \ldots, \lambda_4$ are weights and $\delta_1, \delta_2, \delta_3$ are quasi-degrees of symmetrical quasi-homogeneity.}
\end{table}
Thus all Bruce’s $G$-simple germs are symmetrically quasi-homogeneous. 

By Proposition 3.1 and Corolary 2.15 we obtain the following proposition.

**Proposition 3.2.** All Bruce’s $G$-simple singularities of families of symmetric matrices are simple unimodular singularities.

4. Classification of map-germs $(\mathbb{R}^r, 0) \to (\text{Sym}_n, O_n)$ of corank at most 1 for $r = 2, n = 2, 3$

In this section we classify map-germs $(\mathbb{R}^r, 0) \to (\text{Sym}_n, O_n)$ of corank at most 1 for the cases $r = 2, n = 2, 3$ of $G$-codimension less than 9, where $O_n$ is the $0 \times 0$ zero matrix. The results of this section are summarized in Table 5 and Table 6.

We first start with classification of 1-jets for $r = 2, n = 2$ of corank at most 1. We denote a coordinate in $\mathbb{R}^2$ as $x = (x_1, x_2)$. Classification for $r = 2, n = 3$ can be done in the same manner and we omit the proof for the case.

For $A: (\mathbb{R}^2, 0) \to (\text{Sym}_2, O_2)$, its 1-jet can be written as $j^1 A = Cx_1 + Dx_2$ where $C, D \in \text{Sym}_2(\mathbb{R})$. By an appropriate action of $\mathcal{H}$, the 1-jet can be transformed into one of the following forms by using the theory of matrix pencil (Theorem 9.2 in [13]):

1. $\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$,
2. $\begin{pmatrix} 0 & 0 \\ 0 & \delta_1 \end{pmatrix} x_1 (\delta = \pm 1)$,
3. $\begin{pmatrix} 0 & 0 \\ 0 & \delta_1 c_1 \end{pmatrix} x_1 + \begin{pmatrix} 0 & 0 \\ 0 & \delta_1 \end{pmatrix} x_2 (c_1 \in \mathbb{R}, \delta_1 = \pm 1)$,
4. $\delta_1 \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} x_1 + \delta_1 \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} x_2 (\delta_1 = \pm 1)$,
5. $\begin{pmatrix} \delta_1 & 0 \\ 0 & \delta_2 \end{pmatrix} x_1, (\delta_1, \delta_2 = \pm 1)$
6. $\delta_1 \begin{pmatrix} 0 & 0 \\ 0 & \delta_2 c_1 \end{pmatrix} x_1 + \begin{pmatrix} 0 & 0 \\ 0 & \delta_2 \end{pmatrix} x_2 (c_1 \in \mathbb{R}, \delta_1, \delta_2 = \pm 1)$,
7. $\delta_1 \begin{pmatrix} 1 & c_1 \\ c_1 & 0 \end{pmatrix} x_1 + \delta_1 \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} x_2 (c_1 \in \mathbb{R}, \delta_1 = \pm 1)$,
8. $\delta_1 c_1 \begin{pmatrix} 0 & 0 \\ 0 & \delta_2 c_2 \end{pmatrix} x_1 + \delta_1 \begin{pmatrix} 0 & 0 \\ \delta_1 & 0 \end{pmatrix} x_2 (c_1, c_2 \in \mathbb{R}, \delta_1, \delta_2 = \pm 1)$,
9. $\begin{pmatrix} c_1 & c_2 \\ c_2 & -c_1 \end{pmatrix} x_1 + \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} x_2 (c_1, c_2 \in \mathbb{R}, c_1 \neq 0)$
By changing coordinate system in $\mathbb{R}^2$, the above 9 cases can be reduced to the 6 cases in Table 4. The $\mathcal{K}^2_+$-type of $j^2 \det A$ and the rank of $dA$

| class num | $j^4 A$ | $j^2 \det A$ | rank $dA (0)$ |
|-----------|---------|---------------|---------------|
| 1         | $\begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$ | 0             | 0             |
| 2         | $\begin{pmatrix} x_2 & x_1 \\ x_1 & 0 \end{pmatrix}$ | $-x_1^2$      | 2             |
| 3         | $\begin{pmatrix} x_1 & 0 \\ 0 & x_2 \end{pmatrix}$ | $x_1 x_2$     | 2             |
| 4         | $\begin{pmatrix} x_1 & 0 \\ 0 & \pm x_1 \end{pmatrix}$ | $\pm x_1^2$   | 1             |
| 5         | $\begin{pmatrix} x_1 & x_2 \\ x_2 & -x_1 \end{pmatrix}$ | $-x_1^2 - x_2^2$ | 2             |

Table 4. List of representatives of $j^4 A$ relative to $\mathcal{G}^1$ along with $j^2 \det A$ and rank $dA (0)$.

at the origin are invariant under $\mathcal{G}$-equivalence and thus the 6 classes in Table 4 are distinct classes relative to $\mathcal{G}^1$-equivalence. Here, we say that two function germs $f, g : (\mathbb{R}^n, 0) \to (\mathbb{R}, 0)$ are $\mathcal{K}_+$-equivalent if there exist a diffeomorphism germ $\phi : (\mathbb{R}^n, 0) \to (\mathbb{R}^n, 0)$ and a function germ $\lambda : (\mathbb{R}^n, 0) \to \mathbb{R}$ with $\lambda(0) > 0$ such that $f \circ \phi(x) = \lambda(x) g(x)$ for any $x \in (\mathbb{R}, 0)$. Next, we investigate the higher jets for each class by using the complete transversal theorem [5] up to $\mathcal{G}_c$-codimension 8 of corank at most 1. Since map germs in Class 1 has corank 2, we investigate the other 5 cases in what follows. The results are summarized in Table 5, where BN means the numbers of the normal forms in Theorem 1.1 (4) in [3] (see Table 4).

We illustrate our classification procedure in case of Class 2. The other 4 classes can be handled similarly and we omit the proof. In case of Class 2, any representative of 2-jets relative to $\mathcal{G}^2$ can be written as

$$j^2 A_c = \begin{pmatrix} x_1 \\ c_1 x_1^2 \\ c_1 x_2^2 + c_3 x_1 x_2 + c_4 x_1^2 \end{pmatrix}$$

by using the complete transversal theorem [5], where $c_1, c_2, c_3, c_4 \in \mathbb{R}$. In what follows, we write $c = (c_1, \cdots, c_4)$. Next, we use Mather’s lemma [16] to normalize the 2-jet. First, let us decompose the 4-dimensional parameter space into semi-algebraic sets such that the dimension of $T_{j^2 A_c} \mathcal{G}^2 \cdot j^2 A_c$ is constant in each semi-algebraic set, which is
Table 5. $G$-singularities $(\mathbb{R}^2,0) \to \text{Sym}_2$ of $G_e$-codimension less than 9 and corank at most 1 where one of the $\pm$ coincides if $\ell_1$ or $\ell_2$ or both odd in the class 5. BN is a corresponding number in Table 1.

| #  | normal form                                      | range | $G_e$-cod | corank | BN |
|----|--------------------------------------------------|-------|-----------|--------|----|
| 1  | $(x_1 \ 0 \ 0 \ x_2)$                           |       | 1         | 0      |    |
| 2  | $(x_1 \ x_2 \ x_2 \ -x_1)$                      |       | 1         | 0      |    |
| 3  | $(x_1 \ x_2 \ x_2 \ \pm x_1^\ell)$             | $\ell \geq 2$ | $\ell$ | 0      | 1  |
| 4  | $(x_1 \ x_2^\ell \ x_2 \ x_1)$                  | $\ell \geq 2$ | $2\ell - 1$ | 1      | 1  |
| 5  | $(\pm x_2, x_1 \ x_1 \ \pm x_1^\ell)$          | $\ell_1 \geq \ell_2 \geq 2$ | $\ell_1 + \ell_2 - 1$ | 1      | 1  |
| 6  | $(x_1 \ x_2^\ell \ x_2 \ x_1^\ell \ x_1^\ell)$ | $\ell \geq 2$ | $\ell + 2$ | 1      | 2  |
| 7  | $(x_1 \ 0 \ 0 \ \pm x_2 \pm x_1^\ell)$        | $\ell \geq 2$ | $\ell + 3$ | 2      | 1  |
| 8  | $(x_1 \ 0 \ 0 \ x_1 x_2 \ \pm x_1^\ell)$      | $\ell \geq 3$ | $2\ell$ | 1      | 3  |
| 9  | $(x_1 \ x_2^\ell \ x_2^\ell \ x_1 x_2)$        | $\ell \geq 2$ | $2\ell + 1$ | 1      | 4  |
| 10 | $(x_1 \ 0 \ 0 \ x_1 x_2 \pm x_3^2)$            |       | 7         | 1      | 6  |

4.1. **Class 2-1.** The semi-algebraic set defined by $c_2 (-c_3^2 + 4c_2c_4) \neq 0$ consists of 4 connected components and we can pick up representatives $c = (0, \pm 1, 0, \pm 1)$ from the 4 connected components. The corresponding 2-jets are $(x_1 \ 0 \ 0 \ \pm x_2^2 \pm x_1^2)$.
### Table 6. $G$-singularities ($\mathbb{R}^2, 0$) $\rightarrow \text{Sym}_3$ of $G_e$-codimension less than 9. In this case, the corank of all the singularities is 0 at the origin. BN is a corresponding number in Table 2.

| # | normal form | range | $G_e$-cod | BN |
|---|-------------|-------|------------|----|
| 1 | $\begin{pmatrix} x_1 & 0 & 0 \\ 0 & x_2 & 0 \\ 0 & 0 & x_1 - x_2 \end{pmatrix}$ | 4 | 1 |
| 2 | $\begin{pmatrix} x_1 & 0 & 0 \\ 0 & x_2 & 0 \\ 0 & 0 & \pm (x_1 + x_2) \end{pmatrix}$ | 4 | 1 |
| 3 | $\begin{pmatrix} \pm x_1 & 0 & 0 \\ 0 & x_1 & x_2 \\ 0 & x_2 & -x_1 \end{pmatrix}$ | $\ell_1 \geq \ell_2 \geq 1$ | $\ell_1 + \ell_2 + 2$ | 1 |
| 4 | $\begin{pmatrix} x_1 & \pm x_2 \ell_2 & 0 \\ x_2 & x_1 & 0 \\ 0 & 0 & \pm x_2 \ell_2 \end{pmatrix}$ | $\ell_1 \geq \ell_2 \geq 1$ | $\ell_1 + \ell_2 + 2$ | 1 |
| 5 | $\begin{pmatrix} x_1 & x_2 \ell_2 & 0 \\ x_2 & x_1 & 0 \\ 0 & 0 & \pm x_2 \ell_2 \end{pmatrix}$ | $\ell \geq 2$ | $2\ell + 2$ | 1 |
| 6 | $\begin{pmatrix} x_2 & x_1 & 0 \\ x_1 & 0 & \pm x_2^2 \\ 0 & x_2 & x_1 \end{pmatrix}$ | 6 | 2 |
| 7 | $\begin{pmatrix} x_2 & x_1 & 0 \\ x_1 & 0 & x_1 x_2 \\ 0 & x_2 & x_1 \end{pmatrix}$ | 7 | 3 |
| 8 | $\begin{pmatrix} x_1 & \pm x_2^2 & 0 \\ 0 & 0 & x_1 \end{pmatrix}$ | 7 | 5 |
| 9 | $\begin{pmatrix} x_2 & x_1 & 0 \\ x_1 & 0 & x_3^2 \\ 0 & x_2 & x_1 \end{pmatrix}$ | 8 | 4 |
| 10 | $\begin{pmatrix} x_1 & 0 & x_2^2 \\ 0 & x_2^2 & x_1 \end{pmatrix}$ | 8 | 6 |

#### 4.2. Class 2-2. The semi-algebraic set defined by $-c_3^2 + 4c_2c_4 = 0, c_2 \neq 0$ or $c_2 = 0, c_1c_3 \neq 0$ consists of 6 connected components and we can pick up representatives $c = (0, \pm 1, 0, 0)$ and $c = (\pm 1, 0, \pm 1, 0)$ from the
6 connected components. The corresponding 2-jets are \( \begin{pmatrix} x_1 & 0 \\ 0 & \pm x_2^2 \end{pmatrix} \) and 
\( \begin{pmatrix} x_1 & \pm x_2^2 \\ \pm x_2^2 & \pm x_1 x_2 \end{pmatrix} \). In the latter case, if the sign in front of \( x_2^2 \) is negative, we can multiply \( \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \) from both sides to get \( \begin{pmatrix} x_1 & x_2^2 \\ x_2 & \pm x_1 x_2 \end{pmatrix} \). By changing the sign of \( x_2 \) if necessary, we get \( \begin{pmatrix} x_1 & x_2^2 \\ x_2 & x_1 x_2 \end{pmatrix} \).

4.3. **Class 2-3.** In the same manner as above, we get the representatives \( \begin{pmatrix} x_1 & 0 \\ 0 & x_1 x_2 \end{pmatrix} \) and \( \begin{pmatrix} x_1 & x_2^2 \\ x_2 & x_1 \end{pmatrix} \).

4.4. **Class 2-4.** In the same manner as above, we get the representatives \( \begin{pmatrix} x_1 & 0 \\ 0 & x_1^2 \end{pmatrix} \) and \( \begin{pmatrix} x_1 & x_2^2 \\ x_2 & 0 \end{pmatrix} \).

4.5. **Class 2-5.** In this case, all the coefficients are zero and the 2-jet is \( \begin{pmatrix} x_1 & 0 \\ 0 & 0 \end{pmatrix} \).

The results are summarized in Table 8. We continue classification of higher jets for each case and stop either a given \( k \)-jet is \( k \)-determined or the lower bound of the \( G_c \)-codimension of map-germs having a given \( k \)-jet is larger than the prescribed value of \( G_c \)-codimension (8 in the current situation). For the detail of the estimation, see [18].

4.6. **Key Theorem for Real Classification.** In this section, we would like to introduce a key theorem for classification in real. This
table 8. Representatives of 2-jets in Class 2.

| class num | representative | \( \mathcal{G} \)-codim |
|-----------|---------------|----------------------|
| 2-1-1     | \[ x_1 \begin{pmatrix} 0 & 0 \\ 0 & \pm x_1^2 \pm x_1^2 \end{pmatrix} \] | 11 |
| 2-2-1     | \[ x_1 \begin{pmatrix} 0 & 0 \\ 0 & \pm x_2^2 \end{pmatrix} \] | 10 |
| 2-2-2     | \[ x_1, x_2^2, x_1x_2 \] | 10 |
| 2-3-1     | \[ x_1, 0 \] | 9 |
| 2-3-2     | \[ x_1, x_2^2, 0 \] | 9 |
| 2-4-1     | \[ x_1, 0 \] | 8 |
| 2-4-2     | \[ x_1, x_2^2, 0 \] | 8 |
| 2-5       | \[ x_1, 0 \] | 7 |

Theorem 4.1. If \( A, B : (\mathbb{R}^r, 0) \rightarrow (\text{Sym}_n, O_n) \) are \( \mathcal{G} \)-equivalent, then \( S^{(n_1, n_2, n_3)} (A) \) and \( S^{(n_1, n_2, n_3)} (B) \) are diffeomorphic for all \( n_1, n_2, n_3 \in \mathbb{N} \).
5. Unimodular normal forms of map-germs
$$(\mathbb{R}^r, 0) \to (\text{Sym}_n, O_n)$$ for $r = 2, n = 2, 3$

Unimodular normal forms for families of symmetric matrices, which belong to $C^\infty(\mathbb{R}^2, \text{Sym}_n)$, are presented in Table 9. It is easy to check that all real normal forms in Table 5 are symmetrically quasi-homogeneous with weights $\lambda_1, \lambda_2$ presented in Table 9. By Proposition 2.16 we show that only real singularities 8-10 in Table 5 split into two different unimodular singularities.

Let $\Omega = dx_1 \wedge dx_2$ be a volume form-germ on $\mathbb{R}^2$. In Table 10 we present orientation-reversing diffeomorphism-germs $\Phi : (\mathbb{R}^2, 0) \to (\mathbb{R}^2, 0)$ that belong to $\mathcal{D}_A$ for the following $A : (\mathbb{R}^2, 0) \to (\text{Sym}_2, O_2)$ i.e. $\Phi^*\Omega = -\Omega$ and $A = X^T(A \circ \Phi)X$ for the following $X \in C^\infty(\mathbb{R}^2, \text{GL}_2)$.

Now we show that if $\Phi \in \mathcal{D}_A$ then $\Phi$ preserves the orientation of $\mathbb{R}^2$ for $A$ in rows 8-10 in Table 5. Let $A = \begin{pmatrix} x_1 & 0 \\ 0 & x_1x_2 \pm x_1^3 \end{pmatrix}$ and $\Phi = (\Phi_1, \Phi_2) : (\mathbb{R}^2, 0) \to (\mathbb{R}^2, 0)$ be a diffeomorphism-germ such that

\begin{equation}
B := A \circ \Phi - X^TAX = 0
\end{equation}

for some $X \in C^\infty(\mathbb{R}^2, \text{GL}_2)$. It is easy to see that $\frac{\partial B}{\partial x_2} |_{0} = \frac{\partial \Phi_2}{\partial x_2} |_{0} = 0$ and $\frac{\partial B}{\partial x_1} |_{0} = -(X_{1,2}(0))^2 = 0$. It implies that $\frac{\partial^2 B_{xx}}{\partial x_1 \partial x_2} |_{0} = \frac{\partial \Phi_1}{\partial x_1} |_{0} \frac{\partial \Phi_2}{\partial x_2} |_{0} - (X_{22}(0))^2 = 0$. Thus $\det d\Phi |_{0}$ is positive. In the same way we prove that any $\Phi \in \mathcal{D}_A$ for $A = \begin{pmatrix} x_1 & x_1^3 \\ x_2 & x_1x_2 \end{pmatrix}$ preserves the orientation. For
Table 9. Unimodular singularities \((\mathbb{R}^2, 0) \to \text{Sym}_2\).
\(\lambda_1, \lambda_2\) are weights of symmetrical quasi-homogeneity.

$A = \begin{pmatrix} x_1 & 0 & 0 \\ 0 & \pm x_1^2 + x_2^3 & 0 \\ 0 & 0 & \pm x_2^3 + x_1^3 \end{pmatrix}$ we proceed in the similar way. By $\frac{\partial B_{11}}{\partial x_i}|_0 = 0$, $\frac{\partial B_{12}}{\partial x_2}|_0 = 0$ and $\frac{\partial B_{22}}{\partial x_3}|_0 = 0$ we obtain that $\det d\Phi|_0$ is positive.

Unimodular normal forms for families of symmetric matrices, which belong to $C^\infty(\mathbb{R}^2, \text{Sym}_3, O_3)$, are presented in Table 12. It is easy to check that all real normal forms in Table 6 are symmetrically quasi-homogeneous with weights $\lambda_1, \lambda_2$ presented in Table 12. By Proposition 2.16 we show that only real singularities 5 and 7-10 in Table 6 split into two different unimodular singularities. Let $\Omega = dx_1 \wedge dx_2$ be a volume form-germ on $\mathbb{R}^2$. In Table 11 we present orientation-reversing diffeomorphism-germs $\Phi : (\mathbb{R}^2, 0) \to (\mathbb{R}^2, 0)$ that belong to $D_A$ for the following $A : (\mathbb{R}^2, 0) \to (\text{Sym}_3, O_3)$ i.e. $\Phi^*\Omega = -\Omega$ and $A = X^T(A \circ \Phi)X$ for the following $X \in C^\infty(\mathbb{R}^2, \text{GL}_3)$. 

| # | normal form | range | $G_c$-cod | $\lambda_1$ | $\lambda_2$ |
|---|------------|-------|-------------|--------------|--------------|
| 1 | (x₁ 0) | (0 x₂) | 1 | 1 | 1 |
| 2 | (x₁ x₂) | (x₂ -x₁) | 1 | 1 | 1 |
| 3 | (x₁ x₂) | (x₂ ±x₁) | $\ell \geq 2$ | $\ell$ | $\ell + 1$ |
| 4 | (x₁ x₁ x₂) | (x₂ x₁) | $\ell \geq 2$ | $2\ell - 1$ | $\ell$ |
| 5 | (±x₁ x₂) | (x₁ ±x₁ x₂) | $\ell_1 \geq \ell_2 \geq 2$ | $\ell_1 + \ell_2 - 1$ | $\ell_1 + \ell_2$ |
| 6 | (x₁ x₁ x₂) | (x₂ ±x₁) | 6 | 4 | 3 |
| 7 | (x₁ 0) | (0 ±x₂ ± x₁) | $\ell \geq 2$ | $\ell + 2$ | 2 | $\ell$ |
| 8± | (x₁ 0) | (0 ±x₁ x₂ ± x₁) | $\ell \geq 3$ | $2\ell$ | 1 | $\ell - 1$ |
| 9+ | (x₁ x₂) | (x₂ x₁ x₂) | $\ell \geq 2$ | $2\ell + 1$ | $2\ell - 1$ |
| 9− | (x₁ x₂) | (x₂ ±x₁ x₂) | $\ell \geq 2$ | $2\ell + 1$ | $2\ell - 1$ |
| 10± | (x₁ 0) | (0 ±x₁ x₂ ± x₁) | 7 | 3 | 2 |
\[
\begin{array}{cccc}
\# & A(x_1, x_2) & \Phi(x_1, x_2) & X(x_1, x_2) \\
1 & \begin{pmatrix} x_1 & 0 \\ 0 & x_2 \end{pmatrix} & (x_2, x_1) & \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \\
2 & \begin{pmatrix} x_1 & x_2 \\ x_2 & -x_1 \end{pmatrix} & (-x_1, x_2) & \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \\
3 & \begin{pmatrix} x_1 & x_2 \\ x_2 & \pm x_1^\ell \end{pmatrix} & (x_1, -x_2) & \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \\
4 & \begin{pmatrix} x_1 & x_2^\ell \\ x_2^\ell & x_1 \end{pmatrix} & (x_1, -x_2) & \begin{pmatrix} (-1)^\ell & 0 \\ 0 & 1 \end{pmatrix} \\
5 & \begin{pmatrix} \pm x_1^\ell_1 & x_1 \\ x_1 & \pm x_1^\ell_2 \end{pmatrix} & (-x_1, x_2) & \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \\
6 & \begin{pmatrix} x_1 & x_2 \ell_1 \\ x_2 \ell_1 & \pm x_1^\ell_2 \end{pmatrix} & (x_1, -x_2) & \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \\
7 & \begin{pmatrix} x_1 & 0 \\ 0 & \pm x_2^\ell_2 \pm x_1^\ell_1 \end{pmatrix} & (x_1, -x_2) & \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\end{array}
\]

**Table 10.** Orientation-reversing diffeomorphism-germs
\[\Phi \in D_A\] for \[A : (\mathbb{R}^2, 0) \to (\text{Sym}_2, O_2)\].

\[
\begin{array}{cccc}
\# & A(x_1, x_2) & \Phi(x_1, x_2) & X(x_1, x_2) \\
1 & \begin{pmatrix} x_1 & 0 & 0 \\ 0 & x_2 & 0 \\ 0 & 0 & x_1 - x_2 \end{pmatrix} & (x_1, x_1 - x_2) & \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \\
2 & \begin{pmatrix} x_1 & 0 & 0 \\ 0 & x_2 & 0 \\ 0 & 0 & \pm (x_1 + x_2) \end{pmatrix} & (x_2, x_1) & \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \\
3 & \begin{pmatrix} \pm x_1 & 0 & 0 \\ 0 & x_1 & x_2 \\ 0 & x_2 & -x_1 \end{pmatrix} & (x_1, -x_2) & \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \\
4 & \begin{pmatrix} \pm x_2^\ell_1 & x_1 & 0 \\ x_1 & \pm x_2^\ell_2 & 0 \\ 0 & 0 & x_2 \end{pmatrix} & (-x_1, x_2) & \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \\
6 & \begin{pmatrix} 0 & x_2 & x_1 \\ x_2 & x_1 & 0 \\ x_1 & 0 & \pm x_2^2 \end{pmatrix} & (x_1, -x_2) & \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}
\end{array}
\]

**Table 11.** Orientation-reversing diffeomorphism-germs
\[\Phi \in D_A\] for \[A : (\mathbb{R}^2, 0) \to (\text{Sym}_3, O_3)\].
Now we show that if $\Phi \in D_A$ then $\Phi$ preserves the orientation of $\mathbb{R}^2$ for

$$A = \begin{pmatrix}
x_1 & x_1' & 0 \\
x_2' & x_2 & 0 \\
0 & 0 & x_2 \\
\end{pmatrix}$$

(see row 5 in Table 5). Let $\Phi = (\Phi_1, \Phi_2) : (\mathbb{R}^2, 0) \to (\mathbb{R}^2, 0)$ be a diffeomorphism-germ such that

$$C := A \circ \Phi - X^T A X = 0$$

for some $X \in C^\infty(\mathbb{R}^2, \text{GL}_2)$. From (5.2) it is easy to see that

$$\partial C_{12} \bigg|_0 = -X_{31}(0)X_{32}(0) = 0,$$

$$\partial C_{13} \bigg|_0 = -X_{31}(0)X_{33}(0) = 0,$$

$$\partial C_{23} \bigg|_0 = -X_{32}(0)X_{33}(0) = 0,$$

$$\partial C_{11} \bigg|_0 = \frac{\partial \Phi_1}{\partial x_2} \bigg|_0 - (X_{31}(0))^2 = 0,$$

$$\partial C_{33} \bigg|_0 = \frac{\partial \Phi_2}{\partial x_2} \bigg|_0 - (X_{33}(0))^2 = 0,$$

$$\partial C_{22} \bigg|_0 = \frac{\partial \Phi_1}{\partial x_2} \bigg|_0 - (X_{32}(0))^2 = 0,$$

(5.9)

$$\frac{\partial C_{11}}{\partial x_1} \bigg|_0 = \frac{\partial \Phi_1}{\partial x_1} \bigg|_0 - (X_{11}(0))^2 - (X_{21}(0))^2 = 0.$$

(5.3)-(5.5) imply that $X_{31}(0) = X_{32}(0) = 0$ or $X_{31}(0) = X_{33}(0) = 0$ or $X_{32}(0) = X_{33}(0) = 0$. But if $X_{31}(0) = X_{33}(0) = 0$ or $X_{32}(0) = X_{33}(0) = 0$ then by (5.6)-(5.8) we obtain that $\det d\Phi \big|_0 = 0$, which is impossible. If $X_{31}(0) = X_{32}(0) = 0$ then by (5.6)-(5.9) we have that $\det d\Phi \big|_0 = ((X_{11}(0))^2 + (X_{21}(0))^2)(X_{33}(0))^2$. Thus $\det d\Phi \big|_0$ is positive. In the similar way one can prove that any $\Phi \in D_A$ preserves the orientation for $A$ presented in rows 7-10 in Table 6.

6. EXAMPLES FOR NON SYMMETRICALLY QUASI-HOMOGENEOUS MAP-GERMS

In this section, we provide some examples of map-germs $(\mathbb{R}^r, 0) \to (\text{Sym}_n, O_n)$ that are not symmetrically quasi-homogeneous. A natural candidate for such a map-germ is a non-simple map-germ at the boundary of the set of simple map-germs in Table 5 and Table 6. The most generic non-simple map-germs appearing in Class 2-4-1 in Table 8 are...
bi-modal map-germs of stratum codimension 8. It is too complicated to show the whole parameter families and thus we pick up some of them to give illustrative examples.

\[
A_{\alpha,\beta}(x) = \begin{pmatrix} x_1^3 & x_2^2 \\ x_2^3 & \delta x_1^2 + \alpha x_1 x_2 + \beta x_2^4 \end{pmatrix}
\]
where \( \delta = \pm 1 \) and \( \alpha, \beta \in \mathbb{R} \) are moduli parameters satisfying \( \alpha^3 \beta^2 + 4\alpha^4 - 4\delta \alpha \beta^3 - 18\delta \alpha^2 \beta - 27\alpha \neq 0 \),

\[
A_{\beta}(x) = \begin{pmatrix} x_1 & 0 \\ 0 & \delta x_1^2 \pm 2x_1 x_2 + \beta x_2^4 \end{pmatrix}
\]

where \( \delta = \pm 1 \) and \( \beta \in \mathbb{R} \) is a moduli parameter satisfying \( \beta \neq \delta \), and

\[
A_{2,1}(x) = \begin{pmatrix} x_1 & 0 \\ 0 & d_1 (x_1 + d_2 x_2^2)^2 + x_2^5 \end{pmatrix}
\]

where \( d_i = \pm 1 \). They have the modality 2, \( G_e \)-codimension 10 and is adjacent to Class #10 in Table 5.

\( A_{\alpha,\beta} \) and \( A_{\beta} \) are non-simple but symmetrically quasi-homogeneous with weights \( \lambda_1 = 2 \) and \( \lambda_2 = 1 \). \( A_{2,1} \) is not symmetrically quasi-homogeneous. This can be shown as follows. The Lie algebra \( LD_{A_{2,1}} \) of the isotropy group \( D_{A_{2,1}} \) has the following form

\[
LD_{A_{2,1}} = \langle (16d_1 x_1 x_2 + 25x_1 x_2^2) \frac{\partial}{\partial x_1} + (2d_1 d_2 x_1 + 10d_1 x_2^2 + 10x_2^3) \frac{\partial}{\partial x_2}, \\
(5x_1^2 + d_2 x_1 x_2^2) \frac{\partial}{\partial x_1} + 2x_1 x_2 \frac{\partial}{\partial x_2} \rangle_{C^\infty(\mathbb{R}^2, \mathbb{R})}
\]

modulo \( \langle x_1, x_2 \rangle^\infty \). Note that both of the generators have nilpotent linear parts. Since the eigenvalues of a linearized vector field are invariant under the action of \( D \), \( LD_{A_{2,1}} \) cannot contain a generalized Euler vector field with a positive total weight. This proves that \( A_{2,1} \) is not symmetrically quasi-homogeneous.

Note that the condition that a map-germ being symmetrically quasi-homogeneous is stronger than one that each component of the map-germ is quasi-homogeneous. One such example is

\[
A_h = \begin{pmatrix} x_1^3 & x_1^2 x_2 + x_2^3 \\ x_2^3 x_1 + x_2^3 & x_2^5 \end{pmatrix},
\]

whose components are homogeneous polynomial with respect to \( x_1 \) and \( x_2 \). Its Lie algebra \( LD_{A_h} \) of the isotropy group \( D_{A_h} \) has the following
form

\begin{align}
LD_{A_h} &= \left( (x_1^2 + 3x_1x_2^3) \frac{\partial}{\partial x_1} + (3x_1x_2 + x_2^4) \frac{\partial}{\partial x_2}, \\
&\quad (x_1x_2^2 + 9x_1^2x_2^3) \frac{\partial}{\partial x_1} + (8x_1^2x_2 + 3x_1^3 + 3x_1x_2^4) \frac{\partial}{\partial x_2}, \\
&\quad (117x_1^3x_2 - 7x_1^4x_2^2 + 192x_1^2x_2^4 + 60x_2^6 + 56x_1x_2^7) \frac{\partial}{\partial x_1} \\
&\quad + (36x_1^4 + 171x_1^2x_2^2 - 21x_1^3x_2^3 + 156x_1x_2^5) \frac{\partial}{\partial x_2}, \\
&\quad (45x_1^4 - 95x_1^2x_2^4 + 114x_1^2x_2^2 + 120x_2^7) \frac{\partial}{\partial x_1} \\
&\quad + (135x_2^5 - 69x_1^3x_2 + 222x_1x_2^6 + 112x_1x_2^8) \frac{\partial}{\partial x_2} \right)_{C^\infty(\mathbb{R}^2, \mathbb{R})}
\end{align}

modulo \langle x_1, x_2 \rangle^\infty. \ Note that both of the generators have nilpotent linear parts and thus \( A_h \) is not symmetrically quasi-homogeneous.

For a non symmetrically quasi-homogeneous map-germ, we can get a unimodular classification as follows. To demonstrate it, let us consider \( D_{A_{2,1}} \) as an example. First, let us classify \( \text{Vol} \) by the action of \( D_{A_{2,1}} \). If \( \Omega \) is a volume form-germ and \( V \) is a vector field-germ then \( d(V|\Omega) = (\text{div}V)\Omega \). Thus the set of infinitesimal actions of \( D_{A_{2,1}} \) to a volume form-germ \( \Omega \) is

\begin{equation}
TD_{A_{2,1}}(\Omega) = \{ (\text{div}V)\Omega \mid V \in LD_{A_{0,1}} \}.
\end{equation}

This set is a vector subspace of \( \Lambda^2 \) over \( \mathbb{R} \). Its quotient vector space becomes

\begin{equation}
\frac{\Lambda^2}{TD_{A_{2,1}}(\Omega)} = (1)_{\mathbb{R}}
\end{equation}

modulo \( \langle x_1, x_2 \rangle^\infty \). This can be shown as follows. By fixing the standard volume form \( dx_1 \wedge dx_2 \), we get the isomorphism \( \Lambda^r \cong C^\infty(\mathbb{R}^2, \mathbb{R}) \) by identifying \( f(x) \, dx_1 \wedge dx_2 \) with \( f(x) \). In what follows, we identify the two through the isomorphism. First note that

\begin{equation}
TD_{A_{2,1}}(\Omega) =
\left\{ (16x_1x_2 + 25x_1x_2^2) \frac{\partial f_1}{\partial x_1} + 2(x_1 + 5x_2^2 + 5x_2^3) \frac{\partial f_1}{\partial x_2} + (36x_2 + 55x_2^2) f_1, \\
(5x_1^2 + x_1x_2^2) \frac{\partial f_2}{\partial x_1} + (2x_1x_2) \frac{\partial f_2}{\partial x_2} + (12x_1 + x_2^3) f_2 \mid f_1, f_2 \in C^\infty(\mathbb{R}^2, \mathbb{R}) \right\}
\end{equation}
modulo $\langle x_1, x_2 \rangle^\infty$. In what follows, we show $\frac{\Lambda^2}{TD_{A_{2,1}}(\Omega)} = \langle 1 \rangle_\mathbb{R}$ modulo $\langle x_1, x_2 \rangle^\ell$ inductively for $\ell \in \mathbb{N}$. If we set $f_1 = c_1$ and $f_2 = c_2$ in Eq. (6.9) where $c_i \in \mathbb{R}$, we get $36c_1x_2, 12c_2x_1 \in TD_{A_{2,1}}(\Omega)$ modulo $\langle x_1, x_2 \rangle^2$. This implies that $\frac{\Lambda^2}{TD_{A_{2,1}}(\Omega)} = \langle 1 \rangle_\mathbb{R}$ modulo $\langle x_1, x_2 \rangle^2$. Let us assume $\Lambda^2_{TD_{A_{2,1}}(\Omega)} \in \langle 1 \rangle_\mathbb{R}$ modulo $\langle x_1, x_2 \rangle^\ell$ for $\ell \geq 2$ and we show this holds modulo $\langle x_1, x_2 \rangle^{\ell+1}$. To show that, note that

$$
\frac{\Lambda^2}{TD_{A_{2,1}}(\Omega)} = \langle 1 \rangle_\mathbb{R} \quad \text{modulo} \quad \langle x_1, x_2 \rangle^{\ell+1}.
$$

holds for any $f_3 \in TD_{A_{2,1}}(\Omega)$. By setting $f_3(x) = x_2^\ell / (\ell (\ell - 1) + 24\ell)$, we get $x_2^3 \in TD_{A_{2,1}}(\Omega)$ modulo $\langle x_1, x_2 \rangle^{\ell+1}$. If $f_2(x) = \frac{1}{2j(\ell + 1)} x_2^{\ell - j}$, then we get $x_2^{j} \in TD_{A_{2,1}}(\Omega)$ modulo $\langle x_1, x_2 \rangle^{\ell+1}$. This proves the claim.

This means that two volume form-germs $\Omega_0$ and $\Omega_1$ are formally $LD_{A_{2,1}}$-equivalent if and only if $\Omega_0(0) = \Omega_1(0)$ holds where $\Omega_0(0)$ is a value of $\Omega_0$ at the origin. By Theorem 2.8, if the two volume form-germs are $LD_{A_{2,1}}$-equivalent, they are $D_{A_{2,1}}$-isotopic. Therefore, any $\Omega \in Vol$ is formally $D_{A_{2,1}}$-isotopic to $\gamma^{-1} dx_1 \wedge dx_2$ where $\gamma \neq 0$ is a moduli parameter.

This means that formally

$$
A_{2,1}(x) = \begin{pmatrix}
x_1 & 0 \\
0 & (\gamma x_1 + x_2^2)^2 + x_2^5
\end{pmatrix},
$$

is a tri-modal map-germ relative to volume-preserving equivalence.

7. Conclusion

We have introduced the volume-preserving equivalence among symmetric matrix-valued map-germs which is the unimodular version of Bruce’s $G$-equivalence. The key concept to deduce unimodular classification out of classification relative to $G$-equivalence is symmetrical quasi-homogeneity. If a $G$-equivalence class contains a symmetrically quasi-homogeneous representative, the class coincides with that relative
to the volume-preserving equivalence (up to orientation reversing diffeomorphism in case if the ground field is real). By using that we have shown that all the simple classes relative to \( \mathcal{G} \)-equivalence in Bruce’s list coincides with those relative to the volume preserving equivalence. Then, we have classified symmetric matrix-valued map-germs \((\mathbb{R}^r, 0) \to (\text{Sym}_n, O_n)\) of corank at most 1 for the cases \( r = 2, n = 2, 3 \) and of \( \mathcal{G}_e \)-codimension less than 9 and we have shown some of the normal forms split into two different unimodular singularities. We have provided several examples to illustrate that non simplicity does not imply non symmetrical quasi-homogeneity and the condition that a map-germ is symmetrically quasi-homogeneous is stronger than one that each component of the map-germ is quasi-homogeneous. We have also presented an example of non symmetrically quasi-homogeneous normal form relative to \( \mathcal{G} \) and its corresponding formal unimodular normal form.
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