Wavefront sensorless adaptive optics optical coherence tomography for \textit{in vivo} retinal imaging in mice
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Abstract: We present wavefront sensorless adaptive optics (WSAO) Fourier domain optical coherence tomography (FD-OCT) for \textit{in vivo} small animal retinal imaging. WSAO is attractive especially for mouse retinal imaging because it simplifies optical design and eliminates the need for wavefront sensing, which is difficult in the small animal eye. GPU accelerated processing of the OCT data permitted real-time extraction of image quality metrics (intensity) for arbitrarily selected retinal layers to be optimized. Modal control of a commercially available segmented deformable mirror (IrisAO Inc.) provided rapid convergence using a sequential search algorithm. Image quality improvements with WSAO OCT are presented for both pigmented and albino mouse retinal data, acquired \textit{in vivo}.
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1. Introduction

Adaptive optics (AO) was originally developed to correct for the perturbations of star light passing through the atmosphere that affected the resolving power of large pupil diameter optical telescopes. Over the last fifteen years, adaptive optics has also been integrated into ophthalmoscopes and microscopes for retinal and biological tissue imaging, correcting monochromatic optical aberrations and allowing diffraction limited imaging. AO is required...
for retinal imaging in humans when the pupil is larger than 3mm [1], to achieve diffraction limited performance using fundus photography, scanning laser ophthalmoscopy (SLO), or optical coherence tomography (OCT) [2,3]. To better visualize the cellular microstructure and to understand the molecular processes in living retinas, high resolution retinal imaging is desired. Diffraction limited high resolution imaging can be achieved with AO incorporated into the sample arm of an OCT system [4–9].

Most AO systems use a wavefront sensor (WFS) which measures the wavefront aberrations, and compensate for them with a wavefront corrector, usually a deformable mirror (DM). The performance of an AO system is limited by the accuracy of the wavefront sensor, and there are various sources of error which lead to imperfect correction of wavefront aberrations [10]. Additionally, wavefront sensing can suffer from non-common path errors, misalignment, detected spot centroiding and wavefront reconstruction errors, back-reflection from lens based systems, etc. Moreover, these issues are exacerbated in small animal retinal imaging systems. Biss et al. demonstrated that with AO correction of monochromatic aberrations, the brightness and resolution of the image can be increased in mouse retinal imaging with SLO [11]. However, they also reported on the difficulties of wavefront sensing for mice, which may arise from the ‘small eye artifact’. Geng et al. demonstrated the appearance of a double spot in the wavefront sensor (WFS) when the wavefront beacon with a long depth of focus was reflected from the mouse retina, in contrast to a single spot when focusing on a retinal vessel [12]. The latest work from Geng et al. showed exciting results for AO cSLO in a mouse retina \textit{in vivo}, where the wavefront sensing beam was kept in focus on the outer retina to obtain reliable and accurate the wavefront measurements [13]. However, the approach used in these reports on wavefront sensing is likely limited to pigmented mice, and would not likely perform as well in the presence of strong back reflection from the choroid in albino animals.

In order to resolve the issues associated with the Shack-Hartmann wavefront sensing and to extend the applications of AO imaging systems, wavefront sensorless adaptive optics (WSAO) systems have been developed and successfully demonstrated in microscopy and retinal imaging for both humans and mice [14–17]. These reports have shown that WSAO imaging systems can achieve comparable performance as those with wavefront sensor control. Many different WSAO control algorithms have been extensively investigated and discussed [18–20], and can be separated into two main categories: stochastic and imaged-based. Bonora and Zawadzki recently reported on a modal control WSAO OCT system capable of optimizing low order Zernike terms [21], and proposed the possibility of extending the technology for real-time \textit{in vivo} imaging.

The purpose of this report is to investigate the combination of WSAO with FD-OCT, enabling selection of the axial position of the AO-system focus using the OCT B-scans, and thus allowing AO correction at the structure of interest. We present a novel modal control WSAO OCT system for small animal retinal imaging, which enables correction of aberrations up to the fifth radial Zernike orders for user-selected layers in real-time. \textit{In vivo} retinal imaging of pigmented and albino mice is presented, and the image quality improvement resulting from AO correction is demonstrated.

2. Method

2.1 AO FD-OCT engine

Our previously reported lens based AO-OCT system was modified for this project, and the details are presented in Fig. 1. The same light source, spectrometer, and deformable mirror (DM) were used as reported in the manuscript describing our previous AO-OCT system [22]. The spectrometer was custom built with a high speed line scan CMOS camera (Bioptigen, Inc, Durham, NC). The IrisAO segmented MEMS DM (PT111, Iris AO, Inc, Berkeley, CA) was factory-calibrated for accurate open-loop operation for modal control [23]. Due to the
wavefront sensorless operation, back-reflection from the lenses was no longer a concern for the AO subsystem, and the mechanical tilt of the lenses was removed to minimize the system aberrations. Removal of restrictions connected with use of the wavefront sensor allowed us to increase the numerical aperture from 0.14 NA up to 0.21 NA. The relatively small (5μm) stroke of our DM was sufficient for wavefront correction because the use of the fundus lens reduced the low order aberrations and permitted manual adjustment of the focus [22]. The estimated focal width (Gaussian waist 1/e²) for our imaging beam was 1.3 μm in air and had a corresponding depth of focus of 12 μm. In order to accommodate the increased NA and pupil size on the objective lens, the 2mm fundus lens (Volk Optical Inc, Mentor, OH) was replaced with a 6mm diameter, −12.5 mm focal length plano-concave lens (KPC013, Newport Instruments, Irvine, CA). The real-time acquisition of rodent retinal volumes consisted of 2048x128x128 pixels (axial points x number of A-scans/B-scan x number of B-scans/volume) with a line rate of 80 kHz during the WSAO optimization stage, and 2048x360x360 pixels with a line rate of 90 kHz for the final data acquisition and saving stage. The increased acquisition speed compared to our previous report helped to significantly reduce motion artifacts when imaging the mouse retina \textit{in vivo}.

A custom written program for FD-OCT acquisition with GPU accelerated processing [24,25], was modified for this project. The updated software is able to generate an \textit{en face} view from the layers of interest, selected by the operator in the OCT B-scan window. Advanced camera controls offer the ability of seamlessly changing the image acquisition parameters, such as the A-scan line rate and sampling rate, in real-time. The DM control functions, whose implementation was based on the IrisAO API, were incorporated into the software for fully automated WSAO. The entire WSAO OCT system requires only one PC and one operator. The OCT processing steps (resampling, numerical dispersion
compensation, and FFT) were performed on the GPU [24]. The CPU was used for coordinating data acquisition, configuring the camera via serial control, and synchronizing the scanner (6210H, Cambridge Technology Inc., Lexington, MA) with the camera and frame grabber (PCle-1433, National Instrument, Austin, TX). The CPU also controlled the AO optimization. During the optimization stage, the time to update the DM through the controller (Smart Driver II - 128, IrisAO, Inc, Berkeley, CA) was ~7.1ms.

Data saved during acquisition was written to binary files as unprocessed interferograms. The saved data was processed in Matlab (Mathworks, Inc, Natick, MA) with standard OCT processing (resampling, numerical dispersion compensation, and FFT) for presentation; there was no additional post processing done on the images. Measurement and analysis of the image data was performed using Amira (FEI Visualization Sciences Group, Burlington, MA), and Fiji [26].

2.2 Imaged based wavefront sensorless adaptive optics modal optimization algorithm

The WSAO optimization process was initialized with manual selection of the axial position (depth range, $\Delta z$) of the retinal layer of interest in the B-scan display window of the software. An OCT en face image was generated from the user selected region using maximum intensity projection; the brightness of this 2D en face image was calculated by summing the intensity of each pixel, and was used as the merit function $J(k)$ as formulated in Eq. (1) [27]:

$$J(k) = \sum_{x,y,z} \left[ \max_{\Delta z} \left( I^{w(k)}(x,y,z) \right) \right],$$

where $k$ is vector of the Zernike coefficients; $x$, $y$ and $z$ are coordinates in image space; and $I^{w(k)}$ is the intensity of the OCT data acquired with the wavefront aberrations $w(k)$ applied to the DM.

The wavefront aberrations $w(k)$ can be represented by a set of orthonormal Zernike polynomials as shown in Eq. (2). The IrisAO DM has software libraries to produce approximations of the shapes corresponding to each Zernike polynomial up to the 5th order in the Zernike expansion [28]. For $n$ Zernike radial modes $Z$, the wavefront aberration was represented as

$$w(k) = \sum_{n=3}^{20} k_n Z_n.$$  

The modal WSAO algorithm searches for the coefficients of the Zernike polynomial that produce the highest merit function value, and thus minimizes the optical aberrations as indicated in Eq. (3). The optimized values of the coefficients are denoted as $k_i^*$, and the initial value of the Zernike coefficients are denoted as $k^{(0)}$.

$$k_i^* = \arg \max_{k} \left( J\left( k_1^*, k_2^*, \ldots, k_i^*, \ldots, k_n^*(0), k_n^{(0)} \right) \right),$$

$k_i^{(0)}, k_2^{(0)}, \ldots, k_n^{(0)} = 0.$

Due to the orthogonal nature of the Zernike polynomials, the optimization of each Zernike mode can be performed independently [29]. Our optimization determines the appropriate value of the coefficient for each mode. The first Zernike mode to be optimized is the defocus ($n = 4$) followed by astigmatism ($n = 3, 5$) and then the remaining modes. A flowchart for the WSAO modal optimization algorithm is shown in Fig. 2.

The search for the optimum coefficient began by applying nine linearly spaced values of the Zernike mode coefficient that was being optimized to the DM, with the initial step size determined by prior knowledge. The image intensity merit function corresponding to each of the nine coefficients was acquired and the highest value was found. If there was an improvement in image brightness compared to the last optimized Zernike mode, and the index
of the maximum valued coefficient was near the center of the range of coefficients searched (i.e. 4-6), then the shape was applied to the DM and the optimization algorithm advanced to the next Zernike mode. If the index of the maximum valued coefficient was off centered (i.e. 1-3 or 7-9), then a new linear search commenced with a new linearly spaced steps centered on the maximum valued coefficient. If there was no improvement in image quality after one iteration, the algorithm attempted a non-linear search in the central region, with a finer step size for the nine new Zernike coefficients. The algorithm limited the number of search iterations for each Zernike mode, and after reaching the limit, the algorithm applied the DM shape that produced the best merit function, then moved on to optimize the next Zernike mode. If there was no improvement during the search for specific Zernike mode, the coefficient of that mode was set to zero. Once all Zernike modes were optimized, the adaptive search algorithm terminated.

Fig. 2. WSAO search algorithm flowchart. DM – Deformable Mirror; \( k_i^* \) - the optimized coefficient for Zernike mode \( i \).

2.3 Mouse handling

Mice of strain C57BL/6J (pigmented) and BALB/cByJ (albino) imaged in this report were obtained from Jackson Laboratories (Bar Harbor, ME). All mouse imaging experiments were performed under protocols compliant to the Canadian Council on Animal Care, and with the approval of the University Animal Care Committee at Simon Fraser University. The mice were anesthetized (ketamine, dexmedetomidine, and acepromazine mixture (75:1:1 mg/kg body weight) injected intraperitoneally) and revived after the imaging experiment using atipamezole (1mg/kg). A drop of topical anesthetic (Alcaine) was applied before their pupils were dilated using a topical solution (Tropicamide, 0.8%) prior to imaging. Generous amounts of artificial tear gel (Systane Original, Alcon) were applied in order to maintain
corneal hydration. During the imaging session, the mouse was placed on a stage with a bite bar, then the eye was aligned so that it was coupled into the fundus lens with gentle contact. Each imaging session lasted ~30 minutes. The optical power at the mouse eye was ~750µw. The maximum time (number of iterations) for the WSAO optimization was fixed; however, the actual number of iterations was dependent on the aberrations present in each individual mouse. We did not observe any differences in the optimization time between albino and pigmented mice. The results presented in this manuscript are representative of the imaging sessions with the 7 mice used in this research.

3. Results

3.1 Phantom imaging

The WSAO OCT system was tested and validated by imaging a biological phantom (a leaf) placed at the focus of the objective lens. The optimized Zernike coefficients are shown in Fig. 3, along with the merit function value for each optimized Zernike term. The RMS wavefront of the correction applied was computed from the coefficients of the Zernike polynomial determined through our WSAO algorithm. The final resultant wavefront had an RMS of 52.2nm, which is smaller than λ/14 (the Maréchal criterion for a diffraction limited optical system). Note that in the Zernike plot of Fig. 3, the merit function decreased after the optimization of the Zernike mode 16; this could be caused by system errors such as laser power fluctuation and interferometric instability due to the long optical path (~3.5m).

Fig. 3. OCT images of a leaf with and without WSAO corrections. Bottom figure: (blue line graph) The summed intensity (merit function value) of en face images after optimization of each Zernike mode. (red bar graph) The optimized Zernike coefficient value for each Zernike mode. Scale bar: 20µm. The Zernike coefficients follow the OSA standard for reporting the optical aberrations of eyes.
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Figure 4 shows the merit function during the optimization process starting from optimizing of the defocus term \((n = 4)\), then the rest of the Zernike terms in increasing order. For demonstration purposes, only the first search iteration for 8 Zernike modes were shown. The merit function for each Zernike mode typically forms a convex shape that is suitable for the optimization algorithm.

![Merit Function During Optimization Process](image)

Fig. 4. Merit function during the optimization process. Only the first search iteration of 8 Zernike modes are shown for clarity of the presentation, further iterations resulted in an increased value of the merit function for some of the terms. The data presented in Fig. 3 were obtained after the complete optimization process.

### 3.2 Pigmented mouse retinal imaging

The first step in mouse imaging was to use a cross-aiming scan pattern in order to facilitate the alignment, and to ensure that the retina layers were perpendicular to the incident beam. Next, the layer of interest (Nerve Fiber Layer, NFL in this case) was manually placed at the focus of the OCT by translating the combination of mouse and fundus lens relative to the fixed objective. The layer of interest was highlighted by the operator in the OCT B-scan window within the two red lines. The program then generated the *en face* view of the selected layer by maximum intensity projection, and calculated the sum of pixels in the *en face* view, corresponding to the image intensity merit function. Note that the OCT B-scan was displayed in a linear scale. Prior to the WSAO optimization, the low resolution \((128 \times 128, \sim 4.6 \text{ vol/s})\) scanning pattern was chosen, and the DM was flattened. All 18 Zernike terms were optimized in 33 iterations, with each iteration consisting of 9 steps. The whole process took ~65 seconds. Figure 5 is a screen capture from a video (Media 1) that was recorded during an *in vivo* imaging session of a pigmented mouse to demonstrate the WSAO OCT optimization process. For illustration purposes, the video was sped up by a factor of 4. The increase in image brightness and contrast can clearly be observed as the Zernike terms were optimized. Nerve fiber bundles, a blood vessel, and capillaries can be easily differentiated as the flow in the blood vessel and capillaries was clearly visualized. After WSAO optimization, the scanning pattern was switched to high resolution \((360 \times 360 \text{ pixels})\) mode visualization and for saving data. Volumes of various fields of view with wavefront optimized (AO ON), as well as volumes with the DM flattened (AO OFF), were saved for comparison purposes.
Fig. 5. Screen capture of an imaging session of a pigmented mouse (Media 1). The first part of
the video presents the WSAO optimization on the nerve fiber layer with a low resolution
scanning pattern. The field of view (170x170 µm) was close to the optic nerve head as
indicated by the converging nerve fibers. The green arrow points to a capillary and the red
arrow points to the edge of the blood vessel wall. The second part of the video that shows the
high resolution images is displayed at 2x the acquisition speed, and the field of view was
changed to 250x250 µm and 333x333 µm during acquisition.

Images extracted from these volumes are presented in Fig. 6; the orientation of the B-scan
was inverted relative to Media 1. The en face images of the NFL were extracted from the
OCT volumes at the locations indicated on the B-scan. As mentioned above, for these images,
the focal plane was manually placed on the inner retina before WSAO optimization by
moving the fundus lens and mouse relative to the fixed objective lens. Not only did the
overall image contrast and brightness increase, but more importantly, features such as the
capillaries above the nerve fibers and the blood vessel wall around the large vessel at the
bottom of the image became more visible and well-defined after AO correction. Figure 6(e)
shows the summed intensity merit function value (blue line graph) of en face images after
optimization of each Zernike mode, and the optimized Zernike coefficient value for each
Zernike mode (red bar graph). The defocus term (mode 4) provided approximately 40% of the
improvement in the image intensity, whereas correction of the high order aberrations (modes
6 and greater) provided approximately 45% of the total intensity improvement.
Fig. 6. WSAO OCT images of NFL of a pigmented mouse. (a) OCT B-scan in linear scale, emphasizing the location and depth of focus of the imaging beam at the NFL. (b-d) En face projection of the nerve fiber layer (generated within the red brackets in (a)) before (b) and after (c) WSAO optimization. (d) was acquired with a larger field of view after WSAO optimization. (e) (Blue line graph) The summed intensity (merit function value) of en face images after optimization of each Zernike mode. (Red bar graph) The optimized Zernike coefficient value for each Zernike mode. The RMS of the wavefront applied by the DM is 0.125μm. Scale bar: 25μm.

3.3 Albino mouse retinal imaging

The lack of pigment in the RPE layer of albino mice results in large and blurry spots when using conventional wavefront sensing. With WSAO OCT, no wavefront sensing is needed, and there is essentially no difference between imaging the inner retina of pigmented versus albino mice. Images acquired in vivo from an albino mouse with the WSAO OCT are presented in Fig. 7. With the AO activated, the layer of interest (Outer Plexiform Layer, OPL) was selected and the aberration correction optimization was performed to obtain the best wavefront correction at that layer. The improvement in image quality with WSAO correction can be seen qualitatively in Fig. 7 through sharper lines and brighter features (indicative of an improvement in resolution). A quantitative comparison of the increase in brightness and sharpness of the capillaries in the OPL with the WSAO correction is also presented in Fig. 7. For this imaging session, the defocus term (mode 4) provided approximately 12% of the improvement in the image intensity. Similar to the results presented in Section 3.2, correction of the high order aberrations (modes 6 and greater) provided approximately 40% of the total intensity improvement.
Fig. 7. (a) Cross sectional images of the albino mouse retina acquired in vivo with the sensorless WSAO OCT system presented on a linear scale. The axial depths indicated by the brackets represent the location of the en face projection of the retinal layers of interests with AO-OFF (b) and AO-ON (c,d). Scale bar: 20μm. (e) The effect of AO correction is demonstrated by comparing the signal intensity across lines taken from the en face images at locations (b, red) and (c, blue). (f) (Blue line graph) The summed intensity (merit function value) of the en face images after optimization of each Zernike mode. (Red bar graph) The optimized Zernike coefficient value for each Zernike mode. The RMS of the wavefront applied by the DM is 0.175μm.

4. Discussion

Adaptive optics wavefront error correction is an active research area. The performance of the adaptive optics system largely depends on the reliability and accuracy of the wavefront aberration measurements. The issue is further complicated with strongly scattering and multi-layered samples. Many different techniques have been investigated, such as coherence-gated and confocal wavefront sensing, to name a few [13,30–32]. Wavefront sensorless AO offers a more direct solution. Instead of relying on wavefront aberration measurement from the Shack-Hartmann wavefront sensor as feedback to the AO loop, wavefront sensorless AO analyzes merit functions based on the image (such as image intensity), then iteratively searches for the optimal Zernike modes to apply to the DM.

WSAO OCT provides a practical and promising way to achieve depth resolved aberration correction that does not rely on a wavefront sensor. The WSAO system presented in this report has several advantages over a conventional AO system with wavefront sensor control: it reduces the system complexity and cost, it is immune to the wavefront sensor centroid and reconstruction error, non-common path error, and back-reflection in a lens based system. Lower light levels can be achieved, since there is no consumption of the signal light for wavefront sensing. More importantly, because WSAO OCT detects coherence gated ballistic photons with high SNR, it allows aberration correction in situations when the images have low intensity, or when the layer of interest is obscured by other surfaces in the object. This is the case for mouse retinal imaging, in particular for albino strains where scattering from the choroid dominates. Furthermore, since the OCT provides a cross-sectional view of the retina, our sensorless AO enables aberration correction for user-selected layers in real-time. The capability of depth resolved aberration correction may also be very beneficial for other applications such as deep tissue imaging in brain [33].
We demonstrated WSAO OCT for mouse retinal imaging of structures like nerve fiber bundles, capillaries and a blood vessel wall in pigmented and albino animals. To the best of our knowledge, only Geng et al [13] demonstrated in vivo imaging of the photoreceptor mosaic in a pigmented mouse eye with an AO SLO system that had two times higher resolution than the system presented in this report. Increasing the NA of the current system by a factor of two would decrease the depth of focus to be comparable to the coherence length of the source. Our future work includes the investigation of techniques to extend the depth of focus of high NA imaging with OCT. An increased NA would also increase the amplitude of the aberrations, but that could be mitigated by the use of a deformable mirror with more segments and a larger stroke or a woofer-tweeter configuration [34].

The iterative WSAO aberration correction algorithm is inherently slower than systems with a wavefront sensor that provide direct wavefront measurement. A main challenge of implementing a WSAO imaging system for in vivo imaging is the requirement to keep the aberrations relatively static by reducing the subject motion. In our mouse retinal WSAO OCT imaging system, the fundus lens coupled with the mouse eye not only helped to keep the cornea hydrated, but it also reduced the low order aberrations and facilitated alignment. More importantly from the WSAO perspective, it kept the aberrations of the mouse eye static, which allowed the WSAO correction to converge. Furthermore, the anesthetic prescription provided a deeper plane of anesthesia and the increased OCT acquisition speed significantly reduced the motion artifacts when imaging the mouse in vivo. As indicated in Media 1, the eye motion was confined to tens of microns both axially and laterally. The residual small motion while imaging the mouse retina in vivo is likely the cause of the slight decrease in image intensity after the optimization of some Zernike modes (Fig. 6(e) Zernike modes 6 and 16, and Fig. 7(f) Zernike modes 9 and 16). Therefore, our current WSAO implementation is not yet suitable for imaging living human retinas due the dynamic nature of the tear film and constant motion of the human eye.

The converging speed of the WSAO is limited by several factors. Currently, the WSAO OCT operates at 600 B-scans per second, equivalent to ~4.6 volumes per second at our volume size. We could potentially increase the acquisition imaging speed by a factor of 2 by reducing the A-scan length to 1024 pixels per A-scan. In order to further shorten the WSAO converging time, improvements to the optimization algorithm also need to be investigated. We will also explore different merit functions, such as low frequency components in the Fourier domain, and their relationship with the Zernike modes.

5. Conclusion

We presented a wavefront sensorless adaptive optics OCT system that overcomes the issues associated with conventional Shack-Hartmann wavefront sensing in mice, by directly using the image quality data as a merit function for aberration correction. Furthermore, our wavefront sensorless AO approach facilitates the use of a lens based OCT system, which greatly reduces the system complexity. A GPU processing platform was used to accelerate Fourier domain OCT processing for real-time extraction of intensity information from specific retinal layers in the acquired volume. A modal approach of optimizing Zernike terms on the segmented MEMS-based DM was used in combination with an adaptive search algorithm to provide rapid convergence. Images of both pigmented and albino mouse retinas acquired using WSAO OCT system in vivo demonstrated improvement in image brightness and feature sharpness. We have demonstrated coherence gated depth resolved AO correction in user selected retinal layers. Combination of WSAO with OCT allows for precise optimization of the image of the structure at the pre-set depth.

Acknowledgment

We acknowledge funding for this research from CIHR - Canadian Institutes of Health Research, NSERC - Natural Sciences and Engineering Research Council of Canada, MSFHR.
- Michael Smith Foundation for Health Research, and FFB - Foundation Fighting Blindness. R.J. Zawadzki was supported by the National Eye Institute (EY 014743), UC Davis RISE Grant, NSF I/UCRC CBSS Grant and Research to Prevent Blindness. S. Bonora acknowledges the Short Term Mobility 2013 program of the National Council of Research of Italy. The authors would like to acknowledge the kind support of Iris AO and insightful discussions with Mr. Weiguang Ding.