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Abstract The assessment of water quality across space and time is of considerable interest for both agricultural and public health reasons. The standard method to assess the water quality of a catchment, or a group of catchments, usually involves collecting point measurements of water quality and other additional information such as the date and time of measurements, rainfall amounts, the land-use and soil-type of the catchment and the elevation. Some of this auxiliary information will be point data, measured at the exact location, whereas other such as land-use will be areal data often in a compositional format. Two problems arise if analysts try to incorporate this information into a statistical model in order to predict (for example) the influence of land-use on water quality. First is the spatial change of support problem that arises when using areal data to predict outcomes at point locations. Secondly, the physical process driving water quality is not compositional, rather it is the observation process that provides compositional data. In this paper we present an approach that accounts for these two issues by using a latent variable to identify the land-use that most likely influences water quality. This latent variable is used in a spatial mixture model to help estimate the influence of land-use on water quality. We demonstrate the potential of this approach with data from a water quality research study in the Mount Lofty range, in South Australia.

1 Introduction

Accounting for spatial association is becoming an increasingly important topic in ecological data analysis. Spatially referenced data are typically observed either at points in space (point-referenced or simply point data) or over areal units such as counties or zip codes (block data). The change of support problem (COSP see Gelfand et al., 2001) "is concerned with inference about the values of the variable at points or blocks different from those at which it has been observed". Change of support problems of interest include predicting the dependent variable for a
particular area given values of explanatory variables measured at points at different locations within that area (see for example Zhu et al. (2003); Cressie and Wikle (2011)) or the reverse: predicting some point-estimation given area-wide observations of explanatory variables. It is the later problem that usually occurs in the context of water quality monitoring (see Beck, 1987). Typically the analyst is presented with point-referenced observations (of water quality parameters such as concentrations of metals or nutrients, that may be used to ensure compliance with potable water quality standards. A natural way to approach this problem statistically is to develop a model of the spatio-temporal dependencies, where the spatial dependence is captured by the covariance matrix of the error term, and the temporal dependence is captured either through seasonality parameters (see Lindstrom et al., 2011, 2013) or via an auto-regressive process (AR, see Bakar and Sahu, 2013). Typically, however, other parameters such as land-use type will be known (or suspected) to have an effect on water quality, and should therefore be incorporated it into the model. At this point two complications may occur. The first arises because land-use information is often recorded as a compositional measure (see Aitchison, 2003; van den Boogaart and Tolosana-Delgado, 2013). For example, land-use is often recorded as a vector showing the proportion of the catchment under each of the use-types. The second complication is the COSP. This arises because land use is measured over an area that includes the point measurements of water quality. Various methods exists for predicting the effect of land use on water quality at catchment scales. One common method is the Soil and Water Assessment Tool (SWAT, see Arnold et al., 1995) is a sophisticated, continuously distributed simulation model. It operates on a daily time step and is designed to predict the effect of land use, land management practices, and climate change on the quality and quantity of surface and ground water (see http://swat.tamu.edu/). SWAT assumes an in-depth knowledge of the Wthe mechanistic processes that govern water quality and quantity within a watershed. It requires the analyst to quantify the parameters that govern the rates of these processes (such as surface runoff, percolation, Evapotranspiration, etc.) This level of understanding and information, however, is not always available (often because the cost of acquiring it at large scales is prohibitive). In view of this alternative statistical methods have also been developed, the simplest of which is referred as the 'lumped' approach (see Strayer et al., 2003; King et al., 2005). The lumped approach treats compositional observations as covariates in a linear model, sometimes relying on transformations of the explanatory and/or response variables (see Buck et al., 2004) or the derivation of response indices or metrics (see Shen et al., 2014) to work within the confines of the linear modelling framework. The lumped approach also assumes that "each portion of the catchment has equal influence" on the water quality (Peterson et al., 2011). This approach, however, does not address the COSP and this may lead to incorrect estimates, particularly if the areas of the catchment partition are large. For example, if a land-use type such as "forested highlands" occupies a large proportion of a catchment, but never occurs close to a water quality monitoring site (often in high-order river stretches), then it would be reasonable to anticipate that it would have only a small effect on the water quality at the monitoring site), whereas under the lumped approach its influence
would be proportional to its area in the catchment. One way to avoid this problem with the lumped approach is to incorporate a "distance to the water" measurement in the statistical model, and Peterson et al. (2011) presents a list of techniques to achieve this. The basic idea is to modify the effect of land-use area by incorporating a weight proportional to the inverse distance between the land-use type and the point of measurement. This weighting may also allow for additional considerations, for example it may incorporate the effects of flow accumulation and dilution effects through a river network (Hunsaker and Levine, 1995) or the outputs of simple hydrological models (Burcher, 2009). These approaches require knowledge of the land-use distribution across the whole catchment, in order to build the distance matrix, and are sensitive to decisions about how to measure distance between areal units and points. Tong and Chen (2002) takes a different approach to this problem by first constructing a non-parametric test to exclude land-use types that are not correlated with the mean of the water quality parameters within a particular hydrological unit (but still ignoring the COSP), and then using the remaining land-use covariates in a process-based simulation model. This has the advantage of reducing the model dimension, and also helps to solve the issue of non-influential land-use categories mentioned earlier. When testing the correlation between land-use and water quality in the first stage, however, the spatial-temporal structure of the problem is ignored. This could cause misleading results For example, a land-use category may be uncorrelated with the mean of a water quality parameter, and be therefore discarded in the initial stage of the analysis, but it may have a seasonal influence that would be missed in the subsequent modelling.

Another technique specifically designed to deal with the COSP is area-to-point kriging, described in Kyriakidis (2004) and Yoo and Kyriakidis (2006), and applied in Bonyah et al. (2013). Area-to-point kriging is an interpolation technique that provides an interpolated compositional value at each location of measurement. For a given location, each composition value is a weighted average of the surrounding lattices compositions. Each weight carries both the dimension of the lattice and its distance to the location of interest. While this limits the influence of a distant/small lattice composition on the location, the covariates still belong to the composition space when the response variable is not, by essence, subject to compositional covariates. In this paper we develop a mixture modelling approach to estimate the effect of land use on water quality, using the latent variable to identify which land-use type influences water quality at monitoring site. Mixture models have been studied for a long time, and their strengths and weaknesses are well known (see McLachlan and Peel, 2000, for a comprehensive review). Mixture models with compositional data, however, are not common, although some examples can be found within the existing literature (Ongaro et al., 2008; Meinicke et al., 2011). Mixture models offer some advantages in this context, for example, accounting for any spatial dependence between the latent variables in several ways, including:

- A mixture of expert with spatial random effects (Neelon et al., 2014);
In this article, we demonstrate how a modified version of the latter approach provides an alternative to the methods described previously. The main advantage of our approach is that it deals with the COSP while also capturing the spatial and seasonal effects of land-use type on water quality. The disadvantages of this approach are that it limits the land-use influence to one type per site, for any given water quality parameter, and does not include an effect for the area of the land use type.

The article is organized as follows. In section 3, we present the model used to infer the spatio-temporal effects of land use types on water quality. In section 4 we present two estimation approaches. The first uses the Expectation-Maximisation (EM, see Dempster et al., 1977) algorithm. The second adopts a Bayesian hierarchical approach. In section 5 we compare the results obtained with our approach to the results obtained with an existing model drawn from the literature. We apply our method to a dataset from a water monitoring program from sub-catchment of the Mount Lofty Range in South Australia (see Ford et al., 2015, for details of the program).
2 Data and problem

The Mount Lofty Ranges (MLR) are important in South Australia (SA) because they provide significant water resources to a range of stakeholders, including agricultural landholders, secondary industries and potable water suppliers and consumers. A draft Water Allocation Plan (WAP) for the MLR was released in 2010-2011. In addition to the WAP the SA government identified the need for improved water quality in the MLR catchments through the Water Quality Improvement and the Water for Good programs Ford et al. (2015). As part of these programs, water quality was monitored in 18 sites over a period of 14 years (1998—2012). Measurements were not collected every day due to resource limitations, but the frequency of observations was at least once per week. Various parameters including basic physico-chemical variables such as turbidity, dissolved oxygen, EC, pH and temperature as well as more investigation-specific parameters such as dissolved organic carbon (DOC) Varcoe et al. (2010) and nutrient and pesticide concentrations Cox et al. (2012) were recorded. These programs also recorded the land-use types (as a composition variable) in the catchments that contribute to the water being measured at each of the 18 monitoring sites. The land-use type is recorded within a hierarchical classification scheme. The first (coarsest) level of the hierarchy distinguishes 6 broad categories of land use. The second level splits this classification into 32 more detailed categories, and the third (finest) level further sub-divides the land use into 85 categories. In this analysis we use the 8 most well represented (and interpretable) land use categories from the second level primarily because the number of measurement sites was so small (to do otherwise would result in a very sparse design matrix and in over-parametrization issue).

Assessing the influence of land-use on total nitrogen with these data proves to be difficult for the following reasons:

1. We don’t know what the land-use type is in the immediate vicinity of the measurement site - we only know the composition of land-use types in the catchment that the station is located in;
2. We don’t know the distance along the stream network between measurement sites. We could calculate the Euclidean distance but this is not an optimal metric;

Our analysis aims to identify the effect of land-use type on water quality, and thereby provide a mechanism to predict water quality at sites in catchments that have not been monitored despite the aforementioned limitations. This analysis was designed to form part of a wider assessment of the risks of exceeding water quality parameters across the MLR, particularly under low flow conditions Ford et al. (2015). Here we use the concentration of total nitrogen measured at 16 sites from 2008 to 2013 to demonstrate application of the statistical model.
3 Modeling

3.1 Framework

Our data consists of geo-referenced, time stamped observations of Nitrogen concentration at 16 sites in the MLR. This immediately suggests the need for a spatio-temporal analysis. Szpiro et al. (2010) (and then Sampson et al., 2011; Lindstrom et al., 2011) propose the following general approach model for this type of data:

\[ y(s, t) = \sum_j f_j(t) \beta_j(s) + \nu(s, t) \]  

where \( y(s, t) \) denotes the observation at site \( s \) and time \( t \), \( \beta_j \sim MVN(\hat{\beta}_j, \Sigma_\beta) \) captures the (spatially varying) effect of site-specific covariates and \( \nu \sim N(0, \Sigma_\nu) \) is a space-time residual field. The temporal variation in the data is decomposed into three basis functions \( f_j, j = 1 \cdots 3 \) representing long term trend, seasonal effects and random variation respectively (as detailed in Cleveland and Cleveland, 1990) and \( \hat{\beta}_j \) captures the mean effect of site specific covariates on each of these components of temporal variation. In our analysis the relevant site-specific covariates are the land-use types in the catchment(s) that influence the water quality at a monitoring station. In the general model, this 'land-level' information is represented by \( Z_j \), such that:

\[ \beta_j(s) = \alpha_j Z_j(s) + \eta(s) \]  

where \( \eta(s) \sim N(0, \Sigma_\eta) \). It is clear from Equation 2 that:

- the temporal basis functions are the same at each location. The effect of the land-level covariates (e.g. land-use type) is modelled through \( \alpha_j \), hence these covariates can only influence the amplitude of the basis function;
- the spatial structure of the influence of the land-level covariates relies on the spatial correlation structure of \( \beta_j \). Hence, it can be described using a stationary universal Kriging;
- a common, and important simplification, stipulates that \( \Sigma_\eta \) is diagonal. This approach treats the water quality at each monitoring site as spatially independent, influenced only by (for example) the land-use type in its immediate catchment, and ignores the influence that other catchments might be have by virtue of the fact that monitoring sites may be connected by a stream network.

In this paper we present an approach that aims at improving this model in the following ways:

1. Land use types are typically recorded as a proportion of the surrounding catchment. This means that for each measurement site, a set of land-use types is observed, with the presumption that the probability the land-use types influences water quality is related in some way to the proportion of the catchment that they occupy. In these circumstances, we believe that a mixture model is more appropriate than transforming the land-use observation using common transformations (see Aitchison, 2003, for a list of possible transformations.).
2. We relax the single temporal basis function assumption by allowing each mixture component to have its own set of temporal basis functions. For instance, given a land-use type $k$, measurements at site $i$ and time $t$ can be modelled using the following equation:

$$y_i(t|k) = \sum_j f_j(k, t) \beta_j (i) + \nu$$  \hspace{1cm} (3)

3. The spatial structure still relies on the land-use type, but we now use a neighbouring structure, of the type used in image analysis because we believe that modelling the spatial structure through the Euclidean distance between measurement sites is not optimal in our problem. Our interpretation is that the spatial continuity of land usage across multiple catchments is the key factor leading the Total nitrogen measurements characteristics. This translates into a neighbouring structure for the spatial model because of the lattice form of the catchments.

3.2 Incorporating land-use as a latent variable

The general modelling framework we adopt is a point process model i.e. it assumes that the land-use predictors in $Z$ are observed at each of the locations $s_i$. Land-use information, however, is most often defined over areas often with a significant size. This is a typical spatial misalignment problem, referred to as change of support problem in the introduction.

The land-use information collated in the MLR is presented as a compositional observations of land use types in the immediate catchment of the monitoring site, that is,

$$z_k(S_i) = \frac{1}{|S_i|} \int_{u \in S_i} z_k(u) du$$ \hspace{1cm} (4)

where $|S_i|$ is the area for sub-catchment $i$, and $z_k(u)$ an indicator function for the presence of land-use $k$ at the point location $u$ (in $S_i$). Ideally, we would build our model on the knowledge of $z_k(s)$, where $s$ is the location of the monitoring station. For example, if we look at Figure 1, $z_F(s_A) = 1$, and $z_F(S_A) = 1$ for land use type $k = 'Forest'$. Which is good for the model, as this avoids the spatial misalignment issue. However, if we look at the second location, $z_F(s_B) = 1$ for land use type 'Forest', but $z_F(S_B)$ is only 0.3 for this land use type. The majority of land-use in area $S_B$ is 'Meadow', and this could result in model estimates of $z_F(s_B) = 0$, leading to inconsistency and bias in the resultant estimators.

What we propose is a mixture model approach. The rationale is the following. Given a single sample location, the land-use at this location has the biggest influence on the water quality measurements. This means that the measured water quality has a value "linked" to the land-use type. Then for multiple sites, the resulting measurements are sampled\footnote{sampled is used here because we don’t know the land-use type at the locations of measurement.} from a mixture distribution. The number of
distributions in the mixture is then equal to the number of land-use types in the entire area.

3.3 Spatio-temporal structure of the model

As stated in the previous sections, this problem is fully spatio-temporal and possible correlations have to be integrated in the model. We list below the solutions chosen to account for these correlations.

3.3.1 Temporal dependency

The model presented by Szpiro et al. (2010) supports the idea that the temporal variation remains globally identical over the spatial domain, making it possible to fit a smooth temporal function prior to fitting the full model. The spatio-temporal residuals $\nu$ are then assumed to be independent in both space and time. This assumption, however, is very strong. We therefore develop an alternative modelling approach that allows for seasonality over the spatial domain, that can be affected by the land-use type at each measurement location, both in terms of amplitude, phase and shape. Note that the original model assumes that this influence affects amplitude alone. Our new model introduces temporal basis functions for each land-use type. These basis functions are calculated using a seasonal-trend (STL) decomposition approach introduced by Cleveland and Cleveland (1990). In this approach the time series of observations are decomposed into trend and seasonality components using a Loess smoother. In our model, the time series for each land-use is extracted from the time series of each site using the latent variable. Then, for a given land-use type, the STL decomposition is applied to each site time-series associated to that land-use through the latent variable.

3.3.2 Spatial dependency

It is possible to make multiple assumptions regarding the spatial structure. The most common approach is to assume that neighbouring sites are correlated with a correlation value that is a function of the Euclidean distance between sites. Recent works (Peterson et al., 2007) suggests that this model is not optimal when we dealing with data on a stream network, as the euclidean distance between sites is less relevant than the distance measured along the network, hence Peterson et al. (2007) suggest the use of stream distance rather than euclidean distance. These two approaches limit the correlation structure to the measurements. We believe that some of the spatial dependency observed in the data come from the spatial structure of the land-uses. The solution presented in this paper is to model the spatial dependency through the latent variable of the mixture, making sure that neighbouring sites (in the sense of common border) are more likely to have identical land-uses. In the EM technique, this can be achieved by adding a penalization term. In the Gibbs sampling technique we model the latent variable of the mixture using a Potts model (also called 2-d Ising model).
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Fig. 2 Schematic figure of the model structure. The spatial correlation can be included at different levels of the model, leading to different likelihood and estimation tools. Model A include the spatial correlation at the baseline level ($y_0$), implying natural spatial correlation without the effect of land-use. This is the model most often used in the literature. Model B, which we use here, introduces the spatial correlation at the covariate level (land-use). Merging the two models can be considered, but one has to carefully monitor for over-fitting by doing so.
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3.4 Final model

With the changes and assumptions described previously, the model equation becomes:

$$y(s, t) = \sum_j f_j(z(s), t) \beta_j(s) + \nu(s, t)$$

where the temporal basis function $f$ is now land-use (location) dependent, and $\beta$ can be understood as a random effect parameter for each location-temporal basis pair. $z(s)$ is the latent indicator for which land-use is associated to site $s$.

4 Estimation

The model described in Eq. 1 is very simple to express in the likelihood format, as all the components are Gaussian. This leads to a linear log-likelihood, for which maximization is performed quite straightforwardly (see Lindstrom et al., 2013, for details about the maximization procedure, including some simplification tricks). The introduction of the mixture model on top of the spatial dependency (see Eq. 5) requires us to use an EM algorithm or a dedicated Bayesian hierarchical model. The following sections provide a description of the two possible estimation solutions.
4.1 Pre-requisite

There are two elements that are not estimated by the model, but need to be incorporated in order to perform the estimation: the temporal basis; and the neighbouring structure.

Temporal basis functions Preliminary temporal basis functions \( \hat{f}_{ij}(t) \) are first estimated at each site using a Loess seasonal and trend decomposition (Cleveland and Cleveland, 1990). The basis function for each land-use is then calculated from these site specific decomposition using a linear equation,

\[
f_j(k, t) = \frac{\sum_i 1_{(Z_i = k)} \hat{f}_{ij}}{\sum_i 1_{(Z_i = k)}}
\]  

for function \( j \), and land-use \( k \). That equation also implies that in the estimation procedure, each time the latent variables are updated, the temporal basis functions are also updated.

Neighbouring structure In order to compute the spatial dependency of the data, we need to identify the spatial structure. In this paper, we assume that the latent variables are carrying all the spatial dependency, by virtue of their neighbourhood relationship. This structure is achieved through the construction of a Voronoi lattice, where the cell centers are the monitoring sites.

4.2 The EM approach

The EM algorithm was initially developed to achieve the estimation task in models with incomplete data (Dempster et al., 1977). As stated in this initial paper, the algorithm is "broadly applicable" and has since been used for mixture models estimation, around the idea that missing data also means latent non-observed (or observable) variable.

Given the observations \( (y_1)_{i \leq N} \), and an unobserved latent variable \( \delta \in \mathcal{D} \), the EM algorithm aims at maximizing the augmented log-likelihood

\[
\ell_N(\theta) = \sum_i \log h_\theta(y_i) \quad \text{where} \quad h_\theta(y) = \int_{\mathcal{D}} f_\theta(y, \delta) d\delta
\]

Because \( \delta \) is unobserved, it is difficult to evaluate \( \ell_N(\theta) \). Instead, the EM maximize the expected (over \( \delta \)) complete-data likelihood given \( y \) and a previously calculated \( \theta \).

\[
Q(\theta ; \theta') = E_{\delta} [\log p_\theta(y, \delta) | \theta', y] = \int_{\mathcal{D}} \log p_\theta(y, \delta) p(\delta | \theta', y) d\delta
\]  

(7)
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which can usually be approximated by

\[ Q_N(\theta; \theta') = \frac{1}{N} \sum_i \int_{\mathcal{D}} p_\theta(\delta_i | y_i) \log p_\theta(y_i, \delta_i) d\delta_i \]  

because of the independence assumption between the observations. This simplification step is important because the integral becomes one-dimensional, allowing for easier calculation of its value. In order to achieve the maximization, the EM proceeds in two steps during each iteration,

\[
\begin{align*}
\text{(E)} & \quad \text{Compute } p_\theta(\delta | y_i) \\
\text{(M)} & \quad \text{Set } \theta^{(c+1)} = \arg\max_{\theta} Q_N(\theta, \theta^{(c)})
\end{align*}
\]

We refer to Bilmes (1998) for a "gentle tutorial" of the EM algorithm.

If we choose Model A (see Figure 2), using covariance matrix \( \Sigma_\eta \), we cannot "jump" from Eq. 7 to Eq. 8 for two reasons: first, because the complete observations are not independent, even conditionally; second, because the latent variable is not straightforward to define. We have a hierarchical set of latent variables that need to be considered: \( \beta \) is the higher level one; for \( Z \) we want to estimate the land-use type. A technical solution would be to use Monte-Carlo EM, where the latent state variables are sampled. Although technically valid, this technique may require a huge number of samples because of the potential dimension of the latent state.

Another important problem is that \( \mathcal{D} \) can be huge, depending on the number of land-use predictors and sites. For instance, with \( p \) land-use types and \( n \) sites, the number of element to sum up in Eq. 7 is \( p^n \) (instead of \( p \times n \) with the classical EM). It is also common knowledge that the EM algorithm relies heavily on its initialization to achieve the global convergence. Poor initialization can lead to a local maxima only, even more when the dimension of the parameter space increases (see Wu, 1983; Archambeau et al., 2003; Naim and Gildea, 2012). Different strategies have been proposed to overcome this problem, (Biernacki et al., 2001; Dicintio, 2012; Baudry and Celeux, 2015), however in the end it is most important to make the initialization as close as possible to the true solution.

On the other hand, by choosing Model B, and assuming that the spatial structure is just as well defined in the land-use space, we can use the Neighborhood EM algorithm, first introduced by Ambroise et al. (1997); Ambroise and Govaert (1998). This algorithm allows to introduce a constraint on the mixture variable in order to account for spatial consistency.

In order to take the spatial dependence of objects into account, they suggest considering partitions which are optimal according to a penalized Hathaway criterion. The term of penalization should favour homogeneous classes. Spatial relationships can be summarized in different ways. In their articles, neighborhood was favored through a boolean matrix,

\[ v_{ij} = \begin{cases} 1 & \text{if } i \text{ and } j \text{ are neighbours} \\ 0 & \text{otherwise} \end{cases} \]
Then, defining $c_{ik} = \frac{\delta_i \cdot \delta_k}{f(y_i|\theta_k)}$, $v$ is turned into a penalized term,

$$G(c) = \sum_i \sum_j \sum_k c_{ik} c_{jk} v_{ij}$$

and added to $Q$ leading to the following functional to optimize,

$$U(\theta, \theta^{(c)}) = Q(\theta, \theta^{(c)}) + \beta G(c)$$

The overall principle remains the same, with two steps, one for expectation, one for maximisation. Ambroise and Govaert (1998) proposed an optimisation method based on the fixed point approach to achieve the E-step, which is slightly changed because of the penalization term.

### 4.3 The Bayesian hierarchical model

In the Bayesian framework, latent state models are referred to as Bayesian hierarchical models. In their general formulation, they display three levels:

$$\pi(\theta_1, \theta_2 | y) \propto \pi(y | \theta_1) \pi(\theta_1 | \theta_2) \pi(\theta_2)$$

The data level refers to the likelihood of the observations given the parameters at the process level. The process level refers to the latent process captured by a spatio-temporal model for the data level parameters. In our context, what we gained with this approach is the latent spatial model, needed because the available covariates (land-use) are inadequate to capture the effects (see Cooley and Sain, 2010; Cooley, 2013; Lehmann et al., 2013, for extreme precipitation example).

From the modelling section, we remember the special form of our modelling equation. The main issue we are trying to solve lies in the right hand side of Eq. 5: $z(s)$ is an indicator latent variable, where levels are the different land-use types. In this process, we make the following assumptions:

- only one land-use can have an influence on one station;
- the influence of the land-use is independent of the area of the land-use (although this assumption is not really mandatory, it makes the model simpler. Otherwise, an offset variable can be used to account for the influence of the area of the land);

It is important to note that the first assumption is different to the assumption that only one land-use type affects a catchment. If multiple stations are located in one catchment, many land-use effects can be observed and inferred using this model. The spatial dependency structure of $Z$ is given by modelling it as a hidden Potts model, and in particular as a Gibbs random field. There is a wealth of literature in applied statistics on these methods (see Cressie, 2015; Rue, 2005; Green and
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Richardson, 2002). In a Gibbs model, the probability density function of $Z$ can be written:

$$f(z) = \frac{1}{Z} \exp\{-\sum_{c \in \mathcal{C}} U_c(z)\}$$  \hspace{1cm} (14)

where $\mathcal{C}$ is the neighbourhood of $c$, and $U$ is a potential function. Here, we define,

$$f(z|\delta) = \frac{1}{Z_\delta} \exp\{\delta^T \mathcal{S}(z)\}$$  \hspace{1cm} (15)

where $\mathcal{S}(z) = \sum_{c \in \mathcal{C}} 1_{z_c = z_c}$ is the number of neighbours of $c$ that belong to the same mixture. The posterior distribution is defined over the parameters $\theta = \{v_k, \beta_k, \delta\}$. Outputs from the model also include the latent variable $z$ and the temporal basis function $f_j(k, \cdot)$. A very convenient way to sample from the posterior distribution is to use a Gibbs sampler. In our model, we assume $\Sigma_{v,k} = \nu_k I_d$, and we have a Gibbs sampler that is almost explicit,

- $v_k \sim IG(\nu_k^2 + a, \frac{\Sigma(y_i - \mu_{z_i,k})^2}{2} + b)$, where $\mu_{z_i,k}$ is the predicted value for $y_i$ using the estimated parameters;
- $\mu_{z_i,k} \sim N(\bar{y}_{i,k}, \nu_k/n_{i,k})$ and $\beta_k$ through a linear transformation of $\mu_{z_i,k}$;
- $\delta$ is updated using the scheme of Murray et al. (2006);
- $z_i,k \sim M(1, w_{i,1,k}, \ldots, w_{i,k,k})$ with

$$w_{i,j,k} = \frac{\exp\left[-\frac{1}{2} \left(\frac{y_i - \mu_{j,k}}{\nu_k}\right)^2 + \delta \sum_{c \in \mathcal{C}} 1_{z_c = j}\right]}{\sum_j \exp\left[-\frac{1}{2} \left(\frac{y_i - \mu_{j,k}}{\nu_k}\right)^2 + \delta \sum_{c \in \mathcal{C}} 1_{z_c = j}\right]}.$$  \hspace{1cm} (16)

The main difficulty lies in updating $\delta$. However, quick mixing can be achieved using the scheme of Murray et al. (2006) and the Swendsen-Wang algorithm to simulate from the Potts model. Additional details can be found in Murray et al. (2006); Barbu and Zhu (2007); Everitt (2012); Cucala and Marin (2013).

5 Results

The results of three models are presented in Table 1: one mixture model, one mixture model with spatial dependency and the CLR model. In the table, we present the maximum a posteriori (MAP) estimates for the land-use types, for the different temporal basis function: in our model, three basis function are used, constant, trend and seasonal; in the CLR model two temporal basis functions are used only, to match the degrees of freedom of the models. On the bottom side of the table we display the sum of square errors (SSE, using the MAP) for the prediction power of each model. The three presented models adjust differently to the data. The mixtures approaches have a better fit than the CLR model. Results show that the mixture and the spatial mixture provide almost identical results. This suggests that the estimation of the latent variables demonstrates a natural spatial correlation, which didn’t need to be enforced through the spatial modelling. This spatial consistency is also demonstrated in Figure 4.
Table 1 MAP estimates for the three fitted models. It has been ordered from the lowest baseline value, to the highest, following the mixture models estimates. We observe that the order and the amplitude of the estimates is not the same between the mixture models and the compositional-log-ratio (CLR) transform model.

| Dependent variable: Nitrate concentration | Spatial mixture model | Mixture model | CLR transform model |
|------------------------------------------|-----------------------|--------------|-------------------|
| Managed resource protection              | -4.35                 | -4.35        | -0.73             |
| Nature Conservation                      | -3.38                 | -3.38        | -0.75             |
| Grazing modified pastures                | -3.10                 | -3.11        | -0.49             |
| Plantation forestry                      | -1.86                 | -1.89        | -                   |
| Services, Transport and Comm.            | -1.54                 | -1.50        | -0.09             |
| Residential                              | -0.98                 | -0.98        | -0.22             |
| Irrigated perennial horticulture         | 0.47                  | 0.47         | 0.02              |

SSE 104.62 103.91 121.81

5.1 Estimated land-use influence on the water quality

There are two main outputs from the model that can be analysed in order to understand the influence of land-use on the water quality. The baseline values and the temporal basis functions provide different indications for the ecological expert. The baseline value indicates a de-trended, de-seasonalised level of concentration, which can be used as a summary of the sites water quality. The temporal basis functions indicate the temporal variations, both in trend and seasonality. From Table 1, we observe a strong consistency between the mixture models, while the MAPs estimates for the CLR transform model demonstrate less amplitude and a different order. Figure 3 shows an example of estimated trend and seasonality for the land-uses "nature conservation" and "irrigated perennial horticulture". These figures indicate that:

- "Nature conservation" has a bigger amplitude in seasonality than "irrigated perennial horticulture";
- The amplitude for both land-uses appears to be decreasing;
- Their seasonality appears to have the same phase for both land-uses;
- "Nature conservation" has a trend that indicates a longer seasonality. This is potentially due to external factors and requires further investigation;
- "Irrigated perennial horticulture" shows a decreasing trend.

The different interpretations of the temporal basis function plots can be linked to conditions in the field in order to provide more insight into what is happening (or

2 for mathematical constraint reasons the Plantation forestry estimate had to be ignored - All the values are measured and computed on the log-scale.
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will happen) to water quality in this area. This also can allow for the identification of change points (observable through the trend plot) and for the prediction of water quality in changing conditions.

5.2 Measure of uncertainty

In Eq. 5, the random variable $\nu$ is representing the uncertainty of the observations. This is usually linked to unknown predictors and measurement errors. However, when the model is over-fitting the data, the uncertainty can be underestimated. This situation is encountered by the CLR model when an additional temporal basis function is added. The resulting SSE and $\sigma^2_\nu$ are both estimated to be equal to 0. With the proposed model the over-fitting risk can be monitored by looking at the smoothness of the seasonality and trend curves. Figure 3 shows regular curves, a result consistently overruling the over-fitting risk. An additional feature of our model is interesting for measuring uncertainty. The mixture approach allows us to decided whether a single measurement error is modelled, or if each component of the mixture has a different measurement error. This additional flexibility allows us to identify sites / land-uses where additional sampling effort are required in order to improve the monitoring.

5.3 Predicting the land-use type location

Another interesting outcome of the model is the map of estimated latent land-use type. For each station, the model can predict the most likely land-use type. Because
of the nature of the model, the latent state is estimated for each Voronoi cell in each sub-catchment, allowing us to display a map of most likely land-use types. We display in Figure 4 a map of the sub-catchments, coloured by their estimated latent state and ordered by their baseline values. We notice the strong spatial consistency of the map, with the higher concentration of nitrate located in the same area.

Fig. 4 Map of some of the sub-catchment in the Mount Lofty region. In the legend, items have been ordered according to Nitrate concentration: lower Nitrate concentration values are shaded green (eg MRP); higher Nitrate concentration are shaded red (eg IPH). Higher nitrate measurements are observed near the Cox Creek sub-catchment, with land-use being related to human activities (residential, services, transport and communication, irrigated perennial horticulture).

6 Discussion

In this article, we presented a model that takes into account the land-use influence on the water quality parameters when the supporting data is limited and misaligned. We presented a mixture model approach that allows the latent variables to be spatially correlated. A Bayesian algorithm was proposed to fit the model, and the method was applied to real data. We believe this model delivers two important messages. First, compositional data do not imply compositional modelling, even
if the latter is easily implementable. Spatial misalignment is an important issue that should be considered carefully. Additionally, the presented model provides a helpful insight on the land-use influence when the information about it is limited, particularly in precision. The outputs of the model provide an idea about the land-use and sites association, and associates the variation of the measurements to the most likely land-use influence. Being able to identify these is of prime importance in particular for understanding the real impact of land-use on water quality. Some improvements are possible. First, we limit the number of influence per site to one, as our aim is to identify the main land-use influence per site. This may prove a bit restrictive as some sites may be exposed to more than one significant land-use influence. A simple example for that is when the water source is a river, and the two opposite banks have two different land-use types. Our approach can be generalized to more than one influence, however this would increase the computational load significantly, even more so if we consider that different sites may have a different number of influences (and hence adding to the burden the need to estimate the number of influences for each site). The latent variable approach forces the Markov chain to run longer, primarily due to the Metropolis step within the Gibbs sampler. It is important to monitor the behaviour of the samples of the posterior distribution in order to ensure convergence of the chain. Another potential improvement would be the use of an automatic selection tool for the latent space dimension. In this article, we choose which and how many land-use type constitute the latent space. This approach, based on expert knowledge, can be completed by a variable selection approach (of the type LASSO - Raftery and Dean (2004); Städler et al. (2010), or slope heuristic - Baudry et al. (2012)).
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