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Abstract: Technology forecasting (TF) is forecasting the future state of a technology. It is exciting to know the future of technologies, because technology changes the way we live and enhances the quality of our lives. In particular, TF is an important area in the management of technology (MOT) for R&D strategy and new product development. Consequently, there are many studies on TF. Patent analysis is one method of TF because patents contain substantial information regarding developed technology. The conventional methods of patent analysis are based on quantitative approaches such as statistics and machine learning. The most traditional TF methods based on patent analysis have a common problem. It is the sparsity of patent keyword data structured from collected patent documents. After preprocessing with text mining techniques, most frequencies of technological keywords in patent data have values of zero. This problem creates a disadvantage for the performance of TF, and we have trouble analyzing patent keyword data. To solve this problem, we propose an interval estimation method (IEM). Using an adjusted Wald confidence interval called the Agresti–Coull confidence interval, we construct our IEM for efficient TF. In addition, we apply the proposed method to forecast the technology of an innovative company. To show how our work can be applied in the real domain, we conduct a case study using Apple technology.
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1. Introduction

Technology has affected society. At the same time, society has been a huge influence on technological change [1,2]. We can understand society, therefore, by analyzing the results of developed technologies. In addition, we can predict the future of society using the results of future technology forecasting. Technology forecasting (TF) is forecasting the future state of a technology [2–5]. In the age of limitless competition of technology, it is important to know the future of technologies. Many studies related to TF have been conducted in diverse areas [3,5–12]. Choi and Jun (2014) used statistical clustering based on Bayesian inference to find the vacant technology area of the future [3]. They used patent documents for input data in their technology analysis. Jun et al. (2012) proposed a technological matrix map using patent data clustering [4]. They performed the TF process using the results of technology clustering. In addition, Kim and Jun (2015) studied a graphical model based on causal inference and copula regression for the TF of the Apple Company [5]. The research conducted a case study using the innovative technologies of the Apple Company, because Apple is a leading company in technological innovation [9]. Conventional TF methods were based on qualitative and quantitative approaches such as Delphi and statistical patent analysis. However, the TF methods did not have a standard tool of forecasting like other forecasting processes, such as business or weather. Quantitative analysis models for business or weather forecasting have been studied for a long time [13,14]. Most
of the textbook examples for forecasting are based on the statistical models related to business or weather [15]. Recently, in this area, there are various models from statistical forecasting methods to machine learning based prediction models such as artificial neural networks [16–19]. On the other hand, studies on quantitative analysis models for TF have been started recently and active studies are still under way [2]. Making a standard tool for TF is a challenge in the management of technology (MOT). In addition, TF is important in MOT for research and development (R&D) planning and new product development. Consequently, there have been many studies of TF for MOT using many techniques [8,20,21]. They performed patent analysis for TF because a patent contains complete information regarding a developed technology. Many patent analyses for TF were based on quantitative approaches such as statistics and machine learning [9,22–24]. The most traditional methods of TF based on patent analysis had one problem in common [22,25]. There is a sparsity of patent keyword data structured from retrieved patent documents. After preprocessing with text mining techniques, most occurred frequencies of technological keywords in patent data have values of zero [4,25]. This problem creates a disadvantage for the performance of TF, and we had trouble analyzing keyword data. For example, most estimated probabilities of technological keywords have zeros. Consequently, it was difficult to plan any R&D strategy using the results.

To solve this problem, we propose an interval estimation method (IEM) in this paper. The proposed method is focused on a solution to the sparsity in patent analysis. We use an adjusted Wald confidence interval called the Agresti–Coull confidence interval to construct the IEM for efficient TF. We predict the future possibility of a keyword, not using point estimation, but interval estimation, because most point estimations are zero under the sparsity of structured patent data. In addition, we apply the proposed method to forecast the sustainable technology that improves the technological competition of a company. The sustainable technology is a technology to improve the technological competition of a company or a technology field for sustainability [26,27]. Recently, Park and Jun (2017) studied on a sustainable technology analysis for three-dimensional printing technology using statistical methods [28]. To show how our work can be applied to the real domain, we conduct a case study using Apple’s patents. The remainder of our paper is organized as follows. Section 2 introduces the previous works related to technology analysis and interval estimation. Section 3 proposes the IEM for sustainable technology forecasting. Section 4 illustrates a case study with Apple’s patent data. Section 5 concludes the paper.

2. Research Background

2.1. Patent Analysis and Technology Forecasting

Patent analysis has been a popular research topic in the TF of MOT. Many studies on patent analysis have focused on technology analysis [4,5,22,24,29]. They preprocessed patent documents using text mining techniques to construct the structured data suitable for statistical analysis. Nakamura et al. (2015) studied on a knowledge combining modeling using cluster analysis. Using patent document data, they proposed the depth and breadth combination model for the measurement of knowledge similarity between different technological domains by patent clustering [30]. To construct a strategic road map of robotics technologies for the power industry, Daim et al. (2017) represented a multi-criteria technology assessment using the technology system tree, expert group identification, and co-authorship and related keyword network diagram [31]. Kyebambe et al. (2017) studied the forecasting of emerging technologies using patent analysis. They analyzed the patent citations from patent documents by supervised learning approach [19]. In the retail field, research related to an innovation leading to retail industry growth was carried out by Pantano et al. (2017). The study showed an empirical evidence of the growth from the results of patent analysis [32]. Caviggioli (2016) used the international patent classification (IPC) codes extracted from the patent documents for technology fusion. He analyzed the IPC code data to represent the identification of the drivers of technology convergence [33]. Using text mining techniques and F-term analysis, Song et al. (2017) discovered new technology opportunities.
The finding is also based on patent document data [34]. Figure 1 shows the common process of patent analysis.

**Figure 1. Patent analysis process.**

We retrieve the patent documents related to a target technology from patent databases such as the United States Patent and Trademark Office (USPTO) or WIPS Corporation [35,36]. The USPTO and WIPS are popular patent databases for free and commercial use, respectively. Using preprocessing by text mining techniques, we make a patent–keyword matrix as structured data for statistical analysis, because patent document data are not suitable for statistical analysis [24,25,37,38]. The rows and columns of the matrix represent the patents and keywords, respectively. Additionally, each element of the matrix represents the occurred frequency of a keyword in each patent. This matrix is the same as the table structure of statistical analysis with observation (row) and variable (column). The analytical results of the matrix data are used for the TF. In this paper, we propose a method of interval estimation for statistical analysis of patent technology data. We explain the general methods of interval estimation in the next section.

### 2.2. Interval Estimation Methods

The estimation and hypothesis tests are the two main parts of statistical inference [39]. Applied statisticians prefer the confidence interval to the hypothesis test, because the interval estimation is more effective than the test in the field. When a frequency value is given, one of the most common statistics is a proportion, \( p \). The Wald confidence interval, based on the asymptotic normality of the maximum likelihood of \( p \), is commonly used [40–42]. However, the Wald confidence interval cannot give a confidence interval for \( p \) in the case of \( X = 0 \) (zero frequency) or the lower bound of the Wald confidence interval with negative value in \( X \approx 0 \), where \( X \) is a variable with frequency value. To solve these problems, many researchers have studied other confidence intervals [40–44]. Here, some confidence intervals are introduced for \( p \). First, we show the Wald confidence interval as follows: let \( X \) denote the number of successes with a sample size \( n \), and let \( \hat{p} = \frac{X}{n} \) be a sample proportion. Based on asymptotic normal assumptions [39], the classic 100\( (1 - \alpha) \)\% confidence interval for the proportion is as follow

\[
\hat{p} \pm z \sqrt{\frac{\hat{p}(1 - \hat{p})}{n}}
\]  
(1)

where \( z \) is \( (1 - \frac{\alpha}{2}) \) quantile from a standard normal distribution. Next, we explain the Wilson confidence interval [45].

\[
\frac{1}{1 + z^2/n} \left[ \left( \hat{p} + \frac{z^2}{2n} \right) \pm z \sqrt{\frac{\hat{p}(1 - \hat{p})}{n} + \frac{z^2}{4n^2}} \right]
\]  
(2)

The terminologies in (2) are the same as the notations of (1). Lastly, the exact confidence interval is based on a binomial distribution; Clopper and Pearson (1934) suggested the exact confidence interval for the true \( p \) without approximation [46]. The confidence limits are the solutions in \( p_0 \) to the following equations, except for the extreme cases of \( x = 0 \) and \( x = n \).

\[
\sum_{k=x}^{n} \binom{n}{k} p_0^k (1 - p_0)^{n-k} = \frac{\alpha}{2}, \quad \sum_{k=0}^{x} \binom{n}{k} p_0^k (1 - p_0)^{n-k} = \frac{\alpha}{2}
\]  
(3)
The lower limit is 0 at \( x = 0 \), and the upper limit is 1 at \( x = n \). Based on the relationship between Binomial and \( F \) distribution, the exact confidence interval can be obtained as follows:

\[
\left[ 1 + \frac{n - x + 1}{xF_{2x,2(n-x-1),1-\alpha/2}} \right]^{-1} < p < \left[ 1 + \frac{n - x}{(x+1)F_{2(x+1),2(n-x),1-\alpha/2}} \right]^{-1} \quad \text{for } x = 1, 2, \ldots, n - 1 \tag{4}
\]

where \( F_{a,b,c} \) is the \( 1 - c \) quantile of the \( F \) distribution with degrees of freedom of \( a \) and \( b \). In the context of patent big data, the methods of interval estimation can be an efficient approach to overcome the sparsity of patent data. We, therefore, propose an interval estimation method for the TF in the next section.

3. Interval Estimation for Technology Forecasting

In this paper, we propose a method of interval estimation for the TF. Among the various methods for computing interval estimation, we use the Agresti–Coull confidence interval (which is called an adjusted Wald confidence interval) as follows \([43,47,48]\).

\[
\bar{p} \pm z \sqrt{\frac{\hat{p}(1 - \hat{p})}{\tilde{n}}} \tag{5}
\]

where \( \tilde{n} = n + 4 \) and \( \bar{p} = \frac{X + z^2}{n + 4} \). The Agresti–Coull confidence interval is a similar form of Wald confidence interval. Additionally, if \( z \approx 2 \) in the Wilson confidence interval, the center of the Agresti–Coull confidence interval is identical to that of the Wilson confidence interval as follows:

\[
\frac{1}{1 + z^2/n} \left( \hat{p} + \frac{z^2}{2n} \right) = \frac{1}{1 + z^2/n} \left( \frac{X}{n} + \frac{z^2}{2n} \right) \approx \frac{1}{1 + z^2/n} \left( \frac{X}{n} + \frac{z^2}{2n} \right) = \frac{X + 2}{n + 4} = \bar{p} \tag{6}
\]

The Agresti–Coull confidence interval is also interpreted as the center of the Wilson’s confidence interval, as a weighted average of \( \hat{p} \) and \( \frac{1}{2} \) as follows:

\[
\frac{1}{1 + z^2/n} \left( \hat{p} + \frac{z^2}{2n} \right) = \hat{p} \left( \frac{n}{n + z^2} \right) + \frac{1}{2} \left( \frac{z^2}{n + z^2} \right) \tag{7}
\]

Therefore, the point estimator converges to \( \hat{p} \) as \( n \to \infty \). They compared actual coverage probabilities with 95% confidence level depending on sample size and the true proportion, and showed much better performance than the Wald and exact confidence intervals. They recommended it for all sample sizes and parameters. Using the adjusted Wald confidence interval, we can control many zero values of the structured data (document–term matrix) that is preprocessed from patent documents. To get patent documents related to target technology, we retrieve patents from patent databases of the world. The most popular databases, USPTO and WIPSON, are used. In the retrieved patent documents related to our target technology, we have to form the structured patent data for our IEM. Figure 2 shows the process of our preprocessing to construct the structured patent data.
The text document collection based on the retrieved \( n \) patent documents is denoted as a corpus, and it is interpreted as a text database. The R data language and its “tm” package are used to construct a patent–keyword matrix from the interpreted text database [37,38,49]. Using the text mining process, we get the structured patent data in top of Figure 3.

![Figure 3. Structured patent data.](image)

The patent–keyword matrix consists of patents and keywords as its rows and columns, respectively. Each element of the matrix is the occurred frequency value of a keyword in a patent. Next, we transform the patent data of frequency values into structured data with binary values for the interval estimation in bottom of Figure 3. In this paper, we use this matrix for our IEM in Apple’s TF. We encounter the sparsity problem in this data structure of Figure 3, because many elements of the matrix are zero values. We have to select a methodology to overcome this problem. In our research, we propose an IEM based on the adjusted Wald confidence interval. Therefore, we perform the IEM from the patent documents related to the target technology according to the following process.

(Step 1) Collecting patent document data

1-1) Selection of target technology
1-2) Retrieval of patents related to target technology from patent databases

(Step 2) Constructing structured patent data

2-1) Collected patent documents imported to R data system
2-2) Denoting corpus and interpreting text database using patent documents
2-3) Building patent–keyword matrix with occurred frequency of keyword
2-4) Changing occurred frequency to binary value

(Step 3) Computing interval estimation of patent keyword

3-1) Using Agresti–Coull confidence interval for IEM
3-2) Computing interval estimation of technology keyword for TF

(Step 4) Forecasting future technology

4-1) Using IEM results of all patent keywords
Assigning representative technology to each keyword
Predicting future state of target technology

In this paper, we forecast future technologies using the results of our IEM. We compute the estimated intervals of all patent keywords using the IEM. In addition, we can set data related technology to the “data” keyword. The mean ($\bar{p}$), upper, and lower values of interval estimation provide valuable information to forecast future technology. The larger the values are, the more important the technological keyword is. In statistics, half of the width is called as a margin of error, and the square root part in Equation (5) is called the standard error. Both of them are measures of errors for the interval estimation. The errors are dependent on the estimate for $p$ and a sample size, $n$. With bigger $p$ and less $n$, the errors are increasing, and the widths are getting wider. It could be interpreted that more errors and wider widths when a bigger $p$ is estimated with smaller sample size. It is quite reasonable. The estimation is not stable with small sample. We should suggest wider interval estimation for better confidence. In the next section, we perform a case study of Apple’s technology.

4. Case Study of Apple Technology

To show how the proposed method can be used to address a real problem, we carried out a case study using Apple’s patent data. Apple has been leading the technological innovation of the global information and communication (ICT) industry [9,10,50–52]. Jun and Park (2013) examined the technological innovation of Apple using patent analysis [9]. They analyzed the patent documents of Apple with time series regression, K-means clustering, and social network analysis to understand the technologies of Apple. Additionally, Kim and Jun (2015) studied graphical causal inference and copula regression to analyze the technological keywords of Apple patents [5]. The authors used the technological relationships among Apple’s patent keywords to understand the technological structure of Apple. Previous studies related to Apple’s technologies did not consider technological changes over time and the scope of change in the patent keywords of Apple. We proposed an IEM for building the variable interval of Apple’s keywords over time. We used Apple’s patents issued between 1977 and 2010. We also searched patent data in the patent database of WIPS Corporation [36]. Using text mining techniques including natural language processing [37,38], we made a corpus from searched patent documents and constructed document–term matrix which consists of patent documents (rows) and occurred terms (columns). To select the keywords representing Apple’s technologies, we had help from the domain experts of Apple in the Korea Intellectual Property Strategy Agency (KISTA) [53]. We extracted sixteen major keywords from the collected patent documents related to Apple, as follows: audio, computer, content, data, device, digital, display, image, information, interface, media, memory, network, system, user, and video. To analyze the patent documents of Apple, we formed structured data called patent keyword matrix using text mining techniques. The columns and rows represent patent keywords and years in this matrix, and the elements of the matrix contain the occurred frequency values of keywords by year. Using this data matrix, we computed interval estimations for each keyword. We grouped the sixteen keywords into four technological groups. Like the approach to keyword selection of Apple technology, we got help from the domain experts of Apple in the Korea Intellectual Property Strategy Agency (KISTA) for technological classification of Apple. Table 1 shows the four technological groups of Apple keywords and their representative technologies.

In Table 1, Group 1 consists of four keywords (i.e., “content”, “data”, “information”, and “memory”) and we defined the representative technology of this group as “Data”. In the same way, the representative technologies of Groups 2-4 are “Application”, “System”, and “User Interface”, respectively. The four major technologies are considered to assess Apple’s technological sustainability. We computed the interval estimations of the keywords and keyword groups.

Figure 4 shows the interval estimation plots of four keywords in Group 1. The “content” keyword rose in the late 2000s, dropped in 2009, and then increased again in 2010. The keywords of “data”, “information”, and “memory” were at their peak in 1995. Later, they continued to decrease, but,
recently, they have increased rapidly. In the late 1990s, Apple launched a new computer called the iMac. At that time, Apple first turned a profit. We determined that the technology of Group 1 is the sustainable technology of Apple. To discover more detail about the Group 1 technology, we show IEM values, such as the estimate, lower limit, and upper limit of the proportion (\(\hat{p}\)) IE of each keyword by year in Table 2. Because there was very little frequency before the 1990s, most of the mean values of the keywords were close to zero.

In Figure 5 we extracted meaningful interval estimations results since 1990 from Table 2 to determine the variability of the keywords over time. The interval estimation widths of the keywords of Group 1 were computed from the absolute difference between the upper and lower limits. The width value of the keyword “data” is the smallest one in Group 1. This means that the technology based on data does not fluctuate over time within the Apple technology. In a relative sense, the width value of the keyword “content” fluctuates more than other keywords in Group 1.

Table 1. Four technology groups of Apple keywords.

| Group | Group 1 | Group 2 | Group 3 | Group 4 |
|-------|---------|---------|---------|---------|
| Keyword | content | audio | computer | digital |
|        | data    | image  | device   | display |
|        | information | media | network | interface |
|        | memory | video | system | user |

| Representative Technology | Data | Application | System | User Interface |
|---------------------------|------|-------------|--------|---------------|

Figure 4. Interval estimation plots of Group 1: content, data, information, and memory.
“audio” has a peak in 2009. This means that the “audio” technology of Apple was researched and developed relatively recently. The “media” technology is similar to the technology based on “audio”. However, the technology of “video” has fluctuated since the 2000s. Table 3 shows the detailed IEM results of Group 2.

Next, Figure 6 shows the IE plots for Group 2 (i.e., “Application”) with keywords “audio”, “image”, “media”, and “video”. The time trends of most Group 2 keywords differ from the keywords of Group 1. They have no peaks in the late 1990s, except for the keyword of “image”. The keyword “audio” has a peak in 2009. This means that the “audio” technology of Apple was researched and developed relatively recently. The “media” technology is similar to the technology based on “audio”. However, the technology of “video” has fluctuated since the 2000s. Table 3 shows the detailed IEM results of Group 2.

Figure 5. IE widths of Group 1 keywords.
developed relatively recently. The “media” technology is similar to the technology based on “audio”. However, the technology of “video” has fluctuated since the 2000s. Table 3 shows the detailed IEM results of Group 2.

![Figure 6. Interval estimation plots of Group 2: audio, image, media, and video.](image)

| Years | Audio Lower | Audio Upper | Image Lower | Image Upper | Media Lower | Media Upper | Video Lower | Video Upper |
|-------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 1977  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1978  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1979  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1980  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1981  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1982  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1983  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1984  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1985  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1986  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1987  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1988  | 0.0005      | 0.0000      | 0.0029      | 0.0004      | 0.0000      | 0.0021      | 0.0000      | 0.0011      |
| 1989  | 0.0013      | 0.0013      | 0.0016      | 0.0016      | 0.0016      | 0.0016      | 0.0016      | 0.0016      |
| 1990  | 0.0007      | 0.0011      | 0.0007      | 0.0011      | 0.0007      | 0.0011      | 0.0007      | 0.0011      |
| 1991  | 0.0005      | 0.0009      | 0.0005      | 0.0009      | 0.0005      | 0.0009      | 0.0005      | 0.0009      |
| 1992  | 0.0066      | 0.0110      | 0.0066      | 0.0110      | 0.0066      | 0.0110      | 0.0066      | 0.0110      |
| 1993  | 0.0051      | 0.0119      | 0.0051      | 0.0119      | 0.0051      | 0.0119      | 0.0051      | 0.0119      |
| 1994  | 0.0100      | 0.0215      | 0.0100      | 0.0215      | 0.0100      | 0.0215      | 0.0100      | 0.0215      |
| 1995  | 0.0112      | 0.0223      | 0.0112      | 0.0223      | 0.0112      | 0.0223      | 0.0112      | 0.0223      |
| 1996  | 0.0017      | 0.0034      | 0.0017      | 0.0034      | 0.0017      | 0.0034      | 0.0017      | 0.0034      |
| 1997  | 0.0006      | 0.0012      | 0.0006      | 0.0012      | 0.0006      | 0.0012      | 0.0006      | 0.0012      |
| 1998  | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      |
| 1999  | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      | 0.0000      |
| 2000  | 0.0042      | 0.0076      | 0.0042      | 0.0076      | 0.0042      | 0.0076      | 0.0042      | 0.0076      |
| 2001  | 0.0042      | 0.0076      | 0.0042      | 0.0076      | 0.0042      | 0.0076      | 0.0042      | 0.0076      |
| 2002  | 0.0011      | 0.0016      | 0.0011      | 0.0016      | 0.0011      | 0.0016      | 0.0011      | 0.0016      |
| 2003  | 0.0050      | 0.0095      | 0.0050      | 0.0095      | 0.0050      | 0.0095      | 0.0050      | 0.0095      |
| 2004  | 0.0105      | 0.0180      | 0.0105      | 0.0180      | 0.0105      | 0.0180      | 0.0105      | 0.0180      |
| 2005  | 0.0088      | 0.0108      | 0.0088      | 0.0108      | 0.0088      | 0.0108      | 0.0088      | 0.0108      |
| 2006  | 0.0075      | 0.0094      | 0.0075      | 0.0094      | 0.0075      | 0.0094      | 0.0075      | 0.0094      |
| 2007  | 0.0017      | 0.0023      | 0.0017      | 0.0023      | 0.0017      | 0.0023      | 0.0017      | 0.0023      |
| 2008  | 0.0056      | 0.0071      | 0.0056      | 0.0071      | 0.0056      | 0.0071      | 0.0056      | 0.0071      |
| 2009  | 0.0018      | 0.0026      | 0.0018      | 0.0026      | 0.0018      | 0.0026      | 0.0018      | 0.0026      |
| 2010  | 0.0091      | 0.0112      | 0.0091      | 0.0112      | 0.0091      | 0.0112      | 0.0091      | 0.0112      |

Table 3. Interval estimation of Group 2: audio, image, media, and video.
Using the estimate, lower, and upper values, we constructed the interval estimation widths of the keywords of Group 2 in Figure 7. Unlike the visualization result of Group 1, they show large fluctuations. In particular, by the year 2000 the range of fluctuations was larger than before. We concluded, therefore, that the technology of “Data” (Group 1) is more stable than the “Application” technology (Group 2).

![Figure 7. IE widths of Group 2 keywords.](image)

Figure 8 shows the IE plots of Group 3 with the keywords of “computer”, “device”, “network”, and “system”. The trends of “computer”, “network”, and “system” are similar to those of the keywords of Group 1. They have peaks in 1995. The keyword of “device”, however, has a peak in 2007. This is more recent than other keywords in Group 3. We show more detailed IEM results of Group 3 keywords in Table 4. We found that the sparsity of Group 3 is less than that of Group 1 or Group 2, because most mean values of Group 3 keywords are not zero. This means that the technology of Group 3 (System technology) is very active in the Apple Company.

![Figure 8. Interval estimation plots of Group 3: computer, device, network, and system.](image)
Table 4. Interval estimation of Group 3: computer, device, network, and system.

| Years | Computer Lower | Upper  | Device Lower | Upper  | Network Lower | Upper  | System Lower | Upper  |
|-------|----------------|--------|--------------|--------|----------------|--------|--------------|--------|
| 1977  | -0.0002        | 0.0000 | -0.0014      | 0.0000 | 0.0007         | 0.0000 | -0.0007      | 0.0000 |
| 1978  | -0.0001        | 0.0003 | -0.0019      | 0.0000 | 0.0007         | 0.0000 | -0.0007      | 0.0000 |
| 1979  | -0.0002        | 0.0000 | -0.0014      | 0.0000 | 0.0007         | 0.0000 | -0.0007      | 0.0000 |
| 1980  | 0.0002         | 0.0009 | 0.0028       | -0.0001| 0.0000         | 0.0000 | -0.0007      | 0.0000 |
| 1981  | -0.0001        | 0.0003 | -0.0019      | 0.0000 | 0.0004         | 0.0000 | -0.0007      | 0.0000 |
| 1982  | 0.0002         | 0.0009 | 0.0028       | 0.0000 | 0.0004         | 0.0000 | -0.0007      | 0.0000 |
| 1983  | -0.0001        | 0.0003 | -0.0019      | 0.0000 | 0.0007         | 0.0000 | -0.0007      | 0.0000 |
| 1984  | 0.0005         | 0.0015 | 0.0037       | -0.0001| 0.0000         | 0.0000 | -0.0007      | 0.0000 |
| 1985  | 0.0004         | 0.0012 | 0.0033       | 0.0006 | 0.0013         | 0.0000 | -0.0007      | 0.0000 |
| 1986  | 0.0004         | 0.0012 | 0.0033       | -0.0001| 0.0000         | 0.0000 | -0.0007      | 0.0000 |
| 1987  | 0.0000         | 0.0010 | 0.0027       | 0.0000 | 0.0007         | 0.0000 | -0.0007      | 0.0000 |
| 1988  | 0.0002         | 0.0005 | 0.0049       | 0.0000 | 0.0009         | 0.0000 | -0.0007      | 0.0000 |
| 1989  | 0.0002         | 0.0005 | 0.0049       | 0.0000 | 0.0009         | 0.0000 | -0.0007      | 0.0000 |
| 1990  | 0.0006         | 0.0142 | 0.0189       | 0.0004 | 0.0010         | 0.0000 | -0.0004      | 0.0000 |
| 1991  | 0.0011         | 0.0135 | 0.0182       | 0.0012 | 0.0020         | 0.0000 | -0.0004      | 0.0000 |
| 1992  | 0.0025         | 0.0320 | 0.0367       | 0.0025 | 0.0038         | 0.0005 | -0.0017      | 0.0007 |
| 1993  | 0.0366         | 0.0452 | 0.0530       | 0.0065 | 0.0084         | 0.0108 | 0.0170        | 0.0269 |
| 1994  | 0.0683         | 0.0769 | 0.0866       | 0.0111 | 0.0136         | 0.0166 | 0.0229        | 0.0472 |
| 1995  | 0.1031         | 0.1136 | 0.1250       | 0.0180 | 0.0211         | 0.0248 | 0.0517        | 0.0652 |
| 1996  | 0.0512         | 0.0588 | 0.0674       | 0.0216 | 0.0250         | 0.0290 | 0.0610        | 0.0755 |
| 1997  | 0.0352         | 0.0416 | 0.0490       | 0.0071 | 0.0091         | 0.0116 | 0.0269        | 0.0368 |
| 1998  | 0.0349         | 0.0412 | 0.0487       | 0.0025 | 0.0038         | 0.0055 | 0.0277        | 0.0378 |
| 1999  | 0.0160         | 0.0203 | 0.0258       | 0.0029 | 0.0042         | 0.0060 | 0.0049        | 0.0094 |
| 2000  | 0.0154         | 0.0197 | 0.0251       | 0.0045 | 0.0061         | 0.0082 | 0.0084        | 0.0142 |
| 2001  | 0.0315         | 0.0376 | 0.0447       | 0.0062 | 0.0081         | 0.0105 | 0.0221        | 0.0312 |
| 2002  | 0.0312         | 0.0372 | 0.0443       | 0.0157 | 0.0186         | 0.0221 | 0.0334        | 0.0444 |
| 2003  | 0.0329         | 0.0391 | 0.0463       | 0.0144 | 0.0172         | 0.0206 | 0.0206        | 0.0293 |
| 2004  | 0.0437         | 0.0508 | 0.0589       | 0.0282 | 0.0321         | 0.0365 | 0.0342        | 0.0453 |
| 2005  | 0.0307         | 0.0366 | 0.0437       | 0.0440 | 0.0489         | 0.0542 | 0.0277        | 0.0379 |
| 2006  | 0.0466         | 0.0539 | 0.0622       | 0.0638 | 0.0695         | 0.0758 | 0.0679        | 0.0691 |
| 2007  | 0.0521         | 0.0597 | 0.0684       | 0.1128 | 0.1202         | 0.1281 | 0.0730        | 0.0888 |
| 2008  | 0.0590         | 0.0671 | 0.0762       | 0.1759 | 0.1849         | 0.1942 | 0.0903        | 0.1076 |
| 2009  | 0.0434         | 0.0505 | 0.0586       | 0.1394 | 0.1476         | 0.1561 | 0.0484        | 0.0614 |
| 2010  | 0.0440         | 0.0511 | 0.0592       | 0.1638 | 0.1746         | 0.1837 | 0.0921        | 0.1095 |

In Figure 9, we calculated the visualization of interval estimation widths of Group 3 using the results of Table 4. The results show that the variations of Group 3 keywords are stable except for “network”. We conclude, therefore, that the technology based on Group 3 is sustainable in the Apple Company.

Next, Figure 10 represents the interval estimation plots of Group 4. The technological trends of Group 4 keywords are similar to the trend of Group 1. The relative height of Group 4, however,
is lower than that of Group 1. We see that the technology of Group 4 (User Interface technology) is collaborative with the technology of Group 1 (Data technology). This means that Apple has developed the technologies of user interface and data together. Table 5 expresses the interval estimation results of the keywords in Group 4. Like the results of Group 3, the sparseness of Group 4 has relaxed somewhat. We see that the mean values of the keywords in Group 4 increase steadily.

![Figure 10. Interval estimation plots of Group 4: digital, display, interface, and user.](image)

Table 5. Interval estimation of Group 4: digital, display, interface, and user.

| Years | Lower | Digital | Upper | Display | Interface | User |
|-------|-------|---------|-------|---------|-----------|------|
|       | Lower | Upper   |       | Lower   | Upper     | Lower | Upper |
| 1977  | -0.0003 | 0.0008  | 0.0051 | -0.0001 | 0.0003    | 0.0018 | -0.0003 |
| 1978  | 0.0000  | 0.0016  | 0.0063 | 0.0003  | 0.0012    | 0.0031 | -0.0003 |
| 1979  | -0.0006 | 0.0000  | 0.0038 | -0.0002 | 0.0000    | 0.0032 | -0.0000 |
| 1980  | 0.0000  | 0.0016  | 0.0063 | 0.0005  | 0.0014    | 0.0035 | -0.0000 |
| 1981  | -0.0006 | 0.0000  | 0.0038 | -0.0001 | 0.0003    | 0.0018 | -0.0000 |
| 1982  | -0.0003 | 0.0008  | 0.0051 | 0.0003  | 0.0012    | 0.0031 | -0.0000 |
| 1983  | -0.0003 | 0.0008  | 0.0051 | 0.0005  | 0.0014    | 0.0035 | -0.0000 |
| 1984  | -0.0006 | 0.0000  | 0.0038 | 0.0000  | 0.0006    | 0.0022 | -0.0002 |
| 1985  | -0.0003 | 0.0008  | 0.0051 | 0.0009  | 0.0020    | 0.0043 | -0.0000 |
| 1986  | 0.0005  | 0.0024  | 0.0075 | 0.0005  | 0.0014    | 0.0035 | -0.0000 |
| 1987  | -0.0006 | 0.0000  | 0.0038 | 0.0013  | 0.0026    | 0.0050 | -0.0000 |
| 1988  | -0.0006 | 0.0000  | 0.0038 | 0.0017  | 0.0032    | 0.0057 | -0.0000 |
| 1989  | 0.0054  | 0.0097  | 0.0172 | 0.0009  | 0.0020    | 0.0043 | 0.0007  |
| 1990  | 0.0009  | 0.0032  | 0.0086 | 0.0035  | 0.0055    | 0.0086 | 0.0013  |
| 1991  | 0.0020  | 0.0049  | 0.0109 | 0.0067  | 0.0095    | 0.0134 | 0.0007  |
| 1992  | 0.0072  | 0.0122  | 0.0202 | 0.0129  | 0.0167    | 0.0216 | 0.0060  |
| 1993  | 0.0170  | 0.0244  | 0.0347 | 0.0219  | 0.0268    | 0.0328 | 0.0098  |
| 1994  | 0.0309  | 0.0406  | 0.0532 | 0.0224  | 0.0274    | 0.0334 | 0.0232  |
| 1995  | 0.0197  | 0.0276  | 0.0385 | 0.0477  | 0.0548    | 0.0629 | 0.0322  |
| 1996  | 0.0309  | 0.0406  | 0.0532 | 0.0248  | 0.0300    | 0.0562 | 0.0202  |
| 1997  | 0.0085  | 0.0138  | 0.0222 | 0.0201  | 0.0248    | 0.0305 | 0.0162  |
| 1998  | 0.0036  | 0.0073  | 0.0141 | 0.0122  | 0.0159    | 0.0206 | 0.0108  |
| 1999  | 0.0072  | 0.0122  | 0.0202 | 0.0107  | 0.0141    | 0.0187 | 0.0140  |
| 2000  | 0.0085  | 0.0138  | 0.0222 | 0.0094  | 0.0127    | 0.0170 | 0.0213  |
| 2001  | 0.0157  | 0.0227  | 0.0328 | 0.0198  | 0.0245    | 0.0302 | 0.0254  |
| 2002  | 0.0380  | 0.0487  | 0.0623 | 0.0327  | 0.0386    | 0.0456 | 0.0429  |
| 2003  | 0.0287  | 0.0382  | 0.0505 | 0.0295  | 0.0352    | 0.0419 | 0.0311  |
| 2004  | 0.0956  | 0.1121  | 0.1310 | 0.0370  | 0.0433    | 0.0506 | 0.0296  |
| 2005  | 0.0843  | 0.0999  | 0.1180 | 0.0626  | 0.0706    | 0.0797 | 0.0981  |
| 2006  | 0.1055  | 0.1227  | 0.1422 | 0.1256  | 0.1367    | 0.1485 | 0.1128  |
| 2007  | 0.0474  | 0.0593  | 0.0740 | 0.0974  | 0.1073    | 0.1180 | 0.1280  |
| 2008  | 0.0919  | 0.1080  | 0.1267 | 0.0729  | 0.0816    | 0.0912 | 0.0791  |
| 2009  | 0.1055  | 0.1227  | 0.1422 | 0.1248  | 0.1358    | 0.1476 | 0.0996  |
| 2010  | 0.1055  | 0.1227  | 0.1422 | 0.1248  | 0.1358    | 0.1476 | 0.0996  |
Figure 11 shows interval estimation widths of Group 4 keywords. The fluctuation of the “digital” keyword is larger than other keywords of Group 4.

![Figure 11. IE widths of Group 4 keywords.](image)

Until now, we explained the IEM results according to technological groups. Finally, we carried out the IEM for all integrated groups. Figure 12 shows the interval estimation plots of all groups. The technologies of Groups 1, 3, and 4 have their peaks in 1995. However, the Group 2 technology has its peak in 2007. We see that the Apple Company has recently been focusing on technology based on application. Table 6 shows the interval estimation results of all groups.

![Figure 12. Interval estimation plots of all groups.](image)
Using the results of Table 6, we computed the interval estimation widths of all groups in Figure 13.
We see that the fluctuation patterns of all groups are similar. In 1995, the peaks of all fluctuations were visible, and recently fluctuations have increased. From the IEM results of all keywords and groups, we obtained the technological structure for Apple’s sustainability in Figure 14.

**Figure 14.** Technological structure for Apple’s sustainable technology.

Group 1 consists of four keywords (i.e., “content”, “data”, “information”, and “memory”). Using the four keywords, we defined the representative technology of Group 1 as data-based technology. Among these keywords, the “content” keyword has the most influence on the Group 1 technology. In Figure 14, we expressed the keyword in bold. The same interpretations used for Group 1 apply to the other groups in Figure 14. The technology of Group 2 is influenced by the technologies based on “audio”, “image”, “media”, and “video”. The technologies of “audio” and “video” dominate the Group 2 technology. Among the four keywords included in Group 3, the “network” keyword has the most influence on the system-based technology of Group 3. Therefore, the technologies of Groups 2–4 affect the technology of Group 1. Apple possesses technologies related to application, system, and user interface, and they have become the basis for developing the data technology. Consequently, this technology structure drives the sustainable technology of Apple. In general analysis without sparsity problem, the frequency values are better data than the binary data. The sparsity problem causes analytical difficulties in patent data analysis. Thus, diverse studies were performed to overcome the problem. In this paper, we also tried to solve the problem by proposed interval estimation method using binary values, and we showed the validity of our method.

5. Discussion

Recently, technology analysis has relied on patent analysis by objective and quantitative statistical models rather than Delphi survey that is based on expert subjective knowledge. Thus, many studies related to patent data analysis have been performed in diverse fields. In order to use statistical models for patent data, we first have to convert the retrieved patent documents into a formal data structure. The structured patent data is a matrix consisting of patent keywords and their frequency values. Each row and column of the matrix represent a patent and a technological keyword, respectively.
An element of the matrix is the frequency value of each keyword occurred in a patent document. In general, this matrix is very sparse, that is, most elements have a value of zero. Therefore, most studies on patent analysis tried to solve the sparsity problem, and carried out statistical modeling or machine learning algorithm for technology analysis. TF is also an attractive field in technology analysis. Because companies want to know the future state of technology in order to increase their market competitiveness. The traditional TF studies mainly consisted of regression analysis that confirms the relation between technologies, time series analysis that analyzes the trend of technology over time, or cluster analysis that groups similar technologies. In the studies, each TF model was independently developed and used. However, our IEM-based TF method is a technology analysis that considered the technological trends of patent keywords over time and technological relations between patent keywords simultaneously. In particular, the TF results are expressed in the form of interval instead of single predictive value, reflecting both the diversity of prediction and uncertainty. In addition, we divided Apple’s technologies into four sub technology groups, and estimated the confidence intervals of occurred frequencies of technological keywords included in four groups. From the results of our proposed method, we can find the future trends of technological keywords of Apple’s technology, and predict Apple’s future product development through a combination of the keywords with similar trends. We can apply the proposed method not only to Apple but also to other companies’ technology analysis, so that we can predict product development as well as understand the technology possessed by the company. Our research does not provide a specific R&D plan for TF. If we want to a build detailed plan for technology development, we need help from the experts in the relevant field of technology. Future research needs to consider a methodology that can provide more specific R&D plan.

6. Conclusions

We proposed a statistical method of patent keyword analysis for TF. We used an interval estimation to make the proposed IEM. In addition, we applied text mining techniques to construct structured patent data suitable for statistical analysis using the R data language and its “tm” package. The structured data consisted of a patent–keyword matrix with occurred frequencies of all selected keywords, and we converted the frequency values to binary data for the IEM. From the results of IEM, we obtained the mean and confidence interval for each keyword. We assigned a representative technology to each keyword, and forecasted the future of the given technology. In this paper, we applied our IEM to Apple’s technology. We found that Apple’s product technology is based on four technological groups. They are data, application, system, and user interface technologies. In addition, the data technology is core and is a sustainable technology necessary for future development. The other technologies (i.e., application, system, and user interface) affect the development of the data technology. We used patents in 34 years between 1977 and 2010. However, in early years, there were few patents with 0 frequency. Only from 1990 some patents could be selected. Using only patents in the most current 20 years, we tried to forecast technology, and they are also only Apple’s patents. However, when we want to apply in general, they are not enough to forecast technology. To generalize the outputs, we should use interval estimation. We could use 95% interval estimation to forecast technology with 95% confidence in general.

This research contributes to an understanding of technological relationships, R&D planning, and new product development in a company. Our research has a limitation because we only used one interval estimation, though the estimation is superior to other interval estimations. In addition, we provided the technological structure for Apple’s sustainable technology by the results of our interval estimation. This does not show directly the future technology of Apple, but the domain experts of Apple technology can perform technology forecasting using the results of our case study of Apple. Thus, the final implication of this paper is depended upon the roles of domain experts. In our future work, we will study the integrated method of diverse interval estimations for TF. This connects the result of interval estimation to TF directly without the efforts of domain experts.
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