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Abstract

Data driven soft sensor design has recently gained immense popularity, due to advances in sensory devices, and a growing interest in data mining. While partial least squares (PLS) is traditionally used in the process literature for designing soft sensors, the statistical literature has focused on sparse learners, such as Lasso and relevance vector machine (RVM), to solve the high dimensional data problem. In the current study, predictive performances of three regression techniques, PLS, Lasso and RVM were assessed and compared under various offline and online soft sensing scenarios applied on datasets from five real industrial plants, and a simulated process. In offline learning, predictions of RVM and Lasso were found to be superior to those of PLS when a large number of time-lagged predictors were used. Online prediction results gave a slightly more complicated picture. It was found that the minimum prediction error achieved by PLS under moving window (MW), or just-in-time learning scheme was decreased up to ∼5-10% using Lasso, or RVM. However, when a small MW size was used, or the optimum number of PLS components was as low as ∼1, prediction performance of PLS surpassed RVM, which was found to yield occasional unstable predictions. PLS and Lasso models constructed via online parameter tuning generally did not yield better predictions compared to those constructed via offline tuning. We present evidence to suggest that retaining a large portion of the available process measurement data in the predictor matrix, instead of preselecting variables, would be more advantageous for sparse learners in increasing prediction accuracy. As a result, Lasso is recommended as a better substitute for PLS in soft sensors; while performance of RVM should be validated before online application.

1 Introduction

In process industries, data driven soft sensors can provide real-time predictions for process control, monitoring, validating hardware measurements [2,13,19,20,39,44]. Since predictive performance of soft sensors built in offline mode deteriorates in time, due to changes in raw materials, catalyst deactivation, fouling, and seasonal effects [40], referred to as “concept drift”, online learning schemes are used in soft sensor design to maintain the desired predictive accuracy [25]. In machine learning applications, various adaptive learning frames, such as recursive
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methods, moving window (MW), just-in-time learning (JITL) and ensemble modeling, have been suggested for model adaptation and online prediction [5, 9, 17, 64, 67]. Another challenge in process industries is the large number of correlated measured variables, since increasing the number of predictors leads to an inflation in variance of parameter estimates. Hence, designing an accurate soft sensor lies not only in devising a convenient adaptive scheme, but also using a learner tailored for the specifics of the process.

Principle component regression (PCR) and partial least squares (PLS) have been the traditional latent variable learners used in statistical modeling of steady state and dynamic processes [45, 63, 68, 82]. PLS has been historically expected to yield models with high stability, obtained through “maximal reduction in the covariance of the data” [31]. More recent machine learning tools, such as least squares support vector machines (SVMs), Gaussian process regression, Bayesian networks and extreme learning machine are being successfully incorporated into soft-sensor design in chemical processes, particularly to cope with the nonlinearity issue [49, 56, 64]. However, most of the adaptive learning algorithms in the literature have relied on traditional PLS/PCR for prediction, mainly due to the following advantages of linear (in parameters) models: (i) ease of interpretation of the prediction results [24, 46, 58, 60] (ii) local linear learners are prevalent for implementation in inferential/predictive controllers [41, 43, 78, 79] and (iii) frequency of concept drifts in chemical processes entails using a small, relevant subset of the data, in which linear models yield better predictive models [18, 23, 32, 33, 42, 51, 52, 61].

One of the first serious criticisms to PLS was vocalized by Frank and Friedman; they suggested that prediction quality of PLS is likely to deteriorate when a large number of components are included, due to shrinkage factors being larger than unity along the eigendirections, i.e. “expanding” the LS estimates, and advocated using ridge regression (RR) [21]. To this criticism, it was stated that shrinkage factors of PLS is within [0, 1] interval in the signal-to-noise ratio directions, i.e. directions which take the LS point estimates and the variance into consideration [14, 15], giving a theoretical basis for the predictive performance of PLS. Hastie and coworkers continued with the criticism, suggesting that covariance of the predictors becomes more important than correlation with the response variables in determining latent variables via PLS method [29]. Consistent with this view, mathematical analyses and simulations showed that predictions of PLS deteriorate for larger number of predictors, hence subset selection prior to using PLS was recommended [4, 10, 53].

To tackle the multicollinearity problem, statistics community has been developing biased estimators (or shrinkage/regularization methods). The oldest of these methods is RR, in which the least squares (LS) estimation is modified by imposing an L2 penalty onto the regression coefficients [30]. It should be noted that PCR and PLS are also shrinkage methods, which affect the contribution of eigendirections of the predictor and predictor-response variable covariance matrices, respectively, to the parameter estimates. Least absolute shrinkage and selection operator (Lasso) works in a similar way, the only difference being that L2 penalty in RR is replaced with an L1 penalty, which may lead to zero coefficient estimates and yield sparse models [69]. Similarly, relevance vector machine (RVM) was first introduced as a sparse Bayesian model for both regression and classification tasks; motivated by Bayesian automatic relevance determination, RVM uses the same functional form as SVM [71]. Sparse PCA and PLS were more recently developed to fuse latent vector representation with predictor selection via L1/L2 penalties [10, 74]. In high dimensional problems ranging from computer vision to chemomet-
rics, as well as gene expression, sparse models have been noted for improved generalization capability \cite{1,7,47,76}. Recently, sparse regression techniques have been employed in process literature \cite{16,26,77,84}. However, most of these applications focus on feature selection; e.g. Lasso has been analyzed as an alternative to conventional feature selection methods for PLS based soft sensor models \cite{22,38,83}. Similarly, prediction potential of RVM, along with its ability to estimate uncertainty in predictions \cite{50}, is yet to be exploited in applications to processes.

Various adaptive learning methods have already been devised successfully for industrial processes, however, to our knowledge, there is not a sufficient number of studies, in which predictive performances of biased learners have been compared under identical learning settings and process environment. Additionally, studies in statistical literature, comparing the prediction accuracies of various learners, are usually based on Monte Carlo simulations, benchmark data from machine learning repository or biological data, hence may not adequately represent process engineering environment \cite{10,21,69,71,74}. As a result, the most suitable learner for soft sensor design in process industries still remains an open question. We tackled this problem in the current study via comparing the predictive performances of PLS, Lasso and RVM under offline/online learning schemes on five publicly available datasets of real chemical processes, and a continuous stirred tank (CSTR) simulation. We specifically focused on PLS, Lasso and RVM due to interpretability of the resulting models, since all these three learners express the output as a linear combination of predictors. We found it more appropriate to make learner comparisons on simpler learning “modules”, such as MW and JITL schemes, compared to specific and advanced learning schemes, e.g. state-of-the-art ensemble models \cite{35,62,64}, for the obtained results to have higher generalizability. Additionally, we worked on a number of questions that particularly pose challenge to industrial practitioners, such as comparison of predictive performances of offline/online learning methods using time lagged process variables, or comparison of offline/online parameter tuning. Details of the learning schemes and information on datasets and model assessment are discussed in Sections 2 and 3, respectively, while predictive performances of learners in offline/online applications are presented in Section 4. Based on a diverse sample of industrial and simulated data, our results indicate that preference for PLS based predictive models in the literature is justified under a narrow range of conditions, while Lasso and, with some reservations, RVM are advantageous in a broader parameter range, particularly, in the MW frame.

2 Background

Consider a dataset $D$ of historical plant operations; for a total of $N$ observations in time order, $D = \{x_t, y_t\}_{t=1}^{N}$ and $x_t \in \mathbb{R}^p, y_t \in \mathbb{R}^m$, where $p$ is the number of predictors, and $m$ is the number of response variables. For a single response variable ($m = 1$), the predictor (design) matrix, $X$, is of size $N \times p$, and the response vector $y$ is $N \times 1$. Using the subscript $\tau$, a subset of $D$, comprising successive observations with time indices defined in $\tau$, is represented as $D_\tau = \{x_t, y_t\}, t \in \tau$, satisfying $|\tau| < N$. In a supervised learning setting, it is presumed that labeled outputs, $y$, are a function of the inputs, $X$, hence $\hat{y}_t = \hat{f}(x_t, t)$ forms the basis of regression. In the current study, a single observation of $r$ process variables sampled at time $t$ is shown by $z_i(t), i = 1, 2, ..., r$. Hence, the finite impulse response (FIR) parametrization of $\hat{f}$ is constructed as $x_t^F = [z_1(t), z_1(t-1), ..., z_r(t-n)]$ with
\[ p \text{ elements equal to } (n + 1) \times r, \text{ and the response variable is predicted using:} \]
\[
\hat{y}_t = x_t^T \hat{\beta}
\] (1)

### 2.1 Statistical Learning Methods

Statistical learning methods (or learners) can be used to estimate the model parameters in Eq. (1) from training data. One way to decrease the mean squared error (MSE) of predictions is to use regularized regression methods [21]. The current study focuses on three of these regression methods: PLS, Lasso, and RVM.

#### 2.1.1 Partial Least Squares (PLS)

PLS was first introduced by Wold [75], and has been among the most popular modeling methods in soft sensor design. PLS extracts orthogonal latent score vectors, \( t_l \) (for \( l = 1, 2, \ldots, L \)) is the dimension of the latent space in predictor space, with high variance and high correlation with the response vector. PLS components are usually determined via the NIPALS algorithm, initialized with auto-scaled training data, \( X \) and \( y \), iteratively projecting \( y \) residuals onto \( X \) residuals, and estimating a linear inner relation [27]. In a Bayesian frame, PLS shrinks more along the higher indexed principal directions [21]. A more informative formulation for PLS is given by the following criterion, in which the \( l \)th weight is computed as [66]:

\[
\begin{align*}
     c_l &= \arg\max_c \left( \text{corr} \left( y, c^T X \right)^2 \text{var} \left( c^T X \right) \right) \\
    \text{s.t. } c^T c &= 1, \ c^T X^T X c_j = 0 \quad j = 1, 2, \ldots, l - 1
\end{align*}
\] (2)

Here, \( t_l \) score can be determined via projecting \( X \) on \( c_l \). The value of \( L \) is usually determined via cross validation (CV) [57].

#### 2.1.2 Least Absolute Shrinkage and Selection Operator (Lasso)

Regularized regression methods use a penalty term in the objective function to prevent inflation of coefficient estimates; RR [30] and Lasso [69] use L2 \((q = 2)\) and L1 \((q = 1)\) norms, respectively:

\[
\hat{\beta} = \arg\min_{\beta} \left\{ \frac{1}{2} \sum_{i=1}^{N} (y_i - x_i^T \beta)^2 + \lambda \sum_{j=1}^{p} |\beta_j|^q \right\}
\] (3)

Here, \( \lambda \) represents the extent of regularization, and can be determined via CV. From a Bayesian view, Lasso gives a Laplacian prior to the parameter estimates. Shrinkage of RR along the higher indexed eigendirections in the predictor space yields balanced and simultaneous contributions of correlated predictors to the regression model, while L1 norm in Lasso tends to select single predictors among highly correlated ones. To remedy the lack of “grouping effect” in Lasso, elastic net method, using both L1 and L2 penalties, was proposed [85,86]; however, elastic net requires two parameters to be tuned, making it difficult to be applicable for online learning applications. Instead of solving the optimization problem in Eq. 3 Lasso estimates are obtained using the least angle regression (LARS) path [70], or gradient descent
algorithm [3]. LARS algorithm further made it possible to give an alternative interpretation to Lasso solution path; LARS allows for the contribution of predictors in a stagewise manner, i.e. incrementally, as opposed to forward stepwise selection methods, in which a predictor is totally included at each step [28].

2.1.3 Relevance Vector Machine (RVM)

RVM is based on the linear form of regression problem for the response (target) variable y, it can be formulated as \( y = g(x; w) + \epsilon \), where \( \epsilon \) is the independent zero-mean Gaussian distributed random noise with variance \( \sigma^2 \), hence \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) \( x \) denotes the predictor values as previously shown, while \( w \) is a random vector of weights, and \( g \) is the generative function underlying the input-output relationship [71]. Consequently, \( y | x, w \sim \mathcal{N}(y | g(x, w), \sigma^2) \), and the probability distribution of the response vector \( y \) comprised of \( N \) observations is as follows:

\[
p(y | X, w, \sigma^2) = \left(2\pi\sigma^2\right)^{-N/2} \exp \left\{ -\frac{1}{2\sigma^2} \| y - \Phi w \|^2 \right\} \quad (4)
\]

Here, \( w = [w_1, w_2, \ldots, w_N]^T \) and \( \Phi \) is the \( N \times (N+1) \) design matrix with columns \( \phi(x_n) = [1, K(x_n, x_1), K(x_n, x_2), \ldots, K(x_n, x_N)]^T \) formed by the basis functions obtained from kernel \( K \). Omitting conditioning on \( x \) to simplify the notation, RVM defines prior distribution over \( w \) as follows:

\[
p(w | \alpha) = \left(2\pi\sigma^2\right)^{-p/2} \prod_{i=1}^{p} \alpha_i^{1/2} \exp \left\{ -\frac{\alpha_i\alpha_i^2}{2\sigma^2} \right\} \quad (5)
\]

Here \( \alpha \) is a hyperparameter vector with \( p + 1 \) elements, each of which corresponds to the elements in \( w \). Posterior distribution of the weights is obtained as:

\[
p(w | y, \alpha, \sigma^2) = \frac{p(y | w, \sigma^2) p(w | \alpha)}{p(y | \alpha, \sigma^2)} = (2\pi)^{-(N+1)/2} |\Sigma|^{-1/2} \exp \left\{ -\frac{1}{2} (w - \mu)^T \Sigma^{-1} (w - \mu) \right\} \quad (6)
\]

Here, \( \Sigma = (\sigma^2\Phi^T \Phi + A)^{-1} \), \( \mu = \sigma^2\Sigma\Phi^Ty \) and \( A = \text{diag}(\alpha_1, \alpha_2, \ldots \alpha_N) \). Let \( y_0 \) denote the response value of a test point, and inference is made via Bayes’ rule.

\[
p(y_0 | \alpha, \sigma^2) = \int p(y_0 | w, \sigma^2) p(w | \alpha) dw = (2\pi)^{-N/2} |\sigma^2I + \Phi A^{-1} \Phi^T|^{-1/2} \exp \left\{ -\frac{1}{2} y^T (\sigma^2I + \Phi A^{-1} \Phi^T)^{-1} y \right\} \quad (7)
\]

Eq. 6 is maximized iteratively w.r.t. parameters \( \alpha \) and \( \sigma^2 \); \( \alpha = \alpha_{MP} \). As most elements of \( \alpha \) go to infinity, the corresponding weights in \( w \) are also concentrated at 0, hence a sparse \( w \) estimate, with only the relevant basis functions can be obtained [71][72]. Since RVM yields sparse solutions, not only it generalizes fairly well on unseen data, but it also helps combat collinearity among predictor variables by retaining only the relevant ones. Moreover, RVM does not require any additional step for model selection or parameter tuning, and provides probabilistic predictions instead of point estimates; the error variance estimated during training can be used to assess the uncertainty in predictions.
2.2 Offline vs Online Learning

Offline (or batch) learning is employed using a static training set; i.e. a single predictive model is estimated using all training observations available in the training set, and used for predicting all test observations. In the presence of concept drifts, a straightforward partitioning of the historical data into successive training and test sets in offline learning yields gross prediction errors. To remedy this and obtain meaningful predictions in the current study, datasets were divided into a number of successive regions (segments), in which approximately constant concepts may be assumed to be governing the processes during a single time segment. In each of these segments, data were divided into two contiguous parts as training/test data.

In an online learning scenario, test observations (also referred to as query points) are received sequentially. Query points are predicted in real-time and then appended to the training set (TS) when the corresponding label information becomes available [36]. In the current study, evaluation on a rolling forecasting origin (one-step-ahead prediction) was performed [6]; as soon as the response variable is predicted, the query point including the measured value of the response variable was appended to the training set. In the soft sensor design literature, recursive partial least squares (RPLS), MW techniques, JITL, temporal difference learning and ensemble modeling have been among the most popular adaptive learning methods [23, 37, 45, 52, 55]. In the current study, we focused on MW and JITL methods, due to their simplicity, popularity and frequent use in ensemble modeling.

In MW modeling frame, a model \( f_{MW} \), is estimated using the most recent observations \( D_{MW} \) to predict the query point received at time \( k \):

\[
D_{MW} \equiv \{(x_t, y_t)\}_{t=k-W+1}^{k-1}
\]  

(8)

In the current study, performance of MW models with respect to different \( W \) values was elucidated. As discussed in the following sections, MW modeling with constant windows was found to be ineffective against the “harsh” drifts in the debutanizer column dataset, so an adaptive MW method, recently suggested within a novel MW-JITL learning frame in our currently unpublished work, was utilized in the current study. To employ this method, Mahalanobis distance of the query point \( (d_M^2) \), defined as follows, is used to determine whether the query point is close to the operating point defined by samples in the \( D_{MW} \).

\[
d_M^2(x_{MW}) = (x_k - \bar{x}_{MW}) S_{MW}^{-1} (x_k - \bar{x}_{MW})
\]  

(9)

Here, \( X_{MW} \) denotes the predictor matrix of observations in \( D_{MW} \) in Eq. 8 at time \( k \), and \( \bar{X}_{MW} \) and \( S_{MW} \) denote the mean vector and covariance matrix estimated using \( D_{MW} \) and \( x_k \) is the query point. For normal data, upper bound of \( d_M^2 \) at a significance level \( \alpha \) is computed as follows [33]:

\[
UB_\alpha = \frac{p(W - 1)(W + 1)}{W(W - p)} F_{p,W-p,\alpha}
\]  

(10)

A significantly large distance value (a positive test result at significance \( \alpha = 0.01 \)) suggests that the query point does not belong to the distribution defined by \( D_{MW} \), hence the current window of observations may not be suitable to estimate a predictive model. If a positive test result is encountered, the current window size is enlarged by 20% with the addition of past
In JITL, a local model is estimated using observations most similar in the predictor space selected from the entire historical database \[11, 12\]. Once, a new model is estimated for each query point, it is discarded after prediction \[8, 23\]. The most common metric used to measure dissimilarity is Euclidean distance \((d^2_E)\) between the query point \(x_k\) and any point \(x_i\) in the historical set:

\[
d^2_E(x_k, x_i) = (x_k - x_i)^T (x_k - x_i)
\]

The number of nearest neighbors (NN), denoted with |NN|, around the query point is set.

### 3 Datasets, Learning Scenarios, and Assessment of Learners

In the current study, JITL models were constructed within convenient ranges of |NN| values.

#### 3.1 Industrial and Simulated Datasets

**Dataset 1 (DS1): Sulfur recovery unit** A sulfur recovery unit with two combustion chambers is used to remove polluting agents from acid gas, while elemental sulfur is produced.
as a by-product. For process monitoring, soft sensors are designed to predict the concentrations of H2S and SO2, which, otherwise, may severely damage the sensors. Historical data comprises 10,081 observations of five process variables, consisting of gas flowrates in four ammonia rich inlet streams, and air flowrate in a supplementary air stream, and two response variables sampled at 1 min intervals.

**Dataset 2 (DS2): Debutanizer column** The tail stream of the sulfur recovery plant, from which DS1 was obtained, is processed to separate ethane and butane in a sequence of distillation columns. The employed measurement scheme on butane concentration in bottoms product of the debutanizer column leads to a delay of ~45 mins, so a soft sensor is designed to predict butane concentration online. Historical data consists of 2394 measurements of seven input variables, which include tray/bottom temperatures, reflux/distillate flowrates and column pressure, sampled at ~6 min intervals.

**Dataset 3 (DS3): Waste water treatment plant** A real-world urban water treatment plant consists of pre-treatment, coagulation, flocculation, sedimentation, filtration and disinfection processes. Chlorine is added to waste water to remove metals, and water is clarified by removing the suspended particles. The treatment process also decreases the fluoride concentration in water; hence it is desired to make up for the fluoride that has been lost. A soft sensor is to be designed to predict fluoride concentration, which is measured via laboratory analyses only at every 24 hours. Historical dataset consists of 360 observations of 11 input variables, e.g. physical properties of water streams, such as turbidity and color, and pH level, and their most recent, two and four time lagged measurements, sampled at every two hours.

**Dataset 4 (DS4): Melt index** A sequential-reactor-multi-grade polyethylene production process is used in an industrial polymerization plant located in Taiwan. The polymer manufacturing process is suggested to be challenging due to its sequential setup, and frequent changes in the operating conditions since different grades of polymer are produced. Soft sensors are to be used to predict melt indices of products from three reactors that can be measured only once a day via offline laboratory analyses. There are 331 observations in the historical data, consisting of 12, 8 and 9 process variables (details of the measured variables were not given in the original study due to confidentiality) from each reactor in that order, and one response variable for each reactor.

**Dataset 5 (DS5): Industrial fluidized catalytic cracking unit** Fluidized catalytic cracking is used to convert heavy gas oils to lighter hydrocarbon products with high value, hence it is among the most profitable units in a refinery. In a refinery in China, measurement of three key components, gasoline, light diesel oil and LPG, takes 8 hours to one day, therefore soft-sensors are required to make online predictions of these variables. The historical dataset contains 104 observations, six process variables, which include flowrate and temperature measurements, and three response variables.

**Dataset 6 (DS6): Synthetic data from a heat exchanger + CSTR system** An isothermal CSTR process from the literature was expanded to include an external heat exchanger unit, in which the solvent feed is preheated before it enters the reactor (Fig. S1). An exothermic first order reaction, A → B, takes place inside the reactor, while the temperature
and height of the reactor are controlled via manipulating the flowrate of coolant and the reactor outlet, respectively (Fig. 3.1). Model equations (Text S1 and Tables S1-S4) were solved using MATLAB TM Simulink for nine different simulation scenarios: eight of which represent different types of real concept drifts often encountered in chemical processes, and one simulation model with no real concept drift (Table S5). Trajectories of the unmeasured CA0 values in Fig. 3.1 are representative examples of the concept drift scenarios. The aim is to design a soft sensor to predict the outlet concentration of product B using 19 measured process variables. Each simulation comprised 700 observations, which were split in 300/400 to obtain training/test sets, and the simulations were repeated 20 times for all nine CD models (CDMs). To observe the effect of preprocessing the data via selecting a subset of predictors, a second dataset (DS6p) was formed using 10 of the process variables which are most correlated with the response variable. As a result, the maximum VIF of the process variables in the DS6p was found to be ∼20 times smaller than that in DS6 (Table 1).

Figure 1: Trajectories of various measured process variables in DS6.
Table 2: Meta-parameters of the offline learning scenario.

| Name      | n            | p             | Number of segments | Training-test sizes |
|-----------|--------------|---------------|--------------------|---------------------|
| DS1       | {0, 1, . . . 24} | {5, 10, . . . 115} | 20                 | 250/450-50          |
| DS2       | {0, 1, . . . 32} | {7, 14, . . . 217} | 4                  | 250/450-50          |
| DS3       | 0            | 11            | 3                  | 70-50               |
| DS4       | 0            | 12/20/29¹     | 3                  | 80-30               |
| DS5       | 0            | 6             | 1                  | 40-64               |
| DS6/DS6p  | {0, 1, . . . 8}/0² | {19, 38, . . . 152}/10 | 1                  | 300-400             |

¹ Each predictor set was used for one of the response variables.
² Predictor matrix in DS6p consisted of 10 process variables sampled at zero time lag.

3.2 Assessment of the predictive performance of learners

Three learners, PLS, Lasso and RVM, were used to predict each quality variable separately in both offline and online learning procedures. In offline learning, predictive performance of the learners were tested using high dimensional FIR models. Number of predictors in FIR models, and sizes of training/test sets were the important meta-parameters in offline learning stage. In DS1 and DS2, input matrix were formed from process variables sampled up to \( n = 24 \) and 32 time lags, respectively, i.e. FIR models for DS1 and DS2 were constructed using \( p = 5, 10, . . . 115 \) and \( 7, 14, . . . 119 \) predictors, respectively (Table 2). Two different training set sizes \( N_{TS} \) were used in DS1 and DS2; the smaller one consisted of 250 observations, so that stable models would be obtained using \( > 110 \) predictors. Training sets were extended to include 450 observations to see the how the performance of learners change with respect to training set size. In DS3, DS4 and DS5, only the current samples were used in the FIR input matrix, while FIR input matrix contained up to 8 lagged terms in DS6. In DS1, DS2 and DS3, datasets were divided into 20, 4 and 3 successive regions, respectively, while no segmentation of data was performed in DS4 and DS5 due to insufficient number of data points. In all the industrial datasets, small test sets (\(~50\)) were used for offline learning to be effective in the presence of concept drifts, while repetitions using different segments is expected to make up for the high variance of prediction accuracies of small test sets. In simulated dataset DS6, offline learning was employed to data sampled in the absence of real concept drift.

For online learning assessment of the learners, which were denoted using the subscript MW or JITL, we focused on two meta-parameters: the size of the predictor matrix for the FIR model, the size of initial TS. The former was handled in a lower resolution in online learning compared to offline learning, since the main focus in online modeling is to maintain a predictive accuracy throughout the whole test set trajectory. Hence, online learning was performed using a few representative input matrices comprising different time-lagged process variables; this was also helpful in understanding the relation between FIR model including the lagged variables, \( W \) and prediction accuracy. The size of the initial TS is important for learners, which should (or are preferred to) be tuned before being used in the MW frame, e.g. an initial training set is required to determine the “optimal” number of PLS components to be used during online prediction phase. It should, however, be noted that an alternative is to tune the training parameter adaptively for each query point. In the current study, both methods were used; the superscripts TS and W denote tuning using the initial TS and online, respectively. The size
Table 3: Meta-parameters of the online learning scenario.

| Name         | \( n \)       | Initial TS | W               |
|--------------|---------------|------------|-----------------|
| DS1          | \{12, 24\}   | 1000       | \{50, 100, 200, 300, 450\} |
| DS2          | \{0, 3, 6, 12\} | 300        | \{10, 20, \ldots 200\} |
| DS3          | 0             | 72         | \{10, 20, \ldots 70\} |
| DS4          | 0             | 80         | \{30, \ldots 80\} |
| DS5          | 0             | 40         | \{10, 20, \ldots 40\} |
| DS6/DS6p     | \{0, 2\}/0    | 300        | \{30, 40, \ldots 70\} |

of the initial TS in datasets were chosen with the motivation of forming a sufficiently large training set, from which parameter tuning would be performed, and leaving aside a sufficiently large test set for obtaining a reliable estimate of test error. MW with constant \( W \) and JITL were employed to all datasets; the only exception is the application of adaptive MW (denoted by MW-D in the subscript) on DS2. FIR input matrix included process variables up to 24 lags for DS1, DS2 and DS6, while only the current sample was used for DS3, DS4 and DS5 (Table 3).

CV with 10fold and 20 repetitions \[75\] was employed to optimize the number of components (\( L \)) in PLS, and the shrinkage parameter (\( \lambda \)) in Lasso. When CV was employed for each MW, i.e. \( \text{PLS}^{W} \) and \( \text{Lasso}^{W} \), 10fold CV is performed once to reduce computational burden and realize online predictions. The grid search for optimum parameters was performed on \( L \in \{1, 2, \ldots \min(25, d)\} \), in which \( d \) is the total number of features in the design matrix, and \( \lambda \) was varied from \( 10^{-6} \) to 1 logarithmically in both evaluation settings. RVM models were trained using V2 of SparseBayes package provided by Tipping, using input variables directly as the basis functions in the formulation, and all tolerance values for stopping the training algorithm were set as \( 10^{-3} \) \[72\]. For offline learning scenarios, in which FIR models of different orders were considered, 10fold CV with 20 repetitions was performed to optimize the FIR model order, as well.

Prediction accuracy was assessed using root mean squared error (RMSE) of test observations.

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}
\]  

Here, \( N \) is the total number of test points. For DS6, RMSE values were further averaged over 20 repetitions and 8 different CDMs. Since RMSE depends on the unit and spread of the response variable, RMSE is inconvenient for comparing the improvement/deterioration in the prediction accuracy among different datasets. Hence, another metric, named percent increase in prediction accuracy (\( \%\text{RMSE} \)), was used to determine how the prediction accuracy of the \( j^{th} \) learner may be compared to that of PLS (\( \text{PLS}_{\text{MW}}^{\text{TS}} \) under online setting) under identical conditions:

\[
\%\text{RMSE}_j = 100 \times \frac{\text{RMSE}_{\text{PLS}} - \text{RMSE}_j}{\text{RMSE}_{\text{PLS}}} \tag{13}
\]
Long tails in the prediction error distributions render t-test inconvenient to be used in comparing prediction performance of the learners, hence test errors of the studied learners were compared to those of PLS\textsuperscript{TS\textsubscript{MW}} using a robust t-test \cite{73} at $\alpha = 0.01$ for all datasets, except DS5, for which $\alpha = 0.01$ was used due to the small size of its test dataset. To conduct the hypothesis tests, first, the difference between the absolute values of the test errors due to predictions of the examined learners and PLS\textsuperscript{TS\textsubscript{MW}} were computed. Then, the trimmed sample mean of the differences, consisting of $N$ observations (shown with $X_t$ in Eq. (14), was subtracted from the hypothesized expected value $\mu_t = 0$ and divided by a robust standard error term ($s_w$), to determine the robust t-statistic ($T_t$).

$$T_t = \frac{(1 - 2\gamma)\sqrt{N}(X_t - \mu_t)}{s_w}$$\tag{14}

Taking $g = \lfloor N\gamma \rfloor$ for which $\lfloor . \rfloor$ refers to flooring function, the resulting $T_t$ value is compared with $t_{\frac{\alpha}{2},n-2,g-1}$ value to determine the significance of the hypothesis test. In the current study, a trimming proportion of $\gamma = 0.1$ was used, but it was observed that using a larger value, such as $\gamma = 0.2$, did not change the general picture presented here. Standard error of the trimmed samples mean was computed using “Winsorized” sample standard deviation. Winsorization refers to sorting observations in increasing order, and equating the ones with ranks smaller than or equal to $g + 1$ and greater than or equal to $n - g$ with $X_{(g+1)}$ and $X_{(n-g)}$, respectively (Eq. (15)). The next step is to employ the conventional sample standard deviation operator on the Winsorized data to yield the Winsorized sample standard deviation (Eq. (16))

$$W_i = \begin{cases} X_{(g+1)}, & \text{if } X_i \leq X_{(g+1)} \\ X_i, & \text{if } X_{(g+1)} < X_i < X_{(n-g)} \\ X_{(n-g)}, & \text{if } X_i \geq X_{(n-g)} \end{cases}$$\tag{15}

$$W_i = s_w^2 = \frac{1}{n - 1} \sum (W_i - \bar{W})^2$$\tag{16}

\section*{4 Results and Discussion}

The general analysis strategy to analyze each DS is as follows. In offline learning, RMSE values of predictions are reported with respect to the number of time-lagged measurements, followed by comparing the %RMSE values obtained from the optimum time-lagged predictor matrices determined by CV. In online learning, RMSE and %RMSE values obtained from fixed number of lagged measurements were reported with respect to window and neighborhood sizes for MW and JITL, respectively. In online learning part, parameter tuning was employed once for Lasso\textsuperscript{TS\textsubscript{MW}} and PLS\textsuperscript{TS\textsubscript{MW}}, while CV was employed for query point for Lasso\textsuperscript{W\textsubscript{MW}} and PLS\textsuperscript{W\textsubscript{MW}}.

**Dataset 1:** In offline learning, averaging the RMSE values over 20 segments of dataset for various time lags included in the predictor matrix shows that RVM generally has the best predictive performance for both small and large TS sizes (Figs. 4a and 4b). While none of the learners are immune to increasing the predictor space excessively, the most significant deterioration is seen in PLS predictions. The boxplots of %RMSE values from the models using the number of lags determined via CV for each segment show that Lasso and RVM are
superior to PLS for small sized TS, but accuracy of PLS and Lasso is similar when the size of TS is enlarged (Figs. 4c and d).

Under MW settings, high VIF values of the training sets justify using sparse learners (Table 4). RMSE and %RMSE values obtained using 12 lagged measurements (for \( n = 24 \), see Fig. S2) shows that prediction accuracy of RVM exceeds that of PLS\textsuperscript{TS\_MW} by 5-18\% (Figs. 4e and 4f). Lasso\textsuperscript{TS\_MW} is a close runner-up, but tuning in each MW Lasso\textsuperscript{MW} does not seem to improve its performance. Dependence of the response variable to a large number of PLS components (Table 5) may give an advantage to RVM and Lasso (discussed below in more detail). Accuracy of PLS\textsuperscript{W\_MW} exceeds that of PLS\textsuperscript{TS\_MW} for \( W \geq 100 \), but the opposite is observed for \( W = 50 \). Deterioration in the prediction accuracy of PLS\textsuperscript{W\_MW} is possibly due to high variance introduced by CV on training sets of small size, while increasing the training set size decreases the variance, and make PLS\textsuperscript{W\_MW} more favorable, since prediction bias is decreased via adapting to CDs. Similar results are obtained under JITL scheme (Fig. S3).

Figure 2: Results of offline (a-d) and online (e-f) learning scenarios performed on DS1. Subscripts “1” and “2” denote two response variables; subscripts “250” and “450” indicate the training set sizes. Crosses on the on the top of bars in (c-e) represent the learners with statistically significant different predictions from those of PLS.
Table 4: Statistics of the VIF values through the MW scheme in real process datasets.

| Name | W       | Maximum | Median | 90th percentile |
|------|---------|---------|--------|-----------------|
| DS1  | 50      | $1.3 \times 10^4$ | 314    | $1.83 \times 10^3$ |
| DS2  | 10/30/50/120 | $7 \times 10^{10}/1 \times 10^{13}/2 \times 10^5/688$ | $2.4 \times 10^4/7 \times 10^9/1 \times 10^{10}/1 \times 10^{15}/3 \times 10^6$ | $1 \times 10^8/7 \times 10^9/2.4 \times 10^4/194/2.1 \times 10^4/5 \times 10^6$ |
| DS3  | 30/10/30 | $1 \times 10^{16}$ | 5.5    | 14.3 |
| DS4  | 60/60/50 | 251/392/830 | 70.0/87.5/295 | 134.1/179.2/454.3 |
| DS5  | 40      | 15.4    | 7.2    | 10.1 |

1 Infinite values were ignored.

Table 5: Number of optimum latent components estimated via $\text{PLS}_{\text{MW}}^{\text{TS}}$ method in MW scheme.

| Dataset | $n = 12$ | $n = 24$ |
|---------|----------|----------|
| DS1     | $y_1$    | $y_2$    |
|         | 6        | 12       |
|         | $y_1$    | $y_2$    |
|         | 7        | 10       |
| DS2     | $n = 0$  | $n = 3$  | $n = 6$  |
|         | 9        | 7        | 8        |
| DS3     | 1        |
| DS4     | $y_1$    | $y_2$    | $y_3$    |
|         | 9        | 1        | 2        |
| DS5     | $y_1$    | $y_2$    | $y_3$    |
|         | 4        | 4        | 1        |
| DS6     | $n = 3$  | $n = 0$  | $n = 0$  |
|         | 11       | 11       | 9        |

1 Modes of the optimum PLS components from different CD models are shown.

**Dataset 2:** In offline learning scenario, prediction accuracy of PLS deteriorates faster, similar to that in DS1, as the number of predictors is increased (Fig. 4a). Models obtained via CV show that RVM and Lasso predictions (except one case of RVM) are generally superior to PLS when the size of TS is small, but PLS is slightly better than RVM when training set size is increased (Fig. 4b). RMSE of the test sets, predicted using PLS, Lasso and RVM at the optimum time lags obtained by CV, are equal to 0.156, 0.103 and 0.138 for $N_{\text{TS}} = 250$, and equal to 0.093, 0.084, 0.100 for $N_{\text{TS}} = 400$, respectively. It should be noted that these prediction errors are significantly higher than those obtained using optimum number of time lags (Fig. 4a), showing that parameter tuning via random fold CV may not be efficient enough in the presence of nonstationary data [6].

In MW scheme, it is seen that prediction errors steeply increase with W if predictor matrix consists of measurements at small time lags ($\leq 3$), but prediction quality is rather insensitive to W when more lags are included (Fig. 4b). This shows an interesting trade-off between the frequency of CDs and the process dynamics aimed to be modeled: process dynamics cannot be
adequately modeled via including only recent observations in a FIR predictor matrix, yielding a decrease in prediction accuracy in offline learning setting. In MW models, however, exclusion of information in previous lags would make it easier to collect “homogenous” data, i.e. data from a single concept, for sufficiently small W, i.e. concentrating on recent observations would yield a more “plastic” learning frame. However, for larger W values, static relations will not be sufficient to model the behavior in a longer period of time [54]. A similar behavior is not seen in JITL predictions, possibly due to training sets comprising non-contiguous data points in JITL (Fig. S4). For \( n \geq 6 \), RVM and Lasso improve the PLS predictions by \( \sim 5-9\% \) and \( 2-7\% \), respectively, while PLS and Lasso, to some extent, benefit from online parameter tuning (Figs. 4c and 4d). It should be noted that all the learners yielded gross errors, e.g. RMSE \( \sim 0.5-1 \), for small \( p/W \) ratios, e.g. \( n = 6 \) and \( W < 50 \) (not included within the abscissa limits in Fig. 4c and 4d), showing that none of the learners is immune to high collinearity problem, particularly, when sample size is small. Predictive accuracy of \( \text{PLS}_{TS}^{MW} \) exceeds those of other learners for \( n = 3 \) with the smallest W; additionally, \( \text{RVM}_{MW} \) is worse than \( \text{PLS}_{TS}^{MW} \) for \( n = 6 \) with the smallest W, showing the superiority PLS over RVM under specific ranges of parameter values.

**Figure 3:** Results of offline (a-b) and online (c-d) learning scenarios performed on DS2. The crosses located on the top of figure in (b) and on the top of bars in (d) represent the learners with statistically significant different predictions from those of PLS.

**Dataset 3:** While DS3 data is comprised of previous time lags up to four, including lags other than zero did not improve prediction accuracy, hence the analysis focuses on results when only the most recent measurements are considered as predictors. Offline learning test
errors are the smallest for Lasso, and the largest for PLS, consistent with the results from DS1 and DS2 (Fig. 4). In both MW and JITL schemes, Lasso predictions are $\sim 3\text{-}6\%$ better than those of PLS, which is on par with RVM, particularly around the optimum $W$ value (Figs. 4-b-c and S5). The optimum number of components in PLS models was found to be equal to unity (Table 5), and dependence of the quality variable to a small number of PLS components is likely to enhance the predictive performance of PLS, as suggested by Wold in the discussion to Friedman’s study [21]. Similar to that in DS2, RVM yields the lowest performance at the smallest window size, and tuning PLS for every MW decreases prediction accuracy for $W < 40$.

Figure 4: Results of offline (a) and online (b and c) learning scenarios performed on DS3. The crosses located on top of bars in (a) and (c) represent the learners with statistically significant different predictions from those of PLS.

**Dataset 4:** In the offline learning scenario, all three methods are indistinguishable (Fig. 4a), but reliability of prediction accuracy estimates is questionable due to the small size of the total test set ($30 \times 3 = 90$, see Table 2). Similar to that in DS3, performance of PLS in MW and JITL schemes seems to depend on the number of PLS components. The number of PLS components is the highest in $y_1$, and the lowest (equal to unity) in $y_2$ (Table 5); consistent with this ranking, RVM and Lasso predictions are 3-5% and 10-16% more accurate than those of PLS for $y_1$ and $y_3$ for $W \geq 40$, while PLS has the best accuracy for $y_2$ (Figs. 4-b-d, and S6). As seen for the other datasets, PLS seems to yield more accurate predictions, particularly, compared to those of RVM for small values of $W$ (Figs. 4-c and 5d). It is questionable that Lasso and PLS improve the prediction accuracies obtained from learners with constant tuning parameters.
Dataset 5: DS5 has the smallest maximum VIF and the smallest number of predictors among all datasets (Tables 1 and 2), hence it may be expected that predictor redundancy would be low. Consistent with this expectation, all of the learners gave indistinguishable prediction performance in offline learning scenario (Fig. 4a). Furthermore, optimum PLS components were found to be 4 for $y_1$ and $y_2$, while a single optimum component was found to be sufficient for $y_3$ (Table 5). The optimum MW predictions were 7-12\% (based on RVM) better than those in offline learning (Figs. 4b-d); this hints at the presence of mild CDs within the time frame of the test set. Differences in the performance of learners in MW setting show a strikingly similar trend to those obtained for DS2 and DS3, but with less statistical significance, mainly due to smaller size of the test set. For the smallest W values, PLS$^{TS}_{MW}$ gave the best predictions for $y_1$ and $y_3$, but MW predictions at these W values were found to be far from optimal. RVM and Lasso were marginally superior to those of PLS$^{TS}_{MW}$ for $W \geq \sim 20$, while adaptive tuning deteriorated the prediction accuracy of PLS$^{W}_{MW}$, as to be expected from a process, in which harsh CDs do not take place.
Overall Analysis of the On-Line Predictions in the Experimental Datasets: A summary of the best predictions on the industrial datasets within the range of parameters examined for MW and JITL schemes is shown in Table 6 (see Table S6 for more details). It is to be noted that the prediction accuracies of the learning methods used in the current study are generally comparable with the representative results from the literature. MW predictions of Lasso and RVM are found to be at least as good as those PLS except one case, and 20% trimmed mean of %RMSE values is 4.2% and 3.1% for Lasso and RVM, respectively. In JITL scheme, Lasso maintains its superiority, with a 20% trimmed mean of %RMSE equal to 4.8%, but RVM does not seem to be generally advantageous compared to PLS.
Table 6: Reported prediction results (RMSE values) on real datasets from the literature.

| From the literature | Our results |
|---------------------|-------------|
| Method, RMSE, MW, JITL | PLS/Lasso/RVM, PLS/Lasso/RVM |
| DS1, An MLP [19] | 0.030\(^1\), 0.027/0.024/0.024, 0.023/0.020/0.021 |
| DS2, LWKPCR [82] | 0.058, 0.0317/0.0310/0.0310, 0.0366/0.0352/0.0394 |
| DS3, NUFCA [59] | 0.024, 0.0194/0.0181/0.0190, 0.0219/0.0216/0.0219 |
| DS4, JLSSVR [48] | 0.849, 1.60/1.68/2.21, 1.62/1.57/1.84 |
| DS5, ALSSVR [19] | 1.2, 1.43/1.42/1.43, 1.16/1.28/1.27 |
| 1.4, 1.75/1.70/1.72, 1.27/1.27/1.29 |
| 1.0, 1.11/1.06/1.06, 0.98/0.92/0.97 |

\(^1\) For datasets with multiple response variables, each row corresponds to a different response variable and the related dataset name is aligned with the first response variable.

Based on the analysis on DS1-5, two empirical relations between the prediction accuracies of the learners in the datasets and the learning parameters may be proposed. The first relation is between the performance of the learners and the window size in MW scheme: in most of the datasets, the relative prediction performance of PLS was found to be higher when small W values were used, while performance of PLS deteriorated at larger W. To clarify this relation, %RMSE values from each response variable (10 response variables, in total) were averaged for W > W\(_{\text{min}}\), in which W\(_{\text{min}}\) corresponds to the size of the smallest MW used for each dataset, and are shown in Fig. 4 while %RMSE values for W = W\(_{\text{min}}\) are shown in Fig. 4b. It is seen that prediction accuracy in all cases except one is improved up to ~15% over PLS\(_W^{\text{MW}}\) when RVM\(_W^{\text{MW}}\) and Lasso\(_W^{\text{TS}}\) were used, while improvement due to Lasso\(_W^{\text{W}}\) is less pronounced. On the other hand, none of the learners seem to have a better performance than that of PLS\(_W^{\text{W}}\) for the smallest MW size. Consistent with the visual inspection, Wilcoxon signed-rank test on the samples yielded p-values equal to .022, .022, .11, .75 when W > W\(_{\text{min}}\) for RVM, Lasso\(_W^{\text{TS}}\), Lasso\(_W^{\text{W}}\), PLS\(_W^{\text{W}}\), respectively, while all four p-values were found to be greater than .30 when W = W\(_{\text{min}}\). This relation is less pronounced for JITL schemes (Fig. S7): the only statistically significant Wilcoxon signed-rank test (p < .10) was obtained for Lasso\(_W^{\text{TS}}\).

The second proposed relation is between the prediction accuracy and the number of estimated optimum components by PLS\(_{\text{TS}}^{\text{W}}\) in MW scheme (see Table 5). %RMSE values obtained for each response variable via including the time-lagged predictors (13 cases, in total) were plotted with respect to the optimum number of PLS components for W > W\(_{\text{min}}\) (Fig. 4) and W = W\(_{\text{min}}\) (Fig. 4b). Visual inspection shows that RVM, PLS\(_W^{\text{W}}\), and, to a certain level, Lasso\(_W^{\text{W}}\) have relatively better prediction performance compared to that of PLS\(_{\text{TS}}^{\text{W}}\) as higher number of components is used in PLS\(_{\text{TS}}^{\text{W}}\). P-values for zero (Pearson/Spearman) correlation between %RMSE and number of PLS components were found to be equal to .085/.025, .55/.57, .030/.077, .019/.042 when W > W\(_{\text{min}}\) and .044/.030, .34/.20, .31/.14, .092/.036 when W = W\(_{\text{min}}\) for RVM\(_{\text{W}}\), Lasso\(_{\text{W}}^{\text{TS}}\), Lasso\(_{\text{W}}^{\text{W}}\), PLS\(_{\text{W}}^{\text{W}}\), respectively, validating the visual analysis.
Lastly, representative linear fits were plotted on Figs. 4c, d using MM-regression at 95% efficiency [80] due to heteroscedasticity of the data. It is seen that fitted lines for all four learners have positive slopes, consistent with the general picture presented so far. A similar relation was not, however, observed under JITL scheme.

![Graphs showing %RMSE values for different learners and W values](image)

Figure 7: Summary of %RMSE values for \( W > W_{\text{min}} \) (a) and \( W = W_{\text{min}} \) (b) with respect to learners; %RMSE values vs. number of optimum components for \( W > W_{\text{min}} \) (c) and \( W = W_{\text{min}} \) (d).

**Dataset 6:** Offline learning experiments were conducted on datasets without any real CDs, and the results are reminiscent of those obtained for DS1 and DS2: RVM has the highest prediction accuracy for all time lags, caught up by Lasso for higher time lags in offline learning scenario (Fig. 4a). In MW scheme, predictions are averaged over 8 different CDMs. Including two previous time lags in the predictor matrix, RVM predictions are impressively stable for all W values, and minimum for \( W = 30-50 \), while \( \text{Lasso}_W^{\text{MW}} \) yielded slight better predictions for \( W \geq 60 \) (Fig. 4b). When predictor matrix is composed of only time lag zero variables, prediction accuracies of all learners slightly deteriorated (Fig. 4c), showing that FIR models with time-lagged predictors have the potential to improve prediction accuracy, also seen in DS1 and DS2.
Figure 8: Results of offline learning experiments performed on simulations without CD from synthetic data (a). Results of online learning experiments performed on simulations with CD from synthetic data; predictors comprising two previous time lags (b), zero time lag (c), and a subset of process variables (d). RMSE values are averaged over all CDMs to obtain average RMSE.

Most of the real datasets are composed of preselected predictors, which are comprised of a subset of all measured (not reported) process variables. We expect that this preprocessing step should reduce the difference in the predictive performance between Lasso/RVM and PLS, in favor of PLS. To test this expectation, a further set of simulations was performed using a predictor matrix, constructed from 10 preselected process variables. Under this scenario, the optimum number of PLS components decreased from 11 to 9 (Table 5), and all learners, except RVM, yielded better predictions (Fig. 4h). The most drastic improvement in predictions is seen in $\text{PLS}_{\text{TS}}^{\text{MW}}$; at the near optimum value of $W = 40-50$, RVM/Lasso predictions are $\sim50\%$ better than those of $\text{PLS}_{\text{TS}}^{\text{MW}}$ for the 19 predictor case (Fig. 4b), but only $\sim10\%$ better for the 10 predictor case (Fig. 4c). This observation is consistent with the assertion stated above: difference in predictive performances of PLS and RVM/Lasso is decreased when process variables which have relatively small importance in predicting the response variable are removed from the predictor matrix; hence, the dimension of the latent space is reduced. It should, nevertheless, be noted that predictive accuracy of RVM employed on all variables including lagged measurements (Fig. 4b) still exceeds that of the preprocessed case (Fig. 4h), showing that using a sparse learner in a high dimensional predictor space may yield better predictions than those would be achieved by manual selection of predictors.

5 Conclusions

In the current study, we evaluated PLS, Lasso and RVM as regression methods for soft sensor design in both offline and online learning schemes. Although more work is needed to increase dataset diversity, include other online learning schemes, such as temporal difference learning
and recursive methods, and decipher the detailed statistical mechanisms causing the differences in prediction performances of the learners, the current study has produced a number of valuable guidelines that may be used in soft sensor design. It should be noted that in general, industrial data is preprocessed and analyzed by the practitioners to yield a small subset of the actual process variables. For that reason, not all datasets may be challenging enough in terms of collinearity to compare the learners, thus we tried to compensate for this shortcoming by including lagged measurements in design matrix. In the offline learning schemes, RVM and Lasso were generally found to be superior to PLS. While prediction performance in online learning is superior to that in offline learning setting, a periodic application of offline learning consisting of short segments of test periods may be tolerable, particularly when using RVM on a predictor matrix including a sufficiently large number of time-lagged variables. It should, however, be noted that choosing the appropriate number of time lags using CV requires further investigation. In online learning schemes, predictions of PLS were observed to be superior to those of RVM and Lasso for cases when small training sets and few PLS components were used. On the other hand, the optimum moving window sizes and number of PLS components in the current datasets were usually found to be slightly higher than the range for which PLS gave the best predictions. Overall, the highest online prediction accuracy was achieved usually by Lasso and RVM, exceeding that of PLS by ~5%, while online tuning did not seem to offer substantial advantage over off-line tuned learners. Occasional unstable predictions of RVM for small training sets is to be noted; in the absence of a CV step for parameter tuning, RVM may be more prone to overfit. A potential source of bias in the industrial datasets may be due to using small subsets of process variables, possibly increasing the relative performance of PLS. As shown via simulations, using sparse learners on a larger set of predictors increased the prediction accuracy more than that of PLS. While RVM was found to yield better predictions than Lasso under this scenario, more experiments on industrial data including larger number of process variables are required before generalizing. Prediction accuracies of learners showed more significant differences in the MW scheme compared to JITL; this point requires further investigation. Based on the current findings, we recommend using Lasso, or RVM, only if a sufficiently large dataset is available to validate its performance, in designing a soft sensor.

References

[1] Diagnosis of multiple cancer types by shrunken centroids of gene expression. *Proceedings of the National Academy of Sciences of the United States of America*, 99(10):6567–72, 2002.

[2] Soft analysers for a sulfur recovery unit. *IFAC Proceedings Volumes (IFAC-PapersOnline)*, 35(1):289–294, 2002.

[3] Gradient Directed Regularization for Linear Regression and Classification. Technical report, 2004.

[4] Soft-Sensor Design for a Crude Distillation Unit Using Statistical Learning Methods. *Computer Aided Chemical Engineering*, 44:2269–2274, 2018.

[5] C. Alippi, G. Boracchi, and M. Roveri. Just-in-time classifiers for recurrent concepts. *IEEE transactions on neural networks and learning systems*, 24(4):620–634, 2013.
[6] C. Bergmeir and J. M. Benítez. On the use of cross-validation for time series predictor evaluation. *Information Sciences*, 191:192–213, 2012.

[7] F. R. Burden and D. A. Winkler. Relevance Vector Machines: Sparse Classification Methods for QSAR. *Journal of Chemical Information and Modeling*, 55(8):1529–1534, 2015.

[8] C. Cheng and M.-S. Chiu. A new data-based methodology for nonlinear process modeling. *Chemical engineering science*, 59(13):2801–2810, 2004.

[9] F. Chu and C. Zaniolo. Fast and light boosting for adaptive mining of data streams. In *Pacific-Asia Conference on Knowledge Discovery and Data Mining*, pages 282–292. Springer, 2004.

[10] H. Chun and S. Keleş. Sparse Partial Least Squares Regression for Simultaneous Dimension Reduction and Variable. *Journal of the Royal Statistical Society. Series B (Statistical Methodology)*, 72(1):3–25, 2010.

[11] W. S. Cleveland. Robust locally weighted regression and smoothing scatterplots. *Journal of the American statistical association*, 74(368):829–836, 1979.

[12] W. S. Cleveland and S. J. Devlin. Locally weighted regression: an approach to regression analysis by local fitting. *Journal of the American statistical association*, 83(403):596–610, 1988.

[13] F. J. Doyle. Nonlinear Inferential Control for Process Applications. *IFAC Proceedings Volumes*, 30(9):167–178, 1997.

[14] P. Druilhet and A. Mom. PLS regression: A directional signal-to-noise ratio approach. 97:1313–1329, 2006.

[15] P. Druilhet and A. Mom. Shrinkage structure in biased regression. *Journal of Multivariate Analysis*, 99(2):232–244, 2008.

[16] Y. Du, H. Budman, T. A. Duever, and D. Du. Fault Detection and Classification for Nonlinear Chemical Processes using Lasso and Gaussian Process. 57(27):8962–8977, 2018.

[17] R. Elwell and R. Polikar. Incremental learning of concept drift in nonstationary environments. *IEEE Transactions on Neural Networks*, 22(10):1517–1531, 2011.

[18] M. Fan, Z. Ge, and Z. Song. Adaptive gaussian mixture model-based relevant sample selection for jitl soft sensor development. *Industrial & Engineering Chemistry Research*, 53(51):19979–19986, 2014.

[19] L. Fortuna, S. Graziani, A. Rizzo, and M. G. Xibilia. *Soft Sensors for Monitoring and Control of Industrial Processes*. Springer Science & Business Media, 2007.

[20] L. Fortuna, S. Graziani, and M. G. Xibilia. Soft sensors for product quality monitoring in debutanizer distillation columns. *Control Engineering Practice*, 13(4):499–508, 2005.

[21] L. E. Frank and J. H. Friedman. A Statistical View of Some Chemometrics Regression Tools. *Technometrics*, 35(2):109–135, 1993.
[22] K. Fujiwara and M. Kano. Efficient input variable selection for soft-sensor design based on nearest correlation spectral clustering and group Lasso. *ISA Transactions*, 58:367–379, 2015.

[23] K. Fujiwara, M. Kano, S. Hasebe, and A. Takinami. Soft-sensor development using correlation-based just-in-time modeling. *AIChE Journal*, 55(7):1754–1765, 2009.

[24] H. J. Galicia, Q. P. He, and J. Wang. Comparison of the performance of a reduced-order dynamic pls soft sensor with different updating schemes for digester control. *Control Engineering Practice*, 20(8):747–760, 2012.

[25] J. a. Gama, I. Žliobaitė, A. Bifet, M. Pechenizkiy, and A. Bouchachia. A survey on concept drift adaptation. *ACM Comput. Surv.*, 46(4):44:1–44:37, 2014.

[26] Z. Q. Ge and Z. H. Song. Nonlinear Soft Sensor Development Based on Relevance Vector Machine. *Industrial & Engineering Chemistry Research*, 49:8685–8693, 2010.

[27] P. Geladi and B. R. Kowalski. Partial least-squares regression: a tutorial. *Analytica Chimica Acta*, 185:1–17, 1986.

[28] T. Hastie, J. Taylor, R. Tibshirani, and G. Walther. Forward stagewise regression and the monotone lasso. *Electronic Journal of Statistics*, 1(0):1–29, 2007.

[29] T. Hastie, R. Tibshirani, and J. H. Friedman. *The Elements of Statistical Learning*. Springer, 2 edition, 2008.

[30] A. E. Hoerl and R. W. Kennard. Ridge Regression: Biased Estimation for Nonorthogonal Problems. *Technometrics*, 12(1):55–67, 1970.

[31] A. Höskuldsson. PLS regression methods. *Journal of Chemometrics*, 2(3):211–228, 1988.

[32] H. Jin, X. Chen, L. Wang, K. Yang, and L. Wu. Dual learning-based online ensemble regression approach for adaptive soft sensor modeling of nonlinear time-varying processes. *Chemometrics and Intelligent Laboratory Systems*, 151:228–244, 2016.

[33] S. Joe Qin. Recursive PLS algorithms for adaptive data modeling. *Computers & Chemical Engineering*, 22(4-5):503–514, 1998.

[34] S. Joe Qin. Statistical process monitoring: basics and beyond. *Journal of Chemometrics: A Journal of the Chemometrics Society*, 17(8-9):480–502, 2003.

[35] P. Kadlec and B. Gabrys. Local learning-based adaptive soft sensor for catalyst activation prediction. *AIChE Journal*, 57(5):1288–1301, 2011.

[36] P. Kadlec, B. Gabrys, and S. Strandt. Data-driven Soft Sensors in the process industry. *Computers and Chemical Engineering*, 33(4):795–814, 2009.

[37] H. Kaneko and K. Funatsu. Maintenance-free soft sensor models with time difference of process variables. *Chemometrics and Intelligent Laboratory Systems*, 107(2):312–317, 2011.
[38] H. Kaneko and K. Funatsu. A new process variable and dynamics selection method based on a genetic algorithm-based wavelength selection method. *AIChE Journal*, 58(6):1829–1840, 2012.

[39] M. Kano and K. Fujiwara. Virtual sensing technology in process industries: Trends and challenges revealed by recent industrial applications. *Journal of Chemical Engineering of Japan*, 46(1):1–17, 2013.

[40] M. Kano and M. Ogawa. The state of the art in advanced chemical process control in Japan. *IFAC Proceedings Volumes (IFAC-PapersOnline)*, 7(PART 1):10–25, 2009.

[41] M. Kano, N. Showchaiya, S. Hasebe, and I. Hashimoto. Inferential control of distillation compositions: selection of model and control configuration. *Control Engineering Practice*, 11(8):927–933, 2003.

[42] S. Kim, R. Okajima, M. Kano, and S. Hasebe. Development of soft-sensor using locally weighted pls with adaptive similarity measure. *Chemometrics and Intelligent Laboratory Systems*, 124:43–49, 2013.

[43] E. Konaka. Design of discrete predictive controller using approximate nearest neighbor method. *IFAC Proceedings Volumes*, 44(1):10213–10218, 2011.

[44] B. Lin, B. Recke, P. Renaudat, J. Knudsen, and S. B. Jørgensen. A systematic approach for soft sensor development. *Computer Aided Chemical Engineering*, 20(C):1147–1152, 2005.

[45] J. Liu, D. S. Chen, and J. F. Shen. Development of self-validating soft sensors using fast moving window partial least squares. *Industrial and Engineering Chemistry Research*, 49(22):11530–11546, 2010.

[46] J. Liu, T. Liu, and J. Chen. Quality prediction for multi-grade processes by just-in-time latent variable modeling with integration of common and special features. *Chemical Engineering Science*, 191:31–41, 2018.

[47] J. Liu, X. Luan, and F. Liu. Adaptive JIT-Lasso modeling for online application of near infrared spectroscopy. *Chemometrics and Intelligent Laboratory Systems*, 183:90–95, 2018.

[48] Y. Liu, Z. Gao, and J. Chen. Development of soft-sensors for online quality prediction of sequential-reactor-multi-grade industrial processes. *Chemical Engineering Science*, 102:602–612, 2013.

[49] Y. Liu, N. Hu, H. Wang, and P. Li. Soft Chemical Analyzer Development Using Adaptive Least-Squares Support Vector Regression with Selective Pruning and Variable Moving Window Size. *Industrial & Engineering Chemistry Research*, 48(12):5731–5741, 2009.

[50] Y. Liu, B. Liu, X. Zhao, and M. Xie. Development of RVM-Based Multiple-Output Soft Sensors With Serial and Parallel Stacking Strategies. *IEEE Transactions on Control Systems Technology*, pages 1–8, 2018.

[51] Z. Liu, Z. Ge, G. Chen, and Z. Song. Adaptive soft sensors for quality prediction under the framework of Bayesian network. *Control Engineering Practice*, 2018.
[52] S. Mu, Y. Zeng, R. Liu, P. Wu, H. Su, and J. Chu. Online dual updating with recursive PLS model and its application in predicting crystal size of purified terephthalic acid (PTA) process. *Journal of Process Control*, 16(6):557–566, 2006.

[53] B. Nadler and R. R. Coifman. The prediction error in CLS and PLS: the importance of feature selection prior to multivariate calibration. *Journal of Chemometrics*, 19(2):107–118, 2005.

[54] A. Negiz and A. Çlinar. Statistical monitoring of multivariable dynamic processes with state-space models. *AIChE Journal*, 1997.

[55] W. Ni, S. K. Tan, W. J. Ng, and S. D. Brown. Localized, adaptive recursive partial least squares regression for dynamic system modeling. *Industrial & Engineering Chemistry Research*, 51(23):8025–8039, 2012.

[56] W. Ni, S. K. Tan, W. J. Ng, and S. D. Brown. Moving-window gpr for nonlinear dynamic system modeling with dual updating and dual preprocessing. *Industrial & Engineering Chemistry Research*, 51(18):6416–6428, 2012.

[57] D. W. Osten. Selection of optimal regression models via cross-validation. *Journal of Chemometrics*, 2(1):39–48, 1988.

[58] D. V. Poerio and S. D. Brown. Highly-overlapped, recursive partial least squares soft sensor with state partitioning via local variable selection. *Chemometrics and Intelligent Laboratory Systems*, 175:104–115, 2018.

[59] S. Rastegar, R. Araújo, and J. Mendes. A new approach for online ts fuzzy identification and model predictive control of nonlinear systems. *Journal of Vibration and Control*, 22(7):1820–1837, 2016.

[60] W. Shao, Z. Ge, and Z. Song. Semi-supervised mixture of latent factor analysis models with application to online key variable estimation. *Control Engineering Practice*, 84:32–47, 2019.

[61] W. Shao and X. Tian. Adaptive soft sensor for quality prediction of chemical processes based on selective ensemble of local partial least squares models. *Chemical Engineering Research and Design*, 95:113–132, 2015.

[62] W. Shao and X. Tian. Semi-supervised selective ensemble learning based on distance to model for nonlinear soft sensor development. *Neurocomputing*, 222:91–104, 2017.

[63] R. Sharmin, U. Sundararaj, S. Shah, L. Vande Griend, and Y. J. Sun. Inferential sensors for estimation of polymer quality parameters: Industrial application of a PLS-based soft sensor for a LDPE plant. *Chemical Engineering Science*, 61(19):6372–6384, 2006.

[64] S. G. Soares and R. Araújo. An adaptive ensemble of on-line extreme learning machines with variable forgetting factor for dynamic system prediction. *Neurocomputing*, 171:693–707, 2016.

[65] F. A. Souza, R. Araújo, T. Matias, and J. Mendes. A multilayer-perceptron based method for variable selection in soft sensor design. *Journal of Process Control*, 23(10):1371–1378, 2013.
[66] M. Stone and R. J. Brooks. Continuum regression: cross-validated sequentially constructed prediction embracing ordinary least squares, partial least squares and principal components regression. *Journal of the Royal Statistical Society. Series B (Methodological)*, 52(2):237–269, 1990.

[67] W. N. Street and Y. Kim. A streaming ensemble algorithm (sea) for large-scale classification. In *Proceedings of the seventh ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 377–382. ACM, 2001.

[68] J. Tang, W. Yu, T. Chai, and L. Zhao. On-line principal component analysis with application to process modeling. *Neurocomputing*, 82:167–178, 2012.

[69] R. Tibshirani. Regression shrinkage and selection via the lasso. *Journal of the Royal Statistical Society. Series B*, 58(1):267–288, 1996.

[70] R. Tibshirani, I. Johnstone, T. Hastie, and B. Efron. Least angle regression. *The Annals of Statistics*, 32(2):407–499, 2004.

[71] M. E. Tipping. Sparse bayesian learning and the relevance vector machine. *Journal of machine learning research*, 1(Jun):211–244, 2001.

[72] M. E. Tipping and A. C. Faul. Fast marginal likelihood maximisation for sparse Bayesian models. In C. M. Bishop and B. J. Frey, editors, *Proceedings of the Ninth International Workshop on Artificial Intelligence and Statistics*, Key West, FL, 2002.

[73] R. R. Wilcox. *Introduction to robust estimation and hypothesis testing*. Academic press, 2011.

[74] D. M. Witten, R. Tibshirani, and T. Hastie. A penalized matrix decomposition, with applications to sparse principal components and canonical correlation analysis. *Biostatistics*, 10(3):515–534, 2009.

[75] H. Wold. Soft Modelling by Latent Variables: The Non-Linear Iterative Partial Least Squares (NIPALS) Approach. *Journal of Applied Probability*, 12(S1):117–142, 1975.

[76] J. Wright, Y. Ma, J. Mairal, G. Sapiro, T. S. Huang, and S. Yan. Sparse Representation for Computer Vision and Pattern Recognition. *Proceedings of the IEEE*, 98(6):1031–1044, 2010.

[77] H. Xiao, B. Bai, X. Li, J. Liu, Y. Liu, and D. Huang. Interval multiple-output soft sensors development with capacity control for wastewater treatment applications: A comparative study. *Chemometrics and Intelligent Laboratory Systems*, 184:82–93, 2019.

[78] S. Yamamoto. A new model-free predictive control method using input and output data. In *Advanced Materials Research*, volume 1042, pages 182–187. Trans Tech Publ, 2014.

[79] T. Yamamoto, K. Takao, and T. Yamada. Design of a data-driven pid controller. *IEEE Transactions on Control Systems Technology*, 17(1):29–39, 2009.

[80] V. J. Yohai. High Breakdown-Point and High Efficiency Robust Estimates for Regression. *Source: The Annals of Statistics*, 15(2):642–656, 1987.
[81] S. Yoon and J. F. MacGregor. Fault diagnosis with multivariate statistical models part I: Using steady state fault signatures. *Journal of Process Control*, 11(4):387–400, 2001.

[82] X. Yuan, Z. Ge, and Z. Song. Locally Weighted Kernel Principal Component Regression Model for Soft Sensing of Nonlinear Time-Variant Processes. *Industrial and Engineering Chemistry Research*, 53(35):13736–13749, 2014.

[83] R. Zhang, F. Zhang, W. Chen, Q. Xiong, Z. Chen, H. Yao, J. Ge, Y. Hu, and Y. Du. A variable informative criterion based on weighted voting strategy combined with LASSO for variable selection in multivariate calibration. *Chemometrics and Intelligent Laboratory Systems*, 184:132–141, 2019.

[84] J. Zheng, Z. Ge, Z. Song, and F. Gao. Phase adaptive RVM model for quality prediction of multiphase batch processes with limited modeling batches. *Chemometrics and Intelligent Laboratory Systems*, 156:81–88, 2016.

[85] D.-X. Zhou. On grouping effect of elastic net. *Statistics & Probability Letters*, 83(9):2108–2112, 2013.

[86] H. Zou and T. Hastie. Regularization and Variable Selection via the Elastic Net. *Journal of the Royal Statistical Society. Series B (Statistical Methodology)*, 67(2):301–320, 2005.