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Abstract
Artificial Intelligence is becoming part of any technology we use nowadays. If the AI informs people's decisions, the explanation about AI's outcomes, results, and behavior becomes a necessary capability. However, the discussion of XAI features with various stakeholders is not a trivial task. Most of the available frameworks and methods for XAI focus on data scientists and ML developers as users. Our research is about XAI for end-users of AI systems. We argue that we need to discuss XAI early in the AI-system design process and with all stakeholders. In this work, we aimed at investigating how to operationalize the discussion about XAI scenarios and opportunities among designers and developers of AI and its end-users. We took the Signifying Message as our conceptual tool to structure and discuss XAI scenarios. We experiment with its use for the discussion of a healthcare AI-System.
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**Introduction**

Explainable AI (XAI) is becoming an important feature to be considered for any AI technology. When AI is part of a high-stake decision is when XAI is necessary to enable the human-AI partnership to make a decision. The human in the loop in this human-AI partnership cannot be left out of the context to advance research about the impacts of AI on real-world problems [3][10][20]. While Machine Learning (ML) techniques and methods are resourcefully dealing with many data, humans' input adds meaning and purpose to that data [3][11]. XAI design is the bridge to provide people with an understanding of AI’s outcomes, results, and even behavior to enable them to use what AI provides to make informed and conscious decisions.

End-users, with designers’ and developers’ collaboration, must perform a hard abstraction exercise to consider how the AI-System will be part of their practices and how it can impact and participate in their decisions. Explanations about AI should be part of this exercise’s results. There is a gap between AI outputs’ explanations and the explanations people need to make sense of what the AI-System did and how it can impact their actions [4][18][22]. Moreover, the societal, moral, and legal expectations of AI explanations should be discussed considering all stakeholders [7].

We are aware that explainable AI must meet the users’ needs [21][22]. However, how can users be able to define and frame their own needs regarding AI explanations? Some frameworks and tools aim to enable the definition of XAI features, but a large part of them focuses on data scientists and ML developers as its end-users [2][8][16]. Some approaches, like Google PAIR [17] and IBM Team Essentials for AI framework [9], focus on supporting the discussion of XAI dimension with end-users from different domains not particularly knowledgeable about AI and its concepts. They provide guidelines to consider in XAI design, but the challenge to operationalize the discussion about XAI is still present in those approaches.

The explanation about AI’s outcomes, results, and behavior has several dimensions that we should consider for XAI design. ‘Who’ and ‘why’ are two of those dimensions that have been the focus of previous research [1][15]. ‘Who’ are all people interested in AI explanations, like end-users, decision-makers, affected users, regulatory bodies, AI system builders. ‘Why’ is related to the motivations and expectations each of the interested people has for explanations. We argue that other dimensions should be considered for XAI discussion [11][12] that are not considered in the available frameworks and methods [17].

We took the Semiotic Engineering as the theoretical lens for this research [6]. We selected its conceptual tool called SigniFYing Message [5] to structure the different dimensions that we believe should be considered for XAI scenarios’ discussion. We perform an initial experiment using the SigniFYing Message to structure XAI scenarios for a healthcare AI-System to support the discussion between the AI-System’s designer and an end-user’s advocate. In this experiment, we propose to add the SigniFYing Message to operationalize the discussion of XAI between AI’s designers and end-user. We present a case with IBM Essentials for AI framework, adding the SigniFYing Message to aid the discussion in the Knowledge activity of the AI design process. What we learned during this experiment informed a future investigation with
healthcare end-users that we could not reach at this moment due to the Covid-19 pandemic.

**Semiotic Engineering to Frame the XAI Discussion**

We took the Semiotic Engineering [6], a comprehensive semiotic theory of Human-Computer Interaction, as the theoretical lens for this research due to its view of HCI as a particular case of computer-mediated human communication between designers and users at interaction time (Figure 1). The content of the message refers to how, when, where, and why the users can or should, themselves, communicate with the system in order to achieve certain goals and effects that are consistent with the designers/developers’ vision.

With Semiotic Engineering as our theory, we are focusing on two roles each time we structure an XAI scenario for discussion: the AI-Systems designer (represents the AI-Systems development team) and the end-user for the scenario. We selected the SigniFYIng Message [5] as our epistemological tool to structure the XAI scenarios’ discussion. It is a conceptual structure to frame the content of exchanged messages, not lose track of what matters and why.

The SigniFYIng Message is usually used to inspect software artifacts as part of other methods. [5] However, due to its epistemic nature, we believe it can be a valuable resource to structure the XAI scenarios considering the different dimensions and help to operationalize the discussion about XAI. The SigniFYIng Message considers the following five dimensions as described in Table 1.

### Table 1. SigniFYIng Message Description

| Dimension | Dimension Description |
|-----------|------------------------|
| Who       | refers to the AI designer – speaker - and the end-user in the conversation. (Here is my understanding of who you are…). |
| What      | refers to domain, task, interaction, interface, system, that message is about. (…what I’ve learned you want or need to do…). |
| Why       | refers to the speaker’s intent relative to communication (… in which preferred ways, and why. …). |
| How       | refers to the speaker’s form of communication. (…this is the system that I have therefore designed for you…). |
| When and where | refer to the speaker’s content of communication. (…and this is the way you can or should use it in order to fulfill a range of purposes that fall within this vision…). |

**OUR CASE – MARIANA**

Our case scenario1 involves older adults with mobility difficulties who need a multidisciplinary health team in home care service to handle chronic diseases in Brazil. It was described in a previous study [13] when health professionals co-designed a chatbot named MarIANA, designed to support the caregiver of older adults with hypertension. We use the provided health professionals' context and real cases as the basis for this initial experiment.

The event that starts our experiment scenario is a notification from MarIANA to the healthcare professional. During his nightshift, he receives a message from MarIANA - "**I am 80% confident that you need to contact João's caregiver. His BP is exponentially high.**". MarIANA recommended the healthcare professional who needs more information to decide if he needs to contact the patient’s home immediately and if so, he must have the best orientation for the patient.

For this experiment, we built a Reasoning statement (Figure 2) for MarIANA dashboard. This statement is the input for the last activity of IBM Essentials for AI framework – Knowledge that we considered as an interesting point to use the SigniFYIng Message to operationalize the discussion. Considering that reasoning statement, the **AI-System's designer** filled the following **SigniFYIng Message** (Figures 4-8) to discuss with the **end-user's advocate**:  

---

1 See more at this [link](#).
**Final Remarks**

Even without the end-users themselves involved in the discussion (the experiment involved an end-user advocate), the AI’s designer perceived that he looked for a broader meaning of how the system could impact the end-user’s decision-making cycle [11] in that scenario considering the whole context for the XAI application.

**Figure 2.** Experiment Reasoning statement

**Figure 3.** Prototype screen generated after the discussion using the Signify Message.

**Figure 4.** Signify Message - Who dimension

*Here is my understanding of who you are:* You are a nurse that assist on more than 20 home care patients with hypertension and works shifts at a regional hospital.

**Figure 5.** Signify Message - What dimension

*what I’ve learned you want or need to do:* Because of your busy routine, every time you receive a home care emergency notification by MarIANA, you need to handle to analyze the notification and sometimes other tasks at once (especially when you are on duty) and make decisions about remote patients’ health care. For that, you need to access the relevant information from a home care emergency notification quickly.

**Figure 6.** Signify Message - Why dimension

*in which preferred ways, and why:* Therefore, you need to understand with more detail the message from MarIANA, accessing the patient’s medical history, mainly his BP measures, annotations from the last home visit, list of medication the patient is taking and a list of features that caused the notification.

**Figure 7.** Signify Message - How dimension

*This is the system that I have therefore designed for you:* For that reason, I designed a monitoring dashboard with explanations that allow you to identify and associate the data relevant for an emergency notification.

**Figure 8.** Signify Message - When and Where dimension
discussion. **Figure 3** illustrates part of the prototype generated after the discussion with Signify Message.

To tackle XAI Mediation Challenges [19] and bring together technical and social meanings of AI applications, we need to structure and operationalize the understanding of all roles in the AI-System. The roles that are usually represented in design discussions should have frameworks and tools that keep them aware of the "big picture" related to that AI-System that is under development and all parties affected.

What we learned during this experiment, including the filled Signify Message, will inform a future investigation with healthcare end-users, that we could not reach at this moment due to the Covid-19 pandemic. However, this experiment discussion already motivated the MarIANA’s designer to reassess decisions and make changes in the previous design.
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