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Abstract

We provide an overview of our numerical and analytical studies of isolated interacting quantum systems that are abruptly quenched out of equilibrium instantaneously. We describe the relaxation process to a new equilibrium and obtain lower bounds for the relaxation time of full random matrices and realistic systems with two-body interactions. We show that the size of the time fluctuations after relaxation decays exponentially with system size for systems without too many degeneracies. We also discuss the conditions for thermalization and demonstrate that it can happen after local and global quenches in space. The analyses are developed for systems, initial states, and few-body observables accessible to experiments with optical lattices.
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1. Introduction

The unitary evolution of many-body quantum systems is an active area of research with studies being carried out theoretically and also experimentally. In solid state nuclear magnetic resonance [1–3], and especially in experiments with optical lattices [4–11], the effects of the environment take a long time to become relevant, which allows for treating the systems as quasi-isolated. In this context, much attention has been given to the subject of quench dynamics, where the evolution of an isolated quantum system initiates with an instantaneous perturbation that takes a certain initial Hamiltonian \( \hat{H}_I \) into a new final Hamiltonian \( \hat{H}_F \).

Studies of quenched many-body quantum systems deal with fundamental problems of physics. For instance, these studies aim to advance our understanding of nonequilibrium quantum physics and deriving thermodynamics from quantum mechanics. Among the several specific questions that have been raised, we address three that we have been particularly interested in [12–17].

(i) How fast can isolated many-body quantum systems evolve? We try to answer this question by studying the quantum fidelity decay and the evolution of few-body observables.

The quantum fidelity corresponds to the overlap between two quantum states, in our case the initial state and its evolved counterpart. For this choice, the fidelity is obtained by Fourier transforming the weighted energy distribution of the initial state. This distribution is often called local density of states (LDOS) or strength function. The fidelity considered here is also related to the Loschmidt echo and the characteristic function of the probability distribution of work [18–20], which is essential in studies about work statistics in quantum thermodynamics.

The minimum fidelity decay time was derived from the time-energy uncertainty relation [21–27]. This limit can be reached in particular scenarios, such as the one we describe in [16], where the LDOS of the initial state is bimodal. In the general picture where the LDOS is single-peaked, we show that the fastest possible decay occurs for evolutions under full random matrices [14–16].

Full random matrices provide a way to acquire statistical information about the spectrum of complex systems, but they are unphysical, because they imply the simultaneous interactions of many particles. In realistic systems with two-body interactions and unimodal LDOS, the fastest fidelity decay is Gaussian and this behavior may hold until saturation [14–16]. The Gaussian decay happens when the shape of the LDOS is also Gaussian and it fills the energy shell. The latter gives the maximum possible spreading of initial states projected onto final two-body-interaction Hamiltonians.
The evolution of few-body observables depends not only on the interplay between the initial state and final Hamiltonian, as the fidelity, but also on the details about the observable and the correlations between the eigenstates, which makes the study more difficult. However, if the observable commutes with the initial Hamiltonian, a simple picture emerges at short times. In this case, the dynamics is quadratic in time.

(ii) How large are the time fluctuations of observables around the steady state after relaxation? Equilibration in isolated quantum systems can happen in a probabilistic sense. It requires that the time fluctuations be small, implying proximity to the stationary state for the vast majority of time, and that the fluctuations decrease with system size, vanishing in the thermodynamic limit. We show that the temporal fluctuations of the fidelity decrease exponentially with system size. This is in agreement with our analyses of the fluctuations of full-body observables and holds for chaotic and also integrable systems, provided the spectrum be not highly degenerate [12].

(iii) After relaxation, what are the conditions for the new reached equilibrium to be thermal? An observable is said to have thermalized when its infinite time average coincides with its thermal average. For a final two-body-interaction Hamiltonian, integrable or chaotic, thermalization occurs when the LDOS fills the energy shell ergodically, for example when the initial state is an eigenstate from a full random matrix. But this is not a very interesting case, since such initial states have infinite temperature and are already thermal before the quench [13]. For the realistic scenario of initial states with a finite temperature, and also with a narrow spreading in energy, thermalization should be viable when the eigenstates of the final Hamiltonian are chaotic and the energy of the initial state is away from the edges of the spectrum of \( \hat{H}_F \). (The borders are problematic, because there the states are not strongly mixed for systems with few-body interactions) [13, 17, 28–47]. We provide illustrations supporting this idea.

We show that the infinite time average of few-body observables and their thermodynamic average approach each other as the energy of the initial state moves closer to the center of the spectrum of \( \hat{H}_F \), as the perturbation gets stronger and the eigenstates more chaotic, and as the system size increases. This holds for global and also local quenches in space [17].

This paper is organized as follows. Section 2 describes the models. Section 3 analyzes the relationship between fidelity decay and the LDOS. Section 4 gives results for the temporal fluctuations after relaxation. The viability of thermalization is discussed and illustrated in section 5. Concluding remarks are presented in section 6.

2. Model and quench

Full random matrices are often employed to obtain statistical information about the spectrum of many-body quantum systems. The matrices are filled with random numbers and satisfy the symmetries of the system they aim at describing. In time-reversal invariant systems with rotational symmetry, the matrices are real and symmetric, and they belong to the so-called Gaussian orthogonal ensemble (GOE). The level spacing distributions of full random matrices show level repulsion [48–51]. However, despite providing statistical properties in agreement with the spectra of complex systems, full random matrices are unrealistic, because they imply the simultaneous interactions of many particles. Realistic systems have few-body interactions. These systems also show level repulsion when they are in the chaotic domain, but other properties differ from full random matrices. For example, the density of states of full random matrices has a semicircular shape and all of their eigenstates are pseudo-random vectors, whereas in realistic systems with two-body interactions the density of states is Gaussian and the eigenstates can only reach a high level of delocalization close to the middle of the spectrum, being more localized at the edges [32, 52–54].

2.1. Spin-1/2 model

The realistic systems that we investigate correspond to spin-1/2 models with two-body interactions and no randomness. These models describe real magnetic compounds [55–57], crystals of fluorapatite [1–3], and have also been simulated with optical lattices [8–11]. We focus on one-dimensional lattices with open boundaries and an even number \( L \) of sites. They can be mapped onto systems of spinless fermions [58] or hardcore bosons [59]. The Hamiltonian is given by

\[
\hat{H} = \epsilon J \hat{S}_i^z + dJ \hat{S}_{L/2}^z + \hat{H}_{NN} + \lambda \hat{H}_{NNN}
\]

\[
\hat{H}_{NN} = \sum_{j=1}^{L-1} \left( \hat{S}_j^x \hat{S}_{j+1}^x + \hat{S}_j^y \hat{S}_{j+1}^y + \Delta \hat{S}_j^z \hat{S}_{j+1}^z \right)
\]

\[
\hat{H}_{NNN} = \sum_{j=1}^{L-2} \left( \hat{S}_j^x \hat{S}_{j+2}^x + \hat{S}_j^y \hat{S}_{j+2}^y + \Delta \hat{S}_j^z \hat{S}_{j+2}^z \right).
\]

Above, \( \hat{H} \), \( \hat{S}_i^x,y,z \) are spin operators acting on site \( i \), \( \hat{S}_i^+ = \hat{S}_i^x + i \hat{S}_i^y \), \( \hat{S}_i^- = \hat{S}_i^x - i \hat{S}_i^y \) is the flip-flop term, and \( \hat{S}_i^\pm \) is the Ising interaction between NN (NNN) spins. All the parameters, \( J, \Delta, \lambda, \epsilon, d \), are assumed to be positive. \( J \) is the exchange coupling constant, \( \Delta \) is the anisotropy parameter (we are interested in the gapless regime, where \( \Delta < 1 \)), and \( \lambda \) refers to the ratio between NNN and NN couplings. The total spin in the \( z \)-direction, \( \hat{S}_z = \sum \hat{S}_i^z \), is conserved, so the total Hamiltonian is divided into \( \hat{S}_z \) subspaces, each with a certain dimension \( D \).

The impurities \( \epsilon J \) on the first site of the chain and \( dJ \) on site \( [L/2] \) are generated by applying two local static magnetic fields in the \( z \)-direction. The purpose of the small defect (impurity) on the first site is to break trivial symmetries, such as parity, conservation of total spin, and spin reversal, without breaking the integrability of the system [60]. If \( \epsilon = d = 0 \), we refer to the system as clean.

Depending on the values of the parameters \( \Delta, d, \) and \( \lambda \), the chain may be integrable or chaotic:

- **Integrable XX model**: \( d, \Delta, \lambda = 0 \). This Hamiltonian can be mapped onto a system of noninteracting spinless fermions, being trivially solvable [58].
• **Integrable XXZ model**: $\Delta \neq 0$ and $d, \lambda = 0$. This model is solved by means of the Bethe ansatz [61].

• **Chaotic impurity model**: $\Delta, \lambda \neq 0$ and $d = 0$. The addition to the XXZ Hamiltonian of a single impurity close to the middle of the chain can bring the system into the chaotic domain [17, 62–64] provided $d \leq 1$. If the defect becomes too large it splits the system in two independent and integrable chains. The onset of chaos is caused by the interplay between the Ising interaction and the impurity. In contrast, the addition of $d$ to the XX model does not affect its integrability.

• **Chaotic NNN model**: $\Delta, \lambda \neq 0$ and $d = 0$. The addition of couplings between second neighbors breaks integrability [13, 54, 65, 66].

Note that the values of $d$ and $\lambda$ leading to chaos depends on the system size. The larger the system, the smaller the parameter needs to be [17, 41].

### 2.2. Quench dynamics

In the scenario of quench dynamics, the initial state $|\Psi(0)\rangle = |\text{ini}\rangle$ is an eigenstate of the initial Hamiltonian $\hat{H}_I$. The dynamics starts with the sudden change of some parameter(s) of this Hamiltonian in a time interval much shorter than any characteristic time scale of the model. It brings the system to the final Hamiltonian $\hat{H}_F$ with eigenvalues $E_\alpha$ and eigenstates $|\psi_\alpha\rangle$.

In this paper, $J$ sets the energy scale and $\epsilon$ is fixed. The initial parameters $(\Delta_I, \lambda_I, d_I)$ are the ones that may be quenched into $(\Delta_F, \lambda_F, d_F)$. The unitary time evolution of the initial state is given by

$$|\Psi(t)\rangle = e^{-i\hat{H}_I t} |\text{ini}\rangle = \sum_\alpha C^{\text{ini}}_\alpha e^{-iE_\alpha t} |\psi_\alpha\rangle,$$

where the coefficients $C^{\text{ini}}_\alpha = \langle \psi_\alpha | \text{ini} \rangle$ are the overlaps of the initial state with the eigenstates of $\hat{H}_F$.

The evolution is computed numerically with full exact diagonalization for matrices of dimension $D < 20,000$ and with EXPOKIT [67, 68] for larger sizes. EXPOKIT is a software package based on Krylov subspace projection methods. Instead of diagonalizing the complete system Hamiltonian, the package computes directly the action of the matrix exponential $e^{-i\hat{H}_I t}$ on a vector of interest.

### 3. Fidelity decay and observables evolution

The fidelity, also known as survival probability, non-decay probability, or return probability, gives the probability of finding the system still in the initial state after time $t$. It is given by the overlap

$$F(t) \equiv |\langle \Psi(0) | \Psi(t) \rangle|^2 = \left| \langle \text{ini} | e^{-i\hat{H}_I t} | \text{ini} \rangle \right|^2$$

$$= \sum_{\alpha=1}^{D} |C^{\text{ini}}_\alpha|^4 \approx \int_{-\infty}^{\infty} P^{\text{ini}}(E)e^{-iEt}dE.$$

In the last term above, the sum was substituted by an integral, which is a good approximation when $D$ is large and the density of states is high. $P^{\text{ini}}(E)$ is the envelope of the LDOS. The latter is obtained numerically by dividing the spectrum of $\hat{H}_F$ in small windows of energy and computing the sum $\sum_{a} |C^{\text{ini}}_a|^2$ inside each window. One can see that the fidelity is simply the Fourier transform of $P^{\text{ini}}(E)$. Finding an expression for $F(t)$ therefore reduces to identifying the shape of the LDOS.

#### 3.1. Fastest fidelity decay: semicircular LDOS

For an initial state projected onto a full random matrix, $P^{\text{ini}}(E)$ has a semicircular form [14–16], reflecting the density of states of those matrices. The fidelity for this distribution involves the Bessel function of the first kind, $J_1$. We have

$$P^{\text{ini}}_{\text{SC}}(E) = \frac{2}{\pi E \sqrt{1 - \left(\frac{E}{\epsilon}\right)^2}},$$

$$F_{\text{SC}}(t) = \int_{-\epsilon}^{\epsilon} P^{\text{ini}}_{\text{SC}}(E)e^{-i\epsilon t}dE = \frac{J_1(2\sigma_{\text{ini}} t)}{\sigma_{\text{ini}} t^2},$$

where $2\epsilon$ is the length of the spectrum and $\sigma_{\text{ini}} = \sqrt{\sum_{a} |C^{\text{ini}}_a|^2 E_\alpha^2} = \epsilon/2$ is the uncertainty in energy of the initial state. An illustration for the semicircular LDOS and its corresponding fidelity decay is provided in figures 1 (a) and (b), respectively.

Equation (4) gives the fastest fidelity decay for a single-peaked LDOS. It is not realistic, since full random matrices are non-physical, but it serves to provide a lower bound. Notice, however, that $F_{\text{SC}}(t)$ is still slower than the ultimate lower bound, $F(t) \geq \cos^2(\sigma_{\text{ini}} t)$, derived from the time-energy uncertainty relation [21–27]. This ultimate bound can be approached when the LDOS involves at least two peaks and they are well separated in energy, as we showed in [16].

After relaxation and in the absence of too many degeneracies, the fidelity

$$F(t) = \sum_{a} |C^{\text{ini}}_a|^4 + \sum_{a \neq b} |C^{\text{ini}}_a|^2 |C^{\text{ini}}_b|^2 e^{-|E_a - E_b|^2 t},$$

saturates to its infinite time average

$$F = \lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} dr F(r) = \sum_{a} |C^{\text{ini}}_a|^4 = \frac{1}{\text{IPR}_{\text{ini}}},$$

where the inverse participation ratio, $\text{IPR}_{\text{ini}}$, measures the level of delocalization of the initial state in the energy eigenbasis. A large $\text{IPR}_{\text{ini}}$ indicates a delocalized state. The largest values occur for eigenstates of full random matrices or for a state projected onto such eigenstates. When $\hat{H}_F$ comes from a GOE, $\text{IPR}_{\text{ini}} \sim D/3$ [32, 53].

With the analytical expressions in equations (4) and (6), we can compute the time $t_\text{fl}$ that it takes for the fidelity to first

\footnote{The quantity defined here as the inverse participation ratio is also often referred to as participation ratio.}
reach the saturation point

$$\frac{\left[J_i(2\sigma_{t_R}^2)\right]^2}{\sigma_{t_R}^2} = \frac{3}{D}.$$  (7)

The value of $t_R$ obtained from equation (7) gives the lower bound for the relaxation time of many-body quantum systems with a single-peaked LDOS.

After reaching $F$, the fidelity shows small oscillations. The envelope of these oscillations is well fitted with $3/10(\sigma_{t_R})^3$.

### 3.2. Exponential fidelity decay: Lorentzian LDOS

In realistic systems with two-body interactions, the density of states is Gaussian instead of semicircular. In this case, the shape of the LDOS depends on the strength of the perturbation

and on the energy

$$E_{\text{ini}} = \langle \text{ini} | \hat{H}_E | \text{ini} \rangle = \sum_a \sum_{C_{\text{L}}^{-1}} \langle \text{ini} | \hat{H}_E | \text{ini} \rangle$$

(8)

of the initial state. For $E_{\text{ini}}$ close to the middle of the spectrum, as the strength of an instantaneous global perturbation applied on $\hat{H}_E$ increases from zero, the LDOS broadens from a delta function to a Lorentzian form, and eventually reaches a Gaussian shape. Closer to the edges of the spectrum, the distributions are skewed [13, 16].

A Lorentzian distribution leads to the exponential fidelity decay [69–76]

$$P_L^{\text{ini}}(E) = \frac{1}{\pi} \frac{\Gamma_{\text{ini}}}{(E - E_{\text{ini}})^2 + \Gamma_{\text{ini}}^2 / 4},$$

$$F_L(t) = \left| \int_{-\infty}^{\infty} P_L^{\text{ini}}(E)e^{-iEt}dE \right|^2 = e^{-\Gamma_{\text{ini}}t},$$

(9)
where $\Gamma_{ini}$ is the width of the distribution. This is the scenario of the Fermi golden rule.

### 3.3. Gaussian fidelity decay: Gaussian LDOS

In the limit of strong perturbation, when the LDOS becomes isotropic or anisotropic) and showing a very similar fidelity decay.

The Gaussian behavior until saturation is observed also for various other site-basis vectors evolving under various choices of parameters $\Delta_F$, $\lambda_F$, and $d_F$. The same happens also for initial states from different initial Hamiltonians, such as XX and XXZ models [15]. In figures 1 (c) and (d), we show $P_G^{ini}(E)$ and $F_G(t)$, respectively, for an initial state from the XX model with $E_{ini}$ close to the middle of the spectrum and evolving according to a chaotic Hamiltonian similar to the one considered for the Néel state in figures 1 (c) and (d). The Gaussian behavior again persists all the way to saturation. Notice also that the time to reach the saturation point in figure 1(f) is longer than for the Néel state, happening now at $t_F \sim 2 J^{-1}$.

There are cases, however, where despite the strong coupling regime, the fidelity decay transitions from Gaussian to exponential before saturation. In some of these cases, this is associated with the poor filling of the energy shell, which is expected. But for others, the filling is not that bad, or is at least comparable to that of the Néel state under integrable Hamiltonians. It is not very clear yet what causes this transition in our systems and how to calculate the critical time $t_c$ where it happens. A way to estimate $t_c$ for two-body- and band-random matrices was suggested in [73, 74, 77], but by following those steps we obtained a broad range of values for $t_c$. This subject still requires further analysis.

### 3.4. Few-body observables

The evolution of few-body observables $O$ depends on more factors than the fidelity decay, but a simple general picture, valid at short times, can be constructed when the operator $\hat{O}$ commutes with $\hat{H}$. In this case, the dynamics is given by

$$O(t) = F(t)O(0) + \sum_{n \neq ini} A_{n,ini} \left| \langle n | e^{-i\hat{H}t} | ini \rangle \right|^2.$$  

\[ \text{Table 1. } E_{ini} \text{ and } IPR_{ini} \text{ for the Néel state; } \varepsilon = 0, d = 0, L = 16. \]

| $\Delta_F$ | $E_{ini}$ (J) | $IPR_{ini}$ |
|------------|---------------|-------------|
| $\Delta_F = 1.0, \lambda_F = 0.0$ | -3.750 | 72.15 |
| $\Delta_F = 0.5, \lambda_F = 0.0$ | -1.875 | 129.83 |
| $\Delta_F = 1.0, \lambda_F = 0.4$ | -2.350 | 336.78 |
| $\Delta_F = 1.0, \lambda_F = 1.0$ | -0.250 | 1805.25 |
| $\Delta_F = 0.5, \lambda_F = 1.0$ | -0.125 | 2071.92 |
At short times, the expansion of equation (3), independently of the shape of the LDOS, leads to \( F(t) \approx 1 - \sigma^2_{\text{in}} t^2 \). As a result, the second order expansion of \( O(t) \) simplifies to

\[
O(t) \approx \left( 1 - \sigma^2_{\text{in}} t^2 \right) O(0) + t^2 \sum_{n \neq m} \langle n| \tilde{H}_F |m\rangle \tilde{O}_{n,m}. \tag{14}
\]

This quadratic behavior in \( t \) is not necessarily obtained when \( \tilde{O} \) does not commute with the initial Hamiltonian [15].

When the initial state is a site-basis vector, equation (14) does not depend on \( \Delta_F \) or \( \Delta_p \), and for the Néel state not even on \( \lambda_F \). For the Néel state, equation (14) for the three observables above gives the very simple expressions

\[
S_{ij}^z(t) = S_{ij}^z(t), \tag{15}
\]

and the structure factor in the \( z \) direction

\[
S_j^z(\kappa) = \frac{1}{L} \sum_{j,k=1}^{L} e^{-\imath \kappa(j-k)} S_j^z S_k^z, \tag{16}
\]

where \( \kappa = 2\pi p/L \) stands for momentum and \( p = 0, 1, 2 \ldots, L \) is a positive integer.

For site-basis vectors, equation (14) does not depend on \( \Delta_F \) or \( \Delta_p \), and for the Néel state even on \( \lambda_F \). The short-time dynamics of the observables can then be equivalent despite being governed by very different \( \tilde{H}_F \)’s. For the Néel state, equation (14) for the three observables above gives the very simple expressions

\[
S_{L/2}^z(\text{NS})_{ij}(t) \approx S_{L/2}^z(0) \left[ 1 - J^2 \tau^2 \right], \tag{17}
\]

\[
C_{\pm 1}^z(\text{NS})_{ij}(t) \approx -\frac{1}{4} \left[ 1 - J^2 \tau^2 \right], \tag{18}
\]

\[
s_j^{z(\text{NS})}(\kappa, t) \approx \frac{L}{4} - \frac{J^2 \tau^2}{2} \left( \frac{2}{L} - 3 + L \right). \tag{19}
\]

Notice that the structure factor, which is a nonlocal observable in position, shows a dependence on \( L \) that is absent in the local observables.

The comparison between numerical results and the analytical expressions (18) and (19) for five different clean final Hamiltonians are shown in figure 2. The agreement at short times is very good. The results confirm that the dynamics is independent of \( \Delta_F \) or \( \Delta_p \), all curves falling on top of each other.

The saturation value of \( C_{\pm 1}^z(\text{NS}) \) on the left panel of figure 2 is closest to zero when \( E_{\text{ini}} \) is closest to the center of the spectrum. Among the final Hamiltonians considered, this happens for the strongly chaotic and anisotropic \( \tilde{H}_F \) \((\Delta_F = 0.5, \lambda_F = 1)\). Scaling analysis performed in [15] suggests that in the thermodynamic limit, the saturation value indeed goes to zero for \( \tilde{H}_F \) in the chaotic regime. In the integrable domain the results indicate a value different from zero and therefore retained memory of the initial state.

The short-time expressions obtained here for experimental observables constitute an important first step towards the derivation of more general analytical expressions for the entire relaxation process. Long-time analytical expressions have been obtained for the evolution of the Shannon entropy [78, 79] and may shed light on future studies about the observables.

### 4. Time fluctuations

In isolated quantum systems, the relaxation process is due to dephasing. The system will have relaxed to a new equilibrium, if after the transients have died, there are only fluctuations around a steady state. The fluctuations need to be small and decrease with system size, so that they disappear in the thermodynamic limit.

Based on semiclassical arguments and full random matrices [29, 80–84], it was shown that the temporal fluctuations of few-body observables, \( \sigma_F \), decrease exponentially with system size. In contrast, in the case of a non-interacting integrable Hamiltonian or mapped onto one, it was shown analytically [85] and numerically [86–88] that the time fluctuations of one-body or quadratic observables scale as \( 1/\sqrt{L} \).

This made us wonder whether the differences were indeed associated with the regime (chaotic or integrable) of the
system, as the results suggested, or had a different cause. We focused on realistic systems with two-body interactions, integrable and chaotic, and analyzed how \( \sigma_F \) scales with \( L \) and how it depends on the energy of the initial state. Our numerical results for spin-1/2 models showed that the decay of the temporal fluctuations of few-body observables with system size is exponential for both integrable and chaotic systems, provided the interactions are present and the energy of the initial state is not too close to the edge of the spectrum [12].

These findings are in agreement with [89–92], where analytical studies for the upper bounds of the variance, \( \sigma_F^2 \), was shown to be given by

\[
\sigma_F^2 \leq \frac{(O_{\max} - O_{\min})^2}{\text{IPR}_{\text{ini}}},
\]

where \( O_{\max(\min)} \) is the maximum (minimum) eigenvalue of the operator \( O \). This result is valid for any initial state delocalized in the energy eigenbasis of any final Hamiltonian without too many degeneracies of eigenvalues and energy spacings. If the initial state is not too close to the edge of the spectrum, \( \text{IPR}_{\text{ini}} \) should grow exponentially with \( L \). Moreover, we verified that systems with interactions, even when integrable, are not highly indegenerate.

In general, the distribution \( P(s) \) of spacings \( s \) between neighboring levels of integrable models is Poisson. This distribution indicates the presence of degenerate eigenvalues, but also the existence of many non-degenerate eigenvalues. For the interacting integrable XXZ model, this is, in general, the observed distribution. In this case, we confirmed numerically that the number of degenerate spacings between any two eigenvalues is also limited. In contrast, for the XX Hamiltonian (non-interacting integrable model), \( P(s) \) is simply a peak at zero spacing, indicating an enormous amount of degenerate eigenvalues. This also leads to a large number of degenerate level spacings.

As for the dependence on \( E_{\text{ini}} \), the coefficient \( \kappa \) of the exponential decay, \( \sigma_F \propto \exp(-\kappa L) \), becomes smaller as the energy of the initial state moves away from the center of the spectrum and \( \text{IPR}_{\text{ini}} \) decreases, but overall exponential fittings are better than power-law [12].

Here, we illustrate the exponential decay of the fluctuations with \( L \) for the fidelity. Using equations (5) and (6), the variance of the temporal fluctuations of \( F(t) \) is

\[
\sigma_F^2 = \langle [F(t) - \overline{F(t)}]^2 \rangle \geq \sum_{\alpha \neq \beta} \sum_{\gamma \neq \delta} |C_{\alpha \beta}^{\text{ini}}|^4 |C_{\gamma \delta}^{\text{ini}}|^4 \mathbb{E}[\{E_\alpha - E_\beta + E_\gamma - E_\delta\}].
\]

The exponential averages out, unless \( E_\alpha = E_\beta = E_\gamma = E_\delta \). Under the condition of non-degenerate energy spacings, this implies \( E_\alpha = E_\beta \) and \( E_\gamma = E_\delta \), which leads to

\[
\sigma_F^2 = \sum_{\alpha} |C_{\alpha \beta}^{\text{ini}}|^4 \sum_{\beta} |C_{\gamma \delta}^{\text{ini}}|^4 - \sum_{\alpha} |C_{\alpha \beta}^{\text{ini}}|^8 = \frac{1}{\text{IPR}_{\text{ini}}^2} - \sum_{\alpha} |C_{\alpha \beta}^{\text{ini}}|^8.
\]

Figure 3. Logarithmic plot of the standard deviation of the time fluctuations of the fidelity versus \( L \) for the Néel state. The final Hamiltonians are clean, \( \epsilon = \epsilon_F = 0 \), and have the following parameters: \( \Delta_F = 1, \lambda_F = 0 \) (circle), \( \Delta_F = 0.5, \lambda_F = 0 \) (square), \( \Delta_F = 1, \lambda_F = 0.4 \) (triangle), \( \Delta_F = 1, \lambda_F = 1 \) (cross), and \( \Delta_F = 0.5, \lambda_F = 1 \) (star). Solid curves are the analytical results from equation (21).

When the initial state is substantially delocalized and \( D \) is large

\[
\left( \sum_a |C_{\alpha \beta}^{\text{ini}}|^8 \right) \geq \sum_a |C_{\alpha \beta}^{\text{ini}}|^8 \Rightarrow \sigma_F \sim \mathcal{F},
\]

the standard deviation \( \sigma_F \) coincides with the infinite time average of the fidelity.

In figure 3, we show the standard deviation of the time fluctuations of the fidelity for the Néel state. Symbols are numerical results and solid lines correspond to the results from equation (21). Notice that the latter requires exact diagonalization, which we can perform for \( L \) up to 16. We see from the figure that for the interacting systems, in the integrable (\( \lambda_F = 0 \)) or chaotic (\( \lambda_F > 0 \)) domains, \( \sigma_F \) decays exponentially with \( L \). The value of the exponent of this decay increases with \( \text{IPR}_{\text{ini}} \). For the Néel state, \( \text{IPR}_{\text{ini}} \) increases with \( \lambda_F \) and decreases with \( \Delta_F \) (see figure 3 and table 1).

For the strongly chaotic final Hamiltonians, \( \Delta_F = 1.0, \lambda_F = 1.0 \) and \( \Delta_F = 0.5, \lambda_F = 1.0 \), fittings to the curves of figure 3 indicate that the coefficient \( C \) in \( \sigma_F \propto \exp(-CL) \) is \( C \sim 0.7 \). This value coincides with the decay expected for an initial state that corresponds to an eigenstate of a GOE full random matrix, where \( \text{IPR}_{\text{ini}} \sim D/3 \). For the subspace considered here, \( D = L!/(L/2)!^2 \). Using Stirling’s approximation, the GOE scenario leads to

\[
\ln \sigma_F \sim \ln(3/D) = \ln 3 - L \ln 2.
\]

The agreement between the values of \( C \sim \ln 2 \sim 0.7 \) suggests that the Néel state projected on strongly chaotic two-body-interaction Hamiltonians behaves as a chaotic state from GOE matrices.
5. Thermalization

After relaxation, a natural question is whether the observable reaches thermal equilibrium or not. In isolated many-body quantum systems, the system can play the role of an environment to few-body observables, allowing them to thermalize.

The dynamics of the observable is given by

\[ O(t) = \langle \Psi(t) \mid \hat{O} \mid \Psi(t) \rangle \]

\[ = \sum_{a} |C^a|^2 O_a + \sum_{a \neq b} C^a_{C^b} e^{(E_a - E_b)t} O_{ab}, \tag{22} \]

where \( O_{ab} = \langle \Psi \mid \hat{O} \mid \Psi \rangle \). In the absence of too many degeneracies, the off-diagonal elements of \( O(t) \) oscillate very fast and cancel out on average, so the infinite time average is

\[ \bar{O} = \sum_{a} |C^a|^2 O_a. \tag{23} \]

We note that in generic systems, the eigenstate expectation values \( \langle \Psi \mid \hat{O} \mid \Psi \rangle \) are usually larger than \( O_{ab} \), which also guarantees negligible contributions of the second term in equation (22) [43, 82].

The observable thermalizes when its infinite time average coincides with its thermal (microcanonical) average

\[ \bar{O}_{ME} \equiv \frac{1}{N_{\text{eigen}}} \sum_{\varepsilon} \langle \Psi \mid \hat{O} \mid \Psi \rangle, \tag{24} \]

where \( N_{\text{eigen}} \) stands for the number of energy eigenstates in the window \( \delta E \). The equality between the two averages can only hold in the thermodynamic limit. When dealing with finite systems, which is the case experimentally, they can only be similar. The essential question is then: when are the two averages close and do they further approach each other as \( L \) increases?

The proximity of the two averages have been associated with two scenarios:

(1) The eigenstate expectation value of the observables, \( \bar{O}_{ME} \), is a smooth function of energy. This means that the result from a single eigenstate inside the microcanonical window agrees with the microcanonical average, which is basically a statement of the validity of statistical mechanics. This approach became known as eigenstate thermalization hypothesis (ETH) [29, 30, 38].

(2) The components \( |C^a|^2 \) behave as Gaussian random variables. This happens when the Gaussian LDOS fills the energy shell ergodically and the initial state has a very large temperature. In this framework, thermal features emerge even when the final Hamiltonian is integrable, as discussed in [13, 47].

Our main focus here is on the validity of case (1). It is trivially satisfied in the scenario of full random matrices, since all eigenstates are just random vectors and so all \( \bar{O}_{ME} \)'s are equivalent. But our interest is on realistic systems with two-body interactions, where chaotic eigenstates can exist only away from the edges of the spectrum. In this case, thermalization can happen if the energy of the initial state and the width of its LDOS fall inside the region of chaotic eigenstates of \( \bar{H}_F \).

5.1. Local and global quenches: comparable effects

To further discuss the issue of thermalization, we consider two quenches that take the system into the chaotic domain. We deal with the spin Hamiltonian (1) in the subspace that has \( L/3 \) up-spins, implying dimension \( D = L!/[((2L)/3)!(L/3)!] \) and \( S^2 = -L/6 \). Our system starts in an eigenstate of the initial Hamiltonian corresponding to the integrable XXZ model with a small defect on site 1 of amplitude \( \epsilon = 0.1 \):

\[ \bar{H}_I = \epsilon JS_z^1 + \bar{H}_{NN}. \]

Two perturbations are then carried out:

- A local quench in space, where the perturbation is localized on a single site: \( d_I = 0 \rightarrow d_F \neq 0 \). The final Hamiltonian becomes the chaotic impurity model with NN couplings only,

\[ \bar{H}_F^{\text{local}} = \bar{H}_I + d_F J S_z^{1/2}. \]

- A global quench in space, where the perturbation affects simultaneously all sites in the chain: \( \lambda_1 = 0 \rightarrow \lambda_F \neq 0 \). The final Hamiltonian becomes the chaotic Hamiltonian with NNN couplings

\[ \bar{H}_F^{\text{global}} = \bar{H}_I + \lambda_F \bar{H}_{NN}. \]

We have shown that, for the same initial states, both quenches may lead to very similar results, provided the perturbation is not too strong [17]. This is because in this limit of intermediate perturbation, \( \bar{H}_F^{\text{local}} \) and \( \bar{H}_F^{\text{global}} \) written in the eigenstates of \( \bar{H}_I \) have very similar structures, resulting in equivalent signatures of chaos associated with eigenvalues and eigenstates.

To quantify the crossover from integrability to chaos, we show in figure 4 the level spacing indicator \( \chi \) defined as [17, 41]

\[ \chi \equiv \frac{\sum_{s}[P(s) - P_{WD}(s)]}{\sum P_{WD}(s)}. \tag{25} \]

Above, the sums run over the whole spectrum, \( s \) is the spacing between neighboring unfolded energies, \( P(s) \) is the level spacing distribution, and \( P_{WD}(s) = (\pi s^2/2) \exp(-\pi s^2/4) \) is the Wigner–Dyson distribution obtained for chaotic systems with real and symmetric Hamiltonians. For interacting integrable systems, the level spacing distribution is Poisson, \( P(s) = \exp(-s) \). Close to the integrable domain, \( \chi \) is therefore large and it approaches zero in the chaotic regime.

In figure 4, as \( d_I \) and \( \lambda_F \) increase, both models become chaotic and show similar values of \( \chi \) for the same system sizes. If the perturbation is further increased well above 1, the systems eventually reach another integrable point. Notice also that as \( L \) increases, not only does \( \chi \) decrease, but also the value of the perturbation leading to small \( \chi \). The onset of
chaos in the thermodynamic limit may therefore require an infinitesimally small integrability breaking term [17, 41].

5.1.1. Chaotic eigenstates and ETH. The eigenstates \( |y_{\alpha} \rangle \) of a chaotic \( \hat{H}_F \) are written in the eigenstates of \( \hat{H}_I \). The eigenstates of the initial XXZ Hamiltonian play the role of a mean-field basis for \( |y_{\alpha} \rangle \). The latter states away from the edges of the spectrum are very delocalized [17, 41–43]. They are close to random vectors, although they never reach the level of spreading of eigenstates from full random matrices. Their values of IPR are large and become smooth functions of energy, as seen in figures 5 (a) and (c). This is to be contrasted with the integrable XXZ model, where large fluctuations prevail (figure 5 (e)).

The similar structures of the eigenstates in the chaotic domain lead to small fluctuations of \( \Omega_{\text{xxz}} \). This is illustrated in figures 5 (b) and (d) for the spin–spin correlation. For the parameters chosen in the figure, the values of IPR, for the eigenstates of \( \hat{H}_F \) local and \( \hat{H}_F \) global in the XXZ basis are equivalent [17]. In this case the sizes of the fluctuations for both models are also comparable. In contrast, for the integrable system, the fluctuations are much larger (figure 5 (f)).

By comparing the eigenstate expectation values of few-body observables for three system sizes (the ones available to exact diagonalization), we also verified that the fluctuations decrease with system size for the two chaotic systems away from the edges of the spectrum [17, 43], but not for the integrable model or the chaotic ones close to the borders of the spectrum. These results indicate the viability of thermalization in the region of chaotic eigenstates.

5.1.2. Infinite time average and thermal average. Analyses of the sizes of the fluctuations of IPR and \( \Omega_{\text{xxz}} \) for different \( L \) serves as indications for when thermalization may happen. The conclusions can be reinforced by comparing \( \bar{\sigma} \) and \( \Omega_{\text{ME}} \). To calculate the infinite time average, an initial state needs to be selected. This is done by searching the \( E_{\text{ini}} \) that is closest to the energy

\[
E_T = \frac{\sum_{\alpha} E_{\alpha} e^{-E_{\alpha}/k_B T}}{\sum_{\alpha} e^{-E_{\alpha}/k_B T}}
\]

for a specific temperature \( T \) (\( k_B \) is Boltzmann constant). This procedure associates with the initial state an intensive quantity, which allows for a fair comparison between different systems of different sizes.

To illustrate how the distance between the infinite time average and the microcanonical average depends on perturbation, energy of the initial state, and system size, we choose the spin–spin correlation in the \( z \) direction and compute

\[
\Delta C_{z_{\ell+1}} = \left| C_{z_{\ell+1}}^{\text{ini}} - C_{z_{\ell+1}}^{\text{ME}} \right|
\]

The top of figure 6 shows \( \Delta C_{z_{\ell+1}} \) for different values of the perturbations for the quenches to the impurity (a) and NNN (b) Hamiltonians. \( \Delta C_{z_{\ell+1}} \) is of similar magnitude for both models and clearly diminishes as the perturbation increases and the system becomes more chaotic. It reaches a minimum before increasing again due to the approach to a new integrable point (cf figure 4). The difference between the two averages also decreases with \( L \), which is a strong sign of the viability of thermalization.

The bottom of figure 6 shows that the averages improve as the temperature increases and the energy of \( |\text{ini} \rangle \) approaches the middle of the spectrum. The improvement with system size is also evident. These results corroborate the dependence on temperature in the studies of thermalization [13, 47].

6. Conclusion

This work is an overview of our recent studies of the behavior of isolated interacting quantum systems from the moment they are taken out of equilibrium instantaneously until they reach a new equilibrium. We have employed one-dimensional spin-1/2 models, which are prototypes of many-body quantum systems. Only two-body interactions have been included. We summarize our results as follows.

(i) Dynamics: For realistic systems with two-body interactions, the probability of finding the initial state in time, the so-called fidelity, can show a Gaussian behavior until saturation [14–16]. This happens in the strong coupling regime, when the LDOS (weighted energy distribution of the initial state) is unimodal and has a Gaussian shape. In this case, the minimum time for the fidelity to reach the saturation point is \( t_F = \sqrt{(\ln(\text{IPR}_{\text{ini}}))/\sigma_{\text{ini}}} \).

Faster than Gaussian decays require either the simultaneous interactions of more than two particles, the extreme being the case of full random matrices, or a bimodal (multimodal) LDOS. A GOE random matrix sets the lower bound for \( t_F \) for initial states with single-peaked LDOS: \( \langle J_\alpha^2 \rangle^2/\sigma_{\text{ini}}^2 = 3/D \). The short-time decay of the fidelity for a bimodal LDOS can reach the ultimate lower
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bound, \( F(t) \geq \cos^2(\sigma_{\text{init}} t) \), established by the energy-time uncertainty relation [16].

The analysis of the evolution of few-body observables is still under progress. We have so far developed a simple picture for the observables that commute with the initial Hamiltonian. In this case, the short-time dynamics is \( \propto t^2 \). For initial states corresponding to site-basis vectors it is straightforward to derive analytical expressions for experimental observables, such as magnetization and spin–spin correlation [14, 15].

(ii) Fluctuations after relaxation: Overall the time fluctuations after relaxation decay exponentially with system size, even when the system is integrable, provided it does not have a large number of degeneracies [12]. The size of the fluctuations depends on the observables and on the level of delocalization of the initial state in the energy eigenbasis. For the fidelity, the standard deviation is given by

\[
\sigma_F = \sqrt{\langle \text{IPR}^2 \rangle - \sum |C_{\alpha}^{\text{init}}|^4}.
\]

(iii) Thermalization: In an isolated many-body quantum system, a few-body observable can thermalize if the energy of the initial state and the width of its LDOS fall inside the region of chaotic eigenstates of the final Hamiltonian [13, 17, 41]. It is in this chaotic region of the spectrum that notions of statistical mechanics, and equivalently ETH or typicality, can hold. In this region, the eigenstate expectation values of few-body observables do not fluctuate much for eigenstates close in energy, so the result from one eigenstate agrees with the result from the average. These fluctuations decrease as the system size increases, leading to the coincidence of the infinite time average and the microcanonical average in the thermodynamic limit.
As illustrations, we considered here local and global quenches in space that take the system into the chaotic domain. The difference between the infinite time average and the microcanonical average decreases as the perturbation increases and the eigenstates of \( H \) become more chaotic, as the initial state moves toward the middle of the spectrum where chaotic states reside, and as the system size increases [17].

In the thermodynamic limit, it has been shown that when the energy of the initial state is not very close to the middle of the spectrum, integrable systems cannot thermalize [93]. It remains to elucidate where the energy threshold is located. How close to the middle of the spectrum does the initial state need to be for thermal behavior to be possible in integrable systems? How close to the borders of the spectrum of a gapless chaotic system can the initial state be for thermalization to occur?

Another open question refers to the level of chaoticity of the eigenstates in real systems. When written in a mean-field basis, they are never spread as much as the eigenstates of full random matrices. It remains to understand the effects that this can have on different observables.
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