Encoding time in neural dynamic regimes with distinct computational tradeoffs
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Abstract

Converging evidence suggests the brain encodes time in dynamic patterns of neural activity, including neural sequences, ramping activity, and complex dynamics. Most temporal tasks, however, require more than just encoding time, and can have distinct computational requirements including the need to exhibit temporal scaling, generalize to novel contexts, or robustness to noise. It is not known how neural circuits can encode time and satisfy distinct computational requirements, nor is it known whether similar patterns of neural activity at the population level can exhibit dramatically different computational or generalization properties. To begin to answer these questions, we trained RNNs on two timing tasks based on behavioral studies. The tasks had different input structures but required producing identically timed output patterns. Using a novel framework we quantified whether RNNs encoded two intervals using either of three different timing strategies: scaling, absolute, or stimulus-specific dynamics. We found that similar neural dynamic patterns at the level of single intervals, could exhibit fundamentally different properties, including, generalization, the connectivity structure of the trained networks, and the contribution of excitatory and inhibitory neurons. Critically, depending on the task structure RNNs were better suited for generalization or robustness to noise. Further analysis revealed different connection patterns underlying the different regimes. Our results predict that apparently similar neural dynamic patterns at the population level (e.g., neural sequences) can exhibit fundamentally different computational properties in regards to their ability to generalize to novel stimuli and their robustness to noise—and that these differences are associated with differences in network connectivity and distinct contributions of excitatory and inhibitory neurons. We also predict that the task structure used in different experimental studies accounts for some of the experimentally observed variability in how networks encode time.

Author summary

The ability to tell time and anticipate when external events will occur are among the most fundamental computations the brain performs. Converging evidence suggests the brain
encodes time through changing patterns of neural activity. Different temporal tasks, however, have distinct computational requirements, such as the need to flexibly scale temporal patterns or generalize to novel inputs. To understand how networks can encode time and satisfy different computational requirements we trained recurrent neural networks (RNNs) on two timing tasks that have previously been used in behavioral studies. Both tasks required producing identically timed output patterns. Using a novel framework to quantify how networks encode different intervals, we found that similar patterns of neural activity—neural sequences—were associated with fundamentally different underlying mechanisms, including the connectivity patterns of the RNNs. Critically, depending on the task the RNNs were trained on, they were better suited for generalization or robustness to noise. Our results predict that similar patterns of neural activity can be produced by distinct RNN configurations, which in turn have fundamentally different computational tradeoffs. Our results also predict that differences in task structure account for some of the experimentally observed variability in how networks encode time.

Introduction

The ability to predict when external events will occur, and to detect temporal regularities in the environment, are among the most fundamental computations the brain performs [1–5]. Thus, the brain must have a rich repertoire of mechanisms to tell time and perform temporal computations. Indeed, converging experimental and computational evidence indicates that a wide range of different brain areas encode time through dynamically changing patterns of neural activity [1,6–10]. These patterns can take the form of monotonic ramping of the firing rates of neurons, or so-called population clocks that can take the form of neural sequences or complex patterns of neural activity [1,11].

Experimental and computational analyses of the different neural encoding schemes for the representation of time have focused primarily on the discrimination and production of isolated intervals or durations. However, the computational requirements for processing temporal information go far beyond merely requiring a timer to discriminate or produce a single duration or interval. Some forms of temporal processing require the ability to smoothly scale a time-varying motor pattern. For example, the ability to play a song on the piano at different tempos, or catch a ball thrown at different speeds, requires that the underlying patterns of neural activity unfold at different speeds [12–15]. Indeed, some tasks in animal studies explicitly require animals to exhibit temporal scaling: depending on context cues or training blocks animals must temporally scale their motor response [14,16–18]. In contrast, other timing tasks are categorical in nature, for example in the language domain phrasal boundaries are based in part on a categorical boundary of the pause between phonemes—e.g., great eyes x gray ties [19,20], similarly, in the motor domain, the distinction between a double-click and two single clicks of a computer mouse is categorical. Furthermore, in both the human and animal literature standard temporal bisection tasks require subjects to make a two-alternative forced-choice categorical judgment regarding whether a stimulus was short or long [21,22].

It remains unclear if different computational requirements, such as the need to exhibit temporal scaling or categorical timing, rely on similar or fundamentally different underlying neural mechanisms to encode time. Consider a task in which an animal has to produce two intervals—e.g., in response to two different sensory cues. Generally speaking, three encoding schemes could allow the same network to produce these two different intervals: absolute timing, temporal scaling, and stimulus-specific timing. Under absolute timing the neurons would...
respond at the same moments in time during both the production of short and long intervals but additional neurons would be active during the long interval; in a temporal scaling scheme neurons encode the same relative time during both short and long intervals; and in a stimulus-specific code, there would be unrelated patterns for each interval (e.g., entirely different neural sequences for the short and long interval). These different schemes possess specific computational tradeoffs regarding their suitability for temporal scaling versus categorical timing.

To date, a large diversity of neural signatures for the encoding of time—including scaling, absolute timing, and stimulus-specific timing—have been observed during tasks that require animals to discriminate or produce multiple intervals [14,16–18,23–30]. Here we propose that some of this diversity is driven by task structure, and examine whether task structure influences the way recurrent neural networks may encode time. To address this hypothesis we trained RNNs on two tasks with identical output motor requirements and characterized how the networks encode time and generalize to novel stimuli. Our results establish that subtle differences in task structure lead to neural dynamic regimes that are better suited for temporal scaling or categorical timing.

Results

To begin to understand how task structure might shape how time is encoded in neural networks, we trained recurrent neural network models (RNNs) on one of two tasks inspired by previous experimental studies [14,18,23]. The RNNs were based on firing rate units with distinct populations of excitatory (80%) and inhibitory (20%) units. We will refer to the tasks as the 2-Context (Fig 1A) and 2-Stimulus (Fig 1B) tasks—critically, the timed motor outputs were identical in both tasks, requiring the production of either a short or long response. In the 2-Context task [e.g., 14,18], the Go cue (500 ms) indicated the onset of the trial (t = 0), and the analog level of a continuous context input signaled whether a trial is short or long. In the 2-Stimulus task, the short and long interval trials were cued by two distinct transient inputs [23]. In both cases, the short and long intervals consisted of a ramp-up of the output unit starting at the interval midpoint—a function that approximates the behavioral response rate of animals trained to correctly time their movements [23].

Performance was quantified by the ratio of correctly timed trials (see Methods) and the error between the actual output and the target. RNNs trained on both tasks learned to produce the same appropriately timed motor output (Fig 1C–1F), although the RNNs trained on the 2-Context task required fewer training trials to reach the same performance level (n = 20 simulations, two-sample two-sided t-test, t\(38\) = 9.75, \(P < 0.0001\)).

Generalization to novel intervals

Having shown that RNNs can produce the same temporal output patterns when trained on two similar tasks, we next asked a key question: are there significant functional differences between how the RNNs trained on the different tasks perform in response to novel input conditions? To answer this question we examined generalization to untrained input conditions. To test the generalization in the 2-Context task we varied the amplitude of the context cue between the range of the trained values (0.75 = short; 0.25 = long). Interestingly the network exhibited fairly smooth generalization—i.e., in response to intermediate context levels it produced intermediate motor intervals (Fig 2A)—a finding consistent with previous computational studies [12,14]. To test generalization in the 2-Stimulus task we mixed the ratio of activation of the two stimulus cues—during training [1, 0] corresponded to short and [0, 1] to long, during testing an intermediary 50/50 mixed input corresponded to [0.5 0.5]. In contrast to the 2-Context task, the RNNs trained on the 2-Stimulus task did not generalize, but the
RNNs did not exhibit catastrophic degradation or behave randomly. Rather, the RNNs expressed categorical timing: the output intervals clustered near the short or long intervals (Fig 2B), essentially exhibiting a winner-take-all behavior.

To quantify these generalization patterns we measured the slope of a sigmoid fit between input levels and output intervals, as well as the correlation between them (Fig 2C and 2D, see Methods). The slope of the sigmoid was significantly lower in the 2-Context fits—indicating a quasi-linear relationship between context input level and produced intervals. The sigmoid slope was significantly higher in the 2-Stimulus task, consistent with the prototypical sigmoidal signature of categorical discrimination (Fig 2D, left panel). Similarly, the Pearson correlation coefficients further supported the observation that the input-interval relationship was much more linear in the 2-Context task compared to the 2-Stimulus task (Fig 2D, right panel).

In addition to the above accuracy measures, we also quantified the precision of timing across the different generalization conditions, as the standard deviation of the crossing time of each trial (Fig 2E). The precision for the 2-Context task was high (low standard deviation) for all the stimulus conditions. In contrast, in the middle range for the 2-Stimulus task precision was very low. This was mainly due to categorical timing, i.e., in some stimulus conditions, the motor output would randomly be attracted towards the short or long interval. Taken together, RNNs trained on the 2-Context task were far superior at generalizing to novel intervals in
terms of both timing accuracy and precision, however, the RNNs trained on the 2-Stimulus task exhibited categorical timing.

By design, the key difference in the tasks is that in the 2-Context task there is a continuous input signaling the target interval throughout the task, whereas in the 2-Stimulus task two different input weight vectors signal the desired interval, and each of these inputs is only active for a brief period. To further determine whether the difference of the generalization patterns is
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robust to the input parameters, we manipulated the ‘similarity of the inputs corresponding to the short and long intervals in both tasks. Specifically, for the 2-Context task, different analog pairs of context level were used, ranging from (0.95, 0.05) to (0.55, 0.45). For the 2-Stimulus task, we gradually increased the similarity by increasing the overlap ratio between the two inputs—proportions of the same elements in the two input weights (S1A and S1B Fig). In all five conditions, the generalization performance for the 2-Context task was better than that for the 2-Stimulus task (S1C–S1E Fig). While the tasks were designed to capture features of those used in behavioral experiments [14,18,23], in the 2-Context task the onset of the Go and Context stimuli redundantly signal trial onset (t = 0). Thus to understand the influence of the Go stimulus we also performed simulations without the Go stimulus in the 2-Context task (S2A Fig). As expected, omitting the Go stimulus left the generalization performance largely unchanged compared to the standard 2-Context task with Go stimulus, and still significantly better than that for the 2-Stimulus task (S2B Fig). Finally, to confirm that it is the presence of the continuous context input that plays a critical role in the differential generalization patterns, we performed “2-Context” simulations in which the short and long intervals were cued by a transient “context” stimulus rather than a persistent context input. Consistent with our expectations based on previous results [12,14,30], in the absence of a continuous context input the generalization was more consistent with categorical timing (S3 Fig).

Potential dynamic regimes underlying the encoding of multiple intervals

Converging experimental and theoretical evidence indicates that a broad range of neural dynamic regimes encode time. But to date, these different regimes have not been contrasted in terms of their ability to encode multiple intervals and lead to generalization or categorical timing, or robustness to noise. Here we examine three broad potential strategies for the encoding of two intervals: scaling, absolute, and stimulus-specific codes. To illustrate these three strategies we consider how a network of neurons could encode both a short (3 s) and long (6 s) intervals (Fig 3)—note that while we use neural sequences to contrast the three encoding schemes, the same classification applies to other codes for time, including ramping activity. In a temporal scaling strategy (Fig 3A), the dynamics of each unit for the short interval is linearly scaled in time to produce the long interval (Fig 3B), which at the level of single units leads to two overlapping curves (Fig 3C). Similarly, when the neural trajectories of the entire population are projected into a low-dimensional space by principal component analysis the trajectories are also overlapping (Fig 3D). Under an absolute encoding strategy (Fig 3, middle panels) the temporal profile of each unit during the short interval does not change during the long interval. The long interval simply relies on recruiting additional neurons that have later temporal fields. Thus in PCA space, the curves for the short interval matched the first half of that for the long interval. In a stimulus-specific strategy (Fig 3, right panels), the temporal profile of each neuron is essentially uncorrelated during the short and long intervals. Thus in PCA space, the trajectories of the neural patterns of activity produced during the short and long intervals are distinct from one another.

Importantly, these encoding strategies are not necessarily mutually exclusive within a population of neurons. A network could use mixed encoding strategies in which different neurons are best described as scaling from one interval to another, while others encode absolute time. It is also possible that the dynamics of a given unit exhibit an absolute code early in a trial
followed by scaling later in the trial. Note, however, that it would not make sense to consider a case in which a unit undergoes scaling early in a trial and then exhibits absolute timing.

We next describe how to quantify these three schemes both at the level of the neural population and of individual neurons in RNNs trained on either 2-Context or 2-Stimulus tasks.

Task structure differentially shapes the time encoding strategies at the population level

In order to visualize the internal dynamics of the RNNs we first plotted the normalized activity observed during the short and long intervals sorted according to the latency of peak activity for each unit during the short interval (Fig 4A and 4B, left panels), and sorted by the long intervals (Fig 4A and 4B, right panels). Interestingly, although the target output was a ramping pattern, relatively few RNN units appeared to be ramping. Rather, the global activity patterns in both tasks might be best conceptualized as neural sequences. Yet, while the self-sorted sequences appeared to be visually similar for both tasks, the cross-sorted sequences were dramatically different. Specifically, in the 2-Context task it appeared that neurons fired in the
same order for both the short and long intervals—suggestive of a scaling encoding strategy. However, in the 2-Stimulus task the cross-sorted PSTHgrams revealed a more complex relationship between the spatio-temporal patterns of activity during the short and long intervals—suggestive of a more stimulus-specific encoding strategy.
To quantify if the neural dynamics observed in the 2-Context and 2-Stimulus tasks were more consistent with a scaling, absolute, or stimulus-specific code, we first developed a stimulus-specific index ($SSI_{\text{pop}}$) based on previously described geometric approaches [12,30,31]. We started with the cross-Euclidean distance matrix between population dynamics for short and long intervals (see Methods), which compares the similarity of the activity across all time pairs during the short and long intervals (Fig 4C and 4D, example based on a case of perfect scaling of the entire population). We then extracted the index (time bin of the long interval) corresponding to the minimum value along each row of the cross-time distance matrix (red square in Fig 4D), which results in a vector of the time points in the long-interval that are closest to each of the time points in the short-interval: the minimal index vector (red row vector in Fig 4D and column vector in Fig 4E). This minimal index vector was then matched to all possible reference vectors representing perfect scaling codes to a perfect absolute code (black column vectors in Fig 4E) by computing the distances $d_{\tau}$ between each pair (Fig 4E). The reference vector with the minimum distance ($d_{\tau_{\text{min}}}$) to the minimal index vector denoted the best absolute-scaling vector. The correlation ($c_{\tau_{\text{min}}}$) between the best absolute-scaling vector and the minimal index vector determines how good the match is: 1.0 reflects perfect scaling, absolute timing, or a perfect mixture of absolute and scaling code. However, the correlation will be low or even negative in the case of a stimulus-specific code. Therefore, $SSI_{\text{pop}}$ was defined by $1 - c_{\tau_{\text{min}}}$ (Fig 4E), meaning that both perfect scaling and absolute timing would result in an $SSI_{\text{pop}} = 0$, and the stimulus-specific code would be proportional to $SSI_{\text{pop}}$.

We calculated $SSI_{\text{pop}}$ for all 20 RNNs in both the 2-Context and 2-Stimulus tasks. $SSI_{\text{pop}}$ was significantly higher during the neural dynamics of the 2-Stimulus task compared to the 2-Context task (Fig 4G), indicating that dynamics observed during the 2-Stimulus task reflected a stimulus-specific encoding strategy more so than the 2-Context task. However, consistent with the visual inspection of the dynamics and distance matrices (Fig 4A and 4F), it is clear that the 2-Stimulus task was not entirely accounted for by a stimulus-specific strategy, suggesting a mixed code. Thus we next examined the three encoding strategies from the perspective of the individual units in the network.

### Task structure shapes timing encoding strategy at the level of single units

To understand whether the encoding of the short and long intervals was most consistent with a scaling, absolute, or stimulus-specific code at the level of single units, we used a previously described measure of absolute-versus-scaling index (ASI) [23], and incorporated a novel stimulus-specific index ($SSI_{\text{unit}}$) into the framework. Much as $SSI_{\text{pop}}$ quantifies how different the dynamics of two neural populations are, $SSI_{\text{unit}}$ quantifies how different the firing-rate profiles of a unit are during a short versus long trial (see Methods). More specifically, for a given unit, a high $SSI_{\text{unit}}$ implies the temporal profiles during two trials are not related to each other through scaling, absolute timing, or a mixture of both with the absolute part followed by the scaling part. A low $SSI_{\text{unit}}$ implies that the temporal profiles are related through scaling, absolute timing, or a mixture of both, thus justifying the use of the ASI to further quantify scaling versus absolute timing. To calculate the $SSI_{\text{unit}}$ we first time-warped the temporal profile of a unit during the long interval into a series of reference absolute-scaling traces spanning from pure scaling to pure absolute timing with a mixture of both in between (Fig 5A). These reference traces were defined by a “breaking point” $\tau$ marking the transition from absolute timing to scaling ($\tau = 0$ reflects perfect scaling and $\tau = T_{\text{short}}$ reflect absolute timing). All reference traces were compared with the short dynamics by computing the Euclidean distance at each $\tau$ ($d_{\tau}$). The reference trace with the minimum distance ($d_{\tau_{\text{min}}}$) denoted the best match with the actual temporal profile of the unit. Finally, as with $SSI_{\text{pop}}$, the $SSI_{\text{unit}}$ was defined as $1.0 - P$ where $P$ is the proportion of the trace matches to scaling, absolute timing, or a mixture of both.
the correlation between the temporal profile during the short intervals and the reference trace at \( \tau_{\text{min}} \) (\( c_{\text{min}} \)). For a given unit with a low SSI unit (\( \leq 0.5 \)), we went on to calculate its ASI which is also based on \( \tau_{\text{min}} \) (see Methods). With the SSI unit and ASI in hand, we classified a given unit as either a stimulus-specific unit (SSI unit \( > 0.5 \)), a scaling unit (SSI unit \( \leq 0.5 \), ASI \( \leq 0.5 \)), or an absolute unit (SSI \( \leq 0.5 \), ASI \( > 0.5 \)) (Fig 5B).

This approach allowed us to classify each unit of the network and contrast the distribution of temporal classifications between the 2-Context and 2-Stimulus tasks. These analyses revealed that RNNs exhibit a mixed encoding strategy, exhibiting a broad range of scaling, absolute, and stimulus-specific units (Fig 5C). However, there were highly significant differences in the distributions of temporal classes between the RNNs trained on the 2-Context and 2-Stimulus tasks (Fig 5D). The 2-Context RNNs were dominated by scaling units, while 2-Stimulus RNNs had more stimulus-specific units. The results partially explain why 2-Context RNNs were better at generalizing to novel intervals. Because our RNN structure obeyed Dale’s law it was possible to contrast the encoding strategies of excitatory and inhibitory neurons. Interestingly the distribution of scaling, absolute, and stimulus-specific cells appeared similar between excitatory and inhibitory neurons (Fig 5D).
To establish a causal relationship between the distribution of temporal classes to the functional properties of the RNNs we selectively deleted units of different classes from the RNNs trained on both tasks (S6A Fig). We then investigated how the performance changed in response to these deletions. Performance and error across six deletion manipulations (stimulus-specific, scaling, and absolute temporal-classes for the excitatory and inhibitory populations) revealed inhibitory scaling units more severely impaired RNN function (S6B and S6C Fig) for the 2-Context task. In contrast, no single manipulation condition more severely affected both performance and error in the 2-Stimulus task (S6D and S6E Fig). Somewhat surprisingly these results reveal that in the case of the 2-Context task a single subtype of inhibitory neurons—those that were classified as scaling units—are the most critical for network dynamics and encoding time. Whereas in the 2-stimulus task the coding strategy can be considered to be truly mixed, in the sense that all temporal classes and excitatory-inhibitory neurons seem to contribute more or less equally to the underlying dynamics and the encoding of time.

**Task structure differentially shapes the relationship between recurrent dynamics and input/output space**

After quantifying how the different task structures shaped the encoding strategies, we sought to determine if the differences can be understood in terms of the relationship between RNN dynamics and the input/output subspaces. Generally, recurrent dynamics is driven by two sources: the interaction between the inputs and input weights, and between recurrent activity and recurrent weights. To start to understand how the inputs affected the recurrent dynamics and how the recurrent dynamics would lead to the output through the output weights, we first performed the principal component analysis on the concatenated dynamics of both intervals for each task (S7A and S7B Fig)—the first three PCs for the 2-Context task explained more variance than that for the 2-Stimulus task (88.15±0.75% vs 69.72±0.73%, S7C Fig). We then projected the recurrent dynamics into the low dimensional space spanned by the first three PCs (S7A and S7B Fig). Visually in PC space, the dynamics of the two intervals for 2-Context task orbited close to each other, while that for the 2-Stimulus task formed two distinct trajectories—consistent with our findings that 2-Context task tended to use an absolute-scaling strategy while 2-Stimulus, a stimulus-specific strategy. These observations were further established by plotting the dynamics in response to generalization conditions (Fig 2). In the 2-Context task the dynamics across different inputs smoothly transitioned to nearby trajectories, while in the 2-Stimulus task the trajectories clustered around the two trained (short and long) trajectories (S8 Fig).

To directly compare the relationship between the recurrent dynamics across time and the input/output weights, we projected the input weights—InputGo and InputContext for the 2-Context task, InputShort and InputLong for the 2-Stimulus task—and the output weights into the same PC space. We then computed the pairwise angles between the projected input/output vectors and each segment vector of recurrent dynamics across time (see Methods) (S7A Fig) for both tasks. Interestingly, for the 2-Context task the dynamics of both intervals first evolved in the InputGo input direction as revealed by the small angle for the first 2 segments. After that, both trajectories stayed in a plane almost orthogonal to the Go input till the end of the trial. The dynamics were almost orthogonal to the InputContext at the beginning (with angles close to 90 degrees) and then the angle decreased in the middle period and increased again to about 90 degrees at the later period. Finally, for output weights, the angle stayed close to 90 degrees at the beginning then it decreased to a low level till the end of the trial indicating that the dynamics followed the output weights directions in the later period of the trials to better generate the target ramp staring at the middle point of each trial (S7D Fig).
For the 2-Stimulus task, the dynamics of short and long intervals started to follow their corresponding input directions and then went to the opposite directions after input offset and stayed almost orthogonal thereafter. While for the output weights, the angle started at around 90 degrees and then decreased around the start point of the target ramp then it increased at the end of the trials to the opposite direction (S7E Fig).

Task structure differentially shapes the learned recurrent synaptic connectivity

Ultimately the task-specific differences in RNN dynamics must be attributed to differences in input structure and the recurrent weight matrix. Thus we next characterized the relationship between the recurrent weight matrices and performance. Since our RNNs respected Dale’s law, we grouped weights into the four standard subtypes: all excitatory to excitatory unit connections (E→E), all excitatory to inhibitory unit connections (E→I), all inhibitory to excitatory unit connection (I→E), and all inhibitory to inhibitory unit connections (I→I). We then completely deleted each group of synapses and quantified the change in output performance (Fig 6A). Interestingly, deleting all E→E connections only slightly affected the performance and error for both tasks, while deleting all other three groups decreased the performance or increased the error. Deleting the I→E connections produced the largest change in error (Fig 6B). We next quantified the connection probability and mean weights of each group (Fig 6C). Consistent with the performance and error results, I→E connections exhibited the highest connection probability and mean weights for both tasks. Interestingly, to achieve similar output performance, the two tasks seemed to rely on different strategies in the structural level: 2-Context task favored higher connection probability, while 2-Stimulus task preferred higher mean weights (Fig 6C).

RNNs trained for the 2-Stimulus task are more robust to noise

We have seen that RNNs trained for the 2-Context task are better suited for generalization to novel intervals and this feature is related to the underlying dynamics being governed by an absolute-scaling encoding scheme. A question that emerges from these results is whether there is a computational tradeoff between the distinct dynamic regimes observed in both tasks? For example, while the RNNs trained on the 2-Context task exhibit better generalization, do they perform worse on any other measures? As a first step to address this question we analyzed the robustness of both tasks in response to noise. In the brain, of course, neural networks are continuously subject to extraneous noise, and thus robustness to noise imposes an important constraint on biologically functional dynamic regimes [32].

As above we first trained RNNs on either the 2-Context and 2-Stimulus tasks with the standard settings, namely noise level of 0.45 (σ in Eq 1), then we tested the networks by applying different values of σ. Example output traces for the 2-Stimulus task under all noise levels tested were less scattered than that for the 2-Context (Fig 7A). This was supported by the fact that the mean error for the 2-Stimulus task was lower than that for the 2-Context (Fig 7B). For both tasks, at high noise levels, there were some incorrect trials (< 10% and no significant difference between the two tasks) in which either the output never crossed the threshold during the trial or crossed the threshold outside of the acceptance windows. We then directly contrasted the temporal precision of the correct trials and found that the standard deviations for the 2-Stimulus task were lower than that for the 2-Context task (Fig 7C). Taken together, we conclude that the dynamic regimes underlying timing in the predominately stimulus-specific dynamics that emerged in the 2-Stimulus task provided a computational benefit in terms of robustness to...
noise suggesting computational tradeoffs between different dynamic regimes for the encoding of time.

Similar to the generalization performance, the difference of the robustness to noise between the 2-Context and 2-Stimulus tasks was consistent across different input parameters (S1F Fig), initial gain (S4D Fig), and connection probability (S5D Fig) of the recurrent weights.

**Discussion**

Here we trained supervised RNNs on two simple temporal tasks that required the production of identical temporal output patterns based on previous behavioral results [14,18,23]: a ramping increase in output firing rate that peaked after either a short (3 s) or long (6 s) interval. The tasks differed only in how the short and long intervals were cued: either by a continuously presented context input (2-Context task) or by two distinct brief inputs (2-Stimulus task). In
principle the same dynamic regimes could have emerged and solved both tasks, yet, significantly different dynamic regimes emerged in the different tasks. Thus depending on the task RNNs encoded time in different ways, and exhibited fundamentally different computational properties, particularly regarding how the networks generalized to novel stimuli.

Neural dynamic regimes of population clocks

A converging body of experimental and computational evidence suggests that neural circuits encode time in spatiotemporal patterns of neural activity. Two experimentally relevant neural dynamics regimes by which neurons can encode time include ramping activity and population clocks. Ramping codes generally refer to monotonically increasing (or decreasing) firing rates throughout an interval [24,33–40]—in ramping codes firing rate often peaks at the time of the target interval, and in principle, a single neuron can encode time throughout the entire duration. Population clocks refer to time-varying patterns of activity in which time is encoded in the population activity of neurons, which generally exhibit nonmonotonic changes in firing rate, and importantly these dynamics are generated by the recurrent connectivity within a neural circuit [1,11,41,42]. Population clocks can include simple sparse neural sequences as well as complex spatiotemporal patterns in which a given neuron can exhibit multiple time fields [28,43–51].

In the current simulations, the target output patterns were a simple ramping pattern, yet most of the units in the RNNs were not well described as ramping units—even though it seems that this would be the simplest and most direct solution to solve the tasks. Rather, the neural
dynamics observed in the RNNs studied here, are most consistent with the notion of population clocks in general and neural sequences in particular (Fig 4). These results are in line with other computational models in which neural sequences encode time [52–55]. The reason RNNs trained with supervised learning rules seem to converge to neural sequences rather than ramping activity are not well understood, but it has been recently proposed that neural sequences represent a fairly optimal encoding scheme for downstream neuron (the output unit in our case) to read out time [23].

Absolute, scaling, and stimulus-specific codes

We outlined three general temporal encoding strategies by which a population of neurons could solve temporal tasks that require producing multiple intervals (Fig 3)—such as the two tasks examined here. The scaling strategy is perhaps the most intuitive because it essentially exploits the same neural dynamics to produce both a short or long interval by altering the speed at which the dynamics unfold. Indeed, such scaling has been observed experimentally [14,16,23,26,38,56,57]. Neurons that exhibit absolute timing have also been experimentally observed, along with neurons that categorically detect the midpoint boundary between short and long intervals [14,23,26,27,56,57,58–61]. Stimulus-specific codes in which the same or different intervals can be encoded in different neural trajectories have also been described [17,47,58,62–64]. To date, however, these different encoding strategies have not been carefully analyzed or quantified. To this end, we described two general purpose quantitative measures—the ASI and SSI—that can be applied across a wide range of single-unit data and used to classify neural responses.

These measures revealed a different distribution of unit types across the RNNs trained on the 2-Context and 2-Stimulus tasks (Fig 5). Specifically, over 50% of the units in the 2-Context RNNs were classified as scaling units, whereas in the 2-Stimulus RNNs over 50% were classified as stimulus-specific units—that is, their temporal profiles between the short and long interval were not consistent with either absolute or scaling coding strategies. This differential distribution is consistent with the intuition that because in the 2-Context task the context input is active during both the short and long intervals, and a stimulus-specific encoding strategy is more difficult to implement compared to the 2-Stimulus task—i.e., the input space of the 2-Context task is smaller. Put another way, in the 2-Stimulus task RNNs are likely to begin their trajectories at the beginning of each trial (t = 0) in more distant regions of neural state space than in the 2-Stimulus task.

The differential distribution of scaling, absolute, and stimulus-specific neurons accounts in part for the distinct computational features of both types of networks. Specifically, the classification of units into different temporal coding strategies allowed us to demonstrate that selectively deleting some classes impaired RNN performance more than others. Deleting a few inhibitory scaling units impaired RNN performance in the 2-Context task significantly more than deleting absolute or stimulus-selective units. In contrast in the 2-Stimulus task, all classes contributed to performance with an approximately equal weighting—reflecting a much more mixed encoding strategy [65,66].

Computational trade-offs between time-encoding dynamic regimes

The 2-Context and 2-Stimulus tasks required producing the same temporal output patterns but generated dramatically different behaviors when challenged with novel inputs. Of particular relevance was that in response to novel levels of activation of the inputs, the 2-Context RNN exhibited a smooth scaling of the temporal profile of the output. In this task, in response to the go stimulus, RNN generated a neural trajectory that resembled a neural sequence.
Depending on the analog value of the context input this trajectory unfolded at either a fast or slow speed to produce the short or long interval, respectively. Critically, in response to novel levels of activation of the tonic context input the velocity of the neural trajectory varied smoothly—thus generating smooth temporal scaling of the output pattern. This same property has been observed in numerous other models of timing [12,30,34,67–69]. Specifically, a single input or variable is able to modulate the velocity of the RNN dynamics in an approximately linear fashion.

In contrast to the temporal scaling behavior observed in the RNN trained on the 2-Context task, when the 2-Stimulus RNNs were tested with inputs they were not trained on (e.g., 50% Input 1 + 50% Input 2) they did not exhibit smooth generalization. Importantly, they also did not exhibit catastrophic degradation—i.e., the internal dynamics was robust to very different initial states. Rather they exhibited categorical timing—essentially a winner-take-all competition between two distinct trajectories. This result is consistent with the notion that RNNs can encode multiple neural trajectories in regimes that have been referred to as dynamic attractors [31,70], locally stable transient trajectories [71,72], or stable heteroclinic channels [73,74]. Here, two trajectories possess their own basins of attraction (or “rivers-of-attraction”) which lead the activity of the network into one or the other of the two dynamic attractors.

Both temporal scaling and categorical timing are behaviorally relevant forms of timing. Specifically, some tasks require smoothly scaling the temporal output patterns, while others require categorically discriminating or producing one of distinct two intervals [12–15,21,22]. Thus, we have shown that the population clocks that emerge in RNNs can account for both temporal scaling and categorical timing and that it is possible to distinguish between both regimes based on the percentage of units that undergo scaling or stimulus-specific timing.

It is also relevant to note that RNNs learned to solve the 2-Context task in fewer training trials than the 2-Stimulus task. This may be because it is easier to adjust weights to generate a single trajectory at two different speeds than to generate largely distinct trajectories. Furthermore, during training the 2-Context task the RNN is always subject to tonic external input which in effect might facilitate learning by suppressing the potential emergence of chaotic regimes [75,76].

**Experimental predictions**

As is evident from the behavioral data, a wide range of distinct neural regimes, from ramping activity to a diverse range of neural population clocks, have been observed experimentally across different brain areas and behavioral tasks [for reviews see: 1,6,7,10]. Here we show that the same is true even in RNNs trained on two tasks that require the production of the same temporal output patterns. Our results thus suggest that much of the experimentally observed variability might be accounted for by relatively subtle differences in task structure. Furthermore, because most timing tasks used in laboratories tap into ecologically relevant behaviors, different tasks may encourage generalization patterns that best approximate their ecological relevance. These distinct generalization patterns will, in turn, result in time being encoded in different dynamic regimes—e.g., regimes that are well-suited for temporal scaling or categorical timing.

A number of strong experimental predictions emerge from our results. First, at the behavioral level, we predict that whether rodents are trained on the 2-Context or 2-Stimulus will lead to different generalization patterns to novel stimuli. For example, a single odor along with a tone context stimulus could be used for the 2-Context task, and two brief odors as the stimuli in the 2-Stimulus task. We predict that changing the loudness of the tone in the 2-Context task will scale the output pattern, but mixing the odors will result in categorical timing rather than
the production of an intermediary interval. Second, we predict that neural recordings from animals trained on these tasks will exhibit specific neural dynamic signatures, i.e., in the 2-Context task more neurons will be categorized as scaling units compared to the 2-Stimulus task. Of course, one must take into account that results may be dependent on the brain areas being recorded. However, based on the current literature we expect this prediction to hold in those areas that have been implicated in timing across many tasks, including the striatum, supplementary/secondary motor areas, and prefrontal cortical areas.

Methods

Firing-rate RNN model

RNNs were based on firing-rate units that obeyed Dale’s law (N = 200, 80/20% excitatory/inhibitory). RNN dynamics was described by the following equations:

$$\frac{dx}{dt} = \frac{-x + W_{\text{rec}} \cdot r + W_{\text{in}} \cdot I + \sigma \cdot N(0,1) \cdot \sqrt{2/\tau}}{10}$$

$$o = W_{\text{out}} \cdot r$$

$$r = \min(\ln(1 + e^x), 20)$$

where $x \in \mathbb{R}^{N \times 1}$ represents the input currents of RNN units, and firing rate vector $r$ is obtained by applying a Softplus function constrained by an upper bound of 20. The time constant $\tau$ was equal to 100 ms for all units. $W_{\text{in}} \in \mathbb{R}^{N \times 2}$ and $I$ are the input weights and external inputs, which are task-specific as described below. Each unit received independent Gaussian noise $N$ (0,1) with the standard deviation of $\sigma \sqrt{2\tau}$. Unless otherwise specified, $\sigma = 0.45$. $W_{\text{rec}} \in \mathbb{R}^{N \times N}$ is the recurrent weight matrix. Self-connections were absent in the network. The output ($o$) of the network is computed linearly from the output weights $W_{\text{out}}$ and $r$. RNNs were implemented and trained in TensorFlow starting from the code of Kim et al [77,78].

Training. Networks were trained using adaptive moment estimation stochastic gradient descent algorithm (Adam) to minimize the error between network output $o$ and target $z$:

$$\text{Error} = \sqrt{\sum_{t=0}^{T} [o(t) - z(t)]^2}$$

where $T$ is the total length of a given trial. The target and mask are task-dependent as described below. The learning rate was 0.01, and other TensorFlow default values were used.

Only recurrent weights $W_{\text{rec}}$ and output weights $W_{\text{out}}$ were trained. Unless otherwise specified, $W_{\text{rec}}$ was initialized as a random sparse matrix with a connection probability of 0.2 from a normal distribution with zero mean and standard deviation (gain) of 1 and transformed to absolute values. To begin in an approximately balanced regime the inhibitory weights were multiplied by 4 for the initialization but not for training. To respect Dale’s law during training a rectified linear operation was applied on $W_{\text{rec}}$ to clip the weights down to zero and then excitation and inhibition were implemented by multiplying the clipped $W_{\text{rec}}$ with a diagonal matrix of 1 and -1 representing excitatory and inhibitory units, respectively [78,79]. $W_{\text{in}}$ was drawn from a standard normal distribution and was fixed during training.

During training, a discretization step of 20 ms was used. After training, RNNs were ported to Matlab using the trained parameters and a discretization step of 1ms was used to get the dynamics for analyses.
Parameters were updated every trial. After every 100 trials of training, the network was tested for 100 trials to compute the task performance (see below) and mean error. When task performance was higher than 97% and the mean error is lower than 2, the training was considered a success and stopped.

**Interval tasks**

2-Context task. Unless otherwise specified, inspired by the timing task used by previous works [14,18] in which context cues indicated the lengths of intervals, we designed a 2-Context two-interval task. In this task, the output of the RNN needs to generate either a short (3 s) or long (6 s) interval in each trial. For a given training trial with length $T$, two external inputs $I_{\text{go}}$ and $I_{\text{context}}$ were applied at $t_{\text{onset}}$ after a baseline with random durations between 0.2 and 0.6 s. Specifically,

$$I_{\text{go}}(t) = \begin{cases} 1 & \text{if } t_{\text{onset}} < t \leq t_{\text{onset}} + 0.5 \\ 0 & \text{otherwise} \end{cases} \quad \text{for both short and long trials,}$$

$$I_{\text{context}}(t) = \begin{cases} 0.75 \text{ or } 0.25 & \text{if } t_{\text{onset}} < t \leq T, \text{ for short or long trials respectively} \\ 0 & \text{otherwise} \end{cases}$$

The output targets were defined as:

$$z(t) = \begin{cases} \frac{t - t_{\text{onset}} - 0.5 \times \text{Int}_{\text{target}}}{0.5 \times \text{Int}_{\text{target}}} & (t_{\text{onset}} + 0.5 \times \text{Int}_{\text{target}}) < t \leq (t_{\text{onset}} + \text{Int}_{\text{target}}) \\ 1 & (t_{\text{onset}} + \text{Int}_{\text{target}}) < t \leq (t_{\text{onset}} + \text{Int}_{\text{target}} + 0.2) \\ 0 & \text{otherwise} \end{cases}$$

where the target intervals ($\text{Int}_{\text{target}}$) were 3 and 6 seconds for the short and long trials, respectively.

2-Stimulus task. Unless otherwise specified, the 2-Stimulus task was based on a two-interval odor discrimination task [23], which required the production of the identical output patterns as the 2-Context task. However, the short and long intervals were cued by two different inputs $I_{\text{short}}$ and $I_{\text{long}}$ which like the $I_{\text{go}}$ in the 2-Context task stepped up from 0 to 1 for a brief 0.5 s period.

**Task performance.** Response time for a given trial was defined as the time when the output crosses a threshold of 0.6. The correct trials were defined as those in which the output crossed the threshold within an acceptance window between $t_{\text{onset}} + 0.5 \times \text{Int}_{\text{target}}$ and $t_{\text{onset}} + \text{Int}_{\text{target}}$. Task performance was defined as the ratio of correct trials among all testing trials.

Unless otherwise specified, the “delay” epoch ($t_{\text{onset}}$ to $t_{\text{onset}} + \text{Int}_{\text{target}}$) was used for analysis.

**Generalization to novel inputs**

To test how the RNN trained on the 2-Context task would generalize to novel intervals as in Fig 2, we first trained the RNN using the normal setting for the 2-Context task, namely $I_{\text{context}}$ of 0.75 and 0.25 for the short and long trials, respectively. Then we tested the trained RNNs by gradually varying the context level from 0.75 to 0.25 with steps of 0.05. Fifty trials of each level were obtained for analyses.

After training in the 2-Stimulus task generalization to novel inputs was tested by gradually varying the ratio of $I_{\text{short}}$ and $I_{\text{long}}$ with steps of 0.1 so that the sum of both inputs was always 1.
Correlation measure. To quantify changes in the temporal profile of the output units across different inputs during generalization tests we first computed the correlation coefficient between the mean response times (when the output crosses the threshold) and the generalization conditions for both the 2-Context and 2-Stimulus tasks (the absolute values of the correlations were used due to the negative correlation for the 2-Context task).

Sigmoid slope measure. To further quantify generalization to novel inputs in both tasks we also fitted the mean response times to the input conditions with a sigmoid function as follow:

\[ y = b + \frac{a - b}{1 + e^{(x-m)}} \]

Standard nonlinear least square methods implemented in Matlab were used to optimize the fits. We then compared the slope \( g \) for both tasks. Higher \( g \) values reflect more categorical generalization.

Prototypical dynamical regimes for timing two intervals

To illustrate the possible neural dynamical strategies used for timing two intervals—scaling, absolute, and stimulus-specific, we generated three pairs of prototypical dynamics for the short (3 s) and long (6 s) intervals composed of 100 units with the time step of 0.001 s (Fig 3). In such settings, the dynamics for the short and long interval were represented as 100×3000 and 100×6000 matrices respectively, with the row being units and column being time points.

The dynamics for long interval were the same for all three strategies, which was described as:

\[ x_i(t) = e^{-\frac{(t-\mu)^2}{2\sigma^2}} \] for \( i = 1, 2, \ldots, 100 \)

where dynamics of all units were Gaussian functions with the same variance but different means uniformly spanned the whole 6 s. The dynamics for the short interval were different for the three strategies and were defined as follows:

Scaling. The dynamics for the short interval in the scaling strategy was simply a matrix of uniform subsampling of the time dimension of the long dynamics.

Absolute. For the absolute strategy, the dynamics of the first 50 units for the short interval were the same as that for the long interval.

Stimulus-specific. For stimulus-specific example, we first uniformly subsampled the time dimension of the long dynamics matrix to 3 s. Then we randomized the order of the unit indices.

The stimulus-specific index at the population-level (SSI\(_{pop}\))

As in Fig 4, to quantify how well the short and long neural trajectories can be explained by the stimulus-specific strategy at the population level, we developed a novel stimulus-specific index in population-level (SSI\(_{pop}\)), which is largely based on establishing that the trajectories are not consistent with temporal scaling or absolute timing. We first obtained the mean population dynamics (\( \Delta t = 1 \) ms) for two intervals by averaging across 25 trials, which led to two matrices, \( X_{\text{short}} \) (200×3000) and \( X_{\text{long}} \) (200×6000). We computed the pairwise Euclidean distance between \( X_{\text{short}} \) and \( X_{\text{long}} \), which led to the distance matrix \( D \) (3000×6000). We then obtained the index of the minimum values across each row of \( D \), which led to the minimal distance vector \( I_{\text{min}} \) (3000×1), which partially captures the relationship between the population dynamics for the short and long intervals.
Next \( \mathbf{I}_{min} \) was contrasted with a reference matrix \( \mathbf{R} \) (3000×3000) with \( \tau \) indexing the column:

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & \ldots & 1 & 1 & 1 \\
3 & 2 & 2 & 2 & \ldots & 2 & 2 & 2 \\
5 & 4 & 3 & 3 & \ldots & 3 & 3 & 3 \\
7 & 6 & 5 & 4 & \ldots & 4 & 4 & 4 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
5998 & 5998 & 5998 & 5998 & \ldots & 4499 & 2999 & 2999 \\
6000 & 6000 & 6000 & 6000 & \ldots & 6000 & 6000 & 3000 \\
\end{bmatrix}
\]

Specifically, a given column vector corresponding to \( \tau \) in \( \mathbf{R} \) is defined as:

\[
[1, 2, 3, \ldots, \tau, \tau + \alpha, \tau + 2\alpha, \tau + 3\alpha, \ldots, \tau + (3000 - \tau)\alpha]
\]

\[
\alpha = \frac{6000 - \tau}{3000 - \tau}, \quad \tau = 1, 2, 3, \ldots, 2999
\]

Each column vector (3000×1) in \( \mathbf{R} \) represents one absolute-scaling reference profile spanning from pure scaling (\( \tau = 1 \)) to pure absolute (\( \tau = 3000 \)), with mixed profiles in between in which absolute timing transitions to scaling at \( \tau \) with the scaling factor \( \alpha \) varied to keep the length of each vector the same. We then computed the Euclidean distances between \( \mathbf{I}_{min} \) and all the column vectors of \( \mathbf{R} \) and extracted the vector with the minimum distance at \( \tau_{min} \), which indicates the best reference vector that can be used to explain the \( \mathbf{I}_{min} \). Note that the construction of the \( \mathbf{R} \) matrix accounts for units that fire throughout the entire trial—thus capturing the properties of a neuron that always fired at the end of the trial (e.g., a potential motor neuron). It is also possible to build \( \mathbf{R} \) by fixing the scaling factor at 2 after each point \( \tau \), in which case the last element of each column in \( \mathbf{R} \) would progressively change from 6000 to 3000. We have run analyses with this partial scaling approach as well with qualitatively similar results.

Finally, the \( SSI_{pop} \) was defined as:

\[
SSI_{pop} = 1 - c(\tau_{min})
\]

where the \( c(\tau_{min}) \) is the correlation between the \( \mathbf{I}_{min} \) and the reference vector at \( \tau_{min} \). For pure scaling dynamics for the two intervals as an example, \( \mathbf{I}_{min} \) should be the main diagonal of distance matrix \( \mathbf{D} \), \([1, 3, 5, 7, \ldots, 6000]\), which makes \( \tau_{min} = 1 \), corresponding to the pure scaling reference vector. Consequently, the \( c(\tau_{min}) \) is 1 and \( SSI_{pop} \) is 0. That indicates that the pure scaling dynamics cannot be explained by stimulus-specific strategy but by absolute-scaling strategies, in which the dynamics of the short and long interval relate to each other in a way of absolute or scaling or mixed of both (see below for the absolute-scaling index at the single-unit level).

**Stimulus-specific index and absolute-scaling index (ASI) for single units**

We extended a previous description of an absolute vs. scaling index (ASI) for single units [23], by including a novel measure of the stimulus-specific profile: the stimulus-specific index at the single-cell level (\( SSI_{unit} \) as in Fig 5A). As described previously we searched for the best
transformation of dynamics for the long interval \((y(t))\) to that for the short interval \((x(t))\), by concatenating an absolute portion of the long response \((y_{\text{abs}}(t))\) and a temporally scaled portion of the long response scaled by a factor \(\alpha (y_{\text{scale}}(t'))\). More specifically, we searched for a breakpoint \(\tau\) to divide \(y(t)\) into an absolute and scaled segment, that best matches \(x(t)\), as measured by the Euclidean distance \((\text{Dist}(\tau))\). Specifically,

\[
\alpha = \frac{T_{\text{long}} - \tau}{T_{\text{short}} - \tau}
\]

\[
\text{Dist}(\tau) = \sqrt{\sum_{t=0}^{\tau_{\text{short}}} (x(t) - y(t))^2 + \sum_{t=\tau_{\text{short}}}^{\tau_{\text{long}}} (x(t) - y(t + \tau - t))^2}
\]

\[
\tau_{\text{min}} = \arg\min_{\tau} (\text{Dist}(\tau))
\]

\[
\text{Corr}(\tau_{\text{min}}) = \frac{\sum_{t=0}^{\tau_{\text{short}}} (x(t) - \bar{x}) (y(t) - \bar{y}) + \sum_{t=\tau_{\text{short}}}^{\tau_{\text{long}}} (x(t) - \bar{x}) (y(t + \tau) - \bar{y})}{\sqrt{\sum_{t=0}^{\tau_{\text{short}}} (x(t) - \bar{x})^2} \sqrt{\sum_{t=\tau_{\text{short}}}^{\tau_{\text{long}}} (y(t + \tau) - \bar{y})^2 + \sum_{t=\tau_{\text{short}}}^{\tau_{\text{long}}} (y(t + \tau) - \bar{y})^2}}
\]

\[
\text{SSI}_{\text{unit}} = 1 - \text{Corr}(\tau_{\text{min}}).
\]

\[
W_{\text{abs}}(\tau_{\text{min}}) = 1/N_{\tau_{\text{min}}} \sum_{t=0}^{\tau_{\text{short}}} ||x(t) - x(0)||y(t) - y(0)||
\]

\[
W_{\text{scale}}(\tau_{\text{min}}) = 1/N_{\tau_{\text{min}}} \sum_{t=\tau_{\text{short}}}^{\tau_{\text{min}}} ||x(t) - x(\tau_{\text{min}})||y(\tau_{\text{min}} + (t - \tau_{\text{min}})) - y(\tau_{\text{min}})||
\]

\[
\text{AbsR}(\tau_{\text{min}}) = \frac{W_{\text{abs}}(\tau_{\text{min}})}{W_{\text{scale}}(\tau_{\text{min}}) + W_{\text{abs}}(\tau_{\text{min}})}
\]

\[
\text{ASI} = \frac{\tau_{\text{min}}}{T_{\text{short}}} + \text{AbsR}(\tau_{\text{min}})/2
\]

\(\tau\) spans all possible breakpoints from 0 to \(T_{\text{short}}\) (for the short interval and \(T_{\text{long}}\) for the long interval). The segment before \(\tau\) denotes the absolute period and the period after \(\tau\) denotes the segment scaled by \(\alpha\) for the long response. \(\tau_{\text{min}}\) corresponds to the breakpoint with the minimal Euclidian distance \(\text{Dist}(\tau_{\text{min}})\). Different from previous work [23], we also computed the correlation coefficient between \(x(t)\) and transformed \(y(t)\), \(\text{Corr}(\tau_{\text{min}})\). Then the SSI unit is defined as that 1 minus \(\text{Corr}(\tau_{\text{min}})\). In the following steps, the absolute and scaling weights are calculated between dynamics for the short interval and the time-warped dynamics for the long interval at \(\tau_{\text{min}}\) with \(N_{\text{abs}}\) being the number of time points between \(a\) and \(b\), and absolute ratio \(\text{AbsR}(\tau_{\text{min}})\) was also calculated. The absolute temporal factor corresponds to \(\tau_{\text{min}}/T_{\text{short}}\), and ASI was defined as the average of the absolute temporal factor and the \(\text{AbsR}(\tau_{\text{min}})\).

To classify each unit as a stimulus-specific, scaling, or absolute unit we first calculated \(\text{SSI}_{\text{unit}}\) for each unit. We then classified a unit as stimulus-specific if \(\text{SSI}_{\text{unit}}\) was > 0.5; if the \(\text{SSI}_{\text{unit}}\) was ≤ 0.5 then looked at its ASI and classified it as an absolute unit if ASI > 0.5, or as a scaling unit if ASI ≤ 0.5.
Unit-deletion and weight-deletion experiments

Based on the classification of units being stimulus-specific, scaling, or absolute, we ran deletion experiments to start to understand the causal role of each type of unit (S6 Fig). For a given unit to be deleted, we removed all the connections attached to that unit in connection matrix $W_{\text{rec}}$ as in Eq 1 and then ran the RNN with the rest parameters fixed. We tested various numbers of deleted units in each type. For a given condition, we randomly selected the deleted cells from the pool 10 times and repeated each deletion experiment for 20 trials for each interval. Then performance and error were averaged across all selections and trials.

To quantify how much each class of connection types—E→E, E→I, I→E and I→I connections—contributed to the recurrent dynamics and output performance, we performed synapse deletion experiments. Similar to the unit deletions, for a specific class of connections, we set all the weights of that group to be zeros while leaving the other weights unchanged. Performance and error were then computed for each condition (Fig 6).

Pairwise angle analysis

To understand the relationships between the RNNs trained on 2-Context and 2-Stimulus task and the input/output subspace (S7 Fig) defined by the inputs weights and output weights, we first performed principal component analysis (PCA) on the concatenated mean dynamics for the short and long intervals. We then projected the original dynamics into the first three PCs. We then binned the projected dynamics into segments of 250 ms. For a given segment, a vector was obtained by subtracting its start point from its end point. Finally, we computed the pairwise angles between all such segment vectors across time and projections of the input/output weight vectors in the same PC space.

Noise perturbation experiments

As in Fig 7, to test the robustness of the outputs of the RNN trained on the 2-Context and 2-Stimulus tasks, we first trained the two tasks with noise level $\sigma = 0.45$ as in Eq (1). We then tested the trained RNNs with various levels $\sigma$ from 0.1 to 0.8 for 50 trials for each interval. We then compared the error between the outputs and targets for all trials and the standard deviation of the crossing times for the correct trials. Note that for all conditions tested, the incorrect trials were less than 10% for both tasks, and there was no significant difference for that between the two tasks.

Statistical analyses

Statistical analyses were carried out with standard functions in MATLAB (MathWorks) and Prism (GraphPad Software). The sample size, type of test, P values, and the F values for ANOVA are indicated in the figure legends. All data and error bars represent the mean and SEM except for the boxplot in Fig 4, where median and quartiles were presented. In all figures, the convention is 

- *: $P < 0.05$,
- **: $P < 0.01$,
- ***: $P < 0.001$,
- ****: $P < 0.0001$.

Supporting information

S1 Fig. Generalization difference between the 2-Context and 2-Stimulus tasks are robust across different input parameters. (A) Training on the 2-Context task with different analog context level pairs to signal the short (blue) and long (green) intervals (top), produced similarly timed short (blue) and long (green) intervals (bottom). Dashed lines denote the threshold used to measure the crossing time. (B) Training on 2-Stimulus task across different levels of overlap between the two input weight vectors (overlap ratio), quantified by the angle between the two
weight vectors (top), and the corresponding learned output traces for short (blue) and long (green) intervals (bottom). (C) The mean (top) and standard deviations (bottom) of the crossing times across 10 simulations for the generalization experiments corresponding to the five conditions as in (A). (D) same as (C) but for 2-Stimulus task. (E) The sigmoid fit slopes of the generalization experiments in the five conditions of 2-Context task (cyan, as in A) were significantly lower than that for 2-Stimulus task (orange, as in B): two-way ANOVA, $F_{1,90} = 123.1$, $P < 0.0001$ (Left). The absolute correlation coefficients of the generalization experiments in the five conditions for 2-Context task (cyan, as in A) were significantly higher than that of the 2-Stimulus task (orange, as in B): two-way ANOVA on the Fisher-transformed data, $F_{1,90} = 374.2$, $P < 0.0001$ (right). (F) The mean error across all tested levels of the noise perturbation experiments in the five conditions for 2-Context task (cyan, as in A) is significantly higher than that for 2-Stimulus task (orange, as in B): two-way ANOVA, $F_{1,90} = 106.1$, $P < 0.0001$ (Left). Right, the same as the left but for standard deviations of the crossing times: two-way ANOVA, $F_{1,90} = 625.7$, $P < 0.0001$.

S2 Fig. Superior generalization in the RNNs trained on the 2-Context task is maintained in the absence of a Go stimulus. (A) Schematic of the 2-Context task without the Go stimulus. (B) Left, the sigmoid fit slopes in the generalization experiments for the 2-Context task without Go stimulus are not significantly different from the original 2-Context task, and still significantly lower than that for the standard 2-Stimulus task (one-way ANOVA with posthoc Tukey test, $F_{2,27} = 53.4$, ns: $P = 0.669$, $**$; $P < 0.0001$). Right, the absolute correlation coefficients in the generalization experiments for the 2-Context task without Go stimulus are not significantly different from the 2-Context task but significantly higher than that for the standard 2-Stimulus task (one-way ANOVA on the Fisher-transformed data with posthoc Tukey test, $F_{2,27} = 112.9$, ns: $P = 0.957$, $****$; $P < 0.0001$).

S3 Fig. Generalization in the 2-Context task relies on continuous input. (A) Schematic of the standard 2-Context task with persistent context input. (B) Schematic of a task in which the two intervals are signaled by the same brief input, but with different analog values. (C) Plots of the mean crossing time for each RNN across input conditions for the persistent (top) and transient (bottom) tasks. (D) Left, mean slope of the sigmoid fits for transient input task is significantly higher than that for the persistent 2-Context task (n = 10 simulations for each, two-sided t test, $t_{18} = 9.98$, $P < 0.0001$). Right, correlation coefficient between mean crossing times and input conditions for transient 2-Context is significantly lower than that for the persistent 2-Context task (n = 10 simulations for each, two-sided t test on Fisher-transformed values, $t_{18} = 7.52$, $P < 0.0001$). (E) Standard deviations of the crossing times for each RNN in the persistent 2-Context (top) and transient 2-Context (bottom) tasks, as a function of input conditions.

S4 Fig. Changing the initial gain of the recurrent weight matrix to 1.5 does not alter the generalization and robustness to noise differences between the 2-Context and 2-Stimulus tasks. (A) Plots of the mean crossing time for each RNN across input conditions for the 2-Context (top) and 2-Stimulus (bottom) tasks. Insets, examples of the sigmoid-function fits for a single RNN (black). (B) Left, mean slope of the sigmoid fits for 2-Stimulus task is significantly higher than that for the 2-Context task (n = 20 simulations for each, two-sided t test, $t_{18} = 6.91$, $P < 0.0001$). Right, correlation coefficient between mean crossing times and input conditions for 2-Context task is significantly higher than that for the 2-Stimulus task (n = 20 simulations for each, two-sided t test on Fisher-transformed values, $t_{18} = 16.56$, $P < 0.0001$).
Standard deviations of the crossing times for each RNN in the 2-Context (top) and 2-Stimulus (bottom) tasks, as a function of input conditions. (D) Left, mean error (across 50 trials) for 2-Context task (cyan) is higher than that for 2-Stimulus task (orange) (n = 10 simulations, two-way ANOVA with mixed-effect design, $F_{1,18} = 32.48, P < 0.0001$). Right, mean standard deviation of the time of threshold-crossing across all correct trials for 2-Context task (cyan) is higher than that for 2-Stimulus task (orange) ($F_{1,18} = 128.50, P < 0.0001$). Data are presented as mean ± SEM.

(TIF)

S5 Fig. Full initial connectivity of the weight matrix does not alter the generalization and robustness to noise differences between the 2-Context and 2-Stimulus tasks. (A) Plots of the mean crossing time for each RNN across input conditions for the 2-Context (top) and 2-Stimulus (bottom) tasks. Insets, examples of the sigmoid-function fits for a single RNN (black). (B) Left, mean slope of the sigmoid fits for 2-Stimulus task is significantly higher than that for the 2-Context task (n = 20 simulations for each, two-sided t test, $t_{18} = 4.35, P = 0.00039$). Right, correlation coefficient between mean crossing times and input conditions for 2-Context task is significantly higher than that for the 2-Stimulus task (n = 20 simulations for each, two-sided t test on Fisher-transformed values, $t_{18} = 6.48, P < 0.0001$). (C) Standard deviations of the crossing times for each RNN in the 2-Context (top) and 2-Stimulus (bottom) tasks, as a function of input conditions. (D) Left, mean error (across 50 trials) for 2-Context task (cyan) is higher than that for 2-Stimulus task (orange) (n = 10 simulations, two-way ANOVA with mixed-effect design, $F_{1,18} = 5.78, P = 0.027$). Right, mean standard deviation of the time of threshold-crossing across all correct trials for 2-Context task (cyan) is higher than that for 2-Stimulus task (orange) ($F_{1,18} = 86.03, P < 0.0001$). Data are presented as mean ± SEM.

(TIF)

S6 Fig. Differential functional effects of deleting specific classes of units. (A) Schematic of the deletion experiments. To delete a given unit denoted by the red arrow (bottom), all in and out weights of the recurrent weight matrix of that units were set to zero. (B) Performance of RNNs trained on the 2-Context task after progressively deleting units from specific temporal classes: stimulus-specific, scaling, and absolute temporal classes for both excitatory (left) and inhibitory (right) units. For each data point, units were randomly selected 10 times, and 10 test trials were obtained. A three-way ANOVA revealed highly significant effects of main temporal-class ($F_{2,619} = 31, P < 10^{-12}$) and Ex-Inh ($F_{2,619} = 390, P < 10^{-566}$) factors. Additionally, there was a highly significant interaction between temporal-class and Ex-Inh class ($F_{2,619} = 27, P < 10^{-10}$) and multi-comparison analyses showed that performance for inhibitory scaling cells was significantly lower than all other 5 deletion manipulations ($P < 0.0001$ for all comparisons). (C) Similar to (B) but for error. As in (B), there were highly significant main effects ($F_{2,619} = 34, P < 10^{-14}$, and $F_{2,619} = 118, P < 10^{-24}$, for temporal-class and Ex-Inh, respectively), as well as a significant interaction between temporal-class and Ex-Inh ($F_{2,619} = 46, P < 10^{-18}$). And again the inhibitory scaling cells increased the error more than all other deletion manipulations ($P < 0.0001$ for all comparisons). (D-E) There were no main effects of temporal-class or Ex-Inh that were consistently significant for both the performance and error measure. The interaction between temporal-class and Ex-Inh was either trending ($F_{2,619} = 2.5, P = 0.08$) or mildly significant ($F_{2,619} = 3.6, P = 0.027$) for the performance and error analyses, respectively. Data are presented as performance mean ± SEM across 20 RNNs. Notice that the performance of stimulus-specific units in (D) and (E) (magenta) are very similar to, and mostly obscured by the absolute traces (red). (F) Mean output traces across 20 simulations when deleting 6 excitatory (left) and inhibitory (right) units of the three types: stimulus-
specific, scaling, and absolute for 2-Context task. (G) Same as F but for 2-Stimulus task. (TIF)

S7 Fig. Differential subspace dynamics for RNNs trained on 2-Context and 2-Stimulus tasks. (A) For the 2-Context task, recurrent unit dynamics for the short (blue) and long (green) intervals were projected into the first three PC spaces. Asterisks denote the onset of inputs (t = 0), arrows denote the corresponding weights vectors (Input_{Go} black; Input_{Context} cyan; and Output, red) projected onto the same PC space. Color dots denote the 250 ms intervals along each trajectory. Inset, schematic of angles between segments of the approximate RNN trajectory (orange) and the three weight vectors. These vectors were used to compute the pairwise angles to the Input_{Go}, Input_{Context} and Output vectors. (B) Similar to (A) but for 2-Stimulus task, but here the two input vectors represented the Input_{Short} (blue) and Input_{Long} (green) weight vectors. (C) Same number of PCs explained more variance for 2-Context task than that for 2-Stimulus task (Two-way ANOVA, F(1, 38) = 255.6 and P < 0.0001). (D) Average pairwise angles between segments of short (top)/long (bottom) dynamics and inputs/output vectors as in (A) for 2-Context task (20 simulations, data presents as Mean ± SEM). Shaded area denotes the duration of the transient Input_{Go} (E) Same as in (D) but for 2-Stimulus task. The shaded area denotes the duration of the transient Input_{Short} and Input_{Long}. (TIF)

S8 Fig. PCA plots of the recurrent dynamics for generalization to novel intervals. (A) Recurrent dynamics corresponding to different context levels (denoted by the color) as in Fig 2 were projected into the first three PCs in 20 RNNs trained on 2-Context task. The arrows denoted the directions of Input_{Go} (black), Input_{Context} (cyan), and Output (red) weights projected into the same PC space. (B) similar as in (A) but for the 2-Stimulus task. (TIF)
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