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ABSTRACT. We present the efficient implementations of probabilistic deterministic finite automaton learning methods available in FlexFringe. These are well-known strategies for state merging, including several modifications to improve their performance in practice. We show experimentally that these algorithms obtain competitive results and significant improvements over a default implementation. We also demonstrate how to use FlexFringe to learn interpretable models from software logs and use these for anomaly detection. Although less interpretable, we show that learning smaller, more convoluted models improves the performance of FlexFringe on anomaly detection, making it competitive with an existing solution based on neural nets.

1. INTRODUCTION

Automata (state machines) are key models for the design and analysis of software systems [LY96]. Producing and maintaining such models is costly and error-prone, so methods have been developed to learn their structure automatically from trace data [CW98]. Learned automata have been used to analyze different types of complex software systems such as web-services [BIPT09, ISBF07], X11 programs [ABL02], communication protocols [CWKK09, ANV11, FBLP+17, FBJM+20], Java programs [CBP+11], and malicious software [CKW07]. These studies highlight a great benefit that automata provide over more traditional machine learning models, which is that the behavior of many different software systems can be succinctly modeled using different kinds of automata. Through visualization, these models give unparalleled insight into the inner workings of software systems and have been used to discover and locate different types of software errors.

FlexFringe [VH17], which originated from the DFASAT [HV10] algorithm, is a framework for learning different kinds of automata using the red-blue state merging framework [LPP98]. Learning automata from traces can be seen as a grammatical inference [DiH10] problem where traces are modeled as the words of a language, and the goal is to find a model for this language, e.g., a (probabilistic) deterministic finite state automaton (P)DFA [HMU01]. Although the problem of learning a (P)DFA is NP-hard [Gol78] and hard to approximate [PW93], state merging is a well-known and effective heuristic method for solving this problem [LPP98].

Key words and phrases: Probabilistic Automata, State Merging, Machine Learning, Software Modeling.
State-merging starts with a large tree-shaped model called the prefix tree, which directly encodes the input traces. It then iteratively combines states by testing the similarity of their future behaviors using a Markov property [NN98] or a Myhill-Nerode congruence [HMU01]. This process continues until no similar states can be found. The result is a small model displaying the system states and transition structure hidden in the data. Figure 1 shows the prefix tree for a small example data set consisting of 20 sequences starting with an “a” event and ending in a “b” event. Running FlexFringe results in the PDFA shown in Figure 2.

Interestingly, we see that a DFA acceptor for a language (or classifier) can be learned from only positive (also called unlabeled or unsupervised) data. The state-merging algorithm uses statistical tests to discover the states and transition structure of a PDFA. The labels only provide meaning to these states, converting it into a DFA. In practice, it is often easier to learn probabilistic automata since we only observe and store traces from software executions that actually occur, i.e., positive data. Often, we do not have access to negative (non-occurring) data. The PDFA learning methods implemented in FlexFringe are therefore applicable to many kinds of software systems, see, e.g., [NVMY21, LVD20, CBVR22, YAS+19].

A fundamental design principle of FlexFringe is that this state merging approach can be used to learn models for a wide range of systems, including Mealy and I/O machines [SG09, AV10], probabilistic deterministic automata [VTDLH+05, VEDLH14], timed/extended automata [Ver10, NSV+12, NSV+12, SK14, WTD16], and regression automata [LHPV16]. All that needs to be modified is the similarity test, implemented as an evaluation function that tests for merge consistency and computes a score function to decide between possible consistent merges. The different PDFA learning algorithms in FlexFringe are implemented by only adding a single file containing these functions, including Alergia [CO94], MDI [Tho00], Likelihood-ratio [VWW10], and AIC minimization [Ver10].

Our main goal is to get a wider audience interested in the efficient state-merging algorithms and their implementation in FlexFringe. Therefore, we highlight the flexible and interpretable nature of FlexFringe and its efficiency and practical performance. In previous work [VH17], we presented FlexFringe and showed how it can be used to learn non-probabilistic automata for bug discovery. In this work, we dive deeper into the probabilistic automata learning algorithms and show:

- details of the implementation of the state merging algorithm in FlexFringe, such as the used union/find data structure,
- improvements in basic state-merging routines that increase their efficiency and performance,
- a comparison of the PDFA learning methods in FlexFringe on the PAutomaC competition data [VEDLH14],
- how to use learned PDFA models to detect behavioral anomalies in a software system (HDFS [XHF+09]) - outperforming an existing solution based on neural nets [DLZS17],
- and how to use learned PDFA models to analyze the discovered anomalous patterns.

This paper is organized as follows. We start with an overview of PDFAs and the state-merging algorithm in Sections 2 and 3, including a description of the efficient data structures used in FlexFringe. We then describe the implemented PDFA evaluation functions in Section 4 and the developed improvements in Section 5. The results obtained using the different evaluation functions on the PAutomaC competition data sets are discussed in Section 7. For software log data, we show the performance on the HDFS data from both insight and performance perspectives in Section 8. We provide an overview of closely related algorithms and tools in Section 9, and end with some concluding remarks in Section 10.
Figure 1: A prefix tree printed by FlexFringe and displayed using Graphviz dot. Each state contains a state number, occurrence counters for the total number of traces (#), as well as how many of them end (fin counts in format type:count) or pass through (path counts in format type:count) for each trace type (in this case positive - type 1). The last two numbers in each state are the sums of path and fin counts over all types. One can use these to infer what traces occurred in the training data, e.g., a-a-a-b-b occurred 3 times, following transitions from state 0-1-2-4-9 and ending in state 17. Transitions are labeled by symbols and occurrence counts. The initial state has a solid edge, indicating it has already been learned as an automaton state. The dotted states can still be merged with both solid and dotted states. Note that this is the default print setting. One can modify what is printed using command line parameters or by defining a new printing function.
Automata or state machines are models for sequential behavior. Like hidden Markov models [RJ86], they are models with hidden/laten state information. Given a string (trace) of observed symbols (events) $a_1, \ldots, a_n$, this means that the corresponding system states $q_0, q_1, \ldots, q_n$ are unknown/unobserved. A probabilistic automaton models a probability distribution over such state sequences and, hence, over sequences of symbols (event traces). Below, we give definitions of probabilistic automaton models and explain how they are used to assign probabilities. We start with non-deterministic probabilistic automata and describe both HMMs and deterministic probabilistic automata as restrictions thereof.

**Definition 2.1.** A probabilistic finite state automaton (PFA) is a tuple $A = \{\Sigma, Q, I, T, F\}$, where $\Sigma$ is a finite alphabet, $Q$ is a finite set of states, $I : Q \to [0, 1]$ is the initial probability function, $T : Q \times \Sigma \times Q \to [0, 1]$ is the transition probability function, and $F : Q \to [0, 1]$ is the final probability function. The probability functions are such that $\sum_{q \in Q} I(q) = 1$, and for all $q \in Q : F(q) + \sum_{a \in \Sigma, q' \in Q} T(q, a, q') = 1$.

Given a sequence of observed symbols $s = a_1, \ldots, a_n$, a PFA $A$ assigns/computes probabilities by summing up the probabilities of all possible state paths given $s$, where the probability of one state path is the product of initial, transition, and final probabilities:

$$A(s) = \sum_{q_0 \in Q} I(q_0) \left( \sum_{q_1 \in Q} T(q_0, a_1, q_1) \left( \sum_{q_2 \in Q} T(q_1, a_2, q_2) \left( \ldots \sum_{q_n \in Q} T(q_{n-1}, a_n, q_n) F(q_n) \right) \right) \right)$$
Intuitively, such a path starts in any of the start states \( q_0 : I(q_0) > 0 \), triggers any of the transitions \( T(q_{i-1}, a_i, q_i) \) for \( 1 \leq i \leq n \), reaches \( q_0, \ldots, q_n \), and ends in the final state \( q_n : F(q_n) > 0 \). An exponential number of such paths exist. Still, it can be computed in \( O(n|Q|^2) \) run-time using a variant of the forward-backward algorithm for computing probabilities in an HMM [RJ86]. In fact, an HMM can be viewed as a restriction of a PFA where the symbol and transition probabilities are modeled independently:

**Definition 2.2.** A hidden Markov model (HMM) is a PFA \( A = \{\Sigma, Q, I, T, F\} \), where in addition to the requirements of a PFA, the transition probability function can be decomposed into two independent symbol \( T_\Sigma : Q \times \Sigma \rightarrow [0, 1] \) and state \( T_Q : Q \times Q \rightarrow [0, 1] \) transition probability functions such that for all \( q \in Q, a \in \Sigma, q' \in Q : T(q, a, q') = T_\Sigma(q, a)T_Q(q, q') \). The probability functions are such that, for all \( q \in Q, \sum_{a \in \Sigma} T_\Sigma(q, a) = 1 \) and \( \sum_{q' \in Q} T_Q(q, q') = 1 \).

Most definitions of HMMs omit the creation of the joint transition probability distribution \( T \). They are often also defined without final probability distribution \( F \), which is then also removed from the path probability computation. Without \( F \), a PFA (or HMM) computes prefix probability functions over \( \Sigma^n \), i.e., \( \sum_{s \in \Sigma^n} A(s) = 1 \) for all \( 1 \leq n \). Intuitively, this represents the probability that a trace starts with \( s \). With \( F \), it computes a probability distribution over \( \Sigma^* \), i.e., \( \sum_{s \in \Sigma^*} A(s) = 1 \), representing that a trace starts with \( s \) and then ends. Both versions are useful in practice. When modeling software systems, the choice of which model to use typically depends on whether the ending of a trace is determined by the system that generated the data or by the data-gathering process (e.g., when using sliding windows to create traces). In the first case, it is typically better to use final probabilities. In the second case, it is typically better not to use them as they do not provide any information regarding the system.

In deterministic automata, we assume a unique start state \( q_0 \) exists. Furthermore, given the current system state \( q_i \) and the next event \( a_{i+1} \), there is a unique next state \( q_{i+1} \). Consequently, deterministic automata reach precisely one state at every step of their computation, making the trace probability computation trivial as there exists only one possible path to compute, resulting in \( O(n) \) run-time.

**Definition 2.3.** A probabilistic deterministic finite state automaton (PDFA) is a PFA \( A = \{\Sigma, Q, I, T, F\} \), where in addition to the PFA requirements, the initial and transition probability function are deterministic: there exists exactly one \( q_0 \in Q \) such that \( I(q_0) > 0 \), and for all \( q \in Q, a \in \Sigma \) there exists at most one \( q' \in Q \) such that \( T(q, a, q') > 0 \). For convenience, we define the structure of a PDFA using a transition function \( \delta : Q \times \Sigma \rightarrow Q \cup \{0\} \) such that for all \( q \in Q, a \in \Sigma, q' \in Q, \delta(q, a) = q' \) if and only if \( T(q, a, q') > 0 \). When \( \delta(q, a) = 0 \) for some \( q \in Q \) and \( a \in \Sigma \), it holds that \( T(q, a, q') = 0 \) for all \( q' \in Q \).

Since for each state \( q \) and symbol \( a \) there exists at most one transition to the next state \( q' \), PDFAs are typically defined using a symbol probability function \( T_\Sigma : Q \times \Sigma \rightarrow Q \). We use the full transition function \( T \) to highlight the restrictions imposed by determinism. Although PDFAs allow for dependence between their symbol and state transition probabilities, they are overall more restrictive than HMMs. But this does not hurt their representational power much: for any \( \epsilon \), any probability distribution represented by an HMM \( A \) can be represented by a PDFA \( A' \) such that for any \( s : A'(s) - \epsilon \leq A(s) \leq A'(s) + \epsilon \) [DDE05]. However, this PDFA can be much larger than the corresponding HMM. In practice, PDFAs are more efficient in probability computation and learning. Moreover, determinism can be important when modeling software behavior because, since they can be in exactly one state at each
point in time, the resulting models are easier to interpret than their non-deterministic counterparts. For the same reason, non-deterministic models are more robust to noise, as minor sequence deviations affect only a few state paths.

PDFAs and their extensions have frequently been used to model tasks in both software and cyber-physical systems; see, e.g., [NVMY21, KABP14, WRSL21, HMS+16] and [LVD20, SK14, LAVM18, Mai14, PLHV17]. In addition to their ability to compute probabilities and predict future symbols, their deterministic nature provides insight into a system’s inner workings. It can even be used to fully reverse engineer a system [ANV11].

3. State merging in FlexFringe

Given a finite data set of example sequences, D called the input sample, the goal of PDFA learning (or identification) is to find a (non-unique) small PDFA \( \mathcal{A} \) that is consistent with \( D \). We call such sequences positive or unlabeled. In contrast, DFAs are commonly learned from labeled data containing both positive and negative sequences. PDFA size is typically measured by the number of states \(|Q|\) or transitions \(|\{(q,a) \in Q \times \Sigma : \delta(q,a) \neq 0\}|\).

Finding a small and consistent (P)DFA is a well-known hard problem and an active research topic in the grammatical inference community; see, e.g. [DIH10]. One of the main methods, originating from the famous RPNI [OG92] (for DFAs) and Alergia [CO94] (for PDFAs) algorithms, is state merging. This method starts from a large tree-shaped model that captures the input data exactly. It then iteratively combines (merges) states, resulting in an increasingly smaller model. The method ends when no further merge is possible, i.e., when all possible merges result in an inconsistent model.

When learning DFAs, consistency is typically defined as the model accepting negative sequences or rejecting positive sequences. When learning PDFAs, consistency is tricky to define since only positive data is available. Most methods define consistency by putting restrictions on the merge steps performed by the algorithm. Intuitively, a merge step is consistent when for two states \( q \) and \( q' \), the future sequences in \( D \) occurring after reaching \( q \) or \( q' \) are similarly distributed. Since different past sequences can reach \( q \) and \( q' \), this boils down to a type of test for a Markov property: the future is independent from the past given the current state, i.e., \( \frac{A(s_q z)}{A_p(s_q)} \approx \frac{A(s_{q'} z)}{A_p(s_{q'})} \) for all suffixes \( z \in \Sigma^* \), where \( A_p \) is the prefix probability computed without final probability, and \( s_q \) and \( s_{q'} \) are prefixes ending in state \( q \) and \( q' \), respectively. States in a PDFA can thus be thought of as clusters of prefixes with similarly distributed suffixes. We call a PDFA \( \mathcal{A} \) consistent when this Markov property test succeeds for all prefixes leading to the same state in \( \mathcal{A} \), i.e., when \( \frac{A(s_q z)}{A_p(s_q)} \approx \frac{A(s_{q'} z)}{A_p(s_{q'})} \), where \( s_q \) and \( s_{q'} \) are different prefixes ending in state \( q \). This is equivalent to requiring all merges resulting in \( \mathcal{A} \) to be consistent.

Intuitively, one could learn a PDFA model by running a clustering algorithm on prefixes with suffix probability differences as distances. When \( s_q \) and \( s_{q'} \) are clustered together into cluster \( c \), however, there can be an \( a \in \Sigma \) such that \( s_q a \) and \( s_{q'} a \) are in different clusters \( c_1 \) and \( c_2 \). For the resulting PDFA states, we then have that \( T(c,a,c_1) > 0 \) and \( T(c,a,c_2) > 0 \), making the obtained model non-deterministic. We therefore require that for all \( z \in \Sigma^* \), if \( s_q \) and \( s_{q'} \) are clustered, then \( s_q z \) and \( s_{q'} z \) are clustered as well. This is called the determinization constraint and requires performing Markov property tests \( \frac{A(s_q y z)}{A_p(s_q)} \approx \frac{A(s_{q'} y z)}{A_p(s_{q'})} \) on all suffixes \( y, z \in \Sigma^* \). \( \mathcal{A} \) and \( A_p \) are unknown during the learning process, but they can
be estimated using the partial model constructed by the learning algorithm. We define a merge as consistent when all these Markov property tests are satisfied.

One of the most successful (P)DFA learning algorithms and an efficient method for performing such tests is evidence-driven state-merging (EDSM) in the red-blue framework [LPP98]. FlexFringe implements this framework, using union/find structures to keep track of performed merges and to efficiently undo them, see Figure 3. Like most state merging methods, FlexFringe first constructs a tree-shaped PDFA \( A \) known as a prefix tree from the input sample \( D \), see Figure 1. Afterward, it iteratively merges the states of \( A \).

Initially, since every prefix leads to a unique state, \( A \) is consistent with \( D \). A merge (see Algorithm 1, and Figures 3 and 4) of two states \( q \) and \( q' \) combines the states into one by setting the representative variable from the union/find structure of \( q' \) to \( q \). After this merge, whenever a sequence computation returns \( q' \), it returns the representative \( q \) instead of \( q' \). A merge is only allowed if the states are consistent, determined using a statistical test or distance computation based on their future sequences. A powerful feature of FlexFringe is that algorithm users can implement their own test by adding a single file called the evaluation function to the source code. For example, using only 100 lines of code, it is possible to add additional attributes such as continuous sensor reading to input symbols and use these in a new statistical test to learn regression automata [LHPV16].

When a merge introduces a non-deterministic choice, i.e., both \( \delta(q, a) \) and \( \delta(q', a) \) are non-zero, the target states of these transitions are merged as well to satisfy the determinization constraint, this is called the determinization process (the for loop in Algorithm 1). The result of a single merge is a PDFA that is smaller than before (by following the representatives) and still consistent with the input sample \( D \) as specified by the evaluation function since the

---

**Figure 3:** The union/find data structure in FlexFringe after performing the first merge operation (state 2, reached by a-a, is merged with state 1, creating a self-loop). For clarity, we removed the fin and path counts. The unmerged part of the PDFA is solid, and the merged parts are dotted. The arcs labeled “rep” are the representative pointers for the union/find structure. Whenever the algorithm queries a state with a representative, the structure follows the “rep” pointers until it finds a state without a representative and returns this one instead. Thus, when looking for the target of the transition with label “a” from state 1, it will return state 1 (the representative of state 2). States with representatives cannot be merged, but it is possible to merge states that are the representative of others, such as state 3.
merge check is performed recursively on all states merged during determinization. FlexFringe repeatedly applies this state merging process until no more consistent merges are possible.

Algorithm 1 Merging two states: \( \text{merge} (A, q, q') \)

Require: PDFA \( A \) and two states \( q, q' \) from \( A \)

Ensure: merge \( q \) and \( q' \) if consistent and return \text{TRUE}, return \text{FALSE} otherwise

\[
\text{if consistent}(q, q') \text{ is FALSE return FALSE}
\]

\[
\text{set representative}(q') = q, \text{ update score}(q, q'), \text{ add counts of } q' \text{ to } q
\]

\[
\text{for all } a \in \Sigma \text{ do}
\]

\[
\text{if } \delta(q', a) \neq 0 \text{ then}
\]

\[
\text{if } \delta(q, a) \neq 0 \text{ call } \text{merge}(A', \delta(q, a), \delta(q', a))
\]

\[
\text{else set } \delta(q, a) = \delta(q', a)
\]

\[
\text{end if}
\]

\[
\text{end for}
\]

\[
\text{if any merge returned FALSE: return FALSE}
\]

\[
\text{else return TRUE}
\]

3.1. The red-blue framework. The successful red-blue framework [LPP98] follows the state-merging algorithm just described and adds colors (red and blue) to states to guide the merge process. The framework maintains a core of red states with a fringe of blue states (see Figure 4 and Algorithm 2). A red-blue algorithm performs merges only between blue and red states (although FlexFringe has a parameter for allowing blue-blue merges). When there exists a blue state for which no consistent merge is possible, the algorithm changes the color of this blue state into red, effectively identifying a new state in the PDFA (or DFA) model. The red core of the PDFA can be viewed as a part of the PDFA that is assumed to be correctly identified. Any non-red state \( q' \) for which there exists a transition \( \delta(q, a) = q' \) from a red state \( q \), is colored blue. The blue states are merge candidates.

A red-blue state-merging algorithm is complete because it can produce any PDFA that can be obtained by performing merges in the prefix tree. Furthermore, it is more efficient than standard state merging since it considers fewer merges than all pairs of states from the prefix tree. Note that \text{undo_merge} (c.f. Algorithm 2) is highly efficient when using union/find structures because only the representative variables (pointers) need to be reset to their original values and counts updated. Our current implementation does not perform the path compression operations commonly performed in union/find structures. Although path compression is useful to decrease lookup speed, it makes undoing merges much more complex. Moreover, since lookup is not an efficiency bottleneck in FlexFringe, we opted not to use it.

3.2. Improvements to red-blue state-merging. In the grammatical inference community, there has been much research into improving merging in the red-blue framework. Initially, state merging algorithms [OG92, CO94] used an order that colors shallow states first, i.e., those closer to the start state or root of the prefix tree. In [Lan99], it was instead suggested to follow an order where the most constrained state is colored first, i.e., the state that has the largest number of inconsistent merges. In FlexFringe, we typically use a largest first order, which colors the most frequent states first. The simple reason for this is that states
Figure 4: The red-blue framework corresponding to the union/find sets from Figure 3. The red states are the identified parts of the automaton. The blue states are the current candidates for merging. The uncolored states are pieces of the prefix tree that can, at this stage, only be merged during determinization. Currently, only state 3 is a merge candidate. FlexFringe will test the merges of state 3 with 0 and state 3 with 1. If consistent, the highest-scoring merge will be performed. If both are inconsistent, state 3 will be colored red, and states 6 and 7 will be colored blue.

Algorithm 2 State-merging in the red-blue framework

Require: a data set $D$
Ensure: $A$ is a small PDFA that is consistent with $D$

1. construct the prefix tree $A$ from $D$
2. color the start state of $A$ red and all of its children blue
3. while $A$ contains blue states do
   4. for every blue state $q'$ do
      5. for every red state $q$ do
         6. call CONSISTENT = $\text{merge}(A, q, q')$, compute the merge SCORE
         7. call $\text{undo}_\text{merge}(A, q, q')$
      8. end for
   9. end for
10. if one of the merges is CONSISTENT then
     11. perform the CONSISTENT $\text{merge}(A, q, q')$ with highest SCORE
   12. else
     13. color the first blue state in a given ORDER red
     14. end if
15. color all children of red states in $A$ blue
16. end while
return $A$

with large frequency contain more information, and thus, merges are based on more evidence. In our experience, this leads to better automata. One can set these different orders in FlexFringe using the SHALLOWFIRST and LARGESTBLUE input parameters. One can also
modify whether FlexFringe should change the color of any blue state without consistent merges to red (parameter \texttt{extend}). These extend operations may violate the merge order, e.g., it colors a non-shallow blue node red when using a shallow-first merge ordering. It is even allowed to consider merges between pairs of blue states (parameter \texttt{blueblue}). How to set these order-influencing parameters is an open problem and highly dependent on the data and use case. In FlexFringe, we provide parameter presets that mimic the original state-merging algorithms from the literature.

In addition to greedily following a predefined order, different search strategies have been studied such as dependency directed backtracking \cite{OS98}, using mutually (in)compatible merges \cite{ACS04}, iterative deepening \cite{Lan99}, beam-search \cite{BO05}, and sat-solving \cite{HV10}. Most of these have been studied when learning DFA classifiers, i.e., when both positive and negative data are available. Most PDFA learning algorithms rely on greedy procedures, some with PAC-bounds that guarantee performance when sufficient data is available \cite{CG08, CT04, BCG13}. There exist some works that minimize Akaike's Information Criterion (AIC) \cite{Ver10}, or a Minimum Description Length measure \cite{AV07}. In FlexFringe, a best-first beam-search strategy \cite{BO05} is implemented that minimizes the AIC. We are currently working on implementing more search strategies, including using SAT solvers when learning PDFAs similar to their use for DFAs \cite{HV13}.

3.3. **FlexFringe’s parameters.** FlexFringe is built to offer flexibility in the type of merging strategy a user wants to apply. Every dataset is different and can use a different way to perform the basic state-merging algorithm. The core red-blue state-merging functionality (Algorithm 2) cannot be changed. However, many parameters can be used to change how this framework is applied. We list the most important ones in Table 1. These are discussed in more detail in different sections of this paper.

| Parameter    | Type   | Description |
|--------------|--------|-------------|
| \texttt{largestblue} | \texttt{Bool} | when set to true, only the most frequent blue state is considered |
| \texttt{shallowfirst} | \texttt{Bool} | consider coloring blue states closest to the root first |
| \texttt{extend} | \texttt{Bool} | extend (color red) blue states that cannot be merged with any red |
| \texttt{blueblue} | \texttt{Bool} | whether to allow merges between pairs of blue states |
| \texttt{redfixed} | \texttt{Bool} | merges that add new transitions to red states are inconsistent |
| \texttt{markovian} | \texttt{Bool} | states with different incoming transition symbols are inconsistent |
| \texttt{ktail} | \texttt{Int} | only perform merge consistency checks up to \texttt{ktail} depth |
| \texttt{sinkson} | \texttt{Bool} | whether to use sink states (unmergeable blue states) |
| \texttt{sink_count} | \texttt{Int} | states with smaller frequency counts are sinks |
| \texttt{state_count} | \texttt{Int} | the minimum count for a state to be used in consistency tests |
| \texttt{symbol_count} | \texttt{Int} | the minimum count for a symbol to be used in consistency tests |
| \texttt{correction} | \texttt{Float} | Laplace smoothing addition to every symbol count after pooling |
| \texttt{finalprob} | \texttt{Bool} | whether to use final probabilities in the model and merge tests |
| \texttt{confidence_bound} | \texttt{Float} | the input parameter used by (statistical) consistency checks |
| \texttt{mode} | \texttt{Text} | whether to use greedy, search or predict mode (see Section 6) |
| \texttt{apta_file} | \texttt{Text} | a path to a learned model file for use in predict mode |

Table 1: A list of parameters that influence the basic operation of FlexFringe and their meaning. These are discussed in more detail in Sections 3.2, 5.1-5.4., and 6
4. Implemented Evaluation Functions

Given a potential merge state pair \((q, q')\), an evaluation function has to implement a **consistency check** and a **score**. As mentioned above, the consistency check determines whether a merge is possible. The score evaluation determines which merge to perform from a set of possible ones. For example, when learning a PDFA, merge consistency can be determined by comparing the distance of suffix distributions of two states to a threshold. When several pairs of states have a distance below this threshold, it makes sense to first merge the states with the smallest distance. In FlexFringe, both of these functions are defined by the user. The score and consistency checks are often computed using the same quantity, such as a distance, but this is not required. For learning PDFAs, FlexFringe provides several well-known consistency checks, which we describe below, along with their score computation. Note that these evaluation functions are applied to all pairs of states merged during determinization (the recursion in Algorithm 1). In other words, each merge calls these functions multiple (sometimes hundreds of) times depending on the size of the prefix tree. It is, therefore, important that they can be computed quickly. For instance, FlexFringe computes counts incrementally and only updates them for the states that get merged during the merge and determinization procedure.

4.1. Counts. The currently implemented consistency checks for learning PDFAs use state and symbol counts to determine consistency. These are maintained by FlexFringe in each state using standard maps. Every time a merge is done or undone, the counts in these maps are updated. Since this has to be done for each pair of states merged during determinization, this is typically the most run-time intensive part of the merge procedure. FlexFringe, therefore, only performs such updates when the counts are used. For instance, they are not maintained when learning deterministic automata using the evidence-driven state-merging algorithm. To implement the checks for learning PDFAs, FlexFringe maintains counts that are used to compute the following:

- \(C(q)\): the frequency count of state \(q\).
- \(C(q, a)\): the frequency count of symbol \(a\) in state \(q\).
- \(T_\Sigma(q, a) = \frac{C(q, a)}{C(q)}\): the probability of symbol \(a\) in state \(q\).
- \(F(q) = 1.0 - \sum_{a \in \Sigma} T_\Sigma(q, a)\): the final probability of state \(q\).
- \(|A|\): the number of transitions in PDFA \(A\).

4.2. Alergia. Alergia [CO94] is one of the first and still a very successful algorithm for learning PDFAs. It relies on a test derived from the Hoeffding bound to determine merge consistency checks. For each potential merge pair \((q, q')\), it tests for all \(a \in \Sigma\) whether

\[
|T_\Sigma(q, a) - T_\Sigma(q', a)| < \sqrt{\frac{1}{2} \ln \frac{2}{\alpha} \left( \frac{1}{\sqrt{C(q)}} + \frac{1}{\sqrt{C(q')}} \right)}
\]

where \(\alpha\) is a user-defined parameter set in FlexFringe using the \textsc{confidence-bound} parameter. When using final probabilities, the final probability function \(F\) is used in the same way as the symbol probability function \(S\) (this holds for all evaluation functions), i.e., it then also tests whether:
\[ |F(q) - F(q')| < \sqrt{\frac{1}{2} \ln \frac{2}{\alpha}} \left( \frac{1}{\sqrt{C(q)}} + \frac{1}{\sqrt{C(q')}} \right) \]

The Alergia check guarantees that the outgoing symbol distributions are not significantly different for every pair of merged states. In the original Alergia paper, the state merging algorithm does not implement a score. Instead, it defines a shallow first search order and iteratively performs the first consistent merge in this order. In FlexFringe, Alergia is implemented with the default score of summing up the differences between the left-hand and right-hand sides of the above equation over all pairs of tested states. Let \( M \subseteq Q \times Q \) be the set of pairs of states that are checked during merge determinization, i.e., all the \( q \) and \( q' \) pairs provided as input to Algorithm 1 during the recursive merge calls. The Alergia score is:

\[
\sum_{(q,q') \in M} \left( \sqrt{\frac{1}{2} \ln \frac{2}{\alpha}} \left( \frac{1}{\sqrt{C(q)}} + \frac{1}{\sqrt{C(q')}} \right) - |T_{\Sigma}(q,a) - T_{\Sigma}(q',a)| \right)
\]

When using final probabilities, this score is also computed for final probabilities. The Alergia score becomes larger when the differences between the distributions become smaller. In addition, this score prefers merges that perform many merges during determinization. The underlying intuition is that a consistency check is performed for every performed merge. Hence, we are more confident of the consistency of merges that merge more states.

4.3. Likelihood-ratio. A likelihood ratio test is introduced in [VWW10] to overcome a possible weakness of Alergia. In Alergia, each pair of merged states is tested independently. When determinization merges hundreds of states, we should not be surprised that several of these independent tests fail. This prevents states from merging, resulting in a larger PDFA. The likelihood ratio test aims to overcome this by computing a single test for the entire merge procedure, including determinization. It compares the PDFA before the merge \( \mathcal{A} \) to the PDFA after the merge \( \mathcal{A}' \), computing their log-likelihood and the number of parameters of the PDFA. The log-likelihood of a PDFA is simply the log of all probabilities it assigns to the training data \( \sum_{s \in D} \log(\mathcal{A}(s)) \). The number of parameters (or degrees of freedom) of a PDFA is the number of transitions since each requires a probability to be estimated. We use \(|\mathcal{A}|\) to denote the number of transitions of PDFA \( \mathcal{A} \). Because the two models are nested (\( \mathcal{A}' \) is a restriction/grouping of \( \mathcal{A} \)), we can compute a likelihood ratio test to determine whether parameter reduction (less transitions) outweighs the decrease in likelihood. When it does, a merge is considered consistent. The function it computes is:

\[
1.0 - \chi^2 \left( 2 \sum_{q \in Q, a \in \Sigma} C(q,a) \log(T_{\Sigma}(q,a)) - 2 \sum_{q' \in Q', a \in \Sigma} C(q',a) \log(S'(q',a)) - |\mathcal{A}| - |\mathcal{A}'| \right) > \alpha
\]

where \( \alpha \) is a user-defined parameter (CONFIDENCE BOUND), \( \chi^2(v, n) \) is the value of \( v \) in the chi-squared distribution with \( n \) degrees of freedom. In the case that \( C(q,a) \) equals 0, \( C(q,a) \log(T_{\Sigma}(q,a)) \) is set to 0. In FlexFringe, this function is computed incrementally by tracing which parameters get removed during a merge and its effect on the log likelihood. As score, likelihood ratio uses the p-value obtained from the \( \chi^2 \) function, i.e.:
1.0 − χ^2 \left( 2 \sum_{q \in Q, a \in \Sigma} C(q, a) \log(T_\Sigma(q, a)) - 2 \sum_{q' \in Q', a \in \Sigma} C(q', a) \log(S'(q', a)) \right) \left| A |- | A' | \right)

A larger score indicates that the decrease in likelihood is less significant, i.e., that the distributions modeled by A and A' are more similar.

4.4. MDI. The MDI algorithm [Tho00] is an earlier approach to overcome possible weaknesses of Alergia, mainly that there is no way to bound the distance of the learned PDFA from the data sample. Like the likelihood ratio, MDI computes the likelihood and the number of parameters. Instead of comparing these directly using a test, MDI uses them to compute the Kullback-Leibler divergence from the models before merging A and after merging A' to the distribution in the original data sample D. The distribution of D is determined using the prefix tree A_p. When a merge makes this distance too large, it is considered inconsistent:

\[
\frac{\left( \sum_{q \in Q_p, a \in \Sigma} C_p(q, a) S_p(q, a) \cdot (\log(T_\Sigma(\hat{q}, a)) - \log(S'(\hat{q}', a))) \right)}{| A |- | A' |} < \alpha
\]

where C_p(q, a) and S_p(q, a) is the count information from the prefix tree A_p, \( \hat{q} \) and \( \hat{q}' \) are the states that are merged with q in A and A' respectively. As before, and \( \alpha \) is a user-defined parameter (CONFIDENCE_BOUND). As score, MDI in FlexFringe uses the negative increase in Kullback-Leibler divergence:

\[
-\frac{\left( \sum_{q \in Q_p, a \in \Sigma} C_p(q, a) S_p(q, a) \cdot (\log(T_\Sigma(\hat{q}, a)) - \log(S'(\hat{q}', a))) \right)}{| A |- | A' |}
\]

A larger score corresponds to the model’s distribution staying closer to the distribution of the prefix tree. For efficiency reasons, our implementation differs slightly from the original formulation in [Tho00]. We use the counts from D to compute the Kullback-Leibler divergence (similar to the likelihood ratio) instead of computing it directly between the different models. Unfortunately, it is currently not possible to perform a run of the original MDI algorithm, which used an exact algorithm to compute the divergence, as this would require too much run-time to be used inside a merge check. This is, however, the only difference between MDI and its implementation in FlexFringe.

4.5. AIC. The AIC or Akaike’s Information Criterion is a commonly used measure for evaluating probabilistic models [Aka74]. It is a simple yet effective model selection method for making the trade-off between the number of parameters and likelihood. It is similar to the likelihood ratio function but does not rely on the \( \chi^2 \) function. It simply aims to minimize the number of parameters minus the log likelihood. In [Ver10], this was used to learn probabilistic real-time automata, similar to using the minimum description length principle for learning DFAs [AJ06]. In FlexFringe, we simply consider all merges that decrease the AIC as consistent:
\[ 2(|A| - |A'|) - 2 \left( \sum_{q \in Q, a \in \Sigma} C(q, a) \log(T_{\Sigma}(q, a)) - \sum_{q' \in Q', a \in \Sigma} C(q', a) \log(S'(q', a)) \right) > 0 \]

Intuitively, this measures whether the parameter reduction from \( A \) to \( A' \) is greater than the decrease in log likelihood. FlexFringe computes this incrementally. As score, FlexFringe directly uses the AIC value:

\[ 2(|A| - |A'|) - 2 \left( \sum_{q \in Q, a \in \Sigma} C(q, a) \log(T_{\Sigma}(q, a)) - \sum_{q' \in Q', a \in \Sigma} C(q', a) \log(S'(q', a)) \right) \]

5. Improvements in Speed and Performance

In addition to its efficient implementation and flexibility, FlexFringe introduces several techniques that improve run-time and state-merging performance. The above evaluation functions work for states that are "sufficiently frequent". When merging infrequent states, however, they can give bad performance. For instance, Alergia will nearly always merge infrequent states since they will never provide sufficient evidence to determine an inconsistency. As a result, these merges are somewhat arbitrary and can hurt both performance and the insight one can get from the learned models. FlexFringe, therefore, implements several techniques that deal with low-frequency states and transitions.

5.1. Sinks. Sinks are states satisfying user-defined conditions that are ignored by the merging algorithm. The idea of using sinks originated from DFASAT in the Stamina challenge [WLD+13, HV13]. Data was labeled in the competition, and a garbage state was needed to model states only reached by negative sequences. A garbage state is a state that rejects all traces that reach it, independent of their future execution. Keeping such states as merge candidates would allow these to be merged with the rest of the automaton, thereby combining negative and positive sequences, which can only lower performance. Sinks were introduced to explicitly model such garbage states.

In PDFAs, the default condition defines sinks as states that are reached less than \texttt{sink\_count} (a user-defined parameter) times by sequences from the input data \( D \). It is possible to extend this with other conditions for different applications, such as a connection closing when learning a communication protocol [DRP15]. In FlexFringe's merging routines, sinks are never considered as merge candidates, i.e., blue states that are sinks are ignored. They are, however, merged normally during determinization. Since the counts from merged states are combined, sinks can become more frequent and thus become a merge candidate in a subsequent iteration. The merging routines continue until all remaining merge candidates are sinks. By default, these sinks and their future states are not printed as output to the automaton model. The transitions to sink states, the sink states themselves, and all subsequent states are not printed. This can be modified using several input parameters, including printing them to the output file or merging them with red states or only with other sinks after the greedy merge process (Algorithm 2) ends.
5.2. Pooling. Frequency pooling is a common technique to improve the reliability of statistical tests when faced with infrequent symbols/events/bins. The idea is to combine the frequency of infrequent symbols and thus gain confidence in the outcome of statistical tests. When learning PDFAs, frequency pooling is essential as most states merged during determinization are infrequent. Every blue state considered for merging is the root of a prefix tree with frequent states near the root and infrequent states in all of its branches. Pooling can be pretty straightforward. For example, one can combine the counts of symbols that occur under a user-defined threshold in either or both states of the merge-pair.

However, we noticed that straightforward pooling strategies, such as combining columns containing cells with a count of less than 5, can miss obvious differences. Consider, for instance, the following contingency table of symbol counts for two states $q$ and $q'$:

|     | a | b | c | d | e | pool |
|-----|---|---|---|---|---|-----|
| $q$ | 8 | 8 | 4 | 0 | 0 | 20  |
| $q'$|  0| 0 | 4 | 8 | 8 | 20  |

Although states $q$ and $q'$ show different distributions (only 4 occurrences overlap in both states), the pooled counts are identical. This creates problems for state merging as the algorithm will consider such merges consistent while they are not. Merging these small counts can greatly affect the final model since they are added to the representative state $q$ (see Algorithm 1). This thus influences all subsequent statistical tests performed on $q$. This effect can be large since many states have small counts in the prefix tree. In FlexFringe, we opted for a pooling strategy that aims not to hide such differences. We build two pools:

|     | a | b | c | d | e | pool1 | pool2 |
|-----|---|---|---|---|---|-------|-------|
| $q$ | 8 | 8 | 4 | 0 | 0 | 20    | 4     |
| $q'$|  0| 0 | 4 | 8 | 8 | 4     | 20    |

The first pool sums the frequency counts for all symbols that occur less than threshold 5 in $q$ ($d, \ldots, h$), and the second those in $q'$ ($a, \ldots, e$). The counts that occur infrequently in both states are added to both pools. The parameter in FlexFringe used for this threshold setting is `symbol_count`. Note that pooling occurs only when computing a consistency check or score. It is independent of the consideration of low-count states as sink states. When learning a PDFA model for a software system, it can make sense to set `symbol_count` to 1. This causes the merging process to be more influenced by the absence/presence of symbols, which, in our experience, is useful when modeling software processes. This way, it is possible to detect differences between states with many different occurring symbols, but each only occurs a few times, for example:

|     | $a_1$ | $\ldots$ | $a_m$ | $a_{m+1}$ | $\ldots$ | $a_n$ | pool1 | pool2 |
|-----|-------|-----------|-------|-----------|---------|-------|-------|-------|
| $q'$| 1     | $\ldots$ | 1     | $\ldots$ | 0       | $\ldots$ | $m$   | 0     |
| $q'$| 0     | $\ldots$ | 0     | $\ldots$ | 1       | $\ldots$ | 0     | $n-m$ |

The statistical tests in FlexFringe ignore states with an occurrence frequency lower than `state_count`. This means that whenever one of the two states being merged is infrequent during determinization, it still performs the merge but does not compute a statistical test. It is therefore important to set `sink_count` greater than `state_count` as otherwise states will be considered as merge candidates that are too infrequent to compute any statistical test. Removing infrequent states from the statistical test computation is especially important when using the likelihood ratio test, as it can behave incorrectly when merging many infrequent states. Using the `state_count` parameter, these counts are not added to the likelihood value, and the size reduction (number of parameters) is also not considered. FlexFringe also
uses a Laplace smoothing by adding CORRECTION counts (default 1) to every frequency
count after pooling.

5.3. Counting parameters. Many evaluation functions require counting statistical pa-
terms before and after a merge. A statistical parameter is a stochastic variable that is
estimated from data, such as the sample mean or variance. For a PDFA $\mathcal{A} = \{\Sigma, Q, I, T, F\}$,
the data are used to estimate the probability values of $T$ and $F$. The number of parameters
is thus equal to the number of such values, i.e., the sizes of $T$ and $F$. A problem is computing
the reduction in the number of parameters when merging states. Because a merge can
combine many states during determinization, counting one parameter more or less for each
state greatly influences the resulting automaton model.

Each state contains statistical parameters for estimating $T$ and $F$. It contains one
parameter for every possible symbol plus one extra for the final probability. It makes
little sense to include parameters for symbols that do not occur, i.e., symbols $a$ for which
$\delta(q, a) = 0$. Counting parameters for these would give a huge preference to merging as every
pair of merged states reduces this amount by the size of the alphabet $|\Sigma|$. Instead, we count
an additional parameter only for symbols with non-zero counts in both states before merging.
In other words, we count every transition as a parameter. We thus measure the size of a
PDFA by counting the number of transitions instead of the number of states.

5.4. Merge constraints. In addition to ways to deal with low-frequency counts and symbol
sparsity, FlexFringe contains several parameters that influence which merges are considered.
For PDFAs, one of the most important parameters is LARGESTBLUE. When set to true,
FlexFringe only considers merges with the most frequently occurring blue state. This
dramatically reduces run-time because instead of trying all possible red-blue merge pairs
(quadratic), it only considers merges between all red states with a single blue state (linear).
It typically also improves performance, as merging the most frequent states first makes
sense when testing for consistency using statistical tests. The FINALPROB parameter is
also important. When set to true, it ensures FlexFringe models final probabilities $F$, thus
learning distributions over $\Sigma^*$ instead of over $\Sigma^n$. When set to false, it sets $F(q) = 0$
for every $q \in Q$. Final probabilities should only be used when the ending of sequences contains
information, e.g., not when learning from sliding windows that start and end arbitrarily.

Several other parameters can be useful when learning PDFAs. Firstly, REDFIXED makes
sure that merges cannot add new transitions to red states; when they do, they are considered
inconsistent. The key idea is that the red states are already learned/identified, so we should
not modify their structure. We still allow modifications to their symbol and final probabilities
due to increasing occurrence counts.

The BLUEBLUE parameter allows merges between pairs of blue states in addition to
red-blue merges. Although state merging in the red-blue framework is complete in the
sense that it can return any possible automaton, sometimes it can force a merge with a low
evidence score. Allowing blue-blue merge pairs can avoid such merges.

The MARKOVIAN parameter creates a Markov-like constraint. It disallows merges
between states with different incoming transition labels when set to 1. When set to 2 (or 3,
...), it also requires their parents, i.e., past states, (and their parents, ...) to have the same
incoming label. When running likelihood ratio with a very low statistical test threshold (or
negative), and MARKOVIAN set to 1, it creates a Markov chain. With a larger setting, it
creates an n-Gram model. Combined with one of the statistical consistency checks described above, it creates a deterministic version of a labeled Markov chain [ACD91].

FlexFringe also implements the well-known kTails algorithm, which is often used in software engineering [BF72], i.e., only taking futures sequences up to length $k$ into account, which can be accessed using the ktail parameter.

5.5. Searching. Much of the efficiency in FlexFringe is achieved using a union/find data structure, which allows to perform and undo merges quickly. Most of the time is typically spent reading, writing, and updating the data structures used to compute a merge’s consistency and score. Doing and undoing merges typically is not a performance bottleneck. Search routines can, therefore, quickly switch to different merge paths (undoing and redoing merges) by only performing union/find updates. In this way, FlexFringe can try to optimize a global objective. For PDFAs, it minimizes the AIC of the resulting model. For this purpose, we have implemented a simple best-first search strategy similar to ed-beam [BO05]. You can run this by setting the mode parameter to the search setting. When set to search, FlexFringe prints out an overview of the search space size. Whenever it finds a new model that improves the AIC, it prints the new model to a file.

6. An example run

We give an example run of FlexFringe that demonstrates its ease of use and how to use the output provided by FlexFringe to decide on parameter values. We run FlexFringe from the command line using Alergia on the data from Figure 1.

```
./flexfringe --ini ini/alergia.ini test_paper.dat
```

The first argument gives the initialization file (alergia.ini), which contains parameters for running the Alergia algorithm:

```
[default]
heuristic-name = alergia
data-name = alergia_data
confidence_bound = 0.95
largestblue = 1
finalprob = 1
```

This specifies which class files to use for evaluation and data processing (alergia). Specifying this at run-time makes switching to a different underlying algorithm easy. Moreover, people interested in developing their own evaluation function heuristic can do so by adding only a single file to the code base. We set Alergia to use FINALPROB and LARGEST-BLUE. The confidence_bound ($\alpha$ parameter used in the consistency check) is set to 0.95, much higher than the default of 0.01. This makes it possible to learn models when presented with only 20 traces. With its default setting, FlexFringe cannot distinguish states from each other and learns a single-state automaton when given such few traces.

The second argument to FlexFringe provides the training data as input (the data from Figure 1). Executing the above call to FlexFringe provides the following output:

```
Using heuristic alergia
Creating apta using evaluation class alergia
batch mode selected
starting greedy merging
```
Flexfringe first prints checks for the selected evaluation function and search strategy. After that, it outputs information on every performed merge and core extension (coloring a node red). The first output x20 means it extends the core with a state with frequency 20. The second output m5.0184 means it performed a merge with score 5.0184 (summed differences between left-hand side and right-hand side of the performed Alergia tests, see Section 4). This output can be made more verbose, it then also prints the state numbers. It ends when no more merges can be performed and prints whether it successfully freed all allocated memory.

When using FlexFringe, the output can be useful in guiding parameter settings. For instance, merges can be performed with very low scores (printing m0). Such merges can be caused by merging low-frequency states or an incorrect merge order. One can try to avoid them by changing parameters, such as the use of sinks.

As output, FlexFringe provides two files:

```
test_paper.dat.ff.final.dot
```

```
test_paper.dat.ff.final.json
```

The dot formatted file is for visualization purposes only. Graphviz dot\(^1\) produces Figure 2 when given this as input. The JSON file can be used for further processing by FlexFringe to make predictions. This is done by calling FlexFringe in predict mode:

```
./flexfringe --ini ini/alergia.ini test_paper_test.dat --mode=predict --aptafile=test_paper.dat.ff.final.json --correction=0
```

This runs the predict function with the PDFA specified by the JSON input on the data argument. We provide an additional argument that turns off Laplace smoothing, overriding the ini file and simplifying the probability calculations. We run it on a small test containing only the trace “a b a b a”. This produces a CSV-formatted file as output containing:

```
state sequence; score sequence
[1,2,1,2,1,1]; [0,-0.510826,-1.60944,-0.510826,-1.60944,-inf]
```

As shown in Figure 1, the state sequence corresponds to the sequence of states visited by the trace “a b a b a”. At the end, it contains state number 1 twice to denote the state the trace ends in. The scores are the log probabilities with base e for each state-symbol combination. The trace always starts with an ”a” (log-probability 0). Afterward, it gives the log-probability of producing a ”b” symbol in state 1:

\[
\ln\left(\frac{C(1, b)}{C(q)}\right) = \ln\left(\frac{30}{50}\right) \approx -0.51
\]

The score sequence ends with ”-inf” since it tries to compute the log probability of ending in state 1. Without smoothing (CORRECTION), this probability is 0, giving an infinite negative score. Thus, the trace ”a b a b a” can be labeled as an anomaly.

FlexFringe comes with a Python wrapper for making the above calls for convenience. This makes it easier to integrate FlexFringe into existing Python data processing pipelines. Moreover, in addition to being open-source, FlexFringe contains pre-compiled binaries for

\(^1\)https://graphviz.org
Windows, Mac, and Linux. Tutorials on setting up and using FlexFringe are also available online in the FlexFringe repository.  

7. Results on PAutomaC

To demonstrate the value of the improvements made to general state merging algorithms in FlexFringe, we run each evaluation function on the PAutomaC problem set and compare FlexFringe’s performance to the competition winners. PAutomaC was a competition on learning probability distributions over sequences held in 2012 [VEDLH14]. In the competition data, there are 48 data sets with varying properties, such as the type of automaton/model used to generate the sequences (PFA, HMM, or PDFA), the size of the alphabet, and the sparsity/density of transitions. Since deterministic automata can approximate non-deterministic automata [DDE05], algorithms for deterministic models (such as FlexFringe) can be used for non-deterministic target models. However, one key finding from the PAutomaC competition was that algorithms for learning non-deterministic models perform better when the target is non-deterministic. For evaluation, a test set of unique traces was provided. The task was to assign probabilities to these traces. The assigned probabilities were compared to the ground truth (probabilities assigned by the model that generated the data) using a perplexity metric:

\[
\text{Score}(C, T, D) = 2^{-\sum_{x \in D} P_T(x) \log(P_C(x))}
\]

where \(C\) is a submitted candidate model, \(T\) is the target model, \(D\) is the data set of testing sequences, \(P_T(x)\) is the normalized probability of \(x\) in the target and \(P_C(x)\) is the normalized candidate probability for \(x\) submitted by the participant. The perplexity score measures how well the assigned probabilities matched the target probabilities assigned by the ground truth model.

To avoid 0 probabilities in \(P_T(X)\), we use Laplace smoothing with a correction of 1.

We compare the performance of FlexFringe using different heuristics and parameters to the PAutomaC winner (a Gibbs sampler by Shibata-Yoshinaka that learns a PNFA) and the best-performing method on data generated using PDFAs (a state merging method by team Llorens that learns a PDFA). We obtained the scores for Shibata-Yoshinaka and team Llorens from the PAutomaC competition paper [VEDLH14]. We first demonstrate the effectiveness of sinks, low-frequency counts, and other improvements using Alergia.

7.1. Alergia improvements. The results are given in Table 2. We first run Alergia as written in the 1994 seminal paper [CO94]. Out of the box Alergia94 performs poorly, and a likely reason for this is the effect of low-frequency counts on the consistency test and the resulting bad merges. Alergia+, including a largest-blue search order, sinks, and our new pooling strategy, is much better in both performance and run-time. We use a sink\_count of 25, which causes FlexFringe to complete the full set of PAutomaC training files in 20 minutes on a single thread at 2.6 GHz. We did not tune the threshold parameter and kept it at its default value of 0.01. We use a state\_count of 15, and a symbol\_count of 10. Note that state\_count has to be lower than sink\_count. If not, states with a frequency below state\_count can be merged with any other state. The merge check will simply return true without performing any test.

---

2https://github.com/tudelft-cda-lab/FlexFringe
| Nr | Model | Solution | Shibata | Llorens | Alergia94 | Alergia+ | Likelihood | MDI | AIC |
|----|-------|----------|---------|---------|-----------|---------|------------|-----|-----|
| 1  | HMM   | 29.90    | 29.99   | 30.40   | 34.01     | 31.98   | 31.58      | 31.20| 31.19|
| 2  | HMM   | 168.33   | 168.43  | 168.42  | 171.21    | 168.43  | 168.96     | 168.43|
| 5  | HMM   | 33.24    | 33.24   | 33.24   | 34.65     | 33.24   | 33.31      | 33.24|
| 14 | HMM   | 116.79   | 116.84  | 116.84  | 117.88    | 116.84  | 117.13     | 116.85|
| 19 | HMM   | 17.88    | 17.92   | 18.60   | 19.97     | 19.98   | 19.17      | 19.22|
| 20 | HMM   | 90.97    | 91.00   | 93.30   | 149.44    | 92.36   | 98.61      | 91.68|
| 21 | HMM   | 30.52    | 30.57   | 32.22   | 83.40     | 35.25   | 37.31      | 33.52|
| 23 | HMM   | 18.41    | 18.41   | 18.45   | 18.84     | 18.49   | 18.47      | 18.45|
| 25 | HMM   | 65.74    | 65.78   | 67.27   | 101.97    | 67.26   | 66.83      | 66.96|
| 28 | HMM   | 52.74    | 52.84   | 53.20   | 60.83     | 53.77   | 53.05      | 53.55|
| 33 | HMM   | 31.87    | 32.03   | 32.21   | 31.96     | 31.95   | 32.64      | 31.97|
| 36 | HMM   | 30.99    | 38.02   | 38.41   | 40.88     | 38.87   | 38.25      | 38.32|
| 38 | HMM   | 21.45    | 21.46   | 21.60   | 24.02     | 21.84   | 21.49      | 21.49|
| 41 | HMM   | 13.91    | 13.92   | 13.94   | 14.06     | 14.02   | 13.98      | 14.02|
| 44 | HMM   | 11.71    | 11.76   | 12.04   | 12.62     | 12.70   | 12.01      | 12.04|
| 45 | HMM   | 24.04    | 24.05   | 24.05   | 24.04     | 24.04   | 24.24      | 24.04|
| 3  | PNFA  | 49.96    | 50.04   | 50.68   | 52.27     | 51.35   | 50.65      | 51.21|
| 4  | PNFA  | 80.82    | 80.83   | 80.84   | 82.30     | 80.95   | 80.93      | 80.89|
| 8  | PNFA  | 81.38    | 81.40   | 81.71   | 91.23     | 83.01   | 84.83      | 82.05|
| 10 | PNFA  | 33.30    | 33.33   | 34.04   | 49.51     | 33.65   | 35.62      | 33.47|
| 12 | PNFA  | 21.66    | 21.66   | 21.77   | 23.78     | 21.68   | 22.49      | 21.68|
| 15 | PNFA  | 44.24    | 44.27   | 44.70   | 52.29     | 45.10   | 46.80      | 44.66|
| 17 | PNFA  | 47.31    | 47.35   | 47.92   | 60.60     | 48.03   | 47.95      | 51.13|
| 22 | PNFA  | 25.98    | 25.99   | 26.08   | 39.25     | 26.56   | 27.26      | 26.61|
| 29 | PNFA  | 24.03    | 24.04   | 24.11   | 27.80     | 24.20   | 24.64      | 24.58|
| 30 | PNFA  | 22.93    | 22.93   | 23.21   | 26.05     | 23.47   | 23.25      | 23.33|
| 31 | PNFA  | 41.21    | 41.23   | 41.62   | 43.00     | 42.08   | 41.51      | 41.27|
| 34 | PNFA  | 19.96    | 19.97   | 20.54   | 36.27     | 25.99   | 43.01      | 26.50|
| 37 | PNFA  | 20.98    | 21.00   | 21.02   | 21.11     | 21.19   | 21.07      | 21.11|
| 39 | PNFA  | 10.00    | 10.00   | 10.34   | 10.00     | 10.00   | 10.05      | 10.00|
| 43 | PNFA  | 32.64    | 32.72   | 32.78   | 33.30     | 33.14   | 32.97      | 32.85|
| 46 | PNFA  | 11.98    | 11.99   | 12.10   | 15.55     | 12.50   | 13.02      | 12.89|

Table 2: PAutomaC problems, sorted according to model types (HMM = hidden Markov model, PNFA = probabilistic non-deterministic automaton), and perplexity scores of top two teams in PAutomaC and FlexFringe with different evaluation functions. The best scores are bold. The solution column gives the best possible perplexity score.
Alergia+ performs particularly well compared to the best-performing state merging approach during the competition (Llorens). The competition winner’s Gibbs sampling approach is hard to beat on all problems, particularly those with non-deterministic ground truth models (HMM and PNFA). For those problems, the PNFA learner by team Shibata-Yoshinaka remains the best. Although PDFAs can be used to approximate HMMs, and despite our improvements to state merging, our results confirm that learning a non-deterministic model works better when the data are generated using a non-deterministic model.

For the PDFA ground truth models, the performance of Alergia+ is close to optimal and on par with Llorens and Shibata-Yoshinaka. We emphasize that we did not tune the confidence bound parameter used by the statistical tests or run FlexFringe’s search procedure to obtain these results. We conclude our improvements to Alergia are effective, resulting in a fast method that obtains good predictive performance scores out of the box when the data originates from a PDFA model.

7.2. Other evaluation functions. We also evaluate the likelihood ratio, MDI, and AIC evaluation functions (consistency and score computations) to demonstrate that the choice of function can greatly affect the obtained performance. In fact, one of the main reasons we developed FlexFringe is to be able to design a new evaluation function quickly. We believe that different problems not only require different parameter settings but often require different evaluation functions. In a way, this is similar to using different loss functions when training neural networks.

We run these different evaluation functions with the same settings for sink count, symbol count, and state count, and their default confidence bound parameter. The results from likelihood ratio seem slightly worse than the results we obtained from Alergia+. Although it achieves competitive scores on many problems, the obtained perplexity scores are much larger on several problems.

MDI also performs worse than Alergia+, though it shows smaller deviations than likelihood ratio, particularly on problem 21. Interestingly and unexpectedly, AIC performs best. Ignoring empty lines, the code for AIC is about 20 lines long. This result shows the key strength of FlexFringe: the ability to implement new evaluation functions quickly. We did not expect AIC to work so well based on earlier results [Ver10]. These results indicate that our pooling and parameter counting strategies positively affect model selection criteria.

8. Results on HDFS

The HDFS data set [XHF09] is a well-known data set for evaluating software log anomaly detection algorithms and has, for instance, been used to evaluate the DeepLog anomaly detection framework that is based on neural networks [DLZS17]. We obtained the data from the DeepLog GitHub repository. The training data consists of 4855 (normal) training traces, 16838 abnormal testing traces, and 553366 normal testing traces. We thus see only a small fraction of the normal data at training time. Despite this restriction, DeepLog shows quite good performance on detecting anomalies [DLZS17]: 833 false positives (normal labeled as abnormal) and 619 false negatives (abnormal labeled as normal).

---

3AIC inherits its update routines for counting symbols from Alergia and the log-likelihood and parameter computation from likelihood ratio.
Figure 5: The first six lines of the HDFS training data provided to FlexFringe in Abbadingo format [LPP98]. The first line gives the number of sequences and the alphabet size. Then, each line presents a sequence by specifying the sequence type, length, and the sequence itself as a list of symbols. All traces have type 1, meaning they are all valid system occurrences. When multiple classes or sequence types are available, one can specify the type here in order to learn a classifier. In this use case, we learn a probabilistic model and do not care about sequence types. From these few sequences, we already see several subprocesses with symbols: 5s-22s at the start, 11s-9s in the middle, and 23s-21s at the end. Optionally, 2s-3s-4s appears before the 23s-21s. FlexFringe will capture such structures and more hidden ones.

The easiest way to use FlexFringe for anomaly detection is to learn a PDFA for the system behavior under normal circumstances from the training traces. The learned PDFA model $A$ is then applied to the testing traces $S$ to compute their probabilities $\{A(s) : s \in S\}$. The final step is to set a decision threshold $t$, the set $\{s : A(s) \leq t\}$ are then the detected anomalies. In this paper, we set $t$ to 0, so only traces that at some point try to trigger a transition that does not exist or end in a state without a final probability are labeled as anomalies ("-inf" as prediction, see Section 6).

The first few lines of the training file given to FlexFringe are shown in Figure 5. As can be seen, this data contains patterns that are quite typical in software systems, such as parallelism (such as the 22 occurring before or after 5 5 5), repetitions (such as 11 9 occurring thrice), and optional sub-processes (such as repetitions of 3s and 4s). The deterministic nature of the models learned by FlexFringe offers advantages over using more complex models such as neural networks. Firstly, automaton models provide insight into the software process that generated the data when visualized. Secondly, learned automata perform competitively on problems such as sequence prediction and anomaly detection. Thirdly, learning automata is very fast. FlexFringe requires less than a second of training time to return good-performing and insightful models from the HDFS training data. We now present the results of FlexFringe on this data, first in terms of insight and then in terms of performance.

8.1. **Software process insight.** We run the AIC evaluation function out of the box on the training data to get initial insight into the data. The result is shown in Figure 6. We can clearly distinguish subprocesses and parallelism. The top half of the process forms a narrow-wide-narrow shape indicative of parallel executions. The initial parallel processing consisting of 22 and 5 values is followed by three 26s and three pairs of 11s and 9s. These can all be executed in parallel, causing a very wide model containing (at least) one state for every possible set of previously executed values. Around halfway through the model, the
Figure 6: The result of FlexFringe’s AIC heuristic using a \texttt{sink\_count} of 5 without tuning on the HDFS data set. There is parallelism at the start (widening at the top), followed by chains of events (left and right of the middle) or more complex repetitions (center middle), and an ending sequence (starting from the state with many incoming transitions). The thicknesses of the states are an indication of their frequency.
processing continues, starting from just two frequent states. Figure 8 shows the subgraph for the initial parallel processing of 22 and 5 values in more detail. A 22 value can and does occur before, during, or after three occurrences of a 5 value. Interestingly, this processing ends in a different state (17 instead of 14) when three 5s follow a 22. Although the subsequent processing is identical, this makes sense due to the large difference in frequency of the subsequent 11 values. The parallel processing of 9s, 11s, and 26s is similar but much more complicated.

The field of process mining [VDA12] is focused on methods that explicitly model such behavior using Petri Nets. These only require a single transition for a parallel event, such as the 9, 11, and 26 values in the HDFS data. Automata can model parallel behavior, but at a significant cost in model size since every possible set of previously seen values requires a unique state. Since the bias of automaton learning is to minimize this size, it is nice to see that FlexFringe can discover this behavior from only a few thousand traces. In future work, we aim to extend FlexFringe to search for such behavior and complete the obtained models. For instance, if we observe $abc$, $cba$, $bac$, and $cab$, we would like to infer that $acb$ is also possible. The current merging routines are unable to do so. Note that although process mining techniques can model parallelism, they have much more problems with modeling sequential context and counting (such as a 5 occurring exactly 3 times).

After the initial two processes (forming the diamond), there are two possible subprocesses: an infrequent long chain of executions 25-18-5-6-26-26-21, which can be repeated, and a frequent process with many repetitions of 2s, 3s, and 4s. These processes can also be skipped, and the repetitions can end at different points. This can be seen by the many transitions to the final process consisting of three optional repetitions of 23s and 21s.

Overall, the learned model provides a lot of insight into the process structure that generated the logs. We could reach similar conclusions simply by looking at the log files, but we cannot look at 4855 log lines in one view; the learned automaton provides such a view. Moreover, it can show patterns that would be hard to find via manual investigation. For instance, after the parallel executions of the 9s, 11s, and 26s, there are two possible futures depending on whether the final symbol is a 9 or 26. In the latter case, starting the 23s and 21s ending sequence is much more likely. When the parallel execution ends with a 9, only 361 out of 1106 traces start this ending. When ending with a 26, these sequences occur 2519 out of 4375 times. This difference causes the learning algorithm to infer there are two states that signify the end of the 9-11-26 parallel execution: state 98 and state 100. These are the frequent (thick-edged) states in the middle left and middle right of the automaton model. Another observation is that this 23-21 ending sequence can be started from many different places in the system but after the initial parallel executions. This can be seen by the many input transitions to state 102, the frequent state in the middle bottom part of the model.

The model also shows some strange bypasses of this behavior, for instance, the rightmost infrequent path that skips the frequent states after the 9-11-26 parallel executions. This path occurs only twice in the entire training data. Consequently, the statistics used to infer this path are not well estimated. It seems likely that the learning algorithm made an incorrect inference, i.e., these frequent states should not be bypassed. We are currently working on techniques to change FlexFringe’s bias and avoid making such mistakes. Note that the only way to identify such issues is by visualizing and reasoning about the obtained models, which is prohibitively hard for many other machine learning models, such as neural nets. A recent line of research aims to overcome this limitation by learning automaton models from complex neural networks [WGY18, AEG19, MAP+21].
Figure 7: The result of FlexFringe’s AIC heuristic without sinks and without tuning on the HDFS data set. The model is more convoluted than Figure 6 because it also models traces that occur infrequently. Several transitions occur only once in the training data. Although they are a bit more hidden due to such infrequent transitions, the same sub-processes can be found as those visible in Figure 6.
8.2. Anomaly detection performance. Out of the box, the AIC model seems to capture the underlying process behavior, and it can be used for anomaly detection. The most straightforward approach, which does not involve setting a decision threshold, is to run the test set through the model and raise an alarm either when a trace ends in a state without any final occurrences or when it tries to trigger a transition that does not exist. This strategy gives 11677 false positives and 8 false negatives. These can be reduced to 4132 false positives and only 1 false negative by learning a PDFA without using sinks. The resulting model (see Figure 7) is more convoluted, but the sub-processes found using a sink_count of 5 are still visible. Using the F1 score as a metric gives a score of 0.89, which is worse than the 0.96 obtained by DeepLog on the same data.

We can, of course, improve this performance by tuning several parameters. Before we do so, it is insightful to understand the cause of the false positives. FlexFringe learns (merges states) by testing whether the future process is independent from the past process. Merging more will generalize more and hence cause fewer false positives. But should this be our aim?

One of the key strengths of learning a deterministic automaton model is that one can easily follow a trace’s execution path [HVLS16]. The simplicity of our anomaly detection setup then allows us to reason whether a detected anomaly is a true or false alarm by traversing the PDFA model or even the merge steps performed by the learning algorithm. This kind of explainable machine learning is very hard to perform using neural networks. Investigating the raised false positives provides us with four frequent types of anomalous traces in the normal test set:

1. Not starting with a 22 and three 5s, e.g., 22-5-11-9-5-11-9-5-26-26-26.
2. Following an infrequent path, e.g., 22-5-5-9-26-11-9-11-26...
3. Containing symbols not in the train set, e.g., 22-5-5-...-3-4-23-23-21-20-21.
4. Repetition of values, e.g., 5-5-...-4-4-4-4-4-4-4-4-4-4-4-2-2...

To facilitate the analysis of these behaviors, we plot a subgraph from Figure 7 in Figure 8. The different start traces quickly reach a state without a transition for the next symbol. The listed trace ends after the 22 and 5 symbols. The reached state (nr. 7) occurred 1257 times by traces from the training data, and all of these traces had 5 as their next symbol.
We would argue that this is an anomaly that should be raised. In fact, there are only 63 traces that start with 22-5-11 in the entire test and 139761 that start with 22-5. Still, these are counted as false positives when computing the F1 score.

The infrequent paths end in, or traverse, states that occur infrequently. The listed prefix ends after the second 11 symbol in a state that occurs only 20 times and always has a 9 or 11 as the next symbol in the training data. This seems to be no anomaly, and different parameter settings would likely cause a merge of this state and thus possibly provide a transition with label 26. We argue, however, that this is bad practice as learning such an infrequent state is no mistake. Many states are required to model the parallelism in the data, and several of these will be infrequent. Given this parallelism, we actually know what state to target, the one reached by the prefix 22, 5, 5, 5, 9, 26, 11, 9, 26, 11 (state number 79). We swapped the last two symbols. This state occurs much more frequently (634 times), and we could add this transition (from state 69 to 79 with label 26) to the model. In future work, we aim to extend a learned automaton with such 0-occurrence transitions or check for them at test time.

The traces with new symbols are clearly abnormal and should be counted as true negatives rather than false positives. The HDFS data is somewhat strange in that events occur in the test set that never occurred at train time. Also, many of the true positive traces contain such symbols.

Traces with many repetitions do show mistakes made by the learning algorithm. The algorithm has learned that repetitions are possible. A part of the PDFA shows these repetitions as loops, but several possible repetitions are not modeled correctly. Performing more or different merges can change this and potentially remove these false positives. Learning which repetitions are possible and which are not requires more data or a different learning strategy/parameter settings.

The above analysis shows how a PDFA can be used to understand and detect anomalies. Such understanding is useful for investigating alarms, tuning parameters of the learning algorithm, and discovering limitations and potential improvements for the detection pipeline.

8.3. A different learning strategy. One way to raise fewer false alarms is to perform more merges and thus obtain fewer states that have more outgoing transitions. The AIC evaluation function has no significance parameter (CONFIDENCE_BOUND). Instead, we learn another model using the likelihood ratio evaluation function and a very low CONFIDENCE_BOUND of 1E-15. Other than that, we keep the default settings. The resulting model is displayed in Figure 9. The model is much less insightful than Figure 7 and likely overgeneralizes due to all the added loops. It seems to model impossible system behavior, such as infinite loops of 21s. In terms of performance, however, this model achieves 330 false positives and 624 false negatives, i.e., an F1-score of 0.97, outperforming the score achieved by DeepLog.

This demonstrates that automaton learning methods can achieve a performance similar to that of neural network approaches on software log data. We believe the main reason is that software data is highly structured and often deterministic. In the experiments on the PAutomaC data, we also demonstrated that deterministic automata learned using FlexFringe perform very well when the ground truth model is deterministic. Automata are simply good at capturing the type of patterns that occur in deterministic systems.

A key question and challenge for future work is how to treat infrequent states during learning. Is it better to keep them intact to obtain a more interpretable model, or should we merge them and get improved performance at the cost of interpretability? In order
Figure 9: The result of FlexFringe’s likelihood ratio heuristic with a very low CONFIDENCE_BOUND. It performs many more merges compared to Figure 7. As a consequence, it is much harder to interpret. We still see some parallelism at the top, but many self-loops are likely overgeneralizations. Moreover, the many (probably incorrect) long transitions hinder interpretability. In terms of F1-score, it performs better than the model from Figure 7, and better than the DeepLog baseline [DLZS17]
to prevent this trade-off, we are currently extending FlexFringe with methods that look for software-specific patterns, such as parallelism and subprocesses. We believe that such extensions will be crucial for obtaining high-performing interpretable models.

9. Related works

There exist a lot of different algorithms for learning (P)DFAs. Like FlexFringe, most of these use some form of state consistency based on their future behavior, i.e., a test for a Markov property or Myhill-Nerode congruence. Many algorithms are active. These learn by interacting with a black-box system-under-test (SUT) by providing input and learning from the produced output. Starting from the seminal L* work in [Ang87] and its successful implementation in the LearnLib tool [RSB05], many works have applied and extended this algorithm, e.g., to analyze and reverse engineer protocols [FBJV16, FBJM+20] and learn register automata [IHS14a, AFBKV15]. There exist a few extensions that actively aim to learn probabilistic models, such as PDFAs. A complication is that PDFA learning algorithms rely on the information present in occurrence counts to infer state similarity. In most active learning setups, the algorithm determines these counts through the inputs it provides. An exception is the setup in [TAB+19]. They develop a new active learning algorithm that learns a Markov Decision Process from distribution or frequency information outputs. Their algorithm outperforms passive learning from a fixed data set by actively sampling for such information. In reinforcement learning, active and passive learning are actively studied to learn a similar model called a Regular Decision Processes [BDG+19, CJRT24].

Although active learning is closely related to learning from a data set [LZ04], since FlexFringe does not yet learn actively, we will not elaborate more on these approaches and refer to [Vaa17] for an overview of active learning algorithms and their application. Below, we present related algorithms that learn from a data set as input.

9.1. Algorithms. We described the main state-merging algorithms FlexFringe builds upon in Section 3. In the literature, several other approaches exist. A closely related research line consists of different versions of the k-Tails algorithm [BF72], essentially a state-merging method that limits consistency until depth k for computational reasons. Moreover, this allows us to infer models from unlabeled data without using probabilities: simply require identical suffixes up to depth k. In the original work, the authors propose to solve this problem using mathematical optimization. Afterward, many greedy versions of this algorithm have been developed and applied to various software logs [CW98]. Notable extensions of state merging methods are the declarative specifications [BBA+13], learning from concurrent/parallel traces [BBEK14], and learning guarded, extended, and timed automata [MPS16, WTD16, PMM17, HW16]. Several ways to speed up state-merging algorithms have been proposed through divide and conquer and parallel processing [LHG17, ABDLHE10, SBB21]. There have also been several proposals to use different search strategies such as beam search [BO05], genetic algorithms [LR05, TE11], satisfiability solving [HV13, ZSU17], and ant-colony optimization [CU13].

Another closely related line of work focuses on spectral learning methods. Spectral learning formulates the PDFA (or weighted automaton) learning problem as finding the spectral decomposition of a Hankel matrix [BCLQ14, GEP15]. Every row in this matrix represents a prefix, every column a suffix, and each cell contains the string probability of the corresponding row and column prefix and suffix. The rows of this matrix correspond to states
of the prefix tree. If one row is the multiple of another, the future suffix distribution of the corresponding states are similar, i.e., that they can be merged. Instead of searching for such similarities and forcing determinization, spectral methods approximate this using principal component analysis, returning a probabilistic non-deterministic finite state automaton (PNFA). Because non-deterministic models can be in multiple states simultaneously, they are harder to interpret (although typically smaller) than their deterministic counterparts.

Due to their close relationship with hidden Markov models (HMMs) [DDE05], several approaches exist that infer HMMs instead of PDFAs from trace data. HMMs are typically learned using a form of expectation-maximization known as the Baum-Welch algorithm [RJ86]. The winner of the PAutomaC challenge by Shibata-Yoshinaka used a related method based on collapsed Gibbs sampling [BJ06, WB13] for approximate inference, see [VEDLH14] for more details. The runner-up, team Llorens, used a state merging method similar to the one described in Section 3. Special state merging [SO92] or state splitting [TS92] algorithms have also been proposed. A notable recent approach [EM18] learns accurate probabilistic extended automata using HMMs combined with reinforcement learning.

9.2. Tools. There exist several implementations of state-merging algorithms. We list the most popular ones and highlight differences with FlexFringe.

9.2.1. MINT. [WTD16] is a tool for learning extended DFAs. These contain guards on values in addition to symbols. In MINT, these guards are inferred using a classifier from standard machine learning tools, which aims to predict the next event based on features of the current event. When triggering a transition, the guard is used together with the symbol to determine the next state. FlexFringe also contains such functionality, but instead of a classifier, it uses a decision-tree-like construction to determine guards. Moreover, FlexFringe uses the RTI procedure for this construction, which requires consistency for the entire future instead of only the next event. Finally, in MINT, the learning of these guards is performed as preprocessing. In FlexFringe, it is computed on the fly for every blue state (merge candidate). MINT contains several algorithms, including GK-Tails [LMP08], which uses the Daikon invariant inference system [EPG+07] to learn guards.

9.2.2. Synoptic and CSight. [BABE11, BBEK14] are tools based on k-Tails style state-merging of non-probabilistic automata. They are focused on learning models for concurrent and distributed systems, contain methods to infer invariants, and can combined with model checkers to verify these invariants against the learned models. When a model fails to satisfy an invariant, it is updated using counter-example guided abstraction refinement (CEGAR) [CGJ+00]. Although CEGAR is a common way to implement active learning algorithms, Synoptic and CSight learn from data sets. From the same lab also comes InvariMint [BBA+13], a framework for declaratively specifying automaton learning algorithms using properties specified by LTL formulas. Similar specifications in other first-order logic have also been proposed [BBB+15]. Such specifications are very powerful and allow for much flexibility in designing learning algorithms, as a new algorithm requires just a few lines of code/formulas. Some properties, such as statistical tests, are hard to specify. FlexFringe allows specifications of new evaluation functions by writing code instead of formulas. Currently, FlexFringe does not contain CEGAR-like refinement functionality or methods to mine invariants.
9.2.3. **GI-learning.** [COP16] is an efficient toolbox for DFA learning algorithms written in C++, including significant speedups due to parallel computation of merge tests. It contains implementations of basic approaches for both active algorithms and algorithms that learn from a data set. It is possible to include more algorithms and different types of automata by extending the classes of these basic approaches. FlexFringe makes this easier by only requiring new consistency check and score method implementations. FlexFringe currently contains no parallel processing methods, but using the union/find data structures (see Section 3) makes FlexFringe already very efficient.

9.2.4. **LibAlf.** [BKK+10] is a well-known extensive library for automaton learning algorithms, both active and for learning from a data set. It includes many standard and specialized algorithms, for instance, for learning visibly one-counter automata and non-deterministic automata. Like FlexFringe, it is easily extensible but does not include algorithms for learning guards or probabilistic automata.

9.2.5. **AALpy.** [MAP+21] is a recent lightweight active automaton learning library written in pure Python. In addition to many active algorithms and optimizations, it contains basic algorithms for learning from a data set. A key feature of AALpy is its ease of use and the many different kinds of models that can be learned, including non-deterministic ones. It is extensible by defining new types of automata and algorithms. It has a different design from FlexFringe in that a new algorithm requires new implementations of the merge routines instead of only the evaluation functions. AALpy currently has no support for inferring transition guards from real-valued input. However, one could run the MINT pre-processing before providing the data to AALpy. FlexFringe contains the RTI+ algorithm [VWW10] that learns guards while running the state merging process.

9.2.6. **LearnLib.** [IHS15] is a popular toolkit for active learning of automata, in particular Mealy machines. It has methods to connect to a software system under test by mapping discrete symbols from the automata’s alphabet to concrete inputs for the software system, such as network packets. In addition, it contains different model-based testing methods [LY96] that are used to find counterexamples to a hypothesized automaton and optimized active learning algorithms such as TTT [IHS14b]. As such, it is frequently used in real-world use cases, see, e.g., [FBJM+20]. Extensions for LearnLib exist, such as the ability to learn extended automata [CHJ15].

9.2.7. **Sp2Learn.** [ABDE17] is a library for spectral learning of weighted or probabilistic automata from a data set written in Python. It learns non-deterministic automata, which are typically harder to interpret than deterministic ones but can more efficiently model distributions from non-deterministic systems. Spectral learning can be very effective, as it solves the learning problem using a polynomial time decomposition algorithm. In contrast, FlexFringe’s state-merging methods also run in polynomial time but likely result in a local minimum. Search procedures that aim to find the global optimum are costly to run.

9.2.8. **DISC.** [SLTIM20] is a recent mixed integer linear programming method for learning non-probabilistic automata from a data set. Using mathematical optimization is a promising recent approach for solving machine learning problems such as decision tree learning [CMRRM21, VZ17, BD17]. FlexFringe contains one such approach based on satisfiability solvers instead of integer programming. An advantage of DISC is that it can
handle noisy data due to the use of integer programming, which uses continuous relaxations during its solving procedure. Due to the explicit noise modeling, it can handle some types of non-determinism without requiring additional states. FlexFringe does not explicitly model noise but does allow for more robust evaluation functions, such as impurity metrics used in decision tree learning.

10. Conclusion

FlexFringe provides efficient implementations of key state-merging algorithms, including optimizations to get improved results in practice. We presented how to use FlexFringe to learn probabilistic finite state automata (PDFAs) and demonstrated the improvement over a standard implementation of the famous Alergia algorithm on the PAutomaC dataset. FlexFringe can learn these using various methods such as EDSM, Alergia, RPNI, MDI, AIC, and different search strategies and can be used to compare these methods. The kinds of automata and the used evaluation function can be changed by adding a single file to the code base. All that is needed is to specify when a merge is inconsistent and what score to assign to a possible merge. Compared to existing tools, the main restriction is that the learned models have to be deterministic. This is an invariant we use to speed up the state-merging algorithm. Although deterministic models can approximate non-deterministic ones, as our results on the PAutomaC dataset demonstrate, it can be better to learn a non-deterministic model when the data comes from a non-deterministic system.

FlexFringe obtains competitive results on prediction and anomaly tasks thanks to our optimizations. Moreover, the learned models can provide insight into the inner workings of black-box software systems. On trace prediction, our results show FlexFringe performs especially well when the data are generated from a deterministic system. On anomaly detection performance, the model produced by FlexFringe is competitive with an existing method based on neural networks while requiring only seconds of run-time to learn. We believe this is due to software data properties such as little noise and determinism favoring automaton models.

We demonstrate a clear trade-off between the obtained insight and the (predictive) performance of models. Sometimes, it is best to keep data intact, e.g., when there is too little data to determine what learning (merging) step to take. FlexFringe provides techniques such as sinks to prevent the state-merging algorithm from performing incorrect merges, which can be detrimental to obtaining insight as these often lead to incorrect conclusions. Also, merges with little evidence often lead to convoluted models. However, such convoluted models tend to perform better for making predictions due to their increased generalization. This trade-off deserves further study. We expect there exist better generalization methods for software systems that lead to both improved insight and improved performance.
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