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ABSTRACT

Blockchain technology has proven to be the best solution for digital data storage today, which is decentralized and interconnected via cryptography. Many consensus algorithms can be options for implementation. One of them is the PoA consensus algorithm, which is proven to provide high performance and fault tolerance. Blockchain has been implemented in many sectors, including the healthcare sector that has different characteristics of larger and more diverse record sizes. Implementing blockchain costs a lot of money. We used a blockchain network simulator as the best alternative in our research. The main problems with blockchain implementation are having a dynamic characteristic network and providing a blockchain system that is adaptive to network characteristics. Therefore, we propose a method to optimize the simulated PoA blockchain networks using Deep Deterministic Policy Gradients by adjusting the block size and block interval. The simulation results show an increase in effective transaction throughput of up to 9 TPS for AIH and 5 TPS for the APAC data models, and without affecting other important aspects of the blockchain.

1. Introduction

Currently blockchain technology is penetrating to all sectors in the world. One of which is the health sector, where a lot of data exchange and access restrictions are very sensitive and important. On the other hand, the characteristics of the data are also challenging because they are larger in size and heterogeneous. Another important factor is the interoperability of healthcare record, how to provide open access to read and write to the right party with the best scalability [1]. By applying blockchain technology to medical records, patients as data owners can better maintain and control their data as personal data, and health care professionals, institutions, and hospitals can exchange certain patient data as needed to facilitate analysis of patient health [2]. In short, blockchain has the potential to enhance PHR solutions that provide privacy and interoperability [3].

Research on blockchain began a long time ago, and many fields have adapted this technology. Initially in the financial sector known as cryptocurrency and more recently in the health care field [4]. Many approaches have been proposed for applying blockchain technology to health records. Most of which is focused on the distributed medical record ledger and provide a useful framework for safeguarding patient privacy. Apart from that, another aspect that is also important in the consideration of ensuring the adoption of blockchain technology is the distribution and integration performance of health data among healthcare organizations [5].

Electronic Health Records (EHRs) adoption increased over time for all specialties [6]. As the adoption of EHRs increases, the possibility of failure to execute on the promise of shared health records also increasing, and this is a serious issue that needs to be addressed in EHR systems [7]. Wider adoption of electronic health records can significantly affect performance and allow a previously unknown level of violation of health data [3]. The privacy and security of medical records are the main concerns of patients. Some patients withhold information from their healthcare providers because of concerns about their privacy [8].

On the other hand, bitcoin as the first knowledge based in cryptocurrency only confirms with mean and median average throughput is between 3.3 and 7 transactions per seconds (TPS) [9]. Even in theory, Bitcoin can handle transaction process with throughput up to 27 TPS (transactions per second) [10] with an average transaction size of 0.25 KB (kilobyte) [11]. That throughput is far from enough to handle health record transactions base on ORBDA (openEHR benchmark dataset), which size per transaction within 7.9 KB on average for the Authorization for Hospital Admission (AIH) XML data model and 12.4 KB on
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average for the Authorization for High Complexity Procedures (APAC) XML data model [12]. In simple calculation, if we assume blockchain technology is adapted from bitcoin and the data has the same characteristic with ORBDA, we will only have transaction transfer speed around \((7 \times 250) = 1750\) KB/s so the throughput with AIH XML data model only around \(1750/7900 = 0.22\) TPS and APAC XML data model had around \(1750/12400 = 0.14\) TPS. The blockchain needs optimization to handle PHR cases. Therefore, we propose DDPG to optimize the blockchain factor to be able to adjust to network conditions and maximize throughput.

2. Related Works

We present some related works with concern about optimize simulated PoA blockchain networks using healthcare data characteristics and optimization methods to adjust blockchain parameters in a way to handle dynamic network characteristics. Recently many research and development to implement blockchain technology into the health records sector. Here are some recent frameworks that use blockchain technology. Firstly, OmniPHR model [13] is a PHR model design that is distributed with the openEHR standard. It is using a blockchain but not integrated with the source of the blockchain. you can say it can't be changed with dynamic network characteristics. Secondly, FHIRChain Model [14], which is also uses a Blockchain-Base and uses the Office of the National Coordinator for Health Information Technology (ONC) according to its development needs, as well as security and interoperability issues with standards HL7, however, also does not mention the overall blockchain aspect and the associated optimization of the node from the blockchain used [12]. After all, we did not find research/or framework regarding optimizing blockchain in the health sector, and that would be a state of the art of this research.

Regarding related research blockchain optimizations, In 2019, Liu proposed an optimization for Blockchain-enabled in general proposed for the Industrial Internet of Things (IIoT) systems using Deep Reinforcement Learning, and she did not consider area/regional distribution, like where is the region of nodes, the block producers only scattering over a 1km-by-1km area [15]. In the real implementation of a blockchain network, it is demanded to be able to handle a very wide and unlimited network. In the same year, Liu also proposed optimization for blockchain-enabled Internet of Vehicle, the difference between the previews proposal is the security factor based on a number of validators instead of consensus selectors [16]. The process of both optimization studies showed significant improvement. Therefore, in this study, we tried to adopt the research methodology, using the data characteristics of health records with the ORBDA specification (openEHR benchmark dataset for performance assessment) with the same scale node distribution and same characteristics of the bitcoin network.

In 2019, Distributed Systems Group from Tokyo Institute of Technology developed an open-source system called SimBlock, to simulate a blockchain Network. This system suitable for use in blockchain network research [17]. Besides, SimBlock is very easy to configure and resembles the conditions with the characteristics of the blockchain network, so we decided to use this SimBlock as a simulator of a blockchain network in our research.

3. Proposed Simulated Blockchain System

This chapter will explain the blockchain system with parameters involved and can be optimized, and the design of an optimization model using the Deep Deterministic Policy Gradients.

3.1. Blockchain

The blockchain is an arrangement by the sequence of blocks, which holds a complete list of transaction records [18]. Blockchain is the core technology for Bitcoin, which was the first blockchain proposed from Nakamoto in 2008 rather than being implemented to the public in 2009 [19]. Blockchain was wildly developed to be applied in all sectors such as financial services such as digital assets, remittances, online payments, Industry, etc. including the health sector, which is the focus of our research.

There are various types of transaction data from PHR, and openEHR is an open-source framework which is commonly used as a standard specification for PHR. For experiments in this study using ORBDA as a dataset. The ORBDA dataset is available in compositions, versioned compositions, and openEHR EHR representations in XML and JSON formats. In total, the dataset contains more than 150 million composition records, and consists of 2 data types namely AIH and APAC [12], which we will use the characteristics of the transaction in the simulator.

3.2. Blockchain Network Simulator

Blockchain life cycle is a collection of dependent events, based on the consideration of block creation and message transmission (send/receive) as events, we consider SimBlock as a simulator of this research. SimBlock allows us to easily implement the neighbor's algorithm node selection. Given that block creation times are calculated from the probability of successful block creation, it is unnecessary to reproduce mines requiring large calculating power, and networks involving multiple nodes can be simulated. [17].

The SimBlock has an easy-to-modify configuration based on actual network characteristics, including: 1. number of nodes \((N)\): in the simulation can set the number of nodes involved in the blockchain network (i.e., block producer / validator candidates) and assume \((V)\) notation for number of block validator. 2. Block Size \((S^B)\): the average size of each block that the node will propose. 3. Block Interval \((T^B)\): Block generation interval targeted by the blockchain. 4). Regional distribution: the percentage distribution of nodes according to the specified region. 5). node computation \((c)\): manage and randomize the compute capacity of the node. 4). upload / download speed: important factor of a network which is this simulator can be configure based on the origin and destination regions.

3.3. Proof-of-Authority (PoA)

Proof of Authority (PoA) is a one of consensus algorithms for permissioned blockchain that was superiority is due to performance increases with character to typical BFT algorithms. Because PoA has a lighter message exchange [20]. Another advantage of proof of authority is its power to validate blocks based on a person's actual identity thus making the system more secure and efficient, the blockchain which achieves high
throughput and low latency [20], [21]. PoA is basically proposed for private networks as part of the Ethereum ecosystem and is implemented in 2 types: Aura and Clique. In this experiment, we consider using PoA Clique with a node / validator identity as the sequence. The PoA Clique algorithm proceeds in an epoch that is identified by a sequence of committed blocks. A transition block is broadcast when a new epoch starts. It defines a set of authorities (i.e., their id) and can serve as a snapshot of the current blockchain by new authorities who need to synchronize [20].

Figure 1 shows two consecutive steps and how current leaders and authorities allowed proposed blocks change. There are number of validators (V) = 10 authorities, hence V – (V/2 + 1) = 4 authorities allowed to issue a block at each step, and one of them perform as a leader (V₁ in Time 1, V₂ in Time 2). In Figure 1 (a), the V₁ is the leader while V₂, V₃, and V₄ can propose blocks. In Figure 1 (b), V₁ are no longer allowed to issue a block (already in the previous step, so it has to wait V/2 + 1 steps or epoch, while V₂ is operate as a leader and V₃ is now authorized to issue a block [20].

3.4. Performance Analysis

Transactional throughput is key to measuring blockchain scalability that's why we need optimization to make it able to handle openEHR records. In addition to scalability we also need to keep other parameters, i.e., decentralization, security, and latency. Other parameters act as scalability constraints to overcome the four-way trade-off issue.

3.4.1. Scalability

Blockchain is literally an arrangement of linked blocks in which a block be composed of a transactions sequence. Scalability is the key to measuring the performance of the blockchain, scalability is measured using throughput (Transactions per Second), calculated from number of transactions in a certain time (second) that can be processed by the blockchain system. Transactional throughput represented by Ω (transactions per second, i.e. TPS) is depend directly on the variable block interval and block size, and the notation will be

\[ Ω(S^B, T^I) = \frac{|SB|/x}{T^I} \]  

(1)

Block interval is noted by T^I, block size is noted by S^B, and x is represents the mean of transaction size. we will use a variable block size or time interval can find a way to optimize the throughput on the blockchain network and it can be seen from Eq. (1) shows that increasing value of block size or reducing value of block interval between blocks can increase throughput. However, the adjustment must also consider the network conditions, to maintain parameters such as decentralization, security, and latency, so that we cannot arbitrarily adjust the block interval and block size.

3.4.2. Decentralization

In the simulation we reproduced the actual environment of bitcoin blockchain. And in order to measure decentralization factor, we consider Gini coefficient, which is recommended to measure of income inequality in this case is wealth of validator. The decentralization factor comes from the inequality of validator nodes, in an equation derived from the number of authority processes on the blockchain, and each block at least has been authorized by V/2 + 1 validator. To identify the notation The set of nodes is denoted as Φ_s = {z₁, z₂, ..., z_N} , Meanwhile, to denote set of validators, Φ_D = {z_d₁, z_d₂, ..., z_d_v} , Φ_D ⊆ Φ_s and V is number of validator.

\[ G(Y) = \frac{\sum_{i,d} e^{Φ_D} \sum_{d} e^{Φ_D} |Y_{d_i}-Y_{d_j}|}{2\sum_{i,d} e^{Φ_D} \sum_{d} e^{Φ_D} Y_{d_i}} \]  

(2)

Note i, j is link connection between validators, first validator (z_d_i) and seconds validator (z_d_j) and validate block next. (Y) is number of validation distribution calculated from the number of times the validator validates a block. The value of the Gini coefficient is on a scale of 0 to 1, where 0 is the highest decentralization and 1 is the highest centralization. In other words, the closer the coefficient is to 0, the more decentralized validation is processed. On the other hand, and the closer to coefficient 1, the validation process becomes more centralized. To ensure a decentralized block validator/producter of the validation distribution factor, it must meet the requirements as notation below.

\[ G(Y) ≤ η_s \]  

(3)

where η_s is decentralization threshold and η_s ∈ [0,1].

3.4.3. Latency

In order to calculate blockchain latency, We evaluate the system with TTF, that is, the time to finality denoted by T^F, is measured by many seconds will take to receive reasonable assurance that transactions written on the blockchain are immutable. Note that transaction processing includes two phases, i.e., the time span from block creation to block creation and time for blocks to be validated and time to reach consensus on the generated blocks among validators, so the TTF for a transaction is obtained from adding the time of block issued (block interval T^I) with the amount of time for the block validation process to reach consensus, noted below.

\[ T^F = T^I + T^C \]  

(4)

where T^C represented latency of consensus, that is, the time span for a new block to be authenticated by the block validator.

Furthermore, we divide the validation process into two-stage, specifically sending messages and verifying messages (verifying Validator, verifying features.). Therefore, the formula of T^C is

\[ T^C = T^D + T^V \]  

(5)
3.5.1. State Space

The state space that we identified at the time of the decision/epoch $t (t = 1, 2, 3, \ldots)$ is a combination of the average transaction size ($\mathcal{X}$), the distribution of the validation process ($\omega$), the computation power of node ($c$), and transmission rate, the speed of data exchange between each node ($R = R_{(i,j)}$), which is denoted as

$$S^{(t)} = [\mathcal{X}, \omega, c, R]$$

3.5.2. Action Space

Action Space is a parameter that needs to be adjusted to optimize throughput, we identified several parameters including block size ($S^B$) and block interval ($T^I$) in the blockchain simulator that can be adjusted in order to adapt with the dynamic network characteristic of blockchain system, $A^{(t)}$ denoted as

$$A^{(t)} = [S^{B^t}, T^{I^t}]$$

where block size $S^{B^t} \in 1, 2, \ldots, S^B$ is normalized value from $S^B$ in Mb and block interval. $T^{I^t} \in 1, 2, \ldots, T^I$ is normalized value from $T^I$ in minutes.

3.5.3. Reward Function

The reward function is identified to ensure decentralization, security, and finality of the blockchain system while also maximizing transactional throughput based on the reward value given, the decisions issued on each epoch must meet the requirements as the notation below.

$$P1: \max _A Q(S, A)$$
$$C1: G(\gamma) \leq \eta_s$$
$$C2: T^F \leq \omega \times T^I$$
$$C3: F^V \leq 3$$

The decentralization factor of validators or block producer, distribution of validation tasks is guaranteed by C1 (Eq. (3)). Time finality (TFF) is ensured by C2 (Eq. (6)) and security factors secured by C3 (Eq. (8)). We denote reward function as $R(S^{(t)}, A^{(t)})$.

$$R^{(t)}(S^{(t)}, A^{(t)}) = \begin{cases} \lfloor s^{\beta} / \gamma \rfloor, & \text{if } C1 \text{ and } C3 \text{ are satisfied} \ 0, & \text{otherwise} \end{cases}$$

If one or more of the notations is unsatisfying, it defines the blockchain as having poor performance in security, latency, or decentralization, so the reward value given is 0 because this case addresses this invalid situation, respectively, so that the action value function $Q(S, A)$ is denoted by

$$Q(S, A) = E[\sum _{t=0}^{\infty} \gamma ^t R^{(t)}(S^{(t)}, A^{(t)}) | S^{(0)} = S, A^{(0)} = A]$$

with the discount factor $\gamma \in [0,1]$ that reflects the tradeoff between the immediate and future rewards. For a deterministic policy $\mu : S \rightarrow A$ we can write the Bellman Equation as

$$Q(S^{(t)}, A^{(t)}) = E[R^{(t)}(S^{(t)}, A^{(t)}) + \gamma Q^{(t+1)}(S^{(t+1)}, A^{(t+1)})]$$

The off-policy algorithms like Q-Learning use the greedy policy $\mu(S) = \arg \max _A Q(S, A)$. Function approximators parameterized by $Q$, which is optimized by reducing the loss function:

$$L(\theta^0) = E[\frac{1}{2}(Q(S^{(0)}, A^{(0)}|\theta^0) - y^{(0)})^2]$$

where:

$$y^{(t)} = R^{(t)} + \gamma \max _A Q(S^{(t+1)}, A^{(t)})$$

3.5.4. Deep Deterministic Policy Gradient (DDPG)

DDPG is an actor-critic algorithm based on Deterministic Policy Gradient [22], [23]. The DDPG algorithm consists of a parameterized actor function $\mu(S|\theta^\mu)$ which specifies the policy at the current time by deterministically mapping states to a specific action [24]. The critic $Q(S, A)$ is learned using the Bellman equation the same way as in Q-learning. The actor is updated by applying the chain rule to the expected return from the start distribution $J$ with respect to the actor parameters:

$$\nabla \theta^\mu J = E[\nabla \theta Q(S^{(t)}, A^{(t)}|\theta^0)] = E[\nabla \theta^\mu Q(S^{(t)}, A^{(t)}|\theta^0)]$$
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DDPG combines the merits from its predecessor algorithms to make it more robust and efficient in learning. The samples obtained from exploring sequentially in an environment are not independently and identically distributed so DDPG uses the idea from Deep Q-Networks (DQN) called replay buffer [24]. Finally, we present the proposed DRL-based framework in Algorithm 1.

Algorithm 1: Pseudocode of the DDPG optimization algorithm

```
for each decision epoch t do :
    # Optimization process
    1) Select a random action ε, with probability otherwise
       \( A(t^ i) = \arg\max_Q Q(S(t^ i), A(t^ i)) \) re Q(*) is estimated by the
       main Q network;
    2) Run simulator A(t^ i) with adjusted block size and interval;
    # Update
    1) Observe the reward \( R(t^ i) \) and the next state \( S(t^ {i+1}) \);
    2) Store the experience \( (S(t^ i), A(t^ i), R(t^ i), S(t^ {i+1})) \) in replay
       buffer D;
    3) Randomly sample a mini-batch of state transitions
       \( (S(t^ i), A(t^ i), R(t^ i), S(t^ {i+1})) \) from experience memory D;
    4) Calculate the target Q-value from the target Q network by:
       \( y(t^ i) = R(t^ i) + \gamma \max_{A'} Q(S(t^ {i+1}), A') \)
    5) Update critic by minimizing the loss by
       \( L(\theta^ Q) = [Q_h(S(t^ i), A(t^ i) | \theta^ Q) - y(t^ i)]^2 \)
    6) Update the actor using the sampled policy gradient by
       \( \nabla_{\theta^ A} J \approx \nabla_{\theta^ A} Q(S(t^ i), A(t^ i) | \theta^ Q) \nabla_{\theta^ A} \mu(S(t^ i) | \theta^ \mu) \)
    7) Update the target networks
       \( \theta^{Q'} \leftarrow \tau \theta^ Q + (1 - \tau) \theta^{Q'} \)
       \( \theta^{\mu'} \leftarrow \tau \theta^ \mu + (1 - \tau) \theta^{\mu'} \)
    6) Update the actor using the sampled policy gradient by
       \( \nabla_{\theta^ A} L \approx \nabla_{\theta^ A} Q(S(t^ i), A(t^ i) | \theta^ Q) \nabla_{\theta^ A} \mu(S(t^ i) | \theta^ \mu) \)
end
```

4. Experiments

This chapter explains details of the experiment. It begins with preparing the simulation process, then reporting and discusses the result.

4.1. Simulation Process

In the simulation, we consider a simulate blockchain in 2 types of Health records data model 1). AIH XML data model 2). APAC XML data model. With characteristics of transactions that generate random size by given mean and standard deviation. Mean of AIH XML type is 7.9 Kb and 12.4 Kb for APAC XML type, and 1.0 Kb for both of them standard deviation. The scenario will involve 600 nodes with 100 nodes as block producer and assume all block procedures are block validators. The DDPG optimization algorithm was implemented using the PyTorch library, with python as a programming language. and the SimBlock developed by Tokyo Institute of Technology system as a blockchain network simulator, with Java as the programming language, which can be run via the bash command. For the platform, we are using PyTorch 0.4.1 with Python 3.7.3 on Ubuntu 18.04.3 LTS. The geographic nodes distributions as in Table 1.

|          | Percent nodes geographical distributions (%) | Upload Bandwidth in average (bit per second) | Download Bandwidth in average (bit per second) |
|----------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
| North America | 33.16                                       | 19200000                                   | 52000000                                    |
| Europe    | 49.98                                       | 20700000                                   | 40000000                                    |
| South America | 0.90                                       | 5800000                                    | 18000000                                    |
| Asia Pacific | 11.77                                      | 15700000                                   | 22800000                                    |
| Japan     | 2.24                                        | 10200000                                   | 22800000                                    |
| Australia | 1.95                                        | 11300000                                   | 29900000                                    |

Performance comparison of the four schemes considered: 1) The scheme by adjusting the block size and block interval, dynamically adjusting the block interval and block size as the action state in the learning process. 2) Scheme with fixed block size and dynamic block interval, the block produced by the block producer is the same size (5MB) and the block interval can be adjusted as an action state in the learning process. 3) Scheme with fixed block interval and dynamic block size, the block issuance time span is set regularly (every 10 minutes). And only the block size is set in the action state in the learning process. 4) no optimization, which is no variable set as action state, so the block issued is always the same size 5MB and frequency issuing block is every 10 minutes.

4.2. Experimental Results

From the simulation obtain a good result, where the implementation of the DDPG algorithm brings improvement transactions throughput of the blockchain.

4.2.1. Decentralization

Figure 2 represents the decentralization of AIH data model and Figure 3 represents the decentralization of APAC data model. Both graphs visualize the decentralized performance of the simulated blockchain network. Where to measure the decentralization factor, we use the number of validation processes of each block validator, we use the Gini coefficient metric, to capture the generalized decentralized of validation task distribution. proven that in the Lorenz curve is gradually approaching the ideal decentralization (stripe) with a decrease in the threshold, then the blockchain gets more decentralized, so it can be interpreted that the Gini coefficient is considered as an effective metric to quantitatively measure a decentralized blockchain [16].
4.2.2. Baselines Performance

The correlation between block intervals and block size is very significant effect on throughput in AIH data models and can be shown in Figure 4 and 5.

The effect of the adjustment process in Simulation of Health records with AIH data model (Figure 4, Figure 5) showing significant correlations between transactional throughput with block size. Bigger block size, more likely it is to get a high throughput, but not guarantee the throughput will improve, and variable block intervals also have significant impact, the smaller the time interval proposed block, the more likely it is to get a high throughput. This correlation was also found in the blockchain health record simulation with the APAC data model depicted in Figure 6 and Figure 7.

The effect of the adjustment process on block size and block interval on the transaction throughput is shown in Figures 4 - 7. We can see those graphs with 2 models AIH and APAC have the same pattern in the correlation between block size and throughput because the nodes validator can send and validate more transactions in one big block size but bigger block size needs more effort in sending a block into another node. Then, it can be seen that the Dynamic Block size and Block interval schemes achieve consistently higher throughput than other schemes with partially or completely fixed value parameters, because having a fixed value makes the system unable to adapt to network conditions. Meanwhile, it should be noted that fixed block size schemes perform better than fixed block interval schemes. A plausible explanation is in dealing with the situation of a low TTF threshold that a fixed block size scheme can be adjusted over the block interval. In addition, it makes sense when the results show that the
best performance of all schemes is a scheme whose block interval and block size can be adjusted according to network conditions, that reveals the advantages of a DDPG algorithm.

4.2.3. Throughput Performance

The simulation results show the performance of DDPG performance optimization scheme is presented in Figure 8 and Figure 9, the scheme we propose shows good convergence performance for both types of data models in AIH and APAC. At the beginning of the learning process, shows a very low throughput, and increases with increasing epoch, and reaches a stable state after about 750 episodes onwards. In addition, the proposed scheme can obtain the highest throughput results compared to other experiments with partially or completely fixed value parameters. The reasons behind these results are as follows: 1) In the DDPG Performance Optimization, the block interval and block size will be adjusted to optimize throughput adaptively based on network conditions; 2) For the proposed scheme with partially or completely fixed value parameters (block size / block interval), it fails to maximize throughput because the block interval or block size cannot adapt to dynamic networks.

In addition, based on the results of our research we also observe that the average TTF of a blockchain system decreases with an increase in the average source of computing power, and schemes with dynamic block size and block interval optimization require the lowest average TTF when compared with another partial optimized schema, or with a fixed block size and block interval scheme.

![Dynamic Block Size & Interval vs Fixed Interval, Dynamic size](image1)

**Figure 8:** Convergence performance of different schemes with AIH data model

![Dynamic Block Size & Interval vs Fixed Interval, Dynamic interval](image2)

**Figure 9:** Convergence performance of different schemes with APAC data model

5. Conclusion

This paper presents the implementation of the DDPG algorithm performance optimization framework against the PoA Blockchain Networks Simulation using Healthcare data characteristics in particular using the AIH and APAC data models. Scalability as the key to measuring blockchain networks can be increased effectively while ensuring other properties including decentralization, security, and latency. As we suggested, this research resulted in a framework combination of DRL based algorithm technic optimization and blockchain network characteristics of bitcoin in the simulator and applied with the healthcare data characteristics, the throughput of the blockchain was maximized by adjusting the block interval and block size based on the characteristics of the current network condition. The simulation results show that this framework can achieve maximum throughput than another experiment that has full or partial of the static parameter in blockchain system. The author realizes that this research still uses an emulator so, future work is in progress to consider adaptive in the real blockchain network and use types of Medical Records for blockchain.
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