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Abstract The ImageNet Large Scale Visual Recognition Challenge is a benchmark in object category classification and detection on hundreds of object categories and millions of images. The challenge has been run annually from 2010 to present, attracting participation from more than fifty institutions.

This paper describes the creation of this benchmark dataset and the advances in object recognition that have been possible as a result. We discuss the challenges of collecting large-scale ground truth annotation, highlight key breakthroughs in categorical object recognition, provide a detailed analysis of the current state of the field of large-scale image classification and object detection, and compare the state-of-the-art computer vision accuracy with human accuracy. We conclude with lessons learned in the five years of the challenge, and propose future directions and improvements.
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1 Introduction

Overview. The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) has been running annually for five years (since 2010) and has become the standard benchmark for large-scale object recognition. ILSVRC follows in the footsteps of the PASCAL VOC challenge (Everingham et al. 2012), established in 2005, which set the precedent for standardized evaluation of recognition algorithms in the form of yearly competitions. As in PASCAL VOC, ILSVRC consists of two components: (1) a publically available dataset, and (2) an annual competition and corresponding workshop. The dataset allows for the development and comparison of categorical object recognition algorithms, and the competition and workshop provide a way to track the progress and discuss the lessons learned from the most successful and innovative entries each year.

1 In this paper, we will be using the term object recognition broadly to encompass both image classification (a task requiring an algorithm to determine what object classes are present in the image) as well as object detection (a task requiring an algorithm to localize all objects present in the image).
The publically released dataset contains a set of manually annotated training images. A set of test images is also released, with the manual annotations withheld. Participants train their algorithms using the training images and then automatically annotate the test images. These predicted annotations are submitted to the evaluation server. Results of the evaluation are revealed at the end of the competition period and authors are invited to share insights at the workshop held at the International Conference on Computer Vision (ICCV) or European Conference on Computer Vision (ECCV) in alternate years.

ILSVRC annotations fall into one of two categories: (1) image-level annotation of a binary label for the presence or absence of an object class in the image, e.g., “there are cars in this image” but “there are no tigers,” and (2) object-level annotation of a tight bounding box and class label around an object instance in the image, e.g., “there is a screwdriver centered at position (20,25) with width of 50 pixels and height of 30 pixels”.

Large-scale challenges and innovations. In creating the dataset, several challenges had to be addressed. Scaling up from 19,737 images in PASCAL VOC 2010 to 1,461,406 in ILSVRC 2010 and from 20 object classes to 1000 object classes brings with it several challenges. It is no longer feasible for a small group of annotators to annotate the data as is done for other datasets (Fei-Fei et al., 2004; Criminisi, 2003; Everingham et al., 2012; Xiao et al., 2010). Instead we turn to designing novel crowdsourcing approaches for collecting large-scale annotations (Su et al., 2012; Deng et al., 2009, 2014).

Some of the 1000 object classes may not be as easy to annotate as the 20 categories of PASCAL VOC: e.g., bananas which appear in bunches may not be as easy to delineate as the basic-level categories of aeroplanes or cars. Having more than a million images makes it infeasible to annotate the locations of all objects (much less with object segmentations, human body parts, and other detailed annotations that subsets of PASCAL VOC contain). New evaluation criteria have to be defined to take into account the facts that obtaining perfect manual annotations in this setting may be infeasible.

Once the challenge dataset was collected, its scale allowed for unprecedented opportunities both in evaluation of object recognition algorithms and in developing new techniques. Novel algorithmic innovations emerge with the availability of large-scale training data. The broad spectrum of object categories motivated the need for algorithms that are even able to distinguish classes which are visually very similar. We highlight the most successful of these algorithms in this paper, and compare their performance with human-level accuracy.

Finally, the large variety of object classes in ILSVRC allows us to perform an analysis of statistical properties of objects and their impact on recognition algorithms. This type of analysis allows for a deeper understanding of object recognition, and for designing the next generation of general object recognition algorithms.

Goals. This paper has three key goals:

1. To discuss the challenges of creating this large-scale object recognition benchmark dataset,
2. To highlight the developments in object classification and detection that have resulted from this effort, and
3. To take a closer look at the current state of the field of categorical object recognition.

The paper may be of interest to researchers working on creating large-scale datasets, as well as to anybody interested in better understanding the history and the current state of large-scale object recognition.

The collected dataset and additional information about ILSVRC can be found at:

http://image-net.org/challenges/LSVRC/

1.1 Related work

We briefly discuss some prior work in constructing benchmark image datasets.

Image classification datasets. Caltech 101 (Fei-Fei et al., 2004) was among the first standardized datasets for multi-category image classification, with 101 object classes and commonly 15-30 training images per class. Caltech 256 (Griffin et al., 2007) increased the number of object classes to 256 and added images with greater scale and background variability. Another dataset TinyImages (Torralba et al., 2008) contains 80 million 32x32 low resolution images collected from the internet using synsets in WordNet (Miller, 1995) as queries. However, since this data has not been manually verified, there are many errors, making it less suitable for algorithm evaluation.

The ImageNet dataset (Deng et al., 2009) is the backbone of ILSVRC. ImageNet is an image dataset organized according to the WordNet hierarchy (Miller, 1995). Each concept in WordNet, possibly described by multiple words or word phrases, is called a “synonym set” or “synset”. ImageNet populates 21,841 synsets of WordNet with an average of 650 manually verified and full resolution images. As a result, ImageNet contains...
14,197,122 annotated images organized by the semantic hierarchy of WordNet (as of August 2014). ImageNet is larger in scale and diversity than the other image classification datasets. ILSVRC uses a subset of ImageNet images for training the algorithms and some of ImageNet’s image collection protocols for annotating additional images for testing the algorithms.

Image parsing datasets. Several datasets aim to provide richer image annotations beyond image-category labels. LabelMe (Russell et al., 2007) contains general photographs with multiple objects per image. It has bounding polygon annotations around objects, but for the most part is not completely labeled and the object names are not standardized: annotators are free to choose which objects to label and what to name each object. This makes it difficult to use LabelMe for training and evaluating algorithms. The SUN2012 (Xiao et al., 2010) dataset contains 16,873 manually cleaned up and fully annotated images suitable for object detection. The LotusHill dataset (Yao et al., 2007) contains very detailed annotations of objects in 636,748 images and video frames, but it is not available for free. Several datasets provide pixel-level segmentations: for example, MSRC dataset (Criminisi, 2004) with 591 images and 23 object classes, Stanford Background Dataset (Gould et al., 2009) with 715 images and 8 classes, and the Berkeley Segmentation dataset (Arbelaez et al., 2011) with 500 images annotated with object boundaries.

The closest to ILSVRC is the PASCAL VOC dataset (Everingham et al., 2010, 2014), which provides a standardized test bed for object detection, image classification, object segmentation, person layout, and action classification. Much of the design choices in ILSVRC have been inspired by PASCAL VOC and the similarities and differences between the datasets are discussed at length throughout the paper. ILSVRC scales up PASCAL VOC’s goal of standardized training and evaluation of recognition algorithms by more than an order of magnitude in number of object classes and images: PASCAL VOC 2012 has 20 object classes and 21,738 images compared to ILSVRC2012 with 1000 object classes and 1,431,167 annotated images.

The recently released COCO dataset (Lin et al., 2014b) contains more than 328,000 images with 2.5 million object instances manually segmented. It has fewer object categories than ILSVRC (91 in COCO versus 200 in ILSVRC object detection) but more instances per category (27K on average compared to about 1K in ILSVRC object detection). Further, it contains object segmentation annotations which are not currently available in ILSVRC. COCO is likely to become another important large-scale benchmark.

Large-scale annotation. ILSVRC makes extensive use of Amazon Mechanical Turk to obtain accurate annotations (Sorokin and Forsyth, 2008). Works such as (Welinder et al., 2010; Sheng et al., 2008; Vittayakorn and Hays, 2011) describe quality control mechanisms for this marketplace. (Vondrick et al., 2012) provides a detailed overview of crowdsourcing video annotation. A related line of work is to obtain annotations through well-designed games, e.g. (von Ahn and Dabbish, 2005). Our novel approaches to crowdsourcing accurate image annotations are in Sections 3.1.3, 3.2.1 and 3.3.3.

Standardized challenges. There are several datasets with standardized online evaluation similar to ILSVRC: the aforementioned PASCAL VOC (Everingham et al., 2012), Labeled Faces in the Wild (Huang et al., 2007) for unconstrained face recognition, Reconstruction meets Recognition (Urtasun et al., 2014) for 3D reconstruction and KITTI (Geiger et al., 2013) for computer vision in autonomous driving. These datasets along with ILSVRC help benchmark progress in different areas of computer vision.

1.2 Paper layout

We begin with a brief overview of ILSVRC challenge tasks in Section 2. Dataset collection and annotation are described at length in Section 3. Section 4 discusses the evaluation criteria of algorithms in the large-scale recognition setting. Section 5 provides an overview of the methods developed by ILSVRC participants.

Section 6 contains an in-depth analysis of ILSVRC results: Section 6.1 documents the progress of large-scale recognition over the years, Section 6.2 concludes that ILSVRC results are statistically significant, Section 6.3 thoroughly analyzes the current state of the field of object recognition, and Section 6.4 compares state-of-the-art computer vision accuracy with human accuracy. We conclude and discuss lessons learned from ILSVRC in Section 7.

2 Challenge tasks

The goal of ILSVRC is to estimate the content of photographs for the purpose of retrieval and automatic annotation. Test images are presented with no initial annotation, and algorithms have to produce labelings specifying what objects are present in the images. New test images are collected and labeled especially for this competition and are not part of the previously published ImageNet dataset (Deng et al., 2009).
ILSVRC over the years has consisted of one or more of the following tasks (years in parentheses): \(^3\)

1. **Image classification** (2010-2014): Algorithms produce a list of object categories present in the image.

2. **Single-object localization** (2011-2014): Algorithms produce a list of object categories present in the image, along with an axis-aligned bounding box indicating the position and scale of one instance of each object category.

3. **Object detection** (2013-2014): Algorithms produce a list of object categories present in the image along with an axis-aligned bounding box indicating the position and scale of every instance of each object category.

This section provides a brief overview and history of each of the three key tasks. Table 1 shows summary statistics.

### 2.1 Image classification task

Data for the image classification task consists of photographs collected from Flickr and other search engines, manually labeled with the presence of one of 1000 object categories. Each image contains one ground truth label.

For each image, algorithms produce a list of object categories present in the image. The quality of a labeling is evaluated based on the label that best matches the ground truth label for the image (see Section 4.1).

Constructing ImageNet was an effort to scale up an image classification dataset to cover most nouns in English using tens of millions of manually verified photographs (Deng et al., 2009). The image classification task of ILSVRC came as a direct extension of this effort. A subset of categories and images was chosen and fixed to provide a standardized benchmark while the rest of ImageNet continued to grow.

### 2.2 Single-object localization task

The single-object localization task, introduced in 2011, built off of the image classification task to evaluate the ability of algorithms to learn the appearance of the target object itself rather than its image context.

Data for the single-object localization task consists of the same photographs collected for the image classification task, hand labeled with the presence of one of 1000 object categories. Each image contains one ground truth label. Additionally, every instance of this category is annotated with an axis-aligned bounding box.

For each image, algorithms produce a list of object categories present in the image, along with a bounding box indicating the position and scale of one instance of each object category. The quality of a labeling is evaluated based on the object category label that best matches the ground truth label, with the additional requirement that the location of the predicted instance is also accurate (see Section 4.2).

### 2.3 Object detection task

The object detection task went a step beyond single-object localization and tackled the problem of localizing multiple object categories in the image. This task has been a part of the PASCAL VOC for many years on the scale of 20 object categories and tens of thousands of images, but scaling it up by an order of magnitude in object categories and in images proved to be very challenging from a dataset collection and annotation point of view (see Section 3.3).

Data for the detection tasks consists of new photographs collected from Flickr using scene-level queries. The images are annotated with axis-aligned bounding boxes indicating the position and scale of every instance of each target object category. The training set is additionally supplemented with (a) data from the single-
object localization task, which contains annotations for all instances of just one object category, and (b) negative images known not to contain any instance of some object categories.

For each image, algorithms produce bounding boxes indicating the position and scale of all instances of all target object categories. The quality of labeling is evaluated by recall, or number of target object instances detected, and precision, or the number of spurious detections produced by the algorithm (see Section 4.3).

3 Dataset construction at large scale

Our process of constructing large-scale object recognition image datasets consists of three key steps.

The first step is defining the set of target object categories. To do this, we select from among the existing ImageNet (Deng et al., 2009) categories. By using WordNet as a backbone (Miller, 1995), ImageNet already takes care of disambiguating word meanings and of combining together synonyms into the same object category. Since the selection of object categories needs to be done only once per challenge task, we use a combination of automatic heuristics and manual post-processing to create the list of target categories appropriate for each task. For example, for image classification we may include broader scene categories such as a type of beach, but for single-object localization and object detection we want to focus only on object categories which can be unambiguously localized in images (Sections 3.1.1 and 3.3.1).

The second step is collecting a diverse set of candidate images to represent the selected categories. We use both automatic and manual strategies on multiple search engines to do the image collection. The process is modified for the different ILSVRC tasks. For example, for object detection we focus our efforts on collecting scene-like images using generic queries such as “African safari” to find pictures likely to contain multiple animals in one scene (Section 3.2.2).

The third (and most challenging) step is annotating the millions of collected images to obtain a clean dataset. We carefully design crowdsourcing strategies targeted to each individual ILSVRC task. For example, the bounding box annotation system used for localization and detection tasks consists of three distinct parts in order to include automatic crowdsourced quality control (Section 3.2.1). Annotating images fully with all target object categories (on a reasonable budget) for object detection requires an additional hierarchical image labeling system (Section 3.3.3).

We describe the data collection and annotation procedure for each of the ILSVRC tasks in order: image classification (Section 3.1), single-object localization (Section 3.2), and object detection (Section 3.3), focusing on the three key steps for each dataset.

3.1 Image classification dataset construction

The image classification task tests the ability of an algorithm to name the objects present in the image, without necessarily localizing them.

We describe the choices we made in constructing the ILSVRC image classification dataset: selecting the target object categories from ImageNet (Section 3.1.1), collecting a diverse set of candidate images by using multiple search engines and an expanded set of queries in multiple languages (Section 3.1.2), and finally filtering the millions of collected images using the carefully designed crowdsourcing strategy of ImageNet (Deng et al., 2009) (Section 3.1.3).

3.1.1 Defining object categories for the image classification dataset

The 1000 categories used for the image classification task were selected from the ImageNet (Deng et al., 2009) categories. The 1000 synsets are selected such that there is no overlap between synsets: for any synsets i and j, i is not an ancestor of j in the WordNet hierarchy. These synsets are part of the larger ImageNet hierarchy and may have children in ImageNet; however, for ILSVRC we do not consider their child subcategories. The synset hierarchy of ILSVRC can be thought of as a “trimmed” version of the complete ImageNet hierarchy. Figure 1 visualizes the diversity of the ILSVRC2012 object categories.

The exact 1000 synsets used for the image classification and single-object localization tasks have changed over the years. There are 639 synsets which have been used in all five ILSVRC challenges so far. In the first year of the challenge synsets were selected randomly from the available ImageNet synsets at the time, followed by manual filtering to make sure the object categories were not too obscure. With the introduction of the object localization challenge in 2011 there were 321 synsets that changed: categories such as “New Zealand beach” which were inherently difficult to localize were removed, and some new categories from ImageNet containing object localization annotations were added. In ILSVRC2012, 90 synsets were replaced with categories corresponding to dog breeds to allow for evaluation of more fine-grained object classification, as shown in Figure 2. The synsets have remained consistent since year 2012. Appendix A provides the complete list of object categories used in ILSVRC2012-2014.
Fig. 1 The diversity of data in the ILSVRC image classification and single-object localization tasks. For each of the eight dimensions, we show example object categories along the range of that property. Object scale, number of instances and image clutter are computed using the metrics defined in Section 3.2.2. The other properties were computed by asking human subjects to annotate each of the 1000 object categories (Russakovsky et al., 2013).

Fig. 2 The ILSVRC dataset contains many more fine-grained classes compared to the standard PASCAL VOC benchmark; for example, instead of the PASCAL “dog” category there are 120 different breeds of dogs in ILSVRC2012-2014 classification and single-object localization tasks.

3.1.2 Collecting candidate images for the image classification dataset

Image collection for ILSVRC classification task is the same as the strategy employed for constructing ImageNet (Deng et al., 2009). Training images are taken directly from ImageNet. Additional images are collected for the ILSVRC using this strategy and randomly partitioned into the validation and test sets.

We briefly summarize the process; (Deng et al., 2009) contains further details. Candidate images are collected from the Internet by querying several image search engines. For each synset, the queries are the set of WordNet synonyms. Search engines typically limit the number of retrievable images (on the order of a few hundred to a thousand). To obtain as many images as possible, we expand the query set by appending the queries with the word from parent synsets, if the same word appears in the gloss of the target synset. For example, when querying “whippet”, according to WordNet’s glossary a “small slender dog of greyhound type developed in England”, we also use “whippet dog” and “whippet greyhound.” To further enlarge and diversify the candidate pool, we translate the queries into other languages, including Chinese, Spanish, Dutch and Italian. We obtain accurate translations using WordNets in those languages.

3.1.3 Image classification dataset annotation

Annotating images with corresponding object classes follows the strategy employed by ImageNet (Deng et al., 2009). We summarize it briefly here.

To collect a highly accurate dataset, we rely on humans to verify each candidate image collected in the previous step for a given synset. This is achieved by using Amazon Mechanical Turk (AMT), an online platform on which one can put up tasks for users for a monetary reward. With a global user base, AMT is particularly suitable for large scale labeling. In each of our labeling tasks, we present the users with a set of candidate images and the definition of the target synset (including a link to Wikipedia). We then ask the users to verify whether each image contains objects of the synset. We encourage users to select images regardless of occlusions, number of objects and clutter in the scene to ensure diversity.

While users are instructed to make accurate judgment, we need to set up a quality control system to ensure this accuracy. There are two issues to consider.
First, human users make mistakes and not all users follow the instructions. Second, users do not always agree with each other, especially for more subtle or confusing synsets, typically at the deeper levels of the tree. The solution to these issues is to have multiple users independently label the same image. An image is considered positive only if it gets a convincing majority of the votes. We observe, however, that different categories require different levels of consensus among users. For example, while five users might be necessary for obtaining a good consensus on Burmese cat images, a much smaller number is needed for cat images. We develop a simple algorithm to dynamically determine the number of agreements needed for different categories of images. For each synset, we first randomly sample an initial subset of images. At least 10 users are asked to vote on each of these images. We then obtain a confidence score table, indicating the probability of an image being a good image given the consensus among user votes. For each of the remaining candidate images in this synset, we proceed with the AMT user labeling until a predetermined confidence score threshold is reached.

Empirical evaluation. Evaluation of the accuracy of the large-scale crowdsourced image annotation system was done on the entire ImageNet (Deng et al., 2009). A total of 80 synsets were randomly sampled at every tree depth of the mammal and vehicle subtrees. An independent group of subjects verified the correctness of each of the images. An average of 99.7% precision is achieved across the synsets. We expect similar accuracy on ILSVRC image classification dataset since the image annotation pipeline has remained the same. To verify, we manually checked 1500 ILSVRC2012-2014 image classification test set images (the test set has remained unchanged in these three years). We found 5 annotation errors, corresponding as expected to 99.7% precision.

3.1.4 Image classification dataset statistics

Using the image collection and annotation procedure described in previous sections, we collected a large-scale dataset used for ILSVRC classification task. There are 1000 object classes and approximately 1.2 million training images, 50 thousand validation images and 100 thousand test images. Table 2 (top) documents the size of the dataset over the years of the challenge.

3.2 Single-object localization dataset construction

The single-object localization task evaluates the ability of an algorithm to localize at least one instance of an object category. It was introduced as a taster task in ILSVRC 2011, and became an official part of ILSVRC in 2012.

The key challenge was developing a scalable crowdsourcing method for object bounding box annotation. Our three-step self-verifying pipeline is described in Section 3.2.1. Having the dataset collected, we perform detailed analysis in Section 3.2.2 to ensure that the dataset is sufficiently varied to be suitable for evaluation of object localization algorithms.

Object classes and candidate images. The object classes for single-object localization task are the same as the object classes for image classification task described above in Section 3.1. The training images for localization task are a subset of the training images used for image classification task, and the validation and test images are the same between both tasks.

Recall that for the image classification task every image was annotated with one object class label, corresponding to one object that is present in an image. For the single-object localization task, every validation and test image and a subset of the training images were annotated with axis-aligned bounding boxes around every instance of this object.

3.2.1 Bounding box object annotation system

We summarize the crowdsourced bounding box annotation system described in detail in Su et al., 2012. The goal is to build a system that is fully automated, highly accurate, and cost-effective. Given a collection of images where the object of interest has been verified to exist, for each image the system collects a tight bounding box for every instance of the object.

There are two requirements:

- **Quality** Each bounding box needs to be tight, i.e. the smallest among all bounding boxes that contain the object. This would greatly facilitate the learning algorithms for the object detector by giving better alignment of the object instances;

- **Coverage** Every object instance needs to have a bounding box. This is important for training localization algorithms because it tells the learning algorithms with certainty what is not the object.

The core challenge of building such a system is effectively controlling the data quality with minimal cost. Our key observation is that drawing a bounding box is significantly more difficult and time consuming than giving answers to multiple choice questions. Thus quality control through additional verification tasks is more cost-effective than consensus-based algorithms. This leads to the following workflow with simple basic subtasks:
### Image classification annotations (1000 object classes)

| Year    | Train images (per class) | Val images (per class) | Test images (per class) |
|---------|--------------------------|------------------------|-------------------------|
| ILSVRC2010 | 1,261,406 (668-3047)   | 50,000 (50)           | 150,000 (150)          |
| ILSVRC2011 | 1,229,413 (384-1300)   | 50,000 (50)           | 100,000 (100)          |
| ILSVRC2012-14 | 1,281,167 (732-1300) | 50,000 (50)           | 100,000 (100)          |

### Additional annotations for single-object localization (1000 object classes)

| Year    | Train images with bbox annotations (per class) | Train bboxes annotated (per class) | Val images with bbox annotations (per class) | Val bboxes annotated (per class) | Test images with bbox annotations |
|---------|-----------------------------------------------|-----------------------------------|---------------------------------------------|--------------------------------|---------------------------------|
| ILSVRC2011 | 345,825 (104-1290)     | 344,233 (114-1502)                | 50,000 (50)                                | 55,388 (50-118)                | 100,000                         |
| ILSVRC2012-14 | 523,966 (91-1268)     | 593,173 (92-1418)                | 50,000 (50)                                | 64,058 (50-189)                | 100,000                         |

Table 2 Scale of ILSVRC image classification task (top) and single-object localization task (bottom). The numbers in parentheses correspond to (minimum per class - maximum per class). The 1000 classes change from year to year but are consistent between image classification and single-object localization tasks in the same year. All images from the image classification task may be used for single-object localization.

1. **Drawing** A worker draws one bounding box around one instance of an object on the given image.
2. **Quality verification** A second worker checks if the bounding box is correctly drawn.
3. **Coverage verification** A third worker checks if all object instances have bounding boxes.

The sub-tasks are designed following two principles. First, the tasks are made as simple as possible. For example, instead of asking the worker to draw all bounding boxes on the same image, we ask the worker to draw only one. This reduces the complexity of the task. Second, each task has a fixed and predictable amount of work. For example, assuming that the input images are clean (object presence is correctly verified) and the coverage verification tasks give correct results, the amount of work of the drawing task is always that of providing exactly one bounding box.

Quality control on Tasks 2 and 3 is implemented by embedding “gold standard” images where the correct answer is known. Worker training for each of these subtasks is described in detail in (Su et al., 2012).

**Empirical evaluation.** The system is evaluated on 10 categories with ImageNet (Deng et al., 2009): balloon, bear, bed, bench, beach, bird, bookshelf, basketball hoop, bottle, and people. A subset of 200 images are randomly sampled from each category. On the image level, our evaluation shows that 97.9% images are completely covered with bounding boxes. For the remaining 2.1%, some bounding boxes are missing. However, these are all difficult cases: the size is too small, the boundary is blurry, or there is strong shadow.

On the bounding box level, 99.2% of all bounding boxes are accurate (the bounding boxes are visibly tight). The remaining 0.8% are somewhat off. No bounding boxes are found to have less than 50% intersection over union overlap with ground truth.

Additional evaluation of the overall cost and an analysis of quality control can be found in (Su et al., 2012).

#### 3.2.2 Single-object localization dataset statistics

Using the annotation procedure described above, we collect a large set of bounding box annotations for the ILSVRC single-object classification task. All 50 thousand images in the validation set and 100 thousand images in the test set are annotated with bounding boxes around all instances of the ground truth object class (one object class per image). In addition, in ILSVRC 2011 25% of training images are annotated with bounding boxes the same way, yielding more than 30 thousand annotated images with more than 340 thousand annotated object instances. In ILSVRC2012 40% of training images are annotated, yielding more than 520 thousand annotated images with more than 590 thousand annotated object instances.

Table 3 (bottom) documents the size of this dataset.

In addition to the size of the dataset, we also analyze the level of difficulty of object localization in these images compared to the PASCAL VOC benchmark. We compute statistics on the ILSVRC2012 single-object localization validation set images compared to PASCAL VOC 2012 validation images.

Real-world scenes are likely to contain multiple instances of some objects, and nearby object instances are particularly difficult to delineate. The average object category in ILSVRC has 1.61 target object instances on average per positive image, with each instance having on average 0.47 neighbors (adjacent instances of the same object category). This is comparable to 1.69 instances per positive image and 0.52 neighbors per instance for an average object class in PASCAL.

As described in (Hoiem et al., 2012), smaller objects tend to be significantly more difficult to local-
ize. In the average object category in PASCAL the object occupies 24.1% of the image area, and in ILSVRC 35.8%. However, PASCAL has only 20 object categories while ILSVRC has 1000. The 537 object categories of ILSVRC with the smallest objects on average occupy the same fraction of the image as PASCAL objects: 24.1%. Thus even though on average the object instances tend to be bigger in ILSVRC images, there are more than 25 times more object categories than in PASCAL VOC with the same average object scale.

Appendix B and (Russakovsky et al., 2013) have additional comparisons.

3.3 Object detection dataset construction

The ILSVRC task of object detection evaluates the ability of an algorithm to name and localize all instances of all target objects present in an image. It is much more challenging than object localization because some object instances may be small/occluded/difficult to accurately localize, and the algorithm is expected to locate them all, not just the one it finds easiest.

There are three key challenges in collecting the object detection dataset. The first challenge is selecting the set of common objects which tend to appear in cluttered photographs and are well-suited for benchmarking object detection performance. Our approach relies on statistics of the object localization dataset and the tradition of the PASCAL VOC challenge (Section 3.3.1).

The second challenge is obtaining a much more varied set of scene images than those used for the image classification and single-object localization datasets. Section 3.3.2 describes the procedure for utilizing as much data from the single-object localization dataset as possible and supplementing it with Flickr images queried using hundreds of manually designed high-level queries.

The third, and biggest, challenge is completely annotating this dataset with all the objects. This is done in two parts. Section 3.3.3 describes the first part: our hierarchical strategy for obtaining the list of all target objects which occur within every image. This is necessary since annotating in a straightforward way by creating a task for every (image, object class) pair is no longer feasible at this scale. Appendix D describes the second part: annotating the bounding boxes around these objects, using the single-object localization bounding box annotation pipeline of Section 3.2.1 along with extra verification to ensure that every instance of the object is annotated with exactly one bounding box.

| PASCAL VOC (20 classes) | Closest ILSVRC-DET class (200 classes total) |
|------------------------|---------------------------------------------|
| aeroplane              | airplane                                    |
| bicycle                | bicycle                                     |
| bird                   | bird                                        |
| boat                   | watercraft                                  |
| bottle                 | wine bottle (or water bottle)               |
| bus                    | bus                                         |
| car                    | car                                         |
| cat                    | domestic cat                                |
| chair                  | chair                                       |
| cow                    | cattle                                      |
| dining table           | table                                       |
| dog                    | dog                                         |
| horse                  | horse                                       |
| motorbike              | motorcycle                                  |
| person                 | person                                      |
| potted plant           | flower pot                                  |
| sheep                  | sheep                                       |
| sofa                   | sofa                                        |
| train                  | train                                       |
| tv/monitor             | tv or monitor                               |

Table 3 Correspondences between the object classes in the PASCAL VOC and the ILSVRC detection task.

3.3.1 Defining object categories for the object detection dataset

There are 200 object classes hand-selected for the detection task, corresponding to a synset within ImageNet. These were chosen to be mostly basic-level object categories that would be easy for people to identify and label. The rationale is that the object detection system developed for this task can later be combined with a fine-grained classification model to further classify the objects if a finer subdivision is desired. As with the 1000 classification classes, the synsets are selected such that there is no overlap between synsets: for any synsets i and j, i is not an ancestor of j in the WordNet hierarchy.

The selection of the 200 object detection classes in 2013 was guided by the ILSVRC 2012 classification and localization dataset. Starting with 1000 object classes and their bounding box annotations we first eliminated all object classes which tended to be too “big” in the image (on average the object area was greater than 50% of the image area). These were classes such as T-shirt, spiderweb, or manhole cover. We then manually eliminated all classes which we did not feel were well-suited for detection, such as hay, barbershop, or poncho. This left 494 object classes which were merged into basic-level categories: for example, different species

---

5 Some of the training objects are actually annotated with more detailed classes: for example, one of the 200 object classes is the category “dog,” and some training instances are annotated with the specific dog breed.
of birds were merged into just the “bird” class. The classes remained the same in ILSVRC2014. Appendix C contains the complete list of object categories used in ILSVRC2013-2014 (in the context of the hierarchy described in Section 3.3.3).

Staying mindful of the tradition of the PASCAL VOC dataset we also tried to ensure that the set of 200 classes contains as many of the 20 PASCAL VOC classes as possible. Table 3 shows the correspondences. The changes that were done were to ensure more accurate and consistent crowdsourced annotations. The object class with the weakest correspondence is “potted plant” in PASCAL VOC, corresponding to “flower pot” in ILSVRC. “Potted plant” was one of the most challenging object classes to annotate consistently among the PASCAL VOC classes, and in order to obtain accurate annotations using crowdsourcing we had to restrict the definition to a more concrete object.

3.3.2 Collecting images for the object detection dataset

Many images for the detection task were collected differently than the images in ImageNet and the classification and single-object localization tasks. Figure 3 summarizes the types of images that were collected. Ideally all of these images would be scene images fully annotated with all target categories. However, given budget constraints our goal was to provide as much suitable detection data as possible, even if the images were drawn from a few different sources and distributions.

The validation and test detection set images come from two sources (percent of images from each source in parentheses). The first source (77%) is images from ILSVRC2012 single-object localization validation and test sets corresponding to the 200 detection classes (or their children in the ImageNet hierarchy). Images where the target object occupied more than 50% of the image area were discarded, since they were unlikely to contain other objects of interest. The second source (23%) is images from Flickr collected specifically for detection task. We queried Flickr using a large set of manually defined queries, such as “kitchenette” or “Australian zoo” to retrieve images of scenes likely to contain several objects of interest. We also added pairwise queries, or queries with two target object names such as “tiger lion,” which also often returned cluttered scenes.

Figure 4 shows a random set of both types of validation images. Images were randomly split, with 33% going into the validation set and 67% into the test set. The training set for the detection task comes from three sources of images (percent of images from each source in parentheses). The first source (63%) is all training images from ILSVRC2012 single-object localization task corresponding to the 200 detection classes (or their children in the ImageNet hierarchy). We did not filter by object size, allowing teams to take advantage of all the positive examples available. The second source (24%) is negative images which were part of the original ImageNet collection process but voted as negative: for example, some of the images were collected from Flickr and search engines for the ImageNet synset “animals” but during the manual verification step did not contain any of the object categories.

6 The validation/test split is consistent with ILSVRC2012: validation images of ILSVRC2012 remained in the validation set of ILSVRC2013, and ILSVRC2012 test images remained in ILSVRC2013 test set.
Multi-label annotation becomes much more efficient when considering real-world structure of data: correlation between labels, hierarchical organization of concepts, and sparsity of labels.

not collect enough votes to be considered as containing an "animal." These images were manually re-verified for the detection task to ensure that they did not in fact contain the target objects. The third source (13%) is images collected from Flickr specifically for the detection task. These images were added for ILSVRC2014 following the same protocol as the second type of images in the validation and test set. This was done to bring the training and testing distributions closer together.

3.3.3 Complete image-object annotation for the object detection dataset

The key challenge in annotating images for the object detection task is that all objects in all images need to be labeled. Suppose there are N inputs (images) which need to be annotated with the presence or absence of K labels (objects). A naive approach would query humans for each combination of input and label, requiring $N \times K$ queries. However, N and K can be very large and the cost of this exhaustive approach quickly becomes prohibitive. For example, annotating 60,000 validation and test images with the presence or absence of 200 object classes for the detection task naively would take 80 times more effort than annotating 150,000 validation and test images with 1 object each for the classification task – and this is not even counting the additional cost of collecting bounding box annotations around each object instance. This quickly becomes infeasible.

In [Deng et al., 2014] we study strategies for scalable multilabel annotation, or for efficiently acquiring multiple labels from humans for a collection of items. We exploit three key observations for labels in real-world applications (illustrated in Figure 5):

1. **Correlation.** Subsets of labels are often highly correlated. Objects such as a computer keyboard, mouse and monitor frequently co-occur in images. Similarly, some labels tend to all be absent at the same time. For example, all objects that require electricity are usually absent in pictures taken outdoors. This suggests that we could potentially fill in the values of multiple labels by grouping them into only one query for humans. Instead of checking if dog, cat, rabbit etc. are present in the photo, we just check about the "animal" group. If the answer is no, then this implies a no for all categories in the group.

2. **Hierarchy.** The above example of grouping dog, cat, rabbit etc. into animal has implicitly assumed that labels can be grouped together and humans can efficiently answer queries about the group as a whole. This brings up our second key observation: humans organize semantic concepts into hierarchies and are able to efficiently categorize at higher semantic levels ([Thorpe et al., 1996]), e.g. humans can determine the presence of an animal in an image as fast as every type of animal individually. This leads to substantial cost savings.

3. **Sparsity.** The values of labels for each image tend to be sparse, i.e. an image is unlikely to contain more than a dozen types of objects, a small fraction of the hundreds of object categories. This enables rapid elimination of many objects by quickly filling in no. With a high degree of sparsity, an efficient algorithm can have a cost which grows logarithmically with the number of objects instead of linearly.

We propose algorithmic strategies that exploit the above intuitions. The key is to select a sequence of queries for humans such that we achieve the same labeling results with only a fraction of the cost of the naive approach. The main challenges include how to measure cost and utility of queries, how to construct good queries, and how to dynamically order them. A detailed description of the generic algorithm, along with theoretical analysis and empirical evaluation, is presented in [Deng et al., 2014].

**Application of the generic multi-class labeling algorithm to our setting.** The generic algorithm automatically selects the most informative queries to ask based on object label statistics learned from the training set. In our case of 200 object classes, since obtaining the training set was by itself challenging we chose to design the queries by hand. We created a hierarchy of queries of the type “is there a... in the image?” For example, one of the high-level questions was “is there an animal in the image?” We ask the crowd workers this question about every image we want to label. The children of the “animal” question would correspond to specific examples of animals: for example, “is there a mammal in
Prior to ILSVRC, the object detection benchmark was the PASCAL VOC challenge (Everingham et al., 2010). ILSVRC has 10 times more object classes than PASCAL VOC (200 vs 20), 10.6 times more fully annotated training images (60,658 vs 5,717), 35.2 times more training objects (478,807 vs 13,609), 3.5 times more validation images (20,121 vs 5823) and 3.5 times more validation objects (55,501 vs 15,787). ILSVRC has 2.8 times more validation objects (55,501 vs 15,787). ILSVRC has 2.8

### 3.3.4 Object detection dataset statistics

Using the procedure described above, we collect a large-scale dataset for ILSVRC object detection task. There are 200 object classes and approximately 450K training images, 20K validation images and 40K test images. Table 4 documents the size of the dataset over the years of the challenge. The major change between ILSVRC2013 and ILSVRC2014 was the addition of 60,658 fully annotated training images.

Prior to ILSVRC, the object detection benchmark was the PASCAL VOC challenge (Everingham et al., 2010). ILSVRC has 10 times more object classes than PASCAL VOC (200 vs 20), 10.6 times more fully annotated training images (60,658 vs 5,717), 35.2 times more

### 4 Evaluation at large scale

Once the dataset has been collected, we need to define a standardized evaluation procedure for algorithms. Some measures have already been established by datasets such as the Caltech 101 (Fei-Fei et al., 2004) for image classification and PASCAL VOC (Everingham et al., 2012) for both image classification and object detection. To adapt these procedures to the large-scale setting we had to address three key challenges. First, for the image classification and single-object localization tasks only one object category could be labeled in each image due to the scale of the dataset. This created potential ambiguity during evaluation (addressed in Section 4.1). Second, evaluating localization of object instances is inher-
Table 4 Scale of ILSVRC object detection task. Numbers in parentheses correspond to (minimum per class - median per class - maximum per class).

| Year     | Train images (per class) | Val images (per class) | Test images |
|----------|--------------------------|------------------------|-------------|
| ILSVRC2013 | 395909 (417-561-66911 pos, 185-4130-10073 neg) | 21121 (23-58-5791 pos, rest neg) | 55501 (31-111-12824) |
| ILSVRC2014 | 456567 (461-823-67513 pos, 42945-64814-70026 neg) | 478807 (502-1008-74517) | 55501 (31-111-12824) |

4.1 Image classification

The scale of ILSVRC classification task (1000 categories and more than a million of images) makes it very expensive to label every instance of every object in every image. Therefore, on this dataset only one object category is labeled in each image. This creates ambiguity in evaluation. For example, an image might be labeled as a “strawberry” but contain both a strawberry and an apple. Then an algorithm would not know which one of the two objects to name. For the image classification task we allowed an algorithm to identify multiple (up to 5) objects in an image and not be penalized as long as one of the objects indeed corresponded to the ground truth label. Figure 7 (top row) shows some examples.

Concretely, each image $i$ has a single class label $C_i$. An algorithm is allowed to return up to 5 labels $c_{i1},...,c_{i5}$, and is considered correct if $c_{ij} = C_i$ for some $j$. Figure 7 (top) shows some examples.

Let the error of a prediction $d_{ij} = d(c_{ij}, C_i)$ be 1 if $c_{ij} \neq C_i$ and 0 otherwise. The error of an algorithm is the fraction of test images on which the algorithm makes a mistake:

$$error = \frac{1}{N} \sum_{i=1}^{N} \min_{j} d_{ij}$$

We used two additional measures of error. First, we evaluated top-1 error. In this case algorithms were penalized if their highest-confidence output label $c_{i1}$ did not match ground truth class $C_i$. Second, we evaluated hierarchical error. The intuition is that confusing two nearby classes (such as two different breeds of dogs) is not as harmful as confusing a dog for a container ship. For the hierarchical criteria, the cost of one misclassification, $d(c_{ij}, C_i)$, is defined as the height of the lowest common ancestor of $c_{ij}$ and $C_i$ in the ImageNet hierarchy. The height of a node is the length of the longest path to a leaf node (leaf nodes have height zero).

However, in practice we found that all three measures of error (top-5, top-1, and hierarchical) produced the same ordering of results. Thus, since ILSVRC2012 we have been exclusively using the top-5 metric which is the simplest and most suitable to the dataset.

4.2 Single-object localization

The evaluation for single-object localization is similar to object classification, again using a top-5 criteria to allow the algorithm to return unannotated object classes without penalty. However, now the algorithm is considered correct only if it both correctly identifies the target class $C_i$ and accurately localizes one of its instances. Figure 7 (middle row) shows some examples.
Concretely, an image is associated with object class \( C_i \), with all instances of this object class annotated with bounding boxes \( B_{ik} \). An algorithm returns \( \{(c_{ij}, b_{ij})\}_{j=1}^{5} \) of class labels \( c_{ij} \) and associated locations \( b_{ij} \). The error of a prediction \( j \) is

\[
d_{ij} = \max(d(c_{ij}, C_i), \min_k d(b_{ij}, B_{ik}))
\]

(2)

Here \( d(b_{ij}, B_{ik}) \) is the error of localization, defined as 0 if the area of intersection of boxes \( b_{ij} \) and \( B_{ik} \) divided by the areas of their union is greater than 0.5, and 1 otherwise. \( \text{Everingham et al., 2010} \) The error of an algorithm is computed as in Eq. 4.

Evaluating localization is inherently difficult in some images. Consider a picture of a bunch of bananas or a carton of apples. It is easy to classify these images as containing bananas or apples, and even possible to localize a few instances of each fruit. However, in order for evaluation to be accurate every instance of banana or apple needs to be annotated, and that may be impossible. To handle the images where localizing individual object instances is inherently ambiguous we manually discarded 3.5% of images since ILSVRC2012. Some examples of discarded images are shown in Figure 8.

4.3 Object detection

The criteria for object detection was adopted from PASCAL VOC \( \text{Everingham et al., 2010} \). It is designed to penalize the algorithm for missing object instances, for duplicate detections of one instance, and for false positive detections. Figure 4(bottom row) shows examples.

For each object class and each image \( I_i \), an algorithm returns predicted detections \( (b_{ij}, s_{ij}) \) of predicted locations \( b_{ij} \) with confidence scores \( s_{ij} \). These detections are greedily matched to the ground truth boxes \( \{B_{ik}\} \) using Algorithm 2. For every detection \( j \) on image \( i \) the algorithm returns \( z_{ij} = 1 \) if the detection is matched to a ground truth box according to the threshold criteria, and 0 otherwise. For a given object class, let \( N \) be the total number of ground truth instances across all images. Given a threshold \( t \), define recall as the fraction of the \( N \) objects detected by the algorithm, and precision as the fraction of correct detections out of the total detections returned by the algorithm. Concretely,

\[
\text{Recall}(t) = \frac{\sum_{ij} [s_{ij} \geq t]z_{ij}}{N}
\]

(3)

\[
\text{Precision}(t) = \frac{\sum_{ij} [s_{ij} \geq t]z_{ij}}{\sum_{ij} [s_{ij} \geq t]}
\]

(4)

The final metric for evaluating an algorithm on a given object class is average precision over the different levels of recall achieved by varying the threshold \( t \). The winner of each object class is then the team with the highest average precision, and then winner of the challenge is the team that wins on the most object classes.

**Difference with PASCAL VOC.** Evaluating localization of object instances which occupy very few pixels in the image is challenging. The PASCAL VOC approach was to label such instances as “difficult” and ignore them during evaluation. However, since ILSVRC contains a more diverse set of object classes including, for example, “nail” and “ping pong ball” which have many very small instances, it is important to include even very small object instances in evaluation.

In Algorithm 2, a predicted bounding box \( b \) is considered to have properly localized by a ground truth bounding box \( B \) if \( \text{IOU}(b, B) \geq \text{thr}(B) \). The PASCAL VOC metric uses the threshold \( \text{thr}(B) = 0.5 \). However,

\[\text{In this paper we focus on the mean average precision across all categories as the measure of a team’s performance. This is done for simplicity and is justified since the ordering of teams by mean average precision was always the same as the ordering by object categories won.}\]
for small objects even deviations of a few pixels would be unacceptable according to this threshold. For example, consider an object $B$ of size $10 \times 10$ pixels, with a detection window of $20 \times 20$ pixels which fully contains that object. This would be an error of approximately 5 pixels on each dimension, which is average human annotation error. However, the IOU in this case would be 100/400 = 0.25, far below the threshold of 0.5. Thus for smaller objects we loosen the threshold in ILSVRC to allow for the annotation to extend up to 5 pixels on average in each direction around the object. Concretely, if the ground truth box $B$ is of dimensions $w \times h$ then

$$\text{thr}(B) = \min \left(0.5, \frac{wh}{(w+10)(h+10)}\right)$$  \hspace{1cm} (5)$$

In practice, this changes the threshold only on objects which are smaller than approximately $25 \times 25$ pixels, and affects 5.5% of objects in the detection validation set.

**Practical consideration.** One additional practical consideration for ILSVRC detection evaluation is subtle and comes directly as a results of the scale of ILSVRC. In PASCAL, algorithms would often return many detections per class on the test set, including ones with low confidence scores. This allowed the algorithms to reach the level of high recall at least in the realm of very low precision. On ILSVRC detection test set if an algorithm returns 10 bounding boxes per object per image this would result in $10 \times 200 \times 40K = 80M$ detections. Each detection contains an image index, a class index, 4 bounding box coordinates, and the confidence score, so it takes on the order of 28 bytes. The full set of detections would then require 2.24Gb to store and submit to the evaluation server, which is impractical. This means that algorithms are implicitly required to limit their predictions to only the most confident locations.

5 Methods

The ILSVRC dataset and the competition has allowed significant algorithmic advances in large-scale image recognition and retrieval.

5.1 Challenge entries

This section is organized chronologically, highlighting the particularly innovative and successful methods which participated in the ILSVRC each year. Tables 5, 6 and 7 list all the participating teams. We see a turning point in 2012 with the development of large-scale convolutional neural networks.

**ILSVRC2010.** The first year the challenge consisted of just the classification task. The winning entry from NEC team (Lin et al., 2011) used SIFT (Lowe, 2004) and LBP (Ahonen et al., 2006) features with two non-linear coding representations (Zhou et al., 2010) Wang et al., 2010 and a stochastic SVM. The honorable mention XRCE team (Perronnin et al., 2010) used an improved Fisher vector representation (Perronnin and Dance, 2007) along with PCA dimensionality reduction and data compression followed by a linear SVM. Fisher vector-based methods have evolved over five years of the challenge and continued performing strongly in every ILSVRC from 2010 to 2014.

**ILSVRC2011.** The winning classification entry in 2011 was the 2010 runner-up team XRCE, applying high-dimensional image signatures (Perronnin et al., 2010) with compression using product quantization (Sanchez and Perronnin, 2011) and one-vs-all linear SVMs. The single-object localization competition was held for the first time that year, with two brave entries. The winner was the UvA team using a selective search approach to generate class-independent object hypothesis regions (van de Sande et al., 2011b), followed by dense sampling and vector quantization of several color SIFT features (van de Sande et al., 2010), pooling with spatial pyramid matching (Lazebnik et al., 2006), and classifying with a histogram intersection kernel SVM (Maji and Malik, 2009) trained on a GPU (van de Sande et al., 2011a).

**ILSVRC2012.** This was a turning point for large-scale object recognition, when large-scale deep neural networks entered the scene. The undisputed winner of both the classification and localization tasks in 2012 was the SuperVision team. They trained a large, deep convolutional neural network on RGB values, with 60 million parameters using an efficient GPU implementation and a novel hidden-unit dropout trick (Krizhevsky et al., 2012) Hinton et al., 2012. The second place in image classification went to the ISI team, which used Fisher vectors (Sanchez and Perronnin, 2011) and a streamlined version of Graphical Gaussian Vectors (Harada and Kuniyoshi, 2012), along with linear classifiers using Passive-Aggressive (PA) algorithm (Crammer et al., 2006). The second place in single-object localization went to the VGG, with an image classification system including dense SIFT features and color statistics (Lowe, 2004), a Fisher vector representation (Sanchez and Perronnin, 2011), and a linear SVM classifier, plus additional insights from (Arandjelovic and Zisserman, 2012) Sanchez et al., 2012. Both ISI and VGG used
ILSVRC2013. There were 24 teams participating in the ILSVRC2013 competition, compared to 21 in the previous three years combined. Following the success of the deep learning-based method in 2012, the vast majority of entries in 2013 used deep convolutional neural networks in their submission. The winner of the classification task was Clarifai, with several large deep convolutional networks averaged together. The network architectures were chosen using the visualization technique of Zeiler and Fergus [2013], and they were trained on the GPU following Zeiler et al. [2011] using the dropout technique Krizhevsky et al. [2012].

The winning single-object localization OverFeat submission was based on an integrated framework for using convolutional networks for classification, localization and detection with a multiscale sliding window approach Sermanet et al. [2013]. They were the only team tackling all three tasks.

The winner of object detection task was UvA team, which utilized a new way of efficient encoding van de Sande et al. [2014] of densely sampled color descriptors van de Sande et al. [2010] pooled using a multilevel spatial pyramid in a selective search framework Uijlings et al. [2013]. The detection results were rescored using a full-image convolutional network classifier.

ILSVRC2014. 2014 attracted the most submissions, with 36 teams submitting 123 entries compared to just 24 teams in 2013 – a 1.5x increase in participation. As in 2013 almost all teams used convolutional neural networks as the basis for their submission. Significant progress has been made in just one year: image classification error was almost halved since ILSVRC2013 and object detection mean average precision almost doubled compared to ILSVRC2013. Please refer to Section 6.1 for details.

In 2014 teams were allowed to use outside data for training their models in the competition, so there were six tracks: provided and outside data tracks in each of image classification, single-object localization, and object detection tasks.

The winning image classification with provided data team was GoogLeNet, which explored an improved convolutional neural network architecture combining the multi-scale idea with intuitions gained from the Hebbian principle. Additional dimension reduction layers allowed them to increase both the depth and the width of the network significantly without incurring significant computational overhead. In the image classification with external data track, CASIAWS won by using weakly supervised object localization from only classification labels to improve image classification. MCG region proposals Arbeláez et al. [2014] pretrained on PASCAL VOC 2012 data are used to extract region proposals, regions are represented using convolutional networks, and a multiple instance learning strategy is used to learn weakly supervised object detectors to represent the image.

In the single-object localization with provided data track, the winning team was VGG, which explored the effect of convolutional neural network depth on its accuracy by using three different architectures with up to 19 weight layers with rectified linear unit non-linearity, building off of the implementation of Caffe Jia [2013]. For localization they used per-class bounding box regression similar to OverFeat Sermanet et al. [2013]. In the single-object localization with external data track, Adobe used 2000 additional ImageNet classes to train the classifiers in an integrated convolutional neural network framework for both classification and localization, with bounding box regression. At test time they used k-means to find bounding box clusters and rank the clusters according to the classification scores.

In the object detection with provided data track, the winning team NUS used the RCNN framework Girshick et al. [2013] with the network-in-network method Lin et al. [2014a] incorporating improvements of Howard [2014]. Global context information was incorporated following Chen et al. [2014]. In the object detection with external data track, the winning team was GoogLeNet (which also won image classification with provided data). It is truly remarkable that the same team was able to win at both image classification and object detection, indicating that their methods are able to not only classify the image based on scene information but also accurately localize multiple object instances. Just like almost all teams participating in this track, GoogLeNet used the image classification dataset as extra training data.

5.2 Large scale paradigm shift

ILSVRC over the past five years has paved the way for several major paradigm shifts in computer vision.

Table 7 omits 4 teams which submitted results but chose not to officially participate in the challenge.
Table 5 Teams participating in ILSVRC2010-2012, ordered alphabetically. Each method is identified with a codename used in the text. We report flat top-5 classification and single-object localization error, in percents (lower is better). For teams which submitted multiple entries we report the best score. In 2012, SuperVision also submitted entries trained with the extra data from the ImageNet Fall 2011 release, and obtained 15.3% classification error and 33.5% localization error. Key references are provided where available. More details about the winning entries can be found in Section 5.1.
| Codename    | CLS | LOC | DET | Institutions                                                                 | Contributors and references |
|-------------|-----|-----|-----|-------------------------------------------------------------------------------|------------------------------|
| Adobe       | 15.2| -   | -   | Adobe¹, University of Illinois at Urbana-Champaign¹                           | Hailin Jin², Zhe Liu³, Jianchao Yang¹, Tom Paine¹ |
| Adobe       | 13.6| -   | -   | Andrew Howard Consulting                                                     | Andrew Howard                |
| BUPT        | 25.2| -   | -   | Beijing University of Posts and Telecommunications¹, Orange Labs International Center Beijing¹ | Chong Huang¹, Yunlong Biao¹, Hongliang Bai¹, Bo Liu¹, Jianchao Peng¹, Yuan Dong¹ |
| Clarifai    | 11.7| -   | -   | Clarifai                                                                     | Matthew Zeiler               |
| CogVision   | 16.1| -   | -   | Microsoft Research¹, Harbin Institute of Technology¹                         | Kuiyuan Yang¹, Yang Bai¹, Yong Rui¹ |
| decaf       | 19.2| -   | -   | University of California Berkeley                                            | Yangning Xu, Jeff Donahue, Trevor Darrell |
| Deep Punx   | 20.9| -   | -   | Saint Petersburg State University                                            | Eugene Smirnov, Denis Turoshenko, Alexey Kurdyukov |
| Delta       | 6.1 | -   | -   | National Tsing Hua University                                                 |                             |
| IBM         | 20.7| -   | -   | University of Illinois at Urbana-Champaign¹, IBM Watson Research Center², IBM Haifa Research Center² | Zhicheng Yan², Liliang Liu¹, John R Smith¹, Noël Codelia³, Michele Merler², Sharath Pankanti¹, Sharon Alpert¹, Yochai Tsur² |
| MHL         | 24.4| -   | -   | University Of Tokyo                                                          | Masatoshi Itohka, Chie Komada, Yuka Kikuta, Natsuyoshi Furukawa, Tatsuya Harada |
| Minerva     | 21.7| -   | -   | Peking University¹, Microsoft Research¹, Shanghai Jiao Tong University², XiDian University³, Harbin Institute of Technology³ | Tianjian Xiao¹, Minjie Wang², Yuxing Liu², Yalong Bai¹, Yang Zhang¹, Kuiyuan Yang¹, Chuantian Hu¹, Zhong Zhang¹ |
| NEC         | -   | -   | 19.6| NEC Labs America¹, University of Missouri                                     | Xinya Shang¹, Mario Sun¹, Tianbao Yang¹, Yuancheng Liu¹, Tony X. Han¹, Shengzhu Zhu¹ |
| NUS         | 13.0| -   | -   | National University of Singapore                                              | Min Lin¹, Qiang Chen¹, Jian Dong¹, Junshi Huang¹, Wei Xin¹, Shuicheng Yan¹ (* = equal contribution) |
| Orange      | 25.2| -   | -   | Orange Labs International Center Beijing¹, Beijing University of Posts and Telecommunications¹ | Hongliao Bai¹, Lei Wang¹, Shuhan Cen¹, Yin Nan Liu¹, Kun Tao¹, Wei Liu¹, Peng Li¹, Yuan Dong¹ |
| OverFeat    | 14.2| 30.0| (19.4)| New York University                                                           | Pierre Sermanet¹, David Eigen¹, Michael Mathieu¹, Xiang Zhang¹, Rob Fergus¹, Yuan LeCun¹ |
| Quantum     | 82.0| -   | -   | Self-employed², Student in Troy High School, Fullerston, CA³                  | Henry Hjelm³, Jerry Shi³     |
| SYSU        | -   | -   | 10.5| Sun Yat-Sen University, China                                                  | Xinchang Wang⁶               |
| Toronto     | -   | -   | 11.5| University of Toronto                                                         | Yichuan Tang⁸, Nitesh Srivastava⁸, Ruslan Salakhutdinov⁸ (* = equal contribution) |
| Trimps      | 26.2| -   | -   | The Third Research Institute of the Ministry of Public Security, P.R. China   | Jie Shao¹, Xiaoteng Zhang¹, Yanfeng Shang¹, Wenfei Wang¹, Lin Mei¹, Chunping Hu¹ |
| UCLA        | -   | -   | 9.8 | University of California Los Angeles                                          | Yukun Zhu¹, Jun Zhu¹, Alan Yuille |
| UIUC        | -   | -   | 1.0 | University of Illinois at Urbana-Champaign                                    | Thomas Paine¹, Kevin Shih¹, Thomas Huang¹ |
| UvA         | 14.3| -   | -   | University of Amsterdam, Vision Technologie                                               | Koos E. van de Sande¹, Daniel R. F. Poortjine¹, Cees G. M. Snoek¹, Harco M. G. Stokman¹, Arnold W. M. Smeulders¹ |
| VGG         | 15.2| 46.4| -   | Visual Geometry Group, University of Oxford                                    | Karen Simonyan¹, Andrew Vedaldi¹, Andrew Zisserman¹ |
| ZF          | 13.5| -   | -   | New York University                                                           | Matthew D. Zeiler¹, Rob Fergus¹ |

Table 6: Teams participating in ILSVRC2013, ordered alphabetically. Each method is identified with a codename used in the text. For classification and single-object localization we report flat top-5 error, in percents (lower is better). For detection we report mean average precision, in percents (higher is better). Even though the winner of the challenge was determined by the number of object categories won, this correlated strongly with mAP. Parentheses indicate the team used outside training data and was not part of the official competition. Some competing teams also submitted entries trained with outside data: Clarifai with 11.2% classification error, NEC with 20.9% detection mAP. Key references are provided where available. More details about the winning entries can be found in Section 5.1.
Table 7 Teams participating in ILSVRC2014, ordered alphabetically. Each method is identified with a codename used in the text. For classification and single-object localization we report flat top-5 error, in percents (lower is better). For detection we report mean average precision, in percents (higher is better). CLSo, LOCo, DETo corresponds to entries using outside training data (officially allowed in ILSVRC2014), or means localization error greater than 60% (localization submission was required for every classification submission). Key references are provided where available. More details about the winning entries can be found in Section 5.1.
The field of categorical object recognition has dramatically evolved in the large-scale setting. Section 5.1 documents the progress, starting from coded SIFT features and evolving to large-scale convolutional neural networks dominating at all three tasks of image classification, single-object localization, and object detection. With the availability of so much training data it became possible to learn neural networks directly from the image data, without needing to create a multi-stage hand-tuned pipelines of extracted features and discriminative classifiers. The major breakthrough came in 2012 with the win of the SuperVision team on image classification and single-object localization tasks (Krizhevsky et al. 2012), and by 2014 all of the top contestants were relying heavily on convolutional neural networks.

Further, the field of computer vision as a whole has focused on large-scale recognition over the past few years. Best paper awards at top vision conferences in 2013 were awarded to large-scale recognition methods: at CVPR 2013 to “Fast, Accurate Detection of 100,000 Object Classes on a Single Machine” (Dean et al. 2013) and at ICCV 2013 to “From Large Scale Image Categorization to Entry-Level Categories” (Ordonez et al. 2013). Additionally, several influential lines of research have emerged, such as large-scale weakly supervised localization work of (Kuehnel et al. 2012) which was awarded the best paper award in ECCV 2012 and large-scale zero-shot learning, e.g., (Frome et al. 2013).

6 Results and analysis

6.1 Improvements over the years

State-of-the-art accuracy has improved significantly from ILSVRC2010 to ILSVRC2014, showcasing the massive progress that has been made in large-scale object recognition over the past five years. The performance of the winning ILSVRC entries for each task and each year are shown in Figure 9. The improvement over the years is clearly visible. In this section we quantify and analyze this improvement.

6.1.1 Image classification and single-object localization improvement over the years

There has been a 4.2x reduction in image classification error (from 28.2% to 6.7%) and a 1.7x reduction in single-object localization error (from 42.5% to 25.3%) since the beginning of the challenge. For consistency, here we consider only teams that use the provided training data. Even though the exact object categories have changed (Section 5.1.1), the large scale of the dataset has remained the same (Table 2), making the results comparable across the years. The dataset has not changed since 2012, and there has been a 2.4x reduction in image classification and single-object localization tasks, and a 1.9x improvement in mean average precision in object detection. There are two considerations in making these comparisons. (1) The object categories used in ILSVRC changed between years 2010 and 2011, and between 2011 and 2012. However, the large scale of the data (1000 object categories, 1.2 million training images) has remained the same, making it possible to compare results. Image classification and single-object localization entries shown here use only provided training data. (2) The size of the object detection training data has increased significantly between years 2013 and 2014 (Section 3.3). Section 6.1 discusses the relative effects of training data increase versus algorithmic improvements.

6.1.2 Object detection improvement over the years

Object detection accuracy as measured by the mean average precision (mAP) has increased 1.9x since the introduction of this task, from 22.6% mAP in ILSVRC2013 to 43.9% mAP in ILSVRC2014. However, these results are not directly comparable for two reasons. First, the size of the object detection training data has increased significantly from 2013 to 2014 (Section 3.3). Second, the 43.9% mAP result was obtained with the addition of the image classification and single-object localization training data. Here we attempt to understand the relative effects of the training set size increase versus algorithmic improvements. All models are evaluated on the same ILSVRC2013-2014 object detection test set.

First, we quantify the effects of increasing detection training data between the two challenges by comparing the same model trained on ILSVRC2013 detection data versus ILSVRC2014 detection data. The UvA team’s framework from 2013 achieved 22.6% with ILSVRC2013 data (Table 3) and 26.3% with ILSVRC2014 data and no other modifications. The absolute increase in mAP was 3.7%. The RCNN model achieved 31.4% mAP with ILSVRC2013 detection plus image classification data (Girshick et al. 2013) and 34.5% mAP

9 Personal communication with members of the UvA team.
with ILSVRC2014 detection plus image classification data (Berkeley team in Table 7). The absolute increase in mAP by expanding ILSVRC2013 detection data to ILSVRC2014 was 3.1%.

Second, we quantify the effects of adding in the external data for training object detection models. The NEC model in 2013 achieved 19.6% mAP trained on ILSVRC2013 detection data alone and 20.9% mAP trained on ILSVRC2013 detection plus classification data (Table 6). The absolute increase in mAP was 1.3%. The UvA team’s 2013 framework achieved 26.0% mAP trained on ILSVRC2014 detection data and 35.4% mAP trained on ILSVRC2014 detection plus classification data. The absolute increase in mAP was 3.4%.

Thus, we conclude based on the evidence so far that expanding the ILSVRC2013 detection set to the ILSVRC2014 set, as well as adding in additional training data from the classification task, all account for approximately 1 – 4% in absolute mAP improvement for the models. For comparison, we can also attempt to quantify the effect of algorithmic innovation. The UvA team’s 2013 framework achieved 26.3% mAP on ILSVRC2014 data as mentioned above, and their improved method in 2014 obtained 32.0% mAP (Table 7). This is 5.8% absolute increase in mAP over just one year from algorithmic innovation alone.

In summary, we conclude that the absolute 21.3% increase in mAP between winning entries of ILSVRC2013 (22.6% mAP) and of ILSVRC2014 (43.9% mAP) is the result of impressive algorithmic innovation and not just a consequence of increased training data. However, increasing the ISLVRC2014 object detection training dataset further is likely to produce additional improvements in detection accuracy for current algorithms.

6.2 Statistical significance

One important question to ask is whether results of different submissions to ILSVRC are statistically significantly different from each other. Given the large scale, it is no surprise that even minor differences in accuracy are statistically significant; we seek to quantify exactly how much of a difference is enough.

Following the strategy employed by PASCAL VOC (Everingham et al., 2014), for each method we obtain a confidence interval of its score using bootstrap sampling. During each bootstrap round, we sample N images with replacement from the available N test images and evaluate the performance of the algorithm on those sampled images. This can be done very efficiently by precomputing the accuracy on each image. Given the results of all the bootstrapping rounds we could use bootstrapping to construct 99.9% confidence intervals around the result of top 5 submissions to each ILSVRC task in 2012-2014. Table 8 shows the confidence intervals as well as the mean score of the top 5 submissions for each year.

| Year | Codename   | Error (percent) | 99.9% Conf Int |
|------|------------|----------------|----------------|
| 2014 | GoogLeNet  | 6.06           | 6.40 – 6.92    |
| 2014 | VGG        | 7.32           | 7.05 – 7.60    |
| 2014 | MSRA       | 8.06           | 7.78 – 8.34    |
| 2014 | AHoward    | 8.11           | 7.83 – 8.39    |
| 2014 | DeeperVision| 9.51           | 9.21 – 9.82    |
| 2013 | Clarifai†  | 11.20          | 10.87 – 11.53  |
| 2013 | CASIAWS†   | 11.36          | 11.03 – 11.69  |
| 2013 | Trims†     | 11.46          | 11.13 – 11.80  |
| 2013 | Adobe†     | 11.58          | 11.25 – 11.91  |
| 2013 | Clarifai   | 11.74          | 11.41 – 12.08  |

Table 8 We use bootstrapping to construct 99.9% confidence intervals around the result of top 5 submissions to each ILSVRC task in 2012-2014. † means the entry used external training data. The winners using the provided data for each track and each year are bolded. The difference between the winning method and the runner-up each year is significant even at the 99.9% level.
discard the lower and the upper $\alpha$ fraction. The range of the remaining results represents the $1 - 2\alpha$ confidence interval. We run a large number of bootstrapping rounds (from 20,000 until convergence). Table 8 shows the results of the top entries to each task of ILSVRC2012-2014. The winning methods are statistically significantly different from the other methods, even at the 99.9% level.

6.3 Current state of categorical object recognition

Besides looking at just the average accuracy across hundreds of object categories and tens of thousands of images, we can also delve deeper to understand where mistakes are being made and where researchers’ efforts should be focused to expedite progress.

To do so, in this section we will be analyzing an “optimistic” measurement of state-of-the-art recognition performance instead of focusing on the differences in individual algorithms. For each task and each object class, we compute the best performance of any entry submitted to any ILSVRC2012-2014, including methods using additional training data. Since the test sets have remained the same, we can directly compare all the entries in the past three years to obtain the most “optimistic” measurement of state-of-the-art accuracy on each category.

For consistency with the object detection metric (higher is better), in this section we will be using image classification and single-object localization accuracy instead of error, where $\text{accuracy} = 1 - \text{error}$.

6.3.1 Range of accuracy across object classes

Figure 10 shows the distribution of accuracy achieved by the “optimistic” models across the object categories. The image classification model achieves 94.6% accuracy on average (or 5.4% error), but there remains a 41.0% absolute difference inaccuracy between the most and least accurate object class. The single-object localization model achieves 81.5% accuracy on average (or 18.5% error), with a 77.0% range in accuracy across the object classes. The object detection model achieves 44.7% average precision, with an 84.7% range across the object classes. It is clear that the ILSVRC dataset is far from saturated; performance on many categories has remained poor despite the strong overall performance of the models.

6.3.2 Qualitative examples of easy and hard classes

Figure 11 shows the easiest and hardest classes for each task, i.e., classes with the best and worst results obtained with the “optimistic” models.

For image classification, 121 out of 1000 object classes have 100% image classification accuracy according to the optimistic estimate. Figure 11 (top) shows a random set of 10 of them. They contain a variety of classes, such as mammals like “red fox” and animals with distinctive structures like “stingray”. The hardest classes in the image classification task, with accuracy as low as 59.0%, include metallic and see-through man-made objects, such as “hook” and “water bottle,” the material “velvet” and the highly varied scene class “restaurant.”

For single-object localization, the 10 easiest classes with 99.0–100% accuracy are all mammals and birds. The hardest classes include metallic man-made objects such as “letter opener” and “ladle”, plus thin structures such as “pole” and “spacebar” and highly varied classes such as “wing”. The most challenging class “spacebar” has a only 23.0% localization accuracy.

For object detection, the easiest classes are living organisms such as “dog” and “tiger”, plus “basketball” and “volleyball” with distinctive shape and color, and a somewhat surprising “snowplow.” The easiest class “butterfly” is not yet perfectly detected but is very close with 92.7% AP. The hardest classes are as expected small thin objects such as “flute” and “nail”, and the highly varied “lamp” and “backpack” classes, with as low as 8.0% AP.

6.3.3 Per-class accuracy as a function of image properties

We now take a closer look at the image properties to try to understand why current algorithms perform well on some object classes but not others. One hypothesis
For every object class, we compute its average scale, or the average fraction of image area occupied by an instance of the object class on the ILSVRC2012-2014 validation set. Since the images and object classes in the image classification and single-object localization tasks are the same, we use the bounding box annotations of the single-object localization dataset for both tasks. In that dataset the object classes range from “swimming trunks” with scale of 1.5% to “spider web” with scale of 85.6%. In the object detection validation dataset the object classes range from “sunglasses” with scale of 1.3% to “sofa” with scale of 44.4%.

Figure 12 shows the performance of the “optimistic” method as a function of the average scale of the object in the image. Each dot corresponds to one object class. We observe a very weak positive correlation between object scale and image classification accuracy: $\rho = 0.14$. For single-object localization and object detection the correlation is stronger, at $\rho = 0.40$ and $\rho = 0.41$ respectively. It is clear that not all variation in accuracy can be accounted for by scale alone. Nevertheless, in the next section we will normalize for object scale to ensure that this factor is not affecting our conclusions.

### 6.3.4 Per-class accuracy as a function of object properties

Besides considering image-level properties we can also observe how accuracy changes as a function of intrin-
sic object properties. We define three properties inspired by human vision: the real-world size of the object, whether it’s deformable within instance, and how textured it is. For each property, the object classes are assigned to one of a few bins (listed below). These properties are illustrated in Figure 1.

Human subjects annotated each of the 1000 image classification and single-object localization object classes from ILSVRC2012-2014 with these properties. (Russakovsky et al., 2013). By construction (see Section 3.3.1), each of the 200 object detection classes is either also one of 1000 object classes or is an ancestor of one or more of the 1000 classes in the ImageNet hierarchy. To compute the values of the properties for each object detection class, we simply average the annotated values of the descendant classes.

In this section we draw the following conclusions about state-of-the-art recognition accuracy as a function of these object properties:

- **Real-world size**: XS for extra small (e.g. nail), small (e.g. fox), medium (e.g. bookcase), large (e.g. car) or XL for extra large (e.g. church)

The image classification and single-object localization “optimistic” models perform better on large and extra large real-world objects than on smaller ones. The “optimistic” object detection model surprisingly performs better on extra small objects than on small or medium ones.

- **Deformability within instance**: Rigid (e.g., mug) or deformable (e.g., water snake)

The “optimistic” model on each of the three tasks performs statistically significantly better on deformable objects compared to rigid ones. However, this effect disappears when analyzing natural objects separately from man-made objects.

- **Amount of texture**: none (e.g. punching bag), low (e.g. horse), medium (e.g. sheep) or high (e.g. honeycomb)

The “optimistic” model on each of the three tasks is significantly better on objects with at least low level of texture compared to untextured objects.

These and other findings are justified and discussed in detail below.

**Experimental setup.** We observed in Section 6.3.3 that objects that occupy a larger area in the image tend to be somewhat easier to recognize. To make sure that differences in object scale are not influencing results in this section, we normalize each bin by object scale. We discard object classes with the largest scales from each bin as needed until the average object scale of object classes in each bin across one property is the same (or as close as possible). For real-world size property for example, the resulting average object scale in each of the five bins is 31.6% – 31.7% in the image classification and single-object localization tasks, and 12.9% – 13.4% in the object detection task.

Figure 13 shows the average performance of the “optimistic” model on the object classes that fall into each bin for each property. We analyze the results in detail below. Unless otherwise specified, the reported accuracies below are after the scale normalization step.

To evaluate statistical significance, we compute the 95% confidence interval for accuracy using bootstrapping: we repeatedly sample the object classes within the bin with replacement, discard some as needed to normalize by scale, and compute the average accuracy of the “optimistic” model on the remaining classes. We report the 95% confidence intervals (CI) in parentheses.

**Real-world size.** In Figure 13 (top, left) we observe that in the image classification task the “optimistic” model tends to perform significantly better on objects which are larger in the real-world. The classification accuracy is 93.6% – 93.9% on XS, S and M objects compared to 97.0% on L and 96.4% on XL objects. Since this after normalizing for scale and thus can’t be explained by the objects’ size in the image, we conclude that either (1) larger real-world is easier for the model to recognize, or (2) larger real-world objects usually occur in images with very distinctive backgrounds.

To distinguish between the two cases we look Figure 13 (top, middle). We see that in the single-object localization task, the L objects are easy to localize at 82.4% localization accuracy. XL objects, however, tend to be the hardest to localize with only 73.4% localization accuracy. We conclude that the appearance of L objects must be easier for the model to learn, while XL objects tend to appear in distinctive backgrounds. The image background make these XL classes easier for the image-level classifier, but the individual instances are difficult to accurately localize. Some examples of L objects are “killer whale,” “schooner,” and “lion,” and some examples of XL objects are “boathouse,” “mosque,” “toyshop” and “steel arch bridge.”

In Figure 13 (top, right) corresponding to the object detection task, the influence of real-world object size is not as apparent. One of the key reasons is that many of the XL and L object classes of the image classification and single-object localization datasets were removed in

---

10 For rigid versus deformable objects, the average scale in each bin is 34.1% – 34.2% for classification and localization, and 13.5%–13.7% for detection. For texture, the average scale in each of the four bins is 31.1% – 31.3% for classification and localization, and 12.7% – 12.8% for detection.
constructing the detection dataset (Section 3.3.1) since they were not basic categories well-suited for detection. There were only 3 XL object classes remaining in the dataset (“train,” “airplane” and “bus”), and none after scale normalization. We omit them from the analysis. The average precision of XS, S, M objects (44.5%, 39.0%, and 38.5% mAP respectively) is statistically insignificant from average precision on L objects: 95% confidence interval of L objects is 37.5% – 59.5%. This may be due to the fact that there are only 6 L object classes remaining after scale normalization; all other real-world size bins have at least 18 object classes.

Finally, it is interesting that performance on XS objects of 44.5% mAP (CI 40.5% – 47.6%) is statistically significantly better than performance on S or M objects with 39.0% mAP and 38.5% mAP respectively. Some examples of XS objects are “strawberry,” “bow tie” and “rugby ball.”

Deformability within instance. In Figure 13 (second row) it is clear that the “optimistic” model performs statistically significantly worse on rigid objects than on deformable objects. Image classification accuracy is 93.2% on rigid objects (CI 92.6% – 93.8%), much smaller than 95.7% on deformable ones. Single-object localization accuracy is 76.2% on rigid objects (CI 74.9% – 77.4%), much smaller than 84.7% on deformable ones. Object detection mAP is 40.1% on rigid objects (CI 37.2% – 42.9%), much smaller than 44.8% on deformable ones.

We can further analyze the effects of deformability after separating object classes into “natural” and “man-made” bins based on the ImageNet hierarchy. Deformability is highly correlated with whether the object is natural or man-made: 0.72 correlation for image classification and single-object localization classes, and 0.61 for object detection classes. Figure 13 (third row) shows the effect of deformability on performance of the model for man-made and natural objects separately.

Man-made classes are significantly harder than natural classes: classification accuracy 92.8% (CI 92.3% – 93.3%) for man-made versus 97.0% for natural, localization accuracy 75.5% (CI 74.3% – 76.5%) for man-made versus 88.5% for natural, and detection mAP 38.7% (CI 35.6 – 41.3%) for man-made versus 50.9% for natural. However, whether the classes are rigid or deformable within this subdivision is no longer significant in most cases. For example, the image classification accuracy is 92.3% (CI 91.4% – 93.1%) on man-made rigid objects and 91.8% on man-made deformable objects – not statistically significantly different.

There are two cases where the differences in performance are statistically significant. First, for single-object localization, natural deformable objects are eas-

![Fig. 13 Performance of the “optimistic” computer vision model as a function of object properties. The x-axis corresponds to object properties annotated by human labelers for each object class (Russakovsky et al., 2013) and illustrated in Figure 1. The y-axis is the average accuracy of the “optimistic” model. Note that the range of the y-axis is different for each task to make the trends more visible. The black circle is the average accuracy of the model on all object classes that fall into each bin. We control for the effects of object scale by normalizing the object scale within each bin (details in Section 6.3.4). The color bars show the average performance of the remaining classes, and the error bars show 95% confidence interval obtained with bootstrapping. Some bins are missing color bars because less than 5 object classes remained in the bin after scale normalization. For example, the bar for XL real-world object detection classes is missing because that bin has only 3 object classes (airplane, bus, train) and after normalizing by scale no classes remain.](image)
ier than natural rigid objects: localization accuracy of 87.9% (CI 85.9% − 90.1%) on natural deformable objects is higher than 85.8% on natural rigid objects – falling slightly outside the 95% confidence interval. This difference in performance is likely because deformable natural animals tend to be easier to localize than rigid natural fruit.

Second, for object detection, man-made rigid objects are easier than man-made deformable objects: 38.5% mAP (CI 35.2% − 41.7%) on man-made rigid objects is higher than 33.0% mAP on man-made deformable objects. This is because man-made rigid objects include classes like “traffic light” or “car” whereas the man-made deformable objects contain challenging classes like “plastic bag,” “swimming trunks” or “stethoscope.”

Amount of texture. Finally, we analyze the effect that object texture has on the accuracy of the “optimistic” model. Figure 13 (fourth row) demonstrates that the model performs better as the amount of texture on the object increases. The most significant difference is between the performance on untextured objects and the performance on objects with low texture. Image classification accuracy is 90.5% on untextured objects (CI 89.3% − 91.6%), lower than 94.6% on low-textured objects. Single-object localization accuracy is 71.4% on untextured objects (CI 69.1% − 73.3%), lower than 80.2% on low-textured objects. Object detection mAP is 33.2% on untextured objects (CI 29.5% − 35.9%), lower than 42.9% on low-textured objects.

Texture is correlated with whether the object is natural or man-made, at 0.35 correlation for image classification and single-object localization, and 0.46 correlation for object detection. To determine if this is a contributing factor, in Figure 13 (bottom row) we break up the object classes into natural and man-made and show the accuracy on objects with no texture versus objects with low texture. We observe that the model is still statistically significantly better on low-textured object classes than on untextured ones, both on man-made and natural object classes independently.11

6.4 Human accuracy on large-scale image classification
Recent improvements in state-of-the-art accuracy on the ILSVRC dataset are easier to put in perspective when compared to human-level accuracy. In this section we compare the performance of the leading large-scale image classification method with the performance of humans on this task.

To support this comparison, we developed an interface that allowed a human labeler to annotate images with up to five ILSVRC target classes. We compare human errors to those of the winning ILSRC2014 image classification model, GoogLeNet (Section 5.1). For this analysis we use a random sample of 1500 ILSVRC2012-2014 image classification test set images.

Annotation interface. Our web-based annotation interface consists of one test set image and a list of 1000 ILSVRC categories on the side. Each category is described by its title, such as “cowboy boot.” The categories are sorted in the topological order of the ImageNet hierarchy, which places semantically similar concepts nearby in the list. For example, all motor vehicle-related classes are arranged contiguous in the list. Every class category is additionally accompanied by a row of 13 examples images from the training set to allow for faster visual scanning. The user of the interface selects 5 categories from the list by clicking on the desired items. Since our interface is web-based, it allows for natural scrolling through the list, and also search by text.

Annotation protocol. We found the task of annotating images with one of 1000 categories to be an extremely challenging task for an untrained annotator. The most common error that an untrained annotator is susceptible to is a failure to consider a relevant class as a possible label because they are unaware of its existence.

Therefore, in evaluating the human accuracy we relied primarily on expert annotators who learned to recognize a large portion of the 1000 ILSVRC classes. During training, the annotators labeled a few hundred validation images for practice and later switched to the test set images.

6.4.1 Quantitative comparison of human and computer accuracy on large-scale image classification
We report results based on experiments with two expert annotators. The first annotator (A1) trained on 500 images and annotated 1500 test images. The second annotator (A2) trained on 100 images and then annotated 258 test images. The average pace of labeling was approximately 1 image per minute, but the distribution is strongly bimodal: some images are quickly recognized, while some images (such as those of fine-grained breeds of dogs, birds, or monkeys) may require multiple minutes of concentrated effort.

The results are reported in Table 9.
Annontator 1. Annotator A1 evaluated a total of 1500 test set images. The GoogLeNet classification error on this sample was estimated to be 6.8% (recall that the error on full test set of 100,000 images is 6.7%, as shown in Table[7]). The human error was estimated to be 5.1%. Thus, annotator A1 achieves a performance superior to GoogLeNet, by approximately 1.7%. We can analyze the statistical significance of this result under the null hypothesis that they are from the same distribution. In particular, comparing the two proportions with a z-test yields a one-sided p-value of p = 0.022. Thus, we can conclude that this result is statistically significant at the 95% confidence level.

Annontator 2. Our second annotator (A2) trained on a smaller sample of only 100 images and then labeled 258 test set images. As seen in Table[9], the final classification error is significantly worse, at approximately 12.0% Top-5 error. The majority of these errors (48.8%) can be attributed to the annotator failing to spot and consider the ground truth label as an option.

Thus, we conclude that a significant amount of training time is necessary for a human to achieve competitive performance on ILSVRC. However, with a sufficient amount of training, a human annotator is still able to outperform the GoogLeNet result (p = 0.022) by approximately 1.7%.

Annontator comparison. We also compare the prediction accuracy of the two annotators. Of a total of 204 images that both A1 and A2 labeled, 174 (85%) were correctly labeled by both A1 and A2, 19 (9%) were correctly labeled by A1 but not A2, 6 (3%) were correctly labeled by A2 but not A1, and 5 (2%) were incorrectly labeled by both. These include 2 images that we consider to be incorrectly labeled in the ground truth.

In particular, our results suggest that the human annotators do not exhibit strong overlap in their predictions. We can approximate the performance of an “optimistic” human classifier by assuming an image to be correct if at least one of A1 or A2 correctly labeled the image. On this sample of 204 images, we approximate the error rate of an “optimistic” human annotator at 2.4%, compared to the GoogLeNet error rate of 4.9%.

6.4.2 Analysis of human and computer errors on large-scale image classification

We manually inspected both human and GoogLeNet errors to gain an understanding of common error types and how they compare. For purposes of this section, we only discuss results based on the larger sample of 1500 images that were labeled by annotator A1. Examples of representative mistakes can be found in Figure[14]. The analysis and insights below were derived specifically from GoogLeNet predictions, but we suspect that many of the same errors may be present in other methods.

Types of errors in both computer and human annotations:

1. Multiple objects. Both GoogLeNet and humans struggle with images that contain multiple ILSVRC classes (usually many more than five), with little indication of which object is the focus of the image. This error is only present in the Classification setting, since every image is constrained to have exactly one correct label. In total, we attribute 24 (24%) of GoogLeNet errors and 12 (16%) of human errors to this category. It is worth noting that humans can have a slight advantage in this error type, since it can sometimes be easy to identify the most salient object in the image.

2. Incorrect annotations. We found that approximately 5 out of 1500 images (0.3%) were incorrectly annotated in the ground truth. This introduces an approximately equal number of errors for both humans and GoogLeNet.

Types of errors that the computer is more susceptible to than the human:

1. Object small or thin. GoogLeNet struggles with recognizing objects that are very small or thin in the image, even if that object is the only object present. Examples of this include an image of a standing person wearing sunglasses, a person holding a quill in their hand, or a small ant on a stem of a flower. We estimate that approximately 22 (21%) of GoogLeNet errors fall into this category, while none of the human errors do. In other words, in our sample of images, no image was mislabeled by a human because they were unable to identify a very small or thin object. This discrepancy can be attributed to the fact that a human can very effectively leverage context and affordances to accurately infer the

| Relative Confusion | A1 | A2 |
|--------------------|----|----|
| Human succeeds, GoogLeNet succeeds | 1352 | 219 |
| Human succeeds, GoogLeNet fails | 72  | 8  |
| Human fails, GoogLeNet succeeds | 46  | 24 |
| Human fails, GoogLeNet fails | 30  | 7  |
| Total number of images | 1500 | 258 |
| Estimated GoogLeNet classification error | 6.8% | 5.8% |
| Estimated human classification error | 5.1% | 12.0% |

Table 9 Human classification results on the ILSVRC2012-2014 classification test set, for two expert annotators A1 and A2. We report top-5 classification error.
identity of small objects (for example, a few barely visible feathers near person’s hand as very likely belonging to a mostly occluded quill).

2. **Image filters.** Many people enhance their photos with filters that distort the contrast and color distributions of the image. We found that 13 (13%) of the images that GoogLeNet incorrectly classified contained a filter. Thus, we posit that GoogLeNet is not very robust to these distortions. In comparison, only one image among the human errors contained a filter, but we do not attribute the source of the error to the filter.

3. **Abstract representations.** GoogLeNet struggles with images that depict objects of interest in an abstract form, such as 3D-rendered images, paintings, sketches, plush toys, or statues. An example is the abstract shape of a bow drawn with a light source in night photography, a 3D-rendered robotic scorpion, or a shadow on the ground, of a child on a swing. We attribute approximately 6 (6%) of GoogLeNet errors to this type of error and believe that humans are significantly more robust, with no such errors seen in our sample.

4. **Miscellaneous sources.** Additional sources of error that occur relatively infrequently include extreme closeups of parts of an object, unconventional viewpoints such as a rotated image, images that can significantly benefit from the ability to read text (e.g. a featureless container identifying itself as “face powder”), objects with heavy occlusions, and images that depict a collage of multiple images. In general, we found that humans are more robust to all of these types of error.

   Types of errors that the human is more susceptible to than the computer:

1. **Fine-grained recognition.** We found that humans are noticeably worse at fine-grained recognition (e.g. dogs, monkeys, snakes, birds), even when they are in clear view. To understand the difficulty, consider that there are more than 120 species of dogs in the dataset. We estimate that 28 (37%) of the human errors fall into this category, while only 7 (7%) of GoogLeNet errors do.

2. **Class unawareness.** The annotator may sometimes be unaware of the ground truth class present as a label option. When pointed out as an ILSVRC class, it is usually clear that the label applies to the image. These errors get progressively less frequent as the annotator becomes more familiar with ILSVRC classes. Approximately 18 (24%) of the human errors fall into this category.

3. **Insufficient training data.** Recall that the annotator is only presented with 13 examples of a class under every category name. However, 13 images are not always enough to adequately convey the allowed class variations. For example, a brown dog can be incorrectly dismissed as a “Kelpie” if all examples of a “Kelpie” feature a dog with black coat. However, if more than 13 images were listed it would have become clear that a “Kelpie” may have brown coat. Approximately 4 (5%) of human errors fall into this category.

### 6.4.3 Conclusions from human image classification experiments

We investigated the performance of trained human annotators on a sample of 1500 ILSVRC test set images. Our results indicate that a trained human annotator is capable of outperforming the best model (GoogLeNet) by approximately 1.7% ($p = 0.022$).
We expect that some sources of error may be relatively easily eliminated (e.g., robustness to filters, rotations, collages, effectively reasoning over multiple scales), while others may prove more elusive (e.g., identifying abstract representations of objects). On the other hand, a large majority of human errors come from fine-grained categories and class unawareness. We expect that the former can be significantly reduced with fine-grained expert annotators, while the latter could be reduced with more practice and greater familiarity with ILSVRC classes. Our results also hint that human errors are not strongly correlated and that human ensembles may further reduce human error rate.

It is clear that humans will soon outperform state-of-the-art ILSVRC image classification models only by use of significant effort, expertise, and time. One interesting follow-up question for future investigation is how computer-level accuracy compares with human-level accuracy on more complex image understanding tasks.

7 Conclusions

In this paper we described the large-scale data collection process of ILSVRC, provided a summary of the most successful algorithms on this data, and analyzed the success and failure modes of these algorithms. In this section we discuss some of the key lessons we learned over the years of ILSVRC, strive to address the key criticisms of the ILSVRC dataset and the challenge we encountered over the years, and conclude by looking forward into the future.

7.1 Lessons learned

The key lesson of collecting the dataset and running the challenge for five years is this: **All human intelligence tasks need to be exceptionally well-designed.** We learned this lesson both when annotating the dataset using Amazon Mechanical Turk workers (Section 5) and even when trying to evaluate human-level image classification accuracy using expert labelers (Section 6.4). The first iteration of the labeling interface was always bad – generally meaning completely unusable. If there was any inherent ambiguity in the questions posed (and there almost always was), workers found it and accuracy suffered. If there is one piece of advice we can offer to future research, it is to very carefully design, continuously monitor, and extensively sanity-check all crowdsourcing tasks.

The other lesson, already well-known to large-scale researchers, is this: **Scaling up the dataset always reveals unexpected challenges.** From designing complicated multi-step annotation strategies (Section 3.2.1) to having to modify the evaluation procedure (Section 4), we had to continuously adjust to the large-scale setting. On the plus side, of course, the major breakthroughs in object recognition accuracy (Section 5) and the analysis of the strength and weaknesses of current algorithms as a function of object class properties (Section 6.3) would never have been possible on a smaller scale.

7.2 Criticism

In the past five years, we encountered three major criticisms of the ILSVRC dataset and the corresponding challenge: (1) the ILSVRC dataset is insufficiently challenging, (2) the ILSVRC dataset contains annotation errors, and (3) the rules of ILSVRC competition are too restrictive. We discuss these in order.

The first criticism is that the objects in the dataset tend to be large and centered in the images, making the dataset insufficiently challenging. In Sections 3.2.2 and 3.3.4 we tried to put those concerns to rest by analyzing the statistics of the ILSVRC dataset and concluding that it is comparable with, and in many cases much more challenging than, the long-standing PASCAL VOC benchmark (Everingham et al., 2010).

The second is regarding the errors in ground truth labeling. We went through several rounds of in-house post-processing of the annotations obtained using crowdsourcing, and corrected many common sources of errors (e.g., Appendix D). The major remaining source of annotation errors stem from fine-grained object classes, e.g., labelers failing to distinguish different species of birds. This is a tradeoff that had to be made: in order to annotate data at this scale on a reasonable budget, we had to rely on non-expert crowd labelers. However, overall the dataset is encouragingly clean. By our estimates, 99.7% precision is achieved in the image classification dataset (Sections 3.1.3 and 6.4) and 97.9% of images that went through the bounding box annotation system have all instances of the target object class labeled with bounding boxes (Section 3.2.1).

The third criticism we encountered is over the rules of the competition regarding using external training data. In ILSVRC2010-2013, algorithms had to only use the provided training and validation set images and annotations for training their models. With the growth of the field of large-scale unsupervised feature learning, however, questions began to arise about what exactly constitutes “outside” data: for example, are image features trained on a large pool of “outside” images in an unsupervised fashion allowed in the competition? After much discussion, In ILSVRC2014 we took the first
Given the massive algorithmic breakthroughs over the past five years, we are very eager to see what will happen in the next five years. There are many potential directions of improvement and growth for ILSVRC and other large-scale image datasets.

First, continuing the trend of moving towards richer image understanding (from image classification to single-object localization to object detection), the next challenge would be to tackle pixel-level object segmentation. The recently released large-scale COCO dataset [Lin et al. 2014b] is already taking a step in that direction.

Second, as datasets grow even larger in scale, it may become impossible to fully annotate them manually. The scale of ILSVRC is already imposing limits on the manual annotations that we feasible to obtain: for example, we had to restrict the number of objects labeled per image in the image classification and single-object localization datasets. In the future, with billions of images, it will become impossible to obtain even one clean label for every image. Datasets such as Yahoo’s Flickr Creative Commons 100M [12] released with weak human tags but no centralized annotation, will become more common.

The growth of unlabeled or only partially labeled large-scale datasets implies two things. First, algorithms will have to rely more on weakly supervised training data. Second, even evaluation might have to be done after the algorithms make predictions, not before. This means that rather than evaluating accuracy (how many of the test images or objects did the algorithm get right?) or recall (how many of the desired images or objects did the algorithm manage to find), both of which require a fully annotated test set, we will be focusing more on precision: of the predictions that the algorithm made, how many were correct by human.
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\[ \text{CPL} = \sum_{j=1}^{m} \min \left\{ \frac{\text{IOU}(B_i, B_j)}{N(N-1)} \right\} \]

Some of the most difficult ILSVRC categories to localize according to this metric are basketball, swimming trunks, ping pong ball and rubber eraser, all with less than 0.2% CPL. This measure correlates strongly \((\rho = 0.9)\) with the average scale of the object (fraction of image occupied by the object). The average CPL across the 1000 ILSVRC categories is 20.8%. The 20 PASCAL categories have an average CPL of 8.7%, which is the same as the CPL of the 562 most difficult categories of ILSVRC.

Clutter. Intuitively, even small objects are easy to localize on a plain background. To quantify clutter we employ the objectness measure of \cite{Alexe2012}, which is a class-generic object detector evaluating how likely a window in the image contains a coherent object (of any class) as opposed to background (sky, water, grass). For every image \(m\) containing target objects at positions \(B_{m}^{1}, B_{m}^{2}, \ldots\), we use the publicly available objectness software to sample 1000 windows \(W_{m}^{1}, W_{m}^{2}, \ldots, W_{m}^{1000}\), in order of decreasing probability of the window containing any generic object. Let \(\text{OBJ}(m)\) be the number of generic object-like windows sampled before localizing an instance of the target category, i.e., \(\text{OBJ}(m) = \min\{k : \max\{\text{IOU}(W_{k}, B_{m}^{j})\} \geq 0.5\}\). For a category containing \(M\) images, we compute the average number of such windows per image and define

\[ \text{Clutter} = \log_{2}\left(\frac{1}{M} \sum_{m=1}^{M} \text{OBJ}(m)\right) \]

The higher the clutter of a category, the harder the objects are to localize according to generic cues. If an object can’t be localized with the first 1000 windows (as is the case for 1% of images on average per category in ILSVRC and 5% in PASCAL), we set \(\text{OBJ}(m) = 1001\). The fact that more than 95% of objects can be localized with these windows imply that the objectness cue is already quite strong, so objects that require many windows on average will be extremely difficult to detect: e.g., ping pong ball (clutter of 9.57, or 7.58 windows

Appendix B Additional single-object localization dataset statistics

We consider two additional metrics of object localization difficulty: chance performance of localization and the level of clutter. We use these metrics to compare ILSVRC2012-2014 single-object localization dataset to the PASCAL VOC 2012 object detection benchmark. The measures of localization difficulty are computed on the validation set of both datasets. According to both of these measures of difficulty there is a subset of ILSVRC which is as challenging as PASCAL but more than an order of magnitude greater in size.
on average, basketball (clutter of 9.21), puck (clutter of 9.17) in ILSVRC. The most difficult object in PASCAL-C is bottle with clutter score of 8.47. On average, ILSVRC has clutter score of 3.59. The most difficult subset of ILSVRC with 250 object categories has an order of magnitude more categories and the same average amount of clutter (of 5.90) as the PASCAL dataset.

### Appendix C: Hierarchy of questions for full image annotation

The following is a hierarchy of questions manually constructed for crowdsourcing full annotation of images with the presence or absence of 200 object detection categories in ILSVRC2013 and ILSVRC2014. All questions are of the form “is there a ... in the image?” Question categories in ILSVRC2013 and ILSVRC2014. All questions are of the form “is there a ... in the image?” Questions marked with ● are asked on every image. If the answer to a question is determined to be “no” then the answer to all descendant questions is assumed to be “no”. The 200 numbered leaf nodes correspond to the 200 object detection categories.

The goal in the hierarchy construction is to save cost (by asking as few questions as possible on every image) while avoiding any ambiguity in questions which would lead to false negatives during annotation. This hierarchy is not tree-structured; some questions have multiple parents.

#### Hierarchy of questions:

- first aid/ medical items
  - (1) bobby pin
  - (2) icp
  - (3) neck brace
  - (4) crutch
  - (5) stretcher
  - (6) band aid: an adhesive bandage to cover small cuts or blisters
- musical instruments
  - (7) accordion (a portable box-shaped free-reed instrument; the reeds are made to vibrate by air from the bellows controlled by the player)
  - (8) piano, pianoforte, forte-piano
  - (9) clarinet: a single-reed instrument consisting of a jet of air blown into the mouthpiece and out through the reed
  - (10) maracas
  - (11) drums
  - (12) stringed instrument
  - (13) banjo, the body of a banjo is round: please do not confuse with guitar
  - (14) violin: bowed stringed instrument that has four strings, a hollow body, an unfretted fingerboard and is played with a bow, please do not confuse with cello, which is held upright while playing
  - (15) harp
  - (16) guitar, please do not confuse with banjo; the body of a banjo is round
  - (17) trumpet: a brass musical instrument with a narrow tube and a flared bell, which is played by means of valves, 3 or more valves
  - (18) french horn: a brass musical instrument consisting of a conical tube that is coiled into a spiral, with a flared bell at the end
  - (19) trombone: a brass instrument consisting of a long tube whose length can be varied by a U-shaped slide
  - (20) harmonica
  - (21) flute: a high-pitched musical instrument that looks like a straight tube and is usually played sideways (please do not confuse with oboe, which has a distinctive straw-like mouth piece and a slightly flared end)
  - (22) oboe: a double reed musical instrument roughly 60 cm long with metal keys, a distinctive straw-like mouthpiece and often a slightly flared end (please do not confuse with flutes)
  - (23) saxophone: a musical instrument consisting of a brass conical tube, often with a curved end
- food: something you can eat or drink (includes growing fruit, vegetables and mushrooms, but does not include living animals)
  - (24) pretzel
  - (25) bagel, bagel
  - (26) pizza, pizza pie
  - (27) hotdog, hot dog, hot dog
  - (28) hamburger, beefburger, burger
  - (29) guacamole
  - (30) burritos
  - (31) popside (ice cream or water ice on a small wooden stick)
  - (32) fig
  - (33) pineapple, ananas
  - (34) banana
  - (35) pomegranate
  - (36) apple
  - (37) strawberry
  - (38) orange
  - (39) lemon
  - (40) cucumber, cuke
  - (41) artichoke, globe artichoke
  - (42) bell pepper
  - (43) head cabbage
  - (44) mushroom
  - (45) remote control, remote
  - (46) hair dryer, blow dryer
  - (47) electric fan: a device for creating a current of air by movement of a surface or surfaces (please do not consider hair dryers)
  - (48) slots
  - (49) iPod
  - (50) microphone, mike
  - (51) computer mouse
  - (52) laptop, laptop computer
  - (53) printer (please do not consider typewriters to be printers)
  - (54) computer keyboard
  - (55) lamp
  - (56) microwave, microwave oven
  - (57) toaster
  - (58) waffle iron
  - (59) coffee maker: a kitchen appliance used for brewing coffee automatically
  - (60) vacuum, vacuum cleaner
  - (61) dishwasher, dish washer, dishwashing machine
  - (62) washer, washing machine: an electric appliance for washing clothes
  - (63) traffic light, traffic signal, stoplight
  - (64) tv or monitor: an electronic device that represents information in visual form
  - (65) digital clock: a clock that displays the time of day digitally
  - (66) stove
  - (67) oven
  - (68) oven
  - (69) cocktail shaker
  - (70) non-electric item commonly found in the kitchen: pot, pan, utensel, bowl, etc
  - (71) frying pan (skillet)
  - (72) wok, a dish for cooking food that is round, open at the top, and has no handles (please do not confuse with a cup, which usually has a handle and is used for serving drinks)
  - (73) salt or pepper shaker: a shaker with a perforated top for sprinkling salt or pepper
  - (74) plate rack
  - (75) spatula: a turner with a narrow flexible blade
  - (76) ladle: a spoon-shaped vessel with a long handle; frequently used to transfer liquids from one container to another
  - (77) refrigerator, icebox
  - (78) bookshelf: a shelf on which to keep books
  - (79) baby bed: small bed for babies, enclosed by sides to prevent baby from falling
  - (80) filing cabinet: office furniture consisting of a container for keeping papers in order
  - (81) bookshelf: a shelf on which to keep books
  - (82) chair, a raised piece of furniture for one person to sit on; please do not confuse with benches or sofas, which are made for more people
  - (83) sofa, couch: upholstered seat for more than one person; please do not confuse with benches (which are made of wood or stone) or chairs (which are for just one person)
  - (84) table
  - clothing, article of clothing: a covering designed to be worn on a person's body
  - (85) diaper: Garment consisting of a folded cloth drawn up between the legs and fastened at the waist, worn by infants to catch excrement
  - (86) swimming attire: clothes used for swimming or bathing (swim suits, swim trunks, bathing caps)
  - (87) bathing cap, swimming cap: a cap worn to keep hair dry while swimming or showering
  - (88) maillot: a woman's one-piece bathing suit
  - (89) tie: a long piece of cloth worn for decorative purposes around the neck or shoulders, resting under the shirt collar and knotted at the throat (NOT a bow tie)
  - (90) bow tie: a man's tie that ties in a bow
  - (91) hat with a wide brim
  - (92) helmet: protective headgear made of hard material to resist blows
o (93) miniskirt, mini: a very short skirt
o (94) brassiere, bra: an undergarment worn by women to support their breasts

- living organism [other than people]: dogs, snakes, fish, insects, sea urchins, starfish, etc.
- living organism which can fly
- (96) dragonfly
- (98) ladybug
- (99) butterfly
- (100) moth

- living organism which cannot fly (please don’t include humans)
  - living organism with 2 or 4 legs (please don’t include humans):
    o mammals (But please do not include humans)
      - feline (cat-like) animal: cat, tiger or lion
      - (101) domestic cat
      - (102) tiger
      - (103) lion
    - (104) dog, domestic dog, canis familiaris
    - (105) fox: wild carnivorous mammal with pointed muzzle and ears and a bushy tail (please do not confuse with dog)
    - animals with hooves: camels, elephants, hippos, pigs, sheep, etc.
      - (107) hippopotamus, hippo
      - (108) camel
      - (109) swine: pig or boar
      - (110) sheep: woolly animal, males have large spiraling horns (please do not confuse with antelope which have long legs)
      - (111) cattle: cows or oxen (domestic bovine animals)
      - (112) zebu
      - (113) horse
      - (114) antelope: a graceful animal with long legs and horns directed upward and backward
    - (115) squirrel
    - (116) hamster: short-tailed burrowing rodent with large cheek pouches etc.
    - (117) otter
    - (118) meerkat
    - (119) koala bear
    - (120) bear (other than pandas)
    - (121) skunk (mammal known for its ability to spray a liquid with a strong odor; they may have a single thick stripe across back and tail, two thinner stripes, or a series of white spots and broken stripes)
    - (122) rabbit
    - (123) giant panda: an animal characterized by its distinct black and white markings
    - (124) red panda: Reddish-brown Old World raccoon-like carnivore
    - (125) frog, toad
    - (126) lizard: please do not confuse with snake (lizards have legs)
    - (127) turtle
    - (128) armadillo
    - (129) porcupine, hedgehog
    - living organism with 6 or more legs: lobster, scorpion, insects, etc.
    - (130) lobster: large marine crustacean with long bodies and muscular tails capable of their five pairs of legs have claws
    - (131) scorpion
    - (132) centipede: an arthropod having a flattened body of 15 to 173 segments each with a pair of legs, the foremost pair being modified as pedipalps
    - (133) tick (a small creature with 4 pairs of legs which live on the blood of mammals and birds)
    - (134) isopod: a small crustacean with seven pairs of legs adapted for crawling
    - (135) ant
    - living organism without legs: fish, snake, seal, etc. (please don’t include plants)
    - living organism that lives in water: sea, whale, fish, sea cucumber, etc.
      - (136) jellyfish
      - (137) starfish, sea star
      - (138) sea seal
      - (139) whale
      - (140) ray: a marine animal with a horizontally flattened body and enlarged winglike pectoral fins with gills on the underside
      - (141) goldfish: small golden or orange-colored fish
      - living organism that slides on land: worm, snail, slug
      - (142) snail
      - (143) snake: please do not confuse with lizard (snakes do not have legs)

- vehicle: any object used to move people or objects from place to place
  - a vehicle with wheels
    - (144) golf cart, golf cart
    - (145) snowmobile
    - (146) motorcycle (or moped)
    - (147) car, automobile (not a golf cart or a bus)
    - (148) bus: a vehicle carrying many passengers, used for public transport
    - (149) train
    - (150) cart: a heavy open wagon usually having two wheels and drawn by an animal
    - (151) bicycle, bike: a two wheeled vehicle moved by foot pedals
    - (152) unicycle, monocycle
    - a vehicle without wheels (snowmobile, sleigh)
    - (153) monorail: tracked vehicle for travel on snow
    - (154) watercraft (such as ship or boat): a craft designed for water transportation
    - (155) airplane: a aircraft powered by propellers or jet engines
    - (156) van: automobile designed to transport many people
    - (157) automobile: vehicle designed to transport one passenger
    - (158) hovercraft
    - (159) kayak: canoe used for surfing waves
    - (160) sail: a piece of fabric used to catch wind
    - (161) kite: a device that is used to fly in the air
    - (162) balloon: a vessel filled with gas and used for various purposes
    - (163) parachute
    - (164) sailboat, sail ship

- sports equipment:
  - items used to play sports or in the gym (such as skis, raquets, gymnastics bars, bows, punching bags, balls)
- (177) bow: a weapon for shooting arrows, composed of a curved piece of resilient wood with a taut cord to propel the arrow
- (178) puck: hockey puck: vulcanized rubber disk 3 inches in diameter that is used instead of a ball in ice hockey
- (179) skate
- (180) lacrosse, lacquet
- gymnastics equipment: parallel bars, high bar, beam, etc.
- (176) balance beam: a horizontal bar used for gymnastics which is raised from the floor and wide enough to walk on
- (177) horizontal bar: high bar used for gymnastics; gymnasts grip it with their hands (please do not confuse with balance beam, which is wide enough to walk on)
- ball
- (178) golf ball
- (179) baseball
- (180) basketball
- (181) croquet ball
- (182) soccer ball
- (183) ping-pong ball
- (184) rugby ball
- (185) volleyball
- (186) tennis ball
- (187) punching bag, punch bag, punching ball, punchball
- (188) dumbbell: An exercising weight; two spheres connected by a short bar that serves as a handle
- liquid container: vessels which commonly contain liquids such as bottles, cans, and jars
  - (189) pitcher: a vessel with a handle and a spout for pouring
  - (190) beaker: a flat-bottomed jar made of glass or plastic; used for chemistry
  - (191) milk can
  - (192) soap dispenser
  - (193) wine bottle
  - (194) water bottle
  - (195) cup or mug (usually with a handle and usually cylindrical)
- (196) backpack: a bag carried by a strap on your back or shoulder
- (197) purse: a small bag for carrying money
- (198) plastic bag
- (199) person
- (200) flower pot: a container in which plants are cultivated

Appendix D Modification to bounding box system for object detection

The bounding box annotation system described in Section 5.2.1 is used for annotating images for both the single-object localization dataset and the object detection dataset. However, two additional manual post-processing are needed to ensure accuracy in the object detection scenario:

Ambiguous objects. The first common source of error was that workers were not able to accurately differentiate some object classes during annotation. Some commonly confused labels were seal and sea otter, backpack and purse, banjo and guitar, violin and cello, brass instruments (trumpet, trombone, French horn and brass), flute and oboe, lade and spatula. Despite our best efforts (providing positive and negative example images in the annotation task, adding text explanations to alert the user to the distinction between these categories) these errors persisted.

In the single-object localization setting, this problem was not as prominent for two reasons. First, the way the data was collected imposed a strong prior on the object class which was present. Second, since only one object category needed to be annotated per image, ambiguous images could be discarded: for example, if...
workers couldn’t agree on whether or not a trumpet was in fact present, this image could simply be removed. In contrast, for the object detection setting consensus had to be reached for all target categories on all images.

To fix this problem, once bounding box annotations were collected we manually looked through all cases where the bounding boxes for two different object classes had significant overlap with each other (about 3% of the collected boxes). About a quarter of these boxes were found to correspond to incorrect objects and were removed. Crowdsourcing this post-processing step (with very stringent accuracy constraints) would be possible but it occurred in few enough cases that it was faster (and more accurate) to do this in-house.

**Duplicate annotations.** The second common source of error were duplicate bounding boxes drawn on the same object instance. Despite instructions not to draw more than one bounding box around the same object instance and constraints in the annotation UI enforcing at least a 5 pixel difference between different bounding boxes, these errors persisted. One reason was that sometimes the initial bounding box was not perfect and subsequent labelers drew a slightly improved alternative.

This type of error was also present in the single-object localization scenario but was not a major cause for concern. A duplicate bounding box is a slightly perturbed but still correct positive example, and single-object localization is only concerned with correctly localizing one object instance. For the detection task algorithms are evaluated on the ability to localize every object instance, and penalized for duplicate detections, so it is imperative that these labeling errors are corrected (even if they only appear in about 0.6% of cases).

Approximately 1% of bounding boxes were found to have significant overlap of more than 50% with another bounding box of the same object class. We again manually verified all of these cases in-house. In approximately 40% of the cases the two bounding boxes correctly corresponded to different people in a crowd, to stacked plates, or to musical instruments nearby in an orchestra. In the other 60% of cases one of the boxes was randomly removed.

These verification steps complete the annotation procedure of bounding boxes around every instance of every object class in validation, test and a subset of training images for the detection task.

**Training set annotation.** With the optimized algorithm of Section 3.3.3 we fully annotated the validation and test sets. However, annotating all training images with all target object classes was still a budget challenge. Positive training images taken from the single-object localization dataset already had bounding box annotations of all instances of one object class on each image. We extended the existing annotations to the detection dataset by making two modification. First, we corrected any bounding box omissions resulting from merging fine-grained categories: i.e., if an image belonged to the ”dalmatian” category and all instances of ”dalmatian” were annotated with bounding boxes for single-object localization, we ensured that all remaining ”dog” instances are also annotated for the object detection task. Second, we collected significantly more training data for the person class because the existing annotation set was not diverse enough to be representative (the only people categories in the single-object localization task are scuba diver, groom, and ballplayer). To compensate, we additionally annotated people in a large fraction of the existing training set images.

### Appendix E Competition protocol

**Competition format.** At the beginning of the competition period each year we release the new training/validation/test images, training/validation annotations, and competition specification for the year. We then specify a deadline for submission, usually approximately 4 months after the release of data. Teams are asked to upload a test file of their predicted annotations on test images by this deadline to a provided server. We then evaluate all submissions and release the results.

For every task we released code that takes a text file of automatically generated image annotations and compares it with the ground truth annotations to return a quantitative measure of algorithm accuracy. Teams can use this code to evaluate their performance on the validation data.

As described in [Everingham et al. 2014], there are three options for measuring performance on test data: (i) Release test images and annotations, and allow participants to assess performance themselves; (ii) Release test images but not test annotations – participants submit results and organizers assess performance; (iii) Neither test images nor annotations are released – participants submit software and organizers run it on new data and assess performance. In line with the PASCAL VOC choice, we opted for option (ii). Option (i) allows too much leeway in overfitting to the test data; option (iii) is infeasible, especially given the scale of our test set (40K-100K images).

We released ILSVRC2010 test annotations for the image classification task, but all other test annotations have remained hidden to discourage fine-tuning results on the test data.
Evaluation protocol after the challenge. After the challenge period we set up an automatic evaluation server that researchers can use throughout the year to continue evaluating their algorithms against the ground truth test annotations. We limit teams to 2 submissions per week to discourage parameter tuning on the test data, and in practice we have never had a problem with researchers abusing the system.
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