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Abstract—As the first-line diagnostic imaging modality, radiography plays an essential role in the early detection of developmental dysplasia of the hip (DDH). Clinically, the diagnosis of DDH relies on manual measurements and subjective evaluation of different anatomical features from pelvic radiographs. This process is inefficient and error-prone and requires years of clinical experience. In this study, we propose a deep learning-based system that automatically detects 14 keypoints from a radiograph, measures three anatomical angles (center-edge, Tönnis, and Sharp angles), and classifies DDH hips as grades I–IV based on the Crowe criteria. Moreover, a novel data-driven scoring system is proposed to quantitatively integrate the information from the three angles for DDH diagnosis. The proposed keypoint detection model achieved a mean (95% confidence interval [CI]) average precision of 0.807 (0.804-0.810). The mean (95% CI) intraclass correlation coefficients between the center-edge, Tönnis, and Sharp angles measured by the proposed model and the ground-truth were 0.957 (0.952-0.962), 0.947 (0.941-0.953), and 0.953 (0.947-0.960), respectively, which were significantly higher than those of experienced orthopedic surgeons ($p<0.0001$). In addition, the mean (95%) test diagnostic agreement (Cohen’s kappa) obtained using the proposed scoring system was 0.84 (0.83-0.85), which was significantly higher than those obtained from diagnostic criteria for individual angle (0.76 [0.75-0.77]) and orthopedists (0.71 [0.63-0.79]). To the best of our knowledge, this is the first study for objective DDH diagnosis by leveraging deep learning keypoint detection and integrating different anatomical measurements, which can provide reliable and explainable support for clinical decision-making.
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I. INTRODUCTION

DEVELOPMENTAL dysplasia of the hip (DDH) is a group of hip disorders commonly characterized by a shallow acetabulum with inadequate coverage of the femoral head. The reported prevalence of DDH worldwide is 0.15% to 3.5% depending on the diagnostic methods and criteria [1]–[3]. DDH is one of the most common causes of osteoarthritis [4] and is responsible for up to 29% of hip arthroplasty in people younger than 60 years [2]. Pain and limping are common symptoms of this condition; however, mild DDH may never lead to clinically apparent symptoms [2]. As a result, there may be delayed diagnosis or misdiagnosis, which requires more complex treatment and increases the risk of treatment failure [5]. Therefore, early detection is crucial to preserve DDH patients’ quality of life.

Radiographic assessment is the first-line clinical diagnostic tool for DDH in adults. Based on radiographic evaluation, therapeutic strategies and/or interventional procedures can be applied for different stages of the disease [6]. To facilitate the diagnosis of DDH, various anatomical and radiological indices have been identified from pelvic radiographs. For example, the center–edge (CE) angle of Wiberg quantifies the lateral coverage of the acetabulum [7]. A CE angle of $<20^\circ$ is considered indicative of DDH. The Tönnis angle measures the weight-bearing surface of the acetabulum, with a normal range from $0^\circ$ to $10^\circ$ [8]. The Sharp angle (or acetabular angle) describes the inclination of the acetabulum, and an angle of $>47^\circ$ suggests the presence of DDH [4]. In addition, the Crowe classification system employs four grades of DDH (I to IV, representing mild to severe, respectively) based on the percentage of proximal displacement of the femoral head from the floor of the acetabular fossa [9].

However, the aforementioned diagnostic indices are dependent on the manual identification of landmark features from radiographs, which may be tedious and error-prone, especially for inexperienced clinicians. Thus, the intra-/inter-observer variability and the quality of the radiographs can considerably affect the diagnostic accuracy and reliability. Furthermore, the morphological distinction between mild DDH and normal hips or other conditions (e.g., avascular necrosis of the femoral head) may be minor (Figure 1), which further increases the risk of misdiagnosis; thus, years of training and clinical experience are required. To achieve a more sensitive diagnosis of early DDH, a previous study suggested combining the information from the CE, Tönnis, and Sharp angles [6]. However, to the best of our knowledge, there are no clear clinical guidelines for integrating these measurements for DDH diagnosis. Therefore, it would be clinically invaluable to have a reliable and explainable approach for the automatic diagnosis of DDH based on the comprehensive evaluation of different radiological features.

Deep learning algorithms have demonstrated superior performance in analyzing pelvic radiographs for multiple tasks [10]–[13]. In this study, we propose an automatic end-to-end system for DDH diagnosis based on the comprehensive evaluation of pelvic radiographs. Specifically, we developed a deep learning algorithm to detect 14 keypoints from anteroposterior (AP) view pelvic radiographs. The CE, Tönnis, and Sharp angles are automatically measured using the detected keypoints. Furthermore, a novel scoring system learned from the data is proposed to integrate the information from the three radiological angles to achieve objective and reliable diagnosis. The DDH staging results are obtained based on the Crowe classification criteria [9].
Fig. 1: Example of results visualized by the proposed diagnosis system based on an anteroposterior view pelvic radiograph, including keypoints detection (red dots), radiological measurements (angles and proximal displacements), and developmental dysplasia of the hip (DDH) diagnosis/staging (bottom text). There are seven keypoints on each hip: (A) inferior boundary of the teardrop, (B) center of the femoral head, (C) lateral edge of the acetabulum, (D) medial aspect of the acetabulum, (E) caudal femoral head–neck junction, (F) inferior ischial tuberosity, and (G) superior edge of the iliac crest. The right hip is diagnosed as “DDH present” with Crowe grade I while the diagnosis for left hip is “DDH absent”. Angle measurements that significantly exceed the normal range are highlighted in red (CE: center–edge, FH: femoral head).

The remainder of this paper is organized as follows. Section II reviews research on keypoint detection using deep learning and its application to pelvic radiographs. Section II also summarizes the primary contributions of this study. Section III introduces the methods used in this study, while Section IV presents the results. Section V provides a discussion, while Section VI presents the conclusions.

II. RELATED WORK

Keypoint detection is an active research area in computer vision and artificial intelligence, and various detection algorithms have been proposed for different problems [14]–[16]. Human pose estimation is a task that aims to detect human joints in images or videos. Toshev et al. proposed a convolutional neural network (CNN) model to predict the coordinates of joints [17]. They introduced a cascade architecture to refine the prediction and achieved state-of-the-art performance compared to conventional feature template-based methods. Instead of directly predicting the coordinates, Tompson et al. proposed a CNN model to generate a heatmap indicating the probability of each pixel associated with a target joint [18]. Their results demonstrated that the performance of predicting joint heatmaps surpassed that of coordinates regression; thus, the heatmap method has become a common approach to detect joints. Newell et al. proposed a stacked hourglass CNN architecture for joint detection [19]. This repeated top-down, bottom-up mechanism effectively captured features on different scales and outperformed all preceding models in this task. Furthermore, mask region-based CNN (Mask-RCNN) was originally proposed for object detection and semantic segmentation by He et al. [20]. By changing the semantic segmentation mask to a “one-hot” binary mask for each keypoint, the authors demonstrated that the Mask-RCNN model produced competitive results in keypoint detection.

In the field of diagnosing DDH using deep learning, Park et al. trained a classification model to detect the presence of DDH from pediatric pelvic radiographs and demonstrated that the proposed model achieved performance similar to that of radiologists [21]. However, the proposed CNN model behaves as a “black box” for classification, whereas clinical evidence to support a decision is important to clinicians. Bier et al. proposed a CNN model to regress the location of multiple landmark points from pelvic radiographs with different views. The model was trained and tested on synthetic X-ray images.
and achieved reasonable prediction performance. In a different study, Li et al. used a modified Mask-RCNN model to detect four keypoints from a pelvic radiograph. Based on the detected keypoints, the Sharp angles were calculated and the diagnosis of DDH was generated according to the criteria in [21]. The proposed model achieved a 76% diagnosis accuracy which was comparable to that of surgeons. However, it has been noted that the diagnosis of DDH based on a single index may not be reliable, especially for mild cases; therefore, it is important to combine information from different indices to obtain a comprehensive diagnosis [6]. To this end, Yang et al. proposed a CNN model with an hourglass architecture to predict the probability map of 10 keypoints on pelvic radiographs [22]. Then, three radiological indices for DDH diagnosis were calculated: the CE, Tönnis, and Sharp angles. The results demonstrated that the keypoint detection model achieved state-of-the-art performance and that the angles generated by the model were similar to those measured by surgeons. However, they didn’t provide diagnostic results based on the measured angles, which may limit its practical application.

Unlike previous works, in this study, we propose a deep learning model based on the Mask-RCNN architecture that detects 14 keypoints from pelvic radiographs. The keypoints of interest include eight keypoints related to the three radiological angles and six keypoints associated with the Crowe classification for DDH staging. Furthermore, we introduce a novel data-driven scoring system to integrate the CE, Tönnis, and Sharp angle measurements for comprehensive diagnosis of DDH. Thus, we achieve an end-to-end automatic radiographic evaluation system with visualization. Figure 1 presents an example of the evaluation results generated by the proposed system based on an anteroposterior pelvic radiograph, where the right hip is diagnosed with mild DDH (grade I) while the diagnosis for the left hip is “DDH absent”.

III. MATERIALS AND METHODS

A. Data

All radiographs used in this study were extracted from the radiology repository at Peking University Third Hospital, one of the largest tertiary hospitals in China. We reviewed AP view pelvic radiographs of all patients seen at the orthopedic clinic between 2017 and 2021. We excluded pediatric radiographs, and radiographs with implants, fractures, severe osteoarthritis, or advanced avascular necrosis of the femoral head.

Three orthopedic surgeons with at least 15 years of clinical and surgical experience were recruited for data annotation. For each radiograph, the locations of the following seven keypoints on each hip were labeled using the locally hosted open-source annotation tool Make-Sense [23]: (A) the inferior boundary of the teardrop, (B) the center of the femoral head, (C) the lateral edge of the acetabulum, (D) the medial aspect of the acetabulum, (E) the caudal femoral head-neck junction, (F) the inferior ischial tuberosity, and (G) the superior edge of the iliac crest. All annotators individually labeled each radiograph (14 keypoints for both sides), and the coordinates of each labeled point averaged across all annotators were taken as the ground-truth. Figure 1 illustrates the seven keypoints on the right hip. Points A to D were used to calculate the three desired radiological angles, while points E to G were used to measure the proximal displacement of the femoral head and thus determine the Crowe classification of DDH. Moreover, based on manual evaluation, each annotator provided a categorical diagnosis for each side hip, including “normal”, “DDH”, and “other conditions”. Majority voting was used in case of disagreement in the diagnosis. In addition, the region of the pelvis that included all keypoints in each radiograph was marked to facilitate model training (image region in Figure 1).

Following the convention in the literature [4], [6], [9], [24], the anatomical and radiological measurements used in this study were defined as follows, referring to Figure 1:

**Horizontal reference line:** the horizontal line connecting two teardrop points and passing through point A (yellow dotted line).
**Vertical reference line:** the vertical line perpendicular to the horizontal reference line and passing through point B (blue dotted line).
**Femoral head:** the angle (blue) between the line connecting points B and C and the vertical reference line.
**Tönnis angle:** the angle (green) between the line connecting points C and D and the horizontal reference line.
**Pelvic height:** the distance between the two lines parallel to the horizontal reference line and passing the middle points of two superior ilium points and two inferior ischium points (yellow solid line). The Crowe classification is based on the ratio of the proximal displacement to the pelvic height (denoted as $r$). Grade I to IV are assigned when the ratio is in the range of $0 < r < 0.1$, $0.1 \leq r \leq 0.15$, $0.15 < r \leq 0.20$, and $r > 0.2$, respectively. In addition, the ground-truth measurement of CE, Tönnis, and Sharp angles are calculated based on the labeled keypoints and aforementioned definitions of the three angles.

This study included 1,723 AP view pelvic radiographs (3,446 hips). We used 1,533 radiographs (3,066 hips) in the training set for model training and validation, and 150 radiographs (300 hips) in the test set. Furthermore, we used 40 new DDH radiographs (80 hips) to evaluate DDH staging performance based on Crowe’s classification criteria, denoted as the evaluation set, where annotators provided the ground-truth staging results based on manual measurements and calculations.

B. Keypoint Detection with Mask-RCNN

The Mask-RCNN architecture [20] was used to construct the keypoint detection model. In this model, the feature maps extracted from the input image by the backbone model and the proposed region of interests (RoIs) are fed into the RoIAlign layer to convert them into the fixed size. Then, three downstream neural network branches use the processed features to perform classification, bounding box regression, and segmentation mask prediction, respectively. In this study, we changed the class-wise segmentation mask in the segmentation branch into the keypoint-wise mask for keypoint detection.
In this study, we used the Mask Region-based Convolutional Neural Network (Mask-RCNN) structure. The ResNet50 model is used to extract features from the input radiograph. The RoIAlign layer converts the feature maps and proposed regions of interest into the same size. Then, three downstream neural network branches are responsible for classification, object bounding box regression, and keypoint detection, respectively.

![Overall architecture of the keypoint detection model using the Mask Region-based Convolutional Neural Network (Mask-RCNN) structure.](image)

**Fig. 2:** Overall architecture of the keypoint detection model using the Mask Region-based Convolutional Neural Network (Mask-RCNN) structure. The ResNet50 model is used to extract features from the input radiograph. The RoIAlign layer converts the feature maps and proposed regions of interest into the same size. Then, three downstream neural network branches are responsible for classification, object bounding box regression, and keypoint detection, respectively.

### TABLE I: PROPOSED SCORING SYSTEM FOR DEVELOPMENTAL DYSPLASIA OF THE HIP (DDH) DIAGNOSIS

| Classes | CE angle | Tönns angle | Sharp angle | Score |
|---------|----------|-------------|-------------|-------|
| Normal  | $>25^\circ$ | $<10^\circ$ | $<42^\circ$ | 0     |
| Borderline | $20^\circ-25^\circ$ | $10^\circ-13^\circ$ | $42^\circ-47^\circ$ | 1     |
| DDH     | $<20^\circ$ | $>13^\circ$ | $>47^\circ$ | 3 for CE angle, 2 for others |

*Note: the diagnosis is “DDH present” when the total score from three angles is $\geq 5$; otherwise, the diagnosis is “DDH absent.”

Moreover, we defined an individual “one-hot” mask for each of the 14 keypoints, where one pixel corresponding to the keypoint’s location was 1, and all rest pixels were 0.

We adopted a similar loss function to train the model that used in [20], namely, the sum of the classification loss, bounding box regression loss, and keypoint detection loss, $L = L_{cls} + L_{box} + L_{kp}$. Since only one class and bounding box were involved in our task, the training goal was to minimize the keypoint detection loss, which is defined as the cross-entropy loss over a $n^2$-way softmax output in [20] ($n$ is the size of the keypoint mask). However, considering that there is only one foreground pixel in the target mask, using the cross-entropy loss to penalize incorrect keypoint localization may be suboptimal. Thus, we employed the focal loss [25] as the keypoint detection loss to improve the training efficiency. The principle of the focal loss is to help the model focus on learning difficult and misclassified examples by applying a modulating term to the cross-entropy loss. Formally, the keypoint detection loss used in this study is defined as:

$$L_{kp} = -\frac{1}{N} \sum_{k=1}^{K} \sum_{i=1}^{H} \sum_{j=1}^{W} \left( (1 - y_{kij}) \gamma \log(p_{kij}) \right) \text{ if } y_{kij} = 1, \text{ Otherwise}$$  \hspace{1cm} (1)

where $p_{kij}$ is the model’s output probability of a pixel $(i,j)$ belonging to keypoint $k$, $y_{kij}$ is the binary label for pixel $(i,j)$, $\gamma$ is the focusing parameter to down-weight the easily classified samples, $K$ are the number of keypoints, and $H$ and $W$ are the height and width of the image, respectively. In this study, we used $\gamma = 2$ for consistency with [25].

The overall architecture of the proposed keypoint detection model is presented in Figure 2. We employed the ResNet50 model [26] pre-trained on the ImageNet dataset [27] as the feature extraction backbone. Before being input into the backbone CNN, the radiographs were resized such that the shorter edges were 800 pixels. In training, the initial learning rate was set to 0.005, which was reduced by a factor of 5 when the validation loss did not improve for three consecutive epochs. The model was trained for 15 epochs with a mini-batch size of 4. The stochastic gradient descent algorithm with a weight decay of 0.0001 and momentum of 0.9 was used for optimization. We applied 10-fold cross-validation (CV) in the training phase. In the testing phase, the models trained from each CV fold were evaluated to determine the performance confidence interval (CI). In addition, standard data augmentation techniques, such as small-angle rotation and the addition of random noise, were applied to the training data.

### C. Scoring System for DDH Diagnosis

As mentioned in Section I, because the CE, Tönns, and Sharp angles evaluate different anatomical and radiological features of the hip, a previous study suggested combining the information from these angles to achieve sensitive diagnosis, especially for mild DDH cases [9]. However, to the best of our knowledge, there are no clear guidelines on how to integrate these measurements for DDH diagnosis. Therefore, we developed a novel data-driven scoring system for the quantitative and objective diagnosis of DDH based on the measurements of these three angles.

In this system, each hip is first categorized into the following three classes according to the diagnostic criteria for individual angle: normal, borderline, and DDH. Thus, three diagnoses can be obtained for each hip from the three angles. For the CE angle, the normal, borderline, and DDH ranges are $>25^\circ$, $20^\circ - 25^\circ$, and $<20^\circ$, respectively [7]. For the Tönns angle, the normal, borderline, and DDH ranges are $<10^\circ$, $10^\circ - 13^\circ$, and $>13^\circ$, respectively [6] [28]. For the Sharp angle, the normal, borderline, and DDH ranges are $<42^\circ$, $42^\circ - 47^\circ$, and $>47^\circ$, respectively [4]. Different scores are then assigned for the diagnosis from the different angles.
Specifically, scores of 0 and 1 are assigned to the normal and borderline classes, respectively, for all three angles. For the DDH class, a score of 3 is assigned for the CE angle, while a score of 2 is assigned for the other two angles. Finally, the sum of the scores for the three angles was compared with the threshold value of 5, leading to the final diagnosis result. A diagnosis of “DDH present” for a hip is made if the total score is ≥ 5; otherwise, the diagnosis is “DDH absent”. In addition, the angle measurements falling into the DDH range are highlighted in red in the visualized diagnosis output (right hip in Figure 1).

To determine the optimal parameters for the proposed scoring system, we performed grid search in the training set for the scores assigned to each angle and the total score threshold for the final diagnosis. In other words, the parameters of the proposed scoring system were learned from the data such that the diagnostic agreement (i.e., Cohen’s kappa [29]) between the proposed scoring system and the ground-truth labels are maximized. The detailed criteria and parameters of the proposed scoring system are displayed in Table I.

### D. Performance Evaluation

We adopted the object keypoint similarity (OKS) metric [30] to evaluate the performance of keypoint detection. The OKS is a commonly used metric in human joints detection [31], which measures the distance between the predicted and ground-truth keypoints normalized by the relative scale of the instance. Therefore, the OKS for each keypoint $i$ is defined as:

$$\text{OKS}_i = \exp \left( -\frac{d_i^2}{2s^2K_i^2} \right)$$

(2)

where $d_i$ is the Euclidean distance between the $i^{th}$ detected and ground-truth keypoints, $s$ is the square root of the pelvic bounding box’s area representing the object scale, and $k_i$ is a per-keypoint constant representing the detection consistency of human observers. Perfect detection yields an OKS of 1, whereas the OKS approaches zero as the prediction diverges from the ground-truth location. Based on descriptions of the $k$-constant in [30] and [32], a subset of 200 radiographs was labeled five times by each annotator, which provided 3,000 ground-truth labels on the evaluation set. Based on descriptions of the criteria and orthopedist groups was determined on the test set.

Furthermore, the diagnostic agreement (Cohen’s kappa) between the proposed scoring system and the individual angle measurements generated by the proposed model, the annotators, the two groups of orthopedists, and a previous study [22].

Following the convention in [32], we computed the average precision and average recall with a threshold based on the OKS. That is, if the detection OKS was greater than the threshold value, this detection was considered a true-positive; otherwise, it was a false-negative. By varying the threshold from 0.5 to 0.95 with a step size of 0.05, we calculated the mean average precision (mAP) and mean average recall (mAR). Then, we performed ablation analysis to compare the effectiveness of different selections in constructing the keypoint detection model. Specifically, we compared the keypoint detection performance when using different loss functions (focal loss vs. cross-entropy loss), feature extraction models (ResNet vs. ResNeXt [33] vs. Feature Pyramid Network [34]), and types of keypoint masks (binary mask vs. heatmap mask [18] [35] [22]). In addition, the mean Euclidean distances between the detected and ground-truth locations for each keypoint were reported.

Bland-Altman analysis was used to evaluate the level of agreement for the three anatomical angles measured from the detected and ground-truth keypoints. To further determine the performance of the proposed model in comparison with that of orthopedists with different level of clinical experience, we recruited four experienced orthopedic surgeons and four moderately experienced residents to mark the keypoints and diagnose the radiographs in the test set. It should be noted that all annotators were excluded from the evaluation. Then, we compared the intraclass correlation coefficient (ICC) [36] between the ground-truth angle measurements and the angle measurements generated by the proposed model, the annotators, the two groups of orthopedists, and a previous study [22].

### IV. Results

A total of 1,723 pelvic radiographs (AP view) of 3,446 hips from 1,723 patients (male:female = 623:1,100) with a

| TABLE II: $k$-CONSTANTS FOR THE OBJECT KEYPOINT SIMILARITY METRIC DURING EVALUATION |
|---|
| Laterality | Teardrop$^a$ | FH center$^b$ | Lat. Sourcil$^c$ | Med. Sourcil$^d$ | Cau. FH-N Jct.$^e$ | Inf. Ischium$^f$ | Sup. Ilium$^g$ |
| Right | 0.0080 | 0.0072 | 0.0098 | 0.0218 | 0.0097 | 0.0331 | 0.0222 |
| Left | 0.0087 | 0.0076 | 0.0110 | 0.0165 | 0.0086 | 0.0318 | 0.0250 |

$^a$ Teardrop denotes the inferior boundary of the teardrop. $^b$ FH center denotes the center of the femoral head. $^c$ Lat. Sourcil denotes the lateral edge of the acetabulum. $^d$ Med. Sourcil denotes the medial aspect of the acetabulum. $^e$ Cau. FH-N Jct. denotes the caudal head–neck junction. $^f$ Inf. Ischium denotes the inferior ischial tuberosity. $^g$ Sup. Ilium denotes the superior edge of the iliac crest.

| TABLE III: DATA CHARACTERISTICS |
|---|
| Radiograph count | Hip count | Hip diagnosis (count [percentage]) |
| Normal | DDH$^h$ | Others |
| All | 1723 | 3446 | 2707 (78.6%) | 422 (12.2%) | 317 (9.2%) |
| Training | 1533 | 3066 | 2471 (80.6%) | 308 (10.0%) | 287 (9.4%) |
| Testing | 150 | 300 | 236 (78.7%) | 34 (11.3%) | 30 (10.0%) |
| Evaluation | 40 | 80 | - | 80 (42.1%) | - |

$^h$ DDH denotes developmental dysplasia of the hip. $^b$ Values in parentheses represent the ratio of DDH grade I: grade II: grade III: grade IV.
TABLE IV: ABBLATION ANALYSIS OF DIFFERENT LOSS FUNCTIONS, BACKBONE MODELS, AND MASK TYPES

| Backbone + Mask Type | mAP (95% CI) | mAR (95% CI) |
|----------------------|--------------|--------------|
| ResNet50+FL+B        | 0.794-0.804  | 0.792-0.804  |
| ResNet50+FL+H        | 0.791-0.797  | 0.789-0.792  |
| ResNet50+CEL+B       | 0.684-0.699  | 0.682-0.688  |
| ResNext50+FL+B       | 0.795-0.802  | 0.793-0.800  |
| ResNet50+FPN+FL+B    | 0.796-0.804  | 0.794-0.801  |

a ResNet50+FL+B refers to the proposed model using ResNet50 as the feature backbone with focal loss (FL) and binary (B) keypoint masks. H denotes the heatmap keypoint mask. c CEL denotes to the cross-entropy loss.

TABLE V: PERFORMANCE OF KEYPOINT DETECTION

| Metric          | Right OKS   | Right Distance | Left OKS    | Left Distance |
|-----------------|-------------|----------------|------------|--------------|
|                | 0.895 (0.124)| 2.8 (2.7)      | 0.906 (0.122)| 2.8 (2.7)   |
|                | 0.868 (0.151)| 2.9 (3.2)      | 0.854 (0.127)| 2.8 (2.9)   |
|                | 0.907 (0.157)| 3.2 (3.2)      | 0.935 (0.177)| 3.5 (3.6)   |
|                | 0.842 (0.089)| 4.9 (5.9)      | 0.897 (0.117)| 5.3 (5.3)   |
|                | 0.010 (0.017)| 2.9 (3.2)      | 0.009 (0.011)| 2.9 (3.2)   |
|                | 0.905 (0.020)| 10.6 (12.5)    | 0.906 (0.015)| 8.8 (11.9)  |
|                | 0.001 (0.017)| 12.5 (12.5)    | 0.071 (0.084)| 12.5 (12.5) |

Note: The object keypoint similarity (OKS) and distance (in pixels) are presented as the mean (standard deviation).

Teardrop denotes the inferior boundary of the teardrop. FH center denotes the center of the femoral head. Lat. Sourcil denotes the lateral edge of the acetabulum. Med. Sourcil denotes the medial aspect of the acetabulum. Cau. FH-N Jct. denotes the caudal head-neck junction. Inf. Ischium denotes the inferior ischial tuberosity. Sup. Ilium denotes the superior edge of the iliac crest.

mean (SD) age of 54.8 (18.5) years were included in this study. The number of radiographs in the training, test, and evaluation sets was 1,533, 150, and 40, respectively. The number of hips labeled as “normal”, “DDH”, and “other diseases” (including avascular necrosis of the femoral head and primary osteoarthritis) were 2,707, 422, and 317, respectively. The data characteristics are summarized in Table III.

When using ResNet50 as the feature extraction backbone model, focal loss as the loss function, and binary keypoint masks as the training target (denoted as ResNet50+FL+B, where FL refers to focal loss, and B refers to binary masks), the keypoint detection model achieved a mAP (95% CI) and mAR (95% CI) of 0.807 (0.804-0.810) and 0.870 (0.867-0.872), respectively. In constrast, when using cross-entropy loss instead of focal loss (denoted as ResNet50+CEL+B), the model achieved a mAP and mAR of 0.794 (0.791-0.797) and 0.858 (0.856-0.861), respectively, which were significantly lower than those using focal loss (p<0.0001). When using different backbone models for feature extraction (i.e., ResNet50+FPN [34]), the keypoint detection performance was also inferior to that of the proposed ResNet50+FL+B model (p<0.0001). Moreover, when using the heatmap mask as the training target instead of the binary mask (i.e., ResNet50+FL+H, where H refers to the heatmap masks), the mAP (95% CI) and mAR (95% CI) were 0.804 (0.791-0.797) and 0.858 (0.856-0.861), respectively, which were significantly lower than those using focal loss (p<0.0001). When using different backbone models for feature extraction (i.e., ResNet50 [33] and ResNet50+FPN [34]), the keypoint detection performance was also inferior to that of the proposed ResNet50+FL+B model (p<0.0001). Moreover, when using the heatmap mask as the training target instead of the binary mask (i.e., ResNet50+FL+H, where H refers to the heatmap masks), the mAP (95% CI) and mAR (95% CI) were 0.804 (0.791-0.797) and 0.858 (0.856-0.861), respectively, which were not higher than the results of the proposed model. Therefore, we used the ResNet50+FL+B model in all subsequent experiments. The ablation analysis results of using different configurations for the keypoint detection model are listed in Table IV, while the mean (SD) OKS and mean (SD) distance (in pixels) between the detected and ground-truth keypoints are shown in Table V.

The measurement results of the anatomical angles are as follows. The overall mean±SD detected (ground-truth, T-test p-value) CE, Tönnis, and Sharp angles in the test set were 32.7°±7.4° (32.5°±10.2°, p=0.41), 7.4°±7.0° (7.6°±7.1°, p=0.23), and 38.8°±4.8° (38.9°±4.9°, p=0.52), respectively.

1 ResNet50+FPN refers to the ResNet50 model with the feature pyramid network structure [34].

![Fig. 3: Bland-Altman analysis of the detected and labeled measurement results of the (a) Center-Edge (CE), (b) Tönnis, and (c) Sharp angles (including the angles from right and left hips)
The Bland-Altman analysis for the detected and ground-truth CE, Tönnis, and Sharp angles in the test set are presented in Figure 3. The overall mean (95% CI) ICCs between the detected and ground-truth measurements in the test set were 0.957 (0.952-0.962), 0.947 (0.941-0.953), and 0.953 (0.947-0.960) for the CE, Tönnis, and Sharp angles, respectively. In addition, the ICCs between the angles labeled five times by each annotator were 0.944 (0.913-0.974), 0.946 (0.918-0.974), and 0.928 (0.888-0.969) for the CE, Tönnis, and Sharp angles, respectively. In contrast, the mean (95%) ICCs for the CE, Tönnis, and Sharp angles measured by the surgeons were 0.875 (0.865-0.885), 0.914 (0.900-0.928), and 0.897 (0.880-0.915), respectively, and 0.880 (0.861-0.900), 0.874 (0.826-0.921), and 0.914 (0.905-0.924), respectively, for the residents group. Table VI presents a detailed comparison of the angles generated by the proposed model, annotators, experienced surgeons, moderately experienced residents, and state-of-the-art results [22] for each side.

With the parameters presented in Table I, the proposed scoring system achieved excellent agreement with the ground-truth diagnosis when using the ground-truth measurements of the three angles in the test set (Cohen’s kappa=0.91). In contrast, the diagnostic agreement (Cohen’s kappa) was 0.73, 0.49, and 0.47, respectively, when using the criteria for the CE, Tönnis, and Sharp angles individually. When applied to the detected angles in the test set, the proposed diagnosis system obtained a mean (95% CI) diagnostic agreement of 0.84 (0.83-0.85), whereas the mean (95% CI) diagnostic agreement using the detected CE, Tönnis, and Sharp angles individually was 0.76 (0.75-0.77), 0.49 (0.48-0.50), and 0.43 (0.42-0.44), respectively. In comparison, the mean (95% CI) diagnostic agreement of the surgeons and residents group in the test set was 0.71 (0.63-0.79) and 0.67 (0.59-0.75), respectively. Furthermore, when examining the performance of staging DDH in the evaluation set, the proposed model achieved an overall classification agreement of 0.76 (Cohen’s kappa), with F1 scores of 0.92, 0.80, 0.78, and 0.67 for classes of grades I, II, III, and IV, respectively. The confusion matrix of DDH staging using the proposed model in the evaluation set is presented in Figure 4.

V. DISCUSSION

As the first-line medical imaging modality for DDH in adults, radiography plays an essential role in the early detection of the disease. Clinically, the diagnosis of DDH is highly dependent on the manual evaluation of radiological features, including the CE, Tönnis, and Sharp angles, to identify possible pathological changes in the hip. This manual measurement and evaluation process is inefficient and error-prone, and the diagnostic performance may suffer due to intra-/inter-group variability and clinical inexperience. In this study, we proposed a deep learning-based end-to-end system for comprehensive DDH diagnosis from pelvic radiographs that performs automatic keypoint detection, radiological feature measurement, DDH diagnosis, and result visualization.

The Mask-RCNN architecture was employed to construct the proposed keypoint detection model. We replaced the instance masks of the segmentation branch with “one-hot” keypoint masks as the training target. To help the proposed model emphasize keypoint localization, we adopted focal loss as the objective function instead of cross-entropy loss. We further investigated the effectiveness of using heatmap masks as the training target to reduce the penalty on the negative locations in keypoint detection as proposed in [35].

TABLE VI: PERFORMANCE COMPARISON OF RADIOLOGICAL ANGLE ESTIMATES

| Laterality | Angle | Our model | Annotators* | Surgeons | Residents | Yang et al. [22] |
|-----------|-------|-----------|-------------|----------|-----------|-----------------|
|           | ICC (95% CI) | Mean Diff.* (SD) | ICC (95% CI) | Mean Diff. (SD) | ICC (95% CI) | Mean Diff. (SD) | ICC Mean Diff. (SD) |
| Right     | CE     | 0.965 (0.963-0.966) | 0.09 (2.80) | 0.964 (0.946-0.983) | -0.09 (4.30) | 0.860 (0.839-0.881) | 0.890 (7.89) | 0.919 (7.10) | 0.868 (3.27) |
|           | Tonnis | 0.954 (0.951-0.960) | -0.19 (2.29) | 0.959 (0.938-0.980) | 0.58 (2.83) | 0.926 (0.907-0.945) | -1.24 (3.50) | 0.907 (3.27) | 2.03 (1.38) |
|           | Sharp’s | 0.943 (0.939-0.948) | -0.13 (1.34) | 0.950 (0.921-0.979) | 0.06 (1.62) | 0.905 (0.878-0.931) | 0.22 (2.21) | 0.933 (1.88) | 0.31 (2.62) |
| Left      | CE     | 0.949 (0.946-0.953) | 0.33 (2.91) | 0.910 (0.860-0.960) | -0.22 (5.45) | 0.903 (0.899-0.907) | -1.85 (6.11) | 0.875 (4.39) | 2.48 (2.32) |
|           | Tonnis | 0.930 (0.934-0.944) | -0.25 (2.38) | 0.931 (0.895-0.967) | 1.12 (3.54) | 0.909 (0.895-0.919) | 0.53 (3.96) | 0.843 (2.81) | 3.64 (0.54) |
|           | Sharp’s | 0.963 (0.960-0.966) | 0.03 (1.20) | 0.924 (0.870-0.978) | 0.61 (2.14) | 0.895 (0.879-0.911) | 0.03 (2.22) | 0.933 (1.88) | 0.31 (2.62) |

* The Annotators column refers to the performance of redundant measurements generated by the annotators.

** ICC denotes the intraclass correlation coefficient.

b Mean Diff. denotes the mean difference between the detected and labeled angles (in degrees).

d ICC denotes the confidence interval.

Fig. 4: Confusion matrix of developmental dysplasia of the hip staging using the proposed model with the evaluation set based on the Crowe classification criteria.
ablation analysis (Table IV) indicated that using focal loss led to significant higher keypoint detection performance than that using cross-entropy loss (p<0.0001), while the heatmap masks did not outperform the proposed binary masks. In addition, we evaluated different CNN models as the feature extraction backbone model. The experimental results demonstrated that as the feature extraction backbone model, ResNet50 was always superior to more sophisticated models, such as the ResNet-FPN model presented in the Mask-RCNN study [20]. The reason for this result may be that our data size was much smaller than that in [20], and thus may have been insufficient to effectively train more sophisticated models.

We adopted the OKS-based metrics to evaluate our keypoint detection model performance. OKS provides a perceptually meaningful measurement of the difference between detected and ground-truth keypoint locations by accounting for human variability in labeling the same keypoints. Based on a set of repeatedly labeled radiographs, we derived the $k$ constants in Equation (2) for each keypoint, representing the consistency of human labeling. Table VI indicates that the $k$ constant varied remarkably for different keypoints. It is conceptually reasonable that a keypoint from a small instance in the pelvic radiograph (e.g., the center point of the femoral head) would have a smaller $k$ constant than a keypoint from a large instance (e.g., the superior edge of the ilium). This is because a slight deviation in the detected location for a small instance keypoint from its ground-truth location would cause a more visually noticeable difference in performance; therefore, it requires a smaller $k$ constant to make the OKS sensitive to minor localization differences. Moreover, the $k$ constant can also be interpreted as an indicator of human variability when labeling different keypoints from instances with similar scales. Thus, the $k$ constant may be helpful in understanding the reliability of clinical measurements. For example, the $k$ constant for the medial aspect of the acetabulum (keypoint D in Figure 1) was 2 to 3 times higher than that of the femoral head center (keypoint B). Considering that both keypoints are from a similar area of the hip, this suggests that the clinical measurement based on
performance of the proposed model in differentiating serve-stage DDH (grade IV) was suboptimal (F1=0.67). This may have resulted from the limited number of severe DDH cases included in this study, reflected in the data characteristics of the evaluation set (Table III). Furthermore, severe DDH can dramatically change a hip’s radiological features on a case-by-case basis; however, the changes are typically evident on the radiograph. For this reason, detecting keypoints and measuring angles for severe DDH cases may be inefficient and of less clinical interest, as severe DDH is unlikely to be misdiagnosed. Therefore, we can use classification models instead of the keypoint detection-based method to improve the diagnosis of severe DDH in the future.

There are some limitations that should be considered. First, the data size used in this study may have been insufficient to evaluate sophisticated deep learning models. However, the experimental results indicated that our data size could effectively train the proposed keypoint detection model. Second, the diagnosis labels provided by the annotators were based on subjective evaluation and manual measurement and may thus have suffered from inter-observer variability and affected the performance evaluation. Finally, the proposed scoring system for DDH diagnosis was developed and evaluated with data from a single clinic. Thus, the proposed criteria and assessment results may have been biased and may not be valid for data from other sources. Therefore, we plan to collect more data from various sources for further validation and improvement of our proposed system.

VI. CONCLUSION

In this study, we presented a fully automated end-to-end system for the comprehensive diagnosis of DDH from pelvis radiographs based on deep learning keypoint detection and a novel data-driven scoring system. The proposed approach demonstrated state-of-the-art performance on different tasks and can be used to provide reliable and explainable support for clinical decision-making.
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