Offline and Online Models of Budget Allocation for Maximizing Influence Spread

Noa Avigdor-Elgrabli∗ Gideon Blocq† Iftah Gamzu‡

Abstract

The research of influence propagation in social networks via word-of-mouth processes has been given considerable attention in recent years. Arguably, the most fundamental problem in this domain is the influence maximization problem, where the goal is to identify a small seed set of individuals that can trigger a large cascade of influence in the network. While there has been significant progress regarding this problem and its variants, one basic shortcoming of the underlying models is that they lack the flexibility in the way the overall budget is allocated to different individuals. Indeed, budget allocation is a critical issue in advertising and viral marketing. Taking the other point of view, known models allowing flexible budget allocation do not take into account the influence spread in social networks. We introduce a generalized model that captures both budgets and influence propagation simultaneously.

For the offline setting, we identify a large family of natural budget-based propagation functions that admits a tight approximation guarantee. This family extends most of the previously studied influence models, including the well-known Triggering model. We establish that any function in this family implies an instance of a monotone submodular function maximization over the integer lattice subject to a knapsack constraint. This problem is known to admit an optimal $1 - 1/e \approx 0.632$-approximation. We also study the price of anarchy of the multi-player game that extends the model and establish tight results.

For the online setting, in which an unknown subset of agents arrive in a random order and the algorithm needs to make an irrevocable budget allocation in each step, we develop a $1/(15e) \approx 0.025$-competitive algorithm. This setting extends the celebrated secretary problem, and its variant, the submodular knapsack secretary problem. Notably, our algorithm improves over the best known approximation for the latter problem, even though it applies to a more general setting.

∗Yahoo Labs, Haifa, Israel. Email: noaa@yahoo-inc.com.
†Technion, Haifa, Israel. Email: gideon@tx.technion.ac.il. This work was done when the author was an intern at Yahoo Labs, Haifa, Israel.
‡Yahoo Labs, Haifa, Israel. Email: iftah.gamzu@yahoo.com.


1 Introduction

The study of information and influence propagation in societies has received increasing attention for several decades in various areas of research. Recently, the emergence of online social networks brought forward many new questions and challenges regarding the dynamics by which information, ideas, and influence spread among individuals. One central algorithmic problem in this domain is the influence maximization problem, where the goal is to identify a small seed set of individuals that can trigger a large word-of-mouth cascade of influence in the network. This problem has been posed by Domingos and Richardson [13] in the context of viral marketing. The premise of viral marketing is that by targeting a few influential individuals as initial adopters of a new product, it is possible to trigger a cascade of influence in a social network. Specifically, those individuals are assumed to recommend the product to their friends, who in turn recommend it to their friends, and so on.

The influence maximization problem was formally defined by Kempe, Kleinberg and Tardos [26, 27]. In this setting, we are given a social network graph, which represents the individuals and the relationships between them. We are also given an influence function that captures the expected number of individuals that become influenced for any given subset of initial adopters. Given some budget $b$, the objective is to find a seed set of $b$ initial adopters that will maximize the expected number of influenced individuals. Kempe et al. studied several operational models representing the step-by-step dynamics of propagation in the network, and analyzed the influence functions that are derived from them. While there has been significant progress regarding those models and related algorithmic issues, one shortcoming that essentially has not been treated is the lack of flexibility in the way that the budget is allocated to the individuals. Indeed, budget allocation is a critical factor in advertising and viral marketing. This raises some concerns regarding the applicability of current techniques.

Consider the following scenario as a motivating example. A new daily deals website is interested in increasing its exposure to new audience. Consequently, it decides to provide discounts to individuals who are willing to announce their purchases in a social network. The company has several different levels of discounts that it can provide to individuals to incentivize them to better communicate their purchases, e.g., making more enthusiastic announcements on their social network. The company hopes that those announcements will motivate the friends of the targeted individuals to visit the website, so a word-of-mouth process will be created. The key algorithmic question for this company is whom should they offer a discount, and what amount of discounts should be offered to each individual.

Alon et al. [1] have recently identified the insufficiency of existing models to deal with budgets. They introduced several new models that capture issues related to budget distribution among potential influencers in a social network. One main caveat in their models is that they do not take into account the influence propagation that happens in the network. The main aspect of our work targets this issue.

1.1 Our results

We introduce a generalized model that captures both budgets and influence propagation simultaneously. Our model combines design decisions taken from both the budget models [1] and propagation models [26]. The model interprets the budgeted influence propagation as a two-stage process consisting of: (1) influence related directly to the budget allocation, in which the seed set of targeted individuals influence their friends based on their budget, and (2) influence resulting from a secondary word-of-mouth process in the network, in which no budgets are involved. Note that the two stages give rise to two influence functions whose combination designates the overall influence function of the model. We study our model in both offline and online settings.

An offline setting. We identify a large family of natural budget-based propagation functions that admits a tight approximation guarantee. Specifically, we establish sufficient properties for the two influence functions
mentioned above, which lead to a resulting influence function that is both monotone and submodular. It is important to emphasize that the submodularity of the combined function is not the classical set-submodularity, but rather, a generalized version of submodularity over the integer lattice. Crucially, when our model is associated with such an influence function, it can be interpreted as a special instance of a monotone submodular function maximization over the integer lattice subject to a knapsack constraint. This problem is known to have an efficient algorithm whose approximation ratio of $1 - 1/e \approx 0.632$, which is best possible under $P \neq NP$ assumption [40]. We then focus on social networks scenario, and introduce a natural budget-based influence propagation model that we name Budgeted Triggering. This model extends many of the previously studied influence models in networks. Most notably, it extends the well-known Triggering model [25], which in itself generalizes several models such as the Independent Cascade and the Linear Threshold models. We analyze this model within the two-stage framework mentioned above, and demonstrate that its underlying influence function is monotone and submodular. Consequently, we can approximate this model to within a factor of $1 - 1/e$. We also consider a multi-player game that extends our model. In this game, there are multiple players, each of which is interested to spend her budget in a way that maximizes her own network influence. We establish that the price of anarchy (PoA) of this game is equal to 2. This result is derived by extending the definition of a monotone utility game on the integer lattice [32]. Specifically, we show that one of the conditions of the utility game can be relaxed, while still maintaining a PoA of at most 2, and that the refined definition captures our budgeted influence model.

**An online setting.** In the online setting, there is an unknown subset of individuals that arrive in a random order. Whenever an individual arrives, the algorithm learns the marginal influence for each possible budget assignment, and needs to make an irrevocable decision regarding the allocation to that individual. This allocation cannot be altered later on. Intuitively, this setting captures the case in which there is an unknown influence function that is partially revealed with each arriving individual. Similarly to before, we focus on the case that the influence function is monotone and submodular. Note that this setting is highly-motivated in practice. As observed by Seeman and Singer [37], in many cases of interest, online merchants can only apply marketing techniques on individuals who have engaged with them in some way, e.g., visited their online store. This gives rise to a setting in which only a small unknown sample of individuals from a social network arrive in an online fashion. We identify that this setting generalizes the submodular knapsack secretary problem [3], which in turn, extends the well-known secretary problem [14]. We develop a $1/(15e) \approx 0.025$-competitive algorithm for the problem. Importantly, our results not only apply to a more general setting, but also improve the best known competitive bound for the former problem, which is $1/(20e) \approx 0.018$, due to Feldman, Naor and Schwartz [17].

### 1.2 Related work

Models of influence spread in networks are well-studied in social science [22] and marketing literature [18]. Domingos and Richardson [13, 36] were the first to pose the question of finding influential individuals who will maximize adoption through a word-of-mouth effect in a social network. Kempe, Kleinberg and Tardos [26, 27] formally modeled this question, and proved that several important models have submodular influence functions. Subsequent research have studied extended models and their characteristics [29, 34, 6, 24, 8, 39, 15, 37, 28, 12], and developed techniques for inferring influence models from observable data [20, 19, 31]. Influence maximization with multiple players has also been considered in the past [6, 21, 25]. Kempe et al. [26], and very recently, Yang et al. [43], studied propagation models that have a similar flavor to our budgeted setting. We like to emphasize that there are several important distinctions between their models and ours. Most importantly, their models assume a strong type of fractional diminishing returns property that our integral model does not need to satisfy. Therefore, their models cannot capture the scenarios we describe. The reader may refer to the cited papers and the references therein for a broader review of the literature.
Alon et al. [1] studied models of budget allocation in social networks. As already mentioned, our model follows some of the design decisions in their approach. For example, their models support constraints on the amount of budget that can be assigned to any individual. Such constraints are motivated by practical marketing conditions set by policy makers and regulations. Furthermore, their models focus on a discrete integral notion of a budget, which is consistent with common practices in many organizations (e.g., working in multiplications of some fixed value) and related simulations [38]. We include those considerations in our model as well. Alon et al. proved that one of their models, namely, the budget allocation over bipartite influence model, admits an efficient \((1 - 1/e)\)-approximation algorithm. This result was extended by Soma et al. [40] to the problem of maximizing a monotone submodular function over the integer lattice subject to a knapsack constraint. The algorithm for the above problems is a reminiscent of the algorithm for maximizing a monotone submodular set function subject to a knapsack constraint [41]. Notice that none of those papers have taken into consideration the secondary propagation process that occurs in social networks.

The classical secretary problem was introduced more than 50 years ago (e.g., [14]). Since its introduction, many variants and extension of that problem have been proposed and analyzed [30, 2, 3, 4]. The problem that is closest to the problem implied from our online model is the submodular knapsack secretary problem [5, 23, 17]. An instance of this problem consists of a set of \(n\) secretaries that arrive in a random order, each of which has some intrinsic cost. An additional ingredient of the input is a monotone submodular set function that quantifies the value gained from any subset of secretaries. The objective is to select a set of secretaries of maximum value under the constraint that their overall cost is no more than a given budget parameter. Note that our model extends this setting by having a more general influence function that is submodular over the integer lattice. Essentially, this adds another layer of complexity to the problem as we are not only required to decide which secretaries to select, but we also need to assign them budgets.

2 Preliminaries

We begin by introducing a very general budgeted influence propagation model. This model will be specialized later when we consider the offline and online settings. In our model, there is a set of \(n\) agents and an influence function \(f : \mathbb{N}^n \rightarrow \mathbb{R}_+\). Furthermore, there is a capacity vector \(c \in \mathbb{N}^n_+\) and a budget \(B \in \mathbb{N}_+\). Our objective is to compute a budget assignment to the agents \(b \in \mathbb{N}^n\), which maximizes the influence \(f(b)\). The vector \(b\) must (1) respect the capacities, that is, \(0 \leq b_i \leq c_i\), for every \(i \in [n]\), (2) respect the total budget, namely, \(\sum_{i=1}^n b_i \leq B\). In the following, we assume without loss of generality that each \(c_i \leq B\).

We primarily focus on influence functions that maintain the properties of monotonicity and submodularity. A function \(f : \mathbb{N}^n \rightarrow \mathbb{R}_+\) is called monotone if \(f(x) \leq f(y)\) whenever \(x \leq y\) coordinate-wise, i.e., \(x_i \leq y_i\), for every \(i \in [n]\). The definition of submodularity for functions over the integer lattice is a natural extension of the classical definition of submodularity over sets (or boolean vectors):

**Definition 2.1.** A function \(f : \mathbb{N}^n \rightarrow \mathbb{R}_+\) is said to be submodular over the integer lattice if \(f(x) + f(y) \geq f(x \lor y) + f(x \land y)\), for all integer vectors \(x\) and \(y\), where \(x \lor y\) and \(x \land y\) denote the coordinate-wise maxima and minima, respectively. Specifically, \((x \lor y)_i = \max\{x_i, y_i\}\) and \((x \land y)_i = \min\{x_i, y_i\}\).

In the remainder of the paper, we abuse the term submodular to describe both set functions and functions over the integer lattice. We also make the standard assumption of a value oracle access for the function \(f\). A value oracle for \(f\) allows us to query about \(f(x)\), for any vector \(x\). The question of how to compute the function \(f\) in an efficient (and approximate) way has spawned a large body of work in the context of social networks (e.g., [26, 10, 9, 33, 11, 7]).

Notice that for the classical case of sets, the submodularity condition implies that \(f(S) + f(T) \geq f(S \cup T) + f(S \cap T)\), for every \(S, T \subseteq [n]\), and the monotonicity property implies that \(f(S) \leq f(T)\) if \(S \subseteq T\).
An important distinction between the classical set setting and the integer lattice setting can be seen when we consider the diminishing marginal returns property. This property is an equivalent definition of submodularity of set functions, stating that $f(S \cup \{i\}) - f(S) \geq f(T \cup \{i\}) - f(T)$, for every $S \subseteq T$ and every $i \notin T$. However, this property, or more accurately, its natural extension, does not characterize submodularity over the integer lattice, as observed by Soma et al. [40]. For example, there are simple examples of a submodular function $f$ for which

$$f(x + \chi_i) - f(x) \geq f(x + 2\chi_i) - f(x + \chi_i)$$

does not hold. Here, $\chi_i$ is the characteristic vector of the set $\{i\}$, so that $x + k\chi_i$ corresponds to an update of $x$ by adding an integral budget $k$ to agent $i$. Note that a weaker variant of the diminishing marginal returns does hold for submodular functions over the integer lattice.

**Lemma 2.2** (Lem 2.2 [40]). Let $f$ be a monotone submodular function over the integer lattice. For any $i \in [n]$, $k \in \mathbb{N}$, and $x \leq y$, it follows that

$$f(x \lor k\chi_i) - f(x) \geq f(y \lor k\chi_i) - f(y).$$

### 3 An Offline Model

In this section, we study the offline version of the budgeted influence propagation model. As already noted, we consider budgeted influence propagation to be a two-stage process consisting of (1) direct influence related to the budget assignment, followed by (2) influence related to a propagation process in the network. In particular, in the first stage, the amount of budget allocated to an individual determines her level of effort and success in influencing her direct friends. This natural assumption is consistent with previous work [1]. Then, in the second stage, a word-of-mouth propagation process takes place in which additional individuals in the network may become affected. Note that the allocated budgets do not play role at this stage.

We identify a large family of budget-based propagation functions that admit an efficient solution. Specifically, we first identify sufficient properties of the influence functions of both stages, which give rise to a resulting (combined) influence function that is monotone and submodular. Consequently, our model can be interpreted as an instance of a monotone submodular function maximization over the integer lattice subject to a knapsack constraint. This problem is known to have an efficient $(1 - 1/e)$-approximation [40], which is best possible under the assumption that $P \neq NP$. This NP-hardness bound of $1 - 1/e$ already holds for the special case of maximum coverage [16] [1].

We subsequently develop a natural model of budgeted influence propagation in social networks that we name **Budgeted Triggering**. This model generalizes many settings, including the well-known Triggering model. Note that the Triggering model already extends several models used to capture the spread of influence in networks, like the Independent Cascade, Linear Threshold, and Listen Once models [26]. We demonstrate that the influence function defined by this model is monotone and submodular, and thus, admits an efficient $(1 - 1/e)$-approximation. Technically, we achieve this result by demonstrating that the two-stage influence functions that underlie this model satisfy the sufficient properties mentioned above.

Finally, we study an extension of the Budgeted Triggering model to a multi-player game. In this game, there are multiple self-interested players (e.g., advertisers), each of which is interested to spend her budget in a way that maximizes her own network influence. We establish that the price of anarchy (PoA) of the game is exactly 2. In fact, we prove that this result holds for a much more general type of games. Maehara et al. [32] recently defined the notion of a monotone utility game on the integer lattice, and demonstrated that its PoA is at most 2. Their utility game definition does not capture our multi-player game. We show that one of the conditions in their game definition can be relaxed while still maintaining the same PoA. Crucially, this relaxed definition captures our model.
3.1 A two-stage influence composition

The two-stage process can be formally interpreted as a composition of two influence functions, \( f = h \circ g \). The first function \( g : \mathbb{N}^n \to \{0, 1\}^n \) captures the set of influenced agents for a given budget allocation, while the second function \( h : \{0, 1\}^n \to \mathbb{R}_+ \) captures the overall number (or value) of influenced agents, given some seed agent set for a propagation process. In particular, the influenced agents of the first stage are the seed set for the second stage. We next describe sufficient conditions for the functions \( g \) and \( h \) which guarantee that their composition is monotone and submodular over the integer lattice. Note that we henceforth use notation related to sets and their binary vector representation interchangeably.

**Definition 3.1.** A function \( g : \mathbb{N}^n \to \{0, 1\}^n \) is said to be coordinate independent if it satisfies \( g(x \lor y) \leq g(x) \lor g(y) \), for any \( x, y \in \mathbb{N}^n \).

**Definition 3.2.** A function \( g : \mathbb{N}^n \to \{0, 1\}^n \) is said to be monotone if \( g(x) \leq g(y) \) coordinate-wise whenever \( x \leq y \) coordinate-wise.

Many natural influence functions are coordinate independent. One such example is the family of functions \( \lor \) of \( \land \), for any \( i \in \mathbb{N} \), indicating the affected agents as a result of any budget allocation assigned only to agent \( i \). We are now ready to prove our composition lemma.

**Lemma 3.3.** Given a monotone coordinate independent function \( g : \mathbb{N}^n \to \{0, 1\}^n \) and a monotone submodular function \( h : \{0, 1\}^n \to \mathbb{R}_+ \), the composition \( f = h \circ g : \mathbb{N}^n \to \mathbb{R}_+ \) is a monotone submodular function over the integer lattice.

**Proof.** The coordinate independence properties of \( g \) and the monotonicity of \( h \) imply that

\[
h(g(x) \lor g(y)) \geq h(g(x) \lor y).
\]

In addition, from the monotonicity of \( g \) we know that \( g(x \land y) \leq g(x) \) and \( g(x \land y) \leq g(y) \). Thus, together with the monotonicity of \( h \), we get that

\[
h(g(x) \land g(y)) \geq h(g(x) \land y).
\]

Utilizing the above results, we attain that \( f \) is submodular since

\[
f(x) + f(y) = h(g(x)) + h(g(y)) \geq h(g(x) \lor g(y)) + h(g(x) \land g(y)) \geq h(g(x \lor y)) + h(g(x \land y)) = f(x \lor y) + f(x \land y),
\]

where the first inequality is by the submodularity of \( h \).

We complete the proof by noting that \( f \) is monotone since both \( g \) and \( h \) are monotone. Formally, given \( x \leq y \) then it follows that \( f(x) \leq h(g(x)) \leq h(g(y)) = f(y) \) by \( h \)'s monotonicity and since \( g(x) \leq g(y) \) by \( g \)'s monotonicity.

As a corollary of the lemma, we get the following theorem.
Theorem 3.4. Given a monotone coordinate independent function \( g : \mathbb{N}^n \to \{0, 1\}^n \) and a monotone submodular function \( h : \{0, 1\}^n \to \mathbb{R}_+ \), there is a \((1 - 1/e)\)-approximation algorithm for maximizing the influence function \( f = h \circ g : \mathbb{N}^n \to \mathbb{R}_+ \) under capacity constraints \( c \in \mathbb{N}_+^n \) and a budget constraint \( B \in \mathbb{N}_+ \), whose running time is polynomial in \( n, B \), and the query time for the value oracle for \( f \).

Proof. We know by Lemma 3.3 that \( f \) is monotone and submodular. Consequently, we attain an instance of maximizing a monotone submodular function over the integer lattice subject to a knapsack constraint. Soma et al. \cite{40} recently studied this problem, and developed a \((1 - 1/e)\)-approximation algorithm whose running time is polynomial in \( n, B \), and the query time for the value oracle of the submodular function.

3.2 The budgeted triggering model

We now focus on social networks, and introduce a natural budget-based influence model that we call the Budgeted Triggering model. This model consists of a social network, represented by a directed graph \( G = (V, E) \) with \( n \) nodes (agents) and a set \( E \) of directed edges (relationships between agents). In addition, there is a function \( f : \mathbb{N}^n \to \mathbb{R}_+ \) that quantifies the influence of any budget allocation \( b \in \mathbb{N}^n \) to the agents. The concrete form of \( f \) strongly depends on the structure of the network, as described later. The objective is to find a budget allocation \( b \) that maximizes the number of influenced nodes, while respecting the feasibility constraints: (1) \( b_i \leq c_i \), for every node \( v \in V \), and (2) \( \sum_{v \in V} b_i \leq B \).

For ease of presentation, we begin by describing the classic Triggering model \cite{26}. Let \( N(v) \) be the set of neighbors of node \( v \) in the graph. The influence function implied by a Triggering model is defined by the following simple process. Every node \( v \in V \) independently chooses a random triggering set \( T^v \subseteq N(v) \) among its neighbors according to some fixed distribution. Then, for any given seed set of nodes, its influence value is defined as the result of a deterministic cascade process in the network which works in steps. In the first step, only the selected seed set is affected. At step \( \ell \), each node \( v \) that is still not influenced becomes influenced if any of its neighbors in \( T^v \) became influenced at time \( \ell - 1 \). This process terminates after at most \( n \) rounds.

Our generalized model introduces the notion of budgets into this process. Specifically, the influence function in our case adheres to the following process. Every node \( v \) independently chooses a random triggering vector \( t^v \in \mathbb{N}^{\left| N(v) \right|} \) according to some fixed distribution. Given a budget allocation \( b \in \mathbb{N}^n \), the influence value of that allocation is the result of the following deterministic cascade process. In the first step, every node \( v \) that was allocated a budget \( b_v > 0 \) becomes affected. At step \( \ell \), every node \( v \) that is still not influenced becomes influenced if any of its neighbors \( u \in N(v) \) became influenced at time \( \ell - 1 \) and \( b_u \geq t^v_u \). One can easily verify that the Triggering model is a special case of our Budgeted Triggering model, where the capacity vector \( c = 1^n \), and each \( t^v_u = 0 \) if \( u \in T^v \), and \( t^v_u = B + 1 \), otherwise.

Intuitively, the triggering vectors in our model capture the amount of effort that is required from each neighbor of some agent to affect her. Of course, the underlying assumption is that the effort of individuals correlates with the budget they receive. As an example, consider the case that a node \( v \) selects a triggering value \( t^v_u = 1 \) for some neighbor \( u \). In this case, \( u \) can only influence \( v \) if it receives a budget of at least 1. However, if \( v \) selects a value \( t^v_u = 0 \) then it is enough that \( u \) becomes affected in order to influence \( v \). In particular, it is possible that \( u \) does not get any budget but still influences \( v \) after it becomes affected in the cascade process.

Given a budget allocation \( b \), the value of the influence function \( f(b) \) is the expected number of nodes influenced in the cascade process, where the expectation is taken over the random choices of the model. Formally, let \( \sigma \) be some fixed choice of the triggering vectors of all nodes (according to the model distribution), and let \( \Pr(\sigma) \) be the probability of this outcome. Let \( f_\sigma(b) \) be the (deterministic) number of nodes influenced when the triggering vectors are defined by \( \sigma \) and the budget allocation is \( b \). Then, \( f(b) = \sum \Pr(\sigma) \cdot f_\sigma(b) \).
**Theorem 3.5.** There is a $(1 - 1/e)$-approximation algorithm for influence maximization under the Budgeted Triggering model whose running time is polynomial in $n$, $B$, and the query time of the value oracle for the influence function.

**Proof.** Consider an influence function $f : \mathbb{N}^n \rightarrow \mathbb{R}_+$ resulting from the Budgeted Triggering model. We next show that the function $f$ is monotone and submodular over the integer lattice. As a result, our model can be interpreted as an instance of maximizing a monotone submodular function over the integer lattice subject to a knapsack constraint, which admits an efficient $(1 - 1/e)$-approximation. Notice that it is sufficient to prove that each (deterministic) function $f_\sigma$ is monotone submodular function over the integer lattice. This follows as $f$ is a non-negative linear combination of all $f_\sigma$. One can easily validate that submodularity and monotonicity are closed under non-negative linear combinations.

Consider some function $f_\sigma : \mathbb{N}^n \rightarrow \mathbb{R}_+$. For the purpose of establishing that $f_\sigma$ is monotone and submodular, we show that $f_\sigma$ can be interpreted as a combination of a monotone coordinate independent function $g_\sigma : \mathbb{N}^n \rightarrow \{0, 1\}^n$, and a monotone submodular function $h_\sigma : \{0, 1\}^n \rightarrow \mathbb{R}_+$. The theorem then follows by utilizing Lemma 3.5. We divide the diffusion process into two stages. In the first stage, we consider the function $g_\sigma$, which given a budget allocation returns (the characteristic vector of) the set $S$ of all the nodes that were allocated a positive budget along with their immediate neighbors that were influenced according to the Budgeted Triggering model. Formally,

$$g_\sigma(b) = S \triangleq \{ v : b_v > 0 \} \cup \{ u : \exists v \in N(u), b_v > 0, b_v \geq t_v^u \}.$$  

In the second stage, we consider the function $h_\sigma$ that receives (the characteristic vector of) $S$ as its seed set, and makes the (original) Triggering model interpretation of the vectors. Specifically, the triggering set of each node $v$ is considered to be $T_v = \{ u : t_v^u = 0 \}$. Intuitively, the function $g_\sigma$ captures the initial budget allocation step and the first step of the propagation process, while the function $h_\sigma$ captures all the remaining steps of the propagation. Observe that $f_\sigma = h_\sigma \circ g_\sigma$ by our construction. Also notice that $h_\sigma$ is trivially monotone and submodular as it is the result of a Triggering model [26 Thm. 4.2]. Therefore, we are left to analyze the function $g_\sigma$, and prove that it is monotone and coordinate independent. The next claim establishes these properties, and completes the proof of the theorem.

**Claim 3.6.** The function $g_\sigma$ is monotone and coordinate independent.

**Proof.** Let $x, y \in \mathbb{N}^n$, and denote $w = x \lor y$. We establish coordinate independence by considering each influenced node in $g_\sigma(w)$ separately. Recall that $g_\sigma(w)$ consist of the union of two sets $\{ v : w_v > 0 \}$ and $\{ u : \exists v \in N(u), w_v > 0, w_v \geq t_v^u \}$. Consider a node $v$ for which $w_v > 0$. Since $w_v = \max\{x_v, y_v\}$, we know that at least one of $\{x_v, y_v\}$ is equal to $w_v$, say $w_v = x_v$. Hence, $v \in g_\sigma(x)$. Now, consider a node $u \in g_\sigma(w)$ having $w_u = 0$. It must be the case that $u$ is influenced by one of its neighbors $v$. Clearly, $w_u > 0$ and $w_v \geq t_v^u$. Again, we can assume without loss of generality that $w_u = x_v$, and get that $u \in g_\sigma(x)$. This implies that for each $v \in g_\sigma(x \lor y)$, either $v \in g_\sigma(x)$ or $v \in g_\sigma(y)$, proving coordinate independence, i.e., $g_\sigma(x \lor y) \leq g_\sigma(x) \lor g_\sigma(y)$.

We prove monotonicity in a similar way. Let $x \leq y$. Consider a node $v \in g_\sigma(x)$ for which $x_v > 0$. Since $y_v \geq x_v > 0$, we know that $v \in g_\sigma(y)$. Now, consider a node $u \in g_\sigma(x)$ having $x_u = 0$. There must be a node $v \in N(u)$ such that $x_v > 0$, and $x_v \geq t_v^u$. Accordingly, we get that $y_v \geq t_v^u$, and hence, $u \in g_\sigma(y)$. This implies that $g_\sigma(x) \leq g_\sigma(y)$, which completes the proof.

### 3.3 A multi-player budgeted influence game

We now focus on a multi-player budgeted influence game. In the general setting of the game, which is formally defined by the tuple $(M, (A_i^t)_{i=1}^M, (f^i)_{i=1}^M)$, there are $M$ self-interested players, each of which needs
to decide how to allocate its budget $B^i \in \mathbb{N}_+$ among $n$ agents. Each player has a capacity vector $c^i \in \mathbb{N}_+^n$ that bounds the amount of budget she may allocate to every agent. The budget assignment of player $i$ is denoted by $b^i \in \mathbb{N}_+^n$, and is referred to as its strategy. The strategy of player $i$ is feasible if it respects the constraints: (1) $b^i_j \leq c^i_j$, for every $j \in [n]$, and (2) $\sum_{j=1}^n b^i_j \leq B^i$. Let $A^i$ be the set of all feasible strategies for player $i$. Note that we allow mixed (randomized) strategies. Each player has an influence function $f^i : \mathbb{N}_+^{M \times n} \rightarrow \mathbb{R}_+$ that designates her own influence (payoff) in the game. Specifically, we introduce the following results for our model.

**Monotone utility game on the integer lattice.** We begin by studying a monotone utility game on the integer lattice, and establish that its PoA is no more than 2. Later on, we demonstrate that our Budgeted Triggering model can be captured by this game. Utility games were defined for submodular set functions by Vetta [42], and later extended to submodular functions on the integer lattice by Maehara et al. [32]. We build on the latter work, and demonstrate that one of the conditions in their utility game definition, namely, the requirement that the submodular function satisfies component-wise concavity, can be neglected. Note that component-wise concavity corresponds to the diminishing marginal returns property, which does not characterize submodularity over the integer lattice, as noted in Section 2. Therefore, removing this constraint is essential for proving results for our model.

We refine the definition of a monotone utility game on the integer lattice [32], so it only satisfies the following conditions:

(U1) $F(b)$ is a monotone submodular function on the integer lattice.

(U2) $F(b) \geq \sum_{i=1}^M f^i(b)$.

(U3) $f^i(b) \geq F(b^i, b^{-i}) - F(0, b^{-i})$, for every $i \in [M]$.

**Theorem 3.7.** The price of anarchy of the monotone utility game designated by U1-U3 is at most 2.

**Proof.** Let $b_* = (b_*^1, \ldots, b_*^M)$ be the social optimal budget allocation, and let $b = (b^1, \ldots, b^M)$ be a budget allocation in Nash equilibrium. Let $\tilde{b}^i = (b_*^1, \ldots, b_*^i, 0, \ldots, 0)$ be the optimal budget allocation restricted to the first $i$ players. Notice that

$$F(b^*) - F(b) \leq F(b^* \lor b) - F(b)$$

$$= \sum_{i=1}^M F(\tilde{b}^i \lor b) - F(\tilde{b}^{i-1} \lor b)$$

$$\leq \sum_{i=1}^M F(b_*^i \lor \tilde{b}^i, b^{-i}) - F(b^i, b^{-i}),$$

where the first inequality is due to the monotonicity of $F$, the equality holds by a telescoping sum, and the last inequality is due to submodularity of $F$. Specifically, submodularity implies that inequality since

$$F(b_*^i \lor \tilde{b}^i, b^{-i}) + F(\tilde{b}^{i-1} \lor b) \geq F(\tilde{b}^i \lor b) + F(b^i, b^{-i}).$$
Now, observe that
\[
F(b^i, b^{-i}) + F(b^i, b^{-i}) \geq F(b^i \lor b^i, b^{-i}) + F(b^i \land b^i, b^{-i}) \geq F(b^i \lor b^i, b^{-i}) + F(0, b^{-i}) .
\]

Here, the first inequality holds by the submodularity of \( F \), while the last inequality follows from the monotonicity of \( F \). Consequently, we derive that
\[
F(b^*) - F(b) \leq \sum_{i=1}^{M} F(b^i, b^{-i}) - F(0, b^{-i}) \leq \sum_{i=1}^{M} f^i(b^i, b^{-i}) \leq \sum_{i=1}^{M} f^i(b^i, b^{-i}) \leq F(b) ,
\]

where the second inequality is by condition (U3) of the utility game, the third inequality holds since \( b \) is a Nash equilibrium, and the last inequality is by condition (U2) of the utility game. This completes the proof as \( F(b^*) \leq 2F(b) \).

A multi-player Budgeted Triggering model. We extend the Budgeted Triggering model to a multi-player setting. As before, we have a social network, represented by a directed graph \( G = (V, E) \), such that every node \( v \) has an independent random triggering vector \( t^v \in \mathbb{N}^{\left|N(v)\right|} \). Each player \( i \) has a budget \( B^i \in \mathbb{N}_+ \), and a function \( f^i : \mathbb{N}^{M} \to \mathbb{R}_+ \) that quantifies her influence, given the budget allocation of all players. The objective of each player \( i \) is to find a budget allocation \( b^i \), given the budget allocations of other players, that maximizes the number of nodes that she influences, while respecting the feasibility constraints: (1) \( b^i_j \leq c^i_j \) for every node \( j \in V \), and (2) \( \sum_{j \in V} b^i_j \leq B \).

The process in which nodes become affected is very similar to that in Budgeted Triggering, but needs some refinement for the multi-player setting. We follow most design decisions of Bharathi et al. [6]. Specifically, whenever a player influences a node, this node is assigned the color of that player. Once a node becomes influenced with the same color as \( u \), it attempts to influence each of its neighbors. If the activation attempt from \( u \) to its neighbor \( v \) succeeds, which is based on the triggering vector of \( v \), then \( v \) becomes influenced with the same color as \( u \) at step \( \ell + T_{uv} \), assuming that it has not been influenced yet. All \( T_{uv} \)'s are independent positive continuous random variables. This essentially prevents simultaneous activation attempts by multiple neighbors.

**Lemma 3.8.** The social function \( F(b) = \sum_{i=1}^{M} f^i(b) \) is a monotone submodular function on the integer lattice.

**Proof.** We prove this lemma along similar lines to those in the proof of Theorem 3.5 which attains to the single-player scenario. Let \( \sigma \) be some fixed choice of triggering vectors of all nodes and all the activation times \( T_{uv} \). We also assume that \( \sigma \) encodes other random decisions in the model, namely, all tie-breaking choices related to equal (highest) budget assignments for nodes. Let \( F_\sigma(b) \) be the deterministic number of influenced nodes for the random choices \( \sigma \) and the budget allocation \( b \), and note that \( F(b) = \sum_\sigma Pr(\sigma) \cdot F_\sigma(b) \). Similar to Theorem 3.5 it is sufficient to prove that \( F_\sigma \) is monotone submodular function on the integer lattice. Again, we view the social influence as a two-stage process. In the first step, we consider a function \( G_\sigma : \mathbb{N}^{M} \to \{0, 1\}^n \) that given the budget allocation of all players returns a set \( S \) of immediate influenced nodes. Formally,
\[
G_\sigma(b) = S \triangleq \{ v : \exists i, \ b^i_v > 0 \} \cup \{ u : \exists v \in N(u), \ \exists i, \ b^i_v > 0, \ b^i_u \geq t^u_v \} .
\]
In the second stage, we consider the function $H_\sigma$ that receives $S$ as its seed set, and makes the original Triggering model interpretation of the vectors, that is, it sets each $T^u_v = \{u : t^u_v = 0\}$. Notice that the fact that there are multiple players at this stage does not change the social outcome, i.e., the number of influenced nodes, comparing to a single-player scenario. The only difference relates to the identity of the player that affects every node. This implies that $H_\sigma$ is monotone and submodular as its result is identical to that of the original (single-player) Triggering model [26]. Observe that $F_\sigma = H_\sigma \circ G_\sigma$ by our construction. Therefore, by Lemma 3.3, we are left to establish that the function $G_\sigma$ is monotone and coordinate independent. The next claim proves that.

**Claim 3.9.** The function $G_\sigma$ is monotone and coordinate independent.

We prove this claim using almost identical line of argumentation to that in Claim 3.6. Let $x, y \in \mathbb{N}^M \times n$, and denote $w = x \lor y$. We establish coordinate independence by considering every affected node in $G_\sigma(w)$ separately. Recall that $G_\sigma(w)$ consist of the union of two sets $\{v : \exists i, w_i^v > 0\}$ and $\{u : \exists v \in N(u), \exists i, w_i^v > 0, w_i^v \geq t^u_v\}$. Consider a node $v$ that has some player $i$ with $w_i^v > 0$. Since $w_i^v = \max\{x_i^v, y_i^v\}$, we know that at least one of $\{x_i^v, y_i^v\}$ is equal to $w_i^v$, say $w_i^v = x_i^v$. Hence, $v \in G_\sigma(x)$, since in particular, player $i$ competes on influencing $v$. Now, consider a node $u \in G_\sigma(w)$ with $w_u^v = 0$, for all $i$. It must be the case that $u$ is influenced by one of its neighbors $v$. Clearly, there exists some player $i$ such that $w_i^u > 0$ and $w_i^u \geq t^u_v$. Again, we can assume without loss of generality that $w_i^u = x_i^v$, and get that $u \in G_\sigma(x)$, since in particular, player $i$ competes on influencing $u$ via $v$. This implies that for each $v \in G_\sigma(x \lor y)$, either $v \in G_\sigma(x)$ or $v \in G_\sigma(y)$, proving coordinate independence, i.e., $G_\sigma(x \lor y) \leq G_\sigma(x) \lor G_\sigma(y)$.

We prove monotonicity in a similar way. Let $x \leq y$. Consider a node $v \in G_\sigma(x)$ such that there is a player $i$ for which $x_i^v > 0$. Since $y_i^v \geq x_i^v > 0$, we know that player $i$ competes on influencing $v$, and thus, $v \in G_\sigma(y)$. Now, consider a node $u \in G_\sigma(x)$ with $x_i^u = 0$, for all $i$. There must be a node $v \in N(u)$ and a player $i$ such that $x_i^u > 0$ and $x_i^u \geq t^u_v$. Accordingly, we get that $y_i^v \geq t^u_v$. Therefore, player $i$ also competes on influencing $u$ via $v$, and thus, $u \in G_\sigma(y)$. This implies that $G_\sigma(x) \leq G_\sigma(y)$, which completes the proof.

**Theorem 3.10.** The Budgeted Triggering model with multiple players has a PoA of exactly 2.

**Proof.** We begin by demonstrating that the model satisfies conditions U1-U3 of the monotone utility game on the integer lattice. As a result, we can apply Theorem 3.7 to attain an upper bound of 2 on the PoA of the model. Notice that condition (U1) holds by Lemma 3.8. Also, condition (U2) trivially holds by the definition of the social function $F$.

For the purpose of proving that the model satisfies condition (U3), let $\sigma$ be some fixed choice of triggering vectors of all nodes and all the activation times $T_{uv}$. We also assume that $\sigma$ encodes other random decisions in the model, namely, all tie-breaking choices related to equal (highest) budget assignments for nodes. Let $F_\sigma(b)$ be the deterministic number of influenced nodes for the random choices $\sigma$ and the budget allocation $b$. Finally, let $f_i^\sigma(b)$ be the deterministic number of nodes influenced by player $i$ for the random choices $\sigma$ and the budget allocation $b$. We next argue that $f_i^\sigma(b) \geq F_\sigma(b^i, b^{-i}) - F_\sigma(0, b^{-i})$, for any $\sigma$. Notice that this implies condition (U3) since

$$f^i(b) = \sum_\sigma \Pr(\sigma) f_i^\sigma(b) \geq \sum_\sigma \Pr(\sigma) \left[F_\sigma(b^i, b^{-i}) - F_\sigma(0, b^{-i})\right] = F(b^i, b^{-i}) - F(0, b^{-i}).$$

We turn to prove the above argument. Notice that it is sufficient to focus only on cases that $F_\sigma(b^i, b^{-i}) > F_\sigma(0, b^{-i})$, since otherwise, the argument is trivially true as $f_i^\sigma(b) \geq 0$. We concentrate on all nodes $u$ that are not influenced by any player when the mutual strategy is $(0, b^{-i})$, but became influenced for a strategy $(b^i, b^{-i})$. We claim that all those nodes must be assigned the color of player $i$. It is easy to verify that
increasing the budget assignment of a player to any node can only negatively affect other players, that is, they may only influence a subset of the nodes. This follows as all the activation results are deterministically encoded in the choices $\sigma$, so adding a competition can only make the outcome worse, i.e., players may not affect a node that they previously did. This implies the claim. As a result, $f_{\sigma}(b) \geq F_{\sigma}(b^{i}, b^{-i}) - F_{\sigma}(0, b^{-i})$. This completes the proof that the model is an instance of the monotone utility game on the integer lattice, and thus, has a PoA of at most 2.

We proceed by proving the tightness of the PoA result. We show there is an instance of the multi-player Budget Triggering model whose PoA is $2N/(N + 1)$. Notice that as $N \to \infty$, the lower bound on the PoA tends to 2. This instance has been presented in a slightly different context by He and Kempe [25, Proposition 1]. Concretely, the input graph is a union of a star with one center and $N$ leaves, and $N$ additional (isolated) nodes. The triggering vectors are selected from a degenerate distribution that essentially implies that each activated node also activates all of its neighbors. Every player has one unit of budget. One can easily verify that the solution in which all players assign their unit budget to the center of the star is a NE. This follows since the expected payoff for each player is $(N + 1)/N$, while unilaterally moving the budget to any other node leads to a payoff of 1. However, the strategy that optimizes the social utility is to place one unit of budget at the center of the star graph, and the remaining budget units at different isolated nodes.

4 An Online Model

We study the online version of the budgeted influence propagation model. This setting can capture scenarios in which the social influences in a network are known in advance, but the (subset of) agents that will arrive and their order is unknown. The input for this setting is identical to that of the offline variant with the exception that the $n$ agents arrive in an online fashion. This intuitively means that we do not know the monotone submodular influence function $f : \mathbb{N}^{n} \to \mathbb{R}_{+}$ in advance, but rather, it is revealed to us gradually with time. More specifically, upon the arrival of the $i$th agent, we can infer the (constrained) function $f_{i}$, which quantifies the influence of $f$ for the set of the first $i$ agents, while fixing the budget of all other agents to 0. Note that we also learn the maximum budget $c_{i}$ that can be allocated to agent $i$ whenever she arrives. For every arriving agent $i$, the algorithm needs to make an irrevocable decision regarding the amount of budget $b_{i}$ allocated to that agent without knowing the potential contribution of future arriving agents. As mentioned in the introduction, this problem is a generalization of the classical secretary problem. This immediately implies that any online algorithm preforms very poorly under an unrestricted adversarial arrival of the agents. We therefore follow the standard assumption that the agents and their influence are fixed in advance, but their order of arrival is random. Note that the overall influence of some budget allocation to the agents is not affected by the arrival order of the agents.

We analyze the performance of our algorithm, $\text{ON}$, using the competitive analysis paradigm. Note that competitive analysis focuses on quantifying the cost that online algorithms suffer due to their complete lack of knowledge regarding the future, and it does not take into account computational complexity. Let $\text{OPT}$ be an optimal algorithm for the offline setting. Given an input instance $I$ for the problem, we let $\text{OPT}(I)$ and $\text{ON}(I)$ be the influence values that $\text{OPT}$ and $\text{ON}$ attain for $I$, respectively. We say that $\text{ON}$ is $c$-competitive if $\inf_{I} \mathbb{E}[\text{ON}(I)]/\text{OPT}(I) \geq c$, where $\mathbb{E}[\text{ON}(I)]$ is the expected value taken over the random choices of the algorithm and the random arrival order of the agents. We like to note that our algorithm and its analysis are inspired by the results of Feldman et al. [17] for the submodular knapsack secretary problem. However, we make several novel observations and identify some interesting structural properties that enable us to simultaneously generalize and improve their results. Also note that in the interests of expositional simplicity, we have not tried to optimize the constants in our analysis.
Theorem 4.1. There is an online randomized algorithm that achieves \( 1/(15e) \approx 0.025 \)-competitive ratio for the budgeted influence maximization problem.

Proof. Recall that an instance of the online budgeted influence maximization problem consists of a set of \( n \) agents that arrive in a random order, a budget constraint \( B \in \mathbb{N}_+ \), capacity constraints \( c \in \mathbb{N}_+^n \), and a monotone submodular influence function over the integer lattice \( f : \mathbb{N}^n \rightarrow \mathbb{R}_+ \). We begin by describing the main component of our algorithm. This component is built to address the case that the contribution of each agent is relatively small with respect to the optimal solution. That is, even when one assigns the maximum feasible budget to any single agent, the contribution of that agent is still small compared to the optimum. We refer to this component as light influence (abbreviated, LI). This component will be later complemented with another component, derived from the classical secretary algorithm, to deal with highly influential agents.

Let \( \langle a_1, a_2, \ldots, a_n \rangle \) be an arbitrary fixed ordering of the set of agents. This is not necessarily the arrival order of the agents. Algorithm light influence, formally described below, assumes that each agent \( a_i \) is assigned a uniform continuous random variable \( t_i \in [0, 1] \) that determines its arrival time. Note that this assumption does not add restrictions on the model since one can create a set of \( n \) samples of the uniform distribution from the range \([0, 1]\) in advance, and assign them by a non-decreasing order to each arriving agent (see, e.g., the discussion in [17]).

The algorithm begins by exploring the first part of the agent sequence, that is, the agents in \( L = \{ a_i : t_i \leq 1/2 \} \). Note that it does not allocate any budget to those agents. Let \( b^L \) be an optimal (offline) budget allocation for the restricted instance that only consists of the agents in \( L \), and let \( f(b^L) \) be its influence value. Furthermore, let \( f(b^L)/B \) be a lower bound on the average contribution of each unit of budget in that solution. The algorithm continues by considering the remainder of the sequence. For each arriving agent, it allocates a budget of \( k \) if the increase in the overall influence value is at least \( \alpha kf(b^L)/B \), for some fixed \( \alpha \) to be determined later. That is, the average influence contribution of each unit of budget is (up to the \( \alpha \)-factor) at least as large as the average unit contribution in the optimal solution for the first part. If there are several budget allocations that satisfy the above condition then the algorithm allocates the maximal amount of budget that still satisfies the capacity and budget constraints.

Prior to formally describing our algorithm, we like to remind that \( \chi_i \) corresponds to the characteristic vector of \( a_i \), i.e., \( (\chi_i)_j = 1 \) and \( (\chi_i)_j = 0 \) for every \( j \neq i \). Accordingly, if \( b \in \mathbb{N}_+^n \) is a budget allocation vector in which the \( i \)th coordinate represents the allocation to agent \( a_i \), and \( b_i = 0 \), then the allocation \( b \lor k\chi_i \) corresponds to an update of \( b \) by adding a budget \( k \) to agent \( a_i \). We say that the marginal value of assigning \( k \) units of budget to \( a_i \) is \( f(b \lor k\chi_i) - f(b) \), and the marginal value per unit is \( (f(b \lor k\chi_i) - f(b))/k \).

Having described our main component, we are now ready to complete the description of our algorithm. As already, we randomly combine algorithm LI with the classical algorithm for the secretary problem. Specifically, algorithm LI is employed with probability \( 5/8 \) and the classical secretary algorithm with probability \( 3/8 \). This latter algorithm assigns a maximal amount of budget to a single agent \( a_i \) to attain an influence value of \( f(c_i\chi_i) \). The algorithm selects \( a_i \) by disregarding the first \( n/e \) agents that arrive, and then picking the first agent whose influence value is better than any of the values of the first \( n/e \) agents. This optimal algorithm is known to succeed in finding the single agent with the best influence with probability of \( 1/e \) [14].

4.1 Analysis

We begin by analyzing the performance guarantee of algorithm LI, and later analyze the complete algorithm. Let \( \text{OPT}^* = [\text{OPT}^*_1, \ldots, \text{OPT}^*_n] \) be the optimal budget allocation for a given instance, and let \( \text{OPT}^L \) be the budget allocation for the agents in \( L \), that is, \( \text{OPT}^L_i = \text{OPT}^*_i \) whenever \( i \in L \) and \( \text{OPT}^L_i = 0 \), otherwise. Similarly, \( \text{OPT}^R \) is the budget allocation for the agents in \( R = [n] \setminus L \), i.e., \( \text{OPT}^R_i = \text{OPT}^*_i \) for \( i \in R \), and
Algorithm 1: Light Influence (LI)

**Input**: an online sequence of $n$ agents, a budget constraint $B \in \mathbb{N}_+$, capacity constraints $c \in \mathbb{N}_+^n$, a monotone submodular function $f : \mathbb{N}^n \to \mathbb{R}_+$, a parameter $\alpha \in \mathbb{R}_+$

**Output**: A budget allocation $b$

$b \leftarrow (0, 0, \ldots, 0)$
$f(b^L) \leftarrow \text{value of the optimal budget allocation for agents in } L = \{a_i : t_i \leq 1/2\}$

for every agent $a_i$ such that $t_i \in (1/2, 1]$ do

$K_i \leftarrow \{k \leq c_i : f(b \lor k\chi_i) - f(b) \geq \alpha k f(b^L)/B\} \cup \{k + \sum_{j \neq i} b_j \leq B\}$

if $K_i \neq \emptyset$ then

$k \leftarrow \max K_i$

$b \leftarrow b \lor k\chi_i$

end

end

return $b$

Algorithm 2: Online Influence Maximization

**Input**: an online sequence of $n$ agents, a budget constraint $B \in \mathbb{N}_+$, capacity constraints $c \in \mathbb{N}_+^n$, a monotone submodular function $f : \mathbb{N}^n \to \mathbb{R}_+$, a parameter $\alpha \in \mathbb{R}_+$

**Output**: A budget allocation $b$

$r \leftarrow \text{random number in } [0, 1]$

if $r \in [0, 3/8]$ then

$b \leftarrow \text{run the classical secretary algorithm with } (n, B, c, f)$

else if $r \in (3/8, 1]$ then

$b \leftarrow \text{run algorithm LI with } (n, B, c, f, \alpha)$

end

return $b$

OPT$^R_i = 0$ for $i \notin R$. Recall that algorithm LI attends to the case in which no single agent has a significant influence contribution compared to the optimal value. More formally, let $\beta = \max_i \frac{f(c_i\chi_i)}{f(OPT^*)}$ be the ratio between the maximal contribution of a single agent and the optimal value.

**Lemma 4.2.** If $\alpha \geq 2\beta$ then $f(b) \geq \min\{\alpha f(OPT^L)/2, f(OPT^R) - \alpha f(OPT^*)\}$.

**Proof.** We prove this lemma by bounding the expected influence value of the algorithm in two cases and taking the minimum of them:

Case I: Algorithm LI allocates a budget of more than $B/2$ units. We know that the algorithm attains a value of at least $\alpha f(b^L)/B$ from each allocated budget unit by the selection rule $f(b \lor k\chi_i) - f(b) \geq \alpha k f(b^L)/B$. Hence, the total influence of this allocation is at least

$$f(b) \geq \frac{B}{2} \cdot \frac{\alpha f(b^L)}{B} = \frac{\alpha f(b^L)}{2} \geq \frac{\alpha f(OPT^L)}{2}.$$  

Case II: Algorithm LI allocates at most $B/2$ budget units. We utilize the following lemma proven in [40, Lem 2.3].

**Lemma 4.3.** Let $f$ be a monotone submodular function over the integer lattice. For arbitrary $x, y$,

$$f(x \lor y) \leq f(x) + \sum_{i \in [n]: y_i > x_i} (f(x \lor y_i\chi_i) - f(x)).$$
This lemma applied to our case implies that

\[ f(b \lor \text{OPT}^R) \leq f(b) + \sum_{i \in [n]: \text{OPT}^R_i > b_i} (f(b \lor \text{OPT}^R_i \chi_i) - f(b)) \]  

(1)

We consider two sub-cases:

Subcase A: There is \( \ell \in [n] \) such that \( \text{OPT}^R_\ell > B/2 \). Clearly, there can only be one agent \( \ell \) having this property. One can easily validate that \( f(b \lor \text{OPT}^R_\ell \chi_\ell) - f(b) \leq \beta \cdot f(\text{OPT}^*) \) by the definition of \( \beta \) and Lemma 2.2. Now, consider any agent \( i \neq \ell \) with \( \text{OPT}^R_i > b_i \). The reason that the optimal solution allocated more budget to \( i \) than our algorithm cannot be the lack of budget since \( \sum_i b_i < B/2 \) and \( \text{OPT}^R_i < B/2 \). Hence, it must be the case that

\[ \frac{f(b \lor \text{OPT}^R_i \chi_i) - f(b)}{\text{OPT}^R_i} < \alpha \frac{f(b^L)}{B} \]  

(2)

by the selection rule of the algorithm. Note that \( b \) in the above equation designates the budget allocation at the time that the agent \( a_i \) was considered and not the final allocation. However, due to the weak version of marginal diminishing returns that was described in Lemma 2.2, the inequality also holds for the final allocation vector. As a result,

\[
\begin{align*}
    f(\text{OPT}^R) & \leq f(b \lor \text{OPT}^R) \\
    & \leq f(b) + (f(b \lor \text{OPT}^R_\ell \chi_\ell) - f(b)) + \sum_{i \in [n] \setminus \{\ell\}: \text{OPT}^R_i > b_i} (f(b \lor \text{OPT}^R_i \chi_i) - f(b)) \\
    & \leq f(b) + \beta f(\text{OPT}^*) + \alpha \frac{f(b^L)}{B} \cdot \frac{B}{2} \\
    & \leq f(b) + f(\text{OPT}^*) \cdot \left( \beta + \frac{\alpha}{2} \right),
\end{align*}
\]

where the first inequality follows due to the monotonicity of \( f \), and the third inequality uses the sub-case assumption that there is one agent that receives at least half of the overall budget in \( \text{OPT}^R \), and thus, \( \sum_{i \neq \ell} \text{OPT}^R_i \leq B/2 \). Recall that \( \alpha \geq 2\beta \), and thus, \( f(b) \geq f(\text{OPT}^R) - \alpha f(\text{OPT}^*) \).

Subcase B: \( \text{OPT}^R_i \leq B/2 \), for every \( i \in [n] \). The analysis of this sub-case follows the same argumentation of the previous sub-case. Notice that for every agent \( i \in [n] \) such that \( \text{OPT}^R_i > b_i \), we can apply inequality (2). Consequently, we can utilize inequality (1), and get that

\[
\begin{align*}
    f(\text{OPT}^R) & \leq f(b \lor \text{OPT}^R) \leq f(b) + \sum_{i \in [n]: \text{OPT}^R_i > b_i} (f(b \lor \text{OPT}^R_i \chi_i) - f(b)) \leq f(b) + \alpha \frac{f(b^L)}{B} \cdot \frac{B}{2},
\end{align*}
\]

which implies that \( f(b) \geq f(\text{OPT}^R) - \alpha f(\text{OPT}^*) \).

Recall that we considered some arbitrary fixed ordering of the agents \( \langle a_1, a_2, \ldots, a_n \rangle \) that is not necessary their arrival order. Let \( w_i \) the marginal contribution of agent \( a_i \) to the optimal value when calculated according to this order. Namely, let \( \text{OPT}^*_<i = [\text{OPT}^*_1, \ldots, \text{OPT}^*_i, 0, \ldots, 0] \) be the allocation giving the same budget as \( \text{OPT}^* \) for every agent \( a_j \) with \( j < i \), and 0 for the rest, and define \( w_i = f(\text{OPT}^*_<i \lor \text{OPT}^*_i \chi_i) - f(\text{OPT}^*_<i) \). This point of view allow us to associate fixed parts of the optimal value to the agents in a way that is not affected by their order of arrival. Let \( X_i \) be a random indicator for the event that \( a_i \in L \), and let \( W = \sum_{i=1}^n w_i X_i \). Let \( \alpha \geq 2\beta \) to be determined later.
By the weak version of marginal diminishing returns specified in Lemma 2.2, it holds that \( f(\text{OPT}^L) \geq W \), and similarly, \( f(\text{OPT}^R) \geq \sum_{i=1}^{n} w_i (1 - X_i) = f(\text{OPT}^*) - W \). Using this observation, in conjunction with Lemma 4.2, we get that \( f(b) \geq \min\{\alpha W/2, f(\text{OPT}^*) \cdot (1 - \alpha - W/f(\text{OPT}^*))\} \). Let \( Y = W/f(\text{OPT}^*) \), and observe that

\[
f(b) \geq f(\text{OPT}^*) \cdot \min\{\alpha Y/2, 1 - \alpha - Y\}.
\]

Note that \( Y \in [0, 1] \) captures the ratio between the expected optimum value associated with the agents in \( L \) and the (overall) optimum value. We continue to bound the expected value of \( f(b) \) by proving the following lemma.

**Lemma 4.4.** Let \( \alpha = 2/5 \) and assume that \( \beta \leq 1/5 \), then,

\[
\mathbb{E}[f(b)] \geq f(\text{OPT}^*) \cdot \left(1 - \sqrt{\beta}\right)^2.
\]

**Proof.** By assigning \( \alpha = 2/5 \) to the bound in inequality (3), we obtain that

\[
f(b) \geq f(\text{OPT}^*) \cdot \min\left\{\frac{Y}{5}, \frac{3}{5} - Y\right\}.
\]

Notice that the expected value of \( f(b) \) is

\[
\mathbb{E}[f(b)] \geq f(\text{OPT}^*) \int_{0}^{\frac{3}{5}} [\Pr(Y \leq \gamma)]' \cdot \min\left\{\frac{Y}{5}, \frac{3}{5} - \gamma\right\} d\gamma,
\]

since \( [\Pr(Y \leq \gamma)]' \) is the probability density function of \( Y \). Now, observe that we can split the integral range into two parts

\[
\mathbb{E}[f(b)] \geq f(\text{OPT}^*) \int_{0}^{\frac{3}{5}} [\Pr(Y \leq \gamma)]' d\gamma + f(\text{OPT}^*) \int_{\frac{3}{5}}^{1} [\Pr(Y \leq \gamma)]' \left(\frac{3}{5} - \gamma\right) d\gamma
\]

\[
\geq f(\text{OPT}^*) \int_{0}^{\frac{3}{5}} [\Pr(Y \leq \gamma)]' d\gamma.
\]

To bound \( \Pr(Y \leq \gamma) \), we use Chebyshev’s inequality, while noting that

\[
\mathbb{E}[Y] = \sum_{i=1}^{n} w_i \mathbb{E}[X_i]/f(\text{OPT}^*) = W/(2f(\text{OPT}^*)) = 1/2,
\]

since \( \mathbb{E}[X_i] = 1/2 \) and \( W = f(\text{OPT}^*) \). Now,

\[
\Pr\left[\left|Y - \frac{1}{2}\right| \geq c\right] \leq \frac{\text{Var}[Y]}{c^2} \leq \frac{\beta}{4c^2},
\]

where the last inequality follows from [17 Lem B.5]. For completeness, the proof of this lemma appears as Lemma A.1 in the Appendix. Now, observe that \( Y \) is symmetrically distributed around \( 1/2 \), and therefore, \( \Pr(Y \leq \frac{1}{2} - c) = \Pr(Y \geq \frac{1}{2} + c) \leq \beta/(8c^2) \). This implies that for every \( \gamma \leq 1/2 \),

\[
\Pr(Y \leq \gamma) \leq \frac{\beta}{8(\frac{1}{2} - \gamma)^2}.
\]
Note that we cannot simply plug this upper bound on the cumulative distribution function into inequality (4). The fact that $Y$ is symmetrically distributed around $1/2$ implies that $\int_0^{1/2} [\Pr(Y \leq \gamma)]' d\gamma = 1/2$, and this does hold with this bound. To bypass this issue, and maintain the later constrain, we decrease the integration range. One can easily verify that

$$\int_0^{1/2} [\Pr(Y \leq \gamma)]' d\gamma = 1/2,$$

and as a result, we can infer that

$$\int_0^{1/2} [\Pr(Y \leq \gamma)]' d\gamma \geq \int_0^{1/2 - \sqrt{\beta/2}} [\Pr(Y \leq \gamma)]' d\gamma.$$

Specifically, this inequality holds since we essentially considered the worst distribution (from an algorithms analysis point of view) by shifting probability from higher values of $Y$ to smaller values (note that multiplication by $\gamma$). The proof of the lemma now follows since

$$\mathbb{E}[f(b)] \geq \frac{3}{8} \cdot \beta \cdot f(OPT*) \cdot \left(1 - \sqrt{\beta}\right)^2 \cdot \frac{f(OPT*)}{15e}.$$

Recall that $\beta = \max_i f(c_i \chi_i)/f(OPT*)$. We next consider two cases depending on the value of $\beta$. When $\beta > 1/5$, our algorithm executes the classical secretary algorithm with probability $3/8$. This algorithm places a maximal amount of budget on the agent having maximum influence, $\max_i f(c_i \chi_i)$, with probability $1/e$. Consequently,

$$\mathbb{E}[f(b)] \geq \frac{3}{8} \cdot \beta \cdot f(OPT*) \cdot \left(1 - \sqrt{\beta}\right)^2 \cdot \frac{f(OPT*)}{15e}.$$

When $\beta \leq 1/5$, we know that our algorithm executes the classical secretary algorithm with probability $3/8$, and algorithm LI with probability $5/8$. Utilizing Lemma 4.4 results in

$$\mathbb{E}[f(b)] \geq \frac{3}{8} \cdot \beta \cdot f(OPT*) \cdot \left(1 - \sqrt{\beta}\right)^2 \cdot \frac{f(OPT*)}{15e}.$$

One can validate that this latter term is minimized for $\beta = 1/(12/e + 1)^2 \approx 0.034$, which implies that

$$\mathbb{E}[f(b)] \geq \frac{3}{96 + 8e} f(OPT*) > \frac{f(OPT*)}{15e}.$$

This completes the proof of the theorem.
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A Additional details

The following claim was established by [17, Lem B.5]. We include it here for completeness.

**Lemma A.1.** Consider the random variable \( Y = \sum_i w_i X_i / f(OPT^*) \), defined in the proof of Theorem 4.1. Its variance is \( \text{Var}[Y] \leq \beta/4 \).

**Proof.**

\[
\text{Var}[Y] = \frac{\text{Var}[\sum_i w_i X_i]}{f^2(OPT^*)} = \frac{\sum_i w_i^2 \text{Var}[X_i]}{f^2(OPT^*)} = \frac{\sum_i w_i^2}{4f^2(OPT^*)} \leq \frac{\max_i w_i \cdot \sum_i w_i}{4f^2(OPT^*)} = \frac{\max_i w_i \cdot f(OPT^*)}{4f^2(OPT^*)} \leq \frac{\beta}{4}.
\]