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ABSTRACT

We introduce a version of the Minority Game where the total number of available choices is $D > 2$, but the agents only have two available choices to switch. For all agents at an instant in any given choice, therefore, the other choice is distributed between the remaining $D - 1$ options. This brings in the added complexity in reaching a state with the maximum resource utilization, in the sense that the game is essentially a set of MG that are coupled and played in parallel. We show that a stochastic strategy, used in the MG, works well here too. We discuss the limits in which the model reduces to other known models. Finally, we study an application of the model in the context of population movement between various states within a country during an ongoing epidemic. We show that the total infected population in the country could be as low as that achieved with a complete stoppage of inter-region movements for a prolonged period, provided that the agents instead follow the above mentioned stochastic strategy for their movement decisions between their two choices. The objective for an agent is to stay in the lower infected state between their two choices. We further show that it is the agents moving once between any two states, following the stochastic strategy, who are less likely to be infected than those not having (or not opting for) such a movement choice, when the risk of getting infected during the travel is not considered. This shows the incentive for the moving agents to follow the stochastic strategy.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

A large number of agents competing for limited resources is a generic problem appearing in a wide range of situations such as in economics, in sharing natural resources to allocating internet bandwidth and so on [1]. There have been many attempts to address these problems from a game theoretic perspective (see e.g., congestion games [2]). When the number of choices for an agent is limited to two, the resource allocation problem generally falls within the category of the Minority Game (MG) [3–6], where an odd number ($N = 2M + 1$) of agents try to be, through repeated and parallelly decided autonomous choices, in the minority group, thereby winning a higher share of the (conserved) resources, or in the language of game theory, a positive pay-off. Clearly, the Nash equilibrium state for the problem is when the populations $P_1$ and $P_2$ in the two choices are $M$ and $M + 1$, such that one agent cannot benefit by their own action alone provided that the others stick to their respective choices. The objective is to reach this state of minimal fluctuation $\Delta = |P_1 - P_2|$ between the two choices in the least possible amount of time, through autonomous and parallel decisions by the agents.
Fig. 1. Representation of agents’ movement as parallel Minority Games and their effect on epidemic spreading. (a) The schematic diagram for the agents with choices in four regions/states. A filled shape represents a site occupied by an agent and a similar empty shape, connected by a black line, represents their corresponding alternative choice. Here all agents having an alternative choice are shown. If only similar agents and their alternative choices exist between a pair of regions, say the yellow or green regions, then the problem reduces to a pair of decoupled Minority Games. (b) The time evolution of the fraction of majority locked agents, (c) The initial and final distributions of population. The final distribution shows sharp peaks around $M$ and $M + 1$.

While a complete random decision would keep the population difference between the two choices very high ($\Delta \sim \sqrt{N}$), a deterministic cooperative learning mechanism with the past memory of winning choices can reduce it by a constant factor [5]. A stochastic strategy [7], on the other hand, can reduce the fluctuation to the minimum possible value ($\Delta \sim 1$) in a very short time ($t_{\text{sat}} \sim \log \log N$). But this strategy requires the additional input of the fluctuation in the previous step to be supplied to the agents. However, the stochastic strategy still performs quite well ($t_{\text{sat}} \sim \log N$) when $\Delta(t)$ is not exactly known to the agents but a guess value is supplied through an appropriate annealing schedule [8].

However, the total number of choices in a problem is not always limited to two. Indeed, a general resource allocation problem with multi-choice and multi-agent, not necessarily of equal number, can be posed [9]. The utility factor i.e. the efficiency with which the agents get distributed among the available choices with least overcrowding, then depends upon the crowd-avoiding switching strategies of the agents [10]. It was shown that if the number of choices and the number of agents competing for those choices are equal, and an agent is ‘satisfied’ when a choice is occupied by only that agent, the maximum utility fraction for a repeated, autonomous choice game is about 0.8 [10]. This type of multi-choice, multi-agent game falls under the purview of the Kolkata-Paise-Restaurant (KPR) problem, and have been widely studied (see Ref. [1] for a review). Interestingly, the same stochastic, crowd avoiding strategy works well in both KPR and MG for reaching the maximum possible utility factor.

In this work, we consider a situation where the total number of choices is $D > 2$, but each agent has the option of switching only between two of those choices (see Fig. 1). The objective for the agents, like in the MG, is to be in the minority of their two available choices. However, the agents in any given choice, have their alternative choices distributed uniformly between the rest $D - 1$ choices, giving an added complexity to the model in the sense that it acts as a set of parallel and coupled MG. Situations are possible in the cases where the agents have a rank-dependent choice [10] in the limit such that only two choices are viable, e.g., two particular stocks of interests, two preferred restaurants among many, or two possible places of residence etc., for a given agent.

In particular, we consider two situations, one in which the efficiency of a stochastic switching strategy is studied for the parallel Minority Game (PMG). Subsequently, we consider an application of the model in terms of the movement optimizations of the agents between their (limited) choice of residence in a country during an ongoing epidemic. In the second case, the crowd avoidance is to be interpreted in terms of avoiding higher numbers of infected people in a choice (say, a state within a country). In this case, given that the number of infected people is a function of time, an equilibrium is
not defined. However, we study the optimized movement strategies in which the risk of infection in the total population and also that of the group opting for switching of residence, are minimized.

2. Parallel minority game

Consider a population of $N$ agents and $D$ choices. Assume that a fraction $g$ of the agents have the option of moving between two of those choices (see Fig. 1). The other agents do not have any option to switch. The agents must decide their repeated choices simultaneously at each instant of time. The objective for each agent is to be in the minority group between those two assigned choices. In this section, we look at the case of $g = 1$ i.e., all agents have a choice to switch. The case of $g < 1$ i.e., the situation where a fraction of the population is immobile, will be considered in the later sections.

As mentioned before, in the limit $D = 2$, the problem is identical to the MG. Also, in a special case, the problem reduces to $D/2$ decoupled MGs, if the agents in a pair of choices are completely non-overlapping with the agents of any other pair of choices. However, we look at the case where $D > 2$ and the choices can be overlapping.

Before moving on to the results, it is useful to note the connection of this game with other known limits. In Fig. 2, we show a schematic diagram where the total number of choices and the number of available choices to each agent are drawn. When both of these numbers are 2, we get the usual Minority Game. When both these numbers are equal but are greater than 2, then it is the multi-choice, multi-agent game, known as the KPR problem. We are interested in the limit where the number of available choices for each agent remain 2, but the total number of choices is greater than 2 (parallel Minority Game). In all other cases where the number of available choices for an agent is less than the total number of available choices, the added complexity due to the overlapping choices of the agents exist. However, in this work we restrict ourselves to two available choices for each agent.

2.1. Resource utilization in the model with a stochastic strategy

The most efficient resource utilization (most number of agents winning a positive pay-off) in the case of the Minority Game is achieved when the difference of population between the two choices is $|P_1 - P_2| = \Delta = 1$, given that the total number of agents is odd ($N = 2M + 1$). Similarly, in our case, we can consider a total population $N = (2M + 1)\frac{D}{2}$, with $D$ even, such that a globally efficient resource utilization is the one where $D/2$ choices have population $M$ and the other $D/2$ choices have population $M + 1$. However, due to the distributed choices of the agents, it might happen that even for the globally optimized configuration, both options for a given agent are global majority i.e. the populations in both the options for that agent are greater than $M$. We call such agents as the ‘majority locked’ agents. Clearly, even with the globally optimized state, those agents never have a chance to win a positive pay-off. A proper measure for resource utilization in this case, therefore, is the minimization of the fraction of majority-locked agents after the global utilization condition is fulfilled.
2.2. Stochastic strategy for switching

As mentioned before, a crowd avoiding stochastic strategy performs best for the MG problem [7]. Specifically, if $P_1$ and $P_2$ are the populations in the two choices of the MG, then an optimal distribution of population would be $M$ and $M + 1$, where the total population is $2M + 1 = P_1 + P_2$. Clearly, a shift of $(\Delta - 1)/2$ agents would achieve such a distribution, where $\Delta = |P_1 - P_2|$. Under a stochastic dynamics, such a shift in the population on average is obtained when the agents in the majority switches with a probability $p_\alpha = \frac{(\Delta - 1)/2}{P_M}$, where $P_M$ is the population in the majority and the agents in the minority do not switch. The stochasticity would induce a fluctuation of the order of $\sqrt{\Delta(t)}$, which by definition is $\Delta(t + 1)$. This gives the recurrence relation $\Delta(t + 1) \approx \sqrt{\Delta(t)}$, giving a very fast convergence (scaling as $\log \log N$, where $N = 2M + 1$) of $\Delta \approx 1$. The only additional information supplied to the agents is value of $\Delta(t)$, while traditionally only the sign of it is supplied.

We proceed with a similar approach for the parallel MG as well. Specifically, we keep the switching probability for a given ($\alpha$th) agent in the majority at a given instant to be

$$p_\alpha(t) = \frac{(P^\alpha_i - P^\alpha_j - 1)/2}{gP^\alpha_i/(D - 1)}, \quad (1)$$

where $P^\alpha_i$ is the population at the $i$th choice of the $\alpha$th agent, $P^\alpha_j$ is the population at the location of the other choice assigned to the agent $\alpha$, $g$ is the fraction of agents having the choice of movement and $P^\alpha_i(t) > P^\alpha_j(t)$. The switching probability is zero otherwise. The logic of choosing the particular form of switching probability is the same as before i.e. the movement on average will balance the populations between the two states considered at each movement possibility.

Other than the stochastic strategy mentioned above, we put another restriction in the dynamics that the agents can switch only once during the entire dynamics. This restriction allows for a wider sample of the agents to move and is particularly useful for the application considered later. We ensure, while assigning the choices to the agents, that an equilibrium state exists where both choices of every agent can have populations $M$ and $M + 1$.

In Fig. 1(b) we plot the time variation of the fraction of majority locked agents. It saturates to a finite value. For computational simplicity we keep $D = 4$. For higher values of $D$, the saturation value is higher. In Fig. 1(c), the initial and final distributions of the populations at various choices are shown. The initial distribution, due to random assignment of the agents in their two choices, is Gaussian. The final distribution is sharply peaked at $M = 50$ and $M + 1 = 51$, implying that although the fraction of majority locked agents remain finite, the globally optimized state is nevertheless is nearly reached.

Therefore, we see that in PMG the stochastic strategy in Eq. (1) along with the restriction of one movement per agent gives a distribution of population such that the globally optimal solution is nearly reached ($D/2$ choices have population $M$ and $D/2$ choices have population $M + 1$), along with a low value for the number of majority locked agents. We now proceed with the particular application of the game with this strategy.
3. Movement optimization during an epidemic using the parallel minority game

As mentioned before, there are a number of situations where the parallel Minority Game can be applied. The game is essentially a limit of the multi-choice games where the choices are rank dependent to the extent that only two choices are viable for an individual agent. Here we consider a particular application of the parallel Minority Game in terms of optimizing the movement of population during an ongoing epidemic, with the objective of minimizing the total infection. Optimization of agent movement to avoid infection have been studied before. For example, in Ref. [11,12] the agents migrate out of a location if the infection rate there is above a threshold. But in our case, the choices of movements are not only dependent on the local environment but also on the environment of the location to which the agent can move.

During the ongoing global crisis since the outbreak of the COVID-19 pandemic [13], many countries around the world have imposed varying degrees of restrictions on international as well as their domestic travels [14]. At times when such restrictions are fully or partially lifted, an inevitable question for a significant fraction of the population would be to change their locations in order to escape the regions of higher infections. But due to difficulties in detecting the disease, an influx of population to relatively less infected regions can increase the infection rate in those regions, making them less viable options in the subsequent times.

If a country has $D$ states/regions with different rates of infection, one person may have a rather limited option in terms of the number of regions in which they can live for a long time (e.g., the state of their work place and the state of their hometown). Indeed, a small fraction of the total population would enjoy such a choice [15], meaning the $g < 1$
in this case. Clearly, in a given region, different persons will have their choices/options distributed among the rest of the $D - 1$ regions i.e., mirroring the situation described in the parallel Minority Game in the previous section. The objective of the agents is to be in the minority group in terms of the number of infected people. In the usual Minority Games, the variations in the target variable (i.e., populations in the two choices), take place due to the switching of choices of the agents. In this case, the target variable is the number of infected people. In a given region, it can change due to (a) movements of agents from the other $D - 1$ regions/states and (b) due to the evolution of the epidemic within the region itself. Given that the target variable for minimizing fluctuation (difference in the infected population) is not a conserved quantity, an equilibrium state is no longer defined. However, a well-defined quantity is the total infected population in the country after the end of the epidemic.

There is a long history of mathematical models for epidemic spreading [16–18]. There has already been a multitude of attempts in simulating the COVID-19 pandemic with varying degree of realistic features and also analysis of the available data (see e.g., [19–24]).

However, our aim here is to look for a generic strategy for optimized movement between various regions for some of the agents to avoid infection. Therefore we keep the epidemic spreading to be a standard Susceptible (S)–Infected (I)–Recovered (R) model [25] type model. At an instant, one susceptible agent can get infection, with a probability $\beta$, from any neighboring infected agent. An infected agent remains infected for a period $\tau = 14$ days and then recovers. A recovered agent is immune to further infection. As an example, given that the reproduction rate $R_0$ for the COVID-19 pandemic is about 2.28 [26], we keep the infection probability $\beta = 2.28/(\tau z)$, as $\tau = 14$ and $z$ depends on the topology of the underlying lattice i.e., the connectivity among the agents. While this gives a correct order for the infection probability, this is by no means a precise estimate of the same, which will vary due to the clustering of the locations, immunity variations of the agents and so on.

A reasonable restriction for the movement is that one agent can switch only once during the entire period. For the agents who can switch, we apply a similar stochastic strategy as in Eq. (2) i.e., one agent ($\alpha$) in a higher infected region (say, $i$th region) will move with a probability

$$p_+ = \frac{(I_\alpha^i - I_\alpha^j)/2}{gP_{\alpha}^i / (D - 1)}, \tag{2}$$
**Fig. 6.** We plot the time evolution of the relative risk at $D_1$ with respect to the average risk in the remaining regions i.e., the difference between the infected fraction at $D_1$ and the average of the infection fraction in the remaining regions. This quantity is multiplied by an arbitrary factor (400), for easier visualization. The change in the population in $D_1$, is anti-correlated with the risk (see text for details).

**Fig. 7.** Effect of the stochastic strategy driven movements in epidemic spreading. (a) The fraction of the total infected population, at the end of the epidemic dynamics, is shown for various duration of lock downs against the mid-point of the lock down period for the model in th square lattice. A small initial lock down is least effective. Comparisons are made with the infected fraction for no imposition of inter-state movement, shown in the horizontal line. This seems to work better than a small period lock down, or equally good as the late imposition of long lock down. The movement strategy, in all the cases, follow Eq. (2). If the movements are random (agents switch with 50% probability), the infected fraction is 0.197, which is worse than almost all the cases. (b) The relative infection probabilities are shown for the agents opting for switching their location divided by the corresponding probability for the agents who did not switch. Given the ratio is almost always less than 1, the population opting for the switching following Eq. (2) are less likely to be infected, where we did not consider the chance of getting infected during the travel.
Fig. 8. (a) The variation in the final infected number is shown with the number of infected agents movement. The total infected number depends upon the total infected agents moved, irrespective of the lock down periods or even just the movement with stochastic strategy (restricted movement). However, if the stochastic strategy is not followed, and the movements are random (maximum movement per agent is still 1), then even for the similar values of infected agents moved, the total infection is higher. This shows the utility of the stochastic strategy. (b) The same quantities are shown for the three classes of movements, stochastic strategy with lock down, stochastic strategy without lock down and random strategy without lock down.

where \( I_{\alpha}^{\beta} \) and \( I_{\alpha}^{\gamma} \) are the numbers of infected populations in the two choices (\( i \)th and \( j \)th) of the \( \alpha \)th agent, \( P_{\alpha}^{\beta} \) and \( P_{\alpha}^{\gamma} \) are the respective total populations and \( I_{\alpha}^{\beta}(t) > I_{\alpha}^{\gamma}(t) \). The agents already in the lesser infected region compared to their other alternative choice at an instant do not switch at that instant (\( p_\rightarrow = 0 \)). As before, the factor \((D - 1)\) is kept as the agents can move to any one of the \( D - 1 \) regions, giving an average shift of \((I_{\alpha}^{\beta} - I_{\alpha}^{\gamma})/2\) to the \( j \)th region, which balances the infections in the two regions. Note that as the infected number is not conserved, the total number may not be odd, therefore we remove the \(-1\) factor in the numerator, as used in Eq. (2).

At each time step, first the SIR model is implemented for all agents. Then the movements are made following Eq. (2). A parallel update rule is followed, such that the changes in both the epidemic part and the movement part, are reflected in the following time step (see Appendix for the algorithm and Ref. [27] for the code used). Furthermore, we study the effect of a lock down period, during which all inter-state movements are stopped. During the lock down period, the SIR model runs, but the movements do not happen.

Below we consider two topologies for simulating the model. First we consider the simplest case i.e. the mean field limit. Then we consider the case which is somewhat more realistic i.e., a sparsely populated square lattice.

3.1. Results in the mean field limit

In the simplest case where a parallel MG is defined is when \( D = 4 \). We begin with a mean field version with \( D = 4 \), where each agent in any region can interact with \( z = 4 \) randomly selected agents in the same region. There is no interaction between agents belonging to two different regions at a given time. As indicated before, not every agent has the choice of relocating to a different state for a long time. We assign a fraction \( g = 0.1 \) [15] of the agents with a choice to move to one of the remaining 3 locations only once during entire period of the epidemic dynamics. The remaining question is then the decisions of the agents with movement choices to switch to their alternative locations, which is done following Eq. (2) during the times when a lock down (stoppage of inter-state movements) is not in place.

Fig. 3(a) shows the variation in the total recovered fraction with time, for various duration of lock down, starting at \( t = 0 \). At \( t = 0 \), all agents are in susceptible state, except some of the agents in one region who are infected, which act as the starting seed for the epidemic. We consider a population size of 15 000 for each state (total population 60 000) and an initial infection for 1000 agents in one region (say, D1). The results are averaged over 1000 initial conditions. Fig. 3(b) shows the variation of the number of infected agents with time for various lock down periods (\( \tau \)) imposed at \( t = 0 \). It shows that a primary peak is always present, which is due to the spreading of infected in D1. However, an early lifting of lock down prompts the agents in D1, who have the choice, to switch to the other regions and thereby bringing infection to those regions, resulting in a secondary peak, which is often more prominent. A prolonged lock down (\( \sim \) 60 time steps), however, reduces and eventually eliminates the second peak. For a shorter lock down, the total recovered fraction approaches unity in the long time \( R_{\text{tot}}(t \to \infty) \to 1 \), i.e. almost everyone is infected at some point of time. Although the infection probability for the moving agents are comparatively lower (not shown), the benefit of the stochastic strategy is not clear here due to the overall high infection rate. This is due to the mean field connectivity among the agents within a region, which is rather unrealistic. Therefore, we need to consider a less connected topology.
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3.2. Results in two-dimensions

To look for a more realistic connection topology such that the total infected fraction is significantly below 1, the simplest choice is a square lattice \((L \times L)\) to represent possible locations for agents in each region. A susceptible agent can get infected from any one of its nearest and next nearest (diagonal) infected neighbors. Open boundary conditions are used here; given the dynamic nature of the neighbors due to movements, this is not expected to affect the results presented below. The results are averaged over 40 initial realizations i.e., different configurations of occupancy, initial infected agents and agents having choice to move.

3.2.1. Choice of occupation fraction

We take \(L = 173\) and each state is initially occupied with 15 000 agents i.e., an occupation fraction of about 0.5, giving an average coordination number \(z = 4\). This is close to the site percolation threshold \([28]\), which represents a reasonable restriction in interactions among the populations in terms of either the imposed social distancing or due to other factors seen in epidemic spreading \([29,30]\). An occupancy below this would make the population clusters fragmented, hence having very less chance of infection spreading. A higher occupancy will form a compact structure, with a very high infection spreading chance. Indeed, population densities are often empirically found to form a fractal structure (see e.g., \([31]\)), which is ensured at the percolation transition point.

To underline the validity of the choice, we simulate the SIR epidemic in a square lattice for various levels of occupancy. This is for one region only, therefore no movement is allowed. We show in Fig. 4(a) the variation of the total infected fraction with various levels of occupancy of the lattice, when the initial infection either comes from a fixed number of infected agents (1000), or a fixed fraction of infected agents (1/15). Fig. 4(b)–(d) show snapshots of the lattice for three occupation fractions (0.167, 0.501, 0.835) at the saturation point. It shows that the half-occupancy keeps the total infected fraction well below 1. Therefore, for the subsequent simulations, we keep the model parameters as mentioned above. This means that the average coordination number here is also \(z = 4\), as was done earlier for the mean-field version of the model.

3.2.2. Effect of infected fraction on agents’ movement

In Fig. 5, we show the time evolution of the number of agents moving (normalized by the total number of agents having such a choice of movement), the fraction of the infected population in \(D_1\) (normalized by the instantaneous population at that region \(N_I(t)\)) where the initial infection started and the total infected fraction of all four regions, for various duration of lock downs i.e., complete stoppage of inter-state movements and for various start times of such a lock down. Invariably, a spike in the movement is noticed immediately following the lifting of a lock down, which then subsequently decreases. This is intuitively clear, as a lock down will keep the initially infected region highly infectious and immediately after the lifting of the lock down, agents will move out of it. Almost in all cases, the lifting of the lock down slows down the recovery rate in the total infected fraction. This is due to deconfinement and spreading of infections among the different regions. There is also a secondary peak in the moving fraction when the infection fraction in \(D_1\) and the total infection fraction becomes equal. This is due to the movements to \(D_1\) from other regions, as it becomes less infected compared to the other regions. This point is further elaborated in Fig. 6. Here we show the time evolution of ‘risk’ at \(D_1\), which is the difference between the infected fraction at \(D_1\) and the average infected fraction in the remaining three regions i.e., \(\frac{I_1(t)}{N_1(t)} - \frac{I(t)}{N(t)}\). We also show the change in the total population at \(D_1\) i.e., \(\Delta N_1(t) = N_1(t = 0) - N_1(t)\). In all cases, the initial risk at \(D_1\) is high. If there is no lock down, the population at \(D_1\) sharply decreases. In case of initial lock down, the decrease is seen as soon as the lock down is lifted. In cases of intermediate lock down periods, the population at \(D_1\) changes back to the original value following the lowering of risk at \(D_1\), which is what we mentioned above.

To quantify the effects of movements on the total infection, in Fig. 7(a) we show (horizontal line) the total infected fractions when no stoppage of inter-state travels is imposed. But the restriction that the agents can switch only once, following Eq. (2), remains. We then compare the total infected fraction, at the end of the epidemic dynamics, for various duration of lock downs. We see that the strategy of only the restricted movements performs better almost in all cases (see Fig. 7(a)) than the restricted movement with a lock down period, unless a prolonged lock down (~ 60 time steps) is imposed at \(t = 0\). If the ratio of the infection probability is calculated for the agents opting for a switch in their choices following Eq. (2) and the same for the agents who did not switch, we see that the ratio is almost always less than 1, indicating on average a lower risk of infection for the agents making the switch (Fig. 7(b)). The total infected fraction for a random movement (agents having choice shift with probability 0.5 once), is \(\approx 0.197\) (not shown), which is higher than only the restricted movement with stochastic strategy and the most cases of lock downs. This indicates a stability of the strategy itself, as the agents following it gets benefited, while also benefiting (although by a lesser amount) all the remaining agents.
The dependence of final infected population on the fraction of agents having a choice to switch. (a) The fraction of agents \( g \) having a choice to switch is plotted against the final total infected population. Initially the infected fraction increases with \( g \), but beyond \( g \approx 0.5 \), the dominant factor in movement restriction is the relative risks among the regions and not the lack of choices for the agents, hence the infected fraction saturates. (b) However, if only the number of infected agents’ movement is considered, then an approximate linear relation is seen, similar to what is observed in Fig. 8. These simulations are for lockdown period 0–70 days.

In Fig. 8(a), we show the total infected number with the total number of infected agent movement. For different lockdown start time and duration, the infected number seem to depend only upon the infected movement, and not when such movements occurred (or the lock down for that matter). This is true, as long as the stochastic strategy in Eq. (2) is followed. If the movements are random, then the total infection is higher (see Fig. 8(b)) than that following the stochastic strategy, even for a similar number of infected agent movement.

On a similar note, if more agents have the choice to move i.e. the value of \( g \) is increased, intuitively it is expected that the final infected fraction will also increase with \( g \). This is true for small values of \( g \), but beyond a threshold value (\( \approx 0.5 \)), the final infected fraction saturates (see Fig. 9(a)). At that stage, the switching or movement is no longer predominantly affected by lack of choice, but the major factor is the relative risks of infections among the regions. On the other hand, the final infected fraction is still an approximately linear function of the number of infected agents moved (see Fig. 9(b)), similar to what is seen in Fig. 8. For these results, the lockdown duration is 0–70 days.

4. Discussions and conclusions

In this work, we introduce a parallel Minority Game, where \( N = \frac{D}{2}(2M + 1) \) agents try to be in the minority group through repeated attempts between their two randomly assigned choices but the total number of available choices is \( D > 2 \). Therefore, for the population in any given choice, the second choice is uniformly distributed between the remaining \( D−1 \) options. In the limits \( D = 2 \), the game reduces to the usual Minority Game, but for \( D > 2 \) it has the added complexity of simultaneously reducing the global fluctuation (\( D/2 \) choices have population \( M \) and \( D/2 \) choices have population \( M+1 \)) and the fraction of agents for whom both options have population greater then \( M \). We use a stochastic strategy (Eq. (1)) for the switching of the agents and an added restriction that each agent can switch only once during the dynamics. We find that the both of the above mentioned objectives are nearly satisfied for this strategy.

We then apply this movement strategy for the population in a country where the agents move among the different states-regions during an ongoing epidemic. However, only a fraction \( (g = 0.1) \) of the population have the choice of movement. The remaining population participate in the epidemic dynamics but do not change their locations. The objective for each mobile agent in this case is to be in the region with lower number of infected people. The epidemic spreading follows a standard SIR dynamics. We simulate the model for both a mean field and a two dimensional square lattice. The qualitative features of the results are same in both cases.

It is seen that the total number of infected fraction is lower if the agent follow a similar stochastic strategy (Eq. (2)) than the case where the agents can switch randomly. This movement strategy also works better than short and intermediate duration lock downs. This is because, during a lock down (stoppage of all switching activities) the epidemic grows in the region where it started. If the lock down duration is not long enough, the infected population in that region immediately
spreads out to other regions, making those regions infected. However, almost in all cases, it is seen that the agents who follow the movement strategy mentioned above are relatively less infected than the agents who do not have such a choice of movement. This is significant in the sense that the mobile agents are not benefited from abandoning the movement strategy (as they are relatively less infected if they follow the strategy). The immobile agents are also benefited if the mobile agents follow this strategy, since a random movement increases overall infected number.

In conclusion, we have introduced a new version of a parallel and coupled Minority Game, with \( N \) agents switching between two of the \( D \) available choices. We find a stochastic strategy that performs well in terms of resource utilization in this model. We apply the model for the movement strategies for a population during an ongoing epidemic. A similar stochastic strategy is found to keep the total infection lower than that with random movements.
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**Appendix**

The algorithm used for the simulations is given below:

```plaintext
1 Def Person:
2    state // 1 = Susceptible, 2 = Infected, 3 = Recovered
3    choice // region id where it can move
4    initialRegion // starting region of the person
5    stateWhenMoved // state of the person during movement
6    currStateTimeStep // tracks infection days
7
8 Def Region:
9    regID // ID of the region
10   population // total population in the region
11   endTime // no of days for the simulation
12   initInfectedPopulation // initial Infected Population
13   infectionProbability // probability of getting infected
14   infectionDuration // duration of infection
15   choiceFraction // % of people can move
16   Grid prevGrid // holds the previous state of the region
17   Grid currGrid // holds the current state of the region
18   susceptibleCounts // Susceptible population in the region
19   infectedCounts // Infected population in the region
20   recoverCounts // Recovered population in the region
21
22 Def Grid:
23    Person[ ] grid // 2D array of persons
24    maxRows // calculated from population size
25    maxColumns // calculated from population size
26
27 Function Initialize():
28    determine size of grids from the total population & percolation point;
29    set initial status to Susceptible : 1;
30    randomly populate prevGrid and CurrGrid;
31    randomly place the initInfectedPopulation on the grids by changing its state to infected: 2;
```
Function Simulate(first, second):
  currentTime = 0;
  while currentTime != endTime do
    for k = 0; k < regionCount; k++ do
      for int i = 0; i < region_k.MaxRows; i++ do
        for int j = 0; j < region_k.MaxColumns; j++ do
          Person person = prevGrid_k.getPerson(i,j);
          if person is Susceptible then
            for all the neighbour of a person in prevGrid do
              if neighbour is Infected in prevGrid then
                calculate a randomProbability for the person ;
                if randomProbability < region_k.infectionProbability then
                  Marked Person as Infected in currGrid ;
          if person is Infected then
            if currStateTimeStep == infectionDuration then
              Marked Person as Recovered in currGrid ;
              Store susceptibleCounts, infectedCounts and recoverCounts ;
              currTime++;
            if currTime not within lockdown period then
              AllowMovement(region, currTime);
    currTime++;
  AllowMovement(region, currTime);

Function AllowMovement(region, currTime):
  for all possible inter-region (regionX, RegionY) movement do
    moveProb = getMovementProbability (regionX, RegionY);
    for each person in regionX do
      if have choice to move to regionY then
        calculate a randomProbability for movemet ;
        if randomProbability < regionX,Y.movementProbability then
          Move that person: regionX → RegionY ;
  prob = ((regX.infectedCounts − regY.infectedCounts)/2)/(regX.totalPopulation * (regX.choiceFraction/(TotalNoRegions − 1)));

References
[1] A. Chakraborti, D. Challet, A. Chatterjee, M. Marsili, Y.-C. Zhang, B.K. Chakrabarti, Statistical mechanics of competitive resource allocation using agent-based models, Phys. Rep. 552 (2015) 1.
[2] R.W. Rosenthal, A class of games possessing pure-strategy Nash equilibria, Int. J. Game Theory 2 (1973) 65.
[3] D. Challet, Y.-C. Zhang, Emergence of cooperation and organization in an evolutionary game, Physica A 246 (1997) 407; On the minority game: analytical and numerical studies, Physica A 256 (1998) 514.
[4] D. Challet, M. Marsili, Phase transition and symmetry breaking in the minority game, Phys. Rev. E 60 (1999) R6271.
[5] D. Challet, M. Marsili, Y.C. Zhang, Minority Games, Oxford University Press, Oxford, 2005.
[6] E. Moro, in: E. Korutcheva, R. Cuerno (Eds.), Advances in Condensed Matter and Statistical Mechanics, Nova Science Publishers, New York, 2004, arXiv:0402651v1; A. De Martino, M. Marsili, J. Phys. A 39 (2006) R465.
[7] D. Dhar, V. Sasidharan, B.K. Chakrabarti, Emergent cooperation amongst competing agents in minority games, Physica A 390 (2011) 3477.
[8] S. Biswas, A. Ghosh, A. Chatterjee, T. Naskar, B.K. Chakrabarti, Continuous transition of social efficiencies in the stochastic-strategy minority game, Phys. Rev. E 85 (2012) 031104.
[9] A.S. Chakrabarti, B.K. Chakrabarti, A. Chatterjee, M. Mitra, The Kolkata Paise Restaurant problem and resource utilization, Physica A 388 (2009) 2420.
[10] A. Ghosh, A. Chatterjee, M. Mitra, B.K. Chakrabarti, Statistics of the Kolkata Paise Restaurant problem, New J. Phys. 12 (2010) 075033.
[11] H.-X. Yang, M. Tang, Z. Wang, Suppressing epidemic spreading by risk-averse migration in dynamical networks, Physica A 490 (2018) 347.
[12] H.-X. Yang, Z. Wang, Suppressing traffic-driven epidemic spreading by adaptive routing strategy, Chaos Solitons Fractals 91 (2016) 147.
[13] P. Zhou, X.-L. Yang, X.-G. Wang, B. Hu, L. Zhang, W. Zhang, H.-R. Si, Y. Zhu, B. Li, C. Huang, H.-D. Chen, J. Chen, Y. Luo, H. Guo, R.-D. Jiang, M.-Q. Liu, Y. Chen, X.-R. Shen, X. Wang, X.-S. Zheng, K. Zhao, q J. Chen, F. Deng, L.-L. Liu, B. Yan, F.-X. Zhan, Y.-Y. Wang, G.-F. Xiao, Z.-L. Shi, A pneumonia outbreak associated with a new coronavirus of probable bat origin, Nature 579 (2020) 270.
[14] M. Chinazzi, J. Davis, M. Ajelli, C. Gioannini, M. Litvinova, A. Merler, A. Piontti, K. Mu, L. Rossi, K. Sun, C. Viboud, X. Xiong, H. Yu, M. Halloran, I. Longini Jr., A. Vespignani, The effect of travel restrictions on the spread of the 2019 novel coronavirus (COVID-19) outbreak, Science 368 (2020) 395.
[15] For context, according to the 2011 census in India, the migrant population was 4.6% of the total population and rising consistently since 1991: https://censusindia.gov.in/2011census/migration.html.

[16] N.T.J. Bailey, The Mathematical Theory of Infectious Diseases, second ed., Griffin, London, 1975.

[17] D. Daley, J. Gani, Epidemic Modeling: An Introduction, Cambridge University Press, NY, 2005.

[18] R. Pastor-Satorras, A. Vespignani, Epidemic spreading in scale-free networks, Phys. Rev. Lett. 86 (2001) 3200.

[19] A. Martin, M. Markhvida, S. Hallegatte, B. Walsh, Socio-economic impacts of COVID-19 on household consumption and poverty, 2020, arxiv:2005.05945.

[20] B. Benreguia, H. Mounen, M.A. Merzoug, Tracking COVID-19 by tracking infectious trajectories, 2020, arxiv:2005.05523.

[21] S. Khajanchi, K. Sarkar, J. Mondal, M. Perc, Dynamics of the COVID-19 pandemic in India, 2020, arxiv:2005.06286.

[22] A. Galeazzi, M. Cinelli, G. Bonaccorsi, F. Pierrat, A. Schmidt, A. Scala, F. Pammolli, W. Quattrociocchi, Human mobility in response to COVID-19 in France, Italy and UK, 2020, arxiv:2005.06341.

[23] J. Dehning, J. Zierenberg, F.P. Spitzner, M. Wilczek, V. Priesemann, Inferring change points in the spread of COVID-19 reveals the effectiveness of interventions, Science (2020) http://dx.doi.org/10.1126/science.abb9789.

[24] M. Kraemer, C.-H. Yang, B. Gutierrez, C.-H. Wu, B. Klein, D. Pigott, L. de Plessis, N. Faria, R. Li, W. Hanage, J. Brownstein, M. Layan, A. Vespignani, H. Tian, C. Dye, P. Pybus, S. Scarpino, Open Covid–19 Data Working Group, The effect of human mobility and control measures on the COVID-19 epidemic in China, Science 368 (2020) 493.

[25] W. Kermack, A. McKendrick, A contribution to the mathematical theory of epidemics, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 115 (1927) 700.

[26] S. Zhang, M. Diao, W. Yu, L. Pei, Z. Lin, D. Chen, Estimation of the reproductive number of Novel Coronavirus (COVID-19) and the probable outbreak size on the diamond princess cruise ship: A data-driven analysis, Int. J. Infect. Dis. 93 (2020) 201.

[27] The code used for the simulations in the square lattices is available at: https://github.com/amitmandalnitdgp/Epidemic/.

[28] D. Stauffer, A. Aharony, Introduction to Percolation Theory, second ed., Taylor & Francis, London, 1994.

[29] A. Khaleque, P. Sen, An empirical analysis of the Ebola outbreak in West Africa, Sci. Rep. 7 (2017) 42594.

[30] K. Biswas, A. Khaleque, P. Sen, Covid-19 spread: Reproduction of data and prediction using a SIR model on Euclidean network, 2020, arxiv:2003:07063.

[31] M. Batty, P.A. Longley, Fractal Cities: A Geometry of Form and Function, Academic Press, London, 1994.