Effective Exchange Interactions for Bad Metals and Implications for Iron-based Superconductors
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The experimentally observed bad metal behavior in parent iron pnictides and chalcogenides suggests that these systems contain strong electronic correlations and are on the verge of a metal-to-insulator transition. The magnetic excitations in this bad-metal regime mainly derive from the incoherent part of the electronic spectrum away from the Fermi energy. We present a microscopic study of the exchange interactions in such a regime within a slave rotor approach. We find that the exchange interaction is maximized near the Mott transition. Generalizations to the multi-orbital case are discussed, as are the implications for the strength of superconducting pairing amplitude in iron-based superconductors.

Introduction: Superconductivity in the iron pnictides and chalcogenides occurs at the border of antiferromagnetic order [1, 2]. For an understanding of the superconductivity, it is important to characterize the magnetism. An important clue for the latter is that the parent iron pnictides are bad metals. Their electrical resistivity at room temperature is very large, reaching the Mott-Ioffe-Regel limit (\(k_Fl < 2\pi\)) [3, 4]. Optical conductivity measurements show a large suppression of the Drude weight [5], which suggests that the majority of the single-particle excitations are incoherent excitations near the Fermi energy and the system is in proximity to a Mott insulator [6–8]. The role of the correlation effects is further highlighted by the observation of both the insulating states [9–13] and an orbital-selective Mott phase [14, 15] in a number of iron chalcogenides and it has also been emphasized from a variety of perspectives [16, 17, 19–29].

When the majority of the single-particle excitations are incoherent, they give rise to quasi-localized moments, which are coupled with each other through frustrating exchange interactions [6, 18–21]. This provides a natural basis to understand the large spin spectral weight observed in both the iron pnictides [30] and iron chalcogenides [31–34].

In this paper, we study the exchange interactions in the bad-metal regime. While it is standard to derive superexchange interactions in the Mott localized regime, the microscopic basis for the exchange interactions in the regime of bad metals is much less understood. Here we show how such exchange interactions can be derived in a microscopic framework, using the slave-rotor approach [35, 36]. Important for our analysis is that this approach already contains incoherent excitation spectra at the saddle-point level. We show how such incoherent spectra can be integrated out to yield an exchange interaction, not only for the localized side but also in the bad-metal regime. As a consequence, we show that the exchange interaction is maximized near the Mott transition.

Slave-Rotor Approach: We consider the Hubbard model on a square lattice with only nearest-neighbor hopping

\[
H_{HM}(d) = \sum_i H_{ai}(i) - \sum_{ij,\alpha} (t_{ij}d_{i\alpha}^{\dagger}d_{j\alpha} + h.c.),
\]

in which \(H_{ai}(i) = \frac{U}{2} \left( \sum_\alpha d_{i\alpha}^{\dagger}d_{i\alpha} - N/2 \right)^2\), \(\alpha\) is the spin/orbital index running from \(\alpha = 1, \ldots, N\), with \(N=2\) for the one-band model. For definiteness, we will consider a square lattice, and only hopping between nearest-neighbor sites, \(<ij>\). It is realized that the full energy spectrum of \(H_{ai}(i)\) can be economically represented by a rotor kinetic energy \(H_{ai}(i) \to UL_i^2/2\) [35, 36] with \(L_i = -i\partial\theta_i\), thus providing a tractable reference point for perturbative expansion in \(t/U\). Then in this slave-rotor representation, the bare electron operator is written as a product of the auxiliary rotor and a fermionic spinon operator \(d_{i\alpha} \equiv f_{i\alpha}e^{-i\theta_i}\), with the constraint \(\bar{L}_i = i\sum_\alpha (f_{i\alpha}^{\dagger}f_{i\alpha} - 1/2)\). In place of the phase \(X_i\), we can work with the complex field \(e^{i\theta_i} = X_i\), with the additional constraint \(|X_i|^2 = 1\). The two constraints are enforced by introducing two Lagrangian multipliers, \(h_i\) and \(\lambda_i\). In terms of the fermionic \(f_i\) and complex rotor \(X_i\) operators, the physical \(d_i\)-electron operator at site \(i\) is expressed as follows:

\[
d_{i\alpha} = f_{i\alpha}X_i^\ast. \tag{2}
\]

A saddle point arises when one generalizes each \(X_i\) to \(M\) species so that its symmetry becomes \(O(2M)\), scales the hopping \(t_{ij}\) to \(1/M\), and take the large \((N,M)\) limit with a fixed ratio \(M/N\). In our analysis below, we will write our equations for \(N = 2M = 2\).

Using \(\partial_r\theta_i = -iX_i^\ast\partial_rX_i\), we have the Lagrangian

\[
L_{HM} = \sum_{i,\alpha} f_{i\alpha}^{\dagger}(\partial_r + h_i)f_{i\alpha} + \sum_i \left( \frac{\partial_rX_i}{U} \right)^2 + \frac{h_i}{U}(X_i^\ast\partial_rX_i - h.c.) + \lambda_i(|X_i|^2 - 1) + \sum_{ij,\alpha} (t_{ij}f_{i\alpha}^{\dagger}f_{j\alpha}X_iX_j^\ast + h.c.) \tag{3}
\]

Note that \(\frac{U}{2}\sum_i \bar{L}_i^2 = \frac{\partial_rX_i}{20r}\); we have rescaled \(U\) to \(U/2\) in Eq. (3) to preserve the correct atomic limit [35].

The saddle point [36, 37] corresponds to decoupling the
spinon-boson coupling term via
\[ Q_{f,ij} = \langle X_i^+ X_j \rangle, \quad Q_{X,ij} = \langle \sum f_{j\alpha}^\dagger f_{i\alpha} \rangle, \quad (4) \]
which can be formally done by a Hubbard-Stratonovich transformation. These are the channels that preserve physical fermion numbers. The Lagrangian \( L_{HM} \) is decoupled into two parts:
\[
\mathcal{L}_{MF,f} = \sum_{i,\alpha} f_{i\alpha}^\dagger (\partial_\tau + h_i) f_{i\alpha} + t \sum_{\{ij\},\alpha} (Q_f f_{j\alpha}^\dagger f_{i\alpha} + h.c.), \quad (5)
\]
\[
\mathcal{L}_{MF,X} = \sum_i \left( \frac{|\partial_\tau X_i|^2}{U} + \frac{h}{U} (X_i^* \partial_\tau X_i - h.c.) + \lambda_i |X_i|^2 \right) + t \sum_{\{ij\}} (Q_X X_i X_j^* + h.c.). \quad (6)
\]
The diagrams shown in Fig. 1(a) correspond to the saddle point (see below). From here on, we drop the \( ij \) index for \( t \), keeping only the nearest neighbor hopping, and also that for \( Q_f(X) \), assuming translational invariance throughout this paper. Then the spinon and \( X \)-field Green’s functions at the saddle-point level read
\[
G_f(\omega; k) = (i\omega + h - Q_f \epsilon_k)^{-1}, \quad (7)
\]
\[
G_X(\nu; k) = \left( \frac{\nu^2}{U} + 2i\nu/U + \lambda + Q_X \epsilon_k \right)^{-1}, \quad (8)
\]
where \( \epsilon_k = -2t[\cos(k_x) + \cos(k_y)] \) is the bare lattice dispersion function. For the saddle point solution, the Lagrangian multipliers become uniform: \( h_i \rightarrow h \) and \( \lambda_i \rightarrow \lambda \). The self-consistent equation which determines \( \lambda \) reads
\[
\int \frac{d^2 k}{(2\pi)^2} \sum \nu G_X(\nu; k) = 1. \quad (9)
\]
The \( h \) is determined by \( \langle \dot{L} \rangle = \sum_\alpha (\langle f_{i\alpha}^\dagger f_{i\alpha} \rangle - 1/2) \). For the half-filling case we consider, \( h = 0 \) for arbitrary \( U \).

In both the insulating phase and the metallic phase, the spinons are always treated as free fermions at half-filling. We find \( Q_X = \langle \sum f_{i\alpha}^\dagger f_{i\alpha} \rangle = 8/\pi^2 \), irrespective of \( U \). Thus self-consistency is automatically satisfied. \( Q_f \) in general decays with increasing \( U \), and in the large-\( U \) limit \( Q_f \approx 2/U \).

The Mott transition is realized when \( U \) reaches \( U_c \) where \( \lambda + Q_X \epsilon_{k=0} \) vanishes, so the \( X \)-field starts to condense. For \( U < U_c \), we can divide the rotor field into a condensate and an incoherent component: \( X_i = X_i^0 + X_i^\dagger \) and, correspondingly, the \( X \)-field Green’s function can be written as
\[
G_X(\nu; k) = Z \delta(\nu) \delta(k) + G_{X,inc}, \quad (10)
\]
where \( G_{X,inc} = \langle X_i^+ X_j^\dagger \rangle = \left( \frac{\nu^2}{U} + \lambda_C + Q_X \epsilon_k \right)^{-1} \) and \( Z = (X_0^\dagger)^2 \). In the metallic phase, \( \lambda = \lambda_C \) remains a constant, determined by \( \lambda_C = -Q_X \epsilon_{k=0} \). Then from Eq. (9), we find
\[
Z = 1 - \sqrt{U/U_c}, \quad (11)
\]
with \( U_c \) is determined from \( \int \frac{d^2 k}{(2\pi)^2} (\nu^2/U_c + \lambda_C + Q_X \epsilon_k)^{-1} = 1 \). The spinon Green’s function Eq. (7) remains the same (up to the renormalization factor \( Q_f \)). The division of the \( d \)-electron excitations into coherent and incoherent parts is thus realized by separating the rotor field \( X \) into a condensate and a fluctuating part. The parameters \( Q_f \) and \( Q_X \) computed numerically as a function of \( U/t \) are shown in Fig. (1(b)).

Exchange Interaction from Integrating Out Incoherent Excitations: Beyond the saddle point, the spinon and rotor fields are coupled. To introduce these couplings, we consider Eq. (3) diagrammatically. \( L_{HM} \) contains various bare interaction vertices as shown in Fig. (2(a)). The most important one is the first, a spinon-rotor vertex; it corresponds to the hopping of the physical electrons. The others come from the constraints being enforced by the Lagrangian multiplier fields.

We first (formally) integrate out either the spinons \( (f_{i\alpha}) \) or the rotors \( (X_i) \) from the full \( L_{HM} \) of Eq. (3) to obtain effective actions \( S_{eff,X}(X_i) \) or \( S_{eff,f}(f_{i\alpha}) \):
\[
S_{eff,f} = S^{0,f} - \ln \det \left[ \left( \frac{G_X}{X_i^0} \right)^{-1} - \left( \frac{\nu^2}{U} + \lambda_C + Q_X \epsilon_k \right)^{-1} \right], \quad (12)
\]
\[
S_{eff,X} = S^{0,X} - \ln \det \left[ \left( \frac{G_X}{X_i^0} \right)^{-1} - \left( \frac{\nu^2}{U} + \lambda \right)^{-1} \right], \quad (12)
\]
where
\[
S^{0,f} = \int d\tau L^{0,f} = \int d\tau \sum_i f_{i\alpha}^\dagger \partial_\tau f_{i\alpha},
\]
\[
S^{0,X} = \int d\tau L^{0,X} = \int d\tau \sum_i \left( \frac{\nu^2}{U} + \lambda \right)^{-1}.
\]
The \( \ln \det[...] \) can be expanded in orders of \( t \) to generate effective hoppings and interactions. We take a renormalized expansion, so \( G_f^0 \) and \( G_X^0 \) are replaced by \( G_f \) and \( G_X \). To the lowest order in \( t \), we only have the Feynman diagrams shown in Fig. (1(a)), which give rise to the saddle point where
where $G_X(\nu; i, i) = \int \frac{d\nu'}{2\pi} G_X(\nu'; i, k)$. Note that, this exchange interaction operates in the spin sector, whose energies are low compared to the energies of the incoherent poles of the slave rotors (see below). This makes the equal-time exchange interaction to be essentially the same as the static exchange interaction, for which Eq. (13) describes.

For the latter reference, we contrast the above with a bare perturbative expansion. The latter is based on the following bare atomic actions and bare Green’s functions of the spinon and rotors:

$$G^0_f(\nu; i, j) = \frac{\delta_{i,j}(\nu^2/U + \lambda)^{-1}},$$

$$G^0_f(\omega; i, j) = \frac{\delta_{i,j}(i\omega)^{-1}}.

(15)

In this procedure, we can also determine an exchange interaction, $J_{\text{bare}}$, from Eq. (14) with $G_X$ replaced by $G_X^0$.

Relation to Physical Observables: In the slave rotor representation, the electronic Green’s function is calculated via the rotor and spinon Green’s functions according to

$$iG_d(\omega; k) = -\int d\omega' d\mathbf{k}' G_f(\omega - \omega'; k - k')G_X(\omega'; k').

(16)

This is the Fourier transform of $iG_d(t; x, x') = -G_f(t; x, x')G_X(t; x, x')$ which stems directly from Eq. (2). In the Mott insulating phase, $G_d(\omega; k)$ is fully gapped due to the large gap from $G_X(\omega; k)$. In the bad metal regime, a coherent quasiparticle part emerges, $G_{d,\text{coh}}(\omega; k) = ZG_f(\omega; k)$, while the incoherent part still follows from Eq. (16) with $G_X(\omega'; k')$ replaced by $G_X(\omega'\tilde{;}k')$.

For the spin operators, because of the constraint in the slave-rotor representation, $S_i$ (and likewise $S_j$) is the same as the physical $d$-electron spin operator:

$$S_i = (1/2) \sum_{\alpha\beta} d_{i\alpha}^\dagger \sigma_{\alpha\beta} d_{i\beta}.

(17)

Exchange Interaction on the Insulating Side: When $U$ is significantly larger than $U_c$, the rotor spectrum has a large gap around $\omega = 0$, and two peaks around $\pm U\mathcal{O}(1)$ respectively. The latter characterizes incoherent electronic excitations, which are responsible for $J_{\text{ex}} \sim 1/U$ behavior. Numerical results for large $U$’s are shown in the inset of Fig. (4), where we also plot the ratio $J_{\text{ex}}/(\gamma t^2/U)$ as a function of $U$ in which $\gamma$ is determined by $J_{\text{ex}}/(\gamma t^2/U)|_{t \to \infty} = 1$ to compare with the standard super-exchange interaction. Here we do find $\gamma = 4$, in agreement with the standard result. Note that, the behavior at large $U$ can be qualitatively seen by computing the rotor bubble function with the bare Green’s function of the rotors: $J_{\text{ex}}(U \to \infty) = \int d\nu G_X(\nu; i, i)G_X(\nu; j, j)$. Using $\lambda U \to \infty = U/4$ determined from Eq. (9), we find $J_{\text{ex}} = \frac{\pi t^2}{4U}$. Though $\gamma = 2$ (as opposed to 4 above), $J_{\text{ex}}$ does capture the $t^2/U$ dependence.

Exchange Interaction in the Bad Metal Regime and across the Metal-Insulator Transition: When $U$ approaches $U_c$
from above, the evolution of the rotor spectral function (integrated over $k$) is illustrated by the results shown in Fig. (3) for $U/U_c = 1.25, 1.1, 0.9, 0.75, 0.5$ respectively. Here, $D$ is the electron bandwidth $D = 8t$, and each curve is shifted by a different constant.

When $U$ is larger than $U_c$, the rotor spectral weight has a gap around $\omega = 0$. In addition, it has two peaks near $\pm U/O(1)$, which correspond to two incoherent poles of the rotor Green’s function. These poles persist into the bad metal regime across the Mott transition, as can be seen from the results for $U/U_c < 1$.

Moving into the bad-metal regime, where $U < U_c$, the coherent electron weight $Z$ is non-zero but still small. Importantly, the incoherent peaks remain in the rotor spectral function, as illustrated by the results shown in Fig. (3) for $U/U_c = 0.9, 0.75, 0.5$. We still have well-defined exchange interaction, $J_{ex}$ from integrating out the incoherent spectra. Importantly,

$$J_{ex} = \int \frac{d\nu}{2\pi} G_{X,inc}(\nu; i, i) G_{X,inc}(\nu; j, j)$$

$$= \sqrt{\frac{U}{U_c}} \int \frac{d\nu'}{2\pi} G_{X,c}(\nu'; i, i) G_{X,c}(\nu'; j, j)$$

$$= J_{ex}(U_c)(1 - Z),$$

where $G_{X,c}(\nu'; k) = (\nu'^2/U_c + \lambda_c + Q_{X,c} \nu k)^{-1}$ is transformed from $G_{X,inc}(\nu; k)$ by letting $\nu' = \nu \sqrt{U_c/U}$. Because the spectral weight in the incoherent part is lost to the coherent part, the exchange interaction will decrease as $U$ decreases from $U_c$.

We therefore expect that $J_{ex}$ will be maximized around $U_c$. This is indeed seen in the calculated result near the Mott transition, shown in Fig. (4).

The case of multiple orbitals: In iron pnictides, the atomic part includes the Hund’s rule coupling. For simplicity, we consider the minimal two-orbital model[38]

$$H_{at, orb} = \sum_i \left( U \sum_s n_{i\sigma} n_{i\bar{\sigma}} + \left(U' - \frac{J_H}{2}\right) \sum_{\sigma, \sigma'} n_{i\sigma} n_{i\sigma'} \right)$$

$$- 2J_H S_{i\uparrow} \cdot S_{i\downarrow},$$

where $U' = U - 2J_H$ denotes the intraorbital Coulomb repulsion[39].

In iron pnictides, $J_H$ is a fraction of $U$, thus a relevant energy scale in the atomic limit. Therefore, we solve the atomic energy levels with the $J_H$ term via exact diagonalization, and match the effect of Hund’s rule coupling in the atomic within the above slave rotor framework.

At half-filling, the atomic ground state(s) are the spin-1 triplets states, with an charge excitation energy $E(N = 3) + E(N = 1) - 2E(N = 2)_{S=1} = U + J_H$. Near the half-filled insulating state, it is the superexchange interactions among the spin-1 local or quasi-local moments that are of interest. In Ref. [40], a renormalization of $U \rightarrow \tilde{U} = U + J_H$ is used to account for the correct Mott gap. However, the effect of Hund’s coupling on spins is not accounted for, i.e. the formation of the spin-1 local moments. We further introduce a spinon Hund’s coupling, which provides the correct spin-1 triplets when diagonalized in the atomic limit. Within the slave rotor construction, the spinon Hund’s coupling does not affect the rotor spectrum. Hence, we account for the correct spin-1 moments, as well as the correct charge excitations. However, we must note that the contribution of Hund’s coupling to the ground state energy is double-counted, and the Green’s function is not as good. This is because the mapping only accounts for the first excited state in contrast to the $SU(2)$ symmetric case where the full spectrum is described by the rotor field.
Then the superexchange interaction \( J_{\text{ex}} \) is computed in the same way via the two orbital slave rotor model with the renormalized \( U_c \), either between the spinons, or the spin-1 operators. We always find that \( J_{\text{ex}} \) peak at \( U_c \), even though the value of \( U_c \) is modified due to \( J_H \). Numerical results for fixed \( J_H = 0.2U \) among spinons are plotted as functions of \( U \) in Fig. (4). These interactions are more complex, because the appropriate spinon bilinears may not only involve the spin degrees of freedom, but also the orbital ones. The form of the latter will depend on the filling factors. Here we will concentrate on the interactions that involve only the spins, in which case the effective interaction will be the on-site Hund’s couplings.

The effective interaction will be the on-site Hund’s couplings and intersite exchange interactions of the following form [6]:

\[
\sum_{ij,\tau\tau'} J_{ij}^{\tau\tau'} S_i^\tau \cdot S_j^{\tau'},
\]

where \( \tau, \tau' \) label the orbitals. The exchange interaction forms a matrix in the orbital basis.

**Discussions:** We have used the slave rotor approach here as a means to capture the incoherent part of the electron spectral weight. An attractive alternative approach is a slave-spin method, either in the \( Z_2 \) form [41] or in the \( U(1) \) form [42]. The \( U(1) \) formulation, in particular, properly describes the Mott insulating phase and should therefore be able to capture the incoherent part of the electron spectral weight in a similar fashion. This approach could be advantageous to understanding the dependence of the exchange interactions on the Hund’s coupling [21]. Nonetheless, our procedure presented here already provides the conceptual basis for deriving the exchange interactions in the bad-metal regime (in other words, not just on the insulating side).

Although beyond the saddle point, a strongly coupled gauge theory is found [37], the high energy part of the spectrum does not involve a strongly coupled gauge theory. Provided \( U/t \) is not too small (i.e., provided we stay in the bad-metal regime), the effect is not important. The calculation of the exchange interaction can be done with a low-energy cutoff in the integral over the slave-rotor spectral functions, and the result is insensitive to this cutoff.

Finally, we have focused on the bi-linear exchange interaction. Our procedure also contains processes for multi-spin exchange interactions. These include both the bi-quadratic couplings and ring-exchange interactions.

**Implications for the Iron-based Superconductors:** As already discussed in the introduction, all iron-based superconductors fall in the bad-metal regime. They are also inherently multi-orbital systems with a sizable ratio of the Hund’s coupling to the Hubbard \( U \), \( J_H/U \). Through our analysis of the multi-orbital Hubbard model with a ratio of \( J_H/U \) comparable to that for the iron-based superconductors, our work sheds light on the exchange interactions in these systems.

We note that the exchange interaction we have derived operates between the physical spin degrees of freedom. Through Eq. (2) and Eq. (10), we see that the single-electron spectral weight contains a coherent part, with weight \( Z \), and an incoherent part, with weight \( 1 - Z \). In the bad-metal regime, \( Z \) is small. Therefore, the physical spin degree of freedom is predominantly generated by the incoherent single-electron excitations with the remainder contribution coming from the small coherent single-electron excitations near the Fermi energy [7, 43]. This is to be compared with the fully localized regime, where the coherent electron weight vanishes \( (Z = 0) \) and the spin degrees of freedom would be just local moments.

Finally, superconductivity can be driven by the short-range exchange interactions. Work by some of the co-authors here [44] have shown that the pairing amplitude increases with increasing \( J_{\text{ex}}/D^* \), where \( D^* \) is the renormalized bandwidth. Since \( D^* \) decreases as the Mott transition is approached, and \( J_{\text{ex}} \) is maximized there, the superconducting pairing amplitude is expected to be the largest near the boundary of localization and delocalization.

To summarize, we have presented a microscopic approach to determine the exchange interactions in the bad metal regime where the single-electron excitation weight mostly lies in the incoherent part. From concrete calculations, we have demonstrated that the exchange interaction is the largest near the boundary of localization and delocalization. Correspondingly, superconductivity driven by short-range spin-exchange interactions is expected to have the largest pairing amplitude in such a regime.
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**APPENDIX: APPLICATION TO TWO-ORBITAL MODEL:**

**ROLE OF HUND’S COUPLING**

To account for Hund’s rule coupling in various models that describe the iron pnictides, we follow Ref. [40] to map the Hund’s rule coupling to renormalization of the repulsion \( U \rightarrow U_c \).

The atomic (local) part of the minimal two orbital model reads

\[
H_{\text{int}} = \sum_i \left( U \sum_s n_{i\uparrow} n_{i\downarrow} + \frac{U'}{2} n_{i\uparrow} n_{i\downarrow} \right) - 2J_H \langle S_{i1} \cdot S_{i2} \rangle.
\]
We diagonalize $H_{int}$, and show several typical energies and eigenstates at different filling factors in Table I.

| $n_{1\uparrow}$ | $n_{1\downarrow}$ | $n_{2\uparrow}$ | $n_{2\downarrow}$ | $E$         |
|---------------|-----------------|----------------|-----------------|-------------|
| 1             | 0               | 0              | 0               | 0           |
|               |                 |                |                 |             |
| 1             | 0               | 1              | 0               | $U' - J_H$  |
| 1             | 0               | 0              | 1               | $U' + J_H$  |
| 1             | 1               | 0              | 0               | $U$         |
|               |                 |                |                 |             |
| 1             | 1               | 1              | 0               | $2(U' - J_H/2) + U$ |
|               |                 |                |                 |             |
| 1             | 1               | 1              | 1               | $2(U + 2U' - J_H)$ |

Our focus is superexchange interaction of the $\langle \hat{N}_i \rangle$ = 2 states. It is easy to verify that the energy spacing for the relevant excitations is $\Delta E = (E_i(N = 1) - E_i(N = 2)) + (E_i(N = 3) - E_i(N = 2)) = U + J_H$ for the $S = 1$ triplet states. For the $S = 0$ singlet state, this energy spacing is $\Delta E = U - 3J_H$. Near the Mott insulating phase, the $S = 1$ triplets are the ground state. Even though the low lying $S = 0$ state has lower excitation energy, it cannot participate in the superexchange virtual process. To further account for the spin splitting, we also include a spinon Hund’s coupling

$$H_{f,J_H} = -2J_H \sum_i S_{f,i\uparrow} \cdot S_{f,i\downarrow},$$  

(21)

where $S_{f,i\alpha} = \sum_{\alpha,\beta} \frac{1}{2} f_{i\alpha \beta} \sigma_{\alpha\beta} f_{i\alpha \beta}^\dagger$.

Therefore, we can account for both the charge excitation energy as well as the spin splitting of the two orbital Hubbard with Hund’s coupling via

$$H_{dd} = \sum_{i,\alpha} f_{i\alpha \dagger} (\partial_\tau + h_i) f_{i\alpha} + \sum_i (\hat{U} \hat{L}_i^2/2 + h_i \hat{L}_i) + H_{f,J_H},$$

(22)

with $\hat{U} = U + J_H$. Since $H_{f,J_H}$ preserves the spinon number, $h_i = 0$ still holds at half filling.
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