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ABSTRACT
A recent study [4] finds that existing few-shot learning methods, trained on the source domain, fail to generalize to the novel target domain when a domain gap is observed. This motivates the task of Cross-Domain Few-Shot Learning (CD-FSL). In this paper, we realize that the labeled target data in CD-FSL has not been leveraged in any way to help the learning process. Thus, we advocate utilizing few labeled target data to guide the model learning. Technically, a novel meta-FDMixup network is proposed. We tackle this problem mainly from two aspects. Firstly, to utilize the source and the newly introduced target data of two different class sets, a mixup module is re-proposed and integrated into the meta-learning mechanism. Secondly, a novel disentangle module together with a domain classifier is proposed to extract the disentangled domain-irrelevant and domain-specific features. These two modules together enable our model to narrow the domain gap thus generalizing well to the target datasets. Additionally, a detailed feasibility and pilot study is conducted to reflect the intuitive understanding of CD-FSL under our new setting. Experimental results show the effectiveness of our new setting and the proposed method. Codes and models are available at https://github.com/lovelyqian/Meta-FDMixup.
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1 INTRODUCTION
Few-shot Learning (FSL) aims at recognizing novel target classes with only one or few labeled examples. Many efforts have been made in tackling this problem, such as ProtoNet [25], RelationNet [27], MatchingNet [33], and GNN [9]. In general, FSL assumes that the source and the target datasets belong to the same domain. Unfortunately, if a large domain gap between the source and the target datasets is observed, existing FSL methods may fail to generalize to the target datasets [4]. This motivates the recent study of Cross-Domain Few-Shot Learning (CD-FSL) which aims at learning robust FSL classifiers for the target datasets from an avalanche of training data in the source domain.

A comparison of FSL, domain adaption, and CD-FSL is shown in Figure 1. Essentially, CD-FSL is challenged in addressing the FSL and domain adaptation tasks, simultaneously. There is very little work proposed for CD-FSL. Recently, FWT [28] proposes a feature-wise transformation layer to improve the generalization ability of the model. The hyper-parameters of the transformation layers are either manually tuned in a single-source setting or learned by constructing a pseudo-seen dataset and another pseudo-unseen dataset in a multiple-source setting. In this paper, we mainly focus on the single-source setting which is more practical in real-world applications. LRP-GNN [26] and SB-MTL [3] tackle this problem mainly by using the results of the explanation model and mapping the prediction scores onto a metric space, respectively. Another work [20] supposes that a large number of unlabeled target examples are available. It is also a practical setting in some cases, particularly for analyzing medical images. But it may not be an easy task in many cases to collect so much unlabeled data such as fine-grained birds and plants.
Different from the previous works, this paper considers a more realistic scenario in CD-FSL. Particularly, in the CD-FSL task, the target classes always have a few labeled examples. We advocate utilizing these extremely few labeled target data (termed as the auxiliary dataset) to guide the meta-learning process. This has been proposed for two reasons. Firstly, without guidance from such target data, vanilla meta-learning algorithms may fail as both classes and domains are different between the source and the target datasets. Secondly, in practice, it may be much easier to label a few images than collect a large number of unlabeled images. Notably, all the images contained in the auxiliary dataset will not appear during the testing stage, thus we do not violate the basic CD-FSL setting.

Detailed pilot and feasibility studies are conducted under our new setting including 1) which training stage should the auxiliary data be used; 2) how the number of auxiliary data will affect the performance of our model. Our experimental results suggest the most appropriate training strategy under this setting and validate the soundness of our setting. A significant performance gain can be brought by introducing a small number of auxiliary target data.

Technically, we tackle this problem from two aspects. Firstly, a mixup module is re-proposed to make the best use of instances from the source and the newly introduced auxiliary datasets/domains. Mixing the images of two domains augments the auxiliary dataset to a large extent. Secondly, a disentangle module is proposed to decouple the image features into the disentangled domain-irrelevant and domain-specific features. The former ones are used to conduct the few-shot learning across the domains, while the latter ones contain significant inductive bias learned from the domains.

Formally, a novel network termed as meta-FDMixup (meta-learning based Feature-Distangled Mixup) is proposed in this paper. Specifically, for each training step, we first sample two episodes from the source and the auxiliary datasets, respectively. We then mix up the query images of the source episode with that of the auxiliary episode at a certain ratio. After that, our feature extractor and disentangle module learn to extract domain-irrelevant and domain-specific features for the source support set, the auxiliary support set, and the mixed query set, individually. Then, a new FSL classification tasks and domain classification tasks are performed. For FSL classification tasks, our FSL classifier is forced to classify the mixed query images into the class sets of the source support images and the auxiliary support images, given the domain-irrelevant features. For domain classification tasks, a domain classifier that aims at predicting the domain-irrelevant and domain-specific features keeps the same with these domain adaptation methods, we are still different from them mainly in two aspects. Firstly, the class sets of the source and the target domains are the same in domain adaptation while disjoint in CD-FSL. Another point is that sufficient labeled or unlabeled target data can be used in the domain adaption task in general, while we have to classify the novel classes with few labeled data.

Cross-domain Few-shot Learning. Greatly promoted by the research [4], the task of cross-domain few-shot learning is formally proposed in FWT [28]. Then, a new broader study together with a new benchmark is contributed by BSCD-FSL [11]. Methods using only source data including FWT [28], LRP-GNN [26] and SB-MTL [3]. STARTUP [20] relaxes the setting and assumes that the model has access to many unlabeled target data during training. Particularly, this paper resorts to a novel setting in that extremely few labeled target images are available. Comparing to the former strictly defined setting, a significant performance gain can be achieved with only a small number of labeled data. Comparing to the latter one, collecting extremely few labeled samples, e.g. 5 images per class, maybe easier and more practical than constructing a large amount of unlabeled data, especially in the case of fine-grained classes.

Data Augmentation. Recently, an advanced data augmentation termed as mixup [37] is proposed to improve the robustness of the network. After that, several variants of mixup are proposed, including CutMix [36], Manifold Mixup [32], AugMix [13], PuzzleMix [16] and so on. These mixup methods are designed for the classical classification task, which means that the mixed images come from the same class set and the model is trained with the standard cross-entropy loss. More related work to us is Xmixup [19] proposed for cross-domain transfer learning. Given a disjoint source and target dataset, Xmixup assumes the source has more classes than the target. It first selects a unique source class for each target class, then applies mixup onto the one-to-one pairs. However, Xmixup still can not handle the few-shot learning problem.

2 RELATED WORK

Few-shot Learning. Many efforts have been done to tackle the FSL problem. Existing few-shot learning methods mainly focus on model initialization [7, 23], metric-learning [9, 25, 27, 33], and data augmentation [5, 18]. More recent work includes cross-attention-based CAN [14], set-to-set function based FEAT [35], episodes relation based MELR [6] and so on. One common point of the above methods is that they sample the source and the target images from the same dataset, intrinsically belonging to the same domain. Research [4] points out that existing metric-learning based few-shot methods fail to generalize to the novel target classes when the source and the target data are sampled from different datasets. Thus, in this paper, we mainly stick to the metric-learning based methods and try to improve their performance under the cross-domain setting.

Domain Adaptation. Domain adaption aims at transferring knowledge from the source domain to the target domain which has the same class set while different data distribution from that of the source domain. Deep learning based methods can be roughly organized into three types: discrepancy based methods [15, 22, 30], adversarial based methods [1, 8, 29], and reconstruction based methods [2, 10]. Though our idea of extracting the domain-irrelevant features keeps the same with these domain adaptation methods, we are still different from them mainly in two aspects. Firstly, the class sets of the source and the target domains are the same in domain adaptation while disjoint in CD-FSL. Another point is that sufficient labeled or unlabeled target data can be used in the domain adaption task in general, while we have to classify the novel classes with few labeled data.
3 METHOD

3.1 Problem Formulation

Given the source dataset $D_S = \{x_j, y_j\}_{j=1}^{n_S}$ of sufficient labeled images $y_j \in C_S$, and a target data $D_T = \{x_j, y_j\}_{j=1}^{n_T}$ with few labeled images, $y_j \in C_T$. We have the disjointed source and target classes, i.e., $C_S \cap C_T = \emptyset$. Different from the standard few-shot learning where the $D_S$ and the $D_T$ are sampled from the same domain, the data distributions of the $D_S$ and the $D_T$ are different from each other in CD-FSL. The goal of our model is to learn the knowledge from the source dataset $D_S$ and transfer it to the target dataset $D_T$.

In the standard CD-FSL setting proposed by FWT [28], the source dataset $D_S$ is further split into a source base $D_{S_b}$, a source eval $D_{S_e}$, and a source novel $D_{S_n}$. Similarly, the target dataset $D_T$ is split into a target base $D_{T_b}$, a target eval $D_{T_e}$, and a target novel $D_{T_n}$. The class sets of the base, the eval, and the novel datasets are disjointed from each other, again. During the experiments, the $D_{S_b}, D_{S_e},$ and $D_{T_n}$ serve as the training set, validation set, and testing set, respectively.

As for our new setting, we randomly sample $num_{target}$ labeled images per class from the target base dataset $D_{T_b}$. The selected target images together constitute our auxiliary dataset $D_{aux}$. Notably and importantly, since the auxiliary dataset $D_{aux}$ comes from the target base dataset $D_{T_b}$ which is disjointed from the target testing set $C_{T_n}$, thus our setting does not violate the basic setting of CD-FSL.

N-way-K-shot Problem. To mimic the testing phase, meta-learning adopts an episode-based training mechanism. Each episode contains a support set $S = \{x_i, y_i\}_{i=1}^{N \times K \times S}$ and a query set $Q = \{x_i, y_i\}_{i=1}^{N \times M}$.

More specially, given a dataset, we first randomly sample $N$ classes, then for each selected class, $K$ labeled images and another $M$ images are randomly sampled to constitute the support set and the query set, respectively. Our model learns to classify the labels of the query images according to the support set.

3.2 Meta-FDMixup Network

The illustration of our meta-FDMixup network is shown in Figure 2. Meta-FDMixup mainly consists of a feature extractor $f$, a disentangle module $h$, a FC classifier $g_{cls}$, a few-shot learning (FSL) classifier $g_{fsl}$, and a domain classifier $g_{dom}$. The according parameters are denoted as $\theta_f, \theta_h, \theta_{cls}, \theta_{fsl},$ and $\theta_{dom}$, respectively. The feature extractor $f$ extracts a 1-D feature representation $F$ for the input image. Principally, any image classification network can be introduced as the encoder. The disentangle module $h$ further decouples the extracted 1-D feature $F$ into a domain-irrelevant feature and a domain-specific feature. We use the H1 and H2 to denote the domain-irrelevant and the domain-specific features, respectively. The FC classifier $g_{cls}$ means a single fully connected layer that maps the extracted image representation to the scores on the source base classes $C_S$. The FSL classification $g_{fsl}$ takes a support set $S$ and a query set $Q$ as the input and is responsible for classifying the images in the query set according to the given support set. The domain classifier $g_{dom}$ learns to classify the input image into the source domain or the target domain. It works as the discriminator to supervise the learning process of the disentangle module.

A two-step training strategy is adopted to train the model. As for the pretraining stage, the batch data sampled from the source base...
As for the meta-training stage, we train the whole network including the feature extractor $f$, the disentangle module $h$, the FSL classifier $g_{cls}$, and the domain classifier $g_{dom}$ with the episode data under the meta-learning paradigm. For each training iteration, two episodes are randomly sampled from the source base dataset $D_S$, and the auxiliary dataset $D_{aux}$, respectively. In order to make the best use of the initial source data and the newly introduced auxiliary data, a simple yet effective mixup module is proposed which collaborates with the meta-learning mechanism. More specifically, given a source episode $E_{sou}$ and an auxiliary episode $E_{aux}$, we mix the images contained in the source query set $Q_{sou}$ with that in the auxiliary query set $Q_{aux}$ through linear combination at a ratio of $\lambda$.

$$Q_{mix} = \lambda Q_{sou} + (1 - \lambda) Q_{aux},$$

(1)

where the $Q_{mix}$ denotes the mixed query set, and the ratio $\lambda \sim \text{Beta}(a, a), a \in (0, \infty)$ keeps the same as the mixup [37].

Considering the FSL classification task requires a reliable support set, we keep the support sets of both the source episode and the auxiliary episode unchanged. The detailed illustration of our mixup module is shown in Figure 3. Formally, taking the source episode $E_{sou}$ and the auxiliary episode $E_{aux}$ as the input, our mixup module generates a source support set $S_{sou}$, an auxiliary support set $S_{aux}$, a mixed query set $Q_{mix}$, and the mixing ratio $\lambda$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mixup_module.pdf}
\caption{Illustration of our mixup module. We mix the query sets of the source and the auxiliary episodes at a ratio of $\lambda$ while keep the support sets of them unchanged.}
\end{figure}

After that, we seed the source support set $S_{sou}$, the auxiliary support set $S_{aux}$, and the mixed query set $Q_{mix}$ into the feature extractor $f$ and the disentangle module $h$ successively to obtain their domain-irrelevant features and domain-specific features. Take the mixed query set $Q_{mix}$ as an example, for each image contained, the feature extractor $f$ extracts a 1-D feature representation $F_{Q_{mix}}$. Then, the disentangle module further generates the domain-irrelevant feature $H1_{Q_{mix}}$ and the domain-specific feature $H2_{Q_{mix}}$ for the mixed query set $Q_{mix}$. In the same way, for the source and the auxiliary support sets, the domain-irrelevant features $H1_{S_{sou}}$, $H1_{S_{aux}}$ and the domain-specific features $H2_{S_{sou}}$, $H2_{S_{aux}}$ are generated.

The detailed illustration of the disentangled module $h$ is shown in Figure 4. It is mainly composed of a batch normalization layer, a relu activation layer, and several fully connected layers. More specifically, “FC1” is used to extract the general representation, while “FC21a” and “FC22a” are responsible for extracting the domain-irrelevant features – mean a and devia a. Correspondingly, the “FC21b” and “FC22b” are designed for extracting the domain-specific features. We highlight that our disentangle module is inspired but very different from VAE (Variation Auto-Encoder). Particularly, VAE only encodes one latent feature, while the key idea of our module lies in best learning to disentangle the domain-specific and domain-irrelevant features thus alleviating the domain shift problem in CD-FSL.

In the end, a multi-task learning mechanism composed of FSL classification tasks and domain classification tasks is proposed to optimize our model. For FSL classification tasks, the domain-irrelevant features $H1_{S_{sou}}$, $H1_{S_{aux}}$, and $H1_{Q_{mix}}$ are used for classification. Recall that our query set is a mixture of the source query set and the auxiliary query set in the ratio $\lambda$, thus in our proposed meta-FD-Mixup method, the ratio $\lambda$ is considered as the confidence score of the mixed image belonging to its initial ground truth. More specifically, our FSL classifier is asked to classify the mixed query set into the class set of the source support set according to their features $H1_{Q_{mix}}$ and $H1_{S_{sou}}$ resulting in the FSL classification loss $\lambda L_{FSL}$. Similarly, the confidence score for classifying the mixed query set into the class set of auxiliary support set is $1 - \lambda$, resulting in another FSL classification loss $(1 - \lambda) L_{FSL}$. The $L_{FSL}$ and $L_{FSL}$ are generated by the FSL classifier. The FSL loss function is defined as follows,

$$L_{FSL} = \lambda L_{FSL} + (1 - \lambda) L_{FSL}.$$  

(2)

As for domain classification tasks, we hope the domain category can be easily identified given the domain-specific features $H2$ resulting in domain classification loss $L_{dom}$, while the domain-irrelevant features $H1$ are expected to confuse the domain classifier resulting in domain-classification loss $L_{dom}$. Our domain classifier contains a fully connected layer that maps the input feature into the scores on two domains.

Formally, let 1 and 0 denote the category of source and target, respectively. We define the ground truth for the domain-specific
features $H_2^{\text{sou}}, H_2^{\text{saux}}, H_2^{\text{mix}}$ as $y_2^{\text{sou}} \in \mathcal{R}^{N_K \times 2}$, $y_2^{\text{saux}} \in \mathcal{R}^{N_K \times 2}$, $y_2^{\text{mix}} \in \mathcal{R}^{N_M \times 2}$, respectively. All the values in $y_2^{\text{sou}}$ and $y_2^{\text{mix}}$ are set as 1, all the values in $y_2^{\text{saux}}$ and $y_2^{\text{mix}}$ are set as 0.

$$L_{\text{dom}2} = \frac{1}{3} \sum (\text{CE}(g_{\text{dom}}(H_2^{\text{sou}}), y_2^{\text{sou}}) + \text{CE}(g_{\text{dom}}(H_2^{\text{saux}}), y_2^{\text{saux}}) + \lambda \cdot \text{CE}(g_{\text{dom}}(H_2^{\text{mix}}), y_2^{\text{mix}}) + (1 - \lambda) \cdot \text{CE}(g_{\text{dom}}(H_2^{\text{mix}}), y_2^{\text{mix}}))$$

Similarly, we define the corresponding ground truth for the domain-irrelevant features $H_1^{\text{sou}}, H_1^{\text{saux}}, H_1^{\text{mix}}$ as $y_1^{\text{sou}} \in \mathcal{R}^{N_K \times 2}$, $y_1^{\text{saux}} \in \mathcal{R}^{N_K \times 2}$, $y_1^{\text{mix}} \in \mathcal{R}^{N_M \times 2}$. All the lines in $y_1^{\text{sou}}, y_1^{\text{saux}},$ and $y_1^{\text{mix}}$ are set to $[0.5, 0.5]$.

$$L_{\text{dom}1} = \frac{1}{3} \sum (\text{KL}(g_{\text{dom}}(H_1^{\text{sou}}), y_1^{\text{sou}}) + \text{KL}(g_{\text{dom}}(H_1^{\text{saux}}), y_1^{\text{saux}}) + \text{KL}(g_{\text{dom}}(H_1^{\text{mix}}), y_1^{\text{mix}}))$$

The $\text{CE}()$ and the $\text{KL}()$ denotes the cross-entropy loss and the Kullback-Leibler divergence loss, respectively. These sub-tasks are performed in parallel in an end-to-end way. Our final loss function is defined as,

$$L = L_{\text{FSL}} + L_{\text{dom}2} + L_{\text{dom}1}$$

4 EXPERIMENTS

Networks Components. To make a fair comparison with the FWT [28], we follow the basic setup used in their work. For the feature encoder, Resnet-10 [12] is selected. For the FSL classifier, the GNN [9] is adopted. For the disentangle module, the input dim and the output dim of the FC1 are set as 512 and 256, respectively. All the FC21a, FC22a, FC21b, FC22b map the 256-D feature into a 2-D vector.

Datasets. Mini-Imagenet [21] serves as the source dataset $D_S$, and another four datasets including CUB [34], Cars [17], Places [38], and Plantae [31] serve as the target dataset $D_T$, respectively.

We follow the same base/eval/novel splits provided by FWT [28]. However, in our setting, a small part of the target base set $D_{Th}$ is used at the training stage.

Implementation Details. The $\text{num\_target}$ is set as 5 unless otherwise specified. The $\alpha$ is set as 1. Whether for which training stage, we train the network for 400 epochs. Notably, for miniimagenet, the model which performs best on the validation set $D_S$ is saved for testing; For all the target datasets, considering the domain gap, we uniformly use the last model for testing. The Adam with an initial learning rate of 0.001 is used as the optimizer. We conduct experiments on the 5-way-K-shot setting. The average accuracy of 1000 episodes is reported as the final result.

Baselines and Competitors. Several baselines and competitors are compared as follows. (1) To show the performance of the existing FSL methods on this CD-FSL setting, several flagship FSL methods including MatchingNet [33], RelationNet [27], and GNN [9] are introduced. For these methods, no auxiliary images are given. We unify the feature extractor as ResNet-10 for them following FWT [28]. (2) The GNN is adopted as the FSL classifier for all the other baselines and CD-FSL methods due to its good performance in the CD-FSL setting. Based on the ResNet-10 (feature extractor) and the GNN (FSL classifier), we build several baselines to show the effectiveness of the introduced auxiliary data. For “s-base”, we meta-train the network with the mini-Imagenet lonely. Thus, it equals the original GNN. Correspondingly, for “a-base”, the network is meta-trained with the auxiliary target data along. For our strong baseline “m-base”, the images of the mini-Imagenet and the auxiliary dataset are merged to train the model. (3) As for CD-FSL competitors, since the task is recently proposed, we only study FWT [28]. A novel feature-wise transformation layer is proposed in FWT which learns the scale and shift hyper-parameters of the batch normalization layer. In a single-source setting, the hyper-parameters are manually defined (FT) according to the empirical results. We use the hyper-parameters provided by FWT and integrate this method into our strong baseline “m-base” resulting in the competitor "m-base-FT". Notably, only the mini-Imagenet is used during the first pretraining stage for all the methods, which will be explained in the following subsection.

4.1 Pilot & Feasibility Study

Considering there are two training stages, we first conduct a pilot study on which training stage should the auxiliary data be used. In addition, to validate the practicability of the proposed setting, we conduct a detailed feasibility study on how the number of auxiliary images affects the performance of the model.

In which training stage should the auxiliary images be used? As we stated in the sec 3, there are two training stages: 1) pretraining the feature encoder; 2) meta-training the whole model. We compare the two-stage strategy (denoted as "P1+2") which uses the auxiliary images to train the model in both stages with "P2" which only uses the auxiliary data in the second meta-training stage. We conduct experiments on two different baselines, including "a-base" and "m-base". The results of the "s-base" are taken as the baseline.

The results under the 5-way-5-shot setting are shown in Table 1. We notice that no matter which method is used, the "P2" strategy outperforms the "P1+2". The only exception is marked in blue in which "P1+2" shows a negligible advantage over "P2". This phenomenon indicates that the feature extractor trained with the mini-Imagenet has a stronger ability to extract image representations. Using the auxiliary data in the pretraining stage may cause some noises thus damaging the performance of the whole model.

Is this setting feasible and how many examples should be provided? To answer this question, we set the $\text{num\_target}$ as 5, 10, 15, and 20 to study how the performance will be affected as the number of labeled images increases. The results of our meta-FD-Mixup method are reported in Figure 5. Take CUB as an example, 17.21%, 24.42%, 26.50%, 27.04% performance gain is achieved with $\text{num\_target}$ equals to 5, 10, 15 and 20, respectively. These results validate the feasibility and soundness of our new setting.

As for the most appropriate $\text{num\_target}$, generally, the performance of the model is positively correlated with the number of labeled examples which keeps consistent with our common sense.
4.2 Main Results

To show the effectiveness of our meta-FDMixup method, we compare it against all the baselines and competitors under the 5-way-1-shot and the 5-way-5-shot settings taking GNN as the FSL classifier. The results on the four target datasets are reported in Table 2.

Besides, we also report 5-way-5-shot classification results on the mini-ImageNet dataset in Table 3. Since our trained model is target set specific, our results are reported in the form of “mini-ImageNet | target set”. “S-base” is the only exception, its results on the mini-ImageNet are not affected by the target set.

We highlight several points. 1) Comparing different FSL classifiers, the GNN performs best under this CD-FSL setting. It outperforms the Matching Net and the Relation Net by 10.88% and 4.48% on the CUB dataset under the 5-way-5-shot setting, respectively. Thus, we take the GNN as our FSL classifier. 2) The “s-base” baseline reaches a relatively good performance on the mini-ImageNet while fails to generalize to the target datasets with a sharp performance drop caused by the domain shift problem. 3) The “a-base” baseline performs better than “s-base” on the target datasets in most cases since it is meta-trained on the auxiliary dataset. However, its performance on the mini-ImageNet drops dramatically indicating that it suffers from the catastrophic forgetting problem. 4) Comparing with “s-base”, an obvious performance gain is brought by our strong baseline “m-base” on the target datasets. Take the GNN classifier under 5-way-5-shot as an example, we improve the accuracy by 15.83%, 18.99%, 5.06%, and 14.16% on CUB, Cars, Places, and Plantae datasets, respectively. We show that our setting brings very considerable benefits with only extremely few labeled data introduced. 5) Another observation worth mentioning about the “m-base” is that though it performs well on the target dataset, the ability to recognize the initial mini-ImageNet is damaged. That is because merging the relatively large-scale mini-ImageNet with the small-scale auxiliary dataset may cause the data imbalance problem. Not to mention, they belong to different domains. 6) For the competitor “m-base-FT”, we notice that it steadily improve the performance of the model on both the source and the target datasets which indicates its effectiveness. However, manually fine-tuning the hyper-parameters needs a lot of human labor, while our method is learned automatically. 7) Our method outperforms all the above methods on the source dataset and the different target datasets. Under the 5-way-5-shot setting, our meta-FDMixup achieves 79.46%, 66.52%, 78.92%, and 69.22% on CUB, Cars, Places, and Plantae, respectively. Most importantly, the aforementioned problems encountered when using the small-regime auxiliary dataset are tackled by our meta-FDMixup.

Our mixup module enables us to mix the images from different domains resulting in massive and diverse mixed images. Our disentangle module learns to decouple the domain-irrelevant feature and the domain-specific feature, thus avoiding the influence of the domain shift. As a result, we not only achieve the best performance on the target datasets but also improve the accuracy on the mini-ImageNet dataset, which is actually out of our expectations.

4.3 Ablation Study

We first explore the effectiveness of our dual FSL classification task learning mechanism, then study the impact of $\lambda$ on our meta-FDMixup method. We conduct the experiments taking GNN as the classifier under the 5-way-5-shot learning setting. The results are demonstrated in Table 4. Notably, due to the limitation of the manuscript, the average accuracy on mini-ImageNet given different target datasets is reported.
We compare our mechanism of dual few-shot classification tasks with that of single task. Specifically, to show the performance of \( \lambda \), Table 4: Ablation study on different FSL loss functions and different strategies for \( \lambda \). The accuracy (%) under the 5-way-1shot and 5-way-5-shot settings are reported. For all the baselines and CD-FSL the single task mechanism is inferior to our multi-task mechanism shown in the first part of Table 4. An interesting phenomenon is that single FSL classification task VS dual FSL classification tasks. Under the 5-way-5-shot setting is reported.

| Table 3: Results (%) on the testing set of mini-ImagenetNet. The experiments are conducted under 5-way-5-shot setting taking GNN as the FSL classifier. Our meta-FDMixup method performs best. |
|---------------------------------------------|
| target set | mini-Imagenet | CUB | mini-Imagenet | Cars | Places | Planatiae |
| s-base | 80.87 ± 0.56 | 80.87 ± 0.56 | 80.87 ± 0.56 | 80.87 ± 0.56 |
| a-base | 57.83 ± 0.63 | 50.04 ± 0.59 | 64.15 ± 0.69 | 53.20 ± 0.63 |
| m-base | 78.94 ± 0.58 | 80.75 ± 0.55 | 79.99 ± 0.58 | 80.51 ± 0.55 |
| m-base-FT | 81.88 ± 0.57 | 80.89 ± 0.58 | 81.32 ± 0.56 | 82.28 ± 0.55 |
| ours | 82.29 ± 0.57 | 81.00 ± 0.58 | 81.37 ± 0.56 | 79.64 ± 0.59 |

Table 3: Results (%) on the testing set of mini-ImagenetNet. The experiments are conducted under 5-way-5-shot setting taking GNN as the FSL classifier. Our method outperforms the baselines and competitors in most cases.

| Table 4: Ablation study on different FSL loss functions and different strategies for \( \lambda \). The accuracy (%) with GNN as the classifier under the 5-way-5-shot setting is reported. |
|---------------------------------------------|
| setting | \( \lambda \) | avg mini-Imagenet | CUB | Cars | Places | Planatiae |
| \( L_{FSL} = L_{FSLS} \) | \( \lambda \) | 77.45 ± 0.63 | 46.08 ± 0.57 | 34.15 ± 0.53 | 65.41 ± 0.72 | 41.19 ± 0.60 |
| \( L_{FSL} = L_{FSLA} \) | \( \lambda \) | 45.94 ± 0.58 | 74.18 ± 0.63 | 64.03 ± 0.71 | 67.51 ± 0.67 | 63.38 ± 0.69 |
| meta-FDMixup | \( \lambda \) | 81.08 ± 0.58 | 79.46 ± 0.63 | 66.52 ± 0.70 | 78.92 ± 0.63 | 69.22 ± 0.65 |

Single FSL classification task VS dual FSL classification tasks. We compare our mechanism of dual few-shot classification tasks with that of single task. Specifically, to show the performance of single FSL task, we define our FSL classification loss function as \( L_{FSL} = L_{FSLS} \) and \( L_{FSL} = L_{FSLA} \), respectively. The results are shown in the first part of Table 4. An interesting phenomenon is that the single task mechanism is inferior to our multi-task mechanism even on its goal dataset. This observation in turn indicates that our multi-task mechanism makes the source and the target datasets promote each other mutually. Different strategies for \( \lambda \). In our meta-FDMixup, the \( \lambda \sim Beta(\alpha, \alpha) \) treating the mini-Imagenet and the auxiliary data equally. We are wondering what would happen if we assign a higher ratio to one
of these two datasets. In the end, two simple experiments are conducted. For \(\lambda-v1\), if the value of \(\lambda\) is higher than 0.5, we adjust it to 0.5, which means we want to ensure more than half of the auxiliary data will be maintained in the mixed data. Similarly, for \(\lambda-v2\), we set the \(\lambda\) to 0.5 if it is smaller than 0.5. The results are shown in the second part of Table 4. We notice that the accuracy of the target set decreases in both cases. For \(\lambda-v2\) it is easy to understand since it tends to protect the mini-Imagenet data. One reason that causes the performance drop for the \(\lambda-v1\) may be that the diversity of the mixed data is also reduced with a smaller ratio of mini-Imagenet.

4.4 Visualization Results
To provide a more intuitive understanding of our new setting – introducing some auxiliary target images to the training stage, we visualize the class-activation map of “baseline” and “ours” using the grad-CAM [24]. “Baseline” refers to the model pretrained on the mini-ImageNet dataset. It is composed of the feature encoder, the disentangle module, and the FC classifier. “Ours” denotes our meta-FDMixup model further meta-finetuned on the source dataset and the auxiliary dataset. For each target dataset, three examples are sampled from the testing set to give a comparison between the “baseline” and the “ours”. The results are shown in Figure 6.

Several phenomena can be observed. 1) Generally, the “baseline” model pays more attention to the things which are more common in the mini-Imagenet, such as the branches in the CUB dataset, the mountains in the Cars dataset, and some backgrounds in the Places and the Plantae datasets. This will damage the model performance in the target datasets. However, without any target dataset, it is difficult to generalize to the target datasets well. 2) “Ours” model alleviates this problem to some extent. We successfully move the model’s attention to those areas that are critical for identifying the target classes. Take the CUB dataset as an example, our model focuses on the key parts of the birds, such as the feathers and the tails.

5 CONCLUSION
In this paper, to tackle the domain shift problem in CD-FSL, we advocate utilizing extremely few labeled target data for cross-domain few-shot learning. The detailed pilot and feasibility and studies explore the most suitable training strategy and validate the soundness of our new setting. Technically, a novel meta-FDMixup network that collaborates with meta-learning is proposed by us. By mixing the images of the source and the target datasets and learning to disentangle the domain-irrelevant and domain-specific features, our meta-FDMixup model can be well generalized to the target datasets. Extensive experiments show the effectiveness of our method.
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