Complete theory of radiative corrections to $K_{\ell 3}$ decays and the $V_{us}$ update
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ABSTRACT: We fill up the missing piece in our own re-analysis of the long-distance electromagnetic radiative corrections to semileptonic kaon decays by performing a rigorous study in the $K \rightarrow \pi \mu^+ \nu_\mu (\gamma)$ channels. With appropriate experimental and lattice inputs, we achieve a precision level of $10^{-4}$ in these channels. This is comparable to our previous analysis in the $K \rightarrow \pi e^+ \nu_e (\gamma)$ channels. With this new result, we present an updated global analysis to extract the Standard Model parameter $|V_{us}|$ from semileptonic kaon decays. We obtain $|V_{us}| = 0.22308(55)$ and $0.22356(73)$, using the lattice average of the $K^0 \rightarrow \pi^- \gamma$ transition form factor at $N_f = 2 + 1 + 1$ and $N_f = 2 + 1$, respectively.
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1 Introduction

A series of new applications of the classical Sirlin representation of the Standard Model (SM) radiative corrections (RCs) [1, 2] has recently brought our understanding of semileptonic decays of mesons, nucleons and nuclei to the next level. For instance, the implementation of a dispersion relation analysis on top of this framework has significantly improved the accuracy of the SM predictions of the free neutron [3–7] and nuclear beta decays [4, 8], leading to a more precise extraction of the top-row Cabibbo-Kobayashi-Maskawa (CKM) matrix element $V_{ud}$. These new developments unveiled an apparent violation of the top-row CKM unitarity [9], which provides one of the most promising evidences of the breakdown of precise SM theory predictions at low-energy precision experiments, alongside with the anomalies observed in the muon anomalous magnetic moment [10–14] and decays of B-mesons [15–18].

It was first thought that Sirlin’s representation is only useful for decay processes where the parent and daughter particles are nearly degenerate, because some of the more complicated hadronic matrix elements involving products of three electroweak currents vanish in this limit. However, some of the authors in this paper pointed out that this framework is equally applicable to semileptonic decay with large mass gaps, e.g. the kaon semileptonic decays ($K_{\ell 3}$), upon combining it with more modern techniques such as Chiral Perturbation Theory (ChPT) [19]. In a follow-up work [20] we outlined an efficient approach for lattice Quantum Chromodynamics (QCD) to help fixing the large theory uncertainties in the $K_{\ell 3}$...
RC that originate from non-perturbative QCD, which was then partially put into prac-
tice [21]. With these new theory basis and lattice inputs, we improved the existing theory
precision of the \( K_{\ell 3} \) RC [22] by almost an order of magnitude [23, 24], and presented an
updated global analysis to the value of the top-row CKM matrix element \( |V_{us}| \) extracted
from semileptonic kaon decays [25]. This new analysis supports the current top-row CKM
unitarity violation, and further sharpens a previously-observed discrepancy between the
values of \( |V_{us}| \) obtained from \( K_{\ell 3} \) and the leptonic kaon decay \((K_{\mu 2})\) [9].

This paper is a generalization of the aforementioned works to cover all channels in
semileptonic kaon decays, in particular the \( K_{\mu 3} \) channels. A reason why only the \( K_{e 3} \)
decays were previously focused on is that in these channels the effect of the (more) poorly-
constrained RCs to the intrinsically non-forward charged weak form factor \( f_-(t) \) to the
decay rate is suppressed by \( m_{e}^{2}/M_{K}^{2} \sim 10^{-6} \) (on top of \( \alpha/\pi \)), making them theoretically
clean. In this work we show that, with the precision goal of \( 10^{-4} \), this can even be done for
the \( K_{\mu 3} \) channels by first separating the infrared (IR)-divergent and IR-finite corrections
to \( f_-(t) \), calculating the former precisely and matching the latter to a fixed-order ChPT
expression. This simple prescription enables us to calculate the \( K_{\mu 3} \) RCs to a same level
of precision with their \( K_{e 3} \) counterparts.

The content of this work is arranged as follows. In section 2 we introduce the basic
notations and formula for the \( K_{\ell 3} \) decay rate. In section 3 we outline the theory framework
of the \( \mathcal{O}(\alpha) \) virtual corrections, most of them are similar to refs. [23, 24] except a novel and
more rigorous treatment of the RCs to \( f_-(t) \). In section 4 we discuss the bremsstrahlung
contributions. The numerical results and error analysis are presented in section 5 together
with a new global analysis of \( |V_{us}| \) from semileptonic kaon decays. In section 6 we state
our final conclusions.

2 Basic formalism

This work is a straightforward extension of our previous \( K_{e 3} \) calculation. It is rather
meaningless to copy everything from the existing literature, so most of the time we simply
refer the reader to the notations, formulas and descriptions in specific sections of ref. [24].
Some trivial generalizations of notations, e.g. \( e \rightarrow \ell \), are automatically implied if not stated
otherwise.

First of all, we define \( K_{\ell 3} \) (where \( \ell = e, \mu \)) as the fully-inclusive semileptonic decay
process \( K(p) \rightarrow \pi(p') + \ell^{+}(p_{\ell}) + \nu_{\ell}(p_{\nu}) + n\gamma \), with \( n \geq 0 \). At tree-level, the decay amplitude
is given by:

\[
M_{0} = -G_{F} \sqrt{2} \bar{u}_{\nu} \gamma^{\mu}(1 - \gamma_{5}) v_{\ell} F_{\mu}(p', p),
\]

where

\[
F_{\mu}(p', p) = \langle \pi(p') | (J_{\lambda}^{W})^{\dagger} | K(p) \rangle = V_{us}^{*} \left[ f^{K\pi}_{+}(t)(p + p')_{\mu} + f^{K\pi}_{-}(t)(p - p')_{\mu} \right]
\]

(2.2)
defines the (real) charged weak form factors \( f^{K\pi}_{\pm}(t) \) (for notational simplicity, from now
on we will suppress the superscript \( K\pi \) whenever it does not cause any confusion). The
standard Mandelstam variables are defined as \( s = (p' + p_{\ell})^{2} \), \( t = (p - p')^{2} \) and \( u = (p - p_{\ell})^{2} \),
but for \( n = 0 \) only two kinematic variables are independent, which are often chosen as
\[ y = 2p \cdot p_{\ell}/M_K^2 \] and \( z = 2p \cdot p'/M_K^2 \). The total tree-level decay rate is then given by:
\[
(\Gamma_{K \ell^3})_{\text{tree}} = \frac{M_K}{256\pi^3} \int_{D_3} dydz\, G_F^2 |V_{us}|^2 \left\{ f_+^2 H(+1, +1) + 2 f_+ f_- H(+1, -1) + f_-^2 H(-1, -1) \right\},
\]
(2.3)
where the integration region \( D_3 \) is defined in appendix A of ref. [24], while the function
\( H(a, b) \) is defined in eq. (2.7) of the same reference.

The full \( O(\alpha) \) electroweak RC to \( K \ell^3 \) include one-loop virtual corrections at \( n = 0 \) and
tree-level real (i.e. bremsstrahlung) corrections at \( n = 1 \). It is most conveniently expressed
as a fractional correction to the tree-level decay rate:
\[
\delta_{K \ell^3} = \frac{\delta \Gamma_{K \ell^3}}{(\Gamma_{K \ell^3})_{\text{tree}}},
\]
(2.4)
However, one must be aware that in the existing ChPT treatment some of the short-
distance electromagnetic corrections are not included in the definition of \( \delta_{K \ell^3} \), but rather
redistributed into the charged weak form factors as well as the isospin-breaking corrections
(see section 8 of ref. [24] for a discussion). After removing those terms, our result can be
directly compared to the "long-distance" electromagnetic RC \( \delta_{K \ell^3}^{EM} \) studied in the standard
ChPT literature by further removing a short-distance, channel-independent electroweak
correction factor:
\[
\delta_{K \ell^3}^{EM} = \delta_{K \ell^3} - (S_{\text{EW}} - 1),
\]
(2.5)
where \( S_{\text{EW}} = 1.0232(3)_{\text{HO}} \) [26].

Below we discuss the virtual and real corrections separately.

### 3 Virtual corrections

Using on-shell relations, the virtual corrections to the amplitude \( M_0 \) can always be expressed
in terms of a shift to \( f_{\pm} \), i.e.
\[
M_0 \rightarrow M_0 + \delta M_{\text{vir}}, \quad \text{with} \quad f_{\pm}(t) \rightarrow f_{\pm}(t) + \delta f_{\pm}(y, z).
\]
(3.1)
The corrections \( \delta f_{\pm} \) are generally complex functions of two variables \( y, z \) instead of a single
variable \( t \). The corresponding change in the decay rate is:
\[
(\delta \Gamma_{K \ell^3})_{\text{vir}} = \frac{M_K}{256\pi^3} \int_{D_3} dydz\, 2G_F^2 |V_{us}|^2 \left\{ H(+1, +1) f_+ \Re \delta f_+ + H(+1, -1) f_+ \Re \delta f_- + H(-1, +1) f_- \Re \delta f_+ + H(-1, -1) f_- \Re \delta f_- \right\}.
\]
(3.2)
An important feature of the equation above is that both \( H(+1, -1) \) and \( H(-1, +1) \) contain
an explicit factor \( r_\ell \equiv m_\ell^2/M_K^2 \), which suppresses the contribution of \( \delta f_- \) to the decay rate.
In the \( K_{e3} \) channels, \( r_e \sim 10^{-6} \) and \( \delta f_- \) is completely negligible, which is one of the basic
assumptions of our previous work. However, even in the \( K_{\mu3} \) channels, the suppression
\( r_\mu \sim 0.04 \) is still quite significant. Therefore, apart from the IR-singular pieces in \( \delta f_- \)
that need to be rigorously calculated for the exact cancellation of IR-divergences, one is
allowed to adopt an approximate representation for the remaining, IR-finite pieces without introducing a large error budget to the decay rate. This is the main spirit of this work.

The general structure of the virtual corrections to the decay amplitude can be summarized following section 3 of ref. [24] as

\[ \delta M_{\text{vir}} = \delta M_1 + (\delta M_2 + \delta M_{\gamma W}^a)_{\text{int}} + \delta M_{\gamma W}^b + \delta M_3. \]  

(3.3)

The first term collects all universal, model-independent analytical pieces that originate from corrections sensitive to IR and UV physics. The second and third terms combine the remnants of the two-point function and the $\gamma W$-box contributions upon accounting for the respective analytic contributions in the first term. The last term represents the contribution of the three-point function. As explained in ref. [24], the full $\gamma W$-box correction stems from the generalized Compton tensor $T^{\mu\nu}$ which contains a symmetric and an antisymmetric pieces. Correspondingly, the two contributions $\delta M_{\gamma W}^a$ and $\delta M_{\gamma W}^b$ are distinguished. Below, we discuss all different contributions to $\delta f_\pm$ in Sirlin’s representation in necessary detail.

### 3.1 Analytic pieces

Firstly, part of the loop integrals in the $\mathcal{O}(\alpha)$ electroweak RC can be calculated analytically (bearing errors of the order $\mathcal{O}(m_\ell^2/M_W^2)$) and the outcome is proportional to the tree-level amplitude,

\[ (\delta f_\pm)_1 = \left\{ \frac{\alpha}{2\pi} \left[ \ln \frac{M_W^2}{m_\ell^2} - \frac{1}{4} \ln \frac{M_W^2}{m_\ell^2} + \frac{1}{2} \ln \frac{m_\ell^2}{M_\gamma^2} - \frac{3}{8} + \frac{1}{2} \tilde{a}_g \right] + \frac{1}{2} \delta_{\text{QED}}^{\text{HO}} \right\} f_\pm(t), \]  

(3.4)

see eq. (3.11) and below of ref. [24] for explanations of the notations. Throughout this work we introduce a fictitious photon mass $M_\gamma$ to regularize the IR-divergence.

### 3.2 From $(\delta M_2 + \delta M_{\gamma W}^a)_{\text{int}} + \delta M_{\gamma W}^{b,V}$

Next we have the integrals $(\delta M_2 + \delta M_{\gamma W}^a)_{\text{int}} + \delta M_{\gamma W}^{b,V}$ defined in eqs. (3.9) and (3.10) of ref. [24]. Two relevant comments are in order:

- They give IR-divergent contributions to both $\delta f_\pm$.
- One can show that their contributions to $\delta f_+$ cannot depend on physics at large loop momentum; the same argument, however, does not apply to $\delta f_-$. Therefore, we adopt the following strategy:

1. To study $\delta f_+$ from these integrals, we apply the same technique as in section 4 of ref. [24], to write

\[ (\delta f_+)^{\text{this subsection}} = (\delta f_+_1)_{\Pi} + (\delta f_+)^{\text{fin}}_{\text{conv}} + (\delta f_+)_{\text{Born-conv}} + (\delta f_+)_{\text{inel}}. \]  

(3.5)

The calculable piece is the so-called “Born contribution” to the integral, and within it is the “convection term” contribution that is analytically calculable and contains the full IR-divergence. We split the latter into the IR divergent piece $(\delta f_+)_{\Pi}$ and the IR-finite piece $(\delta f_+)^{\text{fin}}_{\text{conv}}$. The remaining “Born minus convection” contribution can be
computed numerically making use of the $\pi^-$ and $K^+$ electromagnetic form factors, for which we adopt a monopole parameterization \[27, 28\]. Finally, the systematic uncertainty due to the incalculable inelastic (or “non-Born”) pieces is estimated using the resonance chiral theory \[29–31\], see appendix B of ref. \[24\] for details. We find that their corrections to $\delta K_{\gamma^*}$ in all channels are at most $1 \times 10^{-4}$, so we simply assign a conservative uncertainty of $2 \times 10^{-4}$ to them in each channel.

2. For $\delta f_-$, we do not attempt to calculate the full Born contribution because the convergence of the loop integrals depends on the ultraviolet (UV)-behavior of the form factors, which introduces extra model-dependence to the outcome. Instead, we compute only the convection term contribution (both the IR-divergent and IR-finite pieces, of which loop integrals are explicitly UV-finite) and leave the remaining, non-convection contribution as an incalculable piece at the moment:

$$
(\delta f_-)_{\text{this subsection}} = (\delta f_-)_{\text{II}} + (\delta f_-)_{\text{conv}} + (\delta f_-)_{\text{non-conv}}.
$$

Below we provide the analytic expressions of the convection term contribution to $\delta f_\pm$ from $(\delta M_2 + \delta M_{\gamma^*}^2)_{\text{int}} + \delta M_{\gamma^*}^{V, W}$:

$$
(\delta f_+^{K^0\pi^-})_{\text{II}} = -\frac{\alpha}{4\pi} \left\{ -\frac{4p^\prime \cdot p_c x_s}{M_\ell m_\ell (1 - x_s^2)} \ln x_s \ln \left( \frac{M_\ell^2}{M_\ell m_\ell} \right) \delta f_+^{K^0\pi^-} 
+ \left( \frac{5}{2} - \ln \frac{M_\ell^2}{M_\ell^2} \right) \left( \frac{p^\prime \cdot (p + p^\prime)}{2M_\ell^2} f_+^{K^0\pi^-} + \frac{p^\prime \cdot (p - p^\prime)}{2M_\ell^2} f_-^{K^0\pi^-} \right) \right\},
$$

$$
(\delta f_-^{K^0\pi^-})_{\text{II}} = -\frac{\alpha}{4\pi} \left\{ -\frac{4p \cdot p_c x_u}{M_\ell m_\ell (1 - x_u^2)} \ln x_u \ln \left( \frac{M_\ell^2}{M_\ell m_\ell} \right) \delta f_-^{K^0\pi^-} 
+ \left( \frac{5}{2} - \ln \frac{M_\ell^2}{M_\ell^2} \right) \left( \frac{p \cdot (p + p^\prime)}{2M_\ell^2} f_+^{K^0\pi^-} + \frac{p \cdot (p - p^\prime)}{2M_\ell^2} f_-^{K^0\pi^-} \right) \right\},
$$

$$
(\delta f_+^{K^0\pi^-})_{\text{conv}} = -\frac{\alpha}{4\pi} \left\{ \left( C_{00}^{\text{fin}} + 4p^\prime \cdot p_c C_{00}^{\text{fin}} + 2p^\prime \cdot p_c C_1 - 2m_\ell^2 C_2 \right) f_+^{K^0\pi^-} 
+ \left( p^\prime \cdot (p + p^\prime) f_+^{K^0\pi^-} + p^\prime \cdot (p - p^\prime) f_-^{K^0\pi^-} \right) (C_1 + C_{11}/2) 
- \left( p_c \cdot (p + p^\prime) f_+^{K^0\pi^-} + p_c \cdot (p - p^\prime) f_-^{K^0\pi^-} \right) C_{12}/2 
+ \left( p_c \cdot (p^\prime - p) + m_\ell^2 \right) \left( f_+^{K^0\pi^-} + f_-^{K^0\pi^-} \right) C_2 \right\},
$$

$$
(\delta f_-^{K^0\pi^-})_{\text{conv}} = -\frac{\alpha}{4\pi} \left\{ \left( C_{00}^{\text{fin}} + 4p \cdot p_c C_{00}^{\text{fin}} + 2p \cdot p_c C_1 - 2m_\ell^2 C_2 \right) f_-^{K^0\pi^-} 
- \left( p \cdot (p + p^\prime) f_-^{K^0\pi^-} + p \cdot (p - p^\prime) f_+^{K^0\pi^-} \right) (C_1 + C_{11}/2 + 2C_2 + C_{12}) 
+ \left( p_c \cdot (p + p^\prime) f_+^{K^0\pi^-} + p_c \cdot (p - p^\prime) f_-^{K^0\pi^-} \right) (C_{12}/2 + C_{22}) 
+ \left( p_c \cdot (p - 3p^\prime) + 2p \cdot p^\prime - 2m_\ell^2 \right) \left( f_+^{K^0\pi^-} + f_-^{K^0\pi^-} \right) C_2 \right\},
$$

$$
(\delta f_+^{K^+\pi^0})_{\text{conv}} = -\frac{\alpha}{4\pi} \left\{ \left( C_{00}^{\text{fin}} - 4p \cdot p_c C_{00}^{\text{fin}} - 2p \cdot p_c C_1 - 2m_\ell^2 C_2 \right) f_+^{K^+\pi^0} 
+ \left( p \cdot (p + p^\prime) f_+^{K^+\pi^0} + p \cdot (p - p^\prime) f_-^{K^+\pi^0} \right) (C_1 + C_{11}/2) \right\}.
$$
\[ + (p_\ell \cdot (p + p') f_{K^+}^{K^+ n^0} + p_\ell \cdot (p - p') f_{K^+}^{K^+ n^0}) C_{12/2} \]
\[ + (p_\ell \cdot (p' - p) + m_\ell^2) \left( f_{K^+}^{K^+ n^0} - f_{K^+}^{K^+ n^0} \right) C_2 \} \]

\[ (\delta f_{K^+ n^0})_{\text{conv}}^{\text{fin}} = -\frac{\alpha}{4\pi} \left\{ (C_{00}^{\text{fin}} - 4p \cdot p C_{00}^{\text{fin}} - 2p \cdot p C_{1} - 2m_\ell^2 C_2) f_{K^+ n^0} \right. \]
\[ + (p \cdot (p + p') f_{K^+}^{K^+ n^0} + p \cdot (p - p') f_{K^+}^{K^+ n^0}) (C_{11}/2 + 2C_2 + C_{12}) \]
\[ + (p_\ell \cdot (p + p') f_{K^+}^{K^+ n^0} + p_\ell \cdot (p - p') f_{K^+}^{K^+ n^0}) (C_{12}/2 + C_{22}) \]
\[ + (p_\ell \cdot (p - 3p') + 2p \cdot p' - 2m_\ell^2) \left( f_{K^+}^{K^+ n^0} - f_{K^+}^{K^+ n^0} \right) C_2 \} \]  

(3.9)

We refer the reader to appendix C in ref. [24] for the definitions of \( x_v \) and the \( C \)-functions; in \( K_{\ell 3}^0 \) their arguments are \( m_1 = M_\pi, m_2 = m_\ell, v = s \), whereas in \( K_{\ell 3}^1 \) their arguments are \( m_1 = M_K, m_2 = m_\ell, v = u \). We defer the discussion of their numerical impact on \( \delta K_{\ell 3} \) (as well as the “Born minus convection” contribution to \( \delta f_+ \)) to sections 4 and 5.

### 3.3 From the three-point function

Next we have the so-called “three-point function” correction to the form factors which we denote as \( \delta f_{\pm,3} \), see eq. (5.14) in ref. [19]. The same reference provides an approximate expression for these quantities to \( \mathcal{O}(e^2 p^2) \) in the chiral power counting (see section 8 of that paper), but naively applying those expressions here will cause an incomplete cancellation of IR-divergences. Therefore, adopting the strategy in section 5 of ref. [24], we split the full \( \delta f_{\pm,3} \) into the IR-divergent and the IR-finite pieces:

\[ \delta f_{\pm,3} = (\delta f_{\pm})_{\text{III}} + (\delta f_{\pm,3})_{\text{fin}}. \]  

(3.10)

Starting from its \( \mathcal{O}(e^2 p^2) \) expression, one could resum the IR-divergent piece \( (\delta f_{\pm})_{\text{III}} \) to all orders in the chiral expansion by simply adding back the full form factors and to ensure the exact cancellation of IR-divergences between the real and virtual corrections, as we pointed out in section 5 of ref. [24]. The resummed version reads:

\[ (\delta f_{\pm}^{K^0 n^0})_{\text{III}} = \frac{\alpha}{4\pi} \left( \ln \frac{M_\pi^2}{M_\ell^2} - \frac{5}{2} \right) p' \cdot (p + p') \left( f_{K^0 n^0}^{K^+ n^0} + f_{K^0 n^0}^{K^+ n^0} \right) \]
\[ (\delta f_{\pm}^{K^+ n^0})_{\text{III}} = \pm \frac{\alpha}{4\pi} \left( \ln \frac{M_K^2}{M_\ell^2} - \frac{5}{2} \right) p \cdot (p + p') \left( f_{K^+ n^0}^{K^+ n^0} - f_{K^+ n^0}^{K^+ n^0} \right). \]  

(3.11)

In the following, it is sufficient to adopt an \( \mathcal{O}(e^2 p^2) \) approximation to \( (\delta f_{\pm,3})_{\text{fin}} \), which could be inferred from ref. [19]. However, there is one further complication as discussed in section 8 of ref. [24], namely: following the standard ChPT treatment, some of the terms in \( (\delta f_{\pm,3})_{\text{fin}} \) are in fact not counted as a part of the long-distance electromagnetic corrections, but rather redistributed into the extra t-dependence of the form factors (eqs. (5.3), (5.7), (5.11), (5.12) in ref. [32]) as well as the isospin-breaking correction \( \delta n(2) \) through the electromagnetically-induced \( \pi^0 - \eta \) mixing (eq. (5.5) in ref. [32]). Therefore, in order to appropriately compare with the existing literature, we have to remove these terms from our
definitions of \((\delta f_{\pm,3})_{\text{fin}}\) as well. After doing so, we obtain the following \(\mathcal{O}(e^2 p^2)\) expressions:

\[
(\delta f_{+,3}^{K_5\pi_0})_{\text{fin}} e^2 p^2 = 0
\]

\[
(\delta f_{-,3}^{K_5\pi_0})_{\text{fin}} e^2 p^2 = 0
\]

\[
(\delta f_{+,3}^{K_5\pi_0})_{\text{fin}} e^2 p^2 = \frac{\alpha}{4\pi} \left[ \frac{3}{4} \ln \frac{M_{\pi}^2}{\mu^2} - 1 \right] - \frac{Z \alpha}{8\pi} \ln \frac{M_{\pi}^2}{\mu^2} + \frac{8\pi \alpha}{3} (K_5^+ + K_6^+)
\]

\[
(\delta f_{-,3}^{K_5\pi_0})_{\text{fin}} e^2 p^2 = -\frac{\alpha}{4\sqrt{2}\pi} \left[ \frac{3}{4} \ln \frac{M_{\pi}^2}{\mu^2} - 1 \right] - \frac{5Z \alpha}{8\sqrt{2}\pi} \ln \frac{M_{\pi}^2}{\mu^2} + \frac{8\pi \alpha}{\sqrt{2}} \left( -2K_3^+ + K_4^+ + \frac{1}{3} K_5^+ + \frac{1}{3} K_6^+ \right),
\]

(3.12)

where \(Z \approx 0.8\) and \(K_i^+\) are low-energy constants (LECs) in ChPT, with \(\mu\) the scale of dimensional regularization, which will be taken as \(M_p = 770\) MeV in the numerical analysis.

### 3.4 From \(\delta M_{\gamma W}^{b,A}\)

Finally, we have the contribution from the axial \(\gamma W\)-box amplitude \(\delta M_{\gamma W}^{b,A}\), namely the axial charged weak current contribution to the loop integral \(\delta M_{\gamma W}^{b}\) defined in eq. (3.10) of ref. [24]. In section 6 of that paper, we outlined the strategy to fix its contribution to \(\delta f_+\), namely to make use of the existing lattice QCD calculations of the forward axial \(\gamma W\)-box diagrams in the meson sector. In short, we can write:

\[
(\delta f_+)^{b,A}_{\gamma W} = \left\{ \square^{V A>}_{\gamma W} + \left[ \square^{V A<}_{\gamma W}(K, \pi, M_{\pi}) + \mathcal{O}\left( \frac{M_{K}^{2}}{\Lambda^{2}} \right) \right] \right\} f_+(t). \tag{3.13}
\]

First, \(\square^{V A>}_{\gamma W} \approx 2.16 \times 10^{-3}\) is the channel-independent component originating from the integral of the forward box diagram at \(Q^2 > 2\) GeV\(^2\), which was calculated to high precision from perturbative QCD. In the meantime, \(\square^{V A<}_{\gamma W}(K, \pi, M_{\pi})\) is the remaining, channel-dependent part of the forward \(K\pi\) box diagram calculated in the flavor SU(3) limit \(M_K = M_{\pi}\). Existing lattice calculations are for \(\square^{V A<}_{\gamma W}(\pi^+, \pi^0, M_{\pi})\) [33] and \(\square^{V A<}_{\gamma W}(K^0, \pi^-, M_{\pi})\) [21], from which we can also obtain \(\square^{V A<}_{\gamma W}(K^+, \pi^0, M_{\pi}) = 2\square^{V A<}_{\gamma W}(\pi^+, \pi^0, M_{\pi}) - \square^{V A<}_{\gamma W}(K^0, \pi^-, M_{\pi})\) through a ChPT matching [20]. The uncertainties due to the non-forward (NF) corrections are conservatively estimated by multiplying the central values of \(\square^{V A<}_{\gamma W}\) by the factor \(M_{K}^{2}/\Lambda^{2}\), where \(\Lambda = 4\pi F_{\pi} \approx 1.2\) GeV is the chiral symmetry breaking scale.

Unfortunately, these lattice calculations of the forward axial \(\gamma W\)-box diagrams do not provide any useful information for \(\delta f_-^{b,A}_{\gamma W}\) because \(p - p' = 0\) by definition. So at this point we just leave it as another incalculable piece.

### 3.5 Matching the incalculable pieces in \(\delta f_-\) to ChPT

So far we have discussed the full \(\mathcal{O}(\alpha)\) electroweak RC to \(\delta f_\pm\). For \(\delta f_+\) we have:

\[
\delta f_+ = (\delta f_+)^{\text{Born-conv}} + (\delta f_+)^{\text{fin}} + (\delta f_+)^{\text{Born-conv}} + (\delta f_+)^{\text{Born-conv}} + (\delta f_+)^{\text{fin}} + (\delta f_+)^{b,A}_{\gamma W}. \tag{3.14}
\]

From the discussions above, we see that each term at the right-hand side can either be determined to high precision or is small enough to assign a controllable theory uncertainty.
Meanwhile, for $\delta f_-$ we have:

$$
\delta f_- = (\delta f_-)_{\text{I+II+III}} + (\delta f_-)_{\text{fin}} + (\delta f_-)_{\text{non-conv}} + (\delta f_-)_{\text{fin}} + (\delta f_-)_{\text{W}} ,
$$

(3.15)

among which $(\delta f_-)_{\text{I+II+III}}$ and $(\delta f_-)_{\text{fin}}$ are exactly known, $(\delta f_-)_{\text{fin}}$ is known to $\mathcal{O}(e^2 p^2)$, while $(\delta f_-)_{\text{non-conv}}$ and $(\delta f_-)_{\text{W}}$ are so far completely unknown. Fortunately, since they are IR-regular terms whose contributions to $\delta K_{\ell 3}$ are naturally suppressed by $r_\ell$, there is a simple strategy to deal with them: existing ChPT studies provided the $\mathcal{O}(e^2 p^2)$ expression for the full $\delta f_-$ (i.e. the left-hand side of eq. (3.15)) [32], and we can further take the $\mathcal{O}(e^2 p^2)$ approximation for $(\delta f_-)_{\text{I+II+III}}$ and $(\delta f_-)_{\text{conv}}$ by replacing:

$$
\begin{align*}
&f_+^{K_0^*}(t) \to -1,
&f_+^{K^{*0}}(t) \to -\frac{1}{\sqrt{2}},
&f_-(t) \to 0 .
\end{align*}
$$

(3.16)

By doing so, one could then equate both sides in eq. (3.15) to extract the $\mathcal{O}(e^2 p^2)$ expression of $(\delta f_-)_{\text{non-conv}} + (\delta f_-)_{\text{W}}$. As a consequence, we arrive the following representation:

$$
\delta f_- = (\delta f_-)_{\text{I+II+III}} + (\delta f_-)_{\text{fin}} + (\delta f_-)_{\text{rem}}
$$

(3.17)

where the first two terms at the right-hand side are exactly known, while the remaining piece $(\delta f_-)_{\text{rem}}$ adopts an $\mathcal{O}(e^2 p^2)$ approximation:

$$
\begin{align*}
&\langle \delta f_- \rangle_{\text{rem}}^{c^2 p^2} = -\frac{\alpha}{4\pi} \left[ r_{0,1} \Lambda(s, M_{\pi}, m_{\ell}) + r_{0,2} \ln \frac{M_{\pi}^2}{M_{\ell}^2} + r_{0,3} \ln \frac{M_{\pi}^2}{\mu^2} + r_{0,4} \right] \\
&\langle \delta f_+ \rangle_{\text{rem}}^{c^2 p^2} = -\frac{\alpha}{4\sqrt{2}\pi} \left[ r_{+,1} \Lambda(u, M_K, m_{\ell}) + r_{+,2} \ln \frac{M_K^2}{M_{\ell}^2} + r_{+,3} \ln \frac{M_K^2}{\mu^2} + r_{+,4} \right],
\end{align*}
$$

(3.18)

where the function $\Lambda(v, m_1, m_2)$ is defined in eq. (C.5) of ref. [24]. The coefficients $r_{i,j}$ are given by:

$$
\begin{align*}
&\begin{align*}
&\begin{align*}
&r_{0,1} = -\frac{1}{8\lambda s} \left\{ M_{K_\ell}^2 [2s(m^2_{\pi^2} - 2M_{\pi}^2) + (m^2_{\ell} - M_{\ell}^2)^2 + 3s^2] - m^4_{\ell} + m^4_{\ell} [3M_{\pi}^2 + s] \\
&
&- m^2_{\ell} [3M_{\pi}^2 + 13M_{\pi}^2 s + s(t - 20s)] + M_{\ell}^6 + 12M_{\ell}^4 s + 7M_{\ell}^2 s^2 + s t [M_{\pi}^2 - 5s] \\
&
&- 20s^3 \right\} \left[ -m^2_{\ell} + M_{\pi}^2 - 3s \right],
\end{align*}
\end{align*}
\end{align*}
$$

$$
\begin{align*}
&r_{0,2} = \frac{1}{16s^2} [M_{K_\ell}^2 (m^2_{\ell} + M_{\pi}^2 - 3s) + m^4_{\ell} - 2m^2_{\ell} M_{\pi}^2 + M_{\ell}^4 + 13M_{\pi}^2 s + 28s^2 + s t] \\
&r_{0,3} = \frac{Z - 6}{2} \\
&r_{0,4} = 32\pi^2 [X_1 + X_2 - X_3 - (K_{\pi^2} + K_0)]/3 + \frac{m_{\ell}^2 - M_{K_\ell}^2 - M_{\ell}^2}{8s} + \frac{3}{4}
\end{align*}
$$

(3.19)

and

$$
\begin{align*}
&r_{+,1} = \frac{1}{8\lambda u} \left\{ u [7M_{K_\ell}^2 + 20m^2_{\ell} + 3M_{\pi}^2 - 5t] + [M_{K_\ell}^2 - m^2_{\ell}] [M_{K_\ell}^2 - m^2_{\ell} + M_{\ell}^2] \\
&+ u [12M_{K_\ell}^4 + M_{K_\ell}^2 (-13m^2_{\ell} - 4M_{\pi}^2 + t) + m^2_{\ell} (m^2_{\ell} + 2M_{\pi}^2 + t) - 20u^3] \left[ M_{K_\ell}^2 - m^2_{\ell} \right] \\
&r_{+,2} = -\frac{1}{16u^2} \left[ (M_{K_\ell}^2 - m^2_{\ell}) (M_{K_\ell}^2 - m^2_{\ell} + M_{\ell}^2) + u (13M_{K_\ell}^2 - 3M_{\ell}^2 + t) + 28u^2 \right] \\
&r_{+,3} = \frac{5Z + 6}{2} \\
&r_{+,4} = 32\pi^2 [X_1 - X_2 + X_3 + 2K_{\pi^2} - K_1 - (K_{\pi^2} + K_0)]/3 + \frac{M_{K_\ell}^2 + M_{\pi}^2 - m^2_{\ell}}{8u} - \frac{3}{4},
\end{align*}
$$

(3.20)

where $\lambda = \lambda(m^2_{\ell}, m^2_{\pi}, v)$ is the Källén function.
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\[ \delta K_{\ell 3} \mid (\delta f_\ell)_{\text{fin conv}} \mid (\delta f_\ell)_{\text{Born-conv}} \mid (\delta f_\ell)_{b,A \gamma W} \mid (*) \mid (\delta f_-)_{\text{rem}} \]

| $K_{\ell 3}^0$ | $-5.0$ | $4.1$ | $4.9(1)_{\text{lat}}(1)_{\text{NF}}$ | $0.0$ |
| $K_{\mu 3}^0$ | $9.6$ | $0.1$ | $6.4(1)_{\text{lat}}(4)_{\text{NF}}$ | $0.0$ |
| $K_{\mu 3}^+$ | $18.6$ | $0.4$ | $4.9(1)_{\text{lat}}(1)_{\text{NF}}$ | $0.3(2)_{\text{LEC}}$ |
| $K_{\mu 3}^-$ | $-0.1$ | $1.0$ | $6.5(1)_{\text{lat}}(4)_{\text{NF}}$ | $-1.1(2)_{\text{LEC}}$ |

**Table 1.** Contribution to $\delta K_{\ell 3}$ from $(\delta f_\ell)_{\text{fin conv}}$, $(\delta f_\ell)_{\text{Born-conv}}$, $(\delta f_\ell)_{b,A \gamma W}$ and $(\delta f_-)_{\text{rem}}$, in units of $10^{-3}$.

4 Real corrections

Our previous treatment of the $K_{\ell 3}$ bremsstrahlung correction detailed in section 7 of ref. [24] can be directly applied to all $K_{\ell 3}$ channels without any further modification. During the bremsstrahlung, the real photon can be emitted either by the charged lepton or by the meson; in the latter case, the decay amplitude involves the generalized, non-forward Compton tensor $T_{\mu \nu} (q'; p', p)$ (see eq. (3.5) in ref. [24]). Our strategy is to split $T_{\mu \nu}$ into the convection term contribution and a remainder:

\[ T_{\mu \nu} = T_{\mu \nu}^{\text{conv}} + [T_{\mu \nu} - T_{\mu \nu}^{\text{conv}}]. \]  

In practice, we retain the full $T_{\mu \nu}^{\text{conv}}$ but take the $O(p^2)$ approximation for $T_{\mu \nu} - T_{\mu \nu}^{\text{conv}}$; this simple implementation ensures exact electromagnetic gauge invariance. Consequently, we split the full tree-level $K \rightarrow \pi \ell^+ \nu_\ell \gamma$ amplitudes into two pieces:

\[ M_{K \rightarrow \pi \ell^+ \nu_\ell \gamma} = M_A + M_B, \]

where $T_{\mu \nu} - T_{\mu \nu}^{\text{conv}}$ is fully contained in $M_B$. Therefore, in calculating the squared amplitude, the result of $|M_A|^2$ is exact while $2 \text{Re} \{M_A^* M_B\} + |M_B|^2$ acquires a chiral expansion uncertainty.

The bremsstrahlung process resides at a larger allowed phase space area $D_4 = D_3 \oplus D_{4-3}$ (see appendix A of ref. [24]). The IR-divergence is fully contained in $|M_A|^2$ integrating over the $D_3$ region, and is exactly canceled by those in $(\delta f_\ell)_{I+II+III}$ from the virtual corrections.

5 Numerical results, errors and correlations

Now we are ready to present the numerical results of $\delta K_{\ell 3}$ in all channels. The IR-finite contribution from the virtual corrections is summarized in table 1, the combination of the IR-divergent parts in the virtual corrections and the bremsstrahlung corrections in the $D_3$ region is given in table 2, and the bremsstrahlung contribution in the $D_{4-3}$ region is given in table 3. Columns in these three tables with an asterisk (*) denote quantities that have taken an $O(e^2 p^4)$ approximation and are subject to chiral uncertainties at $O(e^2 p^4)$. 

\[ - 9 - \]
\[
(\delta K_{\ell^3})_{1+II+III+brem(D_3)} \quad (*) \text{From } 2\Re \{M_A^* M_B\} + |M_B|^2 \quad \text{Remainder}
\]

| \(K^0_{\ell^3}\) | 1.0 | 24.1 |
| \(K^+_{\ell^3}\) | -0.3 | 4.4 |
| \(K^0_{\mu^3}\) | 0.6 | 13.4 |
| \(K^+_{\mu^3}\) | -0.1 | 17.4 |

**Table 2.** Sum of the IR-divergent one-loop contributions I, II, III and the bremsstrahlung contribution in the \(D_3\) region, in units of \(10^{-3}\).

| \((\delta K_{\ell^3})_{brem(D_{4-3})}\) | (*) From \(2\Re \{M_A^* M_B\} + |M_B|^2\) | From \(|M_A|^2\) |
| \(K^0_{\ell^3}\) | 0.2 | 5.6 |
| \(K^+_{\ell^3}\) | -0.1 | 5.3 |
| \(K^0_{\mu^3}\) | 0.1 | 0.2 |
| \(K^+_{\mu^3}\) | 0.0 | 0.1 |

**Table 3.** The bremsstrahlung contribution in the \(D_{4-3}\) region, in units of \(10^{-3}\).

For the error analysis we include only theory uncertainties that after a single rounding-up are of the size \(1 \times 10^{-4}\) or larger. After subtracting out \(S_{EW} - 1\) and its associated short-distance error, there are five major sources of theory uncertainties:

1. The lattice uncertainty in \((\delta f_+)_{\gamma W}^{b,A}\),
2. The LEC uncertainties in \((\delta f_-)_{\text{rem}}\),
3. The NF uncertainty in \((\delta f_+)_{\gamma W}^{b,A}\),
4. The \(O(e^2 p^4)\) chiral uncertainty, and
5. The unknown \((\delta f_+)_{\text{inel}}\) in eq. (3.5).

The first three are already displayed in table 1, but the last two not yet. In any case, in order to discuss later the average of \(|V_{us}|\) over different channels, it is not sufficient to know just the uncertainties in each separate channel, but their correlations must also be understood. To do so one needs to first identify the independent theory inputs that carry the uncertainties, and then the correlation matrix can be calculated using the formula outlined in the appendix of ref. [25]. This can be rigorously done for the first two types, which we describe below:

- For \((\delta f_+)_{\gamma W}^{b,A}\), the independent lattice QCD inputs are [21, 33]:

\[
\square_{\gamma W}^{VA<}(\pi^+, \pi^0, M_\pi) = 0.671(28)_{\text{lat}} \times 10^{-3}, \quad \square_{\gamma W}^{VA<}(K^0, \pi^-, M_\pi) = 0.278(44)_{\text{lat}} \times 10^{-3}.
\]

\[\text{(5.1)}\]

The uncertainty due to the kaon charge radius in \(K^+_{\ell^3}\) channel is around \(4.8 \times 10^{-5}\). In ref. [24], we somewhat exaggerated this uncertainty by first rounding it up to \(5 \times 10^{-5}\) and then displaying it as \(1 \times 10^{-4}\). In this work we do not perform such two-time rounding up so this uncertainty is not taken into account anymore.

---
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
& $\delta K_{\ell}^\ell$ & ChPT \\
\hline
$K^0 e$ & 11.6(2)_{\text{inel}}(1)_{\text{lat}}(1)_{\text{NF}}(2)_{e^2 p^4}$ & 9.9(1.9)_{e^2 p^4}(1.1)_{\text{LEC}} \\
$K^+ e$ & 2.1(2)_{\text{inel}}(1)_{\text{lat}}(4)_{\text{NF}}(1)_{e^2 p^4}$ & 1.0(1.9)_{e^2 p^4}(1.6)_{\text{LEC}} \\
$K^0 \mu$ & 15.4(2)_{\text{inel}}(1)_{\text{lat}}(1)_{\text{NF}}(2)_{\text{LEC}}(2)_{e^2 p^4}$ & 14.0(1.9)_{e^2 p^4}(1.1)_{\text{LEC}} \\
$K^+ \mu$ & 0.5(2)_{\text{inel}}(1)_{\text{lat}}(4)_{\text{NF}}(2)_{\text{LEC}}(2)_{e^2 p^4}$ & 0.2(1.9)_{e^2 p^4}(1.6)_{\text{LEC}} \\
\hline
\end{tabular}
\caption{Final result for $\delta K_{\ell}^\ell$, in units of $10^{-3}$. The ChPT result from ref. [22] is given in the last column for comparison.}
\end{table}

- For $(\delta f_--)_{\text{rem}}$, the independent combinations of LECs are $X_1$, $C_1 \equiv X_2 - X_3$, $C_2 \equiv 2K_3 - K_4$ and $C_3 \equiv K_5 + K_6$. Among them, $X_1 = -2.2(4) \times 10^{-3}$ was fixed to good precision with the recent lattice calculations [21], and its resulting uncertainty to $\delta K_{\ell 3}$ is negligible. Similar calculations are not yet done for $C_1-3$, so we infer their values at $\mu = M_\rho$ from resonance models [34–36], and assign a 100% uncertainty to each of them:

\[ C_1 = -1.4(1.4)_{\text{LEC}} \times 10^{-3}, \quad C_2 = 4.0(4.0)_{\text{LEC}} \times 10^{-3}, \quad C_3 = 14.4(14.4)_{\text{LEC}} \times 10^{-3}. \]

Meanwhile, the next three uncertainties are estimated as follows:

- The NF uncertainty in $(\delta f_+)_{\text{rem}}$ is estimated by multiplying $\Box_{Y\gamma}^{Y\gamma}$ in each channel by $M_\rho^2/\Lambda_\chi^2$;
- The $O(e^2 p^4)$ chiral uncertainty is obtained by first adding all the columns with asterisks in table 1–3, and then multiply the sum by $M_\rho^2/\Lambda_\chi^2$;
- Finally, a conservative uncertainty of $2 \times 10^{-4}$ is assign to each channel to account for the poorly-constrained contribution from $(\delta f_+)_{\text{inel}}$ (see discussions in section 3.2).

Unlike the first two, these three errors are deduced using naive power counting and order-of-magnitude estimations, and it is difficult to identify independent sources of uncertainties within each type. In fact, we consider it as arbitrary to take these uncertainties to be uncorrelated as to assume any correlation. Therefore, we simply take them to be uncorrelated, following the same strategy adopted by some of us in ref. [25].

We present our final result of $\delta K_{\ell}^\ell$ in table 4, with the correlation matrix given by:

\[ \text{Corr}(\delta_{\text{EM}}) = \begin{pmatrix}
1 & -0.050 & 0.069 & -0.043 \\
-0.049 & 1 & 0.079 \\
0.088 & 1 & 1
\end{pmatrix}, \]

(5.3)

where $\delta_{\text{EM}} = \begin{pmatrix}
\delta K_{\ell e}^0 e \\
\delta K_{\ell e}^{+} e \\
\delta K_{\ell \mu}^{0} \mu \\
\delta K_{\ell \mu}^{+} \mu
\end{pmatrix}^T$. The results in the two $Ke$ channels are obviously the same as in ref. [24]. As a comparison, we also quote the ChPT result from ref. [22].
Our new determinations agree with them within error bars in all four channels, but with significant improvements in precision by almost an order of magnitude.

With these new theory inputs of $\delta_{EM}^{K\ell}$, we also present here an updated global analysis of $|V_{us} f_{+}^{K_{s}^{0} \pi^{-} (0)}|$ from semileptonic kaon decays. Essentially, we take all the theory and experimental inputs quoted in ref. [25], and only replace the values of $\delta_{EM}$ and $\text{Corr}(\delta_{EM})$ by our new results. The outcome is summarized in table 5, which has only very minor changes comparing to table I in ref. [25].

Supplementing the result with the most recent FLAG averages of $|f_{+}^{K_{s}^{0} \pi^{-} (0)}|$ with different numbers of active quark flavors [37]:

$$|f_{+}^{K_{s}^{0} \pi^{-} (0)}| = \begin{cases} 
0.9698(17) & N_f = 2 + 1 + 1 \text{ Refs. [38, 39]} \\
0.9677(27) & N_f = 2 + 1 \text{ Refs. [40, 41]} 
\end{cases},$$

we obtain:

$$|V_{us}|_{K_{\ell}^{3}} = \begin{cases} 
0.22308(39)_{\text{lat}}(39)_{K(3)_{\text{HO}}} & N_f = 2 + 1 + 1 \\
0.22356(62)_{\text{lat}}(39)_{K(3)_{\text{HO}}} & N_f = 2 + 1 
\end{cases}$$

respectively.

The value of $|V_{us}|$ can also be extracted by first obtaining $|V_{us}/V_{ud}|$ from the ratio between the leptonic kaon ($K_{\mu 2}$) and pion ($\pi_{\mu 2}$) decay rates, and then substituting $|V_{ud}|$ by its most precise determination from superallowed nuclear decays [42]. With this method, we obtain [9]:

$$|V_{us}|_{K_{\mu 2}} = \begin{cases} 
0.2252(5) & N_f = 2 + 1 + 1 \\
0.2255(8) & N_f = 2 + 1 
\end{cases}.$$

Comparing eqs. (5.5) and (5.6), we see that the so-called $K_{\ell}^{3} - K_{\mu 2}$ discrepancy in the $|V_{us}|$ determination is still very much alive.

### Table 5

Updated determination of $|V_{us} f_{+}^{K_{s}^{0} \pi^{-} (0)}|$, which should be compared to table I in ref. [25].

| Channel       | $|V_{us} f_{+}^{K_{s}^{0} \pi^{-} (0)}|$ | Correlation |
|---------------|----------------------------------|-------------|
| $K_{L,e}$     | 0.21617(46)_{\text{exp}}(10)_{r_{K(4)_{\text{EM}}}} | 1 0.021 0.025 0.567 0.004 0.017 |
| $K_{S,e}$     | 0.21530(122)_{\text{exp}}(10)_{r_{K(4)_{\text{EM}}}} | 1 0.009 0.014 0.000 0.006 |
| $K^+_e$       | 0.21714(88)_{\text{exp}}(10)_{r_{K(4)_{\text{EM}}}} | 1 0.018 0.002 0.894 |
| $K_{L,\mu}$  | 0.21649(50)_{\text{exp}}(10)_{r_{K(4)_{\text{EM}}}} | 0.009 0.014 0.000 0.006 |
| $K_{S,\mu}$  | 0.21251(466)_{\text{exp}}(10)_{r_{K(4)_{\text{EM}}}} | 0.005 |
| $K^+\mu$     | 0.21699(108)_{\text{exp}}(10)_{r_{K(4)_{\text{EM}}}} | 1 |

Average: $Ke$                        | 0.21626(40)_{K(3)_{\text{HO}}   } |
Average: $K\mu$                      | 0.21654(48)_{K(3)_{\text{HO}}   } |
Average: tot                          | 0.21634(38)_{K(3)_{\text{HO}}   } |

### 6 Conclusion

In this work we present for the first time a unified analysis of the long-distance electromagnetic RC to all channels in $K_{\ell}^{3}$ decays based on the novel hybrid method combining Sirlin’s...
representation with ChPT, that we developed a few years ago. With an appropriate use of the electromagnetic/charged weak form factors, lattice QCD inputs of the forward axial $\gamma W$-box as well as the existing knowledge of the remaining, poorly-constrained LECs, we are able to control the theory uncertainties in all four independent channels in $K_{\ell 3}$ at the level of $10^{-4}$.

Several important implications of this new calculation are as follows. First, no significant change of $\delta_{EM}^{K_{\ell 3}}$ from the previous ChPT result is observed; this allows us to state with more confidence that the outstanding discrepancy between the $|V_{us}|$ extracted from $K_{\mu 2}/\pi_{\mu 2}$ and $K_{\ell 3}$ does not originate from the long-distance electromagnetic corrections. Second, separate global analysis of $|V_{us}f_{K^0\pi^-}(0)|$ from $Ke$ and $K\mu$ channels show no significant difference, which supports the SM prediction of lepton flavor universality. Third, the further reduction of theory uncertainties provides an even stronger motivation for next-generation experiments to measure the kaon lifetimes and $K_{\ell 3}$ branching ratios with higher precision. From the theory side, the dominant sources of uncertainty are now the phase space factor $I_K$ and the isospin-breaking correction $\delta_{SU(2)}$, which await new breakthroughs from phenomenology and lattice QCD.

Finally, we stress that every important theory input should always be cross-checked with several independent methods. In this sense, the existing plan to compute the full (virtual and real) $K_{\ell 3}$ RC directly on the lattice [43] is very much anticipated.
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