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Introduction

It may seem a long time ago, but it was only in 1995 that over the space of few months, three independent and different approaches succeeded in realising Bose–Einstein condensation (BEC) in dilute atomic vapor [1, 2, 3], establishing the first clear experimental evidence of the prediction by Einstein\(^1\) [4].

In less than two decades the field of Bose–Einstein condensation of atomic gases has grown explosively, driven by the combination of new experimental techniques and theoretical advances. Condensate states have emerged as quantum systems unique in the precision and flexibility wherewith they can be manipulated. The ultracold vapour has become an ultralow-temperature laboratory for the communities of atomic physics, quantum optics and condensed matter physics with a great variety of applications: quantum fluids [5], qubits [6, 7], Josephson junctions [8], atom lasers [9], and the very recent experiments on BEC of photons [10], just to mention a few. Experiments on thin films [11] such as on gases in highly elongated magnetic and pancake-shaped optical traps (see [12, 13] and ref. therein), have also pushed forward the study of BEC in low dimensional systems.

However, in spite of its widespread experimental successes, BEC still challenges us from a theoretical point of view. In fact, thus far, there are very few, also quite special, models in which we are able to prove BEC for interacting bosons. In particular BEC for an homogeneous system has been proved only in the special case of hard core bosons on a lattice at half-filling in three or more dimensions [14].

More recently Bose condensation and superfluidity have been proved for three and two dimensional bosons in a trap [15, 16], but only in the Gross-Pitaevskii (GP) scaling limit, a special case of a dilute limit where the density goes to zero as the particle number \(N\) goes to infinity\(^2\). However, even if the GP limit well reproduces the actual experimental data, its results only apply to certain finite length scales. As well known no claims of whatever phase transition can be made without performing the thermodynamic limit, where the density is kept fixed while the size of the periodic box where the system is defined tends to infinity.

\(^1\) Evidence for superfluidity in liquid He was already obtained in 1938, and although superfluidity was almost immediately connected by London to Einstein’s theory of BEC, in these systems the bosons are so closely packed that they can be only understood as strongly interacting systems, miles away from the non interacting description by Einstein.

\(^2\) With “dilute” we mean that the scattering length \(a\) of the interacting potential is much smaller than the mean particle distance, \(i.e. \rho a^d \ll 1\), with \(d\) the dimension of the system. In three dimensions the GP scaling is obtained by requiring \(N/L\) to stay constant while \(N \to \infty\); this implies that the density of the system goes to zero as \(N^{-2}\) with increasing \(N\).
The longstanding problem one would like to understand is the occurrence of BEC for an homogeneous system of bosons interacting with a repulsive short range potential, in the thermodynamic limit. This problem has an obvious interest from a theoretical point of view, but it also has a great importance for the experimental physics, since the increasing ability in creating larger and larger condensates is making it necessary to better understand the behavior of bosonic systems beyond the GP limit.

The usual picture of Bose condensation in the homogeneous interacting case is based on the approximate exactly soluble Bogoliubov model [17], which predicts a linear spectrum of excitations for small momenta. This property is considered typical of superfluid behavior, according to Landau’s argument [18]. However Bogoliubov’s approximation is a quite rough truncation based on assumptions that are not a priori justified. Although Bogoliubov predictions are believed to be correct in the weak coupling limit, a control of these approximations is to date beyond reach of rigorous analysis. The problem is that in the attempt of developing a perturbation theory around Bogoliubov solution, is faced with a theory plagued by ultraviolet and infrared divergences, whose meaning could be that the interacting system has completely different physical properties with respect to the ones predicted by Bogoliubov’s.

Since the early ’60, the problem of studying the corrections to Bogoliubov’s theory has attracted the attention of the theoretical physics community. The literature on perturbation theory (PT) for Bose condensation at zero or small temperatures is huge; here we can just outline some of the main contributions in this line.

The first results date back to the works of Beliaev (1958, [19]) and Hugenholtz–Pines (1959, [19, 20]). They both performed PT for zero temperature interacting bosons in the low density limit and obtained series expansion for the ground state energy and the phonon spectrum. The work of Hugenholtz–Pines differs from Beliaev’s for the fact that the zero–momentum state has been removed, in the same spirit of Bogoliubov’s work. The choice of performing perturbation theory
around Bogoliubov’s solution rather than the non-interacting one was then acquired in all the later papers on the subject. Hugenholts and Pines also showed, again with perturbative arguments, that the condition of minimum free energy can be equivalently posed as a condition on the structure of the perturbation theory, in particular as a condition on the one particle irreducible diagrams with two external lines.

In the same years, in the last paper of a series of five works [21], Lee and Yang showed that the thermodynamic functions of an interacting system of bosons in the condensed phase can be expressed in terms of the average occupation number. They developed a variational principle which enabled them to compute the thermodynamic functions and the occupation number of the single particle state with momentum \( k \) in the condensed phase. As an example, the method was applied to a dilute system of Bose hard spheres, obtaining a low-density expansion for the free energy, with an explicit evaluation of the first few terms. A similar result was due to the same authors with Huang by using a different method [22].

In the work of Gavoret and Nozières [23] the excitation spectra for the interacting Bose gas for low momenta was obtained by combining perturbation theory and the use of Ward identities (WIs). The authors also showed that the spectra of quasi-particles and of the density–fluctuations excitations are identical for low momenta, i.e. they both correspond to phonons with the usual macroscopic sound velocity. This is mathematically expressed by the identity of the poles of the one particle Green’s function and of the correlation function of two elementary excitations. Other results on the superfluid behavior at zero temperature were obtained in the later works by Nepomnyashchii and Nepomnyashchii [24] and Popov and Seredniakov [25].

All the works we have just mentioned are based on diagrammatic techniques borrowed from Quantum Field Theory. However the results which have been achieved are obtained by summations over special classes of diagrams selected from the divergent perturbative series, and do not provide a systematic study of the divergences affecting the theory.

The first to obtain a fully consistent study of the infrared divergences for the three dimensional weak interacting system at zero temperature, using exact Renormalization Group (RG) techniques, was Benfatto in 1994 [26]. With the aim of studying the occurrence of BEC, which only depends on the long-distance behavior of the system, Benfatto considered a model with an ultraviolet momentum cutoff. For this model he proved that the theory is order by order finite in the running coupling constants, with explicit bounds on the coefficient of order \( n \). The importance of Benfatto’s work lies in the fact that it represents a strong justification of the generally accepted picture of BEC in a scheme which is the only one allowing in some cases to perform a full non-perturbative construction, i.e. to control the convergence of the series defining the generating functions. On the other side, Benfatto strategy requires the study of the flow equations of six effective couplings and does not have any chance to be extended to the two dimensional case, where the thee and four body interactions are relevant in the RG sense.

After Benfatto’s work, Pistolesi et. al. [27, 28] showed that the study of the flow equations for the effective parameters of the interacting boson problem can be drastically simplified by implementing local Ward identities. These reduce the
number of independent running couplings to only two, allowing the authors to attack
the two dimensional problem, for which they have found a non trivial fixed point and
no anomalous dimensions. Pistolesi’s work is bases on a non–rigorous RG scheme,
which uses a *dimensional regularization* and does not allow, not even in principle, to
fully construct the theory. Still, the idea of exploiting the symmetries of the problem
represents a crucial benchmark for our work.

The inspiration of this thesis is to work up the ideas of Pistolesi et al. within the
same *exact Renormalization Group* approach used by Benfatto, based on a momentum
regularization scheme, in the same spirit of the RG approach by Wilson [29]. Here
by “exact RG” we mean that our method allows to obtain a construction at all
orders of the thermodynamic functions and correlations, with explicit bounds on
the $n$–th order coefficients. This result is obtained without neglecting the effects
of the irrelevant terms, *i.e.* the terms that become dimensionally smaller under the
iterations of the RG transformation, but can still give *finite* contributions to the
thermodynamic and correlation functions.

The technique we use is borrowed from the methods of *rigorous or constructive*
Renormalization Group, in the form developed by Gallavotti in the 80’s [30] to study
the ultraviolet stability of scalar fields. In the context of fermionic systems the
perturbative methods that we employ also provide, in certain cases, a way to *fully
construct* the ground state of the interacting system in the weak coupling regime,
*i.e.* to prove the convergence of the resummed perturbation theory. Examples in
this line, in the context of low dimensional condensed matter systems, are the
one–dimensional interacting fermions [31], the 2d Hubbard model on the square
lattice at positive temperature [32] and the short range half–filled 2d Hubbard model
on the honeycomb lattice [33, 34].

In the context of bosonic theories the situation is quite different. In fact a
*non perturbative construction* of the model cannot be obtained without combining
perturbation theory with complementary methods. For example, in the case of the
well known $\phi^4_2$ and $\phi^4_3$ real quantum field theories, the rigorous construction of the
theory is obtained by combining perturbation theory with “large fields” estimates
(see [30, 35, 36, 37] for reviews). Estimates of this sort are not available in the current
context, since the reference Gaussian measure, which we are perturbing around, is a
complex one, with semi–positive definite covariance; no method is currently available
for the construction of perturbations of such complex measures. See however [38]
for attempts in this direction.

In this thesis we do not seek to solve the problem of construct the bosonic
theory, but we aim to “just” construct the theory at all orders. Still in the latter
case it is crucial to understand the effect of a momentum regularization, being the
momentum regularization scheme the only one allowing in principle to perform a
full not perturbative construction of the theory. In fact if one wants in perspective
to built the model it is essential to introduce momentum cutoffs, and then prove the
convergence of the series defining the generating functions as long as the cutoffs are
removed.

It is also likely that WIs will play an important role in a future full construction
of the theory, and therefore it is important to understand how they are implemented
in a Wilsonian RG scheme.
Regarding this issue, i.e. to combine local WIs within an exact RG scheme based on a multiscale momentum decomposition, one should stress that this is not a trivial task at all. In fact the momentum decomposition breaks the local gauge invariance, which Ward identities are based on. The presence of cutoffs then produces corrections to the "naive" (formal) WIs. Even if formally these corrections go to zero when we remove the cutoffs, they cannot naively be neglected, since they are dimensionally marginal in a RG sense. In some low dimensional systems of interacting fermions they result to be crucial for establishing the infrared behavior of the system. For example in Luttinger liquids if one uses the formal WIs, without their corrections, the anomalous dimensions are not found. Then one may be worried that the presence of these corrections may substantially change the structure of WIs, particularly in the two dimensional case, as well as the results obtained by Pistolesi et al.

A control of the corrections to WIs coming from the presence of cutoffs may be obtained thanks to a remarkable technique developed by Benfatto and Mastropietro in [31], which allows to exactly implement WIs within constructive RG scheme. Pursuing this analysis to our system, the correction terms to the formal WIs appear as new marginal (in 3d) or relevant (in 2d) terms, which can be in turn written as series in the effective parameters appearing in the generating functions and, again, explicitly bounded at all orders. We remark that, since the corrections to WIs turn out to have the same "dimensions", in the RG language, of the other terms appearing in the formal WIs, they may possibly be responsible for anomalous dimensions as in the Luttinger liquid case. On the contrary, quite unexpectedly, one finds that they are of higher order in the small parameter $\lambda$ with respect to the terms already present in the formal WIs, and do not change qualitatively the conclusions obtained by Pistolesi et al., even in the two dimensional case.

It has to be stressed that from a quantitative point of view, the corrections to local WIs, even if subleading, are possibly observable in the relations among the thermodynamical and response functions which can be derived from local WIs.

In this thesis we have studied with exact RG techniques a simplified model for a zero temperature three and two dimensional system of bosons interacting with a weak repulsive short range potential, obtained by introducing an ultraviolet momentum cutoff. In order to formulate our main result, we need to describe in some more detail the strategy that we follow. For the purposes of this introduction we will outline the model in a quite informal way, referring to chap. 1 for a more detailed description.
The model

We consider a system of \( N \) interacting bosons with mass \( m \) in a \( d \)-dimensional box \( \Omega \) of volume \( |\Omega| = L^d \) with periodic boundary conditions. The Hamiltonian of the system is

\[
H_{\Omega,N} = -\frac{\hbar}{2m} \sum_{i=1}^{N} \Delta x_i + \lambda \sum_{1 \leq i < j \leq N} v(x_i - x_j) \tag{ii.}
\]

where \( x_i \) is the position of the \( i \)-th particle and \( \lambda v(x) \) is a weak repulsive short range potential, with \( 0 < \lambda \ll 1 \) representing the intensity of the interaction. We work in the grand canonical ensemble with chemical potential \( \mu \) fixed in such a way that the system has fixed density \( \rho \) as \( L \to \infty \). We choose units in such a way that \( \hbar = 2m = 1 \).

A formal but convenient way to calculate the partition function and every correlation functions of the previous system consists in writing their coherent state path integral representation \[39\]. The latter allows one to express in a compact way the perturbative series in \( \lambda \) for the partition function and the correlations in terms of the correlation functions of the free system. If \( Z^0_\Lambda \) is the non-interacting partition function, the partition function \( Z_\Lambda \) of the interacting system at \( \beta^{-1} \) temperature in terms of the coherent states, here denoted by \( \varphi_{x,t}^+ = (\varphi_{x,t})^* \), is given by

\[
\frac{Z_\Lambda}{Z^0_\Lambda} = \int P^0_\Lambda(d\varphi) e^{-V_\Lambda(\varphi)} \tag{iii.}
\]

with \( \Lambda = [-\beta/2, \beta/2] \times [-L/2, L/2]^d \) and potential

\[
V_\Lambda(\varphi) = \frac{\lambda}{2} \int_{\Omega \times \Omega} d^dx d^dy \int_{-\beta/2}^{\beta/2} dt |\varphi_{x,t}|^2 v(x-y) |\varphi_{y,t}|^2
- \mu \int_{\Omega} d^dx \int_{-\beta/2}^{\beta/2} dt |\varphi_{x,t}|^2 \tag{iv.}
\]

The measure \( P^0_\Lambda(d\varphi) \) is a complex Gaussian measure whose covariance in the zero temperature thermodynamic limit is given by

\[
S^0(x,y) = \lim_{\beta,L \to \infty} \int P^0_\Lambda(d\varphi) \varphi^+_x \varphi^*_y = \rho_0 + \frac{1}{(2\pi)^{d+1}} \int_{\mathbb{R}^{d+1}} dk d\kappa \frac{e^{-ikx}}{-ik\kappa + k^2} \tag{v.}
\]

We remark that the function \( S^0(x,y) \) is a correlation function generalized to imaginary time – the so called Schwinger function – and the corresponding correlation function for the free system is obtained by taking in (v.) the limit \( t \to 0^- \). The first part of the Schwinger function (v.) has the interpretation of the density of the condensate; the second term is the slowly decaying part of the correlation function in the non interacting case.

In order to study the occurrence of condensation in the interacting case, we assume a spontaneous symmetry breaking of the \( U(1) \) symmetry of the system, by fixing a priori the condensate density. Then we try to fix the chemical potential \( \mu \) in
order to generate a model whose condensate physical density is the prescribed one. This means that we require the interacting 2–point Schwinger function to converge to \( \rho_0 \) in the zero temperature thermodynamic limit. If under this requirement we manage to prove that the perturbation theory around Bogoliubov model can be expressed in terms of series in the effective parameters with finite coefficients, this can be interpreted by saying that the correlation function thus obtained describes a Bose condensate state with condensate density \( \rho_0 \) and chemical potential \( \mu \). In this approach we are regarding the condensate density \( \rho_0 \) as a physical constant and \( \mu \) as a bare constant to be fixed to generate a model whose physical density is the prescribed one.

With this aim, the steps leading to Bogoliubov approximation are reinterpreted within the functional integral scheme. First, inspired by (v.), we write the bosonic field \( \phi_x \) as the sum of two independent Gaussian fields: the first, translational invariant, corresponds to the \( k = 0 \) component of the original fields, having average \( \rho_0 \); the second field, whose covariance is given by the second term in the r.h.s. of (v.), represents the fluctuations with respect to the condensed state. Then the replacement of the bosonic operators associated to the condensate state by c–numbers, the so called c–number substitution (see e.g. [40]), corresponds to writing \( \phi_x = \sqrt{\rho_0} + \psi_x \), as explained with more details in sec. 1.4.

With this substitution the potential \( V_\Lambda(\varphi) \) can be rewritten as the sum of three terms: a first term depending only on \( \rho_0 \), the term \( Q_\Lambda(\psi) \) which is quadratic in the \( \psi \) fields and a third term \( V_\Lambda(\psi) \) containing the cubic and quartic terms in the fluctuation fields. Bogoliubov model is obtained by neglecting the latter term.

At this point we include the quadratic potential \( Q_\Lambda(\psi) \) into the free measure of the \( \psi \) fields. The covariance \( g_{\alpha\alpha'}^{B}(x) \) of the new measure \( P_{B,\Lambda}(d\psi) \) thus obtained represents the two point Schwinger function in the Bogoliubov approximation. It has a very different large distance behavior, with respect to the free correlation in (v.):

\[
g_{\alpha\alpha'}^{B}(x) = \frac{1}{(2\pi)^{d+1}} \int d^d k dk_0 e^{-ikx} g_{\alpha\alpha'}^{B}(k)
\]

with

\[
\left( g_{\alpha\alpha'}^{B}(k) \right)^{-1} = \begin{pmatrix} -ik_0 + k^2 + \lambda \hat{v}(k)\rho_0 & \lambda \hat{v}(k)\rho_0 \\ \lambda \hat{v}(k)\rho_0 & ik_0 + k^2 + \lambda \hat{v}(k)\rho_0 \end{pmatrix}
\]

with \( \hat{v}(k) \) the Fourier transform of \( v(x-y) \). Since the condensation problem depends only on the long–distance behavior of the system we consider a simplified model, obtained by modifying (vi.) in

\[
g_{\alpha\alpha'}^{B,(\leq 0)}(x) = \frac{1}{(2\pi)^{d+1}} \int d^d k dk_0 \chi_0(k) e^{-ikx} g_{\alpha\alpha'}^{B}(k)
\]

with the function \( \chi_0(k) = \chi_0(|k|) \) plains the role of a prefixed ultraviolet cutoff.

With this formulation the calculation of the corrections to Bogoliubov model for a system which exhibits condensation with condensate density \( \rho_0 \) is effectively
equivalent to the study of the effective potential $W_\Lambda(\rho_0)$, defined by
\[ e^{-|\Lambda|W_\Lambda(\rho_0)} = \int P_{B,\Lambda}^{[\leq 0]}(d\psi) e^{-\mathcal{V}_\Lambda(\psi)} \]  
(ix.)

with $P_{B,\Lambda}^{[\leq 0]}(d\psi)$ the measure with covariance (viii.) and
\[ \mathcal{V}_\Lambda(\psi) = \frac{\lambda}{2} \tilde{v}(0) \int_\Lambda \left( \psi_+^x \psi^-_x \right)^2 dx + \lambda \tilde{v}(0) \sqrt{\rho_0} \int_\Lambda \psi_+^x \psi^-_x \left( \psi_+^x + \psi^-_x \right) dx \]
\[ + (\lambda \tilde{v}(0) \rho_0 - \mu) \int_\Lambda \psi_+^x \psi^-_x \]  
(x.)

the part of the interacting potential neglected in Bogoliubov approximation, after the c–number substitution. Note that we have substituted everywhere \( \hat{v}(k) \) with \( \hat{v}(0) \) since the cutoff function is chosen in such a way that the potential appears local on the energy scales we consider.

The integral in (ix.) is studied by a multiscale analysis, that is we iteratively integrate the fields of decreasing energy, starting from the momenta “close” to the ultraviolet momentum cutoff moving towards smaller momentum scales. At each step the integral is rewritten as an integral involving only the momenta smaller than a certain value proportional to $2^{-h}$. At each step $h$ of the integration the effective potential may be written as the sum of a part containing the “relevant” and “marginal” terms (i.e. terms which dimensionally tend to grow along the iterative integrations and are responsible for the divergence of the theory) and a second part containing the “irrelevant” terms in the RG language.

The marginal and relevant terms have the same structure of the initial potential and then, modulo the irrelevant terms, we get an effective theory very similar to the original one, except for the presence of new effective parameters and of a “dressed propagator”, obtained by including the quadratic marginal terms in the measure. The “effective” parameters differ from their “bare” counterparts because the physical parameters appearing in their definitions are renormalized by the integration of the momenta on higher scales.

Using estimates based on the Gallavotti–Nicolò tree expansion one may prove that the irrelevant terms are all bounded if the effective couplings are bounded. The problem we are left with is to study how the effective couplings evolve under the multiscale integration. Each effective coupling at a fixed scale is exactly written as a series in the effective couplings at larger scales. Even if the theory is renormalizable (i.e. the number of effective parameters is finite), to prove that there exist some initial values of the effective couplings such that the flow remains finite is quite complicate in $3d$ and impossible in $2d$, without the use of symmetries. The latter point needs some attention. While in the 3d case the use of WIs allows us to solve the problem with a more satisfactory method than the one followed by Benfatto, but is not crucial, the use of WIs in the two dimensional case is even more crucial than what already pointed by Pistolesi et al.

In fact our RG scheme allowed us to identify in the $2d$ case three new effectively marginal terms, which have not been identified before. As discussed in details in sec. 2.4.1, when one takes into account the non local terms which are present in the flow...
equations for the running coupling constants and does not neglect the interactions among coupling constants at different momentum scales, one finds that the effective scaling dimensions of the terms arising in the 2d perturbation theory are different from the naive scaling dimensions. The two dimensional problem then appears incredibly complicate: not only two of the seven coupling constants already present in the 3d case become relevant in 2d, but there are four additional marginal couplings. The latter are the three–particle effective interaction $\lambda_{6,h}$ – already recognized by Pistolesi et al. – and then three effectively marginal couplings arising from the interaction among different scales. The goal of solving the flows of these eleven couplings may seem hopeless. Amazingly, one finds that the additional four marginal couplings present in the 2d case are related among them by three global WIs, which again allow to reduce the number of independent couplings to one, namely $\lambda_{6,h}$. In the two dimensional case, thanks to WIs, the eleven flows equations are traced back to the study of only two independent, coupled, flows equations. That is why the use of WIs represents a key point of our analysis.

Main results

Using multiscale RG methods, we construct a renormalized expansion, allowing us to express the partition function of the system as series in the effective couplings with finite coefficients at all orders, admitting explicit $n!$ bounds (see results (1), (2) and (3) sec. 2.1). Now, if these effective couplings remain small in the infrared, the informations obtained from our expansion by lowest order truncations are reliable at weak coupling. Using the combination of multiscale methods and global and local WIs we succeed in proving that:

Main Result (1). The flow equations for the effective couplings – which are seven in the 3d case and eleven in the 2d case – are reduced to the study of a unique effective parameter in 3d and two effective parameters in 2d.

Then all the running coupling constants stay small in the infrared, and the interacting theory is well defined at all orders, provided that: in 3d the effective parameter $\lambda_h$ related to the intensity of the two–particles interaction stays small; in 2d the effective parameters $\lambda_h$ and $\lambda_{6,h}$ are such that $\lambda \lambda_h$ and $\lambda_{6,h}/(\lambda \lambda_h^2)$ stay small. Here $\lambda_{6,h}$ is the effective parameter related to the intensity of the three–particles interaction and $\lambda$ in the small parameter giving the intensity of the interacting potential.

Moreover, in 3d we prove that the flow of $\lambda_h$ has an asymptotically free flow in the infrared limit, as already established by Benfatto. In the 2d case a one–loop calculation shows that both $\lambda \lambda_h$ and $\lambda_{6,h}/(\lambda \lambda_h^2)$ admit fixed points of order one in the infrared limit $h \to -\infty$. This means that the perturbative scheme in 2d is not completely consistent, unless the fixed points are numerically so small that the perturbation theory makes sense. Of course, proving such a statement is beyond reach of the rigorous methods that we employ here. It may in principle be possible to play with other parameters, such as the condensate density or the range of the interacting potential, to make those fixed points smaller, see discussion on sec. 3.5.2.

We stress here that in the work by Pistolesi et al. the study of the marginal coupling $\lambda_{6,h}$ was completely neglected. Still the presence of $\lambda_{6,h}$ and of the other
effectively marginal terms modify the leading order flow equation for $\lambda_h$, changing the value of its fixed point. Remarkably, the presence of these new couplings do not affect the conclusions on the behavior of the propagator, listed in the following, which in the 2d case are only based on the fact that $\lambda_h$ admits a fixed point.

Let us denote by $g^{-\pm}_\lambda(x) = (2\pi)^{-d-1} \int d^{d+1}k e^{ikx} g^{-\pm}_\lambda(x)$ the renormalized propagator for the decaying fields $\psi^\pm_x$ in the infinite volume limit; under the previous hypothesis on the effective couplings our main result on the asymptotic behavior of the propagator can be informally stated as follows.

**Main Result (2).** There exist a choice of the counterterm $\mu$ such that, both in three and two dimensions, for $k = (k_0, \mathbf{k})$ small, the expression of the renormalized propagator is

$$g^{-\pm}_\lambda(k) \simeq \frac{A(\lambda)}{k_0^2 + c^2(\lambda) |\mathbf{k}|^2}$$

where "\(\simeq\)" means that we are considering the dominant singularity in $k$ as $k \to 0$ and $A(\lambda)$ and $c(\lambda)$ are expressed by a series in the effective couplings with finite coefficients that admit $n!$-bounds at all orders. The first non trivial contribution to $A(\lambda)$ is $\lambda \rho_0 \hat{v}(0)$. Regarding the singularity of the propagator $k_0 = \pm c(\lambda) |\mathbf{k}|$, which has the physical interpretation of the dispersion relation of quasi–particles, we find that in our effective model

$$c^2(\lambda) = c_B^2(1 + B(\lambda))$$

with $c_B = \sqrt{2\lambda \rho_0 \hat{v}(0)}$ the speed of sound predicted by Bogoliubov approximation and $B(\lambda)$ given by a series whose construction is defined at all orders. In particular $B(\lambda)$ goes to zero as $\lambda$ approaches zero.

It is an interesting feature that Bogoliubov linear spectrum is found to be independent of the dimension of the system, being exactly constrained by Ward identities. In particular the correlations do not exhibit anomalous dimensions, i.e. the model is in the same universality class of the exactly soluble Bogoliubov model. The latter result is absolutely not trivial since one would expect such a situation in a super renormalizable and asintotically free theory, but not in a case in which we have, as in 2d, two not trivial fixed points.

**Summary**

The plan of the work we have just outlined is detailed along the thesis according to the following scheme.

In chap. 1 we review the concept of BEC for interacting bosons and get the exact solution of Bogoliubov by using a coherent state path integral representation for the partition function of the system. The predictions of Bogoliubov approximation for the ground state energy and the chemical potential are calculated, both in 3d and 2d. Then we state the effective model we are interested in. This will represent the starting point for the subsequent perturbative analysis.
In chap. 2 we describe the multiscale analysis applied to the partition function. This chapter includes detailed analysis of the divergences affecting the “naive” perturbation theory, the definition of the renormalized expansions and the assumptions on the effective couplings which make the expansion meaningful. We also describe the expansion for the generating functional of the density and current correlation functions, whose gauge invariance is used to derive global and local WIs.

Due to the fact that our unperturbed reference model is Bogoliubov’s two different regimes arise, in which the RG procedure must be defined differently. A “high” momenta regime, just below the ultraviolet momentum cutoff, in which Bogoliubov potential is negligible and the reference unperturbed model is the non interacting system; a “low” momenta regime, where Bogoliubov contribution dominates, which shows the most interesting features. In particular in the two dimensional case, in order to control the theory in the low momenta regime, it is necessary to introduce an “effective scaling dimension” and three new effective marginal parameters, as described in sec. 2.4.1.

In chap. 3 we study the flow of the running coupling constants in both regimes, using the bounds previously derived in chap. 2 and some global and local WIs, which reduce the number of independent running couplings, this fact being crucial for the control of the two dimensional theory. In this chapter the main results are given in a more detailed way than in this introduction.

In chap. 4 we derive the global and local WIs which have been used to control the flow of the running coupling constants in the low momenta regime. The global WIs also allow to classify the terms that can possibly appear in the theory by symmetry reasons and to state the renormalization condition in terms of properties of the flow of the effective chemical potential. The effect of the corrections to WIs due to the presence of cut–offs is also analyzed.

Finally in chap. 5 we draw the conclusions and briefly overview some of the perspectives which our work points to.

In the remaining Appendices we collect a number of technical lemmas needed for the proof of the main result. Some second order computations have been also reported, in particular to make clearer some of the statements that thanks to the use of WIs are proved at all orders.

So, let’s start.
Chapter 1

The model

1.1 Definition of the problem

We are interested in the study of the properties of a gas of bosons of mass \( m \) in a \( d \) dimensional box \( \Omega \) of side \( L \) interacting via a weak repulsive two-body potential. The corresponding Hamiltonian is

\[
H_{\Omega,N} = -\frac{\hbar^2}{2m} \sum_{i=1}^{N} \Delta x_i + \lambda \sum_{1 \leq i < j \leq N} v(x_i - x_j) \tag{1.1}
\]

where \( x_j \) is the position of the \( j \)-th particle and the potential is assumed to be non-negative, decreasing faster than \( 1/|x|^d \) at infinity (such potentials are simply called repulsive potentials, in quantum mechanics literature) and rotationally invariant. The parameter \( \lambda \geq 0 \) gives the strength of the interaction. We take periodic boundary conditions and assume \( v \) can be periodically extended to \( \mathbb{R}^3 \). The operator \( H_{\Omega,N} \) acts on the symmetric subspace of the Hilbert space \( \otimes^N L^2(\Omega) \), which we denote with \( \mathcal{H}_{N,s} \). We will work in the grand canonical ensemble considering the following Hamiltonian

\[
H_{\Omega} = \bigoplus_{N \geq 0} (H_{\Omega,N} - \mu_{\Omega,N} \beta N) \tag{1.2}
\]

acting on the symmetric Hilbert space \( \mathcal{H}_s \equiv \bigoplus_{N \geq 0} \mathcal{H}_{N,s} \), with \( \mu_{\Omega} \) the chemical potential, fixed in such a way that the total density of the system \( \rho = \langle N \rangle / L^d \) is fixed. The thermodynamic properties of the system are obtained by averaging with respect to the Gibbs measure at inverse temperature \( \beta \). In particular we are interested in the study of the ground state and low temperature properties of the system, that is in computing:

- the specific free energy at low temperatures (i.e. \( \beta \gg 1 \)):
  \[
  f(\beta, \rho) = -\lim_{L \to +\infty} \frac{1}{\beta L^d} \log \text{Tr}_{\mathcal{H}_s} e^{-\beta (H_{\Omega,N} - \mu_{\Omega,N} \beta N)} \tag{1.3}
  \]

- the specific ground state energy \( e_0(\rho) = \lim_{\beta \to +\infty} f(\beta, \rho) \);

- the one-particle reduced density matrix
  \[
  S(x,y) = \sum_{N \geq 0} N \int dx_2 \ldots dx_N \Gamma_N(x, x_2, \ldots, x_N; y, x_2, \ldots, x_N)
  \]
and higher order correlation functions. Here $\Gamma_N$ is the density matrix in the sector with fixed number of particles $N$. In particular $S(x, y)$ is related to the occurrence of BEC for interacting systems. In fact, according to the definition by Penrose and Onsager \[41\], BEC is said to occur if $S(x, y)$ has an eigenvalue of the order of $\langle N \rangle$ in the thermodynamic limit. This is in particular true if the one–particle density matrix shows a long range order, i.e. tends to a constant in the thermodynamic limit \[42\].

- the density–density and current–current response functions, respectively the response of the system density to an infinitesimal perturbation proportional to the density of particles or to the probability flux.

It is convenient to rewrite the Hamiltonian (1.1) in the second quantization formalism, by introducing the creation and annihilation operators $a_k^+$ and $a_k$:

$$H_\Omega = \sum_k K(k) a_k^+ a_k + \frac{\lambda}{2\hbar^2} \sum_{k,q,p} \hat{v}(k) a_{q+k}^+ a_p a_q a_p$$

(1.4)

where $K(k) = \frac{\hbar^2}{2m} k^2$, $\hat{v}(k) = \sum_x e^{ik\cdot x} v(x)$ and $k = 2\pi n/L$, with $n \in \mathbb{Z}^d$. The Hamiltonian in (1.4) acts on the Hilbert space of $N$-particles symmetric wave functions $\mathcal{H}_s$. In what follows we will choose units in such a way that $\hbar = 2m = 1$.

Let now indicate with $a_x^\pm$ the bosonic field operators, related to the annihilation and creation operators as follows:

$$a_x^\pm = \frac{1}{L} \sum_{k \in \mathcal{D}_L} a_k^\pm e^{\mp i k \cdot x}$$

(1.5)

The equilibrium properties of the bosons system at $\beta^{-1}$ temperature and in the grand canonical ensemble with chemical potential $\mu_\beta$, i.e. the average of any observable on the system, can be obtained once the following functions, the $2n$–point correlation functions or $n$–particle density matrices, are known:

$$S(x_1 \ldots x_{2n}) = \lim_{L \to \infty} \frac{\text{Tr}_{\mathcal{H}_s} \left[ e^{-\beta (H_\Omega - \mu_\beta N)} a_{x_1}^+ \ldots a_{x_n}^+ a_{x_n+1}^- \ldots a_{x_{2n}}^- \right]}{\text{Tr}_{\mathcal{H}_s} e^{-\beta (H_\Omega - \mu_\beta N)}}$$

(1.6)

In particular each single particle observable can be calculated once the 2–point correlation function is known. The first example one has in mind is the occupation number $N_k = \langle a_k^+ a_k^- \rangle$, i.e. the average number of particles with momentum $k$, which corresponds to the Fourier transform of the two–point correlation function:

$$S_{+-}(x, y) = \frac{\text{Tr}_{\mathcal{H}_s} e^{-\beta (H_\Omega - \mu_\beta N)} a_x^+ a_y^-}{\text{Tr}_{\mathcal{H}_s} e^{-\beta (H_\Omega - \mu_\beta N)}}$$

(1.7)

The linear response of a physical observable to an infinitesimal external perturbation is also connected with the correlation functions. For instance the density–density response can be computed from the density-density correlation function. In fact, with this choice, the dimensions of the physical quantities speed ($c$), momentum ($k$), frequency ($k_0$) and energy ($E$) are respectively: $[c] = [k] = [L]^{-1}$ and $[E] = [k_0] = [L]^{-2}$. 
let consider the system described by the Hamiltonian $H = \int_{\Omega} h(y)\rho(y)dy$, with $\rho(x) = a_x^+ a_x$ the density of particle operator and $h(x)$ an external field. The average density at the point $x$ is given by:

$$
\langle \rho_x \rangle = \frac{\text{Tr}_{\mathcal{H}_\beta} e^{-\beta(H_{\Omega} - \mu_{\Omega,\beta}N)} \int_{\Omega} dy h(y)\rho(y) a_x^+ a_x}{\text{Tr}_{\mathcal{H}_\beta} e^{-\beta(H_{\Omega} - \mu_{\Omega,\beta}N)} \int_{\Omega} dy h(y)\rho(y)} \tag{1.8}
$$

If one is interested in studying how the average density changes in $x$ when the external field is switched on, then can calculate the linear response $\chi(x, y)$, given by the functional derivative of $\langle \rho(x) \rangle$ with respect to the external field in $y$, calculated at equilibrium (i.e. with $h(x) = 0$). An explicit calculation shows that the linear response can be written in terms of the density–density correlation function:

$$
\chi(x, y) = \langle \rho(x) \rho(y) \rangle - \langle \rho(x) \rangle \langle \rho(y) \rangle \tag{1.9}
$$

where the symbol $\langle \cdot \rangle$ indicates $\frac{\text{Tr}_{\mathcal{H}_\beta} e^{-\beta(H_{\Omega} - \mu_{\Omega,\beta}N)}}{\text{Tr}_{\mathcal{H}_\beta} e^{-\beta(H_{\Omega} - \mu_{\Omega,\beta}N)}}$.

In order to study the interacting theory it will result more convenient to study, in place of the correlation functions defined by (1.6), the $2n$-point Schwinger function, i.e. the correlation functions generalized to imaginary times, defined as follows:

$$
S_{\sigma_1, \ldots, \sigma_{2n}}(x_1 \ldots x_{2n}) = \lim_{L \to -\infty} \frac{\text{Tr}_{\mathcal{H}_\beta} e^{-\beta(H_{\Omega} - \mu_{\Omega,\beta}N)T} \{ a_{x_1}^{\sigma_1} \ldots a_{x_{2n}}^{\sigma_{2n}} \}}{\text{Tr}_{\mathcal{H}_\beta} e^{-\beta(H_{\Omega} - \mu_{\Omega,\beta}N)}} \tag{1.10}
$$

where $x_i = (x_i, t_i)$, $0 \leq t_i \leq \beta$ and the operator $T$ denotes the time-ordered product of the operators in the brackets, i.e. arranges the times in decreasing chronological order. In the (1.10) $\sigma_i = \pm 1$, $\sum_{i=1}^{2n} \sigma_i = 0$ and $a_{x,t}^{\pm}$ are the bosonic operators in the imaginary time Heisenberg representation, i.e. $a_{x,t}^{\pm} = e^{(H_{\Omega} - \mu_{\Omega,\beta}N)t} a_{x}^{\pm} e^{-(H_{\Omega} - \mu_{\Omega,\beta}N)t}$. The equilibrium properties of the systems, i.e. the elements of the $n$–particle density matrices, are obtained from the $2n$–point Schwinger functions by taking the limit $t \to 0^-$. Then the Schwinger functions contain more information then what we really need. On the other hand they are a natural object in perturbation theory, since admit an useful perturbative expansion in terms of the Schwinger functions of the free system. Moreover, they can be usefully represented in terms of functional integrals, as we will see in more details in section (1.3).

Our goal will be the study of the equilibrium properties of the interacting Bose gas in presence of the phenomenon of Bose-Einstein condensation. As a first step, with the aim of stressing some ideas which will result useful for the interacting case treatment, we will recall in the following section the concept of Bose condensation for free bosons both following the standard presentation and the Schwinger functions point of view.

### 1.2 The non interacting case

The properties of the ideal Bose gas at $\beta^{-1}$ temperature can be obtained from the grand–canonical partition function:

$$
Z_{\Omega, \beta}^0 = \sum_{N \geq 0} e^{-\beta(H_{\Omega}^0 - \mu_{\Omega,\beta}N)} \tag{1.11}
$$
where $H_{\Omega}^0$ is obtained by (1.1) taking $\lambda = 0$ and the chemical potential $\mu_{\Omega,\beta}^0$ is determined by fixing the density of the system $\rho_{\Omega,\beta}$:

$$\rho_{\Omega,\beta} = \frac{\langle N \rangle}{|\Omega|} = \frac{1}{|\Omega|} \frac{\partial}{\partial \mu_{\Omega,\beta}^0} \ln Z_{\Omega,\beta}^0$$

(1.12)

One finds (see for example [40]) that $Z_{\Omega,\beta}^0$ factorizes into the contributions from the single particle energy levels $\mathcal{K}(k)$; the result is

$$Z_{\Omega,\beta}^0 = \prod_k \frac{1}{1 - e^{-\beta (\mathcal{K}(k) - \mu_{\Omega,\beta}^0)}}$$

(1.13)

Note that in the non interacting bosonic case it is necessary that $\mu_{\Omega,\beta}^0 < 0$. For fixed $\mu_{\Omega,\beta}^0 < 0$ the density of the finite system is given by:

$$\rho_{\Omega,\beta} = \frac{1}{|\Omega|} \sum_k \frac{1}{e^{\beta (\mathcal{K}(k) - \mu_{\Omega,\beta}^0)} - 1}$$

(1.14)

In the thermodynamic limit the latter formula gives:

$$\rho_{\beta} = \lim_{|\Omega| \to \infty} \rho_{\Omega,\beta} = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} d^d k \frac{1}{e^{\beta (\mathcal{K}(k) - \mu_{\Omega,\beta}^0)} - 1}$$

(1.15)

which is a monotonously increasing function of $\mu_{\beta}^0$, which for $\beta$ finite is bounded as $\mu_{\beta}^0 \to 0$ by a critical density $\rho_{\beta}^c$ in the three dimensional case. This phenomenon was interpreted by Einstein [4] by saying that the particles exceeding the critical number all go into the lowest energy state, i.e. in order to fix the system density at some number greater than $\rho_{\beta}^c$ we have to let $\mu_{\Omega,\beta}^0$ to zero simultaneously with the increasing volume of the system $|\Omega| \to \infty$. Then for $\rho_{\beta} > \rho_{\beta}^c$ the chemical potential is null and the total density of the free system is

$$\rho_{\beta} = \rho_0 + \rho_{\beta}^c$$

(1.16)

with $\rho_0$ the density contribution from the lowest energy level, given by

$$\rho_0 = \lim_{|\Omega| \to \infty} \frac{1}{|\Omega|} \frac{1}{e^{\beta (\mathcal{K}(0) - \mu_{\Omega,\beta}^0)} - 1}$$

(1.17)

The phenomenon that a single particle level of the non interacting system has a non zero density in the thermodynamic limit, i.e. a macroscopic occupation, is called Bose–Einstein condensation (BEC). It is simple to see that there is no condensation into the excited energy levels, since $\mathcal{K}(k) - \mu_{\beta}^0 \geq \mathcal{K}(k) - \mathcal{K}(0) = \text{const.} L^{-2}$. In the zero temperature case, i.e. the ground state, one finds $\rho_{\beta}^c=0$ in all dimensions $d$, which means that all the particles are in the condensate state. In a sector of fixed particle number, the ground state wave function is simply a product of single particle wave–functions in the lowest energy state. This will not be true, as one may expect, in the interacting ground state.

Once the total density $\rho_{\beta}$ is fixed we can determine the values of the condensate density $\rho_0 = \rho_0(\rho_{\beta}, \beta)$ and chemical potential $\mu_{\beta}^0 = \mu_{\beta}^0(\rho_{\beta}, \beta)$ in the thermodynamic limit. In particular:
1.2 The non interacting case

- if $\beta = +\infty$ then $\rho_0 = \rho_{+\infty}$ and $\mu^0_{+\infty} = 0$;

- if $\beta < +\infty$ then $\rho_0 = \max(\rho_\beta - \rho^0_\beta, 0)$ and $\mu^0_\beta$ is fixed using (1.12).

Note that for $\rho_0 \neq 0$ one can equivalently fix the condensate density $\rho_0$ and then calculate $\rho_\beta = \rho_\beta(\rho_0, \beta)$ through (1.16), while the dependence of $\mu^0_{\Omega, \beta}$ on $|\Omega|$ can be determined using (1.17).

Let us consider now the Schwinger functions approach. Since the condensation phenomena is related to the density of the system, the interesting object would be the 2-point Schwinger function:

$$S^{-+}_{\beta, \Omega}(x_1, x_2) = \begin{cases} \langle a_{x_1}^+ a_{x_2} \rangle_{\beta, L} & t_1 > t_2 \\ \langle a_{x_2}^+ a_{x_1} \rangle_{\beta, L} & t_1 \leq t_2 \end{cases}$$

The 2-point correlation function $\langle a_{x_1}^+ a_{x_2} \rangle$ is obtained by $S^{-+}_{\beta, L}(x_1, x_2)$ by taking the limit $t_1 - t_2 \to 0^-$. A standard calculation (see e.g. [39]) gives:

$$S^{-+}_{\beta, \Omega}(x) = \frac{1}{L^d} \sum_k e^{-ik \cdot x} e^{-f_{\Omega, \beta}(k)t} \left( \frac{\vartheta(t > 0)}{1 - e^{-f_{\Omega, \beta}(k)}} + \frac{\vartheta(t \leq 0)}{1 - e^{-f_{\Omega, \beta}(k)}} \right)$$

with $x = x_1 - x_2$ and $f_{\Omega, \beta}(k) = K(k) - \mu^0_{\Omega, \beta}$. In this formalism the presence of the condensate state corresponds to the fact that for $\mu^0_{\Omega, \beta} = 0$ the term in the sum with $k_0 = |k| = 0$ involves a division by zero. However taking $\mu^0_{\Omega, \beta}$ going to zero with the increasing volume $|\Omega|$ in such a way that the condensate density $\rho_0$ is fixed, i.e.

$$\frac{e^{\beta \mu^0_{\Omega, \beta}}}{1 - e^{\beta \mu^0_{\Omega, \beta}}} = |\Omega| \rho_0 + O(1) \quad |\Omega| \gg 1$$

we can extract from $\lim_{L \to +\infty} S_{\beta, L}$ the contribution coming from the condensate state, which is

$$S^+_{0, \Omega}(x) = \lim_{L \to \infty} \frac{1}{L^d} e^{\mu^0_{\Omega, \beta}^*} \frac{\vartheta(t > 0) + e^{\beta \mu^0_{\Omega, \beta}} \vartheta(t \leq 0)}{1 - e^{\beta \mu^0_{\Omega, \beta}}} = \rho_0$$

At this point we can take $\mu^0_{\Omega, \beta} = 0$ in the remaining part of the integral, obtaining

$$S^+_{\beta, \Omega}(x) = \rho_0 + \frac{1}{(2\pi)^d} \int d^d k e^{-ik \cdot x} e^{-K(k)t} \left( \frac{\vartheta(t > 0)}{1 - e^{-K(k)}} + \frac{\vartheta(t \leq 0)}{1 - e^{-K(k)}} \right)$$

with $S^+_{\beta, \Omega}(x) = \lim_{|\Omega| \to \infty} S^+_{\beta, \Omega}(x)$. Note that, using the definition

$$N_k = \int_{\mathbb{R}^d} d^d x e^{ik \cdot x} S_\beta(x)$$

with $S_\beta(x)$ obtained taking the limit $t \to 0^-$ in (1.22) one finds the expression (1.16) for the density of a free Bose gas in the thermodynamic limit.
In order to investigate the ground state properties of the system we take the \( \beta \to +\infty \) limit of (1.22):

\[
S^{-+}(x) = \lim_{\beta \to +\infty} S^{-+}_\beta(x) = \rho_0 + \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} d^dk e^{-i k \cdot x} e^{-K(k)t} \theta(t > 0) \tag{1.24}
\]

Introducing the Matsubara frequency \( k_0 \) we get a more covariant expression for \( S(x) \):

\[
S^{-+}(x) = \rho_0 + \frac{1}{(2\pi)^{d+1}} \int_{\mathbb{R}^{d+1}} d^dk d^dk_0 e^{-i k \cdot x} e^{-ik_0} \frac{e^{-k^2}}{-i k_0 + k^2} \tag{1.25}
\]

where \( k = (k_0, k) \). Then the first part of the function \( S(x) \) in (1.25) has the interpretation of the density of the condensate; the second part is a slowly decaying term which vanishes in the limit \( t \to 0 \). As already stressed the knowledge of the whole expression for \( S^{-+}(x) \) is superfluous if we are interested in the equilibrium properties of the free gas, but will result essential for the interacting case treatment.

1.3 The interacting case

We want to approach the interacting case \( \lambda \neq 0 \). The first idea might be to express both the interacting partition function \( Z_{\beta, \Omega}(\lambda) \) and the interacting Schwinger functions

\[
S^{\sigma_1, \ldots, \sigma_{2n}}_{\sigma, \beta, \Omega} (x_1, \ldots, x_{2n}; \lambda) = \frac{\text{Tr}_{\mathcal{H}_s} \left[ e^{-\beta (H_{\Omega} - \mu_{\beta, \Omega} N)} T \{ a_{\sigma_1}^{\dagger} \ldots a_{\sigma_{2n}}^{\dagger} \} \right]}{\text{Tr}_{\mathcal{H}_s} e^{-\beta (H_{\Omega} - \mu_{\beta, \Omega} N)}} \tag{1.26}
\]

as formal series in \( \lambda \) and \( \mu_\Omega \) with

\[
H_{\Omega} = H^0_{\Omega} + V^\lambda_{\Omega} \quad \mu_{\beta, \Omega} = \mu^0_{\beta, \Omega} N + \mu_{\beta, \Omega} \tag{1.27}
\]

Here \( H^0_{\Omega} \) is the Hamiltonian of the non interacting case, \( V_{\Omega}^\lambda \) the interacting potential (the second term in the r.h.s. of (1.4)) and \( \mu_{\beta, \Omega} \) the correction to the chemical potential due to the interaction. A useful tool to develop a systematic perturbation expansion in power of \( \lambda \) is provided by functional integrals. A functional integral representation for the partition function and the Schwinger functions of our system may be obtained using the coherent states \( |\varphi\rangle \), i.e. the eigenstates \( |\varphi\rangle \) of the annihilation operator

\[
a_k |\varphi\rangle = \varphi_k^- |\varphi\rangle, \quad \langle \varphi| a_k^+ = \varphi_k^+ \langle \varphi|, \tag{1.28}
\]

with \( \varphi_k^+ = (\varphi_k^-)^\ast \), see [39] for a reference. From (1.5) follows:

\[
\varphi_k^- = \frac{1}{L^d} \sum_k e^{-i k \cdot x} \varphi_k^- \tag{1.29}
\]
1.3 The interacting case

With these definitions the expression for the partition function of the interacting system defined by (1.1) in the coherent state representation is given by:

\[
Z_{\beta,\Omega} = \text{Tr}_{\mathcal{H}_\Omega} e^{-\beta (H_\Omega - \mu_\beta,\Omega N)} = \lim_{M \to \infty} Z_{\beta,\Omega}^M
\]

(1.30)

\[
Z_{\beta,\Omega}^M = \int \prod_{j=1}^{M} \prod_{k} \frac{d\varphi^+_{k,j} \, d\varphi^-_{k,j}}{2\pi i} e^{-S_{\beta,\Omega}^M}
\]

(1.31)

where \( \tau_j = \frac{i\beta}{M} \) with index \( j = 0, \ldots, M \), the fields are periodic in the \( \tau \) index \( \varphi^-_{k,0} = \varphi^-_{k,\beta} \) and

\[
S_{\beta,\Omega}^M = \frac{\beta}{M} \sum_{j=1}^{M} (H_\Omega - \mu_\beta,\Omega N)(\varphi^+_{k,j-1}, \varphi^-_{k,j}) + \sum_{k} \left( \sum_{j=1}^{M} (\varphi^+_{k,j} - \varphi^+_{k,j-1}) \varphi^-_{k,j} \right)
\]

(1.32)

with

\[
(H_\Omega - \mu_\beta,\Omega N)(\varphi^+_{k,j-1}, \varphi^-_{k,j}) = \sum_{k} (\mathcal{K}(k) - \mu_\beta,\Omega) \varphi^+_{k,j-1} \varphi^-_{k,j} + \frac{\lambda}{2\pi |\Omega|} \sum_{k,q,p} \hat{v}(k) \varphi^+_{q+k,j-1} \varphi^-_{p-k,j-1} \varphi^+_{q,k} \varphi^-_{p}
\]

(1.33)

We define the Fourier transform in \( \tau \)

\[
\varphi^-_{\tau} = \frac{1}{M} \sum_{k_0} e^{-ik_0 \tau} \varphi^-_{k_0} \\
\varphi^-_{k_0} = \frac{1}{M} \sum_{\tau} e^{ik_0 \tau} \varphi^-_{\tau}
\]

(1.34)

where \( k_0 = (2\pi m)/\beta \) with \( m = 0, \ldots, M-1 \). With this convention the Fourier transform does not preserve the norm and \( \sum_{\tau} |\varphi_{\tau}|^2 = \frac{1}{M} \sum_{k_0} |\varphi_{k_0}|^2 \); the integral (1.31) becomes

\[
Z_{\beta,\Omega}^M = \int \prod_{k,k_0} \frac{d\varphi^+_{k,k_0} \, d\varphi^-_{k,k_0}}{2\pi i M} e^{-S_{\beta,\Omega}^M(\varphi_{k,k_0})}
\]

(1.35)

with

\[
S_{\beta,\Omega}^M(\varphi_k) = \sum_{k} \frac{1}{M} \left[ \frac{1}{M} f_{k,\Lambda} e^{\frac{ik_0 \beta}{M}} + \left( 1 - e^{\frac{ik_0 \beta}{M}} \right) |\varphi_k|^2 \right] + \frac{\lambda \beta}{2\pi |\Omega|M} \sum_{k,q,p} \hat{v}(k) e^{\frac{1}{2}(q^2 + p^2)} \varphi^+_{q+k} \varphi^+_{p-k} \varphi^-_{q} \varphi^-_{p}
\]

(1.36)

where

\[
f_{k,\Lambda} = \mathcal{K}(k) - \mu_\Lambda
\]

(1.37)

and we replaced \( k = (k_0, k) \) and \( \Lambda = [-\beta/2, \beta/2] \times [-L/2, L/2]^d \) to make notations compact. For \( \lambda = 0 \) the (1.31) is a gaussian integral

\[
Z_{\Lambda}^0 = \lim_{M \to \infty} \int \prod_{k} \frac{d\varphi^+_{k} \, d\varphi^-_{k}}{2\pi i M} e^{-\frac{1}{2} \sum_{k} \left( \varphi^+_{k} \varphi^-_{k} \right) c_{\alpha,\lambda}(\varphi^+_{k} \varphi^-_{k})}
\]

(1.38)
where we have used the identity
\[ C_{M,\Lambda}^{\alpha\beta} = \frac{1}{M^2} \begin{pmatrix} 1 - \left(1 - \frac{\beta}{M} f_{k,\Lambda}\right) e^{i\beta k / M} & 0 \\ 0 & 1 - \left(1 - \frac{\beta}{M} f_{k,\Lambda}\right) e^{-i\beta k / M} \end{pmatrix} \] (1.39)

If the real part of the eigenvalues of \( C_{M,\Lambda}^{\alpha\beta} \) is positive, \textit{i.e.} provided that \( \mu_\Lambda < 0 \), the integral is absolutely convergent\(^2\) and we have
\[ Z_\Lambda^0 = \lim_{M \to \infty} \prod_k \frac{1}{M^2} \sqrt{\det C_{M,\Lambda}^{\alpha\beta}} \prod_k \frac{1}{1 - e^{-\beta f_{k,\Lambda}}} \] (1.40)

where we have used the identity
\[ \prod_{n=0}^{M-1} (z - e^{2\pi n}) = z^M - 1 \] (1.41)

Note that in order to get the correct expression for the partition function, one has to carry out the calculation with \( M \) finite and only at the end take the limit \( M \to \infty \). On the contrary, if we are interested in the calculation of the 2–point Schwinger functions we may consider from the beginning only the dominant terms in \( \beta / M \). For example, in the non interacting case, we recover (1.25) approximating the exponential factor in (1.39) as \( e^{\pm ik_0 \beta / M} \approx 1 \pm ik_0 \beta / M \):
\[ S_\Lambda^-(x - y) = \langle \varphi^+_{x,x_0} \varphi^-_{y,y_0} \rangle \beta \Omega \]
\[ = \lim_{M \to \infty} \frac{1}{M^2 |\Omega|} \sum_{k,k_0,p_0} e^{-ik(x-y)} e^{-ik_0 x_0 + ip_0 y_0} \langle \varphi^+_{k,k_0} \varphi^-_{p_0} \rangle \] (1.42)

where
\[ \langle \varphi^+_{k,k_0} \varphi^-_{p_0} \rangle = \frac{1}{Z_\Lambda^0} \int \frac{d\varphi^+_{k,k_0}}{2\pi i M} \frac{d\varphi^-_{k_0}}{2\pi i M} e^{-\frac{1}{2} \sum_k \sum_{\sigma,\sigma'} \varphi^-_{\sigma k} (C_{M,\Lambda}^{\alpha\beta})_{\sigma\sigma'} \varphi^+_{\sigma' k_0} \varphi^-_{k_0} \varphi^+_{p_0}} \]
\[ = (C_{M,\Lambda}^{\alpha\beta})^{-1} \delta_{k_0,0} \] (1.43)

and
\[ (C_{M,\Lambda}^{\alpha\beta})^{-1} \delta_{k_0,0} = \begin{cases} -\frac{M^2}{\beta f_{k,\Omega}} & \text{for } k = 0 \\ \frac{M^2}{\beta f_{k,\Omega}} [f_{k,\Lambda} - ik_0 + O(1/M)]^{-1} & \text{for } k \neq 0 \end{cases} \] (1.44)

where we used (1.20). Then finally, by taking the limit \( \beta, |\Omega| \to +\infty \), eq. (1.42) becomes
\[ S^-(x - y) = \rho_0 + \frac{1}{(2\pi)^{d+1}} \int d^d k d k_0 e^{-i(k(x-y) + k_0 (x_0 - y_0))} \frac{1}{f_k - ik_0} \] (1.45)

\(^2\)There is a further condition to be fulfilled in order to have positive eigenvalues, that is \( \beta f_k / M < 1 \) for each \( k \). Note that for \( M \) finite and large \( k \) this condition may be not satisfied. However if we put an ultraviolet cutoff on \( k \), as we will do in the following, for \( M \) sufficiently large the theory is well defined.
In the following we will use the formal notation

\[ P_0^\Lambda(d\varphi) = \lim_{M\to+\infty} \prod_k \frac{d\varphi_k^+ d\varphi_k^-}{2\pi i} e^{-\frac{1}{2} \sum_k \sum_{\sigma,\sigma'} \varphi_\sigma^k (C_0^{0,k})^{\sigma\sigma'} \varphi_{-\sigma'}^k} \]

\[ \int P_0^\Lambda(d\varphi) e^{-V_\Lambda(\varphi)} \]

with \( \sigma, \sigma' = \pm 1 \). The complex gaussian measure \( P_0^\Lambda(d\varphi) \) satisfies the following properties:

\[ \int P_0^\Lambda(d\varphi) = 1 \]  

\[ \int P_0^\Lambda(d\varphi) \varphi_x^+ \varphi_y^- = S_\Lambda^+(x-y) \]  

\[ \int P_0^\Lambda(d\varphi) \varphi_x^- \varphi_y^+ = \int P_0^\Lambda(d\varphi) \varphi_x^+ \varphi_y^+ = 0 \]

The interacting partition function \( Z_\Lambda \) can be formally written as:

\[ \frac{Z_\Lambda}{Z_0^\Lambda} = \int P_0^\Lambda(d\varphi) e^{-V_\Lambda(\varphi)} \]

with

\[ V_\Lambda(\varphi) = \frac{\lambda}{2} \int_{\Lambda \times \Lambda} dxdy |\varphi_x|^2 v(x-y) \delta(x_0-y_0)|\varphi_y|^2 - \mu_\Lambda \int_{\Lambda} dx |\varphi_x|^2 \]

The expression for the Schwinger functions in terms of functional integrals is:

\[ S_{\sigma_1, \ldots, \sigma_n}(x_1 \ldots x_n) = \frac{1}{Z_\Lambda} \int P_0^\Lambda(d\varphi) e^{-V_\Lambda(\varphi)} \varphi_{\sigma_1}^{x_1} \ldots \varphi_{\sigma_n}^{x_n} \]

The strategy so far depicted, i.e. to study the interacting system as a perturbation of the free case, is not the most convenient. Based on Bogoliubov model [17], the well–known approximate exactly solvable model for interacting bosons, one expects the interacting Schwinger functions to have a large distance behavior very different from the free ones. Then a natural approach is to use as starting point for the perturbative expansion just Bogoliubov Hamiltonian. This idea was immediately recognized and dates back to the work by Hugenholtz and Pines [20]. All the later attempts of developing a perturbation theory free of infrared divergences and calculating the corrections to Bogoliubov theory (as in the papers by Gavoret and Noziéres [23], Nepomnyashchii [24], Popov [25], Yang [43], where partial summations are used to remove the divergences), as the very recent works by Pistolesi et al. [27, 28] and Benfatto [26], are based on this idea.

Since we are following the same strategy, the next section is devoted to the description of Bogoliubov theory in the grand canonical ensemble and in the functional integral representation. In the section 1.5 we finally define the effective model we are dealing with.
1. The model

1.4 Bogoliubov approximation

Bogoliubov approximate model [17] was the first attempt to explain BEC for interacting bosons and predicts a linear spectrum for small momenta at zero temperature, property which is considered typical of superfluid behavior, according to Landau argument [18]. In this section we will reinterpret the steps leading to Bogoliubov approximation within the functional integral scheme.

The first step of Bogoliubov approximation consists in keeping in $S^M_{\beta,\Omega}$ defined in (1.36) only the terms that are at most quadratic in the fields $\varphi_k$, with $k \neq (0,0)$, and write explicitly the terms containing $\varphi_0$. The result is

$$S^B_{\lambda,M} = \frac{\beta}{M^2} \left( -\mu^B_{\Lambda} |\varphi_0|^2 + \frac{\lambda^B(0)}{2M^2} |\varphi_0|^4 \right)$$

$$+ \frac{1}{2M} \sum_{k \neq 0} \left\{ 2\tilde{F}_k \varphi_k |^2 + \frac{\beta \lambda^B(0)}{M^2} \left[ \varphi^+_k \varphi^-_k (\varphi^0_0)^2 + (\varphi^+_0)^2 \varphi^0_k \varphi^-_k \right] \right\} \quad (1.53)$$

where

$$\tilde{F}_k = \frac{\beta}{M} \left( K(k) - \mu^B_{\Lambda} + \lambda (\hat{v}(0) + \hat{\varphi}(k)) \frac{|\varphi_0|^2}{|\varphi_0|^2} \right) e^{\frac{\beta g^0_k}{M^2}} + \left( 1 - e^{\frac{\beta g^0_k}{M^2}} \right)$$

$$= 1 - e^{\frac{\beta g^0_k}{M^2}} \left( 1 - \frac{\beta}{M} F_{k,M} \right) \quad (1.54)$$

and

$$F_{k,M} = K(k) - \mu^B_{\Lambda} + \lambda (\hat{v}(0) + \hat{\varphi}(k)) \frac{|\varphi_0|^2}{|\varphi_0|^2} \quad (1.55)$$

with $\hat{v}(k)$ real, being $v(x)$ symmetric. Note that $\varphi^0_0 = M \langle \varphi^0_{0,r} \rangle$. Then the separation of the $\varphi^0_{\sigma}$ fields corresponds in writing the zero spatial momentum field as $\varphi^0_{0,r} = \xi^\sigma + \eta^\sigma_{0,r}$ with $\xi^\sigma = \langle \varphi^\sigma_{0,r} \rangle$, the average over the temporal index and $\eta^\sigma_{0,r} = \sum_{k \neq 0} e^{i\sigma k_0 r} \varphi^\sigma_{k}$ the fluctuation with respect to it. Note that in (1.53) also the cubic and quartic term in the fields $\varphi^0_{0,k_0}$ are neglected. Using the rescaling $\varphi^\pm = \xi^\pm M$ we obtain:

$$S^B_{\Omega,M} = \beta \left\{ -\mu^B_{\Lambda} |\xi|^2 + \frac{\lambda^B(0)}{2M^2} |\xi|^4 \right\} + \frac{1}{2} \sum_{k \neq 0} \left( \varphi^+_k \varphi^-_k \right) C^B_{M,\Lambda} \left( \varphi^+_0 \varphi^-_0 \right) \quad (1.56)$$

where

$$C^B_{M,\Lambda} = \frac{1}{M^2} \left( 1 - \left( 1 - \frac{\beta}{M} F^\xi_k \right) e^{\frac{\beta g^\xi_k}{M^2}} \right)$$

$$\frac{\beta}{M} g^\xi_k \frac{\beta}{M} g^\xi_k - 1 - \left( 1 - \frac{\beta}{M} F^\xi_k \right) e^{\frac{\beta g^\xi_k}{M^2}} \quad (1.57)$$

and

$$F^\xi_k = K(k) - \mu^B_{\Lambda} + \lambda (\hat{v}(0) + \hat{\varphi}(k)) \frac{|\xi|^2}{|\xi|^2} \quad g^\xi_k = \frac{\lambda^B(k)}{|\xi|^2} \xi^4 \quad (1.58)$$

The partition function becomes

$$Z^B_{\lambda,M} = M \int \frac{d\xi^+ d\xi^-}{2\pi i} e^{-\beta \left\{ -\mu^B_{\Lambda} |\xi|^2 + \frac{\lambda^B(0)}{2M^2} |\xi|^4 \right\} \prod_{k>0} I_{M,k}(\xi)} \quad (1.59)$$
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where \( k > 0 \) means the first non-zero coordinate in the four component vector \( k \) is positive and

\[
I_{M,k}(\xi) = \frac{1}{M^2} \int \frac{d\varphi_k^+ d\varphi_k^- d\varphi_{-k}^+ d\varphi_{-k}^-}{(2\pi i)^2} \left( \varphi_k^+ \varphi_{-k}^- \right) \frac{1}{C_{M,\Lambda}^{B,k}} \left( \varphi_k^+ \varphi_{-k}^- \right) \]

\[
= (M^2 \det C_{M,\Lambda}^{B,k})^{-1}
\]

as long as the eigenvalues of \( C_{M,\Lambda}^{B,k} \) have a real positive part. The determinant of \( C_{M,\Lambda}^{B,k} \) can written as

\[
\det C_{M,\Lambda}^{B,k} = \frac{1}{M^2} (A_k - B_k e^{i k_0^2 / M})(A_k - B_k e^{-i k_0^2 / M})
\]

with

\[
A_k - B_k = \frac{\beta}{M} \sqrt{(F_k^\xi)^2 - |g_k^\xi|^2}
\]

\[
A_k + B_k = 2 \sqrt{1 - \frac{\beta}{M} F_k^\xi + \frac{1}{4} \left( \frac{\beta}{M} \right)^2 ((F_k^\xi)^2 - |g_k^\xi|^2)}
\]

The eigenvalues of \( C_{M,\Lambda}^{B,k} \) are given by

\[
\lambda_{\pm} = \frac{1}{2} \left( \text{Tr} C_{M,\Lambda}^{B,k} \pm \sqrt{(\text{Tr} C_{M,\Lambda}^{B,k})^2 - 4 \det C_{M,\Lambda}^{B,k}} \right)
\]

where both the trace and the determinant of \( C_{M,\Lambda}^{B,k} \) are real. The conditions assuring the eigenvalues to be positive result result in \( \text{Tr} C_{M,\Lambda}^{B,k} > 0 \) and \( \det C_{M,\Lambda}^{B,k} > 0 \). The trace is positive as long as \( \beta F_k / M < 1 \), which holds for \( M \) sufficiently big\(^3\). By rewriting (1.61) as

\[
\det C_{M,\Lambda}^{B,k} = \frac{1}{M^2} \left( (A_k - B_k)^2 + 2A_k B_k (1 - \cos(k_0 \beta / M)) \right)
\]

we see that the determinant is positive for each \( k \) provided that

\[
(F_k^\xi)^2 - |g_k^\xi|^2 > 0 \quad \forall k \Leftrightarrow \mu_B^\xi < \lambda_0 \xi^2 / |\Omega|
\]

Coming back to the computation of the partition function in (1.59), by using (1.61) and the fact that \( A_k, B_k \) are symmetric in \( k \) and do not depend on \( k_0 \), we get

\[
\prod_{k > 0} I_{k,M}(\xi) = \prod_{k \neq 0} \frac{1}{(A_k - B_k e^{i k_0^2 / M})} = (A_0 - B_0) \prod_k \frac{1}{A_k^M - B_k^M}
\]

\(^3\)Note that for large \( |\xi| \) the trace might be negative; however the complete action \( S_{k,M} \), i.e. the action before Bogoliubov approximation was made, is well defined. In the following we first integrate over the \( |\xi| \) variable, by fixing its value at the critical point, and then we perform Bogoliubov’s approximation.
where we used the identity (1.41). The factor \((A_0 - B_0)\) comes from the product over \(k_0 \neq 0\) of the \(k = 0\) mode:

\[
\prod_{k_0 \neq 0} \frac{1}{A_0 - B_0 e^{i k_0 \beta \frac{\pi}{M}}} = (A_0 - B_0) \prod_{k_0} \frac{1}{A_0 - B_0 e^{i k_0 \beta \frac{\pi}{M}}} = \frac{A_0 - B_0}{A_0^M - B_0^M}
\]  

(1.67)

Inserting all these results in the partition function we have

\[
Z_{M,\Lambda}^B = \beta \int \frac{d\xi^+ \xi^-}{2\pi i} e^{-\beta |\Omega|} \{ -\mu^B_0 |\xi|^2_{\Omega} + \frac{1}{2} \lambda \hat{\Delta}(0) \frac{|\xi|^4_{\Omega}}{\Omega^2} - \frac{1}{\beta |\Omega|} C_0(|\xi|) \} \prod_k \frac{1}{A_k^M - B_k^M}
\]  

(1.68)

with \(C_0(\xi) = \frac{1}{2} \log (F_0^2 - |g_0|^2)\). By taking the limit \(M\) which goes to infinity one finds

\[
\lim_{M \to \infty} A^M_k = e^{-\frac{\beta}{\Omega} \left(F_0^2 - \sqrt{(F_0^2)^2 - |g_0|^2}\right)}
\]  

(1.69)

\[
\lim_{M \to \infty} B^M_k = e^{-\frac{\beta}{\Omega} \left(F_0^2 + \sqrt{(F_0^2)^2 - |g_0|^2}\right)}
\]  

(1.70)

and

\[
Z_{\Lambda}^B = \beta \int \frac{d\xi^+ d\xi^-}{2\pi i} e^{-\beta |\Omega| \mathcal{W}_{B,\Omega}(\xi)}
\]  

(1.71)

with \(\mathcal{W}_{B,\Omega}(\xi)\) a specific free energy equal to

\[
\mathcal{W}_{B,\Omega}(\xi) = -\mu^B_0 |\xi|^2_{\Omega} + \frac{1}{2} \lambda \hat{\Delta}(0) \frac{|\xi|^4_{\Omega}}{\Omega^2} - \frac{1}{2 |\Omega|} \sum_k \left(F_k^\xi - \sqrt{(F_k^\xi)^2 - |g_k^\xi|^2}\right)
\]  

\[-\frac{1}{\beta |\Omega|} \log \prod_k \frac{1}{1 - e^{-\beta \sqrt{(F_k^\xi)^2 - |g_k^\xi|^2}}} - \frac{1}{\beta |\Omega|} C_0(|\xi|)
\]  

(1.72)

Let us denote \(\mathcal{W}_{B,\Omega}(\xi) = \lim_{\beta \to +\infty} \mathcal{W}_{B,\Omega}(\xi)\), then

\[
\mathcal{W}_{B,\Omega}(\xi) = -\mu^B_0 |\xi|^2_{\Omega} + \frac{1}{2} \lambda \hat{\Delta}(0) \frac{|\xi|^4_{\Omega}}{\Omega^2} - \frac{1}{2 |\Omega|} \sum_k \left(F_k^\xi - \sqrt{(F_k^\xi)^2 - |g_k^\xi|^2}\right)
\]  

(1.73)

with \(F_k^\xi\) and \(g_k^\xi\) defined in (1.58) and the chemical potential \(\mu^B_{\Omega}\) fixed by the density of the system. The first two terms in the r.h.s. of (1.73) define a “Mexican hat” potential in the \(\xi^\pm / \sqrt{|\Omega|}\) variables. Being the the last term in the r.h.s. of (1.73) negative, one may be worried that this correction may destroy the double well shape. In order to investigate this point, we first assume that \(\mathcal{W}_{B,\Omega}(\xi)\) has a double well shape, an hypothesis whose consistency can be checked as follows. Using a saddle point approximation – as we will see below – we find the expression (1.81) for the chemical potential in the thermodynamic limit, with \(F_k\) and \(g_k\) defined in (1.77). Then we verify that by substituting in (1.73) the approximate value for \(\mu^B_{\Omega}\) that has been found, the potential (1.73) shows actually a double well shape. A straightforward asymptotic analysis of (1.73) in the \(\xi\) variable, with \(\mu^B_{\Omega}\) given by
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Figure 1.1. Double well potential in the variable $|\xi|$ in the three dimensional case for different values of $\lambda$. Moving from the lowest to the highest curve we have $\lambda = 0.1, 0.2, 0.3, 0.4$. The plain line represents the first two terms in the r.h.s. of (1.73); the dotted line is obtained by numerical integration of (1.73). We see that the shape of the double well is not affected by the last term in the r.h.s. of (1.73).

(1.82) and $\lambda$ fixed and small, shows that the last term in (1.73) is subleading both in $\lambda$ and $\xi$ with respect to the first two terms. This can also see in fig. 1.1, where the plain lines represent the first two terms in (1.73) for different values of $\lambda$ and the dotted lines a numerical integration of (1.73), after the substitution (1.82).

The second step of Bogoliubov approximation consists in interpreting $|\xi|^2$ as the average number of particles at $k = 0$, that is

$$|\xi|^2 = \rho_0 |\Omega|$$  \hspace{1cm} (1.74)

This substitution corresponds in the Fock space representation to the fact that one can replace the operators $a_0$ and $a_0^+$ everywhere in the Bogoliubov Hamiltonian (or in the total bosonic Hamiltonian) by the c–number $\sqrt{N_0}$ without making an error in the ground state energy for particle in the thermodynamic limit, as proved in appendix D of [40]. Then (1.71) becomes

$$\mathcal{Z}_A^B = \beta |\Omega| \int_0^{+\infty} d\rho_0 e^{-\beta |\Omega| \mathcal{W}_{B,\Omega}(\rho_0)} \hspace{1cm} (1.75)$$

with $\mathcal{W}_{B,\Omega}(\rho_0)$ obtained from (1.72) with the substitution (1.74). Denoting by $\mathcal{W}_{II}(\rho_0) = \lim_{\beta \to +\infty} \mathcal{W}_{B,\Omega}(\rho_0)$ we have

$$\mathcal{W}_{II}(\rho_0) = -\mu_{II}^B \rho_0 + \frac{1}{2} \lambda \hat{v}(0) \rho_0^2 - \frac{1}{2 |\Omega|} \sum_k \left( F_k - \sqrt{F_k^2 - g_k^2} \right) \hspace{1cm} (1.76)$$

where we are here denoting with

$$F_k = K(k) - \mu + \lambda (\hat{v}(0) + \hat{v}(k)) \rho_0$$

$$g_k = \lambda \hat{v}(k) \rho_0$$  \hspace{1cm} (1.77)

the quantities in (1.58) after the substitution (1.74). The condensate density $\rho_0$ is fixed via a self–consistent equation, which will be written below.
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1.4.1 The ground state energy

We are interested in calculating the ground state energy per particle in the Bogoliubov approximation and in the thermodynamic limit when the average total number of particles \( \langle N \rangle \) and \( L \) tend to infinity with density \( \rho = \langle N \rangle / |\Omega| \) fixed:

\[
e^B_0(\rho) = \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{E^B_{\beta,\Omega}(\rho)}{|\Omega|\rho}
\]  

(1.78)

For fixed \( \Omega \) the ground state energy is obtained by

\[
E^B_{\beta,\Omega} - E^0_{\beta,\Omega} = -\lim_{\beta \to \infty} \frac{1}{\beta|\Omega|} \frac{\partial}{\partial \beta} \log \frac{Z^B_{\beta,\Omega}}{Z^0_{\beta,\Omega}} + \left( \mu^B_{\beta,\Omega} - \mu^0_{\beta,\Omega} \right) \rho |\Omega|
\]  

(1.79)

In the limit \( \beta \to \infty \) (1.76) the integral in (1.75) will concentrate around the saddle defined by

\[
\frac{\partial}{\partial \rho_0} \mathcal{W}^B_{\Omega} = 0
\]  

(1.80)

In the following we will skip the subscript \( \beta \) whenever \( \beta = +\infty \). The derivative of (1.76) with respect to \( \rho_0 \) can be computed explicitly and we obtain

\[
\mu^B_{\Omega} = \lambda \hat{v}(0) \rho_0 + \frac{1}{2|\Omega|} \sum_k \left( \lambda \hat{v}(0) + \lambda \hat{v}(k) \right) \left( \frac{F_k - \sqrt{F^2_k - g_k^2}}{\sqrt{F^2_k - g_k^2}} \right) - \frac{1}{2|\Omega|} \sum_k \frac{\lambda \hat{v}(k) g_k}{\sqrt{F^2_k - g_k^2}}
\]  

(1.81)

At the leading order in \( \lambda \) we have

\[
\mu^B_{\Omega} = \lambda \hat{v}(0) \rho_0
\]  

(1.82)

To obtain the first corrections we insert this value in \( F_k \). In the regime \( \lambda \hat{v}(0) \rho_0 R_0^2 \leq 1 \), with \( R_0 \) the range of the interacting potential, we obtain the following corrections in the three and two dimensional cases:

\[
\mu^B_{3d} = \lambda \hat{v}(0) \rho_0 \left( 1 - c_1^2 \lambda + c_2 \lambda \sqrt{\lambda \rho_0 \hat{v}(0)^2} + o(\lambda^{5/2}) \right)
\]  

(1.83)

\[
\mu^B_{2d} = \lambda \hat{v}(0) \rho_0 \left( 1 + O(\lambda |\log \lambda \rho_0 \hat{v}(0)|) \right)
\]  

(1.84)

with \( c_1 \) and \( c_2 \) explicit and explicitly computable integrals; however for the aim of this work it is not necessary to write them explicitly. Note that the second order correction to \( \mu^B \) must be negative, in order to satisfy the condition (1.65). We also stress that, differently from the free case, the chemical potential in the interacting case depends on \( \lambda \) and is different from zero also in presence of condensation.

We can now calculate Bogoliubov prediction for the ground state energy. Inserting in (1.76) the leading order term for the chemical potential \( \mu^B = \lambda \hat{v}(0) \rho_0 \) and taking \( \rho = \rho_0 \) (as we will see in the next paragraph \( \rho - \rho_0 = O(\lambda^{d+2}/2) \)) one obtains, up to an error term of order \( O(\lambda^{(d+2)/2}) \):

\[
e^B_{0,\Omega} = \frac{1}{2} \lambda \hat{v}(0) \rho_0 - \frac{1}{2|\rho_0| |\Omega|} \sum_{k \neq 0} \left( k^2 + \lambda \hat{v}(k) \rho_0 - \sqrt{k^4 + 2k^2 \lambda \hat{v}(k) \rho_0} \right)
\]  

(1.85)
where \( e_{B,\Omega}^B = \lim_{\beta \to \infty} e_{\beta,\Omega}^B \). The (1.85) corresponds to the expression for Bogoliubov ground state energy calculated in the canonical ensemble (as showed for example in appendix A of [40]). In the thermodynamic limit (1.85) becomes:

\[
e_B^0 = \frac{1}{2} \lambda \hat{v}(0) \rho_0 - \frac{1}{2\rho_0 (2\pi)^d} \int d^d k \left( k^2 + \lambda \hat{v}(k) \rho_0 - \sqrt{k^4 + 2k^2 \lambda \hat{v}(k) \rho_0} \right)
\]

(1.86)

In the following we will review the predictions of Bogoliubov model for the ground state energy in the regime \( \lambda \hat{v}(0) \rho_0 R_0^2 \leq 1 \), both for two and three dimensions. We will choose the interaction potential as

\[
v_{R_0}(x) = R_0^{-2} e^{-\frac{|x|}{R_0}}
\]

(1.87)

then the condition becomes \( \lambda \rho_0 R_0^2 \leq 1 \). This particular choice of \( v_{R_0}(x) \) is not relevant and has been done only for simplicity reasons.

Three dimensional prediction of the ground state energy for \( \varepsilon \ll 1 \)

In the 3d case, the regime \( \varepsilon = \lambda \rho_0 R_0^2 \leq 1 \) corresponds to \( a_0/R_0 \geq \sqrt{\rho_0 a_0^3} \), with \( a_0 = \lambda \hat{v}(0)/8\pi \) the first term in the Born series for the scattering length \( a \) of the interacting potential. Under the conditions

\[
1 \gg \frac{a_0}{R_0} \gg \sqrt{\rho_0 a_0^3} \gg \left( \frac{a_0}{R_0} \right)^2
\]

(1.88)

it is convenient to rewrite the integral in (1.86) as \( I = I_0 + I_1 \) where

\[
I_0 = \frac{1}{16\pi^3 \rho_0} \int d^3 k \left( k^2 + \lambda \hat{v}(k) \rho_0 - \sqrt{k^4 + 2k^2 \lambda \hat{v}(k) \rho_0} - \frac{\lambda^2 \hat{v}^2(k) \rho_0^2}{2k^2} \right)
\]

(1.89)

and

\[
I_1 = \frac{\lambda^2 \rho_0}{32\pi^3} \int d^3 k \frac{\hat{v}^2(k)}{k^2}
\]

(1.90)

The integral \( I_1 \) converges since \( \hat{v}(k) \) goes to zero faster then \( |k|^{-1} \). In \( I_0 \) the integrand goes to zero faster then \( |k|^{-1} \) and is absolutely convergent. If we replace \( \hat{v}(k) \) by \( \hat{v}(0) \) (this substitution leads to errors of order \( o(\lambda^{5/2}) \)) the integral can be calculated exactly, giving:

\[
I_0 = 4\pi \rho_0 a_0 \frac{128}{15\sqrt{\pi}} \sqrt{\rho_0 a_0^3}
\]

(1.91)

For what concern \( I_1 \), this is proportional to second term \( a_1 \) of the Born series, in particular \( I_1 = 4\pi \rho_0 a_1 \). Then we get the following expression for the ground state energy in the Bogoliubov approximation:

\[
e_{0,B}^{3d} = 4\pi \rho_0 \left( a_0 + a_1 + \frac{128}{15\sqrt{\pi}} a_0 \sqrt{\rho_0 a_0^3} + o(a_0 \sqrt{\rho_0 a_0^3}) \right)
\]

(1.92)

where the error term comes from the substitution \( \hat{v}(k) \simeq \hat{v}(0) \) and from considering only the leading order expressions for the chemical potential and the total density.
The right side condition of (1.88) allows to write $a \simeq a_0 + a_1$ to the desired accuracy (i.e. up to error terms that are much smaller than $a_0 \sqrt{\rho_0 a_0^3}$, i.e. $o(\lambda^{5/2})$) and to write the (1.92) as

$$e_{0,3d}^B = 4\pi \rho_0 a \left(1 + \frac{128}{15 \sqrt{\pi}} \sqrt{\rho_0 a_0^3} + o(\sqrt{\rho_0 a_0^3})\right)$$

(1.93)

The leading term of (1.93) was proved to be correct for the non approximate Hamiltonian (1.1) by Dyson (upper bound) [44] and Lieb-Yngvason (lower bound) [45]. The second order correction was first derived by Lee, Huang and Yang [46, 22], this is why eq.(1.93) is known as the Lee-Huang-Yang formula. The proof of the latter formula is, so far, an open problem, even if a few recent papers present partial results [47, 48, 49, 50].

Note that the condition $a_0 / R_0 \gg \sqrt{\rho_0 a_0^3}$ is necessary to have $e_0^B \leq 4\pi \rho_0 a_0$, i.e. the right side of (1.92) must be equal to $4\pi \rho_0 a_0$ plus a negative correction, which requires $|a_1| \gg a_0 \sqrt{\rho_0 a_0^3}$. The condition $\rho_0 a_0^3 \ll 1$ also guarantees that Bogoliubov theory is asymptotically correct up to term of order $\rho_0 a_0 \sqrt{\rho_0 a_0^3}$, i.e. that the contributions coming from the cubic and quartic terms of the interaction (neglected in Bogoliubov theory) are smaller.

**Two dimensional prediction of the ground state energy for $\varepsilon \ll 1$**

For what concerns the 2d case, in the regime $\lambda \rho_0 R_0^2 \ll 1$, Bogoliubov theory predicts the following leading order for the ground state energy

$$e_{0,2d}^B = \frac{1}{2} \lambda \rho_0 \phi(0) \left[1 + O\left(\lambda \log(\lambda \rho_0 R_0^2)\right)\right]$$

(1.94)

while the corrections due to the quartic terms are of order $\lambda^2$. In the 2d case the relation between the first order of the scattering length and the strength of the interaction is $a_0 = R_0 e^{-4\pi/\lambda}$. Then, in the case $\rho_0 R_0^2 = 1$ we find the prediction for the ground state energy to be

$$e_{0,2d}^B = \frac{4\pi \rho_0}{|\log \rho_0 a_0^2|} \left[1 + O\left(\log(|\log \rho_0 a_0^2|)\right)\right]$$

(1.95)

The leading term of the latter formula, first calculated by Schick [51], was rigorously proved to be correct for nonnegative finite range two-body potential in [52]. The (negative) correction to the leading term in (1.95) is of the same order of what has been found for a two dimensional hard core gas of bosons [53].

**1.4.2 Choice of the free parameter**

As we have already stressed in the non interacting case the three parameters $\rho, \rho_0$ and $\mu$ are dependent and their relation depends on the strength of interaction $\lambda$ and on the temperature. We have two different options to choose the free parameter.

**Option 1** The natural choice, even if not the most convenient from a technical point of view, is to fix the total density of the system $\rho$ and then choose $\rho_0(\beta, \Omega)$ as a function of $\mu$ via (1.81) and $\mu$ as a function of $\rho$ via (1.98).
Option 2  A second possible choice consists in keeping the density of the condensate $\rho_0$ fixed. Then $\mu_{\beta,\Omega}$ is adjusted as a function of $\rho_0$ so that (1.81) is satisfied. In this case the total density particle $\rho_{\beta,\Omega}$ is computed as a function of $\mu_{\beta,\Omega}$ by the formula

$$\rho_{\beta,\Omega} = \frac{1}{|\Omega|} \langle N \rangle_B = \frac{1}{|\Omega|} \frac{\partial}{\partial \mu} \ln Z_{\beta,\Omega}^B. \tag{1.96}$$

This second choice is the one we will use in our treatment of the full interacting problem, i.e. we will fix the density of the condensate and then prove that we can choose the correction to the chemical potential coming from the cubic and quartic terms of the interaction (neglected in Bogoliubov theory) in such a way that (1.80) is satisfied.

In order to calculate the relation between the total and the condensate densities in the Bogoliubov approximation, we use the relation (1.96) with $Z_{\beta,\Omega}^B$ defined in (1.75), by taking into account that the integral over $\rho_0$ is concentrated around the saddle point we fixed by the choice of $\mu_{\beta,\Omega}$. We obtain

$$\rho_{\beta,\Omega} = -\frac{\partial}{\partial \mu} W_{\beta,\Omega}^B = -\frac{\partial}{\partial \mu} W_{\Omega}^B + \frac{1}{|\Omega|} \sum_k \frac{e^{-\beta E_k}}{1 - e^{-\beta E_k}} \frac{F_k}{E_k} \tag{1.97}$$

with $W_{\beta,\Omega}^B(\rho_0)$ and $W_{\Omega}^B(\rho_0)$ defined in (1.72) and (1.76) respectively and $E_k = \sqrt{F_k^2 - g_k^2}$. For $\beta \to \infty$ the contributions from the last term in (1.97) can be neglected (due to the $e^{-\beta E_k}$ factor) and in the limit $\beta, |\Omega| \to \infty$ we get

$$\rho = \rho_0 + \int \frac{d^d k}{(2\pi)^d} \left( \frac{F_k}{E_k} - 1 \right) = \rho_0 \left( 1 + O(\lambda^2) \right), \tag{1.98}$$

where $d = 2, 3$. We see as the total density of the system in Bogoliubov model is not equal to $\rho_0$ even at zero temperature. For $d = 1$ the integral over $k$ in (1.98) diverges for small momenta, i.e. Bogoliubov approximation fails. This is due to the fact that in the one–dimensional case, in the presence of repulsive interaction, no condensation is expected, not even at zero temperature.

The expression of the total density in the Bogoliubov approximation for $\beta$ finite and in the thermodynamic limit is obtained by taking the limit $|\Omega| \to \infty$ of (1.97):

$$\lim_{|\Omega| \to \infty} \rho_{\beta,\Omega} = \rho + \int \frac{d^d k}{(2\pi)^d} \frac{F_k}{E_k} \frac{1}{e^{\beta E_k} - 1} \tag{1.99}$$

The latter expression diverges for small momenta in the two dimensional case. This is related to the fact that in the two dimensions condensation does not occur at non zero temperature, due to the very general Mermin-Wagner-Hohenberg theorem [54, 55]. In particular Hohenberg [54] proved a rigorous inequality that can be used to rule out the existence of long–range order for bosonic and fermionic systems in one or two dimensions and $T \neq 0$.

1.4.3 Schwinger functions for Bogoliubov approximation

The two point Schwinger functions for Bogoliubov model is calculated by using (1.42) and (1.43), once the matrix $C_{M,A}^{d,k}$ is substituted with $C_{M,A}^{B,k}$ defined in (1.57).
1. The model

We find:

$$S_{\sigma\sigma'}^B(x) = \rho_0 + g_{\sigma\sigma'}^B(x)$$  \hspace{1cm} (1.100)

where

$$g_{\sigma\sigma'}^B(x) = \frac{1}{(2\pi)^{d+1}} \int d^{d+1} k \, g_{\sigma\sigma'}^B(k)$$  \hspace{1cm} (1.101)

and

$$\left( g_{\sigma\sigma'}^B(k) \right)^{-1} = \lim_{M \to \infty} \frac{1}{M^2 |\Omega|} \left( C_{M,\Lambda}^{B,k\neq 0} \right)_{\sigma\sigma'}$$

$$= \begin{pmatrix} -i k_0 + k^2 + \lambda \rho_0 \hat{v}(k) & \lambda \rho_0 \hat{v}(k) \\ \lambda \rho_0 \hat{v}(k) & i k_0 + k^2 + \lambda \rho_0 \hat{v}(k) \end{pmatrix}$$  \hspace{1cm} (1.102)

where the first row and the second column correspond to $\sigma = +$, while the second row and the first column to $\sigma = -$. The matrix $g_{\sigma\sigma'}^B(k)$ is the propagator of the fluctuations fields $\varphi_k^\pm$ with $k \neq 0$, which in the following will be denoted as $\psi_k^\pm$ to distinguish them from the fields $\xi^\pm$.

We will denote the Gaussian measure with propagator (1.102) as $P_{B,\Lambda}(d\psi)$. The latter measure can be also thought as obtained by adding to the free measure $P^0_A(d\psi)$, with propagator $g^0_{\sigma\sigma'}(x)$ obtained by setting $\lambda = 0$ in (1.102), the quadratic potential in the $\psi^\pm$ fields given by Bogoliubov approximation, that is

$$P_{B,\Lambda}(d\psi) = P^0_A(d\psi) e^{-V_{B,\Lambda}(\psi)}$$  \hspace{1cm} (1.103)

with $V_{B,\Lambda}(\psi)$ obtained by (1.51) by writing $\varphi_x^\pm = |\Omega|^{-1/2} \xi^\pm + \psi_x^\pm$, then by substituting $|\Omega|^{-1} |\xi|^2 = \rho_0$ and finally by neglecting the cubic and quartic terms in the fields $\psi^\pm$:

$$V_{B,\Lambda}(\psi) = \frac{\lambda}{2} \rho_0 \int_{\Lambda \times \Lambda} (\psi_x^+ + \psi_x^-) v(x-y)(\psi_y^+ + \psi_y^-) dx dy$$

$$+ (\lambda \rho_0 \hat{v}(0) - \mu^B_\Omega) \int_\Lambda |\psi_x|^2 dx$$  \hspace{1cm} (1.104)

Here $(\lambda \rho_0 \hat{v}(0) - \mu^B_\Omega)$ is zero at leading order, see (1.82). Note that the two–point Schwinger functions obtained by (1.102) have a singularity of the type $(k_0^2 + c_B^2 k^2)^{-1}$, with $c_B^2 = 2\lambda \rho_0 \hat{v}(0)$, to be compared with the singularity $(-i k_0 + k^2)^{-1}$ of the free Bose gas, see (1.25). The anomalous behavior of $S_{B,x}^+(x)$ is related to the emergence in the Bogoliubov model of a linear spectrum for small momenta, as one can see in the basis of the creator and annihilator operators $(b_k^+, b_k)$ which diagonalizes Bogoliubov Hamiltonian. In this basis we have:

$$H_{\beta,\Omega}^B = \sum_{k \neq 0} E_k' b_k^+ b_k + W_{\beta,\Omega}^B(\rho_0)$$  \hspace{1cm} (1.105)

with $W_{\beta,\Omega}^B$ defined in (1.72) and $E_k' = \sqrt{k^4 + 2\lambda \rho_0 \hat{v}(k)k^2}$, i.e. $E_k' \approx c_B |k|$ for small momenta. Then $c_B$ has the physical interpretation of the velocity of the Bogoliubov
quasi-particles.

**Remark.** Introducing a functional representation of \((1.105)\) in terms of the eigenstates \(\{\tilde{\phi}_k\}\) of the \(b_k\) operators we get a diagonal propagator for the \(\tilde{\psi}_k\) fields:

\[
\left( \tilde{g}^B_{\sigma \sigma'}(k) \right)^{-1} = \begin{pmatrix}
  ik_0 + c_B |k| & 0 \\
  0 & -ik_0 + c_B |k|
\end{pmatrix}
\]  (1.106)

Since we intend to make perturbation theory around Bogoliubov model, it might seem more intuitive to work in the \(\tilde{\psi}_k\) representation. However in such a basis the vertices of the interaction would depend on the momenta, even at the bare level, which is not very convenient. In addition, the RG treatment is greatly simplified by introducing an appropriate linear combination of the eigenvectors of the free Hamiltonian, see \((1.112)\).

The form \((1.100)\) of the covariance of Bogoliubov approximate model shows that Bogoliubov measure may be written as the product of two independent measures over the fields \(\tilde{\xi} = \xi/|\Omega|\) and \(\psi^\pm\). As a consequence, the partition function of Bogoliubov model can be written as

\[
\frac{Z_B^\Lambda}{Z^\Lambda} = \int P_\Lambda(d\tilde{\xi}) P_{B,\Lambda}(d\psi) \]  (1.107)

with \(P_\Lambda(d\tilde{\xi})\) and \(P_{B,\Lambda}(d\psi)\) the measures with covariances \(\rho_0\) and \(g^B_{\sigma \sigma'}(x)\) in the thermodynamic limit. In particular

\[
P(d\tilde{\xi}) = \lim_{|\Lambda| \to +\infty} P_\Lambda(d\tilde{\xi}) = \frac{d\tilde{\xi}^+ d\tilde{\xi}^-}{2\pi i \rho_0} e^{-\frac{|\tilde{\xi}|^2}{\rho_0}} \]  (1.108)

so that in the thermodynamic limit

\[
\lim_{|\Lambda| \to +\infty} \langle \tilde{\xi}^+ \tilde{\xi}^- \rangle_\Lambda = \int P(d\tilde{\xi}) \tilde{\xi}^+ \tilde{\xi}^- = \rho_0 \]  (1.109)

The expression for \(Z_B^\Lambda\) in \((1.107)\) has an exact correspondence with \((1.71)\) with the identification

\[
e^{-|\Lambda| (W^B_\Lambda(\tilde{\xi}) + \mu_0 |\tilde{\xi}|^2)} = \int P^0_{\Lambda}(d\psi) e^{-V_{B,\Lambda}(\tilde{\xi},\psi)} \]  (1.110)

with \(V_{B,\Lambda}(\tilde{\xi},\psi)\) Bogoliubov potential before the substitution \(|\tilde{\xi}|^2 = \rho_0\) and \(\mu_0\) satisfying \((1.20)\).

Note that since the specific free energy \(W^B_\Lambda(\xi)\) has a “Mexican hat” structure, see \((1.72)\), in the thermodynamic limit the partition function of the system and each correlation function is given by the value of the integral in the saddle, that is \(|\tilde{\xi}|^2 = \rho_0\) with \(\rho_0\) minimizing \(W^B_\Lambda(\xi)\). Fixing \(\xi^\pm = \sqrt{\rho_0}\), as we do, corresponds to choose a particular minimum and then in forcing a symmetry breaking of the gauge symmetry of the theory, defined by the one-parameter group of unitary transformations of the
bosonic fields $\varphi_x^\pm \rightarrow e^{i\theta} \varphi_x^\pm$.\footnote{The gauge symmetry of the bosonic system described by (1.4) can be explicitly broken by adding a term $\tilde{\lambda} \sqrt{|\Omega|} (a_0^+ + a_0)$ to the Hamiltonian. In the grand canonical state defined by the so modified Hamiltonian the operator $a_0$ has a non-zero expectation value, which goes to zero as $\tilde{\lambda} \rightarrow 0$ for any fixed volume $|\Omega|$. Gauge symmetry breaking means that this expectation value, divided by $\sqrt{|\Omega|}$ remains non-zero even as $\tilde{\lambda} \rightarrow 0$, after the thermodynamic limit has been taken.} When this is done we are left with the integral

$$e^{-|\Lambda| \left( W_B^0(\rho_0) + \mu_0^0 \rho_0 \right)} = \int P_\Lambda^0(\psi) e^{-V_{B,\Lambda}(\psi)} \quad (1.111)$$

This picture suggests the introduction of the adimensional fields

$$\psi_x^l = \frac{1}{\sqrt{2}\rho_0} \left( \psi_x^+ + \psi_x^- \right) , \quad \psi_x^t = \frac{1}{\sqrt{2i\rho_0}} \left( \psi_x^+ - \psi_x^- \right) \quad (1.112)$$

which represent the longitudinal and transverse component of the field $\psi_x^-$ to the direction of the broken symmetry, see fig. 1.2. As we will see in chap. 2.1, the $\psi_x^l,t$ fields have a very convenient scaling, as was first noticed in [26]. Their propagator is given by

$$g^{B}_{\alpha\alpha'}(x) = \frac{1}{(2\pi)^{d+1}} \int_{\mathbb{R}^{d+1}} d^d k d\theta_0 \, p^{B}_{\alpha_1\alpha_2}(k) \frac{e^{-ikx}}{k_0^2 + k^2(2 + 2\lambda \tilde{\nu}(k) \rho_0)} \quad (1.113)$$

with

$$p^{B}_{\alpha_1\alpha_2}(k) = \frac{1}{\rho_0} \begin{pmatrix} k^2 & k_0 \\ -k_0 & k^2 + 2\lambda \tilde{\nu}(k) \rho_0 \end{pmatrix} \quad (1.114)$$

Here the first row and column correspond to $\alpha = l$ and the second row and column to $\alpha = t$. The expression of Bogoliubov potential (1.104) in the basis of the longitudinal and transverse fields $\psi_x^l$ and $\psi_x^t$ is:

$$V_{B,\Lambda}(\psi) = \lambda \rho_0^2 \int_{\Lambda \times \Lambda} \psi_x^l(x-y) \psi_y^t \, dx \, dy \quad (1.115)$$

while the part of the potential containing the cubic and quartic terms of the
interaction, neglected in Bogoliubov approximation, is given by:

\[
V_{0,\Lambda}(\psi) = \rho_0^2 \left[ \frac{\lambda}{8} \int_{\Lambda \times \Lambda} \left( (\psi_x^0)^2 + (\psi_y^0)^2 \right) v(x - y) \left( (\psi_x^1)^2 + (\psi_y^1)^2 \right) dxdy 
+ \frac{\lambda}{2} \sqrt{2} \int_{\Lambda \times \Lambda} \psi_x^0 v(x - y) \left( (\psi_x^0)^2 + (\psi_x^1)^2 \right) dxdy \right] 
+ \frac{\nu}{2} \rho_0 \int_{\Lambda} \left( (\psi_x^0)^2 + (\psi_x^1)^2 \right) dx
\]

(1.116)

with \( \nu = \lambda \rho_0 \hat{\nu}(0) - \mu_B \) the correction to the chemical potential in the Bogoliubov approximation, as in (1.82).

1.5 The effective model

Our goal is the exact calculation of the zero temperature properties of the interacting system described by (1.50), in the presence of a condensate state. In particular, we want to investigate if the correlations of such model exhibit or not anomalous dimensions with respect to Bogoliubov model. In fact, the infrared divergences affecting the perturbation theory of the interacting problem may a priori completely change the nature of the propagator at low momenta.

Our approach consists in assuming a spontaneous symmetry breaking of the \( U(1) \) symmetry of the system, which means to fix a priori the condensate density \( \rho_0 \), and then in showing that the correction to the chemical potential with respect to Bogoliubov’s one, \( \nu = \mu - \mu_B \), can be fixed in such a way that in the thermodynamic limit the interacting 2-point Schwinger function converges to \( \rho_0 \) as \( L, \beta \to \infty \). If this program succeeds, in the sense that we manage to prove that the correlation function of the interacting system can be expressed as a series in some effective parameters, with finite coefficients that admits explicit bounds at all orders, this will be interpreted by saying that the correlation function thus obtained describes a Bose condensate state with condensate density \( \rho_0 \) and chemical potential \( \mu \). In this approach we regards \( \rho_0 \) as a physical constant and \( \nu \) as a bare constant to be fixed to generate a model whose physical condensate density is the prescribed one.

In order to find an expression for the partition function (and then for the correlation functions) of the interacting system as a perturbation around the exactly solvable Bogoliubov approximation, we will be interested in studying the potential \( \mathcal{W}_\Lambda(\tilde{\xi}) \), defined by the following functional integral

\[
e^{-|\Lambda|^{\mathcal{W}_\Lambda(\tilde{\xi})}} = \int \mathcal{P}^0_{B,\Lambda}(d\psi) e^{-V_{0,\Lambda}(\tilde{\xi},\psi)}
\]

(1.117)

In developing the announced program, we will assume the structure of the minima of the potential \( \mathcal{W}_\Lambda^B(\tilde{\xi}) \) to be qualitatively unchanged by the addition of the cubic and quartic terms of the interaction. As a consequence the partition function and the correlation functions for \( \beta, L \to +\infty \) will be given by the value of the functional integral representing them in the saddle point \( \partial_{\xi}^2 \mathcal{W}_\Lambda(\tilde{\xi}) = 0 \). This means that \( \nu \)
will be chosen so that the free energy $W_\Lambda(\rho_0)$ is minimum for the fixed value of $\rho_0$. With this assumption the study of the properties of the interacting system turn in studying the specific free energy $W_\Lambda(\rho_0)$, defined by:

$$e^{-|\Lambda| W_\Lambda(\rho_0)} = \int P_{B,A}(d\psi) e^{-V_0(\psi)}$$

(1.118)

with $P_{B,A}$ the measure with propagator (1.113) and $V_0(\psi)$ the potential containing the cubic and quartic terms of the interaction, neglected in Bogoliubov approximation, defined in (1.116).

Since the condensation problem depends only on the long-distance behavior of the system, we shall consider a simplified model obtained by modifying the decaying part of the propagator of the free measure $P_0(\psi)$ into

$$g_{\alpha\alpha'}^\chi_0(x) = \frac{1}{(2\pi)^{d+1}} \int d^dk d\psi_0(\psi) g_{\alpha\alpha'}^\chi_0(k)$$

(1.119)

where

$$|k|^2 := k_0^2 + k^2(k^2 + 2\lambda\hat{v}(0)\rho_0k^2)$$

(1.120)

and $\chi_0(|k|)$ is a regularization of the characteristic function of the set $R_0^{-4}|k|^2 \leq 1$, playing the role of an ultraviolet cutoff at the scale of the inverse range $R_0^{-1}$ of the interaction potential. We will denote with $P_0^\chi_{\alpha}(\psi)$ the measure with covariance (1.119). The choice of (1.120) as argument of the cutoff function will be clear in a while. When we add to $P_0^\chi_{\alpha}(\psi)$ the quadratic Bogoliubov potential, we get a new measure $P_{B,\alpha}(d\psi)$ with propagator

$$g_{\alpha\alpha'}^{B,\chi_0}(x) = \frac{1}{(2\pi)^{d+1}} \int d^dk d\psi_0(\psi) e^{-ikx} \chi_0(|k|) g_{\alpha\alpha'}^{B,\chi_0}(k)$$

(1.121)

The matrix $P_{\alpha\alpha'}^{B,\chi_0}(k)$ has a slight different expression with respect (1.114) due to the presence of the ultraviolet cutoff. In fact:

$$P_{\alpha\alpha'}^{B,\chi_0}(k) = \frac{1}{\rho_0} \left( \begin{array}{cc} k^2 & k_0 \\ -k_0 & k^2 + 2\lambda\hat{v}(k)\rho_0\chi_0(k) \end{array} \right)$$

(1.122)

To get (1.121) we have used the fact that the product between the measure $P_{\chi_0}(d\psi)$ and the exponential of a quadratic term in the $\psi^\pm$ fields gives a new gaussian measure

$$P_{Q_0,\chi_0}(d\psi) = P_{\chi_0}(d\psi) e^{-\frac{1}{2} \sum_{\alpha\alpha'} \int \bar{\psi}_\alpha^{\pm} Q_{\alpha\alpha'}^{\chi_0,\psi_\alpha'} \psi_\alpha^\pm d\psi}$$

(1.123)

with propagator given by

$$g_{\alpha\alpha'}^{\chi_0,Q_0}(x) = \frac{1}{(2\pi)^{d+1}} \int d^dk d\psi_0(\psi) g_{\alpha\alpha'}^{\chi_0,Q_0}(k)$$

$$\left(g_{\alpha\alpha'}^{Q_0}(k)\right)^{-1} = (g_{\alpha\alpha'}(k))^{-1} + \chi_0(k) Q_{\alpha\alpha}(k)$$

(1.124)

see (A.14). Note that:
1.5 The effective model

- The choice of $R_0^{-1}$ as scale of the ultraviolet cutoff has been done since we are interested in the weak coupling regime $\lambda\rho_0 R_0^{-1} \leq 1$, which corresponds to the regimes $\sqrt{\lambda\rho_0} \leq R_0^{-1}$ for $d = 2$ and $\sqrt{\lambda a_0} \leq R_0^{-1}$ for $d = 3$, $a_0$ being the first order Born approximation to the three dimensional scattering length $a$ of the potential $v_{R_0}(x)$.

- The model we are studying is “morally” a system of interacting bosons on a lattice with size equal to the range of the potential; however we choose to put a rotational invariant ultraviolet momentum cutoff rather than consider a lattice to remove the ultraviolet momentum cutoff; b) to extend the results obtained to a non rotational symmetric theory of bosons on a lattice.

Due to the presence of the ultraviolet cutoff, the short range potential appears as a local potential, up to errors of order $O((kR_0)^2)$; from now on we will then consider the local potential

$$\mathcal{V}_I(\psi) = \rho_0^2 \phi(0) \left[ \frac{\lambda}{8} \int_\Lambda \left( (\psi_x^l)^2 + (\psi_x^t)^2 \right)^2 dx + \frac{\lambda}{2} \sqrt{2} \int_\Lambda \left( (\psi_x^l)^3 + (\psi_x^t)^2 \psi_x^l \right) dx 
+ \lambda \int_\Lambda (\psi_x^l)^2 dx \right] + \frac{\nu}{2} \rho_0 \int_\Lambda \left( (\psi_x^l)^2 + (\psi_x^t)^2 \right) dx \right]$$  \hspace{1cm} (1.125)

Here and in the following the subscript “I” will be used to indicate the full interacting potential, including Bogoliubov quadratic term. Introducing the adimensional parameter $\varepsilon = 2\lambda\rho_0 \phi(0) R_0^2$ we get:

$$\mathcal{V}_I(\psi) = \rho_0 R_0^{-2} \left[ \frac{\varepsilon}{16} \int_\Lambda \left( (\psi_x^l)^2 + (\psi_x^t)^2 \right)^2 dx + \varepsilon \frac{1}{4} \sqrt{2} \int_\Lambda \left( (\psi_x^l)^3 + (\psi_x^t)^2 \psi_x^l \right) dx 
+ \frac{\varepsilon}{2} \int_\Lambda (\psi_x^l)^2 dx + \nu R_0^2 \int_\Lambda \left( (\psi_x^l)^2 + (\psi_x^t)^2 \right) dx \right]$$  \hspace{1cm} (1.126)

where $\rho_0 R_0^{-2}$ is a dimension fixing factor introduced to keep track of the dimension of the various quantities and has the physical dimension of an action density in space time. Bogoliubov potential corresponds to the term $\rho_0 R_0^{-2} \varepsilon \int_\Lambda (\psi_x^l)^2 dx$ and the correction to Bogoliubov potential is:

$$\mathcal{V}_0(\psi) = \rho_0 R_0^{-2} \left[ \frac{\varepsilon}{16} \int_\Lambda \left( (\psi_x^l)^2 + (\psi_x^t)^2 \right)^2 dx + \varepsilon \frac{1}{4} \sqrt{2} \int_\Lambda \left( (\psi_x^l)^3 + (\psi_x^t)^2 \psi_x^l \right) dx 
+ \nu R_0^2 \int_\Lambda \left( (\psi_x^l)^2 + (\psi_x^t)^2 \right) dx \right]$$  \hspace{1cm} (1.127)

With this new notations the inverse propagator of Bogoliubov measure is given by

$$g_{\alpha\alpha}^{-1}(k) = \rho_0 \begin{pmatrix} k^2 + \varepsilon \chi_0(k) R_0^{-2} & k_0 \\ -k_0 & k^2 \end{pmatrix}$$  \hspace{1cm} (1.128)
Effect of the ultraviolet cutoff

The effective model we have introduced is representative of the long-distance behavior of the system and is useful to approach the condensation problem. However, in order to obtain a prediction for the ground state energy or chemical potential, one has to study also the ultraviolet problem, i.e., to integrate the momenta excluded by the cutoff function. In fact, the prediction of the physical quantities is affected by the presence of the cutoff function, as one may already see at the level of Bogoliubov approximation.

Let consider first the effect of the cutoff on the \( k \) variable. We consider the expressions (1.81), (1.86) and (1.98) for the chemical potential, the ground state energy and the density of the system in Bogoliubov approximation. Putting an ultraviolet momentum cutoff corresponds to neglect the integration over momenta such that \( |k| \geq R_0^{-1} \). One finds that:

- for \( d = 3 \) the ground state energy and the chemical potential are changed at order \( O(\lambda^2 \rho_0 R_0) \); in particular, in the Lee–Huang–Yang formula the contribution coming from the ultraviolet is the one which permits to reconstruct the series for the scattering length at the correct order;

- for \( d = 2 \) the ground state energy and the chemical potential are changed at order \( O(\rho_0 \lambda^2) \); for what concerns the ground state energy the second order correction is of order \( \lambda \log(\lambda \rho_0 R_0^2) \) and then the presence of the cutoff functions does not affect it.

- for \( d = 2, 3 \) the total density of the system is changed by \( O(\rho_0 (\lambda^2 \rho_0 R_0^d)) \).

For what concerns the ultraviolet cutoff on the \( k_0 \) variable, it corresponds to approximate \( e^{ik_0} \) with \( ik_0 \) in the Schwinger functions calculations. When this is done, Bogoliubov predictions change of order \( \lambda \), e.g., the ground state energy (in the canonical ensemble) becomes:

\[
\tilde{\epsilon}_0^B = \frac{1}{2} \lambda \hat{v}(0) \rho_0 - \frac{1}{2\rho_0 |\Omega|} \sum_{k \neq 0} (k^2 - \sqrt{k^4 + \varepsilon k^2}) \tag{1.129}
\]

to be compared with (1.85). This means that the parameters \( \lambda \) and \( \mu \) appearing in our effective model have to be considered effective parameters, different from the physical ones. To get the correct values of the physical observables, one might first integrate the ultraviolet momenta to get the exact values of \( \lambda \) and \( \mu \) at the scale \( R_0^{-1} \). The temporal ultraviolet integration is achievable with no much effort and one can see that effectively the \( O(\lambda) \) term is restored. The integration on the spatial ultraviolet also seems feasible but for the time being we have not made much efforts in this direction; for the aims of the actual work we are only interested in the qualitative properties of the correlations, in order to get information on the occurrence of BEC.
Chapter 2

Multiscale analysis

The present chapter is devoted to the description of the scheme we shall follow in order to compute the functional integral defining the effective potential $W_\Lambda(\rho_0)$, introduced in the previous chapter, which contains all the informations on the large distance behavior of the interacting bosonic system in presence of condensation. For convenience we report here the definition of $W_\Lambda(\rho_0)$ given in sec. 1.5:

$$e^{-|\Lambda|W_\Lambda(\rho_0)} = \frac{1}{N} \int P^\Lambda_{\rho_0,\chi_0}(d\psi)e^{-V_0(\psi)}$$

(2.1)

with $\Lambda$ the volume in the space time, $V_0(\psi)$ the correction to Bogoliubov potential

$$V_0(\psi) = \rho_0 R_0^{-2} \left[ \frac{\varepsilon}{16} \int_\Lambda \left( (\psi^l_x)^2 + (\psi^t_x)^2 \right)^2 dx + \frac{\varepsilon \sqrt{2}}{4} \int_\Lambda \left( (\psi^l_x)^3 + (\psi^t_x)^2 \psi^l_x \right) dx ight. 
+ \left. \frac{\nu}{2} R_0^2 \int_\Lambda \left( (\psi^l_x)^2 + (\psi^t_x)^2 \right) dx \right]$$

(2.2)

and $P^\Lambda_{\rho_0,\chi_0}(d\psi)$ the measure with propagator

$$g^{\chi_0,\rho_0}_{\alpha\alpha'}(x) = \frac{1}{(2\pi)^4} \int d^4k d\chi_0(k) g^{\rho_0}_{\alpha\alpha'}(k) e^{-ikx}$$

(2.3)

with

$$\left( g^{\rho_0}_{\alpha\alpha'}(k) \right)^{-1} = \rho_0 \begin{pmatrix} k^2 + \varepsilon R_0^{-2}\chi_0(k) & -k_0 \\ k_0 & k^2 \end{pmatrix}$$

(2.4)

where the first row and column correspond to $\alpha = l$, the second row and column to $\alpha = t$ and $\varepsilon = 2\lambda \rho_0 \hat{q}_0 R_0^2$. Note that $\varepsilon = c_B^2 R_0^2$, with $c_B$ the speed of sound of Bogoliubov quasi particles. The function $\chi_0(k) \equiv \chi_0(|k|^2)$, with

$$|k|^2 = k_0^2 + k^2(k^2 + \varepsilon R_0^{-2}k^2)$$

(2.5)

is a $C^\infty$ regularization of the characteristic function of the set $R_0^{-4}|k|^2 \leq 1$ playing the role of an ultraviolet cutoff at the scale of the inverse range $R_0^{-1}$ of the interaction potential.

Given the formal functional expression for $W_\Lambda(\rho_0)$, for any finite $\Lambda$ (i.e. for each finite temperature $\beta^{-1}$ and volume $|\Omega| = L^d$) the theory is order by order finite,
with the integrals in (2.3) representing sums over $D_\beta \equiv \{ k_0 = 2\pi n/\beta, n \in \mathbb{Z} \}$ and $D_L \equiv \{ \mathbf{k} = 2\pi \mathbf{n}/L, \mathbf{n} \in \mathbb{Z}^d \}$ and $\beta$ and $|\Omega|$ playing the role of an infrared cutoff.

The problem is to perform suitable resummations that allows to re-express the specific free energy in terms of a modified expansion, whose $n$–th order is uniformly convergent as $\beta$ and $L$ go to infinity.

The goal just described can be achieved by rigorous Renormalization Group (RG) method, in the form presented in [30] (see also [56] for an updated introduction) and already applied to a certain number of infrared problems in condensed matter systems [31, 32, 33, 34, 57, 58] as detailed in the introduction.

The Renormalization Group scheme consists in performing the integration in (2.1) in an iterative way, starting from the momenta “close” to the ultraviolet cutoff and moving towards smaller momentum scales. At the $n$–th step of the iteration the functional integral (2.1) is rewritten as an integral involving only the momenta smaller than a certain value, proportional to $\gamma^{-n}$ where $\gamma > 1$ is a constant. Both the propagators and the interaction will be replaced by “effective” ones; they differ from their “bare” counterparts because the parameters appearing in their definitions are “renormalized” by the integration of the momenta on higher scales. In the following it will be convenient to introduce the scale label $h \leq 0$ as $h := -n$. The definition of the effective parameters is given in such a way that the new expansion which is obtained, the so called renormalized expansion, may be bonded at all orders uniformly in the infrared cutoff, under certain assumptions on the size of the effective parameters.

The aim of this chapter is to describe the main steps of the Renormalization Group scheme, as applied to our problem, to a reader which is not familiar with this technique. For this reason instead of immediately state the final result, we will proceed by progressive steps, first identifying the “dangerous” terms making the perturbation theory divergent, then introducing a first renormalized expansion without renormalization of the covariance, finally defining the effective potential we are dealing with. This may be found needlessly long by the expert reader; however we are persuaded that he could easily skip the introductory parts and select the setup of the analysis and the final results, the latter contained in sect. 2.18 and in the n! bounds described by results (1) pag. 66, (2) pag. 69 and (3) pag. 72.

The chapter is organized as follows:

Sec. 2.1 the multiscale decomposition scheme is introduced.

Sec. 2.2 The “naive” expansion in terms of “Gallavotti–Nicolò” trees is presented; this part is not original but essentially taken by [30, 59, 60].

Sec. 2.3 The renormalized expansion is discussed, with a particular remark on the ideas leading to the definitions of the effective parameters.

Sec. 2.4 A different renormalized expansion, in which also the covariance is renormalized by the integration over the higher momentum scales, is introduced; n! bounds on the kernels of the effective interaction are stated, under some assumptions on the size of the effective couplings, which will be proven in the next chapter.
2.1 Multiscale decomposition

Sec. 2.5 We describe how the same integration scheme can be applied to the generating functional of the density and current correlations; the latter object, from which the density and current response function can be calculated, in this thesis is a crucial technical object, for which local Ward identities will be derived.

2.1 Multiscale decomposition and trees expansion

Given a fixed positive number $\gamma$ larger than 1, let us fix the following form for the cutoff function $\chi_0(k)$:

$$
\chi_0(|k|^2) = \begin{cases} 
1 & \text{if } |k|^2 \leq \frac{2}{\gamma^2 + 1} R_0^{-4} \\
0 & \text{if } |k|^2 > \frac{2}{\gamma^2 + 1} R_0^{-4}
\end{cases}
$$

This particular choice of $\chi_0$ is not relevant; it is done only to simplify some calculations in the following. The multiscale decomposition consists in integrating iteratively the fields of decreasing energy scale, i.e. such that $|k|^2 \approx \gamma^2 h R_0^{-4}$ with $h$ a scale index $h \leq 0$. This can be done splitting the fields $\psi^\alpha_x$ in a sum of independent bosonic fields

$$
\psi^\alpha_x = \sum_{h=-\infty}^0 \psi^{\alpha,(h)}_x
$$

with propagators obtained by substituting $\chi_0(k)$ in (2.3) with

$$
f_h(k) = \chi_h(k) - \chi_{h-1}(k)
$$

being $\chi_h(k) = \chi(\gamma^{-h} k)$. The latter decomposition, called “decomposition in scales” is done in order to introduce, in spite of a propagator which decades too slowly at infinity, a sum of propagators, each one with good decay properties at infinity, which are described in the lemma 2.1.

Due to the form (2.4) of the propagator, two different behavior appear, depending on the value of $|k|^2$ with respect to $\varepsilon R_0^{-2}$:

$k^2 > \varepsilon R_0^{-2}$ : the contribution of the interaction in the measure is negligible and the propagator behaves as the one of the free gas;

$k^2 < \varepsilon R_0^{-2}$ : the contribution of Bogoliubov interaction dominates with respect to $k^2$ and the propagator becomes very different from the free one.

Let denote with $\tilde{h}$ the scale index which divides the two region, that is

$$
k^2 = \gamma^{\tilde{h}} R_0^{-2} = \varepsilon R_0^{-2} \Rightarrow \gamma^{\tilde{h}} = \varepsilon
$$

In the following it will be convenient to rewrite the propagator in terms of dimensionless momenta $k' = (k'_0, k')$, defined in such a way that $|k'|^2 = R_0^4 |k|^2$, that is

$$
k'_0 = R_0^2 k_0
$$

$$
k^2 = R_0^2 k^2
$$
In terms of the adimensional variable $k'$ the propagator at scale $h$ becomes:

$$g^{(h)}_{\alpha\alpha'}(x) = \frac{1}{(2\pi)^{d+1}} \int d^{d+1}k' f_h(|k'|) \frac{P^{(h)}_{\alpha\alpha'}(k')}{|k'|^2} e^{-ik'x}$$  \hspace{1cm} (2.11)

where

$$P^{h}_{\alpha\alpha'}(k') \simeq \rho_0^{-1} R_0^2 \begin{pmatrix} k'^2 & -k'_0 \\ k'_0 & k'^2 \end{pmatrix}$$

$$|k'|^2 \simeq k'^2 + k'^4 \quad \text{for } h > \bar{h}$$  \hspace{1cm} (2.12)

$$P^{h}_{\alpha\alpha'}(k') \simeq \rho_0^{-1} R_0^2 \begin{pmatrix} k'^2 & -k'_0 \\ k'_0 & \varepsilon \end{pmatrix}$$

$$|k'|^2 \simeq k'^2 + \varepsilon k'^2 \quad \text{for } h \leq \bar{h}$$  \hspace{1cm} (2.13)

and the symbol “$\simeq$” means that we are considering the dominant behavior in $k$. Note that there is a natural connection between the propagators in two regions, since for $h = \bar{h}$ (2.12) and (2.13) coincide. The propagator at scale $h$ defined in (2.11) satisfies the following lemma, which is proved in appendix A.2.

**Lemma 2.1.** Let $\bar{h}$ the scale index such that $\gamma^h = \varepsilon$. Here $\varepsilon = 2\lambda\rho_0 R_0^d$ is an adimensional parameter related to the intensity $\lambda$ and the range $R_0$ of the interacting potential and to the density $\rho_0$ of the condensed state. Then, the propagator $g^{(h)}_{\alpha\alpha'}(x)$ defined in (2.11) satisfies the following bounds:

$$|g^{(h)}_{\alpha\alpha'}(x)| \leq \left( \rho_0 R_0^{-2} \right)^{-1} \gamma^h \frac{C_N}{1 + (\gamma^h x_0)^2 + (\gamma^h x)^2} \quad \text{for } h > \bar{h}$$  \hspace{1cm} (2.14)

$$|g^{(h)}_{\alpha\alpha'}(x)| \leq \left( \rho_0 R_0^{-2} \right)^{-1} \left( \varepsilon^{-1} \gamma^h \right)^{(d-1)+\delta_{\alpha\alpha'}} \frac{C_N}{1 + (\gamma^h x_0)^2 + (\gamma^h x)^2} \quad \text{for } h \leq \bar{h}$$  \hspace{1cm} (2.15)

with $\alpha, \alpha' = l, t, d$ the spatial dimension of the system and $C_N$ a constant depending only on the integer $N$. The dimensional factor $(\rho_0 R_0^{-2})$ has the dimensions of an action density in space time.

Note that in the region $h \geq \bar{h}$ the behavior of the propagator is independent on $\alpha, \alpha'$; in fact the propagator is exactly equal to the free one, being he contribution to coming from Bogoliubov interaction is smaller than $k^2$. On the contrary in the region $h < \bar{h}$, due to Bogoliubov contribution, the fields $\psi^{l(h)}_x$ and $\psi^{l(h)}_x$ have different scalings dimension. A dependence on $\varepsilon$ also appears in the propagator due to the fact that at each scale $h$ we have $\varepsilon k^2 \simeq \gamma^{2h}$.

Once the original field is decomposed into the $\psi^{\alpha(h)}_x$ fields, using the addition principle for gaussian measures (see (A.12)) we can rewrite (2.1) as

$$e^{-|A|W_\Lambda(\rho_0)} = \int \prod_{h=-\infty}^{0} P^{\Lambda}_{Q_{h},f_{h}}(d\psi) e^{-V_0(\psi)}$$  \hspace{1cm} (2.16)

with $P^{\Lambda}_{Q_{h},f_{h}}(d\psi)$ denoting the measure with covariance $g^{(h)}(x)$. Since we will get uniform estimates in the volume $\Lambda$ from now on we will skip the dependence on it in the free energy and the measure.
In order to calculate (2.16) we will consider a new potential $W_{h^*}(\rho_0)$ with an infrared cutoff at scale $h^*$, i.e. defined by

$$e^{-|A|W_{h^*}(\rho_0)} = \int P_{Q_0,X|h^*,0}(d\psi) e^{-V_0(\psi)}$$  \hspace{1cm} (2.17)$$

where we have introduced the notation

$$P_{Q_0,X|h,0}(d\psi) := \prod_{j=h}^0 P_{Q_0,f_j}(d\psi)$$  \hspace{1cm} (2.18)$$

with $\chi[p,q] = \sum_{i=p}^q f_i(k)$. With this definition

$$W(\rho_0) = \lim_{h^* \to -\infty} W_{h^*}(\rho_0)$$  \hspace{1cm} (2.19)$$

and our result will consist in proving uniform bounds in $h^*$, allowing us to take the limit $h^* \to -\infty$.

The functional integral in (2.17) is evaluated by integrating one by one each of the bosonic fields at a certain scale, starting from that with greater energy. After the integration of the fields $\psi(0), \ldots, \psi(h+1)$ we can rewrite the effective potential in a way similar to the (2.17) but with a new effective interaction $\tilde{V}_h$:

$$e^{-|A|\tilde{V}_h(\rho_0)} = e^{-E_h(\rho_0)} \int P_{Q_0,X|h^*,h}(d\psi^{(\leq h)}) e^{-\tilde{V}_h(\psi^{(\leq h)})}$$  \hspace{1cm} (2.20)$$

Here $E_h(\rho_0)$ is the contribution to $|A|W_{h^*}(\rho_0)$ coming from the integration over the first $|h|$ energy scales. We define the effective potential at scale $(h-1)$ the potential $\tilde{V}_{h-1}(\psi^{(\leq h-1)})$ such that:

$$e^{-\tilde{V}_{h-1}(\psi^{(\leq h-1)})-\tilde{E}_h(\rho_0)} = \int P_{Q_0,f_h}(d\psi^{(h)}) e^{-\tilde{V}_h(\psi^{(h)}+\psi^{(\leq h-1)})}$$  \hspace{1cm} (2.21)$$

Using (2.21) one can see that the identity (2.20) is reproduced at scale $(h-1)$ with $\tilde{E}_{h-1} = \tilde{E}_h + \tilde{E}_h$. The reason for using the symbol “$\tilde{V}$” to indicate the effective potentials $\{\tilde{V}_h\}_{h \in [h^*+1,0]}$ is the fact that towards this chapter we will introduce a second family of effective potentials, $\{V_h\}_{h \in [h^*+1,0]}$, obtained as a slight modification of the first one.

Gallavotti–Nicolò trees expansion

Let now consider the first step of the iterative integration in (2.16), i.e. the integration on the fields $\psi^{(0)}$. We get:

$$e^{-\tilde{V}_{-1}(\psi^{(\leq -1)})} = \int P_{Q_0,f_0}(d\psi)e^{-\tilde{V}_0(\psi^{(0)}+\psi^{(\leq -1)})}$$  \hspace{1cm} (2.22)$$

It turns convenient to rewrite the integration over the $\psi^{(0)}$ fields in terms of the truncated expectation $\mathcal{E}_T(X;n)$ defined by

$$\mathcal{E}_T(X;n) = \frac{\partial^n}{\partial \lambda^n} \log \int P(d\psi)e^{\lambda X(\psi)} \bigg|_{\lambda=0}$$  \hspace{1cm} (2.23)$$
\[- \bar{V}_{-1} = -1 - 1 + 1 - 1 + 1 - 1 + \cdots = -1 - 1 - 1 - 1 - 1 - 1 - 1 \]

**Figure 2.1.** Graphical representation of the expansion (2.25). We will refer to the elements of the graphical sum as “trees”. We have explicitly indicated the label associated to the vertical lines only for first tree, but the same labels hold for each of the trees in the sum. The thick vertex corresponding to the vertical line with label 0 is a graphical way to represent all the trees contributing to \(- \bar{V}_{-1}\).

with \(X\) a function defined on the fields \(\psi\) and \(n\) a positive integer number. By using the properties of the truncated expectations, see appendix A.1, we have

\[
\int P(d\psi) e^{X(\psi + \phi)} = \exp \left[ \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{E}_T(X(\cdot + \phi); n) \right]
\]

(2.24)

with \(\phi\) a non integrated field. By using (2.24) we can rewrite \(- \bar{V}_{-1}\) as a sum over truncated expectations:

\[- \bar{V}_{-1}(\psi^{\leq-1}) = \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{E}_0 T \left( - \bar{V}_0(\cdot + \psi^{\leq-1}); n \right) \]

(2.25)

The latter sum can be graphically represented as a sum over “trees”, as depicted in the picture 2.1. For each of the trees showed in fig. 2.1

– i – the left index is called “root” of the tree; we can associate to it the label \(-1\) to take in mind that we are calculating \(- \bar{V}_{-1}\);

– ii – each of the points of the tree with label \(+1\) (end points) represents a term \(- \bar{V}_0(\psi^{\leq0})\);

– iii – the vertices with label \(0\) represent truncated expectations with respect the field \(\psi^{(0)}\), i.e. \(\mathcal{E}_0 T\);

– iv – to each of the trees is associated a combinatorial factor \(\frac{1}{n!}\) with \(n\) the number of end points.

The graphical representation of the effective potentials in terms of trees results very useful in the iteration of the integration. In fact, if we consider the second step of the integration, we get:

\[
e^{- \bar{V}_{-2}(\psi^{\leq-2})} = \int P_{-1}(d\psi) e^{- \bar{V}_{-1}(\psi^{\leq-1} + \psi^{\leq-2})}
\]

(2.26)

which becomes

\[
- \bar{V}_{-2}(\psi^{\leq-2}) \equiv \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{E}_1 T \left( - \bar{V}_{-1}(\cdot + \psi^{\leq-1}); n \right)
\]

\[
=- \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{E}_1 T \left( \sum_{n' = 0}^{\infty} \frac{1}{n'!} \mathcal{E}_0 T \left( - \bar{V}_0; n' \right); n \right)
\]

(2.27)
\[ -\tilde{V}_{-2} = -2 -1 0 + -2 -1 0 + -2 -1 0 + \cdots \]
\[ = -2 -1 0 1 + -2 -1 0 1 + -2 -1 0 1 + \cdots \]
\[ + -2 -1 0 1 + -2 -1 0 1 + -2 -1 0 1 + \cdots \]

**Figure 2.2.** Graphical representation of the expansion (2.27). The first line represents the expansion of \(-\tilde{V}_{-2}\) in terms of \(-\tilde{V}_{-1}\), while the second and third lines is the graphical representation of \(-\tilde{V}_{-2}\) in terms of the element of the interacting potential \(\tilde{V}_I\). The latter expansion is obtained using the definition of the thick vertex at scale 0 given in fig. 2.1.

The graphical representation of the equation (2.27) is given in picture 2.2. Iterating the strategy so far discussed \(|h|\) times, we obtain a representation for the effective potential at scale \(h\), \(\tilde{V}_h\) in terms of Gallavotti–Nicolò trees, that is:

\[ -\tilde{V}_h(\psi^{(\leq h)}) = \sum_{n=1}^{\infty} \sum_{\tau \in T_{h,n}} \tilde{V}_h(\tau, \psi^{(\leq h)}) \]  

(2.28)

where the sum is over the set \(T_{h,n}\) of the possible trees with \(n\) end points at scale 1 and a root with scale index \(h\). A possible tree \(\tau \in T_{h,n}\) is depicted in picture 2.3. It is useful to introduce some definitions and notations regarding the structure of the trees in (2.27):

**Scale or frequency:** the integer index taking values in \([h, 1]\) associated to the vertical lines.

**End–points:** points of the tree associated to the vertical line with scale 1; the number \(n\) of end points is called order of the tree. With each end point \(v\) we associate a factor \(\tilde{V}_0(\psi^{(\leq 0)})\) and a space–time point \(x_v \in \Lambda\), corresponding to the integration variable in the \(x\)-space representation in the terms contributing to \(\tilde{V}_0(\psi^{(\leq 0)})\).

**Vertices:** the \(n \geq 1\) points on the vertical lines labeled by a scale taking values in \([h + 1, 1]\). Since the structure of the tree induces a partial ordering between the vertices, we will say that \(v_1 < v_2\) if \(v_1\) is on the path which joins \(r\) with \(v_2\). Given a vertex \(v\) we will denote with \(v'\) the vertex immediately preceding \(v\) on \(\tau\).
Figure 2.3. Example of tree of order $n$ contributing to the graphical representation of $\bar{V}_h$. All the endpoints are on the vertical line with label 1.

\textit{Root of the tree:} the point $r$ in the tree with scale index $h \leq 0$; note that it is not considered a vertex according to the previous definition.

\textit{Trivial vertices:} denoting with $s_v$ the number of vertices which immediately follow the vertex $v$, $v$ is \textit{non trivial} if $s_v > 1$ or $s_v = 0$, while is called \textit{trivial} if $s_v = 1$. The non trivial vertices with $s_v > 1$ are the branching point of the trees; those with $s_v = 0$ are the endpoints.

\textit{Subtrees:} given a tree $\tau$ and a vertex $v$, we will call $\tau_v$ the subtree of $\tau$ whose root is $v$.

\textit{Labeled tree:} a tree is said labeled if a scale index is associated to each of its vertices, as in picture 2.3.

\textit{Unlabeled tree:} for each labeled tree $\tau$ it exists an unlabeled tree which has the same topological structure of $\tau$, but don’t have either trivial vertices, or frequency indices with the exception of the index $r$ to distinguish the root. The unlabeled tree corresponding to the tree of picture 2.3 is showed in picture 2.4. Two unlabeled trees are identified if they can be superposed by a suitable continuous deformation, so that the endpoints with the same index coincide. The combinatorial factor associated to an unlabeled tree is the same of one of the corresponding labeled trees, i.e. $1/n(\tau)!$

Once introduced this definitions we see that it is convenient to expand the sum over the labeled trees in (2.28) as

$$\sum_{\tau \in T_{h,n}} = \sum_{\tau \in T_{h}^*} \sum_{\{h_v\}_v \in \tau}$$

(2.29)
Figure 2.4. The unlabeled tree corresponding to the tree in fig. 2.3. The topological structure of the unlabeled tree is the same of the labeled one, but the trivial vertices are absent. The only label is the letter $r$ associated to the root.

where $T^*_n$ is the set of the rooted unlabeled trees with $n$ final points. The set of indices $\{h_i\}$ satisfies the following properties: the labels take all values in $[h + 1, 0]$ and are consistent with the vertices ordering induced by the tree structure; the label of the end points is always equal to 1. Some technical results on the counting of trees are resummed in appendix A.4.

**Contribution to $\bar{V}_h(\tau, \psi(\leq h))$ from a single tree**

In the following we will describe the rules to calculate the contribution to $\bar{V}_h(\psi(\leq h))$ coming from a particular tree $\tau$. First of all we notice that the factor $-\bar{V}_0(\psi(\leq 0))$ associated to the end points is a sum of different terms proportional to $\lambda_0$, $\mu_0$ and $\nu_0$; then it is convenient to associate to each end point a second label $\sigma$, with values $\lambda, \mu, \nu$ denoting the term of the potential associated to that particular end point.

The terms $\bar{V}_h(\psi(\leq h))$ can be defined recursively as follows:

1) Let us denote with $\tau_0$ the trivial tree, that is the tree of order one given by a single line connecting the root with a unique end point with identity index $\sigma$; then the root index is $h = 0$ and

$$\bar{V}_0(\tau_0, \psi(\leq 0)) = \bar{V}_0(\psi(\leq 0))$$

with $\bar{V}_0(\psi(\leq 0))$ representing one of the contributions of the terms of the interacting potential in (2.2), i.e.

$$\bar{V}_0^\lambda(\psi(\leq 0)) = \rho_0 R_0^{-2} \lambda_0 \int dx (\psi_x^t)^4 \quad \bar{V}_0^\mu(\psi(\leq 0)) = \rho_0 R_0^{-2} \mu_0 \int dx (\psi_x^t)^2 (\psi_x^t)^2$$

$$\bar{V}_0^\nu(\psi(\leq 0)) = \rho_0 R_0^{-2} \nu_0 \int dx (\psi_x^t)^3 \quad \bar{V}_0^\nu(\psi(\leq 0)) = \rho_0 R_0^{-2} \nu_0 \int dx (\psi_x^t)^2$$

with $2\lambda_0 = 2\mu_0 = \lambda' = \varepsilon/8$, $\mu_0 = \mu_0' = \varepsilon \sqrt{2}/4$ and $\nu_0 = \nu R_0^2/2$. 

[Diagram of an unlabeled tree with root marked by 'r'.]
2) Let us consider a not trivial tree $\tau$ with scale $h$; if $v_0$ is the first non trivial vertex following the root in $\tau$ and $\tau_1, \ldots, \tau_{s_0}$ are the subtrees of $\tau$ having $v_0$ as root, then

$$\tilde{V}_h(\tau, \psi^{(\leq h)}) = \frac{1}{s_{v_0}} \mathcal{E}_{h+1}^T \left( \tilde{V}_{h+1}(\tau_1, \psi^{(\leq h+1)}), \ldots, \tilde{V}_{h+1}(\tau_{s_0}, \psi^{(\leq h+1)}) \right) \tag{2.32}$$

3) The (2.32) can be iterated, obtaining

$$\tilde{V}_h(\tau, \psi^{(\leq h)}) = \prod_{v \in V(\tau)} \frac{1}{s_v} \mathcal{E}_{h+1}^T \left( \mathcal{E}_{h+2}^T \left( \ldots \mathcal{E}_0^T \left( \tilde{V}(\tau_0, \psi^{(\leq 0)}), \ldots \right), \ldots \right) \right) \tag{2.33}$$

with $V(\tau)$ the set of vertices of $\tau$. Note that the expectations in (2.33) have to be calculated from the end points back to the root.

Each time we encounter a vertex $v$ which is not an end point we have then to calculate an expression similar to (2.32). The latter is a sum of several contributions, differing for the choices of the fields contracted under the action of the truncated expectation $\mathcal{E}_{h_0}^T$, associated to each not endpoint vertex $v$. In order to further expand the expression (2.32), we introduce more definitions, allowing us to distinguish the fields that are contracted or not in the expectations.

Field label $f$: it labels the field variables appearing in the monomials associated with the endpoints, i.e. the lines going out of the vertices. For each field $f$ we denote with $x(f)$ and $\alpha(f)$ respectively the space–point time and the $\alpha$ index ($\alpha = l, t$) associated to the bosonic field variable with label $f$. Then we may have (or not) a further label $\partial_0(f)$ or $\partial_x(f)$ which indicates the presence (or absence) of a derivative with respect the $x_0$ or $x$ variables, which will act on the propagator as the field $f$ will be contracted. Even if our initial potential $\tilde{V}_0$ does not contain any field with derivative, we will include this case since this kind of lines will be appear in the bounds of sections 2.3 and 2.19.

Set of field labels $I_v$. Given an end point $v$, then $I_v$ is the set of field labels associated to $v$; if $v$ is not an end point then we denote with $I_v$ the set of field label associated with the end points following the vertex $v$.

Set of external fields $P_v$. We denote with $P_v \subseteq I_v$ the set of the external fields coming out from the vertex $v$. In particular, if $v$ is an endpoint, then $P_v = I_v$. If $v$ is not an end point and $v_1, \ldots, v_s$ are the $s_v \geq 1$ vertices immediately following it, then $P_v \subseteq \cup_i P_{v_i}$; then $P_v$ is the subset of $I_v$ containing the labels of the fields which result not contracted after the action of all the expectations $\mathcal{E}_{h_{v_i}}^T$ with $i = 1, \ldots, s$.

Set of the internal fields $I_v$. If $v$ is not an end point we define $Q_{v_i} = P_v \cap P_{v_i}$ with $v_i$ one of the $s$ vertices immediately following $v$ on the tree. This definition implies $P_v = \cup_i Q_{v_i}$. The union of the subsets $P_{v_i} \setminus Q_{v_i}$ is by definition the set of the internal fields of $v$, and is not empty if $s_v > 1$. 
We will use the symbols $|I_v|$, $|P_v|$ and $|\mathcal{L}_v|$ in order to indicate the number of fields respectively in the sets $I_v$, $P_v$ and $\mathcal{L}_v$. Using the previous definitions one can prove (see [30, 60]) that each time we encounter a vertex $v$ which is not an end point we have to calculate an expression of the kind

$$\frac{1}{s_v!} \mathcal{E}^T_{h_v} \left( \tilde{\psi}^{(\leq h_v)}_{P_{v_1}}, \ldots, \tilde{\psi}^{(\leq h_v)}_{P_{v_{s_v}}} \right)$$

(2.34)

with

$$\tilde{\psi}^{(\leq h_v)}_{P_v} = \prod_{f \in P_v} \psi^{a(f), (\leq h_v)}_{x(f)}$$

(2.35)

i.e. a product of $|P_v|$ fields on scale $\leq h_v$. Therefore the effect of the truncated expectation $\mathcal{E}_{h_v}$ is to contract the fields on scale $h_v$ appearing in (2.34) in all the possible ways.

Given $\tau \in \mathcal{T}_{h,n}$, there are many possible choices of the subsets $P_v$, with $v \in \tau$, compatible with all the constraints. We shall denote by $\mathcal{P}_\tau$ the family of all these choices and by $\{P_v\}_{v \in \tau}$ the elements of $\mathcal{P}_\tau$. We can then rewrite $\tilde{\mathcal{V}}_h(\tau, \psi^{(\leq h)})$ as

$$\tilde{\mathcal{V}}_h(\tau, \psi^{(\leq h)}) = \sum_{\{P_v\}_{v \in \tau}} \int dx_{v_0} K^{h+1}_{\tau,v_0} (x_{v_0}) \psi^{(\leq h)}_{P_{v_0}}$$

(2.36)

where $x_{v_0} = \bigcup_{f \in I_{v_0}} \{x(f)\}$ is the set of integration variables associated with $\tau$ and $\tilde{\psi}^{(\leq h)}_{P_{v_0}}$ is the product of all the external fields of the tree $\tau$, i.e. the fields which result not contracted after the last expectation $\mathcal{E}^T_{h+1}$. Using (2.32) and (2.36) we see that the kernel $K^{h+1}_{\tau,v_0} (x_{v_0})$ is defined inductively by the equation, valid for any $v \in \tau$ that is not an endpoint

$$K^{h}_{\tau,v} (x_v) = \sum_{P_{v_1}, \ldots, P_{v_{s_v}}} \frac{1}{s_v!} \prod_{i=1}^{s_v} K^{h+1}_{\tau,v_{i}} (x_{v_i}) \mathcal{E}^T_{h_v} \left( \tilde{\psi}^{(h_v)}_{P_{v_1}}, \ldots, \tilde{\psi}^{(h_v)}_{P_{v_{s_v}}} \right)$$

(2.37)

while if $v$ is an endpoint, then we have

$$K^{(1)}_{\tau,v} (x_v) = r_v$$

(2.38)

with $r_v$ the term in $\tilde{\mathcal{V}}_0$ associated to the endpoint $v$, i.e. $r_v = \lambda_0, \mu_0, \nu_0$. Iterating (2.37) we get

$$K^{h}_{\tau,v_0} (x_{v_0}) =$$

$$\sum_{\{P_v\}_{v \in \tau}} \left( \prod_{v \notin V_{\mathcal{P}_\tau}(\tau)} \frac{1}{s_v!} \mathcal{E}^T_{h_v} \left( \tilde{\psi}^{(h_v)}_{P_{v_1}} \psi^{(h_v)}_{v_{i+1}}, \ldots, \tilde{\psi}^{(h_v)}_{P_{v_{s_v}}}, Q_{v_{s_v}} \right) \right) \left( \prod_{v \in V_{\mathcal{P}_\tau}(\tau)} r_v \right)$$

(2.39)

Feynman diagrams representation

The truncated expectations in (2.39) can be conveniently expressed into a sum of Feynman diagrams. Let’s start to describe which are the diagrams contributing to the truncated expectation in (2.34):
1. Given a vertex $v$, for each of its subvertex $v_1, \ldots, v_s$ we draw an element of a diagram and some “half–lines” emerging from these elements representing the fields in the sets $P_{v_1}, \ldots, P_{v_s}$.

2. For each vertex $v_i$ we draw a box $G_{v_i}$ containing all the endpoints following $v$ in the tree $\tau$. These boxes, which we will call clusters, are such that the external lines to the vertex $v_i$, labeled by the indices in $P_{v_i}$, are also the external lines of the box $G_{v_i}$. Note that, by construction, there will be an inclusion relation by clusters such that $G_v \supset G_w$ if $v \prec w$.

3. We consider the half–lines representing the fields belonging to the sets $P_{v_i} \setminus Q_{v_i}$ (i.e. the internal lines respect to the vertex $v$) and we contract them in pairs, in such a way that the subclusters $G_{v_1}, \ldots, G_{v_s}$, enclosing the sets $P_{v_1}, \ldots, P_{v_s}$ are all connected, see fig. 2.5. The latter property is required by the truncated expectation $E^{T}_{h_v}$; on the other hand it does not forbid the external lines of the same cluster to be contracted between themselves.

4. To each line $l$ obtained joining the half–line representing $\psi^{\alpha, (\leq h_v)}_{x_i}$ with the half–line representing $\psi^{\alpha', (\leq h_v)}_{x_j}$ we associate a propagator

$$g_l^{(h_v)} \equiv g^{(h_v)}_{\alpha\alpha'}(x_i - x_j)$$

If $l$ is a line contained in a diagram $\Gamma$, we shall write $l \in \Gamma$.

We denote by $\mathcal{G}(P_v)$ the set of all the Feynman diagrams which can be obtained by following the given prescriptions. To each diagram $\Gamma \in \mathcal{G}(P_v)$ corresponds a number, which will be called the value of the graph, given by the product of the propagators of the lines $l \in \Gamma$:

$$\text{Val}(\Gamma) = \prod_{l \in \Gamma} g_l^{(h_v)} \quad (2.40)$$

Then the following equality holds:

$$E^{T}_{h_v} \left( \tilde{\psi}_{P_{v_1}}^{(h_v)} \setminus Q_{v_1}, \ldots, \tilde{\psi}_{P_{v_s}}^{(h_v)} \setminus Q_{v_s} \right) = \sum_{\Gamma \in \mathcal{G}(P_v)} \text{Val}(\Gamma) \quad (2.41)$$
If we repeat the latter construction for each of the truncated expectations in (2.39) we see that the kernel $K^{h}_{\tau,P_{v_0}}(x_{v_0})$ can be written as a sum on the set $\mathcal{G}(P_{v_0})$ of Feynman diagrams with the following properties

1) all the elements of the diagram are connected by the lines of $\Gamma$;

2) all the clusters $G_v$ are connected by the lines of $\Gamma$; for each cluster $G_v$ the set $P_v$ determine the external lines of any diagram $\Gamma_v$ which can be obtained by contracting the fields corresponding to the labels $f \in P_w$ with $v \preceq w$.

3) the propagators contained in the cluster $G_v$ but not in some smaller cluster have scale $h_v$;

4) the diagram $\Gamma$ has $|P_{v_0}|$ external lines, with labels in $P_{v_0}$.

An element $\Gamma \in \mathcal{G}(P_{v_0})$ is constructed moving along the tree $\tau$ from the endpoints to the root; when a vertex $v$ is reached, we construct a diagram $\Gamma_v$ formed by lines $l$ on scales $h_l \geq h_v$. With these definitions we get:

$$K^{(h)}_{\tau,P_{v_0}}(x_{v_0}) = \sum_{\Gamma \in \mathcal{G}(P_{v_0})} \text{Val}(\Gamma)$$ (2.42)

Note that once a structure of a cluster has been fixed, there will be a lot of diagrams compatible with it: in fact we have a lot of different ways to contract between themselves the lines $P_v$ external to the each cluster $G_v$, once $P_{v_0}$ has been fixed. We stress some of the properties of the cluster structure we introduced:

1. The hierarchy structure of clusters provides an arrangement of endpoints which is the same underlying the tree structure in (2.33). So, given a tree, we can represent it as a set of clusters and viceversa, see fig. 2.4, where only the clusters associated to nontrivial vertices are drawn.

2. Given a cluster $G_v$, if all the maximal subclusters $G_{v_1}, \ldots, G_{v_{s_v}}$ contained inside $G_v$ are thought as points, then the set of points so obtained is connected: so it is possible to single out a set of $s_v - 1$ lines connecting them. Such a set will be called an anchored tree: it realizes a minimal connection between the maximal subclusters of $G_v$.

3. We can associate a scale label to clusters. A cluster is said to be on scale $h$ if contains endpoints which are contracted by lines on scale $h' \geq h$ such that there is at least one line on scale $h$. By extension we can consider also the endpoints as (trivial) clusters on scale $h = 1$.

4. We can associate a scale label to a line $l \in \Gamma$; this is defined as the label of the smaller cluster which encloses the line.

An example of Feynman diagram, with the tree and the cluster structure associated to it, is given in fig. 2.6
Figure 2.6. An example of tree $\tau$ of order 3 with the corresponding cluster structure, where only the non trivial vertices are depicted. The cluster structure uniquely identifies a tree $\tau$ and vice versa. Down left an element of the class of Feynman diagrams compatible with $\tau$; in the example all the elements of the diagram are assumed of type $\lambda$, in general one has to consider all the different vertices in $V_0$.

The final expression for the effective potential in terms of the trees and Feynman diagrams described in this section

$$\tilde{V}_h(\psi^{(\leq h)}) = \sum_{n=1}^{\infty} \sum_{\tau \in \tilde{T}_{h,n}} \sum_{\{P_v\}_{v \in \tau}} \int dx_{n_0} \psi^{(\leq h)}_{P_{v_0}} \sum_{\Gamma \in \tilde{G}(\{P_v\})} \text{Val}(\Gamma)$$  \hspace{1cm} (2.43)

is called non renormalized expansion. This name comes from the fact that, as we will see in the next section, it will be necessary to introduce a different expansion, that will be called renormalized, in order to control the divergences emerging in (2.43). In (2.43) $\tilde{G}(\{P_v\})$ is the set of the connected Feynman diagrams compatible with the cluster structure described by the set $\{P_v\}$.

We can write the (2.43) as a sum of kernels with fixed numbers $n^l_v$ and $n^t_v$ of external legs of type $t$ and $l$:

$$\tilde{V}_h(\psi^{(\leq h)}) = \sum_{n_l^v+n_t^v \geq 2} \int dx_{P_{v_0}} V^{(h)}_{n^l_v n^t_v}(x_{P_{v_0}}) \psi^{(\leq h)}_{P_{v_0}}$$  \hspace{1cm} (2.44)

where the star in $P_{v_0}^*$ represents that the set of $|P_{v_0}^*|$ external fields is composed by $n^l_v$ external fields are of type $l$ and $n^t_v$ of type $t$, that is

$$x_{P_{v_0}^*} = \{x_1, \ldots, x_{n^l_v}; y_1, \ldots, y_{n^t_v}\}$$ \hspace{1cm} (2.45)

$$\psi^{(\leq h)}_{P_{v_0}^*} = \psi^{l}_{x_1} \cdots \psi^{l}_{x_{n^l_v}} \psi^{t}_{y_1} \cdots \psi^{t}_{y_{n^t_v}}$$ \hspace{1cm} (2.46)

and the kernels $V^{(h)}_{n^l_v n^t_v}$ are defined by:

$$V^{(h)}_{n^l_v n^t_v}(x_{P_{v_0}}) = \sum_{n=1}^{\infty} \sum_{\tau \in \tilde{T}_{h,n}} \sum_{\{P_v\}_{v \in \tau}} \sum_{\Gamma \in \tilde{G}(\{P_v\})} \int dx_{I_{v_0}\setminus P_{v_0}} \text{Val}(\Gamma)$$  \hspace{1cm} (2.47)
2.2 Dimensional bounds

Let \( V_{n_l^n_l n_t^n_t}^{(h)} (x_{P_{v_0}}) \) be the contribution due to the trees of order \( n \) to the kernel \( V_{n_l^n_l n_t^n_t}^{(h)} (x_{P_{v_0}}) \) defined in (2.47). We are interested in bounding the following object:

\[
||V^{(h)}_{n_l^n_l n_t^n_t}(x_{P_{v_0}})|| \leq 1 \beta L^d \int dx_{P_{v_0}} |V^{(h)}_{n_l^n_l n_t^n_t}(x_{P_{v_0}})|
\]

(2.48)

Since the bounds we will derive are based only on dimensional arguments, such bounds are called dimensional bounds. In the latter sum \( |P_{v_0}^e| = n_l^n_l + n_t^n_t \) is the number of external lines of the diagram, \( n_l^n_l \) and \( n_t^n_t \) are the numbers of external lines of type \( l \) or \( t \). In the following we will use also the symbols \( n_{\partial_0}^e \) and \( n_{\partial_x}^e \) to indicate the number of external lines which have a label \( \partial_0 \) or \( \partial_x \) respectively.

In the following we will describe how to get a dimensional bound for the contribution in the sum (2.48) coming from a generic Feynman diagram \( \Gamma \). In the multiscale integration of the effective potential, we need to consider two main sets of trees:

1. the set of trees \( T_{h,n}^{>h} \) contributing to the calculation of the potential \( \bar{V}_{h} \) with \( k \geq h \), i.e. the trees with root at scale \( k \) and \( n \) endpoints at scale 1. The Feynman diagrams compatible with these trees have propagators at scales \( h_v > h \), whose behavior is described by (2.14).

2. the set of trees \( T_{h,n}^<h \) contributing to the calculation of the potential \( \bar{V}_{h} \) with \( h < h \). This may be conveniently seen as the set of trees with root at scale \( h \) and \( n \) endpoints at scale \( (h + 1) \), whose values correspond to the terms in \( \bar{V}_{h} \) calculated as in step (1). The Feynman diagrams compatible with these trees have propagators at scales \( h_v \leq h \), whose behavior is described by (2.15). It has to be stressed that the integration over the scale labels \( [h + 1, 0] \) gives rise to vertices at scale \( h \) with every possible number of external legs. In order to simplify the discussion, in the rest of the chapter we will consider only the case in which the vertices at scale \( h \) are of the same type of the vertices of the original potential \( V_0 \). In the two dimensional case also the vertex with six plain legs will be considered, for reasons that will become clear at the end of this section. In appendix (A.5) we show that the discussion is not changed when we consider more general vertices.

From now on we will use the word “half–line” to refers to the fields \( \psi^{l,t} \) and the word “line” when two of these fields are contracted. Referring to \( \int dx_{v_0} |Val(\Gamma)| \), let’s consider the following steps.

a) We perform the integration over the \( x_{v_0} \) variables along the lines of an anchored tree which realizes a minimal connection inside each subcluster \( G_v \) with \( v > v_0 \). The anchored tree is made by \( \sum_{v > v_0} (s_v - 1) \) lines and the following property may be proved by induction:

\[
\sum_{v \ not \ e.p.} (s_v - 1) = m_{v_0} - 1
\]

(2.49)
with \( m_{v_0} = |x_{v_0}| \) the number of endpoints following \( v_0 \) in \( \tau \). Then, using the lemma 2.1 we can use the decaying part of the \( g^{h_v}(x) \) propagator to bound each of the \((s_v - 1)\) integrations \( \int d^d x \) with their dimensional estimate \( \gamma^{-\delta_f h_v} \), where

\[
\begin{align*}
\delta_f &= \frac{d}{2} + 1 \quad \text{for } h > \bar{h} \\
\delta_f &= d + 1 \quad \text{for } h \leq \bar{h}
\end{align*}
\]

being \( \gamma^{2h} \simeq k_0^2 + k^4 \) for \( h > \bar{h} \) and \( \gamma^{2h} \simeq k_0^2 + k^2 \) for \( h \leq \bar{h} \). Note that, at the end, all the integrations have been performed up to one, corresponding to a single endpoint of the tree: such an integration gives a factor \((\beta L^d)\).

b) We bound each contracted half–line in \( \Gamma \) with its dimensional estimate, using lemma 2.1. If we indicate with \( \gamma^{-\delta_I h_v} \) with \( j = l, t \) the dimensional estimate for the fields \( \psi^{l,t}_x \) on scale \( h \) we have

\[
\delta_l = \delta_t = \frac{d}{4} \quad \text{for } h > \bar{h} \\
\delta_l = \frac{d}{2} + 1, \quad \delta_t = \frac{d}{2} - 1 \quad \text{for } h \leq \bar{h}
\]

(2.51)

c) For each derivative \( \partial_0 \) or \( \partial_x \) acting on a propagator \( g^{h_v}(x) \) we get an extra contribution \( \gamma^{-\delta_{0} h_v} \) or \( \gamma^{-\delta_{1} h_v} \) to the dimensional estimates with

\[
\begin{align*}
\delta_0 &= 1, \quad \delta_1 = \frac{1}{2} \quad \text{for } h > \bar{h} \\
\delta_0 &= \delta_1 = 1 \quad \text{for } h \leq \bar{h}
\end{align*}
\]

(2.52)

Then, for each contracted half–line bringing a label \( \partial_0 \) or \( \partial_x \) we have a \( \gamma^{-\delta_{0} h_v} \) or \( \gamma^{-\delta_{1} h_v} \) factor in the bound.

d) We assume each initial coupling to be bounded by a constant \( \eta \). With “initial coupling” we mean the couplings \( \{ |\varepsilon|, |\nu_0| \} \) at scale \( h = 0 \) for the \( \tau > \) trees and the couplings at scale \( \bar{h} \) for the trees \( \tau < \). Putting together the previous estimate and taking into account the fact that the number of lines of a diagram of order \( n \) is bounded by \( C^n \), we get:

\[
\| \text{Val}(\Gamma) \| = \frac{1}{\beta L^d} \int dx_{v_0} |\text{Val}(\Gamma)| 
\leq C^n C_d(P_v; \varepsilon, \rho_0, R_0) \prod_{v \text{ not e.p.}} \gamma^{-\delta_f h_v (s_v - 1)} \gamma^{-\delta_{0} h_v (s_v - 1)} \gamma^{-\delta_{1} h_v (s_v - 1)} \gamma^{-\delta_{0} h_v (s_v - 1)} \gamma^{-\delta_{1} h_v (s_v - 1)} \gamma^{-\delta_{0} h_v (s_v - 1)} \gamma^{-\delta_{1} h_v (s_v - 1)} \gamma^{-\delta_{0} h_v (s_v - 1)} \gamma^{-\delta_{1} h_v (s_v - 1)} \gamma^{-\delta_{0} h_v (s_v - 1)} \gamma^{-\delta_{1} h_v (s_v - 1)} \gamma^{-\delta_{0} h_v (s_v - 1)} \gamma^{-\delta_{1} h_v (s_v - 1)}
\]

(2.53)

where \( \tilde{n}^{in}_{j,v} \) is the number of half–lines of \( j \)-type contained in the cluster corresponding to the vertex \( v \) but in none of the more inner clusters, the latter corresponding to the vertices which follow \( v \). Then \( \frac{1}{2} \sum_{j=l,t} \tilde{n}^{in}_{j,v} \) is the number of contractions occurring on scale \( h_v \).

The factor \( C_d(P_v; \varepsilon, \rho_0, R_0) \) contains the dependence of a generic Feynman graph with labels \( \{ P_v \} \) on the parameters \( \varepsilon \), \( \rho_0 \) and \( R_0 \); it also depends on the number \( n \) of
vertices, on the spatial dimension and on the region of momenta we are considering. In order not to overwhelm the discussion, its calculation is postponed in appendix (A.3). In the following we will only report its value in the different cases.

Now, for each factor $\gamma h_\delta v$ in (2.53) we can extract a factor $\gamma h_\delta v$ (with $h$ the scale label of the vertex $v_0$) and then rewrite the remaining $(h_v - h)$ factors using the following properties, which can be proved by induction:

\[
\begin{align*}
\sum_{v \text{ n.e.p.}} n_{in,j,v}^{in} &= n_{j,v}^{in} \\
\sum_{v \text{ n.e.p.}} (h_v - h) (s_v - 1) &= \sum_{v \text{ n.e.p.}} (h_v - h_v') (m_{j,v} - 1) \\
\sum_{v \text{ n.e.p.}} (h_v - h) n_{in,j,v}^{in} &= \sum_{v \text{ n.e.p.}} (h_v - h_v') n_{j,v}^{in}
\end{align*}
\] (2.54)

where

$m_v$ is the total number of vertices contained in the cluster $G_v$. In the following we shall consider only the case in which the vertices $v \in \tau$ are of same type of the vertices of the original potential $\bar{V}_0$. However the extension of the result will be trivial. We denote with $m_{4,v}, m'_{4,v}, m''_{4,v}, m_{3,v}, m'_{3,v}$ and $m_{2,v}$ the number of vertices of type $\lambda, \lambda', \lambda''\mu, \mu'$ and $\nu$ contained in the cluster $G_v$ and with $m_{6,v}$ the number of vertices with six plain legs, which will be considered only in the two dimensional case, for $h \leq \bar{h}$.

\[
m_v = m_{6,v} \chi(d = 2, h \leq \bar{h}) + m_{4,v} + m'_{4,v} + m''_{4,v} + m_{3,v} + m'_{3,v} + m_{2,v} \quad (2.55)
\]

$n_{in,j,v}^{in}$ is the total number of contracted half-lines contained in the cluster $G_v$, i.e. lines which are contracted at scale equal or greater than $h_v$. In particular we have

\[
\begin{align*}
n_{in,t,v}^{in} &= 6m_{6,v} \chi(d = 2, h \leq \bar{h}) + 4m_{4,v} + 2m'_{4,v} + 2m_{3,v} + 2m_{2,v} - n_{t,v}^e \\
n_{in,t,v}^{in} &= 2m'_{4,v} + 2m''_{4,v} + m_{3,v} + 3m'_{3,v} - n_{t,v}^e \\
n_{in,\partial,v}^{in} &= -n_{\partial,v}^e
\end{align*}
\] (2.56)

Note that for $h \geq \bar{h}$, since the propagator does not distinguish the lines $l$ from $t$'s, the vertices with same number of external legs have the same dimensional behavior. Then it is sufficient to consider the total number of vertices with fixed number of external legs, e.g. $\bar{m}_{4,v} = m_{4,v} + m'_{4,v} + m''_{4,v}$. Using the (2.54)–(2.56) we can rewrite the product in (2.53) as

\[
\gamma^{h,\delta v} \prod_{v \text{ n.e.p.}} \gamma^{(h_v - h_v')} \delta_v
\] (2.57)

with $\gamma^{h,\delta v}$ coming from

\[
\gamma^h \sum_{c} (-\delta_1 s_v - 1 + \delta_1 n_v^{in} + \delta_2 n_v^{in} + \delta_0 n_0^{in} + \delta_1 n^{in}_{\partial,v})
\] (2.58)
and \( \delta_v \) depending on the region of momenta we are considering. In particular for \( \bar{h} < h \leq \hat{h} \) we have respectively

\[
\delta_v^> = \frac{d}{2} + 1 - \frac{d}{4} n_v^e - \frac{1}{2} n_{\partial_x v}^e - n_{\partial_y v}^e + \left( \frac{d}{2} - 1 \right) m_{4,v} + \left( \frac{d}{2} - 1 \right) \bar{m}_{3,v} - \bar{m}_{2,v}
\]

\[
\delta_v^< = d + 1 - \left( \frac{d+1}{2} \right) n_{t,v}^e - \left( \frac{d-1}{2} \right) n_{\partial,v}^e + (d-3) m_{4,v} + (d-1) m'_{4,v} + (d+1) m''_{4,v} + \left( \frac{d+1}{2} \right) m'_{3,v} - 2 m_{2,v}
\]

(2.59)

with \( n_{\partial,v}^e = n_{\partial_x v}^e + n_{\partial_y v}^e \). In the last expression it turns to be convenient to recompose the factors depending on the number of vertices, as in the following example:

\[
h m_{2,v_0} + \sum_{v \text{ not e.p.}} (h_v - h_{v'}) m_{2,v} = \sum_{v \text{ e.p.}} h_v \chi(m_{2,v})
\]

(2.60)

where \( \chi(m_{2,v}) \) is equal to 1 if \( v \) is of type \( m_2 \), otherwise is zero. For each endpoint \( h_v = 1 \), but we prefer to maintain the writing \( h_v \) in (2.60) for reasons that will become clear in the following section. Moving the contribution of the vertices to the endpoint as done in (2.60) and writing explicitly the factor dependence on \( \varepsilon, \rho_0 \) and \( R_0 \) (see appendix A.3 for details) the (2.53) becomes:

**Region** \( \bar{h} < h \leq 0 \)

\[
\| \text{Val}(\Gamma) \| \leq C^m \left( \rho_0 R_0^{-2} \right) \left( \lambda \varepsilon^{-1} \right)^{1 - \frac{n_v^e + n_{\partial,v}^e}{2}} \gamma^h \delta_v^> \prod_{v \text{ not e.p.}} \gamma^{(h_v - h_{v'})} \delta_v^< \prod_{v \text{ e.p.}} \left[ \lambda \gamma^h \left( \frac{4}{d} - 1 \right) \right]^{\chi(m_{4,v})} \left[ \sqrt{\lambda \varepsilon} \gamma^h \left( \frac{4}{d} - 1 \right) \right]^{\chi(m_{3,v})} \gamma^h \left( \frac{4}{d} - 1 \right) \chi(m_{2,v})
\]

(2.61)

with

\[
\delta_v^> = \frac{d}{2} + 1 - \frac{d}{4} n_v^e - \frac{1}{2} n_{\partial_x v}^e - n_{\partial_y v}^e
\]

(2.62)

where the expression of \( C(P_v; \varepsilon, \rho_0, R_0) \) in the region \( \bar{h} < h \leq 0 \) is calculated in (A.33). In (2.61) \( \rho_0 R_0^{-2} \) is the dimension fixing factor (it is an action density in space time), while \( \lambda \varepsilon^{-1} = (\rho_0 R_0^2)^{-1} \) is an adimensional factor that for the purposes of this chapter may be though equal to one. The reason why we are keeping this factor is related to the study of the two dimensional case and will be sufficiently highlighted in the course of the work, see in particular sec. 3.5.2.

**Region** \( h \leq \bar{h} \)

In the three dimensional case the following bound holds:

\[
\| \text{Val}(\Gamma) \|_{3d} \leq C^m \left( \rho_0 R_0^{-2} \right) \bar{C}_{3d}(P_v; \varepsilon, \lambda) \gamma^h \delta_v^{3d,<} \prod_{v \text{ not e.p.}} \gamma^{(h_v - h_{v'})} \delta_v^{3d,<} \prod_{v \text{ e.p.}} \left[ \lambda \varepsilon^2 \gamma^{-2h_v} \right]^{\chi(m_{2,v})} \gamma^h \left[ 2 \chi(m_{4,v}) + 4 \chi(m_{4,v}) + 2 \chi(m_{4,v}) \right]
\]

(2.63)
with

\[ C_{3d}(P_v; \varepsilon, \lambda) = \left(\lambda \varepsilon^{-\frac{1}{2}}\right)^L \varepsilon^{-3 + 2n_v^e + \frac{1}{2} n_{\partial, v}} \quad (2.64) \]

\[ \delta^{3d, <}_v = 4 - 2n_{t, v}^e - n_{t, v}^e - n_{\partial, v}^e \quad (2.65) \]

see (A.44) for a calculation of \( \tilde{C}_{3d}(P_v; \varepsilon, \lambda) \). Here \( L \) is the loop number, equal to \( L = 1 + m_4 + \frac{1}{2} m_3 - \frac{1}{2} n_v^e - \frac{1}{2} n_t^e \). With respect to the bound in the higher momentum region, the order in the small parameter \( \varepsilon \) for a certain Feynman diagram with fixed \( \{P_v\} \) depends on the number of scales, instead than the number of vertices. We again remark that in this chapter \( \varepsilon = \lambda \rho_0 R_0^d \) and \( \lambda \) may be identified, since we can consider \( \rho_0 R_0^d \) of order one. In the two dimensional case the following bound holds:

\[
\|\text{Val}(\Gamma)\|_{2d} \leq C_n \left(\rho_0 R_0^{-2}\right) \tilde{C}_{2d}(P_v; \varepsilon, \lambda) \sum_{v \text{ not e.p.}} \gamma^{h \delta_{2d, <}^v} \prod_{v \text{ e.p.}} \left( \varepsilon^{m_2,v} \chi^{(m_6,v)} \chi^{(m_4,v)} \chi^{(m_4',v)} \right) \]

(2.66)

with

\[
\tilde{C}_{2d}(P_v; \varepsilon, \lambda) = \lambda L \varepsilon^{-2 + \frac{1}{2} n_v^e + \frac{1}{2} n_t^e + \frac{1}{2} n_{\partial, v}} \quad (2.67) \]

\[ \delta^{2d, <}_v = 3 - \frac{3}{2} n_{t, v}^e - \frac{1}{2} n_{t, v}^e - n_{\partial, v}^e \quad (2.68) \]

see (A.45) for a calculation of \( \tilde{C}_{2d}(P_v; \varepsilon, \lambda) \). The factors \( \delta^{\geq}_v \) and \( \delta^{<}_v \) are referred to as the scaling dimensions of the kernels \( G_v \) with \( n_v^e = n_{t, v}^e + n_{t, v}^e \) external fields. The factors associated to the endpoints are not important in the previous estimates and give constant factors, however notice that the dimension appearing in front of the \( \chi(m_v) \) functions depend on the dimension \( d \), apart for the vertex \( m_2,v \).

The above estimates are of course finite, but the problems come out if one wants to perform the sum over the scales \( \{h_v\}_{v \in \tau} \) of \( \tau \in T_h,n \) in the limit \( h \rightarrow -\infty \). In fact in order to get this sum we need the unrenormalized dimension \( \delta_v \) to be negative, being \( h_v - h_v' \geq 1 \) (see the lemma A.2). This is not true for each diagram or cluster, in particular

**Region** \( \bar{h} < h \leq 0 \). The “dangerous” diagrams giving \( \delta^{\geq}_v \geq 0 \), neglecting for the moment the contributions coming from the derivatives, are those for which

\[
n_v^e \leq 2 + \frac{4}{d} \quad \left\{ \begin{array}{ll} n_v^e \leq 4 & \text{for } d = 2 \\ n_v^e \leq 3 & \text{for } d = 3 \end{array} \right. \quad (2.69) \]

**Region** \( h \leq \bar{h} \). If \( n_{t, v}^e = 0 \) the dangerous diagrams are those for which

\[
n_{t, v}^e \leq 2 \quad (2.70) \]

for all the spatial dimensions. If \( n_{t, v}^e = 0 \) then the “dangerous” diagrams for \( d = 2,3 \) satisfies

\[
n_{t, v}^e \leq 2 \frac{d + 1}{d - 1} \quad \left\{ \begin{array}{ll} n_{t, v}^e \leq 6 & \text{for } d = 2 \\ n_{t, v}^e \leq 4 & \text{for } d = 3 \end{array} \right. \quad (2.71) \]
multiscale analysis

\[ V^{(h)}_{12} \]
\[ \frac{1}{4} \]

\[ V^{(h)}_{30} \]
\[ \frac{1}{4} \]

\[ V^{(h)}_{02} \]
\[ 1 \]

\[ V^{(h)}_{20} \]

\[ V^{(h)}_{03} \]
\[ \frac{1}{4} \]

\[ V^{(h)}_{21} \]
\[ \frac{1}{4} \]

\[ V^{(h)}_{11} \]
\[ 1 \]

\[ \cdots \]

**Figure 2.7. Relevant and marginal clusters for** \( d = 3 \) and \( \bar{h} < h \leq 0 \). The solid lines represent the \( \psi^t \) fields, the dashed lines the \( \psi^l \) fields. The number under each diagram is its scaling dimension; for each external derivatives with respect to \( x_0 \) or \( x \) the scaling dimension is decreased by one or one–half respectively. The local part of the diagrams on the second line is zero.

In the renormalization group approach, the diagrams with zero dimension are called *marginal*, while the diagrams with positive dimension are called *relevant*.

In the following we will be interested in the local part of the clusters \( G_v \). By parity reasons some of the local diagrams are vanishing; in particular, indicating with \( \hat{V}^{(h)}_{n_l,n_t}(0,\ldots,0) = \int dx_1 \ldots dx_{n_l+n_t} V^{(h)}_{n_l,n_t}(x_1,\ldots,x_{n_l+n_t}) \) the local part of a cluster \( G_v \) with \( n_l,v \) external legs of type \( \psi^l \) and \( n_t,v \) external legs of type \( \psi^t \) we have

\[
\begin{align*}
\hat{V}^{(h)}_{01}(0) &= 0 \\
\hat{V}^{(h)}_{11}(0,0) &= 0 \\
\hat{V}^{(h)}_{21}(0,0,0) &= \hat{V}^{(h)}_{03}(0,0,0) = 0 \\
\hat{V}^{(h)}_{31}(0,\ldots,0) &= \hat{V}^{(h)}_{13}(0,\ldots,0) = 0 \\
\hat{V}^{(h)}_{41}(0,\ldots,0) &= \hat{V}^{(h)}_{23}(0,\ldots,0) = \hat{V}^{(h)}_{05}(0,\ldots,0) = 0
\end{align*}
\] (2.72)

The previous identities guarantee that the only diagrams with two, three or four external legs which can be generated at each scale are equal to the ones in the original potential. They are some of the consequences of a more general Ward identity, see in chapter 4.12 eq. (4.16). The marginal and relevant diagrams (with non vanishing local part) with their dimensions, for both regions \( h > \bar{h} \) and \( h \leq \bar{h} \) and for two and three spatial dimensions, are showed in figures 2.7 – 2.10, where the solid lines represent the \( \psi^t \) fields and the dashed lines the \( \psi^l \) fields.

Since the diagrams for which \( \delta_v \leq 0 \) give “dangerous” contribution to the effective potential, they need to be “renormalized”, that means that we need to introduce a different expansion such that the contributions coming from them are treated in a special way. Before we describe the renormalization procedure, we may wonder what happens if we impose the requirement \( \delta_v^c, \delta_v^l < 0 \) for every diagram \( \Gamma \), which corresponds to remove “by hand” the dangerous subgraphs. If we make this assumption, the contribution of order \( n \) to the kernel \( V^{(h)}_{n_l,n_t} \) of effective potential at
Figure 2.8. Relevant and marginal clusters for \( d = 3 \) and \( h \leq \bar{h} \). The scaling dimension for each diagram is reported. For each external derivatives with respect to \( x_0 \) or \( x \) the scaling dimension is decreased by one. The diagrams on the second line have vanishing local part.

scale \( h \) with fixed external legs \((n_l, n_t)\) can be bounded as follows:

\[
||V_{n_l, n_t}^{(h)}|| \leq \sum_{\tau \in T_{n_l, n_t}} \sum_{\{P_v\}} \sum_{G \in \mathcal{G}(\{P_v\})} C^n C_d(P_v; \varepsilon, \rho_0, R_0) \gamma^{h \delta v_0} \prod_{v \not\in e.p.} \frac{1}{s_v!} \gamma^{(h_v - h_{v'}) \delta_v} \leq \sum_{\tau \in T_{n_l, n_t}} \sum_{\{P_v\}} C^n C_d(P_v; \varepsilon, \rho_0, R_0) \gamma^{h \delta v_0} \prod_{v \not\in e.p.} \frac{(s_v!)^2}{s_v!} \frac{1}{s_v!} \gamma^{-\frac{1}{d+3}(h_v - h_{v'}) - \frac{d}{4(d+3)} n_v^e} \leq C^n C_d(P_v; \varepsilon, \rho_0, R_0) \gamma^{h \delta v_0} n_v!
\]

where in the first line

i) for each vertex \( v \) we bounded the number of Feynman diagrams formed by \( s_v \) elements and with \( P_v \) external lines by \( C^n_{1}(2s_v!) \leq C^n_2(s_v!)^2 \), see lemma A.4. We see as the factor \( 1/s_v! \) arising from the tree expansion is not enough to compensate the number of Feynman diagrams and a factor \( s_v! \) survives in the estimate.

ii) the following bound, holding both for \( \delta_v^\geq \) and \( \delta_v^\leq \),

\[
\delta_v(h_v - h_{v'}) \leq -\frac{1}{d+3}(h_v - h_{v'}) - \frac{d}{4(d+3)} n_v^e
\]

comes from the conditions \( \delta_v \leq -1, n_v^e \geq 2 \) and \( h_v - h_{v'} \geq 1 \).

Then, in the second line

i) we have bounded the sum on the labeled trees of the factors \( \gamma^{-\frac{1}{d+3}(h_v - h_{v'})} \) with \( C^n \), see lemma A.2;

ii) we have bounded the sum of the factors \( \gamma^{-\frac{d}{4(d+3)} n_v^e} \) over the choices of labels \( \{P_v\} \) with \( C^n \), see lemma A.5;

iii) we have used the bound \( \prod_v s_v! \leq n_v! \);
iv) for simplicity of notation we have used always the same constant $C$, even if it is changing in each of the previous estimates.

The bound (2.73) shows that if we manage to find an expansion such that the scaling dimension is negative for each cluster, we can take the limit $h \to -\infty$ and prove that the effective potential is order by order finite, with the coefficient of arbitrary order $n$ bounded by $(\text{const.})^n n!$. These are the so called “$n!$-bounds”.

On the other hand, due to the presence of the $n!$ in (2.73), the estimate for the contribution of order $n$ to the effective potential at scale $h$ is not summable with respect to $n$, and we cannot prove the theory to be well defined, even in the case with $\delta_v < 0$, without the help of independent methods with respect to the ones of perturbative theory$^1$.

### 2.3 Localization and renormalized expansion

In section 2.1 we introduced a perturbative expansion for the effective potential at scale $h$ and found estimates on the terms contributing to it which are finite for each finite $h$ but not uniform in the limit $h \to -\infty$, due to the presence of marginal and relevant couplings. In this section we will describe how to construct a new perturbative expansion, the renormalized expansion, which will allow us to overcame the latter problem and prove $n!$ bounds on the effective potentials.

---

$^1$The problem of proving the convergence of the series defining the quantities of interest is a problem intrinsic at all the bosonic theories. In fact, since these theories are not analytic in $\lambda$ (they only have sense for $\lambda$ positive) there is no hope to find a perturbative expansion with coefficients without the $n!$ term.
2.3 Localization and renormalized expansion

The first step in the construction of the renormalized expansion is the definition of the localization operator $L$ that acts on the effective potential such that, if $R = 1 - L$ then

$$\bar{V}^{(h)} = L\bar{V}^{(h)} + R\bar{V}^{(h)}$$  \hspace{1cm} (2.75)

In the following we will call $L\bar{V}^{(h)}$ the relevant or local part of the effective potential and $R\bar{V}^{(h)}$ the irrelevant part. The action of $L$ on the effective potential gives

$$L\bar{V}^{(h)}(\psi^{(\leq h)}) = \sum_i r_{i,h} F^i(\psi^{(\leq h)})$$  \hspace{1cm} (2.76)

where $F^i(\psi^{(\leq h)})$ is the integral of a monomial in the $\psi$ fields and $r_{i,h}$ are called the running coupling constants at scale $h$. The explicit form of the functions $F^i(\psi^{(\leq h)})$ will depend on the dimension $d$ and on the value of $h$ with respect to $\bar{h}$, then we will discuss it later. For the moment we see that the definition of the localization operator leads to a new tree expansion, in which a new label, with value $L$ or $R$ appears. The renormalized tree of lower orders are shown in figure 2.11 and 2.12. For what concern figure 2.11 note that we on the second line an endpoint at scale $h = 0$ is defined, representing the sum of all the trees with an index $L$ on the non trivial vertex at scale $h = 0$. In figure 2.12 the latter construction is carried on the second step of the perturbative expansion. As a consequence the trees giving $\sum_{i} r_{i,h} F^i(\psi^{(\leq h)})$ have not only endpoints at scale $h = 1$ as usual, but also endpoints at scale $h = 0$, representing the local terms $\sum_{i} r_{i,h} F^i(\psi^{(\leq h)})$. In the same way we introduce the definition of endpoints at scale $h = -2$, representing $\sum_{i} r_{i,h} F^i(\psi^{(\leq h)})$.

The iteration of the latter definitions and constructions leads to the renormalized expansion for the effective potential at scale $h$, which is obtained with some slight modifications of the unrenormalized expansion described in section 2.1:

1) with each vertex different from $v_0$ and from the endpoints a label $R$ is associated to;
2) with the vertex $v_0$ is associated the index $\mathcal{L}$ or $\mathcal{R}$ according as the tree contributes to the relevant or irrelevant part of $\hat{V}_h$;

3) there exist endpoints with scale labels in $[h+2, 0]$. An endpoint with scale label $h^* < 1$ corresponds to $-\mathcal{L}\hat{V}_{(h^*-1)}$. An endpoint with scale $h = 1$ corresponds to a term $\mathcal{L}\hat{V}_I$ or $\mathcal{R}\hat{V}_I$, with $\hat{V}_I$ the correction to Bogoliubov potential.

A possible tree contributing to the renormalized expansion for $\hat{V}_h$ is depicted in picture 2.13.

Introducing a localization procedure corresponds in defining iteratively some new effective couplings. Let denote with $r_h = \{r^i_h\}$ the vector of the endpoints at scale $h$ of the renormalized tree expansion. Here the index $i$ refers to the different contribution to $\mathcal{L}\hat{V}_h$. Let us consider the set of the trees with root at scale $(h-1)$ and label $\mathcal{L}$ associated to the vertex $v_0$, at scale $h$; then the renormalized expansion provides a method to calculate the coupling $r^i_{h-1}$ as a function of the couplings at scales greater than $(h-1)$. In particular the sum of the trees with index $\mathcal{L}$ on $v_0$ provides the form of the beta function defined by the following relation:

$$r_{h-1} = \Gamma r_h + \beta_h (r_h, r_{h+1}, \ldots, r_0)$$ (2.77)

where $\Gamma$ is a suitable linear transformation we shall define later on. The effective couplings $r_h$ are called the running coupling constants at scale $h$. Referring to fig. 2.12 the beta function $\beta_{-1}$ is given by the sum of the trees on the second and third lines, with the index $\mathcal{L}$ on the vertex $v_0$ at scale $-1$ and $n > 1$ endpoints; the two diagrams on the first line of fig. 2.12 corresponds respectively to $r_{-1}$ and $r_0$. 

---

**Figure 2.11.** The renormalized expansion at lowest order. Note the definition of the endpoint at scale $h = 0$ given on the second line: it corresponds to the sum of all the possible trees whose root has indices $h = 0$ and $\mathcal{L}$. 

$$-\mathcal{R}\hat{V}_{-1} = \mathcal{R} + \mathcal{R} + \mathcal{R} + \mathcal{R} + \cdots$$

$$-\mathcal{L}\hat{V}_{-1} = \mathcal{L} + \mathcal{L} + \mathcal{L} + \mathcal{L} + \cdots$$
Once this definitions have been introduced we are faced with two problems: the first one is to prove that, under some assumption on the running coupling constants, the beta function is well defined order by order (this will be done using the Feynman diagrams expansion in way similar to the one used in the previous section). The second problem is to control the flow of the running coupling constants generated by the beta function, in order to prove that there exist some initial values $r_0$ such that the flow remains finite and the assumptions on $r_h$, which have been used at first, are verified. The rest of the chapter is devoted to prove the existence of the beta function; then in chapter 3 we will discuss how to control the flow of the running coupling constants. In order to estimate the contributions to the beta function we need to define explicitly the action of the localization operator for the two and three dimensional cases and in the two regions $h \geq \bar{h}$ and $h < \bar{h}$. The discussion of the section 2.2 suggests that the action of $L$ would be not trivial only on the contribution to $\bar{V}_h$ coming from the marginal and relevant clusters shown in fig. 2.7 – 2.10. Let consider the kernels (2.47). The action of $L$ on a marginal kernel will correspond to extract the local part of that kernel, e.g. given the kernel $W^{(h)}_{20}(x, y)$ which is marginal for $h \leq \bar{h}$ we define

$$L \int dx dy V^{(h)}_{20}(x, y) \psi^l_x \psi^l_y := \int dx dy V^{(h)}_{04}(x, y) \psi^l_x \psi^l_y$$

(2.78)

Then, the relevant kernel will be localized trough a suitable Taylor expansion. For example, given the kernel $V^{(h)}_{02}(x, y)$ which is relevant with scaling dimension 2 for
Figure 2.13. An example of renormalized tree contributing to the effective potential at scale $h$. With each vertex different from $v_0$ and from the endpoints a label $R$ is associated, which is not reported in the picture; to the vertex $v_0$ is associated the index $L$ or $R$. The endpoints with scale $h^* \in [h + 2, 0]$ represent $-\hat{\mathcal{V}}_{(h^*-1)}$; the endpoints at scale 1 corresponds as before to the elements of $\hat{\mathcal{V}}_0$.

For $h \leq \bar{h}$ we define

$$\mathcal{L} \int dxdy V^{(h)}_{20}(x, y) \psi_{x}^{t(h)} \psi_{y}^{t(h)} := \int dxdy V^{(h)}_{02}(x, y) \psi_{x}^{t(h)} \psi_{x}^{t(h)} + \sum_{i=0}^{3} (y_i - x_i) \partial_i \psi_{x}^{t(h)}$$

$$+ \frac{1}{2} \sum_{i,j=0}^{3} (y_i - x_i)(y_j - x_j) \partial_i \partial_j \psi_{x}^{t(h)}$$

(2.79)

The action of the $\mathcal{L}$ operator results even plainer in momentum space. Let us rewrite the expression for the effective potential (2.44) in the momentum space:

$$\hat{\mathcal{V}}(h)(\psi \leq h) = \sum_{n_{1}, n_{2}} \int \frac{d^{d+1}k_{1}}{(2\pi)^{d+1}} \frac{d^{d+1}k_{n_{1}}}{(2\pi)^{d+1}} \frac{d^{d+1}p_{1}}{(2\pi)^{d+1}} \frac{d^{d+1}p_{n_{1}}}{(2\pi)^{d+1}} \hat{\mathcal{V}}^{(h)}_{02}(k, p) \psi_{k_{1}}^{t(h)} \psi_{p_{1}}^{t(h)}$$

(2.80)

Then (2.79) and (2.78) correspond to the following actions on the kernels of the potential in momentum space:

$$\mathcal{L} \hat{\mathcal{V}}^{(h)}_{02}(k, p) := \hat{\mathcal{V}}^{(h)}_{20}(0, 0)$$

$$\mathcal{L} \hat{\mathcal{V}}^{(h)}_{02}(k, p) := \hat{\mathcal{V}}^{(h)}_{02}(0, 0) + k \partial_{k} \hat{\mathcal{V}}^{(h)}_{02}(0, 0) + \frac{1}{2} k^2 \partial_{k}^2 \hat{\mathcal{V}}^{(h)}_{02}(0, 0)$$

(2.81)
Following this plan we define the localization operator in the regions $\bar{h} < h \leq 0$ and $h \leq \bar{h}$ as follows.

### 2.3.1 Localization for $\bar{h} < h \leq 0$

We remind that in this region the fields $\psi^t_x$ and $\psi^t_x$ have the same dimensional behavior, then the dimensional estimate of the kernels of the effective potentials $W_{n', n''}$ depends only on the total number of external legs $n_e = n_{t'} + n_{t''}$, independently on their type. That’s why the localization procedure for kernels with the same number of external legs will be the same.

#### Three dimensions

In the three dimensional case we get:

\[
\begin{align*}
\mathcal{L}^3_{2d} \hat{V}_1^{(h)}(k_1, k_2, k_3) & := \hat{V}_{12}^{(h)}(0, 0, 0) \\
\mathcal{L}^3_{2d} \hat{V}_3^{(h)}(k_1, k_2, k_3) & := \hat{V}_{30}^{(h)}(0, 0, 0) \\
\mathcal{L}^3_{2d} \hat{V}_0^{(h)}(k, p) & := \hat{V}_{02}^{(h)}(0, 0) + \frac{1}{2} \sum_{i,j=1}^3 k_i k_j \partial_{k_i} \partial_{k_j} \hat{V}_{02}^{(h)}(0, 0) \\
\mathcal{L}^3_{2d} \hat{V}_2^{(h)}(k, p) & := \hat{V}_{20}^{(h)}(0, 0) + \frac{1}{2} \sum_{i,j=1}^3 k_i k_j \partial_{k_i} \partial_{k_j} \hat{V}_{02}^{(h)}(0, 0) \\
\mathcal{L}^3_{2d} \hat{V}_1^{(h)}(k, p) & := k_0 \partial_0 \hat{V}_{11}^{(h)}(0, 0) \\
\mathcal{L}^3_{2d} \hat{V}_t^{(h)}(k_1, \ldots, k_{n_{t'}}, k_{n_{t''}}) & := 0 \quad \text{otherwise} \quad (2.82)
\end{align*}
\]

We have not included in (2.82) some of the possibly local terms since they are indentically zero for symmetry reasons. In particular the term

\[
\int dx \psi_x^{l(h)} \partial_j \psi_x^{l(h)} = \int dk \psi_k^{l(h)} i_{k \bar{k}} \psi_{\bar{k}}^{l(h)}
\]

is the integral of a total derivative with the fields satisfying periodic boundary conditions. Besides the terms $\int dk \psi_{-k}^{l(h)} \psi_k^{l(h)}$ and $\int dk \psi_{-k}^{l(h)} i_k \psi_k^{l(h)}$ are identically zero for parity reasons. We will use the following symbols to indicate the integrals of monomials of the fields given by the localization procedure:

\[
\begin{align*}
F_{n_{t'}, n_{t''}}^{(h)} & = \int dk_1 \ldots dk_{n_{t'}} dp_1 \ldots dp_{n_{t''}} \psi_{k_1}^{l(h)} \ldots \psi_{k_{n_{t'}}}^{l(h)} \psi_{p_1}^{l(h)} \ldots \psi_{p_{n_{t''}}}^{l(h)} \delta \left( k_1 + \ldots + p_{n_{t''}} \right) \\
F_{\alpha, \partial \alpha'}^{(h)} & = \int dk dp \psi_{k}^{\alpha, \alpha'}(h) \delta(k + p) \\
F_{\partial \alpha, \partial \alpha'}^{(h)} & = \int dk dp \psi_{k}^{\alpha, \alpha'}(h) \delta(k + p) \\
F_{\partial \alpha, \partial \alpha'}^{(h)} & = \int dk dp \cdot \psi_{k}^{\alpha, \alpha'}(h) \delta(k + p) \quad (2.84)
\end{align*}
\]
$$L^3_d \hat{V}_h = \gamma^h \bar{\mu}_h - \gamma^h \bar{\mu}'_h + \gamma^h \hat{v}_h$$

$$+ \gamma^h \bar{z}_h + \partial_x \bar{a}_h + \gamma^h \bar{c}_h + \partial_x \bar{a}'_h$$

Figure 2.14. Local potential for \(d = 3\) and \(\bar{h} < h < 0\). The running coupling constants are defined with their dimensions, e.g. being the local term with two external \(t\) fields relevant with dimension \(\delta^r = 1\) the corresponding running coupling is defined as \(\gamma^h \nu_h\). The diagram with two external derivatives with respect to \(k_0\) has negative scaling dimension, however it is convenient to localize it, as will result clear in the next chapter.

The previous discussion implies that the local potential for \(d = 3\) and \(\bar{h} < h < 0\) is of the form:

$$L^3_d \hat{V}^{(h)}(\psi) = \rho_0 R_0^{-2} \left( \gamma^h \bar{\mu}_h F_{12} + \gamma^h \bar{\mu}'_h F_{30} + \gamma^h \hat{v}_h F_{02} + \frac{1}{2} \bar{z}_h F_{20} + \frac{1}{2} \bar{a}_h F_{\alpha t, \partial \alpha t} + \frac{1}{2} \bar{a}'_h F_{\alpha t, \partial \alpha t} + \bar{c}_h F_t, \partial_0 t \right)$$

as graphically depicted in fig. (2.14), where the terms with derivatives on the external legs represent the monomials \(F_{\partial \alpha, \partial \alpha'}^{(h)}\) defined in (2.84). The running coupling constants \(r_h\) in (2.85) are defined with in front their dimensional estimate, e.g. the running coupling constant corresponding to the local term with two external \(t\) fields is defined as \(\gamma^h \nu_h\).

Two dimensions

Since the two legged vertices have the same scaling dimensions than in the three dimensional case, the localization procedure for \(\hat{V}_{20}^{(h)}, \hat{V}_{02}^{(h)}\) and \(\hat{V}_{11}^{(h)}\) is the same defined in (2.82). For what concern the diagrams with more than two legs we have:

$$L^2_d \hat{V}_{04}^{(h)}(k_1, \ldots, k_4) := \hat{V}_{04}^{(h)}(0, \ldots, 0)$$
$$L^2_d \hat{V}_{22}^{(h)}(k_1, \ldots, k_4) := \hat{V}_{22}^{(h)}(0, \ldots, 0)$$
$$L^2_d \hat{V}_{40}^{(h)}(k_1, \ldots, k_4) := \hat{V}_{40}^{(h)}(0, \ldots, 0)$$
$$L^2_d \hat{V}_{12}^{(h)}(k_1, k_2, k_3) := \hat{V}_{12}^{(h)}(0, 0, 0)$$
$$L^2_d \hat{V}_{30}^{(h)}(k_1, k_2, k_3) := \hat{V}_{30}^{(h)}(0, 0, 0)$$
$$L^2_d \hat{V}_{n_1'' n_3''}^{(h)}(k_1, \ldots, k_{n_1'' + n_3''}) := 0$$
2.3 Localization and renormalized expansion

\[ \mathcal{L}_{2d}^{\tilde{V}_h} = \tilde{\lambda}_h + \tilde{\lambda}'_h + \tilde{\lambda}''_h + \gamma^h \tilde{\mu}_h + \gamma^h \tilde{\mu}'_h + \gamma^h \tilde{\nu}_h + \frac{1}{2} \tilde{z}_h + \frac{1}{2} \tilde{a}_h + \frac{1}{2} \tilde{a}'_h + \frac{1}{2} \tilde{\epsilon}_h \]

**Figure 2.15. Local potential for** \( d = 2 \) **and** \( \bar{h} < h \leq 0 \). **Note that the scaling dimension of the two–legged diagrams is independent on the spatial dimension.**

In the previous definition we have taken into account the fact that the terms

\[ \int dx \left( \psi^{\alpha,(h)}_x \right)^2 \partial_x \psi^{\alpha(h)}_x = \int dk \left( \psi^{\alpha,(h)}_k \right)^2 i k_j \psi^{\alpha(h)}_{-k} \quad \forall j = 0, \ldots, d \quad (2.87) \]

with \( \alpha = l, t \) are zero being the integral of a total derivative with the fields satisfying periodic boundary conditions. On the other side the term \( \int dk \left( \psi^{\alpha,(h)}_k \right)^2 i k_i \psi^{\alpha(h)}_{-k} \) for each \( i = 0, \ldots, d \) is identically zero by parity reasons. The local potential for \( d = 2 \) and \( h > \bar{h} \) is of the form

\[ \mathcal{L}_{2d}^{\tilde{V}_h(\psi)} = \rho_0 R_0^{-2} \left( \tilde{\lambda}_h F_{04} + \tilde{\lambda}'_h F_{22} + \tilde{\lambda}''_h F_{40} + \gamma^h \tilde{\mu}_h F_{12} + \gamma^h \tilde{\mu}'_h F_{30} + \gamma^h \tilde{\nu}_h F_{02} + \tilde{z}_h F_{20} + \tilde{a}_h F_{04,t} + \tilde{a}'_h F_{04,t} + \tilde{\epsilon}_h F_{04,t} \right) \quad (2.88) \]

as graphically depicted in fig. (2.15).

The values of the running coupling constants at \( h = 0 \), both in the three and two dimensional case, are

\[ \tilde{\lambda}_0 = 2 \tilde{\lambda}'_0 = \tilde{\lambda}''_0 = \frac{\varepsilon}{16} \]
\[ \tilde{\mu}_0 = \tilde{\mu}'_0 = \frac{\varepsilon}{4} \sqrt{2} \]
\[ \tilde{\nu}_0 = \nu R_0^2 \]
\[ \tilde{z}_0 = \varepsilon \quad \tilde{a}_0 = \tilde{a}'_0 = \tilde{\epsilon}_0 = 0 \quad (2.89) \]

with the correction to the chemical potential \( \nu \) fixed in such a way that the flow of effective chemical potential is bounded for each \( h \), see sec. 3.28.
2.3.2 Localization for $h \leq \tilde{h}$

Three dimensions

The action of the localization operator for $h \leq \tilde{h}$ and in the three dimensional case, which we denote with $\mathcal{L}_{\leq}^{3d}$ is defined as follows. On the marginal kernels

$$
\mathcal{L}_{\leq}^{3d} \hat{\psi}_{04}^{(h)}(k_1, \ldots, k_4) := \hat{\psi}_{04}^{(h)}(0, \ldots, 0)
$$

$$
\mathcal{L}_{\leq}^{3d} \hat{\psi}_{12}^{(h)}(k_1, k_2, k_3) := \hat{\psi}_{12}^{(h)}(0, 0, 0)
$$

$$
\mathcal{L}_{\leq}^{3d} \hat{\psi}_{20}^{(h)}(k, p) := \hat{\psi}_{20}^{(h)}(0, 0)
$$

$$
\mathcal{L}_{\leq}^{3d} \hat{\psi}_{02}^{(h)}(k, p) := \frac{1}{2} \sum_{i,j=0}^3 k_i k_j \partial_i \partial_j \hat{\psi}_{02}^{(h)}(0, 0)
$$

$$
\mathcal{L}_{\leq}^{3d} \hat{\psi}_{11}^{(h)}(k, p) := k_0 \partial_0 \hat{\psi}_{11}^{(h)}(0, 0)
$$

(2.90)

For the remaining kernels

$$
\mathcal{L}_{\leq}^{3d} \hat{\psi}_{n_1^{\alpha_1}n_2^{\alpha_2}}^{(h)}(k_1, \ldots, k_{n_1^{\alpha_1}+n_2^{\alpha_2}}) := 0
$$

(2.91)

In the definition of the localization procedure it has been taken into account the fact that some of the diagrams one would have to include in the localization procedure are zero by symmetry reasons (as also detailed in the discussion of the localization procedure in the region $\tilde{h} < h \leq 0$). The previous discussion implies that the local potential for $d = 3$ and $h < \tilde{h}$ is of the form:

$$
\mathcal{L}_{\leq}^{3d} \hat{\psi}^{(h)}(\psi) = R_0^{-2} \left( \lambda_0 F_{04}^{(h)} + \mu_0 F_{12}^{(h)} + \gamma_0 F_{02}^{(h)} + \frac{1}{2} z_0 F_{20}^{(h)} + \frac{1}{2} a_0 F_{02}^{(h)} + \frac{1}{2} b_0 F_{01}^{(h)} + \eta_0 F_{01}^{(h)} + \epsilon_0 F_{01}^{(h)} \right)
$$

(2.92)

as graphically depicted in fig. 2.16, where the terms with derivatives on the external legs represent the monomials $F_{\alpha_0\alpha_0}^{(h)}$ defined in (2.84).

The initial values $r_h$ of the running coupling constants at the beginning of the second region are calculated studying the beta function in the region $h > \tilde{h}$, as showed in section 3. One finds that:

$$
\lambda_h = \lambda_0 \left( 1 + O(\lambda \varepsilon^{1/2}) \right) \quad \mu_h = \mu_0 \left( 1 + O(\lambda \varepsilon^{1/2}) \right)
$$

$$
z_h = z_0 \left( 1 + O(\lambda \varepsilon^{1/2}) \right) \quad \nu_h = O(\lambda \varepsilon^{1/2})
$$

$$
a_h = O(\lambda \varepsilon^{1/2}) \quad \epsilon_h = O(\lambda \varepsilon^{1/2}) \quad b_h = O(\lambda \varepsilon^{-1/2})
$$

(2.93)

Comparing 2.93 with 2.89 one notices that the integration on the fields in the region $h > \tilde{h}$ has only effect on the higher order correction to the initial values of the coupling constants at scale 0.
2.3 Localization and renormalized expansion

\[ \mathcal{L}^{3d}_{< \frac{d}{h}} = \lambda_h \frac{\partial}{\partial \mu_h} + \gamma^{2h \nu_h} \]

\[ + z_h \frac{\partial}{\partial b_h} + \frac{\partial_x}{\partial a_h} \]

Figure 2.16. Local potential for \( d = 3 \) and \( h \leq \bar{h} \). The running coupling constants are defined with their dimensions, e.g. being the local term with two external fields relevant with dimension \( \delta = 2 \) the corresponding running coupling is defined as \( \gamma^{2h \nu_h} \).

Two dimensions

Since the two legged vertices have the same scaling dimensions than in the three dimensional case, the localization procedure for \( \check{V}_{20}^{(h)}, \check{V}_{02}^{(h)} \) and \( \check{V}_{11}^{(h)} \) will be the same defined in (2.90). The action of the \( \mathcal{L} \) operator on the marginal and relevant kernels with more than two legs is defined as follows:

\[ \mathcal{L}^{2d}_{< \frac{d}{h}} \check{V}_{06}^{(h)} (k_1, \ldots, k_5) := \check{V}_{06}^{(h)} (0, \ldots, 0) \]

\[ \mathcal{L}^{2d}_{< \frac{d}{h}} \check{V}_{04}^{(h)} (k_1, k_2, k_3) := \check{V}_{04}^{(h)} (0, \ldots, 0) \]

\[ \mathcal{L}^{2d}_{< \frac{d}{h}} \check{V}_{12}^{(h)} (k, p) := \check{V}_{12}^{(h)} (0, 0) \]  
(2.94)

where \( \int dx (\psi_{x}^{L(h)})^3 \partial_x \psi_x^{L(h)} = 0 \) since it is a total derivative of the fields. The localization gives zero on the irrelevant kernels. Then the local potential for \( d = 2 \) and \( h < \bar{h} \) is of the form:

\[ \mathcal{L}^{2d}_{< \frac{d}{h}} \check{V}_h (\psi) = \rho_0 \mathcal{R}_0^{-2} \left( \lambda_{0,h} F_{06} + \gamma^h \lambda_h F_{04} + \gamma^2 \mu_h F_{12} + \gamma^{2h \nu_h} F_{02} \right) \]

\[ + \frac{1}{2} z_h F_{20} + \frac{1}{2} a_h F_{\partial t, \partial_x t} + \frac{1}{2} b_h F_{\partial b_t, \partial_0 t} + e_h F_{t, \partial_0 t} \]  
(2.95)

as graphically depicted in fig. 2.17. The initial values of the running coupling constants at the beginning of the second region are calculated studing the beta function in the region \( h \geq \bar{h} \), as showed in section 3. One finds:

\[ \lambda_h = \frac{1}{16} (1 + O (\lambda)) \quad \mu_h = \frac{\nu^2}{4} \sqrt{\varepsilon} (1 + O (\lambda)) \]

\[ z_h = z_0 (1 + O (\lambda)) \quad \nu_h = O (\lambda) \]

\[ a_h = O (\lambda) \quad e_h = O (\lambda) \quad b_h = O (\lambda \varepsilon^{-1}) \]  
(2.96)

2.3.3 Effect of the renormalization procedure

The renormalization procedure defined in the previous section is introduced precisely to guarantee that each kernel of the renormalized expansion by construction has a negative scaling dimension. We will prove this statement only in the case \( h \leq \bar{h} \) and
\[ \mathcal{L}^{2d} \hat{V}_h = \gamma^{h\nu}_h + \gamma^{h\lambda}_h + \gamma^h\mu_h + \gamma^{2h\nu}_h + \text{other terms} \]

**Figure 2.17. Local potential for \( d = 2 \) and \( h \leq \bar{h} \).** The running coupling constants are defined with their scaling dimensions. With respect to the three dimensional case the three and four legged terms are relevant and there is a new six–legged marginal coupling.

\[ \text{Let consider the kernel } \hat{V}^{(h)}_{20}(k_1, k_2) \text{ and its local part, see (2.90). The action of the } \mathcal{R} \text{ operator on this kernel corresponds to subtract from it the first term of its Taylor expansion around } k_1 = k_2 = 0: \]

\[ \mathcal{R} \hat{V}^{(h)}_{20}(k_1, k_2) = \hat{V}^{(h)}_{20}(k_1, k_2) - \hat{V}^{(h)}_{20}(0, 0) \]

\[ = \hat{V}^{(h)}_{20}(k_1, k_2) - \hat{V}^{(h)}_{20}(k_1, 0) + \hat{V}^{(h)}_{20}(k_1, 0) - W^{(h)}_{20}(0, 0) \]

\[ = \int_0^1 dt \frac{d}{dt} \hat{V}^{(h)}_{20}(k_1, tk_2) + \int_0^1 dt \frac{d}{dt} \hat{V}^{(h)}_{20}(tk_1, 0) \]

\[ = \int_0^1 dt k_2 \partial_{k_2} \hat{V}^{(h)}_{20}(k_1, tk_2) + \int_0^1 dt k_1 \partial_{k_1} \hat{V}^{(h)}_{20}(tk_1, 0) \]

\[ = \int_0^1 dt k_2 \partial_{k_2} \hat{V}^{(h)}_{20}(k) \]

The expression in the last line of (2.97) is only formal, but it is useful in order to derive a dimensional estimate for the action of the renormalization operator. In fact we will bound separately the external momentum \( k \) which multiplies the kernel \( \hat{V}^{(h)}_{20}(k) \) and the derivative which acts on it. For what regards \( k \) it is associated to one of the lines going out from the cluster \( \hat{V}^{(h)}_{20}(k) \) and it will be integrated with the propagator \( g^{(h_{v_1})} \) corresponding to this line. Since the scale \( h_{v_1} \) of a line external to a cluster \( G_v \) is necessarily smaller than \( h_v \) the momentum \( k \) gives a dimensional gain \( \gamma^{h_{v_1}} \leq \gamma^{h_v} \), with \( h_v \) the scale of the first non trivial vertex preceding \( v \) on \( \tau \). On the contrary the derivative \( \partial_k \) acts on one of the lines contained in the cluster \( G_v \), with scale \( h_{v_2} \geq h_v \). Then a dimensional estimate for the derivative is the factor \( \gamma^{-h_{v_2}} \leq \gamma^{-h_v} \). Putting together the two estimates we get that the action of \( \mathcal{R} \) on \( \hat{V}^{(h)}_{20}(k) \) gives an extra dimensional factor

\[ \gamma^{-(h_v - h_{v'})} \]

with respect to the not renormalized estimate. In the same way we can prove that the action of \( \mathcal{R} \) on \( \hat{V}^{(h)}_{11}(k_1, k_2) \) corresponds in subtracting to it the first two terms...
of its Taylor expansion and that we can write
\[
\begin{align*}
\mathcal{R}\hat{V}^{(h)}_{11}(k_1, k_2) &= \hat{V}^{(h)}_{11}(k_1, k_2) - \hat{V}^{(h)}_{11}(0, 0) \\
&\quad - (k_1 \partial_{k_1} + k_2 \partial_{k_2})\hat{V}^{(h)}_{11}(k_1, k_2)|_{k_1, k_2=0} \\
\alpha &= \int_0^1 dt k^2 \partial_t^2 \hat{V}^{(h)}_{11}(tk) \tag{2.99}
\end{align*}
\]

Then \(\mathcal{R}\hat{V}^{(h)}_{11}(k_1, k_2)\) has a dimensional gain \(\gamma^{-2(h_v-h_{v'})}\). The same discussion can be repeated for the remaining kernels; one finds that the action of the \(\mathcal{R}\) operator on a generic vertex with \((n_{l,v}^e, n_{t,v}^e)\) external legs is dimensionally equivalent to a factor
\[
\gamma^{-z_v(h_v-h_{v'})} \tag{2.100}
\]

where \(z_v\) is the improvement of the scaling dimension due to renormalization. In the \(d=3\) case and in the region \(h \leq \bar{h}\) the improvement of the scaling dimension is the following
\[
z^{3d,<}_v = \begin{cases} 
4 & (n_{l,v}^e, n_{t,v}^e) = (0, 2) \\
3 & (n_{l,v}^e, n_{t,v}^e) = (0, 3), (1, 1) \\
2 & (n_{l,v}^e, n_{t,v}^e) = (0, 4), (1, 2), (2, 0) \\
0 & \text{otherwise}
\end{cases} \tag{2.101}
\]

where we have also taken into account that some of the diagrams are null for symmetry reasons.

Apart from the latter dimensional gain, it is important to check if there are other factors coming from the definition of the renormalization procedure, which may destroy the \(n!\) bounds. Even if we will not enter in the detail of this discussion we list the problems which may arise and the respective solutions:

i) In the case of more renormalizations acting in clusters one inside the other we could worry about to have \(m = O(n)\) derivatives acting on the same propagator of some internal cluster. In fact in this case the bound for \(|\partial^m g^h(x)|\) has a \((m!)^\alpha\) factor, \(\alpha > 1\), due to the fact that the propagator is not analytic. The \((m!)^\alpha\) will make the \(n!\) bounds lost. By studying in detail the action of the \(\mathcal{R}\) operator over a cluster which has already been renormalized, by using the complete expression for the action of \(\mathcal{R}\) rather than the formal expressions on the last lines of (2.97) and (2.99), one sees that the derivatives do not accumulate on the same propagator (see e.g. [61, sec. 3.3] or [62]).

ii) In the renormalization operation different contributions arise, since, given a derivative, we are free of choosing on which of the internal propagator make the derivative to act. We need to bound the number of these contributions. This require a more precise definition of the renormalization procedure, consisting in fixing for each cluster \(G_v\) two of the \(s_v\) possible subclusters of \(G_v\), on which eventually make the two derivatives coming from the renormalization of \(v\) to act. With the latter definition one can prove that the number of terms generated by the renormalization operation is bounded by \(C^m\).
iii) Another problem may arise if the momenta \( k \) coming from the renormalization accumulate on the same external line. However still this phenomenon can be controlled, thanks to some freedom intrinsic in our definition of the renormalization procedure. We refer to [61, sec. 3.3] for the discussion of this point.

We can now get the bound for a generic Feynman graph \( \Gamma_L \) which contributes to \( \mathcal{L}_h \) with \( h \leq \bar{h} \) and in three dimensions. It is sufficient to add to the not renormalized estimate (2.63) the extra dimensional factors (2.100) coming from the action of \( \mathcal{R} \) on the vertices of \( \tau \). Besides, with respect to the unrenormalized trees, the trees contributing to the \( \mathcal{L}_h \) have endpoints at each scales \( \bar{h} \leq h \). Then we also have a product over the values of the running coupling constants \( r_{h_v} \). One gets:

\[
\|\text{Val}(\Gamma_L)\| \leq C^n \left( \rho_0 R_0^{-2} \right) \hat{C}_{3d}(P_v; \varepsilon, \rho_0, R_0) \gamma^h \delta_{v_0}^{3d, <} \prod_{v \text{ not e.p.}} \gamma^{(h_{v} - h_{v'})} (\delta_{v}^{3d, <} - z_{v}) \prod_{v \text{ e.p.}} \gamma^{(h_{v} - \lambda_{v}) (\delta_{v}^{3d, <} - z_{v})} \tag{2.102}
\]

In (2.102) \( h \) the frequency of the root, \( \delta_{v_0}^{3d, <} = 4 - 2n^e_{t, v} - n^e_{t, v} - n^e_{0, v} \) the unnormalized scaling dimension and \( \hat{C}_{3d}(P_v; \varepsilon, \lambda) = (\lambda \varepsilon^{-\frac{1}{3}})^L \varepsilon^{-2 + \frac{3}{2} n^e_{t, v} + \frac{1}{2} n^e_{0, v} + \frac{1}{2} n^e_{s, v}} \), see (A.47). Note that, due to the choice of defining the running coupling constants with their dimension, the bound (2.102) does not contains the dimensional factors associated to the endpoints. In fact, for each endpoint representing a local term at scale \( h_v \) the bad dimensional factor appearing in the product over the endpoints of type \( m_2 \) in (2.63)

\[
\prod_{v \text{ e.p.}} \gamma^{-2h_v \chi(m_{2, v})} \tag{2.103}
\]

is exactly compensated by the dimension in front of the running coupling constant, i.e. by the fact that for each endpoint of type \( m_2 \) we have a factor \( \gamma^{2h_v \chi(m_{2, v})} \). For what concerns the product over the endpoints corresponding to irrelevant terms (i.e. with negative scaling dimension) they can only have scale label \( h = 1 \) and then the products on this points give a constant factor. Assuming that

\[
\eta^3_{+} = \sup_{h \leq \bar{h}} \max \{ |\lambda_h|, |\varepsilon^{-1/2} \mu_h|, |\varepsilon \nu_h|, |a_h|, |b_h|, |z_h|, |\varepsilon h| \} \tag{2.104}
\]

with \( \eta_e \) a small constant we get

\[
\|\text{Val}(\Gamma_L)\| \leq C^n (\eta^3_{+})^n \left( \rho_0 R_0^{-2} \right) \hat{C}_{3d}(P_v; \varepsilon, \rho_0, R_0) \gamma^h \delta_{v_0}^{3d, <} \prod_{v \text{ not e.p.}} \gamma^{(h_{v} - h_{v'})} (\delta_{v}^{3d, <} - z_{v}^{3d, <}) \tag{2.105}
\]

with \( z_{v}^{3d, <} \) defined in (2.101) and

\[
\delta_{v}^{3d, <} = 4 - 2n^e_{t, v} - n^e_{t, v} - n^e_{0, v} \tag{2.106}
\]

The factor \( \gamma^{h \delta_{v_0}} \) in (2.157) it is absorbed in the definition of the beta function. Assume for example that we are calculating \( \mathcal{L} V^h_{02}(x - y) = \gamma^{2h \nu_h} \); the beta function
\( \beta_{h+1}^\nu \) is given by the sum of all the renormalized trees with \( n > 1 \) vertices, root at scale \( h \) and a label \( \mathcal{L} \) on the first vertex following the root \( v_0 \). The dimensional estimate of each of these trees has in front a factor \( \gamma^{2h} \); then, defining the beta function without this factor we find the following flow equation for \( \nu_h \):

\[
\nu_h = \gamma^2 \nu_{h+1} + \beta_{h+1}^\nu
\]

(2.107)

to be compared with (2.77). Note that the renormalization procedure is defined in such a way that

\[
\delta_3^b d, < - z_3^b d, < \quad \text{for every cluster.}
\]

Since the renormalized scaling dimension

\[
D_3^b d, < = \delta_3^b d, < - z_3^b d, <
\]

(2.108)
is always negative, using the estimates discussed at the end of the section 2.1, we can prove \( n! \) bounds for the renormalized expansion, under the assumptions (2.104).

A very analogous discussion can be carried forward also for \( h \geq \bar{h} \) and in two dimensions. We will not belabor on this part since in the next section we will introduce a new family of effective potentials, for which we will give every detail. We only report here for completeness the improvement of the scaling dimension for the 2d case

\[
z_v^{2d, <} = \begin{cases} 4 & (n_{e, v}, n_{\partial, v}^e) = (0, 2) \\ 3 & (n_{e, v}, n_{\partial, v}^e) = (0, 5), (0, 3), (1, 1) \\ 2 & (n_{e, v}, n_{\partial, v}^e) = (0, 6), (0, 4), (1, 2), (2, 0) \\ 1 & (n_{e, v}, n_{\partial, v}^e) = (1, 3) \\ 0 & \text{otherwise} \end{cases}
\]

(2.109)

with respect to the scaling dimension

\[
\delta_v^{2d, <} = 3 - 3 \frac{n_{e, v}}{2} - \frac{n_{\partial, v}^e}{2} - n_{\partial, v}^e
\]

(2.110)
The analogous of the assumption (2.104) in the two dimensional case is

\[
\eta_v^{2d} = \sup_{h^* < h \leq \bar{h}} \max\{|\lambda \lambda_0|, |\lambda \lambda_h|, |\sqrt{\lambda e^{-1}} \mu_h|, |\varepsilon \nu_0|, |a_0|, |b_0|, |z_0|, |e_0|\} \ll 1
\]

(2.111)

For what concerns the renormalized dimension for \( h > \bar{h} \) we remind that

\[
\delta_v^{3d, >} = 5 - \frac{3}{4} n_v^e - \frac{1}{2} n_{\partial, v}^e - n_{\partial, v}^e
\]

\[
\delta_v^{2d, >} = 2 - \frac{1}{2} n_v^e - \frac{1}{2} n_{\partial, v}^e - n_{\partial, v}^e
\]

(2.112)

while the improvements of the scaling dimensions are

\[
z_v^{3d, >} = \begin{cases} 2 & n_v^e = 2 \\ 1 & n_v^e = 3 \\ 0 & \text{otherwise} \end{cases}
\]

\[
z_v^{2d, >} = \begin{cases} 2 & n_v^e = 2 \\ 1 & n_v^e = 3, 4 \\ 0 & \text{otherwise} \end{cases}
\]

(2.113)
Short memory property. An immediate corollary of the dimensional estimates (2.102) for the three dimensional case is that contributions from trees in $T_h,n$ with a vertex $v$ on scale $h_v = k > h$ admit an improved bound with respect to the $n!$ bound in 2.157, of the form $\leq C_n \eta^n n! \gamma^h D_{v_0}^{3d, <} \gamma^{\vartheta(h-k)}$, for any $0 < \vartheta < 2$. In fact, in the basic power counting we have the product

$$\prod_{v \text{ not e.p.} \atop v > v_0} \gamma^{-(h_v - h_{v'})} D_{v}^{3d, <}$$

with $D_{v}^{3d, <} < 2$. However $D_{v}^{3d, <} < 0$ is a sufficient condition to guarantee the convergence. Then, for any $0 < \vartheta < 2$ we can rewrite the previous product as

$$\prod_{v \text{ not e.p.} \atop v > v_0} \gamma^{-(h_v - h_{v'})} (D_{v}^{3d, <} - \vartheta) \gamma^{\vartheta(h_v - h_{v'})}$$

(2.115)

For a tree with a branch $B$ going from scale $h$ to scale $k \gg h$ the product of the factors $\gamma^{\vartheta(h_v - h_{v'})}$ in (2.115) along the branch gives the factor

$$\prod_{v \in B} \gamma^{-(h_v - h_{v'}) \vartheta} = \gamma^{-(k-h)\vartheta}$$

(2.116)

which can be thought as a dimensional gain with respect to the “basic” dimensional bound. This improved bound is usually referred to as the short memory property, since indicates that long trees (i.e. trees with non trivial interactions at scale more and more distant from $h$) are exponentially suppressed.

The short memory factors that can be extracted from the dimensional estimate of a generic diagram in three and two dimensions, above and below $\bar{h}$ are:

$$0 < \vartheta^{3d}_> < \frac{1}{2} ; \quad 0 < \vartheta^{3d}_< < 2$$

$$0 < \vartheta^{2d}_> < \frac{1}{2} ; \quad 0 < \vartheta^{2d}_< < \frac{1}{2}$$

(2.117)
2.4 Effective potentials and renormalized measure

In the previous section we have seen that the effect of the localization operator $\mathcal{L}$ is to identify at each step of the multiscale integration some new effective couplings. For each dimension and each value of $h$ we may write

$$\mathcal{L}\hat{V}_h(\psi) = \mathcal{L}_0\hat{V}_h(\psi) + \mathcal{L}_Q\hat{V}_h(\psi)$$

(2.118)

with $\mathcal{L}_Q\hat{V}_h(\psi)$ defined by

$$\mathcal{L}_Q\hat{V}_h(\psi) = \rho_0 R_0^{-2} \left( \frac{1}{2} \tilde{z}_h \int (\psi_x^L)^2 dx \right) \quad \tilde{h} < h \leq 0$$

$$\mathcal{L}_Q\hat{V}_h(\psi) = \rho_0 R_0^{-2} \left( \frac{1}{2} z_h \int (\psi_x^L)^2 dx + \frac{1}{2} a_h \int (\partial_k \psi_x^L)^2 dx \right. + \left. \frac{1}{2} b_h \int (\partial_k \psi_x^L)^2 dx + e_h \int \psi_x^L \partial_k \psi_x^L dx \right) \quad h \leq \tilde{h}$$

(2.119)

In the high momentum region $\mathcal{L}_Q\hat{V}_h(\psi)$ contains only the local quadratic term proportional to $z_\tilde{h}$, with $z_0 = \varepsilon$ Bogoliubov contribution to the measure. In the low momentum region, on the contrary, we define $\mathcal{L}_Q\hat{V}_h(\psi)$ so that it contains all the local quadratic terms in the bosonic fields.

Now we can iteratively define a new family of effective potential $\mathcal{V}_h$, as follows. Let consider the functional integral in (2.20) after the first step of the integration:

$$e^{-|\mathcal{A}|W_h(\rho_0)} = e^{-\varepsilon_{-1}(\rho_0)} \int P_{Q_0, \chi(\hat{\nu}, \nu, \nu, -1)}(d\psi^{(\leq \nu)}_{\nu}) e^{-\mathcal{V}_{-1}(\psi^{(\leq \nu)})}$$

(2.120)

with $P_{Q_0, \chi(\hat{\nu}, \nu, \nu, -1)}(d\psi^{(\leq \nu)})$ the measure with covariance

$$g^{[\hat{\nu}, \nu, -1]}_{\alpha \alpha'}(x) = \int \frac{d^{d+1}k}{(2\pi)^{d+1}} e^{-ikx} \chi^{[\hat{\nu}, \nu, -1]}(k) g^{(0)}_{\alpha \alpha'}(k)$$

(2.121)

with $\alpha, \alpha' = l, t$ and

$$g^{(0)}_{\alpha \alpha'}(k) = \rho_0 R_0^{-2} \left( \frac{k^2 + \varepsilon \chi^{[\hat{\nu}, \nu, -1]}(k)}{-k_0} \right) k_0 \varepsilon^{-1} k^2$$

(2.122)

We can renormalize the measure $P_{Q_0, \chi(\hat{\nu}, \nu, \nu, -1)}(d\psi^{(\leq \nu)})$ by adding to the exponent of its gaussian weight the local quadratic terms in $\mathcal{L}_Q\hat{V}_{-1}(\psi)$, by using the property (1.124). In this way we get:

$$e^{-|\mathcal{A}|W_h(\rho_0)} = e^{-\varepsilon_{-1}(\rho_0)} e^{-t_{-1}} \int P_{Q_{-1}, \chi(\hat{\nu}, \nu, \nu, -1)}(d\psi^{(\leq \nu)}) e^{-\mathcal{V}_{-1}(\psi^{(\leq \nu)})}$$

(2.123)

where $t_{-1}$ takes into account the different normalization of the functional integrals. The measure $P_{Q_{-1}, \chi(\hat{\nu}, \nu, \nu, \nu)}(d\psi^{(\leq \nu)})$ is given by

$$\int P_{Q_{-1}, \chi(\hat{\nu}, \nu, \nu, \nu)}(d\psi^{(\leq \nu)}) := e^{-t_{-1}} \int P_{Q_0, \chi(\hat{\nu}, \nu, \nu, \nu)}(d\psi^{(\leq \nu)}) e^{-\mathcal{L}_Q\hat{V}_h(\psi^{(\leq \nu)})}$$

(2.124)
with the matrix \( Q_{-1} \) defined as
\[
Q_{\alpha\alpha}^{(-1)}(k) = Q_{\alpha\alpha}^{(0)}(k) + q_{\alpha\alpha}^{(-1)}(k) \chi_{\{h^\ast,-1\}}(k) 
\] (2.125)
with \( Q_{tt}^{(0)}(k) = z_0 \chi_{\{h^\ast,0\}}(k), Q_{tt}^{(0)} = Q_{\beta\beta}^{(0)} = 0 \) and \( q_{\alpha\alpha}^{(-1)} \) the matrix of the local terms \( \mathcal{L} \mathcal{V}_{-1} \) generated by the integration over the \( \psi^{(-1)} \) fields:
\[
q_{\alpha\alpha}^{(-1)} = \begin{pmatrix} z_{-1} & 0 \\ 0 & 0 \end{pmatrix} 
\] (2.126)
Its propagator has the same form than (2.21) but with \( g_{\alpha\alpha}^{(0)} \), substituted by
\[
g_{\alpha\alpha}^{(-1)}(k) = g_{\alpha\alpha}^{(0)}(k)^{-1} + Q_{\alpha\alpha}^{(-1)}(k) 
\] (2.127)
At this point we can integrate (2.123) at scale \(-1\); defining
\[
e^{-\mathcal{V}_{-2}(\psi^{(\leq -2)}) - \mathcal{E}_{-1}} = \int P_{Q_{-1},f_{-1}}(d\psi^{(-1)}) e^{-\mathcal{V}_{-1}(\psi^{(-1)})} 
\] (2.128)
we get
\[
e^{-|A|W_{h^\ast}(\rho_0)} = e^{-\mathcal{E}_{-2}(\rho_0)} \int P_{Q_{-1},\chi_{\{h^\ast,-2\}}}(d\psi^{(\leq -2)}) e^{-\mathcal{V}_{-2}(\psi^{(\leq -2)})} 
\] (2.129)
with \( \mathcal{E}_{-2} = \mathcal{E}_{-1} + t_{-1} + \tilde{\mathcal{E}}_{-1} \). Iterating the previous scheme we may write (2.120) as follows:
\[
e^{-|A|W_{h^\ast}(\rho_0)} = e^{-\mathcal{E}_{-2}(\rho_0)} \int P_{Q_{-2},\chi_{\{h^\ast,-2\}}}(d\psi^{(\leq -2)}) e^{-\mathcal{V}_{-2}(\psi^{(\leq -2)})} 
\] (2.130)
\[
\hspace{1cm} = \ldots = e^{-\mathcal{E}_h(\rho_0)} \int P_{Q_{h},\chi_{\{h^\ast,h\}}}(d\psi^{(\leq h)}) e^{-\mathcal{V}_h(\psi^{(\leq -2)})} 
\] (2.131)
with \( E_{h-1} = E_h + t_h + \tilde{E}_h \) at each step. The procedure so far described leads to the definition of new families of measures \( P_{Q_h,\chi}(\psi^{(\leq h)}) \) and effective potentials \( \mathcal{V}_h(\psi^{(\leq h)}) \). The effective potentials are defined as in (2.128)
\[
e^{-\mathcal{V}_h(\psi^{(\leq h)}) - \mathcal{E}_h} = \int P_{Q_{h+1},f_{h+1}}(\psi^{(h+1)}) e^{-\mathcal{V}_{h+1}(\psi^{(h+1)})} 
\] (2.131)
For \( h < h < 0 \) the difference between the potentials \( \mathcal{V}_h \) and \( \mathcal{V}_{h} \) is only that the latter does not contain the local term proportional to \( z_h \), which has been included in the measure. For \( h \leq h \) the effective potential \( \mathcal{V}_h(\psi^{(\leq 3)}) \) does not contain any of local quadratic terms generated by the integration on scale \( h + 1 \), that is:
\[
\mathcal{L} \mathcal{V}_h(\psi) = \rho_0 R_0 h \chi(d = 2) \int \left( \psi^t_x \right)^6 dx + \gamma(d - 3) h \lambda_h \int \left( \psi^t_x \right)^4 dx 
\]
\[
+ \gamma \frac{d-3}{d} h \mu_h \int \left( \psi^t_x \right)^2 \psi^t_x dx + \gamma h_2 h \int \left( \psi^t_x \right)^2 dx 
\] (2.132)
For what concerns the family of measures $P_{Qh,fh}(d\phi(\leq h))$, they have the following propagator

$$g^{(h)}_{\alpha\alpha'}(x) = \int \frac{d^{d+1}k}{(2\pi)^{d+1}} e^{-ikx} f_h(k) g^{(h)}_{\alpha\alpha'}(k) \tag{2.133}$$

with

$$\left( g^{(h)}_{\alpha\alpha'}(k) \right)^{-1} = \left( g^{(0)}_{\alpha\alpha'}(k) \right)^{-1} + \sum_{j=h}^{0} q^{(j)}_{\alpha\alpha'} \chi_{[h^*,j]}(k)$$

$$= \left( \begin{array}{cc}
{k^2 + Z_h(k)} & {E_h(k) k_0} \\
{E_h(k) k_0} & {A_h(k) k^2 + B_h(k) k_0^2}
\end{array} \right) \tag{2.134}$$

where for each scale $h$

$$Z_h(k) = Z_{h-1} + z_h \chi_{[h^*,h]}(k) \tag{2.135}$$

while we have

$$E_h(k) = A_h(k) = 1 \quad B_h(k) = 0 \quad \bar{h} < h \leq 0 \tag{2.136}$$

and

$$E_h(k) = E_{h+1}(k) + e_{h+1} \chi_{[h^*,h]}(k)$$

$$A_h(k) = A_{h+1}(k) + a_{h+1} \chi_{[h^*,h]}(k)$$

$$B_h(k) = B_{h+1}(k) + b_{h+1} \chi_{[h^*,h]}(k) \quad h \leq \bar{h} \tag{2.137}$$

with initial conditions

$$Z_0(k) = \varepsilon \chi_{[h,0]}(k); \quad A_0 = E_0 = 1; \quad B_0 = 0 \tag{2.138}$$

Then it turns to be

$$Z_h(k) = \sum_{j=h}^{0} z_j \chi_{[h^*,j]}(k)$$

$$A_h(k) - 1 = \sum_{j=h}^{h} a_j \chi_{[h^*,j]}(k)$$

$$B_h(k) = \sum_{j=h}^{h} b_j \chi_{[h^*,j]}(k)$$

$$E_h(k) - 1 = \sum_{j=h}^{h} e_j \chi_{[h^*,j]}(k) \tag{2.139}$$

The functions $\{A_h(k), B_h(k), E_h(k), Z_h(k)\}$ are called wave function renormalization functions, since they represent the renormalization of the propagator due to the integration on the fields living on momentum scales greater then $\gamma^h$. 
Wave function renormalization constants

The wave function renormalization functions depends on $|k|$ through the cutoff function, see (2.139). When we evaluate them at a certain value of $|k|$ we get the wave function renormalization constants. Given a generic wave function renormalization function $Q_h(k)$ with $h \geq h^*$ we choose as scale of the localization $\tilde{k}$ such that $|\tilde{k}|^2 = \frac{2\gamma^2}{\gamma^2 h^* + 1} \gamma^2 h$. For this value of $|k|$ we have that all the cutoff functions $\chi[h^*,j](|k|)$, with $j \geq h$ appearing in the definition (2.139) are equal to one; then the renormalization constants take their maximum value in $|\tilde{k}|$. We define:

$$
Z_h := \max_k Z_h(k) = \sum_{j=h}^0 z_j \\
A_h := \max_k A_h(k) = A_0 + \sum_{j=h}^h a_j \\
B_h := \max_k B_h(k) = \sum_{j=h}^h b_j \\
E_h := \max_k E_h(k) = E_0 + \sum_{j=h}^h e_j 
$$

The definition of the renormalization constants is well defined if it is independent on the particular choice of the cutoff function $\chi[h^*,0](k)$ appearing in the effective potential, that is

$$
Z_j^{[h^*]} \equiv Z_j \quad \forall j > h
$$

with the label $[h^*]$ in $Z_j^{[h^*]}$ referring to the lower scale of the cutoff function. This is of course an essential condition to have a definition which makes sense in the limit $h \to -\infty$ and is easily verified.

Proof of (2.141). For simplicity of notation in the following we will take $|\tilde{k}| = \gamma^h$ for a certain scale $h$. Let consider two different models with cutoff functions $\chi[h,0](k)$ and $\chi[h^*,0](k)$ with $\tilde{h} < h^*$; the renormalized wave functions at scale $h$ are respectively:

$$
Z_h^{[\tilde{h}]}(k) = Z_0 + \sum_{j=\tilde{h}}^0 z_j \chi_{[\tilde{h},j]}(k) \\
Z_h^{[h^*]}(k) = Z_0 + \sum_{j=h}^0 z_j \chi_{[h^*,j]}(k) 
$$

Since $\chi_{[h,j]}(\gamma^h) = \chi_{[h^*,j]}(\gamma^h)$ for each $h > h^*$ then $Z_h^{[\tilde{h}]} = Z_h^{[h^*]}$ for each $h > h^*$. Then, if $h = h^*$, the definition of $Z_h^{[\tilde{h}]}$ and $Z_h^{[h^*]}$ are not equivalent but their difference
is small, in fact:

\[ Z_{h^*}^{[h^*]} = Z_0 + \sum_{j=h^*+1}^0 j \chi_{[h^*,j]}(\gamma_{h^*}) + z_{h^*} f_{h^*}(\gamma_{h^*}) \]

\[ = Z_0 + \sum_{j=h^*}^0 j \chi_{[h,j]}(\gamma_{h^*}) + z_{h^*} \left( f_{h^*}(\gamma_{h^*}) - \chi_{[h,h^*]}(\gamma_{h^*}) \right) \]

\[ = Z_{h^*}^{[h]} - z_{h^*} \chi_{[h,h^*]}(\gamma_{h^*}) \]  

(2.143)

where \( z_{h^*} \chi_{[h,h^*]}(\gamma_{h^*}) \) is a very small quantity, as discussed just below; note also that \( \chi_{[h,h^*]}(\gamma_{h^*}) \) which would equal to zero in case of sharp cutoff functions.

Let now consider the renormalized propagator (2.133). It is simple to see that the dependence on \( k \) of the renormalized wave functions is in general very weak. In fact, if we consider a propagator on scale \( h > h^* \), with \( h^* \) the infrared cutoff the wave function renormalization constants have to be evaluated on the support of \( f_h(k) \). On this support \( \chi_{[h^*,j]}(k) = 1 \) for all \( j > h \) and then we have, for example

\[ f_h(k) Z_h(k) = f_h(k) \left( \sum_{j=h+1}^0 j + z_h f_h(k) \right) \]

\[ = f_h(k) \left( Z_{h+1} + z_h f_h(k) \right) = f_h(k) \left( Z_h + z_h (f_h(k) - 1) \right) \]  

(2.144)

where \( z_h \) is the last scale contribution to the beta function of \( \hat{V}^{(h)}_{20}(k) \) and is a small quantity with respect to \( Z_h \):

\[ \frac{z_h}{Z_h} = O(\lambda \varepsilon^{-1/2}) \quad d = 3 \]

\[ \frac{z_h}{Z_h} = O(\lambda \lambda_h) \quad d = 2 \]  

(2.145)

where \( \varepsilon^{-1} \lambda_h \ll 1 \) and \( \lambda \lambda_h \ll 1 \) are the assumption for the \( n! \)-bounds, see (2.104) and (2.111). Under the same assumptions we can prove that also \( a_h, b_h \) and \( e_h \) are small quantities with respect to \( A_h, B_h \) and \( E_h \). Then we may conclude that on the support of \( f_h(k) \) we can

a) neglect the dependence on \( k \) of \( Z_h, A_h, B_h \) and \( E_h \) in the renormalized propagator

b) approximate the wave function renormalization constants at scale \( h + 1 \) by the corresponding constants at scale \( h \), since \( Z_h = Z_{h+1} + z_h \).
2.4.1 Bounds for the renormalized propagator

We are now ready to derive the dimensional bound for the Feynman graphs produced by the multiscale integration with the renormalized measure we have just introduced. In order to do that we need it is crucial to find bounds for the renormalized propagator defined by (2.133).

High momenta region $\tilde{h} < h \leq 0$

The discussion for the high momentum region $\tilde{h} < h \leq 0$ is trivial, since only the local quadratic term has been included in the free measure. Then the trees contributing to the expansion of the effective potentials $\mathcal{V}_h$ with $\tilde{h} < h \leq 0$ are the same than the ones in the multiscale expansion for $\tilde{V}_h$, except for the fact that there are no endpoints with two external dashed legs and that the propagator at scale $h$ is given by

$$g^{(h)}_{\alpha\alpha}(k) = \left( \begin{array}{c} k^2 & k_0 \\ k_0 & k_0^2 + \frac{Z_h(k)}{k^2} \end{array} \right)$$

with $Z_h(k) \leq k^2$ for each $h \geq \tilde{h}$, by definition of $\tilde{h}$. We remind that $g^{(h)}_{\alpha\alpha}(x)$ is obtained by integrating $g^{(h)}_{\alpha\alpha}(k)$ over the support of $f_h(k)$, see (2.133). The dimensional estimate of the renormalized propagator in this region is not changed with respect to the non–renormalized one. The following bounds hold.

Result 1. ($n!$–bounds $\tilde{h} < h \leq 0$) Let consider the quantity $||V^{(h):n}_{l_1^n l_2^n}||$ defined by the expression (2.48) with $\tilde{h} < h \leq 0$, but with the sum over the trees running over the renormalized trees obtained by the localization procedure defined in (2.82) and (2.86), respectively for the 3d and 2d cases. Here $||V^{(h):n}_{l_1^n l_2^n}||$ is an estimate for the coefficient of order $n$ of the effective potential at scale $\tilde{h} < h \leq 0$ with fixed number of external legs. Let $\bar{\eta}$ defined by

$$\bar{\eta} = \sup_{\tilde{h} < h \leq 0} \{ \lambda \varepsilon^{-1} \bar{\lambda}_h, \sqrt{\lambda \varepsilon^{-1}} \bar{\nu}_h, \bar{\alpha}_h, \bar{\varepsilon}_h \}$$

be small enough (where in 3d the endpoint of type $\bar{\lambda}_h$ can be present only at scale 0). Then

$$||V^{(h):n}_{l_1^n l_2^n}|| \leq C^n \bar{\eta}^n n! \left( \rho_0 R_0^{-2} \right) C_0(P_{v_0}; \varepsilon, \rho_0, R_0) r^k \delta_{v_0}$$

for some constant $C$. Here $\varepsilon = \lambda \rho_0 R_0^d$, the scaling dimensions in three and two dimensions are

$$\delta_{3d,>}^{v,>} = \frac{5}{2} - \frac{3}{4} n_v^e - \frac{1}{2} n_{\partial x,v}^e - n_{\partial b,v}^e$$
$$\delta_{2d,>}^{v,>} = \frac{5}{2} - \frac{3}{4} n_v^e - \frac{1}{2} n_{\partial x,v}^e - n_{\partial b,v}^e$$

and

$$C_0(P_{v_0}; \varepsilon, \rho_0, R_0) = \left( \lambda \varepsilon^{-1} \right)^{1 - \frac{1}{2}(n_v^f + n_v^r)} = \left( \rho_0 R_0^d \right)^{-1 + \frac{1}{2}(n_v^f + n_v^r)}$$

(2.150)
2.4 Effective potentials and renormalized measure

Low momenta region $h \leq \tilde{h}$

Note that with respect to the multiscale expansion for $\mathcal{V}_h$, the trees contributing to the expansion of the effective potentials $\mathcal{V}_h$ with $h \leq \tilde{h}$ do not have any endpoint with two external legs, since the local quadratic terms have all been included in the measure. Let assume that

$$
1 \leq A_h \leq 1 + o(1) \\
0 \leq E_h \leq 1 \\
1 - E_h \leq \varepsilon B_h \leq 1
$$

These bounds are proven in chapter 3 at all orders, using the beta function equation. Using (2.151) we can prove that $D_h(k) \geq \varepsilon Z_h(k^2 + \varepsilon k^2)$ and then

$$
|\tilde{g}_{lt}^{(h)}(k)| \leq (\text{const.}) \varepsilon \gamma^{-2h} \\
|\tilde{g}_{lt}^{(h)}(k)| \leq (\text{const.}) \gamma^{-h} \\
|\tilde{g}_{ll}^{(h)}(k)| \leq (\text{const.}) Z_h^{-1}
$$

Bounds for the “last scale” propagator

We have proved that the renormalized propagator $g^{(h)}(k)$, under the assumptions (2.151), has the same behavior of the unrenormalized one (apart for an extra $Z_h^{-1}$ for the $g^{(h)}_{lt}$ propagator) for each $h > h^*$, with $h^*$ the lower boundary of the cutoff function in the effective potential $\mathcal{W}^\ast(\rho_0)$. The behavior of the “last scale” propagator, i.e. $g^{(h^*)}(x)$ is a bit more subtle to analyze; in fact let consider the momenta $k$ such that $|k| \leq 2\gamma^{2h^*}/(\gamma^2 + 1)$ with $f_{h^*}(k) \neq 0$. In this region, which is the very left tail of the cutoff function $\chi_{[h^*, 0]}(k)$, all the cutoff functions $\chi_{[h^*, j]}(k)$ contained in the definition of the wave function renormalization functions are right equal to $f_{h^*}(k)$. Then we have:

$$
Z_{h^*}(k) = Z_{h^*} f_{h^*}(k) \\
A_{h^*}(k) = 1 + (A_{h^*} - 1) f_{h^*}(k) \\
B_{h^*}(k) = B_{h^*} f_{h^*}(k) \\
E_{h^*}(k) = 1 + (E_{h^*} - 1) f_{h^*}(k)
$$

with $Z_{h^*}, A_{h^*}, B_{h^*}$ and $E_{h^*}$ satisfying (2.151). If we are really around $|k| = \gamma^{2h^*}$ then $f_{h^*}(k) = 1$ and we get $Q_{h^*}(k) = Q_{h^*}$ for each of the wave functions renormalization functions. The problem appears for $f_{h^*}(k)$ going to zero, since the propagator in momentum space $g_{lt}^{(h^*)}(k)$ and $g_{ll}^{(h^*)}(k)$ are not longer bounded. In fact we have

$$
\frac{1}{D_{h^*}(k)} \leq \frac{1}{E_{h^*} f_{h^*}(k) \gamma^{2h^*}}
$$

(2.154)
while the numerators $p_{l_1}^{(h^*)}(k)$ and $p_{l_2}^{(h^*)}(k)$ are finite. However, if we consider the behavior of the product of the propagator in the momenta space with the cutoff function, i.e.

$$g_{\alpha\alpha'}^{(h^*)}(k) = f_{h^*}(k)g_{\alpha\alpha'}^{(h^*)}(k)$$

(2.155)

then we may prove the following uniform bounds in $k$ for $g_{\alpha\alpha'}^{(h^*)}(k)$:

$$|g_{ll}^{(h^*)}(k)| \leq (\text{const.}) \varepsilon^{-2h^*}$$

$$|g_{ll}^{(h^*)}(k)| \leq (\text{const.}) \gamma^{-h^*}$$

$$|g_{ll}^{(h^*)}(k)| \leq (\text{const.}) Z_{h^*}^{-1}$$

(2.156)

We see as the last scale renormalized propagators satisfy the same estimates than the renormalized propagators at scale $h > h^*$ on the support of $f_{h^*}(k)$. The fact that, in order to prove bounds which are also valid on the left tail of the cutoff function $\chi_{[h^*,\infty]}(k)$, we need one cutoff function for each propagator will be crucial in the analysis of the local WIs, see sec. 4.2.4. This is the reason why we have devoted so much attention on this point.

**Statement of the $n!$ bounds for $\mathcal{V}_h(\psi)$**

We can now write the counterpart of (2.102) for the kernels of the effective potentials $\mathcal{V}_h$. With respect to (2.102) we have only endpoints with at least three external legs and an extra factor $Z_{h^*}^{-1}$ must be added, for each longitudinal propagator at scale $h_v$. If $\Gamma$ is a generic Feynman diagram contributing to $\mathcal{L}V_n^{(h):n}$ the following bounds hold:

$$\|\text{Val}(\Gamma)\| \leq C^n \left( \rho_0 R_0^{-2} \right) C_{3d}(P_v, \varepsilon, \rho_0, R_0) \gamma_h \delta^{3d, <}_{v} \prod_{v, \text{not e.p.}} \gamma_v^{(h_v-h_{v'}, \varepsilon)} \delta^{3d, <}_{v_v} \prod_{v \text{e.p.}} (\lambda_h v) \left( \varepsilon^{-1/2} \mu_{h_v} \right) \left( \varepsilon v_{h_v} \right) \prod_{v, \text{not e.p.}} \left( \varepsilon Z_{h_v}^{-1} \right) d = 3$$

$$\|\text{Val}(\Gamma)\| \leq C^n \left( \rho_0 R_0^{-2} \right) C_{2d}(P_v, \varepsilon, \rho_0, R_0) \gamma_h \delta^{2d, <}_{v} \prod_{v, \text{not e.p.}} \gamma_v^{(h_v-h_{v'}, \varepsilon)} \delta^{2d, <}_{v_v} \prod_{v \text{e.p.}} (\lambda_v) \left( \sqrt{\lambda v}^{-1} \mu_{h_v} \right) \left( \varepsilon v_{h_v} \right) \lambda_{h_v} \lambda_{h_v} \prod_{v, \text{not e.p.}} \left( \varepsilon Z_{h_v}^{-1} \right) d = 2$$

(2.157)

with $\delta^{3d, <}_v$ and $\delta^{2d, <}_v$ defined respectively in (2.101) and (2.109) and scaling dimensions equal to

$$\delta^{3d, <}_v = 4 - 2n_{l,v} - n_{l,v} - n_{\partial,v}$$

$$\delta^{2d, <}_v = 3 - \frac{3}{2} n_{l,v} - \frac{1}{2} n_{\partial,v} - n_{\partial,v}$$

(2.158)
The effect of the renormalization of the measure on the bound for a generic Feynman diagram, under the assumptions (2.151), consists only in the product of $Z_h^{-1}$'s over the longitudinal–longitudinal propagators. In order to bound this factor we consider some assumptions on $Z_h$ and $\mu_h$, which are a posteriori justified by two global Ward identities relating $\lambda_h$, $\mu_h$ and $Z_h$ among them, as described in sect. 3.1. We assume that

\[ Z_h \geq (\text{const.}) \mu_h \quad d = 3 \quad (2.159) \]
\[ Z_h \geq (\text{const.})(\mu_h)^2 / \lambda_h \quad d = 2 \quad (2.160) \]

and also that in the two dimensional case

\[ c_1 \gamma_2^2 \lambda_h \leq \mu_h \leq c_2 \gamma_2^2 \lambda_h \quad d = 2 \quad (2.161) \]

We now note that to each propagator $g_h^{(h)}(k)$ we can associate the two vertices of type $\mu$ where the two dashed “half–lines” come from. In fact the vertices of type $\mu$ are the only vertices carrying dashed lines. Due to the presence of the cutoff function $f_h(k)$ in $g_h^{(h)}(k)$, at least one of these two $\mu$ vertices must be at scale $h$. Then in the three dimensional case, using (2.159), we can always bound $Z_h^{-1}$ with the corresponding vertex $\mu_h$, i.e.

\[ \frac{\varepsilon^{-1/2} \mu_h}{\varepsilon^{-1} Z_h} \leq (\text{const.}) \varepsilon^{1/2} \quad d = 3 \quad (2.162) \]

In the three dimensional case the following bounds hold:

**Result 2.** (n!–bounds $h \leq \bar{h}$, $d = 3$) Let consider the quantity $||V^{(h);n}_{n_1';n_1}||$ defined by the expression (2.48), but with the sum over the trees running over the renormalized trees obtained by the localization procedure defined in (2.90). Here $||V^{(h);n}_{n_1';n_1}||$ is an estimate for the coefficient of order $n$ of the renormalized expansion for the kernel of the effective potential at scale $h \leq \bar{h}$ with fixed number of external legs. Let $\eta^{3d}_n$ defined by

\[ \eta^{3d}_n = \sup_{h^* < h \leq \bar{h}} \{ \lambda_h, \varepsilon^{-1/2} \mu_h, \varepsilon \nu_h \} \quad (2.163) \]

be small enough. If $A_h - 1 \leq o(1), 0 \leq B_h \leq \varepsilon^{-1}, \frac{Z_h}{E_h} = \varepsilon(1 + o(1))$ and $Z_h \geq (\text{const.})\mu_h$, then

\[ ||V^{(h);n}_{n_1';n_1}|| \leq C_n (\eta^{3d}_n)^{n-n_1} n! \left( \rho_0 R_0^{-2} \right) C_{3d}(P_{v_0}; \varepsilon, \rho_0, R_0) \gamma_h^{\delta_h < v_0} \quad (2.164) \]

for some constant $C$. Here $\varepsilon = \lambda \rho_0 R_0^d$ and

\[ C_{3d}(P_{v_0}; \varepsilon, \rho_0, R_0) = \left( \lambda \varepsilon^{-\frac{1}{2}} \right)^L \varepsilon^{-2 + \frac{3}{2} n_1 + \frac{1}{2} n_1^2 + \frac{1}{2} n_1 \delta_h + \frac{1}{2} n_1 \varepsilon} \quad (2.165) \]

depends only on the loop number, once the labels $\{P_{v_0}\}$ of the external legs are fixed.
Figure 2.18. Effective renormalized scaling dimensions of the kernels such that $\tilde{\delta}^{2d, <} > 0$. For each kernel the effective renormalized dimension is reported, which is equal to the renormalized scaling dimension $\tilde{\delta}^{2d, <} = \tilde{\delta}_v^{2d, <} - z_v^{2d, <}$, see (2.109) for a definition of $z_v^{2d, <}$. The kernels on the last line are effectively marginal.

The two dimensional case is much more subtle. In fact, as we can see from (2.160) in order to bound $Z_h^{-1}$ both the two $\mu$ vertices must be at scale $h$. In this case we have

$$\frac{\lambda \epsilon^{-1} \mu_h^2}{\epsilon^{-1} Z_h} \leq (\text{const.}) \lambda \lambda_h \quad d = 2$$

where $\lambda \lambda_h$ is supposed to be bounded. On the opposite, if one of the two $\mu$ vertices is at scale $k > h$, using (2.160) and (2.161), we find

$$\frac{\lambda \epsilon^{-1} \mu_h \mu_k}{\epsilon^{-1} Z_h} \leq (\text{const.}) \lambda \lambda_h \frac{\mu_k}{\mu_h} \leq (\text{const.}) \lambda \lambda_k \gamma^{-\frac{1}{2}}(h-k)$$

where $\gamma^{-\frac{1}{2}}(h-k) = \gamma^{\frac{1}{2}|h-k|}$ tends to infinity as $|h-k| \rightarrow +\infty$. If one tries to compensate this bad factor by the short memory property, one immediately notes that there are some kernels with external dashed lines for which the short memory factor is not sufficient: for example the kernel $V_{14}^{(k)}$ has renormalized scaling dimension $-1/2$, so that, if the dashed line of this kernel is contracted with a dashed line at scale $h$ we can only extract a factor $\gamma^{\vartheta (h-k)}$ with $\vartheta < 1/2$, which is not sufficient to compensate the divergence in (2.167).

To take into account the presence of the “dangerous” diagrams where all the external dashed lines are contracted with other dashed lines at lower scales, we define an effective scaling dimension $\tilde{\delta}^{2d, <}$ obtained from the scaling dimension $\delta^{2d, <}$ by increasing of $1/2$ the dimension of each dashed line:

$$\tilde{\delta}^{2d, <} = 3 - \frac{3}{2} n_{l,v}^e - \frac{1}{2} n_{t,v}^e - n_{\partial,v}^e$$

The effective dimension (2.168) is negative in the following cases: $n_{l}^e \geq 4; n_{l}^e = 3$ and $n_{l}^e > 0; n_{l}^e = 2$ and $n_{l}^e > 2; n_{l}^e = 1$ and $n_{l}^e > 4$. In the remaining cases,
when $\hat{z}_v^{2d,<}$ is not negative, we can wonder if the effective renormalized dimension $\hat{D}_v^{2d,<} = \delta_v^{2d,<} - z_v^{2d,<}$, with $z_v^{2d,<}$ given by (2.109), is negative, i.e., if the bad factor coming from the contraction of the dashed lines is compensated by the renormalization procedure.

The renormalized effective dimensions $\hat{D}_v^{2d,<}$ for the diagrams with positive effective dimension $\delta_v^{2d,<}$ are shown in fig. 2.18. There are five kernels for which the effect of renormalization (the factor $z_v^{2d,<}$) is sufficient to compensate the increasing of the dimensions due to the contraction of the external dashed legs. However three new effective marginal kernels appears. One is then worried that the renormalized perturbation theory is again affected by logarithmic divergences.

The solution of this apparent problem stays in defining a localization procedure also on the new marginal kernels, even if they appear as irrelevant in a “naive” dimensional analysis. As usual, we define

$$
\mathcal{L}_v^{2d} \hat{V}^{(h)}_{14}(k_1, \ldots, k_4) := \hat{V}^{(h)}_{14}(0, \ldots, 0) = \rho_0 R_0^{-2} \omega_h F_{14}
$$

$$
\mathcal{L}_v^{2d} \hat{V}^{(h)}_{22}(k_1, k_2, k_3) := \hat{V}^{(h)}_{22}(0, \ldots, 0) = \rho_0 R_0^{-2} \gamma^{-h} \lambda'_h F_{22}
$$

$$
\mathcal{L}_v^{2d} \hat{V}^{(h)}_{30}(k, p) := \hat{V}^{(h)}_{30}(0, 0) = \rho_0 R_0^{-2} \gamma^{-\frac{3}{2}h} \mu'_h F_{30}
$$

with $F_{n_e,n_e}$ defined in (2.84) and $\omega_h$, $\lambda'_h$ and $\mu'_h$ defined with in front their “naive” scaling dimensions. In this way the renormalized part of the kernels $\hat{V}_{14}^{(h)}$, $\hat{V}_{22}^{(h)}$ and $\hat{V}_{30}^{(h)}$ has negative effective dimension. Then for each irrelevant kernel we can extract a short memory factor equal to $1/2$ times the number of dashed legs outgoing from the kernel itself and control the bad factor $Z_{-1}^{-1}$ coming from the propagators $g_{ll}^{(h)}$.

The problem of controlling the bad factor $\gamma^{-\frac{1}{2}(h-k)}$, arising in the contraction of two external legs coming from different scales, ends in controlling the flow equations of the new couplings $\omega_h$, $\lambda'_h$ and $\mu'_h$. This may seem an hopeless perspective, since in the two dimensional case we already have eight running couplings to be controlled. The latter goal will be achievable thanks to the use of three additional global WIs (with respect the WIs which we will also use in the three dimensional case) allowing us to prove the following bounds on the new marginal couplings:

$$
\omega_h \leq (\text{const.}) \lambda_{6,h} \gamma^{\frac{h}{2}}
$$

$$
\lambda'_h \leq (\text{const.}) \lambda_{6,h} \gamma^{h}
$$

$$
\mu'_h \leq (\text{const.}) \lambda_{6,h} \gamma^{\frac{3}{2}h}
$$

The behavior in (2.170) is just what we need in order to control the “bad” factors which may be generated by the contraction of the dashed external legs of the new vertices $\lambda'_h$, $\mu'_h$ and $\omega_h$. Note that, due to the property of the cutoff functions $f_j(k)$ the outgoing lines of the running coupling constants at scale $h$ may be only contracted at scale $h - 1$ or $h + 1$; then the dangerous situation expressed by eq. (2.167) never occurs.
By using (2.170) and (2.161) we get
\[
\| \text{Val}(\Gamma) \| \leq (\text{const.}) \rho_0 R_0^2 \lambda^{1 - \frac{1}{2} (n_v^p + n_v^q)} \varepsilon^{-2 + \frac{3}{2} n_v^p + \frac{1}{2} n_v^q + \frac{1}{2} n_v^o} 
\]
\[
\gamma_h h^{2d, <} \prod_{v \neq \text{e.p.}} \gamma_{(h_v - h_v)} (\hat{d}^{2d, <} - \varepsilon^{2d, <}) 
\]
\[
\prod_{v \neq \text{e.p.}} (\lambda_{h_v})^{m_{4, v} + m_{4, v}' + \frac{1}{2} (m_{3, v} + m_{3, v}')} + \frac{3}{2} m_{5, v} + 2 m_{6, v} (\varepsilon \nu_{h_v})^{m_{2, v}} 
\]
\[
\left( \frac{\lambda_{6, h_v}}{\varepsilon \lambda_h^2} \right)^{m_{6, v} + m_{6, v}'} + m_{6, v} + 2 m_{6, v} (\varepsilon \nu_{h_v})^{\frac{1}{2} (m_{3, v} + m_{3, v}')} + 2 m_{6, v} (\varepsilon \nu_{h_v})^{\frac{3}{2} (m_{5, v} + m_{5, v}')} - n_{5, v}^o 
\]

(2.171)

where \( \hat{d}^{2d, <} \) is defined in (2.168) and \( m_{5, v}, m_{4, v}', m_{3, v}' \) and \( n_{5, v}^o \) are respectively the number of vertices \( \omega_{h_v}, \lambda_{h_v}', \mu_{h_v}' \) or longitudinal propagator at scale \( h_v \). Note that the exponent of \( \lambda_{h} \) exactly reconstructs the number \( L_v \) of loop at scale \( h_v \), since
\[
L_v - 1 + \frac{1}{2} (n_{1, v}^p + n_{1, v}^q) = m_{4, v} + m_{4, v}' + \frac{1}{2} (m_{3, v} + m_{3, v}') + \frac{3}{2} m_{5, v} + 2 m_{6, v} 
\]

(2.172)

Besides, the factor on the last line of (2.171) may be bounded by one, under the assumption that \( \lambda_h \) is finite; in fact this factor is one when all the internal dashed lines at scale \( v \) are contracted among them and goes to zero with \( h \rightarrow -\infty \) if there are internal dashed lines at a certain scale \( v \) which are not all contracted among them. Let now assume that
\[
\frac{\lambda_{6, h}}{\varepsilon \lambda_h^2} \leq (\text{const.}) 
\]

(2.173)

and let
\[
\eta_{2d} = \sup_{h^* < h \leq \bar{h}} \{ \lambda_{h}, \varepsilon, \nu_h \} 
\]

(2.174)

The following bounds hold.

**Result 3.** (n!-bounds \( h \leq \bar{h}, d=2 \)) Let consider the quantity \( \| V_{n_{1, v}^p, n_{1, v}^q}^{(h)} \| \), with \( h \leq \bar{h} \), defined by the expression (2.48) but with the sum over the trees running over the renormalized trees obtained by the localization procedure defined in (2.94) and (2.169). Here \( \| V_{n_{1, v}^p, n_{1, v}^q}^{(h)} \| \) is an estimate for the coefficient of order \( n \) of the renormalized expansion for the kernel of the effective potential at scale \( h \leq \bar{h} \) with fixed number of external legs. Let \( \eta_{2d} \) defined by
\[
\eta_{2d} = \sup_{h^* < h \leq \bar{h}} \{ \lambda_{h}, \lambda_{6, h} / (\varepsilon \lambda_h^2), \varepsilon, \nu_h \} 
\]

be small enough. If \( A_h - 1 \leq o(1), 0 \leq B_h \leq \varepsilon^{-1}, \frac{\beta_h}{\beta_h} = \varepsilon (1 + o(1)) \) and the assumptions (2.160), (2.161) and (2.170) hold, then
\[
\| V_{n_{1, v}^p, n_{1, v}^q}^{(h)} \| \leq C^n (\eta_{2d})^n n! (\rho_0 R_0^{-2}) C_{2d}(P_{\nu_0}; \varepsilon, \rho_0, R_0) \gamma_h h^{2d, <} 
\]

(2.175)
for some constant $C$. Here $\varepsilon = \lambda \rho_0 R_0^d$ and
\[
C_{2d}(P_{v0}; \rho_0, R_0) = \lambda^{1 - \frac{1}{2}(n_l^c + n_t^c)} \varepsilon^{-2 + \frac{3}{2}n_l^c + \frac{1}{2}n_t^c + \frac{1}{2}n_\omega}
\] (2.176)
depends only on the loop number, once the labels $\{P_{v0}\}$ of the external legs are fixed.

Note that the factor $\delta^{2d,<}_{v0}$ in the bound (2.176) is the “naive” scaling dimension of a kernel with $n_l$ external leg of type $l$ and $n_t$ external legs of type $t$. The effective scaling dimension we have discussed in the last pages only enters in the product over the branches of the trees, as shown in (C.16). Since the effective renormalized scaling dimension $\tilde{D}^{2d,<}_v$ is at least $-1/2$, we still can extract a short memory factor $\gamma^\vartheta(h/k)$, provided that $0 < \vartheta < 1/2$.

Remark. The assumption on $\bar{\eta}$, $\eta_3^{3d}$ and $\eta_4^{2d}$ in the bounds 1, 2 and 3, so as the assumptions on the behavior of the wave function renormalization constants, will be verified in the next chapter. Note that the action of the $\mathcal{R}$ operator corresponds to extract the non divergent part from a divergent diagram. The remaining divergent parts of each kernel are enclosed in the definition of the running coupling constants, which become the unknown parameters of the problem. To prove that they exist some initial values $r_0$ such that the flows of the running coupling constants stays small corresponds to prove that there are some cancellations between the divergent parts of the perturbative expansion, such that the resummed theory is finite at the end. Note that all the analysis of this chapter is based on the fact that the scaling dimension $\delta_{v0}$, both in three and two dimensions, is independent on the number of endpoints of the tree $\tau$ and there is only a finite number of diagrams with non negative dimensions, that is the model is renormalizable.
2. Multiscale analysis

Figure 2.19. The new vertices appearing in the non renormalized tree expansion for the generating functional of density and current correlations. The external fields $J_\nu$ are depicted with a wiggly line. The index $i$ assumes values between one and $d$, so the last picture have to be imagined as repeated $d$ times. Here $m_{J_1} = \sum_i m_{J_i}$. 

2.5 Generating functional of correlations

In order to study the flow of the running coupling constants we need to introduce a new effective potential $W(J_\nu)$, depending on $(d+1)$ external fields $J_\nu$ with $\nu = 0, \ldots, d$. The potential $W(J_\nu)$ is defined by the following functional integral

$$e^{[\Lambda]W(\rho_0, J_\nu)} = \int P^{\Lambda}_{\rho_0, \chi_0}(d\psi) e^{-V_0(\psi)} + \rho_0 \int dx [J_0^2((\psi_x^t)^2 + (\psi_x^l)^2) + J_1^1(\psi_x^i \partial_x \psi_x^t - \psi_x^t \partial_x \psi_x^i)]$$

(2.177)

where repeated indexes are summed. Here $V_0(\psi)$ and $P^{\Lambda}_{\rho_0, \chi_0}(d\psi^{(\leq 0)})$ are defined in (2.2) and (2.3) respectively. The functional (2.177) corresponds to the generating functional of density and current correlations, which are obtained by deriving $W(\rho_0, J_\nu)$ twice with respect to one of the external fields. For example, by deriving twice $W(\rho_0, J_\nu)$ with respect to the external fields $J_0$, and then setting the external fields equal to zero, we obtain the density response function, as defined at the beginning of chapter 1.

As for the partition function, we introduce a reference potential $W_{h^*}(\rho_0, J_\nu)$ with an infrared cutoff at scale $h^*$. Then we proceed in a way analogous to the one described in the previous sections and iteratively integrate the fields $\psi^{(0)}, \ldots, \psi^{(h+1)}$. After the integration of the first $|h|$ scales we are left with a functional integral similar to (2.20) but now involving new terms depending on $J$.

The kernels of the effective potentials produced by the multiscale integration of $W_{[h^*, 0]}(\rho_0, J)$ can be represented as sums over trees, suitable modified with respect to the ones used for the partition function, which in turn can be evaluated as sums over Feynman diagrams.

The non renormalized trees contributing to $W_{[h^*, 0]}(\rho_0, J)$ turn to have three new type of endpoints, $m_{J_0}$, $m_{J_0}'$, and $m_{J_1}$, as depicted in the picture 2.19 and that we will be an extra label identifying an external fields of type $J_\nu$ (here depicted as a wiggly line) from a bosonic line. With respect to the bosonic fields, the external fields are never contracted, so they always correspond to external lines. Analogously
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\[ \bar{J}_0, J_1 \]

\[ \partial_0 \]

\[ \partial_1 \]

\[ \bar{J}_0, J_1 \]

\[ \bar{J}_0, J_1 \]

\[ \gamma_{d} \bar{Z}^{J_0} \]

\[ \gamma_{d} E^{J_1} \]

Figure 2.20. Vertices of the renormalized expansion for \( h \geq \bar{h} \) and \( d = 2, 3 \) with external fields. The other diagrams with external fields are irrelevant due to our choice of the localization procedure. The fields \( J_0 \) and \( J_1 \) counts respectively as a plain line with derivative with respect to \( x_0 \) and a plain line with derivative with respect to \( x \) in the dimensional estimate.

to (2.44) the effective generating functional on scale \( h \) reads:

\[
W_h(J_\nu, \psi^{\leq h}) = \sum_{n_l+n_t+m_0+m_1 \geq 2} \int dx_1 \ldots dx_{n_l} dy_1 \ldots dy_{n_t} dz_1 \ldots dz_{m_0} dw_1 \ldots dw_{m_1} V_{n_l n_t; m_0 m_1}^{(h)}(x_1, \ldots, x_{n_l}; y_1, \ldots, y_{n_t}; z_1, \ldots, z_{m_0}; w_1, \ldots, w_{m_1})
\]

\[
\psi_{x_1}^l \ldots \psi_{x_{n_l}}^l \psi_{y_1}^t \ldots \psi_{y_{n_t}}^t J_0^{z_1} \ldots J_0^{z_{m_0}} J_1^{w_1} \ldots J_1^{w_{m_1}}
\]

(2.178)

where the subscript \( m_0 \) represent the total number of external field of type \( J_0 \) and the subscript \( m_1 \) the total number of external field of type \( i \), with \( i \) chosen between \( 1, \ldots, d \). Let \( W_{n_l n_t; m_0 m_1}^{(h)} \) be the contribution to the kernel \( W_{n_l n_t; m_0 m_1}^{(h)} \) due to the trees of order \( n \). In the following we will get a bound for the quantity

\[
\left| V_{n_l n_t; m_0 m_1}^{(h)} \right| = \frac{1}{\beta L^d} \int dx dy dz dw \left| V_{n_l n_t; m_0 m_1}^{(h)}(x, y, z, w) \right|
\]

\[
= \sum_{\tau \in T_{h,n}} \sum_{\{P_\tau\}} \sum_{\Gamma \in G(\tau)} \frac{1}{\beta L^d} \int dx y_0 \text{Val}(\Gamma)
\]

(2.179)

where

- \( \bar{z} = \{x_1, \ldots, x_{n_l}\}, y = \{y_1, \ldots, y_{n_t}\}, z = \{z_1, \ldots, z_{m_0}\}, w = \{w_1, \ldots, w_{m_1}\} \);

- \( T_{h,n} \) is the set of the trees described in section 2.1 but with endpoints which may also be of type \( m_0J_0, m_1J_0 \) or \( m_1J_1 \);

- \( G(\tau) \) is the set of the connected Feynman diagrams compatible with the tree \( \tau \), having \( n_l \) and \( n_t \) external lines of type \( l \) or \( t \) and \( m_0 \) external lines of type \( J_0 \) and \( m_1 \) external lines of type \( J_1 \).
2.5.1 Localization for $\tilde{h} < h \leq 0$

Introducing also the new vertices $m_{\tilde{J}_0,v}$, $m'_{\tilde{J}_0,v}$ and $m_{\tilde{J}_1,v}$ we get the following dimensional bound for the kernels of the unrenormalized theory:

$$
||\mathcal{V}(h)_{m_{\tilde{J}_0,v};m_{\tilde{J}_1,v}}|| \leq \sum_{\tau \in T_{h,n}} \sum_{\{P_v\}} \sum_{\mathcal{G}(P_v)} C^n(\lambda\varepsilon^{-1}) (1 - \frac{\delta}{2}(n_v^e + n_v^f)) \varepsilon \cdot m_{\tilde{J}_0} - \frac{\delta}{2} m_{\tilde{J}_1}
$$

$$
\gamma^\delta h_{\tilde{J}_0,v} \prod_{v \notin \text{e.p.}} \frac{1}{s_v} \gamma^{\delta h_{\tilde{J}_1,v}} \prod_{v \notin \text{e.p.}} \left( \lambda \gamma \left( \frac{2}{3} - 1 \right) \chi(m_{\tilde{J}_0,v}) \right) \left( \gamma \left( \frac{2}{3} - 1 \right) \chi(m_{\tilde{J}_1,v}) \right) \left( \gamma \left( \frac{2}{3} - 1 \right) \chi(m_{\tilde{J}_0,v}) \right)
$$

(2.180)

where the scaling dimension – with respect to (2.61) – is

$$
\delta_v = \frac{d}{2} + 1 - \frac{d}{4} \frac{n_v^e}{n_v^f} - \frac{1}{2} n_v^e - n_v^f - m_{\tilde{J}_0,v} - \frac{1}{2} m_{\tilde{J}_1,v}
$$

(2.181)

and we are using the same definitions than section 2.1. We note that the scaling dimension $\delta_v$ in (2.187) depends on the number of vertices containing $\tilde{J}_0$ and $\tilde{J}_1$ external fields. We can as usual move this contribution to the endpoints; we will get the factor

$$
\prod_{v \notin \text{e.p.}} \gamma^{-\chi(m_{\tilde{J}_0,v}) - \frac{1}{2} \chi(m_{\tilde{J}_1,v})}
$$

(2.182)

However, due to the fact that the $\tilde{J}_0$ and $\tilde{J}_1$ fields are not contracted with other fields, there is an arbitrariness in the choice of their dimensions, in the sense that we can arbitrarily improve the internal dimension of the clusters containing these fields, at the expense of the external dimension. Let see in details what we mean in the case of the $\tilde{J}_0$ field. First of all we observe that we can choose to move to the endpoints only a part of the contribution $-\chi(m_{\tilde{J}_0,v})$, let say $(\varepsilon_0 - 1)\chi(m_{\tilde{J}_0,v})$, as follows:

$$
\gamma^{-\tilde{h} m_{\tilde{J}_0,v}} = \prod_{v \notin \text{e.p.}} \gamma^{-(\varepsilon_0 - 1)h_{\tilde{J}_0,v}}
$$

(2.183)

Using the identity

$$
n_v^e = m_{\tilde{J}_0,v} + m'_{\tilde{J}_0,v}
$$

(2.184)

we can also write

$$
(2.183) = \gamma^{-\varepsilon_0 h (n_v^e - m'_{\tilde{J}_0,v})} \prod_{v \notin \text{e.p.}} \gamma^{-(\varepsilon_0 - 1)h_{\tilde{J}_0,v}} \prod_{v \notin \text{e.p.}} \gamma^{-(\varepsilon_0 - 1)h_{\tilde{J}_0,v}}
$$

(2.185)
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In this latter identity \( \varepsilon_0 \) appears as the dimension of each external \( J_0 \)-field. As a consequence of this choice the vertex \( m' J_0 \) has dimension \(-\varepsilon_0\), while the vertex \( m J_0 \) has dimension \(1 - \varepsilon_0\). Then \( m J_0 \) is relevant for \( 0 \leq \varepsilon_0 < 1 \), marginal for \( \varepsilon_0 = 1 \) and irrelevant for \( \varepsilon_0 > 1 \). The arbitrariness in the choice of \( \varepsilon_0 \) does not give any ambiguity in the calculation of the physical observables: in fact when we improve the external dimension, the gains from the short memory factors get worse; on the contrary if the external dimension gets worse, the gains from the short memory factor will improve.

Following the same ideas we can choose the dimension of the \( J_1 \) external field; in this case we denote as \( \varepsilon_1 \) the part of the \(-1/2\) factor we decide to move to the endpoints and use the identity

\[
n_{J_1,v} = m_{J_1,v} \tag{2.186}
\]

If we choose \( \varepsilon_0, \varepsilon_1 \neq 0 \) we get an expression equal to (2.180) with a new scaling dimension

\[
\tilde{\delta}^{J_1,>}_v = d/2 + 1 - d/4 n_v - 1/2 n_{\partial_0,v} - n_{\partial_0,v} - \varepsilon_0 n_{J_0,v} - \varepsilon_1 n_{J_1,v} \tag{2.187}
\]

and the following term in the product over the endpoints

\[
\prod_{v \in \text{e.p.}} \gamma^{h_v \left[(\varepsilon_0 - 1)\chi(m_{J_0,v}) + \varepsilon_0 \chi(m'_{J_0,v}) + (\varepsilon_1 - 1/2)\chi(m_{J_1,v})\right]} \tag{2.188}
\]

We choose the localization procedure in such a way that the dimension of the field \( J_0 \) is equal to dimension of the derivative with respect to \( \partial_0 \) and the dimension of the field \( J_1 \) equal to dimension of a spatial derivative \( \partial_i \), that is:

\[
\varepsilon_0 = 1 \quad \varepsilon_1 = \frac{1}{2} \tag{2.189}
\]

both in three and two dimensions. This corresponds to the following localization procedure. As far as the kernels with \( m = 0 \) are concerned, we use the same definitions introduced for the effective potential, which will not be repeated here. For the terms with \( m_0, m_1 \geq 1 \), we choose the following localization procedure, both for the three and two dimensional case:

\[
\mathcal{L}_{\nu} \hat{\mathcal{V}}^{(h)}_{02;10}(k,p) := \hat{\mathcal{V}}^{(h)}_{02;10}(0,0)
\]

\[
\mathcal{L}_{\nu} \hat{\mathcal{V}}^{(h)}_{11;01}(k,p) := \sum_{i=1}^{3} k_i \partial_{k_i} \hat{\mathcal{V}}^{(h)}_{11;10}(k,p)|_{k=p=0}
\]

\[
\mathcal{L}_{\nu} \hat{\mathcal{V}}^{(h)}_{10;10}(k) := \hat{\mathcal{V}}^{(h)}_{10;10}(0)
\]

\[
\mathcal{L}_{\nu} \hat{\mathcal{V}}^{(h)}_{01;01}(k) := \sum_{i=1}^{3} k_i \partial_{k_i} \hat{\mathcal{V}}^{(h)}_{01;01}(0)|_{k=0}
\]

\[
\mathcal{L}_{\nu} \hat{\mathcal{V}}^{(h)}_{n_l n_l;m_0 m_1} (k_1, \ldots, k_{n+m}) := 0 \quad \text{otherwise} \tag{2.190}
\]

The corresponding scaling dimension is:

\[
\tilde{\delta}^{J_1,>}_v = d/2 + 1 - d/4 n_v - 1/2 n_{\partial_0,v} - n_{\partial_0,v} - n_{J_0,v} - 1/2 n_{J_1,v} \tag{2.191}
\]
With this choice of $\mathcal{L}_>$ all vertices with two or more external $J$-fields and a non trivial dependence on $\psi$ are irrelevant. Note that all the terms with one external $J_\nu$ field different from $J_0\psi_{\bar{t}}$, $J_0\partial_{\bar{t}}\psi_{\bar{t}}$, $J_1\partial_{\bar{t}}\psi_{\bar{t}}$ and $J_1\partial_{\bar{t}}\psi_{\bar{t}}\psi_{\bar{t}}$ are zero by parity.

With the previous definitions we obtain an expansion for $V^{(h);n}_{n_l;n_t;m_0;m_1}$ in terms of renormalized Gallavotti-Nicolò trees, whose vertices are either on scale 0, or of the form $\bar{\lambda}_h$, $\bar{\mu}_h$, $\bar{\nu}_h$ and $\bar{\mu}_h^0$, $\bar{\mu}_h^1$, $Z_h^J$ or $Z_h^J$, see fig. 2.20 for a representation of the vertices with external fields.

### 2.5.2 Localization for $h \leq \hat{h}$

The unrenormalized dimensional bound for the kernel $||V^{(h);n}_{n_l;n_t;m_0;m_1}||$ in the region $h \leq \hat{h}$ is the same obtained for the free energy, see (2.63) and (2.66), apart for a new scaling dimension, given by

$$\delta^{J,<}_v = d + 1 - \left(\frac{d + 1}{2}\right) n^e_{t,v} - \left(\frac{d - 1}{2}\right) n^e_{t,v} - n^e_{\partial,v} - 2m_{J_0,v}$$

and a different order in $\epsilon$, due to the new vertices with external fields, as discussed at the end of appendix A.3.

As discussed in the previous section we can arbitrarily fix the dimension of the external field $J_0$ and $J_1$. In this case the scaling dimension $\delta^{J,<}_v$ in (2.196) does not depend explicitly on the number of vertices containing a $J_1$-external field. However using the identity

$$n^e_{J_1,v} = m_{J_1,v}$$

we can always multiply the external and internal dimensions by

$$1 = \gamma^{\epsilon_1(m_{J_1} - n^e_{J_1,v})} \prod_{v \not\in e.p.} \gamma^{\epsilon_1(m_{J_1,v} - n^e_{J_1,v})}$$

and

$$1 = \gamma^{\epsilon_1 n^e_{J_1,v}} \prod_{v \not\in e.p.} \gamma^{-\epsilon_1 n^e_{J_1,v}} \prod_{m_{J_1,v}} \gamma^{\epsilon_1 h_v}$$

so that $m_{J_1,v}$ becomes irrelevant once $\epsilon_1 \neq 0$. As we choose $\epsilon_0, \epsilon_1 \neq 0$ the scaling dimension becomes

$$\delta^{J,<}_v = d + 1 - \left(\frac{d + 1}{2}\right) n^e_{t,v} - \left(\frac{d - 1}{2}\right) n^e_{t,v} - n^e_{\partial,v} - \epsilon_0 n^e_{J_0,v} - \epsilon_1 n^e_{J_1,v}$$

and we get a new contribution coming from the product over the endpoints with one external field, that is

$$\prod_{v \in e.p.} \gamma^{h_v \left(\epsilon_0 - 2\chi(m_{J_0,v}) + \epsilon_0 \chi(m'_{J_0,v}) + \epsilon_1 \chi(m_{J_1,v})\right)}$$

As a guide to fix the dimensions $\epsilon_0$ and $\epsilon_1$ in the lower region we will use some Ward identities (WIs) relating the vertices with external $J$ fields with the vertices without external fields, derived in section 4 and depicted in fig. 2.21. We choose the dimension of the external fields in such a way that the vertices related by the
2.5 Generating functional of correlations

\[
\begin{align*}
\sqrt{2} \frac{\partial_0}{\partial_0} E_h & \simeq J_0 \\
\sqrt{2} \frac{\partial_0}{\partial_0} B_h & \simeq J_0 \\
\sqrt{2} \frac{\partial_0}{\partial_0} A_h & \simeq J_i
\end{align*}
\]

Figure 2.21. Local Word identities derived in section 4. The “\(\simeq\)" symbol is used since the identities are not complete as depicted: the extra term coming from the presence of the cutoff function \(\chi_0\) in our effective model has been neglected in this picture.

WIs have the same dimensions. This correspond to fix the dimension of the field \(J_0\) equal to dimension of a \(\psi^t\) field or, which is the same, of a \(\psi^l\) field plus a derivative and the dimension of the field \(J_1\) equal to dimension of a \(\psi^t\) field plus a derivative, that is

\[
\varepsilon_0 = \varepsilon_1 = \frac{d+1}{2} = \begin{cases} 
2 & d = 3 \\
\frac{3}{2} & d = 2 
\end{cases} \tag{2.198}
\]

The corresponding scaling dimension results to be:

\[
\bar{\delta}_v^\prec = d + 1 - \left( \frac{d+1}{2} \right) \left( n_{l,v}^e + n_{0,l,v}^e + n_{1,l,v}^e \right) - \left( \frac{d-1}{2} \right) n_{t,v}^e - n_{0,v}^e \tag{2.199}
\]

The localization procedure for the terms with \(m_0, m_1 \geq 1\) which corresponds to this choice is the following, valid both for the three and two dimensional case:

\[
\begin{align*}
L_{<,0} \hat{V}_{02;10}^{(h)}(k,p) & := \hat{V}_{02;10}^{(h)}(0,0) \\
L_{<,1} \hat{V}_{10;10}^{(h)}(k) & := \hat{V}_{10;10}^{(h)}(0) \\
L_{<,2} \hat{V}_{01;10}^{(h)}(k) & := k_0 \partial_{k_0} \hat{V}_{01;10}^{(h)}(k)|_{k=0} \\
L_{<,3} \hat{V}_{01;01}^{(h)}(k) & := \sum_{i=1}^{3} k_i \partial_{k_i} \hat{V}_{01;01}^{(h)}(k)|_{k=0} \\
L_{<,4} \hat{V}_{m_0,m_1}^{(h)}(k_1, \ldots, k_{n+m}) & := 0 \quad \text{otherwise} \tag{2.200}
\end{align*}
\]

With this choice of \(L_{<}\) the fields \(J_0\) and \(J_1\) turn to have just the dimensions (2.198). Then all vertices with two or more external \(J\)-fields and a non trivial dependence on \(\psi\) are irrelevant, the terms \(J_0 \psi^t\), \(J_0 \partial_0 \psi^f\) and \(J_1 \partial_x \psi^t\) are marginal and the term \(J_0 (\psi^t)^2\) is marginal for \(d = 3\) and relevant for \(d = 2\), but with the same dimension than \(\mu_h\) by construction. The terms \(J_0 \psi_1\), \(J_0 \partial_x \psi_1\), \(J_1 \psi_1\), \(J_1 \partial_0 \psi_1\), \(J_1 \psi_1\) and \(J_1 (\psi_1)^2\)
2. Multiscale analysis

\[ d = 3 \]
\[ d = 2 \]

\[ J_0 \]
\[ \partial_0 \]
\[ \partial_1 \]

Figure 2.22. Vertices of the renormalized expansion for \( h < \bar{h} \) and \( d = 2, 3 \) with external fields. The only difference between the three and two dimensional case is in the different dimension of the \( \mu^{J_0}_h \) vertex, which reflects the fact that \( \mu_h \) is marginal for \( d = 3 \) and relevant with dimension 1/2 in two dimensions. The fields \( J_0 \) and \( J_1 \) counts as a dashed line or a plain line with derivative in the dimensional estimate.

are zero by parity. With these definitions we obtain an expansion for \( V^{(h); n}_{n_1 n_2 m_1 m_2} \) in terms of renormalized Gallavotti-Nicolò trees, whose vertices are either on scale \( \bar{h} \), or are of the form \( \lambda_h, \mu_h, \nu_h, \lambda_6, \mu_h \) in the two dimensional case, \( \mu^{J_0}_h, Z^{J_0}_h, E^{J_0}_h \) or \( E^{J_1}_h \), see fig. 2.22.

Additional running coupling constants for \( d = 2 \). Apart for the previous running coupling constants, in the two dimensional case it is also crucial to localize the following additional kernels, which correspond to \( \mu'_h, \lambda'_h \) and \( \omega'_h \) once the \( J_0 \) field is substituted with a dashed line:

\[ L < \hat{V}^{(h)}_{20;10}(k_1, k_2) := \hat{V}^{(h)}_{02;10}(0, 0) \]
\[ L < \hat{V}^{(h)}_{12;10}(k_1, k_2, k_3) := \hat{V}^{(h)}_{10;10}(0, 0, 0) \]
\[ L < \hat{V}^{(h)}_{04;10}(k_1, k_2, k_3) := \hat{V}^{(h)}_{04;10}(0, 0, 0) \] \hspace{1cm} (2.201)

At this stage of our analysis the localization seems not necessary, since the effective scaling dimensions of the last kernels are all negative, this property depending on the fact that the \( J_0 \) lines is never contracted. However one finds that the localization of these additional terms is necessary in order to study the flow of \( \mu^{J_0}_h \), as stressed in sec. 3.4.2. The running coupling constants defined in (2.201) are graphically represented in fig. 3.6 pag. 3.6.

Remark. The reader may wonder why we have not used the WIs in fig. 2.21 to fix the dimensions of the external field also in the higher momentum region \( h < \bar{h} \leq 0 \). A first reason is that in this case the dimension of the \( \psi^l \) field and that of \( \partial_0 \psi^l \) are different and we can not satisfy both the requirements that the vertices appearing in the first and the second WIs in fig. 2.21 have the same dimensions. A second more important reason is that we will use WIs are used only in the region \( h \leq \bar{h} \) and the choice to have WIs relating running coupling constants with the same dimensions will simplify the discussion.
On the $n!$ bounds

The $n!$ bounds as the ones obtained for the kernels of the effective potentials and described by results (1), (2) and (3) can be also proved for the kernels $||V^{(h);n}_{n_1,n_2;m_0,m_1}||$ of the functional $\mathcal{W}(\rho_0,J)$. In particular we get exactly the same result, which will not repeated here, but with scaling dimensions $\delta^{J,>}_v$ and $\delta^{J,<}_v$, given by (2.191) and (2.199), provided that also the product over the new vertices at each scale $h_v$ can be bounded.

In particular, as discussed in appendix A.3, in the region $\tilde{h}<h\leq 0$ the product over the vertices $\tilde{\mu}_h^{J_0}$ and $\tilde{\mu}_h^{J_1}$ gives an extra factor to the estimate for $||V^{(h);n}_{n_1,n_2;m_0,m_1}||$ with respect to the one for the kernels of the effective potentials, which is

$$\prod_{v.e.p.} \left( \varepsilon \mu^{J_0}_{h_v} \right)^{m_{J_0,v}} \left( \varepsilon^{-\frac{1}{2}} \mu^{J_1}_{h_v} \right)^{m_{J_1,v}}$$

(2.202)

We stress that $\tilde{\mu}_h^{J_0}$ and $\tilde{\mu}_h^{J_1}$ are the unique running coupling constants with external $J$ fields which can contribute to local diagrams, since $Z_{h_0}^{J_0}$ and $E_{h_1}^{J_1}$ have only one bosonic line. The prove that $\varepsilon \mu^{J_0}_{h_v}$ and $\varepsilon^{-\frac{1}{2}} \mu^{J_1}_{h_v}$ are bounded will given in sec. B.2.

Regarding the region $h\leq \tilde{h}$, here the kernel $J_1 \psi^d \partial_i \psi^d$ becomes irrelevant and we are left with an unique running coupling constant, $\mu^{J_0}_h$. Then we only have to prove that

$$\prod_{v.e.p.} \left( \varepsilon \mu^{J_0}_{h_v} \right)^{m_{J_0,v}}$$

(2.203)

can be bounded. We advance here that by studying the flow equation of $\mu^{J_0}_h$ we will find $\mu^{J_0}_h \leq \varepsilon^{-1} \mu_h$ both in $3d$ and $2d$, and then the product over endpoints of type $\mu^{J_0}_h$ endpoints is equivalent to product over endpoints of type $\mu_h$, apart for a different contribution to the order in $\varepsilon$, as we will see in more detail in the next chapter.

A summary of the running coupling constants defined with the localization procedure can be found in table 2.1.
|                    | $\tilde{h} < h \leq 0$ | $h \leq \bar{h}$ |
|--------------------|------------------------|------------------|
| $d = 3$            | $d = 2$                | $d = 3$          | $d = 2$          |
| $V_{06:00}^{(h)}$  | irrelevant             | irr.             | $\lambda_{6,h}$  |
| $V_{04:00}^{(h)}$  | $\lambda_h$           | $\bar{\lambda}_h$ | $\gamma_h \lambda_h$ |
| $V_{12:00}^{(h)}$  | $\gamma^{h/4}\tilde{\mu}_h$ | $\gamma^{h/2}\bar{\mu}_h$ | $\mu_h$ | $\gamma^{h/2}\mu_h$ |
| $V_{20:00}^{(h)}$  | $\gamma^h \bar{\nu}_h$ | $\gamma^{2h} \nu_h$ |
| $V_{1\partial_t:00}^{(h)}$ | $\bar{A}_h$ | $A_h$ |
| $V_{\partial_t,\partial_x:00}^{(h)}$ | irrelevant | $B_h$ |
| $V_{02:10}^{(h)}$  | $\tilde{\mu}_h^{J_0}$ | $\mu_h^{J_0}$ | $\gamma^{h/2}\mu_h^{J_0}$ |
| $V_{02:01}^{(h)}$  | $\tilde{\mu}_h^{J_1}$ | irrelevant |
| $W_{10:10}^{(h)}$  | $\gamma^{3/4} \bar{Z}_h^{J_0}$ | $\gamma^{1/2} \bar{Z}_h^{J_0}$ | $Z_h^{J_0}$ |
| $W_{\partial_t:10}^{(h)}$ | irrelevant | $E_h^{J_0}$ |
| $W_{\partial_t:01}^{(h)}$ | $\gamma^{3/4} \bar{E}_h^{J_1}$ | $\gamma^{1/2} \bar{E}_h^{J_1}$ | $E_h^{J_1}$ |

**Table 2.1.** Comparison between the dimension of the vertices of the renormalized expansion in the two regions $\tilde{h} < h \leq 0$ and $h \leq \bar{h}$ and for two and three spatial dimensions.
Chapter 3

The flow of the running coupling constants

In chap. 2.1 we proved that the effective model we introduced is order by order finite in the renormalized coupling constants – \( \alpha_{3d}^{i,h} = \{ \lambda_h, \varepsilon^{-1/2} \mu_h, \varepsilon \nu_h \} \) in the three dimensional case and \( \alpha_{2d}^{i,h} = \{ \lambda \lambda_h, \lambda_6,h/(\lambda \lambda_6^2), \varepsilon \nu_h \} \) in the two dimensional case – provided these are bounded for all \( h \leq 0 \) and that

\[
A_h - 1 \leq o(1) \\
\varepsilon \leq B_h \leq \varepsilon^{-1} \\
\frac{Z_h}{E_h} = \varepsilon (1 + o(1)) \tag{3.1}
\]

Under the previous assumptions the dominant behavior of the renormalized propagator as \( k \to 0 \) is not changed with respect to the Bogoliubov propagator, except for the effective longitudinal propagator, which is renormalized by \( Z_h^{-1} \), with \( Z_h \) the longitudinal wave function renormalization constant. In order to control the effect of the renormalization of the longitudinal propagator in the three dimensional case we must have

\[
|Z_h| \geq (\text{const.})|\mu_h| \tag{3.2}
\]

while in the two dimensional case the following assumptions are needed

\[
Z_h \geq (\text{const.})\mu_h^2/\lambda_h > 0 \\
0 < c_1 \gamma^2 \lambda_h \leq \mu_h \leq c_2 \gamma^2 \lambda_h \\
|\omega_h| \leq (\text{const.})|\lambda_6,h|\gamma^{3/2} \\
|\lambda'_h| \leq (\text{const.})|\lambda_6,h|\gamma^h \\
|\mu'_h| \leq (\text{const.})|\lambda_6,h|\gamma^{3h} \tag{3.3}
\]

Even if we do not prove the convergence of the series but only \( n! \) bounds we expect that our series gives meaningful information only as long as the running coupling constants satisfy these conditions.
In this chapter we will describe how to control the flow of the running coupling constants under the iteration of the RG transformation and to prove the previous assumptions. We will refer in particular to the asymptotic region \( h \leq \bar{h} \), while the discussion of the transient region is postponed in appendix B.

We will prove the following result.

**Main Result 1. (Coupling constants flow \( h \leq \bar{h} \))** Both in 3d and 2d there are three exact relations (see eq. (3.17), (3.18), (3.22)) relating \( \mu_h, Z_h, E_h, \) and two relations allowing to control the flows of \( A_h \) and \( B_h \), see eq. (3.23) and (3.24). Moreover in 2d there are three additional exact relations (see eq. (3.20)) relating \( \omega_h, \lambda_6, \) and \( \nu_h \).

So the a priori seven running coupling constants of the three dimensional case are reduced to the study of two independent running couplings, \( \lambda_h, \nu_h \), with \( \nu_h \) controlled by the choice of the chemical potential. Similarly the a priori eleven couplings of the two dimensional case are reduced to the study of three independent running couplings, \( \lambda_h, \lambda_6, \) and \( \nu_h \), with \( \nu_h \) fixed by the choice of the chemical potential.

Then, the flows of all the renormalized coupling constants are bounded (with explicit bounds) provided that the following conditions are verified:

1. **3d case:** \( \lambda_h \) is smaller than one for each \( h \);
2. **2d case:** the effective parameters \( \lambda_h, \lambda_6, \) are such that \( \lambda \lambda_h \) and \( \lambda \lambda_6 / (\varepsilon \lambda_h^2) \) are smaller than one for each \( h \).

In the three dimensional case we can prove that \( \lambda_h \) vanishes for \( h \rightarrow -\infty \), i.e. the flow is asymptotically free, see sec. 3.5.1. In the two dimensional case a one–loop calculation suggests \( \lambda \lambda_h \) and \( \lambda \lambda_6 / (\varepsilon \lambda_h^2) \) to be of order one in the infrared limit, as showed in sec. 3.5.2.

The second result that we will prove in this chapter is concerned with the renormalized propagator, which in the region \( h \leq \bar{h} \) is given by

\[
g^{(h)}_{\alpha\alpha'}(x) = \frac{1}{(2\pi)^{d+1}} \int dk_0 d^d k f_h(k_0^2 + \varepsilon k^2) e^{-ikx} g^{(h)}_{\alpha\alpha'}(k)
\]

\[
g^{(h)}_{\alpha\alpha'}(k) = (\rho_0 R_0^{-2})^{-1} \left( \frac{A_h k^2 + B_h k_0^2}{E_h k_0^2 - E_h k_0^2} \right) \left( \frac{E_h k_0^2 - E_h k_0^2}{k^2 + \varepsilon Z_h} \right)
\]

The behavior of \( A_h, B_h \) and \( E_h \) is constrained by three local Ward Identities. In particular we will prove that both in 3d and 2d

\[
E_h = \varepsilon^{-1} Z_h (1 + O(\lambda))
\]

\[
A_h = 1 + O(\lambda \varepsilon^{(d-2)/2})
\]

\[
B_h = \varepsilon^{-1} (1 - E_h + O(\lambda))
\]
Moreover, an additional local WI allows to prove that for each $h \leq \bar{h}$

$$E_h^2 + Z_h B_h = Z_h \varepsilon^{-1} \left(1 + O(\lambda)\right)$$  \hspace{1cm} (3.6)

The identity (3.6) implies that, if we denote with $D_h(k)$ the denominator of $g_{\alpha\alpha'}^{(h)}(k)$ in (3.4)

$$D_h(k) \simeq Z_h \varepsilon^{-1} \left(k_0^2 + \varepsilon k^2\right)$$  \hspace{1cm} (3.7)

with the symbol “$\simeq$” here and below referring to the dominant contribution both in the small parameter $\lambda$ and as $k \to 0$. Using the relation between $Z_h$ and $\lambda_h$ we also have

$$Z_h = \frac{\varepsilon}{1 + \lambda \varepsilon^2 |h - \bar{h}|} \quad d = 3$$

$$Z_h = 16 \gamma^h \lambda_h \quad 1 \leq \lambda_h < \lambda_s \quad d = 2$$  \hspace{1cm} (3.8)

with $\lambda_s = O(\lambda^{-1})$ the fixed point for $\lambda_h$. Let us now consider only the dominant behavior of the propagator as $k \to 0$. As a consequence of the fact that $Z_h/E_h = \varepsilon$ at leading order in $\lambda$ and $E_h^2 + B_h Z_h = Z_h B_{-\infty}$ we have

$$g_{\alpha\alpha'}^{(h)}(k) \simeq (\rho_0 R_0^2)^{-1} \begin{pmatrix} B_h (k_0^2 + \frac{A_h}{B_h} k^2) & E_h k_0 \\ -E_h k_0 & Z_h \end{pmatrix} \quad Z_h B_{-\infty} \left(k_0^2 + \frac{A_h}{B_{-\infty}} k^2\right)$$  \hspace{1cm} (3.9)

In the deep infrared limit $h \to -\infty$, which corresponds to $k \to 0$, both the longitudinal–longitudinal and the transverse–longitudinal propagator vanish, and the interacting pair Schwinger function of the fields $\psi^\pm$, here denoted with $g_{\sigma\sigma'}^{\psi\psi}(k)$, behaves as:

$$g_{\lambda^+}(k) \simeq -g_{\lambda^-}(k) \simeq -g_{\lambda^+}^{(-)}(k) \simeq \rho_0 \frac{1}{2} g_{ll}^{(-\infty)}(k) = \frac{R_0^2}{2} \frac{(B_{-\infty})^{-1}}{k^2 + \frac{A_{-\infty}}{B_{-\infty}} k^2}$$  \hspace{1cm} (3.10)

Using $A_{-\infty} = 1 + A(\lambda)$ and $B_{-\infty} = \varepsilon^{-1} (1 + B(\lambda))$ and coming back to the dimensional variables $k_0' = R_0^{-2} k_0$ and $k^2 = R_0^{-2} k^2$ we obtain

$$g_{\lambda^+}(k) \simeq -g_{\lambda^-}(k) \simeq -g_{\lambda^+}^{(+)}(k) \simeq \frac{\lambda \rho_0 \hat{v}(0) (1 + B(\lambda))^{-1}}{k_0'^2 + c^2(\lambda) k^2}$$  \hspace{1cm} (3.11)

with $c(\lambda)$ the renormalized speed of sound, given by

$$c^2(\lambda) = R_0^{-2} \frac{A_{-\infty}}{B_{-\infty}} = c_B^2 (1 + O(\lambda))$$  \hspace{1cm} (3.12)

with $c_B = \sqrt{2 \lambda \rho_0 \hat{v}(0)}$ the speed of sound predicted by Bogoliubov approximation. It remains to be seen if the ultraviolet integration changes the magnitude in $\lambda$ of the correction term in (3.12). The previous discussion is enclosed in the following result.
Main Result 2. (Renormalized propagator) Let us consider the fields $\varphi^\pm_x$ defined in sec. 1.3, with $x = (x_0, \mathbf{x})$. Let us write $\varphi^\pm_{x_0, \mathbf{x}} = \xi^\pm + \psi^\pm_{x_0, \mathbf{x}}$, with $\xi^\pm = \langle \varphi^\pm_{x_0, \mathbf{x}} \rangle_{x_0, \mathbf{x}}$ the fields with covariance equal to the condensate density in the thermodynamic limit and $\psi^\pm_{x_0, \mathbf{x}}$ the fluctuation fields with respect to the average $\xi^\pm$.

Order by order in perturbation theory the interacting propagator of the fields $\psi^\pm_x$ for spatial dimensions $d = 2, 3$ is equal to

$$g^\pm_x(x) \simeq \int d^d k d k_0 e^{-i k \mathbf{x}} \frac{G(\lambda)}{k_0^2 + c^2(\lambda) k^2}$$

(3.13)

where “$\simeq$” means that we are considering the dominant singularity as $k \rightarrow 0$ and

$$c(\lambda) = c_B^2 (1 + C(\lambda))$$

(3.14)

with $c_B$ the speed of sound in the Bogoliubov approximation. Here $G(\lambda)$ and $C(\lambda)$ are expressed by series in the effective couplings with finite coefficients that admit $n!$-bounds at all orders. Moreover: (i) the first non trivial contribution to $G(\lambda)$ is $\lambda \rho \hat{v}(0)$; (ii) $C(\lambda)$ goes to zero as $\lambda \rightarrow 0$.

The interacting propagator shows the linear dispersion relation of quasi–particles predicted by Bogoliubov theory with a renormalized speed of sound $c(\lambda)$.

The scheme of the present chapter is the following:

Sec. 3.1 In this section we list the global and local Ward identities necessary to control the flow in the region $h \leq \bar{h}$. In order to conceptually separate how to prove and how to use these identities, their derivation has been postponed to the next chapter. The expression of the global and local WIs in the transient region can be found in appendix B.

Sec. 3.2 We show how the flow of the relevant coupling $\nu_h$ is controlled by the choice of the chemical potential, under some assumptions on the coupling constants that will be verified in the next sections.

Sec. 3.3 The values of the running coupling constants at $h = \bar{h}$ are reported. The detailed study of the flow of the coupling constants in the first region $\bar{h} \leq h \leq 0$ can be found in appendix B.

Sec. 3.4 In this section we discuss how to prove the results (3.5) for the renormalized wave functions $A_h$, $B_h$ and $Z_h$. The proof is based on the use of local WIs, which relate $A_h$, $B_h$ and $Z_h$ with the coupling constants with external fields $\mu_h^{b_0}$, $E^{b_0}_h$ and $E^{h}_h$. The flows of $\mu_h^{b_0}$ and $E^{b_0}_h$ are studied by a comparison with the flows equation for $\mu_h$ and $E_h$ respectively, while $E^{h}_h$ is studied using a dimensional argument. The derivation of (3.6) is also discussed.

Sec. 3.5 We present the one–loop computations for the two particles effective interaction $\lambda_h$ in the $3d$ case and for the three and two particles effective interactions $\lambda_h$ and $\lambda_{6,h}$ in the $2d$ case. The first computation shows that in the three dimensional case $\lambda_h$ is asymptotically free in the infrared limit. In two dimensions, the leading order computations suggests $\lambda \lambda_h$ and $\lambda \lambda_{6,h}$ to have non trivial fixed points of order one.
We find convenient to remind here the scaling dimensions for the kernels of the effective potential both in the transient region than for \( h \leq h \):

\[
\begin{align*}
    d = 3 & \quad \left\{ \begin{array}{l}
        \delta_v^g = \frac{5}{2} - \frac{3}{4} n_{j_0,v}^c - n_{j_1,v}^c - \frac{1}{2} n_{\partial_0,v}^c - \frac{1}{2} n_{\partial_1,v}^c \\
        \delta_v^c = 4 - 2 n_{j_0,v}^c - n_{j_1,v}^c - 2 n_{j_0}^c - 2 n_{j_1}^c
    \end{array} \right. \\
    (3.15)
\end{align*}
\]

\[
\begin{align*}
    d = 2 & \quad \left\{ \begin{array}{l}
        \delta_v^g = 2 - \frac{1}{2} n_{j_0,v}^c - n_{j_1,v}^c - \frac{1}{2} n_{\partial_0,v}^c - \frac{1}{2} n_{\partial_1,v}^c \\
        \delta_v^c = 3 - \frac{3}{2} n_{j_0,v}^c - \frac{1}{2} n_{j_1,v}^c - n_{j_0}^c - \frac{3}{2} n_{j_1}^c
    \end{array} \right. \\
    (3.16)
\end{align*}
\]
3. The flow of the running coupling constants

\[ \lambda_{h-1} = \lambda_h + \ldots \]
\[ \mu_{h-1} = \mu_h + \ldots \]
\[ Z_{h-1} = Z_h + \ldots \]
\[ E_{h-1} = E_h + \partial_0 \]
\[ \nu_{h-1} = \nu_h + \ldots \]

**Figure 3.1.** Flow equations for \( d = 3, \ h \leq \bar{h} \), at leading order in \( \varepsilon \). The dots on the first two lines denote the fact that some of the leading order diagram have not been depicted; these are the three and four vertex diagrams obtained by a different contraction of the plain and dashed legs. The flow equation of \( A_h \) and \( B_h \) are obtained by deriving twice with respect to \( p \) or \( p_0 \) the diagrams on the last line, with \( p \) the external momentum. In the two dimensional case the six \( t \) legged flow equation must to be added in addition to those depicted.

### 3.1 Role of the symmetries

A crucial aspect of our approach is the subtle use of Ward identities (WI), which reduce the number of independent running couplings. In fact, in order to prove the theory to be renormalizable, one need to control one relevant and six marginal couplings in three dimensions and three relevant and eight marginal couplings in two dimensions. Moreover the flow equations of the latter couplings are not trivial even at leading order, as one can already see in the “simpler” three dimensional case, see in fig. 3.1. The Ward identities simplify (at least from a methodological point of view) the three dimensional case treatment and turn to be crucial for the control of the two dimensional theory.

The derivation of the WIs will be discussed in more details in the next chapter. These are related to the gauge invariance of the generating functional \( \mathcal{W}(\phi, J_0, J_1) \), defined in section 2.5, with \( \phi, J_0 \) and \( J_1 \) external fields, under the transformation of the bosonic fields \( \psi^\pm \to e^{i\vartheta} \psi^\pm \), with \( \vartheta \) depending on \( x \) (local gauge invariance) or not (global gauge invariance).

It is important to stress that while global WI are exact identities, the multiscale momentum decomposition breaks the local gauge invariance, which local WI are based on. However the corrections to the formal WI may be studied within the RG
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approach, following a strategy proposed and developed in [31]. The discussion of the correction terms to the local WIs and of the techniques to control them has been postponed to the next chapter.

A last remark regards the use of the symbol “≃” which in this chapter, as along all the thesis, refers to identity which are true at leading order in $\gamma^h$, as $h \to -\infty$.

**Global WIs.** The following two global Ward identitie give relations between the effective three and four body interactions $\lambda_h$ and $\mu_h$ and the effective longitudinal wave function renormalization $Z_h$:

$$
\begin{align*}
\mu_h &\simeq 4\sqrt{2}\lambda_h \\
Z_h &\simeq 2\sqrt{2}\mu_h + 2\gamma^{2h}\nu_h
\end{align*}
$$

(3.17)

$$
\begin{align*}
\mu_h &\simeq 4\sqrt{2}\gamma^{\frac{d}{2}}\lambda_h \\
Z_h &\simeq 2\sqrt{2}\gamma^{\frac{d}{2}}\mu_h + 2\gamma^{2h}\nu_h
\end{align*}
$$

(3.18)

The meaning of these global WI’s at the lowest order in perturbation theory is shown in appendix C.3. Regarding the term $\gamma^{2h}\nu_h$ it is subdominant in the small parameter $\varepsilon$ at the beginning of the lower region (i.e. for $h \lesssim \bar{h}$, see sec. 3.28) and becomes subdominant in $h$ as $|h|$ grows. Then in the asymptotic region $h \to -\infty$ we have

$$
\begin{align*}
16\lambda_h &\simeq 2\sqrt{2}\mu_h \simeq Z_h \\
16\gamma^h\lambda_h &\simeq 2\sqrt{2}\gamma^{\frac{d}{2}}\mu_h \simeq Z_h
\end{align*}
$$

(3.19)

Note that in the two dimensional case the identity relating $Z_h$ with $\lambda_h$ implies that if $\lambda_h \to \lambda_\ast$ then $Z_h\gamma^{-h}$ must be finite, i.e. $Z_h = (\text{const.})\gamma \lambda$ where only the constant may depend on the value of the interaction. The statements $Z_h \sim \gamma^h$ or $\lambda_h \to \lambda_\ast$ are equivalent, and in fact we will study the simpler RG equation for $Z_h$ in spite of the one for $\lambda_h$.

In the two dimensional case three additional global WIs must be used to control the flow of the marginal couplings $\omega_h$, $\lambda'_h$ and $\mu'_h$, i.e.

$$
\begin{align*}
6\sqrt{2}\lambda_{6,h} - \gamma^{-\frac{d}{2}}\omega_h &\simeq 0 \\
\gamma^{-h}\lambda'_h - 24\lambda_{6,h} &\simeq 2\gamma^h\lambda_h \\
\gamma^{-\frac{3}{2}h}\mu'_h - 16\sqrt{2}\lambda_{6,h} &\simeq 4\sqrt{2}\gamma^h\lambda_h
\end{align*}
$$

(3.20)

By using these identities and being $0 < \gamma^h\lambda_h \leq \varepsilon$ we see that the last three assumptions in (3.3) are satisfied. In the asymptotic region, assuming $\lambda_\ast$ to have a fixed point, the terms on the r.h.s. of the last two lines in (3.20) vanish and we get

$$
\begin{align*}
\omega_h &\simeq 6\sqrt{2}\gamma^{\frac{d}{2}}\lambda_{6,h} \\
\lambda'_h &\simeq 24\gamma^h\lambda_{6,h} \\
\mu'_h &\simeq 16\sqrt{2}\gamma^{\frac{3}{2}h}\lambda_{6,h}
\end{align*}
$$

(3.21)
3. The flow of the running coupling constants

Note that the behavior in $h$ of the coupling constants $\omega_h$, $\lambda'_h$ and $\mu'_h$ is exactly what occurs to compensate the divergences arising by the contraction of all the dashed legs of these kernels with other dashed legs at lower scale.

**Local WIs.** Through the following local Ward identities the flows of the coupling constants with an external field $J_0$ or $J_1$ are used to get information on the behavior of the wave function renormalization constants $E_h$, $A_h$ and $B_h$ in the lower region $h \leq \bar{h}$.

| Local WIs | $h \leq \bar{h}$ | $d = 2, 3$ |
|-----------|------------------|-------------|
| $\gamma^{3-d} h \frac{2}{\pi} \mu_h^J (1 + O(\lambda)) \simeq E_h$ | | (3.22) |
| $E_h^J (1 + O(\lambda \varepsilon)) \simeq \sqrt{2} (1 - A_h)$ | | (3.23) |
| $E_h^J (1 + O(\lambda)) \simeq -\sqrt{2} B_h$ | | (3.24) |

The three identities (3.23), (3.23) and (3.22), together with the global WIs allows to control the flow.

In the three dimensional case the flow of the three coupling constants $\lambda_h$, $\mu_h$ and $\nu_h$ and the four single scale renormalization constants $A_h, B_h, E_h, Z_h$ can be also studied by using only the two global WIs and by a leading order computation, as done by Benfatto in [26]. On the contrary in the two dimensional case the use of the local WIs is essential to solve the flow.
3.2 Choice of the chemical potential

In this section we prove that, under the assumptions (3.1), (3.2) and (3.3), we can control the flow of $\nu_h$ by properly choosing the values of the chemical potential $\nu_0$ at the scale of the interacting potential. In particular we will prove that

$$\sup_{k \leq h} |\nu_h| < \tilde{\nu}$$

(3.25)

with $\tilde{\nu}$ a suitable constant and then the factor $\varepsilon\nu_h$ appearing in the dimensional bounds (2) pag. 69 and (3) pag. 72 is small for each $h$. One can wonder if the choice $|\nu_h| \leq \tilde{\nu}$ is compatible with the fact that the chemical potential must be fixed in such a way that the effective potential $W(\xi)$ reaches its minimum for the fixed density $\rho_0$. However in sec. 4.1.1 we will show that the condition $\partial_\xi W(\xi) = 0$ corresponds to the requirement

$$\lim_{h \to -\infty} \gamma^{2h} \nu_h$$

(3.26)

which is of course satisfied by (3.25).

We will proceed as follows: first we will show that we can fix $\nu_h$ is such a way that $\nu_h$ is bounded for each $h \leq \hat{h}$. The value of $\nu_h$ is then related to $\bar{\nu}_h$ by a continuity condition at $h = \hat{h}$. Finally we show that $\nu_h$ fixes the initial value $\nu_{-\infty}$ of the chemical potential in our effective model. Then the couplings $\bar{\nu}_h$ and $\nu_h$ satisfies the following system:

$$\begin{cases}
|\nu_h| \leq \text{(const.)} & \text{boundary condition} \\
\nu_{h-1} = \gamma^2 \nu_h + \beta^\nu_h & h \leq \hat{h} \\
\gamma^h \bar{\nu}_h = \gamma^{2\hat{h}} \nu_{\hat{h}} & \text{continuity condition at } \hat{h} \\
\bar{\nu}_{h-1} = \gamma \bar{\nu}_h + \beta^{\bar{\nu}_h} & h > \hat{h}
\end{cases}$$

(3.27)

In the following we will also prove that $\lim_{h \to -\infty} \nu_h = \nu_*$ with $\nu_*$ a constant.

The beta functions $\beta^\nu_h$ and $\beta^{\bar{\nu}_h}$ can be expressed as sums over Gallavotti–Nicolò (GN) trees with at least two endpoints and with at least one endpoint on scale $h$, the reason being that the local part of the trees with only endpoints at scale lower than $h-1$ is zero by the support properties of the single-scale propagators that enter the definition of $\beta^\nu_h$. Iterating the first equation in (3.27) we obtain that for each $h \leq \hat{h}$:

$$\gamma^{2h} \nu_h = \gamma^{2\hat{h}} \nu_{\hat{h}} + \sum_{j=h+1}^{\hat{h}} \gamma^{2(j-1)} \beta^\nu_j$$

(3.28)

with $\nu_{\hat{h}}$ fixed by the condition $\nu_{-\infty} = \nu_*$

$$\nu_{\hat{h}} = -\sum_{j \leq \hat{h}} \gamma^{2(j-\hat{h}-1)} \beta^\nu_j$$

(3.29)

the beta function $\beta^\nu_j$ appearing in (3.29) is a function of all the running coupling constants, included $\nu_k$ with $k \geq j$. Substituting (3.29) in (3.28) we obtain the flow
We shall think of the one–loop diagrams contributing to \( L^< \) as a contraction on the space of sequences \( \mathcal{M}_K \rightarrow \mathcal{M}_K \) defined as

\[
(T\nu)_h = -\sum_{j \leq h} \gamma^{2(j-h-1)} \beta_j^\nu (\zeta_j, \nu_j; \ldots; \zeta_h, \nu_h)
\]

(3.31)

with \( \mathcal{M}_{K,d} \), with \( d = 2, 3 \) the space of sequences \( \nu = \{ \nu_h \}_{h \leq h} \) such that

\[
|\nu_h| \leq K|\lambda e^{-\frac{1}{2}}| \quad d = 3
\]

\[
|\nu_h| \leq K \quad d = 2
\]

(3.32)

We shall think \( \mathcal{M}_{K,d} \) as a Banach space with norm \( || \cdot || \) where \( ||\nu|| = \sup_{k \leq h} |\nu_h| \). The fact that, for \( K \) sufficiently large, \( T \) is a map from \( \mathcal{M}_{K,d} \) to itself is a simple consequence of the bound \( |\beta_k^\nu| \leq c_0 |\lambda e^{-1/2}| \) in 3d and \( |\beta_k^\nu| \leq c_0 \) in 2d. For example, in the 3d case

\[
||(T\nu)_h|| \leq \sum_{j \leq h} \gamma^{2(j-h)} c_0 |\lambda e^{-1/2}| \leq c_0 |\lambda e^{-1/2}|
\]

(3.33)

In order to prove that the map \( T \) admits a fixed point it is sufficient to show that \( T \) is a contraction on \( \mathcal{M}_{K,d} \), i.e., if \( \nu, \nu' \in \mathcal{M}_{K,d} \)

\[
||T\nu - T\nu'|| \leq L||\nu - \nu'||
\]

(3.34)

with \( L < 1 \). First note that, we can always split the beta function \( \beta_k^\nu \) as the sum of two parts: a first part \( \beta_{k,1}^\nu \) containing the diagrams which not contain any vertex \( \nu_k \) and a second part containing at least a vertex \( \nu_k \):

\[
\beta_k^\nu (\zeta_k, \nu_k; \ldots; \zeta_h, \nu_h) = \beta_{k,1}^\nu (\zeta_k; \ldots; \zeta_k) + \beta_{k,2}^\nu (\zeta_k, \nu_k; \ldots; \zeta_h, \nu_h)
\]

(3.35)

The one–loop diagrams contributing to \( \beta_{k,1}^\nu \) are shown in the last line of fig. 3.1; the one–loop diagrams contributing to \( \beta_{k,2}^\nu \) are shown in fig. 3.2. Using the expansion in GN trees, the short memory factor and the fact that the trees contributing to \( \beta_{k,2}^\nu \) have at least two endpoints, we find that

\[
|\beta_{k,2}^\nu (\nu) - \beta_{k,2}^\nu (\nu')| \leq C \lambda e^{-\frac{1}{2}} |\zeta^*| ||\nu - \nu'|| \quad d = 3
\]

\[
|\beta_{k,2}^\nu (\nu) - \beta_{k,2}^\nu (\nu')| \leq C |\zeta^*| ||\nu - \nu'|| \quad d = 2
\]

(3.36)

with

\[
|\zeta^*| = \begin{cases} 
\max_{h \leq k} \{|\lambda_h|\} & d = 3 \\
\max_{h \leq k} \{|\lambda \lambda_h|, |\lambda_6 \lambda_h|/(\lambda \lambda_h^2)|\} & d = 2
\end{cases}
\]

(3.37)
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\[ \beta_{\nu,2} = \quad + \quad + \]

**Figure 3.2.** Leading order diagrams contributing to the beta function $\beta_{\nu,2}^{\nu}$ defined in (3.35).

For each additional $\nu_k$ vertex the estimate (3.36) is improved of $\epsilon |\nu_k|$.

The bounds (3.36), plugged back into eq. (3.31), imply (3.34) provided that $\lambda \epsilon^{-\frac{1}{2}} |\xi^*|$ is sufficiently small in three dimensions and $|\xi^*|$ is sufficiently small in two dimension. Under the previous conditions $\mathbf{T}$ has a unique fixed point $\nu_* \in \mathcal{M}_{K,d}$ such that

\[ \nu_h = - \sum_{j \leq h} \gamma^{2(j-h-1)} \beta_j^{\nu}(\nu_*) \quad (3.38) \]

In three dimensions we will prove that $0 < \lambda \epsilon^{-\frac{1}{2}} |\xi^*| < \lambda \epsilon^{\frac{1}{2}}$ and the discussion is completely consistent. In two dimensions the chemical potential is controlled provided that $\lambda \lambda_h$ and $\lambda_{6,h}/(\lambda \lambda_h^2)$ are sufficiently small, which is the same condition we need to have a consistent perturbation theory. However, as shown in sec. 3.5.2 a one–loop computation shows that $\lambda \lambda_h$ and $\lambda_{6,h}/(\lambda \lambda_h^2)$ admit fixed points of order one; the possibility of proving that these fixed points are sufficiently small that the perturbation theory makes sense is beyond reach of the methods that we employ in this thesis.

**Remark.** In (3.35) we have neglected the fact that also the couplings $\{\zeta_k\}$ depends on $\nu_k$. In fact this dependence is weak, due to the fact that $\nu_k$ does not appear in the flow equation of $\zeta_k$ at leading order. However one can take into account this dependence, fixing $\zeta_h = \zeta_h(\nu)$ as a function of $\nu$, see e.g. [63, Appendix A5].

Let us consider the flow equation (3.38). The dominant diagrams contributing to $\beta_j^{\nu}$ are the one–loop diagrams without $\nu$ vertices. By using the short memory property, one can prove that it exists a constant $C$ such that:

\[ |\beta_j^{\nu}| \leq \begin{cases} 
C \lambda \epsilon^{-\frac{1}{2}} & d = 3 \\
C \lambda \epsilon^{-1} & d = 2 
\end{cases} \quad (3.39) \]

and then

\[ |\gamma^{2h} \nu_h| \leq \begin{cases} 
\text{(const.)} \lambda \epsilon^{\frac{1}{2}} & d = 3 \\
\text{(const.)} \lambda \epsilon & d = 2 
\end{cases} \quad (3.40) \]
Initial value of the chemical potential

The flow in the higher momenta region is obtained by iterating the first equation in (3.27):

\[ \bar{\nu}_h = \gamma^{-h} \nu_0 + \sum_{j=h+1}^{0} \gamma^{j-h-1} \bar{\beta}_j^{\nu} \]  

(3.41)

with \( \nu_0 \) fixed by the value of \( \bar{\nu}_h \):

\[ \nu_0 = \gamma^h \bar{\nu}_h - \sum_{j=h+1}^{0} \gamma^{j-1} \bar{\beta}_j^{\nu} \]  

(3.42)

The leading order contributions to the beta function \( \bar{\beta}_j^{\nu} \) are the tadpole diagram obtained by the contraction of two legs of \( \bar{\lambda}_h \) and the diagrams with two \( \bar{\mu}_h \) vertices, see (A.32), since two \( \bar{\mu}_h \) vertices count as a \( \lambda_h \) vertex. In three dimension the tadpole exists only at scale \( h = 0 \), being the four–legged diagram irrelevant; moreover \( \bar{\mu}_h \leq \varepsilon \gamma^{-\frac{3}{2}} \). In two dimensions both the tadpole and the diagrams with two vertices \( \mu_h \) are bounded by (const.)\( \lambda \), since \( \bar{\lambda}_h = \varepsilon \) and \( \mu_h \leq \sqrt{\varepsilon} \). We then have

\[ |\bar{\beta}_j^{\nu}| \leq \begin{cases} c_1 \lambda \delta_{j0} + c_2 \lambda \varepsilon \gamma^{-\frac{3}{2}} & d = 3 \\ c_3 \lambda & d = 3 \end{cases} \]  

(3.43)

with \( c_1, c_2 \) and \( c_3 \) suitable constants. Using the latter estimates on the beta function and the estimates (3.40) on \( \nu_h \) we get

\[ |\bar{\nu}_0| \leq C \lambda (1 + c_1 \varepsilon + c_2 \varepsilon^{\frac{3}{2}}) \quad d = 3 \]

\[ |\bar{\nu}_0| \leq C \lambda (1 + O(\varepsilon)) \quad d = 2 \]  

(3.44)

Remark. We remind that the leading order value of the chemical potential in the Bogoliubov approximation is \( \mu_B = \lambda \rho_0 \nu(0) = \varepsilon R_0^{-2}/2 \). The correction to this value in our effective model is given by \( \nu = \nu_0 R_0^{-2}/2 \), where \( R_0^{-2} \) restores the exact physical dimensions, being \( \nu_0 \) adimensional. In the three dimensional case, the terms of order \( \lambda \varepsilon \) and \( \lambda \varepsilon^{\frac{3}{2}} \) we find are of the same order of the expected corrections to the leading order value, see (1.83). However as already stressed in chap. 1 the coefficients of these terms do not represent the values of the first corrections to \( \mu_B \) in the Hamiltonian model, due to the presence of the ultraviolet momentum cutoff on the \( k \) variable. As an example of this fact, the term of order \( \lambda \) in \( \bar{\nu}_0 \), which is not compatible with Bogoliubov prediction, comes from the ultraviolet cutoff in the \( k_0 \) variable, as discussed at the end of chap. 1.
3.3 Values of the running coupling constants at \( h = \bar{h} \)

We report below the initial values of the running coupling constants at scale \( \bar{h} \), for the three and two dimensional case, with their lower scaling dimensions. The estimates in the following table are discussed in appendix B.

| RCC at \( h = \bar{h} \) |
|-------------------------|
| \( \delta^3_{<} \) | \( \nu^3_{\bar{h}} \) | \( \delta^2_{<} \) | \( \nu^2_{\bar{h}} \) |
| \( \lambda_{6,\bar{h}} \) | 0 | \( O(\lambda \varepsilon) \) |
| \( \lambda_{\bar{h}} \) | \( \frac{1}{16} \varepsilon (1 + O(\lambda \varepsilon^{\frac{1}{2}})) \) | 1 | \( \frac{1}{16} (1 + O(\lambda)) \) |
| \( \mu_{\bar{h}} \) | \( \frac{\sqrt{2}}{4} \varepsilon (1 + O(\lambda \varepsilon^{\frac{1}{2}})) \) | \( \frac{1}{2} \) | \( \frac{\sqrt{2}}{4} \varepsilon (1 + O(\lambda)) \) |

| Wave function renormalization constants |
|-----------------------------|
| \( Z_{\bar{h}} \) | 0 | \( \varepsilon (1 + O(\lambda \varepsilon^{\frac{1}{2}})) \) | 0 | \( \varepsilon (1 + O(\lambda)) \) |
| \( E_{\bar{h}} \) | 0 | \( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \) | 0 | \( 1 + O(\lambda) \) |
| \( A_{\bar{h}} \) | 0 | \( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \) | 0 | \( 1 + O(\lambda) \) |
| \( B_{\bar{h}} \) | 0 | \( O(\lambda \varepsilon^{-\frac{1}{2}}) \) | 0 | \( O(\lambda \varepsilon^{-1}) \) |

| Coupling constants with external fields |
|-----------------------------|
| \( \mu_{\bar{h}}^{J_0} \) | 0 | \( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \) | \( \varepsilon^{-\frac{1}{2}} (1 + O(\lambda)) \) |
| \( \mu_{\bar{h}}^{J_1} \) | \( -2 \varepsilon^2 (1 + O(\lambda \varepsilon^{\frac{1}{2}})) \) | \( -3/2 \varepsilon^2 (1 + O(\lambda)) \) |
| \( Z_{\bar{h}}^{J_0} \) | 0 | \( O(\lambda) \) | 0 | \( O(\lambda^2) \) |
| \( E_{\bar{h}}^{J_1} \) | 0 | \( O(\lambda \varepsilon^{\frac{1}{2}}) \) | 0 | \( O(\lambda^2) \) |
| \( E_{\bar{h}}^{J_2} \) | 0 | \( O(\lambda \varepsilon^{-\frac{1}{2}}) \) | 0 | \( O(\lambda^2 \varepsilon^{-1}) \) |

Table 3.1. Values of running coupling constants at \( h = \bar{h} \) for \( d = 3 \) and \( d = 2 \). Here \( \varepsilon = \lambda_{\rho_0} R_0^2 \). Note that, while \( A_{\bar{h}} \) and \( E_{\bar{h}} \) are smaller than one, \( A_{\bar{h}} \) and \( E_{\bar{h}} \) starts from 1, since we have included the local quadratic terms in the free measure. The values of the other endpoints at scale \( \bar{h} \) are \( \lambda'_{\bar{h}} = \varepsilon^2 \lambda_{\bar{h}}, \lambda''_{\bar{h}} = \varepsilon^4 \lambda_{\bar{h}}, \mu'_{\bar{h}} = \varepsilon^2 \mu_{\bar{h}}. \)

It will be also useful in the following the value at \( \bar{h} \) of the kernel with two \( J_0 \) external fields, \( J_{\bar{h}}^{J_0} \), which is

\[
J_{\bar{h}}^{J_0} = \begin{cases} 
O(\lambda \varepsilon^{-1}) & d = 3 \\
O(\lambda^2 \varepsilon^{-1}) & d = 2 
\end{cases} 
\] (3.45)
3.4 Coupling constants with external fields for $h \leq \bar{h}$

In this section we will discuss how to control the running coupling constant with external fields $J_0$ and $J_1$. The discussion of the three and two dimensional cases are quite different, since in the two dimensional case, as described in chap. 2.1 we need to localize some extra effectively marginal kernels.

As already discussed in the previous sections in the region $h \leq \bar{h}$ the localization scheme is defined including at each step the local quadratic terms in the measure. Including the local quadratic terms at scale $h = \bar{h}$ in the free measure, we obtain the following renormalized propagator:

$$g^{(\bar{h})}_{\alpha\alpha'}(k) = (\rho_0 R_0^{-2})^{-1} \left( \frac{A_{\bar{h}} k^2 + B_{\bar{h}} k_0^2}{E_{\bar{h}} k_0} - \frac{E_{\bar{h}} k_0}{k^2 + Z_{\bar{h}}} \right)$$

where "\(\sim\)" means leading order in $k$, as $k$ goes to zero, and in $\varepsilon$, see the values of $A_{\bar{h}}, B_{\bar{h}}, E_{\bar{h}}$ and $Z_{\bar{h}}$ in table 3.1 in three and two dimensions. The structure $k_0^2 + \varepsilon k^2$ in the denominator is preserved along the flow in the second region (this is also a consequence of WIs, as discussed up ahead). This property justifies the choice of the cutoff function in the second region as: $\chi_{\bar{h}}(k) := \chi_{\bar{h}}(k_0^2 + \varepsilon k^2)$.

3.4.1 Three dimensions

Aim of this subsection is to prove the results (3.5) for the $3d$ case. With this purpose we study the flow of the coupling constants with an external field $J_\nu$, which are related to $E_h, A_h$ and $B_h$ through the local WIs.

Below we will use many times the dimensional estimate (2) and the short memory property (2.115). We remind the reader that the short memory factor we can extract along each branch of a tree in the lower momenta region $h \leq \bar{h}$ is $\gamma^{0(h-\bar{h})}$ with $0 < \gamma < 2$.

Let us start with the discussion of the flows of the three coupling constants with the external field $J_0$. These are studied by analogy with the flows of the "corresponding" couplings without external fields, where the correspondence is given by the substitution of the vertex giving the external field $J_0$ with a vertex $\mu_h$, as better explained below.

I. Flow for $\mu_{\bar{h}}^{J_0}$, $d=3$

The flow of $\mu_{\bar{h}}^{J_0}$ is studied by analogy with the flow of $\mu_h$. In fact it is sufficient to note that the dashed external line in $\mu_h$ may only belong to a vertex $\mu_k$ for $h \leq k < \bar{h}$ or to an irrelevant vertex at scale $\bar{h}$. Similarly, the external $J_0$ field in $\mu_{\bar{h}}^{J_0}$ can only come from a vertex $\mu_{\bar{h}}^{J_0}$, for $h \leq k < \bar{h}$ or from an irrelevant vertex at scale $\bar{h}$. The two legged relevant vertices with one dashed or $J_0$ line, which are
3.4 Coupling constants with external fields for $h \leq \bar{h}$

$Z_h, Z_h^{J_0}$ and $E_h^{J_0}$, cannot contribute to the beta function of $\mu_h$ or $\mu_h^{J_0}$ since they only have two external legs and then the local part of the diagrams made with them is zero. Then, apart for diagrams containing irrelevant vertices, the beta function $\beta_h^{J_0,\mu}$ for $\mu_h^{J_0}$ is equal to the beta function of $\mu_h$, once the vertex $\mu_k, k \geq h$, giving the external dashed line is replaced by a vertex $\mu_k^{J_0}$.

In the following we will denote with $\beta_{\mu}^{\mu}$ the part of the beta function of $\mu_h$ such that the external dashed lines comes from a vertex $\mu_k$, and with $\beta_{h}^{J_0,\mu}$ the diagrams contributing to the same beta function where the external dashed line comes from an irrelevant vertex at scale $\bar{h}$. In three dimensions $\mu_h$ and $\mu_h^{J_0}$ are marginal. Their flow equations are

$$\mu_{h-1} - \mu_h = \beta_{\mu}^{\mu} + \beta_{h}^{J_0,\mu}$$  \hspace{1cm} (3.47)

$$\mu_{h-1}^{J_0} - \mu_h^{J_0} = \beta_{h}^{J_0,\mu}$$  \hspace{1cm} (3.48)

where $\beta_{\mu}^{\mu}$ and $\beta_{h}^{J_0,\mu}$ differ only for a vertex, that is we can write

$$\beta_{h}^{J_0,\mu} = \sum_{h+1 \leq k \leq \bar{h}} \mu_k \beta_{h,k}^{J_0,\mu}$$

$$\beta_{h}^{J_0,\mu} = \sum_{h+1 \leq k \leq \bar{h}} \mu_k \beta_{h,k}^{J_0,\mu}$$  \hspace{1cm} (3.49)

with $\mu_k \beta_{h,k}^{J_0,\mu}$ the sum of all the diagrams contributing to the beta function for $\mu_h$ where the external dashed line comes from a vertex $\mu_k$ and equivalently $\mu_k \beta_{h,k}^{J_0,\mu}$ is the sum of all the diagrams contributing to the beta function for $\mu_h^{J_0}$ where the external wiggly line $J_0$ comes from a vertex $\mu_k^{J_0}$. Then, assuming

$$\frac{\mu_k^{J_0}}{\mu_k} = \frac{\mu_h^{J_0}}{\mu_h} \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right)$$  \hspace{1cm} (3.50)

we can rewrite $\beta_{h}^{J_0,\mu}$ as follows

$$\beta_{h}^{J_0,\mu} = \sum_{h+1 \leq k \leq \bar{h}} \mu_k \beta_{h,k}^{J_0,\mu} = \frac{\mu_h^{J_0}}{\mu_h} \beta_{h}^{\mu} \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right)$$  \hspace{1cm} (3.51)

Then, by using (3.47) and (3.48), we can express the flow of $\mu_h^{J_0}$ in terms of the flow of $\mu_h$ as follows

$$\frac{\mu_h^{J_0}}{\mu_h} = \prod_{k=h+1}^{\bar{h}} \left( 1 + \frac{\beta_{k}^{\mu}}{\mu_k} \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \right)$$

$$= \prod_{k=h+1}^{\bar{h}} \frac{\mu_{k-1}}{\mu_k} \left( 1 - \frac{\beta_{k}^{\mu}}{\mu_{k-1}} + O(\lambda \varepsilon^{\frac{1}{2}}) \right)$$

$$= \frac{\mu_0}{\mu_h} \prod_{k=h+1}^{\bar{h}} \left( 1 - \frac{\beta_{k}^{\mu}}{\mu_{k-1}} + O(\lambda \varepsilon^{\frac{1}{2}}) \right)$$  \hspace{1cm} (3.52)
\[ \beta^\mu_h = \mu_h \lambda_h + \mu_h \lambda_b + \mu_b \lambda_h + \mu_b \lambda_b \]

\[ \beta^{\ast \mu}_h = \lambda'_h + \mu'_h \]

**Figure 3.3. Flow of \( \mu_h \), \( d = 3 \).** On the first line the diagrams contributing to \( \beta^\mu_h \) at the main order in \( \varepsilon \), which corresponds to the one loop diagrams without irrelevant vertices. On the second line the leading order diagrams contributing to \( \beta^{\ast \mu}_h \), i.e. the diagrams with only one irrelevant vertex at scale \( \bar{h} \); these are obtained by the first line by substituting the vertex \( \lambda_h \) with \( \lambda'_h \) or the vertex \( \mu_h \) giving the external line an irrelevant vertex \( \mu'_h \).

Here \( \beta^{\ast \mu}_h \) contains the diagrams where the external dashed line of \( \mu_{h-1} \) comes from one of the irrelevant vertices \( \lambda'_h \) or \( \mu'_h \), as shown in fig. 3.3. With respect to the dimensional estimate for \( \beta^\mu_h \), the beta function \( \beta^{\ast \mu}_h \) has a factor \( \varepsilon^2 \lambda_h / Z_h \) coming from the substitution of a vertex at scale \( h \) with an irrelevant vertex. The \( Z_h^{-1} \) factor comes from the fact that when we substitute \( \lambda_h \) with \( \lambda'_h \) or \( \mu_h \) with \( \mu'_h \) we get an additional \( g_{ll}(h) \) propagator\(^1\).

Moreover, by the short memory property 2.115, these diagrams are exponentially suppressed as \( h \to -\infty \). In fact, due to the long branch connecting the irrelevant vertex to the vertex at scale \( h + 1 \) in the tree expansion for \( \beta^{\ast \mu}_h \), we can always extract a factor \( \gamma^{-(h-h)} \) from the usual estimate. By a leading order calculation one finds

\[ \beta^{\ast \mu}_h = O \left( \lambda \varepsilon^2 Z_h \gamma^{-(h-h)} \right) \quad d = 3 \]

Using (3.53) one get the following estimate:

\[ \frac{\mu_{h,j}}{\mu_{h,j}'} = \frac{\mu_h}{\mu'_h} \left( 1 + M_{1,h}(\lambda) + M_{2,h}(\lambda) \right) \]

\(^1\) Regarding the substitution of one vertex \( \mu_h \) with \( \mu'_h \), one can convince immediately that there is a unique additional \( g_{ll}(h)(k) \) propagator, even if we are changing two internal plain legs with dashed legs, looking at the dominant diagrams in the asymptotic limit. These are the second diagrams on the first and third lines of fig. 3.3. For \( h \leq \bar{h} \) but not “close” to the infrared limit if one sums all the diagrams with three three-legged vertices contributing to \( \beta^\mu_h \) and \( \beta^{\ast \mu}_h \) one finds the same result.
3.4 Coupling constants with external fields for $h \leq \bar{h}$

$$\beta_{h}^{\mu} = \begin{array}{c}
\partial_0
\end{array} \quad \beta_{h}^{\mu,J_0} = \begin{array}{c}
J_0
\end{array}$$

$$\beta_{h}^{E,*} = \begin{array}{c}
\partial_0
\end{array} \quad \mu'_{h}$$

Figure 3.4. Flow of $E_{h}^{J_0}$, $d=3$. On the first line the beta function of $E_{h}$ and $E_{h}^{J_0}$ at leading order; the beta function of $E_{h}^{J_0}$ at leading order is obtained by substituting the vertex $\mu_{h}$ with external dashed line in $\beta_{h}^{\mu}$ with a vertex $\mu'_{h}$. On the second line the leading order diagram contributing to $\beta_{h}^{E,*}$. With $M_{1,h}(\lambda) = O(\lambda \varepsilon^{\frac{1}{2}})$, $M_{2,h}(\lambda) = O(\lambda \varepsilon^{-\frac{1}{2}} \gamma^{h})$ and $M_{1,\bar{h}}(\lambda) = -M_{2,\bar{h}}(\lambda)$. Asymptotically, being $\mu_{h} = \mu_{\bar{h}} (1 + c \lambda \varepsilon^{\frac{1}{2}} | h - \bar{h} |)^{-1}$ we have

$$\mu_{h}^{J_0} = \frac{1}{1 + c \lambda \varepsilon^{\frac{1}{2}} | h - \bar{h} |} \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \quad (3.55)$$

The (3.54) also shows that the assumption (3.50) is verified. By using the WI (3.22) and the flow equation (3.54) we get

$$E_{h} \simeq \varepsilon^{-1} \mu_{h} \left( 1 + O(\lambda) \right) \quad d=3$$

II. Flow for $E_{h}^{J_0}$, $d=3$

The flow for $E_{h}^{J_0}$ is obtained by comparing the beta function for $E_{h}^{J_0}$ with the one for $E_{h}$, following the same ideas used in the study of the flow of $\mu_{h}^{J_0}$. Let denote with $\beta_{h}^{E}$ the part of the beta function of $E_{h}$ where the external dashed line comes from a relevant vertex $\mu_{k}$ and with $\beta_{h}^{E,*}$ the graphs for which the external dashed line is given by an irrelevant vertex at scale $\bar{h}$. The beta function of $E_{h}^{J_0}$ is obtained by substituting $\mu_{k}$ with $\mu'_{h}$, see fig. 3.4. We have:

$$E_{h-1} = E_{h} + \beta_{h}^{E} + \beta_{h}^{E,*}$$

$$E_{h-1}^{J_0} = E_{h}^{J_0} + \beta_{h}^{E,J_0} \quad (3.56)$$

and then

$$E_{h}^{J_0} - E_{h}^{J_0} = \sum_{k=h+1}^{\bar{h}} \beta_{k}^{E,J_0} \quad (3.57)$$
Denoting with $\beta^E_{h,k}$ the sum of all the diagrams contributing to $\beta^E_h$ where the external dashed line comes from a vertex $\mu_k$ at scale $h < k \leq \bar{h}$ we can write:

$$
\beta^E_h = \sum_{k=h+1}^{\bar{h}} \mu_k \beta^E_{h,k}
$$

$$
\beta^E_{h,J_0} = \sum_{k=h+1}^{\bar{h}} \mu_k^{J_0} \beta^E_{h,k} = \varepsilon^{-1} \beta^E_h \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right)
$$

(3.58)

where we have used (3.54) to estimate $\mu_k^{J_0}/\mu_k$. Then

$$
E_{h,J_0} - E_{\bar{h}} = \varepsilon^{-1} \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \left( E_h - E_{\bar{h}} + \sum_{k=h+1}^{\bar{h}} |\beta^E_{k,\ast}| \right)
$$

(3.59)

with

$$
\beta^E_{k,\ast} = O \left( \lambda \varepsilon^{\frac{1}{2}} \gamma^{-(h-k)} \right)
$$

(3.60)

Being

$$
E_{h,J_0} = O \left( \lambda \varepsilon^{\frac{1}{2}} \right) \quad E_{\bar{h}} = 1 + O \left( \lambda \varepsilon^{\frac{1}{2}} \right)
$$

(3.61)

we find

$$
E_{h,J_0} = -\varepsilon^{-1} \left( 1 - E_h \right) + O(\lambda \varepsilon^{\frac{1}{2}})
$$

(3.62)

with

$$
E_h = \left( 1 + \lambda \varepsilon^{\frac{1}{2}} |h - \bar{h}| \right)^{-1}
$$

(3.63)

In the infrared limit $h \to -\infty$ we get

$$
E_{h,J_0} = -\varepsilon^{-1} \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right)
$$

(3.64)

The local WI (3.24) together with (3.62) give

$$
\sqrt{2} B_h \simeq \varepsilon^{-1} \left( 1 - E_h + O(\lambda) \right) \quad d = 3
$$

(3.65)

The cancellation making $B_h$ finite (instead than logarithmically divergent as one could expect by the naïve dimensional estimate) can be easily seen at the one–loop level, see appendix C.3.2. However it has to be stressed that the one–loop calculations do not say much: if we could not exclude that a similar cancellation takes place at all orders there would always be the possibility that higher orders produce a completely different behavior. That is why the WIs results to be crucial.

III. Flow for $E_{h}^{J_1}$, $d=3$

The argument allowing us to control the flow of $E_{h}^{J_1}$ is based on a dimensional estimate. In fact, the beta function of the marginal coupling $E_{h}^{J_1}$ can be easily
3.4 Coupling constants with external fields for \( h \leq \bar{h} \)

\[
\partial_p J_1 = \partial_k J_1 \partial_p + \partial_x J_1 \partial_p + \ldots
\]

\[
\partial_k J_1 \partial_p + \ldots
\]

Figure 3.5. Flow for \( E_{J_1}^h \). Diagrams contributing to the flow of \( E_{J_1}^{h-1} \) at the main order in \( \varepsilon \). The symbol \( \partial_p \) on the external leg denotes the derivation of the diagrams with respect to the external momentum \( p \). The symbol \( \partial_x \) over a propagator means derivation of the propagator with respect to the variable \( x \).

estimated, noting that the external \( J_1 \) line can only be originated by an irrelevant vertex \( \mu_h^J \) or from a marginal vertex of type \( E_{k}^{J_1} \), as shown in figure (3.5). However, the local part of the diagrams in which the external \( J_1 \)-line comes from a vertex \( E_{k}^{J_1} \) are zero due to the presence of the cutoff function \( f_h(k) \), which is zero for vanishing external momentum.

For what regards the remaining diagrams, i.e. the ones where the wiggly line comes from \( \mu_h^J \), we can extract from then a short memory factor. Denoting with \( \beta_h^{E.J_1} \) the beta function of \( E_{h}^{J_1} \) we have

\[
\beta_h^{E.J_1} = O \left( \lambda \varepsilon \frac{1}{2} \gamma^{-(\bar{h}-h)} \right)
\]

This implies that \( E_h \) is not log-divergent as a priori expected by the dimensional estimate, but tends to a constant. In particular, being \( E_{h}^{J_1} = O(\lambda \varepsilon \frac{1}{2}) \) we have

\[
E_h^{J_1} = O(\lambda \varepsilon \frac{1}{2})
\]

Using the local WI (3.23) and (3.67) we find:

\[
A_{h} - 1 \simeq O(\lambda \varepsilon \frac{1}{2}) \quad d = 3
\]

Note that \( A_h \) is marginal and then a priori logarithm divergent. The cancellation making \( A_h \) finite order by order in perturbation theory can be easily seen at level of the one-loop computation (see appendix C.3) and it is a consequence of the symmetry of the integrals under the change of variable \((p + k, -p) \rightarrow (-p, k + p)\).
3. The flow of the running coupling constants

![Diagram of coupling constants](image)

**Figure 3.6.** Local terms, \(d = 2\). Correspondence between the coupling constants with at least one dashed leg and the coupling constants with one external \(J_0\) field.

\[
\sqrt{2} \quad \begin{array}{c}
\mu_J \mu_J' \\
J_0 \end{array} + 2 \quad \begin{array}{c}
\lambda_J \lambda_J' \\
J_0 \end{array} = \begin{array}{c}
\omega_J \omega_J' \\
J_0 \end{array} \\
4\sqrt{2} \quad \begin{array}{c}
\mu_J \mu_J' \\
J_0 \end{array} = \begin{array}{c}
\omega_J \omega_J' \\
J_0 \end{array}
\]

**Figure 3.7.** Global WIs relating the coupling constant with one external \(J_0\) field.

### 3.4.2 Two dimensions

In this subsection we prove the results (3.5) in the \(2d\) case. With this purpose we study the flow of the coupling constants with an external field \(J\) in the two dimensional case.

In \(2d\) there are four running coupling constants with external dashed legs, as shown in the first line of fig. 3.6. However for each of this coupling there is a corresponding coupling with external \(J_0\) field, which can be obtained by substituting one of the dashed legs with the \(J_0\) fields, see the second line of fig. 3.6.

The reason why we have chosen to localize also the vertices \(\mu_J \mu_J'\), \(\lambda_J \lambda_J'\) and \(\omega_J \omega_J'\) is exactly to use the analogy between the coupling constants with dashed legs and \(J_0\) fields to control the flows of the latter. In fact, if one do not localize the kernels \(V_{20;10}^{(h)}, V_{12;10}^{(h)}\) and \(V_{04;10}^{(h)}\) and try to repeat an argument similar to the one pursued in three dimensional case, immediately realize that the short memory is not sufficient to extract the short memory factor we need to prove that the sum over the scale labels is summable, as happens in (3.54).

We also remark that the couplings \(\mu_J \mu_J', \mu_J \lambda_J', \lambda_J \lambda_J'\) and \(\omega_J \omega_J'\) satisfies global WIs similar to the ones holding for the vertices \(\mu_J, \mu_J', \lambda_J\) and \(\omega_J\), as proved in chap. 4 and represented in fig. 3.7.
I. Flow for $\mu_{h}^{J_{0}}$, $d=2$

In the same spirit of what already done in the three dimensional case we want to control the flow of $\mu_{h}^{J_{0}}$ by the comparison with the one of $\mu_{h}$. In two dimensions both $\mu_{h}$ and $\mu_{h}^{J_{0}}$ are relevant with dimension $1/2$. Their flow equations are

\[ \mu_{h-1} - \gamma \frac{1}{2} \mu_{h} = \beta_{h}^{\mu} + \beta_{h}^{*\mu} \] (3.69)

\[ \mu_{h-1}^{J_{0}} - \gamma \frac{1}{2} \mu_{h}^{J_{0}} = \beta_{h}^{J_{0}\mu} + \beta_{h}^{*J_{0}} \] (3.70)

where $\beta_{h}^{\mu}$ and $\beta_{h}^{J_{0}\mu}$ are the part of the beta function with the external dashed line or the $J_{0}$ line comes from one of the local terms at scale $h \leq k < \bar{h}$. The remaining part of the two beta functions, $\beta_{h}^{\mu}$ and $\beta_{h}^{*J_{0}}$ respectively, contains the diagrams where the external dashed or wiggly line comes from an irrelevant vertex at scale $\bar{h}$. The main point here is that $\beta_{h}^{\mu}$ and $\beta_{h}^{J_{0}\mu}$ are identical once one has changed the relevant vertex giving the external dashed line (i.e. one of the vertices $\mu_{k}$, $\mu'_{k}$, $\lambda'_{k}$ or $\omega_{k}$) with the corresponding vertex with the wiggly external line.

Let us consider the trees contributing to $\beta_{h}^{*\mu}$. Having some attention one can check that we can always extract from the branch connecting the irrelevant vertex giving the external dashed line a short memory factor $\gamma_{\bar{h}(h-h)}$ with $\vartheta < 1$. It is sufficient to remember that the effective internal dimension in two dimensions and in the lower region is equal to the renormalized scaling dimension $\delta_{v}^{2d, <} - \vartheta^{2d, <} + 1/2$ for each external dashed leg which may be contracted at lower scale. There are two vertices with effective scaling dimension lower than 1, as reported in fig. 3.8. However in our case the external dashed leg coming from scale $\bar{h}$ remains external along all the path connecting the irrelevant vertex to the root. Then the vertices along this path have effective dimension $-1$ or lower. Then, using (A.57) and the short memory property we get

\[ |\beta_{h}^{*\mu}| \leq \lambda \lambda_{\varphi} \gamma \frac{1}{2} \] (3.71)

In the previous bound the factor $\gamma^{-\frac{3}{4}h}$ which one had expected in the short memory factor is compensated by the initial value of the irrelevant endpoint at $\bar{h}$. The choice of taking $\vartheta = 3/4$ depends on the fact that we need a short memory larger than $1/2$ to get a summable contribution, as discussed below. Regarding $\beta_{h}^{*J_{0}}$ we have in hand the same short memory factor than for $\beta_{h}^{*\mu}$, the discussion being very similar, since a $J_{0}$ line dimensionally behaves as a non contracted dashed line. Using (A.57) we get

\[ |\beta_{h}^{*J_{0}}| \leq \varepsilon^{-1} \lambda \gamma \frac{1}{2} (h-\bar{h}) \] (3.72)

Now we are ready to discuss how to bound the flow equation of $\mu_{h}^{J_{0}}$. Using (3.69) and (3.70), assuming that

\[ \frac{\mu_{k}^{J_{0}}}{\mu_{k}} = \frac{\mu_{h}^{J_{0}}}{\mu_{h}} (1 + O(\lambda)) \] (3.73)
and following the same strategy used for the three dimensional case, one finds

\[
\frac{\mu_{h}^{J_{0}}}{\mu_{h}^{'J_{0}}} = \frac{\mu_{h}}{\mu_{h}^{'}} \prod_{k=h+1}^{h} \left( 1 - \frac{\beta_{k}^{*}}{\mu_{k-1}} \right) (1 + O(\lambda)) + \sum_{k=h+1}^{h} \beta_{k}^{*J_{0}}
\]  

(3.74)

Using (3.71) we get

\[
\left| \frac{\beta_{k}^{*}}{\mu_{k-1}} \right| \leq O \left( \lambda \gamma^{\frac{1}{2}} \right)
\]  

(3.75)

which is summable over \( k \) thanks to the fact that we could extract from \( \beta_{k}^{*} \) a short memory factor greater than 1/2. Finally we obtain

\[
\frac{\mu_{h}^{J_{0}}}{\mu_{h}^{'J_{0}}} = \frac{\mu_{h}}{\mu_{h}^{'}} (1 + O(\lambda))
\]

(3.76)

with

\[
\mu_{h} = \frac{\sqrt{2}}{4} \varepsilon^{-\frac{1}{2}} (1 + O(\lambda)) \quad \mu_{h}^{'J_{0}} = \varepsilon^{-\frac{1}{2}} (1 + O(\lambda))
\]

(3.77)

Then

\[
2\sqrt{2} \mu_{h}^{J_{0}} = \varepsilon^{-1} \mu_{h} (1 + O(\lambda))
\]

(3.78)

which also verifies (3.73). With similar discussions we can also see that at leading order \( \mu_{h}^{J_{0}} = \varepsilon^{-1} \mu_{h}^{'}, \lambda_{h}^{J_{0}} = \varepsilon^{-1} \lambda_{h}^{'}, \) and \( \omega_{h}^{J_{0}} = \varepsilon^{-1} \omega_{h}. \)

By using the WIs (3.18) and (3.22) and the flow equation (3.76) we get

\[
E_{h} \simeq \varepsilon^{-1} Z_{h} (1 + O(\lambda)) \quad d = 2
\]

(3.79)

II. Flow for \( E_{h}^{J_{0}}, d=2 \)

Once the flow of \( \mu_{h}^{J_{0}}, \mu_{h}^{'J_{0}}, \lambda_{h}^{J_{0}} \) and \( \omega_{h}^{J_{0}} \) are controlled, the flow equations of the two–legged vertices with external fields are studied in complete analogy with the three dimensional case, apart from the fact that now there are four vertices giving the external \( J_{0} \) line. Denoting with \( \beta_{k}^{E_{x}} \) and \( \beta_{k}^{E_{J_{0}}}, \) the parts of the beta function
for \( E_h \) and \( E_{J0}^h \) with the external dashed or wiggly line coming from an irrelevant diagram at scale \( \bar{h} \) we have:

\[
E_{J0}^h - E_{J0}^h = \varepsilon^{-1} (1 + O(\lambda)) \left( E_h - E_{\bar{h}} + \sum_{k=h+1}^{\bar{h}} |\beta_k^{E,\star}| \right) + \sum_{k=h+1}^{\bar{h}} \beta_k^{E_{J0},\star}
\]  

(3.80)

Being

\[
\beta_k^{E,\star} = O(\lambda \gamma^{\delta k}) \quad \beta_k^{E_{J0},\star} = O(\lambda \varepsilon^{-1} \gamma^{\delta k})
\]  

(3.81)

with \( 0 < \delta < 1/2 \) and

\[
E_{J0}^h = O \left( \lambda^2 \varepsilon^{-1} \right) \quad E_{\bar{h}} = 1 + O(\lambda)
\]  

(3.82)

we can conclude that

\[
E_{J0}^h = -\varepsilon^{-1} (1 - E_h + O(\lambda))
\]  

(3.83)

Since

\[
E_h = \varepsilon^{-1} \lambda_{J1} \gamma^{\bar{h}}
\]  

(3.84)

in the infrared limit

\[
E_{J0}^{-\infty} = -\varepsilon^{-1} (1 + O(\lambda))
\]  

(3.85)

Using the local WI (3.24) one obtains

\[
\sqrt{2} B_h \simeq \varepsilon^{-1} (1 - E_h + O(\lambda)) \quad d = 2
\]  

(3.86)

### III. Flow for \( E_{J1}^h \), \( d=2 \)

The flow of \( E_{J1}^h \) is controlled with the same dimensional argument used in the three dimensional case. From each diagram contributing to the beta function of \( E_{J1}^h \) we can extract a short memory factor due to the presence of a long branch connecting \( \mu_{J1}^h \) to the root. We have

\[
\beta_h^{E_{J1}} = O \left( \lambda \gamma^{-\frac{1}{2}(\bar{h}-h)} \right)
\]  

(3.88)
3. The flow of the running coupling constants

Being \( E_h^J = O(\lambda^2) \) in two dimensions we conclude that

\[
E_h^J = O(\lambda) \quad (3.89)
\]

By the local WI (3.23) we get

\[
A_h - 1 \simeq 1 + O(\lambda) \quad d = 2 \quad (3.90)
\]

### 3.4.3 A local WI for the propagator

Using the local Ward identity

\[
B_h = J_h (1 + O(\lambda)) \quad (3.91)
\]

see (4.120) for a derivation, it is possible to proof an identity useful to control the behavior of the propagator, i.e.

\[
E_h^2 + Z_h B_h \simeq Z_h^{-1} (1 + O(\lambda)) \quad (3.92)
\]

holding both in three and two dimensions. The starting point of the proof is the flow equation for \( J_h \), which we can study through the analogy with the flow of \( Z_h \). In fact we can image of substituting the two vertices giving the two external dashed lines in \( Z_h \) with identical vertices with wiggly dashed lines. In the three dimensional case, denoting with \( \mu_{k, k'}^J \) the diagrams contributing to the beta function of \( Z \) where the external dashed lines comes from \( \mu_k \) and \( \mu_{k'} \) we get

\[
J_{h-1} - J_h = \sum_{k, k' = h+1}^{\tilde{h}} \frac{\mu_{k'}^J}{\mu_k} \beta_{h; k, k'}^Z + \beta_h ^{J_0} \quad (3.93)
\]

where \( \beta_h ^{J_0} \) contains the terms with the two \( J_0 \) lines coming from irrelevant vertices. Using that

\[
\frac{\mu_{k}^J}{\mu_h} = \mu_h^J (1 + O(\lambda)) \quad d = 2, 3 \quad (3.94)
\]

we obtain

\[
J_h - J_h = \left( \frac{\mu_{h}^J}{\mu_h} \right)^2 \left( Z_{h_2} \right) - \left( Z_{h_2} \right) - \sum_{k = h+1}^{\tilde{h}} \beta_{k}^Z \right) + \sum_{k = h+1}^{\tilde{h}} \beta_{h}^{J_0} \quad (3.95)
\]

Using the estimates

\[
\beta_h ^{Z_0} = O\left( \lambda \varepsilon^{3/2} \gamma^{-(\tilde{h}-h)} \right) \quad d = 3
\]

\[
\beta_h ^{Z_0} = O(\lambda^2 \varepsilon^{\varrho(h-\tilde{h})}) \quad 0 < \varrho < 1/2 \quad d = 2 \quad (3.96)
\]

and the analogous estimate for \( \beta_h ^{J_0} \) one gets

\[
J_h + \left( \frac{\mu_{h}^J}{\mu_h} \right)^2 \frac{Z_{h}}{2} = \varepsilon^{-1} (1 + O(\lambda)) \quad d = 3 \quad (3.97)
\]

Finally, using the Ward identities (3.18), (3.22) and (3.91) we get (3.92).
3.5 One-loop computations

As shown in appendix A.3 in order to keep in each flow equation only the leading terms in the small parameter $\varepsilon$ it is sufficient to consider the one loop graphs without $\nu$ vertices. This property holds both at the beginning of the region $h \leq \bar{h}$ and in the asymptotic region $h \to -\infty$, but in the latter case the dominant diagrams for $h \to -\infty$ are those with all the internal dashed lines contracted among them, see (A.52) and (A.57). We shall study the flow equations for the effective parameters $\lambda_h$ in 3d and $\{\lambda_h, \lambda_{6,h}\}$ in 2d, by keeping only these contributions; the properties of the corresponding solutions will be used to justify the approximation.

3.5.1 3d case: one–loop computation for $\lambda_h$

We have seen how the use of WIs allows to reduce the flow of the running coupling constants $\lambda_h$, $\mu_h$, $E_h$ and $Z_h$ to one unique independent coupling. In particular the leading order calculation of the beta function for $Z_h$ is very simple, since only one diagram contributes to it, see fig. 3.1. An explicit calculation (see appendix C) gives

$$Z_{h-1} = Z_h - \frac{1}{8} \lambda \varepsilon^{-\frac{1}{2}} \beta_{3d}^{2} Z_h^2$$

(3.98)

with

$$\beta_{3d}^{2} = \int \frac{d^4k}{(2\pi)^4} \frac{f_0(k)}{(k_0^2 + k^2)^2}$$

(3.99)

If we approximate in the integral for $\beta_{3d}^{2}$ the cutoff function $f_0(k)$ with the characteristic function $\vartheta_{\gamma}(k_0^2 + k^2)$ of the set $\{2\gamma^{-2}/(1 + \gamma^2) \leq k_0^2 + k^2 \leq 2\gamma^2/(1 + \gamma^2)\}$ we obtain

$$\beta_{3d}^{2,\vartheta_{\gamma}} = \frac{\log \gamma}{8\pi^2}$$

(3.100)

Then, being $Z_{\bar{h}} = \varepsilon$, we find

$$Z_h = \frac{\varepsilon}{1 + \tilde{c} \lambda \varepsilon^{\frac{3}{2}} |h - \bar{h}|}$$

(3.101)

with $\tilde{c} = 1/(64\pi^2)$. Since all the neglected terms in the beta function are at least of order $1/|h|^3$ (see (A.52), appendix A.3) they cannot change in a substantial way the asymptotic properties of the flow: only the value of the constant $\tilde{c}$ depends on them. Then the effective interactions $\lambda_h$ and $\mu_h$ and the wave functions renormalization constants $Z_h$ and $E_h$ are asymptotically free in the infrared limit.

3.5.2 2d case: one loop computation for $\lambda_h$ and $\lambda_{6,h}$

In the two dimensional case the asymptotic flow of the running coupling constants is reduced to the flows of the two independent effective parameters $\lambda \lambda_h$ and $\lambda \lambda_{6,h}$. Let us consider the

$$x_h = \lambda \lambda_h \quad y_h = \lambda \lambda_{6,h}$$

(3.102)
whose initial values are

\[ x_0 = \lambda \quad y_0 = 0 \] (3.103)

A leading order explicit calculation in the case \( \rho_0 R_0^2 = 1 \) (see (C.2) for the details) gives

\[ x_{h-1} - \gamma x_h = - (\gamma - 1) x_h^2 \left[ 4 \beta_2^{2d} - 3 \beta_1^{2d} \left( y_h \frac{x_h}{x_h^2} \right) + \frac{9}{4} \beta_0^{2d} \left( y_h \frac{x_h}{x_h^2} \right)^2 \right] \] (3.104)

\[ y_{h-1} - y_h = - (1 - \gamma^{-1}) \left[ 8 \beta_3^{2d} x_h^3 - 12 \beta_2^{2d} y_h x_h + \frac{27}{8} \beta_0^{2d} y_h \frac{x_h^3}{x_h^2} \right] \] (3.105)

with

\[ \beta_n^{2d} = \int \frac{d^4k}{(2\pi)^4} \frac{f_0(k)}{(k_0^2 + k^2)^n} = (1 - \gamma^{-1}) \tilde{\beta}_n^{2d} \] (3.106)

and \( \lim_{\gamma \to 1} \tilde{\beta}_n^{2d} = 1/\pi^2 \) for \( n = 0, 1, 2, 3 \). The qualitative behavior of (3.104) and (3.105) is equivalent to the differential equations obtained by taking the limit \( \gamma \to 1 \), which are:

\[ \pi^2 \frac{dx}{dt} = \pi^2 x - x^2 \left[ 4 - 3 \frac{y}{x^2} + \frac{9}{4} \left( \frac{y}{x^2} \right)^2 \right] \] (3.107)

\[ \pi^2 \frac{dy}{dt} = x^3 \left[ 8 - 12 \frac{y}{x^2} + \frac{27}{8} \left( \frac{y}{x^2} \right)^3 \right] \] (3.108)

with the limit \( h \to -\infty \) corresponding to \( t \to \infty \). It is simple to see that the r.h.s. of (3.107) is always positive; than \( x(t) \) grows starting from its initial value \( \lambda \). Since \( x(t) \neq 0 \) for each \( t \), also the r.h.s. of (3.108) is always positive and \( y(t) \), starting from zero, grows up to a fixed point, identified by the solution of the equation

\[ 8 - 12 z + \frac{27}{8} z^2 = 0 \] (3.109)

with \( z(t) = y(t)/x^2(t) \). As a consequence of that also \( x(t) \) reaches a fixed point whose expression at leading order is

\[ x_* = \frac{1}{4 - 3 z_* + \frac{9}{4} z_*^2} \] (3.110)

We see that the presence of the effective marginal terms changes the fixed point for \( x \), even at leading order, which otherwise would be \( x_* = 1/4 \). Even if the qualitative behavior is not changed by the addition of the new terms and it turns to be of order one, as already stated in literature [27], this result is not trivial. In fact the computation of (3.104) and (3.105) in presence of the new terms is quite subtle, as shown in details in appendix C.2. A numerical analysis of the flow equations (3.104) and (3.105) is shown in fig.3.10.
3.5 One-loop computations

Figure 3.10. Effective parameters, $d = 2$. Numerical solution of the leading order flow equations for $\lambda\lambda_h$ (long-dashed line) and $\lambda\lambda_{6,h}$ (dashed line). The plain line represents $\lambda_{6,h}/(\lambda\lambda^2_h)$ which is the additional factor to be added in the renormalized bounds for each vertex of type $\lambda_6$, $\omega_h$, $\lambda'_h$ and $\lambda''_h$, see (C.16).

We conclude with a remark about the role of the parameter $\rho_0 R_0^2$, which we have carefully carried along the calculation, the reason being that one could hope to reduce the fixed point values by playing on the values of the condensate density and range of the potential. This is not the case. In fact if $\rho_0 R_0^2 \neq 1$ the flow equations for $x_h$ and $y_h$ are the same that (3.104) and (3.104) apart for changing $y_h = \lambda\lambda_{6,h}$ with $y'_h = (\rho_0 R_0^2)^{-1} y_h$. So, while the fixed point for $y_h$ depends on $\rho_0 R_0^2$ and in particular

$$\frac{y_h}{x_h} = \rho_0 R_0^2 z_*$$

(3.111)

the fixed point for $x_h$ only depends on the solution of (3.109) which is unchanged.
Chapter 4

Ward Identities

In this chapter we discuss how to derive the global and local Ward identities and how to control the corrections to the formal Ward identities coming from the cutoffs. Referring to the latter purpose we prove here the identities widely used in chap. 2.1:

\[ A_h - 1 \simeq O(\lambda \varepsilon^{\frac{d-2}{4}}) \]
\[ \sqrt{2} B_h \simeq \varepsilon^{-1} (1 - E_h + O(\lambda)) \]
\[ E_h \simeq \varepsilon^{-1} \mu_h (1 + O(\lambda)) \]
\[ E_h^2 + Z_h B_h \simeq \varepsilon^{-1} Z_h (1 + O(\lambda)) \] (4.1)

where “\( \simeq \)" means that the identity holds at the leading order in \( k \) as \( k \to 0 \).

We will also compare these identities with the “formal” ones obtained by neglecting the corrections coming from the ultraviolet cutoff. We will see that the correction terms affects the local WIs at the second non trivial order in the small parameter \( \lambda \). Even if this does not change the way in which the local WIs are used to control the flow equations, the prediction on the physical observables are quantitatively changed. For example, the correction to the speed of sound with respect to Bogoliubov prediction is changed at the first non trivial order in \( \lambda \) if one consider the complete WIs instead of the formal ones. Regarding the magnitude in \( \lambda \) of the prediction on the renormalized speed of sound it remains to understood if it depends on the presence of the ultraviolet cutoff; however this is an example of how the correction terms to the formal WIs may quantitatively change the relations between physical observables.

The Ward identities we are going to derive are relations between the kernels of the generating functional \( \mathcal{W}_{h^\ast,\sigma}(\phi, J_0, J_1) \) defined in section 2.5 derived by performing a phase transformation of the fluctuation fields \( \psi^\pm \). The expression of the functional integral in terms of the original fluctuations fields

\[
e^{\Lambda \mathcal{W}_{h^\ast,\sigma}(\phi, J_0, J_1)} = \int P^{0}_{\lambda[\theta, \sigma]}(d\psi) e^{-V_I(\psi + \phi) + \int_{\Lambda} dx \left[ J_0^0 \psi^+ \psi^- + J_1^1 \cdot (\psi^\ast \partial_x \psi^- - \psi^- \partial_x \psi^\ast) \right]} \]

(4.2)
where \( P_0^{[h^*]}(d\psi) \) is the measure with covariance

\[
g_{\sigma\sigma'}^{[h^*]}(x) = \frac{1}{(2\pi)^{d+1}} \int d^{d+1}k \chi^{[h^*]}(k) g_{\sigma\sigma'}^{(0)}(k)
\]

\[
(g_{\sigma\sigma'}^{(0)}(k))^{-1} = \begin{pmatrix} -ik_0 + k^2 & 0 \\ 0 & ik_0 + k^2 \end{pmatrix}
\] (4.3)

and

\[
V_I(\psi + \phi) = \frac{\lambda}{2} \hat{\psi}(0) \int_{\Lambda} \left[ \left( \sqrt{\rho_0 + \psi_x^+ + \phi_x^+} \right) \left( \sqrt{\rho_0 + \psi_x^- + \phi_x^-} \right) \right]^2 dx \\
- \mu_I \int_{\Lambda} \left( \sqrt{\rho_0 + \psi_x^+ + \phi_x^+} \right) \left( \sqrt{\rho_0 + \psi_x^- + \phi_x^-} \right) dx
\] (4.4)

with \( \mu_I = \mu_B + \nu \) the interacting chemical potential. We remark that the relations between the kernels of the potential (4.2), which we will refer to as “one–step” potential, are not the ones we are interested in. In order to control the flow equations we need relations between the kernels of the effective multiscale potentials obtained including at each step of the integration the local quadratic terms in the measure. With this aim we will consider a sequence of “one–step” potentials, or reference models, with infrared cutoff on scale \( h \), which have trivial invariance properties under the phase transformation of the \( \psi \) fields. For each \( h \) it is simple to proof that the difference between the kernels of the effective potential and the kernels of the “one–step” potential is subdominant both in \( h \) as \( h \to -\infty \) and in the small parameter of the perturbation theory, see appendix D.3 for the discussion of this point. Since we are interested in the behavior of the system in the infrared limit \( h \to -\infty \), for the purposes of our work it is equivalent to use the reference model or the effective model.

The scheme of the chapter is the following:

**Sec. 4.1** We derive the global WIs for the one–step potential, whose interpretation at the one–loop level is also reported. By the use of a global WI, the condition of minimum of the effective potential \( W(\xi) \) is shown to be equivalent to a condition on the effective chemical potential \( \nu_I(h) \).

**Sec. 4.2** This section is devoted to the derivation of the local WIs, which is obtained through the following steps:

a. We derive the formal WIs where “formal” means that we are neglecting the corrections terms coming from the cutoff functions.

b. We derive the complete (i.e. “non–formal”) local WIs, taking into account the contributions coming from the cutoff functions.

c. We describe the multiscale integration of the correction terms, which correspond to new marginal (also relevant in \( 2d \)) kernels whose beta functions can be again rewritten as a series in the running coupling constants.

d. We study the flow of the new marginal running coupling constants corresponding to the correction terms and prove that they give corrections of higher order in \( \lambda \) to the formal WI’s.
Remark. The reader may notice that with respect to the works [31, 64] where the Ward identities are derived for the Schwinger functions, i.e. by differentiation of the potential

\[ U_{\Lambda,h^*}(\phi, J_0, J_1) = \]

\[ \frac{1}{|\Lambda|} \log \int P_{\Lambda, h^*}^0 (d\psi) e^{-V_I(\psi)} + \int_{\Lambda} dx \left[ \psi_+ \phi_x + \psi_- \phi_x^* + J_0^a \psi_+ \psi_- + J_1^a (\psi_- \partial_x \psi_+ - \psi_+ \partial_x \psi_-) \right] \]

(4.5)

here we analyze directly the kernels of the effective potentials, which can be obtained by differentiation from eq. (4.2). In our context, to the purpose of deriving relations between the running coupling constants, it is equivalent to study this slightly modified potential rather than the one in eq. (4.5).
4. Ward Identities

The global WIs are derived by the gauge invariance of the generating functional \( \mathcal{W}(\phi, J_0, J_1) \) under the transformation of the bosonic fields \( \psi^\pm_x \to e^{\pm i\theta} \psi^\pm_x \), with \( \theta \) constant. Note that the Jacobian of the latter transformation is one and the density and current terms are invariant under a global phase transformation of the \( \psi^\pm_x \) fields, then only \( \mathcal{V}_I(\psi) \) is effected by the rotation. We have:

\[
\mathcal{W}_{h^\ast}(\phi, J) = \frac{1}{|\Lambda|} \log \int \mathcal{P}_X(\phi, 0) (d\psi) e^{-\mathcal{V}_I(\psi+\phi) + \int_\Lambda dx \left[ J_0^0 \psi^+_x \bar{\psi}^-_x + J_1^0 \left( \psi^+_x \partial_x \psi^-_x - \psi^-_x \partial_x \psi^+_x \right) \right]} \tag{4.6}
\]

Deriving the latter expression with respect to \( \theta \) and then setting \( \theta = 0 \) we obtain the equality:

\[
\left\langle \int dx \left[ \frac{\partial \mathcal{V}_I}{\partial \phi^+_x} \left( \phi^+_x + \sqrt{\rho_0} \right) - \frac{\partial \mathcal{V}_I}{\partial \phi^-_x} \left( \phi^-_x + \sqrt{\rho_0} \right) \right] \right\rangle_{h^\ast} = 0 \tag{4.7}
\]

Introducing the fields \( \psi^l_x \) and \( \phi^l_x \) such that \( \psi^\pm_x = \sqrt{\frac{\rho_0}{2}} \left( \psi^l_x \pm i \phi^l_x \right) \) and \( \phi^l_x \) and \( \phi^l_x \) such that \( \phi^+_x = \sqrt{\frac{\rho_0}{2}} \left( \phi^l_x + i \phi^l_x \right) \) the generating functional becomes

\[
\mathcal{W}_{h^\ast}(\phi, J) = \frac{1}{|\Lambda|} \log \int \mathcal{P}_X(\phi, 0) (d\psi) e^{-\mathcal{V}_I(\psi+\phi) + \int_\Lambda dx \left[ J_0^0 \frac{1}{2} (\psi^l_x)^2 + (\psi^l_x)^2 + J_1^0 \left( \psi^l_x \partial_x \psi^l_x - \psi^l_x \partial_x \psi^l_x \right) \right]} \tag{4.9}
\]

and the relation (4.7) may be written as

\[
\left\langle \int dx \left[ \frac{\partial \mathcal{V}_I}{\partial \phi^\alpha_x} \left( \phi^\alpha_x + \sqrt{\rho_0} \right) - \frac{\partial \mathcal{V}_I}{\partial \phi^\alpha_x} \left( \phi^\alpha_x + \sqrt{\rho_0} \right) \right] \right\rangle_{h^\ast} = 0 \tag{4.10}
\]

where

\[
\left\langle \frac{\partial \mathcal{V}_I(\psi + \phi)}{\partial \phi^\alpha_x} \right\rangle_{h^\ast} = - \frac{\delta \mathcal{W}_{h^\ast}(\phi)}{\delta \phi^\alpha_x} \quad \alpha = l, t \tag{4.11}
\]

and we may rewrite (4.10) as

\[
\int dx \left[ \frac{\delta \mathcal{W}_{h^\ast}(\phi)}{\delta \phi^l_x} (\phi^l_x + \sqrt{\rho_0}) - \frac{\delta \mathcal{W}_{h^\ast}(\phi)}{\delta \phi^l_x} (\phi^l_x) \right] = 0 \tag{4.12}
\]

We remind to the reader the expression of the interacting potential in terms of the \( \psi^l \) and \( \psi^t \) fields:

\[
\mathcal{V}_I(\psi) = \rho_0 R_0^2 \left( \frac{\varepsilon}{16} \int_\Lambda \left( (\psi^l_x)^2 + (\psi^t_x)^2 \right)^2 dx + \frac{\varepsilon}{4} \sqrt{2} \int_\Lambda (\psi^l_x)^2 (\psi^l_x + \psi^t_x) dx \right.
\]

\[
+ \frac{\varepsilon}{2} \int_\Lambda (\psi^l_x)^2 dx + \frac{\nu}{2} R_0^2 \int_\Lambda \left( (\psi^l_x)^2 + (\psi^t_x)^2 \right) dx \right) \tag{4.13}
\]
4.1 Global WIs

with \( \nu = \lambda \rho_0 \hat{v}(0) - \mu_I \) the correction to the interacting chemical potential with respect Bogoliubov chemical potential \( \mu_B = \lambda \rho_0 \hat{v}(0) \).

In order to obtain relations among the kernels of the one-step effective potential \( W_{h^*}(\phi) \), defined by

\[
W_{mn}^{(h^*)}(x_1, \ldots, x_m; y_1, \ldots, y_n) = \frac{1}{m! n!} \frac{\delta^{m+n} W_{h^*}(\phi)}{\delta \phi_{x_1} \ldots \delta \phi_{x_m} \delta \phi_{y_1} \ldots \delta \phi_{y_n}} \bigg|_{\phi=J_0=0,J=0} \tag{4.14}
\]

all we have to do is apply to \((4.12)\) an arbitrary functional derivative with respect to the \( \phi^\alpha \) fields and then set all the external fields equal to zero. By deriving \((4.12)\) \( m \) times with respect to the field \( \phi^j \) and \( n \) times with respect to \( \phi^l \) we obtain the following relations for the kernels \( W_{mn}^{(h^*)}(x_1, \ldots, x_m; y_1, \ldots, y_n) \):

\[
\sqrt{2} m! (n+1)! \int dx W_{m,n+1}^{(h^*)}(x_1, \ldots, x_m; y_1, \ldots, y_n, x) \bigg|_{x=x_1,\ldots,x_m} + (m-1)! (n+1)! \sum_{j=1}^{m} W_{m-1,n+1}^{(h^*)}(x_1, \ldots, x_j, x_{j+1}, \ldots, x_m; y_1, \ldots, y_n, x_j) \bigg|_{x=x_j,\ldots,x_m} \nonumber \\
-(m+1)! (n-1)! \sum_{j=1}^{n} W_{m+1,n-1}^{(h^*)}(x_1, \ldots, x_m, x_j; y_1, \ldots, y_{j-1}, y_{j+1}, \ldots, y_n) = 0 \tag{4.15}
\]

This implies the following relation for the Fourier transforms of the kernels evaluated at zero external momentum:

\[
\sqrt{2} (n+1) \hat{W}_{0,n+1}^{(h^*)}(0, \ldots, 0) - \hat{W}_{1,n-1}^{(h^*)}(0, \ldots, 0) = 0 \quad \text{for } m = 0 \nonumber \\
\sqrt{2} (m+1) \hat{W}_{m,1}^{(h^*)}(0, \ldots, 0) + \hat{W}_{m-1,1}^{(h^*)}(0, \ldots, 0) = 0 \quad \text{for } n = 0 \nonumber \\
\sqrt{2} (n+1) \hat{W}_{m,n+1}^{(h^*)}(0, \ldots, 0) + (n+1) \hat{W}_{m-1,n+1}^{(h^*)}(0, \ldots, 0) \nonumber \\
-(m+1) \hat{W}_{m+1,n-1}^{(h^*)}(0, \ldots, 0) = 0 \quad \text{for } m, n \neq 0 \tag{4.16}
\]

As shown in appendix D.3 the difference between the zero momentum kernels \( \hat{W}_{mn}^{(h)} \) of the one–step effective potential \( W_{h}(\phi, J) \) and the running coupling constant at scale \( h \), obtained by the multiscale integration, is small, since it comes only from the integration on the last scale \( h \). Then we can use the identities \((4.16)\) to get relations between the running coupling constants.

The identities relating \( \lambda_h, \mu_h \) and \( Z_h \) are obtained choosing \( m = n = 1 \) or \( m = 0 \) and \( n = 3 \); in these two cases we get:

\[
\sqrt{2} \hat{W}_{12}^{(h)}(0,0,0) + \hat{W}_{02}^{(h)}(0,0) - \hat{W}_{20}^{(h)}(0,0) = 0 \\
4 \sqrt{2} \hat{W}_{04}^{(h)}(0,0,0,0) - \hat{W}_{12}^{(h)}(0,0,0) = 0 \tag{4.17}
\]

Since the difference between the kernels \( \hat{W}_{n,m} \) of the one–step potential and the kernels \( \hat{V}_{n,m} \) of the multiscale potential is subdominant in \( h \) as \( h \to -\infty \), see
appendix D.3, the previous relation correspond to
\[
2 \sqrt{2} \mu_h + 2 \gamma^2 \nu_h - Z_h \simeq 0 \\
4 \sqrt{2} \lambda_h - \mu_h \simeq 0
\]
(4.18)
in the three dimensional case and
\[
2 \sqrt{2} \gamma^h \mu_h + 2 \gamma^2 \nu_h - Z_h \simeq 0 \\
4 \sqrt{2} \gamma^h \lambda_h - \gamma^2 \mu_h \simeq 0
\]
(4.19)
in the two dimensional case, where the symbol “\(\simeq\)” denotes that the two sides are equal apart for subdominant terms in \(h\).

The global Ward identities necessary to control the flow of the three additional marginal couplings \(\lambda_h', \mu_h', \) and \(\omega_h\) arising in the two dimensional case are:
\[
6 \sqrt{2} \hat{W}^{(h)}_{06} - \hat{W}^{(h)}_{14} = 0 \\
2 \sqrt{2} \hat{W}^{(h)}_{14} - \hat{W}^{(h)}_{22} = -2 \hat{W}^{(h)}_{04} \\
2 \sqrt{2} \hat{W}^{(h)}_{22} - 3 \hat{W}^{(h)}_{30} = -2 \hat{W}^{(h)}_{12}
\]
(4.20)
which correspond to
\[
6 \sqrt{2} \lambda_{6,h} \simeq \gamma^h \omega_h \\
2 \sqrt{2} \gamma^{\frac{1}{2}} \omega_h - \gamma^{-h} \lambda_{h}' \simeq -2 \gamma^h \lambda_h \\
2 \sqrt{2} \gamma^{-h} \lambda_{h}' - 3 \gamma^{\frac{3}{2}} \mu_{h}' \simeq -2 \gamma^2 \mu_h
\]
(4.21)
Further global Ward identities are useful to individuate which are the null local kernels of the effective potentials; in particular
\[
\sqrt{2} \hat{W}^{(h)}_{01} = 0 \\
2 \sqrt{2} \hat{W}^{(h)}_{11} + \hat{W}^{(h)}_{01} = 0 \\
3 \sqrt{2} \hat{W}^{(h)}_{03} - \hat{W}^{(h)}_{11} = 0 \\
3 \sqrt{2} \hat{W}^{(h)}_{21} + \hat{W}^{(h)}_{11} = 0 \\
3 \sqrt{2} \hat{W}^{(h)}_{13} + 3 \hat{W}^{(h)}_{03} - 2 \hat{W}^{(h)}_{21} = 0 \\
3 \sqrt{2} \hat{W}^{(h)}_{31} + \hat{W}^{(h)}_{21} = 0
\]
\[
\Rightarrow \hat{W}^{(h)}_{01} = 0 \\
\Rightarrow \hat{W}^{(h)}_{11} = 0 \\
\Rightarrow \hat{W}^{(h)}_{03} = 0 \\
\Rightarrow \hat{W}^{(h)}_{21} = 0 \\
\Rightarrow \hat{W}^{(h)}_{13} = 0 \\
\Rightarrow \hat{W}^{(h)}_{31} = 0
\]
(4.22)
Comparing the previous result with the expression of the potential \(V_f(\psi)\) in (4.13) we note that the previous Ward Identities fix that the kernels with four, three or two legs that may be generated at each scale \(h\) cannot be different from the ones already present in the original potential.
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\[ \beta^\lambda_h = \quad + \quad + \]

\[ \beta^\mu_h = \quad + \quad + \quad + \quad + \quad + \]

\[ \beta^Z_h = \quad + \quad + \quad + \quad + \quad + \]

**Figure 4.1. Flow equations** \( \bar{h} < h \leq 0 \). Second order contributions to the beta function of \( \lambda_h, \mu_h \) and \( \nu_h \).

### 4.1.1 Renormalization condition

The condition that the effective potential \( W_\Lambda(\xi) \) reaches its minimum for \( |\xi|^2 = \rho_0 \) corresponds to the request

\[ 0 = \frac{\delta}{\delta \xi} W_\Lambda(\xi) = -\langle \frac{\delta}{\delta \psi_x} V_l(\psi + \xi) \rangle_{-\infty} \]

(4.23)

where we have used (4.4) and that \( \frac{\delta}{\delta \xi} \varphi^\pm_x = \frac{\delta}{\delta \psi_x} \varphi^\pm_x \). Since \( W(\rho_0) = \lim_{h^* \to -\infty} W_{h^*}(\rho_0) \), the minimum condition corresponds to

\[ \lim_{h^* \to -\infty} \tilde{W}_{10}^{(h^*)} = 0 \]

(4.24)

Then, using the global Ward identity

\[ 2 \sqrt{2} \tilde{W}_{02}^{(h^*)} - \tilde{W}_{10}^{(h^*)} = 0 \]

(4.25)

we see that the minimum condition is equivalent to the requirement

\[ \lim_{h^* \to -\infty} \gamma^{2h^*} \nu_{h^*} = 0 \]

(4.26)

which is certainly satisfied in our model, since we have fixed \( \nu_{-\infty} \) so that \( |\nu_h| \) is bounded for each \( h \), see sec. 3.28.

### 4.1.2 Perturbative interpretation of the WIs

The interpretation of the global Ward identities (4.18) and (4.19) is plain if we look at the leading order contributions to the beta function of the kernels \( W_{04}^{(h)}, W_{12}^{(h)} \) and \( W_{20}^{(h)} \). The interpretation is quite different in the higher momentum region \( \bar{h} < h < 0 \) and lower momentum region \( h \leq \bar{h} \).

In the higher momentum region the scaling dimensions of the kernels do not depend on the type (plain or dashed) of the legs; then we have three four–legged running coupling constants, \( \lambda_h, \lambda'_h \) and \( \lambda''_h \), and two three–legged running coupling
constant, i.e. $\mu_h$ and $\mu'_h$. Moreover the order in the small parameter $\varepsilon$ increases with the number of vertices, so the leading order contributions to the beta function come from the second order diagrams, see fig. 4.1. The global WIs are an expression of the fact that at each order the diagrams contributing to the beta functions of $\bar{\lambda}_h$, $\bar{\mu}_h$ and $\bar{Z}_h$ are exactly the same, the only difference staying in the external legs, see again fig. 4.1. More precisely it is sufficient to change one of the vertices $\lambda_k$ or $\lambda'_k$ on the first line of fig. 4.1 with a vertex $\mu_k$ or $\mu'_k$ to get the beta function for $\bar{\mu}_h$ instead of the one for $\bar{\lambda}_h$. In the same manner, by changing both the two four–legged vertices in $\bar{\beta}_h^\lambda$ we obtain the beta function of $\bar{Z}_h$. With this exchanges the contracted legs remains the same, but the combinatorial factors associated at each diagram change, in such a way that the constants factor in (4.18) and (4.19) are obtained.

In the region $h \leq \bar{h}$ the dimensional scaling of the plain and dashed legs become different and the running coupling constants with more than two external legs are $\{\lambda_h, \mu_h\}$ in $3d$ and $\{\lambda_h, \mu_h, \lambda'_h, \mu'_h, \omega_h, \lambda_6, h\}$ in $2d$. The order in $\varepsilon$ in this region is given by the number of loops instead than the number of vertices. This depends on the identity

$$2 \sqrt{2} \mu_h \left[ g_{tt}^{(h)}(k) g_{tt}^{(h)}(k) + (g_{tt}^{(h)}(k))^2 \right] = g_{tt}^{(h)}(k)$$

(4.27)

which implies that the sum of a certain combination of $n$–order diagrams gives the same contribution in the small parameter $\varepsilon$ than a $(n - 1)$–order diagram (the order here refers to the number of vertices). For example, referring to the flow equation of $\mu_h$, on the second line of fig. 3.1 pag. 88, the identity (4.27) implies that the sum of the three diagrams of third order contributing to the beta function gives a contribution of the same order in $\varepsilon$ with respect to the second order diagram in the same figure. In this case the global WIs ensure that the sum of all the $n$–loop diagrams for each $n$ are proportional through (4.18) and (4.19). The validity of the global WI for $\lambda_h$, $\mu_h$ and $Z_h$ at the one–loop level is easily checked, see appendix C.1 for an explicit computation.
4.2 Local WIs

In this section we will derive the local Ward identities, which have been used in chap. 3 in order to control the flow of $A_h$, $B_h$, $E_h$ and to bound the renormalized propagator. Moreover one may also derive relations between the two point renormalization functions and the density–density and current–current kernels. As well known the latter identities are related to the physical relations between two points correlation functions and the response functions.

4.2.1 Derivation of the formal WIs

In this section we discuss the “formal” local WIs, i.e. the local WIs obtained for a modification of the generating functional (4.2), obtained by considering the measure $P_0(\text{d}\psi)$, having the same propagator of $P_0(\text{d}\psi)$ but without the cutoff function $\chi_{[h^*, 0]}(k)$. The corrections to the formal WI due to the presence of the cutoff function in (4.2) will be discussed in the next section.

Under a local gauge transformation of the fluctuation fields $\psi^\pm x \to e^{i\vartheta x} \psi^\pm x$ the measure $P(\text{d}\psi)$ is not invariant under the transformation. It is simple to see it using the formal expression for the measure

$$ P(\text{d}\psi) = \frac{1}{\mathcal{N}} D\psi e^{-\int dx[\psi^*_x (-\partial_{x_0} + \Delta)\psi^-_x]} $$

with $\mathcal{N}$ a normalization factor. By performing a local gauge transformation of $W_{h^*}(\phi, J_0, J_1)$, deriving with respect to $\vartheta_x$ and setting $\vartheta_x$ to zero we get a term similar to the one in 4.12 (except for the absence of the integration over the $x$ variable) plus an extra term coming from the measure which is the media $\langle \cdot \rangle_{h^*}$ of the following derivative:

$$ \frac{\partial}{\partial \vartheta_x} \left\{ - \int dx[ e^{i\vartheta_x} \psi^+_x (-\partial_{x_0} + \Delta)(e^{-i\vartheta_x} \psi^-_x)] \right\}_{\vartheta_x=0} $$

$$ = i \left[ \partial_{x_0} (\psi^+_x \psi^-_x) + \partial_x (\psi^-_x \partial_x \psi^+_x - \psi^+_x \partial_x \psi^-_x) \right] $$

$$ = i \rho_0 \left[ \frac{1}{2} \partial_{x_0} \left( (\psi^l_x)^2 + (\psi^t_x)^2 \right) + i \partial_x (\psi^l_x \partial_x \psi^l_x - \psi^t_x \partial_x \psi^t_x) \right] $$

$$ = i \partial_x j^\nu_x \quad \nu = 0, 1, 2, 3 $$

with $\partial_x = (\partial_{x_0}, \partial_x)$ and

$$ j^\nu_x = \begin{cases} \frac{\rho_0}{2} \left[ (\psi^l_x)^2 + (\psi^t_x)^2 \right] & \nu = 0 \\ \rho_0 \left[ \psi^l_x i \partial_x \psi^l_x - \psi^t_x i \partial_x \psi^t_x \right] & i = 1, 2, 3 \end{cases} $$

Note that if we introduce the adimensional variables $(x'_0, x'_i) = (R_0^{-2} x_0, R_0^{-1} x_i)$ we get that the terms $\partial_x j^\nu_x$ have dimensions $\rho_0 R_0^{-2}$, as expected. Taking into account the definition in (4.29) we get the following local ward identity:

$$ \frac{\delta W_{h^*}}{\delta \phi_x^l} \left( \phi_x^l + \sqrt{2} \right) - \frac{\delta W_{h^*}}{\delta \phi_x^l} \phi_x^l - i (\partial_x j^\nu_x)_{h^*} = 0 $$

(4.31)
In the Fourier space, using $\psi^\alpha_x = |\Lambda|^{-1} \sum_k e^{ikx} \phi^\alpha_k$ we have

$$-i \partial_{x_\nu} j^\nu_x = |\Lambda|^{-2} \sum_{k,p} e^{ikx} \left[ \frac{1}{2} p_0 \left( \psi^l_{k+p} \psi^l_{-k} + \psi^l_{k-p} \psi^l_{-k} \right) + p \cdot (k) \psi^l_{k+p} \psi^l_{-k} \right]$$

(4.32)

The term $\langle j^\nu_x \rangle_{h^*}$ can be written as functional derivative of the potential $W_{h^*}(\phi, J_\nu)$ with respect to the external fields $J_0$ and $J_1$:

$$\langle j^\nu_x \rangle_{h^*} = \frac{\delta W_{h^*}(\phi, J_\nu)}{\delta J^\nu_y} \bigg|_{\phi,J_\nu=0}$$

(4.33)

In the following we will indicate the kernels with an external leg of type $\nu$ and one or two external plain (or dashed) legs as follows

$$W_{01;\nu}^{(h^*)}(y; x) = \frac{\delta^2 W_{h^*}(\phi, J_\nu)}{\delta \phi_y^l \delta J^\nu_x} \bigg|_{\phi,J_\nu=0} = -\left( \frac{\delta \mathcal{V}_I(\phi)}{\delta \phi_y^l} ; j^\nu_x \right)_{h^*}$$

(4.34)

$$2! W_{02;\nu}^{(h^*)}(y, z; x) = \frac{\delta^3 W_{h^*}(\phi, J_\nu)}{\delta \phi_y^l \delta \phi_z^l \delta J^\nu_x} \bigg|_{\phi,J_\nu=0} = \frac{\delta}{\delta J^\nu_y} \left( \frac{\delta^2 \mathcal{V}_I(\phi)}{\delta \phi_y^l \delta \phi_z^l} ; j^\nu_x \right)_{h^*}$$

where the semicolon indicates the connected expectation and the $2!$ factor on the second lines corresponds to the combinatorial factor $n_1! n_2!$. The Fourier transform of (4.34) is defined by

$$W_{11;\nu}^{(h)}(x, y; z) = \frac{1}{(\beta L^d)^2} \sum_{k,p} e^{ipx} e^{iky} e^{-i(k+p)z} W_{11;\nu}^{(h)}(p, k)$$

(4.35)

when we have taken into account the fact that the kernels are translational invariant in the $x$ space. The local WIs are obtained by 4.3 deriving with respect to $\phi_y^l$ or $\phi_z^l$ an appropriate number of times. The local WIs which are used to control the flow are listed in the following.

(1) Local WI for $A_{h^*}$. This identity is obtained by deriving (4.31) once with respect to $\phi_y^l$ and then setting to zero the external sources:

$$2\sqrt{2} W_{02}^{(h)}(x, y) - W_{10}^{(h)}(x) \delta(x - y) - i\partial_{x_\nu} W_{01;\nu}^{(h)}(y; x) = 0$$

(4.36)

In the momentum space the previous identity becomes

$$2\sqrt{2} \hat{W}_{02}^{(h)}(p) - \hat{W}_{10}^{(h)}(0) + p_\nu \hat{W}_{01;\nu}^{(h)}(p) = 0$$

(4.37)

Using the global Ward identity $\hat{W}_{01}^{(h)}(0) = 2\sqrt{2} \hat{W}_{02}^{(h)}(0)$ one gets

$$2\sqrt{2} \left( \hat{W}_{02}^{(h)}(p) - \hat{W}_{02}^{(h)}(0) \right) = - p_\nu \hat{W}_{01;\nu}^{(h)}(p)$$

(4.38)
Now, choosing as external momentum \( p = (0, p) \):
\[
2\sqrt{2} \left( \hat{W}^{(h)}_{02}(p) - \hat{W}^{(h)}_{02}(0) \right) = -p \cdot \hat{W}^{(h)}_{01:1}(p)
\]  
(4.39)
where \( p \cdot \hat{W}^{(h)}_{01:1}(p) \) is a shortcut for \( \sum_i p_i \hat{W}^{(h)}_{01:i}(p) \). We have
\[
2\sqrt{2} \left( \hat{V}^{(h)}_{02}(p) - \hat{V}^{(h)}_{02}(0) \right) \simeq -p \cdot \hat{V}^{(h)}_{01:1}(p)
\]  
(4.40)

The previous relation at the second order in \( p \) gives
\[
\sqrt{2} (A_h - 1) \simeq -E^{J_1}_h
\]  
(4.41)
both for the two and three dimensional case. The identity (4.41) is immediately verified at \( h = 0 \) being \( E^{J_1}_0 = 0 \) and \( A_0 = 1 \).

(2) Local WI for \( B_h \). This identity is obtained by choosing in (4.38) the external momentum as \( p = (p_0; 0) \):
\[
2\sqrt{2} \left( \hat{W}^{(h)}_{02}(p_0) - \hat{W}^{(h)}_{02}(0) \right) = -p_0 \hat{W}^{(h)}_{01:0}(p_0)
\]  
(4.42)

The latter relation at the second order in \( p_0 \) gives:
\[
\sqrt{2} B_h \simeq -E^{J_0}_h
\]  
(4.43)
both for the two and three dimensional case. For \( h = 0 \) the (4.43) is immediately verified since \( B_0 = E^{J_0}_0 = 0 \).

(3) Local WI for \( E_h \). By deriving (4.31) twice with respect to the field \( \phi^t \) we get the identity
\[
3\sqrt{2} W^{(h)}_{03} (x, y, z) - W^{(h)}_{11} (x, y) \delta(x - z) - W^{(h)}_{11} (x, z) \delta(x - y) = 2i \partial_0 W^{(h)}_{02;\nu} (y, z; x)
\]  
(4.44)

that in momentum space corresponds to
\[
3\sqrt{2} \hat{W}^{(h)}_{03} (p, k) - \hat{W}^{(h)}_{11} (-k) - \hat{W}^{(h)}_{11} (k + p) = -2p_\nu \hat{W}^{(h)}_{02;\nu} (k; p)
\]  
(4.45)

Choosing as external momentum \( p = (p_0, 0) \) we obtain the relation
\[
3\sqrt{2} \hat{W}^{(h)}_{03} (k, p) - \left( \hat{W}^{(h)}_{11} (k + p) - \hat{W}^{(h)}_{11} (k) \right) = -2p_0 \hat{W}^{(h)}_{02:0} (k; p)
\]  
(4.46)

that at the first order in \( p_0 \) gives
\[
E_h \simeq 2\mu^{J_0}_h \quad d = 3
\]
\[
E_h \simeq \gamma^2 2\mu^{J_0}_h \quad d = 2
\]  
(4.47)
in the lower momenta region. For \( h = \tilde{h} \) in fact \( \mu_{\tilde{h}} = 1/2 \) and \( E_{\tilde{h}} = 1 \). For \( \tilde{h} < h \leq 0 \) one has to take into account the fact that the kernels on the two sides of the equation have different scaling dimensions and that \( E_0 \) is equal to zero, while \( \tilde{\mu}_0 \) to 1/2. One obtains (B.3).
4. Ward Identities

(4) Alternative identity for $E_h$.
By deriving (4.31) once with respect to $\phi_y^l$ and then setting to zero the external sources:

$$2\sqrt{2} W_{11}^{(h)}(x,y) + W_{10}^{(h)}(x)\delta(x-y) - i\partial_x W_{10,\nu}(y; x) = 0$$  (4.48)

which in the momentum space corresponds to

$$2\sqrt{2} \hat{W}_{11}^{(h)}(p) + \hat{W}_{01}^{(h)}(0) + p_\nu \hat{W}_{10,\nu}(-p) = 0$$  (4.49)

Using the global Ward identity $2\sqrt{2} \hat{W}_{11}^{(h)}(0) = -\hat{W}_{10}^{(h)}(0)$ and then choosing the external momentum to be $p = (p_0, 0)$ one get

$$2\sqrt{2} \left( \hat{W}_{11}^{(h)}(p_0) - \hat{W}_{11}^{(h)}(0) \right) + p_0 \hat{W}_{10,0}(-p_0) = 0$$  (4.50)

The previous relation at the first order in $p_0$ gives

$$2\sqrt{2} (E_h - 1) \simeq Z_h^{(h)}$$  (4.51)

both for the two and three dimensional case and $h \leq \bar{h}$.

(5) Local WI for the density–density kernel $J_h$. By deriving (4.31) with respect to the external field $J_{\mu}^y$ one gets the identity

$$\sqrt{2} W_{01,\mu}^{(h)}(x,y) - i\partial_x W_{00,\nu\mu}^{(h)}(x,y) = 0$$  (4.52)

that is

$$\sqrt{2} \hat{W}_{01,\mu}^{(h)}(p) + p_\nu \hat{W}_{00,\nu\mu}^{(h)}(p) = 0$$  (4.53)

Choosing $p = (p_0, 0)$ and $\mu = 0$ we get

$$\sqrt{2} \hat{W}_{01,0}^{(h)}(p_0) + p_0 \hat{W}_{00,00}^{(h)}(p_0) = 0$$  (4.54)

which at the first order in $p_0$ gives

$$\sqrt{2} E_h^{(h)} \simeq -J_h$$  (4.55)

Combining the latter identity with (4.43)

$$B_h \simeq J_h$$  (4.56)

which is an useful identity in order to study the behavior of the propagator, as seen in section 3.4.3.

(6) Local WI for the current–current kernel $K_h$. By using (4.53) and choosing $p = (0, p)$ and $\mu = j$ we get

$$\sqrt{2} \hat{W}_{01,j}^{(h)}(p) + p \cdot \hat{W}_{00,1j}^{(h)}(p) = 0$$  (4.57)

Combining the latter identity with (4.41)

$$2 (A_h - 1) \simeq K_h$$  (4.58)

where $K_h$ is the kernel with two $J_1$ external fields.
Global WIs between kernels with external fields

By applying to the identity (4.12) a functional derivative with respect one of the external fields $J_y^\nu$ one obtains:

$$\int dx \left[ \frac{\delta^2 W_{h^*}(\phi)}{\delta J_y^\nu \delta \phi_x^l} (\phi_x^l + \sqrt{2}) - \frac{\delta^2 W_{h^*}(\phi)}{\delta J_y^\nu \delta \phi_x^l} (\phi_x^l) \right] = 0 \quad (4.59)$$

Starting from (4.59) and by applying an arbitrary functional derivative with respect to the $\phi^\alpha$ fields we obtain a new series of global WIs involving the kernel with external $J_\nu$ fields. Two particularly useful identities are obtained choosing $\nu = 0$ and $(m, n) = (1, 1), (0, 3)$ with $m$ and $n$ the number of derivatives with respect to the fields $\psi_l$ or $\psi^l$ respectively:

$$\sqrt{2} \hat{W}_{12;0}(0, 0, 0) + 2 \hat{W}_{02;0}(0, 0) = \hat{W}_{20;0}(0, 0)$$
$$4\sqrt{2} \hat{W}_{04;0}(0, 0, 0) = \hat{W}_{12;0}(0, 0, 0) \quad (4.60)$$

where we are using the definitions (4.34) for the kernels with external fields. The global WIs in (4.60) are represented in fig. 3.7 pag. 3.7 and useful to control the flow of the running coupling constants with external fields in the two dimensional case.
4. Ward Identities

4.2.2 Corrections to WIs due to cutoffs

Now we are ready to include the corrections to local Ward Identities coming from the presence of a cutoff function $\chi_{[r^*,0]}(k)$ in the generating functional (4.2). The formal expression of the measure in this case is the following

$$P_{\chi_{[r^*,0]}}(d\psi) = \frac{1}{N} D(\psi) e^{-\int dx \psi^+_x D_{[r^*,0]}} \psi^-_x$$  \hspace{1cm} (4.61)

with $D_{[r^*,0]}$ an operator on the $\psi$ fields whose action is defined by

$$D_{[r^*,0]} \psi^-_x = \frac{1}{|\Lambda|} \sum_k e^{-ikx} \chi_{[r^*,0]}^{-1}(k)(ik_0-k^2)\psi^-_k$$  \hspace{1cm} (4.62)

As in the previous section, the local Ward identities are derived by performing a local gauge transformation of the fields $\psi^\pm_x$ in the generating functional $\mathcal{W}_{h^*}(\phi,J)$, by deriving it with respect to the phase variable $\vartheta_x$ and then by setting $\vartheta_x$ to zero. We obtain:

$$\frac{\delta \mathcal{W}_{h^*}}{\delta \vartheta^*_x} \left( \vartheta^*_x + \sqrt{2} \right) = \frac{\delta \mathcal{W}_{h^*}}{\delta \vartheta^*_x} \vartheta^*_x$$

$$+ \left( \frac{\partial}{\partial \vartheta_x} \left\{ \int dx [e^{i\vartheta_x} \psi^+_x D_{[r^*,0]}(e^{-i\vartheta_x} \psi^-_x)] \right\} \right)_{\vartheta_x=0} = 0 \hspace{1cm} (4.63)$$

where

$$\int dx [e^{i\vartheta_x} \psi^+_x D_{[r^*,0]}(e^{-i\vartheta_x} \psi^-_x)] = \int dx \psi^+_x D_{[r^*,0]} \psi^-_x$$

$$+ i \int dx \left( \vartheta_x \psi^+_x D_{[r^*,0]} \psi^-_x - \psi^+_x D_{[r^*,0]} (\vartheta_x \psi^-_x) \right) + O(\vartheta^2) \hspace{1cm} (4.64)$$

The second term on the r.h.s. of (4.64) can be conveniently written in the Fourier space, using $\psi^\pm_x = |\Lambda|^{-1} \sum_k e^{\pm ikx} \psi^\pm_k$ and $\vartheta_x = |\Lambda|^{-1} \sum_k e^{-ikx} \vartheta_k$:

$$\frac{i}{|\Lambda|^2} \sum_{k,p} \vartheta_k \left\{ \psi^+_k \chi^{-1}_{[r^*,0]}(k)(ik_0-k^2)\psi^-_k - \psi^+_k \chi^{-1}_{[r^*,0]}(k)(ik_0-k^2)\psi^-_{k-p} \right\} \hspace{1cm} (4.65)$$

Once derived (4.64) with respect to $\vartheta_x$ and set $\vartheta_x = 0$ we obtain:

$$T_x(\psi^\pm) = \frac{i}{|\Lambda|^2} \sum_{k,p} e^{ipx} \psi^+_k \chi^{-1}_{[r^*,0]}(k)[ik_0-k^2]$$

$$- \chi^{-1}_{[r^*,0]}(k+p)[i(k_0+p_0) - (k+p)^2] \psi^-_k$$

$$= \frac{1}{|\Lambda|^2} \sum_{k,p} e^{ipx} \psi^+_k \left[ 2 T_0(k,p) + iT_1(k,p) \right] \psi^-_k \hspace{1cm} (4.66)$$

with

$$T_0(k,p) = \frac{1}{2} \left[ (k_0+p_0)\chi^{-1}(k+p) - k_0\chi^{-1}(k) \right]$$

$$T_1(k,p) = \left( k^2 \chi^{-1}(k+p) - k^2 \chi^{-1}(k) \right) \hspace{1cm} (4.67)$$
Changing the basic fields

$$\psi_{k}^{\pm} = \sqrt{\frac{p_{0}}{2}} \left( \psi_{\pm k}^{l} \pm i \psi_{\pm k}^{t} \right)$$  \hspace{1cm} (4.68)

the first contribution to (4.66) becomes

$$T_{x}^{0}(\psi, \psi^{t}) = \frac{p_{0}}{|\Lambda|^{2}} \sum_{k,p} e^{ipx} T_{0}(k, p) \left[ \psi_{k+p}^{l} \psi_{-k}^{l} + \psi_{k+p}^{t} \psi_{-k}^{t} \right]$$  \hspace{1cm} (4.69)

where we have used the fact that

$$\sum_{k,p} e^{ipx} T_{0}(k, p) \left[ \psi_{k+p}^{l} \psi_{-k}^{l} - \psi_{k+p}^{t} \psi_{-k}^{t} \right] = 0$$  \hspace{1cm} (4.70)

being $T_{0}((-k + p), p) = T_{0}(k, p)$. Similarly

$$T_{x}^{1}(\psi, \psi^{t}) = \frac{p_{0}}{|\Lambda|^{2}} \sum_{k,p} e^{ipx} T_{1}(k, p) \psi_{k+p}^{l} \psi_{-k}^{t}$$  \hspace{1cm} (4.71)

where we have used that

$$\sum_{k,p} \psi_{k+p}^{\alpha} T_{1}(k, p) \psi_{-k}^{\alpha} = \frac{1}{2} \sum_{k,p} \left[ \psi_{k+p}^{\alpha} T_{1}(k, p) \psi_{-k}^{\alpha} + \psi_{-k+p}^{\alpha} (-T_{1}(k, p)) \psi_{k+p}^{\alpha} \right] = 0$$  \hspace{1cm} (4.72)

being $T_{1}((-k + p), p) = -T_{1}(k, p)$. Taking into account the terms coming from the derivative of the free measure we get the following identity:

$$\frac{\delta W_{h^{*}}}{\delta \phi_{x}^{l}} \left( \phi_{x}^{l} + \sqrt{2} \right) - \frac{\delta W_{h^{*}}}{\delta \phi_{x}^{t}} \phi_{x}^{t} + \langle T_{x}(\psi, \psi^{t}) \rangle_{h^{*}} = 0$$  \hspace{1cm} (4.73)

where $T_{x}(\psi^{l}, \psi^{t}) = T_{x}^{0}(\psi^{l}, \psi^{t}) + T_{x}^{1}(\psi^{l}, \psi^{t})$. The term $T_{x}(\psi^{l}, \psi^{t})$ is the sum of two pieces: one piece already present in the formal local WI (4.3) plus a correction term which is different from zero only if the cutoff function is different from the identity. In order to extract the correction term it is useful to rewrite $T_{x}^{0}$ and $T_{x}^{1}$ as follows:

$$T_{0}(k, p) = \frac{1}{2} p_{0} + \frac{1}{2} \left[ (k_{0} + p_{0})(\chi^{-1}(k, p) - 1) - k_{0}(\chi^{-1}(k) - 1) \right]$$

$$= \frac{1}{2} p_{0} + C_{0}(k, p)$$

$$T_{1}(k, p) = \left[ (k + p)^{2} - k^{2} \right] + \left[ (k + p)^{2}(\chi^{-1}(k + p) - 1) - k^{2}(\chi^{-1}(k) - 1) \right]$$

$$= p \cdot (p + 2k) + C_{1}(k, p)$$  \hspace{1cm} (4.74)

to be compared with (4.32). Then (4.73) may be rewritten as:

$$\frac{\delta W_{h^{*}}}{\delta \phi_{x}^{l}} \left( \phi_{x}^{l} + \sqrt{2} \right) - \frac{\delta W_{h^{*}}}{\delta \phi_{x}^{t}} \phi_{x}^{t} - i \langle \partial_{x} J_{x}^{\nu} \rangle_{h^{*}} + \langle C_{x}(\psi^{l}, \psi^{t}) \rangle_{h^{*}} = 0$$  \hspace{1cm} (4.75)

with $C_{x}(\psi^{l}, \psi^{t}) = C_{x}^{0}(\psi^{l}, \psi^{t}) + C_{x}^{1}(\psi^{l}, \psi^{t})$ and $C_{x}^{0}$ and $C_{x}^{1}$ defined as $T_{x}^{0}$ and $T_{x}^{1}$ in (4.69) and (4.71) with $T^{\nu}(k, p)$ substituted by $C_{x}^{\nu}(k, p)$. 
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4.2.3 Multiscale integration of the correction terms to the WIs

In order to perform the multiscale integration of the correction terms to the local WIs we introduce a new effective potential \( \tilde{W}_{[h,0]}(\phi, \bar{J}) \) defined by:

\[
\exp\{\Lambda\} \tilde{W}_{[h,0]}(\phi, \bar{J}) := \int P_{[h,0]}(d\psi) e^{-\mathcal{V}_I(\psi+\phi)} + \tilde{B}(J, \phi) \tag{4.76}
\]

with

\[
\tilde{B}(J, \phi) = \rho_0 R_0^2 \frac{d^{d+1}p}{(2\pi)^{d+1}} \int \frac{d^{d+1}k}{(2\pi)^{d+1}} \left[ \tilde{J}_0^p C_0(k, p) \left( \psi^l_{k+p} \psi^l_{k-p} + \psi^l_{k+p} \psi^l_{-k} \right) \right.
\]

\[
+ \left. \tilde{J}_1^p C_1(k, p) \psi^l_{k+p} \psi^l_{-k} \right]
\tag{4.77}
\]

and

\[
C_0(k, p) = \frac{1}{2} \left[ (k_0 + p_0)(\chi_{[h,0]}^{-1}(k, p) - 1) - k_0(\chi_{[h,0]}^{-1}(k) - 1) \right]
\]

\[
C_1(k, p) = \left( k + p \right)^2 (\chi_{[h,0]}^{-1}(k + p) - 1) - k^2 (\chi_{[h,0]}^{-1}(k) - 1)
\tag{4.78}
\]

With these definitions the correction terms arising in the Ward identities can be written as a convenient number of functional derivatives with respect to the fields \( \phi^l \) and \( \phi^t \) of

\[
C_0(x) = \frac{\delta}{\delta J^l_0} \tilde{W}_{[h,0]}(\bar{J}, \phi) \bigg|_{J = \phi = 0} \quad C_1(x) = \frac{\delta}{\delta J^t_1} \tilde{W}_{[h,0]}(\bar{J}, \phi) \bigg|_{J = \phi = 0}
\tag{4.79}
\]

In the following we will denote as \( \tilde{W}_{[\alpha_1, \alpha_2], \nu}(\{k_i\}; p) \) the generic kernel with one external \( J_\nu \) line, \( n_1 \) external dashed lines and \( n_t \) external plain lines. Here \( \{k_i\} \) are the momenta of the \( \psi^\alpha \) fields \( \alpha = l, t \) and \( p \) is the momentum flowing throught \( \bar{J} \). Then, for example

\[
\tilde{W}_{[11; \nu]}^{(h)}(k + p, -k; p) = \frac{\delta^3}{\delta J^p_\nu \delta \phi^l_{k+p} \delta \phi^t_{-k}} \tilde{W}_{[h,0]}(\bar{J}, \phi) \bigg|_{\phi = J = 0}
\tag{4.80}
\]

where \( \nu = (0, i) \) is the space-time index with \( i = 1, 2, 3 \). The main difference with respect to the generating functional of the kernels with external fields \( J_\nu \) is the presence of the correction term proportional to \( C_\nu(k, p) \).

The functional integral in (4.76) can be again studied by RG methods, see [31]. A crucial role is played by the properties of the function \( C_\nu(k, p) \); it is easy to verify that, denoted with \( \hat{g}^{(h)}(k) = f_h(k) \hat{g}^{(h)}(k) \) the quantity

\[
\hat{g}^{(i)}(k + p) C_\nu(k, p) \hat{g}^{(j)}(k)
\tag{4.81}
\]

is non vanishing only if at least one of the indices \( i \) or \( j \) is equal to 0 or both are equal to the last scale \( h \); moreover, when it is nonvanishing it is dimensionally bounded from above by

\[
\text{(const.)} |p_\nu| \gamma^{-i-j}
\]
We now iterate the same procedure, and step by step the local parts of the kernels with vertex, corresponding to one of the monomials new running coupling constants, kernels. This define new marginal effective couplings on scale dimension of the kernels follows that \( W \) quadratic in \( \tilde{\psi} \), \( \psi \). As usual the new kernels appearing in terms coming from the cutoff function; in particular the squared vertex in the picture represents the matrix kernel \( C_0(k, p) \).

If we start by integrating at scale 0 the integral in (4.76) we find

\[
e^{\lambda |W_{[0,0]}(\phi, J)]} e^{\Lambda |E_{-1} + \tilde{S}(J)|} \int P_{[h, -1]}(d\psi(\leq -1)) e^{-\mathcal{V}_{-1}(\psi(\leq -1) + \phi) + \tilde{B}^{-1}(\psi)}
\]

where \( \tilde{S}(J, \phi) \) collects the terms depending on \( J \) but independent on \( \psi \) and

\[
\tilde{B}^{-1}(\psi) = \tilde{B}_{J}^{-1}(\psi) + \tilde{Q}_{R}^{-1}
\]

with \( \tilde{B}_{J}^{-1}(\psi) \) linear in \( J \) and \( \tilde{Q}_{R}^{-1} \) the rest, i.e. the kernels which are at least quadratic in \( J \). The kernels appearing in \( \tilde{B}_{J}^{-1}(\psi) \), in particular, are the kernels \( \tilde{W}^{-1}_{n_{11}''(\nu)}(\{k_1\}; p) \) with any number of external dashed and plain legs.

As usual the new kernels appearing in \( \tilde{B}^{-1}(\psi) \) can be represented as sums over Feynman graphs. By the properties of the \( C_{\nu}(k, p) \) function, see D.2 for details, it follows that

\[
\tilde{W}^{-1}_{n_1,n_2''(\nu)} C(\{k_1\}; p) := p_{\nu} \tilde{W}^{-1}_{n_1,n_2''(\nu)} (\{k_1\}; p)
\]

with \( \tilde{W}^{-1}_{n_1,n_2''(\nu)} \) dimensionally bounded uniformly in \( p \) and having the same scaling dimension of the kernels \( \tilde{V}^{-1}_{n_1,n_2''(\nu)} \) of the effective potential \( \mathcal{V}_{-1}(\psi) \). Then we define the action of the \( \mathcal{R} = 1 - \mathcal{L} \) operator exactly as done in section 2.19 for the latter kernels. This define new marginal effective couplings on scale \( -1) \):

\[
\mathcal{L}\tilde{W}^{-1}_{n_1,n_2''(\nu)}(k, p) = \tilde{W}^{-1}_{n_1,n_2''(\nu)}(0, 0) := \tilde{\mu}_{-1}
\]

\[
\mathcal{L}\tilde{W}^{-1}_{n_1,n_2''(\nu)}(k, p) = \tilde{W}^{-1}_{n_1,n_2''(\nu)}(0, 0) := \tilde{\mu}_{-1}
\]

\[
\mathcal{L}\tilde{W}^{-1}_{n_1,n_2''(\nu)}(k, p) = \tilde{W}^{-1}_{n_1,n_2''(\nu)}(0, 0) := \tilde{\mu}_{-1}
\]

\[
\mathcal{L}\tilde{W}^{-1}_{n_1,n_2''(\nu)}(k, p) = \tilde{W}^{-1}_{n_1,n_2''(\nu)}(0, 0) := \tilde{\mu}_{-1}
\]

We now iterate the same procedure, and step by step the local parts of the kernels of type \( J_{0}^{\rho} \nu^{\nu'}_{k+p} \nu^{\nu'}_{-k} \), \( J_{1}^{\rho} \nu^{\nu'}_{k+p} \nu^{\nu'}_{-k} \), \( J_{0}^{\rho} \nu^{\nu'}_{p} \) and \( J_{1}^{\rho} \partial_{p} \nu^{\nu'}_{p} \) are collected together to form new running coupling constants, \( \tilde{\mu}_{n}^{J_{0}} \), \( \tilde{\mu}_{n}^{J_{1}} \), \( \tilde{\mu}_{n}^{J_{0}} \), and \( \tilde{\mu}_{n}^{J_{1}} \) respectively.

Note that starting from scale \( -1) \) the \( J_{0} \) external line can be attached to a simple vertex, corresponding to one of the monomials \( \tilde{W}^{(h)}_{n_1,n_2''(\nu)}(\{k_1\}; p) \) or to a “squared”

Figure 4.2. Example of vertices with an outgoing \( \tilde{J}_{0} \) field. The kernel on the left is the monomial \( \tilde{W}^{(h)}_{[0,0]}(\{k_1\}; p) \). The kernel on the right represents one of the correction terms coming from the cutoff function; in particular the squared vertex in the picture represents the matrix kernel \( C_0(k, p) \).
vertex, representing $J_0^p C_0(\k,p)(\psi^t_{\k+p}\psi^t_{-\k} + \psi^d_{\k+p}\psi^d_{-\k})$ or $J_1^p C_1(\k,p)\psi^d_{\k+p}\psi^d_{-\k}$, see fig. 4.2.

Once arrived at scale $\bar{h}$, as already seen for the multiscale analysis of the potential $\forall_h(\psi, J)$, the scaling dimension of the kernels changes and we have to introduce a new localization procedure and new running coupling constants. Even in the lower momenta region the definition of localization is taken equal to the one described for the kernels $\hat{W}_{n,n_0,\nu}$, which we will repeat here. We only remind that the running coupling constants with external field $\hat{J}$ in the region $h \leq \bar{h}$ are

$$
\begin{align*}
\{\mu_h^0, E_h^0, Z_h^0, E_h^{J_h}\} & \quad d = 3 \\
\{\mu_h^0, \mu_h^0, \lambda_h^0, \omega_h^0, E_h^0, Z_h^0, E_h^{J_h}\} & \quad d = 2
\end{align*}
$$

(4.86)

In three dimension all the running coupling constants with external field are marginal; in two dimensions $\mu_h^0$ is relevant with dimension $1/2$, $\mu_h^0$, $\lambda_h^0$, and $\omega_h^0$ are irrelevant with dimensions $-3/2$, $-1$ and $-1/2$ respectively and the others couplings are marginal.

**Choice of the localization point**

So far, in the definition of the localization procedure we have chosen to localize the kernel of our effective potential at zero external momentum. However, as fare we are interested to the leading order in $h^\ast$ as $h^\ast \to -\infty$, this choice is equivalent to localize at finite external momentum of order $h^\ast$, with $\bar{h}$ the lowest scale in the multiscale integration of $\forall_{h^\ast}(\rho_0, J_0)$.

In the next section we will see as this freedom in the choice of the localization point is crucial to analyze the correction terms to the WIs coming from the cutoff. In fact the lowest scale contributions to the correction terms is not bounded for zero external momentum. However it is sufficient to choose the external momentum of order $|p| = h^\ast$ to make all these terms well defined.

The differences arising when we localize $|p| = h^\ast$ rather than in $|p| = 0$ are all subdominant in $h$ as $h \to -\infty$. In particular, in appendix D.3 we describe how to prove the following properties:

i) the difference between the quadratic local terms of the one–step potential $\{\hat{A}_h^*, \hat{B}_h^*, \hat{E}_h^*, \hat{Z}_h^*\}$ evaluated for external momentum $h^\ast$ and the wave function renormalization constants $\{\hat{A}_h^*, \hat{B}_h^*, \hat{E}_h^*, \hat{Z}_h^*\}$ localized in $h^\ast$ is subleading both in the small parameter of the perturbation theory and $h^\ast$;

ii) the difference between to localize the kernels $\hat{W}_{12}^{(h^\ast)}(p), \hat{W}_{120}^{(h^\ast)}(p)$ and $\hat{W}_{123}^{(h^\ast)}(p)$ for $|p| = h^\ast$ or $p = 0$ is subdominant in the small parameter of the perturbation theory;

iii) the kernels which by parity reasons vanish for zero external momentum, are of order $h^\ast$ when we localize in $|p| = h^\ast$, and then dimensionally negligible with respect to the other contribution to the WIs;
from the dimensional point of view, the discrete derivative with respect to \( p_\nu \) evaluated for \( p_\nu = \gamma h^* \) has the same behavior of the derivative with respect to \( p_\nu \), with \( p_\nu \) going to zero.

4.2.4 Lowest scale contributions and localization

In this section we will describe the reason why it is not possible to evaluate the local WIs for external momentum equal to zero. The problem comes from the lowest scale term generated by the contraction of both the bosonic fields of the correction terms \( C_\nu(k, p) \psi_{k+p}^{\alpha} \psi_{k}^{\alpha} \) at scale \( h^* \). In fact in this contraction one of the cutoff function associated to the two propagators is “lost”, as described in appendix D.2. On the other side we have already stressed in chap. 2.1 how in order to bound the last scale propagators we need one cutoff function for each of the propagators, see (2.156). One may wonder if is it still possible to get some bounds, even worst then (2.156), in presence of a single cutoff function. The following example shows that this is not possible.

**Bound for** \( g_{il}^{h^*}(k + p) C_0(k, p) g_{il}^{h^*}(k) \)

Let consider a Feynman diagram containing a squared vertex \( C_0(k, p) \) contracted with two \( g_{il}^{h^*}(k) \) propagators. We can find such a diagram in the lowest order part of the beta function for \( \mu_{h^*}^{J_0} \), or in the higher order contributions to the flow of \( \mu_{h^*}^{J_0} \) and \( E_{h^*}^{J_0} \). The integral we would like to bound is

\[
I = \int \frac{d^{d+1}k}{(2\pi)^{d+1}} f_{h^*}(k) g_{il}^{h^*}(k + p) g_{il}^{h^*}(k) \tag{4.87}
\]

with

\[
g_{il}^{h^*}(k) = \frac{[A_{h^*}(k)k^2 + B_{h^*}(k)k^2]}{D_{h^*}(k)} \tag{4.88}
\]

We remind that on the support of \( f_{h^*}(k) \), we have \( Z_{h^*} = Z_{h} f_{h^*}(k), A_{h^*} = 1 + (A_h - 1) f_{h^*}(k), E_{h^*} = 1 + (E_h - 1) f_{h^*}(k) \) and \( B_{h^*} = B_h f_{h^*}(k) \), see (2.153). Now let choose \( p = (0, 0) \) and consider the following contribution to (4.87):

\[
I_1 = \int \frac{d^{d+1}k}{(2\pi)^{d+1}} f_{h^*}(k) \frac{k^4}{(k_0^2 + Z_{h^*} f_{h^*}(k) k^2)^2} \leq \frac{1}{(2\pi)^{d+1}} \int_{\text{supp.} f_{h^*}(k)} dk^4 k^4 f_{h^*}(k) \int_0^{+\infty} dk_0 \frac{1}{(k_0^2 + Z_{h^*} f_{h^*}(k) k^2)^2} \tag{4.89}
\]

The integral in the \( k_0 \) variable can be calculated by the residua calculus (there are two poles of order two in \( k_0 = \pm i \sqrt{Z_{h^*} f_{h^*}(k) k^2} \), getting

\[
\int_0^{+\infty} dk_0 \frac{1}{(k_0^2 + Z_{h^*} f_{h^*}(k) k^2)^2} = \frac{2\pi}{4 (Z_{h^*} f_{h^*}(k) k^2)^2} \tag{4.90}
\]
Then, passing to spherical coordinates $d^d k = (2\rho)^{d-1} \pi d\rho$

$$I_1 \leq \frac{1}{8\pi^{d-1}} \int_{\gamma h^*}^{\gamma h^*+1} d\rho \frac{\rho^d}{(Z h^*)^{\frac{d}{2}} \sqrt{f h^*(\rho)}}$$  \hspace{1cm} (4.91)

which is a singular integral since $f h(\rho)$ goes to zero as far $\rho \to \gamma h^*-1$.

Let’s now calculate the same integral than (4.89), but for small, finite, external momentum, for example $p = (p_0, 0)$:

$$I_1(p_0) \leq \frac{1}{(2\pi)^{d+1}} \int_{k^2 \in \text{supp.}} d^d k \frac{f h^*(k)}{f h^*(k)}$$

$$\int_0^{+\infty} dk_0 \frac{1}{(k_0^2 + Z h^* f h^*(k)(k_0^2 + (k_0 + p_0)^2 + Z h^* f h^*(k)(k_0^2 + Z h^* f h^*(k))^2)}$$  \hspace{1cm} (4.92)

Again the integral in $k_0$, which we denote with $I_{k_0}(p_0)$, can be calculated using the residua theorem; now the the integrand function has four poles: $k_0 = \pm i\sqrt{Z h f h k^2}$ and $k_0 = -p_0 \pm i\sqrt{Z h f h k^2}$.

$$I_{k_0}(p_0) = \frac{2\pi}{\sqrt{Z h^* f h^*(k) k^2}} \frac{1}{(p_0^2 + 4Z h^* f h^*(k) k^2)}$$  \hspace{1cm} (4.93)

In the limit $p_0 \to 0$ of course $I_{k_0}(p_0)$ gives (4.90). The integral $I_1(p_0)$ turns to be

$$I_1(p_0) = \frac{1}{\pi^{d-2}} \int_{\gamma h^*}^{\gamma h^*+1} d\rho \frac{\rho^{d+2} f h^*(k)}{\sqrt{Z h^* f h^*(k) (p_0^2 + 4Z h^* f h^*(k))^2}}$$  \hspace{1cm} (4.94)

which is bounded since for $f h^*(k) \to 0$ the integrand behaves as $\sqrt{f h^*(k)}$. In particular using that $\rho^2 = |k|^2 \leq \varepsilon^{-1} h^* Z h \leq \varepsilon$ and $p_0 = \gamma h^*$ one find

$$I_1(p_0) \leq \gamma (d+1) h^* \varepsilon^{\frac{d+3}{4}} Z h^{-\frac{1}{2}} \leq \gamma (d+1) h^* \varepsilon^{\frac{d}{4}} Z h^{-\frac{2}{2}}$$  \hspace{1cm} (4.95)

which is the same estimate holding for the integral of two longitudinal propagators with their cutoff functions:

$$\frac{1}{(2\pi)^{d+1}} \int d^{d+1} k f h^*(k+p) f h^*(k) g h^*(k+p) g h^*(k)$$  \hspace{1cm} (4.96)

Choosing $p$ such that $|p| = \gamma h$ we are guaranteed that all the last scale diagrams coming from the correction to the WIs are bounded and in particular have the same bounds of the corresponding diagrams without the squared vertex $C_\nu(k, p)$. 

4.2 Local WIs

4.2.5 Flow of the running coupling constants with $\tilde{J}_\nu$

In this section we want to describe how to control the flow of the new running coupling constants appearing when we perform the multiscale integration of the correction terms to the local WIs. The localization procedure is chosen at external momentum of order $\gamma h^*$ so that the lowest scale contributions are well defined.

In the following we will denote generically with $\alpha^J_h$ one of the running coupling constants with a $J$-field. We will describe only the evolution of the running coupling constants in the region $h \leq \bar{h}$. With the same ideas one can see that in the higher momentum region $h < h \leq -1$ the value of the couplings remains equal to their initial value $\alpha^J_{\bar{h}}$. The coupling constant $\alpha^J_h$ evolve according to the following flow equation

$$\alpha^{\tilde{J}_\nu}_{h-1} - \gamma^\delta \alpha^\nu_h = \beta^J_{\alpha,h} + \beta^{\tilde{J}_\nu,1}_{\alpha,h} + \beta^{\tilde{J}_\nu,C}_{\alpha,h}$$ (4.97)

with $\delta$ the scaling dimension of the coupling $\alpha^J$. The beta function in (4.97) has been split in three parts, which are:

1. $\beta^J_h$ collects the terms coming from diagrams where the $\tilde{J}_\nu$ line comes from a vertex of type $\mu^J_k$ for some $\bar{h} \leq k \leq h$. Note that for $\nu \neq 0$ the vertex $\mu^J_k$ only exists at scale $\bar{h}$, since it is irrelevant.

2. $\beta^{\tilde{J}_\nu,1}_h$ collects the terms where the $\tilde{J}_\nu$ line comes from one of the irrelevant vertices at scale $h = \bar{h}$. Due to the short memory property, these diagrams can be dimensionally bounded by $(\text{const.}) \varepsilon^\nu \gamma^{\vartheta(h-\bar{h})}$ for any $0 < \vartheta < 2$ in $3d$ and $0 < \vartheta < 1$ in $2d$, with $\varepsilon$ an appropriate constant.

3. $\beta^{\tilde{J}_\nu,C}_h$ is the contribution to $\alpha^{\tilde{J}_\nu}_{h-1}$ coming from graphs where the $\tilde{J}_\nu$ line is attached to a squared vertex representing $C_\nu(k,p)$ with outgoing $\psi$ fields not both contracted at scale $0^1$. Due to the properties of the correction term $\beta^{\tilde{J}_\nu,2}_h$ is different from zero only if $h$ is equal to the lowest scale included in the cutoff function, i.e. the cutoff function defining $W_h(\rho_0, J_\nu)$, which is $\chi_{[0^*,0]}(k)$. More precisely the non zero contributions to $\beta^{\tilde{J}_\nu,C}_h$ are given by the diagrams where both the $\psi$ fields outgoing from the squared vertex are contracted at scale $h$ or if one of them is contracted at scale $h^*$ and the remaining at scale $h = 0$. However in the latter case we have at least a propagator on scale $0$ or $-1$ and, by the short memory property, the diagram can be dimensionally bounded by $(\text{const.}) \varepsilon^\nu \gamma^{\vartheta h}$ for any $0 < \vartheta < 1$ with $\varepsilon$ an appropriate constant.

In order to study the flows of $\mu_j^{\tilde{J}_\nu}$, $E_j^{\tilde{J}_\nu}$, $Z_j^{\tilde{J}_\nu}$ and $E_j^{\tilde{J}_\nu}$, for each $h > h^*$ we may use exactly the same ideas used to study the couplings with external $J_\nu$ field, see sec. 3.4. This allow us to prove that the diagrams contributing to $\beta^{\tilde{J}_\nu}_h$ have always an extra $\lambda$ with respect the diagrams contributing to $\beta^{\tilde{J}_\nu}_h$. This simply depends on the fact that $\mu_j^{\tilde{J}_\nu} = \lambda \mu_j^{\tilde{J}_\nu}$ and $\mu_j^{\tilde{J}_\nu} = \lambda \mu_j^{\tilde{J}_\nu}$ as proved in appendix D.4.1. When $h$ is

---

1 In this case we get terms proportional to the vertex $\mu^{\tilde{J}_\nu}_{\nu-1}$, which have been already considered in the definition of $\beta^{\tilde{J}_\nu}_h$. 
equal to the lowest scale $h^*$ of the multiscale integration it is sufficient to add to the previous result the contribution coming from $\beta^{J_0,C}_{h^*}$.

I. Flow of $\mu^{J_0}_h$

For each $h > h^*$, since $\beta^{J_0,C}_{\mu,h} = 0$, the flow equation of $\mu^{J_0}_h$ can be studied with exactly the same strategy used to study the flow equation of $\mu^{J_0}_h$; in fact the two beta functions are identical once the vertex with the outgoing $\tilde{J}_0$ line is replaced with a the same vertex with outgoing $J_0$ line. We do not repeat the details here (see sec. 3.4 for the analogous discussion of the flow of $\mu^{J_0}_h$) but only present the conclusions. One can proof that:

$$\frac{\mu^{J_0}_h}{\mu^{J_0}_{h'}} = \frac{\mu_h}{\mu_h} \left( c_3 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \quad d = 3$$

$$\frac{\mu^{J_0}_h}{\mu^{J_0}_{h'}} = \frac{\mu_h}{\mu_h} \left( c_2 + O(\lambda) \right) \quad d = 2$$  \hspace{1cm} (4.98)

with $c_3$ and $c_2$ explicitly computable constants. Then

$$\mu^{J_0}_h = c_3\lambda \mu^{J_0}_h = c_3\lambda \varepsilon^{-1} \mu_h \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \quad d = 3$$

$$\mu^{J_0}_h = c_2 \lambda \mu^{J_0}_h = c_2 \lambda \varepsilon^{-1} \mu_h \left( 1 + O(\lambda) \right) \quad d = 2$$  \hspace{1cm} (4.99)

At scale $h^*$ we must add to (4.99) the lowest scale contribution $\beta^{J_0,C}_{\mu,h^*}$ which is

$$\beta^{J_0,C}_{\mu,h^*} = \begin{cases} O\left( \lambda \varepsilon^{-1} \mu_{h^*} \right) \quad d = 3 \\ O\left( \lambda \varepsilon^{-1} \mu_{h^*} \zeta_{h^*} \right) \quad d = 2 \end{cases}$$

with $\zeta_{h^*} = \max_{h^* < h < \bar{h}} \left\{ \lambda \lambda_{h^*} \lambda_{\lambda,h^*} / (\varepsilon \lambda^2) \right\}$. We see that the lowest scale contribution do not change (4.99) at leading order.

II. Flow of $E^{J_0}_h$

For each $h > h^*$, since $\beta^{J_0,C}_{E,h} = 0$, the flow equation of $E^{J_0}_h$ can be studied with exactly the same strategy used to study the flow equation of $E^{J_0}_h$, see sec. 3.4. The only difference between the two contexts is the fact that

$$\frac{\mu^{J_0}_h}{\mu^{J_0}_{h'}} = c_d \lambda \frac{\mu^{J_0}_h}{\mu^{J_0}_{h'}}$$  \hspace{1cm} (4.101)

with $c_d$ an explicitly computable constant dependent on the dimension $d$, whose second order expression can be found in appendix D.4.1. One obtains:

$$E^{J_0}_h = -c_3 \lambda \varepsilon^{-1} \left( 1 - E_h + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \quad d = 3$$

$$E^{J_0}_h = -c_2 \lambda \varepsilon^{-1} \left( 1 - E_h + O(\lambda) \right) \quad d = 2$$  \hspace{1cm} (4.102)
For what concerns the contribution $\beta_{E, h^*}^{J_0 C}$ coming from the contractions of both external legs of the correction terms on scale $h^*$ we obtain

$$\beta_{E, h^*}^{J_0 C} = \begin{cases} 
O(\lambda \varepsilon^{-1} E_{h^*} \lambda \varepsilon^{\frac{5}{2}} (1 + \lambda \varepsilon^{\frac{1}{2}} |h^* - \bar{h}|)^{-1}) & d = 3 \\
O(\lambda \varepsilon^{-1} E_{h^*} \zeta_*) & d = 2
\end{cases}$$  \hspace{1cm} (4.103)

with $\zeta_* = \max_{h^* < h \leq \bar{h}} \{\lambda \lambda_h, \lambda_6 / (\varepsilon \lambda_h^2)\}$. We see that the lowest scale contribution do not change (4.102) at leading order.

### III. Flow of $E_{h}^{J_1}$

Neglecting the contribution coming from the lowest scale, which again is sub-dominant in $|h|$, the flow of $E_{h}^{J_1}$ is controlled with the same dimensional argument used to control $E_{h}^{J_1}$. The beta external $J_1$-line in the beta function $E_{h}^{J_1}$ may only come from an irrelevant vertex at scale $\bar{h}$, as for example

$$\mu_{h}^{J_1} = \begin{cases} 
O(\lambda \varepsilon^3) & d = 3 \\
O(\lambda \varepsilon^{\frac{3}{2}}) & d = 2
\end{cases}$$

Then we can always extract from the beta function for $E_{h}^{J_1}$ a short memory factor and prove that

$$E_{h}^{J_1} = O(\lambda^2 \varepsilon^\frac{3}{2}) \hspace{1cm} d = 2, 3$$  \hspace{1cm} (4.104)
**Figure 4.3. Local WIs.** The last two diagrams on each line represent the correction terms to the formal WIs coming from the cutoffs. The meaning of the shaded vertices is pictorially described in fig. 4.4 and 4.5.

### 4.2.6 Discussion of the complete local WIs

We are now ready to discuss the complete local WIs, where “complete” refers to the fact that with respect to the formal WIs we consider here the correction terms coming from the cutoff function. The local WIs are shown in fig. 4.3, with external momentum $p_\nu$ taken of order $\gamma h$. In the following discussion, using the result of the last sections we will use that:

a) the kernels of the one–step potential evaluated in $p_\nu = \gamma h$ are “equal” (at leading order in $h$) to the same kernels evaluated at zero external momentum;

b) the kernels of the one–step potential and the corresponding kernels of the multiscale potential are “equal”, since they differ for a term which is subleading both in $\gamma h$ and in the small parameter $\varepsilon$ in $3d$ and $\lambda \lambda h$ in $2d$. This is due to the fact that the difference between the two effective potentials depends only on the integration over the lowest scale.

#### Local WI for $E_h$

The local WI for $E_h$ is obtained by choosing in

$$
\hat{W}_{11}^{(h)}(k+p) - \hat{W}_{11}^{(h)}(-k) - 3\sqrt{2} \hat{W}_{03}^{(h)}(k,p) = 2p_0 \hat{W}_{02,0}^{(h)}(k+p,-k) + 2 \hat{W}_{02,1}^{(h)}(k,p,-k)
$$

the external momentum $p = (p_0, 0)$ and by developing the identity so obtained at the first order in $p_0$. We obtain the equation

$$
\hat{E}_h = 2 \hat{\mu}_h^{(h)} + 2 \partial_0 \hat{W}_{02,0}^{(h)}|_{p_0=0} + 2 \partial_0 \hat{W}_{02,1}^{(h)}|_{p_0=0}
$$

as graphically represented on the first line of fig. 4.3. By the properties of the $C_0(k,p)$ function, see D.2, it follows that

$$
\partial_0 \hat{W}_{02,0}^{(h)} = p_0 \hat{\mu}_h^{(h)} + \partial_0 \Delta_{02,0}^{(h)}
$$
\[ \partial_0^2 \tilde{J}_0 = p_0 \partial_0 \tilde{J}_0 + \frac{h}{\tilde{J}_0} \partial_0^2 + \frac{0}{\tilde{J}_0} \partial_0^2 \]

**Figure 4.4.** Diagrams contributing to the beta function of the correction term \( \partial_0^2 \tilde{W}^{(h)}_{01;0}(p_0) \), appearing in the WI for \( B_h \). The squared vertex with external \( \tilde{J}_0 \) line represents \( C_0(k, p) \).

with \( \Delta_{02;0}^{(h)}(k, p) \) the lowest scale contribution coming from the contraction at scale \( h \) of at least one of the \( \psi \) fields outgoing from the squared vertex representing \( C_0(k, p) \). Note that the WIs are derived for the kernels of the one–step potentials at scale \( h \), then the lowest scale of the multiscale decomposition is just \( h \).

Regarding the correction term \( \partial_0 \tilde{W}^{(h)}_{02;1}(k, p) \) it is zero for parity reasons for \( p_0 = 0 \) and of order \( \gamma^h \) when \( p_0 = \gamma^h \). By using (4.99) and the estimate of \( \partial_0 \Delta_{02;0}^{(h)} \) we finally find

\[ E_h \simeq \varepsilon^{-1} \mu_h (1 + O(\lambda)) \]

both in three and two dimensions.

**Local WI for \( B_h \)**

The identity useful to control the flow of \( B_h \) is obtained deriving (4.75) with respect to \( \phi^y \), setting the external fields equal to zero and than choosing as external momentum \( p = (p_0, 0) \):

\[ 2\sqrt{2} \left( \tilde{W}^{(h)}_{02}(p_0) - \tilde{W}^{(h)}_{02}(0) \right) = -p_0 \tilde{W}^{(h)}_{01;0}(p_0) - \tilde{W}^{(h)}_{01;1}(p_0) - \tilde{W}^{(h)}_{01;1}(p_0) \]

Developing the previous identity at the second order in \( p_0 \) we get:

\[ \sqrt{2} \tilde{B}_h = - \tilde{E}^J_0 + \partial_0^2 \tilde{W}^{(h)}_{01;0}(p_0) + \partial_0^2 \tilde{W}^{(h)}_{01;1}(p_0) \]

as pictorially showed in the second line of fig. 4.3, where the shaded vertices represent the sum of the diagrams contributing to the kernels \( \tilde{W}^{(h)}_{01;0} \) and \( \tilde{W}^{(h)}_{01;1} \). The last two terms in eq. (4.110) represent the corrections with respect the formal WI (4.43). The flow of \( E_h^{(J)} \) has been studied in chap. 3; one finds

\[ E_h^{(J)} = - \varepsilon^{-1} \left( 1 - E_h + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \quad d = 3 \]

\[ E_h^{(J)} = - \varepsilon^{-1} (1 - E_h + O(\lambda)) \quad d = 2 \]

For what concerns the first of the two correction terms coming from the cutoff function we have

\[ \partial_0^2 \tilde{W}^{(h)}_{01;0}(p_0) = \tilde{E}^J_0 + \Delta_h^E \tilde{J}_0(p_0) \]
\[ \partial^2 x \sim J_1 = p \cdot \sim J_1 \frac{\partial}{\partial x} + \sim J_1 \frac{\partial^2}{\partial x^2} \]

Figure 4.5. Diagrams contributing to the beta function of the correction term to the WI for \( A_h \). The squared vertex with external \( J_1 \) line represents \( C_1(k, p) \).

with \( \Delta_{E,J_0}^E \) the last scale contribution coming from the second and third diagram on the r.h.s. of the identity in fig. 4.4. Using (4.102) and the bounds

\[
\Delta_{E,J_0}^E = O(\lambda \varepsilon^{-1} E_h \lambda \varepsilon^{-\frac{1}{2}} \mu_h) \\
\Delta_{E,J_0}^E = O(\lambda \varepsilon^{-1} E_h \zeta \mu_h)
\]

we obtain

\[ \sqrt{2} B_h \simeq \varepsilon^{-1}(1 - E_h + O(\lambda)) \] (4.114)

both in three and two dimensions. We stress here that in 3d the formal WI gives \( \sqrt{2} B_h \simeq \varepsilon^{-1}(1 - E_h + O(\lambda \varepsilon^{\frac{1}{2}})) \), i.e. the correction term coming from the cutoff change the magnitude in \( \lambda \) of the second non trivial order. For what concerns the second correction term \( \partial_0^2 \overline{W}_{01;1}(p_0) \), it is null for parity reasons, since the kernels contributing to \( \overline{W}_{01;1}(p_0) \) are odd in the spatial variable \( k \).

Local WI for \( A_h \)

In order to derive this identity we derive (4.75) with respect to \( \phi^i \), setting the external fields equal to zero and than choosing as external momentum \( p = (0, p) \):

\[ 2\sqrt{2} \left( \hat{W}_{tt}(p) - \hat{W}_{tt}(0) \right) = p \cdot \hat{W}_{01;01}(p_0) + \hat{W}_{01;0}(p_0) + \hat{W}_{01;1}(p) \] (4.115)

By developing the previous identity at the second order in \( p \) we get:

\[ \sqrt{2} \left( \hat{A}_h - 1 \right) = \hat{E}_{h,J_1} + \partial_0^2 \overline{W}_{01;0}(p) \bigg|_{p=0} + \partial_p^2 \overline{W}_{01;1}(p) \bigg|_{p=0} \] (4.116)

which is pictorially represented in fig. 4.5. In this figure the diagrams on the first line of the r.h.s. represent the leading order to the part of the beta function where the \( J_1 \) line comes from \( \mu_{J_1}^i \) or other irrelevant diagrams at scale \( h \); the diagrams on the second line with squared vertex are the last scale contribution. We have

\[ \partial_p^2 \overline{W}_{01;0}(p) = \hat{E}_{h,J_1} + \Delta_{E,J_1}^h(p) \] (4.117)
Figure 4.6. Local WI useful to control the behavior of the propagator.

For what regards the third correction term, $\partial p^2 \Delta^{[h]}_{01;0} (p)|_{p=0}$, it is null for parity reasons. Finally we get

$$A_h - 1 \simeq O(\lambda \varepsilon^{\frac{d}{2}}) \quad d = 3$$
$$A_h - 1 \simeq O(\lambda) \quad d = 2$$

(4.118)

with the correction term coming from the cutoffs being of order $o(\lambda^2)$.

### Local WI for the propagator

The complete local WI relating $E_h^{J_0}$ with $J_h$ is shown in fig. 3.92, where the last term is the correction with respect the formal WI (4.53). The flow of the coupling $\tilde{J}_h$ is controlled as the one for $J_h$, the only difference being that the vertex with the outgoing $\tilde{J}$ line has an extra $\lambda$ with respect the vertex with outgoing $J$ line and then $\tilde{J}_h = O(\lambda J_h)$. Using (4.110) we have

$$B_h \simeq -E_h^{J_0} (1 + O(\lambda))$$

(4.119)

and finally find

$$B_h \simeq J_h (1 + O(\lambda))$$

(4.120)

which has been used in chap. 3 to prove that

$$B_h + \frac{E_h^2}{Z_h} \simeq \varepsilon^{-1} (1 + O(\lambda))$$

(4.121)
Chapter 5

Conclusions

Summary

Let us now summarize the results of the analysis performed in this thesis.

With the aim of studying the condensation problem for a homogeneous three and two dimensional system of bosons interacting with a repulsive short range potential at zero temperature, we considered a simplified model, obtained by introducing an ultraviolet momentum cutoff. Such a model was analyzed by exact Renormalization Group methods, which have already been proved effective in the study of several low dimensional condensed matter systems, see the introduction of [64] for a list of references.

In the three dimensional case we proved that the renormalized expansion is order by order finite in the running coupling constants. In two dimensions we proved that the interacting theory is well defined at all orders in terms of two effective parameters related to the intensity of the three and two particles interactions. In both cases we have explicit bounds on the coefficient of order $n$.

In both dimensions the correlations do not exhibit anomalous dimensions, i.e. the model is in the same universality class of the exactly soluble Bogoliubov model. We stress that the power series expansion around Bogoliubov model, in the bare couplings, is plagued by logarithmic divergences in the three dimensional case and even more “dangerous” divergences in the two dimensional case. Then the absence of anomalous dimensions is a quite remarkable result, since we may expect the summations of the divergences to deeply change the qualitative behavior of Bogoliubov propagator.

Our results are obtained by implementing local Ward identities (WIs) within an exact RG scheme, thanks to the technique developed in [31]. These identities reduce the number of independent effective parameters, this fact being crucial for the control of the two dimensional theory, where the four and three points effective interactions are relevant and there are eleven effective running couplings to be controlled.

Since the momentum cut–offs, introduced in the momentum regularization scheme we exploited, break the local gauge invariance, the study of the corrections term to the formal local WIs is among the main goals of this thesis. In fact these terms may a priori may be responsible for anomalous dimensions, since they are dimensionally marginal in $3d$ and also relevant in $2d$. Remarkably, the corrections terms to the formal WIs can be rigorously bounded at all orders in renormalized perturbation
theory (see chapter 4) and in our model turn out to be of higher order in the small parameter $\lambda$, describing the intensity of the interaction. This means that the formal WIs are exact at leading order, \textit{i.e.} we may neglect the correction terms coming from the cut–off as far as we are interested in the leading order relations between the effective parameters of the system.

The proof that the renormalized expansion for a three dimensional system of bosons, with an ultraviolet momentum cut–off, is order by order finite was already obtained by Benfatto [26] some years ago. With respect to Benfatto’s our method also applies to the much more subtle 2d case. Moreover also in the 3d case our method appears more satisfactory from a conceptual point of view, since we exploit the symmetries of the problem at best$^1$. In fact, as showed in chap. 3, WIs exactly constrain the behavior of the propagator and the unique effect of the summation of the divergences appears in the renormalization of the speed of sound of quasi–particles. Two less significant differences between our work and Benfatto’s one are the study of the high momentum transient regime – where the contribution of the quadratic Bogoliubov potential in the measure is negligible – which has been discussed in great detail in this thesis and the analysis of the dependence of the perturbative series by the dimensional quantities characterizing the problem, \textit{i.e.} the condensate density and the range of the interacting potential.

With respect to the work by Pistolesi et al., we have implemented local WI’s in a exact RG scheme, where \textit{exact} means that we have a complete control of all the diagrams arising in the perturbation theory at each order, without neglecting the irrelevant terms. Our methods allow to rigorously prove the relations between the effective couplings stated by Pistolesi et al. The agreement with their result comes from the fact that the correction terms coming from the ultraviolet cut–off are subleading with respect to the terms already present in the formal WIs; however these terms give effects which are in principle observable in the relations between thermodynamical and response functions.

By using the Wilsonian RG scheme, rather than a dimensional regularization, we found that in the 2d case – in addition to the eight running coupling constants which comes from a “naïve” dimensional analysis – \textit{three new effective marginal coupling constants arise}, which have not been recognized before. Thanks to three additional (w.r.t. the 3d case) global WIs these new couplings can be written in terms of the three particle effective coupling $\lambda_6$. The latter coupling was completely neglected by Pistolesi et al. in their paper. The latter authors suggest that a study of this coupling is not necessary, being it irrelevant in the 3d case$^2$.

On the contrary not only the flow of the coupling $\lambda_{6,h}$ is \textit{not trivial} but it changes the leading order flow equation of the two–particles effective interaction $\lambda_{h}$, with respect the one suggested by Pistolesi et al. To be more precise the leading order flow equations of the two independent effective parameters $\lambda_{h}$ and $\lambda_{6,h}$ are coupled

$^1$From a technical point of view our method does not really simplify the treatment of the 3d case. Even if we have to study only two flow equations, instead of the six of Benfatto’s work, the analysis of the correction terms to WIs is quite hard–working.

$^2$ Pistolesi et al. exploited an $\varepsilon$ expansion with $\varepsilon = d - 3$, with $d$ the spatial dimension of the system; it is not clear within this scheme how to extrapolate the behavior of an effective parameter in 2d which was irrelevant in the 3d case.
among them at all orders. By a leading order calculation one finds that both $\lambda_h$ and $\lambda_{6,h}$ admit fixed points of order one. In particular our prediction for the fixed point of $\lambda_h$ is not significantly different from the one by Pistolesi et al. Remarkably neither the presence of the new marginal couplings nor the fact that $\lambda_{6,h}$ has a non trivial flow change the conclusions on the behavior of the propagator, which only depends on the existence of the two fixed points.

Coming back to our main result, in this thesis we have proved that the behavior of the renormalized propagator for small momenta is equal to Bogoliubov’s except for a renormalized speed of sound. With exactly the same methods – here applied to the multiscale analysis of the free energy, see sec. 2.1, and to the generating functional of density and current correlations, see sec. 2.5 – without much additional efforts, one can calculate the correlation functions and show that the result we have proved for the renormalized propagator also holds for the two–point Schwinger function. We will not belabor the details here, referring to [60, 62] for a description of how the multiscale analysis applies to the generator of Schwinger functions.

Outlook

Several interesting open problems may be naturally faced with the same methods used in this thesis; we plan to go through them in the immediate future.

1. In this work we were mainly interested in the study of the long–range behavior of correlations, especially in the two dimensional case. For this reason we have introduced a rotational invariant ultraviolet momentum cutoff, which greatly simplify the problem without affecting the infrared behavior of the system.

However, the study of the renormalizability of the ultraviolet region turns to be crucial to get quantitative predictions on physical quantities of interest, such as the corrections to the ground state energy or to the chemical potential, with respect to Bogoliubov’s predictions. Due to the presence of the ultraviolet momentum cut–off, precise values of the subleading corrections to the thermodynamic and correlation functions may be quantitatively different from those in the Hamiltonian model, as stressed in the section 1.5.

A Renormalization Group analysis, similar to the one we have performed here, may possibly be effective also for the continuum ultraviolet problem, the only difference lying in the fact that for momenta greater than the inverse range of the potential, the interaction does not appear local anymore.

An alternative direction which may be followed is the extension of the results here obtained with the ultraviolet momentum cut–off to a non rotational symmetric theory of bosons on a lattice. A motivation for this model is provided by the recent experiments of condensation in optical traps. However the lattice case seems to be much more subtle than the one considered in this thesis, since the symmetries we have used to reduce the flow equations break down and one has to look for new discrete symmetries which may play the same roles of the other continuous ones that we employed above.
2. In two dimensions the renormalized expansion is order by order finite provided that the effective two–particles interaction $\lambda_h$ is small with respect to $\lambda^{-1}$, with $\lambda$ the intensity of the interaction. A second order calculation shows $\lambda \lambda_h$ to be of order one, see sec. 3.5.2, independently of the values of the other parameters of the problem, which are the condensate density $\rho_0$ and the range $R_0$ of the interacting potential. Then it is audacious to state that the perturbation theory is well defined, even order by order.

The flow of the effective coupling $\lambda_h$ might of course be studied by numerical analysis. However the effective model we considered is clearly not fundamental: a more realistic microscopic model is needed to get trustworthy conclusions.

The regime $\lambda \rho_0 R_0^d \leq 1$ we have considered in the thesis is not the most general one in which one expects Bogoliubov’s theory to be valid\textsuperscript{3}. One may wonder if there exists a different regime in which the two dimensional theory turns to be stable. In particular in the weak coupling and high density regime $\rho_0 R_0^d \gg \lambda^{-1} \gg 1$ the choice of an ultraviolet momentum cut–off at the scale of the range of the interacting potential is not justified. On the contrary the effective parameters at scale $R_0^{-d}$ are renormalized by the integration over an higher region of momenta, where the interaction is not local. The latter regime may possibly shows different features.

3. Last but not least, it would be interesting to extend our analysis to a system of interacting bosons at finite temperature. In particular the computation of the critical temperature, where the condensate density is zero but the correlation function has a power low decay, is a debated point (see [65] and references therein), which also has an undoubted experimental interest.

The perspective to make the treatment of BEC rigorous, \textit{i.e.} to provide a full non perturbative construction for the model, is far to be reached. As well known this is an intrinsic problem for bosonic theories. The main missing point, in the context of the Bose gas, is to solve the large field problem. This is not expected to be a trivial generalization of known techniques – as those used to analyze the infrared $\phi^4$ problem in $d = 2, 3$ – since in the Bose gas case one has to use complex Gaussian measures, instead of positive Gaussian measures, and this introduces new technical problems. Some attempts of dealing with complex measures, using stationary phase approximations techniques, have been recently developed by Balaban et al. (see [38] and ref. therein) to control the temporal ultraviolet limit. However the problem remains wide open.

On the other hand, to date it is not even clear how to recover the estimates by Dyson [44] and Lieb-Yngvason [45] for the ground state energy in a functional integral approach. The latter goal seems achievable and is expected to be good warm up exercise to a deeper comprehension of the description of interacting bosons in terms of functional integrals.

\textsuperscript{3} With “regime of validity of Bogoliubov theory” we refers here to the regime in which Bogoliubov approximation is expected to be valid, \textit{i.e.} in which the truncation of the interacting potential performed in Bogoliubov approximation, see (1.53) pag. 10, is justified by the fact that the contributions to the thermodynamic functions coming from the terms of the interacting potential which are cubic or quartic in the bosonic fields with non zero momentum are subleading with respect to those coming from the quadratic terms in the same fields.
Appendix A

Multiscale analysis and power counting

In the present appendix we list some definitions, properties and lemmas which constitute main technical points in chapter 2.

A.1 Some properties of Gaussian measures

In this section we list some basic properties of the Gaussian integration and the definition of truncated expectation, crucial in deriving the Feynman diagrams expansion.

Let consider the complex fields $\psi_x^-$ and $\psi_x^+ = (\psi_x^-)^*$, with $x \in \Lambda$. Let denote with $P_M(d\psi)$ the Gaussian measure in the fields $\psi_x^\pm$ with covariance matrix $M$:

$$P_M(d\psi) = \int \frac{d\psi_x^+ d\psi_x^-}{2\pi i} \frac{1}{(\det M)^{-1}} e^{-\sum_{i,j} \psi_x^+ \psi_x^- M^{-1} \psi_x^+ \psi_x^-}$$  \hspace{1cm} (A.1)

where

$$\frac{d\psi_x^+ d\psi_x^-}{2\pi i} := \frac{d\text{Re} (\psi_x^-) d\text{Im} (\psi_x^-)}{\pi}$$  \hspace{1cm} (A.2)

and $M$ is a positive definite complex $|\Lambda| \times |\Lambda|$ matrix. By construction one has

$$\int P_M(d\psi) = 1, \quad \int P_M(d\psi) \psi_x^\pm \psi_x^\mp = M_{ij}$$  \hspace{1cm} (A.3)

For each analytic function $F(\psi)$ we can write

$$E(F) = \int P_M(d\psi) F(\psi)$$  \hspace{1cm} (A.4)

It is useful to introduce the notion of truncated expectation, since it appears naturally considering the integration of an exponential with respect to a Gaussian measure. Given $p$ functions $X_1, \ldots, X_p$ defined on the fields $\psi$ and $p$ positive integer numbers $n_1, \ldots, n_p$, the truncated expectation is defined as

$$E^T(X_1, \ldots, X_p; n_1, \ldots, n_p) = \frac{\partial^{n_1, \ldots, n_p}}{\partial \lambda_1^{n_1} \ldots \partial \lambda_p^{n_p}} \log \int P(d\psi) e^{\lambda_1 X_1(\psi) + \ldots + \lambda_p X_p(\psi)} \bigg|_{\lambda=0}$$  \hspace{1cm} (A.5)
where \( \lambda = \{\lambda_1, \ldots, \lambda_p\} \). It is easy to check that \( \mathcal{E}^T \) satisfies the following property

\[
\mathcal{E}^T(c_1X_1 + \ldots + c_pX_p; n) = \sum_{n_1 + \ldots + n_p = n} \frac{n!}{n_1! \ldots n_p!} c_1^{n_1} \ldots c_p^{n_p} \mathcal{E}^T(X_1, \ldots, X_p; n_1, \ldots, n_p)
\]

(A.6)

so that the following relations immediately follow:

(1) \( \mathcal{E}^T(X, 1) = \mathcal{E}(X) \),

(2) \( \mathcal{E}^T(X, 0) = 0 \)

(3) \( \mathcal{E}^T(X_1, \ldots, X; n_1, \ldots, n_p) = \mathcal{E}^T(X; n_1 + \ldots + n_p) \)

Moreover one has

\[
\mathcal{E}^T(X_1, \ldots, X_p; n_1, \ldots, n_p) = \mathcal{E}^T(X_1, \ldots, X_p; n_1 + \ldots + n_p)
\]

(A.7)

We define also

\[
\mathcal{E}^T(X_1, \ldots, X_p) = \mathcal{E}^T(X_1, \ldots, X_p; 1, \ldots, 1)
\]

(A.8)

By (A.7) we see that all the truncated expectations can be expressed in terms of (A.8); it easy to see that (A.8) is vanishing if \( X_j = 0 \) for at least one \( j \). As a particular case of (A.5) one has:

\[
\mathcal{E}^T(X; n) = \frac{\partial^n}{\partial \lambda^n} \log \int P(d\psi) e^{\lambda X(\psi)} \bigg|_{\lambda=0}
\]

(A.9)

so that we can rewrite formally the integral of an exponential with respect to the Gaussian measure \( P(d\psi) \) as:

\[
\log \int P(d\psi) e^{X(\psi)} = \sum_{n=0}^{\infty} \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \log \int P(d\psi) e^{\lambda X(\psi)} \bigg|_{\lambda=0} = \sum_{n=0}^{\infty} \frac{1}{n!} \mathcal{E}^T(X; n)
\]

(A.10)

The following properties holds:

(1) **Wick rule.** Given two set of labels \( \{\alpha_1, \ldots, \alpha_n\} \) and \( \{\beta_1, \ldots, \beta_n\} \) one has

\[
\int P_M(d\psi) \psi_{\alpha_1}^- \psi_{\alpha_n}^- \psi_{\beta_1}^+ \psi_{\beta_n}^+ = \sum_{\pi} \prod_{i=1}^{n} M_{\alpha_i \beta_{\pi(i)}}
\]

(A.11)

where the sum is over all the permutations \( \pi = \{\pi(1), \ldots, \pi(n)\} \) of the indices \( \{1, \ldots, n\} \).

(2) **Addition principle.** Given two integrations \( P_{M_1}(d\psi_1) \) and \( P_{M_2}(d\psi_2) \), with covariance \( M_1 \) and \( M_2 \) respectively, for any function \( F = F(\psi) \) with \( \psi = \psi_1 + \psi_2 \) one has

\[
\int P_{M_1}(d\psi_1) \int P_{M_2}(d\psi_2) F(\psi_1 + \psi_2) = \int P_M(d\psi) F(\psi)
\]

(A.12)

where \( M \equiv M_1 + M_2 \).
(3) **Invariance of exponentials.** From the definition of truncated expectations, it follows that, if $\phi$ is an “external field”, i.e. a not integrated field, then

$$
\int P_M(d\psi)e^{X(\psi+\phi)} = \exp \left[ \sum_{n=0}^{\infty} \frac{1}{n!} e^T (X(\cdot+\phi); n) \right] \equiv e^{X'(\phi)} \quad (A.13)
$$

This property says that integrating an exponential one still gets an exponential, whose argument is expressed by the sum of truncated expectations.

(4) **Change of integration.** If $P_M(d\psi)$ denotes the integration with covariance $M$, then for any analytic function $F(\psi)$ one has

$$
\frac{1}{N_N} \int P_M(d\psi)e^{-\sum_{i,j \in \Lambda} \psi_i^+ N_{ij}^{-1} \psi_j} F(\psi) = \int \tilde{P}_M(d\psi) F(\psi) \quad (A.14)
$$

where

$$
\tilde{M}^{-1} = M^{-1} + N^{-1} \quad (A.15)
$$

and

$$
N_N = \int P_M(d\psi)e^{-\sum_{i,j \in \Lambda} \psi_i^+ N_{ij}^{-1} \psi_j} = \frac{\det M^{-1}}{\det (M^{-1} + N^{-1})} = \left[ \det (I + N^{-1}M) \right]^{-1} \quad (A.16)
$$
A.2 Proof of lemma 2.1

We want to obtain a bound on the modulo of the propagator $g^{(h)}_{\alpha\alpha'}(x)$ defined as follows:

$$g^{(h)}_{\alpha\alpha'}(x) = \frac{1}{(2\pi)^4} \int d^4k f_h(|k|) \frac{p^{h}_{\alpha\alpha'}(k)}{|k|^2} e^{-ikx}$$  \hspace{1cm} (A.17)

where

$$p^{h}_{\alpha\alpha'}(k) = (\rho_0 R_0^2)^{-1} \begin{pmatrix} k^2 - k_0 & -k_0 \\ k_0 & k^2 \end{pmatrix}$$

| $|k|^2 = k_0^2 + k^4$ for $h \geq \bar{h}$ |

$$p^{h}_{\alpha\alpha'}(k) = (\rho_0 R_0^2)^{-1} \begin{pmatrix} k^2 - k_0 & -k_0 \\ k_0 & \varepsilon \end{pmatrix}$$

| $|k|^2 = k_0^2 + \varepsilon k^2$ for $h < \bar{h}$ \hspace{1cm} (A.18)

with the first row and column referring to $\alpha = l$ and the second row and column to $\alpha = t$.

Case $\bar{h} < h \leq 0$

Let start from the case $\bar{h} < h \leq 0$. The bound we want to prove is:

$$\left| g^{(h)}_{\alpha\alpha'}(x) \right| \leq \gamma^{\frac{d}{2}h} \frac{C_N (\rho_0 R_0^2)^{-1}}{1 + \left[(\gamma^h x_0)^2 + (\gamma^\frac{d}{2} x)^2\right]^N}$$  \hspace{1cm} (A.19)

Let consider the modulo of the product $(\gamma^h x_0)^2 g^{(h)}_{\alpha\alpha'}(x)$:

$$\left| (\gamma^h x_0)^2 g^{(h)}_{\alpha\alpha'}(x) \right| = \left| \frac{1}{(2\pi)^4} \int d^4k f_h(|k|) \frac{p^{h}_{\alpha\alpha'}(k)}{|k|^2} \gamma^{2h} \partial^2_{k_0} e^{-ikx} \right|$$

$$\leq \frac{1}{(2\pi)^4} \int d^4k \left| \gamma^{2h} \partial^2_{k_0} \left[ f_h(|k|) \frac{p^{h}_{\alpha\alpha'}(k)}{|k|^2} e^{-ikx} \right] \right|$$  \hspace{1cm} (A.20)

where in the second line we have used the integration by parts. Now making a change of variable

$$\gamma^{-h}k_0 \rightarrow k_0$$

$$\gamma^{-\frac{d}{2}} k \rightarrow k$$  \hspace{1cm} (A.21)

$|k|^2 = k_0^2 + k^4 \rightarrow \gamma^{2h} |k|^2$ and the integral in (A.20) becomes equal to an adimensional integral (which can be bounded by a constant independent on $h$) multiplying a dimensional factor

$$(A.20) \leq C (\rho_0 R_0^2)^{-1} \gamma^{\left(\frac{d}{2}+1\right)} \gamma^{2h} \gamma^{-2h} \gamma^{-h} = C (\rho_0 R_0^2)^{-1} \gamma^{\frac{d}{2}h}$$  \hspace{1cm} (A.22)

where the factor $\gamma^{\left(\frac{d}{2}+1\right)}$ comes from the integration over $d^4kd_0$; the factor $\gamma^{2h}$ was already present in the integrand; the factor $\gamma^{-2h}$ comes from the second derivative with respect to $k_0$; $\gamma^{-h}$ comes from $p^{(h)}_{\alpha\alpha'}(k)/|k|^2$. Following the same strategy we can obtain the general bound

$$\left| (\gamma^h x_0)^{2N} g^{(h)}_{\alpha\alpha'}(x) \right| \leq C_N (\rho_0 R_0^2)^{-1} \gamma^{\frac{d}{2}h}$$  \hspace{1cm} (A.23)
and the analogous result for the $x$ variable:

$$\left| (\gamma^h x)^2 N g_{\alpha\alpha'}^{(h)}(x) \right| \leq C_N (\rho_0 R_0^2)^{-1} \gamma^h$$

(A.24)

where the fact that the $x$ variable in (A.23) is multiplied for a factor $\gamma^h$ instead of $\gamma^h$ comes from the different power of $h$ in this region $h \geq \bar{h}$. Putting together the bounds (A.23) and (A.24) one obtains:

$$\left| \left\{ 1 + \left[ (\gamma^h x_0)^2 + (\gamma^h x)^2 \right] N \right\} g_{\alpha\alpha'}^{(h)}(x) \right| \leq C_N (\rho_0 R_0^2)^{-1} \gamma^h$$

(A.25)

which is equivalent to (A.29).

Case $h \leq \bar{h}$

In order to prove the bound in lemma 2.1 for the behavior of the propagator for $h < \bar{h}$ we will follow the same strategy used in proving (A.23), but with a different change of variable

$$k'_0 = \gamma^{-h} k_0$$

$$k' = \gamma^{-h} \sqrt{\varepsilon} k$$

(A.26)

since in this region $|k|^2 = k_0^2 + \varepsilon k^2$. Besides, $p_{\alpha\alpha'}^{(h)}(k)$ has a dimensional scaling depending on $\alpha$ and $\alpha'$. We have:

$$p_{\alpha\alpha'}^{(h)}(k') = (\rho_0 R_0^2)^{-1} \begin{pmatrix} \varepsilon^{-1} \gamma^{2h} k'^2 & -\gamma^h k'_0 \\ \gamma^h k'_0 & \varepsilon \end{pmatrix}$$

(A.27)

From (A.27) we see that if one of the labels $\alpha, \alpha'$ are equal to $l$ we get a factor $\gamma^h$; if both are of type $l$ we have $\gamma^{2h}$; if both are of type $t$ we have no dependence on $h$. Then we can write the dimensional factor coming from $p_{\alpha\alpha'}^{(h)}(k')$ as $\gamma^{h(d_\alpha+l_\alpha')}$.

For what regards the order in $\varepsilon$ we have a factor $\varepsilon^{-d/2}$ coming from the change of variable in $d^d k$. Putting all this factors together we get, for example,

$$\left| (\gamma^h x_0)^2 g_{\alpha\alpha'}^{(h)}(x) \right| \leq \varepsilon^{-\left(\frac{d}{2}+1+\delta_{\alpha l}+\delta_{\alpha't} \right)} \int \frac{d^{d+1}k'}{(2\pi)^{d+1}} \left| \gamma^{2h} \partial_k^{2} f_h(|k'|) \frac{p_{\alpha\alpha'}^{(h)}(k')}{|k'|^{d/2}} e^{-ik'x} \right|$$

$$\leq C (\rho_0 R_0^2)^{-1} \varepsilon^{-\left(\frac{d}{2}+1+\delta_{\alpha l}+\delta_{\alpha't} \right)} \gamma^{(d-1)+\delta_{\alpha l}+\delta_{\alpha't})} h$$

(A.28)

The final bound for $h \leq \bar{h}$ results to be:

$$\left| g_{\alpha\alpha'}^{(h)}(x) \right| \leq \varepsilon^{\frac{d}{2}} (\varepsilon^{-1} \gamma^h)^{(d-1)+\delta_{\alpha l}+\delta_{\alpha't})} \frac{C_N (\rho_0 R_0^2)^{-1}}{1 + \left[ (\gamma^h x_0)^2 + (\gamma^h \sqrt{\varepsilon} x)^2 \right]^{\frac{N}{2}}}$$

(A.29)
A.3 Order in $\varepsilon$, $\rho_0$ and $R_0$ for the Feynman diagrams

In this section we will evaluate the dependence on $\varepsilon$, $\rho_0$ and $R_0$ of a generic Feynman diagram contributing to $\|V_n^{(h)}\|$ in both region $\bar{h} < h \leq 0$ and $h \leq \bar{h}$. The difference between the two regions stays in the fact that in the lower region the presence of Bogoliubov measure in the propagator gives a non trivial dependence on $\varepsilon$. In particular the order in $\varepsilon$ in the lower region turns to depend on the number of loops in the Feynman diagrams, instead than on the number of vertices as usual.

A.3.1 Dimensional factor

First of all, let’s consider the contribution coming from the dimensional factors associated to vertices, propagators and integrations. We have:

a) for each vertex a factor $\rho_0 R_0^{-2}$;
b) for each propagator in the momentum space $(\rho_0 R_0^{-2})^{-1}$
c) for each loop a factor $R_0^{-2-d}$

Denoting with $L$ the number of loops one gets

$$\rho_0 R_0^{-2} (\rho_0 R_0^d)^{-L}$$

being $L = p - m + 1$, with $p$ and $m$ respectively the total number of propagator and vertices. In (A.30) the factor $\rho_0 R_0^{-2}$ the exact physical dimension for a generic term of the effective potential, while $\rho_0 R_0^d$ is an adimensional factor. By definition of the adimensional running coupling constants, the beta function is also adimensional and it is equal to the sum of the diagrams with at least two vertices contributing to $\|V_n^{(h)}\|$, divided by the fixing dimension factor $\rho_0 R_0^{-2}$.

A.3.2 Region $\bar{h} < h \leq 0$

Let denote with $\bar{C}(P_v; \varepsilon, \rho_0, R_0)$ the factor in $| \int dx_v \text{Val}(\Gamma) |$ containing the dependence on $\varepsilon$, $\rho_0$ and $R_0$, with $\Gamma$ a generic diagram contributing to the kernel $\|V_n^{(h)}\|$ for $\bar{h} < h \leq 0$. Using (A.30), introducing the number of loops $L^>$$

$$L^> = \frac{1}{2} (n_1^v + n_1^w) - (m_v - 1) = m_4 + \frac{1}{2} n_1^v - \frac{1}{2} n_1^w + 1$$

and taking into account the fact that $\varepsilon = \lambda \rho_0 R_0^d$, we have:

$$C(P_v; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} (\lambda \varepsilon^{-1})^{1-\frac{1}{2}(n_1^v + n_1^w)}$$

$$\prod_v (\lambda \varepsilon^{-1} \lambda h_v)^{m_4,v} (\sqrt{\lambda \varepsilon^{-1}} \bar{\mu}_h)^{m_3,v} (\bar{\nu}_h)^{m_2,v} (\bar{\sigma}_h)^{m_{\varepsilon,v}}$$

where in three dimensions the vertices of type $\lambda$ can be present only at scale $h = 0$, being irrelevant. Here $m_{4,v}$, $m_{3,v}$ and $m_{v}$ are respectively the sum of vertices of type $\{\lambda h_v, \lambda h_v', \lambda h_v''\}$, $\{\bar{\mu}_h, \bar{\mu}_h', \bar{\mu}_h''\}$ and $\{\bar{\sigma}_h, \bar{\sigma}_h', \bar{\sigma}_h''\}$, while $m_{2,v}$ and $m_{\varepsilon,v}$ denote the
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number of vertices of type $\bar{\nu}$ and $\bar{e}$ at scale $h_v$. If all the vertices in (A.32) are at scale 0 we have

$$\tilde{C}_0(P_v; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} (\lambda \varepsilon^{-1})^{1 - \frac{1}{d}(n_\mu^2 + n_\nu^2)} \prod_v (\lambda)^{m_4,v + m_2,v} (\sqrt{\lambda \varepsilon})^{m_3,v} \quad (A.33)$$

being $\tilde{\lambda} = \mu = \varepsilon$ and $\nu_0 = \lambda$. Assuming that

$$\tilde{\eta} = \max_{h < h \leq 0} \{ \lambda \varepsilon^{-1} \tilde{\lambda}_h, \sqrt{\lambda \varepsilon^{-1}} \tilde{\mu}_h, \tilde{\nu}_h, \tilde{\bar{a}}_h, \tilde{\bar{e}}_h \} \quad (A.34)$$

is a small constant the factor (A.32) may be bounded for each $h < h \leq 0$ by

$$\tilde{C}(P_v; \varepsilon, \rho_0, R_0) \leq \rho_0 R_0^{-2} (\lambda \varepsilon^{-1})^{1 - \frac{1}{d}(n_\mu^2 + n_\nu^2)} \tilde{\eta}^m \quad (A.35)$$

with $m$ the total number of vertices. It turns to be $\tilde{\eta} = \sqrt{\lambda}$ both in the three and two dimensional case. We see as in the higher momentum region the dominant diagrams – apart for the factor $(\lambda \varepsilon^{-1})$ that we can consider one for the moment, are the diagrams with minimum number of vertices.

A particular estimate can be obtained considering a diagram where all the vertices are at scale $\tilde{h}$. In this case $\tilde{\lambda}_h = \varepsilon$, $\tilde{\mu}_h = \sqrt{\varepsilon}$ while the two legged vertices are $O(\lambda)$; we get

$$\tilde{C}(h; P_v; \varepsilon, \rho_0, R_0) \leq \rho_0 R_0^{-2} \varepsilon^{\frac{1}{2}(n_\mu^2 + n_\nu^2) - 1} \lambda L + m_2 + m_a + m_e \quad (A.36)$$

that is the dominant diagrams at scale $\tilde{h}$ are the one–loop diagrams without two–legged vertices. This will be the typical situation for $h \leq \tilde{h}$, as we will see in the next paragraph.

A.3.3 Region $h \leq \tilde{h}$

Order in $\varepsilon$ coming from integrations and propagators

In the region $h \leq \tilde{h}$, due to the presence of $\varepsilon$ in the definition of the cutoff function, the order in $\varepsilon$ turns to be not only dependent on the number of vertices. For this reason it is useful to evaluate the power in $\varepsilon$, for a generic Feynman diagram $\Gamma$ contributing to a certain kernel $||V^{(h)}_{n_\mu n_\nu}||$, coming from the integrations over the connected lines of the diagrams. We denote with $D(P_v, \varepsilon)$ this factor. We have that:

a) each internal half–line of type $t$ gives a contribution $\varepsilon^{-\frac{2+d}{4}}$, while each internal half–line of type $t$ gives a contribution $\varepsilon^{-\frac{2-d}{4}}$; then each $t$ half–line has got an extra factor $\varepsilon^{-1}$ with respect to a $t$ line (see lemma 2.1);

b) each integration in the $x$-space gives a contribution proportional to $\varepsilon^d$;

c) for each derivative $\partial_x$ acting on a propagator $g^{(h)}(x)$ we get an extra contribution $\varepsilon^{-1}$ coming from the change of variables $k^2 \rightarrow \varepsilon^{-1}k^2$. Then we may associate at each contracted half–line bringing a label $\partial_x$ a factor $\varepsilon^\frac{1}{2}$.
Using the same notations introduced in section 2.2 and taking into account only the marginal and relevant couplings without external fields we get:

\[ D(P_v, \varepsilon) = \frac{d}{2} (m - 1) - \frac{2 + d}{4} n^i_l + \frac{2 - d}{4} n^i_t - \frac{1}{2} n^i_{\partial_x} \]  
(A.37)

where \( m \) is the total number of vertices. Using the relations (2.55) and (2.56) we get:

\[ D(P_v, \varepsilon) = -\frac{d}{2} + \left(2 - \frac{d}{2}\right) m_4 + \frac{1}{2} \left(1 - \frac{d}{2}\right) m_3 + m_2 + m_6 \chi(d = 2) \]  
(A.38)

\[ + \frac{d + 2}{4} n^e_l + \frac{d - 2}{4} n^e_t + \frac{1}{2} n^e_{\partial_x} \]

with \( \chi(d = 2) \) different from zero only in the two dimensional case. Introducing the number of loops \( L \) in the low momenta region, which is given by

\[ L = m_4 + \frac{1}{2} m_3 + 2m_6 \chi(d = 2) - \frac{1}{2} n^e_l - \frac{1}{2} n^e_t + 1 \]  
(A.39)

we can conveniently rewrite (A.38) as follows

\[ D_{3d}(P_v, \varepsilon) = -2 + \frac{1}{2} L - \frac{1}{2} m_3 + m_2 + \frac{3}{2} n^e_l + \frac{1}{2} n^e_t + \frac{1}{2} n^e_{\partial_x} \]  
(A.40)

\[ D_{2d}(P_v, \varepsilon) = -2 + L - \frac{1}{2} m_3 + m_2 - m_6 + \frac{3}{2} n^e_l + \frac{1}{2} n^e_t + \frac{1}{2} n^e_{\partial_x} \]  
(A.41)

Using (A.30), (A.40) and (A.41) we obtain the dependence on \( \varepsilon, \rho_0 \) and \( R_0 \) for \( |\int dx_{V_0} \text{Val}(\Gamma)| \), with \( \Gamma \) a generic diagram contributing to the kernel \( ||V^{(h)}_{n_i^l n_i^t}|| \) for \( h < \tilde{h} \). Let denote with \( \tilde{C}(\varepsilon, \rho_0, R_0) \) the factor containing this dependence. In the three dimensional case we have

\[ \tilde{C}_{3d}(P_v; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} \left(\lambda \varepsilon^{-\frac{1}{2}}\right)^L \varepsilon^{-2 + \frac{5}{4} n^e_l + \frac{1}{2} n^i_l + \frac{1}{2} n^e_{\partial_x}} \varepsilon^{-\frac{1}{2} m_3 + m_2} \]  
(A.42)

where we have split the terms containing the dependence on the loop number, on the vertices contained in the diagram and on the external legs (the latter term being fixed for each kernel \( V^{(h)}_{n_i^l n_i^t} \)). The analogous factor for \( d = 2 \) is

\[ \tilde{C}_{2d}(P_v; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} \lambda^L \varepsilon^{-2 + \frac{5}{4} n^e_l + \frac{1}{2} n^i_l + \frac{1}{2} n^e_{\partial_x}} \varepsilon^{-\frac{1}{2} m_3 + m_2 - m_6} \]

\[ = \rho_0 R_0^{-2} \lambda^{\frac{1}{2} (n^i_l + n^i_t)} \varepsilon^{-2 + \frac{5}{2} n^e_l + \frac{1}{2} n^i_l + \frac{1}{2} n^e_{\partial_x}} \lambda^{m_4} (\sqrt{\lambda \varepsilon^{-1}})^{m_3} \varepsilon^{m_2} \lambda^{2 (\varepsilon^{-1})^{m_6}} \]  
(A.43)

In the following we will add to the estimates (A.42) and (A.43) the contribution coming from the vertices in two particular situations: the one in which all the vertices are at scale \( \tilde{h} \) and the one in which they are all at scale \( h^* \ll \tilde{h} \).
Diagrams with all vertices at scale $\tilde{h}$

The values of the running coupling constants at $\tilde{h}$ are:

$$
\lambda_{\tilde{h}} = \frac{\varepsilon}{16} \quad \mu_{\tilde{h}} = \frac{\sqrt{2}}{4} \varepsilon \quad \nu_{\tilde{h}} = O(\varepsilon^{-1/2}) \quad d = 3
$$

$$
\lambda_{\tilde{h}} = \frac{1}{16} \quad \mu_{\tilde{h}} = \frac{1}{4} \sqrt{2} \varepsilon \quad \nu_{\tilde{h}} = O(\lambda) \quad \lambda_{6,\tilde{h}} = O(\varepsilon) \quad d = 2
$$

Adding the contributions of the vertices to (A.42) and (A.43) we get:

$$
\tilde{C}_{3d}^{(h)}(P; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} (\lambda \varepsilon^{-1/2}) L \varepsilon^{-3+2n_t^c+n_l^c+\frac{1}{2} n_\omega^c} \varepsilon^3 m_2
$$

$$
\tilde{C}_{2d}^{(h)}(P; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} \lambda^L \varepsilon^{-2+\frac{3}{2} n_t^c+\frac{1}{2} n_l^c+\frac{1}{2} n_\omega^c} (\varepsilon \lambda^L)^{m_2} \lambda^{m_6}
$$

$$
= \rho_0 R_0^{-2} \lambda^{1-\frac{1}{2}(n_t^c+n_l^c)} \varepsilon^{-2+\frac{3}{2} n_t^c+\frac{1}{2} n_l^c+\frac{1}{2} n_\omega^c} \lambda^L (\varepsilon \lambda^L)^{m_2} \lambda^{m_6}
$$

If all the vertices are at scale $\tilde{h}$ we see as the order in $\lambda$ and $\varepsilon$ depends on:

- the number of loops;
- the structure of the external legs, in particular if we substitute a $t$ external leg with a leg of type $l$ we have an extra $\varepsilon$;
- the number of 2-legged vertices;
- in the two dimensional case the number of 6–legged vertices, which counts as a loop.

Once the structure of the external legs is fixed, the dominant diagrams are the one-loop graphs without 2-legged in three dimensions and without 2-legged and 6-legged vertices in two dimensions.

Diagrams with vertices at scale $h \ll \tilde{h}$

If $h \ll \tilde{h}$ we have also to take into account the expression for the renormalized propagator, which is:

$$
g^{(h)}(k) = \left( \frac{Z_h^{-1}(k_0^2 + \varepsilon^{-1} k^2)}{-k_0} \right) k_0 \varepsilon \right)
$$

(A.46)

With respect to the estimate for the unrenormalized propagator we have a factor $\varepsilon Z_h^{-1}$ for each propagator $g^{(h)}_P(k)$. Then the order in $\varepsilon$ for a generic diagram, taking also into account the contribution of the vertices, is given by:

$$
\tilde{C}_{3d}^{(h)}(P; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} (\lambda \varepsilon^{-1/2}) L \varepsilon^{-3+2n_t^c+n_l^c+\frac{1}{2} n_\omega^c} \varepsilon^3 m_2
$$

$$
\prod_v (\lambda h_v)(\varepsilon^{-1/2} \mu h_v)(\varepsilon \nu h_v) \prod_{n_{ll}} (\varepsilon Z_h^{-1})
$$

(A.47)

$$
\tilde{C}_{2d}^{(h)}(P; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} \lambda^{1-\frac{1}{2}(n_t^c+n_l^c)} \varepsilon^{-2+\frac{3}{2} n_t^c+\frac{1}{2} n_l^c+\frac{1}{2} n_\omega^c} \lambda^L (\varepsilon \lambda^L)^{m_2} \lambda^{m_6}
$$

$$
\prod_v (\lambda h_v)(\sqrt{\lambda} \varepsilon^{-1/2} \mu h_v)(\varepsilon \nu h_v)(\lambda^2 \varepsilon^{-1} \lambda_{6,h_v}) \prod_{n_{ll}} (\varepsilon Z_h^{-1})
$$

(A.48)
where \( n_{ll} \) is the number of propagators and may be bounded by
\[
 n_{ll} \leq \left\lfloor \frac{m_3 - n_{el}^p}{2} \right\rfloor \quad \text{(A.49)}
\]

In the particular case in which all the vertices and propagators have same scale \( h \) we get the following factors.

**Asymptotic three dimensional case.**

Using the fact that - as proved in chapter 4 -
\[
16 \lambda h = 2 \sqrt{2} \mu h = \mathcal{Z}_h \quad \text{(A.50)}
\]

the dependence on \( \varepsilon, \rho_0 \) and \( R_0 \) for a generic diagram \( \Gamma \) contributing to the kernel \( ||W_n^{(h)}|| \) with all the vertices at scale \( h \) is given by
\[
\tilde{C}^{(h)}_{3d}(P_{\varepsilon}; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} \left( \lambda \varepsilon^{-\frac{1}{2}} \right)^L \varepsilon^{-2 + \frac{1}{2} n_{el}^p + \frac{1}{2} n_{et}^p + \frac{1}{2} n_{hn}^p} \\
(\mathcal{Z}_h)^{L-1+\frac{1}{2}(n_{el}^p+n_{et}^p)} (\varepsilon^{-1} \mathcal{Z}_h)^{\frac{1}{2}m_3-n_{el}} (\varepsilon \nu_h)^{m_2} \quad \text{(A.51)}
\]

Asymptotically, being \( \mathcal{Z}_h = \varepsilon^\frac{1}{2} (\lambda |h_* - \bar{h}|) \) the factor in (A.51) becomes
\[
\tilde{C}^{(h)}_{3d}(P_{\varepsilon}; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} \lambda^{1-\frac{1}{2}(n_{el}^p+n_{et}^p)} \varepsilon^{-\frac{1}{2} n_{el}^p + \frac{3}{2} n_{et}^p + \frac{1}{2} n_{hn}^p} \\
|h_* - \bar{h}|^{-\left(L-1+\frac{1}{2}(n_{el}^p+n_{et}^p)\right)} \left( \lambda \varepsilon^{-\frac{1}{2}} |h_* - \bar{h}| \right)^{-\frac{1}{2}m_3-n_{el}} (\varepsilon \nu_h)^{m_2} \quad \text{(A.52)}
\]

where

- the first line on the r.h.s of (A.51) is fixed once \( \{P_{v_0}\} \) is fixed;
- the second term on the second line of (A.51) can only improve the estimate, being \( m_3/2 - n_{ll} \geq 0 \);
- the addition of two-legged \( m_2 \) vertices improves the order in \( \varepsilon \), being \( \nu_h \) bounded by a constant.

Note that all the terms in the beta functions for \( \lambda_h, \mu_h, \mathcal{Z}_h \) and \( E_h \) with more than one loop are at least of order \( |h - \bar{h}|^{-3} \). For what concerns the wave function renormalization constants \( A_h \) and \( B_h \) the power in \( |h - \bar{h}| \) improves with respect to the estimate (A.51) due to some cancellations, encoded in the WIs and that can also be checked with a one loop calculation (see C.3.2).

**Asymptotic two dimensional case.**

The calculation of the order in \( \varepsilon \) and \( \lambda \) for the asymptotic two dimensional case is much subtle, since – as discussed in sec. 2.18 – three new effective marginal couplings arise when \( h \ll \bar{h} \), see fig. 2.18 pag. 70. The presence of these additional vertices – in this thesis denoted with \( \omega_h, \lambda'_h \) and \( \mu'_h \), see (2.169) for a definition –
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changes the factor \((A.43)\), which gives the order in $\varepsilon$ and $\lambda$ coming from integrations and propagators, as follows:

$$
\tilde{C}_{2d}'(P_v; \varepsilon, \rho_0, R_0) = \rho_0 R_0^{-2} \lambda^{1-\frac{1}{2}(n_\gamma^v+n_\gamma^v)} \varepsilon^{-2+\frac{3}{4}n_\gamma^v+\frac{1}{2}n_\gamma^0} \lambda^{m_4 (\lambda\varepsilon^{-1})^\frac{3}{2}m_3 \varepsilon m_2 (\lambda^2 \varepsilon^{-1})^m_6 (\lambda\varepsilon^{-2})^m_4 (\lambda\varepsilon^{-5})^\frac{3}{2}m_5 (\lambda\varepsilon^{-1})^\frac{3}{2}m_5}
$$

(A.53)

with $m_5$, $m_4'$ and $m_3'$ respectively the numbers of $\mu_h$, $\lambda'_h$ and $\mu'_h$ vertices and the loop number given by

$$
L' = m_4 + m_4' + \frac{1}{2}(m_3 + m'_3) + \frac{3}{2}m_5 + 2m_6 - \frac{1}{2}(n_\gamma^v + n_\gamma^0) + 1
$$

(A.54)

Taking into account the contribution of the vertices and of the longitudinal propagators $g_{ll}^{(h)}$ and using the following global WIs

$$
\mu_h = 4\sqrt{2} \gamma^\frac{b}{2} \lambda_h, \quad Z_h = \gamma^h \lambda_h
$$

$$
\omega_h = 6\sqrt{2} \gamma^\frac{b}{2} \lambda_{6,h}, \quad \lambda'_h = 24 \gamma^h \lambda_{6,h}, \quad \mu'_h = 16\sqrt{2} \gamma^\frac{3}{2} \lambda_{6,h}
$$

(A.55)

we obtain

$$
\tilde{C}_{2d}'(h_v)(P_v; \varepsilon, \rho_0, R_0) \leq (\text{const.}) \rho_0 R_0^{-2} \lambda^{1-\frac{1}{2}(n_\gamma^v+n_\gamma^v)} \varepsilon^{-2+\frac{3}{4}n_\gamma^v+\frac{1}{2}n_\gamma^0} \left( \frac{\lambda_{6,h_v}}{\varepsilon^{\lambda_{6,h_v}}} \right)^{m_6_v+m_5_v+m_4_v+m_3_v} \left( \varepsilon^{-1} \gamma^h \lambda_{6,v} \right)^{\frac{1}{2}(m_3_v+m_5_v+2m_4_v+3m'_3)-n_\mu_v}
$$

(A.56)

By imposing the renormalization condition one find that in the infrared limit $|\nu_h| \leq (\text{const.})$, see sec. 3.28. Let us also assume $\lambda\lambda_h$ and $\lambda_{6,h}/(\lambda\lambda_h^2)$ to have fixed points $\lambda\lambda$ and $c_{6,*}$, hypothesis whose consistency will be proved at leading order, see sec. 3.5.2. Then the order in $\varepsilon$ and $\lambda$ for a generic diagram $\Gamma$ where all the vertices are at scale $h_* \ll \hat{h}$ turns out to be

$$
\tilde{C}_{2d}'(h_v)(P_v; \varepsilon, \rho_0, R_0) \leq (\text{const.}) \rho_0 R_0^{-2} \lambda^{1-\frac{1}{2}(n_\gamma^v+n_\gamma^v)} \varepsilon^{-2+\frac{3}{4}n_\gamma^v+\frac{1}{2}n_\gamma^0} \left( \lambda\lambda_v \right)^{L'-1+\frac{1}{2}(n_\gamma^v+n_\gamma^v)} \left( \varepsilon \nu_v \right)^m_2 c_{6,*} \lambda_{6,v}^m_2 m_{6,v}+m_{5,v}+m_{4,v}+m_{3,v} \varepsilon^{-1} \gamma^h \lambda_v\varepsilon^{-1} \gamma^h \lambda_v
$$

(A.57)

where $L'$ is the number of loops for a generic diagram obtained by contracting vertices of type $\lambda_{6,h}$, $\omega_h$, $\lambda_h$, $\lambda'_h$, $\mu_h$, $\mu'_h$ and $\nu_h$. Provided that $c_{6,*}$ is a constant and $\lambda\lambda_v \ll 1$, the leading order diagrams are the one loop diagrams where all the internal dashed legs are contracted among them, in order to minimize the exponent of $\gamma^h$, on the last line of (A.57). Moreover, the insertion of a two–legged vertex give
an extra $\varepsilon$ with respect the order of the diagram without $m_2$ vertices.

**A.3.4 Order in $\varepsilon$ coming from external fields**

In this section we will describe how the insertion of the running coupling constants with the external fields $J_\nu$ change the order in $\varepsilon$ of a generic Feynman diagram in the region $h \leq \bar{h}$.

First of all we note that the two legged vertices $Z_{h}^{j_{0}}$, $E_{h}^{-j_{0}}$ and $E_{h}^{-j_{1}}$ do not contribute to the local part of the Feynman graphs since they have only one leg free to be contracted. The unique vertices with external field contributing to the flows of the running coupling constants are $\bar{\mu}_{h}^{j_{0}}$ and $\bar{\mu}_{h}^{j_{1}}$ for $\bar{h} < h \leq 0$ and $\mu_{h}^{j_{0}}$ for $h \leq 0$.

For what concerns the high momentum region, including also $\bar{\mu}_{h}^{j_{0}}$ and $\bar{\mu}_{h}^{j_{1}}$ into (A.38) we see that the order in $\varepsilon$ due to the integrations and propagator is changed by a factor

$$\varepsilon^{m_{j_{0}} - \frac{1}{2}m_{j_{1}}}$$

with $m_{j_{0}}$ and $m_{j_{1}}$ the number of $\mu_{h}^{j_{0}}$ and $\mu_{h}^{j_{1}}$ vertices. In order to include the contribution coming from the external fields one has only to multiply the r.h.s. of (A.32) by the product

$$\prod_{v} \left( \varepsilon^{\bar{\mu}_{h}^{j_{0}}} \right)^{m_{j_{0}}} \left( \varepsilon^{\frac{1}{2}\bar{\mu}_{h}^{j_{1}}} \right)^{m_{j_{1}}}$$

Note that the inclusion of $\bar{\mu}_{h}^{j_{0}}$ and $\bar{\mu}_{h}^{j_{1}}$ in the list of possible vertices does not change the relation (A.31) for the loop number; that is why in the product (A.59) there is not dependence on $\lambda$, see (A.32) for a comparison.

For what concerns low momentum region, the initial value of $\mu_{h}^{j_{0}}$ is

$$\mu_{h}^{j_{0}} = \begin{cases} 1 + O(\lambda \varepsilon^{\frac{1}{2}}) & d = 3 \\ \varepsilon^{-\frac{1}{2}}(1 + O(\lambda)) & d = 2 \end{cases}$$

Since the order in $\varepsilon$ due to the integrations and propagator is changed by $\varepsilon^{m_{j_{0}}}$, and the inclusion on $\mu_{h}^{j_{0}}$ does not change the relation (A.39) for the loop numbers, the factors (A.47) and (A.48) are changed only by the extra factor

$$\prod_{v} \left( \varepsilon \mu_{h}^{j_{0}} \right)^{m_{j_{0}}}$$

Being $\mu_{h}^{j_{0}} = \varepsilon^{-1}\mu_{h}$ for each $h \leq \bar{h}$, the latter product stays small as far as $\mu_{h}$ is small. We see that the substitution of a vertex of type $\mu_{h}$ with a vertex of type $\mu_{h}^{j_{0}}$ gives a factor $\varepsilon^{-1}$. 
A.4 Counting of trees and Feynman diagrams

This section recollects some very standard lemmas referring to the bounds on the number of Gallavotti–Nicolò trees and Feynman diagrams. For most of them we have skipped the proof, which can be found in [30, 60]. In the following we will use the same definitions and conventions introduced in sec. 2.1

Lemma A.1. The number of rooted unlabeled trees with \( m \) vertices is bounded by \( C_1^m \) for some constant \( C_1 \).

The number of rooted unlabeled trees with \( n \) endpoints is bounded by \( C_2^n \) for some constant \( C_2 \).

Let \( T_{h,n} \) the set of the labeled trees with \( n \) endpoints and root at frequency \( h \). Their number cannot be uniformly estimated in \( h \) for \( h \to -\infty \). In fact, even if the maximum number of non trivial vertices is fixed by \( n \) and is equal to \( n - 1 \), we can add between them the non trivial vertices. Of course in the limit \( h \to -\infty \) the number of possible insertions tends to infinite. However is it possible to proof the following result.

Lemma A.2. Let \( T_{h,n} \) the set of labeled trees with \( n \) endpoints and root at scale \( h \). If \( \gamma > 1 \) and \( a > 0 \) we have

\[
\sum_{\mathcal{T}_{h,n}} \prod_{v \text{ not e.p.}} \gamma^{-a(h_v-h_v')} \leq C^n
\]

(A.62)

for some constant \( C \).

If now consider a tree without root, which corresponds to a “graph” (i.e. a set of points and a set of lines whose extremes are these points) connected (i.e. for each couple of points there exists a set of lines of the graph connecting them) acyclic (i.e. for each couple of points there is a unique path connecting them). Then, if we call the points as \( P_1, \ldots, P_n \) the following lemma holds, where the \( n! \) factor comes from the number of ways of assigning the names to the points.

Lemma A.3. Given \( n \) points, the number of trees connecting them is bounded by \( C^n n! \)

Let now consider \( n \) points \( v_1, \ldots, v_n \). From each point \( v_j \) in this set we denote with \( P_{v_j} \) the set of lines outgoing from the point. By contracting some of these lines among them, we get a graph. We well call Feynman graphs the subset of connected graphs obtained by connecting some of the lines \( P_{v_1}, \ldots, P_{v_n} \). We will call internal lines the contracted lines of the graph and external lines the lines of the graph that have been not contracted. Then we have the following lemmas.

Lemma A.4. Let consider the Feynman diagrams with \( n \) vertices \( v_1, \ldots, v_n \) such that \( P_{v_1}, \ldots, P_{v_n} \) are the external lines outgoing from these points and \( n^e \) is the number of external lines. Their number is bounded by \( C^n(2n)! \) uniformly in the number \( n^e \).
Lemma A.5. Let \( \{ P_v \} \) the set of the labels which, for a given collection of cluster \( v \) corresponding to a tree \( \tau \), describes how many and which lines are outgoing from each cluster \( v \). Let \( a \) to be a positive constant. Then

\[
\sum_{\{ P_v \} \not\{ P_v \} \not\text{e.p.}} \sum_{v} \gamma^{-a|P_v|} \leq C_a^n
\]  

(A.63)

where \( n \) is the number of endpoint of \( \tau \) and \( C_a^n \) is a constant depending on \( a \).
A.5 Dimensional bounds for diagrams with any vertex at scale $\bar{h}$

Let consider the set of renormalized trees $T_{h^*,n}^{<\bar{h}}$ with root at scale $h^* < \bar{h}$ and $n$ endpoints at scales $h^* < h \leq \bar{h}$. For sake of simplicity in chapter 2 we have only considered the subset of these trees with vertices at scale $\bar{h}$ equal to the ones at scale 0, plus the six–legged vertex in the two dimensional case. However the integration over the first $|\bar{h}|$ scales gives rise to each possible vertex at scale $\bar{h}$, with an arbitrary number and type of external legs (except for some symmetry constraints). In this appendix we will prove that the dimensional bounds for the kernel of the effective potentials are not changed when we consider all the possible vertices at scale $\bar{h}$ instead than only those considered in chapter 2.

Let consider a tree $\tau^< \in T_{h^*,n}^{<\bar{h}}$. The latter can be imagined as obtained by a generic tree $\tau$, with endpoints at each possible scale $h^* < h \leq \bar{h}$, substituting to each subtrees $\tau_j$ in the region $\bar{h} < h \leq 0$ a generalized vertex $g_j$, see fig. A.1. In the following we will denote with $T_{h,n_j}^{>\bar{h}}$ the set of the trees with root at scale $\bar{h}$ and $n_j$ endpoints at scales between $\bar{h}$ and 0. Three different types of endpoints belong to $\tau^<$:

1. “usual” endpoints at scale $k \in [h + 1, \bar{h}]$ which correspond to one of the terms of $L_{k-1}\tilde{V}_k$, i.e. to one of the marginal and relevant vertices $r_{i,k}^<$,

2. “generalized” $g_j$ at scale $\bar{h} + 1$, coming from the integration at scales lower than $\bar{h}$. These may be in turn divided in two categories:

   2a) generalized endpoints corresponding to $L_{\tilde{V}_h}$, i.e. to the sum of all the trees in $T_{h,n_j}^{>\bar{h}}$ with index $L$ on the vertex at scale $\bar{h} + 1$; these will be depicted as “usual” points at scale $\bar{h} + 1$. 


Figure A.1. On the left a generic tree $\tau$ with endpoints above and below $\bar{h} + 1$; on the right the tree $\tau^<$ obtained from $\tau$ by substituting the subtrees with root at scale $\bar{h} + 1$ with generalized vertices, depicted as white circles. The “simple” points at scale $\bar{h} + 1$ represent the local term defined by the localization procedure in the high momenta region $\bar{h} < h \leq 0$, represented by the region filled in gray.
(2b) generalized endpoints corresponding to the trees $\tau_j \in T_{h,n_j}^\geq$ with index $R$ on the vertex at scale $\bar{h} + 1$. We will denote graphically this second category of endpoints with white circles, see fig. A.1. These are just the endpoints we have neglected in the simplified discussion of chapter 2.1.

Referring to a generalized endpoint $g_j$ in the following we will denote

- $n_\alpha(g_j)$ the number of external legs of type $\alpha$ coming out $g_j$;
- $n_{\alpha,v}(g_j)$ the number of legs in the set $n_\alpha(g_j)$ which are external to the cluster at scale $h_v$; the latter legs can be contracted at scales $h_c < h_v$.

Our goal is to recompute the scaling dimension $\delta_v^\leq$ in the general case in which $\tau^\leq$ contains whatever endpoints at scale $\bar{h}$. In order to make the strategy of the proof clearer we choose to consider a specific case, instead than the generic $d$ dimensional case, i.e. the estimate for the free energy in the three dimensional case.

Let consider a tree $\tau^\leq \in T_{h,n}^\leq$ and a Feynman graph $\Gamma(\tau^\leq)$ belonging to the set of the Feynman diagrams compatible with $\tau^\leq$. As seen in section 2.1, if there are not generalized vertices, the diagram $\Gamma^\leq$ (neglecting for the moment the effect of regularization) has scaling dimension

$$\delta_v^\leq = 4 - 2n_{t,v}^e - n_{e,t}^v - n_{e,\partial}^v$$  \hspace{1cm} (A.64)

which comes from

$$\delta_v^\leq = -4(m_v - 1) + 2n_{t,v}^{in} + n_{t,v}^e - n_{\partial}^e$$  \hspace{1cm} (A.65)

We want to include in the calculation the generalized vertices $g_j$. Let denote with $\{g_v\}$ the set of the generalized vertices contained in a cluster with scale equal or lower than $h_v$, i.e. with at least one of its outgoing lines contracted on scale $h_c$. We have:

$$m_v = m_{4,v} + m_{3,v} + \sum_{g \in \{g_v\}} 1$$

$$n_{t,v}^{in} = m_{3,v} + \sum_{g \in \{g_v\}} n_e^v(g) - n_{t,v}^e$$

$$n_{t,v}^e = 4m_{4,v} + 2m_{3,v} + \sum_{g \in \{g_v\}} n_t^e(g) - n_{t,v}^e$$  \hspace{1cm} (A.66)

The complete dimension is then:

$$\delta_v^\leq = 4 - 2n_{t,v}^e - n_{e,t}^v - \sum_{g \in \{g_v\}} [4 - 2n_t^v(g) - n_t^e(g)]$$

$$= \delta_v^\leq - \sum_{g \in \{g_v\}} \delta^\leq(g)$$  \hspace{1cm} (A.67)

Putting (A.67) together with the estimate for each of the generalized vertices, which is given by the dimensional bound for a tree with root at scale $\bar{h}$, we obtain the
following *unrenormalized bound* for the contribution to $||W_{n_1, n_2}^{(h)}||$ coming from an diagram $\Gamma(t^<)$:

$$
\|\text{Val}(\Gamma(t^<))\| \leq C^n C(P_v; \varepsilon, \rho_0, R_0) \varepsilon^n \left( \gamma h \delta_{v_0} \prod_{v \not\in \text{e.p.}} \gamma (h_v - h_{v'}) \delta_{v'} \right)
$$

\[
\left( \gamma^{-h \sum_{g \in \{g_{v_0}\}} \delta_{v}} \prod_{v \not\in \text{e.p.}} \gamma^{-\sum_{g \in \{g_v\}} \delta_{v}} \right) \prod_{g_j \in \{g_{v_0}\}} \left( \gamma^{h_{r_j} \delta_{v_j}} \prod_{v \not\in \text{e.p.}} \gamma^{h_v - h_{v'}} \delta_{v'} \right)
\]

(A.68)

where

i) the factor $C(P_v; \varepsilon, \rho_0, R_0)$ contains the dependence on $\varepsilon$ coming from the integration in the region $h \leq \bar{h}$ and the dependence on $\rho_0$ and $R_0$ coming from the number of loops of diagram $\Gamma(\tau)$;

ii) the factor $\varepsilon^n$ comes from the product over the $n$ endpoints, which are all at scale $0$ in the unrenormalized case;

iii) the product on the fist line of (A.68) is restricted to the “usual endpoints”, *i.e.* the endpoints with scale $h_v \leq \bar{h}$;

iv) the product on the last line is the dimensional estimate for each of the subgraph $\Gamma(\tau_j)$, having scaling dimension

$$
\delta_{v}^{> \downarrow} = \frac{1}{4} \left( 10 - 3n_{v}^{e} \right) - \frac{1}{2} n_{\partial x,v}^{e} - n_{\partial 0,v}^{e}
$$

(A.69)

We note that the product in the second bracket of (A.68) can be rearranged as follows:

$$
\prod_{v \not\in \text{e.p.}} \prod_{g \in \{g_{v_0}\}} \gamma^{-h_v \delta_{v}} = \prod_{g_j \in \{g_{v_0}\}} \gamma^{-h_{r_j} \delta_{v_j}}
$$

(A.70)

where $r_j$ is the root of the tree $\tau_j$ giving the vertex $g_j$ and the vertex $r_j'$ is the vertex immediately preceding the vertex $r_j$ along the tree $\tau^<$, *i.e.* $h_{r_j} \leq \bar{h}$ is equal to first the scale $h_v$ where at least one of the outgoing lines of $g_j$ is contracted. Recollecting
the different terms together we get:

\[
(A.68) \leq C^n C(P_v; \varepsilon, \rho_0, R_0) \varepsilon^n \left( \sum_{v \text{ not e.p.}} n_{v > v_0, h_v \leq h} \right) \left( \gamma^{h \delta_\gamma_0} \prod_{v \text{ not e.p.}} \gamma^{(h_v - h_{v'}) \delta_\gamma_0} \right)
\]

\[
= C^n C(P_v; \varepsilon, \rho_0, R_0) \varepsilon^n \gamma^{h \delta_\gamma_0} \prod_{v > v_0, h_v \leq h} \gamma^{(h_v - h_{v'}) \delta_\gamma_0} \prod_{g_j \in \{g_{00}\}} \left( \gamma^{(r_j \delta_\gamma_0 - \delta_\gamma_j h_{r_j}} \prod_{v \text{ not e.p.}} \gamma^{(h_v - h_{v'}) \delta_\gamma_0} \right)
\]

Then, finally

\[
\| \text{Val}(\tau^-) \| \leq C^n C(P_v; \varepsilon, \rho_0, R_0) \varepsilon^n \gamma^{h \delta_\gamma_0} \prod_{v > v_0} \gamma^{(h_v - h_{v'}) \delta_\gamma_0} \prod_{g_j \in \{g_{00}\}} \left( \gamma^{(r_j \delta_\gamma_0 - \delta_\gamma_j h_{r_j}} \prod_{v \text{ not e.p.}} \gamma^{(h_v - h_{v'}) \delta_\gamma_0} \right)
\]

The product on the first line of (A.72) is the usual dimensional estimates for a tree with vertices at scales \( h \leq h \). Besides of that, for each generalized vertex \( g_j \) we must add the term on the second line, which is corresponds to the dimensional estimate for the tree \( t_j \) from which generalized vertex comes from, apart from the external dimension, which is

\[
\gamma^{(r_j \delta_\gamma_0 - \delta_\gamma_j h_{r_j}} h_{r_j}
\]

(A.73) instead of \( \gamma^{r_j h_{r_j}} \) as in (2.61). The factor (A.73) is associated to the change of dimensions in the transition from the first to the second region and we will discuss it in a while. Before of that let’s see which is the effect of the renormalization on a the estimate (A.72).

If we take into account the effect of the renormalization, the dimensions in the products \( \prod_{v > v_0} \gamma^{(h_v - h_{v'}) \delta_\gamma_0} \) and \( \prod_{v > r_j} \gamma^{(h_v - h_{v'}) \delta_\gamma_0} \) in A.72 become negative for each cluster, provided to have the right improvement of the dimensional bound also if \( \mathcal{R} \) acts on a cluster at scale greater than \( \hat{h} \) whose first outgoing contracted line is at scale \( h_{v'} \leq \hat{h} = h_{r_j} \). This is immediately verified to be true. In fact the derivative coming from the renormalization procedure will fall on a propagator \( g^{h_j} \) at scale \( h_j > \hat{h} \), giving a factor \( \gamma^{-h_j} \) or \( \gamma^{- \frac{v}{\tau}} \) according as the derivative is with respect to \( x_0 \) or \( x \) variable. On the other side the external momenta will be associated to a line contracted at scale \( h_k \leq h_{v'} \leq \hat{h} \) and will give a factor \( \gamma^{h_k} \). Putting together the two estimates we could verify that the action of the \( \mathcal{R} \) operator gives the same factor

\[
\gamma^{-z_\gamma^j (h_{r_j} - h_{r_j'})}
\]

(A.74)
we obtain when $R$ acts on a vertex at scale lower than $\bar{h} + 1$. Then, if the transition factor (A.73) is bounded, we have that all the scaling dimensions in (A.72) are negative, so allowing the sum over the scale indices.

Now it’s time to discuss the factor (A.73). Let rewrite the bound (A.72) in the case of the renormalized expansion

$$
\|\text{Val}(\Gamma)\| \leq C^n C(P_v; \varepsilon, \rho_0, R_0)
\
g \left( \prod_{v \neq g_j} \prod_{e.p.} r_{v_{h_{\nu} - 1}} \right)^{hD_{v_0}} \gamma_{\mu_0} \prod_{v > r_0} \gamma_{(h_{\nu} - h_{\nu'})} D_{\nu'}^c
\prod_{g_j \in \{g_{v_0}\}} \left( \prod_{e.p.} r_{\nu_{r_{v_{h_{\nu} - 1}}}^{h_{\nu}}(A.75)} \right)
$$

where $h_{r_j} = \bar{h}$ for each $g_j$, $D_v = \delta_v + z_v$ is the renormalized scaling dimension and we have written explicitly the product over the endpoints, denoting with $\{r_{v_{h_{\nu}}}^{h_{\nu}}\}$ and $\{r_{v_{r_j}}^{h_{\nu}}\}$ the running coupling constants for $h \leq \bar{h}$ and $h > \bar{h}$ respectively. Now, if to the generalized endpoint $g_j$ is associated the index $L$ the factor $\gamma^{(\delta_j^\gamma - \delta_j^\xi)}_{\bar{h}}$ takes just into account the different scaling dimension of the running couplings in the two regions, i.e. the fact that at the borderline $h = \bar{h}$ we must have

$$
\gamma^{(\delta_j^\gamma - \delta_j^\xi)}_{\bar{h}} = \gamma^{\delta_j^\gamma_{h_{\nu}}} r_{h_{\nu}}^{\xi} \quad (A.76)
$$

and then we may write $\gamma^{(\delta_j^\gamma - \delta_j^\xi)}_{\bar{h}} r_{h_{\nu}}^{\xi} = r_{h_{\nu}}^{\xi}$. For what concerns the generalized point of type (b), with index $R$ associated to $\bar{h} + 1$, the factor $\gamma^{(\delta_j^\gamma - \delta_j^\xi)}_{\bar{h}}$ may be bounded by one if

$$
\Delta_v = \delta_v^\gamma - \delta_v^\xi = \frac{1}{4} \left( -6 + 5n_{\nu}^{e} + n_{\nu}^{t} \right) + \frac{1}{2} \partial_{\delta v}
\quad (A.77)
$$

is positive. However there are a few cases in which the dimension $\Delta_v$ is not positive, characterized by the condition $5n_{\nu}^{e} + n_{\nu}^{t} \leq 6$; these are the renormalized vertices with

$$
(n_{\nu}^{e}, n_{\nu}^{t}) = (0, 2), (0, 3), (0, 4), (0, 6), (1, 1)
$$

and eventually some $k_0$ momenta on the external legs. In these cases we have a large factor $\gamma^{-|\Delta_{\nu}|\bar{h}} = \varepsilon^{-|\Delta_{\nu}|}$, being $\bar{h} = \varepsilon$. However this bad factor is over-compensated by the $\varepsilon$ factors coming from the vertices contained in $g_j$, still leaving a small constant per vertex. For example, in the worst case, that is $(n_{\nu}^{e}, n_{\nu}^{t}) = (0, 2)$ and only two vertices $\mu_{h_{\nu}}$, with $h_{\nu} > \bar{h}$ contained in $g_j$, we have a factor $\varepsilon^{-1}$ coming from the change of dimension at the transition between the two regions and a factor $\varepsilon^{-h_{\nu}/4} \leq \varepsilon^{-4/3}$ coming from each of the vertex $\mu_{h_{\nu}}$, see sec. 3. Then, we get that the product over the vertex $g_j$.

We can rewrite (A.75) as

$$
\|\text{Val}(\Gamma)\| = C^n \bar{\eta}^n \bar{\gamma}^{hD_{v_0}^c} \prod_{v \neq g_j} \prod_{e.p.} r_{v_{h_{\nu} - 1}} \gamma_{(h_{\nu} - h_{\nu'})} D_{\nu'}^c \prod_{g_j \in \{g_{v_0}\}} \prod_{e.p.} r_{v_{r_{v_{h_{\nu} - 1}}}^{h_{\nu}}(A.78)}
$$
where \( \tilde{\eta} = \max \left\{ \max_{h \leq \bar{h}} r_{i,h}, \varepsilon^n \right\} \) with \( a \) an appropriate constant taking into account of the worst factor between those coming from the generalized vertices with index \( R \) at scale \( \bar{h} + 1 \). Since the scaling dimensions in (A.78) are all negative, assuming \( \eta \) bounded, we can prove the \( n! \) bounds for the \( n \)-th order contribution to the free energy.
Appendix B

Transient region $\bar{h} < h \leq 0$

B.1 Ward Identities in the transient region

For completeness we report here the expressions for the global and local WIs in the region $\bar{h} < h \leq 0$, which relate the coupling constants $\bar{\lambda}_h$, $\bar{\mu}_h$, $\bar{Z}_h$, $A_h$, $B_h$ and $E_h$.

Global WIs

\begin{align*}
\gamma^h \bar{Z}_h &= 2 \sqrt{2} \gamma^{\bar{h}} \bar{\mu}_h + 2 \gamma^h \bar{\nu}_h \\
\gamma^{\bar{h}} \bar{Z}_h &= 2 \sqrt{2} \gamma^h \bar{\mu}_h + 2 \gamma^h \bar{\nu}_h
\end{align*}

Formal local WIs

\begin{align*}
\gamma^{\bar{h}} E_h^{\bar{h}} &= \sqrt{2} \bar{A}_h \\
\gamma^{\frac{3}{2}h} E_h^{\bar{h}} &= \sqrt{2} \bar{A}_h
\end{align*}

The main difference between the previous identities and the expression of the corresponding WIs in the lower momentum region $h \leq \bar{h}$ stays in the different external dimension of the kernels $V_n^{(h)}$ in the two regions. Then the expression of the identities also depends on the initial values of the coupling constants at scale $0$. For example, by definition $\bar{E}_0 = 0$ while $E_{\bar{h}} = 1$, from which comes the difference between (B.3) and (3.22).

B.2 Flow in the transient region $\bar{h} < h \leq 0$

In this section we will study perturbatively the flow of the running coupling constants in the transient region $\bar{h} < h \leq 0$ in order to find the initial values of the marginal and relevant couplings for $h = \bar{h}$. In order to find bounds on the value of the running coupling constants we will use the dimensional estimate (1) pag. 66 for the leading order diagrams contributing to the beta function. In the transient region $\bar{h} < h \leq 0$ the leading order diagrams are the diagrams with the minimum number of vertices, see (A.32).
We remind to the reader the scaling dimensions for the kernels of the effective potential both in the transient region:

\[
\delta_v^b = \frac{5}{2} - \frac{3}{4} n_v^b - n_{\delta_0,v}^b - \frac{1}{2} n_{\delta_1,v}^b - n_{\delta_0,v}^b - \frac{1}{2} n_{\delta_0,v}^b, \quad d = 3
\]

\[
\delta_v^c = 2 - \frac{1}{2} n_v^c - n_{\delta_0,v}^c - \frac{1}{2} n_{\delta_1,v}^c - n_{\delta_0,v}^c - \frac{1}{2} n_{\delta_0,v}^c, \quad d = 2
\] (B.5)

**B.2.1 Three dimensions**

**Vertices without external fields**

The running coupling constants in the transient region and for \(d = 3\) are \(\bar{\mu}_h, \bar{Z}_h, \bar{A}_h\) and \(\bar{E}_h\), whose flow may be bounded using the dimensional estimate A.32 for the leading order diagrams contributing to the beta functions. However we are also interested in calculating the value at \(h = \bar{h}\) of the four–legged diagram \(\bar{\lambda}_\bar{h}\) and the two–legged diagram with two external \(\partial_0\) derivatives \(\bar{B}_{\bar{h}}\), since these diagrams become marginal in the lower region.

Let us start with the study of the running coupling constants. There exists a constant \(c\) such that:

\[
\left| \bar{\mu}_h - \gamma \frac{1}{4} \bar{\mu}_{h+1} \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} |\bar{\mu}_h|^3
\]

\[
\left| \bar{Z}_h - \gamma \bar{Z}_{h+1} \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} |\bar{\mu}_h|^2
\]

\[
\left| \bar{A}_h - \bar{A}_{h+1} \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} |\bar{\mu}_h|^2
\]

\[
\left| \bar{E}_h - \bar{E}_{h+1} \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} |\bar{\mu}_h|^2
\] (B.6)

Then, assuming \(|\bar{\mu}_h| \leq c \gamma^{-\frac{h}{4}} \varepsilon\) for each \(\bar{h} < h \leq 0\) one obtain

\[
\left| \bar{\mu}_h - \gamma \frac{1}{4} \bar{\mu}_0 \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} \varepsilon \frac{1}{2} \gamma^{-\frac{h}{4}} \varepsilon
\] (B.7)

that is consistent with the assumption. Using the latter bound for \(|\bar{\mu}_h|\) we find the following values for the running coupling constants at \(\bar{h}\)

\[
\left| \bar{\mu}_{\bar{h}} - \sqrt{2 \varepsilon} \bar{\mu}_0 \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} \varepsilon \frac{1}{2} \gamma^{-\frac{h}{4}} \varepsilon
\]

\[
\left| \bar{Z}_{\bar{h}} - 1 \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} \varepsilon \frac{1}{2} \gamma^{-\frac{h}{4}} \varepsilon
\]

\[
\left| \bar{A}_{\bar{h}} - 1 \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} \varepsilon \frac{1}{2} \gamma^{-\frac{h}{4}} \varepsilon
\]

\[
\left| \bar{E}_{\bar{h}} - 1 \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} \varepsilon \frac{1}{2} \gamma^{-\frac{h}{4}} \varepsilon
\] (B.8)

Note that one could find the same estimates on \(\bar{Z}_h\) by using the global WI (B.2)

\[
\gamma \frac{3}{4} \bar{Z}_h = 2 \sqrt{2} \bar{\mu}_h
\] (B.9)
valid at each order in perturbation theory. Regarding \( \tilde{\lambda}_h \) and \( \tilde{B}_h \) one find the following estimates:

\[
\tilde{\lambda}_h = \gamma^{\frac{h}{2}} \lambda_0 = \gamma^{\frac{h}{2}} \frac{\varepsilon}{16} \quad \text{(B.10)}
\]

which satisfies the global WI \( \tilde{\lambda}_h = \gamma^{\frac{h}{2}} \tilde{Z}_h/8 \) and

\[
\left| \tilde{B}_h \right| \leq c \left( \rho_0 R_0^3 \right)^{-1} \varepsilon^{\frac{h}{2}} \quad \text{(B.11)}
\]

Denoting with \( \tilde{\alpha}_h \) a generic vertex of the effective theory at scale \( h = \tilde{h} \), obtained by the integration on momenta higher than \( \tilde{h} \), and with \( \alpha_h \) the corresponding running coupling for the effective theory in the lower region \( h \leq \tilde{h} \), the following continuity condition must be satisfied

\[
\gamma^{\delta \tilde{h}} \tilde{\alpha}_h = \gamma^{\delta h} \alpha_h \quad \text{(B.12)}
\]

with \( \delta \) and \( \tilde{\delta} \) the scaling dimensions of the kernels upper and below \( \tilde{h} \). Using (B.12) we obtain the initial values of the couplings at the beginning of the lower region \( h \leq \tilde{h} \) which are:

\[
\begin{align*}
\mu_h &= \gamma^{\frac{h}{2}} \tilde{\mu}_h = \mu_0 \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \\
\lambda_h &= \gamma^{-\frac{h}{2}} \tilde{\lambda}_h = \lambda_0 \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \\
Z_h &= \gamma^h \tilde{Z}_h = Z_0 \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \\
A_h &= \tilde{A}_h = O(\lambda \varepsilon^{\frac{1}{2}}) \\
E_h &= \tilde{E}_h = O(\lambda \varepsilon^{\frac{1}{2}}) \\
B_h &= \gamma^{-h} \tilde{B}_h = O(\lambda \varepsilon^{-\frac{1}{2}})
\end{align*}
\]

(B.13)

with \( \lambda \varepsilon^{\frac{1}{2}} \ll 1 \) if \( \rho_0 R_0^3 \gg \lambda \). This condition together with \( \varepsilon \ll 1 \) gives \( \rho_0 R_0^3 = \lambda^\alpha \) with \( \alpha \in [-1, 1] \). Referring to \( \tilde{Z}_h \), its flows start from \( \tilde{Z}_0 = \varepsilon \) and grows to the value \( \tilde{Z}_\tilde{h} = 1 \). Since the propagator for \( \tilde{h} < h \leq 0 \) is given by

\[
g^{(h)}_{\alpha\alpha'}(k) = \left( \rho_0 R_0^{-2} \right)^{-1} \frac{k_0 k_0}{k_0^2 + k^2 + \gamma^h \tilde{Z}_h}
\]

(B.14)

the bound \( \gamma^{2(h-1)} \leq k_0^2 + k^4 \leq \gamma^{2h} \) works until \( \gamma^h \tilde{Z}_h \) becomes comparable with \( k^2 \simeq \gamma^h \). This happens when \( \tilde{Z}_h = \gamma^{-h} \varepsilon \) is equal to one, i.e. for \( h \) such that \( \gamma^h = \varepsilon \).

### Vertices with external fields

The scaling dimensions for the external fields in the region \( h > \tilde{h} \) are \( n_{J_0} = -1 \) and \( n_{J_1} = \frac{1}{2} \), i.e. we have chosen for \( J_0 \) and \( J_1 \) the same scaling dimension than the derivative with respect to \( x_0 \) or \( x \) respectively. With this choice \( \tilde{\mu}_h^{J_0} \) and \( \tilde{\mu}_h^{J_1} \) are
marginal, $\tilde{E}_{h}^{J_{0}}$ is irrelevant with dimension $-1/4$, and $\tilde{Z}_{h}^{J_{0}}$ and $\tilde{E}_{h}^{J_{1}}$ are relevant with dimension $3/4$. Using the dimensional estimates (A.32) and (A.59) one proof that:

\[
\begin{align*}
\mu_{h}^{J_{0}} = \tilde{\mu}_{h}^{J_{0}} &= 1 + O(\lambda \varepsilon^{2}) \\
\mu_{h}^{J_{1}} = \gamma^{-2\bar{h}} \tilde{\mu}_{h}^{J_{1}} &= \varepsilon^{2} \left(1 + O(\lambda \varepsilon^{\frac{1}{2}})\right) \\
E_{h}^{J_{0}} &= \gamma^{-\frac{3}{2}} \tilde{E}_{h}^{J_{0}} = O(\lambda \varepsilon^{-\frac{1}{2}}) \\
Z_{h}^{J_{0}} &= \gamma^{\frac{5}{4}} \tilde{Z}_{h}^{J_{0}} = O(\lambda) \\
E_{h}^{J_{1}} &= \gamma^{\frac{3}{4}} \tilde{E}_{h}^{J_{1}} = O(\lambda \varepsilon^{\frac{1}{2}}) \tag{B.15}
\end{align*}
\]

**B.2.2 Two dimensions**

*Vertices without external fields*

The running coupling constants in the transient region and for $d = 2$ are $\bar{\lambda}_{h}$, $\bar{\mu}_{h}$, $\bar{Z}_{h}$, $\bar{A}_{h}$ and $\bar{E}_{h}$. As in the three dimensional case we are also interest in calculating the value at $h = \bar{h}$ of some irrelevant diagrams which become relevant in the lower region, namely the two–legged diagram with two external $\partial_{0}$ derivatives, $\tilde{B}_{g}$, and the six–legged diagram $\bar{\lambda}_{0,h}$. The dimensional estimate for the diagrams contributing to the running coupling constants are the following

\[
\begin{align*}
|\bar{\lambda}_{h} - \bar{\lambda}_{h+1}| &\leq c \left(\rho_{0} R_{\lambda}^{2}\right)^{-1} |\bar{\lambda}_{h}|^2 \\
|\bar{\mu}_{h} - \gamma^{\frac{1}{2}} \bar{\mu}_{h+1}| &\leq c \left(\rho_{0} R_{\mu}^{2}\right)^{-1} |\bar{\mu}_{h}| |\bar{\lambda}_{h}| \\
|\bar{Z}_{h} - \gamma \bar{Z}_{h+1}| &\leq c \left(\rho_{0} R_{Z}^{2}\right)^{-1} |\bar{\mu}_{h}|^2 \\
|\bar{E}_{h} - \bar{E}_{h+1}| &\leq c \left(\rho_{0} R_{E}^{2}\right)^{-1} |\bar{\mu}_{h}|^2 \\
|\bar{A}_{h} - \bar{A}_{h+1}| &\leq c \left(\rho_{0} R_{A}^{2}\right)^{-1} |\bar{\mu}_{h}|^2 \tag{B.16}
\end{align*}
\]

with $c$ a suitable constants. Using the global WI $\mu_{h} = 4\sqrt{2} \gamma^{-\frac{1}{4}} \lambda_{h}$ we find the following values for the running coupling constants at scale $h > \bar{h}$

\[
\begin{align*}
|\bar{\lambda}_{0}| &\leq c \left(\rho_{0} R_{\lambda}^{2}\right)^{-1} \varepsilon^2 |h| = c \lambda \varepsilon |h| \\
|\gamma^{\frac{3}{4}} \bar{\mu}_{h} - \bar{\mu}_{0}| &\leq c \left(\rho_{0} R_{\mu}^{2}\right)^{-1} \varepsilon^2 |h| = c \lambda \varepsilon |h| \\
|\gamma^{h} \bar{Z}_{h} - \bar{Z}_{0}| &\leq c \left(\rho_{0} R_{Z}^{2}\right)^{-1} \varepsilon^2 |h| = c \lambda \varepsilon |h| \\
|\bar{E}_{h}| &\leq c \left(\rho_{0} R_{E}^{2}\right)^{-1} \varepsilon^2 \gamma^{-h} = c \lambda \varepsilon \gamma^{-h} \\
|\bar{A}_{h}| &\leq c \left(\rho_{0} R_{A}^{2}\right)^{-1} \varepsilon^2 \gamma^{-h} = c \lambda \varepsilon \gamma^{-h} \tag{B.17}
\end{align*}
\]
with
\[ 16 \bar{\lambda}_0 = 2\sqrt{2} \mu_0 = \bar{Z}_0 = \varepsilon \quad \bar{A}_0 = \bar{B}_0 = \bar{E}_0 = 0 \]

Regarding \( \bar{B}_\bar{h} \) and \( \bar{\lambda}_{\bar{h},\bar{h}} \), one finds the following estimates:
\[ |\bar{B}_\bar{h}| \leq c (\rho_0 R_0^2)^{-1} \varepsilon = c \lambda \]
\[ |\bar{\lambda}_{\bar{h},\bar{h}}| \leq c (\rho_0 R_0^2)^{-1} \varepsilon^3 = c \lambda \varepsilon^2 \] (B.18)

Using (B.12) we obtain the initial values of the couplings at the beginning of the lower region \( h \leq \bar{h} \) in the 2d case which are:
\[ \lambda_{\bar{h},\bar{h}} = \gamma^{-\bar{h}} \bar{\lambda}_{\bar{h},\bar{h}} = O(\lambda \varepsilon) \]
\[ \lambda_{\bar{h}} = \gamma^{-\bar{h}} \bar{\lambda}_{\bar{h}} = \bar{\lambda}_0 (1 + O(\lambda \varepsilon \log \varepsilon)) \]
\[ \mu_{\bar{h}} = \gamma^{-\frac{1}{2}} \bar{\mu}_{\bar{h}} = \bar{\mu}_0 (1 + O(\lambda \varepsilon \log \varepsilon)) \]
\[ Z_{\bar{h}} = \gamma^{-\bar{h}} \bar{Z}_{\bar{h}} = \bar{Z}_0 (1 + O(\lambda \varepsilon \log \varepsilon)) \]
\[ A_{\bar{h}} = 1 + \bar{A}_{\bar{h}} = 1 + O(\lambda) \]
\[ E_{\bar{h}} = 1 + \bar{E}_{\bar{h}} = 1 + O(\lambda) \]
\[ B_{\bar{h}} = \gamma^{-\bar{h}} \bar{B}_{\bar{h}} = O(\lambda \varepsilon^{-1}) \] (B.19)

Referring to the behaviour of the propagator at \( \bar{h} \) in the two dimensional case, we get the same expression (B.14) of the three dimensional case, with the same wave function renormalization \( A_{\bar{h}}, E_{\bar{h}} \) and \( Z_{\bar{h}} \) at leading order. For \( \gamma^\bar{h} = \varepsilon \) the term \( \gamma^\bar{h} \bar{Z}_{\bar{h}} \) becomes comparable with \( k^2 \simeq \gamma^\bar{h} \) and the bounds on the propagator change, as showed in lemma 2.1.

**Coupling constants with external fields**

The dimensions of the external field \( J_0 \) and \( J_1 \) are the same than in the three dimensional case, i.e. 1 and 1/2 respectively. With this choice \( \bar{\mu}_{\bar{h}}^{J_0} \) and \( \bar{\mu}_{\bar{h}}^{J_1} \) are marginal, \( \bar{E}_{\bar{h}}^{J_0} \) is irrelevant with dimension \(-1/2\), and \( \bar{Z}_{\bar{h}}^{J_0} \) and \( \bar{E}_{\bar{h}}^{J_1} \) are relevant with dimension 1/2. The diagrams with two \( J_0 \) or \( J_1 \) fields and without other external legs are also marginal. All the other diagrams are irrelevant.

We first note that the running couplings \( \bar{\mu}_{\bar{h}}^{J_0} \) and \( \bar{Z}_{\bar{h}}^{J_0} \) have the same beta function than the couplings \( \mu_h \) and \( Z_h \), apart for the substitution of the vertices \( \bar{\mu}_{\bar{h}}^{J_0} \) and \( \bar{\mu}_{\bar{h}}^{J_1} \) with \( \mu_h \) and \( \mu_h' \). However the combinatorial factors in this case are different and in particular one find that the sum of the contributions to the beta function for \( \bar{\mu}_{\bar{h}}^{J_0} \) and \( \bar{Z}_{\bar{h}}^{J_0} \) which comes from the diagrams with two vertices is equal to zero, see fig. B.1 and the explicit computations in the next section.
Then, differently from the cases of $\mu_h$ and $Z_h$ one find that the leading order contributions to the beta function are summable over $h$:

$$|	ilde{\beta}^{\mu, J_0}_h| \leq c \lambda \varepsilon \gamma^{-h}$$
$$|	ilde{\beta}^{Z, J_0}_h| \leq c \lambda^2 \varepsilon \gamma^{-3/2} h$$

which implies

$$\tilde{\mu}^{J_0}_h = 1 + O(\lambda \varepsilon \gamma^{-h})$$
$$\gamma^{3/2} \tilde{Z}^{J_0}_h = O(\lambda^2 \varepsilon \gamma^{-h})$$

and then

$$\mu^{J_0}_h = \tilde{\mu}^{J_0}_h = 1 + O(\lambda)$$
$$Z^{J_0}_h = \gamma^{3/2} \tilde{Z}^{J_0}_h = O(\lambda^2)$$

The difference between the two bounds in (B.20) stays in the fact that the first non trivial diagrams contributing to $\tilde{\mu}^{J_0}_h$ are one–loop diagrams of order three, while the first non trivial diagrams contributing to $\tilde{Z}^{J_0}_h$ are two–loops diagrams of order four.

For what concerns the running couplings $\tilde{\mu}^{J_1}_h$ and $\tilde{E}^{J_1}_h$, they have the same beta function, once the $\lambda_k$ vertex in $\tilde{\mu}^{J_1}_h$ is substituted by a $\tilde{\mu}_k$ vertex. From a dimensional point of view $\lambda_h = \gamma^{3/2} \mu_h$ and this explain the different scaling dimension for $\tilde{\mu}^{J_1}_h$ and $\tilde{E}^{J_1}_h$. The naïve dimensional estimate of the beta function for $\tilde{\mu}^{J_1}_h$ and $\tilde{E}^{J_1}_h$ is not summable over $h$. However an explicit second order calculation (see B.3) again shows that the contributions coming from the second order diagrams cancel and that the beta function may be estimates as follows:

$$|	ilde{\beta}^{\mu, J_1}_h| \leq c \lambda \varepsilon \gamma^{-h}$$
$$|	ilde{\beta}^{E, J_1}_h| \leq c \lambda^2 \varepsilon \gamma^{-3/2} h$$

which implies

$$\tilde{\mu}^{J_1}_h = 1 + O(\lambda \varepsilon \gamma^{-h})$$
$$\gamma^{3/2} \tilde{E}^{J_1}_h = O(\lambda^2 \varepsilon \gamma^{-h})$$

and then

$$\mu^{J_1}_h = \gamma^{3/2} \tilde{\mu}^{J_1}_h = \varepsilon^{3/2} (1 + O(\lambda))$$
$$E^{J_1}_h = \gamma^{3/2} \tilde{E}^{J_1}_h = O(\lambda)$$

Finally, regarding $E^{J_0}_h$ and $J^{J_0}_h$ one can proof that

$$E^{J_0}_h = O(\lambda^2 \varepsilon^{-1})$$
$$J^{J_0}_h = O(\lambda^2 \varepsilon^{-1})$$
### B.2 Flow in the transient region $\bar{h} < h \leq 0$

The table below summarizes the flow of the running coupling constants in the transient region $\bar{h} < h \leq 0$ in three and two dimensions. The initial values of the couplings, denoted by $\bar{r}_0$, are used as a starting point.

| $\bar{r}_0$ | $\delta_{3d}$ | $\bar{r}_{3d}^h$ | $\delta_{2d}$ | $\bar{r}_{2d}^h$ |
|-------------|----------------|------------------|----------------|------------------|
| $\lambda_h$ | $\frac{\varepsilon}{\lambda}$ | $-\lambda_0$ | $0$ | $\lambda_0 \left(1 + O(\lambda \varepsilon |h|)\right)$ |
| $\bar{\mu}_h$ | $\sqrt{2\varepsilon}$ | $1/4 \varepsilon$ | $1/2 \mu_0 \gamma^{-\frac{3}{2}} \left(1 + O(\lambda \varepsilon |h|)\right)$ |

#### Quadratic RCC

| $\bar{A}_h$ | $0$ | $0$ | $0$ | $O\left(\lambda \varepsilon \gamma^{-\frac{b}{2}}\right)$ |
| $\bar{E}_h$ | $0$ | $0$ | $0$ | $O\left(\lambda \varepsilon \gamma^{-h}\right)$ |
| $\bar{Z}_h$ | $\varepsilon$ | $1$ | $1$ | $\gamma^{-h} Z_0 \left(1 + O(\lambda \varepsilon |h|)\right)$ |

#### RCC with external fields

| $\bar{\mu}_{h}^{J_0}$ | $1$ | $0$ | $1 + O(\lambda \varepsilon \gamma^{-\frac{b}{2}})$ | $0$ | $1 + O(\lambda \varepsilon \gamma^{-h})$ |
| $\bar{\mu}_{h}^{J_1}$ | $1$ | $0$ | $1 + O(\lambda \varepsilon \gamma^{-\frac{b}{2}})$ | $0$ | $1 + O(\lambda \varepsilon \gamma^{-h})$ |
| $\bar{Z}_{h}^{J_0}$ | $0$ | $3/4$ | $O\left(\lambda \gamma^{-\frac{3}{2}h}\right)$ | $1/2$ | $\gamma^{-\frac{b}{2}} O\left(\lambda^2 \varepsilon \gamma^{-h}\right)$ |
| $\bar{E}_{h}^{J_1}$ | $0$ | $3/4$ | $\gamma^{-\frac{3}{2}h} O\left(\lambda \gamma^{-\frac{b}{2}}\right)$ | $1/2$ | $\gamma^{-\frac{b}{2}} O\left(\lambda^2 \varepsilon \gamma^{-h}\right)$ |

*Table B.1.* Flow of the running coupling constants in the transient region $\bar{h} < h \leq 0$ in three and two dimensions. With $\bar{r}_0$ we have denoted the initial values of the couplings, while $\bar{\delta}$ is the scaling dimension of each coupling for $\bar{h} < h \leq 0$. 


B.3 Leading order computations

In this section some of the leading order flow equations for the running coupling constants in the transient region are collected. They show as in two dimensions the behavior of the coupling constants with external fields is better than expected on the basis of their dimensional estimate.

In order to calculate the beta function at scale $h$, $\beta_h$, one has to evaluate some Feynman graphs at zero momentum of the external line. Therefore:

1. only terms with at least one loop can contribute, since the single scale propagator vanishes at zero momentum.

2. In the graphs with only one loop, all the internal lines must carry the same momentum. Hence, due to our choice of the cutoff function $f_0(k)$, the internal lines of the loop may only have propagators of scale $h$ or $h+1$; in fact at least one propagator must be of scale $h$ (by definition of $\beta_h$) and the supports of the Fourier transform of the propagators at scale $h$ and and $h' \geq h$ are disjoint if $h' > h + 1$.

3. The leading order diagrams in the small parameters $\lambda$ and $\varepsilon$ in the region $\bar{h} < h \leq 0$ are the diagrams with minimum number of vertices.

4. Since we are interested only in the leading orders, we can neglect in the rescaled propagators (B.14) the factor $\gamma^h Z_h$. For the same reason we can neglect the difference between $\{\alpha_{h+1}\}$ and $\{\alpha_h\}$ in the endpoints of the trees involving a tree vertex on scale $h + 1$.

The previous remarks imply that the leading terms in the beta function can be obtained by the following steps:

a) Evaluate the graphs with one loop and minimum number of endpoints and propagator given by the sum of the single scale propagators at scale $h$ and $h+1$, approximated as explained in the remark.

b) Evaluate the same graphs with propagator of scale $h + 1$, again approximated as in the remark 3.

c) Subtract the values found in b) with the values found in a) and add the trivial graphs without any internal line.

d) Approximate in the result the cutoff function $f_0(k)$ by the characteristic function of the set $\{k_0^2 + k^4 \leq 1\}$. Note that this approximation is everywhere equivalent to calculating the graphs with all propagators on the single scale $h$, except in the case of the beta function for the coupling constants which involve derivatives with respect to the loop momentum. Hence, except in this case, we will calculate the graphs by using only propagators on scale $h$.

The last remark regards the combinatorial factors one has to take into account:

i. the coefficient of the truncated expectations, which is $(-1)^{n+1}/n!$ if we are contracting $n$ vertices;
B.3 Leading order computations

\[ \bar{\beta}_{\mu,J_0} = -\frac{1}{2} \cdot 2 + \frac{1}{2} \cdot 2 + \frac{1}{2} \cdot 2 \]

\[ \bar{\beta}_{\bar{Z},J_0} = -\frac{1}{2} \cdot 2 \cdot 3 + \frac{1}{2} \cdot 2 \cdot 3 \]

**Figure B.1.** Leading order flow equation for \( \bar{\mu}_{J_0} \) and \( \bar{Z}_{J_0} \). The combinatorial factors are such that in both cases we find the integral over \( k \) of the combination \( k_0^2 - k^4 \), which gives zero.

ii. the different possibilities of choosing different vertices between those present in the expectations, giving rise to the same graph;

iii. for each vertex, the different possibilities of choosing the external lines;

iv. the different possibility of contracting the internal lines.

Now we are ready to start.

### B.3.1 Leading order beta function of \( \bar{\mu}_{J_0} \) and \( \bar{Z}_{J_0} \)

The leading order contributions to the beta function of \( \bar{\mu}_{J_0} \) are shown in fig. B.1, whose sum is equal to:

\[
\bar{\beta}_{h,1} = -\lambda \varepsilon^{-1} \mu_{J_0} (12 \lambda_h + 2 \lambda_h') \frac{1}{(2\pi)^3} \int d\mathbf{k}_0 d^2k f_h(k^4 + k_0^2) \frac{k^2(k^2 + \gamma^h \bar{Z}_h) - k_0^2}{(k^2 + \gamma^h \bar{Z}_h + k_0^2)^2} \]

where \( \varepsilon \leq \bar{Z}_h \leq 1 \). Now, it is sufficient to note that

\[
I_1 = \frac{1}{(2\pi)^3} \int d\mathbf{k}_0 d^2k f_h(k^4 + k_0^2) \frac{k^4 - k_0^2}{(k^4 + k_0^2)^2} = 0
\]

which can be easily seen with the following change of coordinates

\[
k^2 = \rho \sin \vartheta \quad k_0 = \rho \cos \vartheta
\]
\[ \bar{\beta}_h^\lambda = \begin{array}{c}
\begin{array}{c}
- \frac{1}{2} \left( \frac{4}{2} \right)^2 2
\end{array}
\end{array}
\begin{array}{c}
+ \begin{array}{c}
- \frac{1}{2} 2 \left( \frac{4}{2} \right) 2
\end{array}
\end{array}
\begin{array}{c}
+ \begin{array}{c}
- \frac{1}{2} 2
\end{array}
\end{array} \]

\[ \bar{\beta}_h^\mu = \begin{array}{c}
\begin{array}{c}
- \frac{1}{2} \left( \frac{4}{2} \right) 2
\end{array}
\end{array}
\begin{array}{c}
+ \begin{array}{c}
- \frac{1}{2} 2 \cdot 2
\end{array}
\end{array}
\begin{array}{c}
+ \begin{array}{c}
- \frac{1}{2} 2 \cdot \left( \frac{4}{2} \right) 2
\end{array}
\end{array}
\begin{array}{c}
+ \begin{array}{c}
- \frac{1}{2} 2 \cdot 3 \cdot 2
\end{array}
\end{array} \]

\[ \bar{\beta}_h^Z = \begin{array}{c}
\begin{array}{c}
- \frac{1}{2} \cdot 2
\end{array}
\end{array}
\begin{array}{c}
+ \begin{array}{c}
- \frac{1}{2} 2 \cdot 2 \cdot 3
\end{array}
\end{array}
\begin{array}{c}
+ \begin{array}{c}
- \frac{1}{2} 3^2 \cdot 2
\end{array}
\end{array} \]

Figure B.2. Leading order flow equation for \( \bar{\lambda}_h \), \( \bar{\mu}_h \) and \( \bar{Z}_h \). The one–loop diagrams are the same appearing in the beta function for \( \bar{\mu}_h \) and \( \bar{Z}_h \) but with different combinatorial factors.

The integral becomes

\[ I_1 = - \frac{1}{8\pi^2} \int \rho d\rho f_h(\rho) \int_0^\pi d\vartheta \rho^2 (\cos^2 \vartheta - \sin^2 \vartheta) \left( \frac{\cos \vartheta}{\rho^4} \right) \]

(B.30)

\[ = - \frac{1}{8\pi^2} \int \frac{d\rho}{\rho} f_h(\rho) \int_0^\pi d\vartheta \cos 2\vartheta = 0 \]

since the angular part is zero. Then (B.27) = \( O(\lambda \epsilon \gamma^\h) \) which is summable over \( \h \).

This is not the leading order contribution to the beta function (and in fact in the following calculations we will neglect the factor \( \gamma^\h \bar{Z}_h \) in the propagator, as also stressed in the introduction). The leading order contribution to \( \bar{\beta}_h^{\mu, J_0} \) comes from the diagrams with one vertex \( \bar{\mu}_h^{J_0} \) and two vertices \( \mu_h \). By summing over the latter diagrams one finds

\[ \bar{\beta}_{h,2}^{\mu, J_0} = 2\mu_h \bar{\mu}_h J_0 \frac{1}{(2\pi)^3} \int dk_0 dk^2 k f_h(k^4 + k_0^2) \frac{2k^2 + \gamma^\h \bar{Z}_h}{(k^4 + k_0^2)^2} \]

(B.31)

By using that \( \mu_h \leq \gamma^\h \pi \epsilon \) we find \( |\bar{\beta}_{h,2}^{\mu, J_0}| \leq \lambda \epsilon \gamma^{-h} \), which substituted in

\[ \bar{\mu}_h^J = \bar{\mu}_h^J + \sum_{k=h+1}^0 \bar{\beta}_{k,1}^{\mu, J_0} \]

(B.32)

gives

\[ \bar{\mu}_h^J = \bar{\mu}_h^J \left( 1 + O(\lambda \epsilon \gamma^{-h}) \right) \]

(B.33)
B.3 Leading order computations

\[ \bar{\beta}_{\bar{\mu}_J^1} = -\frac{1}{2} 2 \cdot 2^2 \]

\[ \bar{\beta}_{\bar{E}_J^1} = -\frac{1}{2} 2 \cdot 2^2 \]

Figure B.3. Leading order flow equation for \( \bar{\mu}_J^1 \) and \( \bar{E}_J^1 \). The symbol \( \partial_p \) on the external leg means the derivative with respect the external momentum \( p = (p_0, \mathbf{p}) \), which at the end of the computation must be taken equal to zero, since we are interested in calculating the local part of the diagrams.

The same situation occurs when one calculates the leading order beta function for \( \bar{Z}_{J_0}^h \). The two vertices diagrams in fig. B.1 cancel and we are left with the next order contribution, which comes from the diagrams with one vertex \( \mu_{J_0}^h \) and three vertices \( \mu_h \). By using that \( \mu_h \leq \gamma^{-\frac{h}{3}} \varepsilon \) we find

\[ |\bar{\beta}_{Z,J_0^0}| \leq \lambda^2 \varepsilon \gamma^{-\frac{h}{2}} \]

which finally gives

\[ \gamma^2 \bar{Z}_{J_0}^h = O \left( \lambda^2 \varepsilon \gamma^{-h} \right) \]

On the contrary, if one calculates the beta functions for \( \bar{\lambda}_h, \bar{\mu}_h \) and \( \bar{Z}_h \) finds that the diagrams of second order (see fig. B.2) do not cancel, since the combinatorial factors are different. In particular the point is that the vertex \( \mu_{J_0}^h \) has an additional combinatorial factor 3 with respect to \( \mu_{J_0}^{J_0} \) related to the fact that we can choice the external dashed leg among its three legs.

B.3.2 Leading order beta function of \( \bar{\mu}_J^1 \) and \( \bar{E}_J^1 \)

The diagrams contributing to the beta function for \( \bar{\mu}_J^1 \) and \( \bar{E}_J^1 \) at leading order are shown in fig. B.3. Both the beta function are proportional to the integral

\[ I_1 = \lim_{p \to 0} \partial_p \int dk_0 d^2 k f_0(k) (2k + p) \frac{(k + p)^2 k^2 + k_0^2}{D_0(k + p) D_0(k)} \]

where \( p = (p_0, \mathbf{p}) \)

\[ D_0(k) = k_0^2 + k^4 \]
Using that $\partial_p (k + p) = 2$, $\partial_p (k + p)^2 = 2(k + p)$ and $\partial_p D_0 (k + p) = 4(k + p)^3$ we obtain

$$I_1 = 2 \int dk_0 d^2k f_0(k) \frac{k_0^2 - k^4}{D_0^2(k)}$$  \hspace{1cm} (B.38)

which again is equal to zero. The first non trivial contribution to the beta function of $\mu_1^J h$ is given by the diagrams with one vertex $\mu_1^J h$ and two vertices $\mu_1^J h$, i.e.

$$|\tilde{\beta}_{\mu,J}^1| \leq \lambda \varepsilon \gamma^{-\frac{h}{2}}$$  \hspace{1cm} (B.39)

which gives

$$\tilde{\mu}_1^J h = \tilde{\mu}_0^J h \left(1 + O(\lambda \varepsilon \gamma^{-h})\right)$$  \hspace{1cm} (B.40)

Regarding the first non trivial contribution to the beta function of $\tilde{E}_1^J h$, this is given by the diagrams with one vertex $\mu_1^J h$ and three vertices $\mu_1^J h$, i.e.

$$|\tilde{\beta}_{E,J}^1| \leq \lambda^2 \varepsilon \gamma^{-\frac{3h}{2}}$$  \hspace{1cm} (B.41)

which gives

$$\gamma^{\frac{h}{2}} \tilde{E}_1^J h = O \left(\lambda^2 \varepsilon \gamma^{-h}\right)$$  \hspace{1cm} (B.42)
Appendix C

Leading order computations

In order to calculate the beta function at scale \( h \), one has to evaluate some Feynman graphs at zero momentum of the external line, as already described in appendix B.3. We repeat here the rules we will follow in the computations, since there are some differences with respect to the transient region.

1. only terms with at least one loop can contribute, since the single scale propagator vanishes at zero momentum.

2. In the graphs with only one loop, all the internal lines must carry the same momentum. Hence, due to our choice of the cutoff function \( f_0(k) \), the internal lines of the loop may only have propagators of scale \( h \) or \( h + 1 \); in fact at least one propagator must be of scale \( h \) (by definition of \( \beta_h \)) and the supports of the Fourier transform of the propagators at scale \( h \) and \( h' \geq h \) are diskoint if \( h' > h + 1 \).

3. Since we are interested only in the leading orders, we can neglect in the rescaled propagators (3.4) the terms proportional to \( \gamma^{2h} \) and the dependence on \( k \) of \( Z_h, A_h, B_h \) and \( E_h \), see (2.139). For the same reason we can approximate \( Z_{h+1}, A_{h+1}, B_{h+1} \) and \( E_{h+1} \) by \( Z_h, A_h, B_h \) and \( E_h \) in the expression of \( g^{(h+1)}_{aa'}(x) \).

Using these remarks and the results of appendix A.3 one finds that the leading terms in the beta function for \( h \leq \bar{h} \) are obtained by the following steps:

a) Evaluate the graphs with one loop and propagator given by the sum of the single scale propagators at scale \( h \) and \( h + 1 \), approximated as explained in the remark.

b) Evaluate the same graphs with propagator of scale \( h + 1 \), again approximated as in the remark 3.

c) Subtract the values found in b) with the values found in a) and add the trivial graphs without any internal line.

d) Approximate in the result the cutoff function \( f_0(k) \) by the characteristic function of the set \( \{ k_0^2 + k^4 \leq 1 \} \). Note that this approximation is everywhere equivalent to calculating the graphs with all propagators on the single scale \( h \), except in the case of the beta function for the coupling constants which involve derivatives with respect to the loop momentum. Hence, except in this case, we will calculate the graphs by using only propagators on scale \( h \).
The last remark regards the *combinatorial factors* one has to take into account:

i. the coefficient of the truncated expectations, which is \((-1)^{n+1}/n!\) if we are contracting \(n\) vertices;

ii. the different possibilities of choosing different vertices between those present in the expectations, giving rise to the same graph;

iii. for each vertex, the different possibilities of choosing the external lines;

iv. the different possibility of contracting the internal lines.

C.1 Global WIs and flow equations in \(3d\)

As shown in appendix A.3 in order to keep in each flow equation only the leading terms in the small parameter \(\varepsilon\) in three dimensions it is sufficient to consider the one loop graphs without \(\nu_h\) vertices. This property holds both at the beginning of the region \(h \leq \bar{h}\) and in the asymptotic region \(h \to -\infty\), but in the latter case the dominant diagrams in \(|h|^{-1}\) are those with all the internal dashed lines contracted among them, see (A.52). We shall study the flow equations, by keeping only these contributions; the properties of the corresponding solutions will be used to justify the approximation.

In this section we will report the leading order flow equations for the running coupling constants \(\lambda_h\) and \(\mu_h\) and the wave function renormalization constant \(Z_h\), in the region \(h \leq \bar{h}\). These computations are useful to understand the perturbative interpretation of the global WIs 4.18 at the first non trivial order.

Let us start from the computation of \(\beta_Z^\mu\) and \(\beta_h^\mu\), see fig. C.1. We want to prove that assuming the global WIs

\[
Z_h = 2\sqrt{2}\mu_h \quad \quad 4\sqrt{2}\lambda_h = \mu_h
\]  

(C.1)
Then with which are equal if the contribution to the beta function of third order diagrams gives

$$\beta_h^2 = -2 \lambda \varepsilon^{-\frac{1}{2}} \mu_h^2 \beta_2^{3d}$$  \hspace{1cm} (C.2)$$

with

$$\beta_n^{3d} = \frac{1}{(2\pi)^4} \int dk_0 d^3k \frac{f_0(k_0^2 + k^2)}{(k_0^2 + k^2)^n}$$  \hspace{1cm} (C.3)$$

Regarding the beta function of $\mu_h$ the “trick” is to note that the sum of the three third order diagrams gives

$$\beta_h^{\mu,3rd} = 4 \lambda \varepsilon^{-1} \mu_h^3 \frac{1}{(2\pi)^4} \int d^4k \, g_{lt}^{(h)}(k) \left[ g_{lt}^{(h)}(k) g_{lt}^{(h)}(k) + g_{lt}^{(h)}(k) g_{lt}^{(h)}(k) + 2(g_{lt}^{(h)}(k))^2 \right]$$

$$= 4 \lambda \varepsilon^{-1} \mu_h^3 \frac{1}{(2\pi)^4} \int d^4k \, g_{lt}^{(h)}(k) \left[ g_{lt}^{(h)}(k) g_{lt}^{(h)}(k) + (g_{lt}^{(h)}(k))^2 \right]$$

$$= 4 \lambda \varepsilon^{-1} \mu_h^3 \frac{1}{(2\pi)^4} \int d^4k \, g_{lt}^{(h)}(k) \frac{D_h(k)}{D_h(k)}$$  \hspace{1cm} (C.4)$$

Using that $D_h(k) \simeq \varepsilon^{-1} Z_h(k^2 + \varepsilon k^2)$ one obtains

$$\beta_h^{\mu,3rd} = \sqrt{2} \lambda \varepsilon^{-\frac{1}{2}} \mu_h^2 \beta_2^{3d}$$  \hspace{1cm} (C.5)$$

The contribution to the beta function of $\mu_h$ coming from the diagram of the second order is

$$\beta_h^{\mu,2nd} = -12 \lambda \varepsilon^{-\frac{1}{2}} \lambda_h \mu_h \beta_2^{3d} =$$  \hspace{1cm} (C.6)$$

Then

$$2\sqrt{2} \beta_h^{\mu} = -2 \lambda \varepsilon^{-\frac{1}{2}} \beta_2^{3d} \left( 12\sqrt{2} \lambda_h \mu_h - 2 \mu_h^2 \right)$$

$$\beta_h^2 = -2 \lambda \varepsilon^{-\frac{1}{2}} \beta_2^{3d} \mu_h^2$$  \hspace{1cm} (C.7)$$

which are equal if $4\sqrt{2} \lambda_h = \mu_h$. One can also note that the substitution of a vertex of type $\lambda_h$ with two vertices of type $\mu_h$ see fig. C.2 corresponds to the following substitutions

$$6\lambda_h (g_{lt}^{(h)}(k))^2 \rightarrow 4\mu_h^2 \frac{g_{lt}^{(h)}(k)}{D_h(k)} = 2^3 \lambda_h (g_{lt}^{(h)}(k))^2$$

$$6\lambda_h g_{lt}^{(h)}(k) g_{lt}^{(h)}(k) \rightarrow 4\mu_h^2 \frac{g_{lt}^{(h)}(k)}{D_h(k)} = 2^3 \lambda_h g_{lt}^{(h)}(k) g_{lt}^{(h)}(k)$$

$$6\lambda_h g_{lt}^{(h)}(k) g_{lt}^{(h)}(k) \rightarrow 4\mu_h^2 \frac{g_{lt}^{(h)}(k)}{D_h(k)} = 2^3 \lambda_h g_{lt}^{(h)}(k) g_{lt}^{(h)}(k)$$  \hspace{1cm} (C.8)$$

Figure C.2. The substitution of a $\lambda_h$ vertex with two $\mu_h$ vertices.
\[
\beta_h^\lambda = -\frac{1}{2} \left(\frac{d}{2}\right)^2 2 + \frac{1}{3} \left(\frac{d}{2}\right)^3 2^3 + \frac{1}{3} \left(\frac{d}{2}\right)^3 2^3 + \frac{1}{3} \left(\frac{d}{2}\right)^4 2^4 + \cdots
\]

\[
\beta_h^\mu = -\frac{1}{2} \left(\frac{d}{2}\right)^2 2
\]

**Figure C.3.** One–loop beta functions for \(\lambda_h\), \(d=3\). There are six different diagrams of fourth order, obtained by substituting in the third order diagrams the \(\lambda_h\) vertex with two \(\mu_h\) vertices.

By applying the substitution on the first line we can calculate quickly the beta function of \(\mu_h\) which turns to be

\[
\beta_h^\mu = 2\lambda \varepsilon^{-\frac{1}{2}} \left[ -\frac{1}{2} \left(\frac{d}{2}\right)^2 + \frac{1}{3} \left(\frac{d}{2}\right)^3 \right] \lambda_h \mu_h \beta_h^{3d}
\]

\[
= -4 \lambda \varepsilon^{-\frac{1}{2}} \lambda_h \mu_h \beta_h^{3d}
\]

(C.9)

The beta function for \(\lambda_h\) can be calculated with the same ideas. Denoting with \(\beta_h^{\lambda,2nd}\), \(\beta_h^{\lambda,3rd}\) and \(\beta_h^{\lambda,4th}\) the contribution to the beta function of \(\lambda_h\) coming from the diagrams of second, third and fourth order respectively, see fig. C.3, one finds:

\[
\beta_h^{\lambda,2nd} = -36 \lambda \varepsilon^{-\frac{1}{2}} \lambda_h^2 \beta_h^{3d}
\]

\[
\beta_h^{\lambda,3rd} = +48 \lambda \varepsilon^{-\frac{1}{2}} \lambda_h^2 \beta_h^{3d}
\]

\[
\beta_h^{\lambda,4th} = -16 \lambda \varepsilon^{-\frac{1}{2}} \lambda_h^2 \beta_h^{3d}
\]

(C.10)

so that

\[
\beta_h^\lambda = -4 \lambda \varepsilon^{-\frac{1}{2}} \lambda_h^2 \beta_h^{3d}
\]

(C.11)

Then \(\beta_h^Z = 16 \beta_h^\lambda\) and also the global WI \(Z_h = 16 \lambda_h\) is proved at the one–loop level.
C.2 The leading order beta function in $2d$

C.2.1 Role of the global WIs

In the two dimensional case three extra global WIs are needed, in order to relate the new “effectively marginal” couplings $\mu'_h$, $\lambda'_h$ and $\omega_h$ to $\lambda_{6,h}$. These are:

$$\omega_h = 6\sqrt{2}\gamma^\frac{h}{2}\lambda_{6,h}$$

(C.12)

$$2\sqrt{2}\gamma^{-\frac{h}{2}}\omega_h - \gamma^{-h}\lambda'_h = -2\gamma^h\lambda_h$$

(C.13)

$$3\gamma^{-\frac{3h}{2}}\mu'_h - 2\sqrt{2}\gamma^{-h}\lambda'_h = 2\gamma^\frac{3h}{2}\mu_h$$

(C.14)

Assuming $\lambda_h$ to have a fixed point $\lambda_*$, in the asymptotic region $h \to -\infty$, since $\gamma^h\lambda_h$ and $\gamma^\frac{3h}{2}\mu_h$ are going to zero, the previous identities state that:

$$\omega_h = 6\sqrt{2}\gamma^\frac{h}{2}\lambda_{6,h}$$

$$\lambda'_h = 24\gamma^h\lambda_{6,h}$$

$$\mu'_h = 16\sqrt{2}\gamma^\frac{3h}{2}\lambda_{6,h}$$

(C.15)
We are now ready to study the leading order flow equation for $\lambda_h$ and $\lambda_{6,h}$. Under the previous assumption on $\lambda_h$ the order in the small parameters $\lambda$ and $\varepsilon = \lambda_0 R_0^2$ in the asymptotic region is given by:

$$\tilde{C}_{2d}(P_v; \lambda, \varepsilon) = \rho_0 R_0^{-2} \lambda^{1-\frac{1}{2}(n^R_1+n^c_1)} \varepsilon^{-2+\frac{1}{2}n^R_1+\frac{1}{2}n^c_1}$$

$$\left(\lambda \lambda_\ast\right)^{m_4+m_3} \left(\varepsilon \lambda_\ast\right)^{m_2} \left(\lambda \lambda_\ast\right)^{-1 \lambda \lambda_6} m_6$$

$$\left(\lambda \varepsilon^{-1} \lambda_6 \lambda_\ast\right)^{m_3} \left(\lambda \varepsilon^{-2} \lambda \lambda_6 \lambda_\ast\right)^{\frac{1}{2}m_1} \left(\varepsilon \lambda_\ast\right)^{\frac{1}{2}m_5}$$

$$\left(\varepsilon^{-1} \gamma^h \lambda \lambda_\ast\right)^{\frac{1}{2}(n_1+m_5+2m_4+3m_3)-n_{ll}}$$

(C.16)

The leading order diagrams are the one loop diagram (remind that the loop number is equal to $L = m_4+m_3+(m_3+m_5)/2+3m_5/2+2m_6-n^c/2+1$) where all the internal dashed legs are contracted among them, in order to minimize the exponent of $\gamma^h$, on the last line of (C.16).

### C.2.2 Beta function for $\lambda_h$

In spite of studying directly the leading order beta function $\beta_{\lambda}^h$ for $\lambda_h$, it results more convenient to look at the beta function $\beta_{Z}^h$ of $Z_h$, which a smaller number of diagram contribute to, and then use the global WI

$$Z_h = 16 \gamma^h \lambda_h$$

(C.17)

(represented in fig. C.4) to obtain the flow equation for $\lambda_h$:

$$\gamma^h \lambda - 1 = \gamma^h \lambda_h + \gamma^h \beta_{\lambda}^h$$

(C.18)

with $\gamma^h \beta_{\lambda}^h = \beta_{Z}^h/16$. The leading order diagrams contributing to the flow of $Z_h$ according to (C.16) are showed in fig. C.5. In the following we will denote as:

$$\beta_{2d}^h = \frac{1}{(2\pi)^3} \int dk_0 d^2 k \frac{f_0(k_0^2+k^2)}{(k_0^2+k^2)^n}$$

(C.19)

The behavior of the asymptotic propagator is

$$g_{\alpha\alpha'}^{(h)}(x) = \frac{1}{(2\pi)^3} \int dk_0 d^2 k f_h(k_0^2+k^2) \delta^{(h)}_{\alpha\alpha'}(k)$$

$$g_{\alpha\alpha'}^{(h)}(k) = (\rho_0 R_0^2)^{-1} \left( \begin{array}{cc} \frac{Z_h}{k_0} & \frac{k_0}{k_0^2+\varepsilon k^2} \\ \frac{k_0}{k_0^2+\varepsilon k^2} & \frac{k_0^2+\varepsilon k^2}{k_0} \end{array} \right)$$

(C.20)
C.2 The leading order beta function in $2d$

where the first line and row correspond to $a = l$ and the second line and row correspond to $a' = t$. The values of the diagrams of picture C.5 are calculated below.

\[
\begin{align*}
&\quad = \lambda \epsilon^{-1} \beta_1^{2d} \lambda_h' = 24 \lambda \epsilon^{-1} \beta_1^{2d} \gamma^h \lambda_{6,h} \\
&\quad = -\frac{1}{2!} 2 \lambda \beta_2^{2d} \mu_h^2 = -32 \lambda \beta_2^{2d} \gamma^h \lambda_h^2 \\
&\quad = -\frac{1}{2!} 2 \cdot 3^2 \lambda \epsilon^{-2} \beta_0^{2d} \left( \mu_h' / Z_h \right)^2 = -18 \lambda \epsilon^{-2} \beta_0^{2d} \gamma^h \left( \frac{\lambda_{6,h}}{\lambda_h} \right)^2
\end{align*}
\]

Collecting all the terms together we obtain

\[
\gamma^{-1} \lambda_{h-1} - \lambda_h = -\lambda (1 - \gamma^{-1}) \left( 4 \beta_2^{2d} \lambda_h^2 - 3 \beta_1^{2d} \epsilon^{-1} \lambda_{6,h} + \frac{9}{4} \beta_0^{2d} \left( \frac{\lambda_{6,h}}{\epsilon \lambda_h} \right)^2 \right)
\]

(C.21)

with $(1 - \gamma^{-1}) \beta_n^{2d} = \beta_n^{2d}$. By substituting to $f_0(k)$ the characteristic function of the set

\[
\left[ \sqrt{\frac{2}{1+\gamma}}, \sqrt{\frac{2}{1+\gamma}} \right]
\]

we obtain

\[
\begin{align*}
\beta_0^{2d} &= \frac{1}{2 \pi^2} \sqrt{\frac{2}{\gamma^2+1}} \frac{2 (\gamma^2+\gamma+1)(\gamma^3+1)}{\gamma^2 (\gamma^2+1)} \\
\beta_1^{2d} &= \frac{1}{2 \pi^2} \sqrt{\frac{2}{\gamma^2+1}} (\gamma + 1) \\
\beta_2^{2d} &= \frac{1}{2 \pi^2} \sqrt{\frac{2}{\gamma^2+1}} \frac{\gamma^2+1}{2} (\gamma + 1)
\end{align*}
\]

(C.22)

where $\lim_{\gamma \to 1} \beta_n^{2d} = 1/\pi^2$ for each $n = 0, 1, 2$. 
\[ \beta' \mu_h^{-1} = \beta' \mu_h + \beta_h \]

\[ \lambda_{6,h} = \lambda_{6,h} + \beta_h \lambda_h \quad \text{(C.23)} \]

\[ \beta_h \lambda_h = \gamma^{-2h} \beta_h' (16\sqrt{2}) \]

The leading order diagrams contributing to the flow of \( \mu'_h \) are shown in fig. C.6. Their explicit computation is shown below:

\[ \lambda_{6,h}^{-1} = \lambda_{6,h} + \beta_h \lambda_h \]

\[ \beta_3 \lambda_h = \sum_{\gamma} \frac{2^\gamma}{\gamma} \beta_0 \lambda_h \]

\[ \beta_3 \lambda_h = \frac{1}{2\pi^2} \sqrt{\frac{2}{\gamma^2 + 1}} \]

\[ \beta_3 \lambda_h = \sum_{\gamma} \frac{2^\gamma}{\gamma} \lambda_h \lambda_h \]

\[ \lambda_{6,h}^{-1} = \lambda_{6,h} + \beta_h \lambda_h \]

\[ \lambda_{6,h}^{-1} = 8 \beta_3 \lambda_h \lambda_h^{-1} - 12 \beta_2 \lambda_h \lambda_h + \frac{27}{8} \beta_0 \lambda_h \lambda_h \left( \frac{\lambda_{6,h}}{\lambda_h} \right)^3 \]

\[ \lambda_{6,h}^{-1} = \lambda_h \left[ 8 \beta_3 \lambda_h - \lambda_{6,h} \left( 12 \beta_2 \lambda_h \frac{27}{8} \beta_0 \left( \frac{\lambda_{6,h}}{\lambda_h} \right)^2 \right) \right] \quad \text{(C.25)} \]
C.3 Local Ward Identities

In this section we will verify at leading order in perturbation theory the local WI's that we have proved at all orders in chapter 4. The computation of WI’s at leading order is useful to understand on which symmetries the WI's are based on. Of course the leading order computations we are describing in the following (which correspond to the one-loop computations in the region $h \leq \bar{h}$ we are interested in) are not sufficient. If we could not exclude that similar equalities or cancellations take place at all orders in perturbation theory there would always be the possibility that higher order produce a completely different behavior. That’s why the derivation and study of WI’s – which are relations valid at all orders – turns to be crucial in our work.

C.3.1 Local WI for $E_h/Z_h$

The beta functions for $Z_h$ and $E_h$ at leading order are shown in fig. C.7. We see that they differ only for the change of a $g^{(h)}_{tt}$ propagator with a $g^{(h)}_{lt}$ propagator:

\[
\beta^Z_h = \mu^2 \int_{\mathbb{R}^{d+1}} \partial_{k^0} g^{(h)}_{tt}(k) \frac{E_h \cdot k_0}{Z_h}
\]

\[
\beta^E_h = \mu^2 \int_{\mathbb{R}^{d+1}} \partial_{k^0} g^{(h)}_{lt}(k) \left( g^{(h)}_{tl}(k) - \frac{2k_0}{D^2_h(k)} \right)
\]

Since

\[
g^{(h)}_{lt}(k) = g^{(h)}_{ll}(k) \frac{E_h k_0}{Z_h}
\]

we have

\[
\beta^E_h = \mu^2 \int_{\mathbb{R}^{d+1}} \partial_{k^0} g^{(h)}_{lt}(k) \left( \frac{E_h}{Z_h} g^{(h)}_{tt}(k) - \frac{2k_0}{D^2_h(k)} \right)
\]

where the second term in the r.h.s. of the latter equation is zero for parity reasons. We finally get

\[
\beta^E_h = \frac{E_h}{Z_h} \beta^Z_h
\]

from which

\[
\frac{E_h - E_{h-1}}{E_h} = \frac{Z_{h-1} - Z_h}{Z_h}
\]
\[ \beta_B^h = \frac{\partial_0}{\partial_0} + \frac{\partial_0}{\partial_0} \]

Figure C.8. The beta functions for \( B_h \) at leading order.

As a consequence

\[ \frac{E_h}{Z_h} = \frac{E_{\tilde{h}}}{Z_{\tilde{h}}} = \epsilon^{-1} \tag{C.31} \]

C.3.2 Leading order computation for \( B_h \)

At the main order in \( \lambda \) the beta function for \( B_h \) is represented in fig. C.8. If we denote with \( \beta_{B,1}^h \) and \( \beta_{B,2}^h \) the two contribution in fig. C.8 starting from the left, we see that \( \beta_{B,1}^h \) is apparently not summable over \( h \) for \( d = 3 \):

\[ |\beta_{B,1}^h| \leq c |\mu_h^2| \frac{1}{|Z_h|} = O \left( (1 + \lambda \epsilon^\frac{1}{2}|h - \tilde{h}|)^{-1} \right) \]

\[ |\beta_{B,2}^h| \leq c |\mu_h^2| = O \left( (1 + \lambda \epsilon^\frac{1}{2}|h - \tilde{h}|)^{-2} \right) \tag{C.32} \]

The key to solve the apparent problem is in the fact that to obtain the flow for \( B_h \) we have first to derive the kernels with respect the external momentum \( p_0 \) and then we can take the limit \( p_0 \to 0 \). This procedure gives some “interferences” from the boundary which one can not see, of course, if the external momentum is taken equal to zero. When the calculation is performed one discover that the “bad” contribution erase, so that the beta function is summable.

To make the calculation we remind that, by definition, the beta function on scale \( h \) has to contain at least one propagator on scale \( h \). Since \( p_0 \) is small the second propagator - in the case of the graphs in the picture - can be or on scale \( h \) or on scale \( h + 1 \), otherwise the cutoff function do not have common supports:

\[ f_h(k + p_0)f_j(k) = 0 \quad \text{if } j > h + 1 \tag{C.33} \]

So we have three possible cases: both the propagator on scale \( h \), that is \( g_h(k + p_0)g_h(k) \) or one propagator on scale \( h \) and the second on scale \( h + 1 \), that is \( g_{h+1}(k + p_0)g_h(k) \) or \( g_h(k + p_0)g_{h+1}(k) \). This can be written as:

\[ [g_h(k + p) + g_{h+1}(k + p)] [g_h(k) + g_{h+1}(k)] - g_{h+1}(k + p)g_{h+1}(k) \tag{C.34} \]

In the following we will indicate with \( T_1 \) and \( T_2 \) the cutoff functions respectively on scale \( h + (h + 1) \) and \( h \)

\[ T_1(k) = f_{h+1}(k) + f_h(k) = \chi_{h+1}(k) - \chi_{h-1}(k) \]

\[ T_2(k) = f_h(k) = \chi_h(k) - \chi_{h-1}(k) \tag{C.35} \]
we call

\[ \chi_h(k) = \chi(\gamma^{-2h}(k_0^2 + k^2)) \]  

(C.36)

Since we are interested in the lowest order computation we can neglect the dependence on \( k \) of the rescaled propagators. Then the expression of the beta function with cutoff \( T_i \) is the following:

\[
\beta_{h,i}^B = \mu_h^2 \int \frac{d^4k}{(2\pi)^4} \partial_0^2 \left[ \frac{E_h^2(k_0 + p_0)k_0 + Z_h((1 + A_h)k^2 + B_hk^2)}{D_h(k)D_h(k + p_0)} T_i(k + p_0)T_i(k) \right]
\]

\[
= \mu_h^2 \int \frac{d^4k}{(2\pi)^4} \partial_0 \left[ \frac{E_h^2k_0T_i(k + p_0)T_i(k)}{D_h(k)D_h(k + p_0)} + \left( E_h^2p_0k_0 + D_h(k) \right) \frac{T_i(k + p_0)}{D_h(k + p_0)} \right] \partial_0 \left( \frac{T_i(k + p_0)}{D_h(k + p_0)} \right)
\]

\[
= \mu_h^2 \int \frac{d^4k}{(2\pi)^4} \left[ 2E_h^2k_0 \frac{T_i(k)}{D_h(k)} \partial_0 \left( \frac{T_i(k + p_0)}{D_h(k + p_0)} \right) + T_i(k) \partial_0^2 \left( \frac{T_i(k + p_0)}{D_h(k + p_0)} \right) \right]
\]

(C.37)

Integrating by part we get

\[
2E_h^2k_0 \frac{T_i}{D_h} \partial_0 \left( \frac{T_i}{D_h} \right) = E_h^2k_0 \partial_0 \left( \frac{T_i}{D_h} \right)^2 = \partial_0 \left[ E_hk_0 \left( \frac{T_i}{D_h} \right)^2 \right] - E_h^2 \left( \frac{T_i}{D_h} \right)^2
\]

\[
T_i \partial_0^2 \left[ \frac{T_i}{D_h} \right] = \partial_0 \left( \partial_0 T_i \frac{T_i}{D_h} \right) - (\partial_0 T_i) \partial_0 \left( \frac{T_i}{D_h} \right) = - (\partial_0 T_i) \partial_0 \left( \frac{T_i}{D_h} \right)
\]

(C.38)

so that

\[
\beta_{h,i}^B = - \mu_h^2 \int \frac{d^4k}{(2\pi)^4} \left[ E_h^2 \left( \frac{T_i}{D_h} \right)^2 + (\partial_0 T_i) \partial_0 \left( \frac{T_i}{D_h} \right) \right]
\]

(C.39)

The first term in the beta function \( \beta_{h,i}^B \) is summable over \( h \) since

\[
\frac{E_h^2}{D_h} = \left( \frac{E_h}{B_hZ_hk_0^2 + A_hZ_hk^2} \right)^2 \leq \left( \frac{\varepsilon E_h \gamma^{-2h}}{Z_h} \right)^2 = \gamma^{-4h}
\]

(C.40)

and \( \mu_h^2 \) with \( \mu_h = \varepsilon \left( 1 + \varepsilon \lambda \frac{1}{|h - \bar{h}|} \right)^{-1} \) is summable for \( d + 1 = 4 \). The second term is not summable since contains

\[
\frac{\mu_h^2}{Z_h} = \mu_h = \frac{\lambda}{1 + \lambda^2 |h|}
\]

(C.41)

However the non summable contribution to the beta function \( \beta_{h}^B = \beta_{h,1}^B - \beta_{h,2}^B \) that we call \( B = B_1 - B_2 \), is null because the terms containing the derivatives of \( T_i \) give the same contribution to \( \beta_{h,1}^B \) and \( \beta_{h,2}^B \). First of all we can easily see that \( B_i \) receives
contribution only from the region in the momentum space such that $T'_i \neq 0$, that is from its boundaries:

$$B_i = \int \frac{d^4 k}{(2\pi)^4} \partial_0 \left( \frac{T_i}{\mathcal{D}_h} \right) \partial_0 T_i$$

$$= \int \frac{d^4 k}{(2\pi)^4} \left[ \frac{\left( \partial_0 T_i \right)^2}{\mathcal{D}_h} - \frac{\left( \partial_0 T_i \right) \left( \partial_0 \mathcal{D}_h \right)}{\mathcal{D}_h^2} \right]$$

(C.42)

where $\mathcal{D}_h(k) = b_h k_0^2 + a_h k^2$. Since $B_1$ and $B_2$ have the same right boundaries, the contributions coming from $\chi_{h+1}(k)$ cancel. For what concern the left sides $B_{1x}$ and $B_{2x}$ we have

$$A_{1x} = \int \frac{d^4 k}{(2\pi)^4} \left[ \frac{\left( \partial_0 \chi_{h-1} \right)^2}{\mathcal{D}_h} - \frac{\left( \partial_0 \chi_{h-1} \right) \left( \partial_0 \mathcal{D}_h \right)}{\mathcal{D}_h^2} \right]$$

$$= \int \frac{d^4 k}{(2\pi)^4} \left[ \frac{4k_0^2 (\chi')^2 \gamma^{-4h} \gamma^4}{\mathcal{D}_h} - \frac{4k_0^2 b_h \gamma^{-2h} \gamma^2 \chi'}{\mathcal{D}_h^2} \right]$$

(A.16)

$$B_{1x} = \int \frac{d^4 k}{(2\pi)^4} \left[ \frac{\left( \partial_0 \chi_h \right)^2}{\mathcal{D}_h} - \frac{\left( \partial_0 \chi_h \right) \left( \partial_0 \mathcal{D}_h \right)}{\mathcal{D}_h^2} \right]$$

$$= \int \frac{d^4 k}{(2\pi)^4} \left[ \frac{4k_0^2 (\chi)^2 \gamma^{-4h}}{\mathcal{D}_h} - \frac{4k_0^2 b_h \gamma^{-2h} \chi'}{\mathcal{D}_h^2} \right]$$

(A.17)

where we have used

$$\partial_0 \chi_h(k) = 2k_0 \gamma^{-2h} \chi'$$

$$\partial_0 \mathcal{D}_h = 2k_0 b_h$$

(C.44)

If we now consider the scaling $k \to \gamma^{-4} k$ in $B_1$ we find:

$$B_{1x} = \int \frac{d^4 k'}{(2\pi)^4} \gamma^{-4} k_0^2 \gamma^{-2} \left[ \frac{(\chi')^2 \gamma^{-4h} \gamma^4}{\mathcal{D}_h \gamma^{-2}} - \frac{b_h \gamma^{-2h} \gamma^2 \chi'}{\mathcal{D}_h^2 \gamma^{-4}} \right] = B_{2x}$$

(C.45)

so that also the contributions coming from the left boundaries of $T_1$ and $T_2$ cancel.

The motivation is that the integral giving $B_1$ and $B_2$ is logarithmic, so we can always rescale the momenta with respect to a $\gamma^a$ without change the result.
Appendix D

Technical tools for the WIs analysis

D.1 One–step potential vs multiscale potential

In this section we derive the relation between the kernels of the effective potential $V_h(\psi)$ defined in chap. 2.1 and the kernels of the “one–step” potentials $W_h(\psi)$ introduced in chap. 4 to derive the WIs. The effective potential at scale $h$ is defined by

$$e^{-V_h(\psi(\leq h))} = \int P_{Q_{h+1},f_{h+1}}(d\psi^{(h+1)}) e^{-V_h(\psi(h+1)+\psi(\leq h))}$$

(D.1)

with $P_{Q_{h},f_{h}}(d\psi^{(h)})$ the measure with covariance

$$g_{\alpha\alpha'}^{(h)}(x) = \int \frac{d^4k}{(2\pi)^4} e^{-ikx} f_h(k) g_{\alpha\alpha'}^{(h)}(k)$$

(D.2)

with $Q_{\alpha\alpha'}^{(h)}$ the matrix of the local quadratic terms which renormalize the measure at each step of the multiscale integration. The “one-step” effective potential at scale $h$ is defined by

$$e^{-W_h(\psi(\leq h))} = \int \hat{P}_{Q_0,\chi_{[0,0]}^{(h)}}(d\psi^{(0)} \leq 0) e^{-V_0(\psi(\leq 0))}$$

(D.3)

with $\hat{P}_{Q_0,\chi_{[0,0]}^{(h)}}(d\psi^{(0)})$ the measure with covariance

$$\hat{g}_{\alpha\alpha'}^{(h)}(x) = \int \frac{d^4k}{(2\pi)^4} e^{-ikx} \chi_{[0,0]}^{(h)}(k) \hat{g}_{\alpha\alpha'}^{(0)}(k)$$

(D.4)

To derive a relation between (D.1) and (D.3) we fix $h$ and perform successively the integrations on the momentum slices with indices $j = 0, 1, \ldots, h$ in the definition
by including each time the local quadratic part \( Q_j \) into the measure. We have:

\[
e^{-\mathcal{W}_h(\psi(\leq h))} = \int \hat{P}_{Q_0,\chi_{[h,-1]}(\psi(\leq -1))} \hat{P}_{Q_0,P_0(\psi(\leq 0))} e^{-\mathcal{V}_0(\psi(\leq -1)+\psi(0))} = e^{-\mathcal{E}_1} \int \hat{P}_{Q_0,\chi_{[h,-1]}(\psi(\leq -1))} e^{-\mathcal{V}_1(\psi(\leq -1))} = e^{-\mathcal{E}_1-\mathcal{E}_2-\mathcal{V}_1(\psi(\leq -1))} = \ldots e^{-\mathcal{E}_h} \int \hat{P}_{Q_{h-h,h}}(\psi(\leq h)) e^{-\mathcal{V}_h(\psi(\leq h))}
\]

with \( \chi_{[h,h]}(k) = f_h(k) \) and \( \hat{P}_{Q_{h,h}}(\psi(\leq h)) \) the measure with covariance

\[
\hat{g}^{(h)}_{\alpha\alpha'}(x) = \int \frac{d^4k}{(2\pi)^4} e^{-ikx} f_h(k) \hat{g}^{(h)}_{\alpha\alpha'}(k)
\]

\[
\left( \hat{g}^{(h)}_{\alpha\alpha'}(k) \right)^{-1} = \left( g^{(0)}_{\alpha\alpha'}(k) \right)^{-1} + \sum_{j=h}^{\infty} \chi_{[h,j]}(k) Q_j
\]

The difference between the measures \( P_{Q_{h,h}} \) and \( \hat{P}_{Q_{h,h}} \) consists in the different lower scale of the cutoff function in their propagators, see (D.2) and (D.6). If \( h^* < h \)

\[
f_h(k) \chi_{[h^*,j]}(k) = f_h(k) \chi_{[h,j]}(k) \quad \forall j > h
\]

so that

\[
f_h(k) \left( \hat{g}^{(h)}_{\alpha\alpha'}(k) \right)^{-1} = f_h(k) \left[ \left( g^{(0)}_{\alpha\alpha'}(k) \right)^{-1} + \sum_{j=h+1}^{\infty} \chi_{[h,j]}(k) g^{(j)}_{\alpha\alpha'} + f_h(k) g^{(h)}_{\alpha\alpha'} \right] = f_h(k) \left[ \left( g^{(0)}_{\alpha\alpha'}(k) \right)^{-1} + \sum_{j=h}^{\infty} \chi_{[h^*,j]}(k) g^{(j)}_{\alpha\alpha'} + f_h(k) - \chi_{[h^*,h]}(k) g^{(h)}_{\alpha\alpha'} \right] = f_h(k) \left[ \left( g^{(h)}_{\alpha\alpha'}(k) \right)^{-1} - \chi_{[h^*,h-1]} g^{(h)}_{\alpha\alpha'} \right]
\]

Note that \( f_h(k) \hat{g}^{(h)}_{\alpha\alpha'}(k) \) and \( f_h(k) g^{(h)}_{\alpha\alpha'}(k) \) would be equal if the functions \( \chi_{[h,j]}(k) \) were the characteristic functions of their support, since in that case

\[
f_h(k) \chi_{[h^*,h-1]}(k) = 0
\]

However, as we shall prove below, \( g^{(h)}_{\alpha\alpha'} \) is a small quantity, so that the potentials \( \mathcal{V}_h(\psi) \) and \( \mathcal{W}_h(\psi) \) are equal at leading order.
D.1 One–step potential vs multiscale potential

\[ q_{lL}^{(h)} = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
f_h(k) \\
\end{array}
\end{array}
\end{array} \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
f_j(k) \\
\end{array}
\end{array}
\end{array}
\end{array} \]
\[ d = 3 \]

\[ q_{lL}^{(h)} = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
f_h(k) \\
\end{array}
\end{array}
\end{array} \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
f_j(k) \\
\end{array}
\end{array}
\end{array}
\end{array} \]
\[ d = 2 \]

Figure D.1. Local quadratic terms, \( h \leq \tilde{h} \). By definition of \( f_h(k) \), the diagrams in the figure are different from zero only if the cutoff function \( f_j(k) \) is at scale \( j = h \) or \( j = h + 1 \).

As an example let us calculate \( q_{lL}^{(h)} \equiv z_h \), whose leading order contribution is represented in fig. D.1. An explicit computation shows that

\[ z_h = c_1 \lambda \varepsilon^{\frac{1}{2}} \mu_h \frac{\lambda \varepsilon^{\frac{1}{2}}}{(1 + c\lambda \varepsilon^{\frac{1}{2}}|h - \tilde{h}|)} \quad d = 3 \]
\[ z_h = c_2 \lambda \mu_h = \gamma h \lambda_h \lambda \lambda_h (c_2' + c_2'' \lambda \lambda_h) \quad d = 2 \]  
(D.10)

with \( c_1, c_1', c, c_2, c_2' \) and \( c_2'' \) explicitly computable constants. By substituting these expression in (D.9) we obtain

\[ f_h(k) \left( \hat{g}_{lL}^{(h)}(k) \right)^{-1} = f_h(k) \ Z_h(k) \ (1 + \mathcal{Z}(\lambda)) \]  
(D.11)

with

\[ \mathcal{Z}(\lambda) = \begin{cases} 
O \left( \lambda \varepsilon^{\frac{1}{2}} (1 + c\lambda \varepsilon^{\frac{1}{2}}|h - \tilde{h}|)^{-1} \right) & d = 3 \\
O(\lambda\lambda_h) & d = 2 
\end{cases} \]  
(D.12)

In three dimensions \( \mathcal{Z}(\lambda) \) is subdominant in \( \varepsilon \) at the beginning of the second region and goes to zero as \( h \to -\infty \); in two dimensions the condition \( \lambda \lambda_h \) smallest than one is the condition making the perturbative theory meaningful. A similar discussion can be done for the other local quadratic terms, obtaining similar conclusions.
D.2 Properties of the correction term $C_\nu(k, p)$

This section is devoted to the prove of the properties of the functions $C_\nu(k, p)$

$$C_0(k, p) = \frac{1}{2} [(k_0 + p_0)(\chi_{h^*, 0}^{-1}(k, p) - 1) - k_0(\chi_{h^*, 0}^{-1}(k) - 1)] \quad (D.13)$$

$$C_1(k, p) = (k + p)^2(\chi_{h^*, 0}^{-1}(k + p) - 1) - k^2(\chi_{h^*, 0}^{-1}(k) - 1) \quad (D.14)$$

which are crucial in order to study the functional integral (4.76) by RG methods.

The first property is that, due to the presence of the cutoff function $\chi_{|h^*, 0|}(k + p)$ in the definitions (D.13) and (D.14), the contraction of the outgoing lines of the kernels

$$\tilde{J}_0 C_0(k, p) \tilde{\nu}^{j\nu} \tilde{\nu}^{l\nu} \tilde{J}_0 C_0(k, p) \tilde{\nu}^{j\nu} \tilde{\nu}^{l\nu} \tilde{J}_1 C_1(k, p) \tilde{\nu}^{j\nu} \tilde{\nu}^{l\nu}$$

is different from zero only if at least one of the bosonic $\psi$ fields are contracted at scale $h = 0$ or $h = h^*$. The proof of this property is trivial. Let us consider the contraction of the function $C_\nu(k, p)$ with the cutoff functions of two propagators respectively at scale $i$ and $j$; then

$$\Delta^{(j, j)}_\nu(k, p) = f_j(k + p) C_\nu(k, p) f_l(k) = 0 \quad \text{for} \quad 0 < j, l < h \quad (D.15)$$

If $0 < j < h$ the cutoff function $\chi_{|h^*, 0|}(k + p)$ is equal to the unit operator on the support of $f_j(k + p)$; moreover, if $0 < l < h$ also $\chi_{|h^*, 0|}(k) = 1$ on the support of $f_l(k)$. Then (D.13) and (D.14) are identically equal to zero.

In the cases in which $\Delta^{(j, j)}_\nu(k, p)$ is not identically equal to zero, since $\Delta^{(j, j)}_\nu(k, p) = \Delta^{(j, j)}_\nu(- (k + p), p)$ and $\Delta^{(j, j)}_\nu(k, p) = - \Delta^{(i, j)}_\nu(k + p, p)$, we can restrict the analysis to the case $j > l$. The different cases are studied in the following. We remark that what we need in order to control the contraction of the corrections term coming from the cutoff is that

$(i, j) = (0, 0)$ : the function $\Delta^{(0, 0)}_\nu(k, p)$ must be bounded by $|p_n|$ times a cutoff function which has the same support of $f_0(k)$ (but can also have a slight different behavior); we will prove this property in subsection I below.

$(i, j) = (0, h^*)$ : the function $\Delta^{(0, h^*)}_\nu(k, p)$ must be bounded by $|p_n|$ times a cutoff function which has the same support of $f_0(k) f_h(k)$; we will prove this property in subsection II.

$(i, j) = (h^*, h^*)$ : $\Delta^{(h^*, h^*)}_\nu(k, p)$ must bounded by $|p_n|$ times a cutoff function which has the same support of $f_{h^*}(k)$. This requirement is sufficient provided that we have chosen as localization point $|p_n| = \gamma^h$ and it is proven in subsection III. We stress that if one had taken the external momentum is taken equal to zero it would not have been sufficient to have a single support function $f_{h^*}(k)$, but we need one support function for each propagator, to prove that $\Delta^{(h^*, h^*)}_\nu(k, p)$ is well defined.
I. Contractions of both the $\psi$ fields at scale $h = 0$

Vertices with $C_0(k,p)$

Let us analyze what happens when both the external legs of the correction term $J_0 C_0(k,p) (\psi_{k+p}^l \psi_{k}^l - \psi_{k+p}^l \psi_{k}^l)$ are contracted at scale $h = 0$. Here $p$ is the external momentum associated to the fields $J_0$, which we will choose at scale $\gamma^h$.

We denote $\Delta_0^{(0,0)}(k,p) = f_0(k+p) C_0(k,p) f_0(k)$ the contraction of the squared vertex $C_0(k,p)$ with the cutoff functions of the two propagators. At scale 0 we have

$$\Delta_0^{(0,0)}(k,p) = (k_0 + p_0) u_0(k + p) f_0(k) - k_0 u_0(k) f_0(k + p)$$  \hspace{1cm} (D.16)

with

$$u_0(k) = f_0(k) \left( 1 - f_0(k) \right) = \begin{cases} 1 - f_0(k) & |k|^2 > k_0^2 + k^4 \geq \frac{2}{\gamma^2 + 1} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (D.17)

In the following for simplicity of notation, we will forget about the factor $2/(\gamma^2 + 1)$ and consider $u_0(k)$ defined in (D.17) different from zero for $|k|^2 \geq 1$. By developing $f_0(k,p)$ and $u_0(k,p)$ around small values of $p$ and taking into account the fact that $f_0(k) = 1 - u_0(k)$ on the support of $\partial_\nu u_0$ and $\partial_\nu f_0 = -\partial_\nu u_0$ on the support of $u_0(k)$ we obtain

$$\Delta_0^{(0,0)}(k,p) = p_0 u_0(k) f_0(k) + (k_0 + p_0) p_\nu \partial_\nu u_0(k^*) f_0(k) - k_0 u_0(k) p_\nu \partial_\nu f_0(k^*)$$

$$= p_0 \left[ u_0(k) f_0(k) + p_\nu \partial_\nu u_0(k^*) f_0(k) \right] + k_0 p_\nu \partial_\nu u_0(k^*)$$  \hspace{1cm} (D.18)

If we choose $p = (p_0, 0)$

$$\Delta_0^{(0,0)}(k, p_0) = p_0 \left[ u_0(k) f_0(k) + f_0(k) p_0 \partial_0 u_0(k^*) + k_0 \partial_0 u_0(k^*) \right]$$  \hspace{1cm} (D.19)

with $|k| < |k^*| < |k + p|$. The brackets in (D.19) contains the sum of cutoff functions which are supported on the same support than $f_0(k)$. In fact $\partial_0 u_0(k^*)$ is different from zero for each $\gamma^{-1} \leq |k^*| \leq \gamma$ and $|k^*| \approx |k|$ being $|p| = \gamma^h$.

With respect to the contraction of two lines outgoing from a simple vertex (i.e. without $C_0(k,p)$), here we get $p_0$ which multiplies a sum of cutoff functions on a similar support. From a dimensional point of view the factors in the square brackets in (D.19) are bounded by a constant; in fact $p_0 \partial_0$ and $k_0 \partial_0$ are equal or lower than one. Then $\Delta_0^{(0,0)}(k, p_0) \psi_{k+p}^l \psi_{k}^l$ has the same scaling dimension of $p_0$ multiplied for a vertex $\mu_0^d(k,p)$ whose external legs are contracted at scale 0. Similarly $\Delta_0^{(0,0)}(k, p_0) \psi_{k+p}^l \psi_{k}^l$ has the same scaling dimension of $p_0$ multiplied for the irrelevant kernel $J_0 \psi_{k+p}^l \psi_{k}^l$.

The only difference with the kernels $J_0 C_0(k,p) \psi_{k+p}^l \psi_{k}^l$ and $J_0 \psi_{k+p}^l \psi_{k}^l$ is the fact that in the contraction with the squared vertex one of the cutoff function associated to the propagators is “lost”; however the presence of a single cutoff function is sufficient to guarantee that the behavior of the kernels with external fields $J_0$ and $\bar{J}_0$ is the same if their legs are contracted at scale $h = 0$. 

If we choose \( p_\nu = 0 \) for each \( \nu \neq i \) and \( p_i = \gamma^h \) (D.18) becomes

\[
\Delta_0^{(0,0)}(k, p_i) = p_i k_0 \partial_i u_0(k^*)
\]

(D.20)

where \( p_i k_0 = \gamma^{h^* - \frac{d}{2}} \leq \gamma^{h^*} \). Then \( \bar{J}_0 C_0(k, p_i) \psi_{k+p}^{L(0)} \psi_{-k}^{L(0)} \) has the same dimensional scaling of \( p_i \tilde{\mu}_h^{\nu_0}(k, p_i) \), the only difference being the absence of one of the two cutoff functions associated to the contractions of the external \( \psi \) fields. Similarly \( \bar{J}_0 C_0(k, p_i) \psi_{k+p}^{l(0)} \psi_{-k}^{l(0)} \) has the same dimensional scaling of \( p_i \tilde{\mu}_h^{\nu_0}(k, p_i) \).

Vertices with \( C_1(k, p) \)

Let’s now analyze what happens when both the external legs of the correction term \( \bar{J}_1 \psi_{k+p}^{l} \psi_{-k}^{*} \) are contracted at scale \( h = 0 \). We first remind that

\[
C_1(k, p) = (k + p)^2 (\chi_{h^*,0}^{-1} - 1) - k^2 (\chi_{h^*,0}^{-1} - 1)
\]

(D.21)

Then, defining \( \Delta_1^{(0,0)}(k, p) = f_0(k + p)C_1(k, p)f_0(k) \) the contraction of the squared vertex \( C_1(k, p) \) with the cutoff functions of the two propagators at scale 0 we have

\[
\Delta_1^{(0,0)}(k, p) = (k + p)^2 u_0(k + p) f_0(k) - k^2 u_0(k) f_0(k + p)
\]

(D.22)

with \( u_0(k) \) defined in (D.17). By developing \( f_0(k, p) \) around small values of \( p \) we obtain:

\[
\Delta_1^{(0,0)}(k, p) = p \cdot (2k + p) u_0(k) f_0(k) - p_\nu [p \cdot (2k + p) f_0(k) - k^2] \partial_\nu u_0(k^*)
\]

(D.23)

Choosing as external momentum \( p = (p_0, 0) \) we get

\[
\Delta_1^{(0,0)}(k, p_0) = p_0 k^2 \partial_0 u_0(k^*)
\]

(D.24)

Each of the \( k \)’s corresponds to a derivative \( \partial_x \) over the contracted line carrying momenta \( k + p_0 \), with \( p_0 = \gamma^{h^*} \) and \( k \) order one, since \( k \) belongs to the support of \( f_0(k) \). Then \( \bar{J}_1 C_1^{(0,0)}(k, p_0) \psi_{k+p}^{l} \psi_{-k}^{*} \) has the same scaling dimension of \( p_0 \bar{J}_1 \psi_{k+p}^{l} \psi_{-k}^{*} \), with both the \( \psi \) fields contracted at scale 0.

If we choose \( p_\nu = 0 \) for each \( \nu \neq i \) and \( p_i = \gamma^h \)

\[
\Delta_1^{(0,0)}(k, p_i) = p_i \left[ 2(k_i + p_i) \left( u_0(k) f_0(k) + \mathbf{p} \cdot \partial_x f_0(k^*) \right) - \partial_i f_0(k^*) k^2 \right]
\]

(D.25)

that is \( \bar{J}_1 C_1(k, p_i) \psi_{k+p}^{l(h)} \psi_{-k}^{l(h)} \) has the same dimensional estimate of \( p_i \tilde{\mu}_h^{\nu_0}(i) \).
II. Contraction of one of the $\psi$ fields on scale 0

If one of the $\psi$ fields emerging from the correction term $C_0(k, p)$ is contracted at scale 0 and the other one at scale $h^* \leq j < 0$ we get

$$\Delta_0^{(0,j)}(k, p) = f_0(k + p) C_0(k, p) f_j(k)$$  \hspace{1cm} (D.26)

The key observation here is that

$$\left(\chi^{-1}_{[h^*,0]}(k) - 1\right) f_j(k) = \tilde{u}_{h^*}(k) \delta_{jh^*}$$  \hspace{1cm} (D.27)

with

$$\tilde{u}_{h^*}(k) = f_{h^*}(k) \left(\chi^{-1}_{[h^*,0]}(k) - 1\right) = \begin{cases} 1 - f_{h^*}(k) & |k|^2 \leq \frac{2}{\gamma^{\delta + 1}} \gamma^{2h} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (D.28)

where $|k|^2$ in (D.28) stays for $|k|^2_{\lesssim} = k_0^2 + k^4$ for $h < h^* \leq 0$ or $|k|^2_{\gtrsim} = k_0^2 + \varepsilon k^2$ for $h^* \lesssim h$. Since we are interested in using the WIs only in the lower region $h \leq \hat{h}$ in the following we will consider only the case $h^* \leq \hat{h}$. Then

$$\Delta_0^{(0,j)}(k, p) = (k_0 + p_0) u_0(k + p) f_j(k) - k_0 f_0(k + p) \tilde{u}_{h^*}(k) \delta_{jh^*}$$  \hspace{1cm} (D.29)

Note that if $j < -1$ the first term in the r.h.s. of (D.29) vanishes for $|p| \leq 1 - \gamma^{-1}$.

Analogously the second term in the r.h.s. of (D.29) vanishes for $|p| \leq 1 - \gamma^{-1} - \gamma h^*$.

Since we are choosing $|p| = \gamma h$ for $j < -1$ the function $\Delta_0^{(0,j)}(k, p)$ is zero. If $j = -1$ we have

$$\Delta_0^{(-1)}(k, p) = (k_0 + p_0) u_0(k + p) f_{-1}(k)$$  \hspace{1cm} (D.30)

with $u_0(k) f_{-1}(k) = 0$. Then

$$\Delta_0^{(0,-1)}(k, p) = (k_0 + p_0) p_\nu \partial_\nu u_0(k^*) f_{-1}(k)$$  \hspace{1cm} (D.31)

which is dimensionally equal to $\text{(const.)} |p_\nu| f_{-1}(k)$. Finally, if $j = h^*$ we find

$$\Delta_0^{(0,h^*)}(k, p) = p_\nu \left[ (k_0 + p_0) \partial_\nu u_0(k^*) f_{h^*}(k) - k_0 \partial_\nu f_0(k^*) \tilde{u}_{h^*}(k) \right]$$  \hspace{1cm} (D.32)

which again can be bounded by $\text{(const.)} |p_\nu|$ times the multiplication of cutoff functions. However in the second term in the r.h.s. of (D.32) $\tilde{u}_{h^*}(k)$ is a function which does not goes to zero for $k \to 0$, differently from $f_{h^*}(k)$. This does not allow, as we will see, to choose $0 < |p_\nu| \ll \gamma^{h^*}$.

A similar discussion holds for the function $C_1(k, p)$; we will not belabor the details here.

---

1 In fact $u_0(k + p) \neq 0$ implies $|k + p| \geq 1$. If $|p| \leq 1 - \gamma^{-1}$ we have $|k| \geq \gamma^{-1}$ and as a consequence $f_j(k) = 0$, being $j < -1$.

2 In fact $f_0(k + p) \neq 0$ implies $|k + p| > 1 - \gamma^{-1}$; for $|p| \leq 1 - \gamma^{-1} - \gamma h^*$ it holds $|k| \geq \gamma h^*$ and as a consequence $\tilde{u}_{h^*}(k) = 0$. 

III. Contractions of both the $\psi$ fields on scale $h^*$

**Vertices with $C_0(k,p)$**

In the following we will analyze what happens when both the external legs of the correction term $J_0(\psi_{k+p}^+ \psi_{k}^- + \psi_{k+p}^- \psi_{k}^+)$ are contracted at the lowest scale $h^*$ of the cutoff function $\chi_{[h^*,0]}(k)$. We define $\Delta_0^{(h^*,h^*)}(k,p) = f_{h^*}(k+p)C_0(k,p)f_{h^*}(k)$ the contraction of the squared vertex $C_0(k,p)$ with the cutoff functions of two propagators contracted at scale $h$. It turns to be:

$$
\Delta_0^{(h^*,h^*)}(k,p) = (k_0 + p_0)\tilde{u}_{h^*}(k+p)f_{h^*}(k) - k_0\tilde{u}_{h^*}(k)f_{h^*}(k + p)
$$

with $\tilde{u}_{h^*}$ defined in (D.28). By developing $f_0(k,p)$ around small values of $p$ we obtain

$$
\Delta_0^{(h^*,h^*)}(k,p) = p_0 f_{h^*}(k)\left[\tilde{u}_{h^*}(k) - p_0 \partial_{\nu}\tilde{u}_{h^*}(k^*)\right] + k_0 \partial_{\nu}\tilde{u}_{h^*}(k^*)
$$

where we have used the fact that on the support of $\tilde{u}_{h^*}(k)$ we have $\partial_{\nu}f_{h^*}(k) = -\partial_{\nu}u_{h^*}(k)$ and that on the support of $\partial_{\nu}u_{h^*}(k)$ it turns $f_{h^*}(k) = 1 - \tilde{u}_{h^*}(k)$.

If we choose as external momentum $p = (p_0,0)$ (D.34) becomes:

$$
\Delta_0^{(h^*,h^*)}(k,p_0) = p_0 \left[\tilde{u}_{h^*}(k)f_{h^*}(k) - p_0 \partial_{\nu}\tilde{u}_{h^*}(k^*)f_{h^*}(k) + k_0 \partial_{\nu}\tilde{u}_{h^*}(k^*)\right]
$$

which from a dimensional point of view is bounded by (const.) $\gamma^{h^*}$. While the first two terms in the r.h.s. side of (D.35) are still the product of two cutoff functions, even if on a smaller support with respect $f_{h^*}^2(k)$, the last term in the r.h.s. side of (D.35) has a single cutoff function, fact that won’t allow to choose for $|p|$ values smaller than $\gamma^{h^*}$.

For a choice of the external momentum such that $p_\nu = 0$ for each $\nu \neq i$ and $p_i = \gamma^{h^*}$ (D.34) becomes:

$$
\Delta_0^{(h^*,h^*)}(k,p_i) = p_i k_0 \partial_i \tilde{u}_{h^*}(k^*)
$$

From a dimensional point of view, $k_0$ is the loop variable associated to the propagator at scale $h^*$. The derivative $\partial_i$ also falls on one of the internal propagator, on scale equal or greater than $h^*$. Then the dimensional estimate for (D.36) is (const.) $\gamma^{h^*}$.

**Vertices with $C_1(k,p)$**

The discussion for the squared vertex representing $C_1(k,p)$ follows the same ideas just presented:

$$
\Delta_1^{(h^*,h^*)}(k,p) = f_{h^*}(k+p)C_1(k,p)f_{h^*}(k)
$$

$$
= (k + p)^2 f_{h^*}(k)\tilde{u}_{h^*}(k) - k^2 f_{h^*}(k+p)\tilde{u}_{h^*}(k)
$$

$$
= p \cdot (p + 2k) [f_{h^*}(k)\tilde{u}_{h^*}(k) - p_0 \partial_{\nu}\tilde{u}_{h^*}(k^*)\tilde{u}_{h^*}(k)] + (k + p)^2 p_0 \partial_{\nu}\tilde{u}_{h^*}(k^*)
$$

If $p = (p_0,0)$ we get

$$
\Delta_1^{(h^*,h^*)}(k,p_0) = p_0 k^2 \partial_0 \tilde{u}_{h^*}(k^*)
$$
If $p_\nu = 0$ for each $\nu \neq i$ and $p_i = \gamma^h$ we get
\[
\Delta_1^{(h^*,h^*)}(k, p_i) = p_i (p_i + 2 k_i) \left[ f_{h^*}(k) \tilde{u}_{h^*}(k) - p_i \partial_i \tilde{u}_{h^*}(k) \tilde{u}_{h^*}(k) \right] \\
+ (k + p)^2 p_i \partial_i \tilde{u}_{h^*}(k^*)
\] (D.39)

We can conclude that $\tilde{J}_1 C_1(k, p_{\nu}) \psi_{k+p}^{(h^*)} \psi_{-k}^{(h^*)}$ has the same dimensional estimate then $|p_{\nu}| \mu_{h,i}^{J_1}$, with $i = 1, 2, 3$. The difference between the vertex $\mu_{h}^{J_1}$ and $\mu_{h}^{\tilde{J}_1}$ is the fact that in the last case in the contraction of the squared vertex with the two cutoff functions $f_{h^*}(k)$ coming from the propagators, one of the function is “lost”. This fact does not allow to choose $p_i = 0$ for each $i$. 
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We want to compare WIs at external momentum $|p| = \gamma^h$ rather than in $|p| = 0$ and how to prove that they are all subdominant in $h$ as $h \to -\infty$.

i) Quadratic local terms. We compare the values of the quadratic local terms

$$Q^h_h(p) = \{ A^h_h(p), B^h_h(p), E^h_h(p), Z^h_h(p) \}$$

localized in $|p| = \gamma^h$ with the local quadratic terms of the one-step potential appearing in the local WIs. We remind that the $Q^h_h(p)$ are obtained by inserting at each step of the multiscale integration the local quadratic part in the measure, as described in section 2.18. Due to this procedure each of the $Q^h_h(p)$ contains a dependence on the cutoff functions $\chi_{[h^*, j]}(p)$ with $h^* \leq j \leq h$. We will detail the discussion only for $Z_h$, the discussion for the other renormalization function being similar. We have:

$$Z^h_h(p) = Z^\gamma_h + \sum_{j=h^*}^h z_j \chi_{[h^*, j]}(p) \quad (D.40)$$

with $z_j = Z_{j-1} - Z_j$. For $k = \gamma^{h^*}$ each cutoff function is equal to one and we get

$$Z^{h^*} := Z^{h^*}(\gamma^{h^*}) = Z^\gamma_h + \sum_{j=h^*}^h z_j \quad (D.41)$$

We want to compare $Z^{h^*}$ with the local quadratic terms $\hat{Z}^{h^*}_h$ of the one-step potential for which the WIs have been derived. The iterative relation $\hat{Z}_{h-1} = \hat{Z}_h + \hat{z}_{h-1}$ holds and one gets $\hat{Z}^{h^*}_h = Z^\gamma_h + \sum_{j=h^*}^h \hat{z}_j$. Since $\hat{z}_j = z_j$ for each $j > h^*$ and $\hat{z}^{h^*}_h = o(Z^\gamma_h)$, as shown in appendix D.3, we get $\hat{Z}^{h^*}_h = Z^{h^*}_h$ at leading order.

ii) $\hat{W}_1^{(h)}_1(p)$ and kernels with one external field. In this section we describe how to prove that the difference between the kernels one-step potential appearing in the local WIs can be equivalently localized in $p_0 = \gamma^{h^*}$ or in zero, the difference being subdominant in the small parameter of the perturbation theory. Let first consider the kernel $\hat{W}_1^{(h)}_1(p_0)$ appearing in the WI for $E_h$. In this case we are interested in estimating the difference

$$\hat{W}^{(h)}_{n_i, n_i, \nu}(p_0) - \hat{W}^{(h)}_{n_i, n_i, \nu}(0) \quad (D.42)$$

with $p_0 = \gamma^{h^*}$ and $p_i = 0$ for all $i$’s. In order to do this it is sufficient to note that we can express $\hat{W}^{(h)}_{n_i, n_i, \nu}(0)$ as a sum over GN trees with external momentum $p_0 \neq 0$:

$$\hat{W}^{(h)}_{n_i, n_i, \nu}(0) = \hat{W}^{(h)}_{n_i, n_i, \nu}(p_0) + p_0 \partial_0 \hat{W}^{(h)}_{n_i, n_i, \nu}(p^*) \quad (D.43)$$

First of all we note that the trees contributing to $\partial_0 \hat{W}^{(h)}_{12}(p^*)$ have a short memory factor $\gamma^{(h-k)}$ due to the fact that the derivative $\partial_0$ acts on one of the internal
D.3 Localization in $\rho = 0$ vs $\rho = \gamma^h$

propagators on scale $k \geq h$, while the external $p$ lives on scale $h$. Then the dominant contribution to the r.h.s in (D.43) comes from the diagrams where there is at least a propagator at scale $h$. At this point it is sufficient to note that the trees contributing to $p_0 \partial_0 \hat{W}_{12}^\gamma(p^*)$ must have at least two vertices, due to the presence of the derivative. Then, with respect to the trees giving $\hat{W}_{12}^\gamma(p)$ or $\hat{W}_{12}^\gamma(0)$ we always have an extra vertex $\mu_h$ or $\lambda_h$, which means a small factor. In fact for each extra $\lambda_h$ or $\mu_h$ vertex we have a factor $(\lambda\sqrt{\tau}|h|)^{-1}$ in the three dimensional case and a factor $\lambda \lambda_s$ or $\gamma^2 \lambda \lambda_s$ in the two dimensional case.

The same result also holds for the kernels with external fields appearing in the WIs, e.g. $\mu^0_h$ and $\mu^0_h$, since their flow is controlled by comparison with the flow of $\mu_h$.

iii) Kernels vanishing at $|p| = 0$. The WIs calculated at zero external momentum differs with respect to the ones calculated at non zero momentum also because there are some terms which are zero if $|p| = 0$. For example, the (formal) local WI for $E_h$ is obtained by deriving the identity

$$\hat{W}_{03}^\gamma(k, p_0) + \hat{W}_{11}^\gamma(-k) - \hat{W}_{11}^\gamma(k + p_0) = p_0 \hat{W}_{02}^\gamma(k, -k - p_0)$$

with respect to the external momentum $p_0$ in $J_0$. For $k = (0, 0)$ and $p_0 = 0$ the kernel $W_{03}^\gamma(0, 0) = 0$ is zero by parity reasons. This can be seen immediately at level of one–loop calculations. In fact, denoting with $q$ the loop integral, we have

$$W_{03}^\gamma(0, p_0) = \int d\nu_0 d\nu q \frac{(p_0 + q_0)q^2}{D_\nu(q)D_\nu(p_0 + q)}$$

where the term proportional to $q_0$ is zero for parity reasons; then the integral is equal to zero as soon as $p_0 = 0$. If $p_0 \neq 0$ the kernel $W_{03}^\gamma(0, p_0) \neq 0$ but since $p_0 = \gamma^h$ it is dimensionally smaller than the dominant terms appearing in the WI.

iv) Discrete derivatives. If $p_\nu = \gamma^h$ all the derivative with respect to $p_\nu$ we have performed to obtain the formal local WIs are discrete derivatives. However, since we are only considering the dominant behavior in $\gamma^h$ as $h^* \to -\infty$ the difference between the discrete derivative and the derivative taken in $p_\nu = 0$ is subdominant. As an example consider the following one–loop computation:

$$\frac{1}{p_0^2} \left( W_{02}^\gamma(0) - W_{02}^\gamma(p_0) \right) = b_h \int d^{d+1}q \frac{q_0^2}{D_h(q) D_h(p_0 + q)}$$

We see that the difference between the discrete derivative and $\partial_0 W_{22}^\gamma(p)$ stays in the denominator, which is $D_h(q + p_0) = D_h(q) + b_h p_0 (p_0 + 2)$ instead of $D_h^2(q)$. However being $|p_0| = \gamma^h$ with $h \geq h^*$ this difference is subdominant.
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D.4.1 Initial values of the RCC with external field $\tilde{J}$

Lowest order computation of $\mu_{-1}^{\tilde{J}_0}$

The running coupling constant $\mu_{-1}^{\tilde{J}_0}$ is given by the contraction of the correction term $C_0(k, p) (\psi^{d}_{k+p} \psi^{d}_{-k} + \psi^{d}_{k+p} \psi^{d}_{-k})$ at scale $h = 0$. The leading order diagrams contributing to $\mu_{-1}^{\tilde{J}_0}$ are shown in fig. D.2, with the squared vertex representing the kernel $C_0(k, p)$:

$$C_0(k, p) = \frac{1}{2} \left[ (k_0 + p_0) (\chi_{[h,^0]}^{-1}(k + p) - 1) - k_0 (\chi_{[h^*, 0]}^{-1}(k) - 1) \right]$$ (D.47)

Here $\chi_{[h^*, 0]}(k) = \chi_0(k) - \chi_{h^*-1}(k)$ with

$$\chi_h(k) = \begin{cases} 1 & k_0^2 + |\kappa|^4 \leq \frac{2}{\gamma^{2h+1}} \gamma^{2h} \\ 0 & k_0^2 + |\kappa|^4 \geq \frac{2}{\gamma^{2h+1}} \gamma^{2h+1} \end{cases}$$ (D.48)

with $\gamma$ a fixed number greater than 1. With these definitions $\chi_{[h^*, 0]}(k)$ is different from zero in the interval $[\frac{2}{\gamma^{2h+1}} \gamma^{2(h^*-1)}, \frac{2}{\gamma^{2h+1}} \gamma^{2h}]$. Summing the four diagrams in fig. D.2, taking into account the combinatorial factors associated to them, we get:

$$\mu_{-1}^{\tilde{J}_0} = - \lim_{p_0 \to 0} \frac{1}{p_0} 16 (\lambda \varepsilon^{-1}) \tilde{\lambda}_0 \int d^4 \kappa \frac{f_0(k + p)f_0(k, p)}{D_0(k + p)D_0(k)} |\kappa|^4 - k_0 (k_0 + p_0)$$ (D.49)

with $\tilde{\lambda}_0 = \varepsilon / 16$, $f_0(k) = \chi_0(k) - \chi_{-1}(k)$ and $D_0(k) = k_0^2 + |\kappa|^4$. Let's define the function:

$$u_0(k) = f_0(k)(\chi_{[h^*, 0]}^{-1}(k) - 1) = \begin{cases} 1 - f_0(k) & \text{if } \frac{2}{\gamma^{2h+1}} \gamma^{2h} \leq k_0^2 + |\kappa|^4 \leq \frac{2}{\gamma^{2h+1}} \gamma^{2h+1} \\ 0 & \text{otherwise} \end{cases}$$ (D.50)

We can easily extract $p_0$ from the integral in (D.49) using (D.19):

$$f_0(k + p)f_0(k)C_0(k, p) = p_0 [f_0(k)u_0(k + p) + k_0 \partial_0 u_0(k)] + p_0^2 f_0(k) \partial_0 f_0(k)$$

$$= p_0 [f_0(k)u_0(k + p) + 2k_0^2 u_0'(k) + p_0^2 f_0(k) \partial_0 f_0(k)]$$ (D.51)

Here we have used that $\partial_0 u_0(k) = 2k_0 u_0'$, being $u_0(k) \equiv u_0(k_0 + |\kappa|^4)$. Taking the limit $p_0 \to 0$ we get:

$$\mu_{-1}^{\tilde{J}_0} = - \lambda \int \frac{d^{d+1} k}{(2\pi)^{d+1}} \left( f_0(k)u_0(k) + 2k_0^2 u_0'(k) \right) \frac{|\kappa|^4 - k_0^2}{(|\kappa|^4 + k_0^2)^2}$$ (D.52)

In the following we will denote with $t_0(k) = f_0(k)u_0(k)$.
1. Three dimensions

Using spherical coordinates for the variable $\mathbf{k}$ we get:

$$
\mu^j_0 = -\lambda \frac{4\pi}{(2\pi)^4} \int_{-\infty}^{+\infty} dk_0 \int_{0}^{+\infty} |\mathbf{k}^2| \left| t_0(k) + 2k_0^2 u_0' \right| \frac{|\mathbf{k}|^4 - k_0^2}{(|\mathbf{k}|^4 + k_0^2)^2} \quad (D.53)
$$

Since the cutoff functions $t_0(k)$ and $u_0'(k)$ are functions of $\{k^4 + k_0^2\}$ it is convenient to make the change of variables $|\mathbf{k}|^2 = y$

$$
\mu^j_0 = -\lambda \frac{4\pi}{(2\pi)^3} \int_{0}^{+\infty} dy \sqrt{y} \frac{y^2 - k_0^2}{(y^2 + k_0^2)^\nu} \left( t_0(y^2 + k_0^2) + 2k_0^2 u_0' \right) \quad (D.54)
$$

and then pass to polar coordinates, that is

$$
y = \rho \sin \alpha; \quad k_0 = \rho \cos \alpha \quad \alpha \in [0, \pi] \quad (D.55)
$$

$$
\frac{\mu^j_0}{\lambda} = -\frac{1}{4\pi^3} \int_{0}^{+\infty} \rho d\rho \int_{0}^{\pi/2} d\psi \sqrt{\rho \sin \alpha} \frac{\rho^2 (\sin^2 \alpha - \cos^2 \alpha)}{\rho^4} \left( t_0(\rho) + 2\rho^2 u_0' \cos^2 \alpha \right)
$$

$$
= \frac{1}{8\pi^3} \int_{0}^{+\infty} \rho d\rho t_0(\rho) \int_{0}^{\pi/2} d\psi \sqrt{\rho \sin \alpha} (\cos^2 \alpha - \sin^2 \alpha)
$$

$$
+ \frac{1}{4\pi^3} \int_{0}^{+\infty} \rho d\rho u_0'(\rho) \int_{0}^{\pi/2} d\psi \sqrt{\rho \sin \alpha} (\cos^2 \alpha - \sin^2 \alpha) 2 \cos^2 \alpha
$$

$$
= -\frac{1}{8\pi^3} \frac{\Gamma^2\left(\alpha \frac{-1}{4}\right)}{20 \sqrt{2\pi}} \int_{0}^{+\infty} \rho d\rho t_0(\rho) + \frac{1}{8\pi^3} \frac{\Gamma^2\left(\alpha \frac{-1}{4}\right)}{15 \sqrt{2\pi}} \int_{0}^{+\infty} \rho d\rho u_0'(\rho)
$$

$$
= \frac{1}{8\pi^3} \frac{\Gamma^2\left(\alpha \frac{-1}{4}\right)}{60 \sqrt{2\pi}} \int_{0}^{+\infty} \rho d\rho \left( -3 \rho^{\frac{1}{2}} t_0(\rho) + 4 \rho^{\frac{3}{2}} u_0'(\rho) \right) \quad (D.56)
$$

Approximating in the result the cutoff functions $t_0(\rho)$ and $u_0'(\rho)$ by the characteristic function of the set $\{\frac{2}{\sqrt{\pi}+1} \leq k^4 + k_0^2 \leq \frac{2\pi^2}{\sqrt{\pi}+1}\}$ we get

$$
\frac{\mu^j_0}{\lambda} = \frac{1}{8\pi^3} \frac{\Gamma^2\left(\alpha \frac{-1}{4}\right)}{30 \sqrt{2\pi}} \left( -3 \rho^{\frac{1}{2}} + 4 \rho^{\frac{3}{2}} \right) \left( \frac{2\pi^2}{\sqrt{\pi}+1} \right)^\frac{1}{2}
$$

$$
= \frac{1}{8\pi^3} \frac{\Gamma^2\left(\alpha \frac{-1}{4}\right)}{30 \sqrt{2\pi}} \frac{2^{\frac{1}{4}}}{(\gamma^2 + 1)^{\frac{1}{4}}} \left( \gamma^{\frac{1}{2}} (5 \gamma^2 + 1) + 3 \gamma^2 - 5 \right) \quad (D.57)
$$

which is positive for all $\gamma > 1$.

2. Two dimensions

Using spherical coordinates for the variable $\mathbf{k}$ we get:

$$
\mu^j_0 = -\lambda \frac{2\pi}{(2\pi)^3} \int_{-\infty}^{+\infty} dk_0 \int_{0}^{+\infty} |\mathbf{k}|^2 d|\mathbf{k}| \left( t_0(k) + 2k_0^2 u_0' \right) \frac{|\mathbf{k}|^4 - k_0^2}{(|\mathbf{k}|^4 + k_0^2)^2} \quad (D.58)
$$
With the changes of variables $|k|^2 = y$

$$\mu_0^J = - \frac{\lambda}{4\pi^2} \int_0^{+\infty} dk_0 \int_0^{+\infty} dy \frac{y^2 - k_0^2}{(y^2 + k_0^2)^2} \left( t_0(y^2 + k_0^2) + 2k_0^2u'_0 \right) \quad (D.59)$$

and then (D.55) we get

$$\frac{\bar{\mu}_0^J}{\lambda} = \frac{1}{4\pi^2} \int_0^{+\infty} \frac{d\rho}{\rho} t_0(\rho) \int_0^{\pi/2} d\alpha \left( \cos^2 \alpha - \sin^2 \alpha \right)$$

$$+ \frac{1}{4\pi^2} \int_0^{+\infty} \rho d\rho u'_0(\rho) \int_0^{\pi/2} d\alpha \cos^2 \alpha (\cos^2 \alpha - \sin^2 \alpha)$$

$$= \frac{1}{32\pi^2} \rho^2 \left( \frac{\gamma^2 + 1}{\gamma} \right)^{1/2} = \frac{1}{16\pi} \gamma^2 + 1 \quad (D.60)$$

which is positive for each $\gamma > 1$.

**Lowest order computation of of $\mu_{J-1}^\tilde{J}$**

The lowest order computation of the beta function of $\bar{\mu}_0^\tilde{J}$ is similar to the one done in sec. B.3.2 for $\bar{\mu}_h^{\tilde{J}_1}$. One finds that the second order diagrams contributing to $\bar{\mu}_{J-1}^\tilde{J}$ cancel among them and that the first non trivial contribution is given by the third order diagrams, which give

$$\bar{\mu}_{J-1}^\tilde{J} = O(\lambda \varepsilon^d) \quad d = 2, 3 \quad (D.61)$$

By studying the flow equation for $\bar{\mu}_{h}^{\tilde{J}_1}$ one finds

$$\bar{\mu}_{h}^{\tilde{J}_1} = \bar{\mu}_{J-1}^{\tilde{J}} \left( 1 + O(\lambda \varepsilon^{\frac{1}{2}}) \right) \quad d = 3$$

$$\bar{\mu}_{h}^{\tilde{J}_1} = \bar{\mu}_{J-1}^{\tilde{J}} \left( 1 + O(\lambda) \right) \quad d = 2 \quad (D.62)$$

with $\mu_{h}^{\tilde{J}_1} = \varepsilon^2 \bar{\mu}_{h}^{\tilde{J}_1}$ in 3d and $\mu_{h}^{\tilde{J}_1} = \varepsilon^2 \bar{\mu}_{h}^{\tilde{J}_1}$ in 2d.
D.4 Explicit computations

\[ \hat{W}_{02}(p) = \hat{W}_{02}(0) = \hat{J}_0 + \hat{J}_1 \]

Figure D.3. Local WI for \( A_h \)

D.4.2 (Non formal) Local WI for \( A_h \)

The local WI useful to establish that \( A_h = 1 + o(1) \) is

\[
\sqrt{2} [\hat{W}^{(h)}_{02}(k) - \hat{W}^{(h)}_{02}(0)] = \hat{W}^{(h)}_{01:0}(k) - \hat{W}^{(h)}_{01:1}(k) \quad (D.63)
\]

where \( \hat{W}^{(h)}_{01:0}(k) \) and \( \hat{W}^{(h)}_{01:1}(k) \) defined at pag. 126. The identity (D.63) is pictorially represented in fig. D.3, where the shaded squared vertices attached to the fields \( \hat{J}_0 \) and \( \hat{J}_1 \) represent \( T_0(k,p) \) and \( T_1(k,p) \) respectively:

\[
T_0(k,p) = \frac{1}{2} \left[ (k_0 + p_0) \chi_h^{-1}(k + p) - k_0 \chi_h^{-1}(k) \right]
\]

\[
T_1(k,p) = \left[ (k + p)^2 \chi_h^{-1}(k + p) - k^2 \chi_h^{-1}(k) \right] \quad (D.64)
\]

At the main order in \( \varepsilon \) the diagrams contributing to \( \hat{W}^{(h)}_{02} \), \( \hat{W}^{(h)}_{02:0} \) and \( \hat{W}^{(h)}_{02:1} \) are shown in fig. D.4. An explicit computation gives:

\[
\hat{W}^{(h)}_{02}(p) - W^{(h),t}_{02} = -2 \lambda \varepsilon^{-\frac{3}{2}} \mu_h \int \frac{d^4k}{(2\pi)^4} \chi_h(k + p) \chi_h(k) \left[ \frac{(k + p)^2 + \chi_h(k + p)}{D_h(k + p)} \right] \]

\[
\hat{W}^{(h)}_{01:0}(p) = -4 \lambda \varepsilon^{-\frac{3}{2}} \mu_h \frac{1}{2} \int \frac{d^4k}{(2\pi)^4} \left[ (k_0 + p_0) \chi_h(k) - k_0 \chi_h(k + p) \right] \frac{(k + p)^2 \chi_h(k) - k^2 \chi_h(k + p)}{D_h(k + p)} \]

\[
\hat{W}^{(h)}_{01:1}(p) = -2 \lambda \varepsilon^{-\frac{3}{2}} \mu_h \int \frac{d^4k}{(2\pi)^4} \left[ (k + p)^2 \chi_h(k) - k^2 \chi_h(k + p) \right] \frac{(k + p)^2 \chi_h(k + p) - (k_0 + p_0)k_0}{D_h(k + p)} \quad (D.65)
\]

with \( W^{(h),t}_{02} \) the contribution to \( \hat{W}^{(h)}_{02}(p) \) coming from the tadpole and

\[
D_h(k) = (k^2 + \chi_h(k)) k^2 + k_0^2 \quad (D.66)
\]

Using the symmetry with respect to the change of variables:

\[
k + p \rightarrow -k \\
-k \rightarrow k + p
\]
\[ \beta^h_{02} = \begin{array}{c} \includegraphics[width=0.2\textwidth]{figure}\  -\frac{1}{2} \ 2 \ 2 \\ + \  -\frac{1}{2} \ 2 \ 2 \end{array} + \begin{array}{c} \includegraphics[width=0.2\textwidth]{figure}\ \end{array} \] (4.2)

\[ \beta^h_{02;0} = \begin{array}{c} J_0 \includegraphics[width=0.2\textwidth]{figure}\ -\frac{1}{2} \ 2 \ 2 \ 2 \\ + \ -\frac{1}{2} \ 2 \ 2 \ 2 \end{array} \]

\[ \beta^h_{02;1} = \begin{array}{c} \partial_x \includegraphics[width=0.2\textwidth]{figure}\ -\frac{1}{2} \ 2 \ 2 \\ + \ -\frac{1}{2} \ 2 \ 2 \end{array} \]

Figure D.4. Beta function for \( W^{(h)}_{02}, \ W^{(h)}_{02;0} \) and \( W^{(h)}_{02;1} \) \( h \leq \bar{h} \), at leading order in \( \epsilon \). The shaded vertices represent \( T_0(k, p) \) and \( T_1(k, p) \), see (D.64) for a definition.

the validity of (D.63) at the one-loop level is immediately proven:

\[ W^{(h)}_{02} (p) - W^{(h)}_{02} (0) = -\lambda \epsilon^{-\frac{3}{2}} \mu_h \int \frac{d^4k}{(2\pi)^4} \frac{1}{D_h(k)D_h(k + p)} \left[ k_0^2 \left( \chi_h(k + p) - \chi_h(k) \right)^2 + \left( \chi_h(k + p)k^2 - \chi_h(k)(k + p)^2 \right)^2 \right] \]

\[ W^{(h)}_{01;1} (p) = -\lambda \epsilon^{-\frac{3}{2}} \mu_h \int \frac{d^4k}{(2\pi)^4} \frac{1}{D_h(k)D_h(k + p)} \left( \chi_h(k + p)k^2 - \chi_h(k)(k + p)^2 \right)^2 \]

\[ W^{(h)}_{01;0} (p) = -\lambda \epsilon^{-\frac{3}{2}} \mu_h \int \frac{d^4k}{(2\pi)^4} \frac{1}{D_h(k)D_h(k + p)} k_0^2 \left( \chi_h(k + p) - \chi_h(k) \right)^2 \] (D.67)
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