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Abstract

We use large-scale Monte Carlo simulations to obtain comprehensive results for domain growth and aging in the random field XY model in dimensions $d = 2, 3$. After a deep quench from the paramagnetic phase, the system orders locally via annihilation of topological defects, i.e., vortices and anti-vortices. The evolution morphology of the system is characterized by the correlation function and the structure factor of the magnetization field. We find that these quantities obey dynamical scaling, and their scaling function is independent of the disorder strength $\Delta$. However, the scaling form of the autocorrelation function is found to be dependent on $\Delta$, i.e., superuniversality is violated. The large-$t$ behavior of the autocorrelation function is explored by studying aging and autocorrelation exponents. We also investigate the characteristic growth law $L(t, \Delta)$ in $d = 2, 3$, which shows an asymptotic logarithmic behavior: $L(t, \Delta) \sim \Delta^{-\varphi} (\ln t)^{1/\psi}$, with exponents $\varphi, \psi > 0$.
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I. INTRODUCTION

The equilibrium properties of spin systems with continuous symmetry (comprised of \( n \)-component spins) and quenched disorder have received some attention over the years. They have been proposed and studied as models for various experimental systems, e.g., vortex lattices in type-II superconductors, charge-density waves in the presence of random pinning, liquid crystals in porous media, amorphous ferromagnets with random anisotropy, etc. These systems are highly sensitive to quenched disorder in low dimensions. Thus, interest has focused on how disorder affects the phase transitions in the corresponding disorder-free systems.

A text-book example of spin systems is the Ising model, where the spins sitting at lattice sites can take discrete values +1 or −1, and the Hamiltonian possesses a \( \mathbb{Z}_2 \) symmetry. In the absence of disorder, the Ising model in dimension \( d \geq 2 \) shows a second-order phase transition at non-zero temperature, i.e., ferromagnetic long-range order (LRO) exists below a critical temperature. The generalization of the Ising model in terms of vector spins \( (n > 1) \) is invariant under a \( O(n) \) transformation, e.g., XY \( (n = 2) \) model and Heisenberg \( (n = 3) \) model. In the XY model, the spins are free to take any value on a circle. In the Heisenberg model, the spins can take values on the surface of a sphere. In both systems, a low-temperature LRO phase arises only for \( d \geq 3 \). However, the XY model in \( d = 2 \) exhibits a special phase transition known as the Berezinskii-Kosterlitz-Thouless (BKT) transition at non-zero temperature \( T_{\text{BKT}} \). For \( T < T_{\text{BKT}} \), the system exhibits a phase with so-called quasi-long-range order (QLRO).

The presence of quenched randomness in terms of an on-site random pinning field has strong effects on the low-temperature properties of the above systems. In the Ising model with random field disorder, no LRO exists at a non-zero temperature in dimension \( d \leq 2 \). On the other hand, for random-field problems with \( n > 1 \), the
heuristic arguments of Imry and Ma [13], and rigorous analysis [14] have shown that there is no LRO in dimension $d < 4$. In disordered XY models, it is natural to ask whether there is any low-temperature QLRO phase analogous to the $d = 2$ pure XY system.

In particular, for XY systems with a quenched random field, i.e., the random field XY model (RFXYM) as defined below, this question has been the subject of considerable discussion. Studies based on replica-symmetry breaking arguments [3, 15] and other theoretical approaches [16–19] have argued for the existence of QLRO at low disorder in the form of a Bragg glass phase. Numerical studies [20–23] predicted a similar topological phase transition to a pinned vortex free phase at a non-zero critical field strength $\Delta_c(T)$ in $d = 3$ RFXY systems. In $d = 2$, this phase was shown to occur only at $\Delta_c = 0$. The work of Tissier and Tarjus [24–26] contradicts the above predictions. Using the functional renormalization group approach, they claim that the lower critical dimension $d^l_c$ for the QLRO phase is 3.9, i.e., there is no QLRO in $d = 2, 3$ RFXY systems.

The RFXYM [20–23, 27] is a disordered spin model, where a two-component vector spin $S_i$ and quenched (static) random field $\epsilon_i$ are placed at each site $i$ of the lattice. The Hamiltonian for the RFXYM with $N$ spins is given as

$$H = -J \sum_{\langle ij \rangle} S_i \cdot S_j - \Delta \sum_{i=1}^{N} \epsilon_i \cdot S_i$$

$$= -J \sum_{\langle ij \rangle} \cos(\theta_i - \theta_j) - \Delta \sum_{i=1}^{N} \cos(\phi_i - \theta_i). \quad (1)$$

Here, each spin $S_i = (\cos \theta_i, \sin \theta_i)$ and random field $\epsilon_i = (\cos \phi_i, \sin \phi_i)$ are unit vectors, described by the angle variables $\theta_i$ and $\phi_i$, respectively. The strength of the ferromagnetic exchange coupling is $J > 0$. The subscript $\langle ij \rangle$ denotes a sum over all nearest-neighbor pairs. The quenched random field variables $\{\phi_i\}$ are drawn uniformly in the interval $(0, 2\pi)$, and the parameter $\Delta$ defines the disorder strength.
Depending upon how quenched disorder couples to an XY system, there are several versions of the disordered XY model, such as the random-bond XY model \( \text{RBXYM} \) \cite{28, 30}, random-phase XY model \cite{31}, site-diluted XY model \cite{32, 33}, or bond-diluted XY model \cite{34}. The phase transitions in these variants are reasonably well-understood in lower dimensions. The case of the RFXYM is quite different. After several decades of intense investigation, the low-temperature ordered phase in the RFXYM still remains a mystery.

After a deep quench from the high-temperature paramagnetic phase, spin systems locally order via annihilation of topological defects in order to minimize their free energy. The coarsening process is characterized by a time-dependent length scale \( L(t) \), which is the \textit{domain size} or the \textit{inverse defect density}. In scattering experiments, this can be obtained as the inverse peak of the time-dependent structure factor. In simulations, it is usually calculated as the typical decay scale of the order-parameter correlation function. If the system exhibits LRO in its low-temperature equilibrium state, the ordering length scale \( L(t) \to \infty \) for infinite system size. On the other hand, in the absence of LRO, the equilibration proceeds till \( L(t) \) becomes comparable to \( \xi(T) \), where \( \xi(T) \) is the equilibrium correlation length at quench temperature \( T \). Recall that, in the Ising system, \( \xi(T) \) measures the thickness of domain walls between bulk domains and diverges at the critical point \cite{35}.

In the presence of random external fields, defects are locally pinned, resulting in slow dynamics of the system \cite{36}. In this paper, we study the ordering dynamics of the RFXYM for \( d < 4 \) after an instantaneous quench. In the pure \( d = 2 \) XY model, \( L(t) \sim (t / \ln t)^{1/2} \) \cite{37}. In \( d = 3 \), the XY growth law is the conventional Lifshitz-Allen-Cahn (LAC) law, \( L(t) \sim t^{1/2} \) \cite{38, 39}. In this paper, we investigate the nature of the asymptotic growth law in the presence of quenched disorder. Apart from the growth laws, the ordering kinetics of spin systems has many other interesting characteristics, e.g., dynamical scaling of the correlation function and structure.
factor, aging phenomena in two-time quantities, etc. The inclusion of quenched disorder in the system raises several important questions, e.g., robustness of the scaling functions, effects on aging behavior, etc.

The major observations of our present study are as follows.
(1) The correlation function and structure factor of the magnetization field exhibit dynamical scaling at all disorder values in $d = 2, 3$. Further, the scaling functions are found to be independent of disorder.
(2) The autocorrelation functions scale for all values of disorder. However, the scaling functions depend on the disorder amplitude, showing the violation of superuniversality.
(3) The asymptotic growth law $L(t)$ is logarithmic in $d = 2, 3$.

This paper is organized as follows. In Sec. II, we present simulation details. We also discuss the framework for studying domain growth in disordered systems. In Sec. III, we present detailed numerical results for $d = 2, 3$. Finally, in Sec. IV, we conclude this paper with a summary and discussion of our findings.

II. SIMULATION DETAILS AND METHODOLOGY

We study ordering and aging in the RFXYM on cubic lattices in $d = 2, 3$ with periodic boundary conditions in all directions. Initially, the system is prepared in a high-temperature disordered phase by assigning random initial orientations to each spin $\theta_i \in (0, 2\pi)$. The critical temperatures (in units of $J/k_B$) for a pure XY system are $T_{BKT} \simeq 0.89$ in $d = 2$ [40, 41]; and $T_c \simeq 2.202$ in $d = 3$ [42]. At time $t = 0$, we rapidly quench the RFXYM to $T = 0.2$ in $d = 2$, and $T = 0.5$ in $d = 3$. We evolve the system up to $t = 10^6$ Monte-Carlo steps (MCS) via the conventional Metropolis algorithm [43] with non-conserved kinetics. A randomly chosen spin $S_i$ is given a small random rotation $\delta \in (-0.1, 0.1)$ to a state $S_i'$. The new state
with angle $\theta'_i = \theta_i + \delta$ is accepted with the Metropolis transition probability $W = \min\{1, \exp(-\delta \mathcal{H}/k_B T)\}$. Here, $\delta \mathcal{H}$ refers to the change in energy resulting from the change $S_i \rightarrow S'_i$, i.e.,

$$\delta \mathcal{H} = (S_i - S'_i) \cdot \left( J \sum_{L_i} S_{L_i} + \Delta \epsilon_i \right),$$

(2)

where $L_i$ denotes the nearest neighbors of site $i$. As usual, one MCS refers to $N$ attempts at spin updates.

In the XY system, the in-plane rotation of the spins allows the formation of stable topological defects like vortices and anti-vortices. These defects are non-trivial zeros of the magnetization field [44, 45], with a core where the magnetization field vanishes. In $d = 2$ the defect core is a point object, while in $d = 3$ it extends to form vortex and anti-vortex strings. We identify these defects in a $d = 2$ spin configuration by finding winding numbers $w$ on the square plaquettes of the lattice:

$$w = \frac{1}{2\pi} \oint_C \nabla \theta \cdot dl,$$

(3)

where the contour $C$ is chosen counter-clockwise. The usual convention is that the plaquette has a vortex (or anti-vortex) if $w = +1$ (or $-1$). Notice that an anti-vortex is the counterpart of a vortex and has the same energetic cost. At high temperatures, unbound vortices and anti-vortices are free-energetically favorable. At low temperatures, these exist only as tightly bound vortex-anti-vortex pairs. When a vortex and anti-vortex come close, they annihilate and leave behind a local region of homogeneous magnetization [46]. Therefore, after a quench from high to low temperatures, the XY system evolves to the new equilibrium state via the annihilation of vortex and anti-vortex defects.

From the evolution morphology $\{S_i(t)\}$ at a certain $t$, we determine the correlation
function $C(r, t)$, defined as

$$C(r, t) = \frac{1}{N} \sum_{R} \left[ \langle S_{R}(t) \cdot S_{R+r}(t) \rangle - \langle S_{R}(t) \rangle \cdot \langle S_{R+r}(t) \rangle \right],$$

where $\langle ... \rangle$ denotes an average over independent initial conditions and disorder realizations. As our system is homogeneous and isotropic, $C(r, t)$ can be spherically averaged to make it directionally independent, say $C(r, t)$. This quantity exhibits dynamical scaling if the system is characterized by a single length scale $L(t)$ \[44\], i.e.,

$$C(r, t) = f \left( \frac{r}{L(t)} \right),$$

where $f(x)$ is a scaling function. In experiments, one usually measures the structure factor $S(k, t)$, which is the Fourier transform of $C(r, t)$. The spherically-averaged structure-factor $S(k, t)$ has the scaling form:

$$S(k, t) = L(t)^d g(kL(t)),$$

where $g(p)$ is the scaling function.

Bray and Puri \[47\], and Toyoki \[48\] (BPT) have predicted the asymptotic form of $f(x)$ for a disorder-free system with $O(n)$ symmetry:

$$f_{\text{BPT}}(x) = \frac{n \gamma}{2 \pi} B \left( \frac{n + 1}{2}; \frac{1}{2} \right)^2 F \left( \frac{1}{2}; \frac{1}{2}; \frac{n + 2}{2}, \gamma^2 \right).$$

Here, $\gamma = \exp(-x^2)$, $B(a, b) = \Gamma(a)\Gamma(b)/\Gamma(a+b)$ is the beta function, and $F(a, b; c; z)$ is the hypergeometric function. This scaling function for short distances $r \ll L$ contains a singular term of order $(r/L)^n$ for odd $n$, with an additional $\ln(r/L)$ factor for even $n$ \[47, 48\]. This implies, through simple power counting, a power-law tail in the structure factor, i.e., $g(p) \sim p^{-(d+n)}$ for $kL \gg 1$. This is referred to as the generalized Porod law \[49, 50\].
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Another nonequilibrium quantity of interest is the \textit{two-time autocorrelation function}, defined as

\[ A(t, t_w) = \frac{1}{N} \sum_{i=1}^{N} \left[ \langle {S}_i(t_w) \cdot {S}_i(t) \rangle - \langle {S}_i(t_w) \rangle \cdot \langle {S}_i(t) \rangle \right], \tag{8} \]

where \( t_w < t \) is the \textit{waiting time}. This quantity is crucial for studying the aging behavior \cite{51}, i.e., how the relaxation processes slow down as the system ages. In general, the quantity \( A(t, t_w) \) is known to consist of two distinct parts, namely a \textit{stationary part} \( A_{\text{st}} \) and an \textit{aging part} \( A_{\text{ag}} \) \cite{51,52}. The stationary part corresponds to equilibrium fluctuations, and exhibits \textit{time-translational invariance} (TTI). Thus, it depends only on the time-difference \( t - t_w \) and contributes when \( t - t_w \ll t_w \). For large time separations \( (t - t_w \gg t_w) \), the system shows aging, which is accompanied by the loss of TTI and a breakdown of the \textit{fluctuation-dissipation theorem} (FDT). The aging contribution has the scaling form \cite{51,53}:

\[ A_{\text{ag}}(t, t_w) = h \left( \frac{L(t)}{L(t_w)} \right), \tag{9} \]

where \( h(y) \sim y^{-\lambda_C} \) for \( y \gg 1 \) and the exponent \( \lambda_C \) is known as the \textit{autocorrelation exponent} \cite{54}.

Let us next discuss the framework for analyzing the asymptotic behavior of \( L(t) \). We define \( L(t) \) as the distance over which \( C(r,t) \) decays to 0.2 of its maximum value, i.e., \( C(L, t) = 0.2 \times C(0, t) \). (For notational convenience, we write \( L(t, \Delta) \) as \( L(t) \), except when the discussion requires the \( \Delta \)-dependence.) Lippiello et al. \cite{55–57} developed a novel method to study the crossover of \( L(t, \Delta) \) from an early-time algebraic behavior \( (L \sim t^{1/z}) \) to the asymptotic behavior in the presence of disorder \( \Delta \). In their formulation,

\[ L(t, \Delta) = t^{1/z} \mathcal{F}(\Delta t^{1/\varphi}), \tag{10} \]
where $\mathcal{F}(x)$ is the crossover function which dominates at long times. Thus,

$$
\mathcal{F}(x) \sim x^{-\varphi/z} \tilde{\mathcal{F}}(x^\varphi), \quad x \to \infty,
$$

with the crossover exponent $\varphi > 0$. In the inverted form, this scaling hypothesis for $L(t, \Delta)$ can be rewritten as

$$
t = L^z \mathcal{G}(L/\ell),
$$

with the crossover length $\ell \sim \Delta^{-\varphi/z}$. The scaling function $\mathcal{G}(y)$ behaves as

$$
\mathcal{G}(y) = \text{constant}, \quad y \ll 1,
$$

$$
= y^{-z} \tilde{\mathcal{G}}(y), \quad y \gg 1,
$$

At $y \simeq 1$, i.e., $L(t, \Delta) \sim \ell(\Delta)$, a crossover occurs from the early-time algebraic behavior to the asymptotic regime. The function $\mathcal{G}(y)$ is related to $\mathcal{F}(x)$ as $\mathcal{G}(y) = [\mathcal{F}(x)]^{-z}$, with $\tilde{\mathcal{G}}(y) = \tilde{\mathcal{F}}^{-1}(y)$ being the inverse of $\tilde{\mathcal{F}}$.

The significant quantity to predict the asymptotic growth is the effective dynamic exponent, defined as

$$
z_{\text{eff}}(t, \Delta) = \left[ \frac{\partial \ln L(t, \Delta)}{\partial \ln t} \right]^{-1}.
$$

The corresponding growth exponent is $\theta_{\text{eff}} = 1/z_{\text{eff}}$. Using Eq. (12), $z_{\text{eff}}$ can be expressed in terms of $y = L/\ell$ as

$$
z_{\text{eff}}(y) = \frac{\partial \ln t}{\partial \ln L} = z + \frac{\partial \ln \mathcal{G}(y)}{\partial \ln y}.
$$

Then, using Eq. (13), we obtain

$$
z_{\text{eff}}(y) = z, \quad y \ll 1,
$$

$$
= \frac{\partial \ln \tilde{\mathcal{G}}(y)}{\partial \ln y}, \quad y \gg 1.
$$
The condition $y \gg 1$ corresponds to the late-time behavior, which requires us to understand the function $\tilde{G}(y)$. Thus, we need to obtain $\tilde{G}(y)$ from the numerical data to determine the asymptotic form of the growth law.

In the next section, we present numerical results from our simulations in $d = 2, 3$. The system sizes are $N = 1024^2$ in $d = 2$, and $128^3$ in $d = 3$. The statistical data is averaged over 25 independent runs in $d = 2$, each with different initial configurations of spins $\{S_i(0)\}$ and random fields $\{\epsilon_i\}$. The random field configuration is fixed for a run. In $d = 3$, we perform 20 independent runs. We study the scaling behavior of all quantities introduced in this section.

III. DETAILED NUMERICAL RESULTS

A. $d=2$ RFXYM

Let us start by presenting some evolution snapshots in terms of topological defects like vortices and anti-vortices. Fig. 1 shows the typical snapshots of vortex/anti-vortex evolution in the RFXYM for $\Delta = 0.1$ with the evolution time $t$ in MCS. The defect density decreases with time, i.e., the system becomes more ordered via the annihilation of vortices and anti-vortices. However, unlike the Ising model where the magnetization is approximately homogeneous inside the domains (+1 or −1), the “domains” in the XY model are identified by the separation between different defect pairs. The spins are approximately parallel at the boundaries between defects, and they rotate strongly at defect cores (See the vector plots in Appendix A).

In Fig. 2 we show the $\{\theta_i\}$ configurations at a fixed $t = 10^6$, and for different $\Delta$: 0.1, 0.2 and 0.4. Each $\theta_i \in (0, 2\pi)$ and is colored according to three different windows of equal size. These small windows are specified in the figure caption. A junction point of the three colors corresponds to a vortex or anti-vortex, depending
FIG. 1: Evolution snapshots of defects in the $d = 2$ RFXYM with $\Delta = 0.1$. The vortices and anti-vortices are labeled as squares (in blue) and crosses (in red), respectively. For a better view, we show only a $512^2$ corner of the full $1024^2$ system in each snapshot.

on the direction of rotation. The defect density increases with disorder amplitude, which signals a slowing down of the domain growth process at higher $\Delta$.

We are primarily interested in the growth law, i.e., the behavior of $L(t)$ as a function of $t$. In Fig. 3(a), we plot $L(t)$ vs. $t$ on a log-log scale. We consider only data for $t > 10^3$ so as to eliminate the transients associated with domain formation. For the pure XY model ($\Delta = 0$), the growth law exhibits a logarithmic correction in $d = 2$: $L(t) \sim (t/\ln t)^{1/2}$ \[37\]. This correction reduces the effective exponent to a value lower than 1/2, which is the usual growth law for nonconserved kinetics. For $\Delta > 0$, $L(t)$ initially grows in a power-law fashion, but slows down at late times. To study this behavior, we determine the effective dynamic exponent $z_{\text{eff}}$, as defined in Eq. (14).

In Fig. 3(b), we plot $z_{\text{eff}}$ vs. $t$. For $\Delta = 0$, $z_{\text{eff}}$ shows a flat behavior at all $t$ around the expected value, i.e., $z_{\text{eff}}(\tau, \Delta = 0) \simeq 2$. For $\Delta > 0$, $z_{\text{eff}}$ is flat in an intermediate regime of time at a $\Delta$-dependent value, say $\bar{z}(\Delta)$ \[58, 59\], which is followed by an
FIG. 2: Evolution snapshots of \( \{ \theta_i \} \) at \( t = 10^6 \) MCS in the \( d = 2 \) RFXYM with \( \Delta = 0.1, 0.2, 0.4 \). The regions with angle \( \theta_i \) are colored according to the interval \([\theta_0 - 0.1, \theta_0 + 0.1]\) in which they lie. We use the following color coding: \( \theta_0 = \pi/3 \) (black), \( \theta_0 = \pi \) (red/gray), \( \theta_0 = 5\pi/3 \) (green/light gray). In each snapshot, we show only a \( 512^2 \) corner of the full \( 1024^2 \) system size.

upward trend in \( z_{\text{eff}} \) at late times. To identify the pre-asymptotic exponent \( \bar{z}(\Delta) \), we fit a power-law to the initial points of the data sets in Fig. 3(a). The time window in which \( z_{\text{eff}} \) is flat becomes smaller as \( \Delta \) increases. For small \( \Delta \), \( z_{\text{eff}} \) is flat over nearly one decade of time \([10^3, 10^4]\). The values of \( \bar{z}(\Delta) \) with error bars are specified in Table I. This upward trend corresponds to a slowing down in growth as the growth exponent \( \theta_{\text{eff}} = 1/z_{\text{eff}} \). As discussed by Lippiello et al. [55–57], this signals the onset of an asymptotic logarithmic growth regime. To identify this crossover behavior using Eq. (15), we plot \( z_{\text{eff}} - \bar{z}(\Delta) \) as a function of \( L/\ell(\Delta) \) in Fig. 3(c). If Eq. (15) holds, an appropriate choice of \( \ell(\Delta) \) should collapse the data sets for different \( \Delta \). Thus, for each \( \Delta \), we determine the crossover length \( \ell(\Delta) \) by requiring that the data collapses onto a scaling function, as shown in Fig. 3(c). The \( \Delta \)-dependence of \( \ell \) is plotted in an inset of this figure, and is fitted well by \( \ell \sim \Delta^{-0.92} \) as shown by the solid curve. We fit the scaled data in Fig. 3(c) to a power-law: \( z_{\text{eff}} - \bar{z} = ay^\psi \), where
FIG. 3: (a) Plot of $L(t)$ vs. $t$ on a log-log scale for the $d = 2$ RFXYM at various values of $\Delta$, as specified. The dashed line of slope 0.5 denotes the LAC growth law. Notice that the $\Delta = 0$ data has an effective growth exponent less than 1/2, due to a logarithmic correction. (b) Plot of effective dynamic exponent $z_{\text{eff}} = [\partial \ln L/\partial \ln t]^{-1}$ vs. $t$ for the data shown in (a). The dashed line denotes $\bar{z} = 2$. (c) Scaling of $z_{\text{eff}} - \bar{z}(\Delta)$ vs. $L/\ell(\Delta)$, where $\ell(\Delta)$ is chosen to enable a data collapse. The solid line in the main frame is the best power-law fit to the scaled data, i.e., $z_{\text{eff}} - \bar{z} \simeq 0.0034(L/\ell)^{6.8 \pm 0.3}$. The inset shows $\ell$ vs. $\Delta$ with the best fit $\ell \sim \Delta^{-0.92}$.

$y = L/\ell$. This yields $a \simeq 0.0034$ and the exponent $\psi \simeq 6.8 \pm 0.3$. Then, from Eq. (15), it follows that

$$\frac{\partial \ln G(y)}{\partial \ln y} = ay^\psi \Rightarrow G(y) \sim \exp \left(\frac{a}{\psi}y^\psi\right).$$ (17)

With this functional form of $G(y)$, it is easy to derive the asymptotic form of the growth law using Eqs. (12)-(13), i.e.,

$$L(t, \Delta) \sim \Delta^{-0.92} \left[\frac{\psi}{a} \ln (t\Delta^{0.92})\right]^{1/\psi}.$$ (18)

This demonstrates that the growth law crosses from the pre-asymptotic algebraic behavior $L(t, \Delta) \sim t^{1/\bar{z}(\Delta)}$ to the asymptotic logarithmic behavior $L(t, \Delta) \sim (\ln t)^{1/\psi}$ with the logarithmic growth exponent $\psi = 6.8 \pm 0.3$. The crossover takes place at
where \( L(t, \Delta) \approx \ell(\Delta) \), with \( \ell \sim \Delta^{-0.92} \), i.e., for large disorder amplitudes the crossover occurs at smaller length scales. We had also noticed this in Fig. 3. This behavior of the growth law is consistent with our earlier studies of disordered Ising models [55–57]. Of course, the value of the logarithmic growth exponent \( 1/\psi \) depends on the specific system being considered.

We further analyze the scaling functions introduced in Sec. II. In Fig. 4, we plot the dynamical scaling forms of (a) the correlation function \( C(r, t) \) vs. \( r/L(t) \); and (b) the structure factor \( S(k, t)L(t)^{-2} \) vs. \( kL(t) \) for \( \Delta = 0.2 \). An excellent data collapse in both panels confirms that the system is characterized by a single length scale \( L(t) \). The solid curve in (a) denotes the BPT function \( f_{BPT}(r/L) \), as defined in Eq. (7).

### TABLE I: Values of exponents \( B \), \( \lambda_C \), and \( \bar{z}(\Delta) \) for the RFXYM in \( d = 2, 3 \). The exponents \( \lambda_C \) and corresponding error bars are estimated from power-law fits to \( A(t, t_w) \) in the scaling regime \( [L(t) \gg L(t_w)] \). For these fits, we use the smallest value of \( t_w \) to obtain the largest range of the scaling variable. To estimate \( \bar{z}(\Delta) \) and their error bars, we perform fits in the pre-asymptotic regime of the growth law: \( L(t, \Delta) \sim t^{1/\bar{z}(\Delta)} \).

| \( \Delta \) | \( B \) | \( \lambda_C \) | \( \bar{z} \) | \( \Delta \) | \( \lambda_C \) | \( \bar{z} \) |
|---|---|---|---|---|---|---|
| 0 | 0.037 | 1.20 ± 0.01 | 2.22 ± 0.01 | 0 | 1.71 ± 0.03 | 2.11 ± 0.05 |
| 0.1 | 0.651 | 1.33 ± 0.02 | 2.40 ± 0.03 | 0.5 | 1.45 ± 0.02 | 2.26 ± 0.04 |
| 0.2 | 0.528 | 1.31 ± 0.01 | 2.63 ± 0.07 | 1 | 1.05 ± 0.03 | 2.49 ± 0.09 |
| 0.3 | 0.250 | 1.28 ± 0.02 | 2.89 ± 0.04 | 1.5 | 0.77 ± 0.03 | 2.74 ± 0.06 |
| 0.4 | 0.150 | 1.16 ± 0.02 | 3.38 ± 0.05 | 2 | 0.61 ± 0.02 | 3.20 ± 0.16 |
FIG. 4: Scaling plots of the (a) correlation function $C(r, t)$ vs. $r/L(t)$; and (b) structure factor $S(k, t)L(t)^{-n}$ vs. $kL(t)$ for the $d = 2$ RFXYM with $\Delta = 0.2$. We superpose data for distinct times, as specified. The solid curve in (a) denotes the BPT function $f_{\text{BPT}}(r/L)$ for $n = 2$, as defined in Eq. (7). The solid line in (b) is its Fourier transform in $d = 2$. The dashed line in (b) denotes the generalized Porod law: $g(p) \sim p^{-(d+n)}$ for $d = n = 2$.

for $n = 2$. The solid curve in (b) is the Fourier transform of $f_{\text{BPT}}$ in $d = 2$ ($p = kL$):

$$g_{\text{BPT}}(p) = \int dx \ e^{ip\cdot x} f_{\text{BPT}}(x)$$

$$= 2\pi \int_0^\infty dx \ x f_{\text{BPT}}(x) J_0(px). \quad (19)$$

Here,

$$J_0(s) = \frac{1}{\pi} \int_0^\pi d\theta \cos(s \cos \theta) \quad (20)$$

is the Bessel function of the first kind of order 0. Clearly, $f_{\text{BPT}}$ in (a), and $g_{\text{BPT}}$ in (b), describes the numerical data very well. (Recall that the BPT result was obtained in the context of a disorder-free system. This suggests that $f(x)$ and $g(p)$ are independent of disorder.) The dashed line in (b) denotes the generalized Porod
FIG. 5: Analogous to Fig. 4, but scaled data for (a) $C(r, t)$, and (b) $S(k, t)$ is plotted for different $\Delta$ at $t = 10^5$.

law behavior of $g(p)$ at large $p$, i.e., $g(p) \sim p^{-(d+n)}$ for $d = n = 2$. Let us next examine the universality of these scaling functions with respect to $\Delta$. Fig. 5 shows the plots of $f(r/L)$ and $g(kL)$ at a fixed value of $t = 10^5$ but for different $\Delta$ values. A neat data collapse confirms universality in the scaling functions for $C(r, t)$ and $S(k, t)$.

To check if this universality extends to the two-time observables, we inspect the scaling properties of the autocorrelation function $A(t, t_w)$, as defined in Eq. (8). Let us first focus on the pure case with $\Delta = 0$. Regarding the stationary contribution to $A(t, t_w)$, the pure XY system exhibits a quasi-equilibrium regime, which is well represented by a power-law [61]:

$$A_{st}(t, t_w) \sim (t - t_w)^{-\eta(T)/z}, \quad t - t_w \ll t_w. \quad (21)$$

Here, $\eta(T)$ is the exponent of the equilibrium spin-spin correlation function and $z = 2$ is the dynamical exponent. At our quench temperature $T = 0.2$, $\eta \approx 0.037$ [60]. The aging contribution is a function of the variable $L(t)/L(t_w)$. With these two contributions, the complete form of $A(t, t_w)$ has been conjectured to obey so-called
FIG. 6: (a) Scaling plot of autocorrelation function $A(t, t_w)$ for $\Delta = 0$, using the scaling form in Eq. (23). We plot $L(t)^\eta A(t, t_w)$ vs. $L(t)/L(t_w)$ for different $t_w$, as specified. The value of $\eta(T) \simeq 0.037$ [60]. (b)-(d) Scaling plot of $A(t, t_w)$ for $\Delta \neq 0$. The analog of exponent $\eta$ in this case is termed the aging exponent $B$. The values of $B$ are adjusted to enable a data collapse at large $L(t)/L(t_w)$. They are specified in Table I. The dashed lines indicate a power-law decay at large $t$, i.e., $A_{ag}(t, t_w) \sim [L(t)/L(t_w)]^{-\lambda C}$, where $\lambda C$ is mentioned in the frames.

non-simple scaling [61, 62]:

$$A(t, t_w) \sim (t - t_w)^{-\eta(T)/z} h[L(t)/L(t_w)].$$ (22)
At long times \((t \gg t_w)\), Eq. (22) becomes

\[ A(t, t_w) \sim L(t)^{-\eta} h[L(t)/L(t_w)] . \] (23)

In Fig. 6(a), we plot \(L(t)^{\eta(T)} A(t, t_w)\) vs. \(L(t)/L(t_w)\) for \(\Delta = 0\) and different \(t_w\)-values. The data collapse is excellent, thus confirming the scaling prediction in Eq. (23). The dashed line in this figure gives the asymptotic power-law behavior of the scaling function: \(h(y) \sim y^{-\lambda C}\) for \(y \gg 1\). The slope is estimated by using the data set for the smallest value of \(t_w\) in (a) – this yields the largest range of values for \(L(t)/L(t_w)\). We find \(\lambda C \approx 1.20\), which is comparable to the value \(\lambda C \approx 1.086\) obtained in previous studies of the XY model [61, 62]. We test for the same scaling form for the disordered cases, as shown in Figs. 6(b)-(d). In the disordered case, \(\eta\) is treated as an adjustable parameter, which we term as the aging exponent \(B\).

With disorder, the relaxation of the system slows down and the data does not scale at short times. As in the pure case, the aging effects dominate at long times. In panels (b)-(d), we superimpose the data of \(A(t, t_w)\) for different \(t_w\)-values by plotting \(L(t)^{B} A(t, t_w)\) vs. \(L(t)/L(t_w)\) with a suitable value of exponent \(B\) that produces a scaling collapse in the aging regime. As expected, the aging function decays algebraically in the asymptotic limit, with the autocorrelation exponent \(\lambda C\) depicted by a dashed line in each panel. The \(\lambda C\)-exponents for different \(\Delta\)-values are consistent with the inequalities \(d \geq \lambda C \geq d/2\) [54, 63, 64]. The estimated values of exponents \(\lambda C\) and \(B\) with error bars are presented in Table 1.

Moreover, Fig. 6 shows that the tail of the aging function depends explicitly upon the disorder amplitude. This demonstrates the breakdown of superuniversality (SU) [65, 66] in the ordering dynamics of the RFXYM. (For SU to hold, we would expect all disorder effects to be captured by the length scale \(L(t, \Delta)\). Thus, \(f(x), g(p), h(y)\) etc. should all be independent of \(\Delta\).) This is consistent with our earlier study on the RBXYM [30].
FIG. 7: Evolution snapshots of defects (vortex and anti-vortex strings) in the $d = 3$ RFXYM. The system size is $128^3$. We show snapshots for (a) $\Delta = 1$, $t = 10^5$; (b) $\Delta = 1$, $t = 10^6$; and (c) $\Delta = 2$, $t = 10^6$. The vortex strings and anti-vortex strings are marked red (crosses) and green (squares), respectively.

B. $d=3$ RFXYM

Let us next present numerical results for the RFXYM in $d = 3$. For reference purposes, we recall results for the XY model in $d = 3$. The model undergoes a transition from the disordered state to a state with LRO at $T_c \simeq 2.202$ [42]. After a rapid quench to $T < T_c$, the growth process is characterized by the usual diffusive law $L(t) \sim t^{1/2}$ – the logarithmic correction only arises in $d = 2$.

For domain growth in the RFXYM, we first show evolution snapshots of the topological defects, which are strings [67, 68]. Fig. 7 shows typical string configurations for (a) $\Delta = 1$, $t = 10^5$; (b) $\Delta = 1$, $t = 10^6$; and (c) $\Delta = 2$, $t = 10^6$. Panels (a) and (b) show the evolution for $\Delta = 1$, whereas panels (b) and (c) show that the defect density increases on raising $\Delta$. The defects are trapped by the disorder sites, and the energy barriers are higher for larger disorder amplitudes.

Let us first investigate the domain growth law. In Fig. 8(a), we plot $L(t)$ vs. $t$ on a
FIG. 8: (a) Plot of $L(t)$ vs. $t$ on a log-log scale for the $d = 3$ RFXYM with $\Delta$ as specified. The dashed line denotes the LAC growth law for the pure XY model. (b) Plot of effective dynamic exponent $z_{\text{eff}} = [\partial \ln L / \partial \ln t]^{-1}$ vs. $t$ for the data shown in (a). The dashed line denotes $\bar{z} = 2$. (c) Scaling of $z_{\text{eff}} - \bar{z}(\Delta)$ vs. $L/\ell$ for different $\Delta$. The solid curve is the best power-law fit: $z_{\text{eff}} - \bar{z} \simeq 0.0055(L/\ell)^{6.9 \pm 0.2}$. The inset shows $\ell$ vs. $\Delta$ with the fit $\ell \sim \Delta^{-1.25}$.

log-log scale for various values of $\Delta$. We see that $L(t)$ for $\Delta = 0$ follows the expected algebraic behavior $L(t) \sim t^{1/2}$. For nonzero $\Delta$, $L(t)$ initially grows algebraically ($L \sim t^{1/\bar{z}(\Delta)}$), and then becomes slower at late times. To understand the nature of the slower growth, we again compute the effective growth exponents $z_{\text{eff}}$, as defined in Eq. (14). In Fig. 8(b), we plot these as a function of $t$ for $\Delta = 0, 0.5, 1, 1.5, 2$. For $\Delta = 0$, a dashed line is drawn corresponding to the value $\bar{z} = 2$. For $\Delta \neq 0$, as in the $d = 2$ case, $z_{\text{eff}}$ is initially flat at $\bar{z}(\Delta)$, and then curves upward at late times. The values of $\bar{z}(\Delta)$ are specified in Table I.

In Fig. 8(c), we plot the subtracted exponents $z_{\text{eff}} - \bar{z}(\Delta)$ as a function of $L/\ell$, with $\ell$ being adjusted to achieve a scaling collapse for different $\Delta$. The variation of $\ell$ with $\Delta$ is shown in the inset, and obeys $\ell \sim \Delta^{-1.25}$. The solid curve in the main panel of Fig. 8(c) is a power-law fit to the scaled data, i.e., $z_{\text{eff}} - \bar{z} = ay^\psi \simeq 0.0055y^{6.9 \pm 0.2}$.
with $y = L/\ell$. This yields an exponential behavior for the scaling function $\mathcal{G}(y)$, as in Eq. (17). Then, the asymptotic growth law is

$$L(t, \Delta) \sim \Delta^{-1.25} \left[ \frac{\psi}{a} \ln \left( t \Delta^{1.25} \right) \right]^{1/\psi},$$

where $a \simeq 0.0055$ and the logarithmic exponent $\psi \simeq 6.9 \pm 0.2$. The crossover length-scale from power-law behavior at early times to an asymptotic logarithmic growth is given by $L(t, \Delta) \simeq \ell(\Delta)$, with $\ell \sim \Delta^{-1.25}$.

The inverse of the defect density is also proportional to the length scale, as seen in Figs. 1 and 7. Therefore, it is relevant to analyze the length scale obtained from the defect density, say $L_v(t)$, and to compare it with $L(t)$ obtained from the decay of $C(r,t)$. If the vortex/anti-vortex defect density is $\rho_{\text{def}}(t)$, then the average defect separation $L_v(t)$ is

$$[L_v(t)]^n \sim \frac{1}{\rho_{\text{def}}(t)},$$

where $n$ is the number of components of a vector spin ($n = 2$ for the XY model). In Fig. 9 we compare $L_v(t)$ from Eq. (25) and $L(t)$ for different $\Delta$ in $d = 3$. The data sets for $L(t)$ are scaled by a factor $\simeq 1.4$ to account for the possibility of the two length scales having different prefactors. The data sets are seen to be in excellent numerical agreement.

Consequently, we see that the asymptotic nature of the growth law in both $d = 2, 3$ is consistent with logarithmic behavior. As a useful remark, let us compare the logarithmic growth for the RFXYM to that for the $d = 3$ RBXYM [30], where $\psi \simeq 1.16$. Therefore, the logarithmic growth in the RFXYM is clearly much slower than that for the RBXYM. However, we should stress that the RBXYM considered in Ref. [30] had random exchange interactions which were always ferromagnetic. Therefore, that system has a low-temperature ferromagnetic phase with LRO. In the present case, we do not have LRO (and perhaps not even QLRO) at low temperatures.
FIG. 9: Plot of $L_v(t)$ and $L(t)$ vs. $t$ on a log-log scale for the $d = 3$ RFXYM with different $\Delta$. The data for $L(t)$ has been multiplied by a factor $\simeq 1.4$.

We now come to the scaling functions. We have confirmed (not shown here) that $C(r, t)$ and $S(k, t)$ exhibit dynamical scaling for different values of $\Delta$. In Fig. 10, we plot the scaling functions $f(r/L)$ and $g(kL)$ at different $\Delta$ and a fixed $t = 10^4$. The scaling functions for different $\Delta$ also collapse, as seen in Figs. 10(a)-(b). The solid curve in (a) is $f_{\text{BPT}}(r/L)$, i.e., Eq. (7) for $n = 2$. The solid curve in (b) is its Fourier transform in $d = 3$:

$$g_{\text{BPT}}(p) = 4\pi \int_0^\infty dx x^2 f_{\text{BPT}}(x) j_0(px),$$  \hspace{1cm} (26)

where

$$j_0(u) = \frac{\sin u}{u}$$  \hspace{1cm} (27)
FIG. 10: Scaling plots of (a) $C(r, t)$ vs. $r/L(t)$; and (b) $S(k, t)L^{-3}$ vs. $kL(t)$ for the $d = 3$ RFXYM with different $\Delta$ at $t = 10^4$. The solid curve in (a) denotes the BPT function $f_{\text{BPT}}(r/L)$ for $n = 2$. The solid line in (b) is its Fourier transform in $d = 3$. The dashed line in (b) denotes the generalized Porod law: $g(p) \sim p^{-(d+n)}$ for $d = 3$ and $n = 2$.

is the zeroth-order spherical Bessel function. Both $f_{\text{BPT}}$ and $g_{\text{BPT}}$ agree very well with the numerical data for $f(r/L)$ and $g(kL)$, respectively. The scaled data for $S(k, t)$ shows the generalized Porod tail: $g(p) \sim p^{-(d+n)} \sim p^{-5}$ for $d = 3, n = 2$.

To check for SU, we next examine the scaling of the autocorrelation function $A(t, t_w)$. As in the $d = 2$ case, let us first look at the disorder-free system with $\Delta = 0$. In this case, $A(t, t_w)$ takes the following simple scaling form:

$$A(t, t_w) = m_{\text{eq}}^2(T)h[L(t)/L(t_w)].$$

(28)

Here, $m_{\text{eq}}^2(T)$ is the square of the equilibrium magnetization at temperature $T$, which is the stationary contribution to $A(t, t_w)$ for short times $t - t_w \ll t_w$. [Notice that $\lim_{t \to t_w} A(t, t_w) = m_{\text{eq}}^2(T)$, whereas $A(t_w, t_w) = 1$ from the definition in Eq. (8).] Fig. 11(a) illustrates the scaling of $A(t, t_w)$ for $\Delta = 0$, according to the form in Eq. (28). Using the same form with $m_{\text{eq}}^2(T)$ replaced by a parameter $C$, panels (b)-
FIG. 11: Scaling plots of $A(t, t_w)$ vs. $L(t)/L(t_{w})$ for the $d = 3$ RFXYM with (a) $\Delta = 0$, (b) $\Delta = 0.5$, (c) $\Delta = 1$, and (d) $\Delta = 1.5$. The dashed lines denote the asymptotic behavior of the aging function, i.e., $A_{ag}(t) \sim [L(t)/L(t_{w})]^{-\lambda_C}$. The values of $\lambda_C$ are specified in the frames and in Table I.

(d) are the plots of $A(t, t_w)$ as a function of $L(t)/L(t_{w})$ for the disordered cases. The prefactor $C \simeq 0.90$ in all panels (a)-(d). A clean data collapse for different $t_w$-values can be seen in all the panels. For large times, the system enters the aging regime. The asymptotic power-law behavior in this regime is denoted by a dashed line in each plot. We estimate the slope by using the data set for the smallest value of $t_w$ in (a)-(d). The slope for each $\Delta$ is stated in the respective plot, and measures the autocorrelation exponent $\lambda_C$. The values of $\lambda_C$ (with error bars) are listed in Table I.
The estimate of $\lambda_C \simeq 1.71 \pm 0.03$ for $\Delta = 0$ is consistent with the value $1.7 \pm 0.1$ quoted in Ref. 70.

An interesting point to note here is that $\lambda_C$ for $\Delta \neq 0$ violates the lower bound $\lambda_C \geq d/2$ [64]. A similar violation has also been observed numerically in the randomly diluted $d = 2$ Ising model [71]. This feature is at variance with the $d = 2$ RFXYM discussed in Sec. IIIA, where the inequality $\lambda_C \geq d/2$ is found to be obeyed – see Table II. As the aging function for different $\Delta$ decays algebraically with distinct slopes $\lambda_C$, this rules out the possibility of SU.

IV. SUMMARY AND DISCUSSION

We now conclude this paper by summarizing our results, and presenting a perspective for future work. The presence of disorder is inevitable in experimental systems. In this context, spin models with various types of quenched disorder have received considerable theoretical attention. Among these, the RFXYM is a model with several experimental realizations. In this paper, we undertake the first study (to the best of our knowledge) of phase ordering kinetics in the $d = 2, 3$ RFXYM. For this purpose, we performed comprehensive MC simulations. In our simulations, an initially disordered system (at $T = \infty$) undergoes a deep quench at time $t = 0$. The system evolves up to $t = 10^6$ MCS via the Metropolis algorithm with nonconserved kinetics. The evolution is characterized by the annihilation of topological defects of dimension $d - 2$, i.e., vortices in $d = 2$ and vortex strings in $d = 3$. In the presence of quenched disorder of amplitude $\Delta$, the evolution slows down due to the trapping of coarsening defects by disorder-induced energy barriers.

We examined the asymptotic form of the growth law $L(t, \Delta)$ of characteristic length scale in the system. In both $d = 2, 3$, $L(t, \Delta)$ shows a crossover from an algebraic behavior with a $\Delta$-dependent exponent ($L \sim t^{1/\varepsilon(\Delta)}$) to a logarithmic
behavior $L \sim (\ln t)^{1/\psi}$. The exponent $\psi \simeq 6.8$ in $d = 2$, and $\psi \simeq 6.9$ in $d = 3$.

We characterized the evolution morphology $\{S_i(t)\}$ by the spatial correlation function $C(r, t)$ and the structure factor $S(k, t)$. Both quantities were spherically averaged as the system is isotropic. We found that the RFXYM in $d = 2, 3$ obeys dynamical scaling of $C(r, t)$ and $S(k, t)$. Further, the scaling functions are independent of the disorder amplitude, demonstrating their universality.

We also investigated the autocorrelation function $A(t, t_w)$ to study aging and the superuniversality (SU) property. In $d = 2$, $A(t, t_w)$ shows a non-simple scaling with an aging exponent $B > 0$, whereas a simple scaling is observed for $d = 3$. The autocorrelation functions in both $d = 2, 3$ exhibit a neat data collapse in the aging regime where $L(t)/L(t_w) \gg 1$. We probed this regime in the large-$t$ limit where the scaling function is governed by a power-law decay: $A(t, t_w) \sim [L(t)/L(t_w)]^{-\lambda_C}$, with $\lambda_C$ being the autocorrelation exponent. In $d = 2$, the values of $\lambda_C$ for different $\Delta$ obey the bounds $d/2 \leq \lambda_C < d$ \cite{54, 63, 64}, while in $d = 3$ the lower bound is found to be violated. Such a violation has also been reported earlier for the dilute Ising model \cite{71}. However, we do not have any explanation as to why only the $d = 3$ RFXYM showed this violation. Most importantly, we found that the scaling functions for aging in $d = 2, 3$ are strongly dependent on $\Delta$, demonstrating that the SU property is not obeyed.

Before ending, it is relevant to ask about future directions in this area. The numerical work of our group, and that of other groups, has clearly demonstrated that domain growth in disordered systems generically has two regimes.

(a) At early times, the growth obeys a power law with a disorder-dependent exponent. This regime is well described by barriers which depend logarithmically on the domain size, $E_B(L) \sim \ln(1 + aL)$, where $a$ is a constant \cite{58, 59}.

(b) At later times, the growth shows a logarithmic behavior $L \sim (\ln t)^{1/\psi}$. Huse and Henley \cite{72} have argued that this results from energy barriers which scale as a power
of the domain size, $E_B(L) \sim L^\phi$.

To the best of our knowledge, there are no reliable arguments for either of these barrier-dependences. In our opinion, the outstanding problem in this area is the formulation of a microscopic theory which derives such barriers from models like the RFIM, RBIM, RFXYM, RBXYM, etc. Our numerical understanding of these problems is now quite comprehensive. However, some analytical insights would be very welcome. It is our hope that the numerical results presented here would inspire further interest in these problems.

Acknowledgments

MK would like to acknowledge the support of the Royal Society–SERB Newton International fellowship NIF/R1/180386.
Appendix A: Vector Plots for Typical $d = 2$ RFXYM Spin Configurations

FIG. 12: Vector plots for the $d = 2$ RFXYM with $\Delta = 0.1$ and $T = 0.2$, at different times. At each lattice site $i$, a vector corresponding to spin $\mathbf{S}_i = (\cos \theta_i, \sin \theta_i)$ is drawn. For a better view, we show only a $128^2$ portion of the $1024^2$ lattice. The circles and squares denote vortices and anti-vortices, respectively.

Fig. 12 shows the typical vector plots for the $d = 2$ RFXYM with $\Delta = 0.1$ at different times (in MCS) after a quench to temperature $T = 0.2$. When the length scale is greater or the defect density is lower, the system shows larger regions (located at defect boundaries) where the spins orient in nearly the same direction.
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