Optimized geometries for cooperative photon storage in an impurity coupled to a two-dimensional atomic array
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The collective modes of two-dimensional ordered atomic arrays can modify the radiative environment of embedded atomic impurities. We analyze the role of the lattice geometry on the impurity’s emission linewidth by comparing the effective impurity decay rate obtained for all non-centered Bravais lattices and an additional honeycomb lattice. We demonstrate that the lattice geometry plays a crucial role in determining the effective decay rate for the impurity. In particular, we find that the minimal effective decay rate appears in lattices where the number of the impurity’s nearest neighbors is maximal and the number of distinct distances among nearest neighbors is minimal. We further show that, in the choice between interstitial and substitutional placement of the impurity, the former always wins by exhibiting a lower decay rate and longer photon storage. For interstitial placements, we determine the optimal impurity position in the lattice plane, which is not necessarily found in the center of the lattice plaquette.

I. INTRODUCTION

Light-matter quantum interfaces [1] are a crucial building block for future quantum technologies. They are a necessity for building up networks of quantum information processors [2, 3], where an efficient link between photonic degrees of freedom and atoms or other solid-state based quantum processors is decisive. A broad variety of potential platforms realizing efficient light-matter interfaces are currently explored theoretically and experimentally. Prominent examples are single atoms or ions in cavities [4, 5], quantum dots [6, 7] or excitons in two-dimensional solid-state materials [8–10].

Recently, arrays of quantum emitters were found to be a versatile tool to enhance and control the interaction between single photons and quantum matter [11–21]. If the interatomic distance is smaller than the atomic transition wavelength, these arrays exhibit cooperative effects due to light-induced resonant dipole-dipole interactions among the single emitters [22]. This enhances the effective cross-section of the array, as impinging photons excite collective lattice modes [23]. The precise control over these collective lattice modes results in a broad variety of potential applications in future quantum technologies. Some examples are the efficient storage and retrieval of photons by dynamically populating subradiant lattice modes [24, 25], lattice based quantum memories [26] or the generation of topological phases of matter [27].

Here, we consider a setup where the collective lattice modes modify the radiative environment of an atomic impurity, see Fig. 1(a). The impurity can either be a different atomic species compared to the lattice atoms or a different transition for the same atomic species. It was recently shown that two dimensional square arrays can act as structured Markovian baths for the impurity, effectively suppressing its decay rate by several orders of magnitude for an optimal detuning between the impurity’s and the lattice atoms’ transition frequency [28]. The enhanced excited state lifetime also depends on the structure of the lattice. In this work, we analyze the fundamental role of the lattice geometry for the photon storage efficiency. Specifically, we focus on three key aspects: i) the performance of various lattice geometries, especially the non-centered Bravais lattices and an additional honeycomb lattice, ii) the differences between interstitial and substitutional impurity positions, i.e., between placing the impurity inside the lattice plaquette and substituting a lattice atom by an impurity, and iii) the optimal interstitial position of the impurity inside a lattice plaquette and the effect of imperfect impurity placement.

We demonstrate that the nearest neighbors of the impurity play a central role in determining the impurity’s decay properties. In particular, the number of nearest neighbors and the number of distances between nearest neighbor atoms decide which geometries present a lower

Figure 1. (a) Setup – an impurity is embedded in a periodic two-dimensional array. We analyze the effect of the lattice geometry on the effective impurity decay rate. Here, we show the interstitial case. The substitutional case corresponds to replacing a lattice atom with an impurity. (b) Distance dependence of the coherent dipole-dipole interactions $J_{ij}(r_{ij})$ and light-induced collective dissipation $\Gamma_{ij}(r_{ij})$ as given in Eq. (3).
effective decay rate. We further find that interstitial impurity placement always results in a smaller decay rate than the substitutional case. While the minimum decay rate is found well beyond the band edge of the collective spin wave modes of the lattice for interstitial impurities, the optimal detuning for substitutional impurities is located at the band edge. This compromises the performance of substitutional impurities, as they can strongly couple to resonant lattice modes when operating at the optimal detuning. If one allows the interstitial impurity to take any position within the lattice plaquette, the optimal impurity placement corresponds to the most symmetrical points inside the plaquette, which interestingly do not correspond to the plaquette center for some of the studied geometries. Lastly, we investigate the sensitivity of decay rates to perturbations of the impurity away from its optimal position, to judge how precise experimental realizations of such atomic arrays must be to achieve suppressed decay rates.

II. MODEL

We consider a two-dimensional lattice of quantum emitters, which interact via light-induced resonant dipole-dipole interactions. An additional impurity is placed either interstitially in the lattice plane [see Fig. 1(a)] or at a lattice position by replacing an array atom (substitutional case). The emitters are assumed to be two-level systems with a ground state |g⟩ and an excited state |e⟩. The transition frequencies of the lattice atoms and the impurity are \( \omega_L = 2\pi c/\lambda_L \) and \( \omega_I = 2\pi c/\lambda_I \), respectively, such that the transition wavelength \( \lambda_L \) is of the order of the lattice spacing. In this case, pairwise resonant dipole-dipole interactions result in collective couplings \( J_{ij}(r_i, r_j) \) and collective decay rates \( \Gamma_{ij}(r_i, r_j) \) for the emitters \( i \) and \( j \) located at positions \( r_i \) and \( r_j \) [29, 30],

\[
J_{ij}(r_i, r_j) = -\frac{3\sqrt{\gamma_i \gamma_j}}{8\omega r_{ij}} \mathbf{d}_i \cdot \mathrm{Re}[\mathbf{G}(r_{ij}, \omega)] \cdot \mathbf{d}_j, \tag{1a}
\]

\[
\Gamma_{ij}(r_i, r_j) = \frac{6\pi \sqrt{\gamma_i \gamma_j}}{\omega} \mathbf{d}_i \cdot \mathrm{Im}[\mathbf{G}(r_{ij}, \omega)] \cdot \mathbf{d}_j. \tag{1b}
\]

Here \( \gamma_{i,j} \) is the decay rate of the individual atoms \( i \) and \( j \), \( \mathbf{d}_{i,j} \) are the respective atomic dipole moments, \( r_{ij} = r_i - r_j \) is the vector connecting both atoms. The atoms are assumed to be point particles, which is a good approximation if the trap frequency is large enough [31]. We also assumed \( \omega_I \approx \omega_L \equiv \omega \) in Eq. (1). The couplings in Eq. (1) are governed by the Green’s tensor for a point dipole in vacuum \( \mathbf{G}(\mathbf{r}, \omega) \) in ith components

\[
\mathbf{G}_{\alpha\beta}(\mathbf{r}, \omega) = \frac{e^{i\mathbf{r}\cdot\mathbf{r}}}{4\pi r^3} \left[ \left( 1 + \frac{i}{\omega r} - \frac{1}{\omega^2 r^2} \right) \delta_{\alpha\beta} \right. \\
- \left. \left( 1 + \frac{3i}{\omega r} - \frac{3}{\omega^2 r^2} \right) \frac{r_\alpha r_\beta}{r^2} \right] - \frac{\delta(\mathbf{r})}{3\omega^2} \delta_{\alpha\beta}, \tag{2}
\]

where \( r = |\mathbf{r}| \) denotes the distance from the dipole and \( \alpha, \beta = x, y, z \). In this work, we assume both the lattice atoms and the impurity to be circularly polarized \( \mathbf{d}_L = \mathbf{d}_I = \frac{1}{\sqrt{2}}(1, i, 0)^T \). Then, the collective shifts and decay rates in Eq. (1) are independent of dipole orientation, and are determined solely by the distance \( r_{ij} = |r_{ij}| \) between emitters. They can be written as

\[
J_{ij}(r_{ij}) = -\frac{3\sqrt{\gamma_i \gamma_j}}{8\omega r_{ij}} \left( \cos(\omega r_{ij}) + \frac{\sin(\omega r_{ij}) + \cos(\omega r_{ij})}{(\omega r_{ij})^2} \right), \tag{3a}
\]

\[
\Gamma_{ij}(r_{ij}) = \frac{3\sqrt{\gamma_i \gamma_j}}{4\omega r_{ij}} \left( \sin(\omega r_{ij}) - \frac{\cos(\omega r_{ij}) + \sin(\omega r_{ij})}{(\omega r_{ij})^2} \right), \tag{3b}
\]

and their functional dependence is shown in Fig. 1(b).

In the single excitation subspace the system is described by the non-Hermitian Hamiltonian \( H = H_L + H_I + H_{LI} \). In this expression, \( H_I = (\omega_I - \frac{1}{2} \gamma_I) s^\dagger s \) is the bare Hamiltonian of the impurity, where \( s = |g_i⟩⟨e_i| \) denotes its transition operator, \( \omega_I \) its transition frequency and \( \gamma_I \) its decay rate. Note that we take \( h = 1 \) for the remainder of this work. \( H_L \) corresponds to the Hamiltonian describing the lattice atoms and \( H_{LI} \) describes the interaction between the array atoms and the impurity. They are defined as

\[
H_L = \sum_{i=1}^{N_L} \left( \omega_L - \frac{i}{2} \gamma_L \right) \sigma_i^\dagger \sigma_i + \sum_{i,j \neq i} \left( J_{ij} - \frac{i}{2} \Gamma_{ij} \right) \sigma_i^\dagger \sigma_j, \tag{4a}
\]

\[
H_{LI} = \sum_{i=1}^{N_L} \left( J_{is} - \frac{i}{2} \Gamma_{is} \right) \sigma_i^\dagger s + \left( J_{si} - \frac{i}{2} \Gamma_{si} \right) s^\dagger \sigma_i, \tag{4b}
\]

where \( N_L \) is the number of lattice atoms and \( \sigma_i = |g_i⟩⟨e_i| \) is the transition operator for lattice atom \( i \). To simplify notation, we retain from including the argument \( r_{ij} \) in the terms \( J_{ij} \) and \( \Gamma_{ij} \).

To quantify the photon storage efficiency of the considered setup, we calculate the effective impurity decay rate. Previous work (see Ref. [28]) presented this calculation based on the collective lattice bands in momentum space, which are found by applying Bloch’s theorem for the periodic lattice. Here, we follow an alternative method to eliminate the lattice dynamics and calculate the effective impurity decay rate, derived solely in real space. In the single excitation manifold the atomic wave function can be written as \( |\psi(t)⟩ = a(t) |G, g_s⟩ + \sum_{i=1}^{N_L} b_i(t) e^{i\omega_{rt}} |e_i, g_s⟩ + c(t) e^{i\omega_{rt}} |G, e_s⟩ \), where \( |G, g_s⟩ \) denotes the state with all dipoles in the ground state, \( |e_i, g_s⟩ \) the state where only the \( i \)th lattice atom is excited and \( |G, e_s⟩ \) the state where only the impurity is excited. The Schrödinger equation \( i\hbar \partial_t |\psi(t)⟩ = H |\psi(t)⟩ \) then results in a set of coupled equations for the amplitudes \( b_i(t) \) and
\[ \partial_t b_i(t) = i b_i(t) \left( \delta_{ii} + \frac{i}{2} \gamma_L \right) - i \sum_{j \neq i} b_j(t) \left( J_{ij} - \frac{i}{2} \Gamma_{ij} \right) - i c(t) \left( J_{is} - \frac{i}{2} \Gamma_{is} \right), \] 
\[ \partial_t c(t) = -i \sum_i b_i(t) \left( J_{is} - \frac{i}{2} \Gamma_{is} \right) - \frac{\gamma_f}{2} c(t). \] (5a)

We introduced the detuning between the lattice and impurity atom transition frequencies as \( \delta_{LL} := \omega_I - \omega_L \). Note that we neglect any classical driving terms in the Hamiltonian in Eq. (4) so the derivatives of the excited state populations don’t depend on the ground state population \( a(t) \). Instead we will assume that the system is prepared with an excited impurity at \( t = 0 \). The remaining set of equations can be written in Matrix form
\[ i \begin{pmatrix} \dot{b}_1(t) \\ \vdots \\ \dot{b}_{N_L}(t) \\ \dot{c}(t) \end{pmatrix} = \begin{pmatrix} ^{c_{1s}} & \cdots & ^{c_{Ns}} \\ \vdots & \ddots & \vdots \\ ^{c_{1s}} & \cdots & ^{c_{Ns}} \end{pmatrix} \begin{pmatrix} b_1(t) \\ \vdots \\ b_{N_L}(t) \\ c(t) \end{pmatrix}, \] (6)
where the \( N_L \times N_L \) matrix \( H_L \) represents the bare lattice Hamiltonian matrix containing the terms \( \propto (\delta_{LL} - \gamma_L/2) \) in the diagonal and the coupling terms \( \propto (J_{ij} - i \Gamma_{ij}/2) \) in the off-diagonals [see first line in Eq. (5a)]. The complex numbers \( c_{is} = c_{si} \) represent the coupling terms between the lattice atoms and the impurity \( \propto J_{is} - i \Gamma_{is}/2 \).

If the impurity decay rate is much smaller than the lattice atoms’ decay (\( \gamma_I \ll \gamma_L \)), the lattice acts as a Markovian bath coupled to the impurity and the lattice dynamics can be adiabatically eliminated. Defining the quantities \( b(t) := (b_1(t) \ldots b_{N_L}(t))^T \) and the lattice-impurity coupling vector \( C_{LL} := (c_{1s} \ldots c_{Ns})^T \) and setting \( \dot{b}(t) = 0 \) results in the steady state for the lattice atoms,
\[ b_{ss}(t) = - (H_L^{-1} \cdot C_{LL}) c(t). \] (7)

Plugging this result back into Eq. (6), we obtain the equation of motion for the impurity population \( c(t) \)
\[ \dot{c}(t) = -i \left[ \frac{i}{2} \gamma_I - C_{TL}^T \cdot H_L^{-1} \cdot C_{LL} \right] c(t), \] (8)
with \( C_{TL}^T := (c_{s1}, \ldots, c_{sN_L}) \). Eq. (8) shows that the impurity’s resonance frequency and decay rate are modified by the self-energy
\[ \Sigma_I := -C_{TL}^T \cdot H_L^{-1} \cdot C_{LL}, \] (9)
which describes how the impurity is influenced by its own presence in the lattice. This allows us to define the effective decay rate for the impurity \( \Gamma_{eff} \) as
\[ \Gamma_{eff} = \gamma_I - 2 \text{Im}[\Sigma_I]. \] (10)

We see that the effective impurity decay rate can be lower than the free space decay rate \( \gamma_I \) if \( \text{Im}[\Sigma_I] > 0 \). The effective decay rate \( \Gamma_{eff} \) is the central parameter for comparing different lattice geometries and impurity placements throughout this work. Note that the ultimate value of the effective decay rate non-trivially depends on the relative detuning between the lattice atoms and the impurity \( \delta_{LL} \) [see also Fig. 3(c)].

### III. COMPARISON OF DIFFERENT LATTICE GEOMETRIES

While a square lattice geometry is the natural choice for traditional optical lattice experiments, the recent advent of optical tweezer arrays for individual atoms [32–36], establishes a versatile tool to realize arbitrary lattice geometries. This motivates a more general study going beyond square lattices. Current state of the art tweezer arrays don’t necessarily operate in the regime where strong light-induced dipole-dipole interactions occur. However, new advances in generating optical lattices with more arbitrary geometries [37, 38], and tweezer arrays of alkaline-earth atoms or lanthanides open the door to the experimental realization of this regime in the near future [39–41]. For example, trapping strontium atoms in a blue-detuned magic wavelength optical lattice with a lattice spacing \( a = 206.4 \text{nm} \) and using the \( ^3P_0 \leftrightarrow ^3D_1 \) transition at 2.6\( \mu \text{m} \) [42] results in \( a_{SI}/\lambda = 0.079 \). Alternatively, recent progress on cooling and trapping erbium in optical lattices would allow the generation of lattice spacings on the order of 250nm. Using the available 1.2\( \mu \text{m} \) transition [43] then results in \( a_{SI}/\lambda = 0.2 \). Hence, the lattice spacings used below are expected to be achievable in the near term. It should also be noted that the qualitative picture of the effects presented below also will be observable for larger lattice spacings as long as the condition \( a < \lambda_L \) is fulfilled.

In the following, we analyze whether alternative geometries could enhance the photon storage time, i.e., diminish \( \Gamma_{eff} \) further than the square lattice geometry. To this end, we compare all four non-centered Bravais lattices, i.e., square, triangular, oblique and rectangular lattices. In addition, we also consider a honeycomb lattice to get an understanding how the photon storage efficiency behaves for non-Bravais lattices. In Fig. 2, we sketch all considered geometries, with interstitial cases on the top line, and substitutional cases on the bottom. The impurity atom is marked with a red dot. We also indicate the impurity’s nearest neighbors (blue filled circles with red borders) and the different distances between those nearest neighbors (green lines). We analyze the difference between interstitial impurity placement (positioning the impurity in the center of the lattice plaquette), and substitutional impurity placement (replacing a lattice atom with an impurity atom). The latter is particularly relevant for optical lattice based setups, where adding an additional trap for the impurity
atom at interstitial positions is challenging. The considered Bravais lattices are spanned by the following lattice vectors: i) square lattice $a^{\text{sq}}_1 = (a_{\text{sq}}, 0, 0)^T$, $a^{\text{sq}}_2 = (0, a_{\text{sq}}, 0)^T$, ii) triangular lattice $a^{\text{tri}}_1 = (a_{\text{tri}}, 0, 0)^T$, $a^{\text{tri}}_2 = (\cot(\theta)a_{\text{tri}}, a_{\text{tri}}, 0)^T$ with opening angle $\theta \in (0, \pi)$ and iv) rectangular lattice $a^{\text{rec}}_1 = (a_{\text{rec}}, 0, 0)^T$, $a^{\text{rec}}_2 = (0, a_{\text{rec}}, 0)^T$ with a scaling factor $s \in (0, \infty)$. To make the geometries comparable we keep the total number of lattice atoms constant at $N_{\text{tot}} = 100$ and choose the lattice spacing such that the distance between the impurity atom and its nearest neighbors is constant. This implies the following rescaled lattice spacings for the interstitial triangular, oblique, rectangular and honeycomb lattices if the square lattice with lattice spacing $a_{\text{sq}}$ is chosen as a reference:

$$
a^{\text{tri}} = \frac{\sqrt{2}a_{\text{sq}}}{1 + \tan^2(\pi/6)}, \quad a^{\text{obli}} = \frac{\sqrt{2}a_{\text{sq}}}{\sqrt{1 - 2\cot \theta + \cos \theta^2}},$$
$$a^{\text{rec}} = \frac{\sqrt{2}a_{\text{sq}}}{\sqrt{1 + s^2}}, \quad a^{\text{honey}} = \frac{\sqrt{2}a_{\text{sq}}}{2}. \quad (11)
$$

For the data shown in this section, we choose a $10 \times 10$ square lattice with a lattice spacing $a = 0.15\lambda$ as reference lattice. Note that given the fast decay with distance of the dipole-dipole coupling, nearest neighbor atoms have the greatest influence on cooperative photon storage [see Fig. 1(b)]. However, in practice a certain lattice size is crucial because the impurity atom will be excited by a laser beam impinging onto the lattice, which as a result should be larger than the laser beam’s waist.

Fig. 3(a) shows the minimum $\Gamma_{\text{eff}}$ obtained at the optimal lattice-impurity detuning $\delta_{LI}$. The results for the interstitial cases are shown in blue and the substitutional cases in orange. We find that the interstitial impurity placement always results in a smaller (and hence better) $\Gamma_{\text{eff}}$ compared to the substitutional case for each lattice geometry, and that the square lattice geometry always yields the smallest $\Gamma_{\text{eff}}$ overall. When analyzing a single $\Gamma_{\text{eff}}$ vs. $\delta_{LI}$ curve (see Fig. 3(c) as an example for the rectangular lattice case), another major advantage of the interstitial configuration for Bravais lattices is found. The distance $d_{BE}$ between the detuning at which the minimal value of $\Gamma_{\text{eff}}$ is obtained and the band edge of collective lattice modes is non-zero for interstitial impurity placement but zero for substitutional impurity placement. Note that, because we restrict our analysis to finite lattices in real-space, the notion of lattice bands is somewhat ambiguous, since we cannot define a complete momentum space basis without assuming an infinite lat-
Figure 3. (a) Comparison of the minimal effective impurity decay rate $\Gamma_{\text{eff}}^{\text{min}}$ for the different lattice geometries considered in this work. The blue bars (with crosses indicating the maxima) correspond to interstitial impurity placement and the orange bars (with stars indicating the maxima) to the substitutional case for the corresponding lattices. (b) Band edge distance $d_{\text{BE}}$ of the lattice detuning at which the impurity decay rate is minimal. $d_{\text{BE}}$ is non-zero for all interstitial Bravais lattices and zero otherwise. (c) Exemplary curves (for the rectangular lattice case) for the effective impurity decay rate as a function of lattice-impurity detuning $\delta_{LI}$ for the interstitial (blue solid) and the substitutional (orange dash dotted) case. $d_{\text{BE}}$ marks the distance to the band edge plotted in panel (b) for all cases. It is non-zero in the interstitial case. All lattices are chosen such that the distance between the impurity and the nearest neighbor is constant when compared to the square lattice with lattice spacing $a_{\text{sq}} = 0.15\lambda$; cf. Eq. (11). Other parameters: oblique lattice: $\theta = 0.3\pi$, rectangular lattice: $s = 1.5$.

Figure 4. Functional dependence of the four coherent couplings between atoms making up a plaquette as a function of $\theta$ for an oblique lattice. The highest symmetry in couplings is obtained for $\theta = \pi/2$, which corresponds to a square lattice.

We determine the band edge as the frequency $\delta_{LI}$ at which strong resonances occur in the $\Gamma_{\text{eff}}$ vs. $\delta_{LI}$ curve [see Fig. 3(c)]. In this regime the excited impurity resonantly couples to collective spin-waves of the lattice. Hence, the Markovian condition, which was employed to arrive at Eq. (10) is no longer fulfilled, i.e., the dynamics in this regime is non-Markovian. In Fig. 3(b), we plot the distance $d_{\text{BE}}$ for all considered lattice configurations. It is non-zero for interstitial impurity placement in a Bravais lattice, but zero in all other cases. In particular, it is zero for the honeycomb lattice independent of interstitial or substitutional impurity placement. This implies that, for interstitial Bravais lattices, a well defined minimum at a finite distance from any resonant lattice mode exists [see blue curve in Fig. 3(c)]. Hence, the system can be easily prepared in this regime of minimal effective decay rate and it will be robust to small fluctuations in frequency. In the substitutional case, however, the optimal point – which lies at the band edge – is highly susceptible to tiny frequency fluctuations, which can cause resonant coupling to lattice modes and therefore diminish the photon storage properties of the impurity. Substitutional impurities should therefore be operated at a detuning slightly larger than the optimal one, which still allows to attain an enhancement of its lifetime by one or two orders of magnitude compared to free space.

Based on the results above and by comparing the number of nearest neighbors and nearest neighbor distances shown in Fig. 2, we determine the following condition for optimal photon storage: A lattice geometry is optimal (smallest $\Gamma_{\text{eff}}^{\text{min}}$) if the impurity has the maximum number of nearest neighbors while simultaneously the number of distances between those nearest neighbors is minimal. This condition holds for both cases interstitial and substitutional.

The condition for optimal geometries formulated above can also be understood from a slightly different angle. Ultimately, defining a lattice geometry corresponds to choosing different distances between atoms, hence, sampling a finite number of points from the dipole-dipole coupling curves shown in Fig. 1(b). The Hamiltonian in Eq. (4) contains a sum over all these possible couplings among lattice atoms. Our results suggest that this sum should contain as few terms as possible to optimize the photon storage for different geometries. This symmetry in the dipole-dipole coupling terms can also be visualized when considering the transition from a square lattice to an oblique lattice. In Fig. 4 we show how the coherent and dissipative dipole-dipole interactions change when transitioning from a square lattice to an oblique lattice as a function of the opening angle $\theta$ determining the oblique lattice. Under the condition that the distance between the impurity and its nearest neighbors is kept constant, the four fundamental distances between atoms defining one lattice plaquette are parametrized as a function of $\theta$.
the optimal detuning is continuously shifted towards the band edge. When the impurity reaches the position of the missing lattice atom, we recover the substitutional case and the minimum decay rate occurs exactly at the band edge (see pastel orange trace). This phenomenon arises from two different processes. First, the position of the band edge solely depends on the geometry of the array – a square lattice with spacing \( a \) for the case shown here – and therefore remains constant at \( \delta_{LI} = 2\gamma_L \) for a lattice with \( a = 0.15\lambda \). When the impurity is placed at the position of the missing atom, it lies again at the center of a square plaquette whose axes are rotated by 45° and whose lattice constant has increased to \( a' = \sqrt{2}a \). This suggests that the optimum decay rate of the substitutional lattice should be similar to that of a square interstitial lattice with spacing \( a' = \sqrt{2} \times 0.15 \), that is \( \delta_{LI} \approx 1.95\delta_L \), which approximately lies at the band edge of the full lattice. Note that the rotated square lattice has two atoms per unit cell. It was numerically confirmed that removing the excess atom shifts the band edge to a lower detuning, but leaves the minimum decay rate at around \( \delta_{LI} = 2\gamma_L \), thus recovering the interstitial case for a larger lattice spacing.

IV. INTERSTITIAL CASE - OPTIMAL IMPURITY POSITION

In the previous section we placed the impurity in the center of the lattice plaquette for the interstitial case. Here, we analyze if this is the optimal placement of the impurity for all considered geometries. For a given impurity position, \( \delta_{LI} \) can be chosen to give optimal \( \Gamma_{\text{eff}} \) by minimizing along a similar curve as the one shown in Fig. 3(c). By conducting this optimization for all impurity positions within a plaquette, a map of the optimal impurity placement can be constructed. The results of this procedure are depicted in Fig. 6. We observe, that the center of the plaquette is the optimal impurity position (indicated by green crosses in Fig. 6) for the square, triangular and rectangular lattices, but not for the oblique and honeycomb lattice.

In all cases, geometric symmetries determine where the points of minimal \( \Gamma_{\text{eff}} \) lie. For all Bravais lattices, the paths of minimal \( \Gamma_{\text{eff}} \) follow the lines along which the distances to two nearest lattice points are equal. Such partitions of a lattice are commonly referred to as Voronoi partition [44] (see white dashed lines in Fig. 6). The vertices where edges of this Voronoi partition meet are the points of minimal \( \Gamma_{\text{eff}} \) and correspond to the global minima. The number of edges that coincide at any one point roughly correlates to how low the effective decay rate will be compared to high symmetry points of other lattices. For instance, the center of the square plaquette, where four edges coincide, has an optimal \( \Gamma_{\text{eff}}^{\text{min}} = 5.94 \times 10^{-5}\gamma_L \) that is approximately an order of magnitude less than the optimal \( \Gamma_{\text{eff}} \) at the center of the triangular plaquette (1.03 \( \times 10^{-4}\gamma_L \)), where only three edges coincide.

The quantities like the optimal detuning from the band edge depend on the symmetry of the whole lattice and the exact position of the impurity in the array. For example, the square interstitial and square substitutional lattices have the same number of nearest neighbors and nearest neighbor distances, but result in \( d_{BE} \neq 0 \) in the first case and \( d_{BE} = 0 \) in the second. Fig. 5 shows how this transition occurs. We first consider an interstitial square lattice with a missing nearest neighbor, which presents a minimum decay rate away from the band edge, as shown by the purple trace in Fig. 5(b). Note that the achieved \( \Gamma_{\text{eff}} \) is larger than the one reported in Fig. 3(a) due to a missing nearest neighbor. If the impurity is moved along the diagonal towards the position of the missing lattice atom

\[
d_1 = \frac{\sqrt{2}a_{\text{sq}}}{\sqrt{1 - 2\cot \theta + \csc^2 \theta}},
\]

\[
d_2 = \frac{\sqrt{2}a_{\text{sq}} \sqrt{1 + \cot^2 \theta}}{\sqrt{1 - 2\cot \theta + \csc^2 \theta}},
\]

\[
d_3 = \frac{\sqrt{2}a_{\text{sq}} \sqrt{2 + \cot^2 \theta - 2\sqrt{1 + \cot^2 \theta \cos \theta}}}{\sqrt{1 - 2\cot \theta + \csc^2 \theta}},
\]

\[
d_3 = \frac{\sqrt{2}a_{\text{sq}} \sqrt{2 + \cot^2 \theta + 2\sqrt{1 + \cot^2 \theta \cos \theta}}}{\sqrt{1 - 2\cot \theta + \csc^2 \theta}}.
\]
Figure 6. Optimal impurity positioning for the interstitial case for all lattices considered in this work. The color coding shows the minimal effective decay rate $\Gamma_{\text{eff}}/\gamma_L$, which can be obtained by placing the impurity at the respective position in the plaquette. The optimal impurity position(s), i.e., the positions at which $\Gamma_{\text{eff}}^\text{min}/\gamma_L$ exhibits a global minimum, is (are) indicated by green cross(es). For the oblique and the honeycomb lattice multiple global minima away from the plaquette center are found. The top panels show cuts along the orange dashed lines and the green dash-dotted lines indicate the respective global minima positions of $\Gamma_{\text{eff}}^\text{min}/\gamma_L$. The white dashed lines indicate the lines along which the distance between two plaquette atoms is always equal. These lines make up the Voronoi partition of the lattice.

The Voronoi partitions of the lattice plaquettes also capture the fact that the oblique lattice has two optimal positions other than the center of the plaquette. In this case the optimal positions are on the line of symmetry along the long diagonal of the plaquette, at a pair of points where three Voronoi edges meet. As we approach the square lattice at $\theta = \frac{\pi}{2}$, these two optima merge into a single one located at the center of the plaquette.

The role that symmetry plays in creating the Voronoi geometries can again be understood based on the results shown in Fig. 4. In general, the larger the number of couplings, the lower the $\Gamma_{\text{eff}}$ for an impurity placed at that optimal point. In this way, lattices with higher degrees of symmetry (i.e. the square and triangular lattices) and with higher numbers of atoms in a single plaquette (i.e. any Bravais lattice other than the triangular lattice) possess impurity positions with the smallest $\Gamma_{\text{eff}}$. The fact that the square lattice possesses both of these properties helps to explain why it stands out amongst the various Bravais lattices as the optimal choice.

Note that the results presented in Fig. 6 also imply that even if an optimal impurity placement is not possible due to experimental constraints or imperfections, placing the impurity in the vicinity of this optimal point still allows for a significantly enhanced photon storage time compared to the free space case. This also applies to slight disorder in the positioning of the lattice atoms, as long as the disorder is much smaller than the lattice period [17].

V. CONCLUSIONS AND OUTLOOK

By performing a detailed analysis of different geometries we determined that the number of nearest neighbors and in particular the number of distances between nearest neighbors plays a crucial role in determining the optimal geometry for enhanced photon storage in an impurity interacting with an atomic array. While the substitutional case, i.e., substituting a lattice atom with an impurity is found to be always worse (i.e., results in smaller photon storage times) compared to interstitial impurity placement, it still allows an enhancement compared to the free space case of several orders of magnitude. The dominant role of the impurity’s nearest neighbors is also beneficial for potential experimental implementations because lattice vacancies will not have a large impact as long as they do not involve nearest neighbors. Note that the results concerning the fundamental role of the lattice symmetry presented in this work also hold for efficient coherent coupling of multiple impurities via collective lattice modes [13, 28]. While this work focuses on atom arrays, our model applies to a wide array of quantum emitters in the solid state, such as excitons in transition metal dichalcogenides (TMDs) [8, 9, 45] and arrays of nitrogen and silicon vacancy centers in diamond [46, 47]. That being said, a complete modelling of these systems would require the inclusion of further effects, such as dephasing, emitter delocalization, and a more thorough analysis of lattice vacancies. For TMDs, the emitters can in general no longer be described as point particles and a modified model needs to be developed. Such avenues constitute but a few of the numerous potential extensions of this work.

The results on the optimal impurity positioning presented in section IV also suggest a promising future research direction. The values of $\Gamma_{\text{eff}}^\text{min}/\gamma_L$ for each impurity position render an effective potential generated by the lattice for the impurity atom. Hence, including motional degrees of freedom for the impurity [48] could result in non-trivial dynamic phenomena [49]. Note that in this work we solely focused on circular polarizations for both the lattice atoms and the impurity. In general, the atomic polarizations are another parameter to optimize...
for enhanced photon storage. While a detailed investigation goes beyond the scope of the present manuscript, some insights can be obtained via related works optimizing geometries for minimizing the collective light shifts for optical lattice clocks [50]. The lattice geometry is also expected to play a role beyond the single-excitation manifold where non-linear quantum effects such as photon blockade and entanglement can occur as was pointed out in recent works [51–53].

In this work we focused on periodic lattice geometries, which in general allow the extension to infinite size by proper definition of unit vectors. In general, alternative geometries such as bio-inspired coupled nano-rings [54–56] can be studied in a similar fashion. Besides, finding more general geometries in two- or three dimensions that might enhance the photon storage times even further via tailored machine learning algorithms [57, 58] is an exciting research avenue for the future.
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The numerical simulations were performed with the open-source framework QuantumOptics.jl [59].

Appendix A: Data for case comparison

Here we provide the data, which were obtained by minimizing $\Gamma_{\text{eff}}$ along $\delta_{LI}$ to generate Fig. 3.

| case          | $N_{\text{d},\text{u}}$ | $N_{d}$ | $\Gamma_{\text{eff}}/\gamma_{L}$ | $d_{BE}/\gamma_{L}$ |
|---------------|----------------------|--------|----------------------------------|---------------------|
| square int.   | 4                    | 2      | $5.94 \times 10^{-9}$            | 2.65                |
| triangular int.| 3                    | 1      | $1.03 \times 10^{-4}$            | 5.845               |
| oblique int.  | 2                    | 1      | $5.38 \times 10^{-4}$            | 2.32                |
| rectangular int.| 4                    | 3      | $1.74 \times 10^{-4}$            | 1.42                |
| honeycomb int.| 6                    | 4      | $2.9 \times 10^{-2}$             | 0.0                 |
| square subst. | 4                    | 2      | $2.63 \times 10^{-4}$            | 0.0                 |
| triangular subst.| 6                    | 4      | $1.3 \times 10^{-2}$            | 0.0                 |
| oblique subst. | 2                    | 1      | $8.54 \times 10^{-3}$            | 0.0                 |
| rectangular subst.| 2                    | 1      | $1.51 \times 10^{-3}$           | 0.0                 |
| honeycomb subst.| 3                    | 1      | $7.78 \times 10^{-3}$           | 0.0                 |

Table I. Data to generate the bar plots shown in Fig. 3(a) and (b).
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