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ABSTRACT
Communication in both human-human and human-robot interaction (HRI) contexts consists of verbal (speech-based) and non-verbal (facial expressions, eye gaze, gesture, body pose, etc.) components. The verbal component contains semantic and affective information; accordingly, HRI work on the gesture component so far has focused on rule-based (mapping words to gestures) and data-driven (deep-learning) approaches to generating speech-paired gestures based on either semantics or the affective state. Consequently, most gesture systems are confined to producing either semantically-linked or affect-based gestures. This paper introduces an approach for enabling human-robot communication based on a theory-driven approach to generate speech-paired robot gestures using both semantic and affective information. Our model takes as input text and sentiment analysis, and generates robot gestures in terms of their shape, intensity, and speed.

CCS CONCEPTS
• Human-centered computing → HCI theory, concepts and models; • Computing methodologies → Modeling methodologies.
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1 INTRODUCTION AND BACKGROUND
Humans convey information through both verbal and nonverbal channels. About 70% of human communication is nonverbal [20], and involves body language (i.e., body posture, facial expressions) and features of speech (i.e., intonation, prosody). The communicated content contains both semantics (meaning) and affect content.

In HRI, research has explored both verbal communication [2, 13, 30] leveraging advances in Natural Language Processing (NLP) [31], and nonverbal communication (e.g., prosody [17, 28, 29], robot gesture [3, 35], facial expressions [7, 8], and gaze [1, 23]). Work HCI, simulated agents, and virtual humans has also explored simulated nonverbal communication features [24, 27].

Synchronizing speech and gesture is an important component of natural and effective robot communication in HRI. Work on automated gesture generation to date has focused on rule-based approaches (i.e., creating dictionaries for mapping words to gestures [11]) and data-driven approaches (i.e., exploiting deep-learning [14, 36]), producing speech-paired gestures on either semantics or affective state, respectively. A few exceptions, including Lhomme and Marsella [15] and Ravenet et al. [25], designed rule-based models to produce both semantically-linked and affective-based gestures, but that work was only done for virtual agents and not robots. Rule-based approaches are limited to fixed a priori mappings, while data-driven approaches lack interpretability.

This work introduces the design of a theory-driven approach for automatically generating speech-paired robot gestures based on both semantic and affective information. Our design is grounded in the theories of Image Schema [9, 12, 26] and Embodied Cognition [34], Johnson [12] defined an image schema as “a recurring dynamic pattern of our perceptual interactions and motor programs that gives coherence and structure to our experience”. Wilson [34] defined embodied cognition on the theory that “cognitive processes are rooted in the body’s interactions with the world”. Additionally, our approach is informed by McNeill [18]’s classification of gestures as iconic (i.e., resembling a physical aspect of conveyed information), metaphoric (i.e., iconic gestures that refer to abstract concepts instead of concrete entities), deictic (i.e., pointing to an object, person, or directions), and beat (i.e., dictated by the rhythm of speech).

Our theory-driven approach is designed for HRI and consists of a sequence of modules with a single goal. The model receives text as input, analyzes its semantic and affective dimensions, and then generates speech-synchronized gestures that communicate both meaning and emotion.

This work aims to make the following contributions:
(1) The first use of a combination of theories of Image Schema and Embodied Cognition;
(2) The ability to automatically generate gestures that communicate both semantic and affective components of speech;
The ability to use machine learning as part of the gesture generation in an interpretable way.

## 2 FROM THEORIES TO A COMPUTATIONAL MODEL

From the psychology literature, the embodied cognition theory refers to the idea that "states of the body modify states of the mind" [33]. As part of our reasoning, we interact with the world through embodiment via language structures (acoustical and optical) which results in the mental representations we exploited to inform our abstract and concrete concepts. Johnson [12] suggested that as humans we use similar patterns of reasoning, called Image Schemas. Image Schema enables us to map common concepts to different concrete and abstract entities. It enhances our perception and explains how we interact and move in a specific environment, grounding the language structure and meaning. Within the cognitive linguistic literature on embodied cognition, Cienki [5] suggested that the language structure and meaning is based on the embodied experience, and that they are naturally aligned with the production of gestures during speech. Many authors showed promising results about the use of Image Schema as mapping between conceptual entity and the language production for both speech and gestures [4, 16].

Mittelberg [21] described the gesture of mimicking the shape of a box, and the authors explained how this gesture can represent the Image Schema OBJECT or CONTAINER. The CONTAINER recalls the idea of having an entity within boundaries which elements can be inside or outside it. Each Image Schema leads to a different representation in the real world characterized by different body position and movements.

We took inspiration from these works to design our new model which is grounded on Embodied Cognition and Image schema theories, and which sought to bridge the acoustic (i.e., speech) and optical (i.e., gesture) language structures to inform robotic platforms.

## 3 MODEL ARCHITECTURE

Our theory-based approach involved a sequence of modules that generate a gesture synchronized with speech from a text input, as follows:

1. **Text analysis.** Speech Mapper, Affect Mapper, and Image Schema Mapper modules run in parallel and analyze the timing, sentiment, and semantics of the text, respectively. Speech Mapper returns the timing and duration of all the words in the text, the Affect Mapper maps the words to an affective meaning that corresponds to the valence, arousal, and dominance values obtained from affective lexicon analysis [22]. In case the input text has no words that correspond to any affective value, we compute the sentiment of the whole sentence [19]. Next, the Image Schema Mapper returns the corresponding Image Schema of the words that represent an iconic meaning in the input text.

2. **Word filtering and mapping.** The Word Filter analyzes the input text and tags part of speech exploiting an NLU library [10]. In addition, it discards words that do not provide any semantic value (e.g., prepositions, articles). The Word Mapper returns only words with a corresponding Image Schema mappings and emotional states, as well as speech-timing information. If a word associated with an Image Schema does not correspond to any affective state, it is associated with the sentiment of the whole sentence.

3. **Extrapolating gesture shape and parameters.** The Gesture Parameter Extractor takes the affective state of each word and it returns the associated gesture speech, timing and amplitude according to valence and arousal value of the corresponding word [32]. The Gesture Shape Extractor takes as input the Image Schema corresponding to the word and it returns the shape of the gesture.

4. **Gesture selection.** The Gesture Ranker makes decisions on what gesture to perform. This module ranks gestures based on their affective state and meaning in the context of the sentence. The results from the previous steps could be two or
more gestures associated to specific words with iconic meaning. To ensure that it is acting naturally and believably, we rank the gestures in the sentence so that the robot performs a single gesture per sentence.

(5) Gesture synthesis. The model synthesizes the text into speech (Text-to-Speech), and generates the gesture (Gesture Generator) selected in previous steps (e.g., motion of robot joints according to the input text, synchronized with speech) exploiting the MoveIt framework [6], also making it ROS-compatible.

Our ongoing work on the model involves an empirical study that evaluates the model’s effectiveness and interpretability.

4 CONCLUSION AND FUTURE WORK

This work introduced an approach for automatically generating robot gestures from speech with both semantic and affective meaning. To the best of our knowledge, this is the first gesture generator grounded in cognitive linguistic theories and communicates both semantic and affective information. The interpretable approach uses a sequence of single-purpose modules that exploit both data-driven and rule-based methods. In ongoing work, we are evaluating the approach empirically to assess its efficacy and interpretability.
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