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Abstract
We establish sharp upper and lower bounds of Gaussian type for the heat kernel in the metric measure space satisfying $RCD(0, N)$ (equivalently, $RCD^*(0, N)$) condition with $N \in \mathbb{N} \setminus \{1\}$ and having maximum volume growth, and then show its application on the large-time asymptotics of the heat kernel, sharp bounds on the (minimal) Green function, and above all, the large-time asymptotics of the Perelman entropy and the Nash entropy, where for the former the monotonicity of the Perelman entropy is proved. The results generalize the corresponding ones in Riemannian manifolds and also in metric measure spaces obtained recently by the author with R. Jiang and H. Zhang in [21].
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1 Introduction

Let $K \in \mathbb{R}$ and $N \in [1, \infty)$. In the pioneer works of Lott–Villani [27] and Sturm [39, 40], a notion of Ricci curvature bounded from below by $K$ and dimension bounded above by $N$ in the metric measure space $(X, d, \mu)$, called the curvature-dimension condition and denoted by $CD(K, N)$, was proposed independently by the aforementioned authors (note that only the cases $CD(0, N)$ and $CD(K, \infty)$ are considered in [27]). A lot of work on the study of functional and geometric implications in the $CD(K, N)$ space has been done since then; refer to [41, Part III] for an elaborate presentation of the theory. Recently, Ambrosio–Gigli–Savaré [5] introduced the Riemannian curvature condition, denoted by $RCD(K, \infty)$, which is stronger than the curvature-dimension condition $CD(K, \infty)$ in the sense by requiring additionally the space to be infinitesimally Hilbertian, and established the equivalence between the $RCD(K, \infty)$ condition and the curvature-dimension condition in the sense of Bakry–Emery [9] (see [6]). Erbar–Kuwada–Sturm [15] introduced the Riemannian curvature-dimension condition with $N$ finite, denoted by $RCD^*(K, N)$ (see also [7]), which is a strengthening of the reduced curvature-dimension condition $CD^*(K, N)$ introduced in [8].

Let $(X, d, \mu)$ be an $RCD^*(K, N)$ space with $K \leq 0$ and $N \in (1, \infty)$. In a recent joint work [21], by using the comparison result (see e.g. Lemma 3.3 below), the author with
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R. Jiang and H. Zhang established the following heat kernel upper and lower bounds of Gaussian type. More precisely, if $K = 0$, then given any $\epsilon > 0$, there exists a constant $C_1(\epsilon) > 0$ such that

$$\frac{C_1(\epsilon)^{-1}}{\mu(B(y, \sqrt{t}))} \exp \left\{ -\frac{d^2(x, y)}{(4 - \epsilon)t} \right\} \leq p_t(x, y) \leq \frac{C_1(\epsilon)}{\mu(B(y, \sqrt{t}))} \exp \left\{ -\frac{d^2(x, y)}{(4 + \epsilon)t} \right\},$$

for all $t > 0$ and all $x, y \in X$; if $K < 0$, then given any $\epsilon > 0$, there exist constants $C_2(\epsilon), C_3(\epsilon) > 0$ such that

$$\frac{C_2(\epsilon)^{-1}}{\mu(B(y, \sqrt{t}))} \exp \left\{ -\frac{d^2(x, y)}{(4 - \epsilon)t} - C_3(\epsilon)t \right\} \leq p_t(x, y) \leq \frac{C_2(\epsilon)}{\mu(B(y, \sqrt{t}))} \exp \left\{ -\frac{d^2(x, y)}{(4 + \epsilon)t} + C_3(\epsilon)t \right\},$$

for all $t > 0$ and all $x, y \in X$.

In this note, we show more explicit and sharper upper and lower bounds of Gaussian type for the heat kernel in the RCD space (equivalently, RCD*$(0, N)$ space) with $N \in (1, \infty)$ by assuming additionally that $N$ is an integer and the space has maximum volume growth, which is also a generalization of the result established in the Riemannian manifold (see [24]). And then we show some applications.

In what follows, we give a short introduction of the RCD space and present some known results in Section 2. In Section 3, we establish the sharp heat kernel lower and upper bounds. Finally, in Section 4, we show the large-time asymptotics of the Perelman entropy and the Nash entropy, where for the former, we prove the monotonicity of the Perelman entropy, and for the later, it is a direct application of our sharp heat kernel bounds.

2 Preliminaries

In this section, we briefly recall some basic notions and several auxiliary results. More details can be found in [5, 3, 1, 17].

2.1 Sobolev spaces and the Laplacian

Let $(X, d)$ be a complete and separable metric space and let $C([0, 1], X)$ be the space of continuous curves on $[0, 1]$ with values in $X$ equipped with the supremum norm. For $t \in [0, 1]$, the map $e_t : C([0, 1], X) \to X$ is the evaluation at time $t$ defined by

$$e_t(\gamma) := \gamma_t.$$

A curve $\gamma : [0, 1] \to X$ is in the absolutely continuous class $AC^q([0, 1], X)$ for some $q \in [1, \infty)$, if there exists $f \in L^q([0, 1])$ such that,

$$d(\gamma_s, \gamma_t) \leq \int_s^t g(r) \, dr, \quad \text{for any } s, t \in [0, 1] \text{ satisfying } s < t. \quad (2.1)$$

It is true that, if $\gamma \in AC^p([0, 1]; X)$, then the metric slope

$$\lim_{\delta \to 0} \frac{d(\gamma_{t+\delta}, \gamma_r)}{|\delta|}$$

is constant for all $r \in [0, 1]$.
denoted by $|\gamma_r|$, exists for $L^1$-a.e. $r \in [0,1]$, belongs to $L^p([0,1])$, and it is the minimal function $g$ such that (2.1) holds (see Theorem 1.1.2 in [2]). The length of the absolutely continuous curve $\gamma : [0, 1] \to X$ is denoted by $\int_0^1 |\gamma_r| \, dr$. We call that $(X, d)$ is a length space if

$$d(x_0, x_1) = \inf \left\{ \int_0^1 |\gamma_r| \, dr : \gamma \in AC^1([0,1], X), \gamma_i = x_i, i = 0, 1 \right\}, \quad \forall \, x_0, x_1 \in X.$$

Let $\mu$ be a $\sigma$-finite Radon measure on $(X, d)$ with support the whole space $X$. Throughout the work, we call the triple $(X, d, \mu)$ the metric measure space.

**Definition 2.1 (Test Plan).** Let $\pi$ be a probability measure on $C([0,1], X)$. We say that $\pi$ is a test plan if there exists a constant $C > 0$ such that

$$(e_1)_t \pi \leq C \mu, \quad \text{for all } t \in [0,1],$$

and

$$\int \int_0^1 |\gamma_t|^2 \, dt \, d\pi(\gamma) < \infty.$$

**Definition 2.2 (Sobolev class).** The Sobolev class $S^2(X)$ (resp. $S^2_{0,\text{loc}}(X)$) is the space of all Borel functions $f : X \to \mathbb{R}$, for which there exists a non-negative function $G \in L^2(X)$ (resp. $G \in L^2_{0,\text{loc}}(X)$) such that, for each test plan $\pi$, it holds

$$\int |f(\gamma_1) - f(\gamma_0)| \, d\pi(\gamma) \leq \int \int_0^1 G(\gamma_t)|\dot{\gamma}_t| \, dt \, d\pi(\gamma). \quad (2.2)$$

It then follows from a compactness argument that, for each $f \in S^2(X)$ there exists a unique minimal $G$ in the $\mu$-a.e. sense such that (2.2) holds. We then denote the minimal $G$ by $|\nabla f|_w$ and call it the minimal weak upper gradient following [4].

The inhomogeneous Sobolev space $W^{1,2}(X)$ is defined as $S^2(X) \cap L^2(X)$, which equipped with the norm

$$\|f\|_{W^{1,2}(X)} := \left( \|f\|_2^2 + \|\nabla f|_w\|_2^2 \right)^{1/2},$$

is a Banach space, but not a Hilbert space in general.

The local Sobolev space $W^{1,2}_{0,\text{loc}}(\Omega)$ for an open set $\Omega \subset X$, and the Sobolev space with compact support $W^{1,2}_c(X)$ can be defined in an obvious manner. See [4, 13, 35] for the study of relevant Sobolev spaces.

The following definitions and results are mainly borrowed from [17].

**Definition 2.3 (Infinitesimally Hilbertian Space).** Let $(X, d, \mu)$ be a metric measure space. If $W^{1,2}(X)$ is a Hilbert space, then we call that $(X, d, \mu)$ is an infinitesimally Hilbertian space.

Notice that, from the definition, it follows that $(X, d, \mu)$ is infinitesimally Hilbertian if and only if, for any $f, g \in S^2(X)$, it holds

$$\|\nabla (f + g)|_w\|_{L^2(X)}^2 + \|\nabla (f - g)|_w\|^2_{L^2(X)} = 2 \left( \|\nabla f|_w\|_{L^2(X)}^2 + \|\nabla g|_w\|_{L^2(X)}^2 \right).$$
Definition 2.4. Let \((X,d,\mu)\) be an infinitesimally Hilbertian space, \(\Omega\) be an open subset of \(X\) and \(f,g \in S^2_{\text{loc}}(\Omega)\). The map \(\langle \nabla f, \nabla g \rangle : \Omega \rightarrow \mathbb{R}\) is defined as

\[
\langle \nabla f, \nabla g \rangle(x) := \inf_{\epsilon > 0} \frac{\| \nabla (g + \epsilon f) \|^2_{\text{loc}}(x) - \| \nabla g \|^2_{\text{loc}}(x)}{2\epsilon}, \quad \text{for } \mu\text{-a.e. } x \in X,
\]

where the infimum is intended as \(\mu\)-essential infimum.

The inner product \(\langle \nabla f, \nabla g \rangle\) is linear and satisfies the Cauchy–Schwarz inequality, the chain rule and the Leibniz rule (see e.g. [17]).

With the aid of the inner product, we can define the Laplacian operator as below.

Definition 2.5 (Laplacian). Let \((X,d,\mu)\) be an infinitesimally Hilbertian space and let \(f \in W^{1,2}_{\text{loc}}(X)\). We call \(f \in \mathcal{D}_{\text{loc}}(\Delta)\), if there exists \(h \in L^1_{\text{loc}}(X)\) such that, for each \(\psi \in W^{1,2}_{\text{loc}}(X)\), it holds that

\[
\int_X \langle \nabla f, \nabla \psi \rangle \, d\mu = -\int_X h \psi \, d\mu.
\]

We denote \(h\) as \(\Delta f\) and call it the Laplacian of \(f\). If \(f \in W^{1,2}(X)\) and \(h \in L^2(X)\), then we write \(f \in \mathcal{D}(\Delta)\).

Notice that the Laplacian operator is linear due to that \((X,d,\mu)\) is infinitesimally Hilbertian. From the Leibniz rule of the inner product, it follows that if \(f,g \in \mathcal{D}_{\text{loc}}(\Delta) \cap L^\infty_{\text{loc}}(X)\) (resp. Lipschitz continuous functions \(f,g \in \mathcal{D}(\Delta) \cap L^\infty_{\text{loc}}(X)\)), then \(fg \in \mathcal{D}(\Delta)\) (resp. \(fg \in \mathcal{D}(\Delta)\)) satisfies \(\Delta(fg) = g\Delta f + f\Delta g + 2\nabla f \cdot \nabla g\).

2.2 Curvature-dimension conditions and consequences

Let \((X,d,\mu)\) be an infinitesimally Hilbertian space. Then the heat flow \(\{e^{t\Delta}\}_{t \geq 0}\) is linear. Denote by \(\{P_t\}_{t \geq 0}\) the heat semigroup corresponding to the Dirichlet form \((\mathcal{E},W^{1,2}(X))\) defined by

\[
\mathcal{E}(f,g) = \int_X \langle \nabla f, \nabla g \rangle \, d\mu, \quad f,g \in W^{1,2}(X).
\]

Moreover, in the RCD\((K,N)\) space with \(K \in \mathbb{R}\) and \(N \in (1,\infty)\), introduced in Definition 2.6 below, \(P_t = e^{t\Delta}\) for all \(t \geq 0\).

Now we recall the definition of the RCD\((K,N)\) space. Let \(\mathcal{P}(X)\) be the set of all the Borel probability measures on \(X\), and let \(\mathcal{P}(X,\mu)\) be the subset of \(\mu\)-absolutely continuous measures in \(\mathcal{P}(X)\). Given two numbers \(K \in \mathbb{R}\) and \(N \in (1,\infty)\), we set for any \((t,\theta) \in [0,1] \times [0,\infty)\),

\[
\tau_{K,N}^{(t)}(\theta) = \begin{cases} 
\frac{\pi}{\sin \theta} \left( \frac{\sin \left( \theta \sqrt{-K/(N-1)} \right)}{\sinh \left( \theta \sqrt{-K/(N-1)} \right)} \right)^{1-\frac{1}{N}}, & \text{if } K\theta^2 < 0 \text{ and } N > 1, \\
t, & \text{if } K\theta^2 = 0 \text{, or if } K\theta^2 < 0 \text{ and } N = 1, \\
\frac{\pi}{\sin \theta} \left( \frac{\sin \left( \theta \sqrt{K/(N-1)} \right)}{\sin \left( \theta \sqrt{K/(N-1)} \right)} \right)^{1-\frac{1}{N}}, & \text{if } 0 < K\theta^2 < (N - 1)\pi^2, \\
+\infty, & \text{if } K\theta^2 \geq (N - 1)\pi^2.
\end{cases}
\]

Definition 2.6. Let \(K \in \mathbb{R}\) and \(N \in (1,\infty)\). We say that the metric measure space \((X,d,\mu)\) satisfies the Riemannian curvature-dimension condition, denoted as the RCD\((K,N)\) space, if it
is infinitesimally Hilbertian and for every pair $\eta_0, \eta_1 \in \mathcal{P}(X, \mu)$ with bounded support, there exists an optimal coupling $\pi$ of $\eta_0$ and $\eta_1$ such that

$$\int_X \rho_t^{-\frac{1}{\sqrt{K}}} \, d\mu \geq \int \left[ \tau_{K,N'}^{(1-t)}(d(\gamma_0, \gamma_1))\rho_0 - \frac{1}{\sqrt{K}} (\gamma_0) + \tau_{K,N'}^{(t)}(d(\gamma_0, \gamma_1))\rho_0 - \frac{1}{\sqrt{K}} (\gamma_1) \right] \, d\pi(\gamma),$$

(2.3)

for all $t \in [0,1]$ and all $N' \geq N$, where, for every $t \in [0,1]$, $\rho_t$ denotes the Radon–Nikodym derivative $\frac{d\pi(\gamma)}{d\mu}$.

Note that from Definition 2.6, we can deduce that, for any $K' \leq K$ and $N' \geq N$, $\operatorname{RCD}(K, N)$ implies $\operatorname{RCD}(K', N)$ and $\operatorname{RCD}(K, N)$.

Recall that we call that the metric measure space $(X, d, \mu)$ is an $\operatorname{RCD}^*(K, N)$ space with $K \in \mathbb{R}$ and $N \in (1, \infty)$ if the same conditions in Definition 2.6 are satisfied with $\tau_{K,N}^{(1-t)}(d(x_0, x_1))$ and $\tau_{K,N}^{(t)}(d(x_0, x_1))$ in (2.3) replaced respectively by $\sigma_{K,N}^{(1-t)}(d(x_0, x_1))$ and $\sigma_{K,N}^{(t)}(d(x_0, x_1))$, where for any $(t, \theta) \in [0,1] \times [0, \infty)$,

$$\sigma_{K,N}^{(t)}(\theta) = \begin{cases} \sinh \left( \frac{\theta \sqrt{K/N}}{\sinh (\theta \sqrt{K/N})} \right), & \text{if } K\theta^2 < 0 \text{ and } N > 1, \\ t, & \text{if } K\theta^2 = 0, \text{ or if } K\theta^2 < 0 \text{ and } N = 1, \\ \sin \left( \frac{\theta \sqrt{K/N}}{\sin (\theta \sqrt{K/N})} \right), & \text{if } 0 < K\theta^2 < N\pi^2, \\ +\infty, & \text{if } K\theta^2 \geq N\pi^2. \end{cases}$$

See [15, Sections 3 and 4] for other equivalent characterizations of the $\operatorname{RCD}^*(K, N)$ space. It turns out that every $\operatorname{RCD}(K, N)$ space is an $\operatorname{RCD}^*(K, N)$ space, and every $\operatorname{RCD}^*(K, N)$ space is an $\operatorname{RCD}((N-1)K/N, N)$ space. In particular, $\operatorname{RCD}(0, N)$ and $\operatorname{RCD}^*(0, N)$ are equivalent.

From now on, let $(X, d, \mu)$ be an $\operatorname{RCD}(K, N)$ space with $K \in \mathbb{R}$ and $N \in (1, \infty)$. Then the measure $\mu$ satisfies the local doubling (global doubling, provided $K \geq 0$) property, which we present in the next lemma (see e.g., [40], [17, Section 5] or [21, Section 2]).

**Lemma 2.7.** Let $(X, d, \mu)$ be an $\operatorname{RCD}(K, N)$ space with $K \leq 0$ and $N \in (1, \infty)$, and let $x \in X$ and $0 < r \leq R < \infty$.

(i) If $K = 0$, then

$$\mu(B(x, R)) \leq \left( \frac{R}{r} \right)^N \mu(B(x, r)).$$

(ii) If $K < 0$, then

$$\mu(B(x, R)) \leq \frac{l_{K,N}(R)}{l_{K,N}(r)} \mu(B(x, r)),$$

where $(0, \infty) \ni t \mapsto l_{K,N}(t)$ is a continuous function depending on $K$ and $N$, and $l_{K,N}(t) = O(e^{C(K,N)})$ as $t$ tends to $\infty$ for some constant $C(K,N)$ depending on $K$ and $N$.

Note that, since we only consider the case when $K = 0$, we never use Lemma 2.7(ii) in the main parts of this note, which is presented here just for completeness.
From the definition of the RCD\((K, N)\) space, we know that \((X, d)\) is a length space. The (local) doubling property immediately implies that every bounded closed ball in \((X, d)\) is totally bounded. Since \((X, d)\) is also complete, it is then proper and geodesic. Recall that a metric space \((X, d)\) is proper if every bounded closed subset is compact. Hence, it is immediate to check that the Dirichlet form \((\mathcal{E}, W^{1,2}(X))\), defined at the beginning of this subsection, is strongly local and regular.

By \([6, \text{Theorem 3.9}]\), we see that the intrinsic metric induced by the Dirichlet form \((\mathcal{E}, W^{1,2}(X))\), defined as

\[
d_{\mathcal{E}}(x, y) = \sup\{\psi(x) - \psi(y) : \psi \in W^{1,2}(X) \cap C(X), |\nabla \psi|_w \leq 1 \text{ µ-a.e. in } X\},
\]

for every \(x, y \in X\), coincides with the original one, i.e.,

\[
d_{\mathcal{E}}(x, y) = d(x, y), \quad \forall x, y \in X.
\]

Hence, we can work indifferently with either one of the distances \(d\) and \(d_{\mathcal{E}}\).

Recently, T. Rajala \([33, 34]\) proved that a weak local \(L^2\)-Poincaré inequalities hold in the RCD\((K, N)\) space, and hence also a (strong) local \(L^2\)-Poincaré inequalities hold by the doubling and geodesic properties and by applying \([19, \text{Theorem 1}]\). See also \([21, \text{section 2}]\).

**Lemma 2.8.** Let \((X, d, \mu)\) be an RCD\((K, N)\) space with \(K \leq 0\) and \(N \in (1, \infty)\). Then for every \(x \in X\) and every \(R > 0\), there exists a positive constant \(C := C(K, N, R)\) such that for any \(r \in (0, R)\),

\[
\int_{B(x, r)} |f - f_B|^2 \, d\mu \leq Cr^2 \int_{B(x, r)} |\nabla f|^2 \, d\mu, \quad \text{for all } f \in W^{1,2}(X),
\]

where \(f_B = \frac{1}{\mu(B(x, r))} \int_{B(x, r)} f \, d\mu\). In particular, if \(K = 0\), then (2.4) holds with constant \(C := C(N)\) independent of \(R\).

Now we can apply the results obtained by Sturm in \([37, \text{Proposition 2.3}]\) to immediately deduce that there exist a heat kernel, i.e., a measurable map \((0, \infty) \times X \times X \ni (t, x, y) \mapsto p_t(x, y) \in [0, \infty)\) such that, for any \(t > 0\), \(f \in L^1(X) + L^\infty(X)\) and \(\mu\)-a.e. \(x \in X\),

\[
P_t f(x) = \int_X f(y)p_t(x, y) \, d\mu(y);
\]

for all \(s, t > 0\) and \(\mu\)-a.e. \(x, y \in X\),

\[
p_{t+s}(x, y) = \int_X p_t(x, z)p_s(z, y) \, d\mu(z);
\]

the function \((t, y) \mapsto p_t(x, y)\) is a solution of the equation \(\Delta u = \frac{\partial}{\partial t}u\) on \((0, \infty) \times X\) in the distribution sense (see also Definition 3.1 below). By the symmetry of the semi-group, \(p_t\) is also symmetric, i.e., for every \(t > 0\), \(p_t(x, y) = p_t(y, x)\) for \(\mu \times \mu\)-a.e. \((x, y) \in X \times X\). The doubling property and the local \(L^2\)-Poincaré inequality imply that the function \(x \mapsto p_t(x, y)\) is Hölder continuous for every \((t, y) \in (0, \infty) \times X\), by a standard iteration argument; see e.g. \([38, \text{Section 3}]\). Moreover, \(P_t\) is stochastically complete (see e.g. \([36, \text{Theorem 4}]\)), i.e.,

\[
\int_X p_t(x, y) \, d\mu(y) = 1, \quad \text{for any } t > 0 \text{ and } x \in X,
\]

(2.5)
and, when $K = 0$, the following upper and lower estimates of Gaussian type hold:

$$\frac{C(N)^{-1}}{\mu(B(x, \sqrt{t}))} \exp \left\{ -C(N) \frac{d^2(x, y)}{t} \right\} \leq p_I(x, y) \leq \frac{C_0(N)}{\mu(B(x, \sqrt{t}))} \exp \left\{ -\frac{d^2(x, y)}{5t} \right\}, \quad (2.6)$$

where $C(N)$ and $C_0(N)$ are positive constants depending only on $N$.

For any $K \in \mathbb{R}$ and $N \in (1, \infty)$, define the function $\tau_{K,N} : [0, \infty) \to \mathbb{R}$ by

$$\tau_{K,N}(s) = \begin{cases} \frac{1}{N} \left[ 1 + s \sqrt{K(N-1)} \cot \left( s \sqrt{\frac{K}{N-1}} \right) \right], & \text{if } K > 0, \\ 1, & \text{if } K = 0, \\ \frac{1}{N} \left[ 1 + s \sqrt{-K(N-1)} \coth \left( s \sqrt{-\frac{K}{N-1}} \right) \right], & \text{if } K < 0. \end{cases}$$

N. Gigli proved the following Laplacian comparison principle in [17]. Here and in what follows, for $x \in X$, let $d_x = d(x, \cdot) : X \to [0, \infty)$ be the distance function from the fix point $x$.

**Lemma 2.9** (Laplacian comparison principle). Let $(X, d, \mu)$ be an $\text{RCD}(K, N)$ space with $K \in \mathbb{R}$ and $N \in (1, \infty)$. Then, for every $x \in X$, $d_o \in D_{\text{loc}}(\Delta, X \setminus o)$ and

$$\Delta d_o |_{X \setminus o} \leq \frac{N \tau_{K,N}(d_o) - 1}{d_o}.$$

Finally, in what follows, we let $N = \{1, 2, \cdots\}$ and $B(x, r)$ be the ball in $(X, d)$ with center $x$ and radius $r > 0$.

### 3 Sharp heat kernel bounds

The following lemmata are important in the establishment of the sharp heat kernel bounds presented below. Let $\Omega$ be an open subset of $(X, d)$.

**Definition 3.1.** Let $I$ be an open interval in $\mathbb{R}$, and $g \in L^2(\Omega)$. We call that a function $u : I \to W^{1,2}(\Omega)$ satisfies the parabolic equation

$$\frac{\partial}{\partial t} u - \Delta u \leq g, \quad \text{in } I \times \Omega,$$

if for every $t \in I$, the Fréchet derivative of $u$, denoted by $\frac{\partial}{\partial t} u$, exists in $L^2(\Omega)$ and for any nonnegative function $\psi \in W^{1,2}(\Omega)$, it holds

$$\int_{\Omega} \frac{\partial}{\partial t} u(t, \cdot) \psi \, d\mu + \mathcal{E}(u(t, \cdot), \psi) \leq \int_{\Omega} g \psi \, d\mu.$$

In a similar way, one can define the solution to the parabolic equations $\frac{\partial}{\partial t} u - \Delta u \geq g$ and $\frac{\partial}{\partial t} u - \Delta u = g$ in $I \times \Omega$.

The first lemma is on the parabolic maximum principle for the heat equation. The proof is essentially from [18, Section 4.1] and can be simplified a little bit in our context. So we omit the proof here. We shall point out that the metric measure space $(X, d, \mu)$ is also locally compact under the $\text{RCD}(K, N)$ condition with $K \in \mathbb{R}$ and $N \in (1, \infty)$ (see [40, Corollary 2.4]).
Lemma 3.2 (Parabolic maximum principle). Let \((X, d, \mu)\) be an RCD\((K, N)\) space with \(K \in \mathbb{R}\) and \(N \in (1, \infty)\). Fix \(T \in (0, \infty)\). Assume that a function \(u : (0, T) \to W^{1,2}(\Omega)\), with \(u_+(t, \cdot) = \max\{u(t, \cdot), 0\} \in W^{1,2}(\Omega)\) for any \(t \in (0, T)\), satisfies the following equation with initial value condition:

\[
\begin{aligned}
&\frac{\partial}{\partial t} u - \Delta u \leq 0, \quad \text{in } (0, T) \times \Omega, \\
&u_+(t, \cdot) \to 0, \quad \text{in } L^2(\Omega) \text{ as } t \to 0.
\end{aligned}
\]

Then \(u(t, x) \leq 0\) for any \(t \in (0, T)\) and \(\mu\text{-a.e. } x \in \Omega\).

As an application of the Laplacian comparison principle in Lemma 2.9 and the parabolic maximum principle in Lemma 3.2, we derive the following heat kernel comparison results, which generalize the results obtained by Cheeger–Yau [14] and Li–Yau [25]. We should mention that the proof is more or less standard, which we present here for the sake of completeness. Let \(\bar{B}(p, r)\) denote the ball in \(X\) with center \(p\) and radius \(r\) with respect to the metric \(d\), and let \(\mathcal{M}^{K,N}\) be the complete and simply connected space form with sectional curvature \(K \in \mathbb{R}\) and dimension \(N \in \mathbb{N}\). For any \(t > 0\), denote by \(p_t : \Omega \times \Omega \to \mathbb{R}\) the Dirichlet heat kernel on \(\Omega\), and by \(p_t : \bar{B}(x, r) \times \bar{B}(x, r) \to \mathbb{R}\) the Dirichlet heat kernel on \(\bar{B}(x, r)\), which is a geodesic ball with center \(\bar{x} \in \mathcal{M}^{K,N}\) and radius \(r > 0\) with respect to the distance \(\bar{d}\) in \(\mathcal{M}^{K,N}\). For \(z \in \mathcal{M}^{K,N}\), let \(d\bar{z}\) be the volume measure in \(\mathcal{M}^{K,N}\).

Lemma 3.3 (Heat kernel comparison). Let \((X, d, \mu)\) be an RCD\(((N-1)K, N)\) space with \(K \in \mathbb{R}\) and \(N \in \mathbb{N} \setminus \{1\}\), and let \(B(x, r)\) be a ball with center \(x \in X\) and radius \(r > 0\) with respect to \(d\). Suppose the function \(h_0\) belongs to \(C^1([0, r], [0, \infty))\) and satisfies that \(h_0(0) = 0\), \(h_0(r) = 0\) and \(h'(s) \leq 0\) for any \(s \in (0, r]\). Let \(B(\bar{x}, r)\) be a ball with center \(\bar{x} \in \mathcal{M}^{K,N}\). Then, for any \(t > 0\) and \(y \in B(x, r)\) with \(\bar{y} \in B(\bar{x}, r)\) such that \(d(x, y) = \bar{d}(\bar{x}, \bar{y})\),

\[
\int_X p_t(z, y) h_0(d(x, z)) \, d\mu(z) \geq \int_{B(\bar{x}, r)} \bar{p}_t(z, \bar{y}) h_0(\bar{d}(\bar{x}, z)) \, d\bar{z};
\]

in particular,

\[
\int_{B(x, r)} p_t(z, y) \, d\mu(z) \geq \int_{B(\bar{x}, r)} \bar{p}_t(z, \bar{y}) \, d\bar{z}, \quad \text{for any } \lambda \in [0, r],
\]

and

\[
p_t(x, y) \geq \bar{p}_t(\bar{x}, \bar{y}).
\]

Proof. Let \(h_0(\cdot) = h_0 \circ d_x\) be a nonnegative function of the distance \(d\) to the fixed point \(x \in X\), and let

\[
h(t, x) = \int_X p_t(x, z) h_0(z) \, d\mu(z)
\]

be the solution to the heat equation in \(X\) with initial data \(h_0\), i.e.,

\[
\begin{aligned}
&\frac{\partial}{\partial t} u - \Delta u = 0, \quad \text{in } (0, T) \times X, \\
&u_+(t, \cdot) \to h_0, \quad \text{in } L^2(X) \text{ as } t \to 0.
\end{aligned}
\]

Let

\[
h(t, \bar{y}) = \int_{B(\bar{x}, r)} \bar{p}_t(\bar{y}, z) h_0(\bar{d}(\bar{x}, z)) \, d\bar{z}
\]

be the solution to the heat equation in \(\mathcal{M}^{K,N}\) with initial data \(h_0\), i.e.,

\[
\begin{aligned}
&\frac{\partial}{\partial t} u - \Delta u = 0, \quad \text{in } (0, T) \times \mathcal{M}^{K,N}, \\
&u_+(t, \cdot) \to h_0, \quad \text{in } L^2(\mathcal{M}^{K,N}) \text{ as } t \to 0.
\end{aligned}
\]

Let

\[
h(t, \bar{y}) = \int_{B(\bar{x}, r)} \bar{p}_t(\bar{y}, z) h_0(\bar{d}(\bar{x}, z)) \, d\bar{z}
\]
be the solution to the heat equation on $\bar{B}(\bar{x}, r)$ with the Dirichlet boundary condition. It is easy to know that the rotational symmetry of $h_0$ implies that the function $\bar{h}(t, \cdot)$ is also rotationally symmetric for every $t > 0$. Hence, we can write $\bar{h}(t, \hat{y}) = \bar{h}(t, \bar{d}(\bar{x}, \hat{y}))$.

We claim that

$$\bar{h}'(t, \bar{r}) := \frac{\partial}{\partial \bar{r}} \bar{h}(t, \bar{r}) \leq 0, \quad \text{for all } t \geq 0 \text{ and } \bar{r} \in [0, r]. \quad (3.1)$$

Indeed, letting $\bar{\Delta}$ be the Laplacian on $\mathbb{M}^{K, N}$, we have that

$$0 = \left( \frac{\partial}{\partial t} - \bar{\Delta} \right) \bar{h}(t, \bar{r}) = \frac{\partial}{\partial t} \bar{h} - \bar{h}' \bar{\Delta} \bar{d}_x - \bar{h}'' \quad (3.2)$$

with

$$\bar{\Delta} \bar{d}_x = \begin{cases} (N - 1) \sqrt{K} \cot \left( \sqrt{K} \bar{d}_x \right), & \text{if } K > 0, \\ (N - 1) \bar{d}_x^{-1}, & \text{if } K = 0, \\ (N - 1) \sqrt{-K} \coth \left( \sqrt{-K} \bar{d}_x \right), & \text{if } K < 0, \end{cases}$$

in the distribution sense. By direct differentiation with respect to $\bar{d}_x$, we derive from (3.2) that

$$0 = \frac{\partial}{\partial t} v - v' \bar{\Delta} \bar{d}_x - v(\bar{\Delta} \bar{d}_x)' - v''$$

with $v = \bar{h}'$ and

$$(\bar{\Delta} \bar{d}_x)' = \begin{cases} -(N - 1) K \csc^2 \left( \sqrt{K} \bar{d}_x \right), & \text{if } K > 0, \\ -(N - 1) \bar{d}_x^{-2}, & \text{if } K = 0, \\ (N - 1) K \text{csch}^2 \left( \sqrt{-K} \bar{d}_x \right), & \text{if } K < 0, \end{cases}$$

which implies that $(\bar{\Delta} \bar{d}_x)' \leq 0$. Thus, by the assumption on $h_0$, we prove the claim (3.1).

Now let $\bar{h}(t, y) = \bar{h}(t, d(x, y))$. Combining the Laplacian comparison principle in Lemma 2.9, (3.1) and (3.2), we obtain that

$$\left( \frac{\partial}{\partial t} - \Delta \right) \bar{h}(t, d(x, \cdot)) = \frac{\partial}{\partial t} \bar{h} - \bar{h}' \Delta d_x - \bar{h}'' \leq 0$$

holds in the distribution sense in $X$, and $\bar{h}(0, y) = h_0(y)$ for any $y \in X$. Denote $G = \bar{h} - h$. Then $G$ satisfies the equation

$$\begin{cases} \frac{\partial}{\partial t} u - \Delta u \leq 0, & \text{in } (0, \infty) \times B(x, r), \\ u_+ (t, \cdot) \to 0, & \text{in } L^2(B(x, r)) \text{ as } t \to 0. \end{cases}$$

Thus, the parabolic maximum principle in Lemma 3.2 implies that

$$\bar{h}(t, d(x, y)) \leq h(t, y),$$

for any $t > 0$ and $\mu$-a.e. $y$ in $B(x, r)$.

In particular, for the second and last assertions, we need to approximate the characteristic function of $B(x, \lambda)$ and the dirac function at $x$ with a sequence of functions satisfy the requirement of $h_0$, respectively.
The following result is borrowed from [20] (see also [16] for the case when the reference measure $\mu$ is a Borel probability measure), and we present it here for convenience.

**Lemma 3.4** (Parabolic Harnack inequality). Let $(X, d, \mu)$ be an $\text{RCD}(0, N)$ space with $N \in (1, \infty)$. Given any $x,y,z \in M$ and $0 < s < t < \infty$, it holds that

$$p_s(x, y) \leq p_t(x, z) \exp \left\{ \frac{d(y, z)^2}{4(t-s)} \right\} \left( \frac{t}{s} \right)^{N/2}.$$

Now we recall the definition of the Minkowski content which will be used in the proof of Theorem 3.12 below.

**Definition 3.5** (Minkowski content). Let $x \in X$ and $r \in [0, \infty)$. Define the Minkowski content of the ball $B(x, r)$ by

$$s(x, r) := \limsup_{\delta \to 0} \frac{1}{\delta} \mu(B(x, r + \delta) \setminus B(x, r)).$$

We remark here that, in the Riemannian manifold $(M, d, \mu)$ with $\mu$ the Riemannian volume measure and $d$ the Riemannian distance, it is immediate to see that, for every geodesic ball $B(x, r)$ in $(M, d)$, $s(x, r)$ is equal to the $(n-1)$-dimensional Hausdorff measure of $\partial B(x, r)$ (see e.g. [12]).

The first part in the next lemma is known (see [40, Theorem 2.3]), and the second part is immediate from the last definition and the local Lipschitz continuity of the function $r \mapsto \mu(B(x, r))$ in $(0, \infty)$, for each $x \in X$ (see e.g. [40, p.148]).

**Lemma 3.6.** Let $(X, d, \mu)$ be a $\text{RCD}(0, N)$ spaces with $N \in (1, \infty)$. Then for all $x \in X$ and $0 < r \leq R < \infty$, it holds

$$s(x, R) \leq \left( \frac{R}{r} \right)^{N-1},$$

and

$$\mu(B(x, R)) = \int_0^R s(x, t) \, dt.$$

Now we recall the definition of maximum volume growth.

**Definition 3.7** (Maximum volume growth). Let $(X, d, \mu)$ be an $\text{RCD}(0, N)$ space with $N \in (1, \infty)$. It is said to have maximum volume growth if, for some point $x \in X$, there exists a constant $\kappa_\infty > 0$ such that

$$\liminf_{r \to \infty} \frac{\mu(B(x, r))}{r^N} = \kappa_\infty. \quad (3.3)$$

**Remark 3.8.** It is easy to show that the limit $\liminf_{r \to \infty}[\mu(B(x, r))/r^N]$ is independent of $x$; hence it can be considered as a global geometric invariant of $(X, d, \mu)$.

**Lemma 3.9.** Let $(X, d, \mu)$ be a $\text{RCD}(0, N)$ spaces with $N \in (1, \infty)$ having maximum volume growth. Then

$$\liminf_{r \to \infty} \frac{s(x, r)}{N r^{N-1}} = \kappa_\infty;$$

moreover, for any $r > 0$, it holds that

$$s(x, r) \geq N \kappa_\infty r^{N-1}.$$
Proof. On the one hand, by the doubling property in Lemma 2.7(i),

\[
s(x, r) = \limsup_{\delta \to 0} \frac{1}{\delta} \mu(B(x, r + \delta) \setminus B(x, r)) \\
\leq \limsup_{\delta \to 0} \frac{1}{\delta} \left[ \frac{(r + \delta)^N}{r^N} \mu(B(x, r)) - \mu(B(x, r)) \right] \\
= N \frac{\mu(B(x, r))}{r}.
\]

Thus, by the maximum volume growth, we derive that for any \( \epsilon > 0 \), there exists \( A > 0 \) such that for any \( r \geq A \), it holds that \( \mu(B(x, r)) \leq (1 + \epsilon)\kappa_0 r^N \), and hence

\[
s(x, r) \leq (1 + \epsilon)\kappa_0 N r^{N-1}.
\]

On the other hand, it follows from Lemma 3.6 that the function \( (0, \infty) \ni r \mapsto \frac{s(x, r)}{r} \) is non-increasing, which immediately implies that if there exists \( r_0 \in (0, \infty) \) such that \( s(x, r_0) < N\kappa_0 r_0^{N-1} \), then, for all \( r > r_0 \), we have that \( s(x, r) < N\kappa_0 r^{N-1} \). Applying Lemma 3.6 again, we derive that for each \( r > r_0 \),

\[
\mu(B(x, r) \setminus B(x, r_0)) = \int_{r_0}^{r} s(x, t) \, dt < \kappa_0 (r^N - r_0^N),
\]

and hence

\[
\liminf_{r \to \infty} \frac{\mu(B(x, r))}{r^N} < \kappa_0 \liminf_{r \to \infty} \frac{r^N - r_0^N + \mu(B(x, r_0))}{r^N} = \kappa_0,
\]

which is a contradiction. Thus, for any \( r > 0 \), we get that \( s(x, r) \geq N\kappa_0 r^{N-1} \), which is the last assertion.

Combing the above results, we finally reach the first assertion. \( \square \)

**Definition 3.10** (Boundary Integral). Let \( o \in X \) and \( r \in [0, \infty) \). Suppose \( f \in L^\infty_{\text{loc}}(X) \). Define the integral of \( f \) on \( \partial B(o, r) \) as

\[
|f|_{\partial B(o, r)} = \limsup_{\delta \to 0^+} \frac{1}{\delta} \int_{B(o, r + \delta) \setminus B(o, r)} f(z) \, d\mu(z).
\]

The next result is a substitute for the co-area formula in Riemannian manifolds in our more general setting to some extent, which is important for the proof of Theorem 3.12 below.

**Lemma 3.11.** Let \( (X, d, \mu) \) be an RCD\((K, N)\) space with \( K \in \mathbb{R} \) and \( N \in (1, \infty) \). Let \( o \in X \) and \( R \in (0, \infty) \). Then for each \( f \in L^\infty_{\text{loc}}(X) \), it holds that

\[
\int_{B(o, R)} f \, d\mu = \int_0^R |f|_{\partial B(o, r)} \, dr. \tag{3.4}
\]

In addition, if \( \phi : \mathbb{R}_+ \to \mathbb{R}_+ \) is a locally continuous and monotone function, then

\[
\int_{B(o, R)} \phi(d(o, z)) f(z) \, d\mu(z) = \int_0^R \phi(r) |f|_{\partial B(o, r)} \, dr, \tag{3.5}
\]

and

\[
\int_{X \setminus B(o, R)} \phi(d(o, z)) f(z) \, d\mu(z) = \int_R^{\infty} \phi(r) |f|_{\partial B(o, r)} \, dr. \tag{3.6}
\]
Proof. Notice that, for each fixed \( o \in X \), the function \( r \mapsto \mu(B(o, r)) \) is locally Lipschitz continuous on \((0, \infty)\). From this, we conclude that, for each \( f \in L^\infty_{\text{loc}}(X) \), the function

\[
\int_{B(o, r)} f \, d\mu
\]

is locally Lipschitz continuous on \((0, \infty)\), and hence, the required equality (3.4) holds.

Without loss of generality, assume that the function \( \phi : \mathbb{R}_+ \to \mathbb{R}_+ \) is locally continuous and monotonically decreasing. Let \( r > 0 \). For any \( \delta > 0 \), note that for any \( z \in B(o, r + \delta) \setminus B(o, r) \), \( r \leq d(o, z) < r + \delta \). Then, if \( f \) is nonnegative, then

\[
\int_{B(o, r+\delta) \setminus B(o, r)} \phi(r + \delta) f(z) \, d\mu(z) \leq \int_{B(o, r+\delta) \setminus B(o, r)} \phi(d(o, z)) f(z) \, d\mu(z)
\]

\[
\leq \int_{B(o, r+\delta) \setminus B(o, r)} \phi(r) f(z) \, d\mu(z),
\]

and, if \( f \) is non-positive, then

\[
\int_{B(o, r+\delta) \setminus B(o, r)} \phi(r + \delta) f(z) \, d\mu(z) \geq \int_{B(o, r+\delta) \setminus B(o, r)} \phi(d(o, z)) f(z) \, d\mu(z)
\]

\[
\geq \int_{B(o, r+\delta) \setminus B(o, r)} \phi(r) f(z) \, d\mu(z);}

hence, by definition,

\[
|(\phi \circ d_o) f|_{\partial B(o, r)} = \phi(r) |f|_{\partial B(o, r)}.
\]

Thus,

\[
\int_{B(o, R)} \phi(d(o, z)) f(z) \, d\mu(z) = \int_0^R |(\phi \circ d_o) f|_{\partial B(o, r)} \, dr = \int_0^R \phi(r) |f|_{\partial B(o, r)} \, dr,
\]

which completes the proof of (3.5). The proof of (3.6) is similar. \( \square \)

Now we present the main result in the next theorem. Fix a point \( x \in X \). For \( N \in \mathbb{N} \), let \( \omega_N \) be the volume of the unit ball in \( \mathbb{R}^N \). For any \( r > 0 \), set

\[
\kappa_x(r) = \frac{\mu(B(x, r))}{r^N}.
\] (3.7)

Then from Lemma 2.7, it is immediate to know that, in the RCD\((0, N)\) space with \( N \in (1, \infty) \), the function \( r \mapsto \kappa_x(r) \) is locally Lipschitz continuous in \((0, \infty)\), and monotonically decreases to \( \kappa_\infty \) as \( r \) increases to \( \infty \).

Now we present the main result in this section in the next theorem.

**Theorem 3.12.** Let \((X, d, \mu)\) be an RCD\((0, N)\) space with \( N \in \mathbb{N} \setminus \{1\} \) having the maximum volume growth (3.3). Then, for any \( \varepsilon > 0 \) and all \( y \in X \), it holds that

\[
p_t(x, y) \leq (1 + C_N(\varepsilon + \beta)) \frac{\omega_N}{\kappa_\infty} \left(4\pi t\right)^{-\frac{N}{2}} \exp \left\{ \frac{1 - \varepsilon}{4t} d(x, y)^2 \right\} \tag{3.8},
\]

and

\[
p_t(x, y) \geq \frac{\omega_N}{\kappa_x(\varepsilon d(x, y))} \left(4\pi t\right)^{-\frac{N}{2}} \exp \left\{ \frac{1 + \varepsilon(\varepsilon + 2)}{4t} d(x, y)^2 \right\} \tag{3.9},
\]
where $C_N$ is a positive constant depending only on $N$, $\kappa_x(\cdot)$ is defined in (3.7), and $\beta$ is given by

$$\beta = e^{-2N} \max_{r \geq (1-\epsilon)d(x,y)} \left[ 1 - \frac{\kappa_{\infty}}{\kappa_x(e^{2N+1}r)} \right].$$

(3.10)

**Remark 3.13.** We should mention that the idea of proof of the theorem is from [24]. Note that, due to our calculation, on the one hand, the constant $C_N$ in (3.8) above depends only on $N$, while the constant in the expression of the heat kernel upper estimate in [24, Theorem 2.1] depends not only on $N$ but also on $\kappa_{\infty}$, and on the other hand, from Lemma 3.6, we have

$$\kappa_x(r) = \frac{1}{r^N} \int_0^r s(x,t) \, dt \geq \frac{1}{r^N} \int_0^r s(x,r) \left(\frac{t}{r}\right)^{N-1} \, dt = \frac{s(x,r)}{Nr^{N-1}},$$

or $s(x,r) \leq Nr^{N-1}\kappa_x(r)$, but what we need in the proof of Theorem 3.12 is a lower bound on $s(x,r)$ (see Lemma 3.9 above). For the latter, the cost is that $\kappa_{\infty}$ goes into the definition of $\beta$ (see (3.10) above). So we should present the detailed proof here.

**Proof of Theorem 3.12.** (1) We first prove the lower bound of the heat kernel. Let $y \in X$. Applying the parabolic Harnack inequality in Lemma 3.4, we deduce that for any $\delta > 0$ and any $z \in X$,

$$p_t(z,y) \leq (1 + \delta)^{\frac{N}{2}} \exp \left\{ \frac{d(z,x)^2}{4\delta t} \right\} p_{(1+\delta)t}(x,y).$$

(3.11)

Combining with the heat kernel comparison result in Lemma 3.3, we have for any $R > 0$,

$$\frac{1}{\mu(B(x,R))} \int_{B(x,R)} p_{(1+\delta)t}(z,y) \, dz \leq \frac{1}{\mu(B(x,R))} \int_{B(x,R)} p_{(1+\delta)t}(z,y) \, d\mu(z)
\leq \frac{1}{\mu(B(x,R))} \int_{B(x,R)} p_{(1+\delta)^2t}(x,y) (1 + \delta)^{\frac{N}{2}} \exp \left\{ \frac{d(z,x)^2}{4\delta(1+\delta)t} \right\} \, d\mu(z)
\leq p_{(1+\delta)^2t}(x,y) (1 + \delta)^{\frac{N}{2}} \exp \left\{ \frac{R^2}{4\delta(1+\delta)t} \right\},$$

which is

$$p_{(1+\delta)^2t}(x,y) \geq (1 + \delta)^{-\frac{N}{2}} \mu(B(x,R))^{-1} \exp \left\{ -\frac{R^2}{4\delta(1+\delta)t} \right\} \int_{B(x,R)} p_{(1+\delta)t}(z,y) \, dz
\geq \omega_N R^N \mu(B(x,R))^{-1} (1 + \delta)^{-N} \exp \left\{ -\frac{(\delta + 2)R^2}{4\delta(1+\delta)t} \right\} p_t(x,y),$$

where $d(z,y) = d(z,x)$ and we used the parabolic Harnack inequality in the last line. Since $\mu(B(x,R)) = \kappa_x(R)R^N$, setting $R = \delta d(x,y)$, we have

$$p_{(1+\delta)^2t}(x,y) \geq \frac{\omega_N}{\kappa_x(\delta d(x,y))} (1 + \delta)^{-N} \exp \left\{ -\frac{(\delta + 2)d(x,y)^2}{4(1+\delta)t} \right\} p_t(x,y).$$

Letting $s = (1 + \delta)^2t$, we obtain that for any $\delta > 0$,

$$p_s(x,y) \geq \frac{\omega_N}{\kappa_x(\delta d(x,y))} (4\pi s)^{-\frac{N}{2}} \exp \left\{ -\frac{1 + \delta(\delta + 2)^2}{4s}d(x,y)^2 \right\}. $$

(3.12)
which is the desired lower bound (3.9).

(2) Now we turn to prove the upper bound. Note that, by the parabolic Harnack inequality in Lemma 3.4, we have that

$$s^{\frac{N}{2}} p_s(y, x) \leq t^{\frac{N}{2}} p_t(z, x) \exp \left\{ \frac{d(z, y)^2}{4(t - s)} \right\},$$

for all $0 < s < t$. Letting $z = y = x$, it is immediately to observe that the function $t \mapsto t^{\frac{N}{2}} p_t(x, x)$ is monotone nondecreasing such that (see [21, Theorem 4.1])

$$\lim_{t \to \infty} t^{\frac{N}{2}} p_t(x, x) = \frac{\omega_N}{k_\infty} (4\pi)^{-\frac{N}{2}}.$$  \hspace{1cm} (3.13)

Let $\epsilon$ be sufficiently small constant in $(0, 1)$. Suppose $d(x, y) \leq \epsilon \sqrt{t}$. Then, by (3.11) and (3.13), we have that

$$p_t(x, y) \leq t^{-\frac{N}{2}} [(1 + \epsilon) t]^{\frac{N}{2}} p_t(x, x) \exp \left\{ \frac{d(x, y)^2}{4et} \right\}$$

$$\leq (4\pi t)^{-\frac{N}{2}} \frac{\omega_N}{k_\infty} \exp \left\{ \frac{\epsilon}{4} \right\}$$

$$\leq (4\pi t)^{-\frac{N}{2}} \frac{\omega_N}{k_\infty} \exp \left\{ \frac{\epsilon}{4} \right\} \exp \left\{ -\frac{d(x, y)^2}{4t} + \frac{\epsilon^2}{4t} \right\}$$

$$\leq (1 + C_1 \epsilon)(4\pi t)^{-\frac{N}{2}} \frac{\omega_N}{k_\infty} \exp \left\{ -\frac{d(x, y)^2}{4t} \right\},$$ \hspace{1cm} (3.14)

for some constant $C_1 > 0$.

Suppose $d(x, y) > \epsilon \sqrt{t}$ now. Set $R = (1 - \epsilon)d(x, y)$. With the fact that (see (2.5))

$$\int_X p_t(x, y) \, d\mu(y) = \int_{R^n} \bar{p}_t(x, y) \, d\bar{y} = 1, \quad \text{for every } t > 0,$$

we apply (3.12) to deduce that

$$\int_{X \setminus B(x, R)} p_{(1+\epsilon)t}(x, y) \, d\mu(y) \leq \int_{R^n \setminus B(x, R)} \bar{p}_{(1+\epsilon)t}(x, y) \, d\bar{y}.$$ 

Since $B(x, R) \cap B(y, \epsilon R) = \emptyset$, we have

$$B(y, \epsilon R) = (X \setminus B(x, R)) \setminus [X \setminus (B(x, R) \cup B(y, \epsilon R))],$$

and hence,

$$\int_{B(y, \epsilon R)} p_{(1+\epsilon)t}(x, z) \, d\mu(z)$$

$$= \int_{X \setminus B(x, R)} p_{(1+\epsilon)t}(x, z) \, d\mu(z) - \int_{X \setminus (B(x, R) \cup B(y, \epsilon R))} p_{(1+\epsilon)t}(x, z) \, d\mu(z)$$

$$\leq \int_{R^n \setminus B(x, R)} \bar{p}_{(1+\epsilon)t}(x, z) \, dz - \int_{X \setminus (B(x, R) \cup B(y, \epsilon R))} p_{(1+\epsilon)t}(x, z) \, d\mu(z)$$

$$\leq \int_{R^n \setminus B(x, R)} \bar{p}_{(1+\epsilon)t}(x, z) \, dz + \int_{B(y, \epsilon R)} p_{(1+\epsilon)t}(x, z) \, d\mu(z)$$

$$- \int_{X \setminus B(x, R)} p_{(1+\epsilon)t}(x, z) \, d\mu(z).$$
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Since \( \kappa_s(r) \) decreases monotonically to \( \kappa_\infty \) as \( r \) increases to \( \infty \), by the lower bound (3.12), (3.5) and (3.6), we derive that

\[
\int_{B(y,\varepsilon R)} p_{(1+\varepsilon)t}(x,z) \, d\mu(z) \\
\leq \int_{\mathbb{R}^N \setminus B(x,R)} \frac{(4\pi(1+\varepsilon)t)^{-\frac{N}{2}}}{(x,z)} \exp \left\{ -\frac{|x-z|^2}{4(1+\varepsilon)t} \right\} d\bar{z} \\
- (4\pi(1+\varepsilon))^{-\frac{N}{2}} \int_{\mathbb{R}^N \setminus B(x,R)} \frac{\omega_N}{\kappa_s(\varepsilon d(x,z))} \exp \left\{ -\frac{(1+\delta(\delta+2)^2)d(x,z)^2}{4(1+\varepsilon)t} \right\} d\mu(z) \\
+ (4\pi(1+\varepsilon))^{-\frac{N}{2}} \int_{B(y,\varepsilon R)} \frac{\omega_N}{\kappa_s(\varepsilon d(x,z))} \exp \left\{ -\frac{(1+\delta(\delta+2)^2)d(x,z)^2}{4(1+\varepsilon)t} \right\} d\mu(z)
\]

\[
\leq N \omega_N (4\pi(1+\varepsilon))^{-\frac{N}{2}} \int_0^\infty r^{N-1} \exp \left\{ -\frac{r^2}{4(1+\varepsilon)t} \right\} \left\{ 1 - \frac{\kappa_\infty}{\kappa_s(\varepsilon r)} \right\} dr + N \omega_N (4\pi(1+\varepsilon))^{-\frac{N}{2}} \int_0^\infty r^{N-1} \exp \left\{ -\frac{(1+\delta(\delta+2)^2)r^2}{4(1+\varepsilon)t} \right\} \left\{ 1 - \frac{\kappa_\infty}{\kappa_s(\varepsilon r)} \right\} dr
\]

which is bounded above by

\[
N \omega_N (4\pi(1+\varepsilon))^{-\frac{N}{2}} \int_0^\infty r^{N-1} \left\{ \exp \left\{ -\frac{r^2}{4(1+\varepsilon)t} \right\} \right\} - \exp \left\{ -\frac{(1+\delta(\delta+2)^2)r^2}{4(1+\varepsilon)t} \right\} \right\} dr
\]

since \( s(x,r) \geq N r^{N-1} \kappa_\infty \) by Lemma 3.9. Thus,

\[
\int_{B(y,\varepsilon R)} p_{(1+\varepsilon)t}(x,z) \, d\mu(z) \\
\leq N \omega_N (4\pi(1+\varepsilon))^{-\frac{N}{2}} \int_0^\infty r^{N-1} \exp \left\{ -\frac{r^2}{4(1+\varepsilon)t} \right\} \frac{\delta(\delta+2)^2r^2}{4(1+\varepsilon)t} \right\} dr \\
+ N \omega_N (4\pi(1+\varepsilon))^{-\frac{N}{2}} \max_{r \geq R} \left\{ 1 - \frac{\kappa_\infty}{\kappa_s(\delta r)} \right\} \int_R^\infty r^{N-1} \exp \left\{ -\frac{(1+\delta(\delta+2)^2)r^2}{4(1+\varepsilon)t} \right\} dr \\
+ (4\pi(1+\varepsilon))^{-\frac{N}{2}} \frac{\omega_N}{\kappa_\infty} \mu(B(y,\varepsilon R)) \exp \left\{ -\frac{(1+\delta(\delta+2)^2)}{4(1+\varepsilon)t} (d(x,y) - \varepsilon R)^2 \right\}.
\]

By the elementary identity

\[
\int_0^\infty r^a e^{-\frac{r^2}{2}} \, dr = \Gamma \left( \frac{a}{2} + 1 \right) b^{\frac{a+1}{2}}, \quad \text{for any } a \geq 0, \ b > 0,
\]

concerning the first term in the right-hand side of (3.15), we have that

\[
(4\pi(1+\varepsilon))^{-\frac{N}{2}} \int_0^\infty r^{N-1} \exp \left\{ -\frac{r^2}{4(1+\varepsilon)t} \right\} \frac{r^2}{4(1+\varepsilon)t} \right\} dr \\
\leq C_2 (1 + R^N (4\pi(1+\varepsilon))^{-\frac{N}{2}}) \exp \left\{ -\frac{R^2}{4(1+\varepsilon)t} \right\},
\]
for some positive constant $C_2$ depending only on $N$. Similarly, by the integration by parts, there exist positive constants $C_3$ and $C_4$ depending on $N$ such that

$$(4\pi(1+\epsilon))^{-\frac{N}{2}} \int_R^\infty R^{N-1} \exp \left\{ -\frac{(1+\delta(\delta+2)^2)^2}{4(1+\epsilon)t} \right\} \, dr$$

$$= (4\pi(1+\epsilon))^{-\frac{N}{2}} \frac{1}{N} \left[ R^N \exp \left\{ -\frac{(1+\delta(\delta+2)^2)^2}{4(1+\epsilon)t} \right\} \right]^\infty_R +$$

$$(4\pi(1+\epsilon))^{-\frac{N}{2}} \frac{1}{N} \int_R^\infty R^N \exp \left\{ -\frac{(1+\delta(\delta+2)^2)^2}{4(1+\epsilon)t} \right\} \frac{2(1+\delta(\delta+2)^2)r}{4(1+\epsilon)t} \, dr$$

$$\leq C_3(4\pi(1+\epsilon))^{-\frac{N}{2}} \int_R^\infty R^{N-1} \exp \left\{ -\frac{(1+\delta(\delta+2)^2)^2}{4(1+\epsilon)t} \right\} \frac{2(1+\delta(\delta+2)^2)r}{4(1+\epsilon)t} \, dr$$

$$\leq C_4(1+R^N(4\pi(1+\epsilon)t)^{-\frac{N}{2}}) \exp \left\{ -\frac{R^2}{4(1+\epsilon)t} \right\}. \quad (3.17)$$

Substituting (3.16) and (3.17) into (3.15), we obtain that

$$\int_{B(y,\epsilon R)} p_{(1+\epsilon)t}(x,z) \, d\mu(z)$$

$$\leq C_5\omega_N(1+R^N(4\pi(1+\epsilon)t)^{-\frac{N}{2}})(\delta + \alpha(\delta, R)) \exp \left\{ -\frac{R^2}{4(1+\epsilon)t} \right\} +$$

$$(4\pi(1+\epsilon))^{-\frac{N}{2}} \frac{\omega_N}{\kappa_\infty} \mu(B(y,\epsilon R)) \exp \left\{ -\frac{(1+\delta(\delta+2)^2)^2}{4(1+\epsilon)t}(d(x,y) - \epsilon R)^2 \right\}, \quad (3.18)$$

where $C_5$ is some positive constant depending on $N$ and

$$\alpha(\delta, R) = \sup_{r \geq R} \left[ 1 - \frac{\kappa_\infty}{\kappa_\delta(\delta r)} \right].$$

Since $\kappa_x(r)$ monotonically decreases to $\kappa_\infty$ as $r$ increases to $\infty$, by (3.11) and (3.18), we have

$$p_t(x,y)$$

$$\leq (1+\epsilon)^{\frac{N}{2}} \exp \left\{ \frac{e^2R^2}{4et} \right\} \mu(B(y,\epsilon R))^{-1} \int_{B(y,\epsilon R)} p_{(1+\epsilon)t}(x,z) \, d\mu(z)$$

$$\leq C_5\frac{\omega_N}{\mu(B(y,\epsilon R))}(1+R^N(4\pi(1+\epsilon)t)^{-\frac{N}{2}})(\delta + \alpha(\delta, R)) \exp \left\{ \frac{e^2R^2}{4et} - \frac{R^2}{4(1+\epsilon)t} \right\}$$

$$+ (4\pi(1+\epsilon))^{-\frac{N}{2}} \frac{\omega_N}{\kappa_\infty} \exp \left\{ -\frac{e^2R^2}{4et} - \frac{(1+\delta(\delta+2)^2)^2}{4(1+\epsilon)t}(d(x,y) - \epsilon R)^2 \right\},$$

Note that $\mu(B(y,\epsilon R)) \geq \kappa_\infty(\epsilon R)^N$ and $R = (1-\epsilon)d(x,y) \geq \epsilon(1-\epsilon)\sqrt{t}$. Thus,

$$p_t(x,y)$$

$$\leq C_5\frac{\omega_N}{\kappa_\infty} \left[ \frac{(1+\epsilon)^{\frac{N}{2}}}{t^{N/2}e^{2N(1-\epsilon)^N}} + \frac{(4\pi t)^{-N/2}}{e^N} \right] (\delta + \alpha(\delta, R)) \times$$

$$\exp \left\{ -\frac{(1-\epsilon)^2}{4(1+\epsilon)t} d(x,y)^2 \right\} +$$

$$\frac{1}{4t} \frac{\omega_N}{\kappa_\infty} \exp \left\{ -\frac{e(1-\epsilon)^2}{4t} - \frac{(1+\delta(\delta+2)^2)(1-\epsilon+e^2)^2}{4(1+\epsilon)t} \right\} d(x,y)^2 \right\}. \quad (3.19)$$

Choosing $\delta = e^{2N+1}$ and letting

$$\beta = e^{-2N}\alpha(\delta, (1-\epsilon)d(x,y)),$$
we deduce from (3.19) that
\[ p_t(x, y) \leq (1 + C_6(\epsilon + \beta)) \frac{\omega_N}{k_{\infty}} (4\pi t)^{-N/2} \exp \left\{ -\frac{1}{4t} d(x, y)^2 \right\}, \tag{3.20} \]
for some positive constant \( C_6 \) depending only on \( N \).

Finally, combining (3.14) and (3.20), we finish the proof of the upper bound (3.8). \( \square \)

**Remark 3.14.** An immediate observation is that
\[ \lim_{d(x, y) \to \infty} \beta = 0, \]
where \( \beta \) is defined by (3.10).

Immediate applications of Theorem 3.12 are presented in the following two lemmas. The proofs are sketched since they follow the ones in the Riemannian setting; see [24, Section 2]. The first one is on the sharp bounds for the (minimal) Green function, defined by
\[ G(x, y) = \int_0^\infty p_t(x, y) \, dt, \]
for any \( x, y \in X \).

**Corollary 3.15.** Let \((X, d, \mu)\) be an RCD(0, \( N \)) space with \( N \in \mathbb{N} \setminus \{1, 2\} \) having the maximum volume growth (3.3). Then, for any \( \epsilon > 0 \), the Green function satisfies the estimate
\[ (1 + \epsilon(\epsilon + 2)^2)^{1-\frac{N}{2}} \frac{d(x, y)^{2-N}}{N(N-2)\kappa_x(\epsilon d(x, y))} \leq G(x, y) \leq (1 + C_N(\epsilon + \beta))(1 - \epsilon)^{1-\frac{N}{2}} \frac{d(x, y)^{2-N}}{N(N-2)\kappa_{\infty}}, \]
for any \( y \in X \); in particular,
\[ \lim_{d(x, y) \to \infty} \frac{N(N-2)G(x, y)}{d(x, y)^{N-2}} = \frac{1}{k_{\infty}}. \]

**Proof.** The estimate follows from the elementary equality: for any \( \lambda > 0 \) and \( y \in X \),
\[ \int_0^\infty t^{-\frac{N}{2}} \exp \left[ -\frac{\lambda d(x, y)^2}{4t} \right] \, dt = \left( \frac{4}{\lambda} \right)^{\frac{N}{2}-1} d(x, y)^{2-N} \int_0^\infty s^{\frac{N}{2}-2} e^{-s} \, ds = \left( \frac{4}{\lambda} \right)^{\frac{N}{2}-1} \Gamma \left( \frac{N}{2} - 1 \right) d(x, y)^{2-N} = \frac{4^{N-1} \pi^{\frac{N}{2}-1} \omega_N}{N(N-2)\lambda^{\frac{N}{2}-1}} d(x, y)^{2-N}, \]
where the last inequality follows from the fact that \( \omega_N = \pi^{N/2} / \Gamma(N/2 + 1) \) and \( \Gamma(N/2 + 1) = \Gamma(N/2)N/2 = \Gamma(N/2 - 1)N(N-2)/4 \). The proof is completed by the integration of heat kernel lower and upper bounds in Theorem 3.12 from 0 to \( \infty \) along the time direction. \( \square \)
The second application is on the large-time asymptotics of the heat kernel, which is a strengthening of the result obtained recently by the author with R. Jiang and H. Zhang in [21, Theorem 4.1].

**Corollary 3.16.** Let \((X, d, \mu)\) be an \(\text{RCD}(0, N)\) space with \(N \in \mathbb{N} \setminus \{1\}\) having the maximum volume growth (3.3). Then, for every path \(t \mapsto y(t)\) from \((0, \infty)\) to \(M\) satisfying \(d(x, y(t)) = O(\sqrt{t})\) as \(t \to \infty\), it holds that

\[
\lim_{t \to \infty} \mu(B(x, \sqrt{t})) p_t(x, y(t)) \exp \left\{ \frac{d(x, y(t))^2}{4t} \right\} = (4\pi)^{-\frac{N}{2}} \omega_N.
\]

**Proof.** The case when \(d(x, y(t)) = O(\sqrt{t})\) as \(t \to \infty\) follows from [21, Theorem 4.1], and the other case follows from the same method in the proof of [24, Corollary 2.3] with the heat kernel bounds in Theorem 3.12. \(\square\)

## 4 Large-time asymptotics of the entropy

In this section, we show the large-time asymptotics of entropies as our main application of Theorem 3.12. We first give definitions of the Perelman entropy and the Nash entropy in our non-smooth context. The former is introduced by G. Perelman as \(W\)-entropy in his celebrated paper [32], which turned out to be an important tool in the study of the Ricci flow. Our definition is motivated from Ni [29, 30, 31], where the similar entropy for the linear heat equation in the Riemannian manifold is studied. See also [26] for parallel studies on the linear heat equation with Laplacian replaced by Witten–Laplacian. The later is originated from J. Nash’s seminal paper [28].

Let \((X, d, \mu)\) be an \(\text{RCD}(K, N)\) space with \(K \in \mathbb{R}\) and \(N \in (1, \infty)\), and let \(t > 0\). We always fix \(x \in X\). Define the Perelman entropy as

\[
W(p, t) = \int_X \left( t \left| \nabla f(t) \right|^2 + f - N \right) p \, d\mu,
\]

where \(f\) is defined by \(p = (4\pi t)^{-N/2} e^{-f}\). And define the Nash entropy as

\[
N(p, t) = -\int_X p \log p \, d\mu - \frac{N}{2} \log(4\pi t) - \frac{N}{2}.
\]

The main result in this section is presented in the next theorem.

**Theorem 4.1.** Let \((X, d, \mu)\) be an \(\text{RCD}(0, N)\) space with \(N \in \mathbb{N} \setminus \{1\}\), having the maximum volume growth (3.3). Then

\[
\lim_{t \to \infty} W(p, t) = \lim_{t \to \infty} N(p, t) = \log \left( \frac{K_{\infty}}{\omega_N} \right).
\]

In the following two subsections, we show the proof of the theorem.

### 4.1 Large-time asymptotics of the Nash entropy

Now we present the result on the large-time asymptotics of the Nash entropy. The method of proof, originated from [31], is a direct application of the sharp heat kernel bounds presented in Theorem 3.12.
**Theorem 4.2.** Let \((X, d, \mu)\) be an RCD\((0, N)\) space with \(N \in \mathbb{N} \setminus \{1\}\), having the maximum volume growth (3.3). Then

\[
\lim_{t \to \infty} \mathcal{N}(p, t) = \log \left( \frac{\kappa_\infty}{\omega_N} \right).
\]

**Proof.** Let \(t > 0\). Note that \(\lim_{s \to \infty} \kappa_s(s) = \kappa_\infty\) and \(\lim_{\delta(x,y) \to \infty} \beta = 0\). Then, for any \(\sigma > 0\), there is a sufficient big constant \(D\) such that, for any \(y \in X\) satisfying \(d(x, y) \geq D\), we have

\[
\kappa_s(\epsilon^{2N+1}d(x, y)) \leq (1 + \sigma)\kappa_\infty, \tag{4.1}
\]

and \(\beta \leq \sigma, \kappa_s(\epsilon d(x, y)) \geq (1 - \sigma)/\kappa_\infty\), where \(\epsilon > 0\). Hence,

\[
p_t(x, y) \leq [1 + C_N(\epsilon + \sigma)] \frac{\omega_N}{\kappa_\infty} (4\pi t)^{-\frac{n}{2}} \exp \left\{ -\frac{1 - \delta}{4t} d(x, y)^2 \right\}, \tag{4.2}
\]

and

\[
p_t(x, y) \geq \frac{\omega_N}{\kappa_\infty} (1 - \sigma)(4\pi t)^{-\frac{n}{2}} \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} d(x, y)^2 \right\}. \tag{4.3}
\]

We first show that

\[
\lim_{t \to \infty} \mathcal{N}(p, t) \leq \log \left( \frac{\kappa_\infty}{\omega_N} \right). \tag{4.4}
\]

By the definition of \(\mathcal{N}(p, t)\), the lower bound (3.9), and the stochastic completeness (2.5), we have

\[
\mathcal{N}(p, t) \leq -\int_X p_t(x, y) \log \left[ \frac{\omega_N}{\kappa_s(\epsilon d(x, y))} (4\pi t)^{-\frac{n}{2}} \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} d(x, y)^2 \right\} \right] \, d\mu(y)
\]

\[
= -\frac{2}{N} \log(4\pi t) - \frac{N}{2} + 1 + \frac{1 + \epsilon(\epsilon + 2)^2}{4t} \int_X p_t(x, y)d(x, y)^2 \, d\mu(y)
\]

\[
\leq -\frac{N}{2} + I + II, \tag{4.5}
\]

where we used the stochastic completeness (2.5) in the first equality.

Applying Lemma 3.11 and (4.3), we obtain that

\[
I \leq -\int_0^\infty \frac{\omega_N}{\kappa_\infty} (1 - \sigma)(4\pi t)^{-\frac{n}{2}} \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} r^2 \right\} \log \left[ \frac{\omega_N}{\kappa_s(\epsilon r)} \right] s(x, r) \, dr
\]

\[
= -\left( \int_0^D + \int_D^\infty \right) \frac{\omega_N}{\kappa_\infty} (1 - \sigma)(4\pi t)^{-\frac{n}{2}} \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} r^2 \right\}
\]

\[
\times \log \left[ \frac{\omega_N}{\kappa_s(\epsilon r)} \right] s(x, r) \, dr
\]

\[
=: I_1 + I_2.
\]

It is easy to know that

\[
\lim_{t \to \infty} I_1 = 0.
\]
By direct calculation, we get

\[
I_2 \leq \log \left[ \left( \frac{1 + \sigma}{\omega_N} \right) \frac{1 - \sigma}{\omega_N} (4\pi t)^{-\frac{N}{2}} \int_D \exp \left\{ -\frac{1 + e(e + 2)^2}{4t} r^2 \right\} r^{N-1} dr \right].
\]

By Lemma 3.9 and (4.1), we derive that

\[
I_2 \leq \log \left[ \left( \frac{1 + \sigma}{\omega_N} \right) \frac{1 - \sigma}{\omega_N} (4\pi t)^{-\frac{N}{2}} \int_D \exp \left\{ -\frac{1 + e(e + 2)^2}{4t} r^2 \right\} r^{N-1} dr \right] \\
\]

By Lemma 3.11, we have

\[
\int_D \exp \left\{ -\frac{1 + e(e + 2)^2}{4t} r^2 \right\} r^{N-1} dr = \frac{\Gamma \left( \frac{N}{2} \right)}{2\pi^{\frac{N}{2}}} (4\pi t)^{\frac{N}{2}} (1 + e(e + 2)^2)^{-\frac{N}{2}}.
\]

Hence,

\[
I_2 \leq \log \left[ \left( \frac{1 + \sigma}{\omega_N} \right) \frac{1 - \sigma}{\omega_N} (4\pi t)^{-\frac{N}{2}} \int_D \exp \left\{ -\frac{1 + e(e + 2)^2}{4t} r^2 \right\} r^{N-1} dr \right] \\
= \log \left[ \left( \frac{1 + \sigma}{\omega_N} \right) \frac{1 - \sigma}{\omega_N} (1 + e(e + 2)^2)^{-\frac{N}{2}} \right].
\]

Thus,

\[
\lim_{t \to \infty} I \leq \log \left[ \left( \frac{1 + \sigma}{\omega_N} \right) \frac{1 - \sigma}{\omega_N} (1 + e(e + 2)^2)^{-\frac{N}{2}} \right].
\]

Applying the upper bound (4.2) and Lemma 3.11, we have

\[
II \leq \left[ 1 + C_N(e + \sigma) \right] \frac{(1 + e(e + 2)^2)\omega_N}{4t(4\pi t)^{N/2} \kappa_\infty} \int_X \exp \left\{ -\frac{1 - e}{4t} d(x,y)^2 \right\} d(x,y)^2 d\mu(y) \\
= \left[ 1 + C_N(e + \sigma) \right] \frac{(1 + e(e + 2)^2)\omega_N}{4t(4\pi t)^{N/2} \kappa_\infty} \left( \int_{d(x,y) < D} + \int_{d(x,y) \geq D} \right) \exp \left\{ -\frac{1 - e}{4t} d(x,y)^2 \right\} \\
	imes d(x,y)^2 d\mu(y) \\
\leq \left[ 1 + C_N(e + \sigma) \right] \frac{(1 + e(e + 2)^2)\omega_N}{4t(4\pi t)^{N/2} \kappa_\infty} \left( D^2 \mu(B(x,D)) + \int_D \exp \left\{ -\frac{1 - e}{4t} r^2 \right\} r^2 s(x, r) dr \right) \\
= \left[ 1 + C_N(e + \sigma) \right] (II_1 + II_2).
\]

It is obvious to see that

\[
\lim_{t \to \infty} II_1 = 0.
\]

Note that we can also require that \( s(x, r) \leq (1 + \sigma)N\kappa_\infty r^{N-1} \) for any \( r > D \). Then

\[
II_2 \leq \frac{(1 + e(e + 2)^2)\omega_N}{4t(4\pi t)^{N/2} \kappa_\infty} \int_D \exp \left\{ -\frac{1 - e}{4t} r^2 \right\} r^2 (1 + \sigma)N\kappa_\infty r^{N-1} dr \\
= \frac{(1 + \sigma)(1 + e(e + 2)^2)\omega_N}{4t(4\pi t)^{N/2}} \int_D \exp \left\{ -\frac{1 - e}{4t} r^2 \right\} r^{N+1} dr \\
\leq \frac{(1 + \sigma)(1 + e(e + 2)^2)\omega_N}{4t(4\pi t)^{N/2}} \int_0^\infty \exp \left\{ -\frac{1 - e}{4t} r^2 \right\} r^{N+1} dr \\
= \frac{(1 + \sigma)(1 + e(e + 2)^2)\omega_N}{4t(4\pi t)^{N/2}} \frac{1}{2} \Gamma \left( \frac{N}{2} + 1 \right) \left( \frac{4t}{1 - e} \right)^{\frac{N+1}{2}} \\
= \frac{N (1 + \sigma)(1 + e(e + 2)^2)}{2 (1 - e)^{N/2 + 1}}.
\]
Hence,
\[
\lim_{t \to \infty} II \leq \frac{N (1 + \sigma)(1 + \epsilon(\epsilon + 2)^2)}{(1 - \epsilon)^{N/2+1}}. \tag{4.7}
\]

Thus, combining (4.5), (4.6) and (4.7), we obtain that
\[
\lim_{t \to \infty} \mathcal{N}(p, t) \leq -\frac{N^2}{4} + \log \left[ \frac{(1 + \sigma \kappa_\infty)}{\omega_N} \right] \left(1 - \sigma\right)(1 + \epsilon(\epsilon + 2)^2)^{-\frac{N}{2}} + \frac{N (1 + \sigma)(1 + \epsilon(\epsilon + 2)^2)}{(1 - \epsilon)^{N/2+1}}.
\]

Letting first \(\sigma \to 0\) and then \(\epsilon \to 0\), we finish the proof of (4.4).

Now we begin to show that
\[
\lim_{t \to \infty} \mathcal{N}(p, t) \geq \log \left( \frac{\kappa_\infty}{\omega_N} \right). \tag{4.8}
\]

By the definition of \(\mathcal{N}(p, t)\) and the upper bound (4.2), we have that
\[
\mathcal{N}(p, t) \geq -\int_X p_t(x, y) \log \left[ \frac{(1 + C_N(\epsilon + \sigma)) \omega_N(4\pi t)^{-\frac{N}{2}} \exp \left\{ -\frac{1 - \epsilon}{4t} d(x, y)^2 \right\}}{\kappa_\infty} \right] \frac{\kappa_\infty}{\omega_N} d\mu(y) - \frac{N}{2} \log(4\pi t) - \frac{N}{2} \cdot \frac{1 - \epsilon}{4t} \int_X p_t(x, y) d(x, y)^2 d\mu(y) - \log \left( \frac{(1 + C_N(\epsilon + \sigma)) \omega_N \kappa_\infty}{\kappa_\infty} \right) - \frac{N}{2}, \tag{4.9}
\]
where we used (2.5) again in the last equality. Let
\[
III = \frac{1 - \epsilon}{4t} \int_X p_t(x, y) d(x, y)^2 d\mu(y).
\]

Then, by the lower bound (4.3), we deduce that
\[
III \geq \frac{1 - \epsilon}{4t} \int_X \frac{\omega_N}{\kappa_\infty} (1 - \sigma)(4\pi t)^{-\frac{N}{2}} \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} d(x, y)^2 \right\} d(x, y)^2 d\mu(y)
\]
\[
= \frac{(1 - \epsilon)(1 - \sigma)\omega_N}{4t(4\pi t)^{N/2} \kappa_\infty} \int_X \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} d(x, y)^2 \right\} d(x, y)^2 d\mu(y)
\]
\[
= III_1 + III_2,
\]
where
\[
III_1 = \frac{(1 - \epsilon)(1 - \sigma)\omega_N}{4t(4\pi t)^{N/2} \kappa_\infty} \int_{d(x, y) \leq D} \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} d(x, y)^2 \right\} d(x, y)^2 d\mu(y),
\]
and
\[
III_2 = \frac{(1 - \epsilon)(1 - \sigma)\omega_N}{4t(4\pi t)^{N/2} \kappa_\infty} \int_{d(x, y) \geq D} \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)^2}{4t} d(x, y)^2 \right\} d(x, y)^2 d\mu(y).
\]

It is easy to see that
\[
\lim_{t \to \infty} III_1 = 0. \tag{4.10}
\]
By Lemma 3.11, we have that
\[ III_2 = \frac{(1 - \epsilon)(1 - \sigma)\omega_N}{4t(4\pi t)^{N/2}K_\infty} \int_D^\infty \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)}{4t} r^2 \right\} r^2 s(x, r) \, dr. \]

Applying Lemma 3.9 again, we derive that
\[ III_2 \geq \frac{(1 - \epsilon)(1 - \sigma)\omega_N}{4t(4\pi t)^{N/2}K_\infty} \int_D^\infty \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)}{4t} r^2 \right\} r^2 N_{K_\infty} r^{-1} \, dr \]
\[ = \frac{(1 - \epsilon)(1 - \sigma)N\omega_N}{4t(4\pi t)^{N/2}} \int_D^\infty \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)}{4t} r^2 \right\} r^N r^{-1} \, dr \]
\[ = \frac{(1 - \epsilon)(1 - \sigma)N\omega_N}{4t(4\pi t)^{N/2}} \left( \int_0^\infty - \int_0^D \right) \exp \left\{ -\frac{1 + \epsilon(\epsilon + 2)}{4t} r^2 \right\} r^N r^{-1} \, dr \]
\[ \geq \frac{(1 - \epsilon)(1 - \sigma)N\omega_N}{4t(4\pi t)^{N/2}} \left[ \frac{1}{2} \Gamma \left( \frac{N}{2} + 1 \right) \frac{4t}{1 + \epsilon(\epsilon + 2)} \right] - \frac{D^{N+2}}{N+2} \]
\[ = \frac{N}{2} (1 - \epsilon)(1 - \sigma) \left[ 1 - \frac{(1 - \epsilon)(1 - \sigma)N\omega_N}{4t(4\pi t)^{N/2}} \right] \frac{D^{N+2}}{N+2}. \]

Hence, it is clear that
\[ \lim_{t \to \infty} III_2 \geq \frac{N}{2} (1 - \epsilon)(1 - \sigma) \frac{D^{N+2}}{N+2}. \quad \text{(4.11)} \]

Thus, combining (4.9) with (4.10) and (4.11), we finish the proof of the lower estimate (4.8).

4.2 Large-time asymptotics of the Perelman entropy

In this subsection, we show the large-time asymptotics of the Perelman entropy, which is presented in the following theorem.

Theorem 4.3. Let \((X, d, \mu)\) be an RCD(0, N) space with \(N \in \mathbb{N} \setminus \{1\}\), having the maximum volume growth (3.3). Then
\[ \lim_{t \to \infty} \mathcal{W}(p, t) = \lim_{t \to \infty} N(p, t). \]

We should mention that the method of proof of Theorem 4.3 is originated from [29, 30]. Thus we first need to prove the monotonicity of the \(\mathcal{W}\) functional with respect to the time variable. In a very recent manuscript [22], R. Jiang and H. Zhang proved the monotonicity in the case when the metric measure space \((X, d, \mu)\) is compact by a different method.

Define
\[ W_t = t|\nabla \log p_t|^2 - 2t \frac{\Delta p_t}{p_t} - \log p_t - \frac{N}{2} \log t. \]

Hence, it is immediate to see that
\[ \mathcal{W}(p, t) = \int_X p_t W_t \, d\mu - \frac{N}{2} \log(4\pi) - N. \]
Theorem 4.4 (Monotonicity). Let \((X,d,\mu)\) be an RCD\((0,N)\) space with \(N \in (1,\infty)\), and let \(T > 0\). For any \(t \in [0,T]\), it holds that

\[ \mathcal{W}(p,T-t) \geq \mathcal{W}(p,T). \]

In order to prove Theorem 4.4, we need the following lemmas. Let \(\delta > 0\) and let \(0 \leq f \in L^1(X) \cap L^\infty(X)\). Set \(f_\delta = f + \delta\). For every \(t \in [0,T]\), define

\[ \Psi(t) = P_t(P_{T-t}f_\delta \log P_{T-t}f_\delta). \]

Lemma 4.5. Let \((X,d,\mu)\) be an RCD\((K,N)\) space with \(K \in \mathbb{R}\) and \(N \in (1,\infty)\), and let \(T > 0\) and \(\delta > 0\). Suppose that \(0 \leq f \in L^1(X) \cap L^\infty(X)\). Then, for any \(t \in [0,T]\), it holds that

\[ \int_0^t \Psi(s) \, ds = P_t(P_{T-t}f_\delta \log P_{T-t}f_\delta) - P_T f_\delta \log P_T f_\delta. \]

Proof. Let \(T > 0\) and \(\delta > 0\). Take nonnegative functions \(f\) from \(L^1(X) \cap L^\infty(X)\). Let \(\theta(s) = (s+\delta) \log(s+\delta) - (1 + \log \delta) s - \log \delta, s \geq 0\). Then \(\theta(0) = 0, \theta'(s) = \log(s+\delta) - \log \delta, \theta''(s) = \frac{1}{s+\delta} \in (0,1/\delta]\). Let \(t \in [0,T]\). Since \(P_{T-t}f \in \mathcal{D}(\Delta)\), by [11, Corollary 6.1.4], \(\theta(P_{T-t}f) \in \mathcal{D}(\Delta_t)\), where \(\Delta_t\) is the smallest closed extension of the generator of \(\{P_t\}_{t \geq 0}\) restricted to \(\{f \in \mathcal{D}(\Delta) \cap L^1(X,\mu) : \Delta f \in L^1(X,\mu)\}\).

Hence, for \(L^1\)-a.e. \(t \in [0,T]\), we deduce that

\[
\frac{d}{dt} P_t(P_{T-t}f_\delta \log P_{T-t}f_\delta) = \frac{d}{dt} P_t[\theta(P_{T-t}f) + (1 + \log \delta) P_{T-t}f + \delta \log \delta] = \frac{d}{dt} P_t[\theta(P_{T-t}f)] = P_t[\Delta_t \theta(P_{T-t}f) - \theta'(P_{T-t}f) \Delta P_{T-t}f] = P_t \left[ (\log(P_{T-t}f + \delta) - \log \delta) \Delta P_{T-t}f + \frac{\|\nabla P_{T-t}f\|^2}{P_{T-t}f + \delta} \right] - P_t(\theta'(P_{T-t}f) \Delta P_{T-t}f) = P_t(P_{T-t}f_\delta \log P_{T-t}f_\delta) = \Psi(t),
\]

where we have used the fact that \(\Delta_t(P_tg) = P_t(\Delta_1 g)\) for any \(g \in \mathcal{D}(\Delta_1)\) and \(t > 0\) in the third equality and [11, Corollary 6.1.4] again in the forth equality.

Integrating both sides on \([0,t]\) with respect to \(dt\), we complete the proof. \(\square\)

The next one is borrowed from [20, Proposition 5.2] (see also [16] for the particular case when \(\mu\) is a probability measure).

Lemma 4.6. Let \((X,d,\mu)\) be an RCD\((K,N)\) space with \(K \in \mathbb{R}\) and \(N \in (1,\infty)\), and let \(T > 0\) and \(\delta > 0\). Suppose that \(0 \leq f, \psi \in L^1(X) \cap L^\infty(X)\). Let \(a \in C^1([0,T] \times [0,\infty), \mathbb{R})\) and \(\gamma \in C([0,T],\mathbb{R})\). Then, for a.e. \(t \in [0,T]\), it holds that

\[
\frac{d}{dt} \int_X a(t) \Psi(t) \, d\mu \geq \int_X \left[ \left( a'(t) - \frac{4a(t)\gamma(t)}{N} + 2Ka(t) \right) \Psi(t) + \frac{4a(t)\gamma(t)}{N} \Delta P_T f_\delta - \frac{2a(t)\gamma(t)^2}{N} P_T f_\delta \right] \psi \, d\mu.
\]
Proof of Theorem 4.4. The method used here follows essentially the proof of [10, Proposition 2.6] in the context of complete and smooth Riemannian manifolds. For any $t \in [0, T)$, let $a(t) = T - t$ and $\gamma(t) = -\frac{N}{2(T-t)}$. On the one hand, applying Lemma 4.5 with $p_{T-t}f_0$ replaced by $p_{T-t}$ and integrating on $[0, T]$ with respect to $dt$, we have

\[
\int_X \Psi(t)a(t)\psi d\mu - \int_X \Psi(0)a(0)\psi d\mu \\
\geq \int_0^T \int_X \left[ (1 + 2K(T-s))\Psi(s) - 2\Delta p_T - \frac{N}{2(T-s)}p_T \right] \psi d\mu ds \\
= \int_0^T \int_X \Psi(s)\psi d\mu ds + 2K \int_0^T \int_X (T-s)\Psi(s)\psi d\mu ds - 2T \int_X (\Delta p_T)\psi d\mu \\
- \frac{N}{2} \int_0^T \int_X \frac{1}{T-s}p_T\psi d\mu ds.
\]

By Lemma 4.5, we deduce that

\[
(T-t) \int_X \Psi(t)\psi d\mu \\
\geq T \int_X p_T |\nabla \log p_T|^2 w_\psi d\mu + \int_0^t \int_X \Psi(s)\psi d\mu ds - 2t \int_X (\Delta p_T)\psi d\mu \\
- \frac{N}{2} \log T \int_X p_T\psi d\mu + \frac{N}{2} \log(T-t) \int_X p_T\psi d\mu \\
= T \int_X p_T |\nabla \log p_T|^2 w_\psi d\mu + \int_X (p_{T-t} \log p_{T-t}) P_t \psi d\mu - \int_X (p_T \log p_T)\psi d\mu \\
- 2T \int_X (\Delta p_T)\psi d\mu + 2(T-t) \int_X (\Delta p_T)\psi d\mu - \frac{N}{2} \log T \int_X p_T\psi d\mu \\
+ \frac{N}{2} \log(T-t) \int_X p_T\psi d\mu \\
= \int_X P_t W_T \psi d\mu + \int_X (p_{T-t} \log p_{T-t}) P_t \psi d\mu + 2(T-t) \int_X (\Delta p_T)\psi d\mu.
\]

On the other hand,

\[
\int_X P_t (p_{T-t}W_{T-t})\psi d\mu \\
= \int_X P_t \left[ (T-t)|\nabla \log p_{T-t}|^2_w - 2(T-t) \frac{\Delta p_{T-t}}{p_{T-t}} - \log p_{T-t} - \frac{N}{2} \log(T-t) \right] \psi d\mu \\
= (T-t) \int_X \Psi(t)\psi d\mu - 2(T-t) \int_X \Delta P_t \psi d\mu - \int_X P_t (p_{T-t} \log p_{T-t})\psi d\mu \\
- \frac{N}{2} \log(T-t) \int_X P_t (p_{T-t})\psi d\mu \\
= (T-t) \int_X \Psi(t)\psi d\mu - 2(T-t) \int_X (\Delta p_T)\psi d\mu - \int_X P_t (p_{T-t} \log p_{T-t})\psi d\mu \\
- \frac{N}{2} \log(T-t) \int_X p_T\psi d\mu.
\]

Thus, for any $t \in [0, T)$ and any $0 \leq \psi \in L^1(X) \cap L^\infty(X)$, we have

\[
\int_X P_t (p_{T-t}W_{T-t})\psi d\mu \geq \int_X p_T W_T \psi d\mu.
\]
By approximation argument, the above inequality also holds for any \( 0 \leq \psi \in L^\infty(X) \). Therefore, combining with the stochastic completeness, i.e., \( P_t 1 = 1 \) for any \( t > 0 \), we arrive at

\[
\mathcal{W}(p, T - t) \geq \mathcal{W}(p, T),
\]

which completes the proof. \( \square \)

In [29], L. Ni showed that if \( M \) is a finite-dimensional complete Riemannian manifold with nonnegative Ricci curvature, then \( M \) has maximum volume growth is equivalent to that the Perelman entropy \( \mathcal{W}(p, t) \) has a lower bound. The next theorem generalize this nice result to the non-smooth setting. Note that we do not require \( N \in \mathbb{N} \) in the next theorem.

**Theorem 4.7.** Let \( (X, d, \mu) \) be an \( \text{RCD}(0, N) \) space with \( N \in (1, \infty) \). Then \( (X, d, \mu) \) has the maximum volume growth (3.3) if and only if, there exists a constant \( A > 0 \) such that

\[
\mathcal{W}(p, t) \geq -A, \quad \text{for any } t > 0.
\]

**Proof.** Suppose at first that (3.3) holds. Then, for any \( t > 0 \),

\[
\mathcal{W}(p, t) = \int_X (t|\nabla f|^2 + f - N) d\mu
\geq \int_X \left[ -\log p_t(x, y) - \frac{N}{2} \log(4\pi t) - N \right] p_t(x, y) d\mu(y)
= -\int_X p_t(x, y) \log p_t(x, y) d\mu(y) - \frac{N}{2} \log(4\pi t) - N,
\]

where \( f = -\log p - \frac{N}{2} \log(4\pi t) \). Since \( r^{-N} \mu(B(x, r)) \) is monotonically decreasing as \( r \) increasing, we derive from (3.3) that \( \mu(B(x, r)) \geq \kappa_\infty r^N \) for all \( r > 0 \). Then, by the heat kernel upper bound in (2.6), i.e.,

\[
p_t(x, y) \leq \frac{C_0(N)}{\mu(B(x, \sqrt{t}))} \leq \frac{C_0(N)}{\kappa_\infty t^{N/2}},
\]

we obtain that

\[
\mathcal{W}(p, t) \geq -\log \left( \frac{C_0(N)}{\kappa_\infty} \right) - \frac{N}{2} \log(4\pi t) - N.
\]

Conversely, suppose that there exists a constant \( A > 0 \) such that \( \mathcal{W}(p, t) \geq -A \), for any \( t > 0 \). By the Li–Yau inequality (see [20]), i.e., for any \( t > 0 \),

\[
|\nabla \log p_t(x, \cdot)|^2 - \partial_t \log p_t(x, \cdot) \leq \frac{N}{2t}, \quad \mu\text{-a.e. in } X,
\]

we have that

\[
t \int_X |\nabla f|^2 \psi p_t(x, y) d\mu(y) = t \int_X |\nabla \log p_t(x, y)|^2 w_p(x, y) p_t(x, y) d\mu(y)
\leq t \int_X \left( \partial_t \log p_t(x, y) + \frac{N}{2t} \right) p_t(x, y) d\mu(y) = t \int_X \Lambda_p(x, y) d\mu(y) + \frac{N}{2}
= \frac{N}{2},
\]

(4.12)
Here, the last equality holds due to that we can choose a sequence of Lipschitz cut-off functions \( \{ \chi_n \}_{n \in \mathbb{N}} \) such that, for any \( y \in X \),

\[
\chi_n(y) = \begin{cases} 
1, & \text{on } B(o, 2^n), \\
0, & \text{on } X \setminus B(o, 2^{n+1}), \\
2 - 2^{-n}d(y, o), & \text{on } B(o, 2^{n+1}) \setminus B(o, 2^n),
\end{cases}
\]

for some \( o \in X \), and \( |\nabla \chi_n|_w \leq 2^{-n} \), and then

\[
\left| \int_X \Delta_y p_t(x, y) \, d\mu(y) \right| = \lim_{n \to \infty} \int_X \chi_n(y) \Delta_y p_t(x, y) \, d\mu(y) \\
= - \lim_{n \to \infty} 2 \int_X \langle \nabla \chi_n, \nabla_y p_t(x, \cdot) \rangle(y) \, d\mu(y) \\
\leq \lim_{n \to \infty} 2 \int_X |\nabla \chi_n|_w(y) |\nabla_y p_t(x, \cdot)|_w(y) \, d\mu(y) \\
\leq \lim_{n \to \infty} \frac{1}{2^{n-1}} \int_X |\nabla_y p_t(x, \cdot)|_w(y) \, d\mu(y) = 0,
\]

where the last equality is implied by [21, Corollary 1.1]. By the lower bound of the heat kernel in (2.6), we obtain that

\[
- \int_X p_t(x, y) \log p_t(x, y) \, d\mu(y) \\
\leq - \int_X p_t(x, y) \log \left[ \frac{1}{C(N)\mu(B(x, \sqrt{t}))} \exp \left\{ -C(N)\frac{d(x, y)^2}{t} \right\} \right] \, d\mu(y) \\
= \log C(N) + \log \mu(B(x, \sqrt{t})) + \frac{C(N)}{t} \int_X d(x, y)^2 p_t(x, y) \, d\mu(y),
\]

where \( C(N) \) is a positive constant depending on \( N \). Let

\[
J = \frac{C(N)}{t} \int_X d(x, y)^2 p_t(x, y) \, d\mu(y).
\]

By the upper bound of the heat kernel in (2.6), we deduce that

\[
J \leq \frac{C_0(N)}{t\mu(B(x, \sqrt{t}))} \int_X d(x, y)^2 \exp \left\{ - \frac{d(x, y)^2}{5t} \right\} \, d\mu(y) \\
= \frac{C_0(N)}{t\mu(B(x, \sqrt{t}))} \left( \int_{d(x, y) < \sqrt{t}} + \int_{d(x, y) \geq \sqrt{t}} \right) d(x, y)^2 \exp \left\{ - \frac{d(x, y)^2}{5t} \right\} \, d\mu(y) \\
= J_1 + J_2.
\]

It is easy to know that

\[
J_1 \leq C_1(N).
\]

By splitting the region of integration into annular regions and by the doubling property
in Lemma 2.7(i), we have that
\[
J_2 = \frac{C_0(N)}{t \mu(B(x, \sqrt{t}))} \sum_{i=1}^{\infty} \int_{\sqrt{t} \leq d(x, y) < (i+1) \sqrt{t}} d(x, y)^2 \exp \left\{ -\frac{d(x, y)^2}{5t} \right\} d\mu(y)
\leq \frac{C_0(N)}{t \mu(B(x, \sqrt{t}))} \sum_{i=1}^{\infty} (i+1)^2 t \exp \left\{ -\frac{i^2}{5} \right\} \mu(B(x, (i+1) \sqrt{t}))
\leq C_0(N) (i+1)^{N+2} \exp \left\{ -\frac{i^2}{5} \right\}
\leq C_2(N).
\]
Hence, \( J \leq C_3(N) \). Thus, for any \( t > 0 \),
\[
- \int_X p_t(x, y) \log p_t(x, y) \, d\mu(y) \leq C_4(N) + \log \mu(B(x, \sqrt{t})). \tag{4.13}
\]
Combining (4.12) and (4.13) with the assumption, we have that, for any \( t > 0 \),
\[
- \frac{N}{2} \log(4\pi t) + C_5(N) + \log \mu(B(x, \sqrt{t})) \geq W(p, t) \geq -A,
\]
which immediately implies that
\[
\mu(B(x, \sqrt{t})) \geq (4\pi)^{N/2} e^{-A-C_5(N) t^{N/2}}, \quad \text{for any } t > 0.
\]
Therefore, we complete the proof.

**Remark 4.8.** In fact, for \( N \in \mathbb{N} \setminus \{1\} \), we can also use the heat kernel upper and lower bounds in Theorem 3.12, and deduce the same conclusion with different constants following the same method in the proof of Theorem 4.2.

**Corollary 4.9.** Let \((X, d, \mu)\) be an RCD\((0, N)\) space with \( N \in \mathbb{N} \setminus \{1\} \). Suppose that \((X, d, \mu)\) has the maximum volume growth (3.3). Then
\[
\log \left( \frac{k_{\infty}}{\omega_N} \right) \leq W(p, t) \leq 0, \quad \text{for any } t > 0.
\]

**Proof.** The lower bound of \( W(p, t) \) can be obtained by a similarly method as the first part in the proof of Theorem 4.7 by using the sharp heat kernel upper bound (3.8). For the upper bound,
\[
W(p, t) = - \int_X p_t \log p_t \, d\mu + t \int_X |\nabla \log p_t|^2 p_t \, d\mu - \frac{N}{2}
\leq t \int_X \left( |\nabla \log p_t|_w^2 - \frac{N}{2t} \right) p_t \, d\mu \leq 0,
\]
where we used the stochastic completeness in the first inequality and (4.12) in the second inequality.

Now we begin the proof of the large-time asymptotics of the Perelman entropy (see [30, page 371]).
Proof of Theorem 4.3. By the assumption, from Corollary 4.9, we have that $W(p,t)$ is bounded uniformly in $t$. From Theorem 4.2, we know that $\lim_{t \to \infty} N(p,t) = \log (\kappa_\infty / \omega_N)$. Since

$$W(p,t) = N(p,t) + t \int_X |\nabla \log p_t|^2 w p_t \, d\mu - \frac{N}{2},$$

and $\int_X |\nabla \log p_t|^2 w p_t \, d\mu > 0$, we know that there exists a real sequence $\{t_i\}_{i \geq 1}$, which tends to $\infty$ as $i \to \infty$, such that $\lim_{i \to \infty} t_i \int_X |\nabla \log p_{t_i}|^2 w p_{t_i} \, d\mu - \frac{N}{2} = 0$. Thus, by the monotonicity in Theorem 4.4, we conclude that $\lim_{t \to \infty} W(p,t) = \lim_{t \to \infty} N(p,t)$. \qed

Finally, combining Theorems 4.2 and 4.3 together, we finish the proof of Theorem 4.1.
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