Multilayer network analysis to study complex inter-subsystem interactions in a turbulent thermoacoustic system
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Thermoacoustic systems are complex systems where the interactions between the hydrodynamic, acoustic and heat release rate fluctuations lead to diverse dynamics such as chaos, intermittency, and ordered dynamics. Such complex interactions cause catastrophically high-amplitude acoustic pressure oscillations and the emergence of order in the spatio-temporal dynamics, referred to as thermoacoustic instability. In this work, we use multilayer networks to study the spatial pattern of inter-subsystem interactions between the vorticity dynamics and thermoacoustic power generated due to acoustically-coupled combustion in a bluff-body stabilized turbulent dump combustor. We construct a two-layered network where the layers represent the thermoacoustic power and vorticity fields. The inter-layer links are determined using cross-variable short-window correlations between vorticity and thermoacoustic power fluctuations at any two locations in the flow field. Analyzing the topology of inter-layer networks, using network properties such as degree correlations and link-rank distributions, helps us infer the spatial inhomogeneities in inter-subsystem interactions and unravel the fluid mechanical processes involved during different dynamical states. We show that, during chaotic dynamics, interactions between subsystems are non-localized and spread throughout the flow field of the combustor. During the state of thermoacoustic instability (order), we find that intense interactions occur in between regions of coherent vortex shedding and thermoacoustic power generation and we understand that these processes are strongly and locally coupled. Moreover, we discover that such dense inter-layer connections emerge in spatial pockets in the dump plane of the combustor during the state of intermittency much prior to the onset of order.

1. Introduction

Thermoacoustic systems, such as those in combustion chambers of gas-turbine or rocket engines, can exhibit diverse dynamical states owing to nonlinear interactions between the turbulent hydrodynamic field, the acoustic pressure oscillations and the heat released due to combustion (Lieuwen & Yang 2005; Sujith & Unni 2020; Sujith & Pawar 2021). A thermoacoustic system is a viscous thermo-fluid system where combustion occurs in a closed duct coupled with an acoustic field that is established in the duct. Such a system comprises three modes of propagation acoustic, vorticity and entropy modes (Chu & Kovásznay 1958).
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Entropy modes represent the production and convection of hot spots of combustion in viscous flows. In a homogeneous uniform flow, these modes are decoupled and propagate independent of each other. However, if the underlying flow is turbulent, these modes are non-linearly coupled leading to self-sustained feedback between these modes. For example, the interaction between vorticity and acoustic modes leads to the production of both sound and vorticity (Chu & Kovácsznay 1958; Lieuwen 2021).

Thermoacoustic systems are essentially complex systems that exhibit self-organized dynamics (Gershenson & Heylighen 2003). A system is considered to be complex if it comprises multiple subsystems and the dynamics of the system is determined by the interaction between these constituent subsystems (Ottino 2003; Holovatch et al. 2017). Dynamics of complex systems cannot be fully comprehended by studying any of the subsystems in isolation from the other subsystems as is done in conventional reductionist approaches. Many problems in fluid mechanics pose similar challenges. For example, turbulence which has vortical interactions at multiple timescales, multi-phase flows containing interactions between the different phases (such as fluid and particles), and the climate system where interactions between wind flow, cloud cover, solar radiation and the earth’s topology together determine the dynamics (Rind 1999). In such systems, it is essential to analyse the spatio-temporal interactions both within each subsystem and between subsystems.

The pattern of intra and inter-subsystem interactions and the resulting dynamics are sensitive to the control parameters of the system. In a thermoacoustic system, the pattern of nonlinear interactions between the acoustic, hydrodynamic and combustion subsystems varies with the inlet mass flow rates of fuel and air (or Reynolds number), as well as the ratio of these fuel and air mass flow rates (or equivalence ratio). The stable state of operation of a combustor is often referred to as combustion noise. This state is characterized by chaotic spatio-temporal dynamics such as incoherent heat release and irregular shedding of small vortices (George et al. 2018) and low-amplitude aperiodic fluctuations in the acoustic pressure signal (Gotoda et al. 2011; Nair et al. 2014). Moreover, the acoustic pressure time series obtained during the state of combustion noise delineates high-dimensional chaos (Tony et al. 2015). With change in the control parameters, the complex feedback interactions between the subsystems of a thermoacoustic system cause more acoustic driving than acoustic damping in the system. As a result, the system exhibits thermoacoustic instability which is characterized by ordered dynamics including large-amplitude periodic oscillations in the acoustic pressure signal (Lieuwen 2002), coherent heat release and periodic shedding of large coherent structures (vortices) (George et al. 2018; Poinsot et al. 1987). The transition from combustion noise (chaos) to thermoacoustic instability (order) occurs via the route of intermittency which is characterized by epochs of periodicity interspersed by epochs of chaotic dynamics (Nair et al. 2014; Unni & Sujith 2017; Kheirkhah et al. 2017; Ebi et al. 2018).

The occurrence of thermoacoustic instability is catastrophic and can lead to humongous loss of resources and revenue. Several studies have been invested on understanding the phenomenological causes and devising effective means of control of thermoacoustic instability (Candel 2002; Lieuwen & Yang 2005; Sujith & Pawar 2021). For example, researchers use different approaches such as dynamical systems and bifurcation theory (Ananthkrishnan et al. 1998; Lieuwen 2002; Gotoda et al. 2014; Laera et al. 2017), framework of synchronization (Pawar et al. 2017; Mondal et al. 2017), measuring flame response to the acoustic field perturbations using impulse response functions (Polifke 2020) or flame transfer/describing functions (Dowling 1997; Noiray et al. 2008; Hemchandra et al. 2011; Schuller et al. 2020), and complex networks (Murugesan & Sujith 2015; Gotoda et al. 2017; Sujith & Unni 2020). Recently, the transition from combustion noise to thermoacoustic instability has been viewed as a transition from chaos to order in the turbulent reacting flow field of a thermoacoustic
system (Tandon & Sujith 2021; Sujith & Pawar 2021). However, to fully comprehend the emergence of order in the spatio-temporal dynamics of a thermoacoustic system, we must investigate the pattern of nonlinear interactions between multiple constituent subsystems during various dynamical states. For example, we must study how the emergence of periodicity in the acoustic field may be related to the emergence of large vortices in the combustor; or how the spatio-temporal distribution of heat release rate fluctuations are dependent on the acoustic and the hydrodynamic fields.

Early seminal works by Poinsot et al. (1987), Sterling & Zukoski (1987) and Schadow & Gutmark (1992) discuss the role of coherent structures in exciting periodic dynamics in the combustion chamber, thus leading to thermoacoustic instability. In these early attempts, techniques such as spark-Schlieren imaging and C\textsubscript{2} radiation maps were used to investigate the simultaneous evolution of large coherent structures and the motion of regions of intense heat release, respectively. These studies describe the complete cycle of formation, growth and decay of large coherent structures (vortices) and the burning of fuel-air mixture carried by these vortices. The authors show that combustion occurs in the wake of vortices and the reaction zones trail behind the vortices.

Vortices cause mixing of the jet of fresh mixture and the burnt hot products in the flow field. Further, these large coherent structures promote bulk mixing, while fine-scale mixing of hot products and unburnt reactants occurs along the braids of such vortices (regions of high strain rate), or in regions of high velocity gradients and where tendency of rotation of local fluid particles is high (Schadow & Gutmark 1992). Also, vortices may impinge onto the walls of the combustor and break down causing fine-scale mixing of fuel and air. When sufficient mixing occurs, all the fuel-air mixture contained in the large vortex undergoes combustion at once, thus causing large and sudden heat release in the combustion chamber. A feedback between the acoustic velocity fluctuations and the vorticity field leads to self-sustained periodic shedding of large vortices subsequently causing periodic spikes in the heat release rate fluctuations. In locations where the heat release rate fluctuations are in phase with the acoustic pressure, acoustic driving becomes dominant eventually leading to thermoacoustic instability (Rayleigh 1878; Sterling & Zukoski 1987).

Thus, different studies have theorized that there are inter-dependencies between the acoustic modes, coherent structures and heat release rate fluctuations during the state of thermoacoustic instability. Subsequently, the role of acoustic modes on the evolution of coherent structures during the state of thermoacoustic instability has been investigated using different techniques such as phase averaging and proper orthogonal decomposition (Lacarelle et al. 2010; Oberleithner et al. 2011; Tammisola & Juniper 2016), and dynamic mode decomposition (Schmid et al. 2011; Premchand et al. 2019), and also using numerical models (Matveev & Culick 2003). Moreover, active control techniques have been developed by modifying vortex shedding frequencies and suppressing the coherence of large vortices that aid in exciting thermoacoustic instability (McManus et al. 1993; Paschereit et al. 1999). However, the understanding about inter-dependencies between acoustic, vorticity and combustion dynamics during the states of combustion noise or intermittency is not known and that during the state of thermoacoustic instability is far from complete.

Due to inter-subsystem interactions between the acoustic, hydrodynamic and combustion dynamics, a self-sustained feedback loop is generated wherein the evolution of each subsystem is dependent on the other. Note that, a thermoacoustic system is a spatially-extended system where nonlinear interactions compete with turbulence to influence the dynamics. Moreover, there are time delays associated with vortex formation and convection, and the mixing and combustion of the fuel-air mixture contained in these vortices. As a result, the strength of inter-subsystem interactions will vary in space and time inside the combustor. Strong interactions can occur in local pockets or across spatially separated regions.
throughout the flow field. Also, time-delayed interactions can occur in between physically separated regions due to the convection of vortices. Thus, inter-subsystem interactions are spatially inhomogeneous and it is essential to characterize such inhomogeneities in the spatial pattern of interactions to interpret the underlying physics. An interesting question is, how does the spatial pattern of inter-subsystem interactions differ during various dynamical states such as chaos (combustion noise), intermittency and order (thermoacoustic instability)? Answering such questions can aid in understanding the emergence of order amidst chaos in the spatio-temporal dynamics of a thermoacoustic system, and distinguish the fluid mechanical processes during distinct dynamical states.

Complex systems, such as thermoacoustic systems, are best analysed using complex networks. A complex network is a set of nodes connected by links, where these links are defined by the relation between the nodes. Various network construction techniques can be used to construct networks from temporal or spatio-temporal data to infer the dynamics of that system (Gao et al. 2017; Iacobello et al. 2021). Networks have been used extensively to characterize climate systems (Tsonis et al. 2006), fluid mechanics problems involving turbulence (Iacobello et al. 2018; Taira et al. 2016), and thermoacoustic systems (Sujith & Unni 2020).

In thermoacoustic literature, different types of complex networks have been used to investigate the transition between diverse dynamical states in a combustor. For example, complex networks derived from the time series of acoustic pressure have been used to analyse the emergence of periodicity in the acoustic field of a thermoacoustic system. Complex networks based on visibility algorithm (Murugesan & Sujith 2015) revealed that the scale-free nature of networks derived from the acoustic pressure dynamics of a thermoacoustic system is lost as order emerges amidst chaos in the dynamics of the system. Further, recurrence analysis of acoustic pressure oscillations captures transitions of the dynamical states of a turbulent combustor and offers early warning signals for thermoacoustic instability (Godavarthi et al. 2017). Also, joint recurrence networks were used to analyse the interdependence between the time series of acoustic pressure and heat release rate fluctuations during different dynamical states in a turbulent combustor (Godavarthi et al. 2018). Variation of measures derived from visibility network and recurrence networks were used to detect the onset of thermoacoustic instability as well as flame-blowout (Gotoda et al. 2017).

Another network construction method based on correlation between phase space cycles derived from acoustic pressure time series highlighted the pseudo-periodicity and high-dimensional nature of acoustic pressure dynamics during the state of thermoacoustic instability (Okuno et al. 2015). Further, Tandon & Sujith (2021) used cycle networks to show that as order emerges from chaos in the acoustic pressure dynamics of a turbulent combustor, the phase space topology morphs from a set of several highly unstable periodic orbits during the occurrence of chaotic dynamics (combustion noise), to a combination of moderately stable and unstable periodic orbits during intermittency, and finally to a stable limit cycle attractor during ordered dynamics (thermoacoustic instability). Also, Kobayashi et al. (2019) have used ordinal partition transition networks based on the synchronization of acoustic pressure and heat release rate fluctuations to identify the onset of thermoacoustic instability. Moreover, Aoki et al. (2020) used the network entropy of ordinal partition transition networks built from the acoustic pressure signal to identify the transition between chaotic and periodic dynamics during the occurrence of intermittency.

Further, transitions in spatio-temporal dynamics of thermoacoustic systems have also been investigated using complex networks. Networks are constructed by treating spatial points in the flow field as nodes. The links between these nodes are determined via some relation between the variation of a certain flow variable, such as velocity or heat release rate fluctuations, at the location of these nodes. Here, the relation between nodes may be defined
via linear or nonlinear measures such as correlation, mutual information or Biot-Savart law for induced velocity (Taira et al. 2016). For instance, Unni et al. (2018) used correlation between velocity fluctuations at different locations to construct unweighted networks. Using these time-averaged spatial networks, the authors identify the different regions where such correlations are most significant during distinct dynamical states. Similarly, Krishnan et al. (2019a) constructed weighted networks from velocity correlations and suggested passive control strategies to mitigate thermoacoustic instability by targeting regions of high node strengths in the velocity-based networks. Recently, Hashimoto et al. (2019) built turbulence networks where the links are determined by the velocity induced at a certain location due to vorticity at another location using the Biot-Savart law (Taira et al. 2016). Eventually, Kurosaka et al. (2021) and Krishnan et al. (2021) showed that attacking the spatial locations of primary hubs identified by the turbulence network using localized secondary jet injections can mitigate the occurrence of thermoacoustic instability. Also, complex networks were constructed from the spatial field of thermoacoustic power generated in a turbulent combustor to analyse the feedback between the heat released due to combustion and the acoustic field (Krishnan et al. 2019b; Shima et al. 2021).

Note that, in the literature hitherto, networks are constructed using the information of a single dynamic variable derived from the turbulent reacting flow field of a combustor. Thus, such a network construction represents the interactions within one subsystem of the combustor on what is called a ‘single-layer’ network. For example, a network built from the velocity fluctuations represents the spatio-temporal interactions within the hydrodynamic field alone. Such single-subsystem (or single-layer) networks do not encode inter-subsystem interactions. However, thermoacoustic systems have multiple levels of complexity, that is, complex interactions occur across spatial locations within subsystems as well as between subsystems. The diverse dynamics observed in a thermoacoustic system are clearly emergent phenomena arising due to the co-evolution of and interactions between the hydrodynamic, acoustic and combustion fields (Sujith & Unni 2020). Further, the evolution of each subsystem also depends on the evolution of the other subsystems. It is essential to investigate the mutual dependencies between subsystems and between dynamics at different locations in order to comprehend the emergence of spatio-temporal patterns in the combustor. One natural solution to further decipher the higher-level complexity of such systems is to investigate the dynamics through a network of single-layer networks, that is, a multilayer network.

A multilayer network consists of layers representing different subsystems of a complex system (Bianconi 2018). Links established between nodes within a layer represent interactions within that subsystem, while links between nodes in different layers represent the interactions between different subsystems. Note that, in a complex system, the term ‘interaction’ represents mutual inter-dependency or co-evolution of dynamics between two constituent entities of the system (Bertalanffy 1968; Kauffman et al. 1995; Heylighen et al. 2006). The structure of inter-connections and the underlying physical processes are inter-dependent (Arshinov & Fuchs 2003; Fuchs 2003). One cannot assume that the web of interactions is a result of the physical processes; rather the pattern of interactions alters the physical process as much as the underlying physics determines the structure of interactions across multiple subsystems and locations (Fuchs 2003). In a complex system with large number of interactions occurring across multiple constituent entities (or locations), it is equivalent to study either the set of physical processes that ensue simultaneously, the visible pattern in the dynamics or the structure of the web of interactions (Hardy 2001; Witherington 2011). Thus, we use multilayer networks to construct the web of interactions across subsystems and locations in a turbulent thermoacoustic system. We then study the structure of this web of interactions to infer the underlying physical processes.

Multilayer networks have been discussed extensively and well-developed mathematically
in recent years (Boccaletti et al. 2014; Kivelä et al. 2014; De Domenico et al. 2013; Bianconi 2018; Aleta & Moreno 2019), with some practical applications in complex biological networks (De Domenico 2017), ecological networks (Finn et al. 2019), social networks (Barrett et al. 2012; Murase et al. 2014; Kang et al. 2022) and climate networks (Ying et al. 2020; Donges et al. 2011). Multilayer networks are discussed in several forms and by various names in the literature. Generally, multilayer networks are classified as multiplex (De Domenico et al. 2013; Boccaletti et al. 2014) and multi-slice networks (Bianconi 2018), network of networks or interconnected networks, etc. (Boccaletti et al. 2014; Bianconi 2018). The application of multilayer networks to fluid mechanics can offer great insight and help reveal deeper complexities in fluid mechanics problems such as those related with multiple phases, interaction of numerous vortical structures, and multiple timescales. Specific to thermoacoustic systems, the approach involving multilayer networks is the key to answering the questions we have raised previously. We construct a two-layered network where one layer represents the hydrodynamic subsystem and the other layer represents the dynamics of the acoustically-coupled heat release rate field in the combustor. In order to decipher the structure of inter-subsystem interactions during various dynamical states, we analyse how the links are distributed between different spatial locations across the two layers of the combustor. To do so, we introduce the concept of inter-layer network assortativity and inter-layer link-rank distribution.

Our analysis using multilayer networks, unravels the interactions between the acoustic, combustion and hydrodynamic subsystems in a turbulent thermoacoustic system. We are able to derive insight into and distinguish the physical processes involved during distinct dynamical states in the system and our results corroborate with conjectures in earlier works (Chu & Kovácsznay 1958; Poinsot et al. 1987; Schadow & Gutmark 1992). Moreover, we describe the spatial inhomogeneities associated with inter-subsystem interactions in the flow field of the combustor during each dynamical state, which are not known in the literature hitherto. We show that spatial pockets of intense inter-subsystem interactions emerge during the occurrence of intermittency as well as thermoacoustic instability in the combustor.

The details of the experimental setup and data processing are discussed in Section 2, while the steps involved in the inter-layer network construction are presented in Section 3. Network properties such as assortativity and link-rank distribution for multilayer networks are discussed in Section 4. The results from multilayer network analysis of different dynamical states in a turbulent bluff-body stabilized dump combustor are discussed in Section 5. We conclude the study and discuss the scope for future work in Section 6.

2. Experiments in a turbulent thermoacoustic system

Experiments were performed in a turbulent combustor with a backward-facing step and a bluff-body to stabilize the flame for combustion. A schematic of the experimental setup is shown in figure 1. The cross-section of the combustion chamber is 90 mm × 90 mm while its length is 1100 mm. The bluff-body used as a flame holding device is a circular disk of 10 mm thickness and 47 mm diameter located at a distance of 4.5 mm from the inlet. The bluff-body is mounted on a central shaft having a diameter of 16 mm. The fuel is provided through a 16 mm diameter central shaft and ejected through four circumferential holes of 1 mm diameter. Fuel (liquid petroleum gas) and air are mixed in the burner before being inlet into the combustion chamber. This fuel-air mixture is injected at a distance of 110 mm upstream of the dump plane and ignited using a spark plug. The variation of fuel and air flow rates is measured in standard litres per minute (SLPM) and is monitored using mass flow controllers (Alicat Scientific, MCR Series). In the experiments, the mass flow rate of fuel is maintained at \( \dot{m}_f = 30 \pm 0.44 \) SLPM while the mass flow rate of air (\( \dot{m}_{\text{air}} \)) is varied quasi-
Figure 1: Schematic of (a) the experiment set-up of a turbulent combustor and (b) circular bluff-body used for flame stabilization. (c) Diagram (not to scale) of the turbulent combustor showing different regimes, namely the recirculation zone (RZ) behind a backward-facing step, also called dump plane, the outer shear layer (OSL), the inner shear layer (ISL) and the wake (W) of the bluff-body. The dotted line shows the analysis window considered in the current work. The flow is from left to right. When the flow turns around the backward-facing step, anti-clockwise vortices are shed in the recirculation zone and the outer shear layer. Due to the flow turning around the bluff-body, clockwise vortices are shed from the tip of the bluff body constituting the inner shear layer. (Figures (a) and (b) are reproduced with the kind permission from Pawar (2018), Ph. D. thesis, copyright Indian Institute of Technology Madras.)

statically between 480 ± 7.84 to 780 ± 10.24 SLPM. As a result, the Reynolds number (Re) and the global equivalence ratio (\(\phi\)) of the inlet fuel-air mixture also vary with subsequent uncertainties of ±6% and ±0.02, respectively. The Reynolds number and the equivalence ratio (\(\phi\)) are calculated based on the procedure given in Nair et al. (2014), taking into account the mixture viscosity (Wilke 1950). The range of Reynolds numbers and equivalence ratio reported in the experiment are 18000 – 24000 and 0.99 – 0.60, respectively.

The temporal variation of acoustic pressure is measured using a piezoelectric pressure transducer (PCB 103B02 having a sensitivity of 223.4 mV/kPa and measurement uncertainty is ±0.15 Pa) The time series of global heat release rate is acquired using a photomultiplier tube (Hamamatsu H10722-01) fitted with an OH\(^\ast\) filter (narrow bandwidth filter centred at 308 nm and 12 nm full width at half maximum). Both the time series are acquired at a sampling rate of 10 kHz for 3 s. Simultaneous high-speed particle image velocimetry (PIV) and OH\(^\ast\) chemiluminescence imaging are performed to acquire velocity field measurements and the spatio-temporal variation of unsteady heat release rate, respectively. A high-speed CMOS camera (Phantom-v 12.1) outfitted with an OH\(^\ast\) filter (308 nm, 12 nm FWHM) is used to acquire the OH\(^\ast\) chemiluminescence images of the flame at a frequency of 2000
frames per second for 1.258 s for each equivalence ratio. The physical region captured has dimensions $67 \, \text{mm} \times 44 \, \text{mm}$ which is mapped to $800 \times 600 \, \text{pixels resolution}$.

For PIV, the region of interest is illuminated by a double pulsed Nd:YLF laser (527 nm, 25 mJ at 1 kHz frequency, Photonics laser). A high-speed CMOS camera (Photron FASTCAM SA4) equipped with a ZEISS 100 mm lens along with a short bandpass optical filter centred at 527 nm (12 nm FWHM) is used to capture the light scattered (Mie scattering) by the seeding particles ($1 \, \mu\text{m} \, \text{TiO}_2$ particles). We use a fluidized bed seeder for an adequate supply and uniform distribution of TiO2 in the flow. The detailed procedure for optimizing the seeding control is described in Raghunathan et al. (2020). The initial resolution of the Mie scattering images acquired using the Photron camera is $1024 \times 1024 \, \text{pixels}$ at a frequency of 2000 Hz covering a physical region of dimensions $58.5 \, \text{mm} \times 58.5 \, \text{mm}$. To obtain the velocity and vorticity field data, a cross-correlation algorithm with multiple pass grid refining technique is used on the Mie scattering images. The size of the interrogation window and the maximum overlap is chosen such that, for all flow rates, the resolution of the velocity field remains the same. After numerous post-processing steps as discussed by George et al. (2018), the size of the region of interest becomes $41 \times 41$ and $63 \times 63$ spatial points for the data acquired at inlet air mass flow rates greater than and lesser than 600 SLPM, respectively. The velocity field data acquired after post-processing of the PIV data is obtained at a frequency of 1000 Hz for 1.36 s. For further details of the analysis tools used to extract and process the experimental data and the uncertainty of velocity measurement, the reader may refer to George et al. (2018).

In our experiments, at low inlet mass flow rates and high equivalence ratio, the combustor operates in stable mode. This state is called combustion noise and is characterized by low-amplitude aperiodic acoustic field fluctuations. As we increase the inlet mass flow rate of air (and subsequently decrease the global equivalence ratio), the combustor exhibits the state of intermittency characterized by short epochs of high-amplitude periodic oscillations amidst low-amplitude aperiodic fluctuations in the acoustic field. With further increase in the inlet mass flow rate of air (decrease in the global equivalence ratio), the combustor operates in unstable mode, referred to as thermoacoustic instability, which is characterized by high-amplitude periodic oscillations in the acoustic field.

3. Constructing the inter-layer network from experimental data

To construct multilayer networks, we consider two different physical quantities derived from the experimental data, namely vorticity ($\omega$) and $p'q'$ fluctuations. A layer of the network represents a subsystem and each layer consists of the same set of nodes representing the same spatial points in the flow field. Here, $p'q'$ is the temporal product of acoustic pressure ($p'$) and the heat release rate fluctuations ($q'$) at any specific location. Note that $p'q'$ is an important physical quantity which on being integrated over a time period and region represents the thermoacoustic power generated in that region. As explained by Lord Rayleigh (1878), heat released due to combustion in a region adds energy to the acoustic field when the time average of $p'q'$ is greater than zero in that region, and the dynamics in this region is said to cause acoustic driving (or acoustic damping if $p'q' < 0$). Thus, examining the $p'q'$-field helps us identify spatial inhomogeneities in driving/damping mechanisms arising due to the heat released during combustion.

Furthermore, combustion occurs when reactants are sufficiently mixed with hot products at the molecular level. Such fine-scale mixing of reactants and products occurs in regions with strong velocity gradients and due to local rotation of fluid parcels (Schadow & Gutmark 1992). In order to identify such regions that facilitate fine-scale mixing and combustion, we use vorticity field data. Thus, we construct a two-layered network using $p'q'$-field (comprising
the thermoacoustic power layer or \( p'q' \)-layer) and \( \omega \)-field (comprising the vorticity layer or \( \omega \)-layer) to decipher the inter-dependence between the vortex structure and dynamics and the thermoacoustic power generated due to acoustically-coupled combustion in a thermoacoustic system. Next, an inter-layer link is established between a node in the \( p'q' \)-layer and a node in the \( \omega \)-layer if the time series of \( p'q' \) and \( \omega \) at the respective locations are correlated over short epochs (as explained later). The resulting network is hereafter referred to as inter-layer network.

In order to construct such a network, we make the spatial and temporal resolution of the \( \omega \) and \( p'q' \) fields equal. We compare the analysis windows of the cameras used for chemiluminescence imaging and PIV, and then select the common region with dimensions 58.5 mm \( \times \) 58.5 mm with a common spatial resolution of 39 \( \times \) 39 pixels. Data derived from chemiluminescence imaging during all states, and the processed PIV data for inlet air flow rates less than 600 SLPM have higher resolution than that for air flow rates more than 600 SLPM, which is reduced to 39 \( \times \) 39 pixels using bicubic interpolation method (Zhang et al. 2011). As a result, we have the same number of nodes at precisely the same spatial locations in both the layers. In multilayer network terminology, nodes representing the same entity (here, spatial location) in different layers are referred to as replica nodes (Bianconi 2018). We extract the acoustic pressure, vorticity and heat release rate fluctuations at a common temporal resolution of 1000 Hz frequency for 1.25 s. After excluding the spatial points that lie in the region of the bluff-body location, we obtain \( \mathcal{N} = 1037 \) nodes containing non-trivial data in each layer.

To calculate the correlation between two time series we use an adjusted correlation function \( R_a \), which is a variant of the conventional Pearson correlation measure. Note that, if two time series do not have similar probability distributions, the range of their correlation may be distorted from the theoretically expected range of \([-1, 1]\) and may be smaller than this ideal range (Ratner 2009). To correct for the range, we find the maximum and minimum possible correlation between the two time series. Here, the data points of both the input time series are rearranged in ascending order of their values and a correlation is found, called the positive rematch which is essentially the maximum possible correlation. Similarly, if the data of one of the input time series is rearranged in ascending and that of the other in descending order while finding correlation, we obtain the minimum possible correlation called the negative rematch. The actual range of correlation of the two input time series is between the negative and the positive rematch.

Note that, we need to compare the correlation values obtained from correlating the time series of different physical variables for various pairs of locations. To make a fair comparison these correlation values must lie in the same range (that is [-1,1]) for each pair of locations. In order to correct the range of correlation and bring it to the ideal range, we normalise the Pearson correlation value, as suggested by Ratner (2009). If the conventional Pearson correlation between the two time series is positive (or negative), we normalise it with the positive (or negative) rematch; and the correlation value thus obtained is called the ‘adjusted’ correlation. Further, note that we consider the absolute value of correlations, since both highly positive and negative correlations represent co-evolution and interaction between dynamics at the two locations. The advantage of using normalised correlation values is described in detail in Appendix C.

Further, the timescale at which the dynamics ensues in the hydrodynamic field is not necessarily the same as that in the acoustic and the combustion subsystems, especially during the states of combustion noise and intermittency. Due to distinct timescales involved, the calculation of correlation between \( p'q' \) and \( \omega \) fluctuations is not straightforward. The correlations within the hydrodynamic field may be sustained only for short epochs (a few cycles of the dominant acoustic mode) owing to turbulent fluctuations (Lieuwen 2002).
Turbulence also introduces variations in the amplitude envelope of the acoustic pressure signal (Lieuwen 2002), and such cycle-to-cycle variability reduces the time window for strong correlations. Thus, high values of cross-variable correlations will be sustained only for short epochs.

Hence, we find cross-variable adjusted correlation for short epochs between the time series of \( p' \) and \( \omega \) for different pairs of locations to determine the inter-layer connections. We call this correlation measure as short-window adjusted (SWA) correlation. Figure 2 summarizes the procedure of determining SWA-correlation measure. Consider two time series, \( t_x \) and \( t_y \) obtained at nodes \( x \) and \( y \) in layers \( L_1 \) and \( L_2 \) of the inter-layer network, respectively.

We divide each time series into short non-overlapping windows, where each window has a size of \( w \) seconds. This window is equivalent to \( k_w \) integral number of cycles of the dominant mode of acoustic oscillations (\( p' \)) that occur at \( f = 140 \) Hz frequency. Thus, \( k_w \) cycles are equivalent to \( w = k_w / f \) seconds. In Appendix A, we discuss the effect of using different values of \( k_w \) on the range of correlations. The same window size \( w \) is used across all dynamical states. The data in the \( i^{th} \) window of the time series \( t_x \) is then written as \( \phi_{xi} = t_x[iw : (i-1)w] \).

Note that, the two time series \( t_x \) and \( t_y \) correspond to different variables representing dynamics of different subsystems. Such variables not only ensue at different time scales, but also influence each other after a certain time delay, associated with the shedding and convection of coherent structures in the flow field or mixing and combustion processes (Lieuwen & Yang 2005; George et al. 2018). To incorporate such time delays, we calculate the correlation between the \( i^{th} \) window of \( t_x \) and a range of windows from \( i - l \) to \( i + l \) of the time series \( t_y \), where, \( l \) determines the maximum time-lag allowed for correlating two variables. Similarly, correlation is calculated between all windows of the two time series and the maximum (maximized over \( i \) and \( j \)) of such correlation values is defined as the SWA-correlation. The definition of short-window adjusted correlation \( (\rho) \) is given by equation 3.1.

\[
\rho(t_x, t_y) := \max_{(i,j)} \left[ |R_a(\phi_{xi}, \phi_{yj})| \right] \quad (3.1)
\]

where, \( N_w \) is the number of windows a time series is divided into, and \( i \) and \( j \) are the window indices. Here, the optimum window size is chosen by finding the number of cycles \( (k_w) \) in a window for which the mean of SWA-correlations of time series of all pairs of nodes in distinct layers is maximum. We vary \( k_w \) between three to ten and find that such optimum window size
occurs when $k_w = 4$. Here, $l = 10$ corresponding to a maximum time-lag of 0.2 s is chosen to allow us to capture delays associated with hydrodynamic convection timescales. Note that, the time delay associated with correlation between time series at any two spatial locations is variable and depends on the distance between the spatial points and their location with respect to the combustor walls or the bluff-body. The use of SWA-correlation helps extract the maximum of the short-window correlation between the two time series corresponding to such unknown variable time-lags for any pair of locations. In Appendix A, we show that although the spatial mean of correlation values decreases as $k_w$ increases, the qualitative topology of the network derived remains the same. 

In summary, we use short-window adjusted correlation $\rho_{xy}$ to determine the weights of inter-layer edges between nodes $x$ and $y$ in layers $L_1$ and $L_2$ respectively, thus accounting for time-lagged correlation between different spatial locations. The resulting SWA-correlation matrix is the adjacency matrix $A$ of the inter-layer network where, $A[x, y] = \rho_{xy}$. Note that, the adjacency matrix $A$ is not symmetric. Particularly, in our system, the inter-layer link with weight $A[x, y]$ gives the correlation between the time series of $p' \dot{q}'$ at node $x$ in the $p' \dot{q}'$-layer ($L_1$) and the time series of vorticity at node $y$ in the $\omega$-layer ($L_2$). On the other hand, $A[y, x]$ gives the correlation between the time series of vorticity at node $y$ in the $\omega$-layer and the time series of $p' \dot{q}'$ at node $x$ in the $p' \dot{q}'$-layer. Thus, $A[x, y] \neq A[y, x]$, and hence $A$ is an asymmetric matrix.

4. Tools for multilayer network analysis

In this section, we discuss the basic properties of multilayer networks that are used in the current work to analyse the network topology, namely, inter-layer node strengths, inter-layer network assortativity and inter-layer link-rank distribution. We discuss the utility of these tools in identifying the topology of the inter-layer network, and hence, the patterns of inter-subsystem interactions during different dynamical states in a thermoacoustic system.

4.1. Inter-layer node strength

The inter-layer node strength of a node in a particular layer is defined as the sum of the weights of its inter-layer links (Bianconi 2018). In a two-layered network, a node $x$ in layer $L_1$ has a node strength defined by equation 4.1. The inter-layer node strength is normalised by the maximum possible inter-layer connections of a node.

$$NS_{xL_1} = \left( \sum_{j_{L_2}=1}^{N} A[x_{L_1}, j_{L_2}] \right) / N$$

(4.1)

where $N$ is the total number of nodes in each layer and $A[x_{L_1}, j_{L_2}]$ is the weight of the link between node $x$ in layer $L_1$ and node $j$ in layer $L_2$. Clearly, the node strength of node $x$ in layer $L_2$ (defined by equation 4.2) is different than that of node $x$ in layer $L_1$, since the adjacency matrix $A$ is not symmetric (refer Section 3).

$$NS_{xL_2} = \left( \sum_{k_{L_1}=1}^{N} A[k_{L_1}, x_{L_2}] \right) / N$$

(4.2)

The inter-layer node strength of a node in the $p' \dot{q}'$-layer signifies if the thermoacoustic power generated at that location is strongly correlated with the hydrodynamic activity at several other locations in the combustion chamber. Similarly, the inter-layer node strength of a node in the $\omega$-layer signifies if the vorticity dynamics at that location is correlated to the thermoacoustic power generated at different locations in the combustion chamber. Also,
nodes with very high node strengths are referred to as hubs. The spatial distribution of such node strengths in the combustor geometry can help us identify hubs of the inter-layer network which are essentially spatial pockets having significant inter-subsystem influence.

Also, along with such spatial distribution of node strengths, we must decipher the entire topology of inter-layer connections. For example, we are interested to know if there are any significant hub-to-hub connections across layers; or are the inter-layer connections of a hub in one layer spread over a large spatial region in the other layer. To do so, we borrow the concept of assortativity from single-layer networks and extend it to inter-layer networks.

### 4.2. Inter-layer network assortativity

Assortativity measures the tendency of a node to connect to other nodes with similar characteristics in the network (Barabási 2013). Particularly, degree-assortativity examines if high-degree nodes tend to connect to similar high-degree nodes or not (Newman 2002; Barabási 2013). Degree is the total number of connections that a node has in a network. In single-layer networks, a standard measure of assortativity is the degree correlation function \( k_{nn} \) which captures the relation between the degree of connected nodes (Pastor-Satorras et al. 2001; Vázquez et al. 2002; Barabási 2013). The degree correlation function \( k_{nn} \) is defined by equation 4.3.

\[
k_{nn}(k) = \sum_{k'} k' P(k'|k)
\]  

(4.3)

where \( P(k'|k) \) is the conditional probability of finding a node of degree \( k' \) amongst the set of nodes that are connected to a node with degree \( k \). All the nodes which are connected to a particular node are said to be its neighbors in the network. Note that, neighbors of a node in the network are not necessarily its spatial neighbors. Thus, \( k_{nn}(k) \) quantifies the average degree of the neighbors of all those nodes which have degree \( k \) (Barabási 2013). In an assortative network, similar-degree nodes have high tendency to connect. As a result, the higher the degree of a node, the higher will be the average degree of its neighbors, and the degree correlation function \( k_{nn}(k) \) is expected to increase with \( k \) for an assortative network. On the other hand, the degree correlation function decreases with \( k \) for disassortative networks.

Degree correlations are essential to study the topology of inter-layer connections in a multilayer network (Reis et al. 2014). Recently, de Arruda et al. (2016) proposed the extension of degree correlations for multilayer networks based on tensor notation and analysed the effect of assortativity on epidemic spreading in such networks. Similarly, we introduce here an extension of the definition of degree correlations for a two-layered network consisting of inter-layer connections alone. We represent the multilayer network by what is called a supra-adjacency matrix, which is a block matrix built from the adjacency matrices of the intra-layer and inter-layer networks (Bianconi 2018). The diagonal blocks of the supra-adjacency matrix represent the intra-layer connections and the off-diagonal blocks represent the inter-layer connections in the multilayer network. The diagonal blocks are void in our case since we consider the inter-subsystem connections alone in this study. The off-diagonal block entries are derived from the adjacency matrix \( A \) as discussed below.

We wish to examine the distribution of the inter-layer links that represent strongly correlated inter-subsystem activity between two locations. To do so, we set a threshold \( \rho_{th} \) on correlation values and obtain an unweighted matrix \( A_u \) from the adjacency matrix \( A \), such that if \( A[x,y] < \rho_{th} \), then \( A_u[x,y] = 0 \), else \( A_u[x,y] = 1 \). We construct an unweighted supra-adjacency matrix \( B \) from the inter-layer network using the unweighted matrix \( A_u \), as defined in equation 4.4.

\[
B = \begin{pmatrix}
0 & A_u \\
A_u^T & 0
\end{pmatrix}
\]  

(4.4)
The supra-adjacency matrix therefore represents a network of $2N$ nodes with $N$ nodes in each layer. In our system, we note that the replica nodes in each layer essentially represent the same spatial point in the combustor. However, we treat them as distinct nodes in this formalism as they possess distinct information arising from different subsystems. Then, we calculate the degree correlation function $k_{nn}$ for the matrix $B$ using the conventional definition as given by equation 4.3. Here, $k_{nn}$ is referred to as the inter-layer degree correlation function. We study the variation of $k_{nn}$ with the inter-layer degree $k$ which is derived as the sum of number of inter-layer links of a node in the unweighted network represented by $B$. For the current analysis, we set $\rho_{th} = 0.75$. The effect of varying the correlation threshold on the degree correlations is discussed in Appendix B.

Examining the degree correlations in an inter-layer network helps us infer the average tendency of a node with high (or low) degree in one layer to form connections with nodes having similar or dissimilar degrees in the other layer. For an inter-layer network, if $k_{nn}(k)$ increases with $k$, the inter-layer connectivity is assortative, i.e., a node with high degree in one layer tends to connect only to nodes with high degrees in the other layer on an average. For a thermoacoustic system, an assortative inter-layer network would imply that inter-subsystem activity is restricted to regions with nodes having high degrees. On the other hand, if $k_{nn}(k)$ decreases with $k$, the inter-layer network is disassortative and a hub in one layer tends to have many connections to nodes with low or moderately high degrees in the other layer. For a thermoacoustic system, a disassortative topology would imply that the inter-subsystem interactions is not restricted between hub-regions obtained in the two layers. Rather, activity in the hubs in one layer is correlated to the activity in a large spatial regime comprising the low-degree nodes in the other layer. Further, the variation of the degree correlation function can be approximated as a power law, as in equation 4.5 (Barabási 2013).

$$k_{nn}(k) \sim k^\mu$$

where $\mu$ is the correlation exponent. Real-world networks can exhibit different values of $\mu$ for different range of node degrees $k$. Such mixed assortativity has been observed earlier, for example, in citation networks (Barabási 2013).

We note that, usually there are only a few hubs in the network. These few hubs may have some connections amongst themselves. However, by definition, any given hub possesses a large number of connections, most of which are to nodes with low or moderately-high degrees. That is, a hub may have a few significant hub-to-hub connections and also large number of disassortative connections. As a result, the hub induces negative degree correlations (Xu et al. 2009). However, disassortativity does not rule out the existence of hub-to-hub connections which is a local tendency (Noldus & Van Mieghem 2015). The degree-correlation method, while useful to interpret the average tendency of connections of a node, cannot help infer the local hub-to-hub connections in a network (Noldus & Van Mieghem 2015; Litvak & Van Der Hofstad 2013). In a multilayer network, despite disassortative degree correlations, an inter-layer network can have significant hub-to-hub links between layers. It is therefore necessary to characterize the distribution of links between hub-regions and low-degree regions across the two layers to infer the extent of inter-subsystem activity in our combustor. Thus, we propose the use of link-rank distributions between nodes in different layers as described in the following sub-section.

### 4.3. Inter-layer link-rank distribution

The high-degree nodes in a network largely determine the topology of the network and the subsequent interpretations. These large degree nodes in a network are said to be ‘rich nodes’. If the rich nodes are interconnected, they form a group referred to as the rich-club (Zhou & Mondragón 2004). Despite strong disassortative degree correlations induced
by hubs (Xu et al. 2009), networks can contain rich-clubs owing to local assortativity of hub-nodes (Zhou & Mondragón 2004). In an inter-layer network, a rich club would signify the presence of dense inter-layer connections between high-degree nodes across layers. Particularly, the existence of a rich-club in disassortative networks would signify that there are several connections amongst nodes with high degrees as well as significant connections between hubs and low-degree nodes. Thus, we must characterize the distribution of inter-layer links between high as well as low degree nodes in both the layers.

To do so, we construct an inter-layer link-rank distribution as described in figure 3. First, we rank the nodes in each layer according to their inter-layer degrees. The highest degree node in a layer has rank one and so on. Note that, the ranking of nodes in each layer is independent of the nodes in the other layer. We thus assign ranks \( r_{p'q'} \) to nodes in the \( p'q' \)-layer and ranks \( r_\omega \) to nodes in the \( \omega \)-layer. Next, we form bins of ranks in each layer where each bin classifies a range of ranks. For example, bin one constitutes nodes having the first 10% ranks, the second bin constitutes nodes with the next 10% ranks and so on. Thus, nodes in each layer are distributed into ten bins according to their ranks. Next, we examine what fraction of the total inter-layer links connect nodes in the \( m^{th} \) bin of the \( p'q' \)-layer and nodes in the \( n^{th} \) bin of the \( \omega \)-layer (where \( m \) and \( n \) vary from one to ten). This gives us a distribution of inter-layer links classified according to the ranks (degrees) of the nodes connected by these links. We call such a distribution as an inter-layer link-rank distribution. Note that, this inter-layer link-rank distribution proposed here is inspired from the node-node link distribution suggested by Zhou & Mondragón (2004) for single-layer networks.

We can categorize the inter-layer links according to the ranks of the nodes they connect, as shown in figure 3. Links that connect nodes with ranks \( r_{p'q'} \) in the \( p'q' \)-layer and nodes with ranks \( r_\omega \) in the \( \omega \)-layer are referred as \( r_{p'q'} \) to \( r_\omega \) link. If these links connect nodes in the low-ranking bins (high-degree nodes) in the \( p'q' \)-layer to nodes in the high-ranking bins (low-degree nodes) in the \( \omega \)-layer, then such inter-layer links will be called low-to-high type links, as represented by a green box in the schematic inter-layer link-rank distribution in figure 3. Similarly, there can be low-to-low (white box in figure 3), high-to-low (blue box in figure 3) and high-to-high (black box in figure 3) type of links in an inter-layer network.

The link-rank distribution is very helpful in deciphering several features of the inter-layer network topology. Firstly, if the percentage of low-to-low type of links is high in an inter-layer network, we can infer that there are dense hub-to-hub inter-layer connections in the network.
Also, if the percentage of low-to-high links is very significant, we infer that hubs in the first layer connect to regions of low node strengths in the other layer. Secondly, we can also compare the different types of links to infer the density of inter-layer connections between different regions of the combustor.

We note that, the inter-layer degree correlation function \( k_{nn} \) captures the average type of connections each node tends to have. On the other hand, link-rank distribution is obtained by binning several similar degree nodes together and shows the fraction of connections between these similar-degree nodes. Thus, link-rank distribution reflects the number of connections a group of nodes have. Using both inter-layer degree correlation function and inter-layer link-rank distribution, we examine the topology of the unweighted inter-layer network obtained by setting the correlation threshold \( \rho_{th} = 0.75 \) during various dynamical states in a turbulent combustor and the results are presented in Section 5.

5. Results

We use two-layered inter-layer networks to analyse the inter-subsystem interactions during diverse dynamical states in a turbulent bluff-body stabilized combustor. To assess the raw flow field, we plot the normalised time series of acoustic pressure \( (p') \) and heat release rate fluctuations \( (q') \) (row-I) along with the spatio-temporal evolution of the \( p'q' \) field (row-II) and vorticity field (row-III) in figures 4, 7, 8, 11 during the occurrence of combustion noise (chaos), aperiodic and periodic epochs of intermittency and thermoacoustic instability (order), respectively. The \( p' \) and \( q' \) time series are normalized with the corresponding maximum value during each dynamical state to facilitate comparison across different dynamical states. Next, using the tools defined in Section 4, we analyse how the topology of the inter-layer connections changes as the dynamics of the combustor transitions from chaos to order via the route of intermittency (figures 5, 9, 12). To aid in understanding the topology of the inter-layer network, we also plot a multilayer visualization of the inter-layer connections for specific nodes in both the layers (figures 6, 10, 13). We consider one sample node in the recirculation zone in the dump plane upstream of the bluff-body and another in the wake downstream of the bluff-body. The two-layered visualization is derived from the inter-layer network constructed from the experimental data during distinct dynamical states.

5.1. Combustion noise

During the state of combustion noise, the combustor exhibits low-amplitude chaotic fluctuations in the acoustic pressure \( (p') \) and global heat release rate \( (q') \) signals, as shown in figure 4-(I). Further, the value of \( p'q' \) is small in magnitude and we observe incoherent spatial patterns in the \( p'q' \) field observed throughout the turbulent reacting flow field of the combustion chamber, as evident in figure 4-(II) (George et al. 2018). Also, patches of slightly high values of \( p'q' \) occur in the wake of the bluff-body erratically as is evident from figure 4-(II)B.

In the vorticity field, we observe from experiments that small-sized vortices are shed in the recirculation zone in the dump plane and in the wake of the bluff-body. The vorticity is found to be high and positive in the outer shear layer (figure 4-(III)) owing to the anticlockwise vortices shed in this region. The vortices shed in the wake are formed due to the flow turning at the tip of the bluff-body from where we see the origin of the inner shear layer. Vorticity is high and negative in the inner shear layer owing to the clockwise vortices are shed in the wake. The streaks of high vorticity in the inner and outer shear layer appear consistent in time, while the shedding of the small vortices is rather erratic (George et al. 2018).

Results of the analysis of the inter-layer network constructed from the vorticity and the thermoacoustic power field during the occurrence of combustion noise are shown in figure
Figure 4: (I) Time series of acoustic pressure ($p'$) and global heat release rate fluctuations ($\dot{q}'$) during the state of combustion noise. Spatial distribution of (II)- thermoacoustic power generation and (III)- vorticity at time instants corresponding to points A-D shown in the time series in (I). Thermoacoustic power sources exist predominantly in the wake region and incoherent patterns of $p'\dot{q}'$ are observed. Small-sized vortices are shed at irregular epochs in the recirculation zone and in the wake due to which the vorticity is high in the shear layers.

5. We observe that the inter-layer node strengths in the $p'\dot{q}'$-layer are high in the shear layer region and moderately high in the wake region, but low in the recirculation zone in the dump plane (figure 5(a)) during the state of combustion noise. In contrast, in the $\omega$-layer (figure 5(b)), high inter-layer node strength is obtained in the recirculation zone in the dump plane and in the wake region, and very low node strength in the shear layers.

Next, we study the topology of the inter-layer network obtained during the state of combustion noise (as explained in Section 4). Figure 5(c) shows that the variation of inter-layer degree correlation function ($k_{nm}$) with the inter-layer degree ($k$) exhibits distinct power-law behaviors for low and high range of degrees, i.e., the network exhibits mixed assortativity. In the low-degree range, $k_{nm}$ decreases with $k$ on an average, and the correlation exponent ($\mu$) is close to zero indicating neutral network topology with weak disassortativity. In the high-degree range, we observe strong disassortativity with $\mu = -0.22$. Figure 5(d) shows the inter-layer link-rank distribution derived from the network during the state of combustion noise. We obtain high density of links between the low-ranked bins (low-to-low $r_{p'\dot{q}'}-to-r_{\omega}$ type). Also, significant inter-layer links exist between nodes in the two layers with moderate and high rankings. That is, the density of inter-layer connections of all types (low-to-low, high-to-low, low-to-high and high-to-high) are significant and comparable.

From the spatial distribution of node strengths we note that high-degree nodes are found in multiple locations in the spatially extended flow field, such as, in the outer shear layer in the $p'\dot{q}'$-layer or in the wake in the $\omega$-layer. The variation of the degree correlation function implies that on an average, a high-degree node has more disassortative connections. Further the link-rank distribution implies that these disassortative links arising from high-degree nodes connect to regions with high as well as low degree nodes that are spread throughout different locations in the combustor. Thus, we understand that inter-layer connections exist throughout the flow field and are not localised during the state of combustion noise. This
interpretation is supported by the visualization of inter-layer links of sample points as shown in figure 6.

Figure 6(a) shows that the inter-layer links of a node selected in the dump plane of the \( \omega \)-layer (green-colored layer) connect it to most nodes in the \( p'q' \)-layer (red-colored layer) throughout the flow field. Figure 6(b) shows that a node in the wake region in the \( \omega \)-layer connects predominantly to nodes in the \( p'q' \)-layer in the bluff-body wake and in the shear layer regions upstream of the bluff-body (regions of high node strengths in the \( p'q' \)-layer, see figure 6(a)). Similarly, the inter-layer links of a node in the \( p'q' \)-layer selected in the recirculation zone (6(c)) are spread across in the \( \omega \)-layer in the recirculation zone and the wake, but not in the shear layer regions as expected from the spatial distribution of node strengths in figure 5(b). Also, a node in the wake in the \( p'q' \)-layer (see figure 6(b)) connects predominantly to nodes in the wake in the \( \omega \)-layer, with a few links spread into the recirculation zone. Clearly, the hydrodynamic activity and thermoacoustic power generated
at nodes in the wake region are densely inter-connected. Also, inter-subsystem interactions occur between spatial locations upstream and downstream of the bluff-body.

We note that, $p'q'$ fluctuations are low in the recirculation regions as evident in figure 4-II. Also as discussed by Poinsot et al. (1987) earlier, during the state of combustion noise, no reaction occurs in the recirculation zones where the vortices are shed. Here, we find low node strengths in the recirculation zone in the dump plane in the $p'q'$-layer, indicating that thermoacoustic power generated in this region is small and weakly correlated to the vortex dynamics in the flow field. Further, low-node strengths are obtained in the shear layer in the $\omega$-layer owing to the incoherence induced in the vorticity field by erratic vortex shedding during the state of combustion noise.

Clearly, while thermoacoustic power generation is maximum in the wake downstream of the bluff-body (figure 4-(II)), a region of high inter-layer node strength appears in the shear layer of the $p'q'$-layer (figure 5(a)), that is upstream of the bluff-body. Inter-subsystem interactions occur between spatially separated regions upstream and downstream of the bluff-body during the state of chaotic dynamics owing to the time delays associated with convection of vortices and fine-scale mixing of fuel and air. Therefore, from the network topology we
infer that the thermoacoustic power generated in the wake of the bluff-body as well as the shear layer regions is highly correlated with the vortex dynamics in the recirculation regions in the dump plane and the wake. We infer that the small vortices that are shed in the dump plane convect downstream while the combustion of the reactants within these vortices is still in progress. As a result, the vorticity dynamics in the dump plane is correlated with the thermoacoustic power generated downstream, in the shear layer and wake of the bluff-body. Further, the vortices shed in the wake region also contain some unburnt reactant mixture which undergoes combustion in the wake leading to large thermoacoustic power generation in this region.

5.2. Intermittency

During the state of intermittency, we observe bursts of periodic oscillations amidst aperiodic fluctuations in the acoustic pressure and the heat release rate signals (Nair et al. 2014). In figure 7 and figure 8, we show the variations in the $p'q'$ (row-II) and vorticity fields (row-III) in the combustion chamber during epochs of aperiodic and periodic acoustic pressure dynamics, respectively.

During aperiodic dynamics in intermittency, we observe sinks of thermoacoustic power generation (negative values of $p'q'$ are predominant) as evident from figure 7-(II). Note that, the $p'q'$ field obtained for aperiodic dynamics during the state of intermittency is very different from that during combustion noise, since we do not obtain incoherent patterns of $p'q'$. Instead, we observe coherent sinks of $p'q'$ with few erratic occurrences of $p'q'$ sources predominantly in the shear layer region such as in figure 7-(II)A,D. On the other hand, during the periodic epochs of intermittency (see figure 8-(II)), we observe coherent regions that are source (or sink) of thermoacoustic power generation with values which are one order of magnitude higher than that during the aperiodic epochs. These regions of coherent $p'q'$ generation occur in the inner shear layer and in the wake close to the bluff-body as observed in figure 8-(II). Such coherent source and sinks of $p'q'$ occur periodically during the epochs of periodic dynamics in the state of intermittency.

Further, from experiments we note that small vortices are shed during aperiodic dynamics in the state of intermittency. From figure 7-(III), we observe incoherence in the vorticity field fluctuations specifically in the recirculation zone. Unlike the vorticity field during the state of combustion noise, a consistent streak of vorticity does not exist in the outer shear layer. On the other hand, during periodic epochs of intermittency (see figure 8-(III)), we observe that the vortices formed in the recirculation zone are larger than those formed during the state of combustion noise or aperiodic epochs of intermittency. These large vortices are shed almost periodically for short epochs in the recirculation zone, after which they traverse to the wake via the shear layer and break down into smaller vortices or impinge on the walls of the combustor and the bluff-body. Thus, we find distinct patches of large positive vorticity appear and disappear in the recirculation zone (figure 8-(III)B) and then in the outer shear layer (figure 8-(III)C). In contrast, the vortices shed at the tip of the bluff-body are small. So, we obtain an almost consistent streak of negative vorticity in the inner shear layer (figure 8-(III)A-D).

Figure 9 shows the results from the inter-layer network analysis of the spatio-temporal dynamics occurring during both the periodic and aperiodic epochs of intermittency. The node strength distribution of both the layers (figure 9(a,b)) is peculiar showing a distinct patch of very high node strengths (about 0.9) in the recirculation zone in the dump plane downstream of the backward-facing step (refer schematic figure 1(c)); while in other regions the node strengths are moderately high (about 0.6). These localized pockets formed by a set of hub-nodes occur in similar regions in the dump plane in both the layers.

The inter-layer degree correlation function ($k_{nn}$) derived from the inter-layer network
Figure 7: (I) Time series of acoustic pressure ($p'$) and global heat release rate fluctuations ($\dot{q}'$) during an **aperiodic epoch of intermittency**. Spatial distribution of (II)-thermoacoustic power generation and (III)-vorticity at time instants corresponding to points A-D shown in the time series in (I). Thermoacoustic power source appears erratically while thermoacoustic power sink exists predominantly in the shear layer region. Positive incoherent vorticity field exists in the dump plane and the outer shear layer, while a negative vorticity streak is observed in the inner shear layer.

Figure 8: (I) Time series of acoustic pressure ($p'$) and global heat release rate fluctuations ($\dot{q}'$) during **periodic epoch of intermittency**. Spatial distribution of (II)-thermoacoustic power generation and (III)-vorticity at time instants corresponding to points A-D shown in the time series in (I). Thermoacoustic power generated during periodic epochs is an order of magnitude higher than during the aperiodic epochs. Source of $p'\dot{q}'$ exists predominantly in the shear layer and also in the wake close to the bluff-body. Large patches of high positive vorticity appear and disappear in the dump plane and the outer shear layer regions due to the shedding of large coherent structures in these regions.
Figure 9: The spatial distribution of node strengths in the (a) $p'q'$-layer and (b) $\omega$-layer derived from the inter-layer network during the state of intermittency. A spatial patch of very high node strengths (hubs) appear in the dump plane in both the layers. (c) Variation of the inter-layer degree correlation function ($k_{nn}$) with inter-layer degree ($k$), where the power law exponent is $\mu = -0.39$ indicating strong disassortativity. (d) The inter-layer link-rank distribution of links between nodes ranked into bins in the $p'q'$-layer and the $\omega$-layer. The colorbar indicates the percentage of links. The density of links connecting hubs in both layers (low-to-low type links) is very high. Also, low-to-high and high-to-low type of links are significant indicating that hubs in one region connect also to regions of moderate or low node strengths in the other layer.

decreases with increase in the inter-layer degree ($k$) and exhibits a power-law with correlation exponent $\mu = -0.39$, implying strong disassortativity in the topology of the network (figure 9(c)). Such disassortative topology implies that, on an average a hub-node (in the dump plane) in one layer has several connections to nodes with low node strengths (in the shear layer and wake) in the other layer. Figure 9(d) shows the inter-layer link-rank distribution. We find that a large fraction of inter-layer connections are of the low-to-low type, that is, several links exist between the high degree nodes (hubs) in both layers. Despite the fact that each hub node has a large number of disassortative links, we find that the spatial collection of such nodes concentrated in a localized pocket in each layer has significant number of hub-to-hub inter-layer links. Further, we find that high-to-low and low-to-high type of links have significant density, where as, very few connections are of the high-to-high type (figure 9(d)). Both high-to-low and low-to-high type of links are equally significant; thus, we understand that the hubs in both the layers are equally influential. In other words, both, the thermoacoustic
power generated and the vortices shed in the dump plane are equally crucial in fostering inter-subsystem interactions in the combustor. We note that, both, disassortativity and the existence of links between groups of low and high ranking nodes across layers together help us infer the network topology. In summary, during the state of intermittency, we obtain an inter-layer network with localised pockets of hub-nodes having dense hub-to-hub connections as well as disassortative connections throughout the flow field. The inter-layer network topology dictates that the thermoacoustic power generated in the recirculation zone in the dump plane is strongly correlated with the vorticity dynamics in all regions of the combustor during the state of intermittency. Also, the shedding of vortices in the recirculation zone of the dump plane is correlated over short epochs with the thermoacoustic power generated in all regions of the combustor.

A visualization of the inter-layer links of sample nodes in the two layers is shown in figure 10. A node in the recirculation zone in the hub-region of the $\omega$-layer (see figure 10(a)) has dense connections to nodes in the dump plane (hubs) of the $p'q'$-layer as well as to many nodes in the wake region. Similarly, a node in the hub-region of the $p'q'$-layer (see figure 10(c)) connects to nodes in all regions, namely, the dump plane, the shear layer and the wake of the bluff-body. On the other hand, a node selected in the wake region in either layer has significant inter-layer connections only to the hub region in the other layer and with some nodes in its neighboring spatial locations in the wake (see figure 10(b,d)).

Remember, large vortices are shed in the recirculation zone in the dump plane, while small vortices are shed in the wake of the bluff-body (figure 8-(III)) during the periodic epochs of intermittency. These large vortices induce higher local strain rates in regions between vortices (Schadow & Gutmark 1992), and thus enhancing the mixing of the fuel-air mixture in some of these regions, thus promoting combustion of fuel-air mixture contained in these vortices. However, larger vortices also promote bulk mixing and can delay molecular mixing in some other regions, as a result of which some unburnt reactant mixture is convected downstream. We conjecture that, during the state of intermittency, some of the fuel-air mixture carried by the large vortices that are shed in the recirculation zone undergoes combustion in the recirculation zone itself, specifically during the periodic epochs of intermittency. As a result, the vorticity dynamics and the thermoacoustic power generated in these spatial pockets (identified as hubs of the network) are strongly correlated, and we obtain dense hub-to-hub connections in the inter-layer network.

Further, the disassortative connections between the nodes in the $p'q'$ and $\omega$ layers indicate that the vorticity and $p'q'$-fields in the dump plane are strongly correlated to the vorticity dynamics and thermoacoustic power generated downstream. Such correlations between upstream and downstream locations are similar to those obtained during the state of combustion noise. Thus, we conjecture that, the smaller vortices shed during the aperiodic epochs of intermittency, convect the reactant mixture downstream and cause thermoacoustic power generation in these locations (figure 7-II). Also, some unburnt fuel-air mixture may be retained from the large vortices in the dump plane and is convected downstream while it undergoes combustion. As a result, intense and coherent heat release occurs not only in the dump plane but also in the subsequent downstream locations (as evident in figure 8-(II)A,D), that is, in the outer and inner shear layers.

In summary, using multilayer networks, we identify localized hub-regions in the recirculation zone behind the backward-facing step (i.e., the dump plane) where intense inter-subsystem interactions emerge during the state of intermittency. Note that, such significant inter-subsystem interactions were believed to occur only during thermoacoustic instability when order is established in the spatio-temporal dynamics of the combustor (Poinsot et al. 1987; Schadow & Gutmark 1992). However, we show using multilayer network analysis that such interactions emerge much prior to the onset of order, during the state of intermittency.
Figure 10: Visualization of inter-layer links derived from the inter-layer network during the state of intermittency for sample nodes. The green surface represents the $\omega$-layer, while the red surface represents the $p'q'$-layer. The cut out region in each layer indicates the location of the bluff-body. Sample nodes are selected (a) in the recirculation zone in the $\omega$-layer, (b) in the wake region in the $\omega$-layer, (c) in the recirculation zone in the $p'q'$-layer, and (d) a node in the wake region in the $p'q'$-layer. The hub-region in each layer has dense connections to the hub-region as well as regions of low and moderate node strengths in the other layer, indicating the widespread influence of hubs on inter-subsystem activity during the state of intermittency.

Further, the framework of multilayer networks allows us to infer the spatial inhomogeneities in the pattern of interactions across subsystems during this state. The interactions between the two subsystems are most intense in the dump plane but not restricted to this region. The influence of the vorticity dynamics and thermoacoustic power generation in the dump plane is widespread throughout the turbulent reacting flow field of the combustor. Since the hubs in the recirculation zone have dominant disassortative connections to nodes in almost all locations downstream, any perturbation in the hub region will disrupt the feedback between subsystems and affect the dynamics at downstream locations. Thus, attacking the spatial collection of hubs of the inter-layer network identified in the dump plane is a suggested passive control strategy for mitigating the impending thermoacoustic instability.

5.3. Thermoacoustic instability

Order is established in the spatio-temporal dynamics of the combustor during the state of thermoacoustic instability. We obtain high-amplitude periodic oscillations in the acoustic pressure and heat release rate signals (figure 11-(I)). Coherent heat release occurs and
Figure 11: (I)-Time series of acoustic pressure ($p'$) and global heat release rate fluctuations ($q'$) during the state of thermacoustic instability. Spatial distribution of (II)-thermoacoustic power generation and (III)-vorticity at time instants corresponding to points A-D shown in the time series in (I). Coherent thermoacoustic power generation occurs periodically in large regions in the wake and in the dump plane. Large positive vorticity patches appear periodically in the dump plane indicating the periodic shedding of large vortices in this region.

$p'q'$ is generated in large regions of the combustion chamber periodically (see figure 11-(II)A,C). Such sources of high thermoacoustic power occur predominantly in the recirculation zones in the dump plane and the wake of the bluff-body (such as in figure 11-(II)C). The value of thermoacoustic power generated in the combustion chamber during thermoacoustic instability (refer figure 11-(II)) is an order of magnitude higher than that obtained during periodic epochs of intermittency (refer figure 8-(II)), and about three orders of magnitude higher than that during the state of combustion noise (refer figure 4-(II)). Also, strong thermoacoustic power sinks are formed in the combustor during such dynamics (see figure 11-(II)D).

The vorticity field during thermoacoustic instability (figure 11-(III)) exhibits periodic spatio-temporal patterns, and the magnitude of the vorticity fluctuations are higher than those during the states of combustion noise or during aperiodic epochs of intermittency. We can observe a large region of high positive vorticity in the recirculation zone in the dump plane (see figure 11-(III)A). From experiments, we observe that very large vortices are formed upstream of the bluff-body during the occurrence of thermoacoustic instability; these vortices span the dump plane and the outer shear layer regions. These large coherent structures are shed periodically at a frequency equal to the acoustic frequency (George et al. 2018) and subsequently impinge on the walls of the combustor or the bluff-body. Impingement of these large coherent structures and breaking down into smaller vortices leads to sudden heat release in the combustor.

Figure 12 shows the results from the analysis of the inter-layer network for the state of thermoacoustic instability. In the $p'q'$-layer (figure 12 (a)), the node strengths are moderately high throughout the combustion chamber (in the range 0.65 to 0.7). The node strengths are highest in the dump plane followed by high node strengths in a large patch in the wake region of the $p'q'$-layer. In the $\omega$-layer, we obtain the highest node strengths (around 0.85) in a patch in the recirculation zone in the dump plane, and high node strengths (around 0.75) in the outer
Figure 12: The spatial distribution of node strengths in the (a) $p'q'$-layer and (b) $\omega$-layer derived from the inter-layer network during the state of thermacoustic instability. (c) Variation of the inter-layer degree correlation function ($k_{nm}$) with inter-layer degree ($k$), where the network exhibits neutral assortativity. (d) The inter-layer link-rank distribution of links between nodes ranked into bins in the $p'q'$-layer and the $\omega$-layer. The colorbar indicates the percentage of links. Almost all nodes in the dump plane and the wake in the $p'q'$-layer are low-ranking nodes (high-node strengths). These nodes predominantly connect to low-ranking nodes in the $\omega$-layer that occur in the shear layer regions and a small patch in the dump plane.

and inner shear layer. Nodes in the wake region have moderately high node strengths (around 0.65). Further, we find that the inter-layer degree correlation function ($k_{nm}$) does not exhibit a monotonic increase or decrease with the inter-layer degree ($k$) and it is not possible to find a power law fit to the degree correlations (figure 12(c)). The inter-layer network topology is neutral, that is, neither assortative nor disassortative, owing to the fact that almost all nodes in the $p'q'$-layer and several nodes in the $\omega$-layer have similar values of node strengths. Using the inter-layer link-rank distribution (figure 12(d)), we find that inter-layer links are predominantly low-to-low and low-to-high ($r_{p'q'}$ to $r_{\omega}$) type (refer schematic in figure 3). Note that, almost all nodes in the $p'q'$-layer have very high node strengths and are thus binned together as low ranking nodes.

From the spatial distribution of node strengths and the link-rank distribution, we infer that the dense inter-layer links exist in the dump plane and the shear layer regions of the $\omega$-layer and are also spread throughout the flow field in the $p'q'$-layer. This interpretation is supported by figure 13, which shows the inter-layer links of sample nodes upstream and
Figure 13: Visualization of inter-layer links derived from inter-layer network during the state of thermoacoustic instability for sample nodes. The green surface represents the $\omega$-layer, while the red surface represents the $p'q'$-layer. The cut out region in each layer indicates the location of the bluff-body. Sample nodes are selected (a) in the hub region in recirculation zone of the $\omega$-layer, (b) in the farther downstream end of the inner shear layer of the $\omega$-layer, (c) in the recirculation zone of the $p'q'$-layer, and (d) a node in the wake region of the $p'q'$-layer. Dense inter-layer links exist between the nodes in the shear layer regions of the $\omega$-layer and the nodes in the dump plane and wake regions of the $p'q'$-layer. Dense inter-layer links exist between the nodes in the shear layer regions of the $\omega$-layer and the nodes in the dump plane and wake regions of the $p'q'$-layer.

downstream of the bluff-body in both the layers. A node in the hub region in the dump plane of the $\omega$-layer (figure 13(a)) has inter-layer connections predominantly to the hub region in the dump plane of the $p'q'$-layer and also some inter-layer links to the wake region. Figure 13(b) shows that a hub-node from the $\omega$-layer in the inner shear layer has links predominantly to the wake region and a few links to the dump plane in the $p'q'$-layer. Further, a node in the dump plane in the $p'q'$-layer (figure 13(c)) has predominant inter-layer connections to nodes in the dump plane and the shear layer regions of the $\omega$-layer (high node strength regions, see figure 12(b)). Also, figure 13(d) shows that a node in the wake region in the $p'q'$-layer has inter-layer connections with nodes in the shear layer regions as well as the recirculation zone in the $\omega$-layer.

From the network topology, we can infer the fluid mechanical processes occurring at different locations in the combustor. The thermoacoustic power generated in the dump plane is strongly correlated to the vorticity dynamics in both the dump plane and the shear layer regions. We conjecture that the large vortices shed in the dump plane enhance both the bulk mixing as well as fine-scale mixing by increasing local strain rates in the fluid (Poirsot et al. 1987; Schadow & Gutmark 1992). Note that, combustion occurs only when reactants are
adequately mixed at the fine scales. Since large vortices are formed, adequate fine-scale mixing occurs over larger regions and over longer epochs than during the occurrence of combustion noise or intermittency where relatively smaller vortices were shed erratically in the dump plane. As a result, most of the reactants mix well with the hot products over a certain time period and then undergo combustion at once during the state of thermoacoustic instability. Since a large amount of reactants undergoes combustion simultaneously and suddenly (at the end of the time period of mixing), sudden release of large amounts of heat occurs in the combustion chamber. The heat released due to combustion is periodic owing to the periodic vortex shedding activity in the dump plane.

The different processes namely, the vortex shedding dynamics, acoustic field fluctuations and combustion leading to sudden heat release, are inter-dependent on each other. These processes co-evolve and synchronize in the dump plane region resulting in periodic spatio-temporal dynamics. Thus, the nodes in the dump plane in the $p'q'$-layer have a significant amount of connections to the nodes in the dump plane in the $\omega$-layer. Furthermore, as combustion occurs, the fluid material in the vortices expands and travels downstream. The vortices grow in size due to entrainment of fluid as well as due to combustion and eventually impinge onto the walls of the combustor or on the bluff-body and break into smaller vortices. As a result, the fine-scale mixing is enhanced in the shear layer region which ensures adequate mixing of the leftover unburnt reactants with the hot products. Eventually, these reactants undergo combustion and cause further heat release in the wake region. Thus, the nodes in the wake region in the $p'q'$-layer have significant number of connections to the shear layer region in the $\omega$-layer. Therefore, using multilayer network analysis, we are able to describe how the large coherent structures formed during the state of thermoacoustic instability play a pivotal role in fostering inter-subsystem activity. Thus, our findings not only support but also explain the findings of Poinsot et al. (1987) that the reaction zone and coherent heat release patches trail behind the large coherent structures during the state of thermoacoustic instability.

We note that, sources and sinks of thermoacoustic power generation occur simultaneously in the wake and dump plane during the state of thermoacoustic instability (see figure 11-IIC,D). Such simultaneous and periodic occurrence of large spatial patches of positive and negative $p'q'$ indicates synchrony between thermoacoustic power generation at spatially separated locations in the flow field. From multilayer network analysis, we understand that the thermoacoustic power generated in the dump plane and the wake are not independent activities. We observe that activity in the $p'q'$-field in, both, the dump plane and in the wake are well correlated with the vorticity dynamics in the dump plane and the shear layer regions. We conjecture that a feedback is established between the thermoacoustic power generated in these different regions due to the inter-subsystem interactions with the vorticity field. In other words, the activity of thermoacoustic power generation in the dump plane and wake become synchronized owing to the spatially extended structure of inter-subsystem interactions as described during the state of thermoacoustic instability. Thus, the inter-subsystem interactions promote synchronized intra-subsystem activity across different locations.

The results obtained from multilayer network analysis during the various dynamical states in a turbulent thermoacoustic system are summarized in table 1. Using this approach, we are able to infer the spatial inhomogeneities in the pattern of inter-subsystem interactions and infer and distinguish the fluid mechanical processes occurring at different locations in the flow field during different dynamical states.
### Table 1: Summary of results from multilayer network analysis for different dynamical states in a turbulent thermoacoustic system

| Multilayer network analysis | High node strength regions in $p'q'$-layer | High node strength regions in $\omega$-layer | Inter-layer network topology | Interpretation |
|-----------------------------|--------------------------------------------|---------------------------------------------|-----------------------------|----------------|
| Combustion noise            | Shear layer and wake region                | Dump plane and wake                         | Inter-layer links are spread across almost all locations in the combustor | No localized pockets of intense inter-subsystem interactions |
| Intermittency               | Recirculation zone in the dump plane       | Recirculation zone in the dump plane        | Dense hub-to-hub inter-layer links; also significant links between hubs in one layer and low node strength regions in the other layer | Localized pockets of intense inter-subsystem interactions emerge in the dump plane with significant influence throughout the flow field of the combustor |
| Thermoacoustic instability  | All regions; predominantly the dump plane   | Recirculation zone in the dump plane and shear layer regions | Dense connections exist between nodes in the dump plane and shear layer regions of the $\omega$-layer and dump plane and wake region in the $p'q'$-layer, respectively | Intense inter-subsystem interactions occur between regions of coherent thermoacoustic power generation and regions of coherent vortex shedding, predominantly in the dump plane |

5.4. Discussion

The multilayer network approach in the current study explains the mechanisms behind the observations from some previous studies. For example, we are able to identify a critical region of inter-subsystem interactions between thermoacoustic power and vorticity field in the dump plane during the state of intermittency and thermoacoustic instability. Such a critical region was also identified in previous studies investigating the hydrodynamic subsystem independently. For example, a similar critical was region identified by Premchand et al. (2019) corresponding to the dominant acoustic mode using flow decomposition techniques during the occurrence of thermoacoustic instability. Also, a similar critical region was identified by Krishnan et al. (2021) as the hubs of single-layer vorticity networks during the state of thermoacoustic instability. Further, Roy et al. (2021) found a similar region in the dump plane where intense turbulent velocity fluctuations occur during the occurrence of thermoacoustic instability.

Krishnan et al. (2021) and Roy et al. (2021) found significant suppression of thermoacoustic instability even for low flow rates of targeted microjet injections in the recirculation zone behind the bluff-body. However, perturbing any other region such as patches identified by the authors at the top of the bluff-body or in the wake, does not readily aid the mitigation of thermoacoustic instability. While the authors (Krishnan et al. 2021; Roy et al. 2021)
intended to target regions of intense hydrodynamic activity, they inadvertently perturbed the region of significant inter-subsystem interactions which occurs in the recirculation zone in the dump plane as identified using multilayer networks. Thus, we conjecture that targeted attack in regions where dense hub-to-hub inter-layer connections exist can lead to the mitigation of thermoacoustic instability. Such perturbations would disrupt the strongest feedback interactions between the multiple subsystems such as the hydrodynamic field and the acoustically-coupled combustion dynamics. Thus, the use of multilayer networks potentiates physical insight into the occurrence as well as the mitigation of thermoacoustic instability.

6. Conclusions

Turbulent thermoacoustic systems are complex systems wherein the coevolution of the hydrodynamic, acoustic and combustion dynamics are inter-dependent due to nonlinear interactions occurring in a spatially extended flow field. In this work, we investigate such inter-subsystem interactions between the vorticity field ($\omega$) and thermoacoustic power ($p'q'$) generation during chaotic, intermittent and ordered dynamics in a turbulent bluff-body stabilized dump combustor using complex networks. We construct a multilayer network comprising two layers, the $\omega$-layer and the $p'q'$-layer, where the inter-layer connections are derived from the short-window correlation between the two variables $\omega$ and $p'q'$ at any two locations in the flow field. The spatial distribution of node strengths derived from inter-layer networks helps us identify regions that foster inter-subsystem interactions (hubs of the inter-layer network) during various dynamical states. Further, we examine the average tendency of a node in one layer to form links with similar or dissimilar nodes in the other layer of the network using the inter-layer degree correlations. Also, by studying the distribution of links between nodes ranked according to their inter-layer degree (link-rank distribution), we identify if significant connections exist between regions of high node strengths across layers in the network. By examining the topology of connections in an inter-layer network, we infer the inter-dependence between the vorticity and $p'q'$ fields during each dynamical state.

Multilayer network analysis helps us infer and distinguish the spatial inhomogeneities in inter-subsystem interactions and the fluid mechanical processes involved during different dynamical states in a turbulent thermoacoustic system. For example, we describe that if small vortices are shed erratically, they convect the reactant mixture quickly to downstream locations therefore generating thermoacoustic power in these regions. On the other hand, when large coherent structures are formed, these structures revolve in the dump plane and accumulate and mix huge amounts of reactants in that region which undergo combustion at once. Thus, we are able to infer the fluid mechanical and combustion processes that are spatially distinct during different dynamical states.

During the state of chaotic spatio-temporal dynamics, we show the inter-subsystem interactions are spread across wide spatial scales due to the small vortices shed erratically. These small vortices introduce wide scales of time delays and cause adequate fine-scale mixing across several locations quickly. These vortices also convect from the dump plane to the shear layer and the wake of the bluff-body easily. The reactants undergo combustion only in the shear layer or the wake region during the state of combustion noise. As a result, the vorticity dynamics in the upstream recirculation zone is found to be strongly correlated with the thermoacoustic power generated at downstream locations in the shear layer and the wake of the bluff-body.

During the state of intermittency, we discover that inter-subsystem interactions emerge as strong and localized feedback in the dump plane; however, interactions also occur between the dump plane and the downstream locations. Localised inter-subsystem interactions occur due to simultaneous thermoacoustic power generation and shedding of large vortices during the
periodic epochs of intermittency. Further, the interactions between upstream and downstream locations occur owing to the small vortices shed during aperiodic epochs of intermittency or left over reactant mixture from the larger vortices which convects and combusts at downstream locations.

During the state of thermoacoustic instability, such interactions occur predominantly in the dump plane. Very large coherent structures are formed in the dump plane which enhance both bulk and fine scale mixing. These large vortices delay the fine-scale mixing and increase bulk mixing in the dump plane causing any small vortices to revolve within the dump plane region. As a result, these small scale vortices organize into a large coherent structure (George et al. 2018; Raghunathan et al. 2020) and do not convect downstream as easily. Thus, after sufficient mixing has occurred, a significant amount of the reactants undergo combustion at once in the dump plane itself. Also, large vortices convect via shear layer region and break down into smaller ones or impinge onto the wall of the combustor causing combustion of the remaining reactant mixture. Hence, we find inter-subsystem interactions are significant between the wake and shear layer regions as well during this state.

In summary, using the approach of multilayer networks, we reveal the rich topology of inter-subsystem interactions in turbulent thermoacoustic systems during various dynamical states. Using this approach, we discover that intense and localised inter-subsystem interactions emerge during the state of intermittency much prior to the onset of order in the spatio-temporal dynamics of the combustor. The acoustic, combustion and vorticity dynamics are inter-dependent during each state; however, such the strength and spatial pattern of inter-subsystem interactions is distinct during each dynamical state. We conjecture, through our analysis, that spatio-temporal order emerges in a turbulent thermoacoustic system when mutually dependent dynamics ensues in localized pockets in the flow field.
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Appendix A. Effect of the size of the window used for computing short-window correlations

To determine links between two nodes in a multilayer network, we have used short-window correlations between the time series of vorticity and the thermoacoustic power at the locations corresponding to the nodes. The size of the window is equivalent to $k_w$ cycles of the dominant mode of acoustic pressure oscillations. Here, we analyse the effect of the size of the short-window used for calculating the $SWA$ correlation. To do so, we examine the structure of the multilayer network during the state of intermittency when $k_w$ is varied from four to ten.

Figure 14(a) shows the probability density of $SWA$ correlations between any two spatial locations in the combustor for different values of $k_w$ during the state of intermittency. Clearly, the distribution of correlation values shifts to lower ranges as the value of $k_w$ is increased. Moreover, the spatial mean of the $SWA$ correlations ($<\rho>_xy$) decreases rapidly as the size of the short-window is increased (see figure 14(b)) owing to the underlying turbulent
Figure 14: (a) Probability density of short-window adjusted correlations obtained during the state of intermittency for different window sizes equivalent to $k_w$ number of cycles of the dominant acoustic mode. (b) Variation of the spatial mean of correlation ($<\rho >_{xy}$) with $k_w$.

flow field. We find a similar trend of decreasing correlations with window size during other dynamical states as well.

Figure 15 shows the spatial distribution of node strengths in the $\rho'$-$q'$- and $\omega$- layers of the multilayer network constructed for two different values of $k_w$ during the state of intermittency. We obtain a spatial pocket of hub-nodes in the dump plane in both the layers when the network is constructed using $k_w = 6, 10$ (figure 15), which is similar to that obtained in figure 9 where $k_w = 4$. Clearly, the spatial distribution of node strengths is robust to the window-size used for computing SWA correlations. In other words, varying the size of the window used for computing SWA correlations affects the range of correlation values but not the spatial distribution of node strengths in the multilayer network obtained from these correlations.

**Appendix B. Effect of correlation threshold on degree correlations and link-rank distributions of inter-layer network**

In order to examine the distribution of the inter-layer connections with very high weights, we set a threshold on the SWA correlations and obtained an unweighted inter-layer network as explained in Section 4 of the manuscript. Here, we examine the role of this threshold in interpreting the topology of the network. We examine the degree correlations and link-rank distributions obtained from inter-layer network during the state of intermittency for multiple values of the correlation threshold as shown in figure 16. We find that the specific value of correlation exponent changes when the threshold is changed. For $\rho_{th} = 0.75$, used in the manuscript in figure 9(c), the link density of the network was 25%. The inter-layer connections exhibited negative degree correlations with a correlation exponent $\mu = -0.39$.

If we decrease the threshold to $\rho_{th} = 0.75$, the link density of the network increases to 50% and the correlation exponent drops to $\mu = -0.21$ (figure 16(a)). Similarly, when $\rho_{th} = 0.8$, we obtain greater negative slope in the degree correlations ($\mu = -0.47$). Irrespective of the value of the correlation threshold, the network topology remains predominantly disassortative. On increasing $\rho_{th}$, the negative slope of degree correlations increases, implying that the links with higher weights have a greater average tendency of disassortative connections between nodes across layers.
Further, the link-rank distribution shows that the percentage of links connecting low-ranking nodes across the two layers of the network remains significantly high for any given correlation threshold. Although, the specific distribution of links between node-bins with different ranks does change, the link-rank distribution remains qualitatively same for different correlation thresholds as evident from figure 16(b,d).

In figure 17, we examine how the degree correlations vary when the inter-layer network is constructed using different size of windows ($k_w$) to compute the SWA correlations during the state of intermittency. The correlation threshold $\rho_{th}$ used to extract the unweighted inter-layer network for a given $k_w$ is set such that the link density of the network remains 25%. Clearly, the network topology is predominantly disassortative during the state of intermittency irrespective of the size of window used to compute correlations. Moreover, for different $k_w$, but fixed link density, we find that $\mu \approx -0.4$, as evident from figure 17.

Appendix C. Effect of normalising the short-window correlations

Here, we examine the effect of using rematch values to normalise the short-window correlations as explained in Section 3 of the manuscript. The size of the window used to compute correlations is set equivalent to four cycles of the dominant mode of acoustic pressure oscillations ($k_w = 4$). We refer to the short-window correlations obtained without normalization as the original values ($\rho_{orig}$), while the correlation values obtained after normalization are referred to as the adjusted values ($\rho_{adj}$). Figure 18 shows the probability density of the original (blue curve) and adjusted (orange curve) short-window correlations in the left column, and the probability density of the rematch values used for normalization in the right column during each dynamical state. We find that the original correlation values are significantly lower than the adjusted values during each dynamical state. For example the
range of short-window original correlations during the state of thermoacoustic instability is $[0.36, 0.89]$, while due to normalization the range of the short-window adjusted correlations is $[0.46, 0.97]$.

We have tabulated the mean and mode of the positive and negative rematch values used for normalization during each dynamical state in table 2. We find that the range of correlations
Figure 18: Probability density of original ($\rho_{\text{orig}}$) and adjusted ($\rho_{\text{adj}}$) short-window correlations during the state of (a) combustion noise, (c) intermittency and (e) thermoacoustic instability. Probability density of the positive and negative rematch values used to normalise the original short-window correlations during the state of (b) combustion noise, (d) intermittency and (f) thermoacoustic instability.

| Dynamical state          | Positive rematch Mean | Mode | Negative rematch Mean | Mode | Mean $\langle \Delta \rho \rangle_{xy}$ |
|--------------------------|-----------------------|------|-----------------------|------|---------------------------------------|
| Combustion noise         | 0.80                  | 0.90 | -0.80                 | -0.91| 22%                                   |
| Intermittency            | 0.84                  | 0.93 | -0.84                 | -0.93| 20%                                   |
| Thermoacoustic instability| 0.86                  | 0.93 | -0.87                 | -0.93| 18.5%                                 |

Table 2: Statistics of rematch values used to obtain short-window adjusted correlations.
obtained from experimental data is shorter than the theoretically expected range of $[-1, 1]$. The maximum and minimum possible cross-variable correlation (positive and negative rematch) is clearly distinct for different pairs of locations. For example, during the state of thermoacoustic instability the rematch values of cross-variable correlations for most of the data are around $\pm 0.93$ (as signified by the mode in table 2), although for other data points the range of correlations is different leading to a mean of $-0.87$ and $0.86$ for the positive and negative rematch values. As a result, normalization of correlations to achieve a common range is necessary. Also, we report $< \Delta \rho >_{xy}$, the spatial mean of the increase in correlation values achieved by normalization with rematch values. Here, $\Delta \rho = (\rho_{adj} - \rho_{orig})/\rho_{orig}$. Clearly, the use of adjusted correlation values enhances the magnitude of correlation values by approximately 20% during each dynamical state.

Next, we plot the spatial distribution of the node strengths during the state of intermittency, when we use adjusted and original short-window correlations to construct the inter-layer network in figure 19(a,b) and figure 19(c,d), respectively. Using original correlations we obtain a region of high node strength in the recirculation zone in the dump plane in both, the $p'q'$ and $\omega$ layers. Also, these regions of high node strengths are similar to that obtained from adjusted short-window correlations in both layers as shown in figure 19(a,b). However, variations in the value of node strengths are not significant enough when the network is constructed using the original short-window correlations. As a result, it is difficult to define and distinguish high node strength regions in the flow field. For example the node strengths of nodes in the dump plane are close to that of the nodes in the wake of the bluff-body (see figure 19(c)). Note that, the variations in the values of original short-window correlation coefficients

Figure 19: Spatial distribution of node strengths in the $p'q'$ and $\omega$ layers for an inter-layer network obtained during the state of intermittency using short-window adjusted correlations in (a,b) and short-window original correlations in (c,d), respectively.
is significant as evident from the probability distribution (blue curve) in figure 18(c); yet, the node strength values do not have significant variations. Moreover, a comparison between the node strength values at different locations is impat due to the biased unequal range of correlation values in distinct regions. In summary, the use of adjusted correlations facilitates a fair comparison of correlation values between distinct pair of nodes and also enhances the variations in the node strengths in the network.

REFERENCES

Aleta, A. & Moreno, Y. 2019 Multilayer networks in a nutshell. Annu. Rev. Condens. Matter Phys. 10, 45–62.

Ananthkrishnan, N., Sudhakar, K., Sudershan, S. & Agarwal, A. 1998 Application of secondary bifurcations to large-amplitude limit cycles in mechanical systems. J. Sound Vib. 215 (1), 183–188.

Aoki, C., Gotoda, H., Yoshida, S. & Tachibana, S. 2020 Dynamic behavior of intermittent combustion oscillations in a model rocket engine combustor. J. Appl. Phys. 127 (22), 224903.

de Arruda, G. F., Cozzo, E., Moreno, Y. & Rodrigues, F. A. 2016 On degree–degree correlations in multilayer networks. Phys. D: Nonlinear Phenom. 323, 5–11.

Arshinov, V. & Fuchs, C. 2003 Causality, emergence, self-organisation. NIA-Priroda Moscow.

Barabási, A.-L. 2013 Network science. Philos. trans., Math. phys. eng. sci. 371 (1987), 20120375.

Barrett, L., Henzi, S. P. & Lusseau, D. 2012 Taking sociality seriously: the structure of multi-dimensional social networks as a source of information for individuals. Philos. Trans. R. Soc. B: Biol. Sci. 367 (1599), 2108–2118.

Bertalanffy, L. v. 1968 General system theory: Foundations, development, applications. G. Braziller.

Bianconi, G. 2018 Multilayer networks: structure and function. Oxford university press.

Boccaletti, S., Bianconi, G., Criado, R., Del Genio, C. I., Gómez-Gardenes, J., Romance, M., Sendina-Nadal, I., Wang, Z. & Zanin, M. 2014 The structure and dynamics of multilayer networks. Phys. Rep. 544 (1), 1–122.

Canfell, S. 2002 Combustion dynamics and control: progress and challenges. Proc. Combust. Inst. 29 (1), 1–28.

Chu, B.-T. & Kovácsnay, L. S. 1958 Non-linear interactions in a viscous heat-conducting compressible gas. Journal of Fluid Mechanics 3 (5), 494–514.

De Domenico, M. 2017 Multilayer modeling and analysis of human brain networks. Gigascience 6 (5), gix004.

De Domenico, M., Solé-Ribalta, A., Cozzo, E., Kivelä, M., Moreno, Y., Porter, M. A., Gómez, S. & Arenas, A. 2013 Mathematical formulation of multilayer networks. Phys. Rev. X 3 (4), 041022.

Donges, J. F., Schultz, H. C. H., Marwan, N., Zou, Y. & Kurths, J. 2011 Investigating the topology of interacting networks. Eur. Phys. J. B 84 (4), 635–651.

Dowling, A. P. 1997 Nonlinear self-excited oscillations of a ducted flame. J. Fluid Mech. 346, 271–290.

Ebi, D., Denisov, A., Bonciolini, G., Boujo, E. & Noiray, N. 2018 Flame dynamics intermittency in the bistable region near a subcritical hopf bifurcation. J. Eng. Gas Turbine Power 140 (6).

Finn, K. R., Silk, M. J., Porter, M. A. & Pinter-Wollman, N. 2019 The use of multilayer network analysis in animal behaviour. Anim. Behav. 149, 7–22.

Fuchs, C. 2003 Structuration theory and self-organization. Systemic practice and action research 16, 133–167.

Gao, Z.-K., Small, M. & Kurths, J. 2017 Complex network analysis of time series. Europhys. Lett. 116 (5), 50001.

George, N. B., Unni, V. R., Raghunathan, M. & Suiith, R. I. 2018 Pattern formation during transition from combustion noise to thermoacoustic instability via intermittency. J. Fluid Mech. 849, 615–644.

Gershenson, C. & Heylighen, F. 2003 When can we call a system self-organizing? In Advances in Artificial Life: 7th European Conference, ECAL 2003, Dortmund, Germany, September 14-17, 2003. Proceedings 7, pp. 606–614. Springer.

Godavarthi, V., Pawar, S. A., Unni, V. R., Suiith, R. I., Marwan, N. & Kurths, J. 2018 Coupled interaction between unsteady flame dynamics and acoustic field in a turbulent combustor. Chaos 28 (11), 113111.

Godavarthi, V., Unni, V. R., Gopalakrishnan, E. A. & Suiith, R. I. 2017 Recurrence networks to study dynamical transitions in a turbulent combustor. Chaos 27 (6), 063113.
GOTODA, H., KINUGAWA, H., TSUJIMOTO, R., DOMEN, S., & OKUNO, Y. 2017 Characterization of combustion dynamics, detection, and prevention of an unstable combustion state based on a complex-network theory. Phys. Rev. Appl. 7 (4), 044027.

GOTODA, H., NIKIMOTO, H., MIYANO, T., & TACHIBANA, S. 2011 Dynamic properties of combustion instability in a lean premixed gas-turbine combustor. Chaos 21 (1), 013124.

GOTODA, H., SHINODA, Y., KOBAYASHI, M., OKUNO, Y., & TACHIBANA, S. 2014 Detection and control of combustion instability based on the concept of dynamical system theory. Phys. Rev. E 89 (2), 022910.

HARDY, C. 2001 Self-organization, self-reference and inter-influences in multilevel webs: Beyond causality and determinism. Cybernetics & Human Knowing 8 (3), 35–59.

HASHIMOTO, T., SHIBUYA, H., GOTODA, H., OHMICH, Y., & MATSUYAMA, S. 2019 Spatiotemporal dynamics and early detection of thermoacoustic combustion instability in a model rocket combustor. Phys. Rev. E 99 (3), 032208.

HEMCANDRA, S., PETERS, N., & LIEUWEN, T. 2011 Heat release response of acoustically forced turbulent premixed flames—role of kinematic restoration. Proc. Combust. Inst. 33 (1), 1609–1617.

HEYLIGHEN, F., CILLIERS, P., & GERSHENSON, C. 2006 Complexity and philosophy-complexity, science and society. ECCO Working Paper pp. 1–21.

HOLOVATCH, Y., KENNA, R., & THURNER, S. 2017 Complex systems: physics beyond physics. European Journal of Physics 38 (2), 023002.

IACOBELLO, G., RIDOLFI, L., & SCARSOGLIO, S. 2021 A review on turbulent and vortical flow analyses via complex networks. Physica A 563, 125476.

IACOBELLO, G., SCARSOGLIO, S., KUERTEN, J., & RIDOLFI, L. 2018 Spatial characterization of turbulent channel flow via complex networks. Phys. Rev. E 98 (1), 013107.

KANG, C., JIANG, Z., & LIU, Y. 2022 Measuring hub locations in time-evolving spatial interaction networks based on explicit spatiotemporal coupling and group centrality. Int. J. Geogr. Inf. Syst. 36 (2), 360–381.

KAUFFMAN, S., KAUFFMAN, S. A., & OTHERS 1995 At home in the universe: The search for laws of organization and complexity. Oxford University Press, USA.

KHEIRKHAI, S., CIRTWILL, J. M., SAINI, P., VENKATESAN, K., & STEINBERG, A. M. 2017 Dynamics and mechanisms of pressure, heat release rate, and fuel spray coupling during intermittent thermoacoustic oscillations in a model aeronautical combustor at elevated pressure. Combust. Flame 185, 319–334.

KIVELÀ, M., ARENAS, A., BARTHELEMY, M., GLEESON, J. P., MORENO, Y., & PORTER, M. A. 2014 Multilayer networks. J. Complex Netw. 2 (3), 203–271.

KOBAYASHI, T., MURAYAMA, S., HACHIDO, T., & GOTODA, H. 2019 Early detection of thermoacoustic combustion instability using a methodology combining complex networks and machine learning. Phys. Rev. Appl. 11 (6), 064034.

KRISHNAN, A., MANIKANDAN, R., MIDHUN, P. R., REEJA, K. V., UNNI, V. R., SUITH, R. I., MARWAN, N., & KURTHS, J. 2019a Mitigation of oscillatory instability in turbulent reactive flows: A novel approach using complex networks. Europhys. Lett. 128 (1), 14003.

KRISHNAN, A., SUITH, R. I., MARWAN, N., & KURTHS, J. 2019b On the emergence of large clusters of acoustic power sources at the onset of thermoacoustic instability in a turbulent combustor. J. Fluid Mech. 874, 455–482.

KRISHNAN, A., SUITH, R. I., MARWAN, N., & KURTHS, J. 2021 Suppression of thermoacoustic instability by targeting the hubs of the turbulent networks in a bluff body stabilized combustor. J. Fluid Mech. 916.

KUROSAKA, T., MASUDA, S., & GOTODA, H. 2021 Attenuation of thermoacoustic combustion oscillations in a swirl-stabilized turbulent combustor. Chaos 31 (7), 073121.

LACARELLE, A., LUCHTENBURG, D. M., BOTHEN, M. R., NOACK, B. R., & PASCHEREF, C. O. 2010 Combination of image postprocessing tools to identify coherent structures of premixed flames. AIAA J. 48 (8), 1708–1720.

LAERA, D., SCHULLER, T., PRIEUR, K., DUXOR, D., CAMPOREALE, S. M., & CANDEL, S. 2017 Flame describing function analysis of spinning and standing modes in an annular combustor and comparison with experiments. Combust. Flame 184, 136–152.

LIEUWEN, T. C. 2002 Experimental investigation of limit-cycle oscillations in an unstable gas turbine combustor. J. Propuls. Power 18 (1), 61–67.

LIEUWEN, T. C. 2021 Unsteady combustor physics. Cambridge University Press.

LIEUWEN, T. C., & YANG, V. 2005 Combustion instabilities in gas turbine engines: operational experience, fundamental mechanisms, and modeling. American Institute of Aeronautics and Astronautics.
Litvak, N. & Van Der Hofstad, R. 2013 Uncovering disassortativity in large scale-free networks. Phys. Rev. E 87 (2), 022801.

Matveev, K. I. & Culick, F. 2003 A model for combustion instability involving vortex shedding. Combustion Science and Technology 175 (6), 1059–1083.

McManus, K. R., Poinset, T. & Candel, S. M. 1993 A review of active control of combustion instabilities. Prog. Energy Combust. Sci. 19 (1), 1–29.

Mondal, S., Unni, V. R. & Suith, R. 2017 Onset of thermoacoustic instability in turbulent combustors: an emergence of synchronized periodicity through formation of chimera-like states. Journal of Fluid Mechanics 811, 659–681.

Murase, Y., Torók, J., Jo, H.-H., Kaski, K. & Kertész, J. 2014 Multilayer weighted social network model. Phys. Rev. E 90 (5), 052810.

Murugesan, M. & Suith, R. I. 2015 Combustion noise is scale-free: transition from scale-free to order at the onset of thermoacoustic instability. J. Fluid Mech. 772, 225–245.

Nair, V., Thampi, G. & Suith, R. I. 2014 Intermittency route to thermoacoustic instability in turbulent combustors. J. Fluid Mech. 756, 470–487.

Newman, M. E. J. 2002 Assortative mixing in networks. Phys. Rev. Lett. 89 (20), 208701.

Noiray, N., Ducoin, D., Schuller, T. & Candel, S. 2008 A unified framework for nonlinear combustion instability analysis based on the flame describing function. J. Fluid Mech. 615, 139–167.

Noldus, R. & Van Mieghem, P. 2015 Assortativity in complex networks. J. Complex Netw. 3 (4), 507–542.

Oberleithner, K., Sieber, M., Nayeri, C. N., Paschereit, C. O., Petz, C., Hegi, H. C., Noack, B. R. & Weygandt, I. 2011 Three-dimensional coherent structures in a swirling jet undergoing vortex breakdown: stability analysis and empirical mode construction. J. Fluid Mech. 679, 383–414.

Okuno, Y., Small, M. & Gotoda, H. 2015 Dynamics of self-excited thermoacoustic instability in a combustion system: Pseudo-periodic and high-dimensional nature. Chaos 25 (4), 043107.

Ottino, J. M. 2003 Complex systems. American Institute of Chemical Engineers. AIChE Journal 49 (2), 292.

Paschereit, C. O., Gutmark, E. & Weissenstein, W. 1999 Coherent structures in swirling flows and their role in acoustic combustion control. Phys. Fluids 11 (9), 2667–2678.

Pastor-Satorras, R., Vázquez, A. & Vespignani, A. 2001 Dynamical and correlation properties of the internet. Phys. Rev. Lett. 87 (25), 258701.

Pawar, S. A. 2018 Studying thermoacoustic systems in the framework of synchronization theory. Ph.D thesis, Ph. D. thesis (Indian Institute of Technology Madras, 2018).

Pawar, S. A., Seshadri, A., Unni, V. R. & Suith, R. I. 2017 Thermoacoustic instability as mutual synchronization between the acoustic field of the confinement and turbulent reactive flow. J. Fluid Mech. 827, 664–693.

Poinset, T. J., Trouve, A. C., Vejyante, D. P., Candel, S. M. & Esposito, E. J. 1987 Vortex-driven acoustically coupled combustion instabilities. J. Fluid Mech. 177, 265–292.

Polifke, W. 2020 Modeling and analysis of premixed flame dynamics by means of distributed time delays. Prog. Energy Combust. Sci. 79, 100845.

Premchand, C. P., George, N. B., Raghunathan, M., Unni, V. R., Suith, R. I. & Nair, V. 2019 Lagrangian analysis of intermittent sound sources in the flow-field of a bluff-body stabilized combustor. Phys. Fluids 31 (2), 025115.

Raghunathan, M., George, N. B., Unni, V. R., Midhun, P. R., Rejja, K. V. & Suith, R. I. 2020 Multifractal analysis of flame dynamics during transition to thermoacoustic instability in a turbulent combustor. J. Fluid Mech. 888.

Ratner, B. 2009 The correlation coefficient: Its values range between+ 1/- 1, or do they? J. Target. Meas. Anal. Mark. 17 (2), 139–142.

Rayleigh, L. 1878 The explanation of certain acoustical phenomena. Roy. Inst. Proc. 8, 536–542.

Reis, S. D. S., Hu, Y., Babino, A., Andrade Jr, J. S., Canals, S., Sigman, M. & Makse, H. A. 2014 Avoiding catastrophic failure in correlated networks of networks. Nat. Phys. 10 (10), 762–767.

Rind, D. 1999 Complexity and climate. science 284 (5411), 105–107.

Roy, A., Premchand, C. P., Raghunathan, M., Krishnan, A., Nair, V. & Suith, R. I. 2021 Critical region in the spatiotemporal dynamics of a turbulent thermoacoustic system and smart passive control. Combust. Flame 226, 274–284.

Schadow, K. C. & Gutmark, E. 1992 Combustion instability related to vortex shedding in dump combustors and their passive control. Prog. Energy Combust. Sci. 18 (2), 117–132.
Schmid, P. J., Li, L., Juniper, M. P. & Pust, O. 2011 Applications of the dynamic mode decomposition. *Theor. Comput. Fluid Dyn.* **25** (1), 249–259.

Schuller, T., Poinset, T. & Candel, S. 2020 Dynamics and control of premixed combustion systems based on flame transfer and describing functions. *J. Fluid Mech.* **894**.

Shima, S., Nakamura, K., Gotoda, H., Ohmichi, Y. & Matsuyama, S. 2021 Formation mechanism of high-frequency combustion oscillations in a model rocket engine combustor. *Phys. Fluids* **33** (6), 064108.

Sterling, J. D. & Zukoski, E. E. 1987 Longitudinal mode combustion instabilities in a dump combustor.

Suith, R. I. & Pawar, S. A. 2021 *Thermoacoustic instability: A complex systems perspective*. Springer Nature.

Suith, R. I. & Unni, V. R. 2020 Complex system approach to investigate and mitigate thermoacoustic instability in turbulent combustors. *Phys. Fluids* **32** (6), 061401.

Taira, K., Nair, A. G. & Brunton, S. L. 2016 Network structure of two-dimensional decaying isotropic turbulence. *J. Fluid Mech.* **795**.

Tammissola, O. & Juniper, M. P. 2016 Coherent structures in a swirl injector at re= 4800 by nonlinear simulations and linear global modes. *J. Fluid Mech.* **792**, 620–657.

Tandon, S. & Suith, R. I. 2021 Condensation in the phase space and network topology during transition from chaos to order in turbulent thermoacoustic systems. *Chaos* **31** (4), 043126.

Tony, J., Gopalakrishnan, E. A., Sreelekha, E. & Suith, R. I. 2015 Detecting deterministic nature of pressure measurements from a turbulent combustor. *Phys. Rev. E* **92** (6), 062902.

Tsonis, A. A., Swanson, K. L. & Roebber, P. J. 2006 What do networks have to do with climate? *Bull. Am. Meteorol. Soc.* **87** (5), 585–596.

Unni, V. R., Krishnan, A., Manikandan, R., George, N. B., Suith, R. I., Marwan, N. & Kurths, J. 2018 On the emergence of critical regions at the onset of thermoacoustic instability in a turbulent combustor. *Chaos* **28** (6), 063125.

Unni, V. R. & Suith, R. I. 2017 Flame dynamics during intermittency in a turbulent combustor. *Proc. Combust. Inst.* **36** (3), 3791–3798.

Vázquez, A., Pastor-Satorras, R. & Vespignani, A. 2002 Large-scale topological and dynamical properties of the internet. *Phys. Rev. E* **65** (6), 066130.

Wilke, C. R. 1950 A viscosity equation for gas mixtures. *J. Chem. Phys.* **18** (4), 517–519.

Witherington, D. C. 2011 Taking emergence seriously: The centrality of circular causality for dynamic systems approaches to development. *Human Development* **54** (2), 66–92.

Xu, X.-K., Zhang, J., Sun, J. & Small, M. 2009 Revising the simple measures of assortativity in complex networks. *Phys. Rev. E* **80** (5), 056106.

Ying, N., Zhou, D., Han, Z. G., Chen, Q. H., Ye, Q. & Xue, Z. G. 2020 Rossby waves detection in the CO2 and temperature multilayer climate network. *Geophys. Res. Lett.* **47** (2), e2019GL086507.

Zhang, Y., Zhao, D., Zhang, J., Xiong, R. & Gao, W. 2011 Interpolation-dependent image downsampling. *IEEE Trans. Image Process.* **20** (11), 3291–3296.

Zhou, S. & Mondragón, R. J. 2004 The rich-club phenomenon in the internet topology. *IEEE Commun. Lett.* **8** (3), 180–182.
This figure "fig1.png" is available in "png" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig3.png" is available in "png" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig4.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig5.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig6.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig7.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig8.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig9.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig10.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig11.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig12.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig13.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig14app.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig15app.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig16app.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig17app.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig18app.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2
This figure "fig19app.jpg" is available in "jpg" format from:

http://arxiv.org/ps/2208.14091v2