Making each modality in multi-modal data contribute is of vital importance to learning a versatile multi-modal model. Existing methods, however, are often dominated by one or few of modalities during model training, resulting in sub-optimal performance. In this article, we refer to this problem as modality bias and attempt to study it in the context of multi-modal classification systematically and comprehensively. After stepping into several empirical analyses, we recognize that one modality affects the model prediction more just because this modality has a spurious correlation with instance labels. To primarily facilitate the evaluation on the modality bias problem, we construct two datasets, respectively, for the colored digit recognition and video action recognition tasks in line with the Out-of-Distribution (OoD) protocol. Collaborating with the benchmarks in the visual question answering task, we empirically justify the performance degradation of the existing methods on these OoD datasets, which serves as evidence to justify the modality bias learning. In addition, to overcome this problem, we propose a plug-and-play loss function method, whereby the featurespace for each label is adaptively learned according to the training set statistics. Thereafter, we apply this method on 10 baselines in total to test its effectiveness. From the results on four datasets regarding the above three tasks, our method yields remarkable performance improvements compared with the baselines, demonstrating its superiority on reducing the modality bias problem.
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1 INTRODUCTION
Real-world data often exhibit multiple modalities. Learning a versatile multi-modal model has naturally attracted increasing research interests from academic and industrial practitioners. Existing cutting edge technologies mostly resort to multi-modal machine learning or deep learning [28, 66], wherein considerable advancement has been brought by the computer vision and natural language processing communities. Despite promising progress having been achieved, we recognize one detrimental problem in multi-modal learning, which severely degrades the decision making integrity. That is, current models prefer trivial solutions due to the shortcut between targets and certain modalities. This phenomenon is, however, ubiquitous among various multi-modal learning tasks, including classification, generation, and clustering. In this work, we shed light on the context of multi-modal classification. It takes as input the mixed modality data and outputs a human-friendly semantic label.

The shortcut is due to the strong correlation between semantic labels and specific modalities for multi-modal classification. The language prior problem in Visual Question Answering (VQA) [1, 26, 50, 52] serves as one typical manifestation. It refers to blindly answering questions without performing visual reasoning over images, since there exists a spurious connection between question types and answers (Figure 1). In fact, this issue can be attributed to the modality bias influence, namely one modality (language) dominates the class prediction than the other (vision). Inspired by this, we extend the problem to a broader scope and comprehensively study it from a larger perspective—the modality bias problem in multi-modal learning.

The modality bias problem is noticeably common during multi-modal learning. As illustrated in the two examples from Figure 1(a) and (c): For the colored digit recognition, the color modality overwhelms the shape [22] when predicting digits, and the modality motion is restrained by the frame for video action recognition. As a matter of fact, it poses several drawbacks to the model learning: The robustness and explainability of the existing methods are largely limited; generalization across datasets becomes impossible, to name a few. Nevertheless, this problem has been largely unaddressed thus far to the best of our knowledge. Toward this end, this work tentatively highlights the modality bias problem for the multimedia research community.

Evaluating such a problem is rather difficult, as a simple model can achieve satisfactory performance over current benchmarks due to the Independently and Identically Distributed (I.I.D) property of training and testing sets. Therefore, the comparison among methods is oblivious toward the alleviation of the modality bias problem. Thanks to the recent progress on the Out-of-Distribution (OoD) generalization, Agrawal et al. [1] proposed to re-split the VQA datasets to build their associated OoD counterparts. In the new curated benchmarks, the training and testing sets have different prior distributions of answers for each question type. For instance, the answer 2 is the most frequent one to how many during training. By contrast, the answer 1 becomes the dominating answer in the testing set. This phenomenon violates the I.I.D property that is viewed as standard by traditional machine learning algorithms. In this way, the modality bias is manually cut off, since a VQA model trained on such datasets cannot leverage the shortcut between questions and answers to perform well. Following this paradigm, we further construct the OoD datasets for the colored digit recognition and video action recognition tasks. In particular, the label distribution with respect to the biased modality is made dissimilar between training and testing sets. As a result, when evaluating some strong baselines on these datasets, drastic performance degradation can be observed (Section 3).

In addition to the OoD benchmark construction, we extend our previous work in Reference [26] to a novel and generic loss function, namely Multi-Modal De-Bias (MMDB), from the viewpoint of feature space learning. To implement this, we transform the feature space from Euclidean to…
Cosine, whereinto the decision boundary is determined only by the angle between multi-modal fused feature vector and the final classification weight matrix. Specifically, an adaptive margin is introduced to achieve the goal that frequent and sparse classes take broader and tighter spaces, respectively. To evaluate the effectiveness of the proposed MMDB, we apply it to 10 baselines in total across three typical multi-modal classification tasks. From the experimental results, our MMDB can enhance the baselines with significant performance gains, while introducing no inference overload.

In summary, the contribution of this article is fourfold:

- We systematically study the modality bias problem in the context of multi-modal classification. To the best of our knowledge, we are the first to present and investigate this problem for multi-modal learning from a comprehensive view.
- To facilitate the evaluation of this problem, we construct several Out-of-Distribution datasets for benchmarking purpose.
- A novel multi-modal de-bias loss function method based on feature space learning is devised to reduce the modality bias problem. Notably, the proposed method is model agnostic that can be integrated into any existing approaches and demands zero-incremental inference time.
- We apply this loss function to various baselines over three multi-modal classification tasks. When equipped with our method, promising performance improvements from baselines can be observed on the OoD datasets. As a side product, we achieve a new state of the art on two publicly available VQA-CP benchmarks for the VQA task. The code has been released to facilitate further research along this line.\footnote{https://github.com/guoyang9/AdaVQA.}

Our prior work \cite{26} presents a de-bias loss function for tackling the language prior problem in VQA, and this article extends it in the following aspects: (1) We formally define and comprehensively study the modality bias problem for multi-modal learning, while Reference \cite{26} focuses on the VQA task only. (2) We apply the de-bias loss function to two more tasks, i.e., colored digit recognition and video action recognition. For the VQA task, another strong baseline, LXMERT \cite{56}, is explored with the equipment of our loss function and aids us in achieving a new state of the art on
two VQA-CP benchmarks. (3) We provide an empirical explanation of the proposed de-bias loss function in Section 4.

The rest of this article is organized as follows. In Section 2, we briefly review the related literature. We then present the recognition and reduction of the modality bias problem in Section 3 and 4, respectively. In the next, the experimental settings are detailed in Section 5, followed by the results over the three tasks in Section 6. We summarize this article and discuss the possible future work in Section 7.

2 RELATED WORK

2.1 Bias Identification and Mitigation

The bias problem has long been recognized as an issue of concern in AI algorithms [39, 44, 58, 60]. Though effectively leveraging the bias can achieve acceptable results, the methods become less reliable and less robust to generalize over diverse datasets. In the following, we exemplify this problem from both vision and language domains.

Existing studies often refer the bias in images or videos to certain unbalanced attributes [14]. For instance, researchers have discovered the age bias [44] and texture bias [33, 58] in image classification. In addition, human faces produce strong racial bias [23] and gender bias [46], which seriously damages face recognition accuracy. In addition, images in three-dimensional faces are generally accompanied with different poses and lighting conditions [39]. To tackle these challenges, studies have been devoted to transfer learning, domain adaptation [60], adversarial learning [61], or utilizing external knowledge.

The most ubiquitous bias in the language is the semantic bias learned from large corpora. Language modeling serves as the foundation of natural language processing and has extensively been proven to introduce discrimination in its embeddings [15, 55]. These embeddings often involve unintended correlations and societal stereotypes (e.g., connecting medical doctors more frequently to male than female [10]). Perez et al. [49] studied the bias from language modeling in the context of offensive contents detection. To address this problem, balancing the existing datasets from some statistical views makes a popular option. For instance, one can augment original data with external labeled data, oversampling or downsampling, sample weighting [63], and identity term swapping [48]. Reference [18] appends non-toxic samples containing identity terms from Wikipedia articles into the training data.

Orthogonal to the above-mentioned methods, in this work, we explore the bias from the perspective of modalities. In fact, some modalities show strong correlation with labels than others. And learning on such data often results in a severe over-fitting problem. To pinpoint the importance and influence of the issue, this article, for the first time, comprehensively studies the modality bias problem in multi-modal learning.

2.2 Language Prior Problem in VQA

Considerable efforts have been devoted to the language prior problem in VQA, as most VQA models blindly answer questions without performing visual reasoning on images [1, 25, 52, 57]. Current studies can be grouped into the following two categories.

**Dataset Re-balancing.** Crowd-sourcing with human annotators makes it difficult to circumvent biases in the VQA datasets. Since the presentation of the first large-scale VQA dataset [4], the bias problem has impeded the development of more generally applicable methods. To amend this problem, References [1, 25, 27] demonstrate that the bias still remains, which can potentially induce VQA models to learn language priors. In view of this, VQA-CP [1] is later curated through data re-splitting. Consequently, the answer distribution of training and testing sets is distinct with...
respect to question types (e.g., the most frequent answers in training and testing sets can be 2 and 1 for the question type how many, respectively). The performance of many VQA models drops significantly on the VQA-CP datasets. More recent studies construct brand-new datasets following the answer distribution balancing rule to avoid the language prior problem [35].

Model De-bias. Balancing datasets is often time-consuming and labor-intensive, and thus some methods make efforts to directly counter this problem, which mainly fall into two groups: single-branch and two-branch models. Specifically, single-branch methods are devised to enhance the visual feature learning in VQA [54, 62]. For example, HINT [54] and SCR [62] align the region importance with the additionally collected human attention maps. VGQE [36] considers the visual and textual modalities equally when encoding the question, where the question features include information from both modalities. Differently, two-branch methods mostly introduce another question-only branch for deliberately capturing the language priors, followed by the question-image branch to restrain it. For example, Q-Adv [52] trains the above two models in an adversarial way, which minimizes the loss of the question-image model while maximizing the question-only one. More recent fusion-based methods [9, 13, 16] employ the late fusion strategy to combine the two predictors and guide the model to pay more attention on these answers that cannot be correctly addressed by the question-only branch.

2.3 Out-of-Distribution Generalization
The I.I.D property is deemed as de facto in traditional machine learning algorithms. However, some studies point out that the robustness and generalization are greatly limited by the distribution shifts [7, 30]. To deal with this, Out-of-Distribution evaluation has been evoked, wherein the testing data come from a distribution different with that of the training data. For instance, Benjamin et al. [53] built the ImageNetV2 benchmark to maintain the naturally occurring distribution shift. Previous strong baselines exhibit a dramatic performance drop on this dataset [20]. In addition, some methods approach this new challenge with domain-invariant learning [19], feature decomposition [6], and pre-training [31].

The OoD property offers a desirable criterion to test a model’s generalization capability in real-world data. In view of this, we, for the first time, curated two Out-of-Distribution dataset versions for colored digit recognition and video action recognition. These benchmarks are essential to diagnose the modality bias problem and well support its evaluation.

3 MODALITY BIAS PROBLEM RECOGNITION
A good multi-modal model is expected to do prediction using informative features from all modalities. Existing methods have pushed the boundaries of various multi-modal benchmarks. Nevertheless, the improved performance is actually somewhat misleading, as both training and testing sets follow the I.I.D property. In this way, a model fitted on the training set may take a shortcut to perform well on its counterpart testing set. One undesirable shortcut recognized by this article is the bias inherent in modalities, which refers to making prediction based on the correlation between certain factors from one modality and the labels. Take the colored digit recognition task as an example, if all the 0 digits are colored blue, then it is effortless for the current strong deep learning models to bias on this color modality while ignoring the discriminative shape modality.

In the following, we illustrate this problem from two aspects: performance degradation on OoD datasets and prediction toward modality bias.

3.1 Performance Degradation on OoD Datasets
The past few years have witnessed an increasing interest in OoD generalization [7, 30]. It offers a strong test bed for evaluating the generalization capability of existing biased methods. As a matter
Table 1. Accuracy Comparison from In-Domain and OoD Evaluations for the Visual Question Answering Task

(a) Accuracy comparison on VQA v2 dataset and its OoD version VQA-CP v2.

| Method  | VQA v2 Val (In-Domain) | VQA-CP v2 Test (OoD) |
|---------|------------------------|-----------------------|
|         | Y/N Num. Other All     | Y/N Num. Other All     |
| Counter [64] | 81.63 47.12 56.54 64.73 | 41.01 12.98 42.69 37.67 |
| UpDown [2]   | 79.87 41.73 52.29 61.27 | 49.78 14.07 43.42 40.79 |
| LXMERT [56]  | 88.34 56.64 65.78 73.06 | 46.70 27.14 61.20 51.78 |

(b) Accuracy comparison on VQA v1 dataset and its OoD version VQA-CP v1.

| Method  | VQA v1 Val (In-Domain) | VQA-CP v1 Test (OoD) |
|---------|------------------------|-----------------------|
|         | Y/N Num. Other All     | Y/N Num. Other All     |
| Counter [64] | 84.39 42.12 56.29 65.03 | 39.12 13.09 42.35 36.11 |
| UpDown [2]   | 82.58 37.81 51.59 61.46 | 43.76 12.49 42.57 38.02 |
| LXMERT [56]  | 79.79 40.59 62.00 65.97 | 54.08 25.05 62.72 52.82 |

Table 2. Accuracy Comparison from In-Domain and OoD Evaluations on the Colored MNIST Dataset

| Method   | In-Domain | OoD |
|----------|-----------|-----|
|          | ACC       | Loss | ACC       | Loss  |
| MLPs     | 99.18 ± .17 | 0.05 ± .02 | 55.55 ± 1.36 | 1.31 ± .03 |
| LeNet [40] | 99.36 ± .15 | 0.03 ± .01 | 57.39 ± 11.22 | 1.38 ± .12 |
| ResNet18 [29] | 99.02 ± .53 | 0.03 ± .01 | 40.19 ± 12.71 | 1.57 ± .16 |

of fact, the label distribution between training and testing sets is distinct from each other. Agrawal et al. [1] curated the OoD version of traditional VQA datasets [4, 24]. In particular, the answer distributions of each question type are significantly different between the training and testing sets. We re-implemented three baselines, including two well-studied methods (i.e., Counter [64] and UpDn [2]) and a recently developed BERT-based one (LXMERT [56]) and tested their performance on both in-domain and OoD versions of two VQA datasets. The results in Table 1 demonstrate that the performance of all these methods drops drastically on the OoD datasets (see the All category). For instance, the performance degradation of Counter is almost half on the two VQA-CP datasets with respect to the All category. This phenomenon is mainly attributed to the blind model learning, i.e., answering questions without the visual information. Pertaining to the in-domain dataset, the answer distribution under question types are consistent for both training and testing sets, e.g., 2 is the most frequent answer for how many. When it comes to OoD, how many questions may frequently correspond to 1 in the testing set. Therefore, models leveraging such shortcuts suffer on this dataset.

As for the colored MNIST dataset, we constructed its OoD version based on the rule that the colors for each digit are made distinct in the training and testing sets. We leveraged three methods to demonstrate the results of this problem in Table 2. Similar observations can be seen from this task as the correlation between the color modality and labels is cut off. As a result, models cannot generalize well on this dataset due to the modality bias learning.
Table 3. Performance Comparison from In-Domain and OoD Evaluations on the Kinetics-400 Dataset

| Method      | In-Domain |             | OoD       |             |
|-------------|-----------|-------------|-----------|-------------|
|             | Precision@1 | Precision@5 | Precision@1 | Precision@5 |
| I3D-ResNet50 | 55.92     | 80.53       | 52.20     | 80.47       |
| I3D-ResNet101| 57.70     | 81.59       | 53.64     | 81.54       |

Fig. 2. Jensen–Shannon Divergence values computed from two distributions: The label distribution with respect to the biased modality (i.e., color for colored digit recognition, question type for VQA, and object for video action recognition) and the model outputted scores of incorrect instances.

In addition, we also constructed the OoD dataset for Kinetics-400 Kinetics-700, two widely exploited benchmarks for video action recognition. Specifically, we made the action distribution with respect to the detected object different in the reconstructed dataset. For example, the most frequent action for object apple is picking fruit in the training set while it is other actions in the testing set. In this way, the bias from the frame modality is manually removed to some extent. With this operation, we evaluated the I3D network \[11\] under two backbones and show the results in Table 3. The model’s performance also drops though the degradation is not as severe as in the above two tasks. One reason might be that the actions are relatively balanced with the most dominant objects human.

3.2 Prediction Toward Modality Bias

To further understand how the models predict toward the modality bias, we computed the Jensen–Shannon Divergence (JSD) values of the biased label distribution and the model output of wrongly predicted instances. The results are illustrated in Figure 2. Ideally, without any biases, the predicted wrong labels from models should be more diverse or roughly follow the uniform distribution over all classes instead of being proportional to the label distribution conditioned on the biased modality in the training set. However, as shown in this figure, we can observe that most JSD values are below 0.5, implying that the two distributions are very similar. This indicates that models tend to provide labels according to the patterns observed between the biased modality and labels in the training set rather than performing reasoning for the current instance. For example, a large portion of images with blue digits are mis-predicted to 0 for the colored digit recognition task, which also corresponds to the most frequent digits with the blue color in the training set.
4 MODALITY BIAS REDUCTION

A typical multi-modal classification model can be abstracted into three consecutive stages: (a) multi-modal input representation, (b) multi-modal fusion, and (c) classifier. The first stage takes as inputs the raw multi-modal data and outputs the embedded features. Thereafter, the features are fused with delicately designed manners yet not limited to simple concatenation \cite{47} and addition \cite{66}. Finally, a cross entropy loss function is employed to map the fused features to one or a few classes. It is worth noting that the modality bias problem can be triggered by any of the above three stages. In this work, from a generic view, we aim to tackle this problem based on classifier balancing and design a novel loss function. To this end, our objective becomes the frequent and sparse classes respectively taking broader and tighter feature spans in the final feature space, respectively.

4.1 Formulation Background

Following the prevalent formulation, we consider the multi-modal classification as a multi-class single-/multi-label classification problem. That is, for input data with multiple modalities \( M = \{M_1, M_2, \ldots, M_n\} \), the objective function is given by

\[
\hat{y} = \arg \max_{y \in \Omega} p(y|M_1, M_2, \ldots, M_n; \Theta),
\]

where \( \Omega \) and \( \Theta \) denote the available class set and the model parameters, respectively.

**SoftMax.** The most popular cross entropy loss function (we tag it as SoftMax) is then formulated as\(^2\)

\[
L_{\text{softmax}} = \sum_{i=1}^{\vert \Omega \vert} -y_i \log p_i = \sum_{i=1}^{\vert \Omega \vert} -y_i \log \frac{\exp(W_i^T x)}{\sum_{j=1}^{\vert \Omega \vert} \exp(W_j^T x)},
\]

where \( W \) and \( x \) denote the weight matrix and feature vector directly adjacent to the class prediction, respectively. Note that for single-label classification, there is only one label \( y_i \) equals 1 while others in the label vector \( y \) are kept as 0. When it comes to multi-label scenario, the involved ground-truth can be smoothed within the range of (0, 1]. Besides, we remove the bias vector for simplicity as we found it contributes little to the final model performance.

**Normalized SoftMax loss (NSL).** Recently, some studies have been dedicated to challenging the domination of traditional SoftMax loss function for classification tasks \cite{17, 59}. Among these efforts, switching from Euclidean space to Cosine space has been proven to be an intriguing fashion, which employs \( L2 \) normalization on both the final features as well as the weight vectors. By removing radial variations, it relieves the need for joint supervision of the norm and angle from the SoftMax loss. To approach this idea, we first leverage the \( L2 \) normalization on weight vector \( W_i \) and feature vector \( x \) \cite{51}. It is leveraged to ensure the posterior probability to be determined by the angle \( \theta_i \) between \( W_i \) and \( x \), i.e., \( \|W_i\|_2 = 1 \) and \( \|x\|_2 = 1 \) given the condition that \( W_i^T x = \|W_i\| \|x\| \cos \theta_i \). Accordingly, the feature space is converted from the Euclidean space to the Cosine one. We then provide the modified NSL \cite{59} as follows:

\[
L_{\text{nsl}} = \sum_{i=1}^{\vert \Omega \vert} -y_i \log \frac{\exp(s \times \cos \theta_i)}{\sum_{j=1}^{\vert \Omega \vert} \exp(s \times \cos \theta_j)},
\]

\(^2\)We utilize the individual loss as an illustration instead of the loss for total instances due to space limitation.
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where $s$ is a scale factor for more stable computation.

**LMCL.** To achieve a more discriminative classification boundary, LMCL [59] introduces a fixed cosine margin to NSL,

$$
L_{lmcl} = \sum_{i=1}^{[\Omega]} -y_i \log \frac{\exp s(\cos \theta_i - m)}{\sum_{j \neq i} \exp s \times \cos \theta_j + \exp s(\cos \theta_i - m)},
$$

where $m$ implies the fixed cosine margin. Compared to the Euclidean space, the Cosine space is relatively easy to manipulate, as the margin range reduces from $(-\infty, +\infty)$ to $[-1, 1]$.

Regarding the implementation, we found that applying a fixed cosine margin cannot obtain satisfactory results. The key reason is that label distribution is highly skewed given the biased modality, resulting in the incapability of learning a sufficient representation with a fixed margin in the Cosine space. In the next subsection, we will introduce a more sophisticated adapted margin cosine loss to overcome this issue.

### 4.2 Proposed Method

The results in our experiments (see Section 6.2) explicitly demonstrate that a fixed cosine margin yields limited improvements or even degrades the model performance. Based upon this observation, we argue that an adapted cosine margin is more favorable for tackling the bias problem in multi-modal classification. In view of this, a new loss function named MMDB is defined as

$$
L_{MMDB} = \sum_{i=1}^{[\Omega]} -y_i \log \frac{\exp s(\cos \theta_i - m_i)}{\sum_{j \neq i} \exp s \times \cos \theta_j + \exp s(\cos \theta_i - m_i)},
$$

where $m_i$ is the adapted margin for label $i$, which is estimated solely on the biased modality, $n^k_i$ denotes the number of label $i$ under the biased modality $b_k$ (e.g., color for colored digit recognition) in the training set, and $\epsilon = 1e - 6$ is a hyper-parameter for avoiding computational overflow.

The underlying intuition is that, for the current given biased modality, the frequent classes span broader in the Cosine space (smaller margin), while sparse classes span tighter (larger margin). In other words, frequent classes imply more training samples, which require a broader feature space to sufficiently cover these classes. In contrast, a tighter feature space is acceptable for sparse classes as the number of training samples is much smaller. This setting enables the models to place a better margin in the Cosine feature space.

**Partial derivatives.** We further provide the partial derivatives of the weight vector $W_i$ and feature vector $x$ from our loss function. Let $p_i = s(\cos \theta_i - m_i) = s\left(\frac{W_i^T}{||W_i||_2} \cdot \frac{x}{||x||_2} - m_i\right)$, and $\hat{p}_i = \frac{\exp p_i}{\sum_{j \in \Omega} \exp p_j}$. The partial derivatives are obtained via

$$
\frac{\partial L_{MMDB}}{\partial x} = \sum_{i=1}^{[\Omega]} \sum_{j=1}^{[\Omega]} y_j x \times \hat{p}_i - y_i \right) \times s \times \frac{||x||_2 I - xx^T}{||x||_2^3} \frac{W_i}{||W_i||_2},
$$

and

$$
\frac{\partial L_{MMDB}}{\partial W_i} = \sum_{i=1}^{[\Omega]} \sum_{j=1}^{[\Omega]} y_j x \times \hat{p}_i - y_i \right) \times s \times \frac{||W_i||_2 I - W_i W_i^T}{||W_i||_2^3} \frac{x}{||x||_2}.
$$
Lower bound for $s$. The scale factor $s$ is critical for the final feature learning. A too small $s$ leads to an insufficient convergence, as it limits the feature space span (as we found in our experiments that the loss goes “nan” with a small $s$). In view of this, a lower bound for $s$ should be prescribed. Without loss of generality, let $P_i$ denote the expected minimum of the class $i$, the lower bound is defined as

$$s \geq \frac{\ln(1/p_i - 1)}{m_i + \sum_{i \neq k} m_i/|\Omega|-1} - 2.$$ (8)

The detailed proof is provided in Appendix A.

4.3 Application over Specific Tasks

We apply our MMDB loss function to three tasks according to their distinctive characteristics.

**Colored Digit Recognition.** As discussed in Section 3, compared to the shape modality, the color serves as the key biased factor in this task. For instance, most 0 digits correspond to the blue color (Figure 1). In view of this, we compute the margin $\bar{m}_i$ with the constraint of colors, namely $n_i^k$ is the number of digit $i$ under the color $k$.

**Visual Question Answering.** Some studies have been conducted on the language prior problem in VQA [1, 26, 52]. The language shortcut is deemed as the bias factor, where its expression is the strong link between question type (the first few words in a question) and the textual answer. Motivated by this observation, $n_i^k$ in Equation (5) can be simply estimated by the number of answer $i$ under the question type $k$. As a result, for the given question and its corresponding question type, the frequent answers span broader in the Cosine space (smaller margin) while sparse answers learn tighter feature space (larger margin).

**Video Action Recognition.** Though actions in videos are expected to be recognized with the temporal information, nevertheless, we find that some of them are easy to be classified with the spatial modality, or more specifically, the objects in static frames. To this end, we leverage the number of action $i$ under the detected object $k$ to compute the $n_i^k$, which is expected to alleviate the modality bias problem within this task.

4.4 Comparison with Different Loss Functions

We consider the binary-class scenario for intuitively illustrating the decision boundary from different loss functions. As can be seen from Figure 3, the decision boundary of the plain SoftMax one can be negative, which is enlarged to be equal to zero of the NSL loss [59]. The LMLC [59] defines a fixed margin for different classes and yet is not suitable in our case for overcoming the modality bias problem. Regarding our MMDB, a sparser class (green one) is mapped to a smaller feature space while a more frequent class (orange one) engages with a larger feature space.
4.5 An Empirical Explanation

To understand why the proposed loss function works, recall that $W_i^T x = ||W_i|| \times ||x|| \times \cos \theta_i = s \times \cos \theta_i$, we first unfold $L_{MMDB}$ with

$$L_{MMDB} = \sum_{i=1}^{|\Omega|} -y_i \log \frac{\exp (s \cos \theta_i - m_i)}{\sum_{j=1}^{|\Omega|} \exp (s \cos \theta_j - m_j)}$$

$$= \sum_{i=1}^{|\Omega|} -y_i \log \frac{\exp (W_i^T x - s \times m_i)}{\sum_{j=1}^{|\Omega|} \exp (W_j^T x - s \times m_j)} \quad (9)$$

$$= \sum_{i=1}^{|\Omega|} -y_i \log \frac{\exp (W_i^T x) / \exp (s \times m_i)}{\sum_{j=1}^{|\Omega|} \exp (W_j^T x) / \exp (s \times m_j)}.$$ 

We then rewrite

$$T_i = \exp (s \times m_i), \quad (10)$$

where we name $T_i$ as the temperature for class $i$, which produces,

$$L_{MMDB} = \sum_{i=1}^{|\Omega|} -y_i \log \frac{\exp (W_i^T x / T_i)}{\sum_{j=1}^{|\Omega|} \exp (W_j^T x / T_j)}. \quad (11)$$

Note that the logits are softened in the well-studied knowledge distillation (KD) domain $[32, 42]$ through

$$q_i = \frac{\exp (W_i^T x / T)}{\sum_{j=1}^{|\Omega|} \exp (W_j^T x / T)}, \quad (12)$$

where $T$ denotes the temperature during distilling and $q_i$ represents the probability for label $i$. There are two main differences between our method and KD: (1) We move the temperature outside the scope of the exponential function, and (2) the temperature is distinct for different labels. A visual comparison of the produced probabilities is demonstrated in Figure 4. We can observe that larger temperatures from KD leads to more balanced probabilities, which produces more “informative” labels as argued in Reference $[32]$. However, this may contradict the scenario studied in this article, as the most “informative” classes to the current target are naturally the ones inducing the modality bias problem. In contrast, our method in Figure 4 demonstrates a sharp probability distribution, which aids the reduction of this problem to some extent.
5 EXPERIMENTAL SETTING

We conducted extensive experiments on the aforementioned three multi-modal classification tasks, to validate the effectiveness of the proposed method. In particular, the experiments are mainly performed to answer the following research questions:

- **RQ1**: Can the proposed multi-modal de-bias loss function method overcome the modality bias problem?
- **RQ2**: How do fixed margins in Equation (4) and the scale in Equation (5) affect the final model performance?
- **RQ3**: Why does the proposed method outperform the baselines?

To answer these questions, we first present the experimental setup for the three tasks.

5.1 Colored Digit Recognition

**Dataset.** Li et al. [43] first introduced the Colored MNIST dataset, where the color for the 10 classes is made distinctive from each other. We observed that the training and testing sets still follow an I.I.D property, which is, however, deficient to evaluate the modality bias problem. To this end, we proposed to perturb the color assignment for these two sets. In our experiments, we mainly tested the model performance on the newly curated OoD Colored MNIST dataset.

**Evaluation Metric.** We adopted the standard accuracy metric for this experiment.

**Tested Baselines.** As the Colored MNIST dataset is relatively simple to address, therefore, a two-layer MLPs, LeNet [40] as well as a slightly cumbersome ResNet18 [29] baselines are utilized. In addition, we also compared with two approaches working on the bias problem, i.e., Repair [43] and BiaSwap [38]. And we ran each method for five times and reported the averaged accuracy.

5.2 Visual Question Answering

**Datasets.** We justified our proposed method on the two VQA-CP datasets: VQA-CP v2 and VQA-CP v1 [1], which are widely accepted benchmarks for evaluating the models’ capability to overcome the language prior problem. The VQA-CP v2 and VQA-CP v1 datasets consist of ~122 K images, ~658 K questions and ~6.6 M answers, and ~122 K images, ~370 K questions, and ~3.7 M answers, respectively. Moreover, the answer distribution per question type is significantly different between training and testing sets (OoD property). For all the datasets, the answers are divided into three categories: Y/N, Num, and Other.

**Evaluation Metric.** We adopted the standard metric in VQA for evaluation [4]. For each predicted answer $a$, the accuracy is computed as

$$\text{Acc} = \min\left(1, \frac{\# \text{humans that provide answer } a}{3}\right).$$

(13)

Note that each question is answered by 10 annotators, and this metric takes the human disagreement into consideration [4, 24].

**Tested Baselines.** Inherited from previous attention-based VQA models, Counter [64] introduces a counting module to enable robust counting from object proposals. UpDn [2] first leverages the pre-trained object detection frameworks to obtain salient object features for high-level reasoning. It then employs a simple attention network to focus on the most important objects that are highly related with the given question. In addition, the strong baseline LXMERT [56] is built upon the Transformer encoders to learn the connections between vision and language. It is pre-trained with diverse pre-training tasks on several large-scale datasets of image and sentence pairs and achieves significant performance improvement on downstream tasks including VQA.
5.3 Video Action Recognition

**Dataset.** For this multi-modal task, we performed experiments on the widely exploited Kinetics-400 and Kinetics-700 datasets [37]. In general, there are 400 and 700 action classes in these two datasets, respectively, with 400–1,150 clips for each action. And each clip is from a unique video. Each clip lasts around 10 s and corresponds to a total number of 306,245 and 647,907 videos for the two datasets, respectively.

**Evaluation Metric.** Followed previous video action recognition methods [12], we adopted the clip-level accuracy, e.g., Precision@1 and Precision@5 as the evaluation metrics.

**Tested Baselines.** We employed our loss function over the I3D [11] network with two backbones, ResNet50 and ResNet101. As demonstrated in Reference [12], this simple method performs on par with or even outperforms many recent methods that are claimed to be better. Due to the resource limitation, we reduced the number of frames per video and the batch size for both methods to 8 and 16, respectively, while kept other settings the same as the released code.

In addition, we also studied the effectiveness of our loss function on two recently developed strong baselines, TimeSformer [8] and ViViT [5].

It is worth noting that for all the baselines with respect to the above three tasks, we simply replaced the cross entropy loss with our MMDB and did NOT change any other settings, such as embedding size, learning rate, optimizer, and batch size. Therefore, our method will not introduce any incremental cost into those baseline models during the testing stage, since the inference of both our method and the baselines are identical.

6 EXPERIMENTAL RESULTS

6.1 Overall Performance Comparison (RQ1)

6.1.1 Colored Digit Recognition. We applied our method to three baselines: MLPs, LeNet, and ResNet18 and report the results in Figure 5. The observations are as follows:

- All the three methods can achieve certain performance improvements over the plain baselines. Our method, i.e., MMDB can outperform Repair [43] and BiaSwap [38] with significant gains on all the three baselines.

---

3https://github.com/IBM/action-recognition-pytorch.
Table 4. Accuracy Comparisons with Respect to Different Answer Categories over the VQA-CP v2 Dataset

| Method       | Y/N  | Num.  | Other | All  |
|--------------|------|-------|-------|------|
| NMN [3]      | 38.94| 11.92 | 25.72 | 27.47|
| MCB [21]     | 41.01| 11.96 | 40.57 | 36.33|
| Counter† [64]| 41.01| 12.98 | 42.69 | 37.67|
| UpDn [2]     | 42.27| 11.93 | 46.05 | 39.74|
| UpDn† [2]    | 49.78| 14.07 | 43.42 | 40.79|
| LXMERT† [56] | 46.70| 27.14 | 61.20 | 51.78|
| GVQA [1]     | 57.99| 13.68 | 22.14 | 31.30|
| AdvReg [52]  | 65.49| 15.48 | 35.48 | 41.17|
| Rubi [9]     | 68.65| 20.28 | 43.18 | 47.11|
| LMH [16]     | —    | —     | —     | 52.05|
| LMH† [16]    | 70.29| 44.10 | 44.86 | 52.15|
| SCR [62]     | 72.36| 10.93 | 48.02 | 49.45|
| VGQE [36]    | 66.35| 27.08 | 46.77 | 50.11|
| CSS [13]     | 43.96| 12.78 | 47.48 | 41.16|
| Decomp-LR [34]| 70.99| 18.72 | 45.57 | 48.87|
| Counter+Ours | 61.00| 53.22 | 43.17 | 49.90|
| UpDn+Ours    | 72.47| 53.81 | 45.58 | 54.67|
| LXMERT+Ours  | **91.37**| **65.55**| **62.61**| **71.44**|

Regarding the method group, the top group denotes plain approaches, the middle group represents methods directly applied on the UpDn baseline, and the approaches from the last group are with our loss function. “−” and “†” denote the numbers are unavailable and our implementation, respectively. The best performance in current splits is highlighted in bold.

- Our method can significantly enhance the baselines with large performance margins. Specifically, the improved accuracy on MLPs, LeNet, and ResNet18 are around 14%, 12%, and 25%, respectively. This demonstrates that the modality bias problem is reduced by our MMDB.
- Compared to the baselines, more stable error bar can be seen for MMDB. It shows that our method is more robust over multiple runs, which serves as another merit.

6.1.2 Visual Question Answering. The experimental results on VQA-CP v2 and VQA-CP v1 are illustrated in Tables 4 and 5, respectively. The main observations from these two tables are listed below:

- In general, the methods in the middle group of Table 4 (specially designed to overcome the language bias problem) often outperform previous strong baselines (e.g., FiLM [50]). This result is intuitive as conventional approaches may introduce biases to model learning.
- Our method obtains the best results on the two benchmark datasets. With the help of the recent strong baseline LXMERT, it surprisingly achieves a new state-of-the-art on these two benchmarks.
- For all the three baselines, i.e., Counter, UpDn, and LXMERT, when equipped with our MMDB loss function, a drastic performance improvement (15% on average) can be observed.
Table 5. Accuracy Comparisons with Respect to Different Answer Categories over the VQA-CP v1 Dataset

| Method         | VQA-CP v1 test |           |       |       |       |
|----------------|----------------|-----------|-------|-------|-------|
|                | Y/N            | Num.      | Other | All   |       |
| NMN [3]        | 38.85          | 11.23     | 27.88 | 29.64 |       |
| MCB [21]       | 37.96          | 11.80     | 39.90 | 34.39 |       |
| Counter† [64]  | 40.93          | 12.87     | 42.72 | 37.08 |       |
| UpDn† [2]      | 43.76          | 12.49     | 42.57 | 38.02 |       |
| GVQA [1]       | 64.72          | 11.87     | 24.86 | 39.23 |       |
| AdvReg [52]    | 74.16          | 12.44     | 25.32 | 43.43 |       |
| LMH† [16]      | 76.61          | 29.05     | 43.38 | 54.76 |       |
| LXMERT [56]    | 54.08          | 25.05     | 62.72 | 52.82 |       |
| Counter+Ours   | 72.01          | 49.28     | 42.60 | 55.92 |       |
| UpDn+Ours      | 91.17          | 41.34     | 39.38 | 61.20 |       |
| LXMERT+Ours    | 92.67          | 61.37     | 64.04 | 75.47 |       |

† denotes our implementation. The best performance in current splits is highlighted in bold.

Table 6. Performance Comparison on the OoD Version of the Kinetics-400 and Kinetics-700 Datasets

| Dataset       | Method       | Baseline | MMDB      |
|---------------|--------------|----------|-----------|
|               |              | Precision@1 | Precision@5 | Precision@1 | Precision@5 |
| Kinetics-400  | I3D-ResNet50 [11] | 52.20     | 80.47     | 54.57     | 81.10     |
|               | I3D-ResNet101 [11] | 53.64    | 81.54     | 55.66     | 81.82     |
|               | TimeSformer [8] | 72.01    | 90.75     | 73.65     | 91.36     |
|               | ViViT [5]    | 75.24    | 93.25     | 75.39     | 93.50     |
| Kinetics-700  | I3D-ResNet50 [11] | 37.21    | 66.05     | 38.95     | 67.47     |
|               | I3D-ResNet101 [11] | 30.52    | 59.20     | 34.60     | 62.25     |
|               | TimeSformer [8] | 61.33    | 83.90     | 65.65     | 86.28     |
|               | ViViT [5]    | 72.00    | 91.41     | 74.83     | 92.01     |

For example, on the VQA-CP v2 dataset, LXMERT+Ours achieves an absolute performance gain of 19.66% on the All answer category, and on the VQA-CP v1 dataset, UpDn+Ours outperforms the baseline UpDn with 23.18% on the All category.

- Compared with other methods whose backbone model is also UpDn on the VQA-CP v2 dataset, our method (UpDn+Ours) still surpasses them by a large margin, especially for the three newly developed approaches VGQE, CSS, and Decomp-LR.

6.1.3 Video Action Recognition. We tested the effectiveness of our method on the I3D network [11] with two backbones, ResNet50 and ResNet101 and then TimeSformer [8] and ViViT [5]. From the results in Table 6, it can be seen that our method can boost the backbone with a significant improvement, especially for the Precision@1; the improvements are 2.27% and 2.02% for ResNet50 and ResNet101 on the Kinetics-400 dataset, respectively.
Table 7. Effectiveness Validation of the Proposed Loss Function on Three Multi-Modal Learning Tasks

| Method   | Margin | Colored MNIST | VQA-CP v2 | Kinetics-400 |
|----------|--------|--------------|-----------|--------------|
|          |        | MLPs | LeNet | ResNet | Counter | UpDn | LXMERT | I3D-ResNet50 | I3D-ResNet101 |
| Baseline | —      | 55.55 | 57.39 | 40.19 | 37.67 | 40.79 | 51.78 | 52.20 | 53.64 |
| NSL      | —      | 56.48 | 55.93 | 48.70 | 49.08 | 40.97 | 58.06 | 53.95 | 55.45 |
| Fixed Margin | 0.1  | 58.55 | 60.06 | 54.84 | 30.12 | 39.42 | 56.56 | 52.15 | 47.32 |
|          | 0.3    | 19.92 | 58.18 | 52.73 | 27.70 | 37.75 | 55.05 | 46.54 | 46.78 |
|          | 0.5    | 9.80  | 9.80  | 51.27 | 13.07 | 36.60 | 53.81 | 43.36 | 44.18 |
|          | 0.7    | 9.80  | 9.80  | 53.80 | 11.41 | 35.83 | 53.19 | 42.71 | 43.31 |
|          | 0.9    | 9.80  | 9.80  | 56.05 | 3.12  | 35.68 | 52.62 | 43.19 | 43.33 |
| Adapted Margin | adaptive | 68.05 | 69.59 | 64.00 | 49.90 | 54.67 | 71.42 | 54.57 | 55.66 |

For methods on Kinetics-400, we reported the Precision@1 metric.

6.2 Ablation Study (RQ2)

For a deeper understanding of our MMDB, we further provided detailed ablation studies over these three tasks.

**Fixed margin results.** As mentioned in Section 4, models with a fixed margin perform unsatisfactorily when compared with our adaptive ones. The results are shown in Table 7, and we have the following observations:

- When using the $L_2$ normalization on both the weight vector and the feature vector, the *de facto* NSL function, the results are inconsistent amongst different methods. For example, the Counter in VQA with NSL surpasses the baseline with 11.41%, while LeNet in colored digit recognition with NSL even causes a little bit deterioration of the performance.

- We also tested the fixed margin to yield effective feature discrimination, where the margins are tuned from 0.1 to 0.9 with a step size of 0.2. However, the results are not favorable (the improvement is limited), which validates the evidence that a fixed margin is not suitable for overcoming the modality bias problem. By contrast, when replacing the fixed margin with our adaptive one, the model can achieve significant performance improvement, which additionally proves the superiority of MMDB.

**Scale influence.** We tuned the scale in Equation (5) from 1 to 128 with a step size of $2^n$ for all the eight methods. From the results in Figure 6, we found that a too small scale is insufficient for learning the feature space, resulting in unsatisfactory results. In addition, when the scale becomes large, the performance will saturate or even drop to some degrees.

Fig. 6. Performance change with respect to the scale $s$ in Equation (5).
6.3 Case Study (RQ3)

In this subsection, we use case studies to analyze the reasons why the proposed method works from the following two aspects: feature embedding separation and better attention maps.

**Feature manifold embedding.** Since the key motivation of the proposed method is to achieve the goal that frequent and sparse labels under certain biased modality span broader and tighter in the final feature space, respectively, we therefore visualized the learned features and displayed the results on Figures 7 and 8. In particular, we leveraged two tasks, colored digit recognition and VQA for illustration. For the former task, the color modality is restricted to red, and the language modality in the later task is expressed through the how many question type. For the two instances, the top two sub-figures are the feature embedding on the Euclidean and Cosine space from the baseline, while results from our method are summarized in the bottom two sub-figures. It is evident to us that (1) in the Euclidean space, the features are often irregular and even entangled with each other of baselines. Nevertheless, our method can separate these labels with clear boundaries. In addition, when it refers to the Cosine space, frequent labels (e.g., digit 2 for colored digit recognition and answer 2 for VQA) span much broader than sparse ones, yet this property cannot be observed by the baseline.

**Attention maps in VQA.** Finally, we showcased two successful cases of our method and illustrated them in Figure 9. Regarding the first case, as the answer 2 takes large proportion under the question type how many in the training set, the baseline model thus yields an answer 2 to this question. In contrast, our MMDB corrects this mistake, producing a more reasonable attention map (focusing solely on one car). As for the second case, the baseline model wrongly predicts the answer tennis mainly attribute to tennis being more frequent under the question type what sport in the training set. Besides, too much attention has been paid to less relevant regions, which is another reason leading to the incorrect answer. On the contrary, our MMDB can guide the model to emphasize more on the target object, glove, resulting in the correct answer baseball.

7 CONCLUSION AND DISCUSSION

In this work, we have systematically studied the modality bias problem in the context of multimodal classification. To begin with, we construct several Out-of-Distribution datasets as test beds for its evaluation. Thereafter, a multi-modal de-bias loss is designed to discriminate the labels via properly characterizing the feature space. Concretely, for the given biased modality, the frequent
Fig. 9. Visualization of the baselines method (UpDn) with and without our proposed loss function MMDB. The key answer distributions under the question’s corresponding question type are illustrated on the leftmost column. The ground-truth is displayed on the second column, followed by the attention maps produced by the baseline and ours on the last two columns.

and sparse labels with respect to the corresponding modality factors are learned to span broader and tighter in the Cosine space, respectively. Extensive experiments over four benchmarks regarding three multi-modal tasks have been conducted, which validates the effectiveness of the proposed loss function on 10 baselines.

Enlightened by the most recent studies on the tackling of the long-tail problem [41, 65], which rely on the training set statistic to work, our method also leverages such prior to approach the modality bias problem. Though obtained significant performance improvements, this restriction positions our MMDB at the cost of explicit bias conjecture beforehand, limiting its generalization capability across datasets. One potential solution is to discover the biased modalities without presumptions or labels [45] in the first step. After that, our method can be seamlessly combined with such techniques to perform with the ease of the prior pain. It is worth mentioning that this work does not present an advanced model for pursuing the SOTA results in multi-modal learning. We instead expect that, with this de-bias loss function, future research can focus more on the enhancement of the multi-modal understanding while with less affect of the modality bias.

With the recognition of this problem in multi-modal classification, exploring its associated expression for generation tasks will open an interesting door to increase the output diversity. In addition, tackling the modality bias problem from the other two stages, i.e., multi-modal representation and fusion, demands our further research attention as well.

APPENDIX

A PROOF FOR THE SCALING FACTOR S

Without loss of generality, let $P_i$ denotes the expected minimum of the class $i$. In the ideal formulation, the $\theta_i$ between label $i$ and weight vector $W_i$ should be 0, while that for others labels should be 180. We then have the following:

$$\frac{\exp s(1 - m_i)}{\sum_{j \neq i} \exp s(-1 - m_j) + \exp s(1 - m_i)} \geq P_i,$$
1 + \frac{\sum_{j \neq i} \exp(-1 - m_j)}{\exp(1 - m_i)} \leq \frac{1}{P_i}, \\
1 + \frac{\sum_{j \neq i} \exp(s(m_i))}{\exp(2 - m_i)} \leq \frac{1}{P_i}.

On the basis of Jensen’s inequality,
\[
\sum_{j \neq i} \exp(s(m_j)) = |\Omega| - 1 \sum_{j \neq i} \exp(s(m_j)),
\]
\[
\geq (|\Omega| - 1) \exp\left(\sum_{j \neq i} \frac{m_j}{|\Omega| - 1}\right).
\]

Accordingly, we obtain,
\[
1 + \frac{(|\Omega| - 1) \exp\left(\sum_{j \neq i} \frac{m_j}{|\Omega| - 1}\right)}{\exp(2 - m_i)} \leq \frac{1}{P_i},
\]
\[
\exp\left(\sum_{j \neq i} \frac{m_j}{|\Omega| - 1} + m_i - 2\right) \leq \frac{1}{P_i} - 1.
\]

Finally, we have
\[
s \geq \frac{\ln(1/P_i - 1)}{m_i + \sum_{j \neq i} \frac{m_j}{|\Omega| - 1} - 2}.
\]
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