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Abstract

P300, a positive event-related potential (ERP) evoked at around 300 ms after stimulus, can be elicited using an active or passive oddball paradigm. Active P300 requires a person’s intentional response, whereas passive P300 does not require an intentional response. Passive P300 has been used in incommunicative patients for consciousness detection and brain computer interface. Active and passive P300 differ in amplitude, but not in latency or scalp distribution. However, no study has addressed the mechanism underlying the production of passive P300. In particular, it remains unclear whether the passive P300 shares an identical active P300 generating network architecture when no response is required. This study aims to explore the hierarchical network of passive sensory P300 production using dynamic causal modelling (DCM) for ERP and a novel virtual reality (VR)-based passive oddball paradigm. Moreover, we investigated the causal relationship of this passive P300 network and the changes in connection strength to address the possible functional roles. A classical ERP analysis was performed to verify that the proposed VR-based game can reliably elicit passive P300. The DCM results suggested that the passive and active P300 share the same parietal-frontal neural network for attentional control and, underlying the passive network, the feed-forward modulation is stronger than the feed-back one. The functional role of this forward modulation may indicate the delivery of sensory information, automatic detection of differences, and stimulus-driven attentional processes involved in performing this passive task. To our best knowledge, this is the first study to address the passive P300 network. The results of this study may provide a reference for future clinical studies on addressing the network alternations under pathological states of incommunicative patients. However, caution is required when comparing patients’ analytic results with this study. For example, the task presented here is not applicable to incommunicative patients.

Introduction

Neuronal activities as measured with electroencephalogram (EEG)/MEG are the direct window for studying the living brain at work. Specifically, P300, a positive event-related potential (ERP) evoked at around 300 ms after stimulus [1] has been investigated intensively and thought to reflect the higher level cognitive processes like selective attention and memory updating [2,3]. P300 can be elicited reliably in an oddball paradigm using a variety of stimuli, such as visual, auditory or sensory stimuli. There are two types of P300: active and passive P300. Active P300 requires the subjects’ attention to respond, while passive P300 requires no intentional response [2]. Active P300 has been successfully applied to discriminate the abnormality from the healthy based on its amplitude and latency [3]. For example, P300 with prolonged latencies and markedly lower amplitudes are characteristic of patients with Alzheimer’s disease [4,5]. Because of the medical significance of P300 activity, numerous studies have investigated the neuronal origin and the underlying mechanisms involved in generating active P300, although conclusions have been inconsistent. For instance, Downar et al. have identified the neuroanatomical correlates underlying the detection of changes in the sensory environment using event-related functional magnetic-resonance imaging (fMRI) and a modified oddball paradigm [6]. They concluded that a distributed, right-lateralized network comprising temporoparietal junction (TPJ), inferior frontal gyrus (IFG), insula and left cingulate and supplementary motor areas (CMA/SMA) as well as the primary sensory cortex (SI) responds to changes in multiple sensory modalities and the subsequent involuntary attention shift. The aforementioned areas correspond closely to lesions in hemineglect patients and are considered as the underlying mechanism of the P300 production. Crottaz-Herbette and Menon examined the attentional control network by using simultaneous fMRI and EEG data recorded while performing auditory and visual oddball attention tasks [7]. They showed that the anterior cingulate cortex (ACC), left premotor area (PMA), inferior parietal lobule (IPL), and the primary sensory areas formed a network underlying the generation of P300 and that the ACC plays a crucial role in the top-down modulation of sensory processing. In 2005, Huang et al., employed MEG to study the engagement of the distributed parietal-frontal network in a median-nerve oddball paradigm [8]. They found that the same
parietal-frontal neuronal network activated by both visual and auditory changes can also be activated by somatosensory stimulation. Recently, Braided et al. further studied the effective connectivity between right IPL, ACC and lateral prefrontal cortex (PFC) using fMRI and Dynamic Causal Modelling (DCM) during a visual oddball task [9]. They concluded that bidirectional coupling occurs between the frontal and parietal regions and that the ACC exerts influence over PFC mediating the top-down attentional control. In summary, the frontal, parietal and temporal cortices, and primary sensory cortex are associated with the generation of active P300, though the engagement of brain areas is subject to various stimuli and measurement modalities (for a more detailed review, see Appendix S1). As for passive P300, numerous studies have shown that the passive oddball paradigm is adequately sensitive for probing the conscious state of incommunicative brain trauma or stroke patients [10,11,12]. Furthermore, passive P300 waves have been used in brain-computer interfaces (BCIs) because of its advantages of no training required and the results were significant [13,14]. Although active and passive P300 differ only in the amplitude but not in the latency and scalp distribution [15,16,17], it was suggested that different neuronal pathways and networks may be involved in the active and passive conditions. However, to our best knowledge, the mechanism underlying the passive P300 has not been addressed. In particular, it remains unclear whether the passive conditions share the active P300-generating network architecture when no response is required.

Virtual reality (VR) is a computer-based environment that provides the user an immersive experience of a synthetic world. Since the development of VR, researchers have been applying VR technologies continually in various medical contexts, such as diagnosis, presurgical rehearsal and planning, as well as stroke rehabilitation [18]. VR provides a simulated environment and features controllable parameters, thereby facilitating the systemic testing of human functions in both healthy and diseased states [19,20]. Thus, we designed a VR-based passive sensory oddball task to elicit the passive P300 and investigated the underlying neuronal network by applying for ERP [21,22]. A passive sensory oddball task was selected for this study because sensory P300 can be evoked reliably and is suitable for BCI applications and consciousness probing. Traditional passive sensory oddball paradigms either apply only sensation to skin (e.g. vibration or painless electrical stimulation), or use median nerve electrical stimulation that induces both sensory and motor responses at the same time. The common difficulty for a passive task is that there is no way to assure the attentive of the subjects. Lack of attention may decrease largely the amplitude of P300 and lead to a non-significant result [23]. Moreover, the hand movement produced by median nerve stimulation may cause a confound when investigating the underlying neuronal network since there exists a movement-related top-down modulation during a simple movement task [24]. Specifically, it has not been tested whether the backward modulation, if there has any, is engaged under a passive condition, or just is a reflection of movement-related top-down control. Therefore, in this study, we take the advantage of VR to design a task that can keep the subjects’ attention and is still able to separate the movements from sensory change detection. We expect that, this task will evoke the somatosensory evoked potentials (SEPs) of P50, N80, and P200 [25] during the standard events, as well as passive P300 during the rare events. Based on this expectation, we aim to investigate this passive sensory P300 network by DCM for ERP. Importantly, the causal relationship of this passive P300 network and the changes in connection strength will be examined to address the possible functional roles. This paper is organized as follows; The subsequent section outlines the experimental protocol design and details the plausible dynamic causal models. The final section presents the results and the implications of the findings.

Materials and Methods

Written consent was obtained from all subjects for the experiment with a protocol approved by the institutional review board of Taipei Veterans General Hospital.

Subjects and Task

Ten healthy, right-handed male college students (22–29 years of age) were recruited for this study. Written consent was obtained from all subjects for the experiment with a protocol approved by the institutional review board of Taipei Veterans General Hospital, in accordance with the Declaration of Helsinki. The subjects sat comfortably wearing goggles, through which they viewed a virtual robot pitching a baseball toward them at 4±0.5 second intervals (mean interval between trials = 4 seconds). The angle and speed of the ball varied between trials to prevent the subjects from anticipating the characteristics of the next pitch. They were instructed to catch the virtual ball by using a game controller held in their right hand, and no further instruction was given regarding the actions to be taken after catching it. This VR-based ball-catch task was performed under 2 conditions (standard and rare) characterized by different occurrence frequencies. The standard condition (480 trials; 80% occurrence) was designed to mimic the real-world conditions of a person catching a ball. When the subjects successfully caught the virtual ball, haptic stimuli (i.e. the sensory force feedback) were delivered through the game controller. The rare condition (120 trials; 20% occurrence) was designed to elicit passive P300 by removing the haptic stimuli, even when the subjects successfully caught the ball. In other words, a passive P300 will be produced by the occasional lack of haptic feedback, i.e. the rare conditions, while the SEPs will be evoked during the standard events. As the haptic feedback came after the movement finished (i.e. the ball has been caught), this task allows us to bypass the possible movement-related top-down modulation that may cause a confound [24].

EEG Acquisition and Processing

Thirty-channel EEG data (10–20 system montage; QuickAmp amplifier by Brain Products), referred to linked earlobes with a forehead ground, were recorded at a sampling rate of 250 Hz during the ball catch task. Waveforms were further re-referenced on-line by common average across all channels. The position of the EEG electrodes was measured using an optical 3D electrode digitizer system (Xensor) before starting the EEG-recordings. The locations of the subject-specific channels will be used in DCM for co-registration of the EEG coordinates with the canonical template MRI images in SPM. The data were epoched offline by using SPM8 (Wellcome Trust Centre for Neuroimaging, available at: http://www.fil.ion.ucl.ac.uk/spm/), with a peri-stimulus window from -500 to 1000 ms, where Time 0 denoted the moment the ball was caught. Poorly performed trials (i.e. when the subjects failed to catch the virtual ball) were excluded from further analysis, resulting in 467±26 and 118±26 trials for standard and rare events, respectively. EOG contamination (i.e. EEG amplitude >100 mV) was removed from the epochs by using a fully automated correction method [26] and these EOG-free trials were divided into standard and rare groups according to their occurrences. The epochs of both groups were lowpass filtered (cutoff frequency = 30 Hz), baseline corrected (~2000 ms) and
averaged across trials. The mean ERPs in both groups were first examined phenomenally to identify the SEPs and P300. Subsequently, the ERPs entered DCM of ERPs as the observations that the DCM models are trying to explain.

Model specification for DCM of ERP

In DCM for ERP analysis, we use only neuronal responses recorded between 0 and 900 ms, because these signals capture the entire stimulus duration and cortical responses for P300 as well as exclude the movement-related responses. To reduce the number of potential model combinations, we applied the following 2-step strategy. Firstly, we specified 3 plausible model pairs (Figure 1) to identify the most likely model hierarchy based on 3 previous studies discussed in the Introduction section [6,7,8]. Specifically, we addressed the following 2 factors: (1) whether the ACC is at the top of the passive network hierarchy; and (2) whether bilateral inputs are essential to generate activities in this sensory cognitive network as this task involves a unilateral stimulus only. These models share common structures, including SI ([-34 -31 56; 37-30 54]), secondary somatosensory areas (SII, [-59 -28 24; 50-28 25]) and ACC ([1 4 29]) [6], yet they differed in some higher areas and connections. Model 1 includes the bilateral TPJ ([-54 -40 10; 54-42 13]), which may be involved in detecting changes in the sensory environment [6]. Model 3 has bilateral IPL [-40 -38 56; 46-26 32] and left PMA [-32 -16 -64] for mediating the attentional control [7]. It should be noted that, in Crottaz-Herbette and Menon’s study, SMA has been suggested as a node in this distributed network. Because the spatial resolution of our EEG system is not good enough to distinguish the activity of SMA from that of ACC, for simplicity, we used ACC here to represent the activities of ACC/SMA as the report of Downar et al. [6] shows. Model 5 specifies a distributed parietal-frontal network that is activated during the sensory oddball task using MEG data. This network comprises bilateral DLPFC: [-34 25 29; 37 23 30] and IPL: [-37 50 46; 46 46 41] [8]. Model 2, 4 and 6 differ from Model 1, 3 and 5 in the present of the sensory input to the right SI (Figure 1). These source locations in the models (in Talairach coordinate) were taken from the cited studies that motivated the models during an active oddball task. The task-related modulation in these networks was pre-assumed to be reciprocal in all connections. Secondly, once we have established the most likely network, we then further examine where the task specific modulation takes place. We altered the task-related modulation as forward (F), backward (B) or lateral (L), thereby constructing 5 additional
models (denoted as F, B, FB, FL and BL). In addition, we grouped the 6 models into 3 families: F (F+FL), B (B+BL) and FB (FB+FBL) to compare the model families to draw inferences on the importance of the directionality of the modulatory connection, independent of any uncertainty associated with the model structure [27]. Note that we also used a recently validated third-party software package [28] to accelerate the computation of DCM for ERPs.

### Statistical Tests and Bayesian Model Selection

A repeated measures analysis of variance (rmANOVA) was applied to test the experimental factors (conditions x electrode locations; 230) given the peak amplitude of P300 over all 10

### Table 1. The mean P300 peak amplitude and latency under the rare condition.

| Electrode | Amplitude (μV) (mean ± standard deviation) | Latency (ms) (mean ± standard deviation) |
|-----------|--------------------------------------------|------------------------------------------|
| FC1       | 6.09 ± 3.50                                | 403.67 ± 215.88                          |
| FC2       | 5.46 ± 3.78                                | 408.67 ± 171.38                          |
| Cz        | 7.34 ± 3.19                                | 442.33 ± 143.58                          |
| CP1       | 7.65 ± 3.72                                | 544.67 ± 119.01                          |
| CP2       | 7.28 ± 3.51                                | 521.67 ± 127.54                          |
| Pz        | 8.15 ± 3.49                                | 549.33 ± 108.47                          |
| P3        | 7.28 ± 3.84                                | 617.00 ± 125.89                          |
| P4        | 6.59 ± 3.25                                | 563.33 ± 129.75                          |

doi:10.1371/journal.pone.0112228.t001
subjects. The window of P300 was set to be between +250 to +800 ms after the ball was caught. Post hoc tests (Bonferroni-Dunn correction) were performed to assess differences in peak amplitude among factors. Because the elicitation of SEPs is most reflective at primary somatosensory cortex, we used the paired t-test to examine the peak amplitudes of SEPs (P50, N80 and P200) at C3 within a window from 0 to 250 ms of the standard and rare conditions to ensure that the haptic stimulus were delivered successfully in the standard condition. Results were considered statistically significant when \( P < .05 \) after correction for multiple comparisons (Bonferroni-Dunn correction).

For DCM analysis, we used Bayesian model selection (BMS) to identify the best models among the models being tested at the individual level under the fixed effects assumption (FFX) [29]. At the group level, we applied the random effects (RFX) assumption to accommodate inter-individual variability in the structure of models or functional architectures that gave rise to individual-specific brain activity while performing the task [27,30,31]. After identifying the winning model by BMS, we tested the modulatory effect of the experimental manipulation by performing a \( t \) test to identify significant modulatory network parameters.

**Results**

**Behavioral Data and SEPs**

The behavioral data revealed that the task performance of all subjects was consistent (mean miss rate = 3.5%, mean reaction time = 939.9±21.7 ms), indicating that all of the subjects were attentive. The SEPs (i.e., P50, N80, and P200) were examined to ensure that (1) the haptic stimulus was successfully delivered in the standard condition and (2) the absence of this stimulus elicited P300 activity. Figure 2 shows the time courses of the mean SEPs of all subjects under both standard and rare conditions at electrode C3 and the corresponding topographic maps at the individual peak of P50, N80 and P200 under the standard condition. The peak amplitudes of SEPs elicited under the standard condition were higher than those elicited under the rare condition, although the differences were non-significant for P50 (\( P = .2 \)), N100 (\( P = .06 \)), and P200 (\( P = .07 \)). The scalp topographies of the P50 and N80 components were more prominent over the regions contralateral to the stimulation, whereas the P200 peak amplitude exhibited a centroparietal-dominant scalp distribution with maximal amplitudes at electrode Cz. The \( t \) test results of the SEPs amplitudes at electrode C3 and C4 under the standard condition confirmed that there is a significant lateralization effect.
(P<0.004 for P50, P<0.031 for N100 and P<0.044 for P200). These results are in line with the previous study [25].

P300

Figure 3 shows the time courses of the mean ERPs at Fz, Cz and Pz (averaged across subjects; left side of the figure) and the mean topographic map at the P300 peak amplitudes for each subject (normalized to the individual-specific maximum and minimum; right side of the figure). The central-parietal areas (Cz and Pz) exhibited the greatest difference in mean amplitude between the 2 conditions but the difference was non-significant at Fz. The rmANOVA results of the P300 peak amplitudes of all 30 channels confirmed a significant effect on the condition (F[1.00, 9.00] = 6.639, P = .0299) and location (F[1.27, 11.44] = 4.791, P = .0435) as well as their interaction (condition × location; F[2.61, 23.46] = 11.411, P = .0001). Post-hoc paired t-test after correction for multiple comparisons further identified 8 channels, including FC1 (p = 0.0011), FC2 (p = 0.0003), Cz (p = 0.0001), CP1 (p = 0.0013), CP2 (p = 0.0001), Pz (p = 0.0001), P3 (p = 0.0005) and P4 (p = 0.0002) (Figure 4), supporting that the P300 component was elicited in this task. Table 1 summarizes the mean peak amplitudes and latencies across all subjects at the above 8 electrodes.

Inferences on Model Space

Six DCMs were inverted for each subject (Figure 1). Figure 5 shows the BMS results at the individual level under the FFX assumption. Seven out of ten subjects have the Model 6 as the best model. At the group level, the BMS results under FFX (Figure 6a) indicated that Model 6 was the winning model without outliers, and the BMS results under the RFX assumption (Figure 6b) confirmed this finding, with a remarkable exceedance probability of 0.7495. Having identified the best model in which the ACC is at the top of this network hierarchy, we then further investigated the task-related modulation mechanism by comparing Model 6 (i.e. FBL model) with 5 derivative models (Figure 7; see Model Specification for DCM of ERP section for details). Forward modulation was crucial in this task as the FL and FBL models were optimal for 5 and 4 subjects, respectively (Figure 8a). At the group level, the BMS result under the RFX assumption (Figure 8b) suggested that the FL model is the best (exceedance probability = 0.6943), followed by the FB model (exceedance probability = 0.21). A comparison of the model families (Figure 9) revealed the importance of forward modulation. We observed that the F family was far superior to the B family, and the F and FB families exhibited almost equal exceedance probabilities (0.5005 and 0.4955, respectively). Collectively, forward modulation appeared to be more vital in this passive P300 network, despite the possibility that 2 optimal models could be applied to this task.

Inference on the Modulatory Effect

The modulation parameter matrix of the winning model from each subject entered the t-test to verify the inter-individual consistency (i.e. the modulation gain is not equal to 1). We examined the modulation effect among all connections in both FL and FBL model since there was no significant difference between the two models at the individual level. Table 2 listed the statistical results of the modulatory coupling parameters. It can be seen that only forward modulations - from LIPL to LDLPFC and LDLPFC to ACC in the FL model and from LIPL to LDLPFC and RIPL-RDLPFC in the FBL model were statistically significant.

Discussion

In this study, we have developed a VR-based sensory oddball task to elicit passive P300. The SEPs and P300 were examined to verify the elicitation of passive P300, and the neural network linked to this passive P300 production was identified using DCM and BMS.

Statistical Analysis of SEPs and P300

To elicit passive P300, we designed a passive sensory paradigm that enables a separation of pure change detection from the response control. The strongest P300 activity was observed at Pz (mean amplitude = 5.14 μV, mean latency = 544 ms), which is in agreement with the findings reported by Duncan et al (2009), Linden (2005), and Polich (2007), thereby supporting the hypothesis that the proposed novel task can reliably elicit P300 activity [2,3,32]. It is worth to point out that, despite the time course of the mean SEPs at C3 differed between the 2 conditions (Figure 2), the difference was non-significant. This may be attributed to the constant primary bottom-up sensory input as
the subjects held the game controller throughout the experiment. Although the P values of the SEPs increased over time (i.e. $P = .2$ on P50, $P = .06$ on N100, and $P = .07$ on P200), the experimental effect of removing the haptic stimuli was indicated by the elicitation of P300 only, as evidenced by the statistical analysis results ($P < .05$). Similar results have been reported by several previous studies. Akatsuka et al (2007) employed a passive sensory oddball task to examine the effects of stimulus probability, and they observed a non-significant difference of the P50, N80, and P200 peak amplitudes between standard and deviant conditions when the occurrences of the deviant events were 30% and 50% [33]. Bekinschtein et al (2009) used a modified auditory oddball task to probe the consciousness, and found that the only significant difference between the standard and deviant stimuli occurred in the P3b amplitudes [34].

The latency of P300 is thought to reflect, up to some degree, the time needed for processing information while performing the task. The variation in P300 latency is task- and condition-dependent [32]. For instance, P300 latency becomes longer when it is (1) elicited by a visual oddball paradigm than by an auditory one (Bennington and Polich, 1999), (2) elicited by a difficult task than by an easy task [35], (3) elicited under a passive condition than under an active condition [36], or (4) elicited under pathological states such as cognitive impairment [37,38,39] or normal aging.

Figure 5. The result of BMS at the single subject level under FFX.
doi:10.1371/journal.pone.0112228.g005

Figure 6. BMS results at the group level under FFX (a) and RFX (b) both confirmed that Model 6 is the most likely model hierarchy among tested models.
doi:10.1371/journal.pone.0112228.g006
Nevertheless, a window of 300–800 ms for each electrode was proved to successfully identify the P300 component under a passive task [36] while a mean tactile P300 latency from 491 to 544 ms at Pz has been reported [41]. Taken together, it is reasonable that we obtained a mean latency of 544 ms of sensory P300 elicited in this passive task.

**Novelty P3, Target P3 and Passive P300**

Empirically, there are two subcomponents of P300, target P3/P3b and novelty P3/P3a. Target P3/P3b can be evoked with posterior foci over parietal area when subjects were responding to the target stimulus using a typical oddball paradigm; novelty P3/P3a was identified maximally over frontal electrode when novel rare events were presented using a variant of the oddball paradigm, such as a passive or three-stimulus oddball task [32,42]. However, a passive paradigm can reliably elicit a comparable central-parietal maximal P3b that was usually obtained under an active condition by a proper task design (e.g. a long enough inter-trial interval in the range of 4–8 s) [36,43,44]. This implies that the elicitation of P3a and P3b was influenced

---

**Figure 7. The models for testing the mechanism of the task-related modulation.**
doi:10.1371/journal.pone.0112228.g007

---
largely by the stimulus context [45,46]. Nevertheless, P3a and P3b can co-occur within the same ERP waveform [42], and they may reflect the output of a widely distributed neural network engaged in attention and memory updating [32,47,48]. Hence it seems to be more reasonable to study P3a and P3b as a whole when concerning the generating mechanism.

In this study, the passive P300 was elicited by occasional lack of haptic sensory feedbacks without giving any instruction prior to the experiment. This means that these deviant events were unexpected to the subjects and should be able to elicit the novelty P3a. On the other hand, the long inter-trial interval and the highly task-related infrequent events in this task were intended to produce the typical P3b under a passive condition. Therefore, the passive P300 elicited in this study may comprise of both P3a and P3b, which were mainly manifest over parietal area, and we used a time window from –500 to 900 ms to cover them when modelling the network mechanism in DCM.

Neuronal Network for Passive P300

In this study, we identified a network comprising the ACC, DLPFC, and IPL, as well as the primary and associative sensory areas for generating passive sensory P300 activity using EEG data. This network has been identified in the previous study [8] for mediating the attentional control using an active somatosensory oddball task and MEG data. fMRI data as well showed the similar results [9,49]. Brazdil et al (2007) observed a bidirectional network...
of the ACC, PFC, and IPL for target stimulus processing and they associated this network with two parallel neuronal circuits—frontal (P3a system for top-down attentional control) and parietal circuits (P3b attentional/event encoding system) in target detection [9]. In addition, Asplund et al. (2010) showed that the lateral PFC plays a key role in converging goal-directed and stimulus-driven attention [49]. In other words, the ACC and DLPFC are probably the higher areas providing top-down modulation in the attentional control network. Our findings are in line with these studies specifically because we identified the ACC and DLPFC at top of this network. It is noted that, although the task employed in this study involved a unilateral sensory force input into the right hand, the BMS selects a model with bilateral exogenous inputs to SIs as the winning model. Zhu et al. reported that ipsilateral SI was also activated when using unilateral tactile stimulus [50]. The activity of ipsilateral SI was thought to provide information to SII and the parietal ventral area (PV) for spatiotemporal sensory integration. On the contrast, several studies using unilateral sensory stimuli have reported no significant ipsilateral SI activity though the bilateral SII activations are very evident [6,51,52]. The inconsistent results in the previous studies lead to a question whether the ipsilateral SII receives information from ipsilateral SI or contra-lateral SII or both. In our study, after comparing the models with and without exogenous input to ipsilateral SI (model 6 and 5, respectively) and without inter-hemispheric SII connection (data not shown), we found that information from both ipsilateral SI and contralateral SII are essential inputs to activate the ipsilateral SII.

In summary, our findings are in agreement with those reported by previous studies, implying that a common neural network architecture exists for P300 production, irrespective of the type of stimulus (i.e., sensory, auditory, or visual) or condition (i.e., active or passive).

### Feed-forward Dominating Modulation for a Passive Task

In this study, by omitting haptic stimulus from some of the trials, the P300 was evoked passively through pure change detection, independent of the subjects’ response or attentional control. The BMS results suggested a feed-forward modulatory effect underlying this passive network as evidenced by the exceedance probability values of the FL model under the RFX assumption. This may be explained heuristically; when no response is necessary, no regulation (i.e., the top-down modulation) is required. A study using fMRI data and DCM had shown that the bottom-up stimulus-driven responses, such as surprise processing, engage only the feed-forward connections from the IPL to the ACC and DLPFC, whereas conflict processing modulates only the backward information flow from the ACC and DLPFC to the IPL [8]. In other words, the functional role of forward modulation may indicate the delivery of the sensory information, automatic detection of difference, and the stimulus-driven attentional processes involved in performing the task. This could partly explain our finding of the winning FL model. However, a comparison of the model families under the RFX assumption provides similar evidence for both the F and FB model families, indicating that backward modulation may also play a role in this passive task. From previous studies, it has been shown that backward modulation is involved in attentional control/shifting and motor control [53,54]. But both the attentional control/shifting and motor control were absent from our experiment as a passive task and can provide only a minor contribution to our model. When taking into account the model parameters, it can be

| Table 2. The statistical results on the modulatory coupling parameters. |
|------------------|-------------------|-------------------|------------------|
| **Model FL**     | **Forward**       | **Lateral**       | **P-Value**      |
|                  | **P-Value**       |                   | **P-Value**      |
| LS1-LS2          | 0.517             | LS2-RS2           | 0.452            |
| RS1-RS2          | 0.137             | RS2-LS2           | 0.721            |
| LS2-LIPL         | 0.538             |                   |                  |
| RS2-RIPL         | 0.876             |                   |                  |
| LIPL-LDLPFC      | 0.029*            |                   |                  |
| RIPL-DLDPFC      | 0.071             |                   |                  |
| LDLPFC-ACC       | 0.045*            |                   |                  |
| RDLPFC-ACC       | 0.990             |                   |                  |

| **Model FBL**    | **Forward**       | **Backward**      | **P-Value**      | **Lateral** | **P-Value** |
|------------------|-------------------|-------------------|------------------|-------------|-------------|
|                  | **P-Value**       | **P-Value**       | **Lateral**      | **P-Value** |
| LS1-LS2          | 0.978             | LS2-LS1           | 0.050            | LS2-RS2     | 0.921       |
| RS1-RS2          | 0.488             | RS2-RS1           | 0.841            | RS2-LS2     | 0.298       |
| LS2-LIPL         | 0.453             | LIPL-LS2          | 0.308            |             |             |
| RS2-RIPL         | 0.065             | RIPL-RS2          | 0.941            |             |             |
| LIPL-LDLPFC      | 0.011*            | LDLPFC-LIPL       | 0.907            |             |             |
| RIPL-DLDPFC      | 0.010*            | RDLPC-RIPL        | 0.689            |             |             |
| LDLPFC-ACC       | 0.497             | ACC-LDLPFC        | 0.965            |             |             |
| RDLPFC-ACC       | 0.070             | ACC-RDLPFC        | 0.175            |             |             |

*P<0.05. 

[doi:10.1371/journal.pone.0112228.t002]
seen that only parameters governing forward modulations are significant. Taken together, this inconsistency may speak to the fact that there is individual variability in response to the experimental manipulation as reflected in two possible models but the most consistent inter-individual modulation effect was observed only in the feed-forward connections.

Conclusion

In this study, we developed a VR-based sensory oddball task to elicit the passive P300 and investigated the neural network linked to its production by DCM for ERP. The ERP results confirmed that the experimental protocol can reliably elicit passive P300. The DCM results suggested that the passive P300 uses the same parietal-frontal neural network for attentional control, which was identified under an active P300 task. The DCM results also showed that the model with feed-forward modulatory effect wins over the model with backward modulations. To our best knowledge, this is the first study to address the passive P300 network, and these results may provide a reference point for future clinical studies, for example, addressing the network alterations under pathological states of incommunicative patients. However, caution is required when comparing patients’ analytic results with this study. For example, the task presented here is not applicable to incommunicative patients.
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