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Abstract

Randomized controlled trials (RCTs) are the gold standard for evaluating the causal effect of a treatment; however, they often have limited sample sizes and sometimes poor generalizability. On the other hand, non-randomized, observational data derived from large administrative databases have massive sample sizes and better generalizability, but they are prone to unmeasured confounding bias. It is thus of considerable interest to reconcile effect estimates obtained from randomized controlled trials and observational studies investigating the same intervention, potentially harvesting the best from both realms. In this paper, we theoretically characterize the potential efficiency gain of integrating observational data into the RCT-based analysis from a minimax point of view. For estimation, we derive the minimax rate of convergence for the mean squared error, and propose a fully adaptive anchored thresholding estimator that attains the optimal rate up to poly-log factors. For inference, we characterize the minimax rate for the length of confidence intervals and show that adaptation (to unknown confounding bias) is in general impossible. A curious phenomenon thus emerges: for estimation, the efficiency gain from data integration can be achieved without prior knowledge on the magnitude of the confounding bias; for inference, the same task becomes information-theoretically impossible in general. We corroborate our theoretical findings using simulations and a real data example from the RCT DUPLICATE initiative [Franklin et al., 2021b].
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1 Introduction

Evaluating the causal effect of a medical treatment or policy intervention remains the central query in biomedical and social sciences. While the randomized controlled trials (RCTs) remain the gold standard for generating high-quality causal evidence, they often have limited sample sizes and are not representative of the target population of scientific interest [Rothwell, 2005, Stuart et al., 2011, Deaton, 2009, Deaton and Cartwright, 2018]. On the other hand, a plethora of observational
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Data have been collected for administrative and research purposes and are increasingly available to researchers in the form of disease registries, biobanks, administrative claims databases and electronic health records. Observational data typically have massive sample sizes and better resemble the population of scientific interest; however, researchers often refrain from interpreting the obtained conclusion as causal due to the almost universal concern of unmeasured confounding bias. In fact, according to authors instructions of the flagship journal of the American Medical Association (JAMA Network, 2021), “causal language (including use of terms such as effect and efficacy) should be used only for randomized clinical trials.” The goal of this article is to study how to estimate the average treatment effect (ATE) of a well-defined target population by reconciling RCTs and observational studies investigating the same scientific question and potentially harvesting the best from both realms.

One important special case of our framework is estimating ATE of a target population using only relevant RCTs; in other words, we would like to generalize the RCT estimates to a target population of scientific interest. This topic has been extensively studied in the literature under the themes of “generalizability”, “transportability”, and “improving RCTs’ external validity” [Cole and Stuart, 2010, Stuart et al., 2011, Tipton, 2013, Pearl and Bareinboim, 2014, Hartman et al., 2015, Bareinboim and Pearl, 2016, Buchanan et al., 2018, Dahabreh et al., 2019]; see review papers by Colnet et al. [2020] and Degtiar and Rose [2021] and references therein. In this special case, observational data are only used to inform researchers of subject characteristics in the target population; no treatment or outcome observational data are needed or leveraged in research along this line. Another important special case is when the target population concurs with the RCT study population and observational data are used to improve the efficiency of RCT estimates. To this end, Gagnon-Bartsch et al. [2021] proposed a design-based approach that leverages large-scale observational data to fit regression or flexible machine learning models and conduct regression adjustment for randomization-based inference of RCT data; see Aronow and Middleton [2013] for similar strategies. Observational data are not used beyond helping gauge a better regression adjustment fit to improve the randomization inference efficiency and are thus not leveraged to their full potential.

Estimating causal effects using both RCTs and observational studies inevitably involves the century-old bias-variance trade-off. Observational data play the role of double-edged sword here: they are blessed with a sometimes enormous sample size and could dramatically improve estimation precision under suitable conditions; on the other hand, they may leak bias into the otherwise unbiased RCT estimates. Developing a principled and adaptive approach to bias-variance trade-off thus lies at the heart of combining RCTs and observational studies for optimal ATE estimation. To the best of our knowledge, few works have formally studied this problem, let alone the development of adaptive algorithms. Two notable exceptions are Yang et al. [2020a] and Yang et al. [2020b]. The former developed a hypothesis-testing-based integrative estimator that pools the RCT data and observational data when a certain criterion is met. The bias-variance trade-off is controlled by the choice of the critical region when testing whether the observational data violate the no unmeasured confounding assumption. The latter posited a functional form on the unmeasured confounding bias and proposed to estimate it using semiparametric theory. However, both works rely on the assumption that the sample size ratio between the observational data and the RCT data is bounded. Such an assumption does not capture the fact that the sample size of observational data can be much larger than that of the RCT data, and it effectively rules out the possibility of obtaining order-wise improvement, even if the confounding bias is negligible.

Our overarching goal is to theoretically characterize the potential efficiency gain from integrating observational data into the analysis based on RCT alone. The main contributions are two-folds.

1. For estimation, we derive the minimax rate of convergence for the mean squared error. Inter-
estingly, the rate can be achieved by an oracle estimator that takes a *dichotomous* form: when the magnitude of the confounding bias exceeds a certain threshold, we estimate the causal effect using the RCT alone; when the magnitude is below this threshold, we pool the two data sources together, as if the confounding bias never exists. We further propose a fully adaptive estimator, termed *anchored thresholding* estimator, that nearly attains the minimax rate up to poly-log factors without any prior knowledge on the magnitude of the bias.

2. For statistical inference, we characterize the minimax rate for the length of confidence intervals (CIs). The minimax rate for CI length is similar in functional form to that for estimation, and can be attained similarly by a dichotomous oracle procedure. However, the story for adaptivity becomes drastically different. We show that constructing adaptive CIs that attains the minimax rate is generally impossible, unless there is strong prior knowledge on the magnitude of the confounding bias. As a corollary, our results indicate the existence of a threshold such that if one does not believe the magnitude of confounding bias is much smaller than this threshold, then *any* uniformly valid CIs can only outperform the RCT-only CI by at most a constant factor.

**Notations.** We conclude this section by introducing some notations that will be used throughout this paper. Given $a,b \in \mathbb{R}$, we denote $a \vee b = \max\{a,b\}$ and $a \wedge b = \min\{a,b\}$. For two positive sequences $\{a_n\}$ and $\{b_n\}$, we write $a_n \lesssim b_n$ to denote $\limsup a_n/b_n < \infty$, and we let $a_n \gtrsim b_n$ to denote $b_n \lesssim a_n$. Meanwhile, the notation $a_n \asymp b_n$ means $a_n \lesssim b_n$ and $a_n \gtrsim b_n$ simultaneously. Moreover, we write $a_n \ll b_n$ or $a_n = o(b_n)$ to mean $b_n/a_n \to \infty$ and $a_n \gg b_n$ to mean $b_n \ll a_n$. We use $\xrightarrow{p}$ to denote convergence in probability and we use $X_n = o_p(1)$ to denote $X_n \xrightarrow{p} 0$.

## 2 Set-up

### 2.1 Estimands and Baseline Estimators

Suppose the existence of a binary treatment $A \in \{0,1\}$, potential outcomes $\{Y(1), Y(0)\}$ and baseline observed covariates $X$. Throughout the article, we assume the consistency and Stable Unit Treatment Value Assumption (SUTVA) so that the observed outcome $Y$ satisfies $Y = AY(1) + (1-A)Y(0)$ [Rubin, 1980]. Our estimand of interest is the average treatment effect of a target population (PATE) $\beta^* = \mathbb{E}[Y(1) - Y(0)]$, where $\mathbb{E}[\cdot]$ is taken with respect to the joint distribution of $(X, Y(0), Y(1))$ over the target population.

A random sample of size $n_c$ from the target population was selected into an RCT according to some sample selection protocol. We use $S = c$ to indicate selection into the RCT and let $C$ denote the associated index set so that $|C| = n_c$. We write the RCT data as $\mathcal{D}_c = \{(Y_i, A_i, X_i, S_i = c) : i \in C\}$, which are assumed to be independent and identically distributed according to the joint law of $(Y(1), Y(0), A, X) | S = c$. We denote the average treatment effect in the RCT population as $\beta^*_c = \mathbb{E}[Y(1) - Y(0) | S = c]$.

**Assumption A** (Design of RCT). Assume $A \independent (Y(1), Y(0)) | X, S = c$, the treatment assignment probability $\pi_c(x) := P(A = 1 | X = x, S = c)$ is known, and $\pi_c(x) > 0$ with probability 1 with respect to the law of $X | S = c$.

Under Assumption A, $\beta^*_c$ is identified from $\mathcal{D}_c$ and can be estimated via the inverse probability weighting (IPW) estimator [Horvitz and Thompson, 1952]:

$$\hat{\beta}_{c,\text{IPW}} = \frac{1}{n_c} \sum_{i \in C} \left( \frac{A_i Y_i}{\pi_c(X_i)} - \frac{(1-A_i)Y_i}{1-\pi_c(X_i)} \right).$$

(2.1)
Alternatively, $\beta^*_{\alpha}$ can be estimated via the following augmented inverse probability weighting (AIPW) estimator [Robins et al., 1994, Bang and Robins, 2005]:

$$\hat{\beta}_{c,\text{AIPW}} = \frac{1}{n_c} \sum_{i \in O} \left( \frac{A_i (Y_i - \hat{\mu}_{c1}(X_i; \hat{\alpha}_{c1}))}{\pi_c(X_i)} - \frac{(1 - A_i) (Y_i - \hat{\mu}_{c0}(X_i; \hat{\alpha}_{c0}))}{1 - \pi_c(X_i)} \right) 
+ \mu_{c1}(X_i; \hat{\alpha}_{c1}) - \mu_{c0}(X_i; \hat{\alpha}_{c0}),$$

(2.2)

where $\mu_{ca}(x; \alpha_{ca})$ is a parametric specification (parametrized by $\alpha_{ca}$) of the conditional outcome mean $\mu_{ca}(x) = \mathbb{E}[Y \mid X = x, A = a, S = c]$ and $\hat{\alpha}_{ca}$ an estimator of $\alpha_{ca}$, for $a = 0, 1$. In an RCT with known treatment assignment probability $\pi_c(x)$, the AIPW estimator $\hat{\beta}_{c,\text{AIPW}}$ consistently estimates $\beta^*_c$ even when $\mu_{ca}(x; \alpha_{ca})$ do not correctly specify $\mu_{ca}(x)$, and is semiparametric efficient if they do [Bang and Robins, 2005, Tsiatis, 2007]. The AIPW estimator $\hat{\beta}_{c,\text{AIPW}}$ is also guaranteed to be more efficient than $\hat{\beta}_{c,\text{IPW}}$ when $\pi_c(x)$ does not depend on the covariate vector $x$ (e.g., under random treatment assignment), $\mu_{ca}(x; \alpha_{ca})$ are linear parametric models of $\mu_{ca}(x)$, and $\hat{\alpha}_{ca}$ are the corresponding least squares estimators [Tsiatis et al., 2008, Ye et al., 2020].

In parallel, a random sample of size $n_o$ from the target population was collected in an observational study. We use $S = o$ to indicate selection into the observational study and let $O$ denote the associated index set so that $|O| = n_o$. Typically, $n_o \gg n_c$. We write the observational data as $D_o = \{(Y_i, A_i, X_i, S_i = o) : i \in O\}$, which are assumed to be independent and identically distributed according to the joint law of $(Y(1), Y(0), A, X) \mid S = o$. We denote the average treatment effect in the observational study population as $\beta^*_o = \mathbb{E}[Y(1) - Y(0) \mid S = o]$. Without additional assumptions, $\beta^*_o \neq \beta^*_c$ and neither agrees with the estimand of interest $\beta^*$. For estimation, we impose a positivity assumption on the treatment assignment probability in the observational data [Rosenbaum and Rubin, 1983a].

**Assumption B** (Positivity of Treatment Assignment in Observational Study). Assume the treatment assignment probability $\pi_o(x) := P(A = 1 \mid X, S = o) > 0$ with probability 1 with respect to the law of $X \mid S = o$.

Let $\mu_{oa}(x) = \mathbb{E}[Y \mid X = x, A = a, S = o]$ be the conditional outcome means in the observational data, and $\mu_{oa}(x; \alpha_{oa})$ be their corresponding parametric specifications for $a = 0, 1$. Also let $\pi_o(x; \eta)$ be a parametric specification of $\pi_o(X)$. Under Assumption B, the observational study counterparts of $\hat{\beta}_{c,\text{IPW}}$ and $\hat{\beta}_{c,\text{AIPW}}$ defined in (2.1) and (2.2) can then be formed as

$$\hat{\beta}_{o,\text{IPW}} = \frac{1}{n_o} \sum_{i \in O} \left( \frac{A_i Y_i}{\pi_o(X_i; \eta)} - \frac{(1 - A_i) Y_i}{1 - \pi_o(X_i; \eta)} \right),$$

(2.3)

$$\hat{\beta}_{o,\text{AIPW}} = \frac{1}{n_o} \sum_{i \in O} \left( \frac{A_i (Y_i - \mu_{o1}(X_i; \hat{\alpha}_{o1}))}{\pi_o(X_i; \hat{\eta})} - \frac{(1 - A_i) (Y_i - \mu_{o0}(X_i; \hat{\alpha}_{o0}))}{1 - \pi_o(X_i; \hat{\eta})} \right) 
+ \mu_{o1}(X_i; \hat{\alpha}_{o1}) - \mu_{o0}(X_i; \hat{\alpha}_{o0}),$$

(2.4)

where $\hat{\eta}$ and $\hat{\alpha}_{oa}$ are estimators of $\eta$ and $\alpha_{oa}$, respectively.

### 2.2 Internal Validity Bias

Internal validity refers to an effect estimate being (asymptotically) unbiased for the causal effect. Under Assumption A which states that treatment assignment in the RCT population is manipulated
by the experimenter and depends only on the observed covariates, both $\hat{\beta}_c,\text{IPW}$ and $\hat{\beta}_c,\text{AIPW}$ are internally valid: they are consistent and asymptotically normal estimators for the causal estimand $\beta^*_c$. On the other hand, under Assumption B, $\hat{\beta}_o,\text{IPW}$ and $\hat{\beta}_o,\text{AIPW}$ have internal validity bias as they are estimating a non-causal quantity $\beta_o = E[Y \mid S = o, A = 1] - E[Y \mid S = o, A = 0]$, which is not necessarily equal to $\beta^*_o$ due to unmeasured confounding; see Appendix A.1 for a more detailed analysis of the internal validity bias.

### 2.3 External Validity Bias

External validity is concerned with how well the effect estimates generalize to other contexts [Degtiar and Rose, 2021]. This bias often arises from the interplay between effect heterogeneity and the difference between the study and target populations. We focus primarily on the setting where the observational data represent the target population, as formalized below.

**Assumption C (Target Population).** The target distribution $(Y(1), Y(0), X)$ and the observational study population $(Y(1), Y(0), X) \mid S = o$ are the same.

We remark that our method and theory developed in Sections 3 and 4 can be extended in a mutatis mutandis fashion to accommodate other settings, such as when the RCT data represent the target population, or even when there is a separate target population that is distinct from either RCT or observational data.

It is clear that $\beta^* = \beta^*_o$ under Assumption C. When the observational data are representative of the target population, the two RCT-based estimators $\hat{\beta}_c,\text{IPW}$ and $\hat{\beta}_c,\text{AIPW}$, albeit internally valid, may suffer from external validity bias. To eliminate the external validity bias, we make the following standard conditional mean exchangeability assumption, also known as the generalizability assumption [Stuart et al., 2011, Dahabreh et al., 2019, Degtiar and Rose, 2021].

**Assumption D (ConditionalMeanExchangeability).** $E[Y(1) - Y(0) \mid X, S = c] = E[Y(1) - Y(0) \mid X]$.

Assumption D states that participating in the RCT does not modify the treatment effect in every strata defined by $X$, which will hold if all patient characteristics that modify the treatment effect and differ between the RCT population and the target population are measured.

Under Assumptions C, D and a often-made RCT participation positivity assumption which states that the participation probability defined as $e_c(x) = P(S = c \mid X = x, S \in \{c, o\})$ is strictly bounded away from 0 and 1 almost surely, the PATE $\beta^*$ can be identified from the RCT data via inverse probability of participation weighting (IPPW) or augmented inverse probability of participation weighting (AIPPW) [Stuart et al., 2011, Dahabreh et al., 2019, Lu et al., 2019, Degtiar and Rose, 2021]. Here we use $S \in \{c, o\}$ to indicate that the probability is calculated for a subject in the RCT or the observational study. However, in practice, the RCT participation probability would decay to zero if $n_o \gg n_c$ as both $n_o$ and $n_c$ go to infinity, thus invalidating the RCT participation positivity assumption. For this reason, we make a weaker assumption that does not assume away decaying RCT participation probability.

**Assumption E (Bounded Density Ratio).** Assume $P(X = x \mid S = o)/P(X = x \mid S = c) < \infty$ for all $x$ with positive density in the target population.

To tackle the challenge imposed by decaying RCT participation probability, we randomly sample a subset of size $n_c$ from the observational data, denoted as $\mathcal{D}_O$, and use $\mathcal{D}_c \cup \mathcal{D}_O$ to estimate the RCT participation probability and then adjust for the external validity bias of the RCT-based
estimators using IPPW or AIPPW as follows:

$$\hat{\beta}_{c,\text{IPPW}} = \frac{1}{n_c} \sum_{i \in C} \left[ \frac{A_i Y_i}{\pi_c(X_i)} - \frac{(1 - A_i) Y_i}{1 - \pi_c(X_i)} \right] \frac{1 - e_c(X_i; \hat{\xi})}{e_c(X_i; \hat{\xi})},$$

$$\hat{\beta}_{c,\text{AIPPW}} = \frac{1}{n_c} \sum_{i \in C} \left[ \frac{A_i (Y_i - \mu_{c1}(X_i; \hat{\alpha}_{c1}))}{\pi_c(X_i)} - \frac{(1 - A_i)(Y_i - \mu_{c0}(X_i; \hat{\alpha}_{c0}))}{1 - \pi_c(X_i)} \right] \frac{1 - e_c(X_i; \hat{\xi})}{e_c(X_i; \hat{\xi})} + \frac{1}{n_c} \sum_{i \in O_1} \mu_{c1}(X_i; \hat{\alpha}_{c1}) - \mu_{c0}(X_i; \hat{\alpha}_{c0}),$$

where $e_c(x; \xi)$ is a parametric specification of $e_c(x)$ and $\hat{\xi}$ an estimator of $\xi$ obtained from $D_c \cup D_{O_1}$. It can be shown that when $e_c(X_i; \xi)$ is correct, the probability limit of $\hat{\beta}_{c,\text{IPPW}}$ is $\beta^*$; when either $e_c(X_i; \xi)$ or $\{\mu_{c1}(X_i; \alpha_{c1}), \mu_{c0}(X_i; \alpha_{c0})\}$ is correct, the probability limit of $\hat{\beta}_{c,\text{AIPPW}}$ is $\beta^*$ [Dahabreh et al., 2019].

The remaining observational data $D_{O_2} = D_O \setminus D_{O_1}$ of size $n_{o_2}$ are then used to construct estimators $\hat{\beta}_{o_2,\text{IPPW}}$ and $\hat{\beta}_{o_2,\text{AIPPW}}$ according to (2.3) and (2.4), which potentially suffer from the internal validity bias as discussed in Section 2.2. In practice, IPW-type estimators like $\hat{\beta}_{c,\text{IPPW}}, \hat{\beta}_{c,\text{AIPPW}}, \hat{\beta}_{o_2,\text{IPPW}}, \text{and } \hat{\beta}_{o_2,\text{AIPPW}}$ may be unstable when the (estimated) weights are close to zero, and researchers often stabilize the weights by normalization [Robins et al., 2007]; we use $\hat{\beta}_{c,\text{sIPPW}}, \hat{\beta}_{c,\text{sAIPPW}}, \hat{\beta}_{o_2,\text{sIPPW}}, \text{and } \hat{\beta}_{o_2,\text{sAIPPW}}$ to denote their stabilized versions. More details are provided in Appendix A.2.

The consistency, asymptotic normality, and influence function representation of all aforementioned estimators are standard and can be immediately obtained from Newey and McFadden [1994, Chapter 6.1]; see Appendix A.3 for details.

3 Estimation

3.1 An Oracle Estimator and Its Optimality

Let $\hat{\beta}_c$ denote a generic estimator constructed from the RCT data and $\hat{\beta}_o$ a generic estimator constructed from the observational data. For instance, if there is no external validity bias, then researchers could take $\hat{\beta}_c = \hat{\beta}_{c,\text{IPPW}}, \hat{\beta}_c = \hat{\beta}_{c,\text{AIPPW}}, \text{or their stabilized versions, and } \hat{\beta}_o = \hat{\beta}_{o,\text{IPPW}}, \text{or their stabilized versions. In the presence of external validity bias, based on the discussion in Section 2.3, it is desirable to choose } \hat{\beta}_c = \hat{\beta}_{c,\text{IPPW}}, \hat{\beta}_c = \hat{\beta}_{c,\text{AIPPW}}, \text{or their stabilized versions, and } \hat{\beta}_o = \hat{\beta}_{o_2,\text{IPPW}}, \text{or } \hat{\beta}_o = \hat{\beta}_{o_2,\text{AIPPW}}, \text{or their stabilized versions. Recall that } \hat{\beta}_o \text{ potentially suffers from the internal validity bias quantified by}

$$\Delta = \beta^* - \beta_o.$$

We assume both $\hat{\beta}_c$ and $\hat{\beta}_o$ admit asymptotic linear expansions, formalized by Assumption F.

**Assumption F** (Existence of Asymptotic Linear Expansions). Suppose there exist influence functions $\psi_c(X, A, Y), \psi_o(X, A, Y)$ such that as $n_c \wedge n_o \to \infty$,

$$\sqrt{n_c}(\hat{\beta}_c - \beta^*) = \frac{1}{\sqrt{n_c}} \sum_{i \in C} \psi_c(X_i, A_i, Y_i) + o_p(1),$$

$$\sqrt{n_o}(\hat{\beta}_o - \beta_o) = \frac{1}{\sqrt{n_o}} \sum_{i \in O} \psi_o(X_i, A_i, Y_i) + o_p(1).$$
Moreover, the influence functions are mean zero with finite second and third moments given by $\mathbb{E}[(\psi_c(X_i, A_i, Y_i))^2] = \sigma_c^2$ and $\mathbb{E}[(\psi_o(X_i, A_i, Y_i))^3] = \rho_o$ for all $i \in C$, and $\mathbb{E}[(\psi_o(X_i, A_i, Y_i))^2] = \sigma_o^2$ and $\mathbb{E}[(\psi_o(X_i, A_i, Y_i))^3] = \rho_o$ for all $i \in O$.

Remark 3.1. The asymptotic linear expansion part of Assumption F is satisfied by various choices of $\hat{\beta}_c$ and $\hat{\beta}_o$; see Section 2.2 and 2.3. Assumption F also assumes the existence of finite third moments as our analysis makes use of the Berry-Essen theorem. While this assumption could be relaxed, e.g., by invoking generalizations of Berry-Esseen theorem that only requires finite fractional moments as our analysis makes use of the Berry-Essen theorem. While this assumption could be relaxed, e.g., by invoking generalizations of Berry-Esseen theorem that only requires finite fractional moment [Feller, 2008, Chapter 16], we do not pursue it here.

Remark 3.2. Careful readers may have noticed that the asymptotic linear expansion technically does not hold for settings when a part of the observational data is used in the construction of $\hat{\beta}_c$ (e.g., $\hat{\beta}_{c,\mathrm{IPPW}}$ and $\hat{\beta}_{c,\mathrm{AIPPW}}$). However, in such scenarios, we can simply overload the notations and re-define $C \leftarrow C \cup O_1$, $n_o \leftarrow n_{o2}$, and $O \leftarrow O_2$, and all the theoretical results in later sections will hold provided $n_o \geq (1 + \varepsilon)n_c$ for some absolute constant $\varepsilon > 0$.

Let us introduce a scalar $\Delta \geq 0$ and assume that $|\Delta| \leq \overline{\Delta}$. To motivate the procedure, consider the following two extreme cases. If $\overline{\Delta}$ is very large, then in the worst case, incorporating the observational data can only do harm to our task of estimating $\beta^\ast$. In this case, the worst-case optimal choice is arguably the RCT-only estimator $\hat{\beta}_c$. On the other hand, if $\overline{\Delta}$ is negligibly small, then the problem is reduced to aggregating two asymptotically (almost) unbiased and Gaussian estimators. As the bias is negligibly small, a natural choice is taking the convex combination of the two estimators, with the weights chosen to minimize the overall variance:

$$\hat{\beta}_o = (1 - \omega)\hat{\beta}_c + \omega\hat{\beta}_o, \quad \text{where } \omega = \frac{\sigma_c^2/n_c}{\sigma_c^2/n_c + \sigma_o^2/n_o}. \quad (3.1)$$

We refer to $\hat{\beta}_o$ as the naively-pooled estimator.

Following the above discussion, if we have prior knowledge on $\overline{\Delta}$, then we can choose which estimator to use based on the magnitude of $\overline{\Delta}$. In particular, we can implement the following oracle strategy: (1) when $\overline{\Delta}$ exceeds a certain threshold, then use the RCT-only estimator; (2) when $\overline{\Delta}$ is below that threshold, then use the naively-pooled estimator. The performance of such a procedure is given in the following theorem.

**Theorem 3.1** (Performance of the Oracle Estimator). For any estimator $\hat{\beta}$ of $\beta^\ast$, we let $\text{amse}(\hat{\beta})$ be its asymptotic mean-squared error, so that $\mathbb{E}[|\hat{\beta} - \beta^\ast|^2]/\text{amse}(\hat{\beta}) \rightarrow 1$ as $n_c \land n_o \rightarrow \infty$. Under Assumption F, as $n_c \land n_o \rightarrow \infty$, we have

$$\text{amse}(\hat{\beta}_c) = \frac{\sigma_c^2}{n_c}, \quad \text{amse}(\hat{\beta}_o) = \frac{\sigma_c^2\sigma_o^2}{n_c\sigma_o^2 + n_o\sigma_c^2} + \left(\frac{\sigma_c^2/n_c}{\sigma_c^2/n_c + \sigma_o^2/n_o}\right)^2 \cdot \Delta^2. \quad (3.2)$$

As a result, the following oracle estimator

$$\hat{\beta}_{\text{oracle}} = \begin{cases} 
\hat{\beta}_c & \text{if } \overline{\Delta} \geq \sigma_c/\sqrt{n_c} \\
\hat{\beta}_o & \text{otherwise}
\end{cases} \quad (3.2)$$

satisfies

$$\text{amse}(\hat{\beta}_{\text{oracle}}) \leq \frac{\sigma_c^2\sigma_o^2}{n_c\sigma_o^2 + n_o\sigma_c^2} + \frac{\sigma_c^2}{n_c} \land \overline{\Delta}^2. \quad (3.3)$$

**Proof.** See Appendix B.1.
The choice of setting the threshold at $\sigma_c/\sqrt{n_c}$ in the oracle estimator is based on the following calculations. Note that in practice, the observational data are usually much more abundant than the RCT data, i.e., $\sigma_o^2/n_o \ll \sigma_c^2/n_c$. In this case, we have $\omega = 1 + o(1)$, and $\sigma_c^2\sigma_o^2/(n_o \sigma_o^2 + n_o \sigma_c^2) \ll \sigma_c^2/n_c$. Thus, we can simplify the formula for $\text{amse}(\hat{\beta})_o$ as $o(\sigma_c^2/n_c) + (1 + o(1))\Delta^2$. It follows that the RCT-only estimator would outperform the naively-pooled estimator (in terms of $\text{amse}$) provided the magnitude of the bias exceeds $\sigma_c/\sqrt{n_c}$. Such a choice of the threshold is also intuitive from the perspective of the classical bias-variance decomposition: incorporating $\hat{\beta}_o$ will only be useful if its bias does not exceed the standard deviation of $\beta_c$.

Curious readers may wonder if the upper bound in (3.3), achieved by the oracle estimator, is benchmark that enables us to give a rigorous treatment of optimality.

**Model 1.** Suppose the RCT data are generated as follows. For each $i \in C$, we first generate a covariate vector $X_i \sim \mathbb{P}_X$. Then, we generate the treatment $A_i \sim \text{Bern}(\pi_c(X_i))$ for some function $\pi_c(x) \in (0, 1)$. Finally, we generate $Y_i(A_i) \sim N((A_i - 1/2)\beta^* + \gamma_i^T X_i, \sigma_c^2)$ where $\gamma_c$ is a vector with the same dimension as $X_i$.

Meanwhile, suppose the observational data are generated as follows. For each $i \in O$, we first generate the treatment $A_i \sim \text{Bern}(\pi_o)$ for some scalar $\pi_o \in (0, 1)$. Then, we generate an unmeasured confounding variable $U_i \sim N(-(A_i - 1/2)\Delta, \sigma_o^2/2)$ and a covariate vector $X_i \sim \mathbb{P}_X$. We finally generate $Y_i(A_i) \sim N((A_i - 1/2)\beta^* + U_i + \gamma_o^T X_i, \sigma_o^2/2)$, where $\gamma_o$ is a vector with the same dimension as $X_i$.

By the design of RCT (i.e., Assumption A), the observed responses in the RCT data satisfy

$$Y_i \mid A_i, X_i \overset{i.i.d.}{\sim} N((A_i - 1/2)\beta^* + \gamma_c^T X_i, \sigma_c^2).$$

From our discussion in Section 2, it is easy to construct an estimator $\hat{\beta}_c$ that is asymptotically normal with mean $\beta^*$ and variance of order $\sigma_c^2/n_c$ (note that we do not need to weight by the participation probability as $\beta^* = \beta^*_c = \beta^*$ in the above model). Meanwhile, marginalizing over $U_i$, the observed responses in the observational data satisfy

$$Y_i \mid A_i, X_i \overset{i.i.d.}{\sim} N((A_i - 1/2)\beta_o + \gamma_o^T X_i, \sigma_o^2),$$

where $\beta_o = \beta^* - \Delta$. Thus, even if $\gamma_o$ is known, the best one can do is to produce an estimator $\hat{\beta}_o$ that is centered at $\beta_o$.

Consider the following parameter space:

$$\mathcal{P}_\Xi = \{ (\beta^*, \beta_o) : |\beta^* - \beta_o| \leq \Delta \}. \quad (3.4)$$

The following theorem gives the minimax lower bound under Model 1.

**Theorem 3.2 (Minimax Lower Bound).** Under Model 1, we have

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in \mathcal{P}_\Xi} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \geq \frac{\sigma_c^2 \sigma_o^2}{n_c \sigma_o^2 + n_o \sigma_c^2} + \frac{\sigma_c^2}{n_c} \wedge \Delta^2,$$

where the infimum is taken over all measurable functions of the observed RCT and observational data.
Figure 1: Phase transition for the minimax rate. When $\Delta \gtrsim \sigma_c / \sqrt{n_c}$, the RCT-only estimator is minimax optimal; when $\Delta \lesssim \sigma_c / \sqrt{n_c}$, the naively-pooled estimator is minimax optimal.

**Proof.** See Appendix B.2. □

The above theorem, along with Theorem 3.1, confirms the minimax optimality of the oracle estimator $\hat{\beta}_{orac}$. These two theorems together also reveal a curious phase transition phenomenon depicted in Figure 1: when $\Delta \gtrsim \sigma_c / \sqrt{n_c}$, then the minimax rate becomes $\Theta(\sigma_c^2 n_c)$, and such a rate is achieved by the RCT-only estimator $\hat{\beta}_c$; when $\Delta \lesssim \sigma_c / \sqrt{n_c}$, then the minimax rate becomes $\Theta(\sigma_c^2 \sigma_o^2 / (n_c \sigma_o^2 + n_o \sigma_c^2) + \Delta^2)$, and such a rate is achieved by the naively-pooled estimator $\hat{\beta}_\omega$. A conceptually similar phase transition phenomenon has been identified in other statistical problems that involve multiple data sources [Chen et al., 2021].

### 3.2 Adaptation via Anchored Thresholding

In this section, we design a fully adaptive estimator that does not need prior knowledge of $\Delta$, and we prove that this estimator achieves nearly the same performance as the oracle estimator $\hat{\beta}_{orac}$, up to poly-log factors.

If we can estimate the bias $\Delta$ sufficiently well by some $\hat{\Delta}$, then we can “de-bias” the observational-data-only estimator by computing $\hat{\beta}_c + \hat{\Delta}$. Since the resulting estimator is approximately unbiased, we may aggregate $\hat{\beta}_c$ and $\hat{\beta}_o + \hat{\Delta}$ by forming $(1 - \omega)\hat{\beta}_c + \omega(\hat{\beta}_o + \hat{\Delta})$, similar to our construction of the naively-pooled estimator in (3.1).

There are two key issues in the above construction. First, since the variances are usually unknown in practice, we need to replace the weight $\omega$ by its estimated counterpart

$$\hat{\omega} = \frac{\hat{\sigma}_c^2 / n_c}{\hat{\sigma}_c^2 / n_c + \hat{\sigma}_o^2 / n_o},$$

where $\hat{\sigma}_c, \hat{\sigma}_o$ are estimators of $\sigma_c, \sigma_o$, respectively. The other, and perhaps more important issue, lies in the choice of $\hat{\Delta}$. Since $\hat{\beta}_c$ and $\hat{\beta}_o$ are respectively asymptotically unbiased for $\beta^*$ and $\beta_0$, a tempting choice of $\hat{\Delta}$ is

$$\hat{\Delta} = \hat{\beta}_c - \hat{\beta}_o.$$

However, a careful thought reveals that $\hat{\Delta}$ is not sufficient for our purpose of obtaining a better estimator than $\hat{\beta}_c$: if we use $\hat{\Delta} = \hat{\Delta}$, then we would get

$$(1 - \omega)\hat{\beta}_c + \omega(\hat{\beta}_o + \hat{\Delta}) = (1 - \omega)\hat{\beta}_c + \omega \hat{\beta}_c = \hat{\beta}_c.$$
In other words, the accuracy of $\tilde{\Delta}$ is not enough to provide any efficiency gain against the RCT-only estimator $\hat{\beta}_c$. Clearly, more work is needed.

To proceed, we make two observations. First, we know that $\tilde{\Delta}$, after proper scaling, is asymptotically Gaussian as $n_c \wedge n_o \to \infty$, and the asymptotic mean and variance of $\tilde{\Delta}$ are given by $\Delta$ and $\sigma^2_c/n_c + \sigma^2_o/n_o$, respectively. A standard concentration of measure argument gives that $|\Delta - \tilde{\Delta}| \lesssim \lambda \sqrt{(\sigma^2_c/n_c + \sigma^2_o/n_o)}$ with probability tending to one, as long as $\lambda$ is a diverging sequence as $n_c \wedge n_o \to \infty$ [Boucheron et al., 2013]. Second, we know that the observational data are useful only when the bias $\Delta$ is small. These two observations motivate the following procedure:

$$\hat{\Delta}_\lambda = \arg\min_{\delta} |\delta| \quad \text{subject to } |\delta - \Delta| \leq \lambda \cdot \sqrt{\frac{\sigma^2_c}{n_c} + \frac{\sigma^2_o}{n_o}}, \quad (3.5)$$

where $\lambda > 0$ is a hyperparameter. Intuitively, the above procedure selects an estimator of the bias $\Delta$ with the minimum absolute value (based on our second observation), among all "plausible" candidates, where the “plausibility” is quantified by our first observation.

Such a procedure is reminiscent of many well-known methods in high-dimensional statistics, such as the Dantzig selector in sparse linear models [Candes and Tao, 2007] and nuclear norm minimization in matrix completion [Candès and Recht, 2009, Candès and Tao, 2010], where one seeks for an estimator that minimizes certain complexity measures (in our case, the absolute value) subject to a constraint that ensures the error control.

Note that (3.5) can be solved via soft-thresholding:

$$\hat{\Delta}_\lambda = \begin{cases} \text{sgn}(\Delta)(|\Delta| - \lambda \cdot \sqrt{\frac{\sigma^2_c}{n_c} + \frac{\sigma^2_o}{n_o}}) & \text{if } |\Delta| \geq \lambda \cdot \sqrt{\frac{\sigma^2_c}{n_c} + \frac{\sigma^2_o}{n_o}}, \\ 0 & \text{otherwise.} \end{cases}$$

Thus, one can alternatively view (3.5) as a LASSO-type estimator [Tibshirani, 1996] as it searches for the $\delta$ that minimizes $|\Delta - \delta|^2 + \lambda' |\delta|$ for a particular choice of $\lambda'$.

Once $\hat{\Delta}_\lambda$ is obtained, the final estimator for $\beta^*$ is given by

$$\hat{\beta}_\lambda = (1 - \hat{\omega})\hat{\beta}_c + \hat{\omega}(\hat{\beta}_o + \hat{\Delta}_\lambda).$$

Because this estimator is anchored at the RCT-only estimator $\hat{\beta}_c$ and integrates a de-biased observational-data-only estimator obtained from soft-thresholding, we name $\hat{\beta}_\lambda$ the anchored thresholding estimator. The following theorem characterizes the performance of $\hat{\beta}_\lambda$.

**Theorem 3.3 (Performance of the Anchored Thresholding Estimator).** Let Assumption F hold. In addition, assume $\sigma^2_c/n_c \gtrsim \sigma^2_o/n_o$ and $\hat{\sigma}_c \overset{p}{\to} \sigma_c, \hat{\sigma}_o \overset{p}{\to} \sigma_o$ as $n_c \wedge n_o \to \infty$. As long as we choose $\lambda \gtrsim 1$, there exists an absolute constant $c > 0$ such that with probability at least $1 - o(1) - e^{-c\lambda^2}$, we have

$$|\hat{\beta}_\lambda - \beta^*|^2 \lesssim \lambda^2 \cdot \left( \frac{\sigma^2_c \sigma^2_o}{n_c \sigma^2_o + n_o \sigma^2_c} + \frac{\sigma^2_c}{n_c} \wedge \Delta^2 \right).$$

**Proof.** See Appendix B.3. □

By the above theorem, if we choose $\lambda \asymp \sqrt{\log(n_c \wedge n_o)}$, then we conclude that with probability tending to one, the adaptive estimator $\hat{\beta}_\lambda$ achieves nearly the same performance as the oracle estimator, up to poly-log factors. The $o(1)$ term in the high probability statement depends on the rate of convergence of $\hat{\sigma}_c$ and $\hat{\sigma}_o$, as well as the two $o_o(1)$ terms appeared in the asymptotic linear expansion of $\hat{\beta}_c$ and $\hat{\beta}_o$. 
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4 Statistical Inference

4.1 Minimax Rate for the Length of Confidence Intervals

Under Assumption F, we can always construct a valid CI for $\beta^*$ using the RCT-only estimator $\hat{\beta}_c$, and its length is of order $\sigma_c/\sqrt{n_c}$. If $n_o \gg n_c$, is it possible to construct a CI that is order-wise better than the naive construction? To answer this question in a rigorous fashion, we adopt the minimax framework pioneered by Cai and Low [2004] and Cai and Guo [2017]. We again use Model 1 as our working model to benchmark the information-theoretic limit of CI construction.

Recall the parameter $\mathcal{P}_X$ specified in (3.4). Let $\mathcal{I}_a(\mathcal{P}_X)$ be the set of all level $(1 - \alpha)$ CIs that are uniformly valid over $\mathcal{P}_X$:

$$\mathcal{I}_a(\mathcal{P}_X) = \left\{ [L(D_C, D_O), U(D_C, D_O)] : \mathbb{P}_{(\beta^*, \beta_o)}(L \leq \beta^* \leq U) \geq 1 - \alpha, \forall (\beta^*, \beta_o) \in \mathcal{P}_X \right\}.$$

In the above display, $L$ and $U$ are two measurable functions of both the RCT data $D_C$ and the observational data $D_O$. For any $\text{Cl}_a = [L, U] \in \mathcal{I}_a(\mathcal{P}_X)$, its length is $\text{Len}(\text{Cl}_a) = U - L$. The minimax length of CIs over $\mathcal{P}_X$ is defined as

$$\text{Len}_a^*(\mathcal{P}_X) = \inf_{\text{Cl}_a \in \mathcal{I}_a(\mathcal{P}_X)} \sup_{(\beta^*, \beta_o) \in \mathcal{P}_X} \mathbb{E}[\text{Len}(\text{Cl}_a)].$$

Analogous to the notion of minimax rate for the mean squared error, the minimax length captures the worst-case performance of CI construction over a pre-specified parameter space.

The following theorem characterizes the rate of convergence for the minimax length.

**Theorem 4.1 (Minimax Rate of CI Length).** Under Model 1, we have

$$\text{Len}_a^*(\mathcal{P}_X) \gtrsim \frac{\sigma_c \sigma_o}{\sqrt{n_c \sigma_o^2 + n_o \sigma_e^2}} + \frac{\sigma_c}{\sqrt{n_c}} \wedge \Delta, \quad (4.1)$$

provided $\alpha \leq \Phi(-1/4) - \varepsilon$ for some absolute constant $\varepsilon \in (0, \Phi(-1/4))$.

**Proof.** This is a special case of Theorem 4.3 proved in Appendix B.5. \qed

The above result should not come as a surprise, as the right-hand side of (4.1) is precisely the square-root of the minimax rate for the mean squared error given in Theorems 3.1 and 3.2.

Similar to the oracle estimator introduced in (3.2), we can construct an oracle CI that achieves the above lower bound. In particular, we define

$$L_\alpha = \begin{cases} \hat{\beta}_c - \Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_o}{\sqrt{n_c}} & \text{if } \Delta \geq \sigma_c/\sqrt{n_c} \\ \hat{\beta}_o - \Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_o \sigma_e}{\sqrt{n_c \sigma_o^2 + n_o \sigma_e^2}} - \Delta & \text{otherwise}, \end{cases} \quad (4.2)$$

$$U_\alpha = \begin{cases} \hat{\beta}_c + \Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_o}{\sqrt{n_c}} & \text{if } \Delta \geq \sigma_c/\sqrt{n_c} \\ \hat{\beta}_o + \Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_o \sigma_e}{\sqrt{n_c \sigma_o^2 + n_o \sigma_e^2}} + \Delta & \text{otherwise}. \end{cases} \quad (4.3)$$

That is, when $\Delta \geq \sigma_c/\sqrt{n_c}$, we construct the CI based on the RCT-only estimator $\hat{\beta}_c$, whereas when $\Delta < \sigma_c/\sqrt{n_c}$, we first construct the CI based on the naively-pooled estimator and then enlarge it by $\Delta$. The properties of this CI are given below.
Theorem 4.2 (Oracle CI). Consider the CI defined in (4.2) and (4.3). Under Assumption F, for any $\alpha \in (0, 1)$, we have

$$\mathbb{P}(\beta^* \in [L_\alpha, U_\alpha]) \geq 1 - \alpha - o(1)$$

as $n_c \land n_o \to \infty$. If $\alpha \geq \varepsilon$ for some absolute constant $\varepsilon \in (0, 1)$, then

$$\mathbb{E} [\text{Len}([L_\alpha, U_\alpha])] \lesssim \frac{\sigma_c \sigma_o}{\sqrt{n_c \sigma_o^2 + n_o \sigma_c^2}} + \frac{\sigma_c}{\sqrt{n_c}} \land \overline{\Delta}.$$  

Proof. See Appendix B.4.

Combining Theorems 4.1 and 4.2, we conclude that when $\overline{\Delta}$ is known, it is indeed possible to construct a CI that is strictly better than the naive one based on the RCT-only estimator, and such an oracle CI is minimax optimal in terms of its expected length.

4.2 When Is Adaptation Possible?

Up to now, the results regarding inference is nearly identical to the results regarding estimation: as long as $\overline{\Delta}$ is known, we have an oracle procedure that attains the minimax lower bound. However, we are to see that the story for adaptation is drastically different. Without prior knowledge of $\overline{\Delta}$, it is in general not possible to construct a CI that achieves comparable performance as the oracle CI.

To formalize the above claim, let us introduce another parameter $\Delta \leq \overline{\Delta}$ and consider a smaller parameter space $\mathcal{P}_\Delta = \{ (\beta^*, \beta_o) : |\beta^* - \beta_o| \leq \Delta \} \subseteq \mathcal{P}_\overline{\Delta}$. We then define

$$\text{Len}_\alpha^*(\mathcal{P}_\Delta, \mathcal{P}_\overline{\Delta}) = \inf_{\mathcal{C}_\alpha \in \mathcal{I}_\alpha(\mathcal{P}_\Delta)} \sup_{(\beta^*, \beta_o) \in \mathcal{P}_\Delta} \mathbb{E}_{(\beta^*, \beta_o)} [\text{Len}(\mathcal{C}_\alpha)],$$

i.e., the minimax CI length over the smaller parameter space $\mathcal{P}_\Delta$ when we require the CI to be uniformly valid over the larger parameter space $\mathcal{P}_\overline{\Delta}$. The above quantity measures the difficulty of adaptation to unknown $\overline{\Delta}$. For example, if

$$\text{Len}_\alpha^*(\mathcal{P}_\Delta, \mathcal{P}_\overline{\Delta}) \times \text{Len}_\alpha^*(\mathcal{P}_\Delta, \mathcal{P}_\overline{\Delta}) = \text{Len}_\alpha^*(\mathcal{P}_\Delta),$$

then it tells that even if we require uniform coverage over the larger parameter space $\mathcal{P}_\overline{\Delta}$, we can still construct a CI whose minimax length is of the same order as if we only require coverage over the smaller parameter space $\mathcal{P}_\Delta$. In this case, we conclude that adaptation is possible. On the contrary, if

$$\text{Len}_\alpha^*(\mathcal{P}_\Delta, \mathcal{P}_\overline{\Delta}) \gg \text{Len}_\alpha^*(\mathcal{P}_\Delta),$$

then we know that requiring uniform coverage over $\mathcal{P}_\overline{\Delta}$ would result in a much wider CI, and hence adaptation is impossible.

The following theorem gives a lower bound of $\text{Len}_\alpha^*(\mathcal{P}_\Delta, \mathcal{P}_\overline{\Delta})$.

Theorem 4.3 (Minimax Length of Adaptive CIs). Under Model 1, for any $\Delta \leq \overline{\Delta}$, we have

$$\text{Len}_\alpha^*(\mathcal{P}_\Delta, \mathcal{P}_\overline{\Delta}) \geq \frac{\sigma_c \sigma_o}{\sqrt{n_c \sigma_o^2 + n_o \sigma_c^2}} + \frac{\sigma_c}{\sqrt{n_c} \land \overline{\Delta}}, \quad (4.4)$$

provided $\alpha \leq \Phi(-1/4) - \varepsilon$ for some absolute constant $\varepsilon \in (0, \Phi(-1/4))$.

Proof. See Appendix B.5.
Note that the lower bound in (4.4) has no dependence on \( \Delta \). Combining the above result with Theorems 4.1 and 4.2, we conclude that adaptation is in general not possible. As a concrete example, suppose that
\[
\frac{\sigma_c\sigma_o}{\sqrt{n_c\sigma_o^2 + n_o\sigma_c^2}} \lesssim \Delta \ll \frac{\sigma_c}{\sqrt{n_c}},
\]
under which case we have
\[
\text{Len}_o^*(\mathcal{P}_\Delta | \mathcal{P}_\Xi) \gtrsim \Delta \approx \text{Len}_o^*(\mathcal{P}_\Xi).
\]
Moreover, the gap for adaptation, measured by the ratio between \( \Delta \) and \( \Delta \), can be as large as \( \sqrt{n_o/n_c} \).

There are certain cases where adaptation is possible. For example, if we have prior knowledge that \( \Delta \lesssim \sigma_c\sigma_o/\sqrt{n_c\sigma_o^2 + n_o\sigma_c^2} \), then the lower bound (4.4) becomes \( \sigma_c\sigma_o/\sqrt{n_c\sigma_o^2 + n_o\sigma_c^2} \). Such a length can be achieved by constructing a CI based on the naively-pooled estimator and enlarging it by a constant multiple of \( \sigma_c\sigma_o/\sqrt{n_c\sigma_o^2 + n_o\sigma_c^2} \). As another example, if \( \Delta \gtrsim \sigma_c/\sqrt{n_c} \), then the lower bound (4.4) reads \( \sigma_c/\sqrt{n_c} \), and such a length is achieved by the CI based on the RCT-only estimator.

In view of Theorem 4.3, in practice, if we do not have strong prior knowledge that \( \Delta \ll \sigma_c/\sqrt{n_c} \), then the CI based on the RCT-only estimator is optimal from a worst-case point of view.

5 Simulation Studies

We consider the following data-generating process in the population:
\[
X_1, X_2, X_3 \sim N(0, 1); \quad Y(0) = X_1 + X_2 + X_3 + \epsilon, \quad Y(1) = Y(0) + \beta(X_1, X_2, X_3), \tag{5.1}
\]
where \( \epsilon \sim N(0, 1) \). The first factor in the simulation design concerns about the effect heterogeneity:

**Factor 1:** Treatment effect heterogeneity: a constant treatment effect \( \beta(X_1, X_2, X_3) = 2 \) and a heterogeneous treatment effect \( \beta(X_1, X_2, X_3) = 2 - X_1 - X_2 \). In either case, the PATE \( \beta^* = 2 \).

We consider the following selection model into an RCT:
\[
\text{logit}\{\mathbb{P}(S = c \mid X_1, X_2, X_3)\} = -7 + X_1 - X_2.
\]
According to this sample selection model, the marginal probability \( \mathbb{P}(S = c) \approx 0.25\% \). We simulate a population of 100,000 so that \( n_c \approx 250 \) in each simulated RCT dataset. For each simulated RCT sample, we assign treatment \( A \) randomly with probability \( \pi_c = 1/2 \) and \( Y = A \cdot Y(1) + (1 - A) \cdot Y(0) \). Note that the interplay between selection heterogeneity and treatment effect heterogeneity induces an external validity bias when \( \beta(X_1, X_2, X_3) = 2 - X_1 + X_2 \).

In parallel, we simulate an observational dataset with sample size \( n_o \). Covariates and potential outcomes are simulated under (5.1). We assign treatment \( A \) according to \( A \sim \text{Bern}(|\expit\{1 - X_1 - b \cdot X_3\}|) \), and \( Y = A \cdot Y(1) + (1 - A) \cdot Y(0) \). We consider a scenario where \( X_3 \) is an unmeasured confounder and hence the observed observational data \( \mathcal{D}_o \) consist only of \( \{X_1, X_2, A, Y\} \). This induces an internal validity bias when \( b \neq 0 \). The second and third factors are concerned about the observational data generating process.

**Factor 2:** Observational data sample size \( n_o = 10,000, 50,000, \) and \( 100,000 \).

**Factor 3:** Magnitude of internal validity bias controlled by \( b \): (i) small or no bias \( b = 0, 0.01, 0.1 \), (ii) moderate bias \( b = 0.5, 0.6, 0.7 \), and (iii) large bias \( b = 2, 3, 10 \).
For each simulated pair of RCT and observational data, we construct an RCT-based estimator \( \hat{\beta}_c \), an observational-data-based estimator \( \hat{\beta}_o \), and a collection of adaptive estimators \( \hat{\beta}_\lambda \) parameterized by \( \lambda \). For a constant treatment effect \( \beta(X_1, X_2, X_3) = 2 \), we consider \((\hat{\beta}_c, \hat{\beta}_o) = (\hat{\beta}_{c, IPW, \hat{o, IPW}}), (\hat{\beta}_c, \hat{\beta}_o) = (\hat{\beta}_{c, AIPW, \hat{o, AIPW}})\), and we set \( \lambda = \lambda_1 \cdot \sqrt{\log(n_c \wedge n_o)} \) for some constant \( \lambda_1 \). For the heterogeneous treatment effect \( \beta(X_1, X_2, X_3) = 2 - X_1 - X_2 \), we consider \((\hat{\beta}_c, \hat{\beta}_o) = (\hat{\beta}_{c, IPPW, \hat{o, IPW}}), (\hat{\beta}_c, \hat{\beta}_o) = (\hat{\beta}_{c, AIPPW, \hat{o, AIPPW}})\). When constructing the \( \hat{\beta}_{c, IPPW} \) and \( \hat{\beta}_{c, AIPPW} \), we estimate the participation probability using RCT data and a random subsample of size \( n_c \) from the observational data, and we set \( \lambda = \lambda_1 \cdot \sqrt{\log(n_c \wedge n_o)} \) for some constant \( \lambda_1 \).

Table 1 summarizes the simulation results when \( n_o = 10,000 \). Results for \( n_o = 50,000 \) and \( n_o = 100,000 \) are similar and can be found in Appendix C. Under each data-generating process, we calculated the mean squared error of each estimator, including the oracle estimator \( \hat{\beta}_{orac} \), the RCT-based estimator \( \hat{\beta}_c \), the observational-data-based estimator \( \hat{\beta}_o \), and a collection of adaptive estimators \( \hat{\beta}_\lambda \) with different choices of \( \lambda_1 \), and reported the MSE of each estimator as a multiple of that of the oracle estimator. The simulation results aligned well with theory and intuition. When \( b \) and hence the level of unmeasured confounding is small, the RCT-based estimator \( \hat{\beta}_c \) performs much poorly compared to the oracle estimator. For instance, when \( \beta(X_1, X_2, X_3) = 2 \) and \( b = 0.01 \), \( \hat{\beta}_c \) has a mean squared error as large as 28 times of that of \( \hat{\beta}_{orac} \) when \( \hat{\beta}_c \) is constructed via inverse

### Table 1: Ratios of the mean squared error of each estimator to that of the oracle estimator \( \hat{\beta}_{orac} \) when \( n_o = 10,000 \). Estimators considered in the table are the RCT-based estimator \( \hat{\beta}_c \), the observational-data-based estimator \( \hat{\beta}_o \), and the anchored thresholding estimator \( \hat{\beta}_\lambda \).

| \( b \) | IPW | IPW | \( \lambda_1 = 0.5 \) | IPW | IPW | \( \lambda_1 = 0.6 \) | IPW | IPW | \( \lambda_1 = 0.5 \) | IPW | IPW | \( \lambda_1 = 0.6 \) |
|-------|-----|-----|----------------|-----|-----|----------------|-----|-----|----------------|-----|-----|----------------|
| 0.00  | 29.03 | 1.03 | 3.61         | 2.14 | 23.11 | 1.06         | 3.05 | 1.89 |
| 0.01  | 28.23 | 1.06 | 4.25         | 2.72 | 23.60 | 1.06         | 3.53 | 2.23 |
| 0.10  | 8.85 | 1.07 | 1.73         | 1.34 | 6.62  | 1.09         | 1.50 | 1.25 |
| 0.50  | 1.00 | 1.98 | 1.18         | 1.33 | 2.84  | 1.48         | 1.74 |
| 0.60  | 1.00 | 2.91 | 1.51         | 1.76 | 3.88  | 1.72         | 2.07 |
| 0.70  | 1.00 | 3.74 | 1.71         | 2.06 | 4.00  | 1.95         | 2.44 |
| 2.00  | 1.00 | 12.87 | 2.32        | 3.05 | 18.13 | 2.40         | 3.17 |
| 3.00  | 1.00 | 17.72 | 2.21        | 2.98 | 23.54 | 2.20         | 2.93 |
| 10.00 | 1.00 | 20.87 | 2.26        | 3.01 | 29.93 | 2.28         | 3.04 |

| \( b \) | IPPW | IPPW | \( \lambda_1 = 0.5 \) | IPPW | IPPW | \( \lambda_1 = 0.6 \) | IPPW | IPPW | \( \lambda_1 = 0.5 \) | IPPW | IPPW | \( \lambda_1 = 0.6 \) |
|-------|-----|-----|----------------|-----|-----|----------------|-----|-----|----------------|-----|-----|----------------|
| 0.00  | 28.81 | 1.04 | 3.61         | 2.23 | 25.26 | 1.05         | 3.25 | 2.04 |
| 0.01  | 31.66 | 1.05 | 4.51         | 2.73 | 27.70 | 1.05         | 3.94 | 2.43 |
| 0.10  | 8.91 | 1.06 | 1.73         | 1.33 | 7.34  | 1.07         | 1.69 | 1.35 |
| 0.50  | 1.00 | 1.91 | 1.17         | 1.32 | 2.63  | 1.39         | 1.60 |
| 0.60  | 1.00 | 2.81 | 1.41         | 1.66 | 3.67  | 1.58         | 1.91 |
| 0.70  | 1.00 | 3.76 | 1.66         | 2.02 | 4.87  | 1.80         | 2.24 |
| 2.00  | 1.00 | 13.07 | 2.22        | 2.94 | 18.44 | 2.21         | 2.93 |
| 3.00  | 1.00 | 18.60 | 2.42        | 3.25 | 26.37 | 2.44         | 3.29 |
| 10.00 | 1.00 | 23.45 | 2.49        | 3.36 | 30.90 | 2.35         | 3.14 |
Table 2: Results from 10 RCTs and their corresponding emulation studies. 3P MACE indicates 3-point major adverse cardiovascular events (myocardial infarction, stroke, or cardiovascular death).

| Study Name     | Outcome    | RCT Sample Size | RCT Estimate | RCT Sample Size | OBS Estimate | Anchored Thresholding Estimate |
|----------------|------------|-----------------|--------------|-----------------|--------------|-------------------------------|
| LEADER         | 3P MACE    | 9,340           | -0.0183      | (0.0072)        | 168,692      | -0.0071                       |
| DECLARE-TIMI 58| HHF + death| 17,160          | -0.0092      | (0.0034)        | 49,790       | -0.0050                       |
| EMPA-REG OUTCOME| 3P MACE    | 7,020           | -0.0163      | (0.0081)        | 103,750      | -0.0062                       |
| CANVAS         | 3P MACE    | 10,142          | -0.0168      | (0.0062)        | 152,198      | -0.0029                       |
| CARMELINA      | 3P MACE    | 6,979           | 0.0037       | (0.0078)        | 101,826      | -0.0056                       |
| TECOS          | 3P MACE + angina| 14,523  | -0.0015      | (0.0053)        | 349,478      | -0.0091                       |
| SAVOR-TIMI 53  | 3P MACE    | 16,492          | -0.0001      | (0.0041)        | 182,128      | -0.0080                       |
| CAROLINA       | 3P MACE    | 6,033           | -0.0025      | (0.0083)        | 48,262       | -0.0035                       |
| TRITON-TIMI 38 | 3P MACE    | 13,608          | -0.0206      | (0.0052)        | 43,864       | -0.0110                       |
| PLATO          | 3P MACE    | 18,624          | -0.0166      | (0.0044)        | 27,960       | -0.0149                       |

6 Real Data Example: the RCT DUPLICATE Initiative

To assess whether non-randomized, observational claims data could provide accurate causal estimates of medical products, Franklin et al. [2020, 2021a] launched the RCT DUPLICATE initiative (Randomized, Controlled Trials Duplicated Using Prospective Longitudinal Insurance Claims: Applying Techniques of Epidemiology) where findings from a selected cohort of RCTs are compared to findings from observational health care claims data investigating the same clinical questions. Specifically, Franklin et al. [2021a] emulated the study design of 8 cardiovascular outcome trials of antidiabetic medications and 2 trials of antiplatelets using observational claims data by selecting the same primary outcome, treatment strategy, and applying the same inclusion and exclusion criteria so that the RCT cohort and observational cohort are similar in observed covariates. To estimate the effect of intervention from observational claims data, Franklin et al. [2021a] used 1-to-1 propensity-score matching (Rosenbaum and Rubin, 1983a, 1985) and embedded observational data into an approximate randomized controlled trial. Just like any covariate adjustment methodology, statistical matching can only remove the overt bias but not the hidden bias due to unmeasured confounding; therefore, the effect estimate based on the observational data could be potentially biased. Using published summary data in Franklin et al. [2021a], we calculated the effect of each intervention on
event rate (defined as the rate that a pre-specified composite outcome, e.g., 3-point major adverse cardiovascular events, occurs) in each of the 10 RCTs and their corresponding matched observational studies. Table 2 summarizes the results from 10 RCTs and their corresponding observational study emulations. Overall, we observe that the observational-data-based estimator and the RCT-based estimator align reasonably well. We then applied the adaptive procedure to pool together the RCT-based and observational-data-based estimates. We set the hyper-parameter $\lambda_1 = 0.5$ as guided by our simulation studies. The anchored thresholding estimates agreed with the RCT-only estimates in sign in all but the CARMELINA trial, and fell within the 95% confidence interval of the RCT-only estimates in all 10 trials. As demonstrated by our extensive simulations, the anchored thresholding estimates are expected to have near optimal mean square errors regardless of the magnitude of hidden bias in observational study emulations.

7 Discussion

In this paper, we characterize the potential efficiency gain from integrating observational data into the RCT-based analysis by establishing the minimax rates for both estimation and confidence interval construction. For estimation, we propose a fully adaptive estimator that nearly achieves the minimax rate; for inference, we show that adaptation is in general not possible without additional knowledge on the magnitude of the bias.

The anchored thresholding estimator proposed in Section 3.2 is a general strategy for aggregating two estimators, where one is unbiased and the other is not. This strategy may be extended to other application scenarios, such as estimating individualized treatment rules [Wu and Yang, 2021].
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Appendices for “Minimax Rates and Adaptivity in Combining Experimental and Observational Data”

Appendix A Additional Details

A.1 Bias Analysis of the Observational-Data-Only Estimators

To understand how the internal validity bias arises from unobserved confounding, we consider an unmeasured confounder \( U \) such that the treatment assignment becomes ignorable once conditional on \((X, U)\) [Rosenbaum and Rubin, 1983b,a, Imbens, 2003], i.e., \( A \perp (Y(1), Y(0)) \mid X, U, S = o \) but \( A \not\perp (Y(1), Y(0)) \mid X, S = o \). Hence,

\[
\beta^*_o = E(Y(1) \mid S = o) - E(Y(0) \mid S = o) = E\left[ \frac{AY}{\pi_o(X, U)} \mid S = o \right] - E\left[ \frac{(1 - A)Y}{1 - \pi_o(X, U)} \mid S = o \right] = E\left[ \frac{AY}{\pi_o(X)} \left\{ \frac{1 - \pi_o(X)}{\gamma(X, U)} + \pi_o(X) \right\} \mid S = o \right] - E\left[ \frac{(1 - A)Y}{1 - \pi_o(X)} \left\{ \pi_o(X)\gamma(X, U) + 1 - \pi_o(X) \right\} \mid S = o \right],
\]

where \( \gamma(X, U) = \text{OR}(\pi_o(X, U), \pi_o(X)) \) is the odds ratio of the true propensity score \( \pi_o(X, U) = P(A = 1 \mid X, U, S = o) \) that takes into account the unmeasured confounder \( U \) and the observed propensity score \( \pi_o(X) = P(A = 1 \mid X, S = o) \). Given that

\[
\beta_o = E\left[ \frac{AY}{\pi_o(X)} \mid S = o \right] - E\left[ \frac{(1 - A)Y}{1 - \pi_o(X)} \mid S = o \right],
\]

one can readily check that the difference \( \Delta = \beta^* - \beta_o = \beta^*_o - \beta_o \) takes the following form:

\[
\Delta = E\left[ \frac{(1 - A)Y\pi_o(X)}{1 - \pi_o(X)} \left\{ 1 - \gamma(X, U) \right\} \mid S = o \right] - E\left[ \frac{AY(1 - \pi_o(X))}{\pi_o(X)} \left\{ 1 - \frac{1}{\gamma(X, U)} \right\} \mid S = o \right].
\]

In this way, \( \Delta \) measures the internal validity bias from the observational data. There are other ways to parametrize and represent the bias \( \Delta \). Our method and theory developed in Sections 3 and 4 do not depend on the particular parametrization and allows for arbitrary bias from the observational-data-only estimator.

A.2 Stabilized Estimators

It is well known that IPW-type estimators like \( \hat{\beta}_{c,ippw} \), \( \hat{\beta}_{c,AIPPW} \), \( \hat{\beta}_{o2,ippw} \), and \( \hat{\beta}_{o2,AIPPW} \) can be unstable when the (estimated) weights are close to zero. To alleviate this issue, one can apply the stabilization method by normalizing the weights to sum to one [Robins et al., 2007]. The stabilized estimators are asymptotically equivalent to their unstabilized counterparts but they have better finite-sample performance. For example, the stabilized version of \( \hat{\beta}_{c,AIPPW} \) is

\[
\hat{\beta}_{c, AIPPW} = \left[ \frac{1}{n_c} \sum_{i \in C} A_i (1 - e_c(X_i; \xi)) \right]^{-1} \frac{1}{n_c} \sum_{i \in C} A_i (1 - e_c(X_i; \xi))(Y_i - \mu_c(X_i; \hat{\alpha}_{c1})) \pi_c(X_i) e_c(X_i; \xi) \]

\[
- \left[ \frac{1}{n_c} \sum_{i \in C} (1 - A_i)(1 - e_c(X_i; \xi)) \right]^{-1} \frac{1}{n_c} \sum_{i \in C} (1 - A_i)(1 - e_c(X_i; \xi))(Y_i - \mu_0(X_i; \hat{\alpha}_{c0})) (1 - \pi_c(X_i)) e_c(X_i; \xi)
\]
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\[\hat{\beta}_{\text{AIPW}} = \frac{1}{n_o} \sum_{i \in O_1} \mu_{c1}(X_i) - \mu_{c0}(X_i)\]

and the stabilized AIPW estimator version of \(\hat{\beta}_{\text{AIPW}}\) is given by

\[\hat{\beta}_{\text{AIPW}} = \frac{1}{n_o} \sum_{i \in O_2} A_i \left( Y_i - \mu_{o1}(X_i; \hat{\alpha}_{o1}) \right) \pi_o(X_i; \eta) \]
\[+ \frac{1}{n_o} \sum_{i \in O_2} \frac{1 - A_i}{1 - \pi_o(X_i; \eta)} \left( 1 - A_i \right) \left( Y_i - \mu_{o0}(X_i; \hat{\alpha}_{o0}) \right) \pi_o(X_i; \eta) \]
\[- \frac{1}{n_o} \sum_{i \in O_2} \frac{1 - A_i}{1 - \pi_o(X_i; \eta)} \left( 1 - A_i \right) \left( Y_i - \mu_{o0}(X_i; \hat{\alpha}_{o0}) \right) \pi_o(X_i; \eta) \]
\[+ \frac{1}{n_o} \sum_{i \in O_2} \mu_{o1}(X_i; \hat{\alpha}_{o1}) - \mu_{o0}(X_i; \hat{\alpha}_{o0}).\]

### A.3 Influence Function Representation

The estimators \(\hat{\beta}_{\text{IPW}}, \hat{\beta}_{\text{AIPW}}, \hat{\beta}_{\text{AIPW}}\), and \(\hat{\beta}_{\text{AIPW}}\) discussed in Section 2 of the main article are generally referred to as the two-step estimators, which depend on some “first-step” estimators of nuisance parameters. A general device to analyze the two-step estimators is to stack the moment equations from the first step and the second step and apply the generalized method of moments (GMM) framework [Newey and McFadden, 1994, Chapter 6.1].

Take \(\hat{\beta}_{\text{AIPW}}\), the AIPW estimator based on the observational study, as an example. Suppose that the first component of \(X\) is 1, representing the intercept. Let \(O := (Y, X, A)\) denote the observed data vector and let \(\phi = (\alpha_o, \alpha_{o1}, \eta)\) collect all nuisance parameters. Then \(\hat{\beta}_{\text{AIPW}}\) can be written as the solution to a moment equation \(n_o^{-1} \sum_{i \in O_2} g(O_i, \beta; \hat{\phi}) = 0\), where

\[g(O, \beta; \phi) = \frac{A(Y - \mu_{o1}(X; \alpha_{o1}))}{\pi_o(X; \eta)} - \frac{(1 - A)(Y - \mu_{o0}(X; \alpha_{o0}))}{1 - \pi_o(X; \eta)} + \mu_{o1}(X; \alpha_{o1}) - \mu_{o0}(X; \alpha_{o0}) - \beta.\]

The nuisance parameter estimator \(\hat{\phi}\) can also be written as the solution to a set of moment equations \(n_o^{-1} \sum_{i \in O_2} m(O_i, \phi) = 0\), with \(m(O, \phi) = (m(O, \alpha_{o0})^\top, m(O, \alpha_{o1})^\top, m(O, \eta)^\top)^\top\), where

\[m(O, \alpha_{o0}) = (1 - A)X(Y - \alpha_{o0}^\top X),\]
\[m(O, \alpha_{o1}) = AX(Y - \alpha_{o1}^\top X),\]
\[m(O, \eta) = X(A - \exp(\eta^\top X)).\]

The definition of the moment equations \(g\) and \(m\), and the nuisance parameter \(\phi\) should depend on the focal estimator, but we omit the subscripts for notational simplicity.

Let \(\phi\) be the solution to \(\mathbb{E}[m(O, \phi) \mid S = 0] = 0\) and let

\[G_\phi = \mathbb{E}[\nabla_\phi g(O, \beta_o; \hat{\phi}) \mid S = 0],\]
\[M = \mathbb{E}[\nabla_\phi m(O, \phi) \mid S = 0],\]
\[g(O) = g(O, \beta_o; \hat{\phi}),\]
\[m(O) = m(O, \phi).\]

By Theorem 6.1 of Newey and McFadden [1994], when either \(\pi_o(X; \eta)\) or \(\{\mu_{o0}(X; \alpha_{o0}), \mu_{o1}(X; \alpha_{o1})\}\) is correct, we have that \(\hat{\beta}_{\text{AIPW}}\) is asymptotically linear, i.e.,

\[\sqrt{n_o} (\hat{\beta}_{\text{AIPW}} - \beta_o) = \sum_{i \in O_2} \{g(O_i) - G_\phi M^{-1} m(O_i)\} / \sqrt{n_o} + o_p(1).\]

Moreover, \(\hat{\beta}_{\text{AIPW}}\) is consistent and asymptotically normal, satisfying

\[\sqrt{n_o} (\hat{\beta}_{\text{AIPW}} - \beta_o) \xrightarrow{d} N(0, \mathbb{E}[(g(O) - G_\phi M^{-1} m(O))^2] \mid S = 0).\]
This also gives a consistent variance estimator of \( \hat{\beta}_{o2, AIPW} \) by replacing the population-level quantities in its asymptotic variance with their sample analogues. In practice, there is an easy way to obtain the variance estimator: first stack \( g(O, \beta; \phi) \) and \( m(O, \phi) \) together to form \( \tilde{g}(O, \beta; \phi) = (g(O, \beta; \phi)^\top, m(O, \phi)^\top)^\top \), then solve for estimators of \( (\beta, \phi^\top)^\top \) simultaneously using GMM (e.g., using the gmm package in R [Chaussé, 2010]). The variance estimator of \( \hat{\beta}_{o2, AIPW} \) can be obtained immediately from the corresponding diagonal component of the outputted variance-covariance matrix. The other estimators \( \hat{\beta}_{c, IPPW}, \hat{\beta}_{c, AIPPW} \) and \( \hat{\beta}_{o2, IPW} \) can be analyzed in the same way; the details are omitted.
Appendix B  Technical Proofs

B.1 Proof of Theorem 3.1

The proof relies on the following version of Berry-Esseen theorem.

**Theorem B.1** (Berry-Esseen theorem). Let $X_1, \ldots, X_n$ be independent random variables with

$$E[X_i] = 0, \quad E[X_i^2] = \sigma_i^2, \quad E[|X_i|^3] = \rho_i, \quad \forall i \in [n].$$

Then

$$\sup_{t \in \mathbb{R}} \left| \frac{E[1_{X_1 + \ldots + X_n \leq t}]}{\Phi(t)} - \frac{1}{\sigma_t^2} \right| \leq \frac{6}{\sigma_t^3 \sqrt{n}},$$

where $\Phi(t)$ is the CDF of $N(0,1)$.

**Proof.** See, e.g., Theorem 2 in Chapter 16 of Feller [2008].

We will in fact prove the following stronger result:

$$\sup_{\omega \in [0,1]} \left| \frac{E[|\hat{\beta}_c - \beta_0^*|^2]}{amse(\hat{\beta}_c)} - 1 \right| \to 0 \quad \text{as } n_c \wedge n_o \to \infty, \quad (B.1)$$

where

$$amse(\hat{\beta}_c) = \frac{(1-\omega)^2 \sigma_c^2}{n_c} + \frac{\tilde{\omega}^2 \sigma_o^2}{n_o} + \tilde{\omega}^2 \Delta^2.$$

The formula for $amse(\hat{\beta}_c)$ and $amse(\hat{\beta}_o)$ follows by setting $\tilde{\omega} = 0$ and $\tilde{\omega} = \omega$, respectively. As an immediate result, we have

$$amse(\hat{\beta}_{orac}) = \begin{cases} \frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o} + \omega^2 \Delta^2 & \text{if } \Delta \geq \sigma_c / \sqrt{n_c} \\ \frac{\sigma_c^2}{n_c} \wedge \Delta^2 & \text{otherwise}. \end{cases}$$

If $\Delta \geq \sigma_c / \sqrt{n_c}$, we have

$$amse(\hat{\beta}_{orac}) = \frac{\sigma_c^2}{n_c} \wedge \Delta^2 \leq \frac{\sigma_c^2}{n_c} \wedge \sigma_c^2 \wedge \Delta^2.$$

If $\Delta < \sigma_c / \sqrt{n_c}$, we have

$$amse(\hat{\beta}_{orac}) \leq \frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o} + \omega^2 \Delta^2 \leq \frac{\sigma_c^2}{n_c} \wedge \sigma_c^2 \wedge \Delta^2.$$

The formula for $amse(\hat{\beta}_{orac})$ follows by combining the above two cases.

It suffices to prove (B.1). For notational simplicity, we write $\psi_i(X_i, A_i, Y_i) = \psi_{c,i}$ for $i \in C$ and $\psi_i(X_i, A_i, Y_i) = \psi_{o,i}$ for $i \in O$. By Berry-Esseen theorem (see Theorem B.1), for any fixed $\tilde{\omega} \in [0,1]$, we have

$$\sup_{t \in \mathbb{R}} \left| \frac{E[|1_{\tilde{\omega} X_{c:1} + \tilde{\omega} n_o^{-1} X_{c:1} + \tilde{\omega} n_o^{-1} X_{o:1} \leq t}|]}{\Phi(t)} - \frac{1}{\sigma_c^2} \right| \leq 6 \cdot \frac{(1-\omega)^3 \rho_c}{\sigma_c^3 n_c^3} \left( \frac{1-\omega)^2 \sigma_c^2 + \tilde{\omega}^2 \sigma_o^2}{n_o} \right)^{3/2} \leq 6 \left( \frac{\rho_c}{\sigma_c \sqrt{n_c} \sqrt{n_o}} \right).$$

Taking the supremum over $\tilde{\omega} \in [0,1]$ at both sides, we get

$$\sup_{\omega \in [0,1]} \sup_{t \in \mathbb{R}} \left| \frac{E[|1_{\tilde{\omega} X_{c:1} + \tilde{\omega} n_o^{-1} X_{c:1} + \tilde{\omega} n_o^{-1} X_{o:1} \leq t}|]}{\Phi(t)} - \frac{1}{\sigma_c^2} \right| \leq 6 \left( \frac{\rho_c}{\sigma_c \sqrt{n_c} \sqrt{n_o}} \right). \quad (B.2)$$
From the definition of $\hat{\beta}_c$ and Assumption F, we have
\[
\frac{\hat{\beta}_c - [(1 - \omega)\beta^* + \tilde{\omega}_0\beta_0]}{\sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}} = \frac{(1 - \omega)n_c^{-1}\sum_{i \in C} \psi_{c,i} + \tilde{\omega}n_o^{-1}\sum_{i \in O} \psi_{o,i} + (1 - \omega)\alpha_p(n_c^{-1/2}) + \tilde{\omega}\alpha_p(n_o^{-1/2})}{\sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}} = \frac{(1 - \omega)n_c^{-1}\sum_{i \in C} \psi_{c,i} + \tilde{\omega}n_o^{-1}\sum_{i \in O} \psi_{o,i}}{\sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}} + o_p(1).
\]

Using (B.2) and invoking Slutsky's theorem, we get
\[
\frac{\hat{\beta}_c - [(1 - \omega)\beta^* + \tilde{\omega}_0\beta_0]}{\sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}} \xrightarrow{d} N(0, 1) \tag{B.3}
\]
as $n_c \land n_o \to \infty$, where $\xrightarrow{d}$ denotes convergence in distribution and the rate of convergence is independent of the value of $\tilde{\omega}$. We now write
\[
|\hat{\beta}_c - \beta^*|^2 = \left| (1 - \tilde{\omega})\hat{\beta}_c + \tilde{\omega}\hat{\beta}_0 - [(1 - \tilde{\omega})\beta^* + \tilde{\omega}\beta_0] \right|^2 = 2\tilde{\omega}\Delta (1 - \omega)\hat{\beta}_c + \tilde{\omega}\hat{\beta}_0 - [(1 - \omega)\beta^* + \tilde{\omega}\beta_0] + \tilde{\omega}^2\Delta^2.
\]

By (B.3), we have
\[
\mathbb{E}\left[ (1 - \omega)\hat{\beta}_c + \tilde{\omega}\hat{\beta}_0 - [(1 - \omega)\beta^* + \tilde{\omega}\beta_0] \right]^2 = 1 + o(1), \quad \mathbb{E}\left[ (1 - \omega)\hat{\beta}_c + \tilde{\omega}\hat{\beta}_0 - [(1 - \omega)\beta^* + \tilde{\omega}\beta_0] \right] = o(1),
\]
where the $o(1)$ term is independent of the value of $\tilde{\omega}$. Thus,
\[
\mathbb{E}|\hat{\beta}_c - \beta^*|^2 = 1 + o(1) + \mathbb{E}\left[ (1 - \omega)\hat{\beta}_c + \tilde{\omega}\hat{\beta}_0 - [(1 - \omega)\beta^* + \tilde{\omega}\beta_0] \right] \cdot \frac{2\tilde{\omega}\Delta \sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}}{\sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}} = 1 + o(1) \cdot \frac{2\tilde{\omega}\Delta \sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}}{\sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}}.
\]
The proof of (B.1) is concluded by noting that
\[
\frac{2|\tilde{\omega}\Delta| \sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}}{\sqrt{(1 - \omega)^2\sigma^2_{\epsilon_c} + \tilde{\omega}^2\sigma^2_{\epsilon_o}}} \leq 1,
\]
which follows from $a^2 + b^2 \geq 2ab$ for any $a, b \in \mathbb{R}$.

### B.2 Proof of Theorem 3.2

We first prove
\[
\inf_{\beta} \sup_{(\beta^*, \beta_0) \in \mathbb{P}_X} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \geq \frac{\sigma^2_{\epsilon_c}}{n_c} \land \tilde{\Delta}^2. \tag{B.4}
\]
To show this, consider the prior distribution \( \beta^* = \delta v_c, \beta_o = \delta v_o \), where \( v_c, v_o \in \{ \pm 1 \} \) are independent symmetric Rademacher random variables, and \( \delta \) is a constant that satisfies \( \delta \leq \bar{\Delta}/2 \), whose exact value will be determined later. The requirement of \( \delta \leq \bar{\Delta}/2 \) is to make sure
\[
|\beta^* - \beta_o| = \delta |v_c - v_o| \leq \bar{\Delta},
\]
so that the specified prior distribution is indeed placed on the parameter space \( \mathcal{P}_\bar{\Delta} \). Now, we proceed by
\[
\inf_{\beta} \sup_{(\beta^*, \beta_o) \in \mathcal{P}_\bar{\Delta}} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \\
\geq \inf_{\hat{\beta}} \mathbb{E}_{v_c, v_o} \mathbb{E}[|\hat{\beta} - \delta v_c|^2] \\
= \delta^2 \inf_{\hat{v}_c \in \{ \pm 1 \}} \mathbb{E}_{v_c, v_o} \mathbb{E}[|\hat{v}_c - v_c|^2] \\
\geq \delta^2 \inf_{\hat{v}_c \in \{ \pm 1 \}} \mathbb{E}_{v_c, v_o} \mathbb{P}(\hat{v}_c \neq v_c) \\
\geq \delta^2 \mathbb{E}_{v_o, \{X_i, \{A_i\}\}} \inf_{\hat{v}_c \in \{ \pm 1 \}} \mathbb{P}(\hat{v}_c \neq v_c) \bigg| v_o, \{X_i\}, \{A_i\} \\
= \delta^2 \mathbb{E}_{v_o, \{X_i, \{A_i\}\}} \frac{1}{2} \left( \mathbb{P}(\hat{v}_c = -1 \mid v_c = +1, v_o, \{X_i\}, \{A_i\}) + \mathbb{P}(\hat{v}_c = +1 \mid v_c = -1, v_o, \{X_i\}, \{A_i\}) \right), \tag{B.5}
\]
Note that the infimum term in the right-hand side above is the type-I plus type-II error of testing \( H_0 : v_c = +1 \) v.s. \( H_1 : v_c = -1 \) conditional on the knowledge of \( v_o, \{A_i : i \in \mathcal{C} \cup \mathcal{O}\} \) and \( \{X_i : i \in \mathcal{C} \cup \mathcal{O}\} \). The likelihood function under \( H_0 \) is given by
\[
L_0 = \left( \prod_{i \in \mathcal{C}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left( -\frac{(Y_i - \delta/2 - \gamma_c^\top X_i)^2}{2\sigma_c^2} \right) \right) \times \left( \prod_{i \in \mathcal{C}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left( -\frac{(Y_i + \delta/2 - \gamma_c^\top X_i)^2}{2\sigma_c^2} \right) \right) \\
\times \left( \prod_{i \in \mathcal{O}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left( -\frac{(Y_i - \delta v_o/2 - \gamma_o^\top X_i)^2}{2\sigma_o^2} \right) \right) \\
\times \left( \prod_{i \in \mathcal{O}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left( -\frac{(Y_i + \delta v_o/2 - \gamma_o^\top X_i)^2}{2\sigma_o^2} \right) \right),
\]
and the likelihood function under \( H_1 \) is given by
\[
L_1 = \left( \prod_{i \in \mathcal{C}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left( -\frac{(Y_i + \delta/2 - \gamma_c^\top X_i)^2}{2\sigma_c^2} \right) \right) \times \left( \prod_{i \in \mathcal{C}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left( -\frac{(Y_i - \delta/2 - \gamma_c^\top X_i)^2}{2\sigma_c^2} \right) \right) \\
\times \left( \prod_{i \in \mathcal{O}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left( -\frac{(Y_i - \delta v_o/2 - \gamma_o^\top X_i)^2}{2\sigma_o^2} \right) \right) \\
\times \left( \prod_{i \in \mathcal{O}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left( -\frac{(Y_i + \delta v_o/2 - \gamma_o^\top X_i)^2}{2\sigma_o^2} \right) \right),
\]
By Neyman–Pearson Lemma, the optimal test that minimizes the sum of type-I and type-II error is given by rejecting \( H_0 \) when \( L_1 \geq L_0 \). This criterion translates to rejecting \( H_0 \) when
\[
\sum_{i \in \mathcal{C}, A_i = 1} (Y_i - \gamma_c^\top X_i) - \sum_{i \in \mathcal{C}, A_i = 0} (Y_i - \gamma_c^\top X_i) \leq 0.
\]
Under $H_0$, we know that $Y_i - \gamma_c^\top X_i \mid A_i, X_i, i.i.d. N((A_i - 1/2)\delta, \sigma_c^2)$ for any $i \in C$. Denoting $n_{c,1} = \{|i \in C : A_i = 1\}$ and $n_{c,0} = \{|i \in C : A_i = 0\}$. The left-hand side above is then distributed as

$$N\left(\frac{\delta n_{c,1} + n_{c,0}}{2}, \sigma_c^2(n_{c,1} + n_{c,0})\right) \overset{d}{=} N\left(\frac{\delta n_c}{2}, \sigma_c^2 n_c\right).$$

Thus, the type-I error is given by

$$\Pr\left[N\left(\frac{\delta n_c}{2}, \sigma_c^2 n_c\right) \leq 0\right] = \Phi\left(-\frac{\delta}{2\sigma_c/\sqrt{n_c}}\right).$$

A symmetric argument shows that the type-II error also admits the above lower bound. Thus, we have

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in P_{\Delta}} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \gtrsim \frac{\sigma_c^2}{n_c}.$$  \hspace{1cm} (B.5)

for any $\delta \leq \Delta/2$. We consider the following two cases.

1. If $\Delta^2 \geq \sigma_c^2/n_c$, we choose $\delta = \sigma_c/(2\sqrt{n_c})$, which gives

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in P_{\Delta}} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \gtrsim \frac{\sigma_c^2}{n_c}.$$  \hspace{1cm} (B.6)

2. If $\Delta^2 < \sigma_c^2/n_c$, we choose $\delta = \Delta/2$, which gives

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in P_{\Delta}} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \gtrsim \frac{\Delta^2}{2\sigma_c/\sqrt{n_c}}.$$  \hspace{1cm} (B.6)

Equation (B.4) follows from the above two cases.

We then show

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in P_{\Delta}} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \gtrsim \frac{\sigma_c^2 \sigma_o^2}{n_c \sigma_o^2 + n_o \sigma_c^2}.$$  \hspace{1cm} (B.6)

If the above inequality holds, then we get

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in P_{\Delta}} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \gtrsim \left(\frac{\sigma_c^2 \sigma_o^2}{n_c \sigma_o^2 + n_o \sigma_c^2}\right) \vee \left(\frac{\sigma_c^2}{n_c} \wedge \Delta^2\right) \gtrsim \frac{\sigma_c^2 \sigma_o^2}{n_c \sigma_o^2 + n_o \sigma_c^2} + \frac{\sigma_c^2}{n_c} \wedge \Delta^2,$$

which is our desired result. To show (B.6), we consider the prior distribution $\beta^* = \beta_o = \delta v$, where $v$ is a symmetric Rademacher random variable and $\delta > 0$ is a constant whose value will be specified later. Note that under this prior distribution, $|\beta^* - \beta_o| = 0$, so $(\beta^*, \beta_o) \in P(\Delta)$ automatically holds. Using a nearly identical argument as what led to (B.5), we have

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in P_{\Delta}} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \gtrsim \frac{\sigma_c^2 \sigma_o^2}{n_c \sigma_o^2 + n_o \sigma_c^2} \left(\frac{1}{2} \mathbb{P}(\hat{\beta} = -1 \mid v = +1, \{A_i\}, \{X_i\}) + \mathbb{P}(\hat{\beta} = +1 \mid v = -1, \{A_i\}, \{X_i\})\right).$$

The right-hand side above again amounts to a binary hypothesis testing problem between $H_0 : v = +1$ and $H_1 : v = -1$ given the knowledge of $\{A_i\}$ and $\{X_i\}$. The likelihood functions can again be explicitly calculated, and with some algebra, we arrive at the following optimal test, which rejects $H_0$ when

$$\frac{1}{\sigma_c^2} \sum_{i \in C, A_i = 1} (Y_i - \gamma_c^\top X_i) - \frac{1}{\sigma_c^2} \sum_{i \in C, A_i = 0} (Y_i - \gamma_c^\top X_i) + \frac{1}{\sigma_o^2} \sum_{i \in O, A_i = 1} (Y_i - \gamma_o^\top X_i) - \frac{1}{\sigma_o^2} \sum_{i \in O, A_i = 0} (Y_i - \gamma_o^\top X_i) \leq 0.$$
Under $H_0$, we have $Y_i - \gamma_i^c X_i \bigg| A_i, X_i \overset{i.i.d.}{\sim} N((A_i - 1/2)\delta, \sigma_o^2)$ for $i \in C$ and $Y_i - \gamma_i^o X_i \bigg| A_i, X_i \overset{i.i.d.}{\sim} N((A_i - 1/2)\delta, \sigma_o^2)$ for $i \in O$. Thus, the type-I error (and type-II error as well by a symmetric argument) takes the following form:

$$P \left[ N \left( \frac{\delta n_c}{2\sigma_c^2} + \frac{\delta n_o}{2\sigma_o^2}, \frac{n_c}{\sigma_c^2} + \frac{n_o}{\sigma_o^2} \right) \leq 0 \right] = \Phi \left( -\frac{\delta}{2} \sqrt{\frac{n_c}{\sigma_c^2} + \frac{n_o}{\sigma_o^2}} \right).$$

Choosing $\delta = 1/\sqrt{\frac{n_c}{\sigma_c^2} + \frac{n_o}{\sigma_o^2}}$, we get

$$\inf_{\beta} \sup_{(\beta^*, \beta_o) \in \mathbb{P}_\Sigma} \mathbb{E}[|\hat{\beta} - \beta^*|^2] \geq \frac{1}{n_c/\sigma_c^2 + n_o/\sigma_o^2},$$

which is exactly (B.6). The proof is concluded.

### B.3 Proof of Theorem 3.3

Similar to the proof of Theorem 3.1, we write $\psi_c(X_i, A_i, Y_i) = \psi_{c,i}$ for $i \in C$ and $\psi_o(X_i, A_i, Y_i) = \psi_{o,i}$ for $i \in O$.

We first show that $\Delta$ is feasible for (3.5) with high probability. By construction, we have

$$\frac{\Delta - \Delta}{\sqrt{\sigma_c^2 + \sigma_o^2}} = \frac{n_c^{-1} \sum_{i \in C} \psi_{c,i} - n_o^{-1} \sum_{i \in O} \psi_{o,i}}{\sqrt{\sigma_c^2 + \sigma_o^2}} + o_p(1).$$

An application of Berry-Esseen theorem (see Theorem B.1) gives

$$\sup_{t \in \mathbb{R}} \left| \mathbb{P} \left( \frac{n_c^{-1} \sum_{i \in C} \psi_{c,i} - n_o^{-1} \sum_{i \in O} \psi_{o,i}}{\sqrt{\sigma_c^2 + \sigma_o^2}} \leq t \right) - \Phi(t) \right| \leq 6 \cdot \frac{\rho_c}{\sigma_c^2} + \frac{\rho_o}{\sigma_o^2} \leq 6 \left( \frac{\rho_c}{\sigma_c^2 \sqrt{n_c}} + \frac{\rho_o}{\sigma_o^2 \sqrt{n_o}} \right) = o(1),$$

where the last inequality is by $n_c, n_o \to \infty$. Thus, for any $t > 0$, we have

$$\left| \frac{n_c^{-1} \sum_{i \in C} \psi_{c,i} - n_o^{-1} \sum_{i \in O} \psi_{o,i}}{\sqrt{\sigma_c^2 + \sigma_o^2}} \right| \leq t$$

with probability at least $1 - 2\Phi(-t) - o(1)$. As long as $t \geq 1$, the magnitude of the $o_p(1)$ term is at most $t$ with probability at least $1 - o(1)$. Thus, a union bound gives that with probability at least $1 - 2\Phi(-t) - o(1)$,

$$|\tilde{\Delta} - \Delta| \leq t \sqrt{\frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o}}.$$

Consider the event

$$\mathcal{E} := \{0.9\sigma_c \leq \hat{\sigma}_c \leq 1.1\sigma_c \} \cap \{0.9\sigma_o \leq \hat{\sigma}_o \leq 1.1\sigma_o \}.$$

Since $\hat{\sigma}_c \overset{p}{\to} \sigma_c$ and $\hat{\sigma}_o \overset{p}{\to} \sigma_o$, we know that $P(\mathcal{E}) \geq 1 - o(1)$. Thus, we have

$$|\tilde{\Delta} - \Delta| \leq C t \sqrt{\frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o}},$$

with probability $1 - 2\Phi(-t) - o(1)$, where $C > 0$ is some absolute constant. Under the choice of $t = \lambda/C$, the above bound reads

$$P \left( |\tilde{\Delta} - \Delta| \leq \lambda \cdot \sqrt{\frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o}} \right) \geq 1 - 2\Phi(-\lambda/C) - o(1) \geq 1 - O(e^{-\lambda^2/(2C^2)}) - o(1)$$
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Summarizing (B.8) and (B.9), we arrive at

\[ \geq 1 - e^{-C\lambda^2} - o(1). \]  

(B.7)

Here, the second inequality above is by the Gaussian tail bound \( \Phi(-t) \leq \frac{1}{t\sqrt{2\pi}}e^{-t^2/2} \) and \( \lambda \geq 1 \), and \( c > 0 \) is an absolute constant only depending on \( C \). Thus, we have shown that \( \hat{\Delta} \) is feasible for for (3.5) with probability at least \( 1 - e^{-C\lambda^2} - o(1) \). On this high probability event, we have \( |\hat{\Delta}| \leq |\Delta| \), which further yields

\[ |\hat{\Delta} - \Delta| \leq 2|\Delta|. \]  

(B.8)

Meanwhile, on the same high probability event, we have

\[ |\hat{\Delta} - \Delta| \leq |\hat{\Delta} - \Delta| + |\hat{\Delta} - \hat{\Delta}| \]

\[ \leq \lambda \cdot \sqrt{\frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o} + |\hat{\Delta} - \Delta|} \]

\[ \leq 2\lambda \cdot \sqrt{\frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o}} \]

where the second inequality is by (B.7) and the last inequality is by the constraint in (3.5). Recall that the high probability event in (B.7) is a superset of the event \( \mathcal{E} \), so we can further upper bound the right-hand side above by

\[ 2\sqrt{1.1} \cdot \lambda \cdot \sqrt{\frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o}}. \]  

(B.9)

Summarizing (B.8) and (B.9), we arrive at

\[ \mathbb{P} \left[ |\hat{\Delta}_\lambda - \Delta| \lesssim \left( \lambda \cdot \sqrt{\frac{\sigma_c^2}{n_c} + \frac{\sigma_o^2}{n_o}} \right) \wedge |\Delta| \right] \geq 1 - e^{-C\lambda^2} - o(1). \]  

(B.10)

Denote \( \tilde{\beta} = (1 - \hat{\omega})\hat{\beta}_c + \hat{\omega}\hat{\beta}_o \), so that \( \hat{\beta}_\lambda = \tilde{\beta} + \omega\hat{\Delta}_\lambda \). To analyze \( \tilde{\beta}_\lambda \), we decompose

\[ |\tilde{\beta} - \beta^*|^2 \lesssim \left| \tilde{\beta} - \left( \hat{\omega} \cdot \beta_o + (1 - \hat{\omega}) \cdot \beta^* \right) \right|^2 + \left| \left( \hat{\omega} \cdot \beta_o + (1 - \hat{\omega}) \cdot \beta^* \right) - \beta^* + \omega\hat{\Delta}_\lambda \right|^2 \]

\[ = \left| \tilde{\beta} - \left( \hat{\omega} \cdot \beta_o + (1 - \hat{\omega}) \cdot \beta^* \right) \right|^2 + \omega^2|\hat{\Delta}_\lambda - \Delta|^2 \]

\[ \lesssim \left| \tilde{\beta} - \left( \hat{\omega} \cdot \beta_o + (1 - \hat{\omega}) \cdot \beta^* \right) \right|^2 + \left( \lambda^2 \cdot \frac{\sigma_o^2}{n_o} \right) \wedge \Delta^2, \]  

(B.11)

where the last inequality happens with probability \( 1 - e^{-C\lambda^2} - o(1) \) by (B.10) and \( \frac{\sigma_o^2}{n_o} \gtrsim \frac{\sigma_c^2}{n_c} \). On the event \( \mathcal{E} \), we have

\[ \hat{\omega} = \frac{\sigma_c^2/n_c}{\sigma_c^2/n_c + \sigma_o^2/n_o} \in \left[ \frac{0.9\omega}{1.1}, \right. \frac{1.1\omega}{0.9} \left. \right], \]

\[ 1 - \hat{\omega} = \frac{\sigma_o^2/n_o}{\sigma_c^2/n_c + \sigma_o^2/n_o} \in \left[ \frac{0.9(1 - \omega)}{1.1}, \right. \frac{1.1(1 - \omega)}{0.9} \left. \right]. \]

Thus, on the event \( \mathcal{E} \), we can proceed by

\[ \left| \tilde{\beta} - \left( \hat{\omega} \cdot \beta_o + (1 - \hat{\omega}) \cdot \beta^* \right) \right|^2 \lesssim (1 - \omega)^2|\hat{\beta}_c - \beta^*|^2 + \omega^2|\hat{\beta}_o - \beta_o|^2. \]

Using Assumption F, we write

\[ (1 - \omega)|\hat{\beta}_c - \beta^*| = (1 - \omega) \left| \frac{1}{n_c} \sum_{i \in \mathcal{C}} \psi_{c,i} + o_p(n_c^{-1/2}) \right|. \]  
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By Berry-Esseen theorem (see Theorem B.1), we have
\[ \sup_{t \in \mathbb{R}} \left| \mathbb{P}\left( \frac{1}{n_c} \sum_{i \in C} \psi_{c,i} \leq t \cdot \frac{\sigma_c}{\sqrt{n_c}} \right) - \Phi(t) \right| \leq \frac{6\rho_c}{\sigma_c^3 \sqrt{n_c}}, \]
which further gives
\[ \mathbb{P}\left( \frac{1}{n_c} \sum_{i \in C} \psi_{c,i} \leq t \cdot \frac{\sigma_c}{\sqrt{n_c}} \right) \geq 1 - \Phi(-t) - o(1) \geq 1 - \mathcal{O}(e^{-t^2/2}) - o(1), \]
where the last inequality is by the Gaussian tail bound and \( \lambda \gtrsim 1 \). The above display, along with \( \lambda \gtrsim 1 \), implies that with probability
\[ 1 - e^{-c\lambda^2} - o(1) \]
for a potentially different absolute constant \( c > 0 \), we have
\[ (1 - \omega) |\hat{\beta}_c - \beta^*| \lesssim \lambda \cdot \frac{\sigma_c^2/n_c}{\sigma_c^2/n_c + \sigma_o^2/n_o} \cdot \frac{\sigma_o}{\sqrt{n_o}} \]
\[ \lesssim \lambda \cdot \frac{\sigma_o}{\sqrt{n_o}}, \]
\[ \lesssim \lambda \cdot \frac{\sigma^2/n_c}{n_c \sigma_o^2 + n_o \sigma_c^2}, \]
where the last two inequalities are by \( \sigma_c^2/n_c \gtrsim \sigma_o^2/n_o \). Using a nearly identical argument, we have
\[ \mathbb{P}\left( \frac{1}{n_o} \sum_{i \in O} \psi_{o,i} \leq \lambda \cdot \frac{\sigma_o}{\sqrt{n_o}} \right) \geq 1 - e^{-c\lambda^2} - o(1), \]
which further implies that,
\[ \omega |\hat{\beta}_o - \beta_o| \lesssim \lambda \cdot \frac{\sigma_c^2/n_c}{\sigma_c^2/n_c + \sigma_o^2/n_o} \cdot \frac{\sigma_o}{\sqrt{n_o}} \]
\[ \lesssim \lambda \cdot \frac{\sigma_o}{\sqrt{n_o}}, \]
\[ \lesssim \lambda \cdot \frac{\sigma^2/n_c}{n_c \sigma_o^2 + n_o \sigma_c^2}, \]
where the last inequality is again by \( \sigma_c^2/n_c \gtrsim \sigma_o^2/n_o \). A union bound then gives
\[ |\hat{\beta} - \left( \omega \cdot \beta_o + (1 - \omega) \cdot \beta^* \right)|^2 \lesssim \lambda^2 \cdot \frac{\sigma^2/n_c}{n_c \sigma_o^2 + n_o \sigma_c^2} \]
with probability \( 1 - 2e^{-c\lambda^2} - o(1) \). The proof is concluded by plugging the above display back to (B.11), invoking another union bound, and recalling that \( \lambda \gtrsim 1 \) and \( |\Delta| \leq \bar{\Delta} \).

**B.4 Proof of Theorem 4.2**

We first show the proposed oracle CI is asymptotically level \((1 - \alpha)\). This conclusion is trivial for the \( \Delta \geq \sigma_c/\sqrt{n_c} \) case. When \( \Delta < \sigma_c/\sqrt{n_c} \), recall that we have shown in the proof of Theorem 3.1 that
\[ \hat{\beta}_\omega / \left( \frac{\sigma_c \sigma_o}{\sqrt{n_c \sigma_o^2 + n_o \sigma_c^2}} \right) \xrightarrow{d} N(0, 1). \]
Hence, we have
\[ P \left( -\Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_e \sigma_o}{\sqrt{n \sigma_o^2 + n_o \sigma_c^2}} + \hat{\beta}_o \leq (1 - \omega)\beta^* + \omega \beta_o \leq \hat{\beta}_o + \Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_e \sigma_o}{\sqrt{n \sigma_o^2 + n_o \sigma_c^2}} \right) \geq 1 - \alpha - o(1). \]
Since \( \beta^* = (1 - \omega) \beta^* + \omega \beta_o + \omega \Delta \) and \( |\Delta| \leq \bar{\Delta} \), it follows that
\[ P \left( -\bar{\Delta} - \Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_e \sigma_o}{\sqrt{n \sigma_o^2 + n_o \sigma_c^2}} + \hat{\beta}_o \leq (1 - \omega)\beta^* + \omega \beta_o \leq \hat{\beta}_o + \Phi^{-1}(1 - \frac{\alpha}{2}) \cdot \frac{\sigma_e \sigma_o}{\sqrt{n \sigma_o^2 + n_o \sigma_c^2}} + \bar{\Delta} \right) \geq 1 - \alpha - o(1). \]
By construction,
\[ \text{Len}([L_{\alpha}, U_{\alpha}]) = \begin{cases} 2\Phi^{-1}(1 - \frac{\alpha}{2}) \frac{\sigma_e}{\sqrt{n \sigma_o^2 + n_o \sigma_c^2}} + 2\bar{\Delta} & \text{if } \bar{\Delta} \geq \sigma_c / \sqrt{n_c} \\ 2\Phi^{-1}(1 - \frac{\alpha}{2}) \frac{\sigma_e \sigma_o}{\sqrt{n \sigma_o^2 + n_o \sigma_c^2}} + 2\bar{\Delta} & \text{otherwise.} \end{cases} \]
As long as \( \alpha \geq \varepsilon \gtrsim 1 \), we have \( \Phi^{-1}(1 - \alpha / 2) \ll 1 \). It follows that
\[ \text{Len}([L_{\alpha}, U_{\alpha}]) \lesssim \frac{\sigma_e \sigma_o}{\sqrt{n \sigma_o^2 + n_o \sigma_c^2}} + \frac{\sigma_c}{\sqrt{n_c}} \land \bar{\Delta}, \]
and the proof is concluded by taking expectation at both sides.

### B.5 Proof of Theorem 4.3

We first present two useful lemmas.

**Lemma B.1.** Let \( \pi_\Delta \) and \( \pi_\bar{\Delta} \) be prior distributions on \( \mathcal{P}_\Delta \) and \( \mathcal{P}_{\bar{\Delta}} \), respectively. Let \( f_{\pi_\Delta} \) and \( f_{\pi_{\bar{\Delta}}} \) be the marginal distribution of all the data, marginalized over \( \pi_\Delta \) and \( \pi_{\bar{\Delta}} \), respectively. Assume the prior distributions are chosen so that \( \beta^* = \underline{\beta} \) under \( \pi_\Delta \) and \( \beta^* = \bar{\beta} \) under \( \pi_{\bar{\Delta}} \). Then we have
\[ \text{Len}^*(\mathcal{P}_\Delta, \mathcal{P}_{\bar{\Delta}}) \geq |\underline{\beta} - \bar{\beta}| \cdot \left( 1 - TV(f_{\pi_\Delta}, f_{\pi_{\bar{\Delta}}}) - 2\alpha \right) \lor 0, \]
where \( TV(\cdot, \cdot) \) is the total variation distance.

**Proof.** This is a direct corollary of Lemma 1 in Cai and Guo [2017].

**Lemma B.2.** Let \( X, Y, Z \) be random variables. Then
\[ TV(\text{Law}(X), \text{Law}(Y)) \leq \mathbb{E}_Z[TV(\text{Law}(X|Z), \text{Law}(Y|Z))]. \]

**Proof.** By definition, we have
\[ TV(\text{Law}(X), \text{Law}(Y)) = \sup_{\mathcal{E}} |\mathbb{P}(X \in \mathcal{E}) - \mathbb{P}(Y \in \mathcal{E})| \]
\[ = \sup_{\mathcal{E}} \left| \mathbb{E}_Z \left[ \mathbb{P}(X \in \mathcal{E} | Z) - \mathbb{P}(Y \in \mathcal{E} | Z) \right] \right| \]
\[ \leq \sup_{\mathcal{E}} \mathbb{E}_Z \left| \mathbb{P}(X \in \mathcal{E} | Z) - \mathbb{P}(Y \in \mathcal{E} | Z) \right| \]
\[ \leq \mathbb{E}_Z \sup_{\mathcal{E}} \left| \mathbb{P}(X \in \mathcal{E} | Z) - \mathbb{P}(Y \in \mathcal{E} | Z) \right| \]
\[ = \mathbb{E}_Z[TV(\text{Law}(X|Z), \text{Law}(Y|Z))], \]
where the last two inequalities are by Jensen’s inequality.

We break the proof into three cases.
Case A. $\Delta \geq \sigma_c/\sqrt{n_c}$. In this case, we choose $\pi_\Delta$ to be a point mass at $\beta^* = 0, \beta_o = 0$ and we let $\pi_{\overline{\Delta}}$ be a point mass at $\beta^* = \sigma_c/\sqrt{n_c}, \beta_o = 0$. By Lemmas B.1 and B.2, we have

$$\text{Len}^*_n (\mathcal{P}_\Delta, \mathcal{P}_{\overline{\Delta}}) \geq \frac{\sigma_c}{\sqrt{n_c}} \cdot \left[ \left( 1 - TV(f_{\pi_\Delta}, f_{\pi_{\overline{\Delta}}}) - 2\alpha \right) \lor 0 \right]$$

$$\geq \frac{\sigma_c}{\sqrt{n_c}} \cdot \left( \left( E_{(X_i), (A_i)} [1 - TV(f_{\pi_{\overline{\Delta}}}(X_i), (A_i), f_{\pi_{\overline{\Delta}}}(X_i), (A_i)) - 2\alpha] \lor 0 \right) \right),$$

where $f_{\pi_{\overline{\Delta}}}(X_i), (A_i)$ (resp. $f_{\pi_{\overline{\Delta}}}(X_i), (A_i)$) is the conditional distribution of $f_{\pi_\Delta}$ (resp. $f_{\pi_{\overline{\Delta}}}$) given $\{X_i\}$ and $\{A_i\}$. By Neyman-Pearson lemma, the quantity $1 - TV(f_{\pi_\Delta}(X_i), (A_i), f_{\pi_{\overline{\Delta}}}(X_i), (A_i))$ is equal to the Type-I plus Type-II error of testing

$$H_0 : \{Y_i\} \mid \{X_i\}, \{A_i\} \sim f_{\pi_\Delta}(X_i), (A_i) \quad \text{v.s.} \quad H_1 : \{Y_i\} \mid \{X_i\}, \{A_i\} \sim f_{\pi_{\overline{\Delta}}}(X_i), (A_i),$$

and the optimal test is given by the likelihood ratio test. By construction, the likelihood function under $H_0$ is

$$L_0 = \left( \prod_{i \in \mathcal{C}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left\{ - (Y_i - \gamma_c^T X_i)^2 / (2\sigma_c^2) \right\} \right) \times \left( \prod_{i \in \mathcal{C}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left\{ - (Y_i - \gamma_o^T X_i)^2 / (2\sigma_o^2) \right\} \right) \times \left( \prod_{i \in \mathcal{O}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left\{ - (Y_i - \gamma_o^T X_i)^2 / (2\sigma_o^2) \right\} \right) \times \left( \prod_{i \in \mathcal{O}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left\{ - (Y_i - \gamma_o^T X_i)^2 / (2\sigma_o^2) \right\} \right),$$

whereas the likelihood function under $H_1$ is

$$L_1 = \left( \prod_{i \in \mathcal{C}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left\{ - (Y_i - \sigma_c / (2\sqrt{n_c}) - \gamma_c^T X_i)^2 / (2\sigma_c^2) \right\} \right) \times \left( \prod_{i \in \mathcal{C}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left\{ - (Y_i + \sigma_c / (2\sqrt{n_c}) - \gamma_c^T X_i)^2 / (2\sigma_o^2) \right\} \right) \times \left( \prod_{i \in \mathcal{O}, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left\{ - (Y_i - \gamma_o^T X_i)^2 / (2\sigma_o^2) \right\} \right) \times \left( \prod_{i \in \mathcal{O}, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left\{ - (Y_i - \gamma_o^T X_i)^2 / (2\sigma_o^2) \right\} \right).$$

The optimal test rejects $H_0$ in favor of $H_1$ when $L_1 / L_0 \geq 1$, which is equivalent to

$$- \sum_{i \in \mathcal{C}, A_i = 1} \left( 2(Y_i - \gamma_c^T X_i) - \frac{\sigma_c}{2\sqrt{n_c}} \right) + \sum_{i \in \mathcal{C}, A_i = 0} \left( 2(Y_i - \gamma_c^T X_i) + \frac{\sigma_o}{2\sqrt{n_c}} \right) \leq 0.$$

Under $H_0$, we have $Y_i - \gamma_c^T X_i \mid X_i, A_i \sim \mathcal{N}(0, \sigma_c^2)$. Thus, the left-hand side above is distributed as $\mathcal{N} \left( \frac{\sigma_c \sqrt{n_c}}{2}, 4n_c \sigma_c^2 \right)$, and the type-I error is given by

$$\mathbb{P} \left( \mathcal{N} \left( \frac{\sigma_c \sqrt{n_c}}{2}, 4n_c \sigma_c^2 \right) \leq 0 \right) = \Phi(-1/4).$$

A nearly identical argument shows that the Type-II error is also given by $\Phi(-1/4)$. Hence, we get

$$1 - TV(f_{\pi_\Delta}(X_i), (A_i), f_{\pi_{\overline{\Delta}}}(X_i), (A_i)) = 2\Phi(-1/4),$$

and it follows that

$$\text{Len}^*_n (\mathcal{P}_\Delta, \mathcal{P}_{\overline{\Delta}}) \geq 2 \cdot \frac{\sigma_c}{\sqrt{n_c}} \cdot (\Phi(-1/4) - \alpha) \geq \frac{\sigma_c}{\sqrt{n_c}},$$

where the last inequality is by $\alpha \leq \Phi(-1/4) - \varepsilon$. 
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Case B. $1/\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2} \leq \Delta \leq \sigma_c/\sqrt{n_c}$. In this case, we choose $\pi_{\Delta}$ to be a point mass at $\beta^* = 0, \beta_o = 0$, and we choose $\pi_{\Delta^o}$ to be a point mass at $\beta^* = \Delta, \beta_o = 0$. By Lemmas B.1 and B.2, we have

$$\text{Len}^*_\alpha(P_{\Delta}, P_{\Delta^o}) \geq \Delta \left[ \left( \mathbb{E}_{\{X_i,\{A_i\}}[1 - TV(f_{\pi_{\Delta}}(X_i,\{A_i\}), f_{\pi_{\Delta^o}}(X_i,\{A_i\})] - 2\alpha \right) \vee 0 \right].$$

Similar to Case A, we need to compute the optimal Type-I plus Type-II error of testing

$$H_0 : \{Y_i\} \mid \{X_i\}, \{A_i\} \sim f_{\pi_{\Delta}}(X_i,\{A_i\}) \quad \text{v.s.} \quad H_1 : \{Y_i\} \mid \{X_i\}, \{A_i\} \sim f_{\pi_{\Delta^o}}(X_i,\{A_i\}).$$

The likelihood function under $H_0$ is given by (B.12), and the likelihood function under $H_1$ is given by

$$L_1 = \left( \prod_{i \in C, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left(-\frac{1}{2}(Y_i - \frac{1}{\sigma_c^2})^2 \right) \right) \times \left( \prod_{i \in C, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left(-\frac{1}{2}(Y_i + \frac{1}{\sigma_c^2})^2 \right) \right) \times \left( \prod_{i \in O, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left(-\frac{1}{2}(Y_i - \frac{1}{\sigma_o^2})^2 \right) \right) \times \left( \prod_{i \in O, A_i = 0} \frac{1}{\sqrt{2\pi\sigma_o^2}} \exp\left(-\frac{1}{2}(Y_i + \frac{1}{\sigma_o^2})^2 \right) \right).$$

The optimal test rejects $H_0$ in favor of $H_1$ when $L_1/L_0 \geq 1$, which is equivalent to

$$- \sum_{i \in C, A_i = 1} \left( 2(Y_i - \gamma_c^T X_i) - \Delta/2 \right) + \sum_{i \in C, A_i = 0} \left( 2(Y_i - \gamma_c^T X_i) + \Delta/2 \right) \leq 0.$$

Under $H_0$, the left-hand side above is distributed as $N(\Delta n_c/2, 4n_c\sigma_c^2)$, and thus the type-I error is given by

$$\mathbb{P}\left(N(\Delta n_c/2, 4n_c\sigma_c^2) \leq 0 \right) = \Phi\left(-\frac{\Delta}{4\sigma_c^4/\sqrt{n_c}} \right) \geq \Phi(-1/4),$$

where the last inequality is by $\Delta \leq \sigma_c/\sqrt{n_c}$. A nearly identical argument shows that the type-I error is also lower bounded by $\Phi(-1/4)$. Thus,

$$1 - TV(f_{\pi_{\Delta}}(X_i,\{A_i\}), f_{\pi_{\Delta^o}}(X_i,\{A_i\})) \geq 2\Phi(-1/4),$$

and

$$\text{Len}^*_\alpha(P_{\Delta}, P_{\Delta^o}) \geq 2\Delta \cdot (\Phi(-1/4) - \alpha) \geq \Delta,$$

where the last inequality is by $\alpha \leq \Phi(-1/4) - \varepsilon$.

Case C. $\Delta \leq 1/\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}$. In this case, we let $\pi_{\Delta}$ be a point mass at $\beta^* = 0, \beta_o = 0$ and $\pi_{\Delta^o}$ be a point mass at $\beta^* = \Delta, \beta_o = 0$. By Lemmas B.1 and B.2, we have

$$\text{Len}^*_\alpha(P_{\Delta}, P_{\Delta^o}) \geq \frac{1}{\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}} \cdot \left[ \left( \mathbb{E}_{\{X_i,\{A_i\}}[1 - TV(f_{\pi_{\Delta}}(X_i,\{A_i\}), f_{\pi_{\Delta^o}}(X_i,\{A_i\})] - 2\alpha \right) \vee 0 \right].$$

Similar to the previous two cases, we need to compute the optimal Type-I plus Type-II error of testing

$$H_0 : \{Y_i\} \mid \{X_i\}, \{A_i\} \sim f_{\pi_{\Delta}}(X_i,\{A_i\}) \quad \text{v.s.} \quad H_1 : \{Y_i\} \mid \{X_i\}, \{A_i\} \sim f_{\pi_{\Delta^o}}(X_i,\{A_i\}).$$

The likelihood function under $H_0$ is given by (B.12), and the likelihood function under $H_1$ is given by

$$L_1 = \left( \prod_{i \in C, A_i = 1} \frac{1}{\sqrt{2\pi\sigma_c^2}} \exp\left(-\frac{1}{2}(Y_i - (2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2})^{-1} - \gamma_c^T X_i)^2/(2\sigma_c^2) \right) \right)$$
Combining the above three cases, we get
\[
\begin{align*}
&\frac{-1}{\sigma_c^2} \sum_{i \in C, A_i=1} (2(Y_i - \gamma_c^\top X_i) - \frac{1}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}}) + \frac{1}{\sigma_o^2} \sum_{i \in C, A_i=0} (2(Y_i - \gamma_c^\top X_i) + \frac{1}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}}) \\
&- \frac{1}{\sigma_o^2} \sum_{i \in O, A_i=1} (2(Y_i - \gamma_o^\top X_i) - \frac{1}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}}) + \frac{1}{\sigma_o^2} \sum_{i \in O, A_i=0} (2(Y_i + \gamma_o^\top X_i) - \frac{1}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}})
\end{align*}
\]
\[
\leq 0.
\]

The left-hand side above is distributed as
\[
\frac{1}{\sigma_c^2} \cdot N\left(\frac{n_c}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}}, 4n_o\sigma_o^2\right) \otimes \frac{1}{\sigma_o^2} \cdot N\left(\frac{n_o}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}}, 4n_o\sigma_o^2\right),
\]
where \(\otimes\) denotes the convolution of random variables. Thus, the type-I error is given by
\[
\begin{align*}
P\left[\frac{n_c/\sigma_c^2}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}} + \frac{n_o/\sigma_o^2}{2\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}} + \left(\frac{2\sqrt{n_c}}{\sigma_c} \cdot N(0, 1)\right) \otimes \left(\frac{2\sqrt{n_o}}{\sigma_o} \cdot N(0, 1)\right) \leq 0\right] \\
= \Phi\left(-1/4\right).
\end{align*}
\]

A nearly identical argument shows that the type-I error is also lower bounded by \(\Phi(-1/4)\). Thus,
\[
\text{Len}_n^*(\mathcal{P}_\Delta, \mathcal{P}_\Xi) \geq 2 \frac{1}{\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}} : \Phi(-1/4) - \alpha \gtrsim \frac{1}{\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}},
\]
where the last inequality is by \(\alpha \leq \Phi(-1/4) - \varepsilon\).

**Finishing the proof.** Combining the above three cases, we get
\[
\text{Len}_n^*(\mathcal{P}_\Delta, \mathcal{P}_\Xi) \gtrsim \frac{1}{\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}} \vee \left(\frac{\sigma_c}{\sqrt{n_c}} \wedge \bar{\Delta}\right) = \frac{1}{\sqrt{n_c/\sigma_c^2 + n_o/\sigma_o^2}} + \frac{\sigma_c}{\sqrt{n_c}} \wedge \bar{\Delta},
\]
and the proof is finished.
Appendix C  Additional Simulation Results

Table 3: Ratios of the mean squared error of each estimator to that of the oracle estimator \( \hat{\beta}_\omega \) when \( n_o = 50,000 \). Estimators considered in the table are the RCT-only estimator \( \hat{\beta}_c \), the observational-data-only estimator \( \hat{\beta}_o \), and the anchored thresholding estimator \( \hat{\beta}_\lambda \).

| \( \hat{\beta}_c \) | \( \hat{\beta}_o \) | \( \hat{\beta}_\lambda \) | \( \hat{\beta}_c \) | \( \hat{\beta}_o \) | \( \hat{\beta}_\lambda \) |
|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| \( \beta(X_1, X_2, X_3) = 2 \) | \( \beta(X_1, X_2, X_3) = 2 - X_1 - X_2 \) |
| \( b \) | IPW | IPW | \( \lambda_1 = 0.5 \) | \( \lambda_1 = 0.6 \) | AIPW | AIPW | \( \lambda_1 = 0.5 \) | \( \lambda_1 = 0.6 \) |
| 0.00 | 30.54 | 1.00 | 4.49 | 2.78 | 24.50 | 1.02 | 3.51 | 2.24 |
| 0.01 | 28.76 | 1.05 | 3.77 | 2.33 | 25.40 | 1.06 | 3.58 | 2.22 |
| 0.10 | 9.10 | 1.07 | 1.85 | 1.40 | 7.14 | 1.08 | 1.59 | 1.28 |
| 0.50 | 1.00 | 1.95 | 1.16 | 1.30 | 1.00 | 2.73 | 1.41 | 1.64 |
| 0.60 | 1.00 | 3.08 | 1.51 | 1.80 | 1.00 | 4.21 | 1.73 | 2.13 |
| 0.70 | 1.00 | 3.91 | 1.83 | 2.21 | 1.00 | 5.29 | 2.05 | 2.51 |
| 2.00 | 1.00 | 14.37 | 2.37 | 3.16 | 1.00 | 20.16 | 2.44 | 3.26 |
| 3.00 | 1.00 | 18.21 | 2.42 | 3.24 | 1.00 | 23.89 | 2.30 | 3.06 |
| 10.00 | 1.00 | 22.61 | 2.48 | 3.32 | 1.00 | 32.11 | 2.53 | 3.39 |
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Table 4: Ratios of the mean squared error of each estimator to that of the oracle estimator $\hat{\beta}_\omega$ when $n_o = 100,000$. Estimators considered in the table are the RCT-only estimator $\hat{\beta}_c$, the observational-data-only estimator $\hat{\beta}_o$, and the anchored thresholding estimator $\hat{\beta}_\lambda$.

| $\beta$ | IPW | IPW | $\lambda_1 = 0.5$ | $\lambda_1 = 0.6$ | AIPW | AIPW | $\lambda_1 = 0.5$ | $\lambda_1 = 0.6$ |
|---------|-----|-----|-------------------|-------------------|------|------|-------------------|-------------------|
| 0.00    | 28.75 | 1.04 | 3.70             | 2.26             | 24.32 | 1.04 | 3.46             | 2.23             |
| 0.01    | 30.02 | 1.05 | 3.99             | 2.39             | 25.30 | 1.05 | 3.66             | 2.33             |
| 0.10    | 8.65  | 1.08 | 1.62             | 1.25             | 6.37  | 1.09 | 1.40             | 1.17             |
| 0.50    | 1.00  | 2.20 | 1.21             | 1.41             | 1.00  | 3.09 | 1.52             | 1.79             |
| 0.60    | 1.00  | 2.77 | 1.42             | 1.68             | 1.00  | 3.76 | 1.66             | 2.02             |
| 0.70    | 1.00  | 3.59 | 1.67             | 2.00             | 1.00  | 4.90 | 1.87             | 2.31             |
| 2.00    | 1.00  | 14.05| 2.30             | 3.07             | 1.00  | 19.78| 2.34             | 3.13             |
| 3.00    | 1.00  | 16.92| 2.22             | 2.96             | 1.00  | 22.69| 2.20             | 2.92             |
| 10.00   | 1.00  | 21.80| 2.48             | 3.30             | 1.00  | 30.30| 2.45             | 3.26             |

| $\beta$ | IPPW | IPW | $\lambda_1 = 0.5$ | $\lambda_1 = 0.6$ | AIPPW | AIPW | $\lambda_1 = 0.5$ | $\lambda_1 = 0.6$ |
|---------|-----|-----|-------------------|-------------------|------|------|-------------------|-------------------|
| 0.00    | 28.75 | 1.04 | 3.70             | 2.26             | 24.32 | 1.04 | 3.46             | 2.23             |
| 0.01    | 30.02 | 1.05 | 3.99             | 2.39             | 25.30 | 1.05 | 3.66             | 2.33             |
| 0.10    | 8.65  | 1.08 | 1.62             | 1.25             | 6.37  | 1.09 | 1.40             | 1.17             |
| 0.50    | 1.00  | 2.20 | 1.21             | 1.41             | 1.00  | 3.09 | 1.52             | 1.79             |
| 0.60    | 1.00  | 2.77 | 1.42             | 1.68             | 1.00  | 3.76 | 1.66             | 2.02             |
| 0.70    | 1.00  | 3.59 | 1.67             | 2.00             | 1.00  | 4.90 | 1.87             | 2.31             |
| 2.00    | 1.00  | 14.05| 2.30             | 3.07             | 1.00  | 19.78| 2.34             | 3.13             |
| 3.00    | 1.00  | 16.92| 2.22             | 2.96             | 1.00  | 22.69| 2.20             | 2.92             |
| 10.00   | 1.00  | 21.80| 2.48             | 3.30             | 1.00  | 30.30| 2.45             | 3.26             |