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In classical Hamiltonian theories, entropy may be understood either as a statistical property of canonical systems or as a mechanical property, that is, as a monotonic function of the phase space along trajectories. In classical mechanics, there are theorems which have been proposed for proving the nonexistence of entropy in the latter sense. We explicate, clarify, and extend the proofs of these theorems to some standard matter (scalar and electromagnetic) field theories in curved spacetime, and then we show why these proofs fail in general relativity; due to properties of the gravitational Hamiltonian and phase space measures, the second law of thermodynamics holds. As a concrete application, we focus on the consequences of these results for the gravitational two-body problem, and in particular, we prove the noncompactness of the phase space of perturbed Schwarzschild-Droste spacetimes. We thus identify the lack of recurring orbits in phase space as a distinct sign of dissipation and hence entropy production.
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I. INTRODUCTION

The problem of reconciling the second law of thermodynamics1 with classical (deterministic) Hamiltonian evolution is among the oldest in fundamental physics [2–4]. In the context of classical mechanics (CM), this question motivated much of the development of statistical thermodynamics in the second half of the 19th century. In the context of general relativity (GR), thermodynamic ideas have occupied—and, very likely, will continue to occupy—a central role in our understanding of black holes and efforts to develop a theory of quantum gravity. Indeed, much work in recent years has been expended relating GR and thermodynamics [5], be it in the form of “entropic gravity” proposals [6–8] (which derive the Einstein equation from entropy formulas) or gravity-thermodynamics correspondences [9,10] (wherein entropy production in GR is derived from conservation equations, in analogy with classical fluid dynamics). And yet, there is presently little consensus on the general meaning of “the entropy of a gravitational system” and still less on the question of why—purely as a consequence of the dynamical (Hamiltonian) equations of motion—such an entropy should (strictly) monotonically increase in time, i.e. obey the second law of thermodynamics.

However one wishes to approach the issue of defining it, gravitational entropy should in some sense emerge from suitably defined (micro)states associated with the degrees of freedom not of any matter content in spacetime but of the gravitational field itself—which, in GR, means the spacetime geometry—or statistical properties thereof. Of course, we know of restricted situations in GR where we not only have entropy definitions which make sense but which also manifestly obey the second law—that is, in black hole thermodynamics. In particular, the black hole entropy is identified (up to proportionality) with its area, and hence we have that the total entropy increases when, say, two initially separated black holes merge—a process resulting, indeed, as a direct consequence of standard evolution of the equations of motion. What is noteworthy about this is that black hole entropy is thus understood not as a statistical idea but directly as a functional on the phase space of GR (comprising degrees of freedom which are subject to deterministic canonical evolution).

In CM, the question of the statistical nature of entropy dominated many of the early debates on the origin of the second law of thermodynamics during the development of the kinetic theory of gases [2]. Initial hopes, especially by
Boltzmann [11], were that entropy could in fact be understood as a (strictly monotonic) function on classical phase space. However, many objections soon appeared which rendered this view problematic—the two most famous being the reversibility argument of Loschmidt [12] and the recurrence theorem of Poincaré [13].

The Loschmidt reversibility argument, in essence, hinges upon the time-reversal symmetry of the canonical equations of motion and hence the ostensibly equal expectation of evolution toward or away from equilibrium. Yet, arguably, this is something which may be circumvented via a sufficiently convincing proposition for identifying the directionality of (some sort of) arrow of time—and in fact, recent work [14,15] shows how this can actually be done in the Newtonian $N$-body problem, leading in this context to a clearly defined “gravitational” arrow of time. For related work in a cosmological context, see Refs. [16,17].

The Poincaré recurrence argument, on the other hand, relies on a proof that any canonical system in a bounded phase space will always return arbitrarily close to its initial state (and moreover it will do so an unbounded number of times) [18,19]. As the only other assumption needed for this proof is Liouville’s theorem (which asserts that, in any Hamiltonian theory, the probability measure for a system to be found in an infinitesimal phase space volume is time independent), the only way for it to be potentially countered is by positing an unbounded phase space for all systems—which clearly is not the case for situations such as an ideal gas in a box.

Such objections impelled the creators of kinetic theory, Maxwell and Boltzmann in particular, to abandon the attempt to understand entropy—in what we may accordingly call a mechanical sense—as a phase space function and instead to conceive of it as a statistical notion of which the origin is epistemic ignorance, i.e. observational uncertainty of the underlying (deterministic) dynamics. The famous H-Theorem of Boltzmann [11], which was in fact initially put forth for the purposes of expounding the former, became reinterpreted and propounded in light of the latter.

Of course, later such a statistical conception of entropy came to be understood in the context of quantum mechanics via the von Neumann entropy (defined in terms of the density matrix of a quantum system) and also in the context of information theory via the Shannon entropy (defined in terms of probabilities of a generic random variable). Indeed, the meaning of the word “entropy” is now often taken to reflect an observer’s knowledge (or ignorance) about the microstates of a system.

Thus, the question of why the second law of thermodynamics should hold in a Hamiltonian system may be construed within two possible formulations—on the one hand, a mechanical and, on the other, a statistical point of view. Respectively, we can state these as follows.

**Problem I:** Does there exist a function (or functional, if we are dealing with a field theory) on phase space which monotonically increases along the orbits of the Hamiltonian flow?

**Problem II:** Does there exist a function of time, defined in a suitable way in terms of a probability density on phase space, which always has a non-negative time derivative in a Hamiltonian system?

In CM, it is Problem II that has received the most attention since the end of the 19th century. In fact, there has been significant work in recent years by mathematicians [20,21] aimed at placing the statistical formulation of the H-theorem on more rigorous footing and thus at proving more persuasively that, using appropriate assumptions, the answer to Problem II is in fact yes. In contrast, after the early Loschmidt reversibility and Poincaré recurrence arguments, Problem I has received some less well-known responses to the effect of demonstrating (even more convincingly) that the answer to it under certain conditions (to be carefully elaborated) is actually no. In this paper, we will concern ourselves with two such types of responses to Problem I: first, what we call the perturbative approach, also proposed by Poincaré [22], and, second, what we call the topological approach, due to Olsen [23] and related to the recurrence theorem. In the former, one tries to Taylor expand the time derivative of a phase space function, computed via the Poisson bracket, about a hypothetical equilibrium point in phase space, and one obtains contradictions with its strict positivity away from equilibrium. We revisit the original paper of Poincaré, clarify the assumptions of the argument, and carefully carry out the proof which is—excepting a sketch which makes it seem more trivial than it actually turns out to be—omitted therein. We furthermore extend this theorem to matter fields—in particular, a scalar and electromagnetic field—in curved spacetime. In the topological approach, on the other hand, one uses topological properties of the phase space itself to prove the nonexistence of monotonic functions. We review the proof of Olsen and discuss its connections with the recurrence theorem and more recent periodicity theorems in Hamiltonian systems from symplectic geometry.

In GR, one may consider similar lines of reasoning as in CM to attempt to answer Probems I and II. Naively, one might expect the same answer to Problem II, namely, yes—however, as we will argue later in greater detail, there are nontrivial mathematical issues that need to be circumvented here even in formulating it. For Problem I, as discussed, one might confidently expect the answer to also be yes Therefore, although we do not yet know how to define entropy in GR with complete generality, we can at least ask why the proofs that furnish a negative answer to Problem I in CM fail here, and perhaps thereby gain fruitful insight into the essential features we should expect of such a definition.

Following the perturbative approach, we will show that a Taylor-expanded Poisson bracket does not contain terms which satisfy definite inequalities (as they do in CM). The reason, as we will see, is that the second functional derivatives of the gravitational Hamiltonian can (unlike in CM) be both positive and negative, and so its curvature
in phase space cannot be used to constrain (functionals of) the orbits; no contradiction arises here with the second law of thermodynamics.

Following the topological approach, there are two points of view which may explicate why the proofs in CM do not carry over to GR. First, it is believed that, in general, the phase space of GR is noncompact [24]. Of course, this assertion depends on the nature of the degrees of freedom thought to be available in the spacetime under consideration, but even in very simple situations (such as cosmological spacetimes), it has been shown explicitly that the total phase space measure diverges. Physically, what this noncompactness implies is the freedom of a gravitational system to explore phase space unboundedly, without having to return (again and again) to its initial state. This leads us to the second (related) point of view as to why the topological proofs in CM fail in GR: namely, the nonrecurrence of phase space orbits. Aside from trivial situations, solutions to the canonical equations of GR are typically noncyclic (i.e. they do not close in phase space), permitting the existence of functionals which may thus increase along the Hamiltonian flow. In fact, to counter the Poincaré recurrence theorem in CM, there even exists a "no-return" theorem in GR [25–27] for spacetimes which admit compact Cauchy surfaces and satisfy suitable energy and genericity conditions; it broadly states that the spacetime cannot return, even arbitrarily close, to a previously occupied state. One might nonetheless expect nonrecurrence to be a completely general feature of all (nontrivial) gravitational systems, including spacetimes with noncompact Cauchy surfaces.

A setting of particular interest for this discussion is the gravitational two-body problem. With the recent detection [28] (and ongoing efforts toward further observations [29]) of gravitational waves from two-body systems, the emission of which ought to be closely related to entropy production, a precise understanding and quantification of the latter is becoming more and more salient. In the CM two-body (i.e. Kepler) problem, the consideration of Problem I clearly explains the lack of entropy production due to phase space compactness (for a given finite range of initial conditions). In the Newtonian N-body problem, where (as we will elaborate) neither the perturbative nor the topological proofs are applicable, the answer to Problem I was actually shown to be yes in Refs. [14,15]. In GR, the two-body problem may be considered in the context of perturbed Schwarzschild-Droste (SD) spacetimes2 (as is relevant, for instance, in the context of extreme-mass-ratio inspirals). Here, the phase space volume (symplectic) form has been explicitly computed in Ref. [34].

We will use this in this paper to show that in such spacetimes the phase space is noncompact; hence, there are no contradictions with nonrecurrence or entropy production.

We structure this paper as follows. In Sec. II, we establish some basic notation for describing general (constrained) Hamiltonian systems. In Secs. III and IV, we address Problem I via the approaches described in this Introduction in CM and GR, respectively. Then, in Sec. V, we apply our discussion to the gravitational two-body problem, and finally in Sec. VI, we conclude.

II. SETUP

We begin by establishing some basic notation for describing general canonical theories which will be pertinent for our discussion. Technical details and definitions are relegated to Appendix A, and comprehensive expositions can be found in Refs. [35,36].

Let $D$ denote the space of admissible configurations for any given classical system (of particles and/or fields), the dynamics of which can be determined from a given Lagrangian function $L$. From this, one may cast the theory in canonical form; its degrees of freedom are then represented by a phase space $P$ (which is the cotangent bundle of $D$), and its dynamics are determined by a Hamiltonian function $H: P \rightarrow \mathbb{R}$. In the case of field theories, the term phase space "function" should be understood as "functional" (of the fields).

The phase space $P$ is, by construction, a symplectic manifold. Let $\omega$ denote the symplectic form on $P$ and $\Omega$ the volume form obtained therefrom. (The latter, when integrated over $P$, gives its total volume or measure, $\mu(P) = \int P \Omega$.) Furthermore, let $X_H$ be the Hamiltonian vector field of any phase space function $F: P \rightarrow \mathbb{R}$. The time evolution of the system through $P$ is represented by the integral curves of this vector field for the Hamiltonian function, $X_H$. We denote the Hamiltonian flow (i.e. the flow generated by $X_H$), for some time interval $\mathcal{I} \subseteq \mathbb{R}$, by $\Phi_t: P \times \mathcal{I} \rightarrow P$.

The situation becomes more subtle if the system under consideration is constrained (as is the case, for example, with Maxwellian electromagnetism (EM) or GR). Physically, the existence of constraints in a theory means that not all points in $P$ are dynamically accessible; in general, not all initial conditions are permissible, and not all points in $P$ can be reached from permissible initial conditions. The consequence is that one can no longer use the phase space $P$ but must instead work with a reduced phase space $\mathcal{I}$, the symplectic form of which we denote by $\omega|_{\mathcal{I}}$. The details of how this must be constructed are offered in Appendix A.

In what follows, what will be important is the reduced phase space measure $\mu(\mathcal{I})$. It can be computed by integrating the volume form $\Omega|_{\mathcal{I}}$ of $\mathcal{I}$ (determined by $\omega|_{\mathcal{I}}$),

$$\mu(\mathcal{I}) = \int_{\mathcal{I}} \Omega|_{\mathcal{I}}.$$

\footnote{Commonly, this is referred to simply as the “Schwarzschild metric.” Yet, it has long gone unrecognized that Johannes Droste, then a doctoral student of Lorentz, discovered this metric independently and announced it only four months after Schwarzschild [30–33], so for the sake of historical fairness, we here use the nomenclature “Schwarzschild-Droste metric” instead.}
We will see that the topological approach toward the validity of the second law of thermodynamics (described in the Introduction) relies crucially on whether or not this quantity is divergent.

In situations where the implication is clear, we may drop the term “reduced” when making statements about the reduced phase space. Finally, using all this, we can now restate more precisely the above two problems on the second law of thermodynamics.

**Problem I (restatement):** Does there exist any \( S : \mathcal{J} \to \mathbb{R} \) that monotonically increases along the orbits of \( \Phi \)?

**Problem II (restatement):** Does there exist any \( S : \mathcal{J} \to \mathbb{R} \), defined in a suitable way in terms of a probability density \( \rho : \mathcal{J} \times \mathcal{J} \to [0, 1] \), satisfying \( dS/dt \geq 0 \) in a Hamiltonian system? [Traditionally, the definition taken here for entropy is (a coarse-grained version of) \( S(t) = -\int_\rho \Omega \ln \rho \), or its appropriate reduction to \( \mathcal{J} \) if there are constraints.]

### III. ENTROPY THEOREMS IN CLASSICAL MECHANICS

#### A. Setup

Classical particle mechanics with \( N \) degrees of freedom [18] can be formulated as a Lagrangian theory with an \( N \)-dimensional configuration space \( \mathcal{Q} \). This means that we will have a canonical theory on a \( 2N \)-dimensional phase space \( \mathcal{P} \). We can choose canonical coordinates \((q_1, \ldots, q_N)\) with conjugate momenta \((p_1, \ldots, p_N)\) such that the symplectic form on \( \mathcal{P} \) is given by

\[
\omega = \sum_{j=1}^{N} dp_j \wedge dq_j.
\]

Then, the volume form on \( \mathcal{P} \) is simply the \( N \)th exterior power of the symplectic form, in particular \( \Omega = [(-1)^{N(N-1)/2}/N!]\omega^\wedge N \), and \( X_H \) is here given in coordinates by

\[
X_H = \sum_{j=1}^{N} \left( \frac{\partial H}{\partial p_j} \frac{\partial}{\partial q_j} - \frac{\partial H}{\partial q_j} \frac{\partial}{\partial p_j} \right).
\]

The action of \( X_H \) on any phase space function \( F : \mathcal{P} \to \mathbb{R} \), called the Poisson bracket, gives its time derivative:

\[
\dot{F} = \frac{dF}{dt} = X_H(F) = \{F, H\}.
\]

We obtain from this \( \dot{q}_j = \{q_j, H\} = \partial H/\partial p_j \) and \( \dot{p}_j = \{p_j, H\} = -\partial H/\partial q_j \), which are the canonical equations of motion. Moreover, we have that the symplectic form of \( \mathcal{P} \), and hence its volume form, are preserved along \( \Phi \); in other words, we have \( L_{X_H} \omega = 0 = L_{X_H} \Omega \), which is known as Liouville’s theorem.

We now turn to address Problem I in CM—that is, the question of whether there exists a function \( S : \mathcal{P} \to \mathbb{R} \) that behaves like entropy in a classical Hamiltonian system. Possibly the most well-known answer given to this is the Poincaré recurrence theorem, the proof of which we present in Appendix A.

Let us now discuss, in turn, the perturbative and topological approaches.

#### B. Perturbative approach

We revisit and carefully explicate, in this subsection, the argument given by Poincaré [22] to the effect that an entropy function \( S : \mathcal{P} \to \mathbb{R} \) does not exist. First, we will clarify the assumptions that need to go into it, i.e. the conditions we must impose both on the entropy \( S \) as well as on the Hamiltonian \( H \), and then we will supply a rigorous proof.

1. **Review of Poincaré’s idea for a proof**

In his original paper [22] (translated into English in Ref. [23]), the argument given by Poincaré (expressed using the contemporary notation of this paper) for the nonexistence of such a function \( S : \mathcal{P} \to \mathbb{R} \) is the following: if \( S \) behaves indeed like entropy, it should satisfy

\[
\dot{S} = \{S, H\} = \sum_{k=1}^{N} \left( \frac{\partial H}{\partial p_k} \frac{\partial S}{\partial q_k} \partial^2 q_k - \frac{\partial H}{\partial q_k} \frac{\partial S}{\partial p_k} \partial^2 p_k \right) > 0 \quad (5)
\]

around a hypothetical equilibrium point in \( \mathcal{P} \). Taylor expanding each term and assuming all first partials of \( S \) and \( H \) vanish at this equilibrium, we obtain a quadratic form (in the distances away from equilibrium) plus higher-order terms. If we are “sufficiently close” to equilibrium, we may ignore the higher-order terms and simply consider the quadratic form, which thus needs to be positive definite for the above inequality [Eq. (5)] to hold. But here, Poincaré, without presenting any further explicit computations, simply asserts that “it is easy to satisfy oneself that this is impossible if one or the other of the two quadratic forms \( S \) and \( H \) is definite, which is the case here.” (Our modern language modification is in italic.)

Neither the casual dismissal of the higher-order terms nor, even more crucially, the fact that “it is easy to satisfy oneself” of the impossibility of this quadratic form to be positive definite is immediately apparent from this discussion. In fact, all of the points in this line of reasoning require a careful statement of the necessary assumptions as well as some rather nontrivial details of the argumentation required to obtain the conclusion (that \( \dot{S} = 0 \)).

In what follows, we undertake precisely that. First, we look at the assumptions needed for this method to yield a useful proof, and then we carry out the proof in full detail and rigor.
2. Entropy conditions

A function $S: \mathcal{P} \rightarrow \mathbb{R}$ can be said to behave like entropy insofar as it satisfies the laws of thermodynamics. In particular, it should conform to two assumptions: first, that it should have an equilibrium point and, second, that it should obey the second law of thermodynamics—which heuristically states that it should be increasing in time everywhere except at the equilibrium point, where it should cease to change. We state these explicitly as follows:

$S1$ (existence of equilibrium): We assume there exists a point in phase space, $x_0 \in \mathcal{P}$, henceforth referred to as the “equilibrium” configuration of the system, which is a stationary point of the entropy $S$, i.e. all first partials thereof should vanish when evaluated there,

$$
\left( \frac{\partial S}{\partial q_i} \right)_0 = 0 = \left( \frac{\partial S}{\partial p_j} \right)_0,
$$

where, for convenience, we use the notation $(\cdot)_0 = (\cdot)|_{x_0}$ to indicate quantities evaluated at equilibrium. Note that by the definition of the Poisson bracket [Eq. (4)], this implies $(\dot{S})_0 = 0$.

$S2$ (second law of thermodynamics): A common formulation of the second law asserts that the entropy $S$ is always increasing in time when the system is away from equilibrium (i.e. $\dot{S} > 0$ everywhere in $\mathcal{P}\setminus x_0$) and attains its maximum value at equilibrium, where it ceases to change in time (i.e. $\dot{S} = 0$ at $x_0$, as implied by the first condition). We need to work, however, with a slightly stronger version of the second law: namely, the requirement that the Hessian matrix of $\dot{S}$,

$$
\text{Hess}(\dot{S}) = \begin{bmatrix}
\frac{\partial^2 \dot{S}}{\partial q_i \partial q_j} & \frac{\partial^2 \dot{S}}{\partial q_i \partial p_j} \\
\frac{\partial^2 \dot{S}}{\partial p_i \partial q_j} & \frac{\partial^2 \dot{S}}{\partial p_i \partial p_j}
\end{bmatrix},
$$

is positive definite when evaluated at equilibrium, i.e. $(\text{Hess}(\dot{S}))_0 > 0$.

We make now a few remarks about these assumptions. First, $S2$ is a sufficient—though not strictly necessary—condition to guarantee $\dot{S} > 0$ in $\mathcal{P}\setminus x_0$ and $\dot{S} = 0$ at $x_0$. However, the assumption of positive definiteness of the Hessian of the entropy $S$ itself at equilibrium is often used in statistical mechanics [37], and so it may not be objectionable to extend this supposition to $\dot{S}$ as well. (In any case, this leaves out only special situations where higher-order derivative tests are needed to certify the global minimization of $\dot{S}$ at equilibrium, which arguably are more of mathematical rather than physical interest; we may reasonably expect the entropy as well as its time derivative to be quadratic in the phase space variables as a consequence of its ordinary statistical mechanics definitions in terms of energy.)

Second, the above two conditions omit the consideration of functions on $\mathcal{P}$ which are everywhere strictly monotonically increasing in time, i.e. the time derivative of which is always positive with no equilibrium point. The topological approaches to Problem I, which we will turn to in the next subsection, do accommodate the possibility of such functions.

Third, the equilibrium point $x_0 \in \mathcal{P}$, though usually (physically) expected to be unique, need not be for the purposes of what follows, so long as it obeys the two conditions $S1$ and $S2$. In other words, it suffices that there exists at least one such point in $\mathcal{P}$.

Fourth, there is no topological requirement being imposed on the phase space $\mathcal{P}$. It is possible, in other words, for its total measure $\mu(\mathcal{P}) = \int_{\mathcal{P}} \Omega$ to diverge. This means that the theorem applies to systems which can, in principle, explore phase space unboundedly, without any limits being imposed (either physically or mathematically) thereon.

3. Hamiltonian conditions

Next, we make a few assumptions about the Hamiltonian $H: \mathcal{P} \rightarrow \mathbb{R}$ which we need to impose in order to carry out our proof. The first two assumptions are reasonable for any typical Hamiltonian in classical mechanics, as we will discuss. The third, however, is stronger than necessary to account for all Hamiltonians in general—and indeed, as we will see, unfortunately leaves out certain classes of Hamiltonians of interest. However, we regard it as a necessary assumption which we cannot relax in order to formulate the proof according to this approach. Our assumptions on $H$ are thus as follows:

$H1$ (kinetic terms): With regard to the second partials of $H$ with respect to the momentum variables, we assume the following:

(a) We can make a choice of coordinates so as to diagonalize (i.e. decouple) the kinetic terms. In other words, we can choose to write $H$ in such a form that we have:

$$
\frac{\partial^2 H}{\partial p_i \partial p_j} = \delta_{ij} \frac{\partial^2 H}{\partial p_j^2}.
$$

(b) Additionally, the second partials of $H$ with respect to each momentum variable, representing the coefficients of the kinetic terms, should be non-negative:

$$
\frac{\partial^2 H}{\partial p_j^2} \geq 0.
$$

$H2$ (mixed terms): We assume that we can decouple the terms that mix kinetic and coordinate degrees of freedom (via performing integrations by parts, if necessary, in the action out of which the Hamiltonian is constructed), such that $H$ can be written in a form where
H3 (potential terms): We need to restrict our consideration to Hamiltonians of which the partial Hessian with respect to the coordinate variables is positive semi-definite at the point of equilibrium (assuming it exists), i.e. $[\partial^2 H/\partial q_i \partial q_j]_0 \geq 0$. In fact, we need to impose a slightly stronger (sufficient, though not strictly necessary) condition: that any of the row sums of $[\partial^2 H/\partial q_i \partial q_j]_0$ are non-negative. That is to say, we assume

$$\sum_{i=1}^N \left( \frac{\partial^2 H}{\partial q_i \partial q_j} \right)_0 \geq 0. \quad (11)$$

We can make a few remarks about these assumptions. First, H1 and H2 are manifestly satisfied for the most typically encountered form of the Hamiltonian in CM,

$$H = \sum_{j=1}^N \frac{p_j^2}{2m_j} + V(q_1, \ldots, q_N), \quad (12)$$

where $m_j$ are the masses associated with each degree of freedom and $V$ is the potential (a function of only the configuration variables, and not the momenta). Indeed, H1(a) is satisfied since we have $\partial^2 H/\partial p_i \partial p_j = 0$ unless $i = j$, regardless of $V$. For H1(b), we clearly have $\partial^2 H/\partial p_j^2 = 1/m_j > 0$ assuming masses are positive. (Theories with negative kinetic terms, i.e. “ghosts,” are ordinarily thought of as being problematic.) Finally, H2 holds as $\partial^2 H/\partial p_i \partial q_j = 0$ is satisfied by construction.

Second, For typical Hamiltonians [Eq. (12)], H3 translates into a condition on the potential $V$, i.e. the requirement that $\sum_{i=1}^N (\partial^2 V/\partial q_i \partial q_j)_0 \geq 0$. This is not necessarily satisfied in general in CM, though it is for many systems. For example, when we have just 1 degree of freedom, $N = 1$, this simply means that the potential $V(q)$ is concave upward at the point of equilibrium (thus regarded as a stable equilibrium), i.e. $(\partial^2 V(q)/\partial q^2)_0 \geq 0$, which is reasonable to assume. As another example, for a system of harmonic oscillators with no interactions, $V = (1/2) \sum_{j=1}^N m_j \omega_j^2 q_j^2$, we clearly have $\sum_{i=1}^N (\partial^2 V/\partial q_i \partial q_j)_0 = m_j \omega_j^2 > 0$ for positive masses. Indeed, even introducing interactions does not change this so long as the couplings are mostly non-negative. (In other words, if the negative couplings do not dominate in strength over the positive ones.) Higher (positive) powers of the $q_j$ variables in $V$ are also admissible under a similar argument. However, we can see that condition H3 [Eq. (11)] excludes certain classes of inverse-power potentials. Most notably, it excludes the Kepler (gravitational two-body) Hamiltonian, $H = (1/2m)(p_1^2 + p_2^2) - GMm/(q_1^2 + q_2^2)^{1/2}$, where $q_j$ are the Cartesian coordinates in the orbital plane and $p_j$ are the associated momenta. In this case, we have $\det([\partial^2 H/\partial q_i \partial q_j]) = -2(GM)^2/(q_1^2 + q_2^2)^3 < 0$, and hence $[\partial^2 H/\partial q_i \partial q_j]$ is negative definite everywhere and therefore cannot satisfy H3 [Eq. (11)].

4. Our proof

We will now show that there cannot exist a function $S: \mathcal{P} \to \mathbb{R}$ satisfying the assumptions S1 and S2 of Sec. III B 2 in a Hamiltonian system that obeys the assumptions H1–H3 of Sec. III B 3 on $H: \mathcal{P} \to \mathbb{R}$. We do this by simply assuming that such a function exists, and we will show that this implies a contradiction. For a pictorial representation, see Fig. 1.

$N = 1$: Let us first carry out the proof for $N = 1$ degree of freedom so as to make the argument for general $N$ easier to follow. Let $S: \mathcal{P} \to \mathbb{R}$ be any function on the configuration space $\mathcal{P}$ satisfying assumptions S1 and S2 of Sec. III B 2; i.e. it has an equilibrium point, and the Hessian of its time derivative is positive definite there. We know that its time derivative at any point $x = (q, p) \in \mathcal{P}$ can be evaluated, as discussed in Sec. III A, via the Poisson bracket:

$$\dot{S} = \frac{\partial H}{\partial p} \frac{\partial S}{\partial q} - \frac{\partial H}{\partial q} \frac{\partial S}{\partial p}. \quad (13)$$

Let us now insert into this the Taylor series for each term expanded about the equilibrium point $x_0 = (q_0, p_0)$. Denoting $\Delta q = q - q_0$ and $\Delta p = p - p_0$, and using $O(\Delta^n)$ to represent nth order terms in products of $\Delta q$ and $\Delta p$, we have

$$\frac{\partial H}{\partial q} = \left( \frac{\partial H}{\partial q} \right)_0 + \left( \frac{\partial^2 H}{\partial q \partial q} \right)_0 \Delta q + \left( \frac{\partial^2 H}{\partial p \partial q} \right)_0 \Delta p + O(\Delta^2) \quad (14)$$

and similarly for the $p$ partial of $H$, while

![FIG. 1. The idea of the perturbative approach is to evaluate $\dot{S}$ along different directions in phase space away from equilibrium and arrive at a contradiction with its strict positivity.](image)
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\[ \frac{\delta S}{\delta q} = \left( \frac{\partial^2 S}{\partial q^2} \right)_0 \Delta q + \left( \frac{\partial^2 S}{\partial p \partial q} \right)_0 \Delta p + O(\Delta^2) \]

and similarly for the \( p \) partial of \( S \), where we have used the condition S1 [Eq. (6)] which entails that the zero-order term vanishes. Inserting all Taylor series into the Poisson bracket [Eq. (13)] and collecting terms, we obtain the following result,

\[ \dot{S} = \begin{bmatrix} \Delta q \\ \Delta p \end{bmatrix} + \begin{bmatrix} A & B \\ B & C \end{bmatrix} \begin{bmatrix} \Delta q \\ \Delta p \end{bmatrix} + O(\Delta^3), \]

where,

\[ a = \left( \frac{\partial H}{\partial p} \right)_0 \left( \frac{\partial^2 S}{\partial q^2} \right)_0 - \left( \frac{\partial H}{\partial q} \right)_0 \left( \frac{\partial^2 S}{\partial q \partial p} \right)_0, \]

\[ b = \left( \frac{\partial H}{\partial p} \right)_0 \left( \frac{\partial^2 S}{\partial q^2} \right)_0 - \left( \frac{\partial H}{\partial q} \right)_0 \left( \frac{\partial^2 S}{\partial q \partial p} \right)_0, \]

\[ C = \left( \frac{\partial^2 H}{\partial p^2} \right)_0 \left( \frac{\partial^2 S}{\partial q^2} \right)_0 - \left( \frac{\partial^2 H}{\partial q \partial p} \right)_0 \left( \frac{\partial^2 S}{\partial q \partial p} \right)_0. \]

and

\[ A = \left( \frac{\partial^2 H}{\partial q^2} \right)_0 \left( \frac{\partial^2 S}{\partial q^2} \right)_0 - \left( \frac{\partial H}{\partial q} \right)_0 \left( \frac{\partial^2 S}{\partial q \partial p} \right)_0, \]

\[ B = \frac{1}{2} \left[ \left( \frac{\partial^2 H}{\partial q^2} \right)_0 \left( \frac{\partial^2 S}{\partial q^2} \right)_0 - \left( \frac{\partial H}{\partial q} \right)_0 \left( \frac{\partial^2 S}{\partial q \partial p} \right)_0 \right], \]

Positive definiteness of \((\text{Hess}(\dot{S}))_0\) (assumption S2) implies that the quadratic form above [Eq. (26)] should be positive definite. This means that we cannot have \((\frac{\partial^2 H}{\partial q^2})_0 = 0\), since then \( C \) would not be strictly positive and we would get a contradiction. This, combined with assumption H1(b) [Eq. (9)], implies that \((\frac{\partial^2 S}{\partial q \partial p})_0 > 0\). Thus, we get a contradiction, and so no such function \( S \) exists.

General N: The extension of the proof to general \( N \) follows similar lines, though with a few added subtleties. Let us now proceed with it. As before, suppose \( S : \mathcal{P} \rightarrow \mathbb{R} \) is any function on \( \mathcal{P} \) satisfying S1 and S2. Its time derivative at any point \( x = (q_1, \ldots, q_N, p_1, \ldots, p_N) \in \mathcal{P} \) can be evaluated via the Poisson bracket:

\[ \dot{S} = \sum_{k=1}^{N} \left( \frac{\partial H}{\partial q_k} \right)_0 \frac{\partial S}{\partial q_k} - \left( \frac{\partial H}{\partial p_k} \right)_0 \frac{\partial S}{\partial p_k}. \]

Let us now insert into this the Taylor series for each term expanded about the equilibrium point \( x_0 = ((q_0)_1, \ldots, (q_0)_N, (p_0)_1, \ldots, (p_0)_1) \). Denoting \( \Delta q_i = q_i - (q_0)_i \) and \( \Delta p_i = p_i - (p_0)_i \), and using \( O(\Delta^3) \) to represent \( n \)-th order terms in products of \( \Delta q_i \) and \( \Delta p_i \), we have

\[ \frac{\partial H}{\partial q_k} = \left( \frac{\partial H}{\partial q_k} \right)_0 + \sum_{i=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right)_0 \Delta q_i + \left( \frac{\partial^2 H}{\partial p_i \partial q_k} \right)_0 \Delta p_i \right] + O(\Delta^2) \]

and similarly for the \( p_k \) partial of \( H \), while
\[ \frac{\partial S}{\partial q_k} = \sum_{i=1}^{N} \left[ \left( \frac{\partial^2 S}{\partial q_i \partial q_k} \right)_0 \Delta q_i + \left( \frac{\partial^2 S}{\partial p_i \partial q_k} \right)_0 \Delta p_i \right] + O(\Delta^2) \]  

(31)

and similarly for the \( p_i \) partial of \( S \), where we have used the condition S1 [Eq. (6)] which entails that the zero-order term vanishes. Inserting all Taylor series into the Poisson bracket [Eq. (29)] and collecting terms, we obtain the following result,

\[
\dot{S} = \begin{bmatrix} \Delta q_1 \\ \vdots \\ \Delta p_N \end{bmatrix} \begin{bmatrix} a^T \\ b^T \end{bmatrix}
\]

\[ + \begin{bmatrix} \Delta q_1 \\ \vdots \\ \Delta p_N \end{bmatrix} \begin{bmatrix} A & B \\ B^T & C \end{bmatrix} \begin{bmatrix} \Delta q_1 \\ \vdots \\ \Delta p_N \end{bmatrix} + O(\Delta^3), \]  

(32)

\[
A_{ij} = \frac{1}{2} \sum_{k=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial q_i \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_j \partial q_k} \right)_0 + \left( \frac{\partial^2 H}{\partial q_j \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial q_k} \right)_0 - \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_j \partial p_k} \right)_0 - \left( \frac{\partial^2 H}{\partial q_j \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial p_k} \right)_0 \right].
\]

(35)

\[
B_{ij} = \frac{1}{2} \sum_{k=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial q_i \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial q_k} \right)_0 + \left( \frac{\partial^2 H}{\partial p_j \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial q_k} \right)_0 - \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial p_k} \right)_0 - \left( \frac{\partial^2 H}{\partial p_j \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial p_k} \right)_0 \right].
\]

(36)

\[
C_{ij} = \frac{1}{2} \sum_{k=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial p_i \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial q_k} \right)_0 + \left( \frac{\partial^2 H}{\partial p_j \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial q_k} \right)_0 - \left( \frac{\partial^2 H}{\partial p_i \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial p_k} \right)_0 - \left( \frac{\partial^2 H}{\partial p_j \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial p_k} \right)_0 \right].
\]

(37)

By assumption S2, we have that \( \dot{S} \) as given above [Eq. (32)] is strictly positive for any \( x \neq x_0 \) in \( \mathcal{P} \). In particular, let \( \delta > 0 \), and let us consider \( \dot{S} \) [Eq. (32)] evaluated at the sequence of points \( \{x_n^+\}_{n=1}^{\infty} \), where \( x_n^+ = ((q_0)_1, \ldots, (q_0)_l) \pm \delta/n, \ldots, (p_0)_1, \ldots \), for any \( l \), such that the only deviation away from equilibrium is along the direction \( \Delta q_i = \pm \delta/n \), with all other \( \Delta q_i \) and \( \Delta p_i \) vanishing. Then, for any \( n \), we must have according to the above expression for \( \dot{S} \) [Eq. (32)]

\[
\dot{S}(x_n^+) = a_i \frac{\delta}{n} + A_{ij} \frac{\delta^2}{n^2} + O\left(\frac{\delta^3}{n^3}\right) > 0,
\]

(38)

\[
\dot{S}(x_n^-) = -a_i \frac{\delta}{n} + A_{ij} \frac{\delta^2}{n^2} + O\left(\frac{\delta^3}{n^3}\right) > 0.
\]

(39)

where we have the following components for the \( N \)-dimensional vectors,

\[
a_i = \sum_{k=1}^{N} \left[ \left( \frac{\partial H}{\partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial q_k} \right)_0 - \left( \frac{\partial H}{\partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial p_k} \right)_0 \right].
\]

(33)

and

\[
b_i = \sum_{k=1}^{N} \left[ \left( \frac{\partial H}{\partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial q_k} \right)_0 - \left( \frac{\partial H}{\partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial p_k} \right)_0 \right].
\]

(34)

and for the \( N \times N \) matrices,

\[
A_{ij} = \frac{1}{2} \sum_{k=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial q_i \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_j \partial q_k} \right)_0 + \left( \frac{\partial^2 H}{\partial q_j \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial q_k} \right)_0 - \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_j \partial p_k} \right)_0 - \left( \frac{\partial^2 H}{\partial q_j \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial p_k} \right)_0 \right].
\]

(35)

\[
B_{ij} = \frac{1}{2} \sum_{k=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial q_i \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial q_k} \right)_0 + \left( \frac{\partial^2 H}{\partial p_j \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial q_k} \right)_0 - \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial p_k} \right)_0 - \left( \frac{\partial^2 H}{\partial p_j \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial p_k} \right)_0 \right].
\]

(36)

\[
C_{ij} = \frac{1}{2} \sum_{k=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial p_i \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial q_k} \right)_0 + \left( \frac{\partial^2 H}{\partial p_j \partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial q_k} \right)_0 - \left( \frac{\partial^2 H}{\partial p_i \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_j \partial p_k} \right)_0 - \left( \frac{\partial^2 H}{\partial p_j \partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial p_k} \right)_0 \right].
\]

(37)

Taking the \( n \to \infty \) limit of the first inequality implies \( a_i \geq 0 \), while doing the same for the second inequality implies \( a_i \leq 0 \). Hence, \( a_i = 0 \). Since \( l \) is arbitrary, this means that \( a_i = 0, \forall i \). A similar argument (using \( \Delta p_i = \pm \delta/n \)) implies \( b_i = 0, \forall i \). Thus, \( S \) needs to satisfy the constraints

\[
0 = \sum_{k=1}^{N} \left[ \left( \frac{\partial H}{\partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial q_k} \right)_0 - \left( \frac{\partial H}{\partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial q_i \partial p_k} \right)_0 \right].
\]

(40)

\[
0 = \sum_{k=1}^{N} \left[ \left( \frac{\partial H}{\partial p_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial q_k} \right)_0 - \left( \frac{\partial H}{\partial q_k} \right)_0 \left( \frac{\partial^2 S}{\partial p_i \partial p_k} \right)_0 \right].
\]

(41)
ENTROPY THEOREMS IN CLASSICAL MECHANICS, …

and this leaves us with

\[
\dot{S} = \begin{bmatrix}
\Delta q_1 & \cdots & \Delta p_N \\
\Delta q_1 & \cdots & \Delta p_N \\
\vdots & & \vdots \\
\Delta q_1 & \cdots & \Delta p_N \\
\end{bmatrix} + O(\Delta^3). 
\]

(42)

Now, imposing the Hamiltonian assumptions H1(a) and H2 [Eqs. (8) and (10), respectively] simplifies A and C, from the above [Eqs. (35) and (37), respectively] to

\[
A_{ij} = -\frac{1}{2} \sum_{k=1}^{N} \left[ \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right) \left( \frac{\partial^2 S}{\partial q_j \partial p_k} \right) \right]_0 
\]

(43)

\[
+ \left[ \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right) \left( \frac{\partial^2 S}{\partial q_j \partial p_k} \right) \right]_0 . 
\]

(44)

\[
C_{ij} = \frac{1}{2} \left[ \left( \frac{\partial^2 H}{\partial p_j} \right) \left( \frac{\partial^2 S}{\partial p_i \partial q_j} \right) \right]_0 . 
\]

(45)

Positive definiteness of \((\text{Hess}(\dot{S}))_0\) implies that the quadratic form above [Eq. (42)] should be positive definite. This means that we cannot have \((\partial^2 H/\partial p_j^2)_0 = 0, \forall j\), since then C would not be positive definite and we would get a contradiction. This, combined with assumption H1(b) [Eq. (9)], implies that \((\partial^2 H/\partial p_j^2)_0 > 0, \forall j\). Moreover, we also have

\[
\sum_{i,j=1}^{N} C_{ij} = \sum_{i,j=1}^{N} \left( \frac{\partial^2 H}{\partial p_i \partial q_j} \right) > 0. 
\]

(46)

The reason for this is easily seen by noting that positive definiteness of C, by definition, means that its product with any nonzero vector and its transpose should be positive, i.e. \(z^T C z > 0\) for any nonzero vector \(z\); in particular, \(z = (1, 1, \ldots, 1)^T\) achieves the above inequality [Eq. (46)]. But then, let us consider \(\sum_{i,j=1}^{N} A_{ij}\). Positive definiteness of \((\text{Hess}(\dot{S}))_0\) (i.e. of the quadratic form [Eq. (32)]) implies, just as in the case of C, that \(\sum_{i,j=1}^{N} A_{ij} > 0\) or

\[
\sum_{i,j=1}^{N} (-A_{ij}) < 0. 
\]

(47)

At the same time, we have

\[
\sum_{i,j=1}^{N} (-A_{ij}) = \sum_{i,j,k=1}^{N} \left( \frac{\partial^2 H}{\partial q_i \partial q_k} \right) \left( \frac{\partial^2 S}{\partial q_j \partial p_k} \right) . 
\]

(48)

Taking the minimum over the \(k\) index in the term with the \(H\) partials,

\[
\sum_{i,j=1}^{N} (-A_{ij}) \geq \sum_{i,j,k=1}^{N} \left[ \min_{1 \leq l \leq N} \left( \frac{\partial^2 H}{\partial q_i \partial q_l} \right) \right] \left( \frac{\partial^2 S}{\partial q_j \partial p_k} \right) . 
\]

(49)

This means that the sums can be separated, and after relabelling, the above [Eq. (49)] becomes

\[
\sum_{i,j=1}^{N} (-A_{ij}) \geq \left[ \min_{1 \leq l \leq N} \sum_{k=1}^{N} \left( \frac{\partial^2 H}{\partial q_i \partial q_l} \right) \right] \sum_{i,j=1}^{N} \left( \frac{\partial^2 S}{\partial p_i \partial q_j} \right) . 
\]

(50)

Now, insert the identity \(1 = (\partial^2 H/\partial p_j^2)_0/(\partial^2 H/\partial p_j^2)_0\) into the \(i, j\) sum, and maximize over the denominator to get

\[
\sum_{i,j=1}^{N} (-A_{ij}) \geq \left[ \min_{1 \leq l \leq N} \sum_{k=1}^{N} \left( \frac{\partial^2 H}{\partial q_i \partial q_l} \right) \right] \sum_{i,j=1}^{N} \left[ \max_{1 \leq m \leq N} \left( \frac{\partial^2 H}{\partial p_m \partial q_j} \right) \right]^{-1} \left( \frac{\partial^2 S}{\partial p_i \partial q_j} \right) . 
\]

(51)

\[
\geq \left[ \min_{1 \leq l \leq N} \sum_{k=1}^{N} \left( \frac{\partial^2 H}{\partial q_i \partial q_l} \right) \right] \sum_{i,j=1}^{N} C_{ij} . 
\]

(52)

\[
= \left\{ \min_{1 \leq l \leq N} \sum_{k=1}^{N} \left( \frac{\partial^2 H}{\partial q_i \partial q_l} \right) \right\} \left[ \max_{1 \leq m \leq N} \left( \frac{\partial^2 H}{\partial p_m \partial q_j} \right) \right]^{-1} \sum_{i,j=1}^{N} C_{ij} . 
\]

(53)

\[
\geq 0, 
\]

(54)

since the term in curly brackets is non-negative (because of assumption H3 on the Hamiltonian), and we had earlier \(\sum_{i,j=1}^{N} C_{ij} > 0\). But we also had \(\sum_{i,j=1}^{N} (-A_{ij}) < 0\). Hence, we get a contradiction. Therefore, no such function \(S\) exists. This concludes our proof.
C. Topological approach

We now turn to the topological approach to answering Problem I in CM. First, we review the basic ideas of Olsen’s line of argumentation [23], and then we discuss their connections with the periodicity of phase space orbits.

1. Review of Olsen’s proof

The assumptions made on $S: \mathcal{P} \to \mathbb{R}$ are in this case not as strict as in the perturbative approach. See Fig. 2 for a pictorial representation.

In effect, we simply need to assume that $S$ is non-decreasing along trajectories, which are confined to an invariant closed space $\mathcal{P}$. Under these conditions, Olsen furnishes two proofs [23] for why $S$ is necessarily a constant. In the first one, the essential idea is that the volume integral of $S$ in $\mathcal{P}$ can be written after a change of variables as

$$\int_\mathcal{P} \Omega S = \int_\mathcal{P} \Omega(S \circ \Phi_t),$$

(55)

owing to the fact that $\mathcal{P}$ is left invariant by the Hamiltonian flow $\Phi_t$ generated by the Hamiltonian vector field $X_H$ and that $\mathcal{L}_{X_H} \Omega = 0$. Because the above expression [Eq. (55)] is time independent, $S$ must be time independent, and hence constant along trajectories. The second proof (based on the same assumptions) is rather more technical but relies also basically on topological ideas; in fact, it is more related to the Poincaré recurrence property [19].

We can make a few remarks. First, there is in this case no requirement on the specific form of the Hamiltonian function $H: \mathcal{P} \to \mathbb{R}$. In fact, $H$ can even contain explicit dependence on time, and the proof still holds.

Second, the essential ingredient here is the compactness of the phase space $\mathcal{P}$. Indeed, even in Poincaré’s original recurrence theorem [13] (as per our discussion in Appendix A), the only necessary assumptions were also phase space compactness and invariance along with Liouville’s theorem.

![Fig. 2. The topological approach relies on phase space compactness and Liouville’s theorem, i.e. the fact that the Hamiltonian flow is volume preserving.](image)

2. Periodicity in phase space

Even more can be said about the connection between phase space compactness and the recurrence of orbits than the Poincaré recurrence theorem. There are recent theorems in symplectic geometry which show that exact periodicity of orbits can exist in compact phase spaces.

For example, let us assume the Hamiltonian is of typical form [Eq. (12)]. Then, there is a theorem [38] which states that for a compact configuration space $\mathcal{D}$ we have periodic solutions of $X_H$. In fact, it was even shown [39] that we have periodic solutions provided certain conditions on the potential $V$ are satisfied and $\mathcal{D}$ just needs to have bounded geometry (i.e. to be geodesically complete and to have the scalar curvature and derivative thereof bounded).

Thus, under the assumption of compactness or any other condition which entails closed orbits, we cannot have a function which behaves like entropy in this sense for a very simple reason. Assume $S: \mathcal{P} \to \mathbb{R}$ is nondecreasing along trajectories, and let us consider an orbit $\gamma: \mathbb{R} \to \mathcal{P}$ in phase space [satisfying $d\gamma(t)/dt = X_H(\gamma(t))]$ which is closed. This means that for any $x \in \mathcal{P}$ on the orbit there exist $t_0, T \in \mathbb{R}$ such that $x = \gamma(t_0) = \gamma(t_0 + T)$. Hence, we have $S(x) = S(\gamma(t_0)) = S(\gamma(t_0 + T)) = S(x)$, so $S$ is constant along the orbit and therefore cannot behave like entropy.

IV. ENTROPY THEOREMS IN GENERAL RELATIVITY

We now turn to address the question of why these theorems do not carry over from CM to GR.

A. Setup

Let $\mathcal{M}$ be a 4-manifold with a Lorentzian metric $g$ of signature $(−, +, +, +)$ and having a metric-compatible derivative operator $\nabla$. We choose a coordinate system where $t$ denotes the time coordinate, and $t$ is the time flow vector field on $\mathcal{M}$. We label $\Sigma$ the $t = \text{const}$ spacelike 3-surfaces foliating $\mathcal{M}$, such that $\mathcal{M} = \mathbb{R} \times \Sigma$. On $\Sigma$, we have an induced three-dimensional Riemannian metric $h$, with a metric-compatible derivative operator $D$. Its conjugate momentum is $\pi = \sqrt{h}(K - Kh)$, where $h = \det(h)$, $K$ is the extrinsic curvature of $\Sigma$, and $K = \text{tr}(K)$. Moreover, let $N$ and $\mathcal{N}$, respectively, be the lapse function and shift vector of $g$.

Consider any field theory on $\mathcal{M}$, in this case described by an infinite-dimensional phase space $\mathcal{P}$. Let us write, in general, any point in phase space as $(\varphi, \pi) \in \mathcal{P}$, where $\varphi = \{\varphi_A(x)\}$ is the set of momenta canonically conjugate to the fields $\varphi = \{\varphi_A(x)\}$ and $A$ is a general (possibly multi-)index for the fields. For any functional $F: \mathcal{P} \to \mathbb{R}$, we can compute its time derivative $\dot{F} = \mathcal{L}_\gamma F = \{F, H\}$ via a suitably defined Poisson bracket with the Hamiltonian $H: \mathcal{P} \to \mathbb{R}$, which takes an
analagous form as that in CM but expressed in terms of functional derivatives [35]:

\[
F = \int_{\Sigma} d^3x \sum_A \left( \frac{\delta H}{\delta \pi_A(x)} \frac{\delta F}{\delta \phi_A(x)} - \frac{\delta H}{\delta \phi_A(x)} \frac{\delta F}{\delta \pi_A(x)} \right).
\]  \hfill (56)

In particular, we will have canonical equations of motion \( \phi_A = \{ \phi_A, H \} \) and \( \pi_A = \{ \pi_A, H \} \).

For defining and working with differential forms on \( \mathcal{P} \), we also require a notion of an exterior derivative. Because we are dealing with field theories, we must use the functional exterior derivative \( \delta \) (see Refs. [40,41] for more details); for example, \( \delta \phi_A(x) \) is a 1-form on \( \mathcal{P} \), and so for any functional (zero-form) \( \Gamma[\phi_A(x)] \) on \( \mathcal{P} \), for example, we have that the action of \( \delta \) is given by \( \delta \Gamma[\phi_A(x)] = \int_\Sigma d^3x (\delta \Gamma[\phi_A(x)]) \phi_A(x) \). This can then be extended to also define \( p \)-forms.

**B. Perturbative approach**

We wish to investigate under what conditions the CM no-entropy proof of Sec. III B transfers over to field theories in curved spacetime. To this effect, we consider the equivalent setup: broadly speaking, we ask whether there exists a phase space functional \( S: \mathcal{P} \rightarrow \mathbb{R} \) which is increasing in time everywhere except at an equilibrium configuration. In particular, we use the following two entropy conditions in analogy with those of Sec. III B 3 in CM:

\( S1 \) (existence of equilibrium): We assume there exists a point \( x_0 = (\phi, \pi) \in \mathcal{P} \), where \( S \) is stationary and (to simplify the analysis) \( H \) is stationary as well:

\[
\dot{S} = \int d^3x \int d^3y \int d^3z \sum_{A,B,C} \left\{ \left[ \frac{\delta^2 H[\phi, \pi]}{\delta \phi_B(y) \delta \pi_A(x) \delta \phi_C(z) \delta \phi_A(x)} - \frac{\delta^2 H[\phi, \pi]}{\delta \pi_B(y) \delta \phi_A(x) \delta \phi_C(z) \delta \pi_A(x)} \right] \Delta \phi_B(y) \Delta \phi_C(z) + \frac{\delta^2 S[\phi, \pi]}{\delta \pi_B(y) \delta \pi_A(x) \delta \phi_A(x)} \Delta \pi_B(y) \Delta \pi_A(x) \right\}
\]

and similarly for the other terms. Then, we apply \( S1 \) in this case [Eq. (57)], which makes all zero-order terms vanish. Finally, the Poisson bracket in this case [Eq. (58)] becomes

\[
\frac{\delta S[\phi, \pi]}{\delta \phi_A(x)} = \frac{\delta S[\phi, \pi]}{\delta \pi_A(x)} = 0 = \frac{\delta H[\phi, \pi]}{\delta \phi_A(x)} = \frac{\delta H[\phi, \pi]}{\delta \pi_A(x)}.
\]  \hfill (57)

This implies \( \dot{S}[\phi, \pi] = 0 = \dot{H}[\phi, \pi] \).

\( S2 \) (second law of thermodynamics): We assume that the Hessian of \( S \) is positive definite at equilibrium, i.e. \( \text{Hess}(\dot{S}[\phi, \pi]) > 0 \). This is a sufficient condition to ensure that \( \dot{S} > 0 \) in \( \mathcal{P} \setminus x_0 \), and \( \dot{S} = 0 \) at \( x_0 \).

We then follow the same procedure as in Sec. III B 4: we insert into the Poisson bracket

\[
\dot{S} = \int_{\Sigma} d^3x \sum_A \left( \frac{\delta H[\phi, \pi]}{\delta \pi_A(x)} \frac{\delta S[\phi, \pi]}{\delta \phi_A(x)} - \frac{\delta H[\phi, \pi]}{\delta \phi_A(x)} \frac{\delta S[\phi, \pi]}{\delta \pi_A(x)} \right)
\]

the functional Taylor series [42] for each term about \( (\phi, \pi) \), denoting \( \Delta \phi_A(x) = \phi_A(x) - \wp(x) \) and \( \Delta \pi_A(x) = \pi_A(x) - \wp(x) \),

\[
\frac{\delta H[\phi, \pi]}{\delta \pi_A(x)} \frac{\delta S[\phi, \pi]}{\delta \phi_A(x)} - \frac{\delta H[\phi, \pi]}{\delta \phi_A(x)} \frac{\delta S[\phi, \pi]}{\delta \pi_A(x)} = \frac{\delta^2 H[\phi, \pi]}{\delta \phi_B(y) \delta \phi_A(x)} \Delta \phi_B(y) \Delta \phi_A(x)
\]

and similarly for the other terms. Then, we apply \( S1 \) in this case [Eq. (57)], which makes all zero-order terms vanish. Finally, the Poisson bracket in this case [Eq. (58)] becomes

\[
\frac{\delta S[\phi, \pi]}{\delta \phi_A(x)} = \frac{\delta S[\phi, \pi]}{\delta \pi_A(x)} = 0 = \frac{\delta H[\phi, \pi]}{\delta \phi_A(x)} = \frac{\delta H[\phi, \pi]}{\delta \pi_A(x)}.
\]  \hfill (57)

\( 1. \) Scalar field

Let us consider a theory for a scalar field \( \phi(x) \) in a potential \( V[\phi(x)] \), defined by the Lagrangian

\[
L = \sqrt{-g} \left( -\frac{1}{2} g^{ab} \nabla_a \phi \nabla_b \phi - V[\phi] \right).
\]  \hfill (61)
We have

\[ H[\phi, \pi] = \int \Sigma d^3x \left( \frac{\pi^2}{2\sqrt{h}} + \frac{\sqrt{h}}{2} h^{ab} \nabla_a \phi \nabla_b \phi + \sqrt{h} V[\phi] \right), \]

(62)

where \( \pi = (\sqrt{h}/N) \dot{\phi} \) is the canonical momentum.

Let us compute the second functional derivatives of \( H \). We have

\[ \frac{\delta^2 H[\phi, \pi]}{\delta \phi(y) \delta \phi(x)} = N(x) \sqrt{h(x)x} V''[\phi(x)] \delta(x-y) 
- \partial_a(N(x) \sqrt{h(x)x} h^{ab}(x) \partial_b \delta(x-y)), \]

(63)

where we have used the fact that the mixed derivatives vanish. Let us now evaluate \( \dot{S} \) along different directions in \( \mathcal{P} \) away from \((\dot{\phi}, \dot{\pi})\). Suppose \( \Delta \pi \) is nonzero everywhere on \( \Sigma \) and \( \Delta \dot{\phi} \) vanishes everywhere on \( \Sigma \). Then, using the second momentum derivative of \( H \) [Eq. (64)], \( \dot{S} \) [Eq. (65)] becomes

\[ \dot{S} = \int \Sigma d^3x d^3y d^3z \left\{ \frac{\delta^2 S[\dot{\phi}, \dot{\pi}]}{\delta \dot{\pi}(z) \delta \dot{\phi}(y)} \Delta \pi(y) \Delta \pi(z) + \frac{\delta^2 S[\dot{\phi}, \dot{\pi}]}{\delta \dot{\pi}(z) \delta \dot{\phi}(x)} \Delta \pi(x) \Delta \pi(z) + \mathcal{O}(\Delta^3) \right\} \]

(65)

Hessian of \( \dot{S} \) at \((\dot{\phi}, \dot{\pi})\), altogether mean that the above [Eqs. (66)–(68)] imply

\[ \int \Sigma d^3x d^3y d^3z \frac{\delta^2 S[\dot{\phi}, \dot{\pi}]}{\delta \dot{\pi}(z) \delta \dot{\phi}(y)} > 0. \]

(69)

Now, let us evaluate \( \dot{S} \) in a region of \( \mathcal{P} \) where \( \Delta \phi \) is nonzero everywhere on \( \Sigma \), while \( \Delta \pi \) vanishes everywhere on \( \Sigma \). Then, using the second field derivative of \( H \) [Eq. (63)], the negative of the above expression for \( \dot{S} \) [Eq. (65)] becomes

\[ -\dot{S} = \int \Sigma d^3x d^3y d^3z \left\{ \frac{\delta^2 S[\dot{\phi}, \dot{\pi}]}{\delta \dot{\pi}(z) \delta \dot{\phi}(x)} \Delta \phi(y) \Delta \phi(z) + \mathcal{O}(\Delta^3) \right\} \]

(70)

Now, observe that

\[ \int \Sigma d^3x d^3y d^3z \left\{ \partial_a(N(x) \sqrt{h(x)x} h^{ab}(x) \partial_b \delta(x-y)) \right\} \]

\[ \times \frac{\delta^2 S[\dot{\phi}, \dot{\pi}]}{\delta \dot{\phi}(x) \delta \dot{\phi}(z)} \Delta \phi(y) \Delta \phi(z) \]

(71)
is simply a boundary term. This can be seen by integrating by parts until the derivative is removed from the delta distribution, the definition of the latter is applied to remove the \( x \) integration, and the result is a total derivative in the integrand. Assuming asymptotic decay properties sufficient to make this boundary term vanish, the above
\[-\dot{S} \] simply becomes
\[
\dot{S} = \int_{\Sigma} d^3y d^3z \sqrt{h(y)} V''(\hat{\phi}(y)) \left[ \frac{\delta^2 S[\hat{\phi}, \hat{\pi}]}{\delta \hat{\phi}(z) \delta \hat{\pi}(y)} \delta \phi(y) \right] \Delta \phi(y) \Delta \phi(z) + O(\Delta^3) \quad (72)
\]
\[
\geq \{ \min_{x \in \Sigma} (\sqrt{h(x)} V''(\hat{\phi}(x))) (\Delta \phi(x))^2 \} \times \int_{\Sigma} d^3y d^3z \frac{\delta^2 S[\hat{\phi}, \hat{\pi}]}{\delta \hat{\phi}(z) \delta \hat{\pi}(y)} + O(\Delta^3). \quad (73)
\]
The lhs of the first line [Eq. (72)] should be strictly negative, and the term in curly brackets in the second line [Eq. (73)] is strictly positive. Hence, owing to the definiteness of the Hessian of \( \dot{S} \) at \( (\hat{\phi}, \hat{\pi}) \), and using the symmetry of the arguments in the integrand and equality of mixed derivatives, the above [Eqs. (72) and (73)] imply
\[
\int_{\Sigma} d^3y d^3z \frac{\delta^2 S[\hat{\phi}, \hat{\pi}]}{\delta \hat{\phi}(z) \delta \hat{\pi}(y)} < 0. \quad (74)
\]
This is a contradiction with the inequality obtained previously [Eq. (69)]. Therefore, we have no function \( S \) for a scalar field theory that behaves like entropy according to assumptions S1 and S2.

We remark that in this case we get the conclusion \( \dot{S} = 0 \) using the perturbative approach despite the fact that the topological one would not work in the case of a noncompact Cauchy surface. The reason is that
\[
\mu(\mathcal{F}) = \int_{\partial \mathcal{F}} \Omega = \int_{\partial \mathcal{F}} \int_{\Sigma} d^3x \delta \phi(y) \wedge \delta \phi(x) \quad (75)
\]
where
\[
\dot{S} = \int_{\Sigma} d^3x d^3y \left\{ \left[ -\frac{\delta^2 H[\hat{\phi}, \hat{\pi}]}{\delta \hat{A}_b(y) \delta \hat{A}_c(x)} \delta \hat{A}_c(z) \delta \hat{A}_b(x) \right] \Delta A_b(y) \Delta A_c(z) + \left[ \frac{\delta^2 H[\hat{\phi}, \hat{\pi}]}{\delta \hat{\pi}_c(z) \delta \hat{\pi}_a(x)} \delta \hat{\phi}_a(x) \delta \hat{\phi}_b(y) \right] \Delta \pi_b(y) \Delta \pi_c(z) \right\} + O(\Delta^3), \quad (80)
\]
where we have used the fact that the mixed derivatives of the Hamiltonian [Eq. (79)] vanish by inspection and we compute the second field and momentum derivatives thereof to be, respectively,
Analogously with our strategy in the scalar field case, let us evaluate \( \hat{S} \) along different directions away from equilibrium. In particular, let us suppose \( \Delta \pi_1 \) is nonzero everywhere on \( \Sigma \) and that \( \Delta \pi_2, \Delta \pi_3, \) and \( \Delta A_\mu \) all vanish everywhere on \( \Sigma \). Then, using the second momentum derivative of \( H \) [Eq. (82)], \( \hat{S} \) [Eq. (80)] becomes

\[
\hat{S} = \int_{\Sigma} d^3x d^3y^3 z \dot{\sigma}(x-y) \frac{\delta^2 S[\hat{A}, \hat{\pi}]}{\delta \dot{\pi}_1(z) \delta \dot{A}_1(x)} \Delta \pi_1(z) \Delta \pi_1(z) + O(\Delta^3)
\]

(83)

(84)

(85)

The argument proceeds as before: the strict positivity of the lhs of the first line above [Eq. (83)] combined with that of the term in curly brackets in the third line [Eq. (85)] and the assumption (S2) of the definiteness of the Hessian of \( \hat{S} \) at \((\hat{A}, \hat{\pi})\) altogether mean that the above [Eqs. (83)–(85)] imply

\[
\int_{\Sigma} d^3x d^3y^3 z \frac{\delta^2 S[\hat{A}, \hat{\pi}]}{\delta \dot{\pi}_1(z) \delta \dot{A}_1(y)} < 0.
\]

(86)

Now, let us evaluate \( \hat{S} \) where \( \Delta A_1 \) is nonzero everywhere on \( \Sigma \), while \( \Delta A_2, \Delta A_3, \) and \( \Delta A_\mu \) all vanish everywhere on \( \Sigma \). Then, using the second field derivative of \( H \) [Eq. (81)], the negative of the above expression for \( \hat{S} \) [Eq. (80)] becomes

\[
\hat{S} = \int_{\Sigma} d^3x d^3y^3 z \left[ -\left\{ \delta^2 \frac{\partial^2}{\partial \sigma^2} \delta\dot{\sigma}(x-y) \right\} + m^2 \left\{ \delta^2 \frac{\partial^2}{\partial \sigma^2} \delta\dot{\sigma}(x-y) \right\} \right] \frac{\delta^2 S[\hat{A}, \hat{\pi}]}{\delta \dot{\pi}_1(z) \delta \dot{A}_1(x)} \Delta A_b(y) \Delta A_c(z) + O(\Delta^3).
\]

(87)

The term in curly brackets simply furnishes a (vanishing) boundary term [up to \( O(\Delta^3) \)]. Note that for \( m = 0 \) (corresponding to Maxwellian EM in flat spacetime) we would thus get an indefinite Hessian of \( \hat{S} \) at \((\hat{A}, \hat{\pi})\), and hence no function \( \hat{S} \) that behaves like entropy as per S1 and S2. So let us assume \( m^2 > 0 \). Using the symmetry of the arguments in the integrand and equality of mixed derivatives, we are thus left with

\[
\hat{S} = \int_{\Sigma} d^3x d^3y^3 z m^2 \left\{ \delta^2 \frac{\partial^2}{\partial \sigma^2} \delta\dot{\sigma}(x-y) \right\} \frac{\delta^2 S[\hat{A}, \hat{\pi}]}{\delta \dot{\pi}_1(z) \delta \dot{A}_1(y)} \Delta A_1(y) \Delta A_1(z) + O(\Delta^3)
\]

(88)

(89)

The lhs of the first line [Eq. (88)] should be strictly negative, and the term in curly brackets in the second line [Eq. (89)] is strictly positive. Hence, owing to the definiteness of the Hessian of \( \hat{S} \) at \((\hat{A}, \hat{\pi})\), the above [Eqs. (88) and (89)] imply

\[
\int_{\Sigma} d^3x d^3y^3 z \frac{\delta^2 S[\hat{A}, \hat{\pi}]}{\delta \dot{\pi}_1(z) \delta \dot{A}_1(y)} < 0.
\]

(90)

This is a contradiction with the previous inequality on the same quantity [Eq. (86)]. Hence, there is no function \( \hat{S} \) that behaves like entropy (according to S1 and S2) for a massive EM field in flat spacetime.

Let us now carry out the proof for a simple Maxwellian EM field in curved spacetime, defined by the Lagrangian

\[
L = -\frac{1}{4} \sqrt{-g} F^a : F^a.
\]

(91)

where \( F_{ab} = \nabla_a A_b - \nabla_b A_a \) and \( A_a \) is the electromagnetic potential. As in the scalar field case, we work with a spacetime foliation such that \( N = 0 \).

As with EM in flat spacetime, this is a constrained Hamiltonian system; the momentum canonically conjugate to \( A_0 = V \) vanishes identically, meaning again that, instead of \( A_\mu \), we may take (its spatial part) \( \tilde{A}_\mu = h_{ab} A^b \) along with its conjugate momentum, \( p^a = (\sqrt{-\tilde{h}/N}) h^{ab} (\tilde{A}_b - \partial_b V) \), to be the physical phase space variables—appending to the canonical equations of motion resulting from \( H[\tilde{A}, \pi] \) the constraint \( 0 = \delta H/\delta V = \partial_a p^a \) (which is simply Gauss’s law). In particular, we have [44]

\[
H[\tilde{A}, \pi] = \int_{\Sigma} d^3x \left( \frac{1}{4} N \sqrt{\tilde{h}} F^c : F^c + \frac{N}{2\sqrt{\tilde{h}}} \pi \cdot \pi + \pi^a \partial_a V \right).
\]

(92)

where \( F_{ab} = h_{ac} h_{bd} F^{cd} = D_a \tilde{A}_b - D_b \tilde{A}_a \).
The Poisson bracket [Eq. (60)] is here given by the same expression as in flat spacetime [Eq. (65)], owing to the fact that the mixed derivatives of the Hamiltonian [Eq. (92)] vanish. Let us focus on regions in phase space where $\Delta \pi$ vanishes everywhere on $\Sigma$ but $\Delta \mathcal{A}$ is everywhere nonzero. There,

$$
\dot{S} = \int_{\Sigma} d^3x d^3y d^3z \left[ -\frac{\delta^2 H[\dot{\mathcal{A}}, \dot{\pi}]}{\delta \dot{\mathcal{A}}_b(y) \delta \dot{\mathcal{A}}_d(x)} \delta^2 S[\dot{\mathcal{A}}, \dot{\pi}] \right] 
\times \Delta \mathcal{A}_b(y) \Delta \mathcal{A}_c(z) + O(\Delta^3). \tag{93}
$$

We compute

$$
\frac{\delta^2 H[\dot{\mathcal{A}}, \dot{\pi}]}{\delta \dot{\mathcal{A}}_b(y) \delta \dot{\mathcal{A}}_d(x)} = -\sqrt{h(x)} \{D^c[N(x)h^{ab}(x)D_e\delta(x-y)]
\times -D^b[N(x)D^c\delta(x-y)]\}. \tag{94}
$$

Inserting this into the above expression for $\dot{S}$ [Eq. (93)], we simply get a (vanishing) boundary term [up to $O(\Delta^3)$]. We conclude that we have an indefinite Hessian of $\dot{S}$ at $(\dot{\mathcal{A}}, \dot{\pi})$, and hence no function $S$ that behaves like entropy as per S1 and S2.

3. GRAVITY

The phase space $\mathcal{P}$ of GR is, prior to constraint imposition, the space of all Riemannian 3-metrics $h$ on $\Sigma$, together with their corresponding conjugate momenta $\pi$. The symplectic form on $\mathcal{P}$, which is also the volume form, is given by [34]

$$
\Omega = \int_{\Sigma} d^3x d\pi^{ab} \wedge dh_{ab}. \tag{95}
$$

However, concordant with its diffeomorphism invariance, GR is a constrained Hamiltonian system. In particular, the Gauss-Codazzi relations impose certain restrictions on $h$ and $\pi$ that determine which subspaces of $\mathcal{P}$ are dynamically accessible through the canonical equations of motion (as well as being admissible for initial conditions). Indeed, diffeomorphism invariance directly implies that the numerical value of the Hamiltonian should be zero, and therefore that the Hamiltonian functional should simply be a combination of these constraints modulo boundary terms.

Let $r$ be the outward pointing unit normal on $\partial \Sigma$. We denote by $\sigma$ the induced 2-metric on $\partial \Sigma$, with $\sigma = \det(\sigma)$, and by $k$ its extrinsic curvature, with $k = tr(k)$. Then, the gravitational Hamiltonian $H$ is given by [35,45]

$$
H[h, \pi] = \int_{\Sigma} d^3x (NC + N \cdot C) + \oint_{\partial \Sigma} d^2x \left( -2N\sqrt{\sigma}k + \frac{2}{N}N_a r_b \pi^{ab} \right), \tag{96}
$$

where, using $\pi = tr(\pi)$ and $R$ to denote the Ricci scalar on $\Sigma$,

$$
C = -\sqrt{h}R + \frac{1}{\sqrt{h}} \left( \pi : \pi - \frac{1}{2} \pi^2 \right), \tag{97}
$$

$$
C_a = -2D^b \pi_{ab}. \tag{98}
$$

are the Hamiltonian and momentum constraints of GR, respectively. We can obtain from this Hamiltonian [Eq. (96)] the canonical equations of motion $\dot{h}_{ab} = \{ h_{ab}, H \} = \delta H/\delta \pi^{ab}$ and $\dot{\pi}_{ab} = \{ \pi_{ab}, H \} = -\delta H/\delta h^{ab}$, in addition to the constraint equations $C = 0 = C_a$.

Following the same procedure as before for a hypothetical entropy functional $S[h, \pi]$ and an equilibrium configuration $(\dot{h}, \dot{\pi})$ in phase space, we see that the Poisson bracket [Eq. (60)] in this case has the following form:

$$
\dot{S} = \int_{\Sigma} d^3x d^3y d^3z \left[ -\frac{\delta^2 H[\dot{\mathcal{A}}, \dot{\pi}]}{\delta \dot{\mathcal{A}}_b(y) \delta \dot{\mathcal{A}}_d(x)} \delta^2 S[\dot{\mathcal{A}}, \dot{\pi}] \right] 
\times \Delta \mathcal{A}_b(y) \Delta \mathcal{A}_c(z) + O(\Delta^3).
$$

(99)
The difference with the previous cases is that here, in general, none of the second derivatives of the Hamiltonian vanishes, and, crucially, they do not have a definite sign. For example, let us compute the second derivative of $H$ with respect to the canonical momentum:

$$
\frac{\delta^2 H}{\delta \pi_c (y) \delta \pi_b (x)} = \frac{2N(x)}{\sqrt{\lambda (x)}} \left( \delta^{(a)} \delta^{(b)} - \frac{1}{2} h_{ab}(x) \delta^{cd} \right) \times \delta (x - y). \tag{100}
$$

In CM or the examples of field theories in curved spacetime we have considered, the second derivative of $H$ with respect to the momentum had a definite sign (by virtue of its association with the positivity of kinetic-type terms). In this case, however, this second derivative [Eq. (100)] is neither always positive nor always negative. Thus, an argument similar to the previous proofs cannot work here: the gravitational Hamiltonian [Eq. (96)] is of such a nature that its concavity in phase space components (as is, for example, its concavity in the canonical momentum components [Eq. (100)]) is not independent of the phase space variables themselves and cannot be ascribed a definite (positive or negative) sign. And so, a contradiction cannot arise with the Poisson bracket of a phase space functional (such as the gravitational entropy) being nonzero (and, in particular, positive).

C. Topological approach

As discussed in Sec. III C, the topological proofs of Olsen for the nonexistence of entropy production in CM rely crucially on the assumption that the phase space $\mathcal{P}$ is compact. In such a situation, a system has a finite measure of phase space $\mu(\mathcal{P})$ available to explore, and there cannot exist a function which continually increases along orbits.

By contrast, in GR, it is believed that the (reduced) phase space $\mathcal{S}$ is generically noncompact [24]. That is to say, the measure $\mu(\mathcal{S}) = \int_{\mathcal{S}} \Omega |_{\mathcal{S}}$ in general diverges, where $\Omega |_{\mathcal{S}}$ is (using the notation of Sec. II) the pullback of the symplectic form [Eq. (95)] to $\mathcal{S}$. This means that the same methods of proof as in CM (Sec. III C) cannot be applied.

The connection between a (monotonically increasing) entropy function in GR and the divergence of its (reduced) phase space measure warrants some discussion. The latter, it may be noted, is arguably not completely inevitable. In other words, one may well imagine a space of admissible solutions to the Einstein equations (or equivalently, the canonical gravitational equations) of which the effective degrees of freedom are such that they form a finite-measure phase space. Dynamically trivial examples of this might be SD black holes. Thus, the assertion that $\mu(\mathcal{S})$ diverges hinges on the nature of the degrees of freedom believed to be available in the spacetimes under consideration. However, it has been explicitly shown [24] that, even in very basic dynamically nontrivial situations, such as simple cosmological spacetimes, $\mu(\mathcal{S})$ does indeed diverge. In fact, the proof found in Ref. [24] is carried out for compact Cauchy surfaces, and the conclusion is therefore in concordance with the no-return theorem [25,26] which also assumes compact Cauchy surfaces. In the following section, we will show that this happens for perturbed SD spacetimes as well (where the Cauchy surface is noncompact).

The generic divergence of $\mu(\mathcal{S})$ entails that a gravitational system has an unbounded region of phase space available to explore. In other words, it is not confined to a finite region where it would have to eventually return to a configuration from which it started (which would make a monotonically increasing entropy function impossible).

It is moreover worth remarking that this situation creates nontrivial problems for a statistical (i.e. probability-based) general-relativistic definition of entropy, $S: \mathcal{S} \to \mathbb{R}$ (as described in Secs. I and II)—which, indeed, one may also ultimately desire to work with and relate to the mechanical meaning of entropy mainly discussed in this paper. Naively, one might think of defining such a statistical entropy function as something along the lines of $S = \sum_{X} P(X)$, where $X$ denotes a physical property of interest and $P(X)$ its probability. In turn, the latter might be understood as the relative size of the phase space region $\mathcal{S} \subset \mathcal{P}$ possessing the property $X$, i.e. $P(X) = \mu(\mathcal{S} \subset \mathcal{P})$. In this case, we either have [24] $P(X) = 0$ if $\mu(\mathcal{S} \subset \mathcal{P})$ is finite, $P(X) = 1$ if $\mu(\mathcal{S} \setminus \mathcal{P})$ is finite, or $P(X)$ is ill defined otherwise. Ostensibly, one would need to invoke a regularization procedure in order to obtain finite probabilities (in general) according to this. However, different regularization procedures that have been applied (mainly in the context of cosmology) have proven to yield widely different results depending on the method of the procedure being used [24]. Alternatively, a statistical general-relativistic definition of $S$ in terms of a probability density $\rho: \mathcal{S} \times \mathcal{S} \to [0, 1]$ (similarly to CM) as $S = \int_{\mathcal{S}} \Omega |_{\mathcal{S}} \rho \ln \rho$ would likewise face divergence issues. Therefore, any future attempt to define gravitational entropy in such a context will have to either devise an unambiguous and well-defined regularization procedure (for obtaining finite probabilities) or implement a well-justified cutoff of the (reduced) phase space measure.

We now turn to discussing these issues in a context where we expect an intuitive illustration of gravitational entropy production—the two-body problem.

V. ENTROPY IN THE GRAVITATIONAL TWO-BODY PROBLEM

One of the most elementary situations in GR in which we expect the manifestation of a phenomenon such as entropy production is the gravitational two-body problem.

In CM, the two-body (or Kepler) problem manifestly involves no increase in the entropy of a system. The
perturbative approach, as discussed in Sec. III B 3, involves assumptions on the nature of the Hamiltonian which preclude any conclusions from it in this regard. However, the topological approach, elaborated in Sec. III C, is applicable: assuming that Keplerian orbits are bounded, the configuration space \( \mathcal{P} \) can be considered to be compact, and therefore the phase space \( \mathcal{P} \) obtained from it (involving finite conjugate momenta) is compact as well. Concordant with the topological proofs, then, we will have no entropy production in such a situation. The case of the \( N \)-body problem, however, is, as alluded to earlier, not the same; neither the assumptions of the perturbative approach nor of the topological approach (specifically, a compact phase space) are applicable, and it has been shown that a monotonically increasing function on phase space does in fact exist \([14,15]\), and hence so does a gravitational arrow of time (and entropy production) associated with it.

In GR, we know the two-body problem involves energy loss and therefore should implicate an associated production of entropy. The no-return theorem \([25,26]\) is inapplicable here because this problem does not involve a compact Cauchy surface. The perturbative approach here fails to disprove the second law (as discussed in Sec.IV B 3), and we will now show that so, too, does the topological approach.

The two-body problem in GR where one small body orbits a much larger body of mass \( M \) can be modeled in the context of perturbations to the SD metric,

\[
g_{ab}dx^a \, dx^b = -v(r)dt^2 + \frac{dr^2}{v(r)} + r^2 \sigma_{ab}dx^a \, dx^b ,
\]

where \( v(r) = 1 - 2M/r \) and \( \sigma = \text{diag}(0, 0, 1, \sin^2 \theta) \) is the metric of the 2-sphere \( \mathbb{S}^2 \). According to standard black hole perturbation theory (see, for example, Refs. [46–48]), it is possible to choose a gauge so that the polar and axial parts of perturbations to this metric are encoded in a single gauge-invariant variable each. In particular, they are given, respectively, by

\[
\Phi(\pm) = \frac{1}{r} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} Y^{lm}(\theta, \phi) \Psi^{lm}(\pm)(t, r),
\]

where \( Y^{lm} \) are spherical harmonics and \( \Psi^{lm}(\pm) \) are called, respectively, the Zerilli and Regge-Wheeler master functions, which satisfy known wavelike equations and from which the perturbations to \( g \) can be reconstructed. In Ref. [34], the symplectic form of the reduced phase space \( \mathcal{P} \) for such spacetimes is computed. Without entering into the details of the computation, we simply state the result,

\[
\mu(\mathcal{P}) = \sum_{\xi = \pm} \int_{\mathcal{P}} d\mathcal{P} \int_{\mathcal{P}} d\mathcal{P} \left[ (\sin \theta) Y^{lm} \Delta Y^{lm} \right] \Psi^{lm}(\xi) \delta \Psi^{lm}(\xi) \delta \Psi^{lm}(\xi),
\]

where \( \Delta = \Delta_s^{-1}(\Delta_s + 2)^{-1} \), and \( \Delta_s \) is the Laplace operator on \( \mathbb{S}^2 \).

The work [34] where this symplectic form [Eq. (103)] was derived simply uses it to define and formulate conservation laws for energy and angular momentum in perturbed SD spacetimes. It does not, however, address the question of the total measure of \( \mu(\mathcal{P}) \). We will now show that the (reduced) phase space measure \( \mu(\mathcal{P}) = \int_{\mathcal{P}} \Omega(\mathcal{P}) \) for such spacetimes in fact diverges, preventing any argument based on phase space compactness for the nonexistence of entropy production.

Inserting the definitions of the different variables and suppressing for the moment the coordinate dependence of the spherical harmonics and master functions, we have

\[
\mu(\mathcal{P}) = \sum_{\xi = \pm} \int_{\mathcal{P}} d\mathcal{P} \int_{\mathcal{P}} d\mathcal{P} \left[ \frac{v(r)}{v(r)} \right] \left( \frac{r^2 \sin \theta}{v(r)} \right) \delta \Phi_{\xi}(\pm) \Delta \Phi_{\xi}(\pm)
\]

\[
= \sum_{\xi = \pm} \int_{\mathcal{P}} d\mathcal{P} \int_{\mathcal{P}} d\mathcal{P} \left( \frac{r \sin \theta}{v(r)} \sum_{l,m} Y^{lm} \delta \Psi^{lm}(\pm) \right)
\]

\[
= \sum_{\xi = \pm} \int_{\mathcal{P}} d\mathcal{P} \int_{\mathcal{P}} d\mathcal{P} \left( \frac{r \sin \theta}{v(r)} \sum_{l,m} Y^{lm} \delta \Psi^{lm}(\pm) \right).
\]

Now, using the fact that the functional exterior derivative acts only on the master functions and the operator \( \Delta \) acts only on the spherical harmonics, we can write this as

\[
\mu(\mathcal{P}) = \sum_{\xi = \pm} \int_{\mathcal{P}} d\mathcal{P} \int_{\mathcal{P}} d\mathcal{P} \left( \frac{r \sin \theta}{v(r)} \sum_{l,m} Y^{lm} \delta \Psi^{lm}(\pm) \right)
\]

\[
\wedge \left( \frac{1}{r} \sum_{l,m} \left( \frac{\Delta Y^{lm}}{\Delta Y^{lm}} \right) \delta \Psi^{lm}(\pm) \right)
\]

\[
= \sum_{\xi = \pm} \sum_{l,m} \int_{\mathcal{P}} d\mathcal{P} \int_{\mathcal{P}} d\mathcal{P} \left( \frac{r \sin \theta}{v(r)} \right) Y^{lm} \frac{1}{r} \Delta Y^{lm}
\]

\[
\times \delta \Psi^{lm}(\xi) \delta \Psi^{lm}(\xi).
\]

Writing the Cauchy surface integral in terms of coordinates and collecting terms,

\[
\mu(\mathcal{P}) = \sum_{\xi = \pm} \sum_{l,f,m,m'} \int_{\mathcal{P}} \int_{\mathcal{P}} d\mathcal{P} \int_{\mathcal{P}} d\mathcal{P} \left[ (\sin \theta) Y^{lm} \Delta Y^{lm} \right] \Psi^{lm}(\xi) \delta \Psi^{lm}(\xi) \delta \Psi^{lm}(\xi).
\]
The phase space integral \( \int_{\mathcal{J}} \delta \Psi_{\ell m}^{(\zeta)}(t, \bar{r}) \wedge \delta \Psi_{\ell' m'}^{(\zeta)}(t, \bar{r}) \) is finite but nonzero even when minimized over \( \bar{r} \) because for any nontrivial solutions of the master functions there will be no point in spacetime where they will always be vanishing (for all time). Thus (assuming that the \( l, l', m, m' \) sums are convergent), everything in the curly bracket in the last line above [Eq. (115)] is nonzero but finite. However, it multiplies \( \int_{2M}^\infty dr/v(r) \), which diverges (at both integration limits). Hence, \( \mu(\mathcal{J}) \) diverges for such spacetimes.

We can make a few remarks. First, one might be concerned in the above argument, specifically in the last line [Eq. (115)], about what might happen in the asymptotic limit of the phase space integral; in other words, it may be the case (i) that \( \min_{\bar{r} \in [2M, \infty]} \int_{\mathcal{J}} \delta \Psi_{\ell m}^{(\zeta)}(t, \bar{r}) \wedge \delta \Psi_{\ell' m'}^{(\zeta)}(t, \bar{r}) \) could turn out to be \( \lim_{r \to \infty} \int_{\mathcal{J}} \delta \Psi_{\ell m}^{(\zeta)}(t, r) \wedge \delta \Psi_{\ell' m'}^{(\zeta)}(t, r) \), and, if so, one might naively worry (ii) that the latter vanishes due to asymptotic decay properties of the master functions. This will actually not happen. To see why, suppose (i) is true. The master functions must obey outgoing boundary conditions at spatial infinity, i.e. \( 0 = [\partial_r + v(r) \partial_t] \Psi_{\ell m}^{(\zeta)} \) as \( r \to \infty \). Hence, we have

\[
\lim_{r \to \infty} \int_{\mathcal{J}} \delta \Psi_{\ell m}^{(\zeta)}(t, r) \wedge \delta \Psi_{\ell' m'}^{(\zeta)}(t, r) = -\int_{\mathcal{J}} \lim_{r \to \infty} \delta(\partial_r \Psi_{\ell m}^{(\zeta)}(t, r)) \wedge \delta \Psi_{\ell' m'}^{(\zeta)}(t, r),
\]

which is nonzero, because the vanishing of the master functions and their radial partials at spatial infinity for all time corresponds only to trivial solutions. Therefore, we have that \( \min_{\bar{r} \in [2M, \infty]} \int_{\mathcal{J}} \delta \Psi_{\ell m}^{(\zeta)}(t, \bar{r}) \wedge \delta \Psi_{\ell' m'}^{(\zeta)}(t, \bar{r}) \) is always nonzero for nontrivial solutions.

Second, if the two-body system in this framework is an extreme-mass-ratio inspiral [29], i.e. the mass of the orbiting body, or “particle,” is orders of magnitude smaller than that of the larger one, and the former is modeled using a stress-energy-momentum tensor with support only on its worldline, then it is known that \( \Psi_{\ell m}^{(\pm)}(t, r) \) has a discontinuity at the particle location, and thus \( \dot{\Psi}_{\ell m}^{(\pm)}(t, r) \) has a divergence there. Hence, the integral over \( \mathcal{J} \) even before our inequality above [Eq. (112)] is already divergent due to the divergence of \( \dot{\Psi}_{\ell m}^{(\pm)}(t, \bar{r}) \) in the integrand. However, given that such an approach to describing these systems (i.e. having a stress-energy-momentum tensor of the particle with a delta distribution) is only an idealization, we regard the conclusion that \( \mu(\mathcal{J}) \) diverges as more convincing based on our earlier argument, which is valid in general—that is, even for possible descriptions of the smaller body that may be more realistic than that using delta distributions.

VI. CONCLUSIONS

We have proven that there does not exist a monotonically increasing function of phase space—which may be
identified as (what we have referred to as a mechanical notion of) entropy—in classical mechanics with N degrees of freedom for certain classes of Hamiltonians, as well as in some (classical) matter field theories in curved (nondynamical) spacetime, viz. for standard scalar and electromagnetic fields. To do this, we have followed the procedure for the proof sketched by Poincaré [22] (what we have dubbed the perturbative approach), and we have here carried it out in full rigour for classical mechanics and extended it via similar techniques to field theories. What is noteworthy about this perturbative proof—counter (to our knowledge) to all other well-known proofs for the nonexistence of entropy (in the mechanical sense) in classical canonical theories—is that it assumes nothing about the topology of the phase space; in other words, the phase space can be noncompact. Essentially, it relies only on curvature properties (in phase space) of the Hamiltonian of the canonical theory being considered. We have explicated these properties in the case of classical mechanics and have assumed standard ones for the particular (curved spacetime) matter field theories we have investigated. It would be of interest for future work to determine, in the case of the former whether they can be made less restrictive (than what we have required for our proof, which thus omits some classes of Hamiltonians of interest such as that for the gravitational two-body problem) and in the case of the latter whether they can be generalized or extended to broader classes of field theories. Indeed, it would be in general an interesting question to determine not only the necessary but also—if possible—the sufficient conditions that a Hamiltonian of a generic canonical theory needs to satisfy in order for this theorem to be applicable, i.e. in order to preclude mechanical entropy production. We have seen that it is precisely the curvature properties of the vacuum Hamiltonian of general relativity that prevent this method of proof from being extended thereto, where in fact one does expect (some version of) the second law of thermodynamics to hold.

Topological properties of the phase space can also entail the nonexistence of mechanical entropy, as per the more standard and already well-understood proofs in classical mechanics where the phase space is assumed to be compact [13,23]. However, even for nongravitational canonical theories, this assumption might be too restrictive, and for general relativity, it is believed that in general it is not the case. This renders any of these topological proofs inapplicable in the case of the latter, and moreover it also significantly complicates any attempt to formulate a sensible “statistical” notion of (gravitational) entropy due to the concordant problems in working with finite probabilities (of phase space properties). These must ultimately be overcome (via some regularization procedure or cutoff argument) for establishing a connection between a statistical and mechanical entropy in general relativity. While we still lack any consensus on how to define the latter, it may be hoped that in the future the generic validity of a (general-relativistic) second law may be demonstrated on the basis of (perhaps curvature related) properties of the gravitational Hamiltonian—which in turn may enter into a statistical mechanics type definition of gravitational entropy in terms of some suitably defined partition function. In this regard, older work based on field-theoretic approaches [49] and more recent developments such as proposals to relate entropy with a Noether charge (specifically, the Noether invariant associated with an infinitesimal time translation) in classical mechanics [50] may provide fruitful hints.

A clear situation in which we anticipate entropy production in general relativity, unlike in classical mechanics, is the gravitational two-body problem. For the latter, as we have discussed, the N-body problem actually does also exhibit features of entropy production. We have shown here explicitly that the phase space of perturbed Schwarzschild-Droste spacetimes is noncompact (even without the assumption of self-force). This means that the topological proofs are here inapplicable (but also, on the other hand, so is the no-return theorem for compact Cauchy surfaces, which by itself cannot be used in this case to understand the nonrecurrence of phase space orbits). It is hoped that, once a generally agreed upon definition of gravitational entropy is established, one would not only be able to use it to compute the entropy of two-body systems but also to demonstrate that it should obey the second law (i.e. that it should be monotonically increasing in time). In the long run, an interesting problem to investigate is whether an entropy change, once defined and associated to motion in a Lagrangian formulation, could determine the trajectory of a massive and radiating body, moving in a gravitational field.
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APPENDIX: SOME DETAILS ON CONSTRAINED HAMILTONIAN SYSTEMS

In this Appendix, we elaborate on some technical details omitted from Secs. II and III.

In \( \mathcal{P} \), the symplectic form \( \omega \) is used to define the Hamiltonian vector field \( X_H \) of any phase space function \( F : \mathcal{P} \to \mathbb{R} \) via \( \iota_{X_H} \omega = -dF \), where \( \iota \) is the interior product.
and $d$ is the exterior derivative on $\mathcal{P}$. The Hamiltonian flow (generated by $X_H$) is determined via $d\Phi_t = X_H \circ \Phi_t$.

Using this, we can easily offer a proof, shown pictorially in Fig. 3, for the recurrence theorem (see Sec. 16 of Ref. [18]): assume $\mathcal{P}$ is compact and $\Phi_t(\mathcal{P}) = \mathcal{P}$. Let $\mathcal{U} \subset \mathcal{P}$ be the neighborhood of any point $p \in \mathcal{P}$, and consider the sequence of images $\{\Phi_n(\mathcal{U})\}_{n=0}^{\infty}$. Each $\Phi_n(\mathcal{U})$ has the same measure $\int_{\Phi_n(\mathcal{U})} \Omega$ (because of Liouville’s theorem), so if they never intersected, $\mathcal{P}$ would have infinite measure. Therefore, there exist $k, l$ with $k > l$ such that $\Phi_k(\mathcal{U}) \cap \Phi_l(\mathcal{U}) \neq \emptyset$, implying $\Phi_m(\mathcal{U}) \cap \mathcal{U} \neq \emptyset$ where $m = k - l$. For any $y \in \Phi_m(\mathcal{U}) \cap \mathcal{U}$, there exists an $x \in \mathcal{U}$ such that $y = \Phi_m(x)$. Thus, any point returns arbitrarily close to the initial conditions in a compact and invariant phase space.

Let us now describe how one must deal with constraints in a Hamiltonian system, i.e. how to go from $(\mathcal{P}, \omega)$ to $(\mathcal{J}, \omega|_{\mathcal{J}})$ (in the notation already anticipated in Sec. II). Let $C_i : \mathcal{P} \to \mathbb{R}$ denote a set of phase space functions indexed by $I$, and suppose the system is subject to the constraint equations $C_i = 0$. Then, one is only interested in the constraint surface of the phase space, $\mathcal{C} \subset \mathcal{P}$, where the constraint equations are satisfied. Let $\omega|_{\mathcal{C}}$ denote the pullback of the phase space symplectic form $\omega$ onto the constraint surface $\mathcal{C}$. Depending on the nature of the constraints $C_i$, $\omega|_{\mathcal{C}}$ may be degenerate and therefore not a symplectic form on $\mathcal{C}$. In particular, if any one of the constraints is first-class—meaning that its Hamiltonian vector field is everywhere tangent to $\mathcal{C}$—then $\omega|_{\mathcal{C}}$ is degenerate and hence cannot furnish a symplectic structure. Only if all constraints are second-class—i.e. their Hamiltonian vector fields are nowhere tangent to $\mathcal{C}$—will one obtain a pullback which is itself a symplectic form.

In many situations of interest for classical field theories (as is the case, for example, in both Maxwellian EM and GR), the constraints are first class, and the degeneracy directions of $\omega|_{\mathcal{C}}$ correspond precisely to pure gauge variations of the fields. In other words, the kernel of $\omega|_{\mathcal{C}}$ comprises the vector fields of which the flow in phase space represents gauge transformations [of the $\mathbb{U}(1)$ gauge symmetry in Maxwellian EM and of the diffeomorphism invariance of GR]. In principle, a symplectic form could be obtained if one factors out these vector fields, by identifying all points on the orbits of their flow. Thus, one could work with a factor space $\tilde{\mathcal{P}} \subset \mathcal{C}$ which is simply the space of gauge orbits in $\mathcal{C}$ and which is symplectic.

However, depending on the desired aim of implementing the canonical construction, taking such an approach can be problematic. This is because in any theory which is diffeomorphism invariant (such as GR) “time evolution” is effected via spacetime diffeomorphisms, and so moving to the space of gauge orbits essentially renders the dynamics nonexistent; it become entirely trivial, because it is essentially factored out of $\tilde{\mathcal{P}}$, leaving one with no more sense of “motion through phase space.”

There exist two possible solutions for ameliorating this difficulty—that is, for obtaining a symplectic structure out of $\omega|_{\mathcal{C}}$ which does still preserve a nontrivial notion of time evolution: (a) Instead of passing to the space of gauge orbits, one may instead choose a representative of each gauge orbit [24]. The idea is that one can find a surface $\mathcal{J} \subset \mathcal{C}$ such that each gauge orbit in $\mathcal{C}$ intersects $\mathcal{J}$ once and only once. (In fact, sometimes a family of such surfaces that work in localized regions of $\mathcal{C}$ is needed, but we keep our discussion here simplified.) The choice of $\mathcal{J}$ is not unique, and so taking a different surface $\mathcal{J}$ basically amounts to a change of description—corresponding to time evolution (i.e. change of representative Cauchy surface in spacetime) along with the associated spatial diffeomorphisms. The technicalities of this procedure are elaborated in Ref. [24], but the point is that the subspace $\mathcal{J}$ of the constraint surface $\mathcal{C}$ resulting from such a construction is symplectic, whence one can work with the symplectic form $\omega|_{\mathcal{J}}$ obtained by pulling back $\omega|_{\mathcal{C}}$ to $\mathcal{J}$. (b) A specific choice of gauge may be imposed, such that the combination of the constraints $C_i$ together with the gauge-fixing conditions becomes second class [35]. One can thus obtain a symplectic structure on the subspace of the constraint surface $\mathcal{J} \subset \mathcal{C}$ where the (appropriately chosen) gauge-fixing conditions are satisfied and where one will thus have a symplectic form $\omega|_{\mathcal{J}}$.

In order to keep our discussion general, we use the notation $(\mathcal{J}, \omega|_{\mathcal{J}})$ to refer to the “reduced phase space” irrespective of whether procedure (a) or (b) is used to define it.
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