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ABSTRACT

The recent advances in Natural Language Processing have only been a boon for well represented languages, negating research in lesser known global languages. This is in part due to the availability of curated data and research resources. One of the current challenges concerning low-resourced languages are clear guidelines on the collection, curation and preparation of datasets for different use-cases. In this work, we take on the task of creating two datasets that are focused on news headlines (i.e short text) for Setswana and Sepedi and the creation of a news topic classification task from these datasets. In this study, we document our work, propose baselines for classification, and investigate an approach on data augmentation better suited to low-resourced languages in order to improve the performance of the classifiers.

1 INTRODUCTION AND MOTIVATION

The most pressing issues with regard to low-resource languages are lack of sufficient language resources, like features related to automation. In this study, we introduce an investigation of a low-resource language that provides automatic formulation and customisation of new capabilities from existing ones. While there are more than six thousand languages spoken globally, the availability of resources among each of those are extraordinarily unbalanced \textsuperscript{(Nettle, 1998)}. For example, if we focus on language resources annotated on the public domain, as of November 2019, AG corpus released about 496,835 news articles written in English language from more than 200 sources \textsuperscript{[1]}. Additionally, the Reuters News Dataset \textsuperscript{(Lewis, 1997)} comprises out of roughly 10,788 annotated texts from the Reuters financial newswire. Moreover, the New York Times Annotated Corpus holds over 1.8 million articles \textsuperscript{(Sandhaus, 2008)}. Lastly, Google Translate only supports around 100 languages \textsuperscript{(Johnson et al., 2017)}. A significant amount of knowledge exists for only on a small number of languages, neglecting 17\% out of the worlds language categories labelled as low-resource, and there are currently no standard annotated tokens in low-resource languages \textsuperscript{(Strassel & Tracey, 2016)}. This in turn makes it challenging to develop various mechanisms and tolls used for Natural Language Processing (NLP).

In South Africa most of the news websites (private and public) are published in English, despite there being 11 official languages (including English). In this paper, we list the premium newspapers by circulation as per the first Quarter of 2019 (see Table\textsuperscript{[1]}). Currently, there is a lack of information surrounding 8 of the 11 official South African languages, with the exception of English, Afrikaans
Table 1: Top newspapers in South Africa with their languages

| Paper        | Language | Circulation |
|--------------|----------|-------------|
| Sunday Times | English  | 260132      |
| Soccer Laduma| English  | 252041      |
| Daily Sun    | English  | 141187      |
| Rapport      | Afrikaans| 113636      |
| Isolezwe     | isiZulu  | 86342       |
| Sowetan      | English  | 70120       |

and isiZulu which contain most of the reported datasets. In this work, we aim to provide a general framework for two of the 11 South African languages, to create an annotated linguistic resource for Setswana and Sepedi news headlines. In this study, we applied data sources of the news headlines from the South African Broadcast Corporation (SABC)², their social media streams and a few acoustic news. Unfortunately, at the time of this study, we did not have any direct access to news reports, and hopefully this study can promote collaboration between the national broadcaster and NLP researchers.

2 NEWS TITLE DATA COLLECTION AND ANNOTATION

The news data is collected from SABC radio stations Thobela FM³ (Sepedi) and Motsweding FM⁴ (Setswana). We collected 219 news headlines in Setswana and 491 news headlines in Sepedi. The datasets we used are relatively small and as such, we had to look at other ways to build vectorizers that can better generalise content, as the word token diversity would be very low in the sample.

We categorised the news headlines into: Legal, General News, Sports, Other, Politics, Traffic News, Community Activities, Crime, Business and Foreign Affairs. These categories, through definition by the authors, were best matched to fit headlines within both datasets. For this paper, we only explored single label categorisation for each article. It remains to be investigated in future work to explore multi-label case, which will assist the process by reducing noise in the analysis. To combat this, we created larger pre-trained vectorizers to have classifiers that generalise better. To achieve this, we collected a set of single language corpora (from Wikipedia, the bible, JW300 etc.) for each language to create Bag of Words, TFIDF, Word2vec and FastText vectorizers.

3 NEWS TITLE CLASSIFICATION

We performed 5 fold cross validation experiments on classifying the news articles titles. Furthermore, we investigated the use of Logistic Regression (LR), Support Vector Classification (SVC), XGBoost classifiers and a Multi-layer Perceptron (MLP) on the task. We further investigated the use of word2vec (contextual) based augmentation, which has been shown to be an effective approach that works well on short text analysis (Marivate & Sefara, 2019). The results are illustrated in Figure 1 below.

4 FUTURE WORK

On the data side, we are working on the release of both pre-trained embeddings and to release the news headline data for all 9 South African languages, publicly. Lastly, we are working on improving our classification models and investigating deep learning approaches in our methodology.

² http://www.sabc.co.za/
³ https://www.facebook.com/thobelafmyaka/
⁴ https://www.facebook.com/MotswedingFM/
Figure 1: Classification model performance for news title categorisation in Setswana and Sepedi.
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