On the topology of bi-cyclopermutohedra
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Abstract Motivated by the work of Panina and her coauthors on cyclopermutohedron we study a poset whose elements correspond to equivalence classes of partitions of the set \{1, \ldots, n+1\} up to cyclic permutations and orientation reversion. This poset is the face poset of a regular CW complex which we call bi-cyclopermutohedron and denote it by QP_{n+1}. The complex QP_{n+1} contains subcomplexes homeomorphic to moduli space of certain planar polygons with \(n+1\) sides up to isometries. In this article we find an optimal discrete Morse function on QP_{n+1} and use it to compute its homology with \(\mathbb{Z}\) as well as \(\mathbb{Z}_2\) coefficients.
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1 Introduction

A planar mechanical linkage is a mechanism consisting of \(n+1\) metal bars of fixed lengths \(l_1, \ldots, l_{n+1}\) connected by revolving joints, that can rotate full 360°, forming a closed polygonal chain. These linkages are modelled by closed piece-wise linear paths in \(\mathbb{R}^2\) called planar polygons with specified side lengths.

Definition 1.1 Consider a length vector \(\ell := (l_1, l_2, \ldots, l_{n+1}) \in \mathbb{R}_{+}^{n+1}\) that prescribes side lengths of planar \((n+1)\)-gons. The moduli space of such polygons viewed up to orientation-preserving isometries of \(\mathbb{R}^2\) is:

\[
\mathcal{M}_\ell := \left\{ (u_1, \ldots, u_{n+1}) \in \left(S^1\right)^{n+1} \mid \sum_{i=1}^{n+1} l_i u_i = 0 \right\} / \text{SO}(2).
\]
The moduli space of \((n + 1)\)-gons viewed up to the action of all isometries is:

\[
\mathcal{M}_\ell := \{(u_1, \ldots, u_{n+1}) \in (S^1)^{n+1} \mid \sum_{i=1}^{n+1} l_iu_i = 0\}/O(2).
\]

Geometrically, the elements of \(\mathcal{M}_\ell\) represent closed piecewise linear paths that differ either by a rotation or a translation (or both). Similarly, the elements of \(\overline{\mathcal{M}}_\ell\) represent closed piecewise linear paths that differ in addition by a reflection.

A length vector \(\ell\) is \textit{generic} if no configuration in \(\mathcal{M}_\ell\) fits in a straight line. Let \([n + 1] := \{1, \ldots, n + 1\}\). A subset \(I \subset [n + 1]\) is \textit{short with respect to} \(\ell\) (or just \(\ell\)-short) if

\[
\sum_{i \in I} l_i < \sum_{j \notin I} l_j.
\]

It is known (see [2]) that when \(\ell\) is generic, the corresponding moduli space \(\mathcal{M}_\ell\) is a smooth, closed and orientable \((n - 2)\)-manifold. In rest of this paper we deal only with generic length vectors.

Recall that a linearly ordered partition of \([n + 1]\) in to \(k\) blocks is a \(k\)-tuple \((I_1, \ldots, I_k)\) of nonempty subsets of \([n + 1]\) such that they are mutually disjoint and their union is \([n + 1]\). The set of all these ordered partitions forms a lattice under the refinement order.

**Definition 1.2** A \textit{cyclically ordered partition} of the set \([n + 1]\) is an equivalence class of linearly ordered partitions of \([n + 1]\) with the relation that two ordered partitions are equivalent if one can be obtained from the other by a cyclic permutation of its blocks.

For example, \((I_1, \ldots, I_k), (I_2, \ldots, I_k, I_1)\) and \((I_k, I_1, \ldots, I_{k-1})\) etc. are equivalent.

**Remark 1.3** When dealing with cyclically ordered partitions, we will choose the representative in which the block containing \(n + 1\) appears last when written linearly.

In [5], Panina gave a regular CW structure on \(\mathcal{M}_\ell\) such that the \(k\)-cells correspond to cyclically ordered partitions of \([n + 1]\) into \((k + 3)\) blocks, where each block of the partition is \(\ell\)-short. The boundary relations are given by the partition refinement.

Motivated by above, a CW complex called \textit{cyclopermutohedron} and denoted \(\text{CP}_{n+1}\) was introduced by G. Panina in [6]. It is an \((n - 2)\)-dimensional regular CW complex whose \(k\)-cells are labeled by cyclically ordered partitions of \([n + 1]\) into \((n + 1 - k)\) non-empty parts, where \((n + 1 - k) > 2\). The boundary relations in the complex correspond to the orientation preserving refinement of partitions.

The cyclopermutohedron is a "universal object" for moduli spaces of polygonal linkages i.e., given a generic length vector \(\ell\), the complex \(\text{CP}_{n+1}\) contains a subcomplex homeomorphic to \(\mathcal{M}_\ell\). An interesting question now is what is the homotopy type of \(\text{CP}_{n+1}\)? Is it homotopy equivalent to a wedge of spheres? In [4], using discrete Morse theory, the authors showed that \(H_i(\text{CP}_{n+1})\) are torsion free for \(i \geq 0\) and computed their Betti numbers.

We recall their result:

**Theorem 1.4** ([4, Theorem 2]) The homology groups of \(\text{CP}_{n+1}\) are torsion free and

\[
\text{rank}(H_i(\text{CP}_{n+1})) = \begin{cases} 2^n + \frac{2^n - 3n - 2}{2}, & i = n - 2; \\ \binom{n}{i}, & 0 \leq i < n - 2; \\ 0, & \text{otherwise}. \end{cases}
\]

The moduli space \(\mathcal{M}_\ell\) admits a free \(\mathbb{Z}_2\) action, wherein each polygon is mapped to its reflection about the \(X\)-axis. The quotient under this action is precisely \(\overline{\mathcal{M}}_\ell\). The space \(\text{CP}_{n+1}\) mimicking this action also admits a free \(\mathbb{Z}_2\) action. The quotient space \(\text{CP}_{n+1}/\mathbb{Z}_2\) will be called \textit{bi-cyclopermutohedron} and denoted by \(\text{QP}_{n+1}\). This quotient is the universal object for the moduli spaces \(\mathcal{M}_\ell\) in the same sense as described above.

The aim of this paper is to compute homology of \(\text{QP}_{n+1}\). The statements of our main results are:

**Theorem 1.5** The \(\mathbb{Z}_2\)-homology groups of \(\text{QP}_{n+1}\) are given as follows:

\[
H_i(\text{QP}_{n+1}, \mathbb{Z}_2) = \begin{cases} \bigoplus \mathbb{Z}_2, & 0 \leq i \leq n - 2; \\ \mathbb{Z}_2, & 0 \leq i \leq n - 2; \\ 0, & \text{otherwise}. \end{cases}
\]
Theorem 1.6  The $\mathbb{Z}$-homology groups of $\text{QP}_{n+1}$ are given as follows:

If $n$ is even, then

$$H_i(\text{QP}_{n+1}, \mathbb{Z}) = \begin{cases} \bigoplus_{\xi(n,i)} \mathbb{Z}_2, & \text{if } i \text{ is odd and } 0 \leq i \leq n - 2; \\ \bigoplus_{\xi(n,i)} \mathbb{Z}, & \text{if } i \text{ is even and } 0 \leq i \leq n - 2; \\ 0, & \text{otherwise.} \end{cases}$$

If $n$ is odd, then

$$H_i(\text{QP}_{n+1}, \mathbb{Z}) = \begin{cases} \bigoplus_{\xi(n,i)} \mathbb{Z}, & \text{if } i = n - 2; \\ \bigoplus_{\xi(n,i)} \mathbb{Z}_2, & \text{if } i \text{ is odd and } 0 \leq i < n - 2; \\ \bigoplus_{\xi(n,i)} \mathbb{Z}, & \text{if } i \text{ is even and } 0 \leq i \leq n - 2; \\ 0, & \text{otherwise.} \end{cases}$$

In both the above theorems, $\xi(n,i)$ denotes the partial sum $\sum_{k=0}^{i} \binom{n}{k}$ of binomial coefficients.

The article is organized as follows. Section 2 lists the relevant results from discrete Morse theory. We mainly recall the construction of the Morse complex and a generic formula for the boundary homomorphisms. Next, in Sect. 3 we introduce the cyclopermutohedron; it is a regular CW complex. The new result here is a closed form formula for the degree of the attaching homeomorphisms in terms of the underlying combinatorics. In Sect. 4 we recall the discrete Morse function on this complex first described in [4]. We also give a different proof of the fact that this Morse function is optimal, i.e., all boundary homomorphisms vanish in the Morse complex. This is necessary because the strategy we employ in the reproof (and the degree formula) are used in the subsequent work. Next in Sect. 5 we introduce the new object bi-cyclopermutohedron (denoted $\text{QP}_{n+1}$) and define a discrete Morse function on it. Using involved combinatorial arguments we show that the number of paths between any two critical cells is either zero or two. Consequently we can compute the homology with $\mathbb{Z}_2$ coefficients, see Theorem 5.13. In Sect. 6 we turn our attention to the integral homology of $\text{QP}_{n+1}$. The boundary maps in the Morse complex do not vanish. As a result the computations are quite intricate. However using the combinatorial formula for the degree of the attaching maps, a clear description of the gradient paths and the good path lemma (Lemma 4.5) we explicitly compute the boundary homomorphisms. In Theorem 6.7 we compute the integral homology of $\text{QP}_{n+1}$ and also show that there is only 2-torsion.

2 Discrete Morse theory

In this section we quickly recall some results from discrete Morse theory that we need, see [3] for more details. Recall that the homeomorphism type of a regular CW complex is completely determined by its face poset. Hence, for two cells $\sigma, \tau$ by $\tau < \sigma$ we mean $\tau \subset \sigma$. Moreover, the superscript notation $\tau^p$ denotes the dimension of the cell.

Definition 2.1  A discrete vector field $V$ on a regular CW complex $\mathcal{K}$ is a collection of pairs $(\tau^p, \sigma^{p+1})$ where $\tau < \sigma$ such that each cell is in at most one pair of $V$.

Definition 2.2  Given a discrete vector field $V$ on $\mathcal{K}$, a $V$-path is a sequence of cells

$$\tau_1^p, \sigma_1^{p+1}, \ldots, \tau_i^p, \sigma_i^{p+1}, \tau_{i+1}^p$$

such that, for each $i \in [t]$, $\tau_{i+1} \neq \tau_i$, $(\tau_i, \sigma_i)$ is a pair in $V$ and $\sigma_i > \tau_{i+1}$. A path is called closed if $\tau_1 = \tau_{t+1}$.

Definition 2.3  A discrete vector field is called a discrete Morse function if there are no closed $V$-paths. In this case, $V$-paths are called gradient paths.
For \( \tau^p < \sigma^{p+1} \) in \( K \), the incidence number \([\sigma : \tau]\) is the degree of the attaching homeomorphism.

Consider two distinct \( p \)-cells \( \tau_1, \tau_2 \) and a \((p + 1)\)-cell \( \sigma \) such that \( \tau_1 < \sigma \) and \( \tau_2 < \sigma \).

Fixed orientations on \( \tau_1 \) and \( \sigma \), induce an orientation on \( \tau_2 \) so that \([\sigma : \tau_1] \cdot [\sigma : \tau_2] = -1 \). Let \( V \) be a discrete Morse function on \( K \) and let \( C := \tau_1, \tau_1, \ldots, \tau_r, \sigma, \tau_{r+1} \) be a gradient path. An orientation on \( \tau_1 \) induces an orientation on each \( \tau_i \) in turn, and, in particular, on \( \tau_{r+1} \).

Define \( w(C) = 1 \) if the fixed orientation on \( \tau_1 \) induces the fixed orientation on \( \tau_{r+1} \), and \( w(C) = -1 \) otherwise.

A cell \( \tau \) is critical for a discrete Morse function \( V \), if it is not paired in \( V \). Let \( M_p \) denote the free abelian group generated by the critical \( p \)-cells. The Morse complex \( M_* \) on \( K \) is defined as follows,

\[
M_* : 0 \rightarrow \ldots \rightarrow \tilde{M}_{p+1} \rightarrow \tilde{M}_p \rightarrow \ldots \rightarrow \tilde{M}_0 \rightarrow 0;
\]

the boundary homomorphism is given by

\[
\tilde{\partial} \sigma^{p+1} = \sum_{\tau^p < \sigma} \langle \tilde{\partial} \sigma, \tau \rangle \tau,
\]

(1)

\[
\langle \tilde{\partial} \sigma, \tau \rangle := \sum_{\tilde{\tau}^p < \sigma} [\sigma : \tilde{\tau}] \sum_{\tilde{c} \in \Gamma(\tilde{\tau}, \tau)} w(\tilde{c}),
\]

(2)

where, \( \Gamma(\tilde{\tau}, \tau) \) denotes the set of all gradient paths from \( \tilde{\tau} \) to \( \tau \).

3 The cyclopermutohedron

An important problem in topological combinatorics is to compute topological invariants of combinatorially defined complexes. For example, given a poset one would like to know whether its geometric realization is a PL-manifold, what is its homotopy type or what are the homology groups? Interestingly, for a lot of posets their geometric realizations are homotopy equivalent to a wedge of spheres. Cohen-Macaulay property in general and Shellability in particular are extensively studied topics in this area. See for example [7].

For instance, consider the poset of unordered partitions of \([n]\). Its geometric realization has the homotopy type of wedge of spheres. On the other hand geometric realization of the poset of ordered partitions of \([n]\) is the permutohedron \( \mathbb{P}_n \). Recall that \( \mathbb{P}_n \) is an \((n - 1)\)-dimensional convex polytope in \( \mathbb{R}^n \) formed by taking the convex hull of all points that are obtained by permuting the coordinates of the point \((1, 2, \ldots, n)\).

A natural question now is what would happen if one were to replace the linear ordering by the cyclic ordering? What is the homotopy type of the resulting poset? To the best of our knowledge the poset of cyclically ordered partitions first appeared in the work of Panina. She constructed a CW complex, called the cyclopermutohedron and denoted \( CP_{n+1} \), whose face poset is isomorphic to the poset of cyclically ordered partitions. She showed that it can not be realized as a polytope in any Euclidean space. However, it can be realized as a virtual polytope (see [5,6]). Intuitively, a virtual polytope is a formal difference of two polytopes. However, the reader will see that each closed cell is combinatorially equivalent to the product of permutohedra of appropriate dimension.

With her coauthors, Panina also computed the homology groups of \( CP_{n+1} \) in [4]. This was done by finding an optimal discrete Morse function and then computing the number of critical cells. In the remaining of this section we recall some relevant results proved in [4] and provide different proof of vanishing of boundary maps in the Morse complex. In particular, we find a closed form formula for the degree of the attaching homeomorphisms. We use it to establish “the good path lemma”, both these results are crucial for theorems proved in subsequent sections.

Definition 3.1 The regular CW complex cyclopermutohedron \( CP_{n+1} \) is defined as:

- For \( k = 0, 1, \ldots , n - 2 \), the \( k \)-cells of \( CP_{n+1} \) are labeled by (all possible) cyclically ordered partitions of the set \([n + 1]\) into \((n - k + 1)\) non-empty parts.
- A (closed) cell \( F \) contains a cell \( F' \) whenever the label of \( F' \) refines the label of \( F \). Here, by refinement we mean orientation preserving refinement.

Figure 1 depicts the complex for \( n = 3 \).

Throughout this paper we adopt following conventions and notations when dealing with ordered partitions.
(1) A cyclically ordered partition is represented by linear partition in which the block containing \( n + 1 \) appears last.

(2) A subset of \([n + 1]\) containing the element \( n + 1 \) will be called an \((n + 1)\)-set. Given a partition of \([n + 1]\), the letter \( N \) denotes the \((n + 1)\)-set.

(3) The triangle \( \nabla \) denotes a (possibly empty) string of singletons arranged in decreasing order.

(4) Given two subsets \( I \) and \( J \), the expression "\( I < J \)" indicates that \( i < j \) for each \( i \in I \) and \( j \in J \). Similarly, the expression "\( k < \nabla \)" indicates that \( k \) is less than the element in each singleton of \( \nabla \).

(5) The set "\( I - \{m\} \)" is denoted "\( I - m \)" and the braces for the singleton will be omitted i.e., the block "\( \{s\} \)" is denoted by "\( s \)".

(6) The set "\( \{a_1, a_2, \ldots, a_k\} \)" will be denoted "\( a_1a_2\ldots a_k \)" when there is no ambiguity.

3.1 A formula for the incidence numbers

The aim of this section is obtain a combinatorial formula describing the degree of an attaching homeomorphism in a cyclopermutohedron. Note that the vertices of \( \text{CP}_{n+1} \) are in bijection with the elements of the group \( S_n \). Two vertices are joined by an edge whenever their labels differ by a transposition. Given a vertex \( v \) in \( \alpha = (I_1, I_2, \ldots, I_l) \), there are \( \dim(\alpha) \) many vertices of \( \alpha \) that are connected to \( v \) by an edge. We call such vertices neighbors of \( v \) and order them as follows. The first neighbor of \( v \) is obtained by interchanging the first two entries of \( v \) that belong to the same block, the second neighbor is obtained by interchanging the second two entries of \( v \) that belong to the same block and so on. This ordering is called an orientation of the cell with respect to vertex \( v \).

**Definition 3.2** The principal vertex, denoted \( \text{PV}(\alpha) \), of a cell \( \alpha \) is the vertex with the label \((\hat{I}_1, \hat{I}_2, \ldots, \hat{I}_l)\), where \( \hat{I}_j \) is a partition of the set \( I_j \) into singletons coming in increasing order. The orientation of the cell \( \alpha \) related to its principal vertex \( \text{PV}(\alpha) \) is called the canonical orientation of \( \alpha \).

**Example 3.3** For the cell \( \alpha = ([1][2, 4, 5][3][6, 7, 8]) \), the principal vertex \( \text{PV}(\alpha) \) is given by \( ([1][2][4][5][3][6] [7][8]) \) and the \( \alpha \)-neighbors of \( \text{PV}(\alpha) \) are ordered as follows:
\[ v_1 = (1, 4, 2, 5, 3, 6, 7, 8), v_2 = (1, 2, 5, 4, 3, 6, 7, 8), v_3 = (1, 2, 4, 5, 3, 7, 6, 8) \text{ etc.} \]

From the description of the vertices of \( \text{CP}_{n+1} \), the following result is an easy observation.

**Proposition 3.4** The free and transitive action of the symmetric group \( S_{n+1} \) on the vertices of \( \text{CP}_{n+1} \) preserves the canonical ordering.

**Example 3.5** Here is an example that illustrates the above Proposition. Let \( \sigma = (12345, 6, 7) \in \text{CP}_7 \), and let \( w = (24) \in S_7 \).

\[
\begin{align*}
v_0 &= (1, 2, 3, 4, 5, 6, 7) \\
v_1 &= (2, 1, 3, 4, 5, 6, 7) \\
v_2 &= (1, 3, 2, 4, 5, 6, 7) \\
v_3 &= (1, 2, 4, 3, 5, 6, 7) \\
v_4 &= (1, 2, 3, 5, 4, 6, 7)
\end{align*}
\]

Given a pair of cells \( \tau^{p-1} < \sigma^p \) in \( \text{CP}_{n+1} \), let \( v_\sigma \) and \( v_\tau \) denote the principal vertices of \( \sigma \) and \( \tau \) respectively. Let \( (v_1, \ldots, v_p) \) be the ordering on neighbors of \( v_0 \) in \( \sigma \). Since \( v_\sigma \) and \( v_\tau \) also represent elements of \( S_n \), there exists a permutation \( g_{\sigma, \tau} \in S_n \) such that \( g_{\sigma, \tau} v_\sigma = v_\tau \). Moreover, there is exactly one index \( i \in \{ 1, 2, 3, \ldots, p \} \) such that \( g_{\sigma, \tau} v_i \) is not adjacent to \( v_i \) in \( \tau \).

Let \( \Delta_m \) be the free abelian group with basis the \( m \)-cells \( \sigma^m \) of \( \text{CP}_{n+1} \). We define the boundary homomorphism \( \partial_m : \Delta_m \to \Delta_{m-1} \) by specifying its values on the basis elements. Denote by \( \langle \partial_m \sigma, \tau \rangle \) the coefficient of \( \tau^{m-1} \) in \( \partial_m \sigma \) and define it as:

\[
\langle \partial_m \sigma, \tau \rangle := \text{sign}(g_{\sigma, \tau}) \cdot (-1)^i.
\]

The remainder of the section is devoted to prove that the above integer is indeed the degree of the homeomorphism that attaches the cell \( \tau \) to the boundary of \( \sigma \).

**Lemma 3.6** Let \( \sigma = (I_1, I_2, \ldots, I_k) \) and \( \tau = (I_1, \ldots, J_1, J_2, \ldots, I_k) \) be two cells with some \( 1 \leq p \leq k \) such that \( I_p = J_1 \cup J_2 \). For every \( i \in \{ 1, 2, \ldots, k \} \), denote \( |I_i| = r_i \). Then

\[
\langle \partial \sigma, \tau \rangle = (-1)^{\sum_{i=1}^{p-1} r_i + |I_1| - (p-1)} \cdot \text{sign}(g_{\sigma, \tau}).
\]

**Proof** Without loss of generality assume \( \text{PV}(\sigma) = \text{PV}(\tau) = (1, 2, \ldots, n+1) = v_0 \). The neighbors of \( \text{PV}(\sigma) \) are ordered as follows:

\[
\begin{align*}
v_0 &= (1, 2, \ldots, n+1) \\
v_1 &= (2, 1, 3, \ldots, n+1) \\
& \quad \vdots \\
v_{r_{1}-1} &= (1, 2, \ldots, r_1, r_1-1, \ldots, n+1) \\
v_{r_1} &= (1, 2, \ldots, r_1, r_1+2, r_1+1, \ldots, n+1) \\
& \quad \vdots \\
v_{r_{p-1} + |J_1| - (p-1) - 1} &= (1, 2, \ldots, r_{p-1} + |J_1|, r_{p-1} + |J_1| - 1, \ldots, n+1) \\
v_{r_{p-1} + |J_1| - (p-1)} &= (1, 2, \ldots, r_{p-1} + |J_1| + 1, r_{p-1} + |J_1|, \ldots, n+1) \\
& \quad \vdots
\end{align*}
\]

From the list, it is clear that the index \( i \) such that \( v_i \) is not a vertex of \( \tau \) is \( r_{p-1} + |J_1| - (p-1) \), since the interchanging is consistent with only \( \sigma \) and not with \( \tau \). A similar argument works for the case where \( \text{PV}(\tau) \neq (1, 2, \ldots, n+1) \). Observe the fact that the missing index corresponding to the cell which

- has same partition structure (i.e., similar block structure) as \( \tau \),
- is contained in the boundary of \( \sigma \) and
- has same principal vertex as \( \sigma \),
Note that there is a unique permutation which takes \( PV(\sigma) \) to \( PV(\tau) \), so \( g_3 \circ g_1 = g_4 \circ g_2 \) This shows that \( \langle \partial^2 \sigma, \tau \rangle = 0 \).

**Case 2:** Without loss of generality assume that \( J_1 \cup J_2 = I_1 \) and \( J_3 \cup J_4 = I_2 \), so only \( I_1 \) and \( I_2 \) are involved in the computation of \( \langle \partial^2 \sigma, \tau \rangle \). Further assume that \( \sigma \) has the minimum number of blocks, i.e., \( s = 3 \). Thus, \( \sigma = (I_1, I_2, I_3) \) and \( \tau = (J_1, J_2, J_3, J_4, J_5, J_6) \) and we have

\[
\langle \partial \sigma, \omega_1 \rangle = \text{sign}(g_1) \cdot (-1)^{|I_1|+|I_2|}
\]

\[
\langle \partial \sigma, \omega_2 \rangle = \text{sign}(g_2) \cdot (-1)^{|I_1|}
\]

\[
\langle \partial \omega_1, \tau \rangle = \text{sign}(g_3) \cdot (-1)^{|J_1|}
\]

\[
\langle \partial \omega_2, \tau \rangle = \text{sign}(g_4) \cdot (-1)^{|J_1|+|J_2|+|J_3|}
\]

where, \( g_i \)'s represent the permutation involved in the comparison of principal vertices. Note that there is a unique permutation which takes \( PV(\sigma) \) to \( PV(\tau) \), so \( g_3 \circ g_1 = g_4 \circ g_2 \). This shows that \( \langle \partial^2 \sigma, \tau \rangle = 0 \).

We can now prove the main result of this section.

**Theorem 3.8** Let \( \tau^{p-1} < \sigma^p \), then

\[
[\sigma : \tau] = \text{sign}(g_{\sigma, \tau}) \cdot (-1)^{i_{\tau}}.
\]
We will prove this inequality using induction on the dimension of cells. If dimension of $i.e., the coefficient of $\tilde{\sigma}$ in the image of $\sigma$ under the boundary homomorphism $\partial$ is precisely the incidence number $[\sigma : \tau]$. Proof We will prove this inequality using induction on the dimension of cells. If dimension of $\sigma$ is 2, then the boundary complex is exactly one of the following.

By computing the incidence numbers explicitly, Eq. 3 can be proven easily.

Now assume the induction hypothesis that the Eq. 3 is true for all cells of dimension less than or equal to $k$. Let $\sigma = (I_1, I_2, \ldots, I_{n-k})$, $\tau = (J_1, J_2, \ldots, J_{n-k})$ with $J_1 \cup J_2 = I_p$ and $|I_i| = r_i$. Without loss of generality we can assume that the $\text{PV}(\sigma) = (1, 2, 3, \ldots, n+1)$.

**Step 1:** If $\tau$ has the same principal vertex as $\sigma$, in that case $J_1 = (r_{p-1} + 1, r_{p-1} + 2, \ldots, r_{p-1} + t)$ and $J_2 = (r_{p-1} + t + 1, r_{p-1} + t + 2, \ldots, r_p)$.

Let $\tilde{\tau} = (I_1, I_2, \ldots, \tilde{J_1}, \tilde{J_2}, \ldots, I_{n-k})$ where $\tilde{J_1} = (r_{p-1} + 1, r_{p-1} + 2, \ldots, r_{p-1} + t - 1)$ and $\tilde{J_2} = (r_{p-1} + t, r_{p-1} + t + 1, \ldots, r_p)$.

By induction hypothesis we know $[\tau : \omega] = [\tilde{\tau} : \omega] = 1$. Since the square of the boundary map vanishes in the cellular chain complex, we have $[\sigma : \tau] = [\tilde{\sigma} : \tilde{\tau}] = -1$. Let $\gamma = (1, I_1 - \{1\}, I_2, \ldots, I_{n-k})$. Then fixing the value of $[\sigma : \gamma]$ fixes the value for every $\tau$ whose principal vertex is same as $\sigma$. We fix this value to be $-1$.

**Step 2:** If $\text{PV}(\sigma) \neq \text{PV}(\tau)$ then it is enough to consider the cells where permutation required to take one to the other is just a transposition.

Then $\tau = (I_1, I_2, \ldots, J_1, J_2, \ldots, I_{n-k})$ where $J_1 = (r_{p-1} + 1, r_{p-1} + 2, \ldots, r_{p-1} + t + 1)$, $J_2 = (r_{p-1} + t, r_{p-1} + t + 2, \ldots, r_p)$. Let $\tilde{\tau} = (I_1, I_2, \ldots, \tilde{J_1}, \tilde{J_2}, \ldots, I_{n-k})$ where $\tilde{J_1} = (r_{p-1} + 1, r_{p-1} + 2, \ldots, r_{p-1} + t - 1)$ and $\tilde{J_2} = (r_{p-1} + t, r_{p-1} + t + 1, \ldots, r_p)$.

By induction hypothesis and step 1, we know the values $[\sigma : \tilde{\tau}], [\tau : \omega], [\tilde{\tau} : \omega]$ and hence we can compute the $[\sigma : \tau]$ by using the fact the square of the boundary map vanishes in cellular chain complex.

This should be equal to the value defined above in definition because we have already showed $\partial^2 = 0$. □

Here are some examples that illustrate the proof above:
Lemma 4.5 Not zero.

In the Morse complex vanish but will also help us in the next section where the boundary homomorphisms are

Example 3.9 Let \( \alpha = (1, 23, 45, 6) \), \( \beta = (1, 2, 3, 45, 6) \). The neighbors of \( PV(\alpha) \) are ordered as follows
\[ v_1 = (1, 3, 2, 4, 5, 6), \]
\[ v_2 = (1, 2, 3, 5, 4, 6), \]
Since \( PV(\alpha) = PV(\beta) \), \( g_{\alpha,\beta} = \text{Id} \). The vertex \( PV(\beta) \) has only one neighbor which is \( (1, 2, 3, 4, 5, 6) \) and hence the missing vertex is \( v_1 \). This shows that \( \langle \partial \alpha, \beta \rangle = -1 \)

Example 3.10 Let \( \alpha = (1, 23, 45, 6) \), \( \beta_1 = (1, 2, 3, 45, 6) \), \( \beta_2 = (1, 23, 45, 6) \) and \( \gamma = (1, 2, 3, 45, 6) \).

Observe that \( \gamma < \beta_1, \beta_2 \) and \( \beta_1, \beta_2 < \alpha \). Clearly \( \langle \partial \alpha, \beta_1 \rangle = -1, \langle \partial \alpha, \beta_2 \rangle = 1 \) and \( \langle \partial \beta_1, \gamma \rangle = -1, \langle \partial \beta_2, \gamma \rangle = -1 \). Thus we have \( \langle \partial \alpha, \beta_1 \rangle \cdot \langle \partial \beta_1, \gamma \rangle = 1 \) and \( \langle \partial \alpha, \beta_2 \rangle \cdot \langle \partial \beta_2, \gamma \rangle = -1 \) showing that \( \langle \partial^2 \alpha, \gamma \rangle = 0 \).

4 A discrete Morse function for the cyclopermutohedron

In this section we recall the homology computations of \( CP_{n+1} \) done in [4]; most results in this section are not new. However, we give a slightly different proof of vanishing of boundary homomorphisms in the Morse complex of \( CP_{n+1} \). The main ingredient is a technical criterion for gradient paths; it describes conditions under which two paths induce opposite orientations (see Lemma 4.5, the good path lemma).

We begin by recalling the discrete Morse function on \( CP_{n+1} \) that was introduced in [4].

Step 1. We pair together two cells
\[ \alpha = (\ldots 1, I \ldots) \quad \text{and} \quad \beta = (\ldots 1 \cup I \ldots) \]
if \( n + 1 \not\in I \).

We proceed for all \( 2 \leq k < n \), assuming that the \( k \)-th step is:

Step k. We pair together two cells
\[ \alpha = (\ldots k, I \ldots) \quad \text{and} \quad \beta = (\ldots k \cup I \ldots) \]
if the following holds:
(1) \( \alpha \) and \( \beta \) were not paired at any of the previous steps.
(2) \( n + 1 \not\in I \).
(3) \( k < I \).

Example 4.1 The cell (23, 43, 1, 56) is paired with the cell (243, 1, 56) on the second step. The cell (4, 5, 3, 1, 26) is paired with the cell (45, 3, 1, 26) on the fourth step. The cell (4, 3, 2, 1, 56) is not paired.

Lemma 4.2 ([4, Lemma 4]) The above pairing is a discrete Morse function.

Lemma 4.3 ([4, Lemma 5]) The critical cells of the above defined Morse function are exactly all the cells of the following two types:

Type 1 Cells labeled by \( (\nabla, \{n+1, \ldots\}) \), where \( \nabla \) is a string of singletons coming in decreasing order.

Type 2 Cells labeled by \( (i, I, \{n+1, \ldots\}) \), where \( i < I \).

Lemma 4.4 ([4, Lemma 9]) The following three cases describe all the gradient paths between critical cells:

1. Let \( \beta = (\nabla', \{n+1, \ldots\}) \) and \( \alpha = (\nabla, \{n+1, \ldots\}) \) be two cells of type 1. Then there are two gradient paths from \( \beta \) to \( \alpha \) iff \( \nabla' = \nabla \cup k \) for some \( k \).

2. Let \( \beta = (\{i\}, \{j,k\}, \{n+1, \ldots\}) \) and \( \alpha = (\{k\}, \{j\}, \{i\}, \{n+1, \ldots\}) \) be cells of type 2 and 1 respectively. Then there are two gradient paths from \( \beta \) to \( \alpha \).

3. Let \( \beta = (\{i\}, \{j\}, \{n+1, \ldots\}) \) and \( \alpha = (\nabla, \{n+1, \ldots\}) \) be cell of type 2 and type 1 respectively. Then there are two gradient paths from \( \beta \) to \( \alpha \) iff \( \nabla \) consists of three singletons, two of which are \( \{i\} \) and \( \{j\} \).

Now we present the part which not only gives the different proof of the fact that boundary homomorphisms in the Morse complex vanish but will also help us in the next section where the boundary homomorphisms are not zero.

Lemma 4.5 [The good path lemma] Let \( (\tau_1, \tau_2, \sigma) \) be a triple such that \( \tau_1 = (X, \{k\}, I, Y) \) and \( \tau_2 = (X, I, \{k\}, Y) \) are two \( (p-1) \)-cells in the boundary of the \( p \)-cell \( \sigma = (X, \{k\} \cup I, Y) \) in \( CP_{n+1} \), where \( X \) and \( Y \) are sequences of sets. Then
\[ [\sigma : \tau_1] \cdot [\sigma : \tau_2] = -1. \]
Proof Let \( I = \{i_1, \ldots, i_s\} \) with \( i_1 < \cdots < i_r < k < i_{r+1} < \cdots < i_s \). Then,

\[
\begin{align*}
v_0 &= PV(\sigma) = (\Delta X, i_1, \ldots, i_r, k, i_{r+1}, \ldots, i_s, \Delta Y). \\
v_{t_1} &= PV(\tau_1) = (\Delta X, k, i_1, \ldots, i_s, \Delta Y). \\
v_{t_2} &= PV(\tau_2) = (\Delta X, i_1, \ldots, i_s, \Delta Y).
\end{align*}
\]

In the above expressions, given any sequence \( Z \) of sets, \( \Delta Z \) denotes the partition of \( Z \) into singletons (such that a sequence of singletons arising from a single set is contiguous and in ascending order). Thus

\[
g_{\sigma, \tau_1} = (k, i_1, \ldots, i_r) \quad \text{and} \quad g_{\sigma, \tau_2} = (k, i_s, \ldots, i_{r+1}) \quad \text{Now, if} \quad X = A_1 A_2 \ldots A_n, \quad \text{then denote by} \quad \|X\| \quad \text{the quantity}\n\]

\[
\sum_{i=1}^{n}(\|A_i\| - 1).
\]

Then, \( i_{t_1} = \|X\| + 1 \) and \( i_{t_2} = \|X\| + s \). Now we obtain

\[
[\sigma : \tau_1] = \text{sign}(g_{\sigma, \tau_1}) \cdot (-1)^{p+i_1} = (-1)^r \cdot (-1)^{p+\|X\|+1} = (-1)^{p+\|X\|+r+1},
\]

and \( [\sigma : \tau_2] = \text{sign}(g_{\sigma, \tau_2}) \cdot (-1)^{p+i_2} = (-1)^s-r \cdot (-1)^{p+\|X\|+s} = (-1)^{p+\|X\|-r} \)

and the result follows. \( \square \)

Definition 4.6 Suppose we have a path \( b_0, a_1, b_1, \ldots, a_t, b_t, a_{t+1} \), where each triple \((a_i, a_{i+1}, b_i)\) is as above for \( 1 \leq i \leq t \). We call such a path a good path.

The following lemma follows directly from the proof of Lemma 4.4.

Lemma 4.7 The gradient paths between critical cells in Lemma 4.4 are good paths.

The above results lead to a rather simple proof for the vanishing of boundary maps in the Morse complex, which clearly mean that the homology groups of \( \text{CP}_{n+1} \) are torsion free and the Betti numbers are exactly equal to number of critical cells.

Theorem 4.8 ([4, Lemma 7]) The boundary operators of the Morse complex vanish.

Proof From Eq. 2, recall that

\[
\langle \hat{\partial} \sigma, \tau \rangle = \sum_{\tilde{\sigma} < \sigma} \sum_{c \in \Gamma(\tilde{\sigma}, \tau)} w(c) \langle \hat{\partial} \tilde{\sigma}, \sigma \rangle
\]

Where, \( \Gamma(\tilde{\sigma}, \tau) \) denote the set of all gradient paths from \( \tilde{\sigma} \) to \( \tau \).

By Lemma 4.7 the paths between critical cells are good paths. Hence \( \forall \tilde{\sigma} < \sigma, \forall c \in \Gamma(\tilde{\sigma}, \tau) \), we have \( w(c) = 1 \). Let us denote these two paths as \( C := \tilde{\sigma}, a_1, b_1, \ldots, a_t, b_t, \tau \) and \( D = \sigma, a_1, \beta_1, \ldots, a_t, \beta_t, \tau \). Then \( \langle \hat{\partial} \sigma, \tau \rangle = \langle \hat{\partial} \tilde{\sigma}, a_1 \rangle + \langle \hat{\partial} \sigma, a_1 \rangle \). From the proof of Lemma 4.4, it is easy to verify that \((a_1, a_1, \sigma)\) also forms a good pair. Thus, \([\sigma : a_1], [\sigma : a_1] = -1\) implying \( \tilde{\sigma} = 0 \).

\( \square \)

Corollary 4.9 ([4, Lemma 6])

The integral homology groups of \( \text{CP}_{n+1} \) are torsion free and the Betti numbers are given as follows

\[
b_i = \begin{cases} 2^n + \frac{2^n-3n-2}{2}, & i = n-2; \\ \binom{n}{i}, & 0 \leq i < n-2. \end{cases}
\]
5 The bi-cyclopermutohedron and its mod 2 homology

In this Section we first construct a certain quotient of $\mathbb{C}P_{n+1}$ then define a discrete Morse function on it and use it to compute the mod-2 homology.

Consider a $\mathbb{Z}_2$ action on $\mathbb{C}P_{n+1}$ given by the involution.

\[ r : \mathbb{C}P_{n+1} \rightarrow \mathbb{C}P_{n+1} \]

\[ (I_1, I_2, \ldots, I_{k-1}, I_k) \mapsto (I_{k-1}, \ldots, I_2, I_1, I_k). \] (5)

Essentially the action identifies cyclically ordered partitions that are obtained by cyclically permuting blocks in either direction. Clearly this action is fixed point free and we have the quotient $\mathbb{C}P_{n+1}/\mathbb{Z}_2$ which we name the bi-cyclopermutohedron and denote it by $QP_{n+1}$. See Fig. 7 for an example when $n = 3$.

Definition 5.1 The regular CW complex bi-cyclopermutohedron $QP_{n+1}$ is defined as:

- For $k = 0, 1, \ldots, n-2$, the $k$-cells of $QP_{n+1}$ are labeled by (all possible) bi-cyclically ordered partitions of the set $[n+1]$ into $(n-k+1)$ non-empty parts.
- A closed cell $\bar{F}$ contains a cell $F'$ whenever the label of $F'$ refines that of $\bar{F}$.

Here, by bi-cyclically ordered partitions we mean equivalence classes of partitions of the set $\{1, \ldots, n+1\}$ up to cyclic permutations and orientation reversion.

Definition 5.2 Let $\lambda = (I_1, I_2, \ldots, I_k)$ be a cyclically ordered partition of $[n+1]$. Let $j$ be the greatest element outside the $(n+1)$-set and $j \in I_l$ for $1 \leq l < k$. Further, let $i$ be the greatest element outside $(n+1)$-set and $I_l$ and $i \in I_m$ for $1 \leq m < k$ and $m \neq l$. Then $\lambda$ is said to be of class $(i, j)$ if $m < l$ and of class $(j, i)$ otherwise. The class of $\lambda$ is denoted $cl(\lambda)$.

Definition 5.3 Let $\lambda$ be a cell of class $(i, j)$. $\lambda$ is called an ascending cell if $i < j$ and descending otherwise.

Lemma 5.4 The cells of $\mathbb{C}P_{n+1}$ can be partitioned into two classes: one with ascending cells and the other with descending cells. Involution defined in Equation (5) establishes bijection between these two classes.

Fig. 7 The complex $QP_3$
Therefore, each cell in the quotient complex \( \text{QP}_{n+1} \) is an equivalence class containing an ascending cell and a descending cell (each is the reflection of the other). Let \( \pi : \text{CP}_{n+1} \to \text{QP}_{n+1} \) be the quotient map and for \( \lambda \in \text{CP}_{n+1} \) we denote \( \pi(\lambda) \) by \( \bar{\lambda} \). Henceforth, unless otherwise mentioned, for every cell \( \lambda \in \text{QP}_{n+1} \) we assume that \( \bar{\lambda} \), the chosen representative, is ascending.

**Definition 5.5** A cell \( \bar{\lambda} \) is said to be of class \( [i, j] \) if one of the preimages under the quotient map is of class \( (i, j) \). We denote the class by \( \text{cl}(\bar{\lambda}) \).

Now, we define an order on the cells of \( \text{QP}_{n+1} \).

**Definition 5.6** Let \( \bar{\alpha} \) and \( \bar{\alpha}' \) be two cells of class \( [i, j] \) and \( [i', j'] \) respectively. If \( \min\{i, j\} \leq \min\{i', j'\} \) and \( \max\{i, j\} \leq \max\{i', j'\} \), then \( \bar{\alpha}'\) is said to be higher than \( \bar{\alpha} \).

**Lemma 5.7** If \( \bar{\alpha}, \bar{\beta} \in \text{QP}_{n+1} \) and \( \bar{\alpha} \) is contained in the boundary of \( \bar{\beta} \), then \( \bar{\alpha} \) is higher than \( \bar{\beta} \).

**Proof** Let \( \text{cl}(\bar{\beta}) = [i, j] \) and \( i < j \). Since \( \bar{\alpha} \) is in the boundary of \( \bar{\beta} \), each block of \( \bar{\alpha} \) is a subset of a block of \( \bar{\beta} \). Therefore, the largest element in \( \bar{\alpha} \) outside the \( (n+1) \)-set (say \( j' \)) has to be greater than or equal to \( j \), i.e., \( j' \geq j \). Similarly, the second largest element outside the \( (n+1) \)-set and the set containing \( j' \) has to be greater than or equal to \( i \).

Let us define a discrete Morse function on \( \text{QP}_{n+1} \) inductively.

**Step 1**: Pair \( \alpha = (\ldots, 1, I, \ldots) \) and \( \beta = (\ldots, 1 \cup I, \ldots) \) in \( \text{CP}_{n+1} \) if the following conditions hold:

1. \( n + 1 \notin I \).
2. \( \alpha \) is ascending.
3. \( \text{cl}(\alpha) = \text{cl}(\beta) \).

Note that, the conditions 2 and 3 together imply that \( \beta \) also is an ascending cell.

**Step k**: Pair \( \alpha = (\ldots, k, I, \ldots) \) and \( \beta = (\ldots, k \cup I, \ldots) \) if the following conditions hold.

1. \( n + 1 \notin I \).
2. \( \alpha \) and \( \beta \) have not yet been paired.
3. \( \alpha \) is ascending.
4. \( \text{cl}(\alpha) = \text{cl}(\beta) \).

After the \((n-2)^{th}\) step, we have:

**The final step**: If \( \alpha \) and \( \beta \) have been paired in \( \text{CP}_{n+1} \), then match \( \bar{\alpha} \) with \( \bar{\beta} \) in \( \text{QP}_{n+1} \) (here \( \bar{\alpha} \) with \( \bar{\beta} \) represents the image of \( \alpha \) and \( \beta \) under the map \( \pi : \text{CP}_{n+1} \to \text{QP}_{n+1} \)).

**Lemma 5.8** If there is a gradient path

\[
\bar{\beta}_0, \bar{\alpha}_1, \bar{\beta}_1, \ldots, \bar{\alpha}_p,
\]

then \( \bar{\alpha}_p \) is higher than \( \bar{\beta}_0 \).

**Proof** Since we only match the cells in the same class, we have \( \text{cl}(\bar{\alpha}_i) = \text{cl}(\bar{\beta}_i) \) for each \( i \in \{1, 2, \ldots, p-1\} \). Moreover, using Lemma 5.7, we get that \( \text{cl}(\bar{\alpha}_j) \geq \text{cl}(\bar{\beta}_{j-1}) \) for each \( j \in \{1, \ldots, p\} \). Thus, the result follows.

**Theorem 5.9** The pairing on \( \text{QP}_{n+1} \), as described above is a discrete Morse function.

**Proof** On the contrary, assume that the matching defined is not acyclic, i.e. there is a path

\[
\bar{\alpha}_0, \bar{\beta}_0, \bar{\alpha}_1, \bar{\beta}_1, \ldots, \bar{\alpha}_p
\]

with \( p > 1 \) and \( \bar{\alpha}_0 = \bar{\alpha}_p \). Since \( \bar{\alpha}_0 \) and \( \bar{\beta}_0 \) are matched, they are in the same class. Therefore, using Lemma 5.8, we get that \( \text{cl}(\bar{\alpha}_0) = \text{cl}(\bar{\beta}_0) = \text{cl}(\bar{\alpha}_1) = \ldots = \text{cl}(\bar{\alpha}_p) \).

We now “lift” this cycle to \( \text{CP}_{n+1} \). Let \( \bar{a}_0 \) be the ascending cell such that \( \pi(\bar{a}_0) = \bar{\alpha}_0 \). Let \( \bar{b}_0 \) the cell with which \( \bar{a}_0 \) is paired (in particular, \( \pi(\bar{b}_0) = \bar{\beta}_0 \)). Next, suppose \( \bar{a}_1 \) is ascending with \( \pi(\bar{a}_1) = \bar{\alpha}_1 \). Note that \( \text{cl}(\bar{a}_0) = \text{cl}(\bar{b}_0) = \text{cl}(\bar{a}_1) = (i, j) \) for some \( i < j \). If \( \bar{a}_1 \) is not in the boundary of \( \bar{b}_0 \), then it must be in the boundary of \( \bar{r}(\bar{b}_0) \) (for otherwise \( \bar{a}_1 \) would not be in the boundary of \( \bar{b}_0 \)). But since \( \pi(\bar{r}(\bar{b}_0)) = (j, i) \), we have a cell of class \((i, j)\) in the boundary of a cell of class \((j, i)\), which is impossible. Hence \( \bar{a}_1 \) is in the boundary of \( \bar{b}_0 \).

Continuing thus, we obtain a path \( \bar{a}_0, \bar{b}_0, \bar{a}_1, \bar{b}_1, \ldots, \bar{a}_p \) with \( \bar{a}_i \) and \( \bar{b}_i \) ascending for each \( i \) (and, in particular, \( \bar{a}_0 = \bar{a}_p \)). Thus the cycle in \( \text{QP}_{n+1} \) lifts to the cycle in \( \text{CP}_{n+1} \). The matching on the ascending cells is, however, a subset of the matching of \( \text{CP}_{n+1} \) described in Section 4, and hence the cycle cannot exist.

\[\square\]
**Notation:** Let $\lambda$ denote the unique ascending representative of $\bar{\lambda} \in \text{QP}_{n+1}$.

**Theorem 5.10** The critical cells of the discrete Morse function on $\text{QP}_{n+1}$ are the images under $\pi$ of the cells of the type $(i, I, N, \nabla, N')$ with $\nabla < i < I$.

**Proof** Assume $\bar{\lambda} = (I_1, I_2, \ldots, I_k)$ is critical and $\text{cl}(\bar{\lambda}) = \{i, j\}$.

**Claim 1:** $i \in I_1$.

**Proof.** Assume, without loss of generality that $i \in I_2$.

1. If $|I_1| = 1$, then by construction $I_1 < i \leq I_2$. Hence, the cell $\lambda = (I_1, I_2, \ldots, I_k)$ can be matched with $\lambda' = (I_1 \cup I_2, \ldots, I_k)$ as they have the same class type.

2. Let $|I_1| > 1$ and denote the minimum of $I_1$ by $m$. Then the cells $\lambda = (I_1, I_2, \ldots, I_k)$ and $\lambda' = (m, I_1 - \{m\}, I_2, \ldots, I_k)$ can be matched as they have the same class type.

**Claim 2:** $I_1 = \{i\}$

**Proof.** Assume on the contrary that $|I_1| > 1$. Denote the minimum of $I_1$ be $m$. Then the cells $\lambda$ and $\lambda' = (m, I_1 - \{m\}, \ldots, I_k)$ can be matched.

**Claim 3:** $j \in I_2$.

**Proof.** Assume without loss of generality that $j \in I_3$.

1. If $|I_2| = 1$.
   a. If $I_2 < I_3$, then the cell $\lambda = (\{i\}, I_2, \ldots, I_k)$ and $\lambda' = (\{i\}, I_2 \cup I_3, \ldots, I_k)$ can be matched as they have the same class type.
   b. If $I_2 \neq I_3$, then $\exists m \in I_3$ such that $m < I_2$. The cell $\lambda = (\{i\}, I_2, \ldots, I_k)$ and $\lambda' = (\{i\}, I_2, m, I_3 - \{m\}, \ldots, I_k)$ can be matched as they have the same class type.

2. Let $|I_2| > 1$ and denote the minimum of $I_2$ by $m$. Then the cells $\lambda = (\{i\}, I_2, \ldots, I_k)$ and $\lambda' = (\{i\}, m, I_2 - \{m\}, \ldots, I_k)$ can be matched as they have the same class type.

**Claim 4:** $i < I_2$.

**Proof.** If $\exists m \in I_2$ such that $m < i$ then the cells $\lambda = (\{i\}, I_2, \ldots, I_k)$ and $\lambda' = (\{i\}, m, I_2 - \{m\}, \ldots, I_k)$ can be matched as they have the same class type.

A similar argument shows that all other subsets $I_3, \ldots, I_{k-1}$ are singletons arranged in decreasing order.

**Proposition 5.11** Let $\bar{\alpha} = (i, I, \nabla, N)$ and $\bar{\beta} = (j, J, \nabla', N')$. If there is a path from $\bar{\alpha}$ to $\bar{\beta}$ then either $N \cap J = \emptyset$ or $I \cap J = \emptyset$.

**Proof.** Let $x \in N \cap J$ and $t \in I \cap J$. Clearly $x > j \geq i$ and $t > j \geq i$. Denote the maximum element of $I$ by $m$ and $m > j$. Let the path from $\bar{\alpha}$ to $\bar{\beta}$ be

$$\bar{\alpha} = \bar{\alpha}_0, \bar{\alpha}_1, \bar{\alpha}_2, \ldots, \bar{\alpha}_p, \bar{\beta}_p = \bar{\beta}$$

During the course of the path, $x$ leaves the set $N$, say at $\bar{\beta}_k$. Then $\min \text{cl}(\bar{\beta}_k) \geq \min\{x, m\} \geq \min\{x, t\} > j = \min \text{cl}(\bar{\beta})$. This contradicts the fact that the class increases along a gradient path.

The following theorem about the paths between critical cells is crucial in computing the homology of $\text{QP}_{n+1}$.

**Theorem 5.12** Let $\bar{\alpha} = (i, I, \nabla, N)$ and $\bar{\beta} = (j, J, \nabla', N')$ be two critical cells. If there is a path from $\bar{\alpha}$ to $\bar{\beta}$ then $\bar{\beta}$ takes exactly one of the following form.

1. (a) If $J = I$ and $N' = N - t$. Then

   $$\bar{\beta} = \begin{cases} 
   (t, i, \nabla, N'), & \text{if } i < t < I, \\
   (i, I, \nabla \cup t, N'), & \text{if } t < i. 
   \end{cases}$$

   (b) If $N' = N - t$ and $|I| = 1$. Then

   $$\bar{\beta} = \begin{cases} 
   (I, t, i, \nabla, N'), & \text{if } t > I, \\
   (t, i, \nabla, N'), & \text{if } i < t < I, \\
   (i, I, t \cup \nabla, N'), & \text{if } t < i. 
   \end{cases}$$
(2) If \( N = N' \) and \( J = I - j \). Then

\[
\tilde{\beta} = (j, J, i, \nabla, N).
\]

**Proof** We will prove this explicitly *i.e.*, by following the paths from \( \tilde{\alpha} \) to \( \tilde{\beta} \). Let \( \nabla \) be \( \{a_1\}, \{a_2\}, \ldots, \{a_l\} \) with \( a_1 > a_2 > \cdots > a_l \).

(1) (a) For \( \tilde{\alpha} = (i, I, \nabla, N) \), \( \tilde{\beta} = (t, I, i, \nabla, N') \) and \( i < t < I \), we've the paths

\[
(i, I, a_1, a_2, \ldots, a_l, N)
\]
\[
(i, I, a_1, a_2, \ldots, a_l \cup \{a_i\}, N - t)
\]
\[
(t, a_l, \ldots, a_1, I, i, N - t)
\]
\[
(t, a_l, \ldots, a_1 \cup I, i, N - t)
\]
\[
(t, a_l, \ldots, I, a_1, i, N - t)
\]
\[
\vdots
\]
\[
(t, I, a_l, \ldots, a_1, i, N - t)
\]
\[
(t, I, a_l, \ldots, \{a_i\}, N - t)
\]
\[
(t, I, a_l, \ldots, i, a_1, N - t)
\]
\[
\vdots
\]
\[
(t, I, i, a_l, \ldots, a_1, N - t)
\]
\[
(t, I, i, a_l, \ldots, \{a_2, a_l\}, N - t)
\]
\[
(t, I, i, a_l, \ldots, a_0, a_1, N - t)
\]
\[
\vdots
\]
\[
(t, I, i, a_l, a_2, \ldots, a_l, N - t)
\]

and

\[
(i, I, a_1, a_2, \ldots, a_l, N)
\]
\[
(i, I, a_1, a_2, \ldots, a_l \cup \{a_i\}, N - t, t)
\]
\[
(t, i \cup I, a_1, a_2, \ldots, a_l, N - t)
\]
\[
(t, I, i, a_1, a_2, \ldots, a_l, N - t).
\]

(ii) For \( \tilde{\alpha} = (i, I, \nabla, N) \), \( \tilde{\beta} = (i, I, \nabla \cup t, N') \) and \( a_p > t > a_{p+1} \), we've the paths

\[
(i, I, a_1, a_2, \ldots, a_l, N)
\]
\[
(i, I, a_1, a_2, \ldots, a_l \cup \{a_i\}, N - t)
\]
\[
(i, I, a_1, a_2, \ldots, \{a_l, t\}, N - t)
\]
\[
(i, I, a_1, a_2, \ldots, t, a_l, N - t)
\]
\[
(i, I, a_1, a_2, \ldots, \{a_{l-1}, t\}, a_l, N - t)
\]
\[
\vdots
\]
\[
(i, I, a_1, a_2, \ldots, \{a_{p+1}, t\}, \ldots, a_l, N - t)
\]
\[
(i, I, a_1, a_2, \ldots, t, a_{p+1}, \ldots, a_l, N - t)
\]
and

\[(i, I, a_1, a_2, \ldots, a_l, N)\]
\[(i, I, a_1, a_2, \ldots, a_l, N - t, t)\]
\[(i, I, a_1, a_2, \ldots, a_l, N - t)\]
\[(i, t, I, a_1, a_2, \ldots, a_l, N - t)\]
\[(i, t \cup I, a_1, a_2, \ldots, a_l, N - t)\]
\[(i, I, \{t, a_j\}, a_2, \ldots, a_l, N - t)\]
\[(i, I, a_1, t, a_2, \ldots, a_l, N - t)\]
\[\vdots\]
\[(i, I, a_1, a_2, \ldots, \{t, a_p\}, \ldots, a_l, N - t)\]
\[(i, I, a_1, a_2, \ldots, a_p, t, \ldots, a_l, N - t)\]

(b) For \(\vec{\alpha} = (i, I, \nabla, N), \vec{\beta} = (I, t, i, \nabla, N')\) and \(t > I\), we have paths

\[(i, I, a_1, a_2, \ldots, a_l, N)\]
\[(i, I, a_1, a_2, \ldots, a_l, N - t, t)\]
\[(t, i, I, a_1, a_2, \ldots, a_l, N - t)\]
\[(a_1, a_{l-1}, \ldots, a_1, I, i, t, N - t)\]
\[(a_1, a_{l-1}, \ldots, a_1, I, i \cup t, N - t)\]
\[(a_1, a_{l-1}, \ldots, a_1, I, t, i, N - t)\]
\[(a_1, a_{l-1}, \ldots, a_1 \cup I, t, i, N - t)\]
\[(a_1, a_{l-1}, \ldots, I, a_1, t, i, N - t)\]
\[\vdots\]
\[(I, a_1, a_{l-1}, \ldots, a_1, t, i, N - t)\]
\[(I, a_1, a_{l-1}, \ldots, \{a_2, a_1\}, t, i, N - t)\]
\[(I, a_1, a_{l-1}, \ldots, a_1, a_{2t}, i, N - t)\]
\[\vdots\]
\[(t, I, i, a_1, a_2, \ldots, a_l, N - t)\]

and

\[(i, I, a_1, a_2, \ldots, a_l, N)\]
\[(i, I, a_1, a_2, \ldots, a_l, t, N - \{t\})\]
\[(i \cup I, a_1, a_2, \ldots, a_l, t, N - \{t\})\]
\[(I, i, a_1, a_2, \ldots, a_l, t, N - \{t\})\]
\[\vdots\]
\[(I, t, i, a_1, a_2, \ldots, a_l, N - \{t\})\]

The proofs for the other two cases are similar to (a).

(2) For \(\vec{\alpha} = (i, I, \nabla, N), \vec{\beta} = (j, I - \{j\}, i, \nabla, N)\) and \(i < j\), we’ve the paths

\[(i, I, a_1, a_2, \ldots, a_l, N)\]
\[(i, j, I - j, a_1, a_2, \ldots, a_l, N)\]
\[(i, j), I - j, a_1, a_2, \ldots, a_l, N)\]
\[(j, i, I - j, a_1, a_2, \ldots, a_l, N)\]
\[(j, i \cup I - j, a_1, a_2, \ldots, a_l, N)\]
\[(j, I - j, i, a_1, a_2, \ldots, a_l, N)\]

\[(j, I - j, i, a_1, a_2, \ldots, a_l, N)\]
and

\[(i, I, a_1, a_2, \ldots, a_l, N)\]
\[(i, I - j, j, a_1, a_2, \ldots, a_l, N)\]
\[(a_1, a_{i-1}, \ldots, a_1, j, I - j, i, N)\]
\[(a_1, a_{i-1}, \ldots, \{a_1, j\}, I - j, i, N)\]
\[(a_1, a_{i-1}, \ldots, j, a_1, I - j, i, N)\]
\[\vdots\]
\[(j, a_1, a_{i-1}, \ldots, a_1, I - j, i, N)\]
\[(j, a_1, a_{i-1}, \ldots, a_1 \cup I - j, i, N)\]
\[(j, a_1, a_{i-1}, \ldots, I - j, a_1, i, N)\]
\[\vdots\]
\[(j, I - j, i, a_1, a_2, \ldots, a_l, N).\]  

\[(13)\]

The \(\mathbb{Z}_2\)-homology of \(QP_{n+1}\) can be computed directly from Theorem 5.12.

**Theorem 5.13** The \(\mathbb{Z}_2\)-homology groups of \(QP_{n+1}\) are given as follows:

\[H_i(QP_{n+1}, \mathbb{Z}_2) = \begin{cases} \bigoplus_{j=0}^i \mathbb{Z}_2, & 0 \leq i \leq n - 2; \\ 0, & \text{otherwise.} \end{cases}\]

Where, \(\xi(n, i)\) denotes the sum \(\sum_{k=0}^i \binom{n}{k}\).

**Proof** One can infer from Theorem 5.12 that between any two critical cells in consecutive dimensions either there is no path between them or there are exactly two paths. This implies that the boundary maps in the Morse complex of \(QP_{n+1}\) with \(\mathbb{Z}_2\)-coefficients are zero. So, the mod-2 Betti numbers are given by the number of critical cells. Once the dimension is fixed, say \(i\), the \((n+1)\)-set completely determines the critical cell and it contains at most \(i + 1\) elements.

\(\square\)

### 6 The integral homology of \(QP_{n+1}\)

To compute the \(\mathbb{Z}\)-homology we need a well-defined notion of orientation on the cells of \(QP_{n+1}\). So, we induce an orientation on each cell of \(QP_{n+1}\) from its ascending representative in \(CP_{n+1}\). But, this is not sufficient to compute the \(\mathbb{Z}\)-homology because the paths between some critical cells involve identification of ascending and descending cells. If \([\sigma, \tau] = \tilde{\sigma} \in QP_{n+1}\) and \(\sigma\) ascending, a compatible way of inducing an orientation on the cell \(\sigma\) from canonical orientation of \(\tau\) is required and is defined as follows.

Let \(L\) denote the ordered neighbors of the vertex \(PV(\tau)\) as defined in Section 3.1. The ordered vertices \(L'\) obtained from \(L\) by the action of \(r\) on individual elements induce a orientation on \(\sigma\).

Now, we need to compute the difference in the orientation induced by each representative on \(\tilde{\sigma}\). The following examples demonstrate the existence of a closed-expression for the difference in the induced orientations.

**Example 6.1** Let \(n = 8\), \(\sigma = \{1, 2, 3\}{4, 5}{6, 7, 8, 9}\) and \(\tau = \{4, 5\}{1, 2, 3}{6, 7, 8, 9}\) are two cells in \(CP_9\) such that \(\tilde{\sigma} = \tilde{\tau}\) in \(QCP_9\).

Let \(\xi\) be the permutation which takes the vertex \(PV(\sigma)\) to the vertex \(r(PV(\tau))\) in \(\sigma\).

Here \(v'_j\) (resp. \(w'_j\)) denote the images of \(v_j\) (resp. \(w_j\)) under the map \(\xi\) (resp. \(r\)).

Comparing the orientations induced on the cell \(\tilde{\sigma} = \tilde{\tau}\) by the cells \(\sigma\) and \(\tau\) involves exactly two permutations. The permutation \(\xi\) and the permutation coming from comparing the orientation induced on \(\sigma\) in \(CP_9\) by the vertices \(\xi(v_0)\) and \(r(v_0)\), refer Fig. 8.
Fig. 8.

From the example, it is clear that the permutation involved in comparing the orientations induced are of the type

$$(1, 2, 3, \ldots, k) \rightarrow (k, k - 1, \ldots, 2, 1).$$

and the following function is useful in computing the sign of such permutations.

**Definition 6.2** Define a function, \(\text{sgn} : [n] \cup \{0\} \rightarrow \{1, -1\}\) as follows, given \(s \in [n] \cup \{0\}\)

\[
\text{sgn}(s) = \begin{cases} 
(-1)^{\frac{s+1}{2}}, & \text{if } s \text{ is odd}, \\
(-1)^{\frac{s}{2}}, & \text{if } s \text{ is even.}
\end{cases}
\]

Let \(\sigma = (I_1, I_2, \ldots, I_k, I_0)\) and \(\tau = r(\sigma) = (I_k, I_{k-1}, \ldots, I_1, I_0)\) be two cells in \(\text{CP}_{n+1}\). Observe that

- The number of neighbours of a particular vertex \(v_0\) in \(\sigma\) is same as number of neighbours of \(v_0\) in \(\sigma\).
- The neighbours of vertex \(v_0\) in \(\sigma\) are naturally in 1-1 correspondence with the neighbours \(r(v_0)\) in \(r(\sigma)\).
Theorem 6.3 Let $\sigma = (I_1, I_2, \ldots, I_k, I_\omega)$ and $\tau = r(\sigma) = (I_k, I_{k-1}, \ldots, I_1, I_\omega)$. Then the difference in the orientations induced on the cell $\bar{\sigma}$ in $Q_{n+1}$ by $\sigma$ and $\tau$ in $CP_{n+1}$ is given by the expression

$$\text{sgn}(|A| - |I_\omega| + 1) \cdot \text{sgn}(|I_\omega| - 1) \cdot \prod_{i=1}^{k} \text{sgn}(|I_i|) \cdot \text{sgn}(|I_\omega|), \quad (14)$$

where $|A|$ is the number of neighbors of $PV(\sigma)$.

Proof Without loss of generality assume $PV(\sigma) = (1, 2, \ldots, n+1)$ i.e., the blocks $I_1 = \{1, 2, \ldots, a_1\}, \ldots, I_j = \{a_j - 1 + 1, a_j - 1 + 2, \ldots, a_j\}$ for every $j$ such that $1 \leq j \leq k$ or $j = \omega$.

The neighbors of $PV(\sigma)$ are ordered as follows.

$$v_0 = (\{1\}2\{3\} \ldots \{n+1\})$$
$$v_1 = (\{2\}1\{3\} \ldots \{n+1\})$$
$$v_2 = (\{1\}3\{2\} \ldots \{n+1\})$$
$$\vdots$$
$$v_{a_1 - 1} = (\{1\} \ldots [a_1][a_1 - 1] \ldots [n+1])$$
$$\vdots$$
$$v_{a_k - k - 1} = (\{1\} \ldots [a_k - 1][a_k] \ldots [n+1])$$
$$v_{a_k - k} = (\{1\} \ldots [a_k + 2][a_k + 1] \ldots [n+1])$$
$$\vdots$$
$$v_{|A|} = (\{1\}\{2\} \ldots [n+1][n]) \quad (15)$$

The neighbors of $PV(\tau)$ are ordered as follows.

$$w_0 = ([a_k - 1 + 1][a_k - 1 + 2] \ldots [a_k][a_k - 2] \ldots [n+1])$$
$$w_1 = ([a_k - 1 + 2][a_k - 1 + 1] \ldots [a_k][a_k - 2] \ldots [n+1])$$
$$\vdots$$
$$w_{a_k - a_k - 1} = ([a_k - 1 + 1][a_k - 1 + 2] \ldots [a_k - 2 + 1][a_k - 2] \ldots [n+1])$$
$$\vdots$$
$$w_{|A| - a_k - a_k - 1 - 1} = ([a_k - 1 + 1][a_k - 1 + 2] \ldots [2][1] \ldots [n+1])$$
$$\vdots$$
$$w_{|A| - a_k - 1} = (\{a_k - 1 + 1\}[a_k - 1 + 2] \ldots [a_1][a_1 - 1] \ldots [n+1])$$
$$w_{|A| - a_k} = ([a_k - 1 + 1][a_k - 1 + 2] \ldots [a_1][a_k + 2][a_k + 1] \ldots [n+1])$$
$$\vdots$$
$$w_{|A|} = ([a_k - 1 + 1][a_k - 1 + 2] \ldots [n+1][n]) \quad (16)$$
Now apply \( r \) on the neighbours of \( PV(\tau) \) to obtain an ordered collection of vertices in \( \sigma \). This would enable us to compare the orientations induced by 15 and 16 on \( \hat{\sigma} \).

\[
\begin{align*}
  r(w_0) &= ([n][n-1] \ldots [a_k+1][a_1] \ldots [a_{k-1}+1][n+1]) \\
  r(w_1) &= ([n][n-1] \ldots [a_k+1][a_1] \ldots [a_{k-1}+1][a_k+1+2]) \\
                  & \vdots \\
  r(w_{|A|}^-a_k-1) &= ([n][n-1] \ldots [a_k-2][a_k-1+1][n+1]) \\
  \vdots \\
  r(w_{|A|}^-a_k-1) &= ([n][n-1] \ldots [a_k-1][a_k-1+1][n+1]) \\
  r(w_{|A|}^-a_k) &= ([n][n-1] \ldots [a_k+1][a_k+2][a_k-1+1][n+1]) \\
                  & \vdots \\
  r(w_{|A|}) &= ([n-1][n-2] \ldots [a_k-1+1][n][n+1]).
\end{align*}
\]

Let \( \xi \) be the permutation which takes the vertex \( PV(\sigma) \) to the vertex \( r(PV(\tau)) \).

\[
\begin{align*}
  \xi(v_0) &= ([a_1][a_1-1] \ldots [2][1][a_2] \ldots [n+1] \ldots [a_k+1]) \\
  \xi(v_1) &= ([a_1][a_1-1] \ldots [1][2] \ldots [n+1] \ldots [a_k+1]) \\
  \xi(v_2) &= ([a_1][a_1-1] \ldots [2][3][1] \ldots [n+1] \ldots [a_k+1]) \\
                  & \vdots \\
  \xi(v_{a_k-1}) &= ([a_1][a_1-1] \ldots [2][1] \ldots [n+1] \ldots [a_k+1]) \\
  \vdots \\
  \xi(v_{a_k-1}) &= ([a_1][a_1-1] \ldots [a_k][a_k-1] \ldots [n+1][a_k+1]) \\
  \xi(v_{a_k}) &= ([a_1][a_1-1] \ldots [a_k+1][a_k][a_k+2] \ldots [n+1][a_k+1]) \\
                  & \vdots \\
  \xi(v_{|A|}) &= ([a_1][a_1-1] \ldots [n][n+1] \ldots [a_k+1]).
\end{align*}
\]

It is clear from above that if \( \sigma = (I_1, I_2, \ldots, I_k, I_0) \), then the sign of the permutation \( \xi \) is \( \prod_{i=1}^{k} \text{sgn}(|I_i|) \cdot \text{sgn}(|I_0|) \). The sign of permutation coming from comparing the induced orientations on \( \sigma \in CP_{n+1} \) by the vertices \( \xi(v_0) \) and \( r(w_0) \) is \( \text{sgn}(|A| - |I_0| + 1) \cdot \text{sgn}(|I_0| - 1) \). Thus the total sign to be taken into account is

\[\text{sgn}(|A| - |I_0| + 1) \cdot \text{sgn}(|I_0| - 1) \cdot \prod_{i=1}^{k} \text{sgn}(|I_i|) \cdot \text{sgn}(|I_0|).\]

\( \square \)

The following observations are helpful in computing the \( \mathbb{Z} \)-homology of \( QP_{n+1} \).

(1) There exists no path or exactly two paths between critical cells whose dimension differ by one. Thus the matrices corresponding to the boundary maps contain only 2’s and 0’s depending on whether the orientation induced by the paths match or not.

(2) The paths are either good paths or the ones which involve change of orientation (given by Eq. 14).

**Definition 6.4** Two rectangular matrices \( A, B \in M_{k \times m}(\mathbb{Z}) \) are called equivalent if they can be transformed into one another by a combination of elementary row and column operations.

**Definition 6.5** (2-full rank) Let \( f : \mathbb{Z}^m \rightarrow \mathbb{Z}^n \) be a group homomorphism. The map \( f \) is 2-full rank, denoted \( 2F \), if it is equivalent to a matrix with only 2’s on the main diagonal and 0’s everywhere else.
Proposition 6.6  The boundary maps in the Morse complex of \( \text{QP}_{n+1} \) are either 2-full rank or null maps, i.e., if the Morse complex \( \mathcal{M}_* \) on \( \text{QP}_{n+1} \) is

\[
0 \rightarrow \mathcal{M}_{n-2} \xrightarrow{\partial_{n-2}} \mathcal{M}_{n-3} \xrightarrow{\partial_{n-3}} \cdots \xrightarrow{\partial_2} \mathcal{M}_0 \rightarrow 0
\]

then the boundary maps

\[
\tilde{\partial}_\mu \equiv \begin{cases} 
0, & \text{if } \mu \text{ is odd;} \\
2F, & \text{if } \mu \text{ is even.}
\end{cases}
\]

Proof If the sign correction for the identification involved in the path is positive (resp. negative), then by Lemmas 4.5 and 4.7 the coefficient \( \langle \partial\alpha, \beta \rangle = 0 \) (resp. \( \langle \partial\alpha, \beta \rangle = 2 \)).

Claim 1: \( \tilde{\partial}_1 = 0 \).

Proof Let \( \alpha = (i, I, \nabla, N) \) and \( \beta = (j, J, \nabla', N') \) be two critical cells contained in \( \mathcal{M}_1 \) and \( \mathcal{M}_0 \) respectively.

1. If \( |N| = 1 \), then \( |I| = 2 \) and \( N' = N = \{n + 1\} \). Otherwise there will be no path between the cells giving \( \langle \partial\alpha, \beta \rangle = 0 \). There is an identification of the cell \( (i, I - j, j, \nabla, N) \) with its image under the map \( r \) during the path. All the blocks of this cell are singletons, thus the sign correction given by the Eq. 14 is 1.

2. If \( |N| = 2 \), then \( |I| = 1 \), \( N' \subset N \) and \( |N'| = 1 \). Otherwise an argument similar to above shows that \( \langle \partial\alpha, \beta \rangle = 0 \). There is an identification of the cell \( (i, I, \nabla, N - t, t) \) or \( (i, I, \nabla', N - t) \) with its image under the map \( r \) during the path. All the blocks of these cells are singletons, thus the sign correction given by the Eq. 14 is 1.

Since there is no effect on the orientation induced along the paths by the action, an argument similar to Theorem 4.8 shows that \( \tilde{\partial}_1 = 0 \).

Claim 2: \( \tilde{\partial}_\mu = 0 \) when \( \mu \) is odd.

Proof Let \( \alpha = (i, I, \nabla, N) \) and \( \beta = (j, J, \nabla', N') \) be two critical cells contained in \( \mathcal{M}_\mu \) and \( \mathcal{M}_{\mu - 1} \) respectively. Also, let \( d \) denote the number of blocks in \( \alpha \) which is equal to \( (n + 1 - \mu) \).

1. Let \( |N| = k + 1 \) for some \( k \) odd. There is an identification of the cell \( (i, I - j, j, \nabla, N) \) with its image under \( r \) during the path. From Eq. 14, the sign correction \( S \) is given by \( \text{sgn}(|J|) \cdot \text{sgn}(|N|) \cdot \text{sgn}(|J| - 1) \cdot \text{sgn}(|N| - 1) \).

Observe that the \( |J| = n - k - d - 3 = (n + 1 - d) - (k + 4) \). Since \( n + 1 - d = \mu \) is odd and \( (k + 4) \) is odd, \( |J| \) is even and

\[
\text{sgn}(|J|) = (-1)^{\frac{n-k-d-3}{2}}.
\]

Similarly,

\[
\text{sgn}(|N|) = (-1)^{\frac{k+1}{2}},
\]

\[
\text{sgn}(|J| - 1) = (-1)^{\frac{n-k-d-5}{2}},
\]

\[
\text{sgn}(|N| - 1) = (-1)^{\frac{k+1}{2}}.
\]

This shows that the sign correction \( S \) is equal to 1.

2. Let \( |N| = k + 1 \) for some \( k \) even. There is an identification of the cell \( (i, I - j, j, \nabla, N) \) with its image under \( r \) during the path. From Eq. 14, the sign correction \( S \) is given by \( \text{sgn}(|J|) \cdot \text{sgn}(|N|) \cdot \text{sgn}(|J| - 1) \cdot \text{sgn}(|N| - 1) \).

Observe that the \( |J| = n - k - d - 3 = (n + 1 - d) - (k + 4) \). Since \( n + 1 - d = \mu \) is odd and \( (k + 4) \) is even, \( |J| \) is odd and

\[
\text{sgn}(|J|) = (-1)^{\frac{n-k-d}{2}}.
\]

Similarly,

\[
\text{sgn}(|N|) = (-1)^{\frac{k}{2}},
\]

\[
\text{sgn}(|J| - 1) = (-1)^{\frac{n-k-d-4}{2}},
\]

\[
\text{sgn}(|N| - 1) = (-1)^{\frac{k}{2}}.
\]

This shows that the sign correction \( S \) is equal to 1.
(2) Let $I = J$ and $N' = N - t$ for some $t \in N$.

- Let $|N| = k + 1$ for some $k$ odd. There is an identification of the cell $(i, I, \nabla, N - t, t)$ or $(i, I, \nabla, t, N - t)$ with its image under the map $r$ during the path. From Eq. 14, the sign correction $\mathcal{S}$ is given by $\text{sgn}(I) \cdot \text{sgn}(N') \cdot \text{sgn}(I - 1) \cdot \text{sgn}(|N'| - 1)$.

Observe that the $|I| = n - k - d - 2 = (n + 1 - d) - (k + 3)$. Since $(n + 1 - d)$ is odd and $(k + 3)$ is even, $|I|$ is odd and

$$\text{sgn}(I) = (-1)^{\frac{n-k-d-3}{2}}.$$  

Similarly,

$$\text{sgn}(N') = (-1)^{\frac{k}{2}},$$

$$\text{sgn}(|J| - 1) = (-1)^{\frac{n-k-d-3}{2}},$$

$$\text{sgn}(|N'| - 1) = (-1)^{\frac{k}{2}}.$$  

Therefore, the sign correction $\mathcal{S}$ is equal to 1.

- Let $|N| = k + 1$ for some $k$ even. There is an identification of the cell $(i, I, \nabla, N - t, t)$ or $(i, I, \nabla, t, N - t)$ with its image under the map $r$ during the path. From Eq. 14, the sign correction $\mathcal{S}$ is given by $\text{sgn}(I) \cdot \text{sgn}(N') \cdot \text{sgn}(I - 1) \cdot \text{sgn}(|N'| - 1)$.

Observe that the $|I| = n - k - d - 2 = (n + 1 - d) - (k + 3)$. Since $(n + 1 - d)$ is odd and $(k + 3)$ is odd, $|I|$ is even and

$$\text{sgn}(I) = (-1)^{\frac{n-k-d-2}{2}}.$$  

Similarly,

$$\text{sgn}(N') = (-1)^{\frac{k}{2}},$$

$$\text{sgn}(|J| - 1) = (-1)^{\frac{n-k-d-2}{2}},$$

$$\text{sgn}(|N'|- 1) = (-1)^{\frac{k}{2}}.$$  

Hence, the sign correction $\mathcal{S}$ is equal to 1.

From Theorem 5.10, it is clear that for a fixed $(n + 1)$-set, there is a unique cell of dimension $\mu$. For the rest of this section, we arrange the basis elements of $\mathcal{M}_\mu$ as follows: cells are arranged in decreasing order of the cardinality of their $(n + 1)$-set and if the cardinality of $(n + 1)$-set of two different cells is same then they are arranged in lexicographic ordering on their $(n + 1)$-set.

Using the above defined ordering on the basis of $\mathcal{M}_\mu$ and $\mathcal{M}_{\mu-1}$ and from Theorem 5.12, we observe that the matrix corresponding to the boundary map $\partial_\mu$ is lower/upper triangular with nonzero entries in the main diagonal. We now prove that when $\mu$ is even, all nonzero entries of $\partial_\mu$ are 2.

**Claim 3:** $\partial_\mu = 2\mathcal{F}$ when $\mu$ is even.

**Proof.** Let $\alpha = (i, I, \nabla, N)$ and $\beta = (j, J, \nabla', N')$ be two critical cells contained in $\mathcal{M}_I$ and $\mathcal{M}_{J-1}$ respectively. Also, let $d$ denote the number of blocks in $\alpha$ which is equal to $(n + 1 - \mu)$. From Theorem 5.12 and Lemma 4.5, it is enough to show that $\langle \partial_\alpha, \beta \rangle = 2$ whenever $N = N'$.

(1) Let $|N| = k + 1$ for some $k$ odd. There is an identification of the cell $(i, I - j, j, \nabla, N)$ with its image under $r$ during the path. From Eq. 14, the sign correction $\mathcal{S}$ is given by $\text{sgn}(|J|) \cdot \text{sgn}(|N|) \cdot \text{sgn}(|J| - 1) \cdot \text{sgn}(|N| - 1)$.

Observe that the $|J| = n - k - d - 3 = (n + 1 - d) - (k + 4)$. Since $(n + 1 - d)$ is even and $(k + 4)$ is odd, $|J|$ is odd and

$$\text{sgn}(|J|) = (-1)^{\frac{n-k-d-4}{2}}.$$  

Similarly,

$$\text{sgn}(|N|) = (-1)^{\frac{k+1}{2}},$$

$$\text{sgn}(|J| - 1) = (-1)^{\frac{n-k-d-4}{2}},$$

$$\text{sgn}(|N| - 1) = (-1)^{\frac{k+1}{2}}.$$  

This implies that the sign correction $\mathcal{S}$ is equal to -1.
(2) Let \(|N| = k + 1\) for some \(k\) even. There is an identification of the cell \((i, I, j, \nabla, N)\) with its image under \(r\) during the path. From Eq. 14, the sign correction \(S\) is given by \(\text{sgn}(|J|) \cdot \text{sgn}(|N|) \cdot \text{sgn}(|J| - 1) \cdot \text{sgn}(|N| - 1)\). Observe that \(|J| = n - k - d - 3 = (n + 1 - d) - (k + 4)\). Since \((n + 1 - d)\) is even and \((k + 4)\) is even, \(|J|\) is even and

\[
\text{sgn}(|J|) = (-1)^{\frac{n-k-d-3}{2}}.
\]

Similarly,

\[
\begin{align*}
\text{sgn}(|N|) &= (-1)^{\frac{k}{2}}, \\
\text{sgn}(|J| - 1) &= (-1)^{\frac{n-k-d-5}{2}}, \\
\text{sgn}(|N| - 1) &= (-1)^{\frac{k}{2}}.
\end{align*}
\]

This implies that the sign correction \(S\) is -1.

\[\square\]

**Theorem 6.7** The \(\mathbb{Z}\)-homology groups of \(QP_{n+1}\) are given as follows:

If \(n\) is even, then

\[
H_i(QP_{n+1}, \mathbb{Z}) = \begin{cases} 
\bigoplus_{\xi(n, i)} \mathbb{Z}_2, & \text{if } i \text{ is odd and } 0 \leq i \leq n - 2; \\
\bigoplus_{\xi(n, i)} \mathbb{Z}, & \text{if } i \text{ is even and } 0 \leq i \leq n - 2; \\
\binom{n}{i}, & \text{otherwise}.
\end{cases}
\]

If \(n\) is odd, then

\[
H_i(QP_{n+1}, \mathbb{Z}) = \begin{cases}
\bigoplus_{\xi(n, i)} \mathbb{Z}, & \text{if } i = n - 2; \\
\bigoplus_{\xi(n, i)} \mathbb{Z}_2, & \text{if } i \text{ is odd and } 0 \leq i < n - 2; \\
\bigoplus_{\xi(n, i)} \mathbb{Z}, & \text{if } i \text{ is even and } 0 \leq i < n - 2; \\
\binom{n}{i}, & \text{otherwise}.
\end{cases}
\]

Where, \(\xi(n, i)\) denotes the sum

\[
\sum_{k=0}^{i} \binom{n}{k}.
\]

**Proof** We will present the proof for the case of \(n\) being odd, the proof for the even case is similar in nature.

1. At \(i = n - 2\), the terms in the Morse complex look like

\[
0 \rightarrow M_{n-2} \rightarrow M_{n-3} \rightarrow \cdots.
\]

Then the homology at \(M_{n-2}\) is \(\mathbb{Z}^{\text{rk}(M_{n-2})}\).

2. If \(i\) is odd and \(i \neq n - 2\), then the terms look like

\[
\cdots \rightarrow M_{i+1} \rightarrow M_i \rightarrow M_{i-1} \rightarrow \cdots
\]

Then the homology at \(M_i\) is \(\mathbb{Z}_2^{\text{rk}(M_i)}\).
(3) If $i$ is even, then the terms look like
\[
\cdots \longrightarrow M_{i+1} \xrightarrow{0} M_i \xrightarrow{2F} M_{i-1} \longrightarrow \cdots
\]
Then the homology at $M_i$ is $\mathbb{Z}^\text{rank}(M_i) - \text{rank}(M_{i-1})$.

Remark 6.8 The authors in [4] observed that “The factor space (that is, the permutohedron with identified by parallel translation opposite faces) is a torus, and its natural cell structure is that of $\mathbb{C}P^*_{n+1}$ plus a number of $(n-1)$-dimensional cells. The latter correspond to facets of the permutohedron, that is, to partitions of $[n+1]$ into two parts. Therefore, homologies of $\mathbb{C}P^*_{n+1}$ in dimensions up to $n-3$ coincide with those of a torus, and the top homology can be extracted from Euler characteristic.” Therefore, based on their observations, it would be interesting to find an alternate proof of our results bypassing the use of discrete Morse theory.
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