Multiple bubble dynamics and velocity selection in Laplacian growth without surface tension
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Abstract

A new selection phenomenon in nonlinear interface dynamics is predicted. A generic class of exact regular unsteady multi-bubble solutions in a Hele-Shaw cell is presented. These solutions show that the case where the asymptotic bubble velocity, \( U \), is twice greater than the velocity, \( V \), of the uniform background flow, i.e., \( U = 2V \), is the only attractor of the dynamics. Contrary to common belief, the predicted velocity selection requires neither surface tension nor other external regularization.

PACS numbers: 47.20.Hw, 47.20.Ma, 47.15.km, 02.30.Ik
I. INTRODUCTION

Nonlinear interface dynamics and pattern formation out of equilibrium were and still are at the forefront of fundamental physics and remain also of great importance for numerous applications [1]. The Laplacian growth (LG), that is, interface motion under potential flow, is probably one of the deepest and at the same time the simplest and the most universal process of this kind, as it grasps all major features of unstable interface dynamics:

- nonlinearities;
- instabilities;
- formation of universal patterns;
- multiple applications, ranging from oil/gas recovery to malignant growth.

It also stands as the prototype for many growth processes, such as dendritic solidification [2], combustion fronts [1], electro-migration of voids [3], streamer ionization fronts [4], and bacterial colony growth [5], to name just a few. In addition, it has remarkable hidden integrable structure behind its mathematical formulation (see below).

The recent surge of interest in LG was motivated by the set of remarkable discoveries of deep connections of the LG problem with branches of fundamental physics, such as quantum gravity [6] and quantum Hall effect [7]. In addition, strong connections of LG with mathematics were revealed, on both the classical (the inverse potential problem [8], Riemann surfaces [9]) and modern levels (integrable hierarchies [10], random matrices [11], and the soliton theory of the hydrodynamic kind [9]).

The major challenge of LG interface dynamics in a Hele-Shaw channel (HSC), posed by Saffman and Taylor in 1958 [12], was the selection of a single observable pattern (mainly a finger or a bubble) from a continuum of stationary solutions obtained in the absence of surface tension (ST). Since then, this problem has been at the center of attention because of highly non-trivial physics and mathematics that defied traditional treatments. Since the problem was presented in [12], the invariably held common belief was that it is ST that selects the observable pattern. This belief was confirmed when, after considerable efforts in the 1980s, it was finally shown by several groups [13–16] that the inclusion of small ST indeed leads to the observable velocity selection. After these works the selection problem was considered to be resolved.

Quite surprisingly, it was shown later, first in [17] for a finger and later in [18, 20, 21]...
for a bubble, that there is no need of ST (nor any other external regularization) for velocity selection in a HSC. In these works the velocity is selected entirely within the zero surface-tension (ZST) dynamics, by demonstrating that the selected pattern is the only attractor of the dynamical system describing the interface evolution. Since these works addressed only a single interface, it was not clear if selection without ST would hold for multiple interfaces. This article aims precisely to address selection for multiple interfaces. (Laplacian growth in multiply connected domains was considered earlier in [22] and [9], albeit in a different context.)

In [18] we conjectured (a) that our ZST selection mechanism works for an arbitrary number of bubbles, and (b) that all bubbles reach the same asymptotic velocity, which is precisely twice the velocity of the uniform background flow. In other words, \( U = 2V \) in the long time limit, where \( U \) and \( V \) are the bubble and background flow velocities, respectively. Mathematical difficulties to describe multiple interfaces prevented us at that time to verify these two conjectures.

In this paper, we extend the exact ZST steady solutions for multiple interfaces in a HSC reported in [23] to the unsteady case. By using these new unsteady solutions, we demonstrate that any number of bubbles reach the same asymptotic velocity, \( U = 2V \), thus proving a conjecture stated in [18]. This result contributes to both physics and mathematics. In physics, it predicts a novel effect, easily experimentally testable [24] and important for numerous applications. In mathematics, it presents a new rich class of unsteady exact solutions for a notoriously challenging problem—unstable nonlinear dynamics with infinite degrees of freedom. Thus, it also contributes to the field of integrable nonlinear systems—an intensively developing subdiscipline of mathematical physics.

A similar class of regular ZST solutions for a finger [25] faithfully reproduces the real dynamics observed in numerics in the low ST limit. But bubble dynamics in a Hele-Shaw cell is much less understood than finger evolution (see [26] for open problems in bubble dynamics). It is both tempting and important for science and applications to obtain exact solutions against which to compare experiments and simulations to remove any controversies (mostly induced by instabilities).

Below, we derive a rich class of unsteady non-singular multi-bubble ZST solutions. Obtaining these solutions is possible due to the integrability of the LG problem, which allows one to recast the problem as a set of conservation laws. The solutions are given in terms
of a conformal mapping from a canonical multiply connected domain (interior of the unit circle with a set of smaller disks removed) to the fluid region outside the bubbles. The mapping is written in closed form in terms of certain special transcendental functions — the secondary Schottky-Klein prime functions [27]. The Schottky-Klein prime functions were first used [28] to construct conformal mappings for multiply connected domains, and applied to several problems [29], including steady multiple bubbles in an unbounded Hele-Shaw cell [30]. Later, the secondary Schottky-Klein prime functions were introduced [27], which allowed to address multiple steady bubbles in a HSC [23]. Here we shall use the secondary Schottky-Klein prime functions to construct exact unsteady solutions for multiple bubbles in a HSC and study velocity selection in this context.

To address the velocity selection problem in the asymptotic regime, we need only solutions that stay regular for all times. Thus, we exclude initial data leading to solutions that cease to exist or lose univalence in finite time. In the theory of ill-posed problems, such data narrowing is known as Tikhonov regularization [31–35]. Then, the problem becomes well-posed, provided the data left after such removal are continuous w.r.t. all smooth initial data. This restricted set of data is called the set of well-posedness of the problem. Within the set of well-posedness, one deals only with regular solutions. After the Tikhonov regularization, one can study all aspects of this dynamical system, including the problem of selection without surface tension or any other external regularization.

The paper is organized as follows. We formulate the problem in Sec. II and obtain explicit unsteady solutions in Sec. III. In Sec. IV we analyze the solutions for $t \to \infty$ and establish $U = 2V$ as the only attractor of the ZST dynamical system; we also review other selection mechanisms in the same section. All these results are summarized in Sec. V.

II. MATHEMATICAL FORMULATION

A. Multiple bubbles in a Hele-Shaw channel

The Hele-Shaw channel is an infinite (in both directions) horizontal strip occupied by a viscous fluid (oil), denoted by the domain $D(t)$, and by $M$ inviscid bubbles, represented by the non-intersecting domains $D_j(t)$, $j = 1, 2, ..., M$, trapped inside the oil, as shown in Fig. 1a for $M = 2$. The uniform oil source at $x = -\infty$ pushes the flow toward the
Figure 1: The flow domains for a finite assembly of bubbles in a Hele-Shaw channel: (a) the physical $z$-plane; (b) the $w$-plane of the complex potential; and (c) the auxiliary complex $\zeta$-plane. The points $\zeta_\pm$ in the $\zeta$-plane are mapped to $x = \pm\infty$ in the $z$-plane.
uniform sink at $x = +\infty$. The problem is formulated (in scaled units where the channel width is chosen to be $\pi$ and the background velocity $V$ is set to unity) as follows. As oil is incompressible, i.e., $\text{div } \mathbf{v} = 0$, where $\mathbf{v}$ is the oil velocity vector field, and the flow is potential, $\mathbf{v} = -\nabla p$ (Darcy’s law), where $p$ is pressure, we obtain the 2D Laplace equation: $\nabla^2 p = 0$. It also follows from above that $\lim_{x \to \pm\infty} p = -x$. Also, $\partial_n p = 0$ (no normal flow) at the channel boundaries, $y = 0$ and $y = \pi$, where $\partial_n$ is the normal derivative. In addition, we have $p = p_j(t)$ along the moving interface $\partial D_j(t)$, for $j = 1, \ldots, M$, where the $p_j$’s are constant along the bubble boundaries, since pressure is constant inside the bubbles and ST is neglected. Finally, the kinematic boundary condition requires that the normal velocities of the moving boundary, $V_n$, and of the oil, $v_n$, coincide, so $V_n = -\partial_n p$ at the moving interface $\Gamma(t) = \bigcup_j \partial D_j$. The full mathematical formulation of the problem thus takes the following form:

\begin{align}
\nabla^2 p &= 0 &\text{in } D(t), & (1a) \\
p &= p_j &\text{at } \partial D_j(t), & (1b) \\
V_n &= -\partial_n p &\text{at } \Gamma(t), & (1c) \\
p &= -x &\text{for } x \to \pm\infty, & (1d) \\
\partial_n p &= 0 &\text{at } y = 0 \text{ and } y = \pi. & (1e)
\end{align}

The goal is to find closed form solutions of (1) for the unsteady dynamics of an arbitrary number of inviscid droplets. Earlier solutions \cite{18} were restricted to a single interface. To deal with multiple bubbles we must recast the problem in terms of conformal mappings between multiply connected domains. Let us note that Laplacian growth in multiply connected domains is not completely specified by the initial configuration only \cite{9}, since it is necessary to prescribe additional conditions from which one can determine the pressures $p_j$. Rather than specify \textit{a priori} the pressures $p_j$, we shall instead fix certain geometric parameters of the conformal mapping, so as to ensure that the $p_j$’s remain constant in time; see Sec. III B.

\textbf{B. The conformal mapping}

Let us solve (1a)–(1e) using a conformal mapping $z(\zeta, t)$ from a special domain in an auxiliary complex $\zeta$-plane to the oil domain $D(t)$. Since $\nabla^2 p = 0$ we introduce a complex potential $w(z, t) = -p(x, y; t) + i\psi(x, y; t)$, analytic in $D(t)$ and subject to boundary
conditions indicated below.

All three complex planes, $z$, $\zeta$, and $w$, mentioned above, are shown in Fig. 1 for the case $M = 2$ (i.e., two bubbles). The physical plane $z = x + iy$, see Fig. 1a, represents the oil with $M$ bubbles, $D_j(t)$ ($j = 1, ..., M$), moving to the right together with the oil. The oil domain, $D(t)$, occupies the horizontal strip, $0 < y < \pi$, excluding the bubbles regions, $D_j(t)$. The complex potential $w$-plane is shown in Fig. 1b. The vertical slits there represent the bubble boundaries, $\partial D_j(t)$, and the horizontal lines describe the north/south walls of the channel:

$$\begin{cases} \text{Re } w = -p = -p_j, \\ \text{Im } w = \psi = 0, \pi, \end{cases}$$

where the first condition indicates isobars in accordance with (1b) and the second one stands for streamlines in accordance with (1e).

The complex plane, $\zeta = \xi + i\eta$, used for the conformal map $z(\zeta, t)$, is shown in Fig. 1c. The oil domain $D_\zeta$ in the $\zeta$-plane corresponds to the interior of the unit circle $C_0$, with $M$ disjoint circles, $C_j$, $j = 1, ..., M$, excised from it. Here $\delta_j$ and $q_j$ are the center and the radius of the $j$-th circle. The circles $C_j$ are mapped to the bubble boundaries, $\partial D_j(t)$, in the $z$-plane and to the vertical slits in the $w$-plane, whereas $C_0$ is mapped to the channel walls, $y = 0, \pi$, in the $z$-plane and to $\psi = 0, \pi$ in the $w$-plane, while the points $\zeta_+ \in C_0$ are respectively mapped to the sink and source at $x = \pm \infty$. For uniqueness of conformal mapping between two given domains, we fix the following three real parameters: $\delta_1 = 0$, so that the circle $C_1$ is concentric with $C_0$, and $\zeta_+ = 1$. (We shall, however, keep the symbol $\zeta_+$ in the formulas below for convenience of notation.)

Let us double the flow domain $D(t) \rightarrow D(t) \cup \overline{D(t)}$, where bar denotes complex conjugation, so adding a new set of bubbles within this extended domain, which are the mirror reflections of $D_j(t)$ with respect to the real axis. Similarly, the extended domain in the $\zeta$-plane, to be denoted by $F_0$, is obtained by adding to $D_\zeta$ its reflection in the unit circle $C_0$:

$$F_0 = D_\zeta \cup \varphi_0(D_\zeta), \quad (2)$$

where $\varphi_0(\zeta) = 1/\zeta$ denotes reflection in $C_0$. The planar domains $D_\zeta$ and $\varphi_0(D_\zeta)$ can be seen as the two halves of the Riemann surface (Schottky double) \([9, 36]\) obtained by “gluing” each circle $C_j$ to its reflection, $C_{-j} = \varphi_0(C_j)$, in $C_0$ (see \([27, 28]\)).

For later use, let us introduce the following Moebius maps:

$$\theta_j(\zeta) = \delta_j + \frac{q_j^2 \zeta}{1 - \delta_j \zeta}, \quad j = 1, ..., M, \quad (3)$$
whose inverses are
\[ \theta_{-j}(\zeta) \equiv \theta_j^{-1}(\zeta) = \frac{1}{\theta_j(1/\zeta)}, \quad (4) \]
where \( \overline{f}(\zeta) \) denotes the Schwarz conjugate of \( f(\zeta) \) defined by \( \overline{f}(\zeta) = \overline{f(\zeta)} \). One can verify that \( \theta_j(\zeta) \) maps the interior of the circle \( C_{-j} \) onto the exterior of the circle \( C_j \). The set \( \Theta_0 \) consisting of all compositions of the maps \( \theta_j \) and their inverses defines a classical Schottky group and the region \( F_0 \) defined in (2) is a fundamental region of the group \( \Theta_0 \)\(^{37}\).

Of particular interest to us here is the subgroup \( \Theta_M \subset \Theta_0 \) that consists of only and all \textit{even} combinations of the maps \( \theta_j \), \( j = 1, ..., M \), and their inverses. For some \( 1 \leq l \leq M \), let us then consider the set of \( 2M - 1 \) Möbius maps, \( \psi_k \), defined by
\[ \psi_k \equiv \theta_l \circ \theta_k, \quad k = -M, ..., M, \quad k \neq 0, -l. \quad (5) \]
These maps are fundamental generators of the subgroup \( \Theta_M \), and the same group \( \Theta_M \) is generated irrespective of the choice of \( l \)\(^{27}\). Associated with the Schottky group \( \Theta_M \), one can define certain special transcendental functions, known as the secondary Schottky-Klein prime functions \( \Omega_M(\zeta, \alpha) \), see Appendix A, in terms of which the solution for \( z(\zeta, t) \) will be given in Sec. III.

\[ \text{C. Symmetry relations} \]

Equation (1e) implies that the conformal map \( z(\zeta, t) \) satisfies the following boundary condition:
\[ \text{Im}[z(\zeta, t)] = \text{constant}, \quad \text{for} \quad \zeta \in C_0. \quad (6) \]
Using that \( \overline{\zeta} = 1/\zeta \) for \( \zeta \in C_0 \), we can recast (6) as
\[ \overline{z}(1/\zeta, t) = z(\zeta, t) + \text{constant} \quad \text{or} \quad \overline{z}(1/\zeta, t) \simeq z(\zeta, t), \quad (7) \]
where \( h(z) \simeq f(z) \) means that \( h(z) = f(z) + \text{constant} \). Equation (7) is valid for \( \zeta \in C_0 \) and elsewhere by analytic continuation. Another symmetry relation for \( z(\zeta, t) \) can be obtained by considering the boundary conditions at the bubble interfaces, as shown below.

We note that equations (1a)–(1c) are equivalent to
\[ S_t = 2w_z, \quad (8) \]
where subscripts are partial derivatives and $S(z, t)$ is the Schwarz function [38, 39] of the curve $\Gamma(t)$, defined as $\bar{z} = S(z, t)$ for $z \in \Gamma(t)$. It follows from [38] that all singularities of $S(z, t)$ in $D(t)$ different from those of $w(z)$ are constants of motion [39].

One can show that the Schwarz function of the $j$-th bubble boundary $\partial D_j$ has the following representation in the $\zeta$-plane

$$g_j(\zeta, t) \equiv S_j(z(\zeta, t), t) = z(\theta_{-j}(\zeta), t)$$

(see Appendix B). The Schwarz functions $g_j(\zeta, t), j = 1, \ldots, M$, differ only by constants,

$$g_k(\zeta, t) = g_j(\zeta, t) + G_{kj},$$

where $G_{kj}$ may depend on time but not on $\zeta$. In other words, the Schwarz functions $S_j(z, t)$ computed from each individual boundary $\partial D_j$ can be seen as different logarithmic branches of the global Schwarz function $S(z, t)$. Now, from (8) and the boundary conditions on $w(z, t)$, it follows that $S_j(z, t)$ has constant imaginary part on the channel walls or alternatively: $\text{Im}[g_j(\zeta, t)] = \text{constant}$ for $\zeta \in C_0$. This, together with (7) and (9), implies (see Appendix B) that

$$g_j(\zeta, t) \simeq z(\theta_j(\zeta), t).$$

From (9)–(11) we then obtain the following important symmetry relations:

$$z(\psi_k(\zeta), t) \simeq z(\zeta, t),$$

where $\psi_k = \theta_l \circ \theta_k$, for a fixed $l$ and $k = -M, \ldots, M$, with $k \neq 0$. Since the maps $\psi_k(\zeta)$ are generators of the group $\Theta_M$, see [5], Eq. (12) states that $z(\zeta, t)$ is invariant (up to an additive constant) under each element of $\Theta_M$. In other words, $z(\zeta, t)$ is an additive automorphic function [40] with respect to the group $\Theta_M$. This property is crucial to constructing exact solutions to the problem of multiple bubbles in a HSC, as will be seen next.

III. EXACT TIME-DEPENDENT SOLUTIONS

In what follows, we address non-singular solutions, which remain finite for all times. Among other advantages, these solutions enable us to solve the selection problem in the long-time asymptotics. In other words, we leave aside solutions that blow up in finite
time, either by developing cusps or losing univalence, as physically non-realizable. In this way we regularize this initially ill-posed problem, that is, we convert it into a well-posed one (see more details in Sec. [III.B]. But first, we would like to present a rich class of unsteady non-singular multi-bubble solutions by extending earlier results [17] (fingers) and [18] (single bubble). This class describes all smooth initial data with any desirable degree of accuracy. (It is well known that ratios of polynomials, i.e., rational functions or so-called Padé approximants, provide a complete description of all smooth curves [19]. Since linear combination of logarithms, which is our solutions, is an integral of rational functions with simple poles, whose sum give the most generic Padé approximants, this explains why our solution given by (15) describes any smooth curve as close as desired.)

A. The complex potential

The following formula links the complex potential \( W(\zeta, t) \equiv w(z(\zeta, t), t) \) and our key function, \( \Omega_M(\zeta, \alpha) \) (see (30) and [23]):

\[
W(\zeta, t) = \log \frac{\Omega_M(\zeta, \zeta_-) \Omega_M(\zeta, \theta_l(\zeta_+))}{\Omega_M(\zeta, \zeta_+) \Omega_M(\zeta, \theta_l(\zeta_-))} + ic_l(t),
\]

where \( l \) can be 1, 2, ..., \( M \), and \( c_l(t) \) is a real constant [41]. Using the properties of \( \Omega_M(\zeta, \alpha) \) given in Appendix A (or in [23]), one can verify that \( W(\zeta, t) \) satisfies the desired boundary conditions (1b) and (1e), which in this case read:

\[
\begin{align*}
\text{Re}[W(\zeta, t)] &= -p_j = \text{constant}, & \text{for } \zeta \in C_j, \\
\text{Im}[W(\zeta, t)] &= \text{constant}, & \text{for } \zeta \in C_0.
\end{align*}
\]

If \( \zeta \) in \( C_l \) we find that

\[
p_l = \log \left| \frac{\delta_l - \zeta_+}{\delta_l - \zeta_-} \right|.
\]

We shall henceforth set \( l = 1 \), which implies \( p_1 = 0 \), since \( \delta_1 = 0 \). Thus, the pressure on the bubble surface \( \partial D_1 \) is taken as the reference pressure with respect to which the pressures in the other bubbles are measured. Furthermore, setting \( \delta_1 = 0 \) in (3) yields \( \theta_1(\zeta) = q_1^2 \zeta \).

B. Exact Unsteady Solutions

As we want to study selection in the asymptotic regime, we must deal exclusively with solutions \( z(\zeta, t) \) that remain non-singular for all times. This restriction to initial data leading
to non-singular solutions is known as Tikhonov regularization of ill-posed problems, whereby the well-posedness of the problem may be ensured by narrowing the class of possible initial data to an appropriate set, called the set of well-posedness of the problem \[33, 34\]. By extending non-singular solutions from simpler geometries \[17-19\] to the case of multiple bubbles, we have found that the solutions in all these cases have the same form: \(z(\zeta, t)\) is the sum of time-dependent logarithms (see below).

In terms of the Schotky-Klein formalism, the solution for \(z(\zeta, t)\) takes the form

\[
z(\zeta, t) = h(t) + i\Delta + \log \frac{\Omega(\zeta, \zeta_-)}{\Omega(\zeta, \zeta_+)} + \alpha_0 \log \frac{\Omega(\zeta, q_1^2 \zeta_+)}{\Omega(\zeta, q_1^2 \zeta_-)} + \sum_{k=1}^{N} \left[ \alpha_k \log \Omega(\zeta, a_k) + \overline{\alpha_k} \log \Omega(\zeta, 1/\overline{a_k}) \right],
\]

where the subscript from \(\Omega_M\) has been dropped to save space. Here the function \(h(t)\) and constants \(\Delta\) and \(\alpha_0\) are real (with \(|\alpha_0| < 1\)), \(a_k(t) \in F_0\) are complex [see \(2\) to recall the definition of the fundamental region \(F_0\)], and the complex constants \(\alpha_k\) satisfy

\[
\sum_{k=1}^{N} \alpha_k = 0,
\]

to ensure that \(z(\zeta, t)\) is single-valued. Without loss of generality, the values of \(a_k(0)\) are chosen to be inside the circle \(C_1\) and outside the circle obtained by the inversion of \(C_0\) in \(C_1\), i.e., \(q_1^2 < |a_k| < q_1\). The quantity \(\Delta\) in \((15)\) can be determined from the condition that \(\text{Im}[z(\zeta, t)] = 0\) for \(\zeta\) on the lower segment of the unit circle, as shown in Fig. 1 \[42\].

When \(M = 1\), Eq. \((15)\) reproduces a single bubble dynamics \[18\]. In this case, the circular domain \(D_\zeta\) becomes an annulus, and the Schottky-Klein prime functions are reduced to Jacobi theta functions \[29\], in terms of which the solution for a single bubble was expressed in \[18\]. For more than one bubble \((M > 1)\) one must employ the full-fledged secondary prime functions.

Making use of properties of \(\Omega(\zeta, \alpha)\) [see Appendix A], one can verify that \(z(\zeta, t)\) given in \((15)\) satisfies the required symmetry relations \((7)\) and \((12)\). One also sees from \((13)\) and \((15)\) that \(w(z) \approx z\) for \(|z| \to \infty\), as required by \((1d)\). Furthermore, the moving boundary of the \(j\)-th bubble is given by \(\partial D_j(t) = z(\delta_j + q_1 e^{i\varphi}, t)\), where \(\varphi \in [0, 2\pi]\) parametrizes the bubble boundaries. To find the time dependency of \(a_k(t)\) and \(h(t)\) in \((15)\), we shall consider a set of conserved quantities of the dynamics.
First let us consider the conserved singularities of the Schwarz function $S(z, t)$. From (11) we obtain that

$$
g_1(\zeta, t) = h(t) + i\Delta' + \log \frac{\Omega(q_1^2 \zeta, \zeta_-)}{\Omega(q_1^2 \zeta, \zeta_+)} + \alpha_0 \log \frac{\Omega(\zeta, \zeta_+)}{\Omega(\zeta, \zeta_-)}$$

$$+ \sum_{k=1}^{N} \left[ \alpha_k \log \Omega(q_1^2 \zeta, a_k) + \overline{\alpha}_k \log \Omega(q_1^2 \zeta, \overline{a}_k) \right], \quad (17)$$

where in writing the term containing $\alpha_0$ we used that $\Omega(q_1^2 \zeta, q_1^2 \alpha) = q_1^2 \Omega(\zeta, \alpha)$; see relation (42) in Appendix A. Here $\Delta'$ is a real-valued quantity whose expression is not relevant for our discussion. Recalling that the $a_k$'s are inside $C_1$ but outside the reflection of $C_0$ in $C_1$, meaning that $q_1^2 < |a_k| < q_1$, it follows from (17) that the only singularities of $g_1(\zeta, t)$ in $D_\zeta$ are the points $\zeta_k = \varphi_0(a_k) = q_1^2 / \overline{a}_k$, for $k = 1, ..., N$. This implies, in turn, that the only singularities of $S(z, t)$ in the fluid domain $D(t)$ are located at the points $\beta_k$, where

$$\beta_k = z(q_1^2 / \overline{a}_k, t), \quad k = 1, ..., N. \quad (18)$$

More explicitly, we have

$$\beta_k = h(t) + i\Delta + \log \frac{\Omega(q_1^2 / \overline{a}_k, \zeta_-)}{\Omega(q_1^2 / \overline{a}_k, \zeta_+)} + \alpha_0 \log \frac{\Omega(1 / \overline{a}_k, \zeta_+)}{\Omega(1 / \overline{a}_k, \zeta_-)}$$

$$+ \sum_{m=1}^{N} \left[ \alpha_m \log \Omega(q_1^2 / \overline{a}_k, a_m) + \overline{\alpha}_m \log \Omega(q_1^2 / \overline{a}_k, 1 / \overline{a}_m) \right]. \quad (19)$$

Since all singularities of $S(z, t)$ within $D(t)$ are constants of motion, we have $\dot{\beta}_k = 0$, where dot denotes time derivative. Analytically, the $\beta_k$'s are the logarithmic, time-independent singularities of the Schwarz function, $S(z, t)$, located in $D(t)$, while geometrically they are vertices of virtual fjords [43], akin to those in [44, 45].

We can obtain a second set of conserved quantities by analyzing the asymptotic behavior of $S(z, t)$ for $x \to \pm \infty$. First, it follows from (17) that if $\alpha_0 \neq 0$ then $g_1(\zeta, t)$ has logarithmic singularities at $\zeta_{\pm}$:

$$g_1(\zeta, t) \approx \pm \alpha_0 \log(\zeta - \zeta_{\pm}) + h(t) + B_{\pm}(t), \quad \zeta \to \zeta_{\pm}, \quad (20)$$

so $S(z, t)$ behaves for $x \to \pm \infty$ as

$$S(z, t) = -\alpha_0 z + \frac{2}{U} h(t) + C_{\pm}(t) + O \left( \frac{1}{z} \right). \quad (21)$$
where

\[ U = \frac{2}{1 + \alpha_0}, \]  

and \( C_\pm(t) \) remain finite for all times. (The time-dependency of \( B_\pm(t) \) and \( C_\pm(t) \) are irrelevant for the present discussion.) From \( \lim_{|x| \to \infty} w_x = 1 \) and (8), it follows that \( \lim_{|x| \to \infty} S_t(z, t) = 2 \), so by virtue of (21) the quantities

\[ \beta_\pm = \frac{2}{U} h(t) - 2t + C_\pm(t) \]  

are constant in time, i.e., \( \dot{\beta}_\pm = 0 \). One can show that \( \text{Im}[\beta_+] = \text{Im}[\beta_-] \), hence there are only three independent real quantities for the two complex constants \( \beta_\pm \).

The total area \( A \) of the bubbles can be neatly expressed through the constants \( \beta_k \) and \( \beta_\pm \) as

\[ \frac{A}{\pi} = \frac{\beta_+ - \beta_-}{2} + \text{Re} \sum_{k=1}^{N} \bar{\alpha}_k \beta_k, \]  

and so \( A \) is guaranteed to remain constant throughout the evolution. However, we do not have analytical formulas for the areas, \( A_j \), of the individual bubbles.

As discussed in [9], multi-bubble LG requires \( M - 1 \) additional relations to determine the pressures \( p_j \), for \( j = 2, ..., M \) (recall that we have set \( p_1 = 0 \) as a reference pressure). One can fix either the bubble pressures \( p_j \) or the bubble areas \( A_j \). In either case we have \( 2N + M + 2 \) conserved real quantities: \( N \) complex \( \beta_k \) (\( k = 1, ..., N \)), \( \beta_\pm \) (recalling that \( \text{Im}[\beta_+] = \text{Im}[\beta_-] \)), and \( A_j \) (or \( p_j \)), for \( j = 2, ..., M \). We can enforce these conditions by keeping \( \delta_j \), for \( j = 2, ..., M \), fixed in time and solving for the remaining \( 2N + M + 2 \) real parameters: \( N \) complex parameters \( a_k \) and \( M + 2 \) real parameters, namely \( h, \gamma_- = \text{arg}(\zeta_-), \) and \( q_j, j = 1, ..., M \). (Recall that we have used the three degrees of freedom of the Riemann mapping theorem to set \( \delta_1 = 0 \) and \( \zeta_+ = 1 \).) As explicit formulas for \( A_j \) and \( p_j \) are either not available or hard to deal with numerically, we fix both \( \delta_j \) and \( q_j \), for \( j = 2, ..., M \), in time. Then we are left with \( 2N + 3 \) real free parameters: \( N \) complex \( a_k \) and real \( \gamma_- \), \( h \), and \( q_1 \). There is equal number of conserved real quantities: \( N + 2 \) complex \( \beta_k \) and \( \beta_\pm \), subject to \( \text{Im}[\beta_+] = \text{Im}[\beta_-] \).

The conservation laws (19) and (23) provide (implicitly) the full dynamics of the conformal mapping \( z(\zeta, t) \), thus completing the description of generic unsteady motion for multiple
bubbles. Initial conditions should be chosen carefully to avoid possible finite-time singularities due to formation of cusps or loss of univalence (in short, to avoid finite time blow ups). Fortunately, there is a large set of such initial data. A simple rule to choose such favorable initial data is to place the $\beta_k$’s either behind the bubbles or clearly out of the bubbles’ reach, so that these points are all left behind in the long-time limit and the solution approaches a steady regime. (If a bubble gets too close to one of the $\beta_k$’s the interface might eventually self intersect, which means that the solution blows up in finite time.) We note, however, that determining the bubbles’ evolution for a given initial data requires solving numerically a set of nonlinear algebraic equations with transcendental special Schottky functions — a difficult task that we plan to address in the near future. In this context, it is perhaps worth mentioning that in the simpler case of a single bubble, where the solutions are written in terms of well-known elliptic functions, several numerical examples of interface evolution have been reported [20].

After we have presented the full dynamics in Eqs. (19) and (23), let us now focus on the long-time limit ($t \to +\infty$) in order to address the velocity selection — the main goal of this article.

C. Long-time Asymptotics

Let us now consider the asymptotic behavior of the solution (15) for $t \to \infty$. From (23) one sees that in order to keep $\beta_\pm$ fixed in time we must have $h(t) \to Ut$, for $t \to \infty$, since all other terms remain finite in this limit. Similarly, the divergence of $h(t)$ must be cancelled in (19) by a divergent logarithmic term, since $\beta_k$ must remain constant for all times. This divergence cancelation can only arise from the third term in the RHS of (19), so we need $q_1^2/\bar{a}_k \to \zeta_-$ for $t \to \infty$. This implies that all $a_k$’s must approach the point $q_1^2\zeta_-$ when $t \to +\infty$, and they do so exponentially slow:

$$a_k(t) = q_1^2\zeta_- + c_ke^{-\lambda_k t}, \quad (25)$$

where $\text{Re}[\lambda_k] > 0$ and $c_k$ are asymptotic constants. (The expressions for $\lambda_k$ and $c_k$ are too lengthy and irrelevant for the present argument.)

In this limit and since $\sum_k \alpha_k = 0$, the solution (15) reduces to

$$z(\zeta, t) = Ut + \log \frac{\Omega(\zeta, \zeta_-)}{\Omega(\zeta, \zeta_+)} + \left(1 - \frac{2}{U}\right) \log \frac{\Omega(\zeta, q_1^2\zeta_-)}{\Omega(\zeta, q_1^2\zeta_+)}, \quad (26)$$
where a nonsignificant additive constant was omitted. In other words, in the long-time asymptotics the assembly of $M$ bubbles reaches a steady regime where all bubbles move to the right with the velocity $U$ \[^{23}\]. This result holds regardless of the conditions imposed to determine the pressures $p_j(t)$, as it is based only on the conserved quantities $\beta_k$ and $\beta_\pm$, defined in \[^{19}\] and \[^{23}\].

We have thus succeeded to extend the steady solutions for multiple bubbles obtained in \[^{23}\] to the unsteady regime, which is a crucial step to address velocity selection.

**IV. VELOCITY SELECTION**

**A. Selection for fingers and single bubbles: Brief review**

As mentioned in the Introduction, the most challenging aspect of the Hele-Shaw interface dynamics is the *selection problem*, posed in 1958 by Saffman and Taylor in their seminal work \[^{12}\] on viscous fingering in a HSC. They observed that the asymptotic shape (the finger) reaches a width that is exactly one half of the channel width (or equivalently the finger velocity $U$ is twice the velocity $V$ of the background flow of the viscous fluid, i.e., $U = 2V$). In the same work \[^{12}\], a continuous family of stationary solutions for all values $0 < U < \infty$ was found. Then why only the value $U = 2V$ from this continuous family is observed (or selected)? The answer to this problem, conjectured in \[^{12}\], attributed the observed selection to surface tension (ST), which is neglected in the continuum family of exact solutions. But the authors of \[^{12}\] were unable to confirm this conjecture because of mathematical difficulties to include ST.

The reason of these difficulties (which also occurred in subsequent attempts of this kind) is that ST, here denoted by $\sigma$, is a singular perturbation in this problem. In other words, the value $\sigma = 0$ is an essential singularity of the mapping function $z(\zeta, t)$. Therefore this function cannot be expanded as a power series of ST near zero, and so ST cannot be used for a regular perturbation treatment.

In 1984 Kruskal and Segur \[^{46}\] found a remedy to overcome this difficulty by treating (exponentially) small ST corrections of the finger shape. They developed “asymptotics beyond all orders” \[^{47}\], which is a variation of the well known quasiclassical (also called WKB) approach in quantum mechanics. The role of a small Planck constant $\hbar$ in WKB
is played by (also small) $\sigma$ in the selection problem. Using this approach several groups [13–16] showed in the mid 1980s that inclusion of ST switches the continuous spectrum mentioned above to a discrete countable family, all of which converge to $U = 2V$ when ST approaches zero. The same approach was also applied to a single bubble in a HSC [48, 49] whereby it was shown that the same velocity $U = 2V$ is selected. With these works, the long-standing conjecture that ST causes selection was finally confirmed and the beyond-all-orders asymptotic analysis was accepted as the solution to the selection problem. The dynamical selection for multifingers has been considered in [50]. See also [51] for a survey (up to 2004) of the selection problem in Hele-Shaw flows.

The commonly accepted wisdom that ST is necessary for selection was unexpectedly challenged in 1998, when the observed finger was selected without ST [17]. Using a general class of exact unsteady non-singular solutions, it was possible to show that the steady solution with $U = 2V$ is the only attractor of the dynamics. This analysis [17] demonstrated that the special nature of the solution with $U = 2V$ is already present (or “built in”) in the zero surface tension Laplacian growth, in agreement with selection by inclusion of surface tension and other regularizations. Indeed, in later works it was theoretically found [52], and numerically confirmed [53], that other boundary conditions, such as kinetic undercooling [52], also lead to the same $U = 2V$ selection. More strikingly, similar selection has also been observed experimentally in non-fluid systems, such as finger-like ionization fronts in electric breakdown [4], where there is no analog of ST, thus confirming that external regularizations are not necessary for velocity selection. Alternative attempts to get selection without surface tension have been made by maximizing some function of the pattern shape [54] and by considering a finite channel flow [55], although it was subsequently argued in [56] that finite size effects are irrelevant for both selection and the interface dynamics far from boundaries.

More recently, the velocity selection $U = 2V$ was demonstrated (again without ST) for a single bubble [18, 20, 21], using an approach similar to that used for a finger [17]. In [18], a new family of unsteady solutions for a single bubble in a channel helped to demonstrate that $U = 2V$ is the only stable fixed point (attractor) of this dynamical system. The same result was obtained for a single bubble in an unbounded cell [21]. In this work, by extending the unsteady dynamics from a single to an arbitrary number of bubbles, we arrive to the same selection, $U = 2V$, as discussed next.
B. Velocity selection for multiple bubbles

From Eqs. (19) and (23) for the full time dynamics of the singularities it follows that there are two fixed points for the $a_k(t)$'s: $q_1^2 \zeta_-$ (shown to be an attractor in Sec. III C) and $q_1^2 \zeta_+$. The second fixed point $q_1^2 \zeta_+$ is, on the contrary, a repeller, as shown next.

Recall from Sec. III B that if we initially have a map $z(\zeta, 0)$ with singularities at $a_0^\pm(0) = q_1^2 \zeta_\pm$, i.e., $\alpha_0 \neq 0$ in (15), then such a configuration (provided it exists for all times) will evolve to a steady regime with $U \neq 2$. Let us now perturb the initial configuration by displacing slightly this singularities from $q_1^2 \zeta_\pm$: i.e., $a_0^\pm(0) = q_1^2 \zeta_\pm + \varepsilon_\pm$, when $|\varepsilon_\pm| \ll 1$, while $a_k(0)$, for $k = 1, ..., N$, stay intact. Then the term containing $\alpha_0$ in (15) takes the form

$$\frac{\alpha_0}{2} \log \frac{\Omega(\zeta, q_1^2 \zeta_+ + \varepsilon_+)\Omega(\zeta, 1/(q_1^2 \zeta_- + \varepsilon_-))}{\Omega(\zeta, q_1^2 \zeta_- + \varepsilon_-)\Omega(\zeta, 1/(q_1^2 \zeta_- + \varepsilon_-))},$$

which is chosen to preserve the symmetry relations (7) and (12). Under the above perturbation, initial singularities at the fixed points $q_1^2 \zeta_\pm$ are shifted to non-fixed points $q_1^2 \zeta_\pm + \varepsilon_\pm$, which must then move to the point $q_1^2 \zeta_-$ for $t \to +\infty$ (see Sec. III C), implying that

$$\left\{ \begin{array}{l} 
\varepsilon_+ \to q_1^2 (\zeta_+ - \zeta_-), \\
\varepsilon_- \to 0,
\end{array} \right.$$

or more completely

$$a_0^\pm(t) = q_1^2 \zeta_\pm + \varepsilon_\pm(t) = q_1^2 \zeta_- + O(\exp(-\lambda_\pm t)), \quad t \to +\infty, \quad (28)$$

where Re $\lambda_\pm > 0$. Thus, the term (27) approaches zero asymptotically.

Since all other singularities $a_k(t)$ also move to $q_1^2 \zeta_-$, the sum in (15) vanishes, so we arrive at the following asymptotic solution:

$$z(\zeta, t) = 2t + \log \frac{\Omega(\zeta, \zeta_-)}{\Omega(\zeta, \zeta_+)}. \quad (29)$$

Thus, the bubble assembly reaches the velocity $U = 2$ in the steady regime. This result establishes that the only stable fixed point (attractor) for the $a_k(t)$'s describing an arbitrary number of moving bubbles in the channel corresponds to $U = 2$.

V. CONCLUSION

We have presented a new class of exact solutions (15) for unsteady motion of an assembly of inviscid bubbles in a Hele-Shaw channel when surface tension is neglected. The solution
was constructed in terms of a conformal mapping from a canonical multiply connected
domain to the viscous fluid region outside the bubbles. This mapping was obtained in
closed form in terms of the secondary Schottky-Klein prime function introduced in [27]. In
this way, we solved in quadrature the initial value problem for multiple bubbles in a channel.

This means that we have converted the differential equations for the problem (1a)–(1e)
to algebraic-like equations for the constants of motion (19) and (23) which fully govern
the dynamics of the mapping singularities \(a_k\)'s. Then, given initial values of all \(a_k\)'s \((k = 0, 1, ..., N)\) in the set of well-posedness of the problem (see above), our solutions (15) remain
non-singular for all times and thus describe the multi-bubble evolution for \(0 \leq t < \infty\). Since
any initial shape can be expressed in terms of our logarithmic class of solutions with any
desirable accuracy (because logarithms are integrals of rational functions with simple poles
which can approximate any smooth function), it means that we solved the problem exactly
and completely. This became possible because of integrability of our non-linear initial value
problem. Finding specific numerical solutions for a given initial data is a more challenging
problem that is left for the future, as it is outside the scope of the present work. We note
in passing, however, that in the simpler case of a single bubble several numerical examples
have been reported [20] where the solutions display many of the features discussed here in
the more general multibubble setting.

After obtaining the full multi-bubble dynamics, we analyzed the long-time regime \((t \to +\infty)\), in order to address the velocity selection problem — the main physical result of our
paper. (The details of the pre-asymptotic dynamics is an interesting topic for future work.)
We have shown that in the long-time asymptotics the assembly of bubbles reaches the same
velocity, \(U = 2V\), which is precisely twice the background uniform flow velocity, \(V\), provided
by the source (and sink) at \(|x| \to \infty\). Our results thus show that within the generalized
class of non-singular solutions, the steady solution with \(U = 2V\) is the only attractor of the
time-dependent dynamics. This confirms our conjecture stated earlier in [18] that \(U = 2V\)
should be selected irrespective of the number of bubbles. The predicted phenomena is
expected to be observed in experiments and probably cannot be described analytically by
more traditional mathematical tools.

It is instructive to compare the dynamical selection mechanism discussed above with
the standard approach to the selection problem via regularization of the Saffman-Taylor
problem by including surface tension. In the latter, it was shown via asymptotics beyond
all orders that only a discrete set of steady solutions survive the regularization procedure and that all such solutions converge to \( U = 2V \) when surface tension approaches zero. This selection by surface tension was limited to the steady-state framework, thus leaving aside the pre-asymptotic stages; while our ZST selection describes the whole evolution of arbitrary interfaces for \( 0 \leq t < \infty \). Also, by revealing the instability (without surface tension) of all continuum of steady solutions except for \( U = 2V \), we significantly clarified the dynamical origin of velocity selection in LG. Here we have extended for multiple interfaces the approach originated in [17, 18] for a single interface.
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APPENDIX A: THE SCHOTTKY-KLEIN PRIME FUNCTIONS

Associated with the Schottky subgroup \( \Theta_M \) introduced in Sec. [113] one can define the secondary Schottky-Klein prime functions \( \Omega_M(\zeta, \alpha) \) as follows [27]:

\[
\Omega_M(\zeta, \alpha) = (\zeta - \alpha) \prod_{\psi \in \Theta'_M} \frac{(\zeta - \psi(\alpha))(\alpha - \psi(\zeta))}{(\zeta - \psi(\zeta))(\alpha - \psi(\alpha))}, \tag{30}
\]

where \( \Theta'_M \subset \Theta_M \) is the set such that for all \( \psi \in \Theta_M \), excluding the identity, either \( \psi \) or \( \psi^{-1} \) (but not both) is contained in \( \Theta'_M \).

The function \( \Omega_M(\zeta, \alpha) \) satisfies the following functional identity [27]:

\[
\frac{\Omega_M(\psi_k(\zeta_1), \gamma_1)}{\Omega_M(\psi_k(\zeta_2), \gamma_2)} = \frac{\tilde{\beta}_j(\gamma_1, \gamma_2)}{\tilde{\beta}_j(\zeta_1, \zeta_2)} \sqrt{\frac{\psi'_k(\zeta_1)\Omega_M(\zeta, \gamma_1)}{\psi'_k(\zeta_2)\Omega_M(\zeta, \gamma_2)}}, \tag{31}
\]

where we recall that \( \psi_k = \theta_l \circ \theta_k \), for a fixed \( l \) and \( k = -M, \ldots, M, k \neq 0, l \), with \( \theta_j(\zeta) \) as defined in [3], are generators of the group \( \Theta_M \). Here

\[
\tilde{\beta}_k(\zeta, \gamma) = \exp \left[ 2\pi i \left( \tilde{v}_j(\zeta) - \tilde{v}_j(\gamma) \right) \right], \tag{32}
\]

where the functions \( \tilde{v}_k(\zeta) \) are \( 2M - 1 \) integrals of the first kind on the Riemann surface associated with the Schottky group \( \Theta_M \) [37]. Two particular cases of (31) are of interest.
here. For $\zeta_1 = \zeta_2 = \zeta$ we have
\[
\frac{\Omega_M(\psi_k(\zeta), \gamma_1)}{\Omega_M(\psi_k(\zeta), \gamma_2)} = \tilde{\beta}_k(\gamma_1, \gamma_2) \frac{\Omega_M(\zeta, \gamma_1)}{\Omega_M(\zeta, \gamma_2)},
\] (33)
while for $\psi_k(\zeta) = \theta_1^j(\zeta) = q_1^j \zeta$ and $\gamma_1 = \gamma_2 = \gamma$ we get
\[
\frac{\Omega_M(q_1^j \zeta_1, \gamma)}{\Omega_M(q_1^j \zeta_2, \gamma)} = \tilde{\beta}_1(\zeta_2, \zeta_1) \frac{\Omega_M(\zeta_1, \gamma)}{\Omega_M(\zeta_2, \gamma)},
\] (34)
which implies that
\[
\frac{\Omega_M(q_1^2 \zeta_1, \gamma)}{\Omega_M(q_1^2 \zeta_2, \gamma)} = \tilde{\beta}_1(\zeta_2/q_1^2, \zeta_1/q_1^2) \frac{\Omega_M(q_1^2 \zeta_1, \gamma)}{\Omega_M(q_1^2 \zeta_2, \gamma)}.
\] (35)
If we now define the function
\[
F(\zeta; \gamma_1, \gamma_2) = \log \frac{\Omega_M(\zeta, \gamma_1)}{\Omega_M(\zeta, \gamma_2)},
\] (36)
it then follows from (33) that $F(\zeta; \gamma_1, \gamma_2)$ is additive automorphic with respect to the group $\Theta_M$:
\[
F(\psi_k(\zeta); \gamma_1, \gamma_2) \simeq F(\zeta; \gamma_1, \gamma_2).
\] (37)
where we recall that the equality sign $\simeq$ means that the two functions (on each side of the sign) differ at most by an additive constant.

The function $\Omega_M(\zeta, \alpha)$ also satisfies the following symmetry relation \[27\]:
\[
\Omega_M(\phi_j(\zeta), \phi_j(\alpha)) = -\frac{q_1^j}{(\zeta - \delta_j)(\alpha - \delta_j)} \Omega_M(\zeta, \alpha),
\] (38)
for $j = 0, 1, \ldots, M$, where we defined
\[
\overline{\Omega}_M(\zeta, \alpha) \equiv \overline{\Omega}_M(\overline{\zeta}, \overline{\alpha}),
\]
and $\phi_j(\zeta)$ is the conjugation map on circle $C_j$, i.e., $\overline{\zeta} = \phi_j(\zeta)$ for $\zeta \in C_j$, which can be written as
\[
\phi_j(\zeta) = \overline{\theta}_j(1/\zeta) = \frac{1}{\theta_{-j}(\zeta)}.
\] (39)
In particular, for $j = 0$ relation (38) simplifies to
\[
\overline{\Omega}_M(1/\zeta, 1/\alpha) = -\frac{1}{\zeta \alpha} \Omega_M(\zeta, \alpha).
\] (40)
Alternatively, taking the complex conjugate of (38) and using (39) and (40) we obtain
\[
\Omega_M(\theta_j(\zeta), \theta_j(\alpha)) = \frac{q_j^2}{(1 - \delta_j \zeta)(1 - \delta_j \alpha)} \Omega_M(\zeta, \alpha).
\] (41)

For the particular case \(j = 1\), we have
\[
\Omega_M(q_1^2 \zeta, q_1^2 \alpha) = q_1^2 \Omega_M(\zeta, \alpha).
\] (42)

where we recall that the circle \(C_1\) was chosen concentric with the unit circle, so that \(\delta_1 = 0\) and \(\theta_1(\zeta) = q_1^2 \zeta\).

**APPENDIX B: SYMMETRY RELATIONS FOR** \(z(\zeta, t)\)

The Schwarz function \(S_j(z, t)\) of an interface \(\partial D_j\) has the following representation in the \(\zeta\)-plane:
\[
g_j(\zeta, t) \equiv S_j(z(\zeta, t), t) = \overline{z(\zeta, t)} = \overline{z(\zeta, t)}, \quad \zeta \in C_j.
\] (43)

Upon using that \(\overline{\zeta} = \phi_j(\zeta)\) for \(\zeta \in C_j\) and (39), one obtains
\[
g_j(\zeta, t) = \overline{z(1/\theta_j(\zeta), t)},
\] (44)

which is valid for \(\zeta \in C_j\) and elsewhere by analytic continuation. Using (7) into (44), we then get
\[
g_j(\zeta, t) = z(\theta_j(\zeta), t),
\] (45)

which recovers (9).

Next, it follows from (8), and the boundary conditions on \(w(z, t)\), that \(S_j(z, t)\) must have constant imaginary part on the channel walls: \(\text{Im}[S_j(z, t)] = \text{constant}, \text{ for } y = 0, \pi\). This implies in turn that \(\text{Im}[g_j(\zeta, t)] = \text{constant for } \zeta \in C_0\), or more compactly
\[
\overline{g_j(\zeta, t)} \simeq g_j(\zeta, t), \quad \zeta \in C_0.
\] (46)

Considering the particular case \(\zeta \in C_0\) in (45) and using (39) and (7), we obtain that
\[
\overline{g_j(\zeta, t)} = \overline{z(1/\theta_j(\zeta), t)} = z(\theta_j(\zeta), t), \quad \zeta \in C_0.
\] (47)
Combining (46) and (47) we thus have that

\[ g_j(\zeta, t) \simeq z(\theta_j(\zeta), t), \quad (48) \]

which is valid on \( C_0 \) and elsewhere by analytic continuation. This proves relation (11).

Since different branches, \( S_j(z, t) \), of the Schwarz function can differ only by an additive constant, see (10), we can combine (45) and (48) as a single general relation:

\[ z(\theta_j(\zeta), t) \simeq z(\theta_{-k}(\zeta), t). \quad (49) \]

Equivalently, we have

\[ z(\theta_j \circ \theta_k(\zeta), t) \simeq z(\zeta, t). \quad (50) \]

Since \( \psi_k = \theta_l \circ \theta_k \), for a fixed \( l \), are generators of the group \( \Theta_M \), see (5), we thus conclude that

\[ z(\psi(\zeta), t) \simeq z(\zeta, t), \quad \psi \in \Theta_M, \quad (51) \]

thus showing that \( z(\zeta, t) \) is an additive automorphic function with respect to \( \Theta_M \), as anticipated in Sec. II C.

**APPENDIX C: PROOF OF (14)**

To show that the complex potential \( W(\zeta, t) \) given in (13) has constant real part on the circles \( C_j, \ j = 1, \ldots, M \), let us first consider the case \( j = l \). Using that \( \zeta = \phi_l(\zeta) \) for \( \zeta \in C_l \), and the fact \( \phi_j(\zeta) = \overline{\theta}_j(1/\zeta) \), we obtain that

\[ \frac{\Omega_M(\zeta, \theta_l(\zeta+))}{\Omega_M(\zeta, \theta_l(\zeta-))} = \frac{\Omega_M(\phi_l(\zeta), \phi_l(\zeta+))}{\Omega_M(\phi_l(\zeta), \phi_l(\zeta-))} = \frac{\delta_l - \zeta_-}{\delta_l - \zeta_+} \frac{\Omega_M(\zeta, \zeta_+)}{\Omega_M(\zeta, \zeta_-)}, \]

where in the last passage we used (38). Inserting this relation into (13) we have

\[ W(\zeta, t) = \log \left( \frac{\delta_l - \zeta_-}{\delta_l - \zeta_+} \frac{Z}{Z} \right) + it, \quad \zeta \in C_l, \quad (52) \]

where

\[ Z = \frac{\Omega(\zeta, \zeta_-)}{\Omega(\zeta, \zeta_+)} \].
It then follows from (52) that
\[
p_l(t) = -\text{Re} \left[ W(\zeta, t) \right] \bigg|_{\zeta \in C_l} = \log \left| \frac{\delta_l - \zeta_+}{\delta_l - \zeta_-} \right|,
\]
thus obtaining (14).

Similarly, noting that \( \theta_l = \psi_{-j} \theta_j \), where \( \psi_{-j} = \theta_l \circ \theta_{-j} \) is a generator of the group \( \Theta_M \) [see (5)], and using the transformation property (33), one can show that for \( \zeta \in C_j, j \neq l \), one has
\[
p_j(t) = -\text{Re} \left[ W(\zeta, t) \right] \bigg|_{\zeta \in C_j} = \log \left| \frac{\delta_j - \zeta_+}{\delta_j - \zeta_-} \right| + 2\pi \text{Im} \left[ \tilde{v}_{-j}(\theta_j(\zeta_-)) - \tilde{v}_{-j}(\theta_j(\zeta_+)) \right],
\]
where \( \tilde{v}_{-j}(\zeta) \) is the integral of first kind associated with the map \( \psi_{-j} \). This result, together with (14), thus shows that the complex potential \( W(\zeta, t) \) has constant real part on all circles \( C_j, j = 1, \ldots, M \), as required.
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