On bounds of Tsallis relative entropy and an inequality for generalized skew information
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Abstract. Quantum entropy and skew information play important roles in quantum information science. They are defined by the trace of the positive operators so that the trace inequalities often have important roles to develop the mathematical theory in quantum information science. In this paper, we study some properties for information quantities in quantum system through trace inequalities. Especially, we give upper bounds and lower bounds of Tsallis relative entropy, which is a one-parameter extension of the relative entropy in quantum system. In addition, we compare the known bounds and the new bounds, for both upper and lower bounds, respectively. We also give an inequality for generalized skew information by introducing a generalized correlation measure.
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1 Introduction

Two important theorems in quantum information theory have been proved in [42] and [26, 43]. In the paper [42], it was shown the relation between quantum entropy (von Neumann entropy) [50] and source coding theorem in quantum system (non-commutative system). In the papers [26, 43], it was also shown the relation between the Holevo bound, which is considered to be mutual information in quantum information theory, and coding theorem for the classical-quantum channel. Especially, in these papers [26, 42, 43], the role of von Neumann entropy and Holevo bound in quantum information were clarified so that quantum information theory has been progressed for around fifteen years [35, 38]. Before such developments of quantum information, von Nuemann entropy and related entropies such as relative entropy [19] and mutual entropy [36] were studied in both direction from physics and mathematics [37, 51]. The study for a generalization on information entropy in classical system (commutative system) has a long history and we have many literatures [7, 39, 45]. See also [11, 8] and references therein. As for one of the generalizations of entropy, we have studied the Tsallis entropy and the Tsallis relative entropy in quantum system [11, 12, 13, 14, 15, 16, 17]. In the present paper, we study on the bounds of the Tsallis relative entropy which is a one-parameter extension of the Umegaki relative entropy.

As one of the mathematical studies on the topics about entropy theory, skew information [52, 53] and its concavity problem are famous. The concavity problem for skew information
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was generalized by F.J.Dyson, and it was proven by E.H.Lieb in [30]. It is also known that
skew information presents the degree of noncommutativity between a certain quantum state
represented by a density operator \( \rho \) (which is a positive operator with an unit trace) and an
observable represented by self-adjoint operator \( H \), therefore an uncertainty relation using skew
information has been studied in [11, 18, 28, 31, 34, 32, 54]. See [24, 40, 41] for the original
uncertainty relations which were represented by the trace inequalities and they show the uncer-
tainty principle which is a fundamental concept in quantum mechanical physics. In the present
paper, we give a trace inequality for a generalized skew information by introducing a generalized
correlation measure.

2 Upper bounds of Tsallis relative entropy

Firstly we give some notation. We denote the generalized exponential function by \( \exp_\nu(x) \equiv (1 + \nu x)^{\frac{1}{\nu}} \) if \( 1 + \nu x > 0 \), otherwise it is undefined and its inverse function (generalized logarithmic
function) by \( \ln_\nu x \equiv \left( \frac{\nu}{\nu - 1} \right)^{\frac{1}{\nu}} x \), for \( \nu \in (0, 1] \) and \( x \geq 0 \). The functions \( \exp_\nu(x) \) and \( \ln_\nu x \) converge
to \( e^x \) and \( \log x \) as \( \nu \to 0 \), respectively. Note that the definition of the generalized logarithmic
function \( \ln_\nu(X) \) for a positive operator \( X \) is well-defined. In this paper, we define the gen-
eralized exponential function \( \exp_\nu(X) \) for a positive operator \( X \) by \( \exp_\nu(X) \equiv (I + \nu X)^{\frac{1}{\nu}} \), if
\( \text{Tr} \left[ (I + \nu X)^{\frac{1}{\nu}} \right] \in \mathbb{R} \).

The Tsallis relative entropy in quantum system (noncommutative system) is defined for
the positive operators in the following manner. For the study of entropies from mathematical
viewpoint, the condition such as an unit trace is often relax ed. See p.274 of [5] or [11, 12]. See
also [45, 46, 47, 48] for the original Tsallis entropy and its advances in statistical physics.

Definition 2.1 The Tsallis relative entropy is defined by

\[
D_\nu(X|Y) \equiv \frac{\text{Tr} [X - X^{1-\nu} Y^\nu]}{\nu} = \text{Tr} \left[ X^{1-\nu}(\ln_\nu X - \ln_\nu Y) \right]
\]

for positive operators \( X, Y \) and \( \nu \in (0, 1] \).

We have the following proposition, which gives an upper bound of the Tsallis relative entropy.

Proposition 2.2 ([11]) For positive operators \( X, Y \) and \( \nu \in (0, 1] \), the following inequality
holds.

\[
D_\nu(X|Y) \leq -\text{Tr} \left[ X \ln_\nu \left( X^{-1/2} Y X^{-1/2} \right) \right].
\]

(1)

The further upper bound of the right hand side was given by T.Furuta in [21], with the
generalized Kantorovich constant:

\[
D_\nu(X|Y) \leq -\text{Tr} \left[ X \ln_\nu \left( X^{-1/2} Y X^{-1/2} \right) \right] \leq \left( \frac{1 - K(\nu, h)}{\nu} \right) \text{Tr} \left[ X \right]^{1-\nu} \text{Tr} \left[ Y \right]^\nu + D_\nu(X|Y),
\]

where \( X^{1/2} \ln_\nu \left( X^{-1/2} Y X^{-1/2} \right) X^{1/2} \) is often called the Tsallis relative operator entropy for
positive operators \( X, Y \) and \( K(\nu, h) \) is the generalized Kantorovich constant defined for \( \nu \in \mathbb{R} \)
and \( h \in (0, \infty) \) with \( h \neq 1 \):

\[
K(\nu, h) \equiv \frac{(h^\nu - h)}{(\nu - 1)(h - 1)} \left( \frac{\nu - 1}{\nu} \right) \frac{h^\nu - 1}{(h^\nu - h)}^\nu.
\]
We note that $K(2, \frac{M}{m}) = K(-1, \frac{M}{m}) = \frac{(M+m)^2}{4mM}$, which is often called the Kantorovich constant. See [22, 23] for details. Since we have $K(0, h) = K(1, h) = 1$ and $\frac{dK(\nu, h)}{d\nu}|_{\nu=0} = -\log S(h)$, the above inequalities recover the following inequalities (the first inequality below was originally given in [25]):

$$U(X|Y) \leq -Tr \left[ X \log \left( X^{-1/2} Y X^{-1/2} \right) \right] \leq Tr[X] \log S(h) + U(X|Y),$$

in the limit $\nu \to 0$. Where $U(X|Y) \equiv Tr[X (\log X - \log Y)]$ is the relative entropy introduced by Umegaki in [49], $X^{1/2} \log (X^{-1/2} Y X^{-1/2}) X^{1/2}$ is the relative operator entropy introduced in [4, 10] and $S(h) \equiv \frac{h^{\frac{1}{1-h}}}{e^{\log h} \pi^2}$ is the Specht’s ratio [41], where $h \equiv \frac{M_1 M_2}{m_1 m_2} > 1$ for $0 < m_1 I \leq X \leq M_1 I$ and $0 < m_2 I \leq Y \leq M_2 I$. (See [21] for details.)

We also have the following proposition.

**Proposition 2.3** For positive operators $X, Y$ and $\nu \in (0, 1]$, the following inequality holds.

$$D_\nu(X|Y) \leq \frac{Tr[(X - Y)_+]}{\nu},$$

where $A_+ \equiv \frac{1}{2} (A + |A|)$ and $|A| \equiv (A^* A)^{1/2}$ for any operator $A$.

**Proof:** It immediately follows from the trace inequality proven by K.M.R.Audenaert et.al. in [2]:

$$Tr[A^s B^{1-s}] \geq \frac{1}{2} Tr[A + B - |A - B|]$$

for positive operators $A, B$ and $s \in [0, 1]$.

From the above two propositions, we have two different upper bounds for the Tsallis relative entropy. It is quite natural to consider that we have the following inequality for positive operators $X$ and $Y$ and $\nu \in (0, 1]$:

$$-Tr \left[ X \ln_\nu \left( X^{-1/2} Y X^{-1/2} \right) \right] \leq \frac{Tr[(X - Y)_+]}{\nu},$$

which is equivalent to

$$Tr \left[ X^{\ast \nu} Y \right] \geq \frac{1}{2} Tr[X + Y - |X - Y|],$$

where $X^{\ast \nu} Y \equiv X^{1/2} (X^{-1/2} Y X^{-1/2})^{\nu} X^{1/2}$ is $\nu$-power mean. Here we note that we have

$$Tr[X^{1-\nu} Y^\nu] \geq Tr \left[ X^{\ast \nu} Y \right]$$

from the inequality (1). However we have the counter-example for the inequality (5) in the following. We take $\nu = 1/2$ and

$$X = \begin{pmatrix} 10 & 7 \\ 7 & 5 \end{pmatrix}, Y = \begin{pmatrix} 16 & 6 \\ 6 & 3 \end{pmatrix}.$$ 

Then we have

$$Tr \left[ X^{\ast \nu} Y \right] - \frac{1}{2} Tr[X + Y - |X - Y|] \approx -0.510619.$$ 

Therefore the inequality (4) does not hold in general. That is, we can conclude that neither the inequality (1) nor the inequality (2) is uniformly better than the other.
3 Lower bounds of Tsallis relative entropy

We firstly note that the Tsallis relative entropy defined in Definition 2.1 is not always nonnegative. (If we impose on the condition such as an unit trace for two positive operators $X$ ad $Y$, then the Tsallis relative entropy has a nonnegativity.) Therefore it is natural to have an interest in the lower bound of the Tsallis relative entropy defined for two positive operators. We have the following proposition, which gives a lower bound of the Tsallis relative entropy.

**Proposition 3.1 ([11])** For positive operators $X, Y$ and $\nu \in (0, 1]$, the generalized Bogoliubov inequality holds.

$$D_\nu(X|Y) \geq \frac{\text{Tr}[X] - (\text{Tr}[X])^{1-\nu}(\text{Tr}[Y])^\nu}{\nu}$$

(6)

If we take the limit $\nu \to 0$, Proposition 3.1 recovers the original Peierls-Bogoliubov inequality [3, 27]:

$$U(X|Y) \geq \text{Tr}[X \log \text{Tr}[X] - \log \text{Tr}[Y]].$$

We also easily find that the right hand side in the inequality (6) is nonnegative, if we have the relation such that $\text{Tr}[X] \geq \text{Tr}[Y]$. We also have the following lower bound for the Tsallis relative entropy.

**Theorem 3.2** For positive operators $X, Y$ and $\nu \in (0, 1]$, if we have $I \leq Y \leq X$, then we have the following inequality

$$D_\nu(X|Y) \geq \text{Tr}\left[X^{1-\nu} \ln\nu \left(Y^{-1/2}XY^{-1/2}\right)\right].$$

(7)

It is notable that the condition $X \geq Y$ assures the nonnegativity of the right hand side in the inequality (7). To prove Theorem 3.2 we use the following lemmas.

**Lemma 3.3 ([19])** For positive operators $X, Y$ and $\nu \in (0, 1]$, we have

$$\text{Tr}[\exp_\nu(X + Y)] \leq \text{Tr}[\exp_\nu(X) \exp_\nu(Y)].$$

(8)

Here we give a slightly different version of a variational expression for the Tsallis relative entropy. It can be proven by the similar way to Theorem 2.1 in [13]. However we give the proof for the convenience of readers as to be a self-contained article.

**Lemma 3.4** For any $\nu \in (0, 1]$ and any $d \in [0, \infty)$, we have the following relations.

(i) If $A$ and $Y$ are positive operators, then we have

$$d \ln\nu \left(\frac{\text{Tr}[\exp_\nu(A + \ln_\nu Y)]}{d}\right) = \max \left\{ \text{Tr}[X^{1-\nu}A] - D_\nu(X|Y) : X \geq 0, \text{Tr}[X] = d \right\}.$$ 

(ii) If $X$ and $B$ are positive operators with $\text{Tr}[X] = d$, then

$$D_\nu(X|\exp_\nu(B)) = \max \left\{ \text{Tr}[X^{1-\nu}A] - d \ln\nu \left(\frac{\text{Tr}[\exp_\nu(A + B)]}{d}\right) : A \geq 0 \right\}.$$ 

**Proof:** For the case of $\nu = 1$, it is trivial so that we assume $\nu \in (0, 1)$. Since we have $\lim_{x \to 0^+} x \ln_\nu \frac{a}{x} = 0$ for $\nu \in (0, 1)$, it is also trivial for the case of $X = 0$, thus we assume $X \neq 0$. 


(1) We define

$$F_\nu(X) \equiv Tr[X^{1-\nu} A] - D_\nu(X|Y)$$

for a positive operator $X$ with $Tr[X] = d < \infty$. If we take the Schatten decomposition $X = \sum_{j=1}^{\infty} \mu_j E_j$, where all $E_j, (j = 1, 2, \cdots, \infty)$ are projections of rank one with $\sum_{j=1}^{\infty} \mu_j = I$ and $\mu_j \geq 0, (j = 1, 2, \cdots, \infty)$ with $\sum_{j=1}^{\infty} \mu_j = d$, then we rewrite

$$F_\nu \left( \sum_{j=1}^{\infty} \mu_j E_j \right) = \sum_{j=1}^{\infty} \left\{ \mu_j^{1-\nu} Tr[E_j A] + \frac{1}{\nu} \mu_j^{1-\nu} Tr[E_j Y^\nu] - \frac{1}{\nu} \mu_j Tr[E_j] \right\}.$$ 

Then we have

$$\frac{\partial^2}{\partial \mu_j^2} F_\nu \left( \sum_{j=1}^{\infty} \mu_j E_j \right) = -\nu(1-\nu)\mu_j^{-\nu-1} Tr \left[ E_j \left( A + \frac{1}{\nu} Y^\nu \right) \right] \leq 0,$$

which means $F_\nu$ is concave function. Thus we find $F_\nu(X)$ attains its maximum at a certain positive operator $X_0$ with $Tr[X_0] = d$. Then for any self-adjoint operators $S$ with $Tr[S] = 0$ (since for any $t \in \mathbb{R}$, $Tr[X_0 + tS] = d$ which is a condition on the positive operator defined on the domain of the function $F_\nu$), there exists a positive operator $X_0$ such that

$$0 = \frac{d}{dt} F_\nu(X_0 + tS)|_{t=0} = (1-\nu)Tr \left[ S(X_0^{-\nu} A + \frac{1}{\nu} X_0^{-\nu} Y^\nu) \right],$$

so that $X_0^{-\nu} A + \frac{1}{\nu} X_0^{-\nu} Y^\nu = cI$ for $c \in \mathbb{R}$. Thus we have

$$X_0 = d \frac{\exp_\nu(A + \ln_\nu Y)}{Tr[\exp_\nu(A + \ln_\nu Y)]}.$$

by putting $c = \frac{1}{\nu}$ and satisfying the condition $Tr[X_0] = d$. By the formulae $\ln_\nu \frac{y}{x} = \ln_\nu y + y^\nu \ln_\nu \frac{1}{x}$ and $\ln_\nu \frac{1}{x} = -x^{-\nu} \ln_\nu x$, we have

$$F_\nu(X_0) = \frac{d^{1-\nu} Tr[(\exp_\nu(A + \ln_\nu Y))^{1-\nu} A]}{\frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)]^{1-\nu}}$$

$$- \frac{d^{1-\nu} Tr[(\exp_\nu(A + \ln_\nu Y))^{1-\nu} A]}{\frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)]^{1-\nu}} \left[ \ln_\nu \left( \frac{\exp_\nu(A + \ln_\nu Y)}{\frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)]} \right) - \ln_\nu Y \right]$$

$$= \frac{d^{1-\nu} Tr[(\exp_\nu(A + \ln_\nu Y))^{1-\nu} A]}{\frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)]^{1-\nu}} - \frac{d^{1-\nu} Tr[(\exp_\nu(A + \ln_\nu Y))^{1-\nu} A + \ln_\nu Y]}{\frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)]^{1-\nu}}$$

$$+ \frac{d^{1-\nu} Tr[(\exp_\nu(A + \ln_\nu Y))^{1-\nu} A + \ln_\nu Y]}{\frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)]^{1-\nu}} \ln_\nu \left( \frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)] \right)$$

$$= - \frac{d^{1-\nu} Tr[(\exp_\nu(A + \ln_\nu Y))^{1-\nu} A]}{\frac{d}{\nu} Tr[\exp_\nu(A + \ln_\nu Y)]^{1-\nu}}$$

$$= d \ln_\nu \left( \frac{Tr[\exp_\nu(A + \ln_\nu Y)]}{\frac{d}{\nu}} \right).$$

(2) It follows from (1) that the functional

$$g(A) \equiv d \ln_\nu \left( \frac{Tr[\exp_\nu(A + B)]}{\frac{d}{\nu}} \right), \quad d \equiv Tr[X] < \infty.$$
defined on the set of all positive operator is convex, due to triangle inequality on max. Now let \( A_0 = \ln \nu X - B \), and define
\[
G_\nu(A) \equiv \text{Tr}[X^{1-\nu} A] - d \ln_\nu \left( \frac{\text{Tr}[\exp_\nu(A + B)]}{d} \right),
\]
which is concave on the set of all positive operator. Then for any self-adjoint operators \( S \), there exists a positive operator \( A_0 \) such that
\[
\frac{d}{dt} G_\nu(A_0 + tS)|_{t=0} = \text{Tr}[X^{1-\nu} S] - d \left( \frac{\text{Tr}[X]}{d} \right)^{\nu-1} \frac{\text{Tr}[S(I + \nu \ln \nu X)^{1-\nu}]}{d}
\]
\[
= \text{Tr}[X^{1-\nu} S] - \text{Tr}[S X^{1-\nu}] = 0,
\]
using the formulae \( \frac{d}{dx} \ln \nu(x) = x^{\nu-1} \) and \( \frac{d}{dx} \exp_\nu(x) = (1 + \nu x)^{\frac{1}{\nu}-1}. \) Therefore \( G_\nu(A) \) attains the maximum
\[
G_\nu(A_0) = \text{Tr}[X^{1-\nu}(\ln \nu X - B)] - d \ln_\nu \left( \frac{\text{Tr}[\exp_\nu(\ln \nu X - B + B)]}{d} \right)
\]
\[
= \text{Tr}[X^{1-\nu}(\ln \nu X - B)] - d \ln_\nu \left( \frac{\text{Tr}[X]}{d} \right)
\]
\[
= \text{Tr}[X^{1-\nu}(\ln \nu X - \ln \nu \exp_\nu(B))]
\]
\[
= D_\nu(X|\exp_\nu(B)).
\]

If we take \( d = 1 \) and the limit \( \nu \to 0 \), then Lemma 3.4 recovers Lemma 2.1 in [25] for positive operators \( A \) and \( B \). It is notable that the original variational expressions for the Umegaki relative entropy proved by F.Hiai and D.Petz in [25] holds for Hermitian matrices \( A \) and \( B \). We are now in a position to prove Theorem 3.2.

**Proof of Theorem 3.2** Putting \( B = \ln \nu Y \) and \( A = \ln \nu Y^{-1/2}XY^{-1/2} \) in (ii) of Lemma 3.4 under the assumption of \( I \leq Y \leq X \) which assures \( A \geq 0 \) and \( B \geq 0 \), and then using Lemma 3.3 we have
\[
D_\nu(X|Y) = D_\nu(X|\exp_\nu(\ln \nu Y))
\]
\[
= D_\nu(X|\exp_\nu(B))
\]
\[
\geq \text{Tr}[X^{1-\nu} A] - \text{Tr}[X] \ln_\nu \left( \frac{\text{Tr}[\exp_\nu(A + B)]}{\text{Tr}[X]} \right)
\]
\[
\geq \text{Tr}[X^{1-\nu} A] - \text{Tr}[X] \ln_\nu \left( \frac{\text{Tr}[\exp_\nu(A) \exp_\nu(B)]}{\text{Tr}[X]} \right)
\]
\[
= \text{Tr}[X^{1-\nu} \ln \nu Y^{-1/2}XY^{-1/2}] - \text{Tr}[X] \ln_\nu \left( \frac{\text{Tr}[Y^{-1/2}XY^{-1/2}]}{\text{Tr}[X]} \right)
\]
\[
= \text{Tr}[X^{1-\nu} \ln \nu Y^{-1/2}XY^{-1/2}].
\]

**Remark 3.5**

(1) The trace inequality [7] is equivalent to the following trace inequality:
\[
\text{Tr} \left[ X^{1-\nu} \left\{ X^\nu - Y^\nu + I - \left( Y^{-1/2}XY^{-1/2} \right)^\nu \right\} \right] \geq 0.
\]
Therefore, if the following matrix inequality:

\[ X^\nu - Y^\nu + I - \left(Y^{-1/2}XY^{-1/2}\right)^\nu \geq 0 \]  \( (9) \)

holds, then the trace inequality \( (4) \) immediately holds. However, the matrix inequality \( (9) \) does not hold in general, since we have the following counter-examples.

(i) If we take \( \nu = 1 \) and

\[ X = \begin{pmatrix} 2 & 1 \\ 1 & 4 \end{pmatrix}, \quad Y = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}, \]

satisfying the condition \( I \leq Y \leq X \) (which is the assumption of Proposition 3.2), then one of the eigenvalues of the Hermitian matrix \( X - Y + I - Y^{-1/2}XY^{-1/2} \) takes a negative value.

(ii) If we take \( \nu = 1 \) and

\[ X = \frac{1}{9} \begin{pmatrix} 2 & 1 \\ 1 & 5 \end{pmatrix}, \quad Y = \frac{1}{3} \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}, \]

satisfying the condition \( X \leq Y \leq I \), then one of the eigenvalues of the Hermitian matrix \( X - Y + I - Y^{-1/2}XY^{-1/2} \) takes a negative value.

(II) Our next concern moves to the assumption of Proposition 3.2. We easily find that a counter-example for the trace inequality \( (7) \), in the case that our assumption \( I \leq Y \leq X \) is not satisfied. For example, if we take \( \nu = 1 \) and

\[ X = \frac{1}{15} \begin{pmatrix} 10 & -3 \\ -3 & 10 \end{pmatrix}, \quad Y = \frac{1}{10} \begin{pmatrix} 1 & 1 \\ 1 & 2 \end{pmatrix}, \]

which does not satisfy the assumption \( I \leq Y \leq X \) (but satisfy \( 0 < Y \leq X \leq I \)), then

\[ \text{Tr}[X - Y + I - Y^{-1/2}XY^{-1/2}] \simeq -20.9667. \]

Thus the inequality \( (7) \) does not hold in general for arbitrary positive operators \( X \) and \( Y \). From (I) and (II), we may claim that Proposition 3.2 is not a trivial result.

Closing this section, we give a comment on the comparison of two lower bounds for the Tsallis relative entropy. Under the condition \( I \leq Y \leq X \), we may have a conjecture such as

\[ \text{Tr} \left[ X^{1-\nu} \ln_\nu \left(Y^{-1/2}XY^{-1/2}\right) \right] \geq \frac{\text{Tr}[X] - (\text{Tr}[X])^{1-\nu}(\text{Tr}[Y])^\nu}{\nu} \]  \( (10) \)

for positive operators \( X \) and \( Y \) and \( \nu \in (0, 1) \). The inequality \( (10) \) is equivalent to the following inequality

\[ \text{Tr} \left[ X^{1-\nu} \left(Y^{-1/2}XY^{-1/2}\right)^\nu \right] + (\text{Tr}[X])^{1-\nu}(\text{Tr}[Y])^\nu \geq \text{Tr}[X^{1-\nu}] + \text{Tr}[X]. \]  \( (11) \)

Here we take two positive definite matrices

\[ X = \begin{pmatrix} 10 & 5 \\ 5 & 5 \end{pmatrix}, \quad Y = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}, \]

satisfying the condition \( I \leq Y \leq X \). Then for \( \nu = 0.1 \), we have

\[ \text{Tr} \left[ X^{1-\nu} \left(Y^{-1/2}XY^{-1/2}\right)^\nu \right] + (\text{Tr}[X])^{1-\nu}(\text{Tr}[Y])^\nu - (\text{Tr}[X^{1-\nu}] + \text{Tr}[X]) \simeq 0.508133. \]
For $\nu = 0.9$, we also have
\[ Tr \left[ X^{1-\nu} \left( Y^{-1/2}XY^{-1/2} \right)^\nu \right] + (Tr[X])^{1-\nu}(Tr[Y])^\nu - (Tr[X^{1-\nu}] + Tr[X]) \simeq -1.1696. \]

Therefore the inequality (10) does not hold in general. That is, we can conclude that neither the inequality (3) nor the inequality (7) is uniformly better than the other. This result supports that our Theorem 3.2 is meaningful, in the sense of the comparison with Proposition 3.1.

4 An inequality for a generalized skew information

The uncertainty principle is a fundamental concept in quantum mechanical physics. It is represented by the famous Heisenberg uncertainty relation such as a trace inequality [24]:
\[ V_\rho(A)V_\rho(B) \geq \frac{1}{4}|Tr[\rho[A, B]]|^2 \tag{12} \]
for a quantum state $\rho$ and two observables $A$ and $B$. Where the variance for a quantum state $\rho$ and an observable $H$ is defined by $V_\rho(H) \equiv Tr[\rho (H - Tr[\rho H]I)^2] = Tr[\rho H^2] - Tr[\rho H]^2$. The further strong result was given by Schrödinger [41]:
\[ V_\rho(A)V_\rho(B) - |Re \{Cov_\rho(A, B)\}|^2 \geq \frac{1}{4}|Tr[\rho[A, B]]|^2, \tag{13} \]
where the covariance is defined by $Cov_\rho(A, B) \equiv Tr[\rho (A - Tr[\rho A]I) (B - Tr[\rho B]I)]$. Due to its importance in quantum physics, the uncertainty relation has been studied by many researchers. Especially, some important results have been studied in the relation to the skew information representing a quantum uncertainty from the viewpoints of quantum information science. Here we firstly review about it. As it has been shown in [29] [34] [55], we do not have the uncertainty relation type inequality for the Wigner-Yanase skew information [52]:
\[ I_\rho(H) \equiv \frac{1}{2}Tr \left[ (i|\rho^{1/2}, H_0|)^2 \right] = Tr[\rho H^2] - Tr[\rho^{1/2}H\rho^{1/2}H], \tag{14} \]
where $H_0 \equiv H - Tr[\rho H]I$ for a density operator $\rho$ and an observable $H$. That is, the following trace inequality did not hold in general [29] [34] [55]:
\[ I_\rho(A)I_\rho(B) \geq \frac{1}{4}|Tr[\rho[A, B]]|^2 \tag{15} \]
for a density operator $\rho$ and observables $A$ and $B$. Where $[X, Y] \equiv XY - YX$ is a commutator. The counter example was given as follows.

Counter-example 4.1 ([55]) We take
\[ \rho = \frac{1}{4} \left( \begin{array}{cc} 3 & 0 \\ 0 & 1 \end{array} \right), A = \left( \begin{array}{cc} 0 & i \\ -i & 0 \end{array} \right), B = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right), \]
then we have $I_\rho(A)I_\rho(B) = \left( 1 - \frac{\sqrt{7}}{2} \right)^2$ and $\frac{1}{4}|Tr[\rho[A, B]]|^2 = \frac{1}{4}$. Therefore the inequality (16) does not hold in general.

As a one-parameter generalization, the Wigner-Yanase-Dyson skew information was defined by
\[ I_{\rho, \alpha}(H) \equiv \frac{1}{2}Tr \left[ (i|\rho^\alpha, H_0|)(i|\rho^{1-\alpha}, H_0|) \right] \tag{16} \]
\[ = Tr[\rho H^2] - Tr[\rho^\alpha H \rho^{1-\alpha} H], \quad \alpha \in [0,1] \]
where $H_0 \equiv H - Tr[\rho H]I$ for a density operator $\rho$ and an observable $H$.

In [32], S.Luo introduced a new quantity such as

$$U_\rho(H) \equiv \sqrt{V_\rho(H)^2 - (V_\rho(H) - I_\rho(H))^2}$$

(17)

for a density operator $\rho$ and an observable $H$. Then he succeeded to establish the uncertainty relation type inequality as follows:

$$U_\rho(A)U_\rho(B) \geq \frac{1}{4}|Tr[\rho[A, B]]|^2$$

(18)

for a density operator $\rho$ and observables $A$ and $B$. He also introduced the quantity associated to Wigner-Yanase skew information,

$$J_\rho(H) \equiv \frac{1}{2}Tr\left(\left(i\left\{\rho^{1/2}, H_0\right\}\right)^2\right),$$

where the anti-commutator is defined by $\{X, Y\} \equiv XY + YX$ for any operator $X$ and $Y$. Then we have the relation $U_\rho(H) = \sqrt{I_\rho(H)J_\rho(H)}$ and $V_\rho(H) = \frac{1}{2}(I_\rho(H) + J_\rho(H))$. Therefore, Luo’s inequality [18] refines Heisenberg’s one [12], since $U_\rho(H) \leq V_\rho(H)$.

K.Yanagi recently gave the generalization of the inequality [18] as follows [54]:

$$U_{\rho,\alpha}(A)U_{\rho,\alpha}(B) \geq \alpha(1 - \alpha)|Tr[\rho[A, B]]|^2$$

(19)

for $\alpha \in [0, 1]$, a density operator $\rho$ and observables $A$ and $B$. Where $U_{\rho,\alpha}(H)$ was defined by

$$U_{\rho,\alpha}(H) \equiv \sqrt{V_\rho(H)^2 - (V_\rho(H) - I_{\rho,\alpha}(H))^2}$$

(20)

for a density operator $\rho$ and an observable $H$.

In addition, quite recently, we gave the Schrödinger uncertainty relation for mixed states in [18]:

$$U_\rho(A)U_\rho(B) - |Re\{Corr_\rho(A, B)\}|^2 \geq \frac{1}{4}|Tr[\rho[A, B]]|^2,$$

(21)

where the correlation measure is defined for arbitrary operators $X$ and $Y$ by

$$Corr_\rho(X, Y) \equiv Tr[\rho X^* Y] - Tr[\rho^{1/2} X^* \rho^{1/2} Y].$$

On the other hand, S.Luo showed the trace inequality representing the relation between the original Wigner-Yanase skew information and the correlation measure in [32]:

$$I_\rho(A)I_\rho(B) \geq |Re\{Corr_\rho(A, B)\}|^2$$

(22)

for a density operator $\rho$ and two observables $A$ and $B$.

It is remarkable that, if a quantum state (density operator) $\rho$ is a pure state (i.e., $\rho^2 = \rho$), then the inequality [22] recovers

$$V_\rho(A)V_\rho(B) \geq \frac{1}{4}|Tr[\rho \{A, B\}]|^2,$$

since $I_\rho(H) = V_\rho(H)$ and $Corr_\rho(A, B) = Cov_\rho(A, B)$ if $\rho$ is a pure state. Where the covariance is defined by $Cov_\rho(A, B) \equiv Tr[\rho AB] - Tr[\rho A]Tr[\rho B]$.

In addition, defining a one-parameter extended correlation measure for $\alpha \in [0, 1]$ and arbitrary operators $X$ and $Y$ by

$$Corr_{\rho,\alpha}(X, Y) \equiv Tr[\rho X^* Y] - Tr[\rho^\alpha X^* \rho^{1-\alpha} Y].$$
we have the following inequality:

\[ I_{\rho,\alpha}(A)I_{\rho,\alpha}(B) \geq \left| \text{Re} \left\{ \text{Corr}_{\rho,\alpha}(A, B) \right\} \right|^2. \]  

(23)

for a density operator \( \rho \), two observables \( A, B \) and \( \alpha \in [0, 1] \), putting \( \varepsilon = 0 \) in Theorem III.4 of [55].

If we take \( \alpha = \frac{1}{2} \), then the inequality (23) reduces the inequality (22).

To give the further generalized trace inequality, we give the following definition.

**Definition 4.2** Let \( f \) and \( g \) be the operator monotone functions. Let \( (f, g) \) be a monotonic pair. Where \( (f, g) \) is called a monotonic pair if \( (f(a) - f(b))(g(a) - g(b)) \geq 0 \) for any \( a, b \in D \subset \mathbb{R} \), for two functions \( f \) and \( g \) on the domain \( D \subset \mathbb{R} \). For a density operator \( \rho \) and an observable \( H \), we define \((f, g)\)-skew information \( I_{\rho,(f,g)}(H) \) by

\[ I_{\rho,(f,g)}(H) = \frac{1}{2} \text{Tr} \left[ (i[f(\rho), H_0]) (i[g(\rho), H_0]) \right], \]  

(24)

where \( H_0 \equiv H - \text{Tr}[\rho H]I \). For a density operator \( \rho \) and any operators \( X, Y \), we also define \((f, g)\)-correlation measure \( \text{Corr}_{\rho,(f,g)}(X, Y) \) by

\[ \text{Corr}_{\rho,(f,g)}(X, Y) \equiv \text{Tr} \left[ f(\rho)g(\rho)X^*Y \right] - \text{Tr} \left[ f(\rho)X^*g(\rho)Y \right]. \]  

(25)

Then we can prove the following theorem.

**Theorem 4.3** For \((f, g)\)-skew informations \( I_{\rho,(f,g)}(A) \), \( I_{\rho,(f,g)}(B) \) and \((f, g)\)-correlation measure \( \text{Corr}_{\rho,(f,g)}(A, B) \), we have

\[ I_{\rho,(f,g)}(A)I_{\rho,(f,g)}(B) \geq \left| \text{Re} \left\{ \text{Corr}_{\rho,(f,g)}(A, B) \right\} \right|^2. \]  

(26)

Proof: For \( \text{Corr}_{\rho,(f,g)}(X, Y) \), we have the following properties, that is, \( \text{Corr}_{\rho,(f,g)}(X, Y) \) is a sesquilinear form and \( \text{Corr}_{\rho,(f,g)}(A, A) \) has the nonnegativity for a self-adjoint operators \( A \), since \( (f, g) \) is a monotonic pair [6, 9]. Then for self-adjoint operators \( A \) and \( B \), we have for any \( t \in \mathbb{R} \)

\[ 0 \leq \text{Corr}_{\rho,(f,g)}(tA + B, tA + B) = \text{Tr}[f(\rho)g(\rho)(tA + B)(tA + B)] - \text{Tr}[f(\rho)(tA + B)g(\rho)(tA + B)] \]

\[ = \left( \text{Tr}[f(\rho)g(\rho)A^2] - \text{Tr}[f(\rho)Ag(\rho)A] \right) t^2 + 2\text{Re} \left( \text{Tr}[f(\rho)g(\rho)AB] - \text{Tr}[f(\rho)Ag(\rho)B] \right) t \]

\[ + \left( \text{Tr}[f(\rho)g(\rho)B^2] - \text{Tr}[f(\rho)Bg(\rho)B] \right). \]

Thus we have

\[ \left| \text{Re} \left\{ \text{Tr}[f(\rho)g(\rho)AB] - \text{Tr}[f(\rho)Ag(\rho)B] \right\} \right|^2 \]

\[ \leq \left( \text{Tr}[f(\rho)g(\rho)A^2] - \text{Tr}[f(\rho)Ag(\rho)A] \right) \left( \text{Tr}[f(\rho)g(\rho)B^2] - \text{Tr}[f(\rho)Bg(\rho)B] \right), \]

which implies the theorem, since we have

\[ I_{\rho,(f,g)}(H) = \text{Tr}[f(\rho)g(\rho)H^2] - \text{Tr}[f(\rho)Hg(\rho)H]. \]

Theorem 4.3 recovers the inequality (23), putting \( f(x) = x^\alpha \) and \( g(x) = x^{1-\alpha} \) for \( \alpha \in [0, 1] \). We also have the following corollary.
Corollary 4.4 For \( \alpha \in [0, 1] \), a density operator \( \rho \) and two observables \( A, B \), we have

\[
K_{\rho,\alpha}(A)K_{\rho,\alpha}(B) \geq \left| \text{Re} \left\{ \text{Corr}^{(K)}_{\rho,\alpha}(A, B) \right\} \right|^2,
\]

where a one-parameter extended correlation measure is defined by

\[
\text{Corr}^{(K)}_{\rho,\alpha}(X, Y) \equiv \text{Tr} \left[ \left( \frac{\rho^\alpha + \rho^{1-\alpha}}{2} \right)^2 X^*Y \right] - \text{Tr} \left[ \left( \frac{\rho^\alpha + \rho^{1-\alpha}}{2} \right) X^* \left( \frac{\rho^\alpha + \rho^{1-\alpha}}{2} \right) Y \right]
\]

for \( \alpha \in [0, 1] \), a density operator \( \rho \) and any operators \( X \) and \( Y \), and a one-parameter extended Wigner-Yanase skew information \([20]\) is defined by \( K_{\rho,\alpha}(H) \equiv \text{Corr}^{(K)}_{\rho,\alpha}(H, H) \) for \( \alpha \in [0, 1] \), a density operator \( \rho \) and a self-adjoint operator \( H \).

Proof: Put \( f(x) = g(x) = x^\alpha + x^{1-\alpha} \) in Theorem 4.3.

5 Conclusion

As we have seen, we have studied the properties of the fundamental information measure in quantum system, namely the Tsallis relative entropy and the generalized skew information through the trace inequality with the mathematical tools in matrix analysis. Closing conclusion, we give the following quantity which generalizes the Tsallis relative entropy and the Wigner-Yanase-Dyson skew information. For two positive operators \( X \) and \( Y \), and a self-adjoint operator \( H \), we define

\[
L_t(X, Y; H) \equiv \text{Tr}[XH^2] - \text{Tr}[X^tHY^{1-t}H], \quad t \in [0, 1].
\]

Then using \( L_t(X, Y; H) \), the Wigner-Yanase-Dyson skew information can be rewritten by

\[
I_\alpha(\rho, H) \equiv L_\alpha(\rho, \rho; H) = \text{Tr}[\rho H^2] - \text{Tr}[\rho^\alpha H \rho^{1-\alpha} H].
\]

Also the Tsallis relative entropy can be rewritten by

\[
D_\nu(X|Y) \equiv \frac{1}{\nu} L_{1-\nu}(X, Y; I) = \frac{\text{Tr}[X - X^{1-\nu}Y^\nu]}{\nu}, \quad \nu \in (0, 1].
\]

It may be important to study the mathematical properties of the quantity \( L_t(X, Y; H) \) in the future, since it covers both the Tsallis relative entropy (one-parameter extended relative entropy) and the Wigner-Yanase-Dyson skew information as special cases.
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