A SIMULTANEOUS GENERALIZATION OF MUTATION AND
RECOLLEMENT OF COTORSION PAIRS ON A
TRIANGULATED CATEGORY
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Abstract. In this article, we introduce the notion of concentric twin cotorsion pair on a triangulated category. This notion contains the notions of t-structure, cluster tilting subcategory, co-t-structure and functorally finite rigid subcategory as examples. Moreover, a recollement of triangulated categories can be regarded as a special case of concentric twin cotorsion pair.

To any concentric twin cotorsion pair, we associate a pretriangulated subquotient category. This enables us to give a simultaneous generalization of the Iyama-Yoshino reduction and the recollement of cotorsion pairs. This allows us to give a generalized mutation on cotorsion pairs defined by the concentric twin cotorsion pair.
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1. Introduction and Preliminaries

Let $\mathcal{C}$ be a triangulated category with the shift functor $[1]$, throughout this article. A cotorsion pair $(\mathcal{U}, \mathcal{V})$, essentially equal to the notion of a torsion pair ([IYo] Definition 2.2) on $\mathcal{C}$, is a unifying notion of $t$-structure ([BBD] Définition 1.3.1) and cluster tilting subcategory ([KR] section 2.1), ([KZ] Definition 3.1).

**Definition 1.1.** Let $\mathcal{U}, \mathcal{V} \subseteq \mathcal{C}$ be full additive subcategories closed under isomorphisms and direct summands. The pair $(\mathcal{U}, \mathcal{V})$ is called a cotorsion pair on $\mathcal{C}$ if it satisfies the following.

(i) $\mathcal{C} = \mathcal{U} \ast \mathcal{V} [1]$.

(ii) $\text{Ext}^1(\mathcal{U}, \mathcal{V}) = 0$, where $\text{Ext}^1(X, Y) = \mathcal{C}(X, Y[1])$ for any $X, Y \in \mathcal{C}$.

Denote the class of cotorsion pairs on $\mathcal{C}$ by $\text{CP}(\mathcal{C})$. In a cotorsion pair $(\mathcal{U}, \mathcal{V})$, subcategories $\mathcal{U}$ and $\mathcal{V}$ determine each other, as right and left orthogonal categories. Indeed, we have $\mathcal{V} = \mathcal{U}[-1] \perp$ and $\mathcal{U} = \perp \mathcal{V}[1]$. Here, $\mathcal{U}[-1] \perp$ denotes the full subcategory of $\mathcal{C}$ consisting of objects $C \in \mathcal{C}$ satisfying $\mathcal{C}(\mathcal{U}[-1], C) = 0$. Similarly for $\perp \mathcal{V}[1]$. In particular, $\mathcal{U}$ and $\mathcal{V}$ are closed under extensions. A pair $(\mathcal{U}, \mathcal{V})$ is cotorsion pair if and only if $(\mathcal{U}[-1], \mathcal{V})$ is torsion pair.

In the above definition, for any pair of subcategories $X, Y \subseteq \mathcal{C}$, we denoted by $X \ast Y \subseteq \mathcal{C}$ the full subcategory of $\mathcal{C}$ consisting of those $C \in \mathcal{C}$ admitting a distinguished triangle (1.1)

$$X \to C \to Y \to X[1]$$

with $X \in X$ and $Y \in Y$. Abbreviately, for any pair of objects $X, Y \in \mathcal{C}$, we denote by $X \ast Y \subseteq \mathcal{C}$ the full subcategory of $\mathcal{C}$ consisting of those $C \in \mathcal{C}$ admitting a distinguished triangle (1.1).

The aim of this article is to give a simultaneous generalization of the following two constructions. The one is the mutation in a triangulated category, originally due to Iyama and Yoshino [IYo]. Mutations in triangulated categories are investigated by several researchers, such as [AI], [IYo], [ZZ1]. The key result is the following.

**Fact 1.2.** ([IYo] Theorem 4.2) Let $I \subseteq \mathcal{I} \subseteq \mathcal{C}$ be full additive subcategories closed under isomorphisms and direct summands. Assume $\mathcal{I}$ is closed under extensions. If $(\mathcal{I}, \mathcal{Z})$ is an $I$-mutation pair ([IYo] Definition 2.5), i.e., if it satisfies

$$\mathcal{I} \subseteq (\mathcal{I}[-1] \ast \mathcal{I}) \cap \mathcal{I}[-1] \perp$$

and

$$\mathcal{Z} \subseteq (\mathcal{I} \ast \mathcal{Z}[1]) \cap \perp \mathcal{I}[1],$$

then the ideal quotient $\mathcal{Z}/\mathcal{I}$ becomes a triangulated category.

More precisely, we give a generalization of the following version of mutation for cotorsion pairs, given by Zhou and Zhu.

**Fact 1.3.** ([ZZ1] Theorem 3.5) Let $\mathcal{I} \subseteq \mathcal{Z} \subseteq \mathcal{C}$ be a functorially finite additive rigid subcategory, closed under isomorphisms and direct summands. Assume $\mathcal{I}$ is closed under extensions. If $(\mathcal{Z}, \mathcal{Z})$ is an $I$-mutation pair ([IYo] Definition 2.5), i.e., if it satisfies

$$\mathcal{I} \subseteq (\mathcal{I}[-1] \ast \mathcal{I}) \cap \mathcal{I}[-1] \perp$$

and

$$\mathcal{Z} \subseteq (\mathcal{I} \ast \mathcal{Z}[1]) \cap \mathcal{I}[1],$$

then the ideal quotient $\mathcal{Z}/\mathcal{I}$ becomes a triangulated category.

Through this bijection, mutation of cotorsion pairs in the class (1), is defined by pulling back the shift $\mathcal{Z}$-action on the class (2).
The other is the *recollement* of cotorsion pairs. A recollement of triangulated categories is introduced in [BBD]. Recollements are also investigated by several researchers, such as [IKM], [J], [LV].

**Definition 1.4.** ([BBD, 1.4.3]) Let

\[
\begin{array}{c}
\mathcal{N} \\ i^* \downarrow \\
\downarrow i_* \\
\downarrow j^* \\
\downarrow j_* \\
\downarrow i^* \\
\downarrow i_* \\
\downarrow j^* \\
\downarrow j_* \\
\downarrow j^* \\
\downarrow j_* \\
\downarrow j^* \\
\downarrow j_* \\
\downarrow j^* \\
\downarrow j_* \\
\end{array}
\]

be a diagram of triangulated categories and triangle functors between them. This is called a *recollement* of triangulated categories, if it satisfies the following conditions.

1. \(i^* \dashv i_* \dashv i^!\) and \(j_* \dashv j^* \dashv j^!\) are adjoint triplets.
2. \(i_*, j_* \) are fully faithful.
3. \(j^* \circ i_* = 0\) holds.
4. For any \(C \in \mathcal{C}\), the units and counits of the above adjoints give distinguished triangles

\[
i_* i^* C \to C \to j_* j^* C \to (i_* i^* C)[1] \quad \text{and} \quad j_* j^* C \to C \to i_* i^* C \to (j_* j^* C)[1].
\]

If a recollement is given, we can glue \(t\)-structures on \(\mathcal{N}\) and \(\mathcal{N}'\), to obtain a \(t\)-structure on \(\mathcal{C}\) ([BBD, Théorème 1.4.10]). More generally, we can glue cotorsion pairs in the same way ([C, Theorem 3.1, Theorem 3.3]). For the details, see Fact 6.18.

We note that both constructions give correspondences of cotorsion pairs on triangulated categories. In this article, we will give a simultaneous generalization of these constructions, using *twin cotorsion pairs*.

**Definition 1.5.** ([N2, Definition 2.7]) Let \((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V})\) be two cotorsion pairs on \(\mathcal{C}\). The pair \(\mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V}))\) is called a **twin cotorsion pair** (TCP for short) on \(\mathcal{C}\) if it satisfies \(\operatorname{Ext}^1(\mathcal{S}, \mathcal{V}) = 0\). Note that this condition is equivalent to \(\mathcal{S} \subseteq \mathcal{U}\), and also to \(\mathcal{V} \subseteq \mathcal{T}\).

Remark that any cotorsion pair \(\langle \mathcal{U}, \mathcal{V} \rangle\) on \(\mathcal{C}\) can be regarded as a twin cotorsion pair \(((\mathcal{U}, \mathcal{V}), (\mathcal{U}, \mathcal{V}))\). A twin cotorsion pair \(\mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V}))\) is said to be **degenerated to a single cotorsion pair** if it satisfies \(\mathcal{S} = \mathcal{U}\) (equivalently, \(\mathcal{T} = \mathcal{V}\)).

**Example 1.6.** The following are examples of twin cotorsion pairs.

1. A cotorsion pair \(\langle \mathcal{U}, \mathcal{V} \rangle\) satisfies \(\mathcal{U}[1] \subseteq \mathcal{U}\) if and only if \(\langle \mathcal{U}[-1], \mathcal{V}[1] \rangle\) is a \(t\)-structure.
2. A cotorsion pair \(\langle \mathcal{U}, \mathcal{V} \rangle\) satisfies \(\mathcal{U} = \mathcal{V}\) if and only if \(\mathcal{U} \subseteq \mathcal{C}\) is a cluster tilting subcategory.
3. A cotorsion pair \(\langle \mathcal{U}, \mathcal{V} \rangle\) is called a co-\(t\)-structure if it satisfies \(\mathcal{U}[-1] \subseteq \mathcal{U}\) ([P, Definition 2.4]).
4. A TCP \(((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V}))\) satisfies \(\mathcal{S} = \mathcal{V}\) if and only if \(\mathcal{S} \subseteq \mathcal{C}\) is a functorially finite rigid subcategory.
5. A TCP \(((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V}))\) satisfies \(\mathcal{S} = \mathcal{V}\) and \(\mathcal{U} = \mathcal{T}\) if and only if \(\mathcal{Z} = \mathcal{U}\) and \(\mathcal{I} = \mathcal{S}\) satisfy the assumption of Fact 1.3.
Remark that, in each of these examples, TCP \( \mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V})) \) satisfies the additional condition \( \mathcal{S} \cap \mathcal{T} = \mathcal{U} \cap \mathcal{V} \). In this article, we call such \( \mathcal{P} \) a concentric TCP (Definition 3.3).

In section 2, we review some properties of (twin) cotorsion pairs. In section 3, we define the notion of concentric twin cotorsion pair, and state basic properties of the associated subquotient category \( \mathcal{Z}/\mathcal{I} \). In section 4, we construct a pretriangulated structure on \( \mathcal{Z}/\mathcal{I} \), for any concentric TCP \( \mathcal{P} \) (Theorem 4.15). In section 5, under the assumption of some condition (Condition 5.2), we show that this pretriangulated category becomes indeed triangulated (Corollary 5.11). We construct a bijection between \( \mathcal{CP}(\mathcal{Z}/\mathcal{I}) \) and the class \( \mathcal{M}_\mathcal{P} = \{ (A, B) \in \mathcal{CP}(\mathcal{C}) \mid A = \mathcal{U} \cap (\mathcal{S}[1] \ast A), B = \mathcal{T} \cap (\mathcal{B} \ast \mathcal{V}[1]) \} \) as in Theorem 5.17 and Corollary 5.19. This enables us to generalize mutation onto \( \mathcal{M}_\mathcal{P} \) (Definition 5.20). Indeed, in the last section 6, we will see how these constructions recover the above mentioned two constructions, mutation and recollement.

2. General properties of (twin) cotorsion pairs

In this section, we review basic properties of cotorsion pairs, from [AN], [N1], [N2], [N3] and [ZZ2].

**Fact 2.1.** For any \( (\mathcal{U}, \mathcal{V}) \in \mathcal{CP}(\mathcal{C}) \), define
\[
\begin{align*}
\mathcal{I} &= \mathcal{U} \cap \mathcal{V}, \\
\mathcal{C}^+ &= \mathcal{I} \ast \mathcal{V}[1] = \mathcal{V} \ast \mathcal{V}[1], \\
\mathcal{C}^- &= \mathcal{U}[1] \ast \mathcal{I} = \mathcal{U}[1] \ast \mathcal{U}, \\
\mathcal{H} &= \mathcal{C}^+ \cap \mathcal{C}^- 
\end{align*}
\]
and \( \mathcal{A}_{(\mathcal{U}, \mathcal{V})} = \mathcal{H}/\mathcal{I} \), the heart of \( (\mathcal{U}, \mathcal{V}) \). Then \( \mathcal{A}_{(\mathcal{U}, \mathcal{V})} \) becomes an abelian category (N1 Theorem 6.4).

Moreover, the following holds. For any morphism \( f \) in \( \mathcal{C} \), let \( \bar{f} \) denote its image in the ideal quotient \( \mathcal{C}/\mathcal{I} \).

1. (AN Proposition 3.1) The inclusion \( \mathcal{U}/\mathcal{I} \hookrightarrow \mathcal{C}/\mathcal{I} \) has a right adjoint \( \omega_\mathcal{U} \).

For any \( \mathcal{C} \in \mathcal{C} \), if we decompose it into a distinguished triangle
\[
\begin{align*}
\mathcal{U} \mathcal{C} \xrightarrow{u_\mathcal{C}} \mathcal{C} & \rightarrow \mathcal{V}_\mathcal{C}[1] \rightarrow \mathcal{U}_\mathcal{C}[1] \quad (\mathcal{U}_\mathcal{C} \in \mathcal{U}, \mathcal{V}_\mathcal{C} \in \mathcal{V}), 
\end{align*}
\]
then \( \mathcal{U}_\mathcal{C} \) satisfies \( \mathcal{U}_\mathcal{C} \cong \omega_\mathcal{U}(\mathcal{C}) \) in \( \mathcal{U}/\mathcal{I} \), and \( \omega_\mathcal{C} : \mathcal{U}_\mathcal{C} \rightarrow \mathcal{C} \) gives the counit of the adjoint. In particular, in (2.1), \( \mathcal{U}_\mathcal{C} \) is determined up to isomorphism in \( \mathcal{U}/\mathcal{I} \).

Dually, the inclusion \( \mathcal{V}/\mathcal{I} \hookrightarrow \mathcal{C}/\mathcal{I} \) has a left adjoint \( \sigma_\mathcal{V} \). For any \( \mathcal{C} \in \mathcal{C} \), any distinguished triangle
\[
\begin{align*}
\mathcal{U}[1] \rightarrow \mathcal{C} \rightarrow \mathcal{V} \rightarrow \mathcal{U} \quad (\mathcal{U} \in \mathcal{U}, \mathcal{V} \in \mathcal{V})
\end{align*}
\]
gives \( \mathcal{V} \cong \sigma_\mathcal{V}(\mathcal{C}) \) in \( \mathcal{V}/\mathcal{I} \).

2. (AN Propositions 3.4, 4.2) The inclusion \( \mathcal{C}^+/\mathcal{I} \hookrightarrow \mathcal{C}/\mathcal{I} \) has a left adjoint \( \tau_{(\mathcal{U}, \mathcal{V})} \). This restricts to give the left adjoint functor \( \mathcal{C}/\mathcal{I} \rightarrow \mathcal{C}^+/\mathcal{I} \) of the inclusion \( \mathcal{A}_{(\mathcal{U}, \mathcal{V})} \hookrightarrow \mathcal{C}/\mathcal{I} \), which we denote by the same symbol \( \tau_{(\mathcal{U}, \mathcal{V})} \).

Explicitly, \( Z = \tau_{(\mathcal{U}, \mathcal{V})}(\mathcal{C}) \) is given by the following.

- Decompose \( \mathcal{C} \) into a distinguished triangle
\[
\begin{align*}
\mathcal{U} \rightarrow \mathcal{C} \rightarrow \mathcal{V}[1] \rightarrow \mathcal{U}[1] \quad (\mathcal{U} \in \mathcal{U}, \mathcal{V} \in \mathcal{V}).
\end{align*}
\]
- Decompose $U$ into a distinguished triangle

$$U'[-1] \to U \to V' \to U' \quad (U' \in \mathcal{U}, V' \in \mathcal{V}).$$

- By the octahedron axiom, we obtain the following commutative diagram made of distinguished triangles.

$$
\begin{array}{ccc}
U'[-1] & \to & V[1] \\
\downarrow & & \downarrow \\
U & \to & \mathcal{C} \\
\downarrow & & \downarrow \\
V' & \to & \mathcal{Z}
\end{array}
$$

Dually, the inclusion $\mathcal{C}^-/\mathcal{I} \hookrightarrow \mathcal{C}/\mathcal{I}$ has a right adjoint $\tau^-_{(\mathcal{U}, \mathcal{V})}$, which restricts to give a right adjoint functor $\mathcal{C}^-/\mathcal{I} \to \mathscr{A}_{(\mathcal{U}, \mathcal{V})}$ of the inclusion $\mathscr{A}_{(\mathcal{U}, \mathcal{V})} \hookrightarrow \mathcal{C}^-/\mathcal{I}$.

These functors satisfy $\tau^+_{(\mathcal{U}, \mathcal{V})} \circ \tau^-_{(\mathcal{U}, \mathcal{V})} \cong \tau^-_{(\mathcal{U}, \mathcal{V})} \circ \tau^+_{(\mathcal{U}, \mathcal{V})}$.

(3) ([AN, Theorem 5.7]) Define $H_{(\mathcal{U}, \mathcal{V})}: \mathcal{C} \to \mathscr{A}_{(\mathcal{U}, \mathcal{V})}$ to be the composition

$$H_{(\mathcal{U}, \mathcal{V})} = \left( \mathcal{C} \to \mathcal{C}/\mathcal{I} \xrightarrow{\tau^+_{(\mathcal{U}, \mathcal{V})}} \mathcal{C}^+ / \mathcal{I} \xrightarrow{\tau^-_{(\mathcal{U}, \mathcal{V})}} \mathscr{A}_{(\mathcal{U}, \mathcal{V})} \right).$$

Then $H_{(\mathcal{U}, \mathcal{V})}$ is cohomological, satisfying $H_{(\mathcal{U}, \mathcal{V})}(\mathcal{U}) = H_{(\mathcal{U}, \mathcal{V})}(\mathcal{V}) = 0$.

(4) ([AN, Corollary 5.8]) For any $X \in \mathcal{C}$, the following are equivalent.

(i) $H_{(\mathcal{U}, \mathcal{V})}(X) = 0$.

(ii) There exists a distinguished triangle $2.2$

$$U \to X \xrightarrow{v} V[1] \to U[1] \quad (U \in \mathcal{U}, V \in \mathcal{V})$$

where $v$ factors through some $V_0 \in \mathcal{V}$.

(iii) In any distinguished triangle $2.2$, the morphism $v$ factors through some $V_0 \in \mathcal{V}$.

(iv) $\tau^+_{(\mathcal{U}, \mathcal{V})}(X) \in \mathcal{V}/\mathcal{I}$.

Remark 2.2. For any $(\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V}) \in \mathfrak{CP}(\mathcal{C})$, the following are equivalent ([ZZ2, section 6],[N3, Corollary 4.3]).

1. $H_{(\mathcal{U}, \mathcal{V})}(\mathcal{S}) = H_{(\mathcal{U}, \mathcal{V})}(\mathcal{T}) = 0$ and $H_{(\mathcal{S}, \mathcal{T})}(\mathcal{U}) = H_{(\mathcal{S}, \mathcal{T})}(\mathcal{V}) = 0$ hold.

2. There is an equivalence $\mathscr{A}_{(\mathcal{S}, \mathcal{T})} \xrightarrow{\approx} \mathscr{A}_{(\mathcal{U}, \mathcal{V})}$ which makes the following diagram commutative up to natural isomorphism.

$$
\begin{array}{ccc}
\mathcal{C} & \xrightarrow{H_{(\mathcal{S}, \mathcal{T})}} & \mathcal{H}_{(\mathcal{U}, \mathcal{V})} \\
\downarrow & & \downarrow \\
\mathscr{A}_{(\mathcal{S}, \mathcal{T})} & \xrightarrow{\approx} & \mathscr{A}_{(\mathcal{U}, \mathcal{V})}
\end{array}
$$

In this case, we say $(\mathcal{S}, \mathcal{T})$ and $(\mathcal{U}, \mathcal{V})$ are heart-equivalent.

Let us apply the above remarks to a twin cotorsion pair.
Remark 2.3. For any twin cotorsion pair \( \mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V})) \), these \((\mathcal{S}, \mathcal{T})\) and \((\mathcal{U}, \mathcal{V})\) are heart-equivalent if and only if

\[ H_{(\mathcal{S}, \mathcal{T})}(\mathcal{U}) = 0 \quad \text{and} \quad H_{(\mathcal{U}, \mathcal{V})}(\mathcal{T}) = 0 \]

hold.

Remark 2.4. If a TCP \( \mathcal{P} \) satisfies the above condition, then its heart ([2], Definition 2.8)

\[ ((\mathcal{S}[-1] \ast \mathcal{S}) \cap (\mathcal{V} \ast \mathcal{V}[1]))/(\mathcal{U} \cap \mathcal{T}) \]

becomes integral preabelian category. Indeed, the same proof as in [2, Theorem 6.3] works.

3. Concentric twin cotorsion pair

We introduce the notion of a concentric twin cotorsion pair, and state its basic properties.

Definition 3.1. Let \( \mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V})) \) be a TCP. Let us define as

\[ \mathcal{N}^i = \mathcal{S} \ast \mathcal{V}[1], \quad \mathcal{N}^f = \mathcal{S}[-1] \ast \mathcal{V}, \]

and put \( \mathcal{Z} = \mathcal{T} \cap \mathcal{U} \).

Remark 3.2. Let \( \mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V})) \) be any TCP. The following hold.

1. \( \mathcal{U} \cap \mathcal{N}^i = \mathcal{S} \) and \( \mathcal{T} \cap \mathcal{N}^f = \mathcal{V} \).
2. Let \( U \in \mathcal{U}, T \in \mathcal{T} \) be any pair of objects. If \( f \in C(U, T[1]) \) factors through some \( N \in \mathcal{N} \), then \( f = 0 \).

Definition 3.3. A TCP \( \mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V})) \) is called concentric if it satisfies \( \mathcal{S} \cap \mathcal{T} = \mathcal{U} \cap \mathcal{V} \). We denote this equal subcategory by \( \mathcal{I} \).

Remark 3.4. For any concentric \( \mathcal{P} \), the following holds.

1. \( \mathcal{S} \cap \mathcal{V} = \mathcal{I} \).
2. \( \mathcal{S} \subseteq \mathcal{S}[-1] \ast \mathcal{I}, \ \mathcal{V} \subseteq \mathcal{I} \ast \mathcal{V}[1] \).

3.1. Subquotient category \( \mathcal{Z}/\mathcal{I} \). Let \( \mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V})) \) be a concentric TCP throughout this section. We continue to use the symbols \( \mathcal{Z} = \mathcal{U} \cap \mathcal{T} \) and \( \mathcal{I} = \mathcal{S} \cap \mathcal{V} \).

Remark 3.5. Let \( f \in \mathcal{Z}(X, Y) \) be a morphism which induces isomorphism \( f \) in \( \mathcal{Z}/\mathcal{I} \). Then the following holds.

1. There exist \( J \in \mathcal{I} \) and \( j \in C(X, J) \), such that \( \begin{bmatrix} f & j \end{bmatrix} : X \to Y \oplus J \) becomes a section in \( C \).
2. There exist \( I \in \mathcal{I} \) and \( i \in C(I, Y) \), such that \( \begin{bmatrix} f & i \end{bmatrix} : X \oplus I \to Y \) becomes a retraction in \( C \).

Lemma 3.6. Let \( f \in \mathcal{Z}(X, Y) \) be a morphism which induces isomorphism \( f \) in \( \mathcal{Z}/\mathcal{I} \). Then the following holds.

1. If \( f \) is a section, then \( \text{Cone}(f) \in \mathcal{I} \).
2. If \( f \) is a retraction, then \( \text{Cone}(f)[-1] \in \mathcal{I} \).
Proof. Since \( f \) is isomorphism, there exist \( I \in \mathcal{I} \) and \( i \in \mathcal{Z}(I, Y) \) such that \([fi]: X \oplus I \to Y\) becomes a retraction by Remark 3.5. By the octahedron axiom, we have the following commutative diagram made of distinguished triangles.

This shows \( h = 0 \), and thus \( \text{Cone}(f) \) is a summand of \( I \in \mathcal{I} \). Since \( \mathcal{I} \) is closed under direct summands, this shows \( \text{Cone}(f) \in \mathcal{I} \). (2) can be shown dually. □

**Corollary 3.7.** For any \( f \in \mathcal{Z}(X,Y) \), the following are equivalent.

1. \( f \) is isomorphism in \( \mathcal{Z}/\mathcal{I} \).
2. There exist \( I, J \in \mathcal{I} \) and an isomorphism from \( X \oplus I \to Y \oplus J \) in \( \mathcal{C} \), of the form

   \[
   \begin{bmatrix}
   f \\
   j \\
   k
   \end{bmatrix} : X \oplus I \xrightarrow{\cong} Y \oplus J.
   \]

3. \( \text{Cone}(f) \in \mathcal{I} \ast \mathcal{I}[1] \).
4. \( \text{Cone}(f) \in \mathcal{N}^3 \).

**Proof.** (1) \( \Rightarrow \) (2) By Remark 3.5 there exist \( J \in \mathcal{I} \) and \( j \in \mathcal{C}(X, J) \) such that \( f' = \begin{bmatrix} f \\ j \\ k \end{bmatrix} : X \to Y \oplus J \) becomes a section. Then by Lemma 3.6 there exists a distinguished triangle

   \[
   \begin{array}{c}
   X \\
   f \\
   0
   \end{array} \xrightarrow{\circ} \begin{array}{c}
   Y \\
   \text{Cone}(f) \\
   \circ
   \end{array} \xrightarrow{0} \begin{array}{c}
   I \\
   \circ
   \end{array} \to \begin{array}{c}
   X[1]
   \end{array}
   \]

   satisfying \( I \in \mathcal{I} \). If we take a section \( \begin{bmatrix} i \\ k \end{bmatrix} : I \to Y \oplus J \) of \( p \), this induces isomorphism (3.1).

   (2) \( \Rightarrow \) (1) Remark that \( f \) is equal to the composition of

   \[
   \begin{array}{c}
   X \\
   \begin{bmatrix} 1 \\ 0 \end{bmatrix}
   \end{array} \xrightarrow{\cong} \begin{array}{c}
   X \oplus I \\
   \begin{bmatrix} f \\ j \\ k \end{bmatrix}
   \end{array} \xrightarrow{\cong} \begin{array}{c}
   Y \oplus J \\
   \begin{bmatrix} 1 \\ 0 \end{bmatrix}
   \end{array} \xrightarrow{\cong} Y
   \]

   Since these morphisms become isomorphisms in \( \mathcal{Z}/\mathcal{I} \), so is \( f \).

   (1) \( \Rightarrow \) (3) Let \( Q[-1] \to X \xrightarrow{\circ} Y \to Q \) be a distinguished triangle. By Remark 3.6 and Lemma 3.6 we have a distinguished triangle (3.2). By the octahedron
axiom, we obtain a commutative diagram

\[
\begin{array}{c}
X \\ f' \\
\downarrow \circ \\
Y \\ \downarrow \circ \\
Y \oplus J \\ \downarrow \circ \\
I \\ \downarrow \circ \\
J \\ \downarrow \circ \\
Q \\
\end{array}
\]

in which \( J \to I \to Q \to J[1] \) is a distinguished triangle. This shows \( Q \in \mathcal{I} \star \mathcal{I}[1] \).

(3) \( \Rightarrow \) (1) Let \( Q[-1] \to X \xrightarrow{f} Y \xrightarrow{g} Q \) be a distinguished triangle. The following two cases are easy.

(i) If \( Q \in \mathcal{I} \), then \( \mathcal{C}(Q[-1], X) = 0 \), and thus \( g \) has a section \( s : Q \to Y \). This gives an isomorphism \( [f \ s] : X \oplus Q \xrightarrow{\cong} Y \) in \( \mathcal{C} \). Thus

\[
\tilde{f} = [f \ s] \circ \begin{bmatrix} 1 \\ 0 \end{bmatrix} : X \to Y
\]

is also isomorphism in \( \mathcal{Z}/\mathcal{I} \).

(ii) If \( Q \in \mathcal{I}[1] \), we can show that \( f \) is isomorphism in \( \mathcal{Z}/\mathcal{I} \), in a dual manner.

Generally, suppose \( Q \) belongs to \( \mathcal{I} \star \mathcal{I}[1] \). Let

\[
J \to I \to Q \to J[1] \quad (I, J \in \mathcal{I})
\]

be a distinguished triangle. By the octahedron axiom, we obtain a commutative diagram made of distinguished triangles

\[
\begin{array}{c}
X \\ f \\
\downarrow \circ \\
Y \\ \downarrow \circ \\
Q \\
\end{array}
\]

satisfying \( Z \in X \star I \subseteq \mathcal{Z} \). By (i) and (ii), morphisms \( x \) and \( y \) are isomorphisms in \( \mathcal{Z}/\mathcal{I} \). Thus \( f = y \circ x \) is also isomorphism.

(3) \( \Rightarrow \) (4) This is trivial.

(4) \( \Rightarrow \) (3) Let \( X \xrightarrow{\gamma} Y \to N \to N[1] \) and \( S \to N \to V[1] \to S[1] \) be distinguished triangles satisfying \( S \in \mathcal{S} \) and \( V \in \mathcal{V} \). By the octahedron axiom, we obtain
the following diagram made of distinguished triangles.

\[
\begin{array}{ccc}
V & \overset{3}{\rightarrow} & V \\
\downarrow & & \downarrow \\
X & \overset{3}{\rightarrow} & Q \\
\downarrow & & \downarrow \\
X & \overset{3}{\rightarrow} & S \\
\downarrow & & \downarrow \\
X & \overset{3}{\rightarrow} & X[1] \\
\end{array}
\]

By \( \mathcal{C}(S, X[1]) = 0 \) and \( \mathcal{C}(Y, V[1]) = 0 \), it follows \( Q \cong V \oplus Y \cong S \oplus X \) in \( \mathcal{C} \). In particular, we have \( S \in S \cap Z = \mathcal{I} \) and \( V \in V \cap Z = \mathcal{I} \). Thus \( \text{Cone}(f) \in \mathcal{I} \ast \mathcal{I}[1] \) holds.

**Remark 3.8.** Let \( p : \mathcal{C} \to \mathcal{C}/\mathcal{I} \) denote the residue functor. Then, the following is a mutually inverse bijective correspondence.

\[
\left\{ \begin{array}{l}
\mathcal{X} \subseteq \mathcal{C} \\
\text{full additive subcategory,}
\end{array} \right. 
\quad \left\{ \begin{array}{l}
\text{closed under isomorphisms and direct summands,}
\text{containing } \mathcal{I}
\end{array} \right. 
\]

\[
p \downarrow \uparrow \quad p^{-1}
\]

\[
\left\{ \begin{array}{l}
\mathcal{X} \subseteq \mathcal{C}/\mathcal{I} \\
\text{full additive subcategory,}
\end{array} \right. 
\quad \left\{ \begin{array}{l}
\text{closed under isomorphisms and direct summands,}
\end{array} \right. 
\]

Also remark that the corresponding \( \mathcal{X} \) and \( \mathcal{X} \) have the same class of objects \( \text{Ob}(\mathcal{X}) = \text{Ob}(\mathcal{X}') \). In the sequel, we use the notation \( \widetilde{\mathcal{X}} = p^{-1}(\mathcal{X}) \), and \( \overline{\mathcal{X}} = p(\mathcal{X}) \).

**Claim 3.9.** For any concentric \( \mathcal{P} \), the following holds.

1. \( (\mathcal{S}, \mathcal{T}) \) is a \( t \)-structure \( \iff \mathcal{U} \) is a \( t \)-structure.
2. \( \mathcal{S} = \mathcal{T} \) (i.e. \( \mathcal{T} \subseteq \mathcal{C} \) is a cluster tilting subcategory) \( \iff \mathcal{U} = \mathcal{V} \). In this case, \( \mathcal{S} = \mathcal{T} = \mathcal{U} = \mathcal{V} \) holds.

**Proof.**

1. \( (\mathcal{S}, \mathcal{T}) \) is a \( t \)-structure \( \iff \mathcal{I} = 0 \) \( \iff (\mathcal{U}, \mathcal{V}) \) is a \( t \)-structure.
2. If \( \mathcal{S} = \mathcal{T} \), then \( \mathcal{S} = \mathcal{T} = \mathcal{I} = \mathcal{U} \cap \mathcal{V} \). Then \( (\mathcal{I}, \mathcal{I}) \) and \( (\mathcal{U}, \mathcal{V}) \) are cotorsion pairs satisfying \( \mathcal{I} \subseteq \mathcal{U} \) and \( \mathcal{I} \subseteq \mathcal{V} \). Thus it follows \( (\mathcal{I}, \mathcal{I}) = (\mathcal{U}, \mathcal{V}) \).

3.2. **Adjointness.** Let us apply the remarks in section 2 to \( \mathcal{P} \).

**Definition 3.10.** Let \( \mathcal{P} \) be a concentric TCP. By Fact 2.1, we have the following.

1. Right adjoint functor \( \omega_{\mathcal{U}} : \mathcal{C}/\mathcal{I} \to \mathcal{U}/\mathcal{I} \) of the inclusion. Let \( \varepsilon_{\mathcal{U}} \) denote the counit of this adjunction.
2. Left adjoint functor \( \sigma_{\mathcal{T}} : \mathcal{C}/\mathcal{I} \to \mathcal{T}/\mathcal{I} \) of the inclusion. Let \( \eta_{\mathcal{T}} \) denote the unit.

These restricts to yield the following.

1. Right adjoint functor \( \omega : \mathcal{T}/\mathcal{I} \to \mathcal{Z}/\mathcal{I} \) of the inclusion. Let \( \varepsilon \) denote the counit.
2. Left adjoint functor \( \sigma : \mathcal{U}/\mathcal{I} \to \mathcal{Z}/\mathcal{I} \) of the inclusion. Let \( \eta \) denote the unit.
We will use these notations in the rest of this article. In particular,

\[
\omega_{U/|I|}, \sigma_{T/|I|}, \omega_{|Z/I|}, \sigma_{|Z/I|}
\]

are natural isomorphisms. We can even choose the above adjoint functors so that these natural isomorphisms become identities.

**Lemma 3.11.** Let \( \mathcal{P} \) be a concentric TCP.

1. For any distinguished triangle in \( \mathcal{C} \)
   \[
   S[-1] \to U \xrightarrow{u} X \to S \quad (S \in \mathcal{S}, U \in \mathcal{U}),
   \]
   we have \( X \in \mathcal{U} \), and \( \sigma(u): \sigma(U) \to \sigma(X) \) is isomorphism in \( \mathcal{Z/I} \).

2. For any distinguished triangle in \( \mathcal{C} \)
   \[
   V \to X \xrightarrow{t} T \to V[1] \quad (V \in \mathcal{V}, T \in \mathcal{T}),
   \]
   we have \( X \in \mathcal{T} \), and \( \omega(t): \omega(X) \to \omega(T) \) is isomorphism in \( \mathcal{Z/I} \).

**Proof.** (1) \( X \in U*S \subseteq U*S = \mathcal{U} \) is obvious. If we decompose \( X \) into a distinguished triangle in \( \mathcal{C} \)

\[
S_X[-1] \to X \to T_X \to S_X \quad (S_X \in \mathcal{S}, T_X \in \mathcal{T}),
\]

then by the octahedron axiom, we have the following commutative diagram made of distinguished triangles.

\[
\begin{array}{c}
\xymatrix{ \\
E[-1] \ar[r] & S_X[-1] \\
S[-1] \\
U \\
X \\
T_X \\
}\end{array}
\]

which shows \( E \in \mathcal{S} \), and thus gives \( \sigma(U) \cong T_X \cong \sigma(X) \) in \( \mathcal{Z/I} \). (2) can be shown dually. \( \square \)

**Lemma 3.12.** Let \( \mathcal{P} \) be a concentric TCP.

1. For any distinguished triangle in \( \mathcal{C} \)
   \[
   N[-1] \to U_1 \xrightarrow{u_1} U_2 \to N \quad (U_1, U_2 \in \mathcal{U}, N \in \mathcal{N}),
   \]
   \( \sigma(u): \sigma(U_1) \to \sigma(U_2) \) is isomorphism in \( \mathcal{Z/I} \).

2. For any distinguished triangle in \( \mathcal{C} \)
   \[
   N[-1] \to T_1 \xrightarrow{t_1} T_2 \to N \quad (T_1, T_2 \in \mathcal{T}, N \in \mathcal{N}),
   \]
   \( \omega(t): \omega(T_1) \to \omega(T_2) \) is isomorphism in \( \mathcal{Z/I} \).

**Proof.** (1) Decompose \( N \) into a distinguished triangle in \( \mathcal{C} \)

\[
S \to N \to V[1] \to S[1] \quad (S \in \mathcal{S}, V \in \mathcal{V}).
\]
Then by the octahedron axiom and $C(U_2, V[1]) = 0$, we obtain the following commutative diagram made of distinguished triangles.

![Diagram]

From Lemma 3.11 it follows $U_2 \oplus V \in \mathcal{U}$, and $\sigma(u_1): \sigma(U_1) \xrightarrow{\cong} \sigma(U_2 \oplus V)$ in $\mathcal{Z}/\mathcal{I}$. In particular $V \in V \cap \mathcal{U} = \mathcal{I}$, and thus $\sigma(u_2): \sigma(U_2 \oplus V) \xrightarrow{\cong} \sigma(U_2)$ in $\mathcal{Z}/\mathcal{I}$. As their composition, $\sigma(u) = \sigma(u_2) \circ \sigma(u_1)$ is isomorphism in $\mathcal{Z}/\mathcal{I}$. (2) can be shown dually.

**Proposition 3.13.** Let $\mathcal{P}$ be a concentric TCP. There is a (unique) natural transformation

$$\mu: \sigma \circ \omega_{\mathcal{U}} \Rightarrow \omega \circ \sigma_{\mathcal{T}}$$

which makes the following diagram in $\mathcal{C}/\mathcal{I}$ commutative for any $X \in \mathcal{C}$.

![Diagram](3.3)

**Proof.** By the adjoint property, we have the following sequence of isomorphisms, for any $X \in \mathcal{C}$.

$$(\mathcal{C}/\mathcal{I})(\omega_{\mathcal{U}}(X), \sigma_{\mathcal{T}}(X)) \xrightarrow{\varepsilon_{(\sigma_{\mathcal{T}}(X))}} (\mathcal{U}/\mathcal{I})(\omega_{\mathcal{U}}(X), \omega(\sigma_{\mathcal{T}}(X)))$$

$$\cong (\mathcal{Z}/\mathcal{I})(\sigma(\omega_{\mathcal{U}}(X)), \omega(\sigma_{\mathcal{T}}(X)))$$

Thus $\mu_X \in (\mathcal{Z}/\mathcal{I})(\sigma(\omega_{\mathcal{U}}(X)), \omega(\sigma_{\mathcal{T}}(X)))$ is obtained as a morphism corresponding to $(\eta_{\mathcal{T}})_X \circ (\varepsilon_{\mathcal{U}})_X \in (\mathcal{C}/\mathcal{I})(\omega_{\mathcal{U}}(X), \sigma_{\mathcal{T}}(X))$. □

**Remark 3.14.** (3.3) can be made commutative in $\mathcal{C}$, for any $X \in \mathcal{C}$. In fact, if we take distinguished triangles

- $U_X \xrightarrow{u_X} X \to V_X[1] \to U_X[1]$ (if $U_X \in \mathcal{U}, V_X \in \mathcal{V}$),
- $S_U[-1] \to U_X \xrightarrow{z_{U}} Z_U \to S_U$ (if $S_U \in \mathcal{S}, Z_U \in \mathcal{Z}$),
- $S_X[-1] \to X \xrightarrow{t_X} T_X \to S_X$ (if $S_X \in \mathcal{S}, T_X \in \mathcal{T}$),
- $Z_T \xrightarrow{z_T} T_X \to V_T[1] \to Z_T[1]$ (if $Z_T \in \mathcal{Z}, V_T \in \mathcal{V}$),
then there exists a morphism $z \in \mathcal{Z}(Z_U, Z_T)$ which makes the following diagram commutative in $\mathcal{C}$.

\[
\begin{array}{c}
Z_U \\ \downarrow \scriptstyle{\circ}
\end{array}
\begin{array}{c}
\circ \quad Z_T \\ \downarrow \scriptstyle{\circ}
\end{array}
\begin{array}{c}
U_X \\ \downarrow \scriptstyle{u_X}
\end{array}
\begin{array}{c}
\circ \quad T_X \\ \downarrow \scriptstyle{t_X}
\end{array}
\begin{array}{c}
\scriptstyle{\circ}
\end{array}
\begin{array}{c}
X
\end{array}
\]

This gives

$\underline{\mathcal{L}}_X = (\eta_T)_X$, $\underline{\mathcal{L}}_U = \eta(U_X)$, $\underline{\mathcal{L}}_X = (\varepsilon_U)_X$, $\underline{\mathcal{L}}_T = \varepsilon(T_X)$

and $\underline{\mathcal{L}} = \mu_X$.

**Proposition 3.15.** Let $\mathcal{P}$ be a concentric TCP. Let $\mathcal{X} \subseteq C/I$ be a full additive subcategory, closed under isomorphisms and direct summands. Put $\mathcal{X} = \mathcal{X}^\sim$ as in Remark 3.8.

1. If $\mathcal{X} \subseteq U/I$, then $\omega_U^{-1}(\mathcal{X}) = \mathcal{X} * \mathcal{V}[1]$.
2. If $\mathcal{X} \subseteq T/I$, then $\sigma_T^{-1}(\mathcal{X}) = \mathcal{S}[-1] * \mathcal{X}$.
3. If $\mathcal{X} \subseteq Z/I$, then

$$\begin{align*}
\sigma^{-1}(\mathcal{X}) &= U \cap (\mathcal{S}[-1] * \mathcal{X}) = U \cap (\mathcal{N}^f * \mathcal{X}), \\
\omega^{-1}(\mathcal{X}) &= T \cap (\mathcal{X} * \mathcal{V}[1]) = T \cap (\mathcal{X} * \mathcal{N}^i).
\end{align*}$$

These are full additive subcategories in $\mathcal{C}$, closed under isomorphisms and direct summands, containing $I$.

**Proof.**

(1) For any $C \in \mathcal{C}$, it satisfies $\omega_U(C) \in \mathcal{X}$ if and only if a distinguished triangle in $\mathcal{C}$

$$U \to C \to V[1] \to U[1] \quad (U \in \mathcal{U}, V \in \mathcal{V})$$

satisfies $U \in \mathcal{X}$. By Fact 2.1 and Remark 3.8, this does not depend on the choice of a distinguished triangle. This condition is equivalent to $C \in \mathcal{X} * \mathcal{V}[1]$.

(2) can be shown dually.

(3) $\sigma^{-1}(\mathcal{X}) = U \cap (\mathcal{S}[-1] * \mathcal{X})$ can be shown in a similar way as in (2). Let us show $U \cap (\mathcal{S}[-1] * \mathcal{X}) \supseteq U \cap (\mathcal{N}^f * \mathcal{X})$, since the converse is obvious.

Let $U \in \mathcal{U} \cap (\mathcal{N}^f * \mathcal{X})$ be any object. Then $U$ admits distinguished triangles

$$N \to U \to X \to N[1], \quad S[-1] \to N \to V \to S$$

$$(X \in \mathcal{X}, S \in \mathcal{S}, V \in \mathcal{V}).$$

By the octahedron axiom, we obtain the following commutative diagram made of distinguished triangles.
Since $C(X, V[1]) = 0$, we have $Y \cong X \oplus V$, and thus $X \oplus V \in U \ast S \subseteq U$. This implies $V \in V \cap U = I$, and thus $Y \in X$. It follows $U \in U \cap (S[1] \ast X)$.

\[\text{Corollary 3.16.} \quad \text{Especially, the following are full additive subcategories in } C, \text{ closed under isomorphisms and direct summands.}\]

\[N^i = S \ast V[1] = \widetilde{\omega}^{-1}(S) \subseteq C, \quad N^j = S[-1] \ast V = \sigma_T^{-1}(V) \subseteq C.\]

4. Pretriangulated structure on $Z/I$

Let $P$ be a concentric TCP, throughout this section. The aim of this section is to give a pretriangulated structure on $Z/I$ (Theorem $4.15$).

4.1. Right triangulated structure. First, we will give a right triangulation of $Z/I$ (Proposition $4.12$).

**Definition 4.1.** The functor $\langle 1 \rangle : Z/I \to U/I$ is defined in the following way, similarly as in [Ha, section 2] and [IYo, Proposition 2.6, Definition 4.1].

(i) For any $Z \in Z$, there is a distinguished triangle

\[U[-1] \to Z \to I \to U \quad (U \in U, I \in I).\]

(ii) For any (other) $Z' \in Z$ and any distinguished triangle

\[U'[-1] \to Z' \to I' \to U' \quad (U' \in U, I' \in I),\]

we have a bijection

\[(Z/I)(Z, Z') \cong (U/I)(U, U') : z \mapsto u,
\]

where $z$ and $u$ fit into a morphism of triangles $(z, i, u)$ from $\overset{4.1}{\text{I}}$ to $\overset{4.2}{\text{I}}$. Using these (i),(ii), we define the following.

(1) For each object $Z \in Z$, choose $Z\langle 1 \rangle = U$ as in (i).

(2) For any morphism $z$ in $Z/I$, define the morphism $z\langle 1 \rangle$ by $z\langle 1 \rangle = u$ as in (ii).

Then we obtain a fully faithful functor $\langle 1 \rangle : Z/I \to U/I$, determined uniquely up to natural isomorphism.

The functor $\langle -1 \rangle : Z/I \to T/I$ is defined dually. Moreover, the same argument as in (ii) shows the existence of a natural bijection

\[(U/I)(Z\langle 1 \rangle, Z') \cong (T/I)(Z, Z'\langle -1 \rangle)\]

for any $Z, Z' \in Z$.

**Definition 4.2.** Define as $\Sigma = \sigma \circ \langle 1 \rangle$, and $\Omega = \omega \circ \langle -1 \rangle$.

**Proposition 4.3.** For any concentric $P$, we obtain an adjoint pair $\Sigma \dashv \Omega$.

**Proof.** This follows from the adjointness of each of $\sigma, \omega$, and the bijection $4.3$. \qed

**Definition 4.4.** Let $P$ be a concentric TCP. We call a distinguished triangle in $C$

\[X \overset{f}{\rightarrow} Y \overset{a}{\rightarrow} U \overset{b}{\rightarrow} X[1]\]

a $U$-conic triangle if it satisfies $X, Y \in Z$ and $U \in U$.
Definition 4.5. Let \( \mathcal{P} \) be a concentric TCP. To any \( \mathcal{U} \)-conic triangle (4.4), we associate standard right triangle

\[
X \to Y \xrightarrow{\eta} \sigma(U) \xrightarrow{\sigma(c)} \Sigma X
\]

in \( \mathcal{Z}/\mathcal{I} \), as follows. (Here, \( \eta \) is the unit for the adjoint, as in Definition 3.10 (iv).)

(i) Take a distinguished triangle in \( \mathcal{C} \)

\[
X \xrightarrow{\iota_X} I_X \xrightarrow{\varphi_X} U_X \xrightarrow{\gamma_X} X[1]
\]

satisfying \( I_X \in \mathcal{I}, U_X \in \mathcal{U} \).

(ii) By \( \mathcal{C}(U[-1], I_X) = 0 \), there is a morphism of triangles in \( \mathcal{C} \)

\[
X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1]
\]

This gives the morphism \( c \) appearing in (4.5).

Claim 4.6. For any \( \mathcal{U} \)-conic triangle (4.4), its associated standard right triangle (4.5) is uniquely determined up to isomorphism, independently of the choices of (4.6), (4.7).

Proof. For a fixed (4.6), if

\[
X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1]
\]

is another morphism of triangles, then \( \gamma_X \circ (c - c') = b - b = 0 \) implies that \( c - c' \) factors through \( \varphi_X \), and thus \( c = c' \). Thus for a fixed (4.6), the resulting right triangle is unique up to isomorphism.

Remark that, \( \Sigma X = \sigma(U_X) \) is unique up to isomorphism, independently of the choice of (4.5). More precisely, for any other distinguished triangle

\[
X \xrightarrow{\iota_X} I'_X \xrightarrow{\varphi'_X} U'_X \xrightarrow{\gamma'_X} X[1] \quad (I'_X \in \mathcal{I}, U'_X \in \mathcal{U}),
\]

there exists a morphism of triangles

\[
X \xrightarrow{\iota_X} I'_X \xrightarrow{\varphi'_X} U'_X \xrightarrow{\gamma'_X} X[1]
\]

which gives isomorphism \( u \in (\mathcal{U}/\mathcal{I})(U_X, U'_X) \). Composing (4.7) with this, we obtain

\[
X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1]
\]
This induces an isomorphism of right triangles

\[ X \xrightarrow{f} Y \xrightarrow{\eta U \circ \alpha_1} \sigma(U) \xrightarrow{\sigma(\mu)} \sigma(U_X) \]
\[ X \xrightarrow{f} Y \xrightarrow{\eta U \circ \alpha_2} \sigma(U) \xrightarrow{\sigma(\mu \circ \Sigma)} \sigma(U'_X) \]

Proposition 4.7. For \( i = 1, 2 \), let \( X_{i} \xrightarrow{f_i} Y_{i} \xrightarrow{a_i} U_{i} \xrightarrow{b_i} X_{i}[1] \) be \( \mathcal{U} \)-conic triangles. For any morphism of triangles in \( \mathcal{C} \)

\[ X_1 \xrightarrow{f_1} Y_1 \xrightarrow{a_1} U_1 \xrightarrow{b_1} X_1[1] \]
\[ X_2 \xrightarrow{f_2} Y_2 \xrightarrow{a_2} U_2 \xrightarrow{b_2} X_2[1] \]

we have the following morphism between standard right triangles.

\[ (4.8) \]

\[ X_1 \xrightarrow{f_1} Y_1 \xrightarrow{\eta U \circ \alpha_1} \sigma(U_1) \xrightarrow{\sigma(\mu)} \Sigma X_1 \]
\[ X_2 \xrightarrow{f_2} Y_2 \xrightarrow{\eta U \circ \alpha_2} \sigma(U_2) \xrightarrow{\sigma(\mu \circ \Sigma)} \Sigma X_2 \]

Proof. For each \( i = 1, 2 \), let \( X_{i} \xrightarrow{\phi_{X_{i}}} I_{X_{i}} \xrightarrow{\psi_{X_{i}}} U_{X_{i}} \xrightarrow{\gamma_{X_{i}}} X_{i}[1] \) (\( i = 1, 2 \)) be a distinguished triangle in \( \mathcal{C} \) satisfying \( I_{X_{i}} \in \mathcal{I} \), \( U_{X_{i}} \in \mathcal{U} \), and let

\[ (4.9) \]

\[ X_i \xrightarrow{f_i} Y_i \xrightarrow{a_i} U_i \xrightarrow{b_i} X_i[1] \]
\[ X_i \xrightarrow{\iota_{X_{i}}} I_{X_{i}} \xrightarrow{\psi_{X_{i}}} U_{X_{i}} \xrightarrow{\gamma_{X_{i}}} X_{i}[1] \]

be a morphism of triangles. It suffices to show the commutativity of the right square of \( (4.8) \)

\[ (4.10) \]

\[ \sigma(U_1) \xrightarrow{\sigma(\mu)} \Sigma X_1 \]
\[ \sigma(U_2) \xrightarrow{\sigma(\mu \circ \Sigma)} \Sigma X_2 \]

Take a morphism of triangles

\[ X_1 \xrightarrow{\iota_{X_{1}}} I_{X_{1}} \xrightarrow{\psi_{X_{1}}} U_{X_{1}} \xrightarrow{\gamma_{X_{1}}} X_{1}[1] \]
\[ X_2 \xrightarrow{\iota_{X_{2}}} I_{X_{2}} \xrightarrow{\psi_{X_{2}}} U_{X_{2}} \xrightarrow{\gamma_{X_{2}}} X_{2}[1] \]

which gives \( s = \bar{x}(1) \), and thus \( \sigma(s) = \Sigma f \). Then we have

\[ \gamma_{X_2} \circ (s \circ c_1 - c_2 \circ u) = \bar{x}[1] \circ \gamma_{X_1} \circ c_1 - \gamma_{X_2} \circ c_2 \circ u = \bar{x}[1] \circ b_1 - b_2 \circ u = 0. \]
Thus $s \circ c_1 - c_2 \circ u$ factors through $\varphi_{X_2}$, which means $s \circ c_1 = c_2 \circ u$, i.e., the following diagram is commutative in $U/I$.

$$
\begin{array}{ccc}
U_1 & \xrightarrow{c_1} & U_{X_1} \\
\downarrow{u} & & \downarrow{u} \\
U_2 & \xrightarrow{c_2} & U_{X_2}
\end{array}
$$

Applying $\sigma$, we obtain the commutative square (4.10).

\begin{lem}
Let $P$ be a concentric TCP. Let $f \in \mathcal{Z}(X, Y)$ be any morphism, and let $X \xrightarrow{i_X} I_X \xrightarrow{\varphi_X} U_X \xrightarrow{\gamma_X} X[1]$ be a distinguished triangle as in (4.6). Then, we have the following.

1. If we complete $\left[ \begin{array}{c} f \\ i_X \end{array} \right] \in C(X, Y \oplus I_X)$ into a distinguished triangle in $C$

\begin{equation}
\begin{array}{c}
X \xrightarrow{\left[ \begin{array}{c} f \\ i_X \end{array} \right]} Y \oplus I_X \xrightarrow{a_f \sigma} C_f \xrightarrow{\sigma(\xi_f)} X[1],
\end{array}
\end{equation}

then it is a $U$-conic triangle. Remark that, the associated standard right triangle

\begin{equation}
\begin{array}{c}
X \xrightarrow{\left[ \begin{array}{c} f \\ i_X \end{array} \right]} Y \oplus I_X \xrightarrow{\eta \sigma(\xi_f)} \sigma(C_f) \xrightarrow{\sigma(\xi_f)} \Sigma X
\end{array}
\end{equation}

is isomorphic to

\begin{equation}
\begin{array}{c}
X \xrightarrow{f} Y \xrightarrow{\eta \sigma(\xi_f)} \sigma(C_f) \xrightarrow{\sigma(\xi_f)} \Sigma X
\end{array}
\end{equation}

as right triangles in $\mathcal{Z}/I$, where we express $a_f$ as $a_f = [d_f \ e_f] : Y \oplus I_X \rightarrow C_f$. Here $c_f$ denotes the morphism obtained in diagram (4.13) in the proof below.

2. Let $X \xrightarrow{f'} Y \xrightarrow{\eta'} U' \xrightarrow{\sigma'} X[1]$ be any $U$-conic triangle satisfying $f = f'$, and let

\begin{equation}
\begin{array}{c}
X \xrightarrow{f''} Y \xrightarrow{\eta'' \sigma(\xi_f)} \sigma(U') \xrightarrow{\sigma(\xi_f)} \Sigma X
\end{array}
\end{equation}

be the associated standard right triangle. Then, it is isomorphic to (4.12) as right triangles in $\mathcal{Z}/I$.

\end{lem}
Proof. (1) By the octahedron axiom, we have the following commutative diagram made of distinguished triangles

\[
\begin{array}{ccc}
Y & \xrightarrow{\sim} & Y \\
\downarrow & & \downarrow \\
X & \xrightarrow{\eta_X} & C_f \\
\downarrow & & \downarrow \\
X & \xrightarrow{\iota_X} & I_X \\
\end{array}
\]

\[
\begin{array}{ccc}
\overset{[f,0]}{\leftarrow} & \overset{[1]}{\sim} & \overset{[1]}{\leftarrow} \\
\downarrow & & \downarrow \\
\overset{[f,0]}{\leftarrow} & \overset{[1]}{\sim} & \overset{[1]}{\leftarrow} \\
\downarrow & & \downarrow \\
\overset{[f,0]}{\leftarrow} & \overset{[1]}{\sim} & \overset{[1]}{\leftarrow} \\
\downarrow & & \downarrow \\
\overset{[f,0]}{\leftarrow} & \overset{[1]}{\sim} & \overset{[1]}{\leftarrow} \\
\end{array}
\]

which shows \( C_f \in \mathcal{U} \).

(2) By \( f = f' \), their difference \( f - f' \) factors through \( \iota_X \). Namely, there exists \( j' \in \mathcal{C}(I_X, Y) \) satisfying \( f - f' = j' \circ \iota_X \). Thus the following diagram is commutative in \( \mathcal{C} \).

\[
\begin{array}{ccc}
X & \xrightarrow{\iota_X} & I_X \\
\downarrow & & \downarrow \\
Y & \overset{[f,0]}{\leftarrow} & I_X \\
\end{array}
\]

Remark that,

\[
\begin{array}{ccc}
I_X & \xrightarrow{[f,0]} & Y \\
\downarrow & & \downarrow \\
I_X & \overset{[f,0]}{\leftarrow} & I_X \\
\end{array}
\]

is a distinguished triangle in \( \mathcal{C} \). By the octahedron axiom, we have
By Lemma 3.12, \( \sigma(u') \) is isomorphism. Thus it gives an isomorphism of associated standard right triangles

\[
\begin{array}{c}
\xymatrix{X & Y \oplus I_X & \sigma(C_f) & \Sigma X \\
X \ar[r] & Y \ar[r] & \sigma(U') \ar[r] & \Sigma X \ar[u]_\sim \ar[l]_{[1, f']} \ar[rr] & & \sigma(U) \ar[r] & \Sigma X \\
}
\end{array}
\]

by Proposition 4.7.

Proposition 4.9. Let \( \mathcal{P} \) be a concentric TCP. Let \( X, Y \in \mathcal{Z} \) be any pair of objects. Let

\[
X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1] \quad X \xrightarrow{f'} Y \xrightarrow{a'} U' \xrightarrow{b'} X[1]
\]

be \( \mathcal{U} \)-conic triangles, satisfying \( f = f' \). Then there exists a morphism \( \delta \in (\mathcal{Z}/\mathcal{I})(\sigma(U), \sigma(U')) \) which gives an isomorphism of right triangles

\[
\begin{array}{c}
\xymatrix{X & Y & \sigma(U) & \Sigma X \\
X \ar[r] & Y \ar[r] & \sigma(U') \ar[r] & \Sigma X \\
X \ar[r]^f & Y & \sigma(U) \ar[r]_\delta & \Sigma X \\
X \ar[r]^f & Y \ar[r]_{\sigma(U')} & \sigma(U') \ar[r]_{\sigma(U')} & \Sigma X \ar[u]_{[1, f']} \ar[l]_{[1, f']} \ar[rr] & & \sigma(U) \ar[r] & \Sigma X \\
}
\end{array}
\]

in \( \mathcal{Z}/\mathcal{I} \).

Proof. Let \( X \xrightarrow{i_X} I_X \xrightarrow{\sigma_X} U_X \xrightarrow{\gamma_X} X[1] \) be a distinguished right triangle as in (1.6). Applying Lemma 4.8 (1) to \( f \), we obtain a \( \mathcal{U} \)-conic triangle (1.11). By Lemma 4.8 (2), we have isomorphisms of right triangles

\[
\begin{array}{c}
\xymatrix{X & Y \oplus I_X & \sigma(C_f) & \Sigma X \\
X \ar[r] & Y \ar[r] & \sigma(U) \ar[r] & \Sigma X \\
X \ar[r]^f & Y \ar[r]_{\sigma(U)} & \sigma(U) \ar[r]_{\sigma(U)} & \Sigma X \ar[u]_{[1, f]} \ar[l]_{[1, f]} \ar[rr] & & \Sigma X \\
X \ar[r]^f & Y \ar[r]_{\sigma(U')} & \sigma(U') \ar[r]_{\sigma(U')} & \Sigma X \ar[u]_{[1, f']} \ar[l]_{[1, f']} \ar[rr] & & \Sigma X \\
}
\end{array}
\]

and

\[
\begin{array}{c}
\xymatrix{X & Y \oplus I_X & \sigma(C_f) & \Sigma X \\
X \ar[r] & Y \ar[r] & \sigma(U') \ar[r] & \Sigma X \\
X \ar[r]^f & Y \ar[r]_{\sigma(U')} & \sigma(U') \ar[r]_{\sigma(U')} & \Sigma X \ar[u]_{[1, f']} \ar[l]_{[1, f']} \ar[rr] & & \Sigma X \\
X \ar[r]^f & Y \ar[r]_{\sigma(U')} & \sigma(U') \ar[r]_{\sigma(U')} & \Sigma X \ar[u]_{[1, f']} \ar[l]_{[1, f']} \ar[rr] & & \Sigma X \\
}
\end{array}
\]

Since \( [1, f] \circ [1, f']^{-1} = \text{id}_Y \), if we put \( \delta = \sigma(u') \circ \sigma(u')^{-1} \), then it gives an isomorphism of right triangles (4.14). \( \square \)
**Definition 4.10.** Let $\mathcal{P}$ be a concentric TCP. We define a *distinguished right triangle* to be a right triangle isomorphic to the standard one associated to some $\mathcal{U}$-conic triangle in $\mathcal{C}$.

**Lemma 4.11.** Let $\mathcal{P}$ be a concentric TCP. Let $\ell \rightarrow m \rightarrow n \rightarrow U_1[1]$ be a distinguished triangle in $\mathcal{C}$ satisfying $U_1, U_2, U_3 \in \mathcal{U}$. Then there exist distinguished triangles in $\mathcal{C}$

$$S_i[-1] \rightarrow U_i \xrightarrow{s_i} Z_i \rightarrow S_i,$$

$$Z_1 \xrightarrow{x} Z_2 \xrightarrow{y} U'_3 \xrightarrow{z} Z_1[1]$$

satisfying $S_i \in S (i = 1, 2, 3)$, $Z_1, Z_2 \in Z (i = 1, 2)$ and $U'_3 \in \mathcal{U}$, which give the following morphism of triangles in $\mathcal{C}$.

$$U_1 \xrightarrow{\ell} U_2 \xrightarrow{m} U_3 \xrightarrow{n} U_1[1]$$

(4.15)

Thus it gives a distinguished right triangle

$$\sigma(U_1) \xrightarrow{\sigma(\ell)} \sigma(U_2) \xrightarrow{\sigma(m)} \sigma(U_3) \rightarrow \Sigma(\sigma(U_1))$$

in $Z/\mathcal{I}$.

**Proof.** Decompose $U_1$ into a distinguished triangle

$$S_1[-1] \xrightarrow{s_1} U_1 \xrightarrow{z_1} Z_1 \rightarrow S_1$$

($S_1 \in S, Z_1 \in Z$) in $\mathcal{C}$. By the octahedron axiom, we obtain a commutative diagram

$$S_1[-1] \rightarrow S_1[-1]$$

$$\xrightarrow{s_1}$$

$$U_1 \xrightarrow{\ell} U_2 \xrightarrow{m} U_3 \xrightarrow{n} U_1[1]$$

(4.15)

$$\xrightarrow{z_1}$$

$$Z_1 \xrightarrow{x} Z_2 \xrightarrow{y} U'_3 \xrightarrow{z} Z_1[1]$$

where

$$S_1[-1] \rightarrow U_2 \xrightarrow{u_2} U'_2 \rightarrow S_1,$$

$$Z_1 \xrightarrow{x'} U'_2 \xrightarrow{y'} U_3 \xrightarrow{k} Z_1[1]$$

are distinguished triangles. It follows $U'_2 \in \mathcal{U}$.

Decompose $U'_2$ into a distinguished triangle

$$S_3[-1] \rightarrow U'_2 \xrightarrow{z'_2} Z_2 \rightarrow S_3$$

($S_3 \in S, Z_2 \in Z$) in $\mathcal{C}$. Put $x = z'_2 \circ x'$, and complete it into a distinguished triangle

$$Z_1 \xrightarrow{x} Z_2 \xrightarrow{y} U'_3 \xrightarrow{z} Z_1[1].$$
By the octahedron axiom, we obtain

\[
S_3[-1] \Longrightarrow S_3[-1]
\]

\[
\begin{array}{c}
Z_1 \xrightarrow{x'} U_2' \xrightarrow{y'} U_3 \xrightarrow{k} Z_1[1] \\
\circ \quad \circ \quad \circ \quad \circ \\
Z_1 \xrightarrow{x} Z_2 \xrightarrow{y} U_4' \xrightarrow{z} Z_1[1] \\
\circ \quad \circ \quad \circ \quad \circ \\
S_3 \longrightarrow S_3
\end{array}
\]

which shows \(U_3' \in U\).

Put \(z_2 = z_2' \circ u_2 : U_2 \to Z_2\), and complete it into a distinguished triangle

\[
S_2[-1] \to U_2 \xrightarrow{z_2} Z_2 \to S_2
\]

in \(C\). Then the octahedron axiom gives the following commutative diagram made of distinguished triangles

\[
\begin{array}{c}
S_1[-1] \xrightarrow{\exists} S_2[-1] \xrightarrow{\exists} S_3[-1] \\
\circ \quad \circ \quad \circ \\
U_2 \xrightarrow{u_2} U_2' \\
\circ \quad \circ \quad \circ \\
Z_2 \xrightarrow{z_2} Z_2' \\
\end{array}
\]

which shows \(S_2 \in \mathcal{S}\). Commutativity of (4.15) can be checked easily.

Take the standard right triangle

(4.17)

\[
Z_1 \xrightarrow{x} Z_2 \xrightarrow{y} U_3' \xrightarrow{z} Z_1[1]
\]

associated to \(Z_1 \xrightarrow{x} Z_2 \xrightarrow{y} U_3' \xrightarrow{z} Z_1[1]\). Remark that we have \(x = \sigma(\ell)\). Here,

(4.18)

\[
Z_1 \xrightarrow{x} Z_2 \xrightarrow{y} U_3' \xrightarrow{z} Z_1[1]
\]

is a morphism of triangles, with \(I_{Z_1} \in \mathcal{I}, U_{Z_1} \in U\). Remark that we have a commutative square

\[
\begin{array}{c}
U_2 \xrightarrow{m} U_3 \xrightarrow{\eta_3} \sigma(U_3) \\
\circ \quad \circ \quad \circ \\
Z_2 \xrightarrow{y} U_3' \xrightarrow{\eta_3'} \sigma(U_3')
\end{array}
\]
in $U/I$, and $\sigma(u_3)$ is isomorphism by Lemma 3.11. This shows $\sigma(u_3)^{-1} \circ \eta_U \circ y = \sigma(yu_3 \circ m)$. Composing the isomorphism $\sigma(u_3)$ with (4.17), we obtain distinguished right triangle (4.10).

For the notion of a right triangulated category below, see for example [BR, Chapter II].

**Proposition 4.12.** Let $P$ be any concentric TCP. With the above structures, $Z/I$ is a right triangulated category.

**Proof.** (TR1) By definition, the class of distinguished right triangles is closed under isomorphisms.

For any $X \in C$, since $X \xrightarrow{id} X \to 0 \to X[1]$ is a $U$-conic triangle in $C$, it follows that $X \xrightarrow{id} X \to 0 \to \Sigma X$ is a distinguished right triangle in $Z/I$.

For any morphism $\alpha = f \in (Z/I)(X, Y)$, existence of a distinguished right triangle $X \xrightarrow{\alpha} Y \to Z \to \Sigma X$ follows from Lemma 4.8 (1).

(TR2) Take any distinguished right triangle. By Lemma 4.8, replacing by an isomorphism of right triangles in $Z/I$, we may assume it is a standard right triangle associated to (4.11). If we draw diagram (4.13) and take a distinguished triangle $S[-1] \to C_f \xrightarrow{z_\alpha} Z \to S$ ($S \in S, Z \in Z$),

we may assume $\sigma(C_f) = Z$ and $z_\alpha = \eta_{C_f}$ in $Z/I$. Then the associated standard right triangle is isomorphic to

$$X \xrightarrow{f} Y \xrightarrow{\sigma(c_f)} Z \xrightarrow{\sigma(c_f)} \Sigma X.$$ 

Also remark that the commutativity of (4.13) especially implies $-q = f[1] \circ \gamma_X$.

Complete $z \circ d_f$ into a distinguished triangle

$$(4.19) \quad Y \xrightarrow{z \circ d_f} Z \xrightarrow{d_2} Q \xrightarrow{d_2} Y[1]$$

in $C$. By the octahedron axiom, we obtain the following commutative diagram made of distinguished triangles in $C$.

This shows $Q \in U$, and thus (4.19) is a $U$-conic triangle. It suffices to show that its associated standard right triangle is isomorphic to

$$Y \xrightarrow{z \circ d_f} Z \xrightarrow{\sigma(c_f)} \Sigma X \xrightarrow{-\Sigma f} \Sigma Y.$$
As in Definition 4.5, let $Y \xrightarrow{\eta} I_Y \xrightarrow{\nu_Y} U_Y \xrightarrow{\tau_Y} Y[1]$ be a distinguished triangle in $\mathcal{C}$ satisfying $I_Y \in \mathcal{I}$, $U_Y \in \mathcal{U}$, and take a morphism of triangles

$$
\begin{array}{c}
Y \xrightarrow{z} Z \xrightarrow{d_1} Q \xrightarrow{d_2} Y[1] \\
\bigg| & \bigg| & \bigg| \\
Y & \xrightarrow{\eta_Y} I_Y & \xrightarrow{\nu_Y} U_Y & \xrightarrow{\gamma_Y} Y[1]
\end{array}
$$

in $\mathcal{C}$. By definition, the standard right triangle associated to (4.19) is given by

$$
\begin{array}{c}
Y \xrightarrow{z} Z \xrightarrow{\eta_Y} Q \xrightarrow{d_1} \sigma(Q) \xrightarrow{\sigma(h)} \Sigma Y.
\end{array}
$$

Since $f[1] \circ \gamma_X = -q = -d_2 \circ r = -\gamma_Y \circ h \circ r$, we obtain a morphism of triangles

$$
\begin{array}{c}
X \xrightarrow{\sigma X} I_X \xrightarrow{\nu_X} U_X \xrightarrow{\gamma_X} X[1] \\
f \bigg| & \bigg| & \bigg| & \bigg| \\
Y & \xrightarrow{\eta_Y} I_Y & \xrightarrow{\nu_Y} U_Y & \xrightarrow{\gamma_Y} Y[1]
\end{array}
$$

by (TR2) and (TR3) for $\mathcal{C}$. This gives $-h \circ r = f(1)$, and thus $\sigma(h) \circ \sigma(r) = -\Sigma f$.

By Lemma 3.11, $\sigma(X)$ becomes isomorphism. This gives an isomorphism of right triangles

$$
\begin{array}{c}
Y \xrightarrow{z} Z \xrightarrow{\sigma Q} \Sigma X \xrightarrow{-\Sigma f} \Sigma Y \\
\bigg| & \bigg| & \bigg| & \bigg| \\
Y & \xrightarrow{\eta_Y} I_Y & \xrightarrow{\nu_Y} U_Y & \xrightarrow{\gamma_Y} Y[1]
\end{array}
$$

(3) Replacing by isomorphisms of right triangles, this is also reduced to the case of standard right triangles. Let $X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1]$ and $X' \xrightarrow{f'} Y' \xrightarrow{a'} U' \xrightarrow{b'} X'[1]$ be $\mathcal{U}$-conic triangles in $\mathcal{C}$. Suppose we are given a commutative square

$$
\begin{array}{c}
X \xrightarrow{f} Y \\
\bigg| & \bigg| \\
X' \xrightarrow{f'} Y'
\end{array}
$$

in $\mathcal{C}$. Let $X \xrightarrow{i_X} I_X \xrightarrow{\nu_X} U_X \xrightarrow{\gamma_X} X[1]$ be an distinguished triangle as in (4.6). Then $f' \circ x - y \circ f$ factors through $i_X$. Namely, there exists $j \in \mathcal{C}(I_X, Y')$ satisfying

$$
f' \circ x = y \circ f + j \circ i_X.
$$

Complete $\begin{bmatrix} f \\ i_X \end{bmatrix}$ into a distinguished triangle

$$
\begin{array}{c}
X \xrightarrow{[f]} Y \oplus I_X \xrightarrow{a_f} C_f \xrightarrow{b_f} X[1].
\end{array}
$$
Then by (TR3) for $\mathcal{C}$, we obtain a morphism of triangles

$$
\begin{array}{c}
X \xrightarrow{f} Y \oplus I_X \xrightarrow{a_f} C_f \xrightarrow{b_f} X[1] \\
\downarrow z \quad \circ \quad \downarrow [y, j] \circ \quad \circ \quad \downarrow x[1] \\
X' \xrightarrow{f'} Y' \oplus I_X' \xrightarrow{a'_f} C_f' \xrightarrow{b'_f} X'[1]
\end{array}
$$

in $\mathcal{C}$. Now (TR3) for $\mathcal{Z}/\mathcal{I}$ follows from Proposition 4.7 and Lemma 4.8.

(TR4) Replacing by isomorphisms of right triangles, it suffices to show for standard right triangles associated to $\mathcal{U}$-conic triangles.

Let $X, Y, Z \in \mathcal{Z}$ be arbitrary objects, let

\begin{align*}
(4.20) & \quad X \xrightarrow{f} Y \xrightarrow{a_1} U_1 \xrightarrow{b_1} X[1], \\
(4.21) & \quad X \xrightarrow{h} Z \xrightarrow{a_2} U_2 \xrightarrow{b_2} X[1], \\
(4.22) & \quad Y \xrightarrow{g} Z \xrightarrow{a_3} U_3 \xrightarrow{b_3} Y[1]
\end{align*}

be $\mathcal{U}$-conic triangles, and suppose $h = g \circ f$ holds.

Complete $g \circ f$ into a distinguished triangle

\begin{equation}
(4.23) \quad X \xrightarrow{g \circ f} Z \rightarrow Q \rightarrow X[1].
\end{equation}

Then by the octahedron axiom in $\mathcal{C}$, it follows $Q \in \mathcal{U}$. By Proposition 4.9, the standard right triangles associated to $\mathcal{U}$-conic triangles.

Thus we may replace (4.21) by (4.23), and assume that $h = g \circ f$ holds from the beginning. By the octahedron axiom in $\mathcal{C}$, we obtain a distinguished triangle

$$
\begin{array}{c}
U_1 \xrightarrow{f} U_2 \xrightarrow{m} U_3 \xrightarrow{n} U_1[1]
\end{array}
$$

which makes the following diagram commutative in $\mathcal{C}$.

$$
\begin{array}{c}
X \xrightarrow{f} Y \xrightarrow{a_1} U_1 \xrightarrow{b_1} X[1] \\
\downarrow g \quad \circ \quad \downarrow \ell \quad \circ \\
X \xrightarrow{h} Z \xrightarrow{a_2} U_2 \xrightarrow{b_2} X[1] \\
\downarrow a_3 \quad \circ \quad \downarrow m \quad \circ \\
U_3 \xrightarrow{\ell} U_3 \xrightarrow{b_3} Y[1] \\
\downarrow b_3 \quad \circ \quad \downarrow n \\
Y[1] \xrightarrow{a_3[1]} U_3[1]
\end{array}
$$

(4.24)
By Lemma 4.11 we obtain distinguished triangles in \(C\)

\[
\begin{align*}
S_1[-1] & \to U_1 \overset{z_1}{\to} Z_1 \to S_1, \\
S_2[-1] & \to U_2 \overset{z_2}{\to} Z_2 \to S_2, \\
S_3[-1] & \to U_3 \overset{u_3}{\to} U'_3 \to S_3, \\
Z_1 & \overset{x}{\to} Z_2 \overset{y}{\to} U'_3 \overset{z}{\to} Z_1[1], \\
\end{align*}
\]

which give a morphism of triangles (4.15). By composition, we obtain a morphism of triangles (4.25)

\[
\begin{array}{ccc}
Y & \overset{g}{\longrightarrow} & Z \\
\downarrow & & \downarrow \\
Z & \overset{a_3}{\longrightarrow} & U_3 \\
\downarrow & & \downarrow \\
X & \overset{b_3}{\longrightarrow} & Y[1]
\end{array}
\]

(4.25)

Take morphisms of distinguished triangles in \(C\)

\[
\begin{align*}
X & \overset{f}{\longrightarrow} Y \overset{a_1}{\longrightarrow} U_1 \overset{b_1}{\longrightarrow} X[1], \\
X & \overset{h}{\longrightarrow} Z \overset{a_2}{\longrightarrow} U_2 \overset{b_2}{\longrightarrow} X[1], \\
Y & \overset{g}{\longrightarrow} Z \overset{a_3}{\longrightarrow} U_3 \overset{b_3}{\longrightarrow} Y[1], \\
Y & \overset{\eta}{\longrightarrow} I_Y \overset{\sigma}{\longrightarrow} Y[1], \\
\end{align*}
\]

with \(I_X, I_Y \in \mathcal{I}, U_X, U_Y \in \mathcal{U}\).

Applying Proposition 4.7 to (4.24) and (4.25), we obtain morphisms of right triangles

\[
\begin{align*}
X & \overset{f}{\longrightarrow} Y \overset{a_1}{\longrightarrow} U_1 \overset{b_1}{\longrightarrow} X[1], \\
X & \overset{h}{\longrightarrow} Z \overset{a_2}{\longrightarrow} U_2 \overset{b_2}{\longrightarrow} X[1], \\
X & \overset{g}{\longrightarrow} Z \overset{a_3}{\longrightarrow} U_3 \overset{b_3}{\longrightarrow} Y[1], \\
X & \overset{\eta}{\longrightarrow} I_X \overset{\sigma}{\longrightarrow} X[1], \\
\end{align*}
\]

with \(I_X, I_Y \in \mathcal{I}, U_X, U_Y \in \mathcal{U}\).
where \( v \) is the morphism appearing in (4.18). This gives the following commutative diagram of distinguished right triangles in \( Z/I \).

\[
\begin{array}{c}
\begin{array}{ccc}
X & \xrightarrow{I} & Y \\
\downarrow & & \downarrow \\
X & \xrightarrow{I} & Z
\end{array}
& \xrightarrow{\sigma(U_1)} & \Sigma X \\
\downarrow & & \downarrow \\
\xrightarrow{\sigma(U_2)} & & \Sigma X
\end{array}
\]

It remains to show the commutativity of

\[
(4.26)
\]

By definition, if we take a morphism of triangles

\[
\begin{array}{c}
X \xrightarrow{I_X} I_X \xrightarrow{p_X} U_X \xrightarrow{\gamma_X} X[1] \\
\downarrow & & \downarrow & & \downarrow \\
Y \xrightarrow{I_Y} I_Y \xrightarrow{p_Y} U_Y \xrightarrow{\gamma_Y} Y[1]
\end{array}
\]

in \( C \), this gives \( \Sigma f = \sigma(u_f) \).

By the functoriality of \( \sigma \), to show the commutativity of (4.26), it suffices to show the commutativity of

\[
\begin{array}{c}
U_2 \xrightarrow{U_2} U_X \\
\downarrow & & \downarrow \\
U_3 \xrightarrow{U_3} U_Y
\end{array}
\]

in \( U/I \). This follows from the existence of the distinguished triangle \( Y \xrightarrow{I_Y} I_Y \xrightarrow{p_Y} U_Y \xrightarrow{\gamma_Y} Y[1] \), and the equality

\[
\gamma_Y \circ (c_3 \circ m) = b_3 \circ m = f[1] \circ b_2 = f[1] \circ \gamma_X \circ c_2 = \gamma_Y \circ (u_f \circ c_2)
\]

in \( C \). \( \square \)

4.2. Pretriangulated structure. So far we have given a right triangulation of \( Z/I \). Dually, the following construction gives a left triangulation of \( Z/I \).

**Definition 4.13.** Let \( P \) be a concentric TCP. To any distinguished triangle in \( C \)

\[
P[−1] \xrightarrow{k} T \xrightarrow{f} Z \xrightarrow{m} P
\]
satisfying $T \in \mathcal{T}$ and $Z, P \in \mathcal{Z}$, we associate a standard left triangle

$$\Omega P \xrightarrow{\omega(n)} \omega(T) \xrightarrow{\ell \circ \varepsilon} Z \xrightarrow{m} P$$

by the following (i)',(ii)'.

(i)' Take a distinguished triangle in $\mathcal{C}$

$$T_P \xrightarrow{i_P} I'_P \xrightarrow{\varphi'_P} P \xrightarrow{\gamma_P} T_P[1]$$

satisfying $T_P \in \mathcal{T}$, $I'_P \in \mathcal{I}$. Remark that this gives $T_P \cong P(-1)$ in $\mathcal{T}/\mathcal{I}$, and thus $\omega(T_P) \cong \Omega P$ in $\mathcal{Z}/\mathcal{I}$.

(ii)' By $\mathcal{C}(I'_P, T[1]) = 0$, we obtain a morphism of triangles in $\mathcal{C}$

$$\begin{array}{ccc}
T_P & \xrightarrow{i_P} & I'_P \xrightarrow{\varphi'_P} P \xrightarrow{\gamma_P} T_P[1] \\
\alpha & \circlearrowleft & \circlearrowright & \circlearrowright & \circlearrowleft & \alpha[1].
\end{array}$$

A left triangle in $\mathcal{Z}/\mathcal{I}$ isomorphic to a standard one, is called a distinguished left triangle.

**Proposition 4.14.** Let $P$ be any concentric TCP. Then, $\mathcal{Z}/\mathcal{I}$ becomes a left triangulated category with the functor $\Omega$ and the class of distinguished left triangles given in Definition 4.13.

**Proof.** This is dual to Proposition 4.12.

**Theorem 4.15.** Let $P$ be any concentric TCP. With the right and left triangulation given in Propositions 4.12 and 4.14, the category $\mathcal{Z}/\mathcal{I}$ becomes a pretriangulated category in the sense of [BR, Definition 1.1].

**Proof.** By Propositions 4.3, 4.12, 4.14, it remains to show the following (1),(2) for any standard right triangle

$$X \xrightarrow{f} Y \xrightarrow{\eta} \sigma(U) \xrightarrow{\sigma(\ell)} \Sigma X$$

and any standard left triangle

$$\Omega P \xrightarrow{\omega(n)} \omega(T) \xrightarrow{\ell \circ \varepsilon} Z \xrightarrow{m} P.$$

(1) Let $x \in (\mathcal{Z}/\mathcal{I})(X, \Omega P), y \in (\mathcal{Z}/\mathcal{I})(Y, \omega(T))$ be any pair of morphisms satisfying $y \circ f = \omega(n) \circ x$. Let $\alpha \in (\mathcal{Z}/\mathcal{I})(\Sigma X, P)$ be the morphism corresponding to $x$ by the adjointness $\Sigma \dashv \Omega$. Then, there exists a morphism $\sigma(U) \to Z$ in $\mathcal{Z}/\mathcal{I}$, which makes the following diagram commutative.

$$\begin{array}{ccc}
X & \xrightarrow{f} & Y \xrightarrow{\eta} \sigma(U) \xrightarrow{\sigma(\ell)} \Sigma X \\
\downarrow x & \circlearrowleft & \circlearrowright & \circlearrowright & \circlearrowleft & \alpha \\
\Omega P & \xrightarrow{\omega(n)} & \omega(T) \xrightarrow{\ell \circ \varepsilon} Z \xrightarrow{m} P
\end{array}$$
(2) Let \( z \in (Z/I)(\sigma(U), Z) \), \( p \in (Z/I)(\Sigma X, P) \) be any pair of morphisms satisfying \( m \circ z = p \circ \sigma(e) \). Let \( \beta \in (Z/I)(X, \Omega P) \) be the morphism corresponding to \( p \) by the adjointness \( \Sigma \dashv \Omega \). Then, there exists a morphism \( Y \to \omega(T) \) in \( Z/I \), which makes the following diagram commutative.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow \beta & & \downarrow \circ \\
\Omega P & \xrightarrow{\omega(m)} & Z \\
\end{array}
\]

Since (2) can be shown in a similar way, we only show (1). Let

\[
X \xrightarrow{i_X} I_X \xrightarrow{\phi_X} U_X \xrightarrow{\gamma_X} X[1], \quad T_P \xrightarrow{\phi_P} I_P \xrightarrow{\phi_P} P \xrightarrow{\phi_P} T_P[1]
\]

be distinguished triangles in \( C \) satisfying \( I_X, I_P \in \mathcal{I}, U_X \in \mathcal{U}, T_P \in \mathcal{T} \). Let \( (4.28) \) be the standard right triangle obtained in Definition 4.14 and \( (4.29) \) the standard left triangle obtained in Definition 4.13 respectively.

By Lemma 4.15, by an isomorphism of right triangles, we may replace \( (4.28) \) by \( (4.12) \).

\[
X \xrightarrow{i_X} Y \xrightarrow{\phi_X} \sigma(C_I) \xrightarrow{\sigma(\phi_I)} X[1], \quad T_P \xrightarrow{\phi_P} P \xrightarrow{\phi_P} T_P[1]
\]

obtained from \( (4.13) \). Take a morphism of distinguished triangles in \( \mathcal{C} \)

\[
\begin{array}{cccccc}
S_{C_I}[-1] & \xrightarrow{e_{C_I}} & C_I & \xrightarrow{\zeta_{C_I}} & Z_{C_I} & \xrightarrow{\zeta_{C_I}} & S_{C_I} \\
\downarrow \circ & & \downarrow \circ & & \downarrow \circ & & \downarrow \circ \\
S_{U_X}[-1] & \xrightarrow{U_X} & U_X & \xrightarrow{z_{U_X}} & Z_{U_X} & \xrightarrow{z_{U_X}} & S_{U_X}
\end{array}
\]

satisfying \( S_{C_I}, S_{U_X} \in \mathcal{S} \) and \( Z_{C_I}, Z_{U_X} \in \mathcal{Z} \). We may assume \( Z_{C_I} = \sigma(C_I), Z_{U_X} = \sigma(U_X) \) and \( z_{C_I} = \eta_{C_I}, z_{U_X} = \eta_{U_X}, \mu = \sigma(\eta_I) \).

Take morphisms of distinguished triangles \( (4.27) \) and

\[
\begin{array}{cccccc}
V_{T_P} & \xrightarrow{z_{T_P}} & Z_{T_P} & \xrightarrow{\phi_P} & T_P & \xrightarrow{\phi_P} & V_{T_P[1]} \\
\downarrow \circ & & \downarrow \circ & & \downarrow \circ & & \downarrow \circ \\
V_T & \xrightarrow{z_{T}} & Z_T & \xrightarrow{\phi_P} & T_P & \xrightarrow{\phi_P} & V_T[1]
\end{array}
\]

satisfying \( V_T, V_{T_P} \in \mathcal{V} \) and \( Z_T, Z_{T_P} \in \mathcal{Z} \). We may assume \( Z_{T_P} = \omega(T_P) = \Omega P, Z_T = \omega(T) \) and \( \phi_P = \epsilon_T, \phi_P = \epsilon_T, \mu = \omega(m) \).

Complete \( n \) into a distinguished triangle

\[
T_P \xrightarrow{n} T \xrightarrow{q} Q \xrightarrow{r} T_P[1]
\]

in \( \mathcal{C} \). Applying the octahedron axiom to

\[
\begin{align*}
P[-1] \xrightarrow{-\gamma_P} T_P & \xrightarrow{\phi_P} I_P \xrightarrow{\phi_P} P, \\
P[-1] \xrightarrow{k} T & \xrightarrow{\phi_P} Z \xrightarrow{m} P, \\
T_P \xrightarrow{n} T & \xrightarrow{q} Q \xrightarrow{r} T_P[1],
\end{align*}
\]
we obtain a distinguished triangle

\[ I'_p \xrightarrow{3'_q} Z \xrightarrow{3'_r} Q \xrightarrow{3'(f_{\mathcal{I}}[1])_{or}} I'_p[1] \]

which makes the following diagram commutative.

\[
\begin{array}{cccccc}
P[-1] & \xrightarrow{-\gamma_p[1]} & T_p & \xrightarrow{i'_p} & I'_p & \xrightarrow{v'_p} & P \\
\downarrow k & & \downarrow \circ n & & \downarrow \circ s' & & \downarrow \circ m \\
P[-1] & \downarrow T & \xrightarrow{\ell} & Z & \xrightarrow{m} & P \\
\downarrow q & & \downarrow \circ q' & & \downarrow \circ \gamma'_p & & \downarrow \gamma'_p \\
Q & \xrightarrow{r} & T_p[1] & & & & \\
\downarrow r & & \downarrow \circ \iota'_p[1]_{or} & & \downarrow \circ \iota'_p[1] & & \downarrow \circ \iota'_p[1] \\
T_p[1] & \xrightarrow{\iota'_p[1]} & I'_p[1] \\
\end{array}
\]

By \( y \circ f = \omega(x) \circ x = p \circ x \), the difference \( p \circ x - y \circ f \) factors through \( \iota_X \). Namely, there exists \( j \in \mathcal{C}(I_X, Z_T) \) which makes the following diagram commutative in \( C \).

\[
\begin{array}{cccc}
X & \xrightarrow{[f]} & Y \oplus I_X \\
\downarrow x & & \downarrow [y, j] \\
Z_{T_p} & \xrightarrow{p} & Z_T \\
\end{array}
\]

By (TR3) in \( C \), we obtain \( e \in \mathcal{C}(C_f, Q) \) which gives the following morphism of triangles in \( C \).

\[
\begin{array}{cccccc}
X & \xrightarrow{[f]} & Y \oplus I_X \\
\downarrow z'_{T_p, \circ x} & & \downarrow (z'_{T_p, \circ x}[y, j]) & \downarrow e & \downarrow (z'_{T_p, \circ x}[1]) \\
T_p & \xrightarrow{n} & T & \xrightarrow{q} & Q & \xrightarrow{r} & T_p[1] \\
\end{array}
\]

Then by \( \mathcal{C}(C_f, I'_p[1]) = 0 \) and \( \mathcal{C}(S_{C_f}[-1], Z) = 0 \), we obtain \( e' \in \mathcal{C}(C_f, Z) \) and \( e'' \in \mathcal{C}(Z_{C_f}, Z) \) which makes the following diagram commutative in \( C \).

\[
\begin{array}{cccc}
S_{C_f}[-1] & \xrightarrow{Z_{C_f}} & C_f & \xrightarrow{z_{C_f}} & Z_{C_f} \\
\downarrow e & & \downarrow e' & & \downarrow e'' \\
I'_p[1] & \xleftarrow{q'} & Q & \leftarrow Z \\
\end{array}
\]
It remains to show the commutativity of the following diagram.

\[
\begin{array}{ccc}
Y \oplus I_X & \xrightarrow{\Sigma_f} & ZC_f \\
\downarrow & & \downarrow \alpha \\
Z_f & \xrightarrow{\ell \circ z_P} & Z \\
\end{array}
\]

Commutativity of the left square in (4.30) follows from the equality
\[
q' \circ (\ell \circ z_T \circ [y_j]) = q \circ z_T' \circ [y_j] = e \circ a_f = q'' \circ (e'' \circ zC_f \circ a_f)
\]
and the existence of the distinguished triangle \(I'_p \to Z \xrightarrow{q'} Q \to I'_p[1]\) in \(C\).

Let us show the commutativity of the right square in (4.30). As in Proposition 4.3, the morphism \(\alpha\) is obtained in the following way.

- There is a morphism of triangles in \(C\)

\[
\begin{array}{ccc}
X & \xrightarrow{\iota_X} & I_X & \xrightarrow{\nu_X} & U_X \\
\downarrow & & \downarrow & & \downarrow \\
T_p & \xrightarrow{\iota'_T} & I_p & \xrightarrow{\nu'_p} & P \\
\end{array}
\]

- By \(C(SU_X[-1], P) = 0\), there exists \(h \in C(ZU_X, P)\) which makes the following diagram commutative.

\[
\begin{array}{ccc}
S_{U_X}[-1] & \xrightarrow{U_X} & ZU_X \\
\downarrow & & \downarrow h \\
P & & P \\
\end{array}
\]

This gives \(\alpha = h\).

By the adjointness of \(\sigma\) as in Definition 3.10 (iv), it suffices to show the commutativity of

\[
\begin{array}{ccc}
C_f & \xrightarrow{z_{U_X} \circ g} & ZU_X \\
\downarrow & & \downarrow h \\
Z & \xrightarrow{m} & P \\
\end{array}
\]

in \(U/I\). This follows from the equation
\[
\gamma'_p \circ (h \circ z_{U_X} \circ c_f) = \gamma'_p \circ g \circ c_f = (z'_T \circ x)(1) \circ \gamma_X \circ c_f
\]
\[
= (z'_T \circ x)(1) \circ b_f = r \circ e
\]
\[
= r \circ q' \circ e' = \gamma'_p \circ (m \circ e')
\]
and the existence of the distinguished triangle \(T_p \xrightarrow{\iota'_T} I_p \xrightarrow{\nu'_p} P \xrightarrow{\gamma'_p} T_p[1]\) in \(C\). □
5. Condition for Mutation

5.1. Condition (I)+(II). In this section, we give a generalization of the bijection between cotorsion pairs given in \([ZZ1, \text{Theorem 3.5}]\), under suitable conditions (I),(II) (Theorem 5.17). This allows us to define \textit{mutation} with respect to \(\mathcal{P}\) (Definition 5.20).

\textbf{Definition 5.1.} Let \(\mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V}))\) be a concentric TCP. Define the class of \textit{mutable cotorsion pairs on} \(\mathcal{C}\) with respect to \(\mathcal{P}\) to be

\[ \mathfrak{M}_\mathcal{P} = \left\{ (\mathcal{A}, \mathcal{B}) \in \mathcal{CP}(\mathcal{C}) \mid S \subseteq \mathcal{A} \subseteq \mathcal{U}, \mathcal{V} \subseteq \mathcal{B} \subseteq \mathcal{T}, \text{Ext}^1_{Z/I}(\sigma(\mathcal{A}/I), \omega(\mathcal{B}/I)) = 0 \right\}. \]

Here, we define \(\text{Ext}^1_{Z/I}\) by \(\text{Ext}^1_{Z/I}(X, Y) = Z/I(\sigma(Y), \Sigma X)\) for any \(X, Y \in Z/I\).

Remark that \(S \subseteq \mathcal{A}\) implies \(\mathcal{B} \subseteq T\), and \(\mathcal{V} \subseteq \mathcal{B}\) implies \(\mathcal{A} \subseteq \mathcal{U}\). For another description of \(\mathfrak{M}_\mathcal{P}\) under the assumption of the following (I)+(II), see Corollary 5.19.

\textbf{Condition 5.2.} Let \(\mathcal{P} = ((\mathcal{S}, \mathcal{T}), (\mathcal{U}, \mathcal{V}))\) be a concentric TCP. We consider the following conditions.

(I) For any \(X \in \mathcal{T} \ast \mathcal{U}\), the morphism

\[ \mu_X : \sigma(\omega_U(X)) \to \omega(\sigma_T(X)) \]

given in Proposition 3.13 is isomorphism in \(Z/I\).

(II) \(\mathcal{U} \cap \mathcal{N}^f = \mathcal{S}\) and \(\mathcal{T} \cap \mathcal{N}^f = \mathcal{V}\) hold.

As for examples, see section 6.

\textbf{Remark 5.3.} The following holds for any concentric \(\mathcal{P}\).

- For any \(X \in \mathcal{T} \cup \mathcal{U}\), the morphism \(\mu_X\) is isomorphism in \(Z/I\).
- \(\mathcal{U} \cap \mathcal{N}^f = \mathcal{S}\) and \(\mathcal{T} \cap \mathcal{N}^f = \mathcal{V}\) hold (Remark 3.2 (1)).

\textbf{Claim 5.4.} Let \(\mathcal{P}\) be a concentric TCP satisfying (II). Then, \((\mathcal{S}, \mathcal{T})\) is a co-t-structure if and only if \((\mathcal{U}, \mathcal{V})\) is a co-t-structure.

\textbf{Proof.} By duality, it suffices to show

\[ \mathcal{S}[-1] \subseteq \mathcal{S} \Rightarrow \mathcal{V}[1] \subseteq \mathcal{V}. \]

Suppose \(\mathcal{S}[-1] \subseteq \mathcal{S}\) holds. Then \(\mathcal{C}(\mathcal{S}[-1], \mathcal{V}[1]) = 0\) implies \(\mathcal{V}[1] \subseteq \mathcal{T}\). From condition (II), it follows \(\mathcal{V}[1] = \mathcal{T} \cap \mathcal{V}[1] \subseteq \mathcal{T} \cap \mathcal{N}^f = \mathcal{V}\).

\textbf{Lemma 5.5.} Let \(\mathcal{P}\) be a concentric TCP satisfying (I)+(II). Then, we have the following.

1. \((\mathcal{T} \ast \mathcal{U}) \cap (\mathcal{I} \ast \mathcal{V}[1]) \subseteq \mathcal{N}^f.\)
2. \((\mathcal{T} \ast \mathcal{U}) \cap (\mathcal{S}[-1] \ast \mathcal{I}) \subseteq \mathcal{N}^f.\)

\textbf{Proof.} (1) For any \(X \in (\mathcal{T} \ast \mathcal{U}) \cap (\mathcal{I} \ast \mathcal{V}[1])\), we have \(\sigma(\omega_U(X)) \equiv \omega(\sigma_T(X))\) by (I). Since \(X \in \mathcal{I} \ast \mathcal{V}[1] = \omega_U^{-1}(0)\), it follows \(\omega(\sigma_T(X)) = 0\) in \(Z/I\), which means \(\sigma_T(X) \in \omega^{-1}(0) = \mathcal{T} \cap (\mathcal{I} \ast \mathcal{V}[1]) \subseteq \mathcal{T} \cap (\mathcal{S} \ast \mathcal{V}[1]) = \mathcal{T} \cap \mathcal{N}^f = \mathcal{V}\) by (II). Thus we have

\[ X \in \sigma_T^{-1}(\mathcal{V}) = \mathcal{S}[-1] \ast \mathcal{V} = \mathcal{N}^f. \]

(2) can be shown dually.
Lemma 5.6. Let $\mathcal{P}$ be a concentric TCP satisfying (I)+(II). Then the following holds.

1. $\tau_{{(U,V)}}^+(T) \subseteq \mathcal{N}_I$.
2. $\tau_{{(S,T)}}(U) \subseteq \mathcal{N}_I$.

Proof. (1) We use Fact 2.1 (2). For any $T \in \mathcal{T}$, take diagram

\[
\begin{array}{c}
Z_T \xrightarrow{\alpha_T} T \xrightarrow{\beta_T} V_T[1] \\
\downarrow \quad \quad \quad \quad \downarrow \\
I_T \quad \quad \quad \quad M_T
\end{array}
\]

obtained from distinguished triangles

$Z_T \xrightarrow{\alpha_T} T \to V_T[1] \to Z_T[1]$ (if $Z_T \in Z, V_T \in V$),

$U_T[-1] \xrightarrow{b_T} Z_T \to I_T \to U_T$ (if $I_T \in I, U_T \in U$),

$U_T[-1] \xrightarrow{c_T} T \to \bar{M}_T \to U_T$

by the octahedron axiom. $V_T \to I_T \to M_T \to V_T[1]$ also becomes a distinguished triangle in $\mathcal{C}$. This $M_T$ gives $\tau_{{(U,V)}}^+(T) \cong M_T$ in $\mathcal{C}/I$. It follows $M_T \in (\mathcal{T} \ast \mathcal{U}) \cap (\mathcal{I} \ast \mathcal{V}[1]) \subseteq \mathcal{N}_I$ by Lemma 5.5. Dually for (2). \hfill \Box

Remark 5.7. Let (5.1) as in the proof of Lemma 5.6. If we decompose $M_T$ into a distinguished triangle

$S_{M_T}[-1] \to M_T \to V_{M_T} \to S_{M_T}$ ($S_{M_T} \in \mathcal{S}, V_{M_T} \in \mathcal{V}$)

in $\mathcal{C}$, we also have a commutative diagram in $\mathcal{C}$

\[
\begin{array}{c}
S_{M_T}[-1] \\
\downarrow \quad \quad \quad \quad \downarrow \\
M_T \xrightarrow{U_T} T[1] \\
\downarrow \quad \quad \quad \quad \downarrow \\
V_{M_T}
\end{array}
\]

by the octahedron axiom, where

$S_{M_T}[-1] \to U_T \xrightarrow{u_T} U_{M_T} \to S_{M_T}, \quad T \to V_{M_T} \to U_{M_T} \xrightarrow{d_T} T[1]$

are distinguished triangles. This $U_{M_T}$ satisfies $U_{M_T} \in U \ast S_{M_T} \subseteq \mathcal{U}$.

The following can be shown without assuming condition (I). We omit its details, since we do not use this result in this article.

Remark 5.8. If a concentric $\mathcal{P}$ satisfies (1),(2) in Lemma 5.6 then the following holds.
(1) $\mathcal{P}$ satisfies (II).
(2) $\Omega \circ \Sigma \cong \text{Id}_{Z/I}$, $\Sigma \circ \Omega \cong \text{Id}_{Z/I}$.

**Proposition 5.9.** Let $\mathcal{P}$ be a concentric TCP satisfying (I)+(II). For any $T \in \mathcal{T}$, the diagrams (i) and (ii) induce the isomorphism

$$
\sigma(\mathcal{U}_T): \Sigma(\omega T) \xrightarrow{\cong} \sigma(\omega_U(T[1]))
$$

in $Z/I$. This isomorphism is natural in $T$. Namely, the following diagram is commutative up to natural isomorphism.

Here, $p_T$ denotes the residue functor. Dually, $\omega(\sigma(U[-1])) \cong \Omega(\sigma U)$ holds for any $U \in U$.

**Proof.** From diagram (5.1), we have

$$U_T \cong Z_T(1) \cong (\omega T)(1)$$

in $U/I$. Applying Lemma 3.11 to the distinguished triangle

$$S_{MT}[-1] \rightarrow U_T \xrightarrow{u_T} U_{MT} \rightarrow S_{MT}\]$$

in (5.2), it follows $\sigma(\mathcal{U}_T)$ is isomorphism in $Z/I$.

Since distinguished triangle

$$U_{MT} \rightarrow T[1] \rightarrow V_{MT}[1] \rightarrow U_{MT}[1]$$

gives $\omega_U(T[1]) \cong U_{MT}$ in $U/I$, we obtain

$$\Sigma(\omega T) = \sigma(\omega(T)(1)) \cong \sigma(U_T) \xrightarrow{\cong} \sigma(U_{MT}) \cong \sigma(\omega_U(T[1])).$$

As for the naturality, since the other parts are obvious, it suffices to show that $\mathcal{U}_T: U_T \rightarrow U_{MT}$ is natural in $T \in \mathcal{T}$. Let $f \in \mathcal{T}(T, T')$ be any morphism in $\mathcal{T}$, and take diagrams (6.1), (6.2) similarly for $T'$. By the definition of (1) and $\omega$, the morphism $\omega(f)(1)$ corresponds to $g: U_T \rightarrow U_{T'}$, where $g$ is a morphism given by the following morphisms of triangles in $C$.

On the other hand, by the definition of $\omega_U$, the morphism $\omega_U(f[1])$ corresponds to $h: U_{MT} \rightarrow U_{MT'}$, where $h$ is a morphism appearing in the following morphism of
triangles in $\mathcal{C}$.

Thus we have
\[
d_T' \circ (h \circ u_T - u_T' \circ g) = f[1] \circ d_T \circ u_T - a_T'[1] \circ b_T'[1] \circ g = f[1] \circ c_T[1] - f[1] \circ a_T[1] \circ b_T[1] = 0,
\]
which implies that $h \circ u_T - u_T' \circ g$ factors through $V_M$. Since $(\mathcal{C}/\mathcal{I})(U_T, V_M) = 0$ by $V_M \in \mathcal{V} \subseteq \mathcal{I} \ast \mathcal{V}[1]$, this means that

is commutative in $\mathcal{U}/\mathcal{I}$. This shows the naturality. \hfill \square

**Corollary 5.10.** Let $\mathcal{P}$ be a concentric TCP satisfying (I)+(II). Let $\Gamma : \mathcal{T} \to \mathcal{U}/\mathcal{I}$ be the composition of functors

\[
\mathcal{T} \xrightarrow{[1]} \mathcal{T}[1] \xrightarrow{\mathcal{C}} \mathcal{C}/\mathcal{I} \xrightarrow{\omega_{\mathcal{U}}} \mathcal{U}/\mathcal{I}.
\]

Then $\Gamma$ induces a functor $\mathcal{T}/\mathcal{I} \to \mathcal{U}/\mathcal{I}$ which makes the following diagram of functors commutative up to natural isomorphisms.

\[
\begin{array}{ccc}
\mathcal{T} & \xrightarrow{\Gamma} & \mathcal{U}/\mathcal{I} \\
\mathcal{T}/\mathcal{I} & \xrightarrow{\omega} & \mathcal{U}/\mathcal{I} \\
\mathcal{Z}/\mathcal{I} & \xrightarrow{\Sigma} & \mathcal{Z}/\mathcal{I}
\end{array}
\]

**Proof.** By definition, $\omega_{\mathcal{U}}(\mathcal{T}[1])$ is given by $U$ appearing in a distinguished triangle

\[
T \to V \to U \to T[1] \quad (U \in \mathcal{U}, V \in \mathcal{V})
\]

for each $T \in \mathcal{T}$. If $T \in \mathcal{I}$, then the morphism $U \to T[1]$ is zero, and $U$ becomes a direct summand of $V$, which implies $U \in \mathcal{I}$. Thus the additive functor $\Gamma$ satisfies $\Gamma(\mathcal{I}) = 0$. This shows the existence of $\Gamma$ which makes the upper half of (5.3) commutative. The lower half is obtained by Proposition 5.9 and the property of the residue functor $p_T : \mathcal{T} \to \mathcal{T}/\mathcal{I}$.

**Corollary 5.11.** Let $\mathcal{P}$ be a concentric TCP satisfying (I)+(II). Then $\mathcal{Z}/\mathcal{I}$ is triangulated. In particular, we have $\text{Ext}^1_{\mathcal{Z}/\mathcal{I}}(X, Y) = (\mathcal{Z}/\mathcal{I})(X, \Sigma Y) \cong (\mathcal{Z}/\mathcal{I})(\Omega X, Y)$ for any $X, Y \in \mathcal{Z}/\mathcal{I}$.

**Proof.** By Theorem 4.15, it remains to show that $\Sigma$ and $\Omega$ are quasi-inverses to each other.
Let us show $\Sigma \circ \Omega \cong \text{Id}$. Remark that $Z(-1)$ is given by $T$ appearing in a distinguished triangle

$$T \rightarrow I \rightarrow Z \rightarrow T[1] \quad (I \in \mathcal{I}, T \in \mathcal{T}),$$

for each $Z \in Z/I$. This in turn gives $Z \cong \omega_T(T[1])$, and we obtain an isomorphism $\Upsilon(Z(-1)) \cong Z$ in $\mathcal{U}/I$, which is natural in $Z \in Z/I$. Thus by Corollary 5.10 we have the following diagram of functors, commutative up to natural isomorphisms.

This shows $\Sigma \circ \Omega \cong \text{Id}$. Dually for $\Omega \circ \Sigma \cong \text{Id}$.

5.2. **Reduction-bijection.** In this section, we will give a bijection between $\mathfrak{M}_P$ and $\mathfrak{C}_B(Z/I)$, when $\mathcal{P}$ satisfies (I)+(II). Its construction involves the following functors.

**Definition 5.12.** Let $\mathcal{P}$ be a concentric TCP. Put

$$\sigma = \sigma \circ p_U : \mathcal{U} \rightarrow Z/I, \quad \omega = \omega \circ p_T : \mathcal{T} \rightarrow Z/I.$$

Here, $p_U : \mathcal{U} \rightarrow \mathcal{U}/I$ and $p_T : \mathcal{T} \rightarrow \mathcal{T}/I$ are the residue functors.

Let us begin with some lemmas.

**Lemma 5.13.** Let $\mathcal{P}$ be a concentric TCP satisfying (I)+(II). Let $\mathcal{B} \subseteq \mathcal{C}$ be a full additive subcategory, closed under isomorphisms, direct summands and extension, satisfying $\mathcal{V} \subseteq \mathcal{B} \subseteq \mathcal{T}$ (for example, $\mathcal{B} = \mathcal{V}$ or $\mathcal{B} = \mathcal{T}$).

Then for any $B \in \mathcal{B}$, there exists a distinguished triangle

\[(5.4) \quad B_0 \rightarrow R \rightarrow N \rightarrow B_0[1]\]

with $B_0 \in \mathcal{B}$, $N \in \mathcal{N}$ and $R \in \mathcal{T} \cap (\mathcal{B} \ast \mathcal{V}[1])$, which satisfies the following for any $U \in \mathcal{U}$.

1. $\text{Ext}^1_C(U, B) \cong \text{Ext}^1_C(U, B_0)$.
2. $\text{Ext}^1_{Z/I}(\sigma(U), \omega(B)) \cong \text{Ext}^1_C(U, R)$. 

Proof. Applying Lemma 5.6 and Remark 5.7 to $B \in \mathcal{B} \subseteq \mathcal{I}$, we obtain diagrams as in (5.1) and (5.2):
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$(Z_B \in \mathcal{Z}, V_B, V_{M_B} \in \mathcal{V}, I_B \in \mathcal{I}, U_B, U_{M_B} \in \mathcal{U}, S_{M_B} \in \mathcal{S})$

Since $V_{M_B} \in \mathcal{V} \subseteq \mathcal{I} \ast \mathcal{V}[1]$, we can decompose $V_{M_B}$ into a distinguished triangle

$I_0 \to V_{M_B} \to V_0[1] \to I_0[1]$  \quad (I_0 \in \mathcal{I}, V_0 \in \mathcal{V})

in $\mathcal{C}$. By the octahedron axiom, we have the following commutative diagram made of distinguished triangles
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(5.5)

for some $B_0 \in V_0 \ast B \subseteq B \ast B \subseteq B$. This satisfies

$\omega_{U_M}(B_0[1]) \cong U_{M_B} \cong \omega_{U}(B[1])$

in $\mathcal{U}/\mathcal{I}$. Moreover, for any $U \in \mathcal{U}$, if we apply $\mathcal{C}(U, -)$ to (5.5), we obtain an exact sequence

$0 \to \mathcal{C}(U, B_0[1]) \to \mathcal{C}(U, B[1]) \to \mathcal{C}(U, V_0[2])$.

This shows (1).

Let us construct (5.4). Applying Lemma 5.6 (2) to $U_{M_B}$, we obtain the following commutative diagram made of distinguished triangles in $\mathcal{C}$
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(5.6)
with \( S' \in \mathcal{S}, Z' \in \mathcal{Z}, T' \in \mathcal{T}, I' \in \mathcal{I}, N \in \mathcal{N}' \), dually to (5.1). Remark that this gives \( \sigma(U_{M_{\omega}}) \cong Z' \) in \( \mathcal{Z}/\mathcal{I} \). By the octahedron axiom and \( \mathcal{C}(I_0, T'[1]) = 0 \), we obtain

\[
\text{(5.7)}
\]

\[
\begin{array}{ccc}
N & \xrightarrow{0} & T'[1] \\
\downarrow & & \downarrow \\
B_0[1] \xrightarrow{0} R[1]
\end{array}
\]

with \( R \in \mathcal{T} \cap (\mathcal{B} * \mathcal{N}') = \mathcal{T} \cap (\mathcal{B} * \mathcal{V}[1]) \), by Proposition 5.13.

It remains to show (2). Let \( U \in \mathcal{U} \) be any object. Applying \( \mathcal{C}(U, -) \) to (5.6) and (5.7), we obtain exact sequences

\[
\begin{align*}
\mathcal{C}(U, I') & \to \mathcal{C}(U, Z') \to \mathcal{C}(U, T'[1]) \to 0, \\
\mathcal{C}(U, I_0) & \xrightarrow{0} \mathcal{C}(U, T'[1]) \to \mathcal{C}(U, R[1]) \to 0,
\end{align*}
\]

which show

\[
\text{(5.8) } \quad \text{Ext}^1_{\mathcal{C}}(U, R) = \mathcal{C}(U, R[1]) \cong \mathcal{C}(U, T'[1]) \\
\cong \mathcal{C}(U, Z') / \mathcal{C}(U, I') \cong (U/\mathcal{I})(U, Z').
\]

Since \( Z' \cong \sigma(U_{M_{\omega}}) \cong \sigma(\omega_U(B[1])) \cong \Sigma(\omega_B) \) holds in \( \mathcal{Z}/\mathcal{I} \) by Proposition 5.13, we obtain

\[
\text{(5.9) } \quad (U/\mathcal{I})(U, Z') \cong (U/\mathcal{I})(U, \Sigma(\omega_B)) \\
\cong (\mathcal{Z}/\mathcal{I})(\sigma(U), \Sigma(\omega_B)) = \text{Ext}^1_{\mathcal{Z}/\mathcal{I}}(\sigma(U), \omega(B)).
\]

Now (2) follows from (5.8) and (5.9). \( \square \)

**Proposition 5.14.** Let \( \mathcal{P} \) be a concentric TCP satisfying (I)+(II). For any \( U \in \mathcal{U} \) and \( T \in \mathcal{T} \), there is a monomorphism

\[
\text{Ext}^1_{\mathcal{C}}(U, T) \hookrightarrow \text{Ext}^1_{\mathcal{Z}/\mathcal{I}}(\sigma(U), \omega(T)).
\]

**Proof.** Apply Lemma 5.13 to \( B = \mathcal{T} \) and \( B = T \in \mathcal{T} \), to obtain a distinguished triangle

\[
\text{(5.10) } \quad T_0 \to R \to N \xrightarrow{0} T_0[1] \quad \text{(} T_0 \in \mathcal{T}, N \in \mathcal{N}' \text{)}
\]

satisfying \( \text{Ext}^1_{\mathcal{C}}(U, T_0) \cong \text{Ext}^1_{\mathcal{C}}(U, T) \) and \( \text{Ext}^1_{\mathcal{C}}(U, R) \cong \text{Ext}^1_{\mathcal{Z}/\mathcal{I}}(\sigma(U), \omega(T)). \)

Applying \( \mathcal{C}(U, -) \) to (5.10), we obtain an exact sequence

\[
\mathcal{C}(U, N) \xrightarrow{\mathcal{C}(U, n)} \mathcal{C}(U, T_0[1]) \to \mathcal{C}(U, R[1]).
\]

Since the image of \( \mathcal{C}(U, n) \) is 0 by Remark 5.2 it follows \( \mathcal{C}(U, T_0[1]) \to \mathcal{C}(U, R[1]) \) is monomorphic. This gives \( \text{Ext}^1_{\mathcal{C}}(U, T) \hookrightarrow \text{Ext}^1_{\mathcal{Z}/\mathcal{I}}(\sigma(U), \omega(T)). \) \( \square \)

**Proposition 5.15.** Let \( \mathcal{P} \) be a concentric TCP satisfying (I)+(II). Let \( \mathcal{S} \subseteq \mathcal{A} \subseteq \mathcal{U} \) and \( \mathcal{V} \subseteq \mathcal{B} \subseteq \mathcal{T} \) be full additive subcategories closed under isomorphisms and direct summands. If we define \( \mathcal{L}, \mathcal{E} \subseteq \mathcal{Z}/\mathcal{I} \) by

\[
\mathcal{L} = \mathcal{F}(\mathcal{A}) = \sigma(\mathcal{A}) \quad \text{and} \quad \mathcal{E} = \mathcal{F}(\mathcal{B}) = \omega(\mathcal{B}),
\]

then...
then $C = A \ast B[1]$ implies $Z/I = \mathcal{L} \ast \Sigma \mathcal{R}$.

Proof. If $C = A \ast B[1]$, then in particular for any $Z \in Z$, there is a distinguished triangle in $C$

$$A \xrightarrow{\alpha} Z \rightarrow B[1] \rightarrow A[1] \quad (A \in \mathcal{A}, B \in \mathcal{B}).$$

Decompose $B[1]$ into a distinguished triangle in $C$

$$U_B \rightarrow B[1] \rightarrow V_B[1] \rightarrow U_B$$

which gives $U_B \cong \omega_U(B[1])$ in $U/I$. By the octahedron axiom and $C(Z, V_B[1]) = 0$, we have

for some $g \in C(A, V_B)$. Thus $Z \oplus V_B \in A \ast U_B \subseteq U$, which shows $V_B \in V \cap U = I$. Applying Lemma 4.11 to

$$A \rightarrow Z \oplus V_B \rightarrow U_B \rightarrow A[1],$$

we obtain a distinguished right triangle

$$\sigma(A) \rightarrow Z \rightarrow \sigma(U_B) \rightarrow \Sigma(\sigma A).$$

This satisfies $\sigma(A) \in \mathcal{L}$, and $\sigma(U_B) \cong \sigma(\omega_U(B[1])) \cong \Sigma(\omega B) \in \Sigma \mathcal{R}$ by Proposition 5.9. □

**Proposition 5.16.** Let $\mathcal{P}$ be a concentric TCP satisfying (I)+(II). Let $\mathcal{L}, \mathcal{R} \subseteq Z/I$ be full additive subcategories, closed under isomorphisms and direct summands. If we define $A \subseteq U$ and $B \subseteq T$ by

$$A = \sigma^{-1}(\mathcal{L}) = \tau^{-1}(\mathcal{L}) \quad \text{and} \quad B = \omega^{-1}(\mathcal{R}) = \omega^{-1}(\mathcal{R}),$$

then $Z/I = \mathcal{L} \ast \Sigma \mathcal{R}$ implies $C = A \ast B[1]$. 

Proof. Put $\mathcal{L} = \tilde{\mathcal{L}}, \mathcal{R} = \tilde{\mathcal{R}}$ as in Remark 3.8. We proceed in the following 3 steps.

(i) By $Z/I = \mathcal{L} \ast \Sigma \mathcal{R}$, for any $Z \in Z$, there exists a distinguished triangle in $Z/I$

$$(5.11) \quad L \xrightarrow{\alpha} Z \rightarrow \Sigma R \rightarrow \Sigma L$$

for some $L \in \mathcal{L}$ and $R \in \mathcal{R}$. Take $f \in Z(L, Z)$ satisfying $\alpha = f$, take a distinguished triangle

$$L \xrightarrow{f} I \rightarrow U_L \rightarrow L[1] \quad (I \in I, U_L \in U)$$
in \( \mathcal{C} \). As in Lemma \( 4.8 (1) \), complete \( \begin{bmatrix} f \\ \ell \end{bmatrix} \) to obtain a \( \mathcal{U} \)-conic triangle

\[
\begin{array}{c}
L \xrightarrow{\begin{bmatrix} f \\ \ell \end{bmatrix}} Z \oplus I & \xrightarrow{a} & U & \xrightarrow{b} & L[1]
\end{array}
\]

in \( \mathcal{C} \). Since \( Z/I \) is triangulated, the standard right triangle associated to \( (5.12) \) is isomorphic to \( (5.11) \). In particular, we have \( \sigma(U) \cong \Sigma R \in \Sigma \mathcal{R} \).

By \( \Omega \circ \Sigma \cong \text{Id}_{Z/I} \) (Corollary 5.11) and the dual of Proposition 5.9, we have

\[
\omega(\sigma_T(U[-1])) \cong \Omega(\sigma(U)) \in \Omega \Sigma \mathcal{R} = \mathcal{R}.
\]

Namely, if we take a distinguished triangle in \( \mathcal{C} \)

\[
S_U[-1] \to U[-1] \to T_U \to S_U \quad (S_U \in \mathcal{S}, T_U \in \mathcal{T}),
\]

which gives \( \sigma_T(U[-1]) \cong T_U \) in \( T/I \), then this \( T_U \) satisfies \( T_U \in \Sigma^{-1}(\mathcal{R}) = \mathcal{B} \).

By the octahedron axiom and \( \mathcal{C}(S_U, L[1]) = 0 \), we obtain a commutative diagram made of distinguished triangles in \( \mathcal{C} \)

\[
\begin{array}{c}
\xymatrix{
T_U & T_U \\
L 
\ar[r] & L \oplus S_U 
\ar[r] & S_U 
\ar[r] & L[1] \\
L 
\ar[r] & Z \oplus I 
\ar[r] & U 
\ar[r] & L[1] \\
T_U[1] 
\ar[r] & T_U[1] & \text{circled}
\end{array}
\]

which implies \( L \oplus S_U \in T_U \ast (Z \oplus I) \subseteq \mathcal{T} \), and thus \( S_U \in \mathcal{S} \cap \mathcal{T} = \mathcal{I} \). It follows \( L \oplus S_U \in \mathcal{L} \).

Moreover, since \( i \in \mathcal{C}(I, T_U[1]) = 0 \), this gives a distinguished triangle in \( \mathcal{C} \)

\[
(5.13) \quad T_U \to L \oplus S_U \to Z \oplus I \xrightarrow{[\varepsilon, 0]} T_U[1].
\]

It follows that \( I \) is a direct summand of \( L \oplus S_U \in \mathcal{L} \), and thus there exists \( L' \in \mathcal{L} \) satisfying \( L' \oplus I \cong L \oplus S_U \). Then from \( (5.13) \), we obtain a distinguished triangle in \( \mathcal{C} \)

\[
T_U \to L' \to Z \xrightarrow{\varepsilon} T_U[1]
\]

satisfying \( L' \in \mathcal{L} \) and \( T_U \in \mathcal{B} \).

(ii) Let \( U \in \mathcal{U} \) be any object. Decompose it into a distinguished triangle in \( \mathcal{C} \)

\[
S[-1] \to U \to Z \to S \quad (S \in \mathcal{S}, Z \in \mathcal{Z}),
\]

which gives \( \sigma(U) \cong Z \) in \( Z/I \).

By assumption, there is a distinguished triangle in \( \mathcal{C} \)

\[
L \to Z \to B[1] \to L[1] \quad (L \in \mathcal{L}, B \in \mathcal{B}).
\]
By the octahedron axiom, we have

$$\begin{align*}
S[-1] & \cong S[-1] \\
B & \cong E \\
B & \cong E \\
B & \cong E \\
S & \cong S
\end{align*}$$

Decompose $E$ into a distinguished triangle in $C$

$$U_E \to E \to V_E[1] \to U_E[1] \quad (U_E \in \mathcal{U}, V_E \in \mathcal{V}).$$

Applying Condition (I) to $E \in B \ast U \subseteq T \ast \mathcal{U}$, we obtain an isomorphism in $\mathcal{Z}/\mathcal{I}$

$$\sigma(\omega_U(E)) \cong \omega(\sigma_T(E)),$$

namely, $\sigma(U_E) \cong \omega(L) \cong L$ in $\mathcal{Z}/\mathcal{I}$.

This implies $U_E \in \mathcal{T}^{-1}(\mathcal{Z}) = \mathcal{A}$. By the octahedron axiom, we obtain the following commutative diagram made of distinguished triangles.

By Lemma 3.11 (2), $F \in \mathcal{T}$ satisfies $\omega(F) \cong \omega(B) \in \mathcal{B}$, i.e., $F \in \mathcal{T}^{-1}(\mathcal{B}) = \mathcal{B}$. Thus the distinguished triangle in $C$

$$U_E \to U \to F[1] \to U_E[1]$$

satisfies $U_E \in \mathcal{A}, F \in \mathcal{B}$.

(iii) Let $C \in \mathcal{C}$ be any object. Decompose it into a distinguished triangle in $C$

$$U_C \to C \to V_C[1] \to U_C[1] \quad (U_C \in \mathcal{U}, V_C \in \mathcal{V}).$$

By the assumption, there is a distinguished triangle in $C$

$$A \to U_C \to B[1] \to A[1] \quad (A \in \mathcal{A}, B \in \mathcal{B}).$$
By the octahedron axiom, we have the following commutative diagram made of distinguished triangles.

\[ \begin{array}{c}
A \\
\downarrow U \\
C \\
\downarrow \exists G \\
\downarrow V \\
\rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \right}
- $C = A \ast B[1]$ follows from $Z/I = L \ast \Sigma R$ and Proposition 5.16.
- $\operatorname{Ext}^1_Z(A, \omega(R)) = 0$ immediately follows from $\operatorname{Ext}^1_Z(L, \omega(R)) = 0$, since we have $\omega(\sigma^{-1}(L)) \subseteq L$ and $\omega(\sigma^{-1}(R)) \subseteq R$. It follows $(A, B) \in \mathcal{M}_F$.

Thus these maps are well-defined. It remains to show that they are mutually inverses.

Let $(A, B) \in \mathcal{M}_F$ be any element. Then it obviously satisfies
\begin{equation}
\sigma^{-1}(I(A)) \supseteq A \text{ and } \sigma^{-1}(I(B)) \supseteq B.
\end{equation}
Since both $(A, B)$ and $I \circ R((A, B))$ are cotorsion pairs in $C$, (5.14) implies $(A, B) = I \circ R((A, B))$. This means $I \circ R = \text{id}$.

Similarly, for any $(L, R) \in \mathcal{C}(Z/I)$,
$$\sigma^{-1}(L) \subseteq L \text{ and } \sigma^{-1}(R) \subseteq R$$
imply $R \circ I((L, R)) = (L, R)$. This means $R \circ I = \text{id}$.

\begin{corollary}
Let $P$ be a concentric TCP satisfying (I)+(II). For any $(A, B) \in \mathcal{C}(C)$ satisfying $S \subseteq A$ and $V \subseteq B$, the following are equivalent.
\begin{enumerate}
  \item $(A, B) \in \mathcal{M}_F$.
  \item $U \cap (S[-1] \ast A) \subseteq A$.
  \item $T \cap (B \ast V[1]) \subseteq B$.
\end{enumerate}
\end{corollary}
\begin{proof}
Since $I \circ R = \text{id}$, (1) implies (2) and (3). In fact, we have $U \cap (S[-1] \ast A) = A$ and $T \cap (B \ast V[1]) = B$.

Conversely, suppose (3) holds. To show (1), it suffices to show $\operatorname{Ext}^1_Z(S[-1] \ast A) = 0$. Let $A, B \in B$ be any pair of objects. By Lemma 5.13, there is a distinguished triangle in $C$
$$B_0 \to R \to N \to B_0[1]$$
satisfying $R \in T \cap (B \ast V[1])$ and $\operatorname{Ext}^1_Z(A, R) = 0$. By (3), we have $R \in R$ and thus $\operatorname{Ext}^1_Z(A, R) = 0$.

(2) $\Rightarrow$ (1) can be shown dually.
\end{proof}

\begin{corollary}
For any concentric $P$ satisfying (I)+(II), we have
$$\mathcal{M}_F = \{(A, B) \in \mathcal{C}(C) \mid A = U \cap (S[-1] \ast A), \ B = T \cap (B \ast V[1])\}.$$\end{corollary}
\begin{proof}
If $A = U \cap (S[-1] \ast A)$ and $B = T \cap (B \ast V[1])$ hold, then $S \subseteq A$ and $V \subseteq B$ follows automatically. Thus the equation follows from Corollary 5.18.
\end{proof}

As a consequence of Theorem 5.17, we can define \textit{mutation} of cotorsion pairs in $\mathcal{M}_F$ as a $Z$-action as below.

\begin{definition}
Let $P$ be a concentric TCP satisfying (I)+(II). Define the \textit{mutation} on $\mathcal{M}_F$ to be a $Z$-action, obtained by pulling back the shift $Z$-action on $\mathcal{C}(Z/I)$.

Namely, for any $n \in Z$, we define $\mu_n = I \circ [n] \circ R$. This gives a $Z$-action $Z \times \mathcal{M}_F \to \mathcal{M}_F$.
\end{definition}
6. Typical cases

Let us see the meaning of Theorem 5.17 in the following particular cases (§6.1 §6.2).

6.1. Heart-equivalent case. Instead of the condition (I)+(II), let us consider the following, a bit stronger condition.

**Condition 6.1.** Let \( \mathcal{P} = ((S, T), (U, V)) \) be a concentric TCP. We consider the following condition.

\[ (\text{III}) \quad (S, T) \text{ and } (U, V) \text{ are heart-equivalent. Namely, } \mathcal{P} \text{ satisfies } H_{(S,T)}(U) = 0 \text{ and } H_{(U,V)}(T) = 0 \text{ (Remark 2.3)}. \]

**Proposition 6.2.** Let \( \mathcal{P} \) be a concentric TCP satisfying (III). Then it satisfies (I) and (II).

**Proof.** (I) Let \( X \in T \ast U \) be any object. Since \( H_{(U,V)}(T) = H_{(U,V)}(U) = 0 \), we have \( H_{(U,V)}(X) = 0 \). This means that there exists a diagram

\[
V_X \rightarrow U_X \xrightarrow{u} X \xrightarrow{v} V_X[1] \quad (U_X \in U, V_X, V_0 \in V)
\]

where \( V_X \rightarrow U_X \xrightarrow{u} X \xrightarrow{v} V_X[1] \) is a distinguished triangle (Fact 2.1 (4)). Decompose \( X \) into a distinguished triangle

\[
S_X[-1] \xrightarrow{t} X \xrightarrow{t} T_X \rightarrow S_X \quad (S_X \in S, T_X \in T).
\]
Since $v \circ s = 0$ by $C(S_X[-1], V_0) = 0$, this $s$ factors through $u$. By the octahedron axiom, we obtain

\[
\begin{array}{ccccccc}
V_X & \cong & V_X & \circlearrowleft \\
\downarrow & & \downarrow \\
S_X[-1] & \rightarrow & U_X & \rightarrow & Z & \rightarrow & S_X \\
\circlearrowleft & & \circlearrowleft & & \circlearrowleft & & \circlearrowleft \\
\downarrow & & \downarrow & & \downarrow \\
S_X[-1] & \rightarrow & X & \rightarrow & T_X & \rightarrow & S_X \\
\circlearrowleft & & \circlearrowleft & & \circlearrowleft & & \circlearrowleft \\
\downarrow & & \downarrow & & \downarrow \\
V_X[1] & \cong & V_X[1] \\
\end{array}
\]

which shows $Z \in U \cap \mathcal{T} = Z$. The commutative square in the middle shows that $\mu_X : \sigma(\omega_U(X)) \rightarrow \omega(\sigma_T(X))$ is isomorphism in $\mathcal{Z}/\mathcal{I}$.

(II) Obviously, we always have $\mathcal{T} \cap (S \ast \mathcal{V}[1]) = \mathcal{T} \cap (I \ast \mathcal{V}[1])$. Suppose $H_{(U,V)}(T) = 0$ holds. Then for any $T \in \mathcal{T}$ and any distinguished triangle

\[
V \rightarrow U \rightarrow T \rightarrow V[1] \quad (U \in \mathcal{U}, V \in \mathcal{V}),
\]

$v$ factors through some $V_0 \in \mathcal{V}$ (Fact 2.1 (4)). In particular if $T \in \mathcal{T} \cap (I \ast \mathcal{V}[1])$, we obtain a diagram

\[
\begin{array}{ccccccc}
V & \rightarrow & I & \rightarrow & T & \rightarrow & V[1] \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
& & & & & & V_0 \\
\end{array}
\]

This shows $T \in \mathcal{U}[^1] \subseteq \mathcal{V}$. Thus it follows

\[
\mathcal{T} \cap \mathcal{N}^t = \mathcal{T} \cap (I \ast \mathcal{V}[1]) \subseteq \mathcal{V}.
\]

Since $\mathcal{V} \subseteq \mathcal{T} \cap \mathcal{N}^t$ follows from Remark 3.3 (ii), we obtain $\mathcal{T} \cap \mathcal{N}^t = \mathcal{V}$. Dually, $H_{(S,T)}(U) = 0$ implies $U \cap \mathcal{N}^f = S$. \hfill \Box

**Proposition 6.3.** If $\mathcal{P}$ is concentric with (III), then $(\mathcal{Z}, \mathcal{Z})$ becomes an $\mathcal{I}$-mutation pair, in the sense of Fact 1.2.

**Proof.** First, let us show that $H_{(S,T)}(U) = 0$ implies $U \cap (I \ast \mathcal{Z}[1]) \subseteq \mathcal{Z}$. Remark that $H_{(S,T)}(U) = 0$ means $\tau_{(S,T)}(U) = \mathcal{Z}$. In particular, for any $U \in \mathcal{U} \cap (I \ast \mathcal{Z}[1])$, we have the following commutative diagram made of distinguished triangles in $C$
Since $C(S[-1], I) = 0$, it follows that $U$ is a direct summand of $T'$, and thus satisfies $U \in U \cap T = Z$. Thus $U \cap (I \ast Z[1]) \subseteq Z$ is shown.

Then, for any $Z \in Z$, the distinguished triangle

$$Z \to I_Z \to U_Z \to Z[1]$$

should satisfy $U_Z \in U \cap (I \ast Z[1]) \subseteq Z$. This means

$$Z \subseteq (Z[-1] \ast I) \cap I[-1]^!.$$

Dually, $H(U, V)(T) = 0$ implies $Z \subseteq (I \ast Z[1]) \cap I[1].$

**Corollary 6.4.** If $P$ is concentric with (III), then we have isomorphisms of functors

$$\Sigma \cong \langle 1 \rangle, \quad \Omega \cong \langle -1 \rangle.$$

Thus the triangulation of $Z/I$ agrees with the one given in [LY, Theorem 4.2].

**Proof.** This immediately follows from Proposition 6.3. □

**Example 6.5.** Let $P = ((S, T), (U, V))$ be a TCP. Suppose $S = V(= I)$ and $U = T(= Z)$, as in Example 1.6 (5). Then $P$ is a concentric TCP satisfying (III). In this case, the map $\mu_1$ defined in Definition 5.20 agrees with the mutation $\mu_1$ given in [ZJ, Theorem 3.7].

**Proof.** Concentricity is trivial. Moreover, we have

$$H(S, T)(U) = H(S, T)(T) = 0, \quad H(U, V)(T) = H(U, V)(U) = 0.$$

The latter part follows from Corollary 6.3. □

6.2. **Hovey TCP, as a generalization of recollement.** In view of [Ho1], [Ho2], the following has been defined in [NP, Definition 5.1].

**Definition 6.6.** We say that TCP $P = ((S, T), (U, V))$ is Hovey TCP if it satisfies $N^f = N^f (=: N')$.

**Example 6.7.** If $P$ is degenerated to a single cotorsion pair, then it is a Hovey TCP, which satisfies $N = \mathcal{C}$.

A more interesting example is the one arising from a recollement. See Corollary 6.20.

**Proposition 6.8.** If $P$ is Hovey TCP, then $N \subseteq \mathcal{C}$ is a thick triangulated subcategory.
Proof. \( \mathcal{N} \subseteq \mathcal{C} \) is closed under direct summands by Corollary 3.16. By the definition of a Hovey TCP, it is also closed under shifts.

Let us show \( \mathcal{N} \subseteq \mathcal{C} \) is closed under extensions. To show \( \mathcal{N} \ast \mathcal{N} \subseteq \mathcal{N} \), obviously it suffices to show \( \mathcal{V}[1] \ast \mathcal{S} \subseteq \mathcal{N} \).

For any \( X \in \mathcal{V}[1] \ast \mathcal{S} \), take a distinguished triangle

\[
S[-1] \xrightarrow{s} V[1] \rightarrow X \rightarrow S \quad (S \in \mathcal{S}, V \in \mathcal{V})
\]

and then decompose \( V \in \mathcal{V} \subseteq \mathcal{N} \) into a distinguished triangle

\[
S'[-1] \rightarrow V[1] \xrightarrow{v} V' \rightarrow S' \quad (S' \in \mathcal{S}, V' \in \mathcal{V}).
\]

Since \( v \circ s = 0 \), the octahedron axiom gives

\[
\begin{tikzcd}
S[-1] & S'[-1] & \exists M \\
& V[1] & X \\
& & V'
\end{tikzcd}
\]

which shows \( X \in S[-1] \ast \mathcal{S} \ast \mathcal{V} \). By Remark 3.4 (ii), it follows \( X \in S[-1] \ast (S[-1] \ast \mathcal{V}) \ast \mathcal{V} = \mathcal{N} \). \( \square \)

In particular, we obtain the Verdier quotient \( \ell : \mathcal{C} \rightarrow \mathcal{C}_\mathcal{N} \). We call morphism \( f \in \mathcal{C}(X, Y) \) a quasi-isomorphism if its cone belongs to \( \mathcal{N} \).

**Definition 6.9.** Let \( \mathcal{P} \) be a Hovey TCP. Since \( \mathcal{I} \subseteq \mathcal{N} \), we have a functor \( \Phi : \mathcal{C}/\mathcal{I} \rightarrow \mathcal{C}_\mathcal{N} \) which makes the following diagram commutative (on the nose), by the universal property of the ideal quotient.

\[
\begin{tikzcd}
\mathcal{C} \ar[rr, \ell] \ar[dr, \circ, \Phi] & & \mathcal{C}_\mathcal{N} \\
\mathcal{C}/\mathcal{I} & & \mathcal{C}_\mathcal{N}
\end{tikzcd}
\]

We denote the restrictions of \( \Phi : \mathcal{C}/\mathcal{I} \rightarrow \mathcal{C}_\mathcal{N} \) in the rest.

**Proposition 6.10.** Let \( \mathcal{P} \) be a Hovey TCP. Then \( \Phi : \mathcal{Z}/\mathcal{I} \rightarrow \mathcal{C}_\mathcal{N} \) is an equivalence

\[
\begin{tikzcd}
\mathcal{Z}/\mathcal{I} \ar[rr, \sim, \Phi] \ar[dr, \circ, \ell] & & \mathcal{C}_\mathcal{N} \\
\mathcal{C} & & \mathcal{C}_\mathcal{N}
\end{tikzcd}
\]
which makes the following diagrams commutative up to natural isomorphisms.

Here, \( p_U \) and \( p_T \) denote the residue functors.

**Proof.** For any \( X \in \mathcal{C} \), take diagram (6.2)

\[
\begin{array}{ccc}
  Z/U & \xrightarrow{z_U} & Z_T \\
  U_X \downarrow & & \downarrow \Phi \circ \sigma_X \\
  X & \xrightarrow{u_X} & T_X \\
  \Phi \circ \eta_U & \circ \sigma_X & \circ \eta_T \\
  \downarrow \Phi & & \downarrow \Phi \\
  C_N & \xrightarrow{\sim} & C_N \\
\end{array}
\]

\((U_X \in \mathcal{U}, T_X \in \mathcal{T}, Z_U, Z_T \in \mathcal{Z})\)

\((\ell_X = (\eta_T)_X, \ z_U = \eta(U_X), \ u_X = (\varepsilon_U)_X, \ z_T = \varepsilon(T_X))\).

Then \( t_X, z_U, u_X, z_T \) are quasi-isomorphisms. (As a consequence, so is \( z \).) In particular, we have an isomorphism

\[
\ell(z_U) \circ \ell(u_X)^{-1}: X \xrightarrow{\cong} Z_U
\]

in \( \mathcal{N} \). Thus \( \Phi \) is essentially surjective.

Moreover, for any \( U \in \mathcal{U} \), the unit morphism \( \eta_U \in (\mathcal{U}/\mathcal{I})(U, \sigma(U)) \) is sent to an isomorphism

\[
\Phi_U(\eta_U): \Phi_U(U) \xrightarrow{\cong} \Phi(\sigma(U))
\]

in \( \mathcal{N} \). This gives a natural isomorphism \( \Phi_U \cong \Phi \circ \sigma \), and thus the left diagram in (6.2) is commutative up to natural isomorphism. Commutativity of the right diagram in (6.2) can be shown dually.

It remains to show that \( \Phi \) is fully faithful. Let \( X, Y \in \mathcal{Z} \) be any pair of objects.

Let \( f \in \mathcal{Z}(X, Y) \) be any morphism. Remark that \( \ell(f) = 0 \) holds if and only if there exists \( C \in \mathcal{C} \) and a quasi-isomorphism \( s \in \mathcal{C}(Y, C) \) satisfying \( s \circ f = 0 \). This means that \( f \) factors through some \( N \in \mathcal{N} = \mathcal{S}[-1] + \mathcal{V} \). Since \( \mathcal{C}(\mathcal{S}[-1], Y) = 0 \), it follows that \( f \) factors through \( V \in \mathcal{V} \). Since \( X \in \mathcal{Z} \), there is a distinguished triangle

\[
U_X[-1] \to X \to I_X \to U_X
\]

satisfying \( U_X \in \mathcal{U} \) and \( I_X \in \mathcal{I} \). By \( \mathcal{C}(U_X[-1], V) = 0 \), we can show that \( f \) factors through \( I_X \), as follows.

\[
\begin{array}{ccc}
  U_X[-1] & \xrightarrow{f} & X \\
  \downarrow \circ & & \downarrow \circ \\
  I_X & \xrightarrow{v} & Y
\end{array}
\]

Thus if \( \Phi(f) = \ell(f) = 0 \), then \( f = 0 \) follows. This means \( \Phi \) is faithful.
Let us show that \( \Phi \) is full. Remark that any morphism \( \phi \in \mathcal{C}_N(X, Y) \) can be expressed as a roof

\[
\begin{array}{c}
X \xrightarrow{z} C \xleftarrow{s} Y
\end{array}
\]

with \( C \in \mathcal{C} \) and a quasi-isomorphism \( s \). Decompose \( C \) into a distinguished triangle

\[
S[-1] \rightarrow C \rightarrow T \rightarrow S \quad (S \in \mathcal{S}, T \in \mathcal{T})
\]

in \( \mathcal{C} \). Then, since \( t \) is a quasi-isomorphism, the roof \((6.3)\) gives the same morphism as

\[
\begin{array}{c}
X \xrightarrow{t \circ x} T \xleftarrow{t \circ s} Y
\end{array}
\]

in \( \mathcal{C}_N \). Decompose \( T \) into a distinguished triangle

\[
V \rightarrow Z \xrightarrow{z} T \rightarrow V[1] \quad (V \in \mathcal{V}, Z \in \mathcal{Z}).
\]

By \( \mathcal{C}(X, V[1]) = 0 \) and \( \mathcal{C}(Y, V[1]) = 0 \), there exists \( x' \in \mathcal{C}(X, Z) \) and \( s' \in \mathcal{C}(Y, Z) \) which makes the following diagram commutative in \( \mathcal{C} \).

\[
\begin{array}{c}
X \xleftarrow{t \circ x} Z \xrightarrow{s} Y
\end{array}
\]

Since \( \mathcal{N} \subseteq \mathcal{C} \) is thick and since the morphisms \( z, t \circ s \) are quasi-isomorphisms, it follows that \( s' \) is also quasi-isomorphism. Thus \((6.4)\) gives the same morphism as

\[
\begin{array}{c}
X \xrightarrow{x'} Z \xleftarrow{s'} Y
\end{array}
\]

in \( \mathcal{C}_N \). By Corollary \( \{3.7\} \) it follows that \( s' \in (\mathcal{Z}/\mathcal{I})(Y, Z) \) is isomorphism. Thus \((s')^{-1} \circ \overline{z} \in (\mathcal{Z}/\mathcal{I})(X, Y) \) satisfies \( \Phi((s')^{-1} \circ \overline{z}) = \ell(s') \circ \ell(x') = \phi \).

\[\square\]

Remark 6.11. Let \( \mathcal{P} \) be a Hovey TCP. Let \( \mathcal{D} \subseteq \mathcal{C}_N \) be a full additive subcategory, closed under isomorphisms and direct summands. Then the commutativity of \((5.2)\) shows the following.

\( (1) \ U \cap \ell^{-1}(\mathcal{D}) = \overline{\Phi}^{-1}(\mathcal{D}). \)

\( (2) \ T \cap \ell^{-1}(\mathcal{D}) = \overline{\Phi}^{-1}(\mathcal{D}). \)

Corollary 6.12. Any Hovey TCP is a concentric TCP satisfying \((\text{I})+(\text{II}).\)

Proof. By Remark \( \{5.2\} \) we have

\[
\mathcal{U} \cap \mathcal{N} = \mathcal{S}, \quad \mathcal{N} \cap \mathcal{T} = \mathcal{V},
\]

which gives \( \mathcal{S} \cap \mathcal{T} = \mathcal{U} \cap \mathcal{N} \cap \mathcal{T} = \mathcal{U} \cap \mathcal{V} \). Thus \( \mathcal{P} \) is concentric TCP satisfying \((\text{II}).\)

Let us show \((\text{I})\). In fact, we will show that if \( \mathcal{P} \) is Hovey TCP, then \( \mu_X \) in \((6.8)\) becomes isomorphism for any \( X \in \mathcal{C} \).

Let \( X \in \mathcal{C} \) be any object. In \((6.4)\), those \( u_X, t_X, z_U, z_T \) are quasi-isomorphisms. Thus \( \ell(z) \) also becomes isomorphism in \( \mathcal{C}_N \). Corollary \( \{3.7\} \) shows that \( \mu_X = z \) is isomorphism in \( \mathcal{Z}/\mathcal{I} \). \[\square\]
Corollary 6.13. Let \( \mathcal{P} \) be a Hovey TCP. Then the equivalence \( \Phi: \mathcal{Z}/\mathcal{I} \xrightarrow{\cong} \mathcal{C}_N \) obtained in Proposition 6.10 is triangle equivalence.

Proof. Denote the shift functor on \( \mathcal{C}_N \) by \([1]\), the same symbol as that of \( \mathcal{C} \). For any \( X \in \mathcal{Z} \), its shift \( \Sigma X = Z_X \) in \( \mathcal{Z}/\mathcal{I} \) is given by the distinguished triangles

\[
X \xrightarrow{i_X} I_X \xrightarrow{\nu_X} U_X \xrightarrow{\gamma_X} X[1]
\]

as in Definition 4.2. Since \( \gamma_X \) and \( z_{U_X} \) are quasi-isomorphisms, we obtain an isomorphism in \( \mathcal{C}_N \)

\[
\lambda_X = \ell(z_{U_X}) \circ \ell(\gamma_X)^{-1} = \Phi_U(\eta_{U_X}) \circ \Phi(\gamma_X)^{-1} : X[1] \xrightarrow{\cong} Z_X = \Phi(\Sigma X).
\]

This gives a natural isomorphism \( \lambda: [1] \circ \Phi \xrightarrow{\cong} \Phi \circ \Sigma \).

Let us show that \( \Phi \) sends any standard right triangle to a distinguished triangle in \( \mathcal{C}_N \). Let \( X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1] \) be the standard right triangle in \( \mathcal{Z}/\mathcal{I} \), associated to a \( U \)-conic triangle

\[
X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1].
\]

By definition, this is given by a morphism of triangles in \( \mathcal{C} \)

\[
X \xrightarrow{f} Y \xrightarrow{a} U \xrightarrow{b} X[1]
\]

and the following commutative diagram in \( \mathcal{U}/\mathcal{I} \).

\[
\begin{array}{ccc}
U & \xrightarrow{\eta_U} & \sigma(U) \\
\downarrow \sigma(\xi) & & \downarrow \sigma(\eta) \\
U_X & \xrightarrow{\eta_X} & \sigma(U_X)
\end{array}
\]

This gives the following commutative diagram in \( \mathcal{C}_N \).

\[
\begin{array}{ccc}
X & \xrightarrow{\ell(f)} & Y \\
\downarrow \Phi(\xi) & & \downarrow \Phi(\eta_U) \\
X & \xrightarrow{\Phi(\xi)} & Y
\end{array}
\]

\[
\begin{array}{ccc}
X & \xrightarrow{\ell(a)} & U \\
\downarrow \Phi(\xi) & & \downarrow \Phi(\eta_U) \\
X & \xrightarrow{\Phi(\xi)} & Y
\end{array}
\]

\[
\begin{array}{ccc}
X & \xrightarrow{\ell(b)} & X[1] \\
\downarrow \Phi(\xi) & & \downarrow \Phi(\eta_U) \\
X & \xrightarrow{\Phi(\xi)} & Y
\end{array}
\]
The upper row is a distinguished triangle in $\mathcal{C}_N$. $\Box$

Remark 6.14. Proposition 6.10 and Corollary 6.13 generalize the triangle equivalence [IYa] Theorem 4.1, Theorem 4.7 which has been established for pair of co-t-structures arising from a presilting subcategory.

Theorem 5.17 gives the following.

Corollary 6.15. Let $\mathcal{P}$ be a Hovey TCP. Then we have the following mutually inverse bijections.

$$
\begin{align*}
\mathbf{R}_\mathcal{P} : \mathcal{C}_N &\to \mathcal{C}_N \quad ; \quad (A, B) \mapsto (\ell(A), \ell(B)), \\
\mathbf{I}_\mathcal{P} : \mathcal{C}_N &\to \mathcal{C}_N \quad ; \quad (\mathcal{E}, \mathcal{F}) \mapsto (U \cap \ell^{-1}(\mathcal{E}), T \cap \ell^{-1}(\mathcal{F})).
\end{align*}
$$

Proof. Since $\Phi : Z/I \to \mathcal{C}_N$ is a triangle equivalence, it induces a $\mathbb{Z}$-equivariant isomorphism (i.e., a bijection compatible with the shifts)

$$
\mathcal{C}_N \xleftrightarrow{\mathbb{Z}} \mathcal{C}_N
$$

which associates $(\Phi(Z), \Phi(I))$ to $(\mathcal{L}, \mathcal{R}) \in \mathcal{C}_N$ and $(\Phi^{-1}(\mathcal{E}), \Phi^{-1}(\mathcal{F}))$ to $(\mathcal{E}, \mathcal{F}) \in \mathcal{C}_N$.

Since $\ell_U \cong \Phi \circ \mathbb{P}$ and $\ell_T \cong \Phi \circ \mathbb{P}$ by the commutativity of (6.5), this follows from Theorem 5.17 and Remark 6.11.

Remark 6.16. Since $\mathcal{N} \subseteq \mathcal{C}$ is a triangulated subcategory, $(\mathcal{S}, \mathcal{T})$ becomes a co-torsion pair on $\mathcal{N}$, satisfying $\mathcal{S} \cap \mathcal{T} = \mathcal{S} \cap \mathcal{T} = \mathcal{U} \cap \mathcal{V}$. Its heart $\mathcal{A}(\mathcal{S}, \mathcal{T})$ is a full subcategory of both $\mathcal{A}(\mathcal{S}, \mathcal{T})$ and $\mathcal{A}(\mathcal{U}, \mathcal{V})$, which satisfies $\mathcal{A}(\mathcal{S}, \mathcal{T}) \cap \mathcal{A}(\mathcal{U}, \mathcal{V})$.

Claim 6.17. If $\mathcal{P}$ is a Hovey TCP, we have the following.

1. $(\mathcal{S}, \mathcal{T})$ is a t-structure on $\mathcal{C} \Leftrightarrow (\mathcal{S}, \mathcal{T})$ is a t-structure on $\mathcal{N} \Leftrightarrow (\mathcal{U}, \mathcal{V})$ is a t-structure on $\mathcal{C}$.
2. $\mathcal{S} = \mathcal{T}$ $(\Leftrightarrow \mathcal{U} = \mathcal{V})$ $\Rightarrow$ $\mathcal{S} = \mathcal{V}$, i.e., $\mathcal{S}$ is a cluster-tilting subcategory of $\mathcal{N}$.
3. $(\mathcal{S}, \mathcal{T})$ is a co-t-structure on $\mathcal{C} \Leftrightarrow (\mathcal{S}, \mathcal{T})$ is a co-t-structure on $\mathcal{N} \Leftrightarrow (\mathcal{U}, \mathcal{V})$ is a co-t-structure on $\mathcal{C}$.

Proof. This immediately follows from Claims 3.9 and 5.3.

Fact 6.18. ([C] Theorem 3.1, Theorem 3.3) For any recollement of triangulated categories

$$
\begin{align*}
\begin{array}{c}
\mathcal{N} \quad \xrightarrow{\ i \ } \quad \mathcal{C} \quad \xrightarrow{\ j \ } \quad \mathcal{C}_N
\end{array}
\end{align*}
$$

the following holds.

1. For any $(\mathcal{S}, \mathcal{T}) \in \mathcal{C}_N$ and any $(\mathcal{E}, \mathcal{F}) \in \mathcal{C}_N$, we can glue them by

$$
\mathcal{A} = i^*^{-1}(\mathcal{S}) \cap \ell^{-1}(\mathcal{E}), \quad \mathcal{B} = i^{-1}(\mathcal{V}) \cap \ell^{-1}(\mathcal{F})
$$

to obtain $(\mathcal{A}, \mathcal{B}) \in \mathcal{C}_N$, which satisfies $(\mathcal{A}, \mathcal{B}) \vert_{\mathcal{N}} = (\mathcal{S}, \mathcal{T})$ and $(\ell(\mathcal{A}), \ell(\mathcal{B})) = (\mathcal{E}, \mathcal{F})$.

---

The author wishes to thank Professor Osamu Iyama for informing him of this.
Corollary 6.19. Let $(\mathcal{S}, \mathcal{V})$ be a recollement of triangulated categories, and let $(\mathcal{S}, \mathcal{V}) \in \mathcal{CP}((\mathcal{N}))$ be a fixed cotorsion pair. Put
\[
\mathcal{M}'_{(\mathcal{S}, \mathcal{V})} = \left\{ (\mathcal{A}, \mathcal{B}) \in \mathcal{CP}((\mathcal{C})) \mid \mathcal{S} \subseteq \mathcal{A} \subseteq \mathcal{V}[1] \quad \mathcal{V} \subseteq \mathcal{B} \subseteq \mathcal{S}[-1]^{-1}, \quad \text{Ext}^1_{\mathcal{C}_N}(\ell(\mathcal{A}), \ell(\mathcal{B})) = 0 \right\}.
\]
Here, $\mathcal{S}[-1]^{-1}$ and $\mathcal{V}[1]$ denotes the right and left orthogonal subcategories taken in $\mathcal{C}$.

Then (1) and (2) in Fact 6.18 give the following mutually inverse bijections.

\[
\begin{align*}
\mathbf{R}_{(\mathcal{S}, \mathcal{V})} : \mathcal{M}'_{(\mathcal{S}, \mathcal{V})} & \to \mathcal{CP}((\mathcal{N})) \\
(\mathcal{A}, \mathcal{B}) & \mapsto (\ell(\mathcal{A}), \ell(\mathcal{B})) \\
\mathbf{I}_{(\mathcal{S}, \mathcal{V})} : \mathcal{CP}((\mathcal{N})) & \to \mathcal{M}'_{(\mathcal{S}, \mathcal{V})} \\
(\mathscr{E}, \mathscr{F}) & \mapsto (\mathcal{S}^{-1}(\mathcal{S}) \cap \mathcal{V}^{-1}(\mathcal{S}), \mathcal{S}^{-1}(\mathcal{V}) \cap \mathcal{S}^{-1}(\mathcal{F}))
\end{align*}
\]

Proof. It suffices to show that $(\mathcal{A}, \mathcal{B}) \in \mathcal{CP}((\mathcal{C}))$ satisfies
\[
(6.6) \quad \text{if and only if it satisfies}
\]
\[
(6.7) \quad \mathcal{S} \subseteq \mathcal{A} \subseteq \mathcal{V}[1], \quad \mathcal{V} \subseteq \mathcal{B} \subseteq \mathcal{S}[-1]^{-1} \quad \text{and} \quad \text{Ext}^1_{\mathcal{C}_N}(\ell(\mathcal{A}), \ell(\mathcal{B})) = 0.
\]

Suppose $(\mathcal{A}, \mathcal{B})$ satisfies (6.7). Then we have
\[
\mathcal{S}^{-1}(\mathcal{A}) \subseteq \mathcal{S}^{-1}(\mathcal{B}) \subseteq \mathcal{V}^{-1}(\mathcal{B}) = \mathcal{V}, \quad \ell(\mathcal{A}) \subseteq \ell(\mathcal{B}) \subseteq \mathcal{B}.
\]

Since $(\mathcal{A}, \mathcal{B}) \in \mathcal{CP}((\mathcal{C})$ and $(\mathcal{S}, \mathcal{V}) \in \mathcal{CP}((\mathcal{N}))$, this implies
\[
\text{Ext}^1_{\mathcal{C}_N}(\ell(\mathcal{A}), \ell(\mathcal{B})) = 0, \quad \text{Ext}^1_{\mathcal{C}_N}(\mathcal{S}, \ell(\mathcal{B})) = 0, \quad \text{Ext}^1_{\mathcal{C}_N}(\mathcal{A}, \ell(\mathcal{B})) = 0.
\]

By the adjointness, this means
\[
\text{Ext}^1_{\mathcal{C}_N}(\mathcal{A}, \mathcal{V}) = 0, \quad \text{Ext}^1_{\mathcal{C}_N}(\mathcal{S}, \mathcal{B}) = 0, \quad \text{Ext}^1_{\mathcal{C}_N}(\ell(\mathcal{A}), \ell(\mathcal{B})) = 0,
\]

which is equivalent to (6.8).

Conversely, suppose $(\mathcal{A}, \mathcal{B})$ satisfies (6.8). Then $\mathcal{S}^{-1}(\mathcal{A}) = \mathcal{N} \cap \mathcal{A}$ satisfies
\[
\mathcal{S} \subseteq \mathcal{N} \cap \mathcal{A} \subseteq \mathcal{N} \subseteq \mathcal{V}[1] = \mathcal{S},
\]

and thus $\mathcal{S}^{-1}(\mathcal{A}) = \mathcal{S}$. Similarly, we have $\mathcal{S}^{-1}(\mathcal{B}) = \mathcal{V}$. Thus $\mathcal{S}^{-1}(\mathcal{A}) \subseteq \mathcal{A} \iff \mathcal{S}^{-1}(\mathcal{A}) \subseteq \mathcal{S}$ follows from $\text{Ext}^1_{\mathcal{C}_N}(\mathcal{A}, \mathcal{V}) = \text{Ext}^1_{\mathcal{C}_N}(\mathcal{A}, \mathcal{V}) = 0$. Dually for $\mathcal{S}^{-1}(\mathcal{B}) \subseteq \mathcal{B}$. Similarly, $\ell(\mathcal{B}) \subseteq \mathcal{B}$ follows from $\text{Ext}^1_{\mathcal{C}_N}(\ell(\mathcal{A}), \ell(\mathcal{B})) = 0$ and the adjointness. \qed
Corollary 6.20. Let (S, V) be a recollement, and let (S, V) ∈ CPr(N) be any cotorsion pair. If we put U = i∗−1(S) and T = i∗−1(V), then P = ((S, T), (U, V)) is a Hovey TCP on C. In particular, we have U = V[1] and T = S[−1] in C.

Proof. Remark that we have

(S, T) = I(S, V)((0, C_N)) and (U, V) = I(S, V)((C_N, 0)).

Thus by Fact 6.18, we have (S, T), (U, V) ∈ CPr(C). Since (S, V) ∈ CPr(N), we also have Ext^1_S(S, V) = Ext^1_V(S, V) = 0, which means P is a TCP. Since S * V[1] = N ⊆ C is triangulated subcategory, P is a Hovey TCP. □

Thus a Hovey TCP can be regarded as a generalization of a recollement (together with a chosen cotorsion pair (S, V) ∈ CPr(N)).

Proposition 6.21. Let (S, V) be a recollement, let (S, V) ∈ CPr(N) be a cotorsion pair, and let P = ((S, T), (U, V)) be the associated Hovey TCP obtained in Corollary 6.20. Then we have R_P = R_P^N(S, V), and the maps R^N_I(S, V) and I^N_I(S, V) in Fact 6.18 agree with R_P and I_P in Corollary 6.14.

With this view, Corollary 6.14 can be regarded as a generalization of Corollary 6.14 to Hovey TCP.

Proof. This immediately follows from U = i∗−1(S) and T = i∗−1(V). □
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