Is attentional blink a byproduct of neocortical attractors?
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This study proposes a computational model for attentional blink or “blink of the mind,” a phenomenon where a human subject misses perception of a later expected visual pattern as two expected visual patterns are presented less than 500 ms apart. A neocortical patch modeled as an attractor network is stimulated with a sequence of 14 patterns 100 ms apart, two of which are expected targets. Patterns that become active attractors are considered recognized. A neocortical path is represented as a square matrix of hypercolumns, each containing a set of minicolumns with synaptic connections within and across both minicolumns and hypercolumns. Each minicolumn consists of locally connected layer 2/3 pyramidal cells with interacting basket cells and layer 4 pyramidal cells for input stimulation. All neurons are implemented using the Hodgkin–Huxley multi-compartmental cell formalism and include calcium dynamics, and they interact via saturating and depressing AMPA/NMDA and GABA_A synapses. Stored patterns are encoded with global connectivity of minicolumns across hypercolumns and active patterns compete as the result of lateral inhibition in the network. Stored patterns were stimulated over time intervals to create attractor interference measurable with synthetic spike traces. This setup corresponds with item presentations in human visual attentional blink studies. Stored target patterns were depolarized while distractor patterns where hyperpolarized to represent expectation of items in working memory. Simulations replicated the basic attentional blink phenomena and showed a reduced blink when targets were more salient. Studies on the inhibitory effect of benzodiazepines on attentional blink in human subjects were compared with neocortical simulations where the GABA_A receptor conductance and decay time were increased. Simulations showed increases in the attentional blink duration, agreeing with observations in human studies. In addition, sensitivity analysis was performed on key parameters of the model, including Ca²⁺-gated K⁺ channel conductance, synaptic depression, GABA_A channel conductance and the NMDA/AMPA ratio of charge entry.
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INTRODUCTION

The phenomenon of attentional blink (AB) was first observed by Broadbent and Broadbent (1987) and later reported as an attentional limit by Raymond et al. (1992). It occurs when two expected stimulus items are presented less than 500 ms apart. A standard experimental method for studying AB is known as the rapid serial visual presentation (RSVP) test. During experimental trials, sequences of symbolic items such as characters or numbers are presented on a computer screen. Individual items are presented approximately every 100 ms (lag) with an exposure time of about 60 ms, although this varies. The subject is told to attend to specific target items and to report verbally or press a button after a trial indicating what was seen. In the dual-task experiment, the subject is told to report on two targets T1 followed by T2 presented serially each trial, if they occur. T2 is likely to be missed if it is presented 200–500 ms after T1. A single-task experiment is often used as a control and entails only reporting T2, if it occurs. AB has been observed in both vision and audition (Tremblay et al., 2005) and is a factor in reaction time (Zuvic et al., 2000). Two common psychological hypotheses for AB are the two-stage model which has capacity limits and the interference model which may not. According to the two-stage model, a stimulus is perceived during a first stage and then processed during a second stage, which takes longer (Chun and Potter, 1995). If T2 is presented before an attended T1 has finished processing the second stage, recognition of T2 can be lost and will not reach working memory. In the interference model, T1, T2 and distractors immediately following T1 and T2 compete for attention in working memory and T2 can be lost due to interference with T1 and distractors (Kranzciioch et al., 2003). An alternative hypothesis for AB is known as the locus coeruleus (LC)–norepinephrine (NE) hypothesis (Nieuwenhuis et al., 2005). After a salient stimulus, NE is released from neurons in the LC which project across the neocortex and normally up-regulates attention. The theory asserts that AB results from a refractory period of NE release which lasts about 500 ms.

A phenomenon known as lag 1 sparing occurs when T1 is followed about 100 ms later by T2 and the AB occurrence is reduced. This typically happens only when the items appear in the same spatial location (Visser et al., 1999b). According to Hommel and Akyurek (2005), two common psychological
hypotheses for lag 1 sparing are the sluggish gate hypothesis and the competition hypothesis. The sluggish gate hypothesis suggests that during the time attention is focused on T1, T2 can slip in (Chun and Potter, 1995). The competition hypothesis suggests that competition exists for attention of T1 and T2, and the accuracy of recalling T1 and T2 are negatively correlated with each other. If both items are recognized, temporal order is often lost (Chun and Potter, 1995). Kesseler et al. (2005) suggests that lag 1 sparing cannot be explained by competition alone and found evidence that two items recognized with lag 1 consolidate in the left temporoparieto-frontal (TPF) area but not the right TPF or frontal areas.

This computational study investigates a hypothesis that AB is due to competition and interference between active neocortical memory patterns. Neural memory patterns are collections of interconnected pyramidal neurons that represent external stimuli or internal abstract representations. Presentation of a stimulus can activate a neural attractor corresponding with a stored memory pattern. Because memory patterns typically compete with winner-take-all dynamics, an active attractor can prevent other attractors corresponding with subsequent stimuli from becoming active until the initial active attractor decays due to neural adaptation and synaptic depression. The computational model of the neocortex used in our simulations is based on earlier work on attractor synaptic depression. The computational model of the neocortex used in our simulations is based on earlier work on attractor synaptic depression. The computational model of the neocortex used in our simulations is based on earlier work on attractor synaptic depression. The computational model of the neocortex used in our simulations is based on earlier work on attractor synaptic depression.

Materials and Methods
The subsampled neocortical model used in this investigation represents a patch of neocortex in the parietal area with a square topology of $4 \times 4$ hypercolumns (or macrocolumns) each separated by 500 μm. It is similar to the neocortical model used in Lundqvist et al. (2006). Hypercolumns in human neocortex are 300–600 μm in diameter (Mountcastle, 1997) with primary sensory cortex generally smaller and higher associative cortex on the larger end. It is believed that human hypercolumns have ~80–100 minicolumns each (Mountcastle, 1997). Our model is subsampled with 16 minicolumns within a hypercolumn, clustered into an area of 200 μm in diameter while hypercolumnar separation distances of 500 μm are maintained. Minicolumns are 50 μm in diameter. To compensate for subsampling and to maintain biologically plausible synaptic connection counts, the model has neuronal connectivity more dense than actual cortex. Each minicolumn contains 25 cells, consisting of 20 pyramidal cells in layer 2/3 (L2/3), and 5 input pyramidal cells in a rudimentary layer 4 (L4). The number of L2/3 pyramidal cells in minicolumns varies considerably across different areas of human cortex and even more so across species, but 20 appears to be a reasonable number for human association cortex. Each hypercolumn has 32 inhibitory basket cells or 10% of the number of L2/3 pyramidal cells, which is two cells for every minicolumn. The basket cells are important for lateral inhibition between minicolumns. According to Markram et al. (2004), L2/3 of neocortex has 20–25% interneurons, half of which are basket cells. Other interneurons were not included in this model for simplicity. Unlike Lundqvist et al. (2006), regular spiking non-pyramidal (RSNP) interneurons were not included in the model since they did not significantly effect the attractor dynamics and behavior in this case. In terms of model connectivity, basket cells within a hypercolumn horizontally innervate minicolumns but lie outside them. Basket cells have reciprocal connections between L2/3 pyramidal cells within a hypercolumn. Figure 1 shows a two-dimensional matrix.
representation of the minicolumns and basket cells in the simulated neocortical patch. A third dimension is introduced with the vertical placement of pyramidal cells in the minicolumns.

Positions of hypercolumns in the neocortical patch were laid out on a square grid 500 µm apart with a 7% standard deviation in the x and y directions. At each hypercolumn location, minicolumns and basket cells were randomly assigned within a set radius and with a minimum distance from each other. From this 2D geometry of minicolumns, L2/3 pyramidal cells were populated by randomly assigning them a z location at each minicolumn coordinate with a range for L2/3. L4 pyramidal cells were randomly assigned a z location below this. The geometric distance between neurons was used to determine propagation delays, assuming a neural propagation speed of 0.5 m/s.

Synaptic connections between types of neurons were assigned a synaptic type with fixed weights having 10% standard deviation for AMPA, NMDA, and GABA conductance. Synapses were randomly generated based on the connection probabilities of each synaptic type. Within a minicolumn, each L4 pyramidal cell has a 25% probability of a feedforward connection to each L2/3 pyramidal cell. L2/3 pyramidal cells are connected to each other’s basal dendrites locally within minicolumns having a 25% connection probability. They are also connected globally to apical dendrites across hypercolumns, storing 16 orthogonal patterns, each with one minicolumn in every hypercolumn. Pyramidal cells within such an orthogonal pattern have a connection probability of 28.4% between them. These stored patterns represent previously learned memories, as long-term plasticity is not implemented in the model. They are also simplified, because in reality pairs of stored patterns may not have lateral inhibition between them or may have excitatory connections. In such cases, attractors in different memory patterns can be active simultaneously and not be restricted to winner-take-all dynamics. This is an area we intend to explore in future work. L2/3 pyramidal cells have excitatory connections with a 50% probability to the 16 closest basket cells within a hypercolumn, while basket cells have inhibitory connections with a 50% probability to all L2/3 pyramidal within a hypercolumn. An attractor is activated by stimulating a randomly selected range of 4–6 minicolumns within an orthogonal memory pattern. Within these selected minicolumns, the L4 pyramidal cells were stimulated with four spikes at partially random intervals (67 Hz for 60 ms), delivered to an excitatory synapse on the soma. This can cause the L4 pyramidal cells to fire, in turn stimulating the basal dendrite of connected L2/3 pyramidal cells in the same minicolumn. If there is enough stimulation and recurrent activity, an attractor will emerge first in the L2/3 of the minicolumn, potentially spreading globally across to other minicolumns in the memory pattern. Figure 2 shows the neocortical microcircuit used.

CELL MODELS
The neocortical model contains pyramidal and basket cells that utilize Hodgkin–Huxley type equations and include calcium dynamics based on Ekeberg et al. (1991) and Fransén and Lansner (1995). For the cell membrane, voltage–dependent ion channels for Na⁺, K⁺, and
Ca\textsuperscript{2+} are explicitly represented by the Hodgkin–Huxley equations. The Na\textsuperscript{+} channels have an equilibrium potential of 50 mV, the K\textsuperscript{+} channels have an equilibrium potential of –80 mV and the Ca\textsuperscript{2+} channels have an equilibrium potential of 150 mV. Additional channels exist in the membrane for Ca\textsuperscript{2+}-gated K\textsuperscript{+} (K\textsubscript{Ca}) and Ca\textsuperscript{2+} leakage. The K\textsubscript{Ca} channels exhibit properties of both BK and SK type channels (Sah, 1996) are voltage sensitive and produce after-hyperpolarization (AHP) and spike frequency adaptation (SFA). The pyramidal cell is a regular spiking excitatory neuron with compartments for the soma, initial segment, basal dendrite and an apical dendrite with three segments. The soma diameter is 21 μm, the basal dendrite is 63–μm long and 3-μm thick and the apical dendrite is 210-μm long and 5-μm thick. All compartmental sizes had a standard deviation of 10%. The soma and initial segment are active compartments while the dendrites are passive only. The soma and dendritic compartments have synaptic connections, Ca\textsuperscript{2+} pools and K\textsubscript{Ca} channels. Only the soma has a fast Ca\textsuperscript{2+} pool which is computed from extended Hodgkin–Huxley equations, but both the soma and dendrites have slow Ca\textsuperscript{2+} pools supplied by NMDA channels when open. The time constant of the fast Ca\textsuperscript{2+} pool is 160 ms and the slow Ca\textsuperscript{2+} pool is 2000 ms. The resting potential is –65 mV and Poisson noise provides a positive bias on the apical dendrite. The basket cells are inhibitory and have compartments for a soma, initial segment and a single dendrite. The soma diameter is 7 μm with a standard deviation of 10% and the dendrite is 20-μm long. The soma and initial segment are active while the dendrite is passive only. The resting potential is –65 mV while Poisson noise provides a positive bias on the dendrite. The basket cell does not have Ca\textsuperscript{2+} channels or Ca\textsuperscript{2+} pools and is fast spiking and non-adapting. All cell temperatures were set to 37 °C. Cell equations are found in the Appendix with parameters in Tables A1–A3. It is likely that integrate-and-fire neurons would produce behavior similar to the multi-compartmental Hodgkin–Huxley type neurons we implemented and this is an area for further study. However, there are some advantages to using multi-compartmental Hodgkin–Huxley neurons, besides being more biologically plausible. Multi-compartmental models can separate the dynamics for short-range and long-range connections with more diverse dendritic targeting and calcium dynamics, as we did. It also allows modulatory and psychotropic drug effects on ion channels and receptors to be more readily explored, as we did as well.

SYNAPSE MODELS

All neurons have excitatory synaptic channels for glutamergic Kainate/AMPA. The L2/3 pyramidal cells also have excitatory NMDA channels and inhibitory GABA\textsubscript{A} channels. The NMDA channels include dynamics for the Mg\textsuperscript{2+} ion block and Ca\textsuperscript{2+} pools and have a 4 ms latency with respect to Kainate/AMPA channels in the same synapse. NMDA to AMPA ratios in cortical pyramidal cells vary across the experimental studies (Myme et al., 2003), but a reasonable representation seemed to be an NMDA/AMPA ratio of 6 for charge entry per unitary EPSP, at –60 mV. All synapses are saturating and aggregated by type and compartment (Lytton, 1996). Synaptic depression of EPSCs and IPSCs as described in Varela et al. (1999) are included on all synaptic channels. Kainate/AMPA and NMDA channels have a fast depression factor of 0.78 with a decay time constant of 634 ms and a slow depression factor of 0.97 with a time constant of 9300 ms. The GABA\textsubscript{A} synapse has a single depression factor of 0.94 and a decay constant of 1900 ms. These constants are based on slices of rat visual cortex randomly stimulated at mean rate of 4 Hz (Varela et al., 1999). Although these depression factors may appear weak, effective depression factors based on differences between foreground and background firing activity are considerably lower than absolute depression factors from foreground activity alone, particularly in cortical slice measurements which likely have less background activity than in vivo measurements.

SIMULATION METHODS

The neocortical model was implemented with version 7.1 of the parallel NEURON simulator (Carnevale and Hines, 2006) using the hoc and mod programming languages. Simulations were performed on the IBM Blue Gene/L supercomputer with a 128 node partition in virtual node mode, providing 256 processors, each of which ran one MPI process simulating a single minicolumn (25 neurons) and two basket cells. The entire model had exactly 6912 neurons and about 596,800 total synapses having a standard deviation of 463 across the generated synaptic connection matrices. Each cortical simulation was for 5 s of cortical activity with a fixed simulator time step of 50 μs. Noise is required for the cortical dynamics to function. While it is not required to activate an attractor with stimulation, it is required to sustain activity. Poisson processes with a rate of 300 Hz provided background EPSP noise to the L2/3 pyramidal and basket cells. The noise conductance was proportional to the cell area, but four times higher in pyramidal cells as compared to the basket cells.

SIMULATED RSVP

A random seed was used to generate a unique connection matrix, each of which represented a cortical patch in a single human subject. Each connection matrix was used for a group of simulated RSVP trials, as an individual subject would be. Random number generators providing parameter variance and noise for each cell were assigned a seed of unique primes multiplied by a common global seed, which changed with each trial set. A trial set consisted of simulated RSVP trials from lag 1 to lag 9. Each simulated trial consisted of a random sequence of 14 items, each presented for a duration of 65 and 100 ms apart, as shown in Figure 3. In the dual-task condition, T1 was always presented as the third item of the 14, with T2 presented at lag 1 through lag 9. Distractors were presented for the first two items in the sequence, the intervening items between T1 and T2, and items following T2. T1 and T2 were potentiated for the entire trial by depolarizing pyramidal cells in the corresponding stored patterns 0.75 mV and hyperpolarizing all other stored patterns 0.75 mV by current injection into the soma. This is hypothesized to be similar to a gating bias when expected items are held in working memory. For presentation of both expected and distraction items, a random range of 4–6 mini-columns out of 16 were stimulated within a stored pattern.

Visual stimuli propagates through sensory cortex and into parietal cortex before entering working memory. Targets are expected in working memory and potentiated to favor activation. If an attractor in the cortical patch completes its pattern across hypercolumns and enters the foreground, it enters working memory and is recognized. In the example illustrated in Figure 3, target T1 has been recognized.
DETECTING ACTIVE ATTRACTIONERS

Targets in the RSVP stream that become active attractors are considered to be consciously recognized if those patterns complete across hypercolumns and the attractor dwell time is longer than 100 ms after input stimulation stops. The threshold used for detection is a cumulative total of greater than 1000 spikes across the 320 L2/3 pyramidal cells in minicolumns of an active memory pattern. Figure 4 shows the analysis of spiking activity in the cortical patch, using example lag 2 and lag 5 trials. Figures 4A,B show the occurrence of AB while Figures 4C,D show the absence of one. Figures 4A,C show the spiking activity of pyramidal and basket cells within the network and ordered by hypercolumns, each consisting of 432 cells. Within a hypercolumn, cell types are grouped together and ordered by L4 Pyramidal, L2/3 Pyramidal and basket cells. During each lag, L4 pyramidal cells were stimulated in 4–6 randomly selected minicolumns within a memory pattern. This can be seen in Figures 4A,C, along with the triggered activation of L2/3 pyramidal and basket cells in the same hypercolumn. Lines of spiking L2/3 pyramidal cells indicate active minicolumns. The same minicolumn number in each hypercolumn is part of the same memory pattern, so when active minicolumns are equally separated, they are likely to be in the same pattern. Figures 4B,D show mean spiking activity within memory patterns. This was calculated by averaging the inter-spike interval within a 40–ms window across all L2/3 pyramidal cells in the same memory pattern. Figure 4B shows only T1 entering the foreground state at lag 0 while distractor patterns remain in the background state. T2 at lag 2 does not become active enough to be sustained or recognized. In Figure 4D, T1 at lag 0 and T2 at lag 5 both become active, sustained and recognized. Figures 4B,D use nearly identical sequences of trial stimuli, but diverge in behavior at lag 2 when the trial shown in Figure 4B is presented with a target and the trial shown in Figure 4D is not.

RESULTS

SIMULATING ATTENTIONAL BLINK

In the first experiment, five synaptic connection matrices for the cortical patch were generated to represent five individuals. From each of these, 10 trial sets were run for both the dual-task and single-task control. Each trial set consisted of trials for lag 1 to lag 9. In all, 900 trials were run for both the dual and single tasks. The percentage of active attractors is hypothesized to be equivalent to the percentage of correctly reported items during an AB RSVP experiment. Figure 5C summarizes the simulation results and Figure 5A shows a typical human AB experimental result (Chun and Potter, 1995). The simulation results reproduce the basic AB but do not produce lag 1 sparing, as can happen when items in the RSVP stream are spatially shifted (Visser et al., 1999b) or due to attentional switching (Visser et al., 1999a). This suggests that the lag 1 sparing phenomenon represents a separate mechanism to the AB effect, which is not represented by our model. Figure 5B decomposes the dual-task data in Figure 5A into separate components for AB and lag 1 sparing. If an exponentially decaying component for lag 1 sparing is removed leaving just the AB component, the human and simulated curves have very similar shapes. As compared to human experimental AB curves, our model produces a dual-task result with a lower initial detection rate.
ATTENTIONAL BLINK WITH HIGHER TARGET SALIENCE

In the second experiment, target stimuli were made more salient by increasing the target stimulus strength. As in the first experiment, the same five simulated individuals were used and each individual was run for 10 trial sets at two levels of salience and a control. In the salient +1 condition, stimulus was increased by an average of one minicolumn for a randomly selected range of 5–7 minicolumns within the target pattern. In the salient +2 condition, the stimulus was increased by an average of two minicolumns for a range of 6–8 minicolumns within the target pattern. In the control condition, all targets were stimulated with a randomly selected range of 4–6 minicolumns within the target patterns. In all cases, distractors were stimulated with 4–6 minicolumns within a distractor pattern. As can be seen in Figure 5D, increasing stimuli by one minicolumn reduced the AB by roughly 1 lag, showing that more salient target stimuli reduces the AB. These results can be compared with an experiment in Chun and Potter (1995), where target letters were followed by either distractor digits or keyboard symbols. The keyboard symbols were designed to be more discriminable from the letter targets than the digit distractors were. The experiment showed that the more discriminable keyboard symbols resulted in reduced AB.

ATTENTIONAL BLINK WITH BENZODIAZEPINE

In the third experiment, the GABA_A conductance and decay time constant were modified to simulate the experimental effects on humans of the benzodiazepine family of drugs (Boucart et al., 2000, 2007). Again, the same five connection matrices from the first experiment were used, with the same number of trials. Because benzodiazepines such as diazepam, lorazepam, and flurazepam are GABA agonists, the drug effects can be simulated by changing the conductance and decay time constant of the GABA_A synapses in the simulation. It is difficult to quantitatively associate a benzodiazepine dosage given to human beings during AB experiments with the parameters in the neocortical model. Human AB drug studies typically administer one drug dosage orally with a placebo control. The efficiency of drug digestion and transport into the blood stream, across the blood–brain barrier, diffusion rates into synapses and drug decay rates are all unknowns. However, it is possible to determine qualitative monotonic relationships between simulated drug concentrations and human behavior. Both the GABA_A synaptic conductance and decay time constant were increased by 20%, which corresponds with findings on the effects of 1 μM of flurazepam on rat hippocampal slices (Mozrymas et al., 2007). Figure 6 compares AB simulations of normal and modified GABA_A parameters with a human AB benzodiazepine drug study (Boucart et al., 2000). The increased GABA_A conductance and decay time constant increased the AB by about 1 lag and is qualitatively similar to the human study. One difference between the simulation and the Boucart et al. (2000) study is that the differences between normal and elevated GABA_A eventually disappear in the simulation. The difference in perceptual performance in the human study between
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Figure 5 | (A) Human experimental results for AB. The dual-task experiment (T2|T1) is shown in red and the single-task control (T1) is shown in black. Here T1 recognized represents the trials where T1 was recognized alone and along with T2. The dual task shows lag 1 sparing. Data from Chun and Potter (1995; Table 1). Copyright 1995 by the American Psychological Association. Adapted with permission. (B) Decomposition of dual-task human experimental AB results into two separate components. The first component represents lag 1 sparing with an exponential decay of 100 ms, starting at the beginning of T1 presentation. The second component represents AB with a sigmoid like hyperbolic tangent function. (C) Simulation of five individuals showing the dual task in red (T2|T1) and a single-task control in black (T2). (D) The effect of more salient target stimuli on the AB.

Figure 6 | Simulated and experimental effects of benzodiazepines. (A) Simulated dual task (T2|T1) AB under a nominal control condition and with GABA\textsubscript{A} channel conductance and decay time constant elevated by 20%. (B) AB human study showing the effects of benzodiazepines on dual-task performance. Reproduced with kind permission from Boucart et al. (2000; Figure 2).
the placebo and the drugs change less over time, so it is possible the drugs are impeding general cognitive performance as well as increasing AB.

SENSITIVITY ANALYSIS
Since the neocortical model utilizes biophysical Hodgkin–Huxley type spiking neurons, it has a number of cell parameters, some of which effect the network dynamics more than others. Sensitivity analysis was preformed individually on four key parameters of the model, which are the conductance of the $K_{Ca}$ channel, synaptic depression on the glutamatergic synapses, the synaptic $GABA_A$ conductance and time constant and the ratio of NMDA to AMPA charge entry per unitary EPSP at $-60$ mV. These parameters were important when tuning the model for correct behavior. All analyzed parameters were in the L2/3 pyramidal cells except the NMDA/AMPA ratio, which affected both the L2/3 pyramidal cells and the AMPA channels on basket cells. For each parameter, five trials were run using one memory pattern from each of the five simulated individuals. The memory pattern was neither depolarized nor hyperpolarized. Each parameter spanned a range of 30 incremental steps while other parameters were fixed at the experimental simulation settings. To measure attractor frequency, an average inter-spike interval was calculated within a 40-ms window across active L2/3 pyramidal cells within an active memory pattern. To determine dwell time, an attractor was considered to be terminated when the average firing rate within a pattern dropped below 14 spikes or 1.1 Hz within a 40-ms window.

In Figure 7A, a significantly lower $K_{Ca}$ conductance increased the attractor dwell time and lowered the average firing rate over attractor activity. When the $K_{Ca}$ conductance was low enough, an attractor persisted and achieved a steady state with synaptic depression, but at a lower firing rate. A relatively high $K_{Ca}$ results in short attractors with higher variability in dwell time and firing rate. In Figure 7B, shows synaptic depression, where a depression factor of one is an absence of depression. Generally, as synaptic depression increases, both attractor dwell time and firing rates drop. In Figure 7C, an increasing $GABA_A$ conductance extended dwell time and decreased the mean firing rate, effectively slowing down cortical processing. However, if the $GABA_A$ conductance and synaptic time constant was high enough, the attractors became unstable, until finally they
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**FIGURE 7 |** Sensitivity analysis of four variables on attractor dwell time and mean spiking rate. These are **(A)** the relative $K_{Ca}$ conductance in L2/3 pyramidal cells, **(B)** the synaptic depression factor in L2/3 pyramidal cells, **(C)** the relative $GABA_A$ conductance and time constant in L2/3 pyramidal cells and **(D)** the NMDA/AMPA ratio of charge entry per unitary EPSP at $-60$ mV. The dashed line in each plot represents the parameter settings used in AB simulations.
could no longer become active at all. In Figure 7D, the NMDA/AMPA ratio analysis shows a stable plateau for both dwell time and firing rate. The flat dwell time curve was intentional, and was achieved by selecting pairs of NMDA and AMPA conductance values based on a reference attractor at the selected model parameters. The sampled NMDA/AMPA pairs determined a linear relationship used to select simulated ratios over the range. The attractors became unstable with ratios at the low end, when the NMDA contribution is perhaps too low to maintain recurrence and at the high end when perhaps there is an insufficient AMPA contribution to remove the Mg" block and boost the NMDA current. When AMPA conductance was fixed instead, the range of this plateau was reduced to between ratios of 5.1 and 7.7.

In our presented results, the stored memory patterns in our model were all orthogonal. In real cortex, patterns can be overlapping, but it is not known exactly how this occurs. For example, patterns might have shared minicolumns or have diffuse, random connections between them. We ran simulations with random and diffuse overlapping connections, but this did not show a significant difference in behavior. In this case, the same number of global connections within a pattern were also added across all patterns, resulting in a 1.7% overlap between patterns. If the patterns had shared minicolumns or were not randomly diffuse but instead represented encoded hierarchies, the results may have been different. This is an area for further study. Neural transmission speeds did effect pattern completion times, but the effect was gradual.

**DISCUSSION**

The cortical simulations of AB produced main results similar to human experimental data, except for the effects of lag-1 sparing. Additionally, the simulations with an increased GABA_\text{A} conductance and time constant showed qualitative and monotonic correlations with human AB benzodiazepine studies. This is encouraging, considering that the model of the neocortex as simulated is dramatically simplified compared to real neocortex. The large variability in human data on AB as illustrated by comparing Figure 5B with Figure 6B (placebo) makes the validation of models challenging. The attentional circuitry in the brain is known to involve several cortical and non-cortical subsystems with both hierarchical and lateral cross connections. The implemented model is a flat cortical patch of 16 hypercolumns representing part of the parietal and/or prefrontal cortex, without feedforward, feedback, or lateral connections from other areas of cortex. Additionally, only a small subset of known neuronal types in the human cortex was modeled and of those only a small subset of known ion channels was included in the model. Still, important aspects of neural machinery at the minicolumn and hypercolumn levels were captured by the model. While many parameters were chosen based on electrophysiological data across species, several were chosen somewhat arbitrarily due to lack of experimental data.

Attractor states in neocortical slices have been observed with active durations between 60 ms and 30 s, although 55% of active states lasted approx. 600 ms on average (Cossart et al., 2003). Attractor duration in the computational model was tuned to be between 500 ms and 1 s by adjusting adaptation of the L2/3 pyramidal cells with synaptic depression and calcium dynamics, particularly the conductance of K_\text{Ca} channels. Inhibition from basket cells contributed to the production of attractor spiking frequency and duration. The spiking rate of the L2/3 pyramidal cells were regulated by inhibition from proximal basket cells and produced a mean spiking rate of 14 Hz at the nominal GABA_\text{A} levels and about 13 Hz with the higher GABA_\text{A} channel conductance and decay rate. The higher GABA_\text{A} levels reduced the oscillation frequency between L2/3 pyramidal and basket cells by about 7%, generally reduced cortical activity and had the effect of extending the attractor dwell time and the duration of attractor interference. Our simulations thus establish interesting relations between synaptic properties and macroscopic neural dynamics. Simulations showed that while increasing the GABA_\text{A} conductance and time constant increased the AB, decreasing this also causes the AB to shrink. Sensitivity analysis also showed a shorter dwell time for decreased GABA_\text{A} conductance. From this, we can predict that other GABA_\text{A} agonists such as pentobarbital or alcohol should cause the AB to increase and GABA_\text{A} antagonists such Metrazol or Flumazenil should cause the AB to decrease. With less inhibition, active memory patterns should adapt faster, causing T1 to be active for a shorter amount of time and allowing T2 to become active sooner.

In addition to a long-range excitatory effect of expected targets in working memory, we assume unexpected patterns are inhibited indirectly. A long-range excitatory connection from a pyramidal cell can excite an inhibitory interneuron which in turn can inhibit another pyramidal cell close to it. Disynaptic inhibition (Silberberg and Markram, 2007) is an example of this. As mentioned in the network model description, RSNP cells were excluded in this version of the model. They received long-range connections from pyramidal cells and locally inhibited pyramidal cells in the same minicolumn. It was interesting to observe that powerful attentional gating was possible with a difference of only 1.5 mV between expected (facilitated) and unexpected (inhibited) memory patterns.

The most significant limitation of this computational model is the absence of lag 1 sparing. This is likely due to insufficient complexity in the current model structure rather than limitations of attractor dynamics. Attractors for both expected patterns were seen to arise at lag 0, but competition typically caused one to dominate by lag 1. Our analysis indicates that lag 1 sparing may be due to another neural component initiated by T1 which decays exponentially with a time constant of about 100 ms. One possibility for enabling lag 1 sparing in the model is to include different types of interneurons and behaviors in the cortical microcircuit. For example, basket cells are part of a fast inhibitory sub-circuit with depressing synapses while some other interneurons are part of a slow inhibitory sub-circuit with facilitating synapses (Silberberg, 2008). By including them both to provide lateral inhibition, the difference in response times may provide a window of about 100 ms where attractors may coexist and persist, instead of the present winner-take-all dynamics normally leaving a single attractor active. Another possible source for lag 1 sparing is the temporal dynamics of a globally activated attractor between the parietal cortex and the dorso-lateral prefrontal cortex.

There are other AB phenomena which we do not reproduce in this model, such as increased processing of the T1 + 1 slot, blink attenuation with T1 + 1 blank and T2 + 1 blank; delayed consolidation for T2s seen during the blink; spatial specificity of the lag 1 enhancement; T1→T2 costs at lag 1; late stage bottleneck; and spreading the sparing (Bowman et al., 2008). Most of these phenomena require processing of lag 1 sparing, which our model
does not yet support. However, we did demonstrate that more salient stimuli attenuates AB, which is phenomenologically related to blink attenuation with T1 + 1 blank. Regarding the late stage bottleneck, evidence from ERP studies (Sergent et al., 2005) show that even when T2 is missed, it is still partially processed, showing activity in sensory cortex. While our model represents a single area of cortex, a more complete model can represent a network of areas. This would allow memory patterns to become both locally and globally activated, with expectation providing top-down facilitation and sensory input providing bottom-up stimulation. Attractors in sensory or parietal cortex alone may not be enough to globally activate working memory, producing a late stage bottleneck. Preliminary work modeling two cortical areas show this behavior.

**COMPARISON TO OTHER COMPUTATIONAL MODELS**

Several other computational connectionist or neural models have been developed for AB. The LC–NE hypothesis was implemented as a computational model (Nieuwenhuis et al., 2005). This approach seems to require that recognition of an expected target occur before NE release from the LC. Visual stimuli via the low road pathway can reach the superior colliculus (SC) and LC before the high road of cortical visual processing. However, while the SC might recognize low-resolution fearful stimuli like spiders or snakes (Ohman et al. 2007), the SC is probably unlikely to recognize an abstract weakly conditioned but expected item presented during a RSVP task. This is likely to require the stimulus to propagate through visual, parietal, and prefrontal cortex to generate a neural correlate such as the P300 with a significant latency. Thus, if recognition of T1 did not need NE release, it is not clear why T2 would need it. Then again, if recognition of T1 is not required for NE release, any distractor would also trigger NE release and the NE refractory period would propagate throughout the RSVP stream. The NE–LC hypothesis can partially explain lag 1 sparing, assuming T1 is recognized by the SC. Although NE decays rapidly, the NE–LC hypothesis explains lag 1 sparing to be the result of NE release from T1 which is still active preceding up to T2 when it occurs only 100 ms later. This hypothesis appears to correspond closely with the sluggish gate hypothesis for lag 1 sparing (Chun and Potter, 1995). However, since lag 1 sparing is lost with a moderate spatial shift between T1 and T2 in the visual field, it is not clear how NE release from the LC can be sufficiently localized in visual cortex, even if informed by the SC. Still, it does not appear that the LC–NE hypothesis and the AB attractor hypothesis proposed here are necessarily mutually exclusive.

The boost and bounce theory (Olivers and Meeter, 2008) is also implemented as a computational connectionist model. In this model of an RSVP trial, a target T1 follows a stream of distractors and evokes recurrent feedback from gating neurons in working memory, boosting the target stimulus and allowing it to enter working memory to be consciously perceived. If a distractor immediately follows the target, it is initially enhanced due to temporal proximity. However, gating neurons detect a mismatch in expectation and generate a strong inhibitory response, causing a bounce of subsequent stimuli and the AB. In the case of lag 1, there is no distractor between targets and the target T2 is allowed to pass into working memory by the gating neurons. The computational model is able to reproduce the AB and lag 1 sparing, although it is not clear how it was implemented. Both the boost and bounce theory and the model presented here have excitatory recurrent networks with an attentional gate to boost a target into working memory. However, instead of an inhibitory response to a mismatch of expectation, our model uses lateral inhibition through attractor interference to reject subsequent targets and distractors while the attractor for T1 is still active.

The episodic simultaneous type serial token (eSTST) model (Wyble et al., 2009) and the earlier simultaneous type, serial token (ST2) model (Bowman and Wyble, 2007) are both implemented as a connectionist model and are similar to the two stage theory of AB. The models encode a visual stimulus by type during the first stage and bind the stimulus to tokens in working memory during the second stage. In order to bind a stimulus to a token and enter the second stage, attention must be boosted with a blaster, which is triggered by a target in the RSVP stream. A blaster is somewhat similar to NE release in the LC–NE hypothesis. To regulate attention, excitatory connections from target input compete with inhibitory connections from working memory encoding. While the first target is being encoded in working memory, the blaster is suppressed between lag 2 and 4. Like the two stage theory, there are capacity limits including a binding pool of available episodic tokens and a binding limit of one stimulus to a single episodic token for any given moment in time. In eSTST, a sequence of bound tokens also encode temporal order. Both models are able to reproduce the basic AB and lag 1 sparing. Our model is similar to this one with respect to competition between an active target in working memory and incoming stimuli. However, our model is based in generic attractor models of perception and memory and thus does not have tokens or a blaster.

Zylberberg et al. (2010) recently implemented a cortical spiking network model for reproducing the psychological refractory period (PRP) and AB. It includes multiple excitatory and inhibitory neural populations for two sensory cortices, a task setting network, router and two motor cortices. The router processes input from the sensory cortices in the context of a set task. When task relevant input is processed, spikes are generated in the motor cortex. The neural populations have lateral inhibition and recurrence which allows active neural populations to dominate. The task setting network provides excitatory input to task relevant neurons in the router. When T1 is selected as a task and T1 is presented to a sensory cortex, the task setting and router networks become active for T1 and generate recurrence with NMDA receptors. This recurrence can block activation of T2 when subsequently set as the task, causing the PRP and AB. Because the task setting network was encoded for just T1 and T2, distractors were implemented by simulating non-specific neurons in sensory cortex, after T2. This indeed sometimes prevented activation of T2 in the motor output, when the interval between T1 and T2 was less than 500 ms. However, distractors are not presented between T1 and T2 as in most RSVP experiments. A network task-set encodes two patterns, whereas ours encodes 16 stored patterns. Having just two patterns is the reason why distractors cannot be represented. We create several simulated individuals with different synaptic connection matrices and in each trial randomly choose the targets from the 16 possible patterns. However, we have an association cortex but do not have sensory or motor cortices represented in our model. While both models have excitatory and inhibitory neurons, ours has a modular structure with minicolumns and hypercolumns. Although Zylberberg et al. (2010) lacks distractors, their model is able to reproduce a human like AB curve, but without lag 1 sparing. In some respects, this implementation
is closest to our model among the ones discussed because it includes attractor dynamics and is implemented at the neural level, using populations of integrate-and-fire excitatory pyramidal cells and inhibitory interneurons with AMPA, NMDA, and GABA receptors.

CONCLUSION

The AB attractor hypothesis described here provides an explanation for competition between various stimuli and the attentional lag that can occur when one of those stimuli becomes dominant. It is based in the attractor network theory of perception and memory and our study provides an additional connection between this theory and experimental data on human perceptual processing. While other models can reproduce AB and some lag 1 sparing as well, each model has its own limitations and assumptions. Thus, a consensus approach has not yet emerged. Our hope is that attractor dynamics with neural populations can add to this debate. Our approach also facilitates building models at the neuron and channel level, which enables the investigation of the effects of psychotropic drugs.
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APPENDIX

MODEL HODGKIN–HUXLEY NEURON EQUATIONS

This Hodgkin–Huxley implementation was based on Ekeberg et al. (1991). With the membrane potential $V$ and the Nernst potential $E_i$ for ions $\{Na, K, Ca, K_{in}\}$ and given Ohm’s law:

$$I_i = g_i(V - E_i)$$

combined with Kirchoff’s laws, yields:

$$I_m = C_m \frac{dV}{dt} + g_{Na}(V, t)(V - E_{Na}) + g_{Ca}(V, t)(V - E_{Ca}) + g_K(V, t)(V - E_K) + g_L(V - E_L)$$

Where $t$ is time, $g_{\text{Leak}}$ is the constant leak conductance and $E_{\text{Leak}}$ is the leak equilibrium potential. Parameter values are given in Table A1. The dynamic conductance $g_i(V, t)$ can be expressed with a gating model for individual ion channels. Hodgkin and Huxley (1952) discovered these dynamics for Na$^+$ and K$^+$ ion channels (but not Ca$^{2+}$) after analyzing empirical data on action potentials in squid neurons. This resulted in the Hodgkin–Huxley equation:

$$I_m = C_m \frac{dV}{dt} + \bar{g}_{Na} m^3 h (V - E_{Na}) + \bar{g}_{Ca} n^4 (V - E_{Ca}) + g_{\text{Leak}} (V - E_{\text{Leak}})$$

Where $\bar{g}$ is the maximal conductance when a channel is open. Gating variable $m$ is Na$^+$ channel activation, $h$ is K$^+$ channel activation and $n$ is Na$^+$ channel inactivation. The gating variables can be expressed as the following differential equations:

$$\frac{dm}{dt} = \alpha_m (1 - m) - \beta_m m$$

$$\frac{dh}{dt} = \alpha_h (1 - h) - \beta_h h$$

$$\frac{dn}{dt} = \alpha_n (1 - n) - \beta_n n$$

Where constants $A, B$ and $C$ are independently defined for $\alpha$ and $\beta$ of each channel. Ca$^{2+}$ is treated differently, because Ca$^{2+}$ pools are assumed to be inside the cell near the cell membrane and can activate $K_{Ca}$ channels to achieve hyperpolarization. Using $q$ to represent Ca$^{2+}$ activation, a relation similar to the Na$^+$ channel activation ($m$) holds:

$$\frac{dq}{dt} = \alpha_q (1 - q) - \beta_q q$$

With the Ca$^{2+}$ current into the cell being $I_{Ca} = (E_{Ca} - V)g_{Ca}q^2$ and constants $A, B$ and $C$ are independently defined for $\alpha$ and $\beta$. If we denote Ca$^{2+}$ entering the cell as entering the Ca$_{AP}$ pool, then the change in concentration $[Ca_{AP}]$ is equivalent to the rate of ions entering the pool less the ions leaving the pool:

$$\frac{d[Ca_{AP}]}{dt} = (E_{Ca} - V)Q_{AP} q^2 - \delta_{AP} [Ca_{AP}]$$

Where $Q_{AP}$ is the rate of [Ca$^{2+}$] influx and $\delta_{AP}$ is the rate of decay. The concentration $[Ca_{AP}]$ occurs in the soma of neurons and will activate $K_{Ca}$ channels inside the cell membrane with the following current:

$$I_{K(Ca)AP} = \delta_{K(Ca)AP} (E_{Ca} - V) [Ca_{AP}]$$

After sustained firing activity, calcium buildup in the neuron will cause hyperpolarization and a reduction in the firing rate (adaptation).

SYNAPTIC EQUATIONS

Like voltage-gated ion channels, the neurotransmitter-gated synaptic channels have ionic current produced by a voltage driving force, maximum conductance $\bar{g}_s$ and synaptic activation level $s$ with 1 being the most active. Given this, the synaptic AMPA and GABA$_\alpha$ inward currents are:

$$I_{syn} = \bar{g}_{syn} (E_{syn} - V) s \quad 0 \leq s \leq 1$$

All synapses are saturating as defined by Lytton (1996) and depressing as defined by Varela et al. (1997). The combination of saturation and depression implemented in the same synapse (using NEURON) was not found in previous publications and appears to be new. Each pre-synaptic spike results in neurotransmitter release into post-synaptic receptors with a binding rate $\alpha$, unbinding rate $\beta$, and synaptic conductance $r$. During neurotransmitter release $C_{dur} r = r_{\text{on}}$ and conductance increases to $R_{\infty} = \alpha/ (\alpha + \beta)$ with a time constant $\tau_{\text{on}} = 1/ (\alpha + \beta)$. After $C_{dur} r = r_{\text{off}}$ and conductance decays to zero with a time constant $\tau_{\text{off}} = 1/ \beta$. With $\Delta t$ being time since a spike, the dynamics are as follows:

$$\frac{dr_{\text{on}}}{dt} = (\alpha + \beta)(R_{\infty} - r_{\text{on}}) \Delta t \leq C_{dur}$$

$$\frac{dr_{\text{off}}}{dt} = -\beta r_{\text{off}} \Delta t > C_{dur}$$

$$s = r_{\text{on}} + r_{\text{off}} \frac{R_{\infty}}{r_{\text{on}}}.$$
approach the maximum conductance. The synaptic weight $W_{syn}$ is equal to $\xi_{syn}$ without active synaptic depression and decreases after each spike as follows:

$$W_{syn} := W_{syn} d_{pres} d_{inter} d_{post} := d_{i}$$

Where $i \in \{\text{fast, slow}\}$, $d_{i}$ is the depression variable and $D_{i}$ is a constant specified in Table A3. After a spike occurs, $d_{i}$ exponentially decays, approaching 1 with:

$$d_{i} = 1 - (1 - d_{i})e^{-1/T_{i}}$$

NMDA synapses are similar to AMPA and GABA, but with additional dynamics for the Mg$^{2+}$ block as follows:

$$I_{NMDA} = g_{NMDA}(E_{NMDA} - V)ps \quad 0 \leq s \leq 1, \quad 0 \leq p \leq 1$$

Where $P$ is the voltage-gated variable for the Mg$^{2+}$ block with the following dynamics:

$$\frac{dp}{dt} = \alpha_{p}(1 - p) - \beta_{p}p \quad \text{with} \quad \alpha_{p} = Ae^{|V|/C}, \quad \beta_{p} = Ae^{|V|/C}$$

### Table A2 | Neuron parameters.

| Parameter | Pyramidal | Basket | Unit |
|-----------|-----------|--------|------|
| $E_{\text{exc}}$ | –65 | –65 | mV |
| $E_{\text{in}}$ | 50 | 50 | mV |
| $E_{\text{leak}}$ | 150 | 150 | mV |
| $E_{\text{leak}}$ | –80 | –80 | mV |
| $E_{NMDA}$ | 0 | – | mV |
| $E_{NMDA}$ | 20 | – | mV |
| $C_{m}$ | 0.01 | 0.01 | μF/mm$^2$ |
| $g_{\text{leak}}$ | 0.44 | 0.74 | μS/mm$^2$ |
| $g_{\text{leak}}$ | 0.44 | 0.15 | μS/mm$^2$ |
| $g_{\text{leak}}$ | 150 σ 2% | 150 σ 2% | μS/mm$^2$ |
| $g_{\text{leak}}$ | 83.5 σ 2% | 1000 σ 2% | μS/mm$^2$ |
| $g_{\text{leak}}$ | 2500 σ 2% | 2500 σ 2% | μS/mm$^2$ |
| $g_{\text{leak}}$ | 418.8 σ 2% | 5010 σ 2% | μS/mm$^2$ |
| $Q_{\text{in}}$ | 1.00 | – | ms$^{-1}$ |
| $Q_{\text{in}}$ | 1.00 | – | ms$^{-1}$ |
| $Q_{\text{in}}$ | 0.01 | – | s$^{-1}$ |
| $Q_{\text{in}}$ | 2000 | – | s$^{-1}$ |
| $Q_{\text{in}}$ | 159 | 159 | ms$^{-1}$ |
| $Q_{\text{in}}$ | 8.8 σ 10% | 0.15 | nS/μM |
| $Q_{\text{in}}$ | 9.9 σ 10% | – | nS/μM |
| Soma diameter | 21 σ 10% | 7 σ 10% | μm |
| Total compartments | 4 | 4 | |
| Dendritic area (rel. soma) | 4 | 4 | |
| Initial seg area (rel. soma) | 0.1 | 0.1 | |

### Table A3 | Synaptic parameters.

| Pre–post | Type | $C_{\text{dur}}$ (ms) | $\tau_{\text{on}}$ (ms) | $\tau_{\text{off}}$ (ms) | $E_{\text{rev}}$ (mV) | $D_{\text{fast}}$ | $D_{\text{slow}}$ | $\tau_{\text{last}}$ (ms) | $\tau_{\text{slow}}$ (ms) | $E_{\text{rev}}$ (mV) |
|----------|------|----------------------|---------------------|---------------------|----------------------|---------------|----------------|---------------------|---------------------|----------------------|
| Pyr–Pyr  | Kainate/AMPA | 1.0 | 0.54 | 6.0 | 0.0 | 0.78 | 0.97 | 634 | 9300 | – |
| Pyr–Pyr  | NMDA | 20 | 4.8 | 150 | 0.0 | 0.78 | 0.97 | 634 | 9300 | 20 |
| Pyr–basket | Kainate/AMPA | 1.0 | 0.54 | 6.0 | 0.0 | 0.78 | 0.97 | 634 | 9300 | – |
| Basket–Pyr | GABA | 1.0 | 0.54 | 6.0 | –85 | 0.94 | – | 1900 | – | – |

Constants $A$ and $C$ are independently specified for each $\alpha$ and $\beta$ and are given in Table A1. Net Ca$^{2+}$ current through the NMDA synapse is described as follows:

$$\frac{d[Ca_{\text{NMDA}}]}{dt} = (E_{NMDA} - V)Q_{NMDA}ps - \delta_{NMDA}[Ca_{\text{NMDA}}]$$

Where $Q_{NMDA}$ is the [Ca$^{2+}$] influx rate and $\delta_{NMDA}$ is the [Ca$^{2+}$] decay rate. The concentration $[Ca_{\text{NMDA}}]$ occurs in the dendrites of neurons and will activate $K_{Ca}$ channels inside the cell dendrites with the following current:

$$I_{KCa,NMDA} = \frac{g_{KCa,NMDA}(E_{k} - V)}{Ca_{\text{NMDA}}}.\]"

### IMPLEMENTATION DETAILS

Synaptic conductance calculations were optimized according to Lytton (1996), by consolidating post-synaptic connections on the post-synaptic side. Since exponential functions with the same time constant can be summed, individual conductances were summed as follows, where $N_{\text{on}}$ is the total number of active synapses and $N_{\text{off}}$ is the total number of inactive synapses.

$$R_{\text{on}} = \sum_{N_{\text{on}}} R_{\text{off}} = \sum_{N_{\text{off}}}$$

This can be computed by summing weights of synapses currently active within a $C_{\text{dur}}$ interval into weight variable $W_{\text{sum}}$. After each pre-synaptic spike and during $C_{\text{dur}}$, $W_{\text{sum}}$ is incremented by the activating synaptic weight $W_{\text{syn}}$ and after $C_{\text{dur}}$, $W_{\text{sum}}$ is decremented by the inactivating $W_{\text{syn}}$. State variables $R_{\text{on}}$ and $R_{\text{off}}$ then have the following dynamics:

$$\frac{dR_{\text{on}}}{dt} = -W_{\text{sum}}R_{\text{on}} - R_{\text{off}} \Delta t \leq C_{\text{dur}}$$

$$\frac{dR_{\text{off}}}{dt} = -R_{\text{off}} \Delta t > C_{\text{dur}}$$

$$s = \frac{R_{\text{on}} + R_{\text{off}}}{R_{\text{on}}}.$$
Figure A1 | Alternative view of spiking activity during a simulated RSVP trial, as shown previously in Figure 4, with L4 pyramidal cells in red, basket cells in blue and L2/3 pyramidal in black for distractor patterns, magenta for T1 and green for T2. (A) Plot of all spiking activity in the cortical patch during an AB, with the same data as shown in Figure 4A. (B) Plot of all spiking activity in the cortical patch when AB does not occur, with the same data as shown in Figure 4C.