I. INTRODUCTION

Continuous-variable (CV) quantum information [1–3] has achieved groundbreaking scalability performance [4–9] in the universal, measurement-based, one-way quantum computing (QC) model [10]. The CVQC model uses Gaussian (in terms of their Wigner function) cluster states as mathematical substrates [11] together with required non-Gaussian resources (such as photon counting measurement or a cubic phase gate) to constitute a universal quantum computation platform [10, 12–15]. The idealized CVQC model employs, in lieu of qubits, spatially dense qumodes such as the respective eigenstates \( | s \rangle \) and \( | r \rangle \) of the amplitude-quadrature operator \( Q = (a + a^\dagger)/\sqrt{2} \) and phase-quadrature operator \( P = i(a^\dagger - a)/\sqrt{2} \) of the quantized electromagnetic field, \( a \) being the photon annihilation operator. These quadrature eigenstates are infinitely squeezed states, which require infinite energy and are therefore unphysical. Realistic CVQC employs qumodes in squeezed Gaussian states, generated by SU(1,1) quadratic Hamiltonians. Such states are arbitrarily good approximations to quadrature eigenstates and also allow a fault tolerance threshold for amounts of squeezing of 10–20 dB [16–18] that are experimentally reachable [19].

Such reasonably high fault-tolerant squeezing levels may lead to the false impression that the analysis of the corresponding states would be essentially equivalent to their analysis in infinite squeezing limit. This is incorrect. We show in this paper that the infinite squeezing limit fails to capture a subtle but crucial property of Gaussian states, which we call hidden entanglement. We show that hidden entanglement can disrupt quantum computing if unaccounted for in a CV cluster state. However, hidden entanglement can always be detected and can sometimes be corrected.

In order to frame the problem in the most general way, we use the graphical calculus formalism developed by Menicucci, Flammia, and van Loock [20], whose gist is that any pure multimode Gaussian state can be described by a unique graph whose vertices denote the qumodes and whose complex-weighted edges denote the interactions between the qumodes sharing an edge. In this formalism, the real parts of the edge weights denote controlled-phase interactions, which are the CV analogs of controlled-Z gates for qubits. These real edges therefore define the graph of a CV cluster state [11] which is usable for measurement-based, universal quantum computing [10, 23].

It had been assumed to this day that, if Gaussian local unitaries (GLUs, which cannot change the entanglement of the state) are applied to make the imaginary edge weights of the graph vanishingly small (e.g. in the limit of infinite squeezing), then a valid cluster state is obtained.

In this paper, we show that the above procedure is, in fact, not unique: starting from a given Gaussian state, there are different choices of GLUs that all give a vanishingly small imaginary graph but do give real graphs that have dramatically different entanglement, for example, containing or not disconnected subgraphs, i.e., seemingly separable quantum states. If the vanishingly small imaginary graph is ignored, this creates the paradoxical and unacceptable situation of the same state being GLU-

---

1 Recall that controlled-Z gates define the edges of qubit-vertex graph states, a.k.a. cluster states [21], which enable measurement-based one-way quantum computing [22].

2 In contrast, the graph defined by the imaginary edges cannot be used for measurement-based quantum computing as that would require measuring non-Hermitian observables.

3 GLUs are operations generated by all single-mode phase-space rotations (i.e., optical phase shifts), single-mode squeezes, and single-mode shears (which are combinations of the former two). GLUs are equivalent to single-mode symplectic operations because \( \text{Sp}(2,\mathbb{R}) \sim SU(1,1) \supset U(1) \).
equivalent both to separable states and to completely inseparable states.

This paradox is resolved by realizing that the entanglement that seems to disappear from the real graph under a GLU becomes, in fact, “hidden” by being transferred to the imaginary graph. We must therefore ensure that the GLU leads to an imaginary graph that has no edge between two different qumodes.

We report two mathematical results: (i), we derive a sufficient mathematical criterion to find Gaussian states that have uncorrectable, i.e., “irreducible,” hidden entanglement, which means that not all their imaginary edges can be transferred to real ones under any GLU and that these states cannot be expressed as cluster states; (ii), we derive an analytic algorithm to express a Gaussian state into a valid CV cluster state, i.e., with null imaginary edge weights. This algorithm is applicable to any Gaussian state and succeeds for all valid CV cluster states. The whole situation is summarized in Fig.1.

These results enable us to answer the long-standing question of whether every Gaussian state can be expressed as a cluster state: the answer is negative.

The paper is structured as follows. In Section II, we pose the problem of identifying Gaussian states that cannot be expressed as valid cluster states. In Section III, we derive a sufficient criterion, (i) above, to identify Gaussian states that are not equivalent to cluster states. In Section IV, we derive a general algorithm, (ii) above, for expressing a Gaussian state as a valid cluster state. In the final section we summarize our conclusions and discuss their relevance for quantum information science.

II. THE PROBLEM: ARE ALL GAUSSIAN STATES VALID CV CLUSTER STATES?

A. Introduction to the CV cluster state formalism

1. Qubits

A cluster state [21] |\psi_\Gamma\rangle is a graph quantum state [24] that contains all the entanglement ever needed for any quantum algorithm [22] and that must be sparsely connected in order to be useful for quantum computing [25–27]. In the qubit paradigm, a graph state is composed of qubit vertices in the \{|+\rangle = (|0\rangle + |1\rangle)/\sqrt{2} state, linked by controlled-Z gate edges. Quantum computation proceeds from a cluster state solely by single-qubit measurements and feedforward to graph neighbors. An N-qubit graph state can be defined as a stabilizer state, i.e., a simultaneous eigenstate of the N generators of the stabilizer group with eigenvalue 1. These generators are defined as

\[ K_j = \hat{\sigma}^{(j)}_x \prod_{k=1}^N (\hat{\sigma}^{(k)}_z)^{V_{jk}}, \quad j = 1, 2, ..., N, \] (1)

\[ K_j |\psi_\Gamma\rangle = |\psi_\Gamma\rangle, \quad j = 1, 2, ...n, \] (2)

where the V_{jk} denote the elements of the adjacency matrix V of the graph: V_{jk}=1 if there is an edge between qubits j and k and V_{jk}=0 otherwise. The operators \hat{\sigma}^{(j)}_{x,z} are Pauli operators acting on qubit j.

2. Qumodes

An ideal CV graph state |\Psi_V\rangle is constructed by preparing each qumode vertex in a zero-phase eigenstate |0\rangle_p = \int |s\rangle_q ds/\sqrt{2\pi} and by then applying controlled phase-displacements as per the adjacency matrix \[\prod_{j \geq k}^N \exp(iV_{jk}Q_{jk})\] [10, 11]. The generators of the stabilizer group are of the form \[K_j = e^{i\alpha N_j}, \alpha \in \mathbb{R},\] with \[N_j\] denoting the nullifier operators [23]

\[ N_j = P_j - \sum_{k=1}^N V_{jk}Q_{k}, \quad j = 1, 2, ...n, \] (3)

\[ N_j |\Psi_\Gamma\rangle = 0 |\Psi_\Gamma\rangle, \quad j = 1, 2, ...n, \] (4)

where V is now a weighted adjacency matrix, whose elements can have any real value. These ideal CV states are infinitely squeezed and therefore unphysical.

3. Finitely squeezed states

In the laboratory, one employs the closest approximations to quadrature eigenstates which are Gaussian phase-quadrature-squeezed vacuum states

\[ |0, r\rangle \propto \int dq e^{-\frac{1}{2}e^{-2r^2}q^2} |q\rangle \propto \int dp e^{-\frac{1}{2}e^{2r^2}p^2} |p\rangle \] (5)
where $r > 0$ is the squeezing parameter and coincides with the logarithmic gain of a parametric amplifier such as an optical parametric oscillator (OPO) below threshold. A valid Gaussian approximation of an ideal graph state $|\Psi_V\rangle$ of adjacency matrix $V$ must then fulfill the property

$$\text{Cov}[P - VQ] \xrightarrow{r \to \infty} 0 \quad (6)$$

where $\text{Cov}[A]_{jk} = \frac{1}{2} \langle \Psi_V | \{A_j, A_k\} | \Psi_V \rangle$ is an element of the covariance matrix of operator vector $A = (A_1,...,A_n)^T$.

It was shown by Menicucci, Flammini, and van Loock [20] that the effects of finite squeezing can be fully taken into account by defining a complex graph $Z = V + iU$ where $V$ is the weighted symmetric adjacency matrix as before and $U$ is a symmetric positive definite matrix that accounts for all finite squeezing effects.\footnote{Note that weighted real graphs also appear in qudit graph state theory but complex graphs are a property of CV systems.} Any pure Gaussian state $|\Psi_Z\rangle$ can be written in the position representation as

$$\langle q | \Psi_Z \rangle = \Psi_Z(q) = \pi^{-N/4} \text{det}(U)^{1/4} \exp \left[ \frac{i}{2} q^T Z q \right]. \quad (7)$$

the positive definiteness of $U$ ensuring that the state is normalizable. The complex matrix $Z$ defines exact graph state nullifiers

$$(P - ZQ) | \Psi_Z \rangle = 0 | \Psi_Z \rangle. \quad (8)$$

These nullifiers are non-Hermitian operators and therefore not suited for measurement-based quantum computation. Nonetheless we can still use the nullifiers given by the adjacency matrix $V$ if we realize that the wave function of Eq. (7) satisfies the relation

$$\text{Cov}[P - VQ] = \frac{1}{2} U, \quad (9)$$

and note that, as long as $U \to 0$ or, equivalently, $\text{Tr}[U] \to 0$ given that $U$ is positive definite, we recover Eq. (6). It has been proposed that having a vanishingly small $U$ was enough to claim that our Gaussian state approximates an ideal graph state with adjacency matrix $V$ and hence, we could think of $U$ (or $\text{Tr}[U]$) as the error on approximating an ideal CV graph state. Note from Eqs. (6) & (9) that $U = 0$ is logically equivalent to the infinite squeezing limit.

If $\text{Tr}[U]$ is vanishingly small, we may be tempted to completely disregard $U$ and think of $Z$ as the ideal graph $Z = V$. This has been, until now, the main way to deal with Gaussian graph states but, as we show next using the covariance matrix, this definition alone may neglect strong quantum correlations present in the system, which can lead to large errors in the characterization of its entanglement, as we show in Section II B 1.

\subsection{Examples of hidden entanglement}

\subsubsection{Two quumodes}

We consider here the very simple case of two independent single-mode squeezed states, of respective parameters $r_{1,2}$, interfering at a balanced beamsplitter. Derivation details can be found in the supplemental material [29]. The resulting graph is purely imaginary

$$\{|B(0, r_1, r_2)\rangle\}_{12} = \begin{array}{c}
\begin{array}{c}
\text{(i) } e^{-2r_1} \\
\text{+ } e^{-2r_2} \to 0
\end{array}
\end{array}$$

$$\begin{array}{c}
\begin{array}{c}
\text{(i) } e^{-2r_1} \\
\text{+ } e^{-2r_2} \to 0
\end{array}
\end{array}$$

$$\{|B(0, r_1, r_2)\rangle\}_{12} \xrightarrow{r_{1,2} \to \infty} \bullet \quad \bullet \quad (13)$$

Since all edges are exponentially decreasing with the squeezing, a logical conclusion would be that the state is, for all intents and purposes, equivalent to the product state obtained in the infinite squeezing limit, i.e.,

$$\{|B(0, r_1, r_2)\rangle\}_{12} \xrightarrow{r_{1,2} \to \infty} \bullet \quad \bullet \quad (14)$$

This conclusion is incorrect. While state $\{|B(0, r, r)\rangle\}_{12}$ is, indeed, an exact product state (which was demonstrated experimentally [30]), state $\{|B(0, r_1, r_2)\rangle\}_{12}$ can, however, be strongly entangled. We now prove this.

An independent quantitative bipartite entanglement criterion is the generalization of the Peres-Horodecki partial transpose criterion [31, 32] to continuous variables [33] (see also Ref. 34). Bipartite CV nonseparability is characterized by the symplectic eigenvalues of

\subsection{Covariance matrix}

A Gaussian state is fully characterized by its covariance matrix. The quadrature-ordered covariance matrix is

$$\Sigma^{(\text{quad})} = \text{Cov}[R] = \begin{pmatrix}
\text{Cov}[Q] & \text{Cov}[Q, P] \\
\text{Cov}[P, Q] & \text{Cov}[P]
\end{pmatrix} \quad (10)$$

$$= \frac{1}{2} \begin{pmatrix}
U^{-1} & U^{-1}V \\
VU^{-1} & U + VU^{-1}V
\end{pmatrix}, \quad (11)$$

where $R = (Q, P)^T$. Examination of the upper left block in Eqs. (10) & (11) yields the formula

$$\text{Cov}[Q] = \frac{1}{2} U^{-1} \quad (12)$$

and a first observation: the off-diagonal entries of $U^{-1}$ may be large, describing strong quantum correlations that could still appear vanishingly small in $U$ and therefore be missed. We must therefore supplement the $\text{Tr}[U] \to 0$ criterion [Eq. (9)] for finitely squeezed Gaussian states [20] by also requiring that $U^{-1}$ be diagonal, which is logically equivalent to $U$ being diagonal [28]. This will ensure that all the correlations of the system are encoded exclusively in the adjacency matrix $V$.

Before addressing the diagonalization of $U$ in detail, we first give two concrete examples of hidden entanglement.
the covariance matrix $\tilde{\Sigma}$ of the partially transposed density operator, which is equivalent to a phase space reflection [33]: if the original covariance matrix is $\Sigma$, then $\tilde{\Sigma} = \Lambda \Sigma \Lambda^\dagger$, where $\Lambda = \text{diag}(1, 1, -1, 1)$. Entanglement is present if at least one of the symplectic eigenvalues of $\tilde{\Sigma}$ is less than $\frac{1}{2}$, their product being $\frac{1}{2}$. These symplectic eigenvalues are defined as the absolute values of the eigenvalues of $\tilde{\Sigma} \Omega$ with $\Omega = \left( \begin{smallmatrix} 0 & 1 \\ -1 & 0 \end{smallmatrix} \right)$. The symplectic eigenvalues of $|B(0, r_1, r_2)\rangle_{12}$ are

$$\lambda_\pm = \frac{1}{2} e^{\pm(r_1 - r_2)},$$

which shows that the state is a product state iff $r_1 = r_2$ but can be significantly entangled if the difference $r_1 - r_2$ is large. Let’s take the case $r_1 = 2r_2$ with $r_2$ already large, e.g. 20 and 10 dB squeezing. Then the amount of entanglement in $|B(0, 2.30, 1.65)\rangle_{12}$ is equivalent to that present in a 10 dB-squeezed two-mode-squeezed state, even though all edges in Eq. (13) are vanishing.

Thus, the null graph edges given by $V$ clearly fail to give the proper description here, even though $\text{Tr}[U] \to 0$ in both cases. The key points are that the infinite squeezing limit incorrectly symmetrizes the situation, giving the wrong description for finite squeezing, and that the vanishingly small, yet nonzero off-diagonal entries of $U$ still yield large $\langle Q_i Q_j \rangle$ correlations from $U^\dagger$ as per Eq. (11), which are key to the discrepancy.

If we use single-mode symplectic transformations, i.e. GLUs, to diagonalize $U$, the entanglement can’t be changed [33, 35]. We therefore seek GLUs that transform $|B(0, r_1, r_2 \neq r_1)\rangle_{12}$ into a two-mode-squeezed state of equal entanglement: the result is [29]

$$|E(-)\rangle_{12} = S_1 (r_+) S_2 (r_+) |B(0, r_1, r_2)\rangle_{12},$$

where $S(r) = \exp[\frac{r}{2}(a^2 - a^2)]$ is a phase squeezing operator (for $r > 0$) and $r_\pm = (r_1 \pm r_2)/2$. Equation (16) solves the conundrum: in finitely squeezed states, entanglement can be hidden by single-mode squeezing in non-symmetric cases where the squeezing is not evenly distributed between the modes. This situation is always absent in the infinitely squeezed case which is, by force, totally symmetric.

After single-mode squeezing operations, Eq. (16), and phase shifts carry out $Z \to Z'$, we obtain [see Eq. (A18)]

$$\text{Tr}[U'] = 2\text{sech}(r_1 - r_2) \xrightarrow{r_1 > r_2 > 1} 4e^{-(r_1 - r_2)},$$

which can be compared to the value of Eq. (13), before the single-mode squeezing operations,

$$\text{Tr}[U] = 2(e^{-2r_1} + e^{-2r_2}) \xrightarrow{r_1 > r_2 > 1} 2e^{-2r_2}.$$  

While both traces tend to zero in the infinite squeezing limit, graph $V'$ [Eq. (A19) with $r = r_-$] reveals the entanglement of the state whereas graph $V$ [Eqs. (13) & (14)] does not.

Another important instance of quantum state distortion invisible in the infinite squeezing limit is the generation of two-mode-squeezed state from the interference of orthogonal single-mode-squeezed states:

$$|B_r(\pi, r, r)\rangle = |E(r)\rangle,$$

which is relevant to a multitude of CVQI experiments, a few prominent examples of which are Refs. 6–9, 36, 37. If the states aren’t identically squeezed, we get

$$|B_r(\pi, r_1, r_2)\rangle = S_1 (r_-) S_2 (r_-) |E(r)\rangle,$$

which features, on top of the desired two-mode squeezing by $r_+$, excess uncorrelated quantum noise on each qumode, each being independently antisqueezed by $r_-$.  

2. Six qumodes

We now turn to a highly multipartite example and show that the two dramatically different graphs of Fig. 2 are, in fact, GLU-equivalent.
trix $V$) of the 6-mode graph $Z = V + iU$:

$$V = \begin{pmatrix} 0 & 0 & t & 0 & 0 & 0 \\ 0 & 0 & 0 & t & 0 & 0 \\ 0 & 0 & 0 & 0 & t & 0 \\ 0 & 0 & 0 & 0 & 0 & t \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \quad (21)$$

$$U = \begin{pmatrix} c^{-1} & 0 & 0 & 0 & 0 & 0 \\ 0 & c^{-1} & 0 & 0 & 0 & 0 \\ 0 & 0 & c^{-1} & -c^{-1}t & 0 & 0 \\ 0 & 0 & -c^{-1}t & c^{-1} & 0 & 0 \\ 0 & 0 & 0 & 0 & c^{-1} & 0 \\ 0 & 0 & 0 & 0 & 0 & c^{-1} \end{pmatrix} \quad (22)$$

where $t = \tanh 2r$ and $c^{-1} = \text{sech} 2r$. This state clearly verifies $U \rightarrow 0$ for $r \rightarrow \infty$, because $t \rightarrow 1$ and $c^{-1} \rightarrow 0$. Figure 2, Top, shows three disconnected graphs, the chain 1-3-2, the chain 5-6 and sole qumode 4. Figure 2, Top, however, is incorrect: there are hidden quantum correlations, or hidden entanglement, between modes 3, 4, and 5, which are present in $U$ and will disrupt quantum computation over the cluster state. For example, a measurement of isolated qumode 4 isn’t expected to affect the rest of the graph since it’s disconnected from it. Yet, it will. These hidden correlations can actually be quite strong, even with $\text{Tr}[U] \rightarrow 0$. We can see this from Eq. (12). In this instance we have

$$U^{-1} = \begin{pmatrix} c & 0 & 0 & 0 & 0 & 0 \\ 0 & c & 0 & 0 & 0 & 0 \\ 0 & 0 & c^3 & 0 & 0 & 0 \\ 0 & 0 & s c^2 & c(c^2 + s^2) & s c^2 & 0 \\ 0 & 0 & 0 & s c^2 & c^3 & 0 \\ 0 & 0 & 0 & 0 & c & 0 \end{pmatrix} \quad (23)$$

where $c = \cosh 2r$ and $s = \sinh 2r$, which are very large. The only way to suppress these spurious correlations is, of course, to diagonalize $U$. This must be done without changing the entanglement of the graph state, i.e., using only local symplectic, equivalently local linear unitary, operations, i.e., GLUs. In this work, we identify all situations where this is feasible and demonstrate a GLU-diagonalization procedure that will succeed whenever possible. In that sense, given any Gaussian state, we are now able to ascertain whether it is a valid cluster state, i.e., with $U$ diagonal and $\text{Tr}[U] \rightarrow 0$, or not.

Let’s go back to our 6-mode example. A Gaussian unitary $U$ can be represented in the Heisenberg picture by a symplectic matrix $S$ such that

$$R' = U^t R U = SR. \quad (24)$$

The symplectic symmetry requires that $S$ fulfill $SHS^T = \Omega$, which is equivalent to preserving the canonical commutation relations $[R_j, R_k] = [R'_j, R'_k] = \Omega_{jk}$.

Any GLU must then have the form

$$U = \bigotimes_{j=1}^N U_j \quad (25)$$

$$S = \bigoplus_{j=1}^N S_j \quad (26)$$

so that

$$(Q'_{j})_{P'_{j}} = U_j^* (Q_{j})_{P_{j}} U_j = S_j (Q_{j})_{P_{j}} j = 1, ..., N. \quad (27)$$

In our example, taking $U$ to a diagonal form can be done with single-mode squeezing GLUs:

$$S_1 = S_2 = S_3^{-1} = FS_4^{-1} = S_5^{-1} = S_6 = (c^{-1} 0 0), \quad (28)$$

where $F = (0 1 0)$ is a $\pi/2$ rotation in phase space, a.k.a. a Fourier transform. Under this transformation the $Z$-graph becomes $Z' = V' + iU'$, with [20]

$$V' = \begin{pmatrix} 0 & 0 & t & 0 & 0 & 0 \\ 0 & 0 & 0 & t & 0 & 0 \\ 0 & 0 & t & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & t & 0 \\ 0 & 0 & 0 & 0 & 0 & t \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix} \quad (29)$$

$$U' = \begin{pmatrix} c^{-3} & 0 & 0 & 0 & 0 & 0 \\ 0 & c^{-3} & 0 & 0 & 0 & 0 \\ 0 & 0 & c^{-1} & 0 & 0 & 0 \\ 0 & 0 & 0 & c^{-1} & 0 & 0 \\ 0 & 0 & 0 & 0 & c^{-1} & 0 \\ 0 & 0 & 0 & 0 & 0 & c^{-3} \end{pmatrix}. \quad (30)$$

Now that $U'$ is diagonal (still with $\text{Tr}[U'] \rightarrow 0$), no hidden entanglement is present and the $V'$ graph in Fig. 2, bottom, shows the complete picture, which includes the expected 3-4 and 4-5 entanglement edges.

As we mentioned earlier, the previous best practice for calculating the closest graph $V'$ approximated by a given Gaussian state, minimizing $\text{Tr}[U]$ solely by local rotations [20], doesn’t suffice here. As we have shown in these two examples, one must strive to make $U$ diagonal by using all possible GLUs, including squeezing and shearing.

Finally, it is important to realize that this procedure doesn’t always succeed: there are cases where hidden entanglement is irreducible and cannot be transferred to $V$ under GLUs, i.e., where there exists no GLUs that can make $U$ diagonal. We now examine these cases.

### III. SUFFICIENT CRITERION FOR DETECTING IRREDUCIBLE HIDDEN ENTANGLEMENT

In this section, we address the question of detecting irreducible hidden entanglement, i.e., the Gaussian states
whose matrix $U$ cannot be diagonalized by GLUs. Such states consequently cannot be made GLU-equivalent to a CV cluster state.

If $U$ is diagonal, we can write, from Eq. (12),
\[ \text{Cov}[Q] = \text{diag}\{\lambda_1, \lambda_2, ..., \lambda_N\}, \]
where $\lambda_j > 0, j = 1, 2, ..., N$. This yields
\[ 2\langle Q_j Q_k \rangle = \lambda_j \delta_{jk} \]
\[ \langle \{Q_j, P_k\} \rangle = \lambda_j V_{jk} \]
\[ 2\langle P_j P_k \rangle = \lambda_j^{-1} \delta_{jk} + \sum_l V_{jl} \lambda_l V_{lk}. \]
We now use the more convenient mode-ordered covariance matrix, defining $x = (Q_1, Q_2, Q_3, ..., Q_N)^T$,
\[ \Sigma^{\text{mode}} = \text{Cov}[x] = \begin{pmatrix} \sigma_{11} & \sigma_{12} & \cdots & \sigma_{1n} \\ \sigma_{21} & \sigma_{22} & \cdots & \sigma_{2n} \\ \vdots & \vdots & \ddots \vdots \\ \sigma_{n1} & \sigma_{n2} & \cdots & \sigma_{nn} \end{pmatrix}, \]
where
\[ \sigma_{jk} = \frac{1}{2} \left( \langle \{Q_j, Q_k\} \rangle - \langle \{Q_j, P_k\} \rangle - \langle \{P_j, Q_k\} \rangle + \langle \{P_j, P_k\} \rangle \right) \]
\[ = \frac{1}{2} \left( (U^{-1})_{jk} - (U^{-1}V)_{jk} \right), \]
which means that $\sigma_{jk}$ is the covariance matrix of qumode $j$ and $\sigma_{jk} \neq k = \sigma_{k \neq j}$ contains all correlations between qumodes $j$ and $k$. In this ordering, the direct-sum GLU of Eq. (26) can be written in block-diagonal form,
\[ S_{\text{local}} = \begin{pmatrix} S_1 & 0 & \cdots & 0 \\ 0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & S_N \end{pmatrix}. \]
Under GLUs, the covariance matrix blocks evolve as
\[ \sigma_{jk} \rightarrow \sigma'_{jk} = S_j \sigma_{jk} S_k^T. \]
This allows us to establish a first important theorem:

**Theorem.** The determinant of the correlation matrix $\sigma_{jk}$, $\text{Det}[\sigma_{jk}]$ is invariant under GLUs.

**Proof.** This follows from the fact that the determinant of any symplectic matrix $S$ is $\text{Det}[S] = 1$. Then, Eq. (39) yields $\text{Det}[\sigma_{jk}'] = \text{Det}[\sigma_{jk}]$. ■

The next theorem provides a sufficient, although not necessary, criterion for whether a given Gaussian state is not GLU-equivalent to a cluster state.

**Theorem.** If a given Gaussian state is GLU-equivalent to a graph state, then $\text{Det}[\sigma_{jk}] \leq 0, \forall (j, k \neq j)$.

**Proof.** Let’s go back to the $U$ diagonal case. Using Eqs. (31-34), we can write
\[ \sigma_{jj} = \left( \lambda_j \begin{pmatrix} 0 & \text{Cov}[P]_{jj} \end{pmatrix} \right) \]
\[ \sigma_{j \neq k} = \left( \begin{pmatrix} \lambda_k V_{jk} & \text{Cov}[P]_{jk} \end{pmatrix} \right) \]
where we have assumed, without losing any generality, that we do not have any self loops on our real graph, i.e., $V_{jj} = 0, \forall j$.

From Eq. (41), we deduce that the determinant of $\sigma_{jk}, j \neq k$ for $U$ diagonal is
\[ \text{Det}[\sigma_{jk}] = -\lambda_j \lambda_k V_{jk}^2 \leq 0. \]
Note that $\text{Det}[\sigma_{jk}] = 0 \Leftrightarrow V_{jk} = 0$. Since $\text{Det}[\sigma_{jk}]$ is GLU-invariant, any Gaussian state that is GLU-equivalent to a cluster state (i.e., has $U$ diagonal) has nonpositive $\text{Det}[\sigma_{jk}], \forall j \neq k$.

The theorem is not a logical equivalence because there are more submatrices $\sigma_{jk}$ to process than available GLUs when $N(N-1)/2 > N$, i.e., when the total number of qumodes $N > 3$. In this case, it is possible to have states with $\text{Det}[\sigma_{jk}] \leq 0, \forall (j, k \neq j)$ that are nonetheless not GLU-equivalent to a cluster state.

Exceptions to this are the cases $N=2$, for which all two-mode pure states are GLU-equivalent to two-mode squeezed states and also to two-mode cluster states, and $N=3$, for which the number of submatrices $\sigma_{jk}$ is $N(N-1)/2 = 3$ and 3-mode Gaussian states with $\text{Det}[\sigma_{jk}] \leq 0, \forall (j, k \neq j)$ are therefore GLU-equivalent to cluster states (See supplemental material, Appendix B). The contraposition of the theorem above yields the sufficient criterion for Gaussian states that cannot be expressed as graph states, because $U$ cannot be diagonalized by GLUs:

If $\exists (j, k \neq j)$ such that $\text{Det}[\sigma_{jk}] > 0$, then the corresponding Gaussian state is not GLU-equivalent to a graph state.

To use this criterion, one just has to check all off-diagonal $2 \times 2$ minors of the mode-ordered covariance matrix: a single positive $\text{Det}[\sigma_{jk}]$ is proof that removable hidden entanglement exists between $j$ and $k$ and that the corresponding state can never be GLU-equivalent to a cluster state.

**IV. GENERAL ALGORITHM FOR DIAGONALIZING $U$ BY GAUSSIAN LOCAL UNITARIES**

We now extend the analysis of the previous section to deriving a general algorithm for diagonalizing $U$ using

---

6 This doesn’t detract from the generality of our approach because any $V_{jj} \neq 0$ can be removed via GLU $S_j = \left( -V_{jj}^{-1}, 0 \right)$. 

GLUs.

The algorithm is based on noticing, from the quadrature-ordered covariance matrix of Eqs. (10) & (11), that the complete absence of amplitude correlations, $\langle Q_j Q_k \rangle = 0, \forall (j,k)$, is logically equivalent to a diagonal $U^{-1}$ and hence to a diagonal $U$. We now introduce the GLU aspect of the diagonalization algorithm, which is best seen in the mode-ordered covariance matrix of Eqs. (35–37): we require a set of GLUs which cancel the upper left entry of all $2 \times 2$ submatrices $\sigma_{jk}$. Because there are up to $N(N-1)/2$ such submatrices and only $N$ available GLUs, it’s clear that the algorithm cannot always be successful: for $N>3$, canceling multiple $\langle Q_j Q_k \rangle$ with a single GLU will be required, thereby placing symmetry constraints on the Gaussian state under consideration. A detailed study of such constraints is outside the scope of this paper.

One should note that the algorithm will succeed for all Gaussian states that are GLU-equivalent to cluster states (green subset of Fig. 1) and will fail for all the rest (red subset of Fig. 1), including those undetected by the sufficient criterion derived in Section III.

We first proceed to define a “standard” covariance matrix of a valid Gaussian graph state (i.e., for which $U$ is diagonal). We draw inspiration from the definition of a standard covariance matrix for LU-equivalent Gaussian states by Adesso [35] and by Gedike and Kraus [38]. We first define the first single mode squeezing operations

$$T_j = \begin{pmatrix} \lambda_j^{-1/2} & 0 \\ 0 & \lambda_j^{1/2} \end{pmatrix}, \quad j = 1, ..., N. \tag{43}$$

Then, using the transformation rule of Eq. (39), we define the standard covariance matrix as

$$\tilde{\sigma}_{jj} = T_j \sigma_{jj} T_j^T = \begin{pmatrix} 1 & 0 \\ 0 & \lambda_j \text{Cov}[P_{jj}] \end{pmatrix}$$

$$\tilde{\sigma}_{j\neq k} = T_j \sigma_{jk} T_k^T = \sqrt{\lambda_j \lambda_k} \begin{pmatrix} 0 & V_{jk} \\ V_{jk} & \text{Cov}[P_{jk}] \end{pmatrix} \tag{45}$$

where the off-diagonal terms of $\tilde{\sigma}_{jk}$ are the same and equal to $\pm \sqrt{-\text{Det}[\sigma_{jk}]}$. Note that it is easy to see that this form corresponds to a diagonal $U$ by virtue of Eq. (37).

The goal is to find $N$ single-mode GLUs that take all covariance submatrices

$$\sigma_{j\neq k} = \begin{pmatrix} a_{jk} & b_{jk} \\ c_{jk} & d_{jk} \end{pmatrix} \tag{46}$$

to the standard form of Eq. (45). Each of the $N$ sought GLUs is written as an Iwasawa decomposition [39–41]

$$S_j = \begin{pmatrix} 1 & 0 \\ q_j & 1 \end{pmatrix} \begin{pmatrix} r_j & 0 \\ 0 & r_j^{-1} \end{pmatrix} \begin{pmatrix} \cos \phi_j - \sin \phi_j \\ \sin \phi_j \cos \phi_j \end{pmatrix}, \quad \tag{47}$$

where $r_j > 0$. The leftmost matrix in Eq. (47) corresponds to a shearing transformation which shifts the diagonal elements of $\mathbf{V}$: $V_{jj} \mapsto V_{jj} + q_j$. This doesn’t play any role in the process of diagonalizing $U$, so without loss of generality we can set $q_j = 0$, allowing us to reduce the free parameters of $S_j$ to only two. The second matrix, where $r_j > 0$, corresponds to a single mode squeezing and the third to a single mode rotation. In order to find GLUs that diagonalize $U$, we proceed by sequentially finding the parameters $r_j$ and $\phi_j$ in Eq. (47) by operating one by one in all the correlation submatrices $\sigma_{j\neq k}$ and taking them to the standard form of Eq. (45). It is important to point out that two GLUs $S_j$ and $S_k$ act simultaneously on each given $\sigma_{j\neq k}$, as shown by Eq. (39); hence, at each stage of the process of eliminating the term $\langle Q_j Q_k \rangle$, both GLUs $S_j$ and $S_k$ must be taken into account at the same time. This procedure varies slightly depending on whether $\text{Det}[\sigma_{j,k}] < 0$, presented below, or $\text{Det}[\sigma_{j,k}] = 0$, presented in Appendix C (Supplemental Material).

Assuming that $\text{Det}[\sigma_{j,k}] \neq 0$, let $M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$ be a general $2 \times 2$ matrix. If we want to use the GLU multiplying to the left in (39), we find a GLU $S_{\text{left}}$ such that

$$S_{\text{left}} M = \begin{pmatrix} 0 & \delta \\ \delta & \frac{AB + CD}{A^2 + C^2} \end{pmatrix}, \tag{48}$$

where $\delta = \sqrt{-\text{Det}[M]} = \sqrt{BC - AD}$. The Iwasawa parameters are

$$\cos(\phi_{\text{left}}) = \frac{C}{\sqrt{A^2 + C^2}}; \quad \sin(\phi_{\text{left}}) = \frac{A}{\sqrt{A^2 + C^2}} \tag{49}$$

$$r_{\text{left}} = \delta^{-1} \sqrt{A^2 + C^2}. \tag{50}$$

Likewise, we can use a GLU to the right,

$$M S_{\text{right}}^T = \begin{pmatrix} 0 & \delta \\ \delta & \frac{AC + BD}{A^2 + B^2} \end{pmatrix} \tag{51}$$

with

$$\cos(\phi_{\text{right}}) = \frac{B}{\sqrt{A^2 + B^2}}; \quad \sin(\phi_{\text{right}}) = \frac{A}{\sqrt{A^2 + B^2}} \tag{52}$$

$$r_{\text{right}} = \delta^{-1} \sqrt{A^2 + B^2}. \tag{53}$$

If we set $M = \sigma_{jk} S_k^T$ in Eqs. (48) & (49), then we have taken $\sigma_{jk}$ to the standard form only using $S_j$, regardless of the value that $S_k$ may take. If $S_k$ was already determined in a previous stage, then (49) fixes the value of $S_j$. In the other hand, if $S_k$ have not been determined yet, then we will have that $S_j$ will be a function of $S_k$ (and $\sigma_{jk}$), denoted as $S_j[S_k]$ and $S_k$ can be used to take another submatrix $\sigma_{il}$, $i \neq j$ to the standard form. Using other matrices $\sigma_{m,n}$, $m \neq k$ and taking them to the standard form via the procedure above we can find expressions of the form $S_m = S_m[S_j] = S_m[S_k]$ (where we have taken into account that $S_j = S_j[S_k]$). Finally the value of $S_k$ can be found using a correlation matrix of type $\sigma_{km}$ where the $\alpha_{km}$ term must to be cancel out from the equation $\sigma_{km}^T = S_k \sigma_{km} S_m[S_k]^T$. Explicit forms
of $S_j, S_k$, more details of this procedure and how it is modified when we have singular matrices are found in Appendix C.

The algorithm is complete when all the $N$ GLUs are determined using the above procedure which, in general, makes use of a subset of all the correlation matrices $\sigma_{jk}$. As shown in Appendix C, the case may present itself where we find multiple solutions for the GLUs $S_j, j = 1, \ldots, N$, but those solutions are the most general ones that take the correlation submatrices $\sigma_{jk}$ used through the algorithm to the standard form. Therefore the last step is to apply those solutions to the remaining correlation matrices that were not used yet and test whether or not they all also take the standard form. If one of these GLUs sets successfully zeroes out all $\langle Q_j Q_k \rangle$ terms, $\forall (j,k)$, then the corresponding Gaussian state is a valid (GLU-equivalent) CV cluster state, else there exists irreducible hidden entanglement.

V. CONCLUSION

We have reported and fully analyzed a fundamental effect that is specific of continuous-variable quantum information and doesn’t occur in qubit-based quantum information. This effect is linked to the description of any Gaussian Wigner function, in the Iwasawa decomposition, by a complex graph state [20] whose stabilizers aren’t necessarily unitary—or, equivalently, whose nullifiers aren’t necessarily Hermitian. In order for the graph to provide a valid representation of a cluster state—with unitary stabilizers and Hermitian nullifiers—the imaginary part of the graph must vanish. Whereas all previous work did ensure that this always occurred in the infinite squeezing limit, our work shows that this limit isn’t reliable as state asymmetries can give rise to hidden entanglement, at times irredicibly so. Such hidden entanglement may morph into a more versatile and useful cluster state but will disrupt quantum information processing if not accounted for.

We note that an interesting extension of this work might be to explore its possible connections to an earlier study of tripartite entanglement by Adesso and Illuminati, in which pure, symmetric three-mode Gaussian states were shown to be simultaneous CV analogues of both the GHZ and the W states of three qubits [42].

A simple occurrence of this effect is present in the case of the workhorse of entanglement generation: the interference of two orthogonally squeezed quantum quadratures at a balanced beamsplitter [36], which will present excess quantum noise, as per Eq. (20), if the initial squeezed modes have different parameters. This is a heretofore undiscovered source of imperfections in realistic CVQI experiments. This result emphasizes the importance of forgoing the use of the infinite squeezing limit as more than a simplification when dealing with continuous-variable quantum information. An example of this philosophy is a recent result on the fault tolerance of statistical mixtures of cluster states in CVQC [18].

We emphasize here that our results do not alter the feasibility of continuous-variable quantum computing with finitely squeezed Gaussian states. Indeed, it is well known that these Gaussian resources must be completed by non-Gaussian ones, necessary for exponential speedup [14, 15] and fault tolerance [16]. Moreover, one should also remember that the resilience of cluster states under measurement [21] makes it straightforward to cut out of a Gaussian complex graph its irreducibly imaginary edges (if they are reasonably local) so as to make the graph real and therefore a valid CV cluster state.

Our work constitutes the first concrete analytic correspondence between arbitrary Gaussian states and CV cluster states. This paves the way to deriving mappings between cluster states and the universal Bloch-Messiah decomposition of Gaussian states [43] which opens up a new area of research of translating nonconventional quantum circuits, such as Gaussian boson sampling [44], into cluster states and one-way quantum computing.

This work is also relevant to quantum state engineering given that it allows us to identify when a given general scalable source of entangled gaussian states can be also a source of CV cluster states, which are a platform for universal quantum computation.
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Appendix A: Hidden entanglement and diagonalization of U by GLUs in the two-mode case

An ideal two-mode cluster state is defined as two $p = 0$ momentum eigenstates coupled by a $CZ = \exp(iQ_1Q_2)$ gate

$$|C\rangle_{12} = \begin{pmatrix} 0 \rangle_p^1 & \text{CZ} = e^{iQ_1Q_2} & 0 \rangle_p^2 \end{pmatrix}$$

(A1)

which admit the following nullifiers

$$(\mathbf{P} - \mathbf{VQ}) |C\rangle_{12} = 0 |C\rangle_{12},$$

(A2)

where $Q = (Q_1, Q_2)^T$, $P = (P_1, P_2)^T$, $V = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$.

In this appendix we study how different finitely squeezed two mode states relate with this ideal cluster state as we approach to the infinite squeezing limit.

We focus on the simple but fundamental case of the state created by the interference at a balanced beamsplitter of two quadrature eigenstates out of phase by $\theta$.

$$|B(\theta)\rangle_{12} = B_{12} |0\rangle_{\theta 1} |0\rangle_{\theta 2},$$

(A3)

where $B_{12} = \exp[-i\pi/4(a_1^{\dagger}a_2 + a_1a_2^{\dagger})]$ and where the generalized-quadrature nullifier and eigenstate are

$$A_1(\theta) |0\rangle_{\theta 1} = (\cos \theta P_1 + \sin \theta Q_1) |0\rangle_{\theta 1} = 0 |0\rangle_{\theta 1}.$$  

(A4)

The nullifiers of $|B(\theta)\rangle_{12}$ are

$$N_1 = B_{12}P_2B_{12}^{\dagger} = P_1 - P_2$$

(A5)

$$N_2(\theta) = B_{12}A_1(\theta)B_{12}^{\dagger} = \sin \theta (Q_1 + Q_2) + \cos \theta (P_1 + P_2).$$

(A6)

For $\theta = 0$, these nullifiers are $P_1 \pm P_2$. As the stabilizers form a multiplicative group, the nullifiers form an additive one and a linear combination of nullifiers is a nullifier. Hence $P_{1,2}$ nullify $|B(0)\rangle_{12}$, which entails $\mathbf{V} = 0$:

$$|B(0)\rangle_{12} = |0\rangle_{p 1} |0\rangle_{p 2} = \bullet \bullet$$

(A7)

An edge between two vertices signifies entanglement, its absence signifies separability, and GLUs cannot transform two separated subgraphs into a connected one.

For $\theta = \pi/2$, we recover the nullifiers of the Einstein-Podolsky-Rosen (EPR) state [45]

$$(Q_1 - Q_2) |E\rangle_{12} = 0 |E\rangle_{12},$$

(A8)

$$(P_1 + P_2) |E\rangle_{12} = 0 |E\rangle_{12},$$

(A9)

which entails

$$|B(\pi/2)\rangle_{12} = |E\rangle_{12} \sim |C\rangle_{12}. $$

(A10)

For $\theta < \pi/2$, we can rewrite the nullifiers of Eqs. (A5) & (A6) in cluster state form,

$$V = \frac{1}{2} \begin{pmatrix} \tan \theta & \tan \theta \\ \tan \theta & \tan \theta \end{pmatrix},$$

(A11)

which corresponds to the graph

$$|B(\theta)\rangle_{12} = \begin{pmatrix} \frac{1}{2} \tan \theta & \frac{1}{2} \tan \theta \end{pmatrix}$$

(A12)
State \(|B(\theta)\rangle_{12}\) is therefore GLU-equivalent to a cluster state, as expected since all bipartite entangled states are equivalent under GLUs.

We now turn to the generalization to Gaussian states of the graphical formalism introduced above, which was developed by Menicucci, Flammia, and van Loock [20]. The gist of this formalism is that any pure Gaussian state can be represented by a unique graph whose edges are weighted by complex numbers, the imaginary edges representing the effect of the squeezing. This is because the nullifier of a phase-squeezed state of finite squeezing parameter \(r\) isn’t \(P\) any more but \(P - ie^{-2r}Q\). As a result the adjacency matrix \(Z\) of the graph becomes complex

\[
Z = V + iU,
\]

(A13)

where \(V\) is as before. Matrix \(U\) is symmetric, like \(V\), and also positive definite. It represents the effects of finite squeezing [20] and can be interpreted as the error of the Gaussian state in approximating an ideal graph state of weighted adjacency matrix \(V\), as per

\[
\text{Cov}(P - VQ) = \frac{1}{2}U,
\]

(A14)

which generalizes Eq. (A2), \(\text{Cov}\) denoting the covariance matrix of the nullifiers. Hence, a Gaussian state \(Z\) is a good approximation of a graph state \(V\) if \(U \to 0\), or \(\text{Tr}[U] \to 0\) since \(U\) is positive definite.

The canonical Gaussian cluster state has two phase-squeezed qumodes (realistic implementations of phase-quadrature eigenstates, i.e. finite squeezing version of Eq. (A1)), of respective squeezing parameters \(r_1, r_2\), linked by controlled-phase gates:

\[
Z_C \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + i \begin{pmatrix} e^{-2r_1} & 0 \\ 0 & e^{-2r_2} \end{pmatrix},
\]

(A15)

\[
|C(r_1, r_2)\rangle_{12} = |0\rangle_1 |0\rangle_2
\]

(A16)

Our next example is the Gaussian EPR state, a.k.a. the two-mode squeezed state \(|E(r)\rangle_{12}\), where \(r\) is the squeezing parameter [36]. Solving the Heisenberg equations for two-mode squeezing Hamiltonian \(i \frac{r}{2} a_1 a_2^\dagger + \text{H.c.}\) over time \(\tau\), one finds [46]

\[
\Delta (Q_1 - Q_2) = \Delta (P_1 + P_2) = e^{-r},
\]

(A17)

which coincide with the nullifiers of Eqs. (A8) & (A9) in the infinite squeezing limit \(r \to \infty\). Using Gaussian graphical calculus, we find, after a \(\frac{\pi}{2}\) rotation of one mode [20]

\[
Z_E \equiv \begin{pmatrix} 0 & \tanh 2r \\ \tanh 2r & 0 \end{pmatrix} + i \begin{pmatrix} \sech 2r & 0 \\ 0 & \sech 2r \end{pmatrix},
\]

(A18)

\[
|E(r)\rangle_{12} = |0\rangle_1 |0\rangle_2
\]

(A19)

Note that, in the limit \(r \to \infty\) and up to a GLU (here a Fourier transform: FT), Eqs. (A16) & (A19) are identical. The next case is much less trivial. The finitely squeezed version of \(|B(\theta)\rangle_{12}\), Eq. (A3), is

\[
|B(\theta, r_1, r_2)\rangle_{12} = B_{12} R_1(\theta) S_1(r_1) S_2(r_2) |0\rangle_1 |0\rangle_2,
\]

(A20)

where the initial state is vacuum, \(S(r) = \exp[i \frac{r}{2} (a_1^2 - a_2^2)]\) is a phase squeezing operator for \(r > 0\), and \(R(\theta) = \exp(-i \theta a_1^\dagger a)\) is a phase-space rotation operator. The Gaussian graph is

\[
Z \equiv v \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} + i \begin{pmatrix} u_+ & u_- \\ u_- & u_+ \end{pmatrix},
\]

(A21)

\[
|B(\theta, r_1, r_2)\rangle_{12} = |0\rangle_1 |0\rangle_2
\]

(A22)
where
\[
\begin{align*}
v &= \frac{-\sin 2\theta \sinh 2r_1}{2(e^{2r_1} \cos^2 \theta + e^{-2r_1} \sin^2 \theta)} \\
u_\pm &= e^{-2r_1} \frac{\cos^2 \theta + e^{-4r_1} \sin^2 \theta \pm e^{-2r_2}}{}.
\end{align*}
\] (A23, A24)

In an initial analysis of this situation for \(0 < \theta < \frac{\pi}{2}\), one is tempted to dismiss \(U\) altogether as its elements \(u_\pm\) clearly decrease as the squeezing factors. Turning then to \(V\), entanglement is clearly present since \(v \neq 0\). This result is well known [47].

For \(\theta = \frac{\pi}{2}\), we know the result must be a two-mode squeezed state [37]. However, we have
\[
\begin{align*}
v &= 0 \\
u_\pm &= e^{2r_1} \pm e^{-2r_2}.
\end{align*}
\] (A25, A26)

Entanglement would appear to have vanished (\(V = 0\)) but here the effects of finite squeezing cannot be neglected any longer: the diverging \(U\) makes \(V\) irrelevant as an approximation of a graph state by a Gaussian state. It was proposed in Ref. 20 that the closest CV graph state that can be approximated by a given Gaussian state could be found by minimizing the trace of \(U\) by local rotations. An extremum of \(\text{Tr}[U]\) can always be reached using \(\frac{\pi}{2}\) qumode rotations, i.e., FTs.\(^7\) This property yields
\[
U' = \begin{pmatrix}
    e^{r_1 - r_2} \text{sech}(r_1 + r_2) & 0 \\
    0 & e^{r_2 - r_1} \text{sech}(r_1 + r_2)
\end{pmatrix}
\] (A27)
\[
V' = \begin{pmatrix}
    0 & \tanh(r_1 + r_2) \\
    \tanh(r_1 + r_2) & 0
\end{pmatrix}
\] (A28)
\[
\mathcal{F} \left| B(\frac{\pi}{2}, r_1, r_2) \right\rangle_{12} = \begin{pmatrix}
    \tanh(r_1 + r_2)
\end{pmatrix}
\] (A29)
which yields Eq. (A19) for \(r_1 = r_2 = r\) and Eq. (A1) for \(r \to \infty\).

Appendix B: Three-mode case

In this section we will show that for the case of a three modes, the requirement \(\text{Det}\{\sigma_{jk}\} < 0\) is not only necessary but also sufficient for a state to be GLU to a diagonal \(U\) state. In [35, 38] was developed the concept of standard forms of covariance matrices, where two Gaussian states are GLU-equivalent iff they have the same standard form of their covariance matrices.

The process to calculate the standard form is to decompose each local operation in its Bloch-Messiah decomposition \(S_j = M_j A_j N_j^T\) where \(N_j\) and \(M_j\) are rotation matrices and \(A_j\) is a diagonal squeezing matrix. Then use \(M_j\) and \(A_j\) to symplectically diagonalize all the \(\sigma_{jj}\) (that is, make them proportional to the identity). And finally using \(N_j\) to diagonalize as many a possible \(\sigma_{jk}, j \neq k\) (after applying the first two operations) matrices using its singular value decomposition (SVD) \(\sigma_{jk} = A_{jk} D_{jk} B_{jk}\) with \(A_{jk}\) and \(B_{jk}\) orthogonal matrices and \(D_{jk}\) diagonal. If \(\sigma_{jk}\) is proportional to an orthogonal matrix, then we can diagonalized it using only one matrix (instead of two as the SVD indicates), lets say \(N_j\), and use the other \(N_k\) in the diagonalization process of another \(\sigma_{k,j}\) matrix (see [38] for details).

It has been shown also that, for a three-mode Gaussian state, the standard form is a covariance matrix with no \(Q - P\) correlations, that is, it has the form
\[
\Sigma^{(QP)} = \begin{pmatrix}
    \Sigma^q & 0 \\
    0 & \Sigma^p
\end{pmatrix}
\] (B1)

---

\(^7\) For any \(n\)-mode CV with no \(p - q\) correlations, the extrema of \(\text{Tr}[U]\) after local rotations are located at \(\pi/2\) rotation angle of any subset of the original \(n\)-modes [20].
which, when written in the mode ordering, it has the form

$$\Sigma = \begin{pmatrix} \lambda_1 \mathbb{I} & D_{1,2} & D_{1,3} \\ \lambda_2 \mathbb{I} & D_{2,3} \\ \lambda_3 \mathbb{I} \end{pmatrix}$$  \hspace{1cm} (B2)$$

where $D_{jk}$ are diagonal matrices and $\mathbb{I}$ is the $2 \times 2$ identity matrix. We suppose that all three $D_{jk}$ matrices have negative determinant then

$$D_{jk} = \begin{pmatrix} \alpha_{jk} & 0 \\ 0 & \beta_{jk} \end{pmatrix} \quad \text{with} \quad \alpha_{jk} \beta_{jk} < 0  \hspace{1cm} (B3)$$

we can transform the covariance matrix in (B2) into a covariance matrix with diagonal $U$ (i.e $\langle Q_j Q_k \rangle = 0$ if $j \neq k$) in two steps. We first apply the following local squeezing operations given by the GLUs

$$S_1^{(a)} = \begin{pmatrix} \sqrt{\frac{\alpha_{1,2}}{\beta_{1,2}}} & 0 \\ 0 & \sqrt{\frac{\beta_{1,2}}{\alpha_{1,2}}} \end{pmatrix} \quad S_2^{(a)} = \begin{pmatrix} \sqrt{\frac{\alpha_{1,3}}{\beta_{1,3}}} & 0 \\ 0 & \sqrt{\frac{\beta_{1,3}}{\alpha_{1,3}}} \end{pmatrix} S_3^{(a)}{(\alpha_{1,3})}^{-1} \quad S_2^{(a)} = 1 \hspace{1cm} (B4)$$

which lead us to a covariance matrix of the form

$$\Sigma = \begin{pmatrix} \lambda_1 S_1^{(a)} S_1^{(a)T} & \pm \sqrt{-\alpha_{1,2}\beta_{1,2}} \sigma_z & \pm \sqrt{-\alpha_{1,3}\beta_{1,3}} \sigma_z \\ \frac{\alpha_{1,3}}{\beta_{1,3}} S_2^{(a)} S_3^{(a)T} \end{pmatrix} \hspace{1cm} (B5)$$

where the upper sign correspond to $\alpha_{jk} < 0, \beta_{jk} > 0$ and the lower sign to the opposite situation, $D_{2,3}^{\prime} = \text{diag}\{\alpha'_{2,3}, \beta'_{2,3}\} = \text{diag}\{\alpha_{2,3} \sqrt{\frac{\beta_{2,3}}{\alpha_{2,3}}}, \beta_{2,3} \sqrt{\frac{\alpha_{2,3}}{\beta_{2,3}}}\}$ and $\sigma_z = \text{diag}\{1, -1\}$ is one of the Pauli matrices. In the second step we apply the local rotations given by

$$S_1^{(b)} = FS_2^{(b)T} \quad S_3^{(b)} = FS_1^{(b)T} = S_2^{(b)} \hspace{1cm} (B6)$$

where $S_2^{(b)}$ is a rotation to be determined later, $F = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ is a $\pi/2$ rotation (also called Fourier transform due to the way it act on quantum states) and where we use the fact that rotations in a plane commute with each other. Then given that

$$\sigma_z F^T = F \sigma_z = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \equiv -J \quad \text{and} \quad \sigma_z M = M^T \sigma_z \hspace{1cm} (B7)$$

for any pure 2-dimensional rotation matrix $M$, we have that

$$\Sigma = \begin{pmatrix} \lambda_1 S_1 S_1^T & \pm \sqrt{-\alpha_{1,2}\beta_{1,2}} J & \pm \sqrt{-\alpha_{1,3}\beta_{1,3}} J \\ \frac{\alpha_{1,3}}{\beta_{1,3}} S_2 S_2^T & S_2^{(b)} D_{2,3}^{(b)(b)T} \end{pmatrix} \hspace{1cm} (B8)$$

where $S_j = S_j^{(b)} S_j^{(a)}$ is the total local transformation. The $S_2^{(b)}$ matrix is set such that the $Q-Q$ correlation $\langle Q_2 Q_3 \rangle = 0$ in the matrix $S_2^{(b)} D_{2,3}^{(b)} S_2^{(b)T}$. For that we write it as a generic 2-dimensional rotation

$$S_2^{(b)} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \hspace{1cm} (B9)$$

then the correlation matrix between modes 2 and 3 is

$$S_2^{(b)} D_{2,3}^{\prime} S_2^{(b)T} = \begin{pmatrix} \alpha'_{2,3} \cos^2 \theta + \beta'_{2,3} \sin^2 \theta & (\beta'_{2,3} - \alpha'_{2,3}) \sin \theta \cos \theta \\ (\beta'_{2,3} - \alpha'_{2,3}) \sin \theta \cos \theta & \alpha'_{2,3} \sin^2 \theta + \beta'_{2,3} \cos^2 \theta \end{pmatrix} \hspace{1cm} (B10)$$

In the equation above, is possible to eliminate the $Q-Q$ term (upper left term in the matrix) only if $\alpha'_{2,3}$ and $\beta'_{2,3}$ have opposite sign, that is, if $\text{Det}\{D_{2,3}^{\prime}\} = \alpha'_{2,3} \beta'_{2,3} < 0$. In this case we can chose $\cos \theta = \frac{\sqrt{-\beta'_{2,3}}}{\sqrt{\alpha_{2,3} - \beta_{2,3}}}, \sin \theta = \frac{\sqrt{-\alpha'_{2,3}}}{\sqrt{\alpha_{2,3} - \beta_{2,3}}}$ for $\beta_{2,3} < 0$ and then
\[ S_2^{(b)} D_{2,3}^{(b)} S_2^{(b)T} = \left( \begin{array}{cc}
0 & \pm \sqrt{-\alpha_{2,3}/2,3} \\
\pm \sqrt{-\alpha_{2,3}/2,3} & \alpha_{2,3} + \beta_{2,3} \end{array} \right) \]

where the minus sign is correspond to \( \alpha_{2,3} < 0 \) and the plus sing to \( \beta_{2,3} < 0 \). I this way we have gotten rid of all of diagonal terms of \( U \).

In this procedure we first use single mode squeezing operations to turn the correlation matrices \( \sigma_{1,2} \) and \( \sigma_{1,3} \) proportional to the Pauli matrix \( \sigma_3 \) and the using rotations to eliminate the \( Q-Q \) correlations (the first step is useful because using (B7) we can transform a given correlation matrix \( \sigma_{jk}, j \neq k \) to a matrix proportional to \( J \) by using, let say, \( S_j \), regardless of the value of \( S_k \)).

This procedure is not enough for a general \( N \) mode Gaussian states given that the number of correlation matrices \( \sigma_{jk}, j \neq k \) are \( N(N-1)/2 \) and we only have \( N \) GLUs to eliminate all the \( Q-Q \) correlations, but for \( N = 3 \) we have \( N(N-1)/2 = N \).

For \( N > 3 \) only in the case that we have enough symmetries in the state such that one local operation can in fact eliminate simultaneously several \( Q-Q \) correlations and the \( n \) GLUs would be enough to deal with the \( N(N-1)/2 \) of diagonal correlation matrices.

### Appendix C: Detailed U Diagonalization Procedure

#### 1. Negative-determinant correlation submatrices

If we start by operating in the matrix \( \sigma_{12} \) then the explicit form of \( S_1 \mid S_2 \) is

\[
S_1 \mid S_2 = \left( \begin{array}{cc}
\frac{r_2}{\delta_{12}} (c_{12} \cos \phi_2 - d_{12} \sin \phi_2) & \frac{r_2}{\delta_{12}} (b_{12} \sin \phi_2 - a_{12} \cos \phi_2) \\
\frac{r_2}{\delta_{12}} a_{12} \cos \phi_2 - b_{12} \sin \phi_2 & \frac{r_2}{\delta_{12}} c_{12} \cos \phi_2 - d_{12} \sin \phi_2
\end{array} \right)
\]

where \( \delta_{jk} = \sqrt{-\text{Det}[\sigma_{jk}]} = \sqrt{b_{jk} c_{jk} - a_{jk} d_{jk}} \) and

\[
\epsilon_{12} = -2a_{12}b_{12} - 2c_{12}d_{12}
\]

\[
\tau_{12} = a_{12}^2 - b_{12}^2 + c_{12}^2 - d_{12}^2
\]

\[
\rho_{12} = a_{12}^2 + b_{12}^2 + c_{12}^2 + d_{12}^2.
\]

Then we can move throughout the first block row of the \( \Sigma^{(\text{mode})} \), Eq. (35), and bring the correlations matrices \( \sigma_{1j} \), \( j = 3, 4, ..., N \) to the desired form using the GLUs \( S_j \), \( j = 3, 4, ..., N \) from the right as in (51) with \( M = S_1 \sigma_{1j} \). Similar to the case above, and given that \( S_1 \) is now a function of \( S_2 \), we end up with matrices \( S_j \) as functions of \( S_2 \), \( S_j = S_j \mid S_2 \). Again, all the matrices \( \sigma_{1j} \) will be in the desired form regardless of the value of \( S_2 \). Explicitly, the matrices \( S_j \mid S_2 \) are

\[
S_j \mid S_2 = \left( \begin{array}{cc}
\frac{r_2}{\delta_{12} \delta_{1j}} (\gamma_{1j} \sin \phi_2 + \eta_{1j} \cos \phi_2) & \frac{r_2}{\delta_{12} \delta_{1j}} (\mu_{1j} \sin \phi_2 + \nu_{1j} \cos \phi_2) \\
\frac{r_2}{\delta_{12} \delta_{1j}} \mu_{1j} \sin \phi_2 + \nu_{1j} \cos \phi_2 & \frac{r_2}{\delta_{12} \delta_{1j}} \gamma_{1j} \sin \phi_2 + \eta_{1j} \cos \phi_2
\end{array} \right), \quad \forall j = 3, 4, ..., N,
\]

with

\[
\kappa_{ij} = \frac{1}{2} \left[ (c_{12}^2 + d_{12}^2) (a_{ij}^2 + b_{ij}^2) - 2 (a_{12}c_{12} + b_{12}d_{12}) (a_{ij} c_{ij} + b_{ij} d_{ij}) + (a_{12}^2 + b_{12}^2) (c_{ij}^2 + d_{ij}^2) \right]
\]

\[
\zeta_{ij} = -c_{12} d_{12} (a_{ij}^2 + b_{ij}^2) + (a_{12} c_{12} + b_{12} d_{12}) (a_{ij} c_{ij} + b_{ij} d_{ij}) - a_{12} b_{12} (c_{ij}^2 + d_{ij}^2)
\]

\[
\xi_{ij} = \frac{1}{2} \left[ (c_{12}^2 - d_{12}^2) (a_{ij}^2 + b_{ij}^2) + 2 (b_{12} d_{12} - a_{12} c_{12}) (a_{ij} c_{ij} + b_{ij} d_{ij}) + (a_{12}^2 - b_{12}^2) (c_{ij}^2 + d_{ij}^2) \right]
\]

\[
\gamma_{ij} = b_{12} d_{ij} - d_{12} b_{ij}
\]

\[
\eta_{ij} = c_{12} b_{ij} - a_{12} d_{ij}
\]

\[
\mu_{ij} = d_{12} a_{ij} - b_{12} c_{ij}
\]

\[
\nu_{ij} = a_{12} c_{ij} - c_{12} a_{ij}.
\]
Once this procedure is complete we have all elements $U_{ij} = 0$, $j = 2, 3, \ldots, N$ so now all the edges connecting qumode 1 with the rest of the graph can only be real. So far, we have set $N - 1$ of the GLUs, for the last one we just take any other of the remaining correlation matrices to the desired form, Eq. (41), let’s say the matrix $\sigma_{23}$,

$$\sigma'_{23} = S_2 \sigma_{23} S_3 [S_2]^T$$

It’s of course enough to set the upper left element equal to zero. These have the form

$$a'_{23} = r \sqrt{b^2 + d^2}$$

and $a'_{2,3} = 0$ has real solutions (two) for $\phi_2$ iff $C^2 \leq A^2 + B^2$. Again, which solution is the correct one will be determined by testing the solutions on the remaining correlation submatrices.

2. Singular correlation submatrices

If $\sigma_{j,k} = 0$, this does not give us any information about the required GLUs $S_j$ and $S_k$ so we just move to the next nonzero submatrix. If $\sigma_{j,k} \neq 0$ then, defining $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \sigma_{jk} S_{right}^T$ a general $2 \times 2$ matrix with null determinant. Then we can operate with a sympletic matrix to the left such that the upper-right component of the correlation submatrix will set to zero (Det[$\sigma_{j,k}$] = 0 also means that the off-diagonal terms of $\sigma_{j \neq k}$ are also zero), i.e.

$$S_{left} M = \begin{pmatrix} 0 \\ \frac{a b + c d}{\sqrt{b^2 + d^2}} \end{pmatrix} \frac{\sqrt{b^2 + d^2}}{r}$$

where the upper-left component is automatically zero too due to the fact that Det[$M$] = $ad - bc = 0$. To achieve this we set the rotation

$$\cos(\phi_{left}) = \frac{d}{\sqrt{b^2 + d^2}}$$

$$\sin(\phi_{left}) = \frac{b}{\sqrt{b^2 + d^2}}$$

and the squeezing parameter $r_{left}$ would remain to be determined later in the algorithm. If $S_{right}$ was already defined in a previous step of the algorithm then the lower-left term of (C15) must be also zero, otherwise that means that the state is not GLU-equivalent to a cluster state. In the case that $S_{right}$ was not determined yet, we can use it to impose that $ab + cd = 0$. This is easily done by setting $\phi_{right}$ such that

$$\cos(2\phi_{right}) = \frac{a_j^2 - b_j^2 + c_j^2 - d_j^2}{N_{jk}}$$

$$\sin(2\phi_{right}) = -\frac{2(a_j b_j + c_j d_j)}{N_{jk}}$$

$$N_{jk} = \sqrt{4(a_j b_j + c_j d_j)^2 + \left(a_j^2 - b_j^2 + c_j^2 - d_j^2\right)^2}$$

where as before, the squeezing parameter $r_{right}$ can be used in another stage of the algorithm as before. It is worth pointing out that, in this case, where Det[$\sigma_{jk}$] = 0, we need both $\phi_{left}$ and $\phi_{right}$ to take $\sigma_{jk}$ to the standard form, contrary to the case Det[$\sigma_{j,k}$] $\neq 0$ as we will see below. There are two different solutions to (C18) (if a given $\phi$ is a solution, then $\phi + \pi$ is also a solution corresponding to a different rotation) but which one have to be picked will be determined by applying both solutions in following steps on the algorithm.