GROW-UP FOR A QUASILINEAR HEAT EQUATION WITH A LOCALIZED REACTION IN HIGHER DIMENSIONS
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Abstract. We study the behaviour of nonnegative solutions to the quasilinear heat equation with a reaction localized in a ball

\[ u_t = \Delta u^m + a(x)u^p, \]

for \( m > 0, \ 0 < p \leq \max\{1, m\}, \ a(x) = 1_{B_L(x)}, \ 0 < L < \infty \) and \( N \geq 2 \). We study when solutions, which are global in time, are bounded or unbounded. In particular we show that the precise value of the length \( L \) plays a crucial role in the critical case \( p = m \) for \( N \geq 3 \). We also obtain the asymptotic behaviour of unbounded solutions and prove that the grow-up rate is different in most of the cases to the one obtained when \( L = \infty \).

Keywords: Quasilinear diffusion equations, localized reaction, grow-up.

1. Introduction

We consider non-negative solutions to the following problem

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_t(x,t) &= \Delta u^m(x,t) + a(x)u^p(x,t), \\
u(x,0) &= u_0(x),
\end{array} \right. \\
(x,t) &\in \mathbb{R}^N \times \mathbb{R}^+,
\end{align*}
\]

with \( m, p > 0, \ N \geq 2 \). We refer to [3] for the case \( N = 1 \). The initial datum is a continuous, nonnegative and nontrivial function \( u_0 \in \mathcal{L}^1(\mathbb{R}^N) \cap \mathcal{L}^\infty(\mathbb{R}^N) \). The reaction coefficient is the characteristic function of the ball of radius \( L \), \( a(x) = 1_{B_L(x)} \).

The existence of a solution to problem (1.1), local in time, can be easily achieved. To avoid uniqueness issues when \( p < 1 \) we assume that \( u_0 \) is strictly positive in \( B_L \). If \( T \) is the maximal time of existence of the unique solution then the solution is bounded in \( \mathbb{R}^N \times [0, t] \) for every \( t < T \).

Problems like (1.1) are studied mainly when \( p > 1 \) and in the context of blow-up, i.e. when \( T \) is finite, and in that case

\[
\|u(\cdot, t)\|_\infty \to \infty \quad \text{as} \quad t \to T.
\]

The case with global reaction, \( L = \infty \), has been described by Fujita in the semilinear case \( m = 1 \) in the seminal work [6]. It is proved in that paper that there exist two exponents, the global existence exponent \( p_0 = 1 \) and the so called Fujita exponent \( p_F = 1 + 2/N \), such that for \( 0 < p < p_0 \) all the
solutions are globally defined in time, for $p_0 < p < p_F$ all the solutions blow up, whereas for $p > p_F$ there exist both, global solutions and blowing-up solutions. The limit cases $p = p_0$ and $p = p_F$ belong, for this problem and respectively, to the global existence range and blow-up range, see also [10]. From this result several extensions have been investigated in the subsequent years, for all values of $m > 0$, or with different diffusion operators and reactions; we mention the monographs [8, 24] for equation (1.1) with $L = \infty$.

In the presence of a localized reaction, $L < \infty$, problem (1.1) has been studied, again in the context of blow-up, in [2, 5, 14, 18].

Theorem 1.1. The global existence exponent and the Fujita exponent for problem (1.1) are

\begin{align}
    p_0 &= \max \{1, \frac{m+1}{2}\}, \quad p_F = m + 1, \quad \text{if } N = 1, \\
    p_0 &= p_F = \max \{1, m\}, \quad \text{if } N \geq 2.
\end{align}

We remark that the fast diffusion case $m < 1$ is not covered by those references, but the result is trivial in that range, see Lemma 3.1.

Our purpose in this work is to study the behaviour of global solutions in the lower interval $p \leq p_0$, and to characterize whether they are bounded or not. In the last case we have that (1.2) holds with $T = \infty$, a phenomenon that is called grow-up. When $L = \infty$ every solution with $p \leq p_0 = 1$ has grow-up, see [15]. As Theorems 1.2 and 1.3 below show, the situation where $L < \infty$ is much more involved. This is in particular true in the case $p = m$ and $N \geq 3$, where there exists a critical length $L^* = L^*(N)$, see (2.16), delimiting two very different behaviours.

In the critical exponent case $p = p_0$ the solutions can be global or not, contrary to what happens when $L = \infty$. In fact $p = p_0$ lies in the global existence side if $N = 1$, see [5, 2] or $N \geq 2$ and $m \leq 1$, see Lemma 3.1. We emphasize that the case $p = m > 1$, $N \geq 3$, is not clear in the bibliography, see [14, Theorem 1.1] where the author asserts that the solution blows up for every $L > 0$, which is not true when $L$ is small.

Theorem 1.2. Let $p = p_0$. The solution to problem (1.1) is always globally defined in time if $p_0 = 1$, while if $p_0 = m > 1$ it is global if and only if $0 < L \leq L^*, \; N \geq 3$.

We now study the global solutions in the range $p \leq p_0$. The behaviour depends on the dimension and also on $p, m$ and $L$. Comparison with stationary solutions or unbounded explicit solutions will be useful, see Section 2. We include here the case $N = 1$ studied in [3] for completeness.

Theorem 1.3. Let $p \leq p_0$ and let $u$ be a global solution to problem (1.1).

- If $N = 1$ then $u$ is unbounded.
- If $N = 2$ and the initial value is large then $u$ is unbounded. If in addition $p \leq m$ then $u$ is always unbounded.
- Let $N \geq 3$. 
- If $p < m$ then $u$ is bounded.
- If $p = m$ then $u$ is bounded when $L \leq L^*$ (assuming also (1.4) if $L = L^*$), and $u$ is unbounded when $L > L^*$.
- If $p > m$ then $u$ can be bounded or unbounded depending on the initial value.

Each border line belongs to the corresponding subset below it, except for the line $p = m \leq 1$ when $N \geq 3$, where the boundedness of the solutions depends on the length $L$. In the critical case $p = m$ and $L = L^*$ when $N \geq 3$ we must impose an extra condition on the behaviour of the initial value at infinity, namely

\begin{equation}
\limsup_{|x| \to \infty} |x|^{\frac{N-2}{m}} u_0(x) < \infty.
\end{equation}

Under this condition the solution is always bounded.

We do not know if all the solutions grow up in the parameter range $m < p \leq 1$ when $N = 2$, that is if $B$ is actually $A$ or $C$ in Fig. 1. We notice that in the linear reaction case $p = 1$ with superfast diffusion $0 < m < m_* = \frac{N-2}{N}$, $N \geq 3$, besides unbounded solutions there also exist solutions that vanish identically in finite time, see Remark 3.3.

For the unbounded solutions to problem (1.1) we also characterize the grow-up set. We assume for simplicity that the initial datum is radial. This is not a restriction if $p \leq m$ with $N = 2$ or if $p = m < 1$ with $L > L^*$ when $N \geq 3$, since then every solution is unbounded and we may use comparison with a smaller initial datum satisfying those properties. When $m < p \leq 1$ we obtain the grow-up set only for radial unbounded solutions with limit infinity at some point.
Theorem 1.4. Let \( u \) be a global unbounded solution to problem (1.1). If \( m < p \leq 1 \) assume also that \( u \) is radial satisfying \( \lim_{t \to \infty} u(x,t) = \infty \) for \( |x| = R \) and some \( R \geq 0 \). Then \( \lim_{t \to \infty} u(x,t) = \infty \) uniformly in compact sets.

We do not know if in the upper range \( m < p \leq 1 \) there exist unbounded solutions with \( \liminf_{t \to \infty} \|u(\cdot,t)\|_\infty < \infty \).

Once the existence of global unbounded solutions is characterized, the main question to deal with is to determine the grow-up rate, that is, the speed at which they go to infinity. An easy upper estimate of the grow-up rate for \( 0 < p \leq 1 \) is given by the solutions of the ODE \( U'(t) = U^p(t) \). This gives

\[
(1.5) \quad u(x,t) \leq \begin{cases} 
ct^{\frac{1}{1-p}}, & \text{if } p < 1, \\
c^t, & \text{if } p = 1.
\end{cases}
\]

We call this the natural rate.

If \( L = \infty \) and \( 0 < p < p_0 = 1 \) the grow-up rate is indeed given by the natural rate, that is,

\[
u(x,t) \sim t^{\frac{1}{1-p}},
\]

where by the symbol \( f \sim g \) we mean \( 0 < c_1 \leq f/g \leq c_2 < \infty \). If \( p = 1 \) we can perform a change of variables to eliminate the reaction term as in [3], getting in this way an exponential grow-up,

\[
u(x,t) \sim \begin{cases} 
t^{-\frac{N}{2}} e^t, & \text{if } m = 1, \\
e^{\frac{2}{N(m-1)+2}}, & \text{if } m > 1, \\
e^t, & \text{if } m < 1.
\end{cases}
\]

We write this in weak form as

\[
(1.6) \quad \lim_{t \to \infty} \frac{\log u(x,t)}{t} = \min\{1, \frac{2}{N(m-1)+2}\}.
\]

We remark that this change is not possible if \( L < \infty \).

We prove in this paper that for the case of a localized reaction estimates (1.5) are not always sharp, that is, the grow-up rate for problem (1.1) is in most of the cases strictly less than the natural grow-up rate. Let us see this phenomenon heuristically. If we perform the rescaling, for \( p \neq 1 \),

\[
v(\xi,\tau) = t^{-\alpha} u(x,t), \quad \xi = xt^{-\beta}, \quad \tau = \log t,
\]

with \( \alpha(m-1) - 2\beta + 1 = 0 \), we have that \( v \) is a solution to the equation

\[
(1.7) \quad v_\tau = \Delta v^m + \beta \xi \nabla v + b(\xi,\tau) v^p - \alpha v,
\]

where the reaction coefficient becomes

\[
(1.8) \quad b(\xi,\tau) = e^{\gamma \tau} 1_{\{\xi < Le^{-\beta \tau}\}}(\xi), \quad \gamma = \alpha(p - 1) + 1 \geq 0.
\]

Now choose the natural rate \( \alpha = 1/(1-p) \). This implies \( \beta = (m-p)\alpha/2 \) and \( \gamma = 0 \). Therefore, when \( p > m \) we have \( \beta < 0 \) and the reaction coefficient tends to 1 in the whole \( \mathbb{R}^N \), so the rescaled solution \( v \) is supposed
to stabilize to the constant \((1 - p)^{\frac{1}{1-p}}\), at least below the critical Sobolev exponent \(p_S = m(N + 2)/(N - 2)\). The grow-up rate must then be the natural one. The proof of this fact is our first result. The importance of the critical Sobolev exponent \(p_S\) is well known in the characterization of the blow-up rates in superlinear problems, see for instance [24].

**Theorem 1.5.** Let \(m < p < \min\{p_S, 1\}\). If \(u\) is a solution to problem (1.1) with global grow-up then as \(t \to \infty\),

\[
u(x, t) \sim t^{\frac{1}{1-p}}
\]

for every \(|x| < L\).

If \(p = m\), the parameters \(\beta\) and \(\gamma\) are zero and the rescaled solution \(v\) is supposed to stabilize to a (nonconstant) positive stationary profile. This suggest again that the grow-up rate of \(u\) is the natural one. But the fact that \(x = \xi\) in that case gives that the rate must hold in the whole space.

**Theorem 1.6.** Let \(p = m < 1\) and let \(u\) be a global unbounded solution of (1.1). Then

\[
u(x, t) \sim t^{\frac{1}{1-m}}
\]

uniformly in compact sets of \(\mathbb{R}^N\).

When \(p < m\) (which implies \(N = 2\) in order to have grow-up) the reaction coefficient disappears in the limit and the function \(v\) must tend to zero. This gives that the rate should be strictly smaller than the natural one. Following what is done in [3] to treat the one dimensional problem, we look at the case when the reaction coefficient tends to a Dirac delta at the origin, which for \(N = 2\) implies \(\gamma = 2\beta\). This means \(\alpha = 0\), which suggests a logarithmic grow-up rate. Thanks to Duhamel’s formula we prove that this is indeed what happens in the case of linear diffusion \(m = 1\).

**Theorem 1.7.** Assume \(N = 2, m = 1, 0 < p < 1\) and let \(u\) be a solution to problem (1.1). Then

\[
u(x, t) \sim (\log t)^{\frac{1}{1-p}}
\]

uniformly in compact sets.

The case \(p < m \neq 1\) in dimension \(N = 2\) will be the subject of a separate work.

Finally when \(p = 1 \geq m\) we cannot perform the previous rescaling and we must try an exponential type change of variables. The argument therefore suggests an exponential grow-up, \(\log \|u(\cdot, t)\|_\infty \sim \lambda t\). The main point is that the natural rate \(\lambda = 1\) is obtained only if \(m < 1\), whereas when \(m = 1\) the rate is smaller and it depends on the length \(L\).

**Theorem 1.8.** Let \(p = 1\) and \(\frac{N-2}{N+2} < m \leq 1\). If \(u\) is a solution to problem (1.1) with global grow-up then for \(t \to \infty\),
a) if \( m < 1 \)

\[ u(x,t) \sim e^t \]

for every \( |x| < L \);

b) if \( m = 1 \) and \( L > L^* \) there exists a function \( \lambda_0 = \lambda_0(L) \in (0,1) \) such that

\[
\lim_{t \to \infty} \frac{\log u(\cdot,t)}{t} = \lambda_0
\]

uniformly in compact sets.

The function \( \lambda_0(L) \) is increasing in \( (L^*, \infty) \) and satisfies \( \lim_{L \to L^*} \lambda_0(L) = 0 \), \( \lim_{L \to \infty} \lambda_0(L) = 1 \), see (2.22). Observe also the influence again of the Sobolev exponent \( p \).

Let us note that for \( m < p \leq 1 \) we have obtained the grow-up rate only inside \( B_L \). Our last result involves the characterization of the grow-up rate outside \( B_L \) and prove that, under certain restrictions, it is different (smaller) from the rate inside the ball. This is particularly outstanding in the case \( p = 1 \), when the solution grows outside like a power, which is much slower than the exponential growth inside. The proof uses comparison with solutions of the pure diffusion equation of a particular self-similar form, see Section 2. The existence of such special solutions will require to consider (not too) fast diffusion, \( m^* < m < 1 \).

**Theorem 1.9.** Let \( m < p \leq 1 \) with \( m > m^* \) and \( p < p_S \) if \( N \geq 3 \). Assume that there exists \( C > 0 \) such that for \( |x| \) large

\[ u(x,0) \leq C|x|^{-\frac{2}{1-m}} \quad \text{if } p < 1 \]

or

\[ u(x,0) \sim |x|^{-\frac{2}{1-m}} (\log(x))^{-\frac{1}{1-m}} \quad \text{if } p = 1. \]

Then, for every \( |x| > L \) it holds

\[ u(x,t) \sim t^{\frac{1}{1-m}}. \]

The paper is organized as follows: Section 2 is devoted to the existence of special solution: stationary solutions, exponential unbounded solutions for the linear equation, and self-similar solutions to the pure fast diffusion equation; Section 3 deals with the question of whether the global solutions below the global existence exponent \( p_0 \) are bounded or not; in Section 4 we show that the grow-up set is \( \mathbb{R}^N \) generically; finally in Section 5 we study the rate at which the unbounded solutions tend to infinity.

**2. Special solutions**

In this Section we study three families of special solutions, namely stationary solutions, explicit unbounded solutions and self-similar solutions. We first characterize the existence of stationary solutions, both for the Cauchy problem and for the corresponding Dirichlet problem in a ball. We then
study the existence of explicit unbounded solutions with exponential growth in the linear equation. We finally construct certain type of self-similar solutions for the pure fast diffusion equation.

2.1. Stationary solutions. We show here that problem (1.1) admits stationary solutions for every $N \geq 3$ and any $p > 0$, independent of the Sobolev exponent $p_S$. We concentrate in radial solutions, $u = u(r), r = |x|$. We also consider later the corresponding Dirichlet problem in a ball. We remark that in this last case the critical Sobolev exponent does play a role.

**Theorem 2.1.** Problem (1.1) possesses positive radial stationary solutions only if $N \geq 3$. Moreover

a) If $p < m$, for any $k \geq 0$ there exist a unique stationary solution such that $\lim_{r \to \infty} u(r) = k$.

b) If $p > m$, there exists a finite value $k^* > 0$, such that there exist stationary solutions with $\lim_{r \to \infty} u(r) = k$ if and only if $0 \leq k \leq k^*$ if $p < p_S = \frac{m(N+2)}{N-2}$, or $0 < k \leq k^*$ if $p \geq p_S$.

c) If $p = m$, there exists a critical length $L^* = L^*(N)$, such that there exist stationary solutions if and only if $L \leq L^*$. The solution is characterized by $k = \lim_{r \to \infty} u(r)$, and is unique for any $k > 0$ if $L < L^*$, while it is unique up to a multiplicative constant if $L = L^*$, in which case $k = 0$.

**Proof.** Putting $w = u^m$ we obtain $w$ matching two functions for $r < L$ and $r > L$, respectively. More precisely, $w$ is given by

$$w(r) = \begin{cases} Av(A^{\frac{1}{m-1}}r), & \text{for } 0 < r < L, \\ c_1 + c_2\phi(r), & \text{for } r \geq L, \end{cases}$$

where $\gamma = p/m$, $\phi$ is the Green function

$$\phi(r) = \begin{cases} r^{2-N}, & \text{if } N \neq 2, \\ \log r, & \text{if } N = 2, \end{cases}$$

and $v$ satisfies

$$\begin{cases} v'' + \frac{N-1}{r}v' + v^\gamma = 0, \\ v(0) = 1, \quad v'(0) = 0. \end{cases}$$

We observe that there exist no nonnegative stationary solution if $N = 1$ or $N = 2$ since the Green function is unbounded in those dimensions. Let then be $N \geq 3$. It is well known that there exists a unique function $v$ solution to (2.14) defined in a maximal interval $[0, r_0)$, which is positive and decreasing in $0 < r < r_0$ and $\lim_{r \to r_0} v(r) = 0$, where $r_0 < \infty$ if $0 < \gamma < \gamma_S = \frac{N+2}{N-2}$, while $r_0 = \infty$ if $\gamma \geq \gamma_S$. Moreover $v$ is explicit in the limit case $\gamma = \gamma_S$,.
Then, if $\gamma < \gamma^*_c$ and characterize when it is

if $\gamma > \gamma^*_c$ we see that $F(r)$ has a unique root $0 < r^* < r_0$, while $\lim_{r \to \infty} r^2 v(r) = K(\gamma, N)$ if $\gamma > \gamma_S$. See for instance [8, Lemma 3.1V.1].

In order to match the two pieces at $r = L$ we have to choose $A > 0$ properly. First we must have $A^{\frac{N+1}{2}} L < r_0$ when $r_0$ is finite. Thus, depending on the sign of the exponent, we see that $v(A^{\frac{N+1}{2}} L) > 0$ for $A$ large if $\gamma < 1$, for $A$ small if $1 < \gamma < \gamma_S$, and for $L < L_1$ if $\gamma = 1$, where $L_1$ is the radius of the ball for which the first eigenvalue of the Laplacian is 1. We then study the matching conditions,

\begin{equation}
\begin{cases}
c_1 + c_2 L^{2-N} = Av(A^{\frac{N+1}{2}} L), \\
(N-2)c_2 L^{1-N} = -A^{\frac{N+1}{2}} v'(A^{\frac{N+1}{2}} L),
\end{cases}
\end{equation}

and characterize when it is $c_1 \geq 0$. Observe that $c_2 > 0$ trivially under the above conditions on $A$ or $L$. We get

$$c_1 = Av(A^{\frac{N+1}{2}} L) + \frac{L}{N-2} A^{\frac{N+1}{2}} v'(A^{\frac{N+1}{2}} L) = AF(A^{\frac{N+1}{2}} L),$$

where

$$F(r) = v(r) + \frac{1}{N-2} rv'(r).$$

We compute

$$F'(r) = \frac{1}{N-2} ((N-1)v'(r) + rv''(r)) = -\frac{rv^2(r)}{N-2} < 0 \quad \text{for } 0 < r < r_0,$$

$$F(0) = 1 > 0, \quad \begin{cases}
F(r_0) = \frac{r_0 v'(r_0)}{N-2} < 0, & \text{if } \gamma < \gamma_S, \\
\lim_{r \to \infty} F(r) = 0, & \text{if } \gamma \geq \gamma_S.
\end{cases}$$

The precise behaviour of $F$ at infinity in this latter cases is

$$\begin{cases}
F(r) = (1 + Br^2)^{-\frac{N}{2}}, & \gamma = \gamma_S, \\
F(r) \sim r^{-\frac{N+1}{2}}, & \gamma > \gamma_S.
\end{cases}$$

Then, if $\gamma < \gamma_S$ we have that $F$ has a unique root $0 < r^* < r_0$, while $F(r) > 0$ for every $r > 0$ if $\gamma \geq \gamma_S$. Let $A^* = (r^*/L)^{\frac{2}{N+1}}$ if $\gamma < \gamma_S$, $\gamma \neq 1$. We thus have:

- If $\gamma < 1$, the function $c_1 = c_1(A)$ is positive and increasing in $A \in (A^*, \infty)$, vanishes at $A = A^*$ and satisfies $\lim_{A \to \infty} c_1(A) = \infty$.
- If $1 < \gamma < \gamma_S$, then $c_1(A)$ is positive in $A \in (0, A^*)$, and vanishes at $A = 0$ and $A = A^*$.
- If $\gamma = \gamma_S$ it is $c_1(A) > 0$ for every $A > 0$ and $\lim_{A \to \infty} c_1(A) = 0$.
- If $\gamma > \gamma_S$ it is again $c_1(A) > 0$ for every $A > 0$, but $\lim_{A \to \infty} c_1(A) > 0$.
- If $\gamma = 1$ we have $c_1(A) = AF(L) > 0$ for every $A > 0$ provided $0 < L < L^* \equiv r^*$, $c_1(A) = 0$ when $L = L^*$. 

\[ \text{Note:}\]
We have characterized the existence of the stationary solutions in terms of the value \( A = w(0) \), if \( \gamma \neq 1 \), and in terms of the length \( L \) when \( \gamma = 1 \). The limit at infinity is \( k = \lim_{r \to \infty} w(r) = c_1(A) \). In summary we have obtained that, if \( \gamma < 1 \), for each \( 0 \leq k < \infty \) there exists a unique \( A = c_1^{-1}(k) \in [A^*, \infty) \), whereas for \( \gamma > 1 \) there exists some \( A \) with \( c_1(A) = k \) when \( 0 \leq k \leq k^* \) if \( \gamma < \gamma_S \) or when \( 0 < k \leq k^* \) if \( \gamma \geq \gamma_S \); the maximum value \( k^* \) is given by

\[
    k^* = \max_{0 < r < A^*} c_1(A),
\]

where we put \( A^* = \infty \) when \( \gamma \geq \gamma_S \). □

**Remark 2.1.** From this result we immediately deduce that there exist bounded solutions to problem (1.1) for \( N \geq 3 \) and \( p = m \) provided \( L \) is small, which contradicts [14].

The stationary solutions are explicit in the case \( p = m \) since \( v \) can be written in terms of Bessel functions \( v(r) = r^{2N-2} J_{N-2}(r) \). The matching condition is

\[
    \frac{N-2}{2} J_{N-2}(L) + LJ'_{N-2}(L) = 0,
\]

and \( L^* \) is the first positive root of that equation.

For instance when \( N = 3 \) we have \( L^* = \pi/2 \), and for \( L \leq \pi/2 \) the solution is any multiple of

\[
    w(r) = \begin{cases} 
    \frac{1}{r} \sin r, & \text{for } 0 < r < L, \\
    \frac{1}{r} (\sin L - L \cos L) + \cos L, & \text{for } r \geq L.
    \end{cases}
\]

As a byproduct of the above calculations, just looking at negative values of the function \( c_1(A) \), we describe the existence of stationary solutions for the Dirichlet problem. That is, we consider, for some \( R > L \), the problem

(2.18)

\[
    \begin{align*}
    \Delta w + a(x) w^\gamma & = 0, & |x| < R, \\
    w(x) & > 0, & |x| < R, \\
    w(x) & = 0, & |x| = R.
    \end{align*}
\]

Clearly if \( 0 < R \leq L \) and \( \gamma < \gamma_S \), \( \gamma \neq 1 \), the solution is given by \( w(x) = Av(A^{\gamma-1} |x|) \), \( A = \left( \frac{R}{r_0} \right)^{-\gamma^2} \), where \( v \) is the solution to (2.14), while if \( \gamma = 1 \) the solutions (any multiple of \( v \)) exist only when \( R = L_1 \), the length for which the eigenvalue of the Laplacian is 1. We consider here all dimensions \( N \geq 1 \) (we set \( L^*(N) = 0 \) for \( N \leq 2 \)).

**Theorem 2.2.** Problem (2.18) with \( R > L \) possesses bounded positive solutions if \( N \leq 2 \) or if \( N \geq 3 \) and \( \gamma < \gamma_S = \frac{N+2}{N-2} \). They are radially decreasing. Moreover,

a) If \( 0 < \gamma < 1 \) they exist for every \( R > L \). The value at the origin \( w(0) = A = A(R) \) increases with \( R \).
b) If $1 < \gamma < \gamma_S$ they exist for every $R > L$. The value $A = A(R)$ decreases with $R$.

c) If $\gamma = 1$ they exist only if $L^* < L < L_1$ and only for a precise value $R = R(L) > L_1$, which is decreasing in $L$.

In the case $0 < \gamma < \gamma_S$, $\gamma \neq 1$, it is easy to establish the asymptotics, for $R \to \infty$

$$A_1^{-\gamma} \sim \frac{R}{L}, \quad \text{if } N = 1,$$
$$A_1^{-\gamma} \sim \frac{1}{L^2} \log R, \quad \text{if } N = 2,$$
$$A \sim A^*(1 + cR^{2-N}), \quad \text{if } N \geq 3.$$

And in the case $\gamma = 1$ we have, as $L \to L^*$,

$$R \sim \frac{2}{L}, \quad \text{if } N = 1,$$
$$R \sim L e^{\frac{1}{2}}, \quad \text{if } N = 2,$$
$$R \sim c(L - L^*)^{-\frac{1}{N-2}}, \quad \text{if } N \geq 3.$$

See the proof of Theorem 2.1 for the values of $A^*$, $L^*$, $L_1$ and $r_0$.

**Remark 2.2.** We have proved that the Dirichlet problem in a ball corresponding to the equation in (1.1) has stationary solutions only below the Sobolev exponent $p_S$ if $N \geq 3$ or for every $p > 0$ if $N \leq 2$. The solutions to the Dirichlet problem can be used in comparison arguments as subsolutions to the Cauchy problem.

### 2.2. Exponential solutions for the linear equation.

We look for explicit radial global unbounded solutions in the case $p = m = 1$. The length $L$ plays a fundamental role in the existence. We try solutions in the form

$$u(x, t) = e^{\lambda t} \varphi_\lambda(|x|)$$

where the profile $\varphi_\lambda$ satisfies two Bessel equations

$$\begin{cases}
\varphi'' + \frac{N-1}{r} \varphi' + (1 - \lambda) \varphi = 0, & \text{if } 0 < r < L, \\
\varphi'' + \frac{N-1}{r} \varphi' - \lambda \varphi = 0, & \text{if } r > L, \\
\varphi(r) > 0, & \text{for } r \geq 0, \\
\varphi'(0) = 0.
\end{cases}\tag{2.21}$$

**Theorem 2.3.** Given any $L > L^*(N)$ there exists a unique value $\lambda_0 = \lambda_0(L) \in (0, 1)$ for which there exists a solution $\varphi_{\lambda_0} \in C^1([0, \infty))$ of (2.21). The solution is unique up to multiplicative constants.

**Proof.** The solution of both Bessel equations in (2.21) give

$$\varphi_\lambda(r) = r^{-\nu} \begin{cases}
J_\nu(\sqrt{1 - \lambda} r), & \text{if } 0 < r < L, \\
BI_\nu(\sqrt{\lambda} r) + CK_\nu(\sqrt{\lambda} r), & \text{if } r > L.
\end{cases}$$
Here $J_\nu$ is the Bessel function of first kind of order $\nu \equiv \frac{N-2}{2}$, and $I_\nu$, $K_\nu$ are the modified Bessel functions of order $\nu$, respectively of first and second kind. For the case $N = 1$ we refer to [3]. Denote also by $\eta_{\nu,k}$ the $k$-th root of $J_\nu$. The condition $\varphi_\lambda(r) > 0$ implies $L\sqrt{1-\lambda} < \eta_{\nu,1}$ and also that no modified Bessel function of first kind appear, so $B = 0$. Recall that $K_\nu > 0$, $K'_\nu < 0$ and $K_\nu \sim z^{-1/2}e^{-z}$ at infinity. Functions with $B \neq 0$ will be useful as subsolutions.

The compatibility conditions at $r = L$ gives the value of $C$ and $\lambda$. First, continuity implies

$$C = \frac{J_\nu(L\sqrt{1-\lambda})}{K_\nu(L\sqrt{1-\lambda})} > 0.$$  

Now differentiability fixes the value of $\lambda$ in terms of $L$ if there exists a solution to the equation

$$\Phi(\lambda, L) \equiv \sqrt{1-\lambda} \frac{J'_\nu(L\sqrt{1-\lambda})}{J_\nu(L\sqrt{1-\lambda})} - \frac{K'_\nu(L\sqrt{1-\lambda})}{K_\nu(L\sqrt{1-\lambda})} = 0.$$  

We see next that there always exists a root $\lambda_0 = \lambda_0(L)$ if $N = 2$, but only for $L$ large if $N > 2$.

For $N = 2$ we have

$$\Phi(0, L) = \frac{J'_0(L)}{J_0(L)} < 0, \quad \Phi(1, L) = -\frac{K'_0(L)}{K_0(L)} > 0.$$  

There exists a solution for every $L > 0$, unique if $L$ is small. As $L$ increases multiple roots appear, due to the zeroes of $J_0(L\sqrt{1-\lambda})$, and we choose the biggest root, $\lambda_0 \in (1-\frac{\eta_{0,1}^2}{L^2}, 1)$, in order to get $\varphi_\lambda(r) > 0$ for every $0 \leq r \leq L$.

When $N > 2$ the function $\Phi(\lambda, L)$ satisfies, for $L > 0$ small,

$$\Phi(\lambda, L) \sim \frac{2\nu}{L} > 0 \quad \text{for every } 0 < \lambda < 1.$$  

There exists then no root. On the other hand,

$$\Phi(0, L) = \frac{J'_\nu(L)}{J_\nu(L)} + \frac{\nu}{L}, \quad \Phi(1, L) = -\frac{K'_\nu(L)}{K_\nu(L)} > 0.$$  

We see that there is a solution $\lambda_0 = \lambda_0(L)$ if and only if $L > L^*$, where $L^* \in (0, \eta_{\nu,1})$ is the first root of $\Phi(0, L)$. Observe that this value $L^*$ coincides with the value $L^*$ that appeared in the construction of the stationary solutions, see (2.16). Choosing as before the largest root $\lambda_0$ when multiple roots appear, we obtain a function $\lambda_0 = \lambda_0(L)$ for $L > L^*$, increasing with $\lim_{L \to (L^*)^+} \lambda_0(L) = 0$, $\lim_{L \to \infty} \lambda_0(L) = 1$. In fact $\lambda_0 \sim 1 - cL^{-2}$ for $L$ large. □

2.3. Self-similar solutions of the pure diffusion equation. We study in this subsection the existence of radial solutions in self-similar form of two special types for the pure diffusion equation $u_t = \Delta u^m$ for $x \neq 0$. We consider fast diffusion $m < 1$, but we restrict ourselves to the so called not too fast diffusion range, $m > m^* = \frac{(N-2)+}{N}$. This solution will be used in
comparison arguments in our problem (1.1) to study the grow-up set for
different values of the reaction exponent $p$.

We look for solutions $U = U(r,t)$, $r = |x|$, to the equation

$$u_t = \Delta u^m, \quad x \neq 0,$$

of the forms

$$U(r,t) = t^\alpha f(rt^\beta) \quad \text{or} \quad U(r,t) = e^{\alpha t} f(re^{\beta t}).$$

We denote those solutions as of types I and II, respectively. In both cases
the profile $f$ verifies the equation

$$(2.24) \quad (f^m)' + \frac{N - 1}{\xi} (f^m)' = \alpha f + \beta \xi f', \quad \xi > 0,$$

where $f'$ denote $df/d\xi$, and the self-similar exponents satisfy the relation

$$(2.25) \quad \delta \equiv \alpha (1 - m) - 2\beta \in \{0, 1\}. $$

In fact we have $\delta = 1$ for solutions of type I and $\delta = 0$ for solutions of
type II. As we have said, when using those solutions for comparison we will
consider each of those types depending on the value of $p$ in problem (1.1).

We now obtain solutions of the ODE (2.24) for all values of $\delta \geq 0$. We refer
to [3] for the case $N = 1$.

Lemma 2.4. Let $m_* < m < 1$, $\alpha > 0$ and $\beta > 0$ be three positive parameters
such that $\delta = \alpha (1 - m) - 2\beta \geq 0$. Then, there exists a non-negative decreasing
solution $f$ of (2.24) for $\xi > 0$, such that $\alpha f + \beta \xi f' \geq 0$. Moreover, the
behaviour of $f$ is given by

$$(2.26) \quad f(\xi) \sim \begin{cases} 1, & \text{if } N \leq 2, \\
\xi^{\frac{N - 2}{m}}, & \text{if } N \geq 3, \end{cases} \quad \text{as } \xi \to 0,$$

and

$$(2.27) \quad f(\xi) \sim \begin{cases} \xi^{\frac{1}{1-m}}, & \text{if } \delta > 0, \\
\xi^{\frac{1}{1-m}} (\log(\xi))^{\frac{1}{1-m}}, & \text{if } \delta = 0, \end{cases} \quad \text{as } \xi \to \infty.$$ 

**Proof.** We assume $N \geq 2$ and introduce the following variables

$$X = \frac{\xi f'}{f}, \quad Y = \frac{1}{m} \xi^2 f^{1-m}, \quad \eta = \log \xi.$$ 

The resulting system is

$$\begin{cases} \dot{X} = (2 - N) X - m X^2 + Y (\alpha + \beta X), \\
\dot{Y} = (2 + (1 - m) X) Y, \end{cases}$$

where $\dot{X} = dX/d\eta$. We look for non-negative decreasing profiles, so we focus
on the second quadrant $X < 0, Y > 0$.

We first consider $\delta > 0$, in which case the critical points are

$$A = (0,0), \quad B = \left( \frac{2 - N}{m}, 0 \right), \quad C = \left( \frac{-2}{1-m}, \frac{4 - 2N(1-m)}{(1-m)\delta} \right).$$
Notice that since \( m > m_* \) the critical point \( C \) belongs to the second quadrant. Let us define,

\[
\begin{align*}
\Gamma_1 &= \left\{ \frac{-2}{1 - m} \leq X \leq \frac{2 - N}{m}, \ Y = 0 \right\}, \\
\Gamma_2 &= \left\{ X = \frac{-2}{1 - m}, \ 0 \leq Y \leq \frac{4 - 2N(1 - m)}{(1 - m)\delta} \right\}, \\
\Gamma_3 &= \left\{ \frac{-2}{1 - m} \leq X \leq \frac{2 - N}{m}, \ Y = \frac{mX^2 - (2 - N)X}{\alpha + \beta X} \right\}.
\end{align*}
\]

Note that in \( \Gamma_1 \cup \Gamma_2 \) we have \( \dot{X} \leq 0 \) and \( \dot{Y} = 0 \), while in \( \Gamma_3 \) we have \( \dot{X} = 0 \) and \( \dot{Y} > 0 \). Then, if we look at the orbits backward in time, the region

\[
\Omega = \left\{ \frac{-2}{1 - m} \leq X \leq \frac{2 - N}{m}, \ 0 \leq Y \leq \frac{mX^2 - (2 - N)X}{\alpha + \beta X} \right\}
\]

is invariant. Even more, in this region it holds \( dY/d\eta > 0 \), so if we look for the orbit passing through a point in either \( \Gamma_2 \) or \( \Gamma_3 \) the only possibility is that it comes from the point \( A \) if \( N = 2 \) or \( B \) if \( N \geq 3 \). Therefore, there exists a separatrix orbit connecting the points \( A \) and \( C \) if \( N = 2 \) and the points \( B \) and \( C \) if \( N \geq 3 \), see Fig. 2.

**Figure 2.** The phase plane for \( \delta > 0 \). \( N = 2 \) to the left and \( N \geq 3 \) to the right.

This separatrix orbit gives us a decreasing positive trajectory such that

\[
f_* (\xi) \sim \xi^{-\frac{2}{1 - m}} \quad \text{as} \quad \xi \to \infty.
\]

For \( \xi \) near zero we have \( Y \sim e^{2\eta} \) in dimension \( N = 2 \), while for \( N \geq 3 \) we have \( X \sim -(N - 2)/m \). Therefore

\[
f_* (\xi) \sim \begin{cases} 
1, & \text{if } N = 2, \\
\xi^{-\frac{N-2}{m}}, & \text{if } N \geq 3,
\end{cases} \quad \text{as} \quad \xi \sim 0.
\]

Now we consider \( \delta = 0 \). In this case, the critical point \( C \) disappears, but we can use the same argument as before, observing that the separatrix orbit connects the point \( A \) with the point \((\frac{-2}{1 - m}, \infty)\) for \( N = 2 \) and
the point $B$ with the point $(-2/(1-m), \infty)$ if $N \geq 3$. The picture is the analogous to Fig. 2 with the point $C$ going vertically to infinity. We obtain in this way a decreasing positive solution with the same behaviour as before near the origin, and the behaviour for $\xi$ large

$$f_*(\xi) \sim \left(\frac{\log \xi}{\xi^2}\right)^{1-m}.$$

Finally, we observe that in both cases the separatrix orbit lives in $\Omega$ for all the values of the parameter $\xi > 0$, which implies $X \geq -2/(1-m)$. Thus,

$$\alpha f_* + \beta \xi f'_* = (\alpha + \beta X)f_* \geq \frac{\delta}{1-m} f_* \geq 0.$$

As a corollary we obtain the existence of grow-up self-similar solutions to the fast diffusion equation.

**Theorem 2.5.** For every $m_* < m < 1$ there exists two biparametric families of self-similar solutions $\{U_{\alpha,\mu,I}, \alpha > 1/(1-m), \mu > 0\}$ and $\{U_{\alpha,\mu,II}, \alpha > 0, \mu > 0\}$, to the equation $\partial_t u = \Delta u^m$ for $x \neq 0$, of types I and II respectively. These solutions are radially decreasing in space and increasing in time.

**Proof.** For each $\alpha > 1/(1-m)$ in the case of type I, or $\alpha > 0$ in the case of type II, we consider the self-similar solution corresponding to the profile $f = f_*$ just constructed with $\beta > 0$ satisfying (2.25) and

$$\lim_{\xi \to 0^+} \xi^{(N-2)+m} f(\xi) = 1.$$

Monotonicity in space follows from the property $f'(\xi) \leq 0$. As to the monotonicity in time we use the fact that $\alpha f(\xi) + \beta \xi f'(\xi) \geq 0$. Now for each $\mu > 0$ we consider the self-similar solution with profile $f_{\mu}(\xi) = \mu^{\frac{2}{m}} f(\mu \xi)$. □

3. BOUNDED VS. UNBOUNDED SOLUTIONS

By the definition of global existence exponent $p_0$, if $p < p_0$ all the solutions are global, while if $p > p_0$ there exist solutions that blow-up in finite time. The value of $p_0$ is given in (1.3). We study in this section two different questions: (i) if the solutions are global or not in the limit case $p = p_0$; and (ii) if the global solutions for $p \leq p_0$ are bounded or not.

Before that we observe that the value of $p_0$ in the case $N \geq 2$ and $m < 1$ is not covered by the literature, though it is easy to see that $p_0 = 1$ and that it lies in the global solutions side.

**Lemma 3.1.** Let $m \leq 1$. Every solution is global if $p \leq 1$, while there exist blow-up solutions when $p > 1$. Thus $p_0 = 1$. 

Proof. The case $p \leq 1$ follows by comparison with the supersolution
\[ \pi(t) = Me^t, \quad M = \|u_0\|_\infty. \]

On the other hand, for $p > 1$ we can apply Kaplan’s method to obtain blow-up solutions if the initial value is large. The method works precisely because $m \leq 1 < p$. To that purpose let $(\lambda_1, \varphi_1)$ be the first eigenvalue and eigenfunction of the Laplacian in the ball $B_L$, normalized such that $\int_{B_L} \varphi = 1$. Let $J(t) = \int_{B_L} u \varphi$. We have
\[ J'(t) \geq -\lambda_1 \int_{B_L} u^m \varphi_1 + \int_{B_L} u^p \varphi_1 \geq -\lambda_1 \left( \int_{B_L} u \varphi_1 \right)^m + \left( \int_{B_L} u \varphi_1 \right)^p. \]

If the initial value is large so as to satisfy $\int_{B_L} u_0 \varphi > \lambda_1^{1-m}$, then $J'(t) \geq C J^p(t)$, which means that $J$ (and thus $u$) blows up in finite time. \( \square \)

Let us now concentrate in the limit case $p = p_0$, and study if the solutions are global or not. By the above lemma we only have to consider the case $m > 1$. The unidimensional case is solved in [5], and the solutions are global. The case $N \geq 2$ is considered in [14], but the proof of blow-up presented in that paper fails when $N \geq 3$ and $L$ is small, precisely by the existence of stationary solutions, see Theorem 2.1.

**Theorem 3.2.** Assume $p = m$ and let $u$ be the solution to problem (1.1).

a) If $N = 2$ then $u$ blows up in a finite time if $m > 1$ and it is global unbounded if $m \leq 1$.

b) For $N \geq 3$ the behaviour of $u$ depends on $L$:
   i) $u$ is global and bounded if $L \leq L^*$, assuming also the behaviour (1.4) when $L = L^*$;
   ii) For $L > L^*$ the function $u$ blows up in a finite time if $m > 1$ and it is global unbounded if $m \leq 1$.

Moreover, the global unbounded solutions grow up in some ball of positive radius.

**Proof.** Let $N \geq 3$ (the case $N = 2$ is similar to the case $N \geq 3$ and $L > L^*$) and let us consider the function $g_A = w^{1/m}$ where $w$ is defined in (2.12). By Theorem 2.1 we have that for $L < L^*$ taking $A$ large $g_A$ is a supersolution, bigger than $u_0$ at $t = 0$ and thus bigger than $u(\cdot, t)$ at any time. This is clear when $L < L^*$, since the stationary solution is strictly positive. If $L = L^*$ we use the behaviour (1.4).

On the contrary, when $L > L^*$ the function $g_A$ vanishes at some point $R > 0$ independent of $A$. Then, taking $A$ small enough $u$ is a supersolution of the problem
\[ w_t = \Delta w^m + a(x)w^m, \quad |x| < 2R, t > 0, \]
\[ w(x, t) = 0, \quad |x| = 2R, t > 0, \]
\[ w(x, 0) = w_0(x), \]  

(3.1)
where \( w_0(x) = g_A(x) \) for \(|x| \leq R\) and \( w_0(x) = 0 \) in \( R \leq |x| \leq 2R \). Notice that if the initial datum \( u_0 \) were not positive, by the penetration property of the solutions to the pure diffusion equation without reaction, there exists a time \( t_0 \) such that the support of \( u(\cdot, t_0) \) contains the ball \( B_R \) and then taking \( A \) small enough \( u(x, t_0) \geq w_0(x) \). Thus, again by comparison \( u(x, t + t_0) \geq w(x, t) \) for \( t \geq 0 \).

We claim that \( w \) is unbounded in \( B_R(0) \), and moreover it blows up in a finite time if \( m > 1 \). This then gives that \( u \) is global unbounded when \( m \leq 1 \) (at least in \( B_R(0) \)), and blows up if \( m > 1 \).

In order to prove the claim we note that problem \( (3.1) \) has no stationary solution, see Theorem 2.2. Moreover, since \( w_0 \) is a radial decreasing function which satisfies \( \Delta w_0^m + a(x)w_0^m \geq 0 \), we get a radial decreasing solution which is increasing in time. This implies that the solution can not go to zero and then it must be unbounded. Indeed, let us consider the Lyapunov functional

\[
E_w(t) = \frac{1}{2} \int_{|x|<2R} |\nabla w|^2 \, dx - \frac{1}{2} \int_{|x|<2R} a(x)w^{2m} \, dx.
\]

It is nonincreasing,

\[
E_w'(t) = -\frac{4m}{(m+1)^2} \int_{|x|<2R} \left( \frac{w^{m+1}}{2} \right)_t^2 \, dx \leq 0,
\]

and also \( E_w \) is bounded from below provided \( w \) is bounded. Therefore, by standard arguments \( w \) converges (up to a subsequence of times) to an stationary solution. Ruled out the possibility to go to the only stationary solution, the trivial one, this implies that \( w \) is unbounded, that is,

\[
\limsup_{t \to T} \|w(\cdot, t)\|_\infty = \infty \quad \text{for some } T \leq \infty
\]

Even more, \( w \) is unbounded in \( B_R(0) \), since if we suppose that \( w(x, t) \) is bounded for \(|x| = R_1 < R\), then for \( M \) large enough \( w \) is a subsolution to

\[
\begin{cases}
  z_t = \Delta z^m + z^m, & |x| < R_1, \ 0 < t < T, \\
  z(x, t) = M, & |x| = R_1, \ 0 < t < T, \\
  z(x, 0) = M, & |x| < R_1.
\end{cases}
\]

On the other hand, \( g_A \) is a stationary supersolution for \( A \) large. Then, by comparison \( w \) is bounded. This contradiction implies that \( w \) is unbounded in \( B_R(0) \).

On the other hand, using the concavity argument of [13] we obtain that the function

\[
J(t) = \frac{1}{m+1} \int_{|x|<2R} w^{m+1}(x, t) \, dx
\]
satisfies
\[ J'(t) = \int w^m w_t = \int w^m \Delta w^m + \int a(x) w^{2m} = -2E_w(t), \]
\[ (J'(t))^2 = \left( \int w^{m+\frac{1}{2}} \frac{m+1}{2} w_t \right)^2 \leq \frac{4}{(m+1)^2} \int w^{m+1} \int \left( \frac{w^{m+1}}{2} \right)^2, \]
\[ J''(t) = -2E'_w(t) = \frac{8m}{(m+1)^2} \int \left( \frac{w^{m+1}}{2} \right)^2, \]
and finally
\[ (J'(t))^2 \leq \frac{m+1}{2m} J(t) J''(t). \]

Since \( J(t) \) is unbounded \( J'(t_0) > 0 \) at some time \( t_0 \). Moreover \( E_w \) is decreasing, thus \( J'(t) > 0 \) for every \( t > t_0 \). Therefore we can integrate the above inequality to get
\[ J'(t) \geq CJ^{\frac{2m}{m+1}}(t). \]

Let us observe that if \( m > 1 \) the exponent \( \frac{2m}{m+1} > 1 \), then \( J \) (and therefore \( w \)) blows up in a finite time \( T < \infty \).

□

This completes the proof of Theorem 1.2.

**Remark 3.1.** Notice that, since \( w \) is radially nonincreasing, inequality (3.4) for \( m < 1 \) gives the lower estimate \( u(0,t) \geq ct^{\frac{1}{1-m}} \). As we will see this estimate can be extended to the whole \( \mathbb{R}^N \), see Lemma 5.1.

We now consider exponents \( p \leq p_0 \) and prove Theorem 1.3. We start with an easy result.

**Theorem 3.3.** Let \( u \) be a global solution with \( p < m \). Then \( u \) is bounded if and only if \( N \geq 3 \).

**Proof.** If \( N \geq 3 \) we use the fact that there exist large stationary solutions. For \( N = 2 \) we argue by contradiction, assuming \( u(x,t) \leq K \) for every \( x \in \mathbb{R}^2 \) and \( t > 0 \). We consider then the Dirichlet problem

\[
\begin{aligned}
  w_t &= \Delta w^m + a(x) w^p, & \quad |x| < R, & t > 0, \\
  w(x,t) &= 0, & \quad |x| = R, & t > 0, \\
  w(x,0) &= w_0(x), & \quad |x| < R,
\end{aligned}
\]

for some \( R > 0 \). By (2.19) we can take \( R = R_1 \) large such that the corresponding stationary solution \( W_{R_1} \) satisfies \( W_{R_1}(0) > K \). On the other hand, if we take \( R = R_0 < R_1 \) and \( w_0(x) = W_{R_0}(x) \) for \( 0 \leq |x| \leq R_0 \), \( w_0(x) = 0 \) for \( R_0 \leq |x| \leq R_1 \), we obtain a bounded increasing in time solution \( w \) to problem (3.5). By standard arguments \( \lim_{t \to \infty} w(x,t) = W_{R_1}(x) \).

On the other hand if \( R_0 \) is so small in order to have \( w_0(x) \leq u_0(x) \) for \( |x| < R_1 \), comparison implies \( w(x,t) \leq u(x,t) \) for \( |x| < R_1 \) and every \( t > 0 \). This is a contradiction.

□
Remark 3.2. Notice that for $N = 2$ and $p < m$ the solution $u$ must be unbounded in any ball. Indeed, by comparison we can assume that $u$ is radial. Arguing as in the case $p = m$, if $u$ is bounded on $|x| = R_1$ for some $R_1 > 0$, we can put above $u$ a large stationary solution, so $u$ cannot grow-up.

In order to complete the proof of Theorem 1.3, it only remains to consider the range $m < p$, and show that there exist unbounded solutions.

Theorem 3.4. If $m < p \leq 1$ there exist global unbounded solutions to problem (1.1).

Proof. Consider the problem, for some $m < q < p$ (and $q \leq 1$), $R > 0$,

\begin{equation}
\begin{cases}
  z_t = \Delta z^m + a(x)z^q, & |x| < R, \ t > 0, \\
  z(x,t) = 0, & |x| = R, \ t > 0, \\
  z(x,0) = z_0(x) & |x| < R.
\end{cases}
\end{equation}

Observe that if $R < L$ the function $z(x,t) = \psi(t)\varphi(x)$ is a subsolution if $\varphi$ is a stationary solution (see Section 2.1) and $\psi$ satisfies

\[
\psi' = \frac{\psi^q - \psi^m}{\varphi^{1-q}(0)}, \quad \psi(0) > 1.
\]

In fact, since $\psi(t) > 1$ for every $t > 0$ and $\varphi(x) \leq \varphi(0)$ for every $x$, we have

\[
\psi' - \psi' = \frac{\psi^q - \psi^m}{\varphi^{1-q}(0)}(\psi^q - \psi^m)\varphi^q \leq 0
\]

for every $|x| < R$, $t > 0$. Since $\psi' \sim \psi^q$, the function $\psi$ tends to infinity and $z$ grows up in $B_R$.

Assume first $m < p < p_S$. Then our solution $u$ is a supersolution to problem (3.6) with $q = p$. We conclude grow-up for any initial value above $\tilde{z}(x,0)$. If on the contrary $p_S \leq p \leq 1$, we have that our solution is a supersolution to problem (3.6) for any $q < p_S$ provided that $u(x,t) \geq 1$ in $B_L$. Thus, as before, we have grow-up for large initial data. In order to prove that there exists a solution with $u(x,t) \geq 1$ in $B_L$ we compare with the subsolution $v(x) = \lambda z(x)$, where $z$ is a stationary solution of (3.6) with some $R > L$ and $\lambda$ is large enough. \hfill $\square$

Remark 3.3. It is well known that if $0 < m < \frac{N-2}{N}$ with $N \geq 3$ there exist solutions to the very fast diffusion equation

\[
v_\tau = \Delta v^m
\]

that vanish identically at a finite time $\tau_0$, which depends on the initial value, see for instance [26]. Take now $v(\cdot, 0)$ be such that $\tau_0 < 1/(1-m)$. Then

\[
w(x,t) = e^t v(x, \tau), \quad \tau = \frac{1 - e^{-(1-m)t}}{1-m},
\]
is a supersolution to our problem with $p = 1$ and it satisfies

$$w(x, t_0) \equiv 0 \quad \text{for every } x \in \mathbb{R}^N,$$

where $t_0 = \frac{1}{1-m} \log(1 - (1 - m)\tau_0)$. Therefore, in the case of linear reaction and superfast diffusion in problem (1.1), any initial value $u_0 \leq v(\cdot, 0)$ produces a solution with finite time extinction.

4. Grow-up set

The main objective of this section is to study if the unbounded global solutions to problem (1.1) tend to infinity for every point $x \in \mathbb{R}^N$. We first remind that the case $p < m$ (which implies $N = 2$) follows directly from Remark 3.2, since we can put below the solution a subsolution with grow-up set as large as we want. We therefore deal here with the upper range $m \leq p \leq 1$.

If $p > m$ we also assume that the initial value is a radial function and so it is the solution. We denote the solution $u(r, t)$, $r > 0$, $t > 0$, since no confusion arises. We impose the additional condition in that case

$$(4.1) \quad \lim_{t \to \infty} u(R, t) = \infty, \quad \text{for some } R \in [0, L].$$

Notice that if $u$ is bounded in $B_L$ (the region where the reaction takes place), then $u$ is bounded.

Next we prove that under the previous hypotheses the grow-up set is the whole $\mathbb{R}^N$, that is, we prove Theorem 1.4. We divide the proof into several lemmas.

**Theorem 4.1.** Assume $R > 0$ in (4.1). Then $\lim_{t \to \infty} u(r, t) = \infty$ for every $r \geq R$.

**Proof.** From (4.1), given any $K > 0$, there exists $t_K$ a time such that $u(R, t) \geq K$ for all $t \geq t_K$. Now, for any $R_1 > R$ we consider the problem

$$
\begin{align*}
  w_t &= \Delta w^m \equiv r^{1-N}(r^{N-1}(w^m)_r)_r, \quad r \in (R, 2R_1), \ t > t_K, \\
  w(R, t) &= K, \quad t > t_K, \\
  w(2R_1, t) &= 0, \quad t > t_K, \\
  w(r, t_K) &= w_0(r), \quad r \in (R, 2R_1).
\end{align*}
$$

Taking $w_0(r) \leq \min\{u(r, t_K), K\}$ a continuous function which satisfies the boundary condition we get that $u$ is a supersolution, then $u \geq w$ for $t > t_K$. It is easy to see that any solution to this problem converges as $t \to \infty$ to the explicit stationary solution

$$h(x) = K \left( \frac{(2R_1)^{N-2} - r^{N-2}}{(2R_1)^{N-2} - R^{N-2}} \right).$$

Thus taking $t$ large enough we can get $u(R_1, t) \geq cK$, which is as large as we please. 

$\square$
Theorem 4.2. Let $p \leq 1$ and assume $0 < R < L$ in (4.1). Then $\lim_{t \to \infty} u(r, t) = \infty$ for every $r \leq R$.

Proof. As before, for every $K > 0$ we consider a time $t_K$ such that $u$ is a supersolution to the problem in the ball
\[
\begin{cases}
  w_t = \Delta w^m + w^p, & 0 < r < R, t > t_K, \\
  w(R, t) = K, & t > t_K, \\
  w(r, t_K) = u(r, t_K), & 0 < r < R.
\end{cases}
\]

Notice that the flat solution, that is, the solution of $W' = W^p$ with initial datum $W(0) = \inf_{x \in B_R(0)} u(\cdot, t_K)$, is a subsolution for $t \in (T_K, T)$, where $W(T) = K$. Therefore by comparison $u(r, T) \geq K$ for $0 \leq r \leq R$. □

We finally consider the case $R = 0$ in (4.1).

Theorem 4.3. Let $0 < m < p \leq 1$, and assume $\lim_{t \to \infty} u(0, t) = \infty$. Then $\lim_{t \to \infty} u(r, t) = \infty$ for every $r > 0$.

Proof. We use the Intersection Comparison technique with respect to the family of positive radial stationary solutions
\[
\begin{cases}
  \Delta w^m + w^p = 0, & 0 < r < R, \\
  w(R) = 0, (w^m)'(0) = 0,
\end{cases}
\]
which are constructed in Subsection 2.1. That is, we study the number of sign changes between $w$ and $u$ in $[0, R]$, $N(t) = N(w(\cdot, t), u(\cdot, t))$.

The main result of the Intersection Comparison argument asserts that the number of sign changes between two solutions of a large class of nonlinear parabolic equations, which includes our equation, does not increase in time provided no new intersections appear through the boundary; cf. [7], [12].

First, since $p > m$ there exists $R_0$ small enough such that for $R \leq R_0$ the initial intersection number is $N(0) = 1$. Also, as $u(R, t) > 0$ no new intersection can appear through $r = R$. Now, at $r = 0$ we define $t_0$ and $R < R_0$ such that $u(0, t_0) = w(0)$ with $u_t(0, t_0) > 0$ (notice that $t_0$ and $R$ exist because $u(0, t) \to \infty$) then
\[
0 < u_t(0, t_0) = \Delta u^m(0, t_0) - \Delta w^m(0, t_0) + w^p(0, t_0) - w^p(0, t_0) = \Delta (u^m(0, t_0) - \Delta w^m(0, t_0)).
\]

This implies that the function $z(r) = u^m(r, t_0) - w^m(r)$ satisfies $z(0) = z'(0) = 0, z''(0) > 0$, so that $z(r) > 0$ for $r \in (0, \delta)$ and some $\delta > 0$. So not only no new intersections appear through $r = 0$ but an intersection is lost at that point at time $t = t_0$, i.e. $N(t_0) = 0$. By intersection comparison this implies $N(t) = 0$ for $t \geq t_0$. 
Therefore \( u(r, t_1) > w(r) \) for some \( t_1 > t_0 \). Applying the same argument given in the proof of Theorem 3.4 we get that \( u \) grows up in \( B_R(0) \). Then, by Theorem 4.1 \( u \) has global grow-up.

**Proof of Theorem 1.4.** As we have said, if \( p < m \) the global grow-up follows from Remark 3.2. In the case \( p = m \) we first use Theorem 3.2 to get that the solutions is unbounded at every point in some ball, and the by Theorem 4.1 the same holds in every ball. Finally if \( m < p \leq 1 \) the result follows by applying Theorems 4.1, 4.2 and 4.3.

\[ \square \]

5. Grow-up rate

This section is devoted to study the speed at which the global unbounded solutions to problem (1.1) tend to infinity.

An easy upper estimate of the grow-up rate for \( 0 < p \leq 1 \) is given by the solutions of the ODE

\[ U'(t) = U^p(t). \]

This gives,

\[ (5.1) \quad u(x, t) \leq \begin{cases} (M^{1-p} + (1-p)t)^{\frac{1}{1-p}}, & \text{if } p < 1, \\ M e^t, & \text{if } p = 1, \end{cases} \]

where \( M = \|u_0\|_{\infty} \). We have named this bound the natural rate.

We see next that these estimates are far from being sharp in some cases, and indeed, in the cases when the solution grows up with the natural rate, it does so only in the ball \( B_L \), where the reaction applies.

5.1. Linear diffusion, sublinear reaction, \( m = 1, p < 1 \).

We prove here Theorem 1.7 by means of Duhamel’s formula,

\[ (5.2) \quad u(x, t) = \int_{\mathbb{R}^N} u_0(y) \Gamma(x - y, t) + \int_0^t \int_{|y| \leq L} u^p(y, s) \Gamma(x - y, t - s) \, dy \, ds, \]

where \( \Gamma \) is the Gauss kernel, and we consider every dimension \( N \geq 1 \) for completeness. The formal proof is as follows: if \( u(x, t) \sim g(t) \) in \( B_L \) for \( t \geq 1 \), then

\[ g(t) \sim \int_1^t \int_{|y| \leq L} g^p(s) \Gamma(x - y, t - s) \, dy \, ds \sim \int_1^t g^p(s) \int_0^{L^2} \frac{N-2}{r^{N-2}} e^{-r} \, dr \, ds \]

\[ \sim \int_1^t g^p(s) s^{\frac{N}{2}} \, ds. \]

Now, the solution of the resulting differential equation \( g'(t) \sim g^p(t) t^{-\frac{N}{2}} \) is

\[ g^{1-p}(t) \sim \begin{cases} 1 + t^{\frac{2-N}{2}}, & \text{if } N \neq 2, \\ \log t, & \text{if } N = 2. \end{cases} \]

The case \( N = 1 \) was obtained in [3]. In the case \( N \geq 3 \) this also explains why the solution must be bounded.

We then proceed with the detailed proof.
Proof of Theorem 1.7. Assume $u(x,t) \leq g(t)$ for every $|x| \leq L$ and some increasing function $g$. Since the first term in (5.2) is bounded, we have

$$u(x,t) \leq 2 \int_1^t \int_{|x-y| \leq 2L} g^p(s)(4\pi(t-s))^{-1} e^{-\frac{|x-y|^2}{4(t-s)}} \, dy \, ds,$$

$$\leq c \int_1^t g^p(s) \int_0^{\frac{L^2}{4(t-s)}} e^{-r} \, dr \, ds \leq cg^p(t) \int_1^t (1 - e^{-\frac{L^2}{4s}}) \, ds$$

$$\leq cL^2 g^p(t) \log t.$$  

In the last step we have used L'Hôpital's rule,

$$\lim_{t \to \infty} \int_1^t (1 - e^{-\frac{L^2}{4s}}) \, ds = \lim_{t \to \infty} \frac{\int_1^{L^2/4} (1 - e^{-z}) z^{-2} \, dz}{\log t} = L^2.$$  

We iterate this estimate starting with $g_1(t) = \nu t^{\frac{1}{1-p}}$, see (5.1). We obtain in this way the sequence

$$g_k(t) = c_k t^{\delta_k} (\log t)^{\sigma_k}, \quad \delta_{k+1} = p \delta_k, \quad \sigma_{k+1} = p \sigma_k + 1, \quad c_{k+1} = cL^2 c_k^p.$$  

We end with the limits,

$$\lim_{k \to \infty} \delta_k = 0, \quad \lim_{k \to \infty} \sigma_k = \frac{1}{1-p}, \quad \lim_{k \to \infty} c_k = (cL^2)^{\frac{1}{1-p}}.$$  

As to the lower estimate, it is clear first that $u(x,t) \geq C_0 > 0$ in $B_L$ for $t > 0$, since we can put below a small stationary subsolution. Assume that we have $u(x,t) \geq g(t)$ for every $|x| < L$, $t > 0$. Then the above Duhamel’s formula gives

$$u(x,t) \geq c \int_1^t g^p(s) \int_0^{\frac{L^2}{4(t-s)}} e^{-r} \, dr \, ds = \int_1^t g(s)(1 - e^{-\frac{L^2}{4s}}) \, ds.$$  

We now observe that for every $q \geq 0$

$$\int_1^t (\log s)^q(1 - e^{-\frac{L^2}{4s}}) \, ds \geq c(\log t)^{q+1},$$  

to get, again by iteration,

$$u(x,t) \geq c(L - |x|)^{\frac{1}{1-p}} (\log t)^{\frac{1}{1-p}}.$$  

We have just proved, for instance for $|x| < L/2$, that $u(x,t) \geq h(t) = c(\log t)^{\frac{1}{1-p}}$. We now extend this estimate to every compact of $\mathbb{R}^2$.

To this purpose we use that $u$ is a supersolution to the problem

$$\begin{cases}
  w_t = \Delta w, & |x| > L/2, \ t > t_0, \\
  w(x,t) = h(t), & |x| = L/2, \ t > t_0, \\
  w(x,t_0) = u(x,t_0), & |x| > L/2,
\end{cases}$$
and a subsolution can be found explicitly. In fact, for \( R > L \) fixed the function \( w_0(x, t) = h(t) \varphi(|x|)^\gamma \), where \( \varphi = (1 - |x|/R)_+ \) do the job provided that both \( t_0 \) and \( \gamma \) are large enough. Indeed,

\[
\frac{w}{_t} - \Delta w = h \varphi^{\gamma - 2} \left( \frac{h'}{h} \varphi^2 + \frac{\gamma}{R} \left( \frac{1}{r} - \frac{\gamma}{R} \right) \right).
\]

Since \( h'/h \to 0 \) as \( t \to \infty \) we can take \( t_0 \) such that \( \varphi^2 h'/h \leq 1 \) for all \( t \geq t_0 \).

Moreover, \( \varphi(r) < (1 - L/R)_+ < 1 \), then \( w(x, t) < h(t) \) and taking \( \gamma \) large enough \( w(x, t_0) < u(x, t_0) \).

This means that given any \( x_0 \in \mathbb{R}^2 \) we can define \( R = 2|x_0| > L \) to have \( u(x_0, t) \geq u(x_0, t) = h(t)2^{-\gamma} \).

5.2. Linear diffusion, linear reaction, \( m = p = 1 \).

In this case we also have that the presence of a localized reaction provokes a growth of the solutions that is strictly slower than that of the solutions with global reaction, that is, we prove that the solutions behave for large times like an exponential, but the exponent depends on the length \( L \) and is strictly less than 1. We use the explicit radial global unbounded solutions obtained in Subsection 2.2 in order to establish an estimate of the growth of general solutions.

Proof of Theorem 1.8. Let \( u \) be a solution to problem (1.1) where \( L > L^* \). By comparison from above and below with the solutions obtained in Theorem 2.3 with different values of \( \lambda \), we get that there exists a function \( c(s) \), decreasing with \( \lim_{s \to 0} c_1(s) = 0 \), such that

\[
c(\varepsilon)e^{(\lambda_0 - \varepsilon)t} \leq u(x, t) \leq c^{-1}(\varepsilon)e^{(\lambda_0 + \varepsilon)t},
\]

for every \( x \in \mathbb{R}^N, t \geq 1, \varepsilon > 0 \). We conclude (1.11). □

5.3. The critical line \( m = p < 1 \).

In this parameter, we show that the natural grow-up rates (5.1) are sharp by proving the lower bound.

Lemma 5.1. Let \( p = m < 1 \) and let \( u \) be a global unbounded solution of (1.1). Then

\[
u(\cdot, t) \geq ct^{\frac{1}{1-m}}
\]

uniformly in compact sets of \( \mathbb{R}^N \).

Proof. We consider a solution in separated variables, \( w(x, t) = \psi(t) \varphi(|x|) \), where \( \psi = \psi_\lambda \) satisfies \( \psi' = \lambda \psi^m \), and \( \varphi = \varphi_\lambda \) is a solution to

\[
\begin{cases}
(\varphi^m)'' + \frac{N-1}{r} (\varphi^m)' + a(r) \varphi^m - \lambda \varphi = 0, & r > 0, \\
\varphi(0) = 1, & (\varphi^m)'(0) = 0.
\end{cases}
\]

It is easy to check that if \( L > L^* \) there exists a limit value \( \lambda^* > 0 \) such that for every \( 0 < \lambda < \lambda^* \) the solution \( \varphi \) is positive and decreasing in \([0, R_\lambda)\),
with \( \varphi(R_\lambda) = 0 \) and \( \lim_{\lambda \to \lambda^*} R_\lambda = \infty \). In fact, by the results in Section 2.1 we know that \( \varphi \) crosses the axis at some point if \( \lambda = 0 \), so by continuous dependence with respect to \( \lambda \) the same holds when \( \lambda \) is small. On the other hand, the solution corresponding to \( \lambda = 1 \) satisfies \( \varphi(r) = 1 \) in \( 0 < r < L \) and it increases to infinity for \( r > 1 \). The existence of \( \lambda^* \) is now standard.

Let now \( x_0 \in \mathbb{R}^N \) be any point. We take \( \lambda = \lambda^* \) so that \( R_\lambda > |x_0| \). Comparison in \([0, R_\lambda]\) gives the grow-up rate in the ball \( B_{|x_0|} \).

### 5.4. The Supercritical Case \( m < p \leq 1 \)

As in the previous case we show here that the grow-up rate of our solutions is the natural one, but only inside the ball \( B_L \), where the reaction takes place.

**Lemma 5.2.** Let \( m < p \leq 1 \), and also \( p < p_S \) if \( N \geq 3 \). Let \( u \) be a solution of (1.1) with global grow-up. Then for every \( |x| < L \) it holds

\[
\begin{cases}
    t^{\frac{1}{1-p}}, & \text{if } p < 1, \\
    e^t, & \text{if } p = 1.
\end{cases}
\]

**Proof.** We compare with the subsolution in separated variables \( \bar{z} \) given in the proof of Theorem 3.4 with \( R = L \). Let \( t_1 > 0 \) be such that \( u(x, t_1) \geq \bar{z}(x, 0) \) for \( |x| < L \). We obtain \( u(x, t) \geq \phi(x)\psi(t - t_1) \), and conclude with the behaviour of \( \psi' \sim \psi^p \) as \( t \to \infty \).

In the case \( p \geq p_S \) we only can compare with a subsolution satisfying \( \psi' \sim \psi^q \), \( q < p_S \), thus obtaining \( t^{\frac{1}{1-q}} \) as grow-up rate, which is presumed not to be sharp.

The next task is to obtain the grow-up rate outside the ball \( B_L \). We show that there the rate is strictly smaller. To that purpose we consider the self-similar solutions constructed in Section 2.

**Proof of Theorem 1.9.** Let us consider first the case \( p < 1 \). By Lemma 5.2 we know that there exits a constant \( C_1 > 0 \) and a time \( t_0 > 0 \) such that \( u(x, t) \geq C_1 t^{\frac{1}{1-p}} \) for \( |x| = L/2, \ t > t_0 \), so \( u \) is a supersolution to the problem

\[
\begin{cases}
    w_t = \Delta w^m, & |x| > L/2, \ t > t_0, \\
    w(x, t) = C_1 t^{\frac{1}{1-p}}, & |x| = L/2, \ t > t_0, \\
    w(x, t_0) = u_0(x).
\end{cases}
\]

Put \( w(x, t) = AU(|x|, t - t_0) \), where \( U = U_{\frac{1}{1-p}, \alpha, \beta} \) is the self-similar solution of type I given in Theorem 2.5 with \( \mu = 1 \) and \( \alpha = 1/(1-p) \), which implies \( \beta = \alpha(p - m)/2 \). Since \( w_0 \geq 0 \) we get

\[
w_t - \Delta w^m = (A - A^m)w_t \leq 0
\]

provided \( A < 1 \). Let us look at the initial time \( t = t_0 \). If \( N = 2 \) the profile \( f \) defining \( U \) is bounded, which implies \( w(x, t_0) \equiv 0 \). When \( N \geq 3 \), using the fact that \( p < p_S \) implies that \( \alpha - \beta(N - 2)/m > 0 \), the behaviour near the origin of \( f \), see (2.26), gives us

\[
w(x, t_0) \sim A(t - t_0)^{\alpha - \beta \frac{N-2}{m}} |x|^{-\frac{N-2}{m}} \to 0 \quad \text{for } |x| \geq L/2, \text{ as } t \to t_0.
\]
On the other hand, we note that for \( |x| = L/2 \) it holds
\[
\lim_{t \to t_0} \frac{(t-t_0)^\alpha f_*(\frac{L}{2}(t-t_0)^\beta)}{t^\alpha} = 0 = \lim_{t \to \infty} \frac{(t-t_0)^\alpha f_*(\frac{L}{2}(t-t_0)^\beta)}{t^\alpha}.
\]
Then there exists \( A > 0 \) small such that
\[
\tilde{w}(x, t) = A(t-t_0)^\alpha f_*(\frac{L}{2}(t-t_0)^\beta) < C_1 t^\alpha \quad \text{for } |x| = L/2, \ t \geq t_0.
\]
Then by comparison \( u \geq \tilde{w} \), and thus for \( t \) large and \( |x| > L \) it holds, using (2.27),
\[
u(x, t) \geq \tilde{w}(x, t) \sim |x|^{-\frac{2}{m}} t^{\frac{1}{1-m}}.
\]
In order to obtain the upper estimate, we observe that from (5.1) we have \( u(L, t) \leq C_2 (t+1)^{\frac{1}{1-p}} \) for \( t \geq 0 \). Then, \( u \) is a subsolution of
\[
\begin{cases}
    w_t = \Delta w^m, & |x| > L, \ t > 0, \\
    w(x, t) = C_2 (t+1)^{\frac{1}{1-p}}, & |x| = L, \ t > 0, \\
    w(x, t_0) \geq u(x, t_0).
\end{cases}
\]
Here we consider the function \( \overline{w}(x, t) = A U(|x|-L, t+1) \), where \( U = \overline{U} \frac{1}{1-p} \frac{1}{1-L} \) is the one dimensional self-similar solution (that is, \( U_t = (U^m)_{xx}, \ x > 0 \)), with the same exponents as before. First observe that since the profile satisfies \( f' \leq 0 \), it is a supersolution to our multidimensional equation. Using now the behaviour at infinity of \( u_0 \) it is easy to see that for \( A \) large enough \( \overline{w} \) is a supersolution to the above problem. Then by comparison we get, for \( t \) large and \( |x| > L \),
\[
u(x, t) \leq \overline{w}(x, t) \sim |x|^{-\frac{2}{m}} t^{\frac{1}{1-m}}.
\]
The case \( p = 1 \) follows in a similar way using this time comparison with a self-similar solution \( U = U_{1,1,II} \), that is a solution of type II with \( \alpha = 1, \ \beta = (1-m)/2 \). We only have to take into account that:

i) By Lemma 5.2 we have \( u \sim e^t \) for \( |x| < L \) and \( t > t_0 \). On the other hand, \( u \) is a supersolution of the fast diffusion equation, so \( u(x, t) \sim 1 \) for \( |x| < L \) and \( t \in [0, t_0] \). Therefore, \( u \sim e^t \) for \( |x| < L \) and \( t > 0 \). Thus, we can repeat the same argument as before with \( t_0 = 0 \).

ii) The comparison at time \( t = 0 \) follows thanks to the behaviour imposed to \( u_0 \).

Observe finally that for \( t \to \infty \) we have, thanks to (2.27),
\[
U(x, t) = e^t f(|x| e^{\frac{m-1}{2} t}) \sim |x|^{-\frac{2}{1-m}} (\log |x|)^{\frac{1}{1-m}} t^{\frac{1}{1-m}}.
\]

\[\square\]
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