Clustering the potential bandwidth upgrade of FTTH broadband subscribers
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Abstract
A company needs to consider determining the customers’ potential before deciding to upgrade their bandwidth. It is important because, previously, determination was conducted randomly. Therefore, potential determination is necessary by grouping customers who have similar characteristics based on their data and attributes. This study employs data mining techniques using clustering method with K-means algorithm on broadband users’ group of 263 FTTH. The determination was determined based on end centroid point in the grouping. The results were divided into 5 clusters consisting of 34 highly potential users (12.92%), 29 potential users (11.02%), 56 fairly potential users (21.3%), 54 less potential users (20.53%), and the remaining 90 not potential users (34.22%). The comparison of the validity of the Davies-Bouldin Index for the 5 (five) clusters is 0.538 for K-Means and 0.819 for K-Medoids. This indicates that K-Means results better score. This method is useful for efficient bandwidth sharing.
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Introduction
Bandwidth upgrade is taken to adjust customers’ need of internet so that access between users could be stable. A wavelength-division multiplexing system has also been developed with multiple channels for fiber-to-the-home services [1]. Basically, the need for bandwidth represents connection capacity, the higher bandwidth needs the higher the performance [2]. Increasing the bandwidth will require high-capacity optical fiber [3]. Internet service users to observe in this study were taken from one internet service provider. This provider has more than 1500 active customers divided into several categories of service package types such as Dedicated, Business Broadband and Broadband FTTH (Fiber To The Home). Dedicated and business broadband services were dominated by business customers such as hotel, middle and big business sector where the setting and optimization of bandwidth are handled by IT staff or network administrator. This is different to broadband FTTH users where there is no IT staff or network administrator to manage internet network. This research emphasizes on Broadband FTTH which is a high-speed internet access distribution service through the central point of the provider to housing that uses Fiber Optic as a transmission medium. Without an IT employee or network administrator who manages the internet network, it is possible that disturbances will occur on the local network, for instance, full bandwidth that can result in unbalanced internet network usage between users, where one user has fast connection while the other might be slow or even cannot access the internet. This is the common complaints by FTTH broadband users. However, there is no proper solution for this issue by the providers.

Before upgrading the bandwidth for the customers, companies need to consider investment costs and reduce additional cost charged to customers. As a Tier 3 ISP company, some companies require Bandwidth rental to a Tier 2 ISP. If the bandwidth upgrade is done directly, the previously rented Bandwidth will automatically be reduced, and additional rental is required. Customers can possibly bear the cost of renting the bandwidth, but this will burden customers because there will be monthly additional costs. Therefore, it is necessary to select customers for Bandwidth Upgrades based on the specified customer potentials. To identify customers’ attractiveness, their response against the presence of fiber optic fibers in their area could be used as reference.

Internet Service Provider (ISP) provider is a company or business organization that provides internet access and services related to the internet to individual consumers and companies [4]. This is potential because the increasing
number of smartphone users. Among the services offered by ISP is Broadband. It is an internet technology using data communication network that allows sending and receiving data at high speeds and in large quantities such as video data, images, text, and others [6]. One of the transmission media used by ISPs is FTTH (Fiber To The Home), a fiber optic network that provides direct access to home users [7].

Bandwidth upgrades can be triggered by several things such as requests from customer as well as full bandwidth. Full bandwidth is needed because the more devices accessing internet the greater bandwidth required [8]. In fact, whatever bandwidth used by user will be enough only for few devices. This is due to absence of restriction or bandwidth setting s for each user. One device solely may consume great bandwidth to download or upload large files. On the other hand, the increasing number of users in several agencies is not followed bandwidth upgrade [9]. Before upgrading the bandwidth, providers will surely make some considerations on the customer based on their potential.

Potential is ability that can be developed [10]. After obtaining the data of potential customers, the company may continue the decision regarding bandwidth upgrade to support users in using internet comfortably which in turn will maintain their loyalty. Customers’ loyalty will benefit company in long term. Satisfied customer will remain loyal and distribute their positive experience to others.

There are several studies on internet service providers, for instance, the Quality Function Deployment method with Fuzzy TOPSIS which is used to select internet services [4]. Bandwidth management optimization has also been carried out using the queue tree method [12] or MikroTik Routers [13] to be accurate. In addition, bandwidth management could use the VyOS operating system through the VM Virtualbox application system as virtual routing [14]. Efforts to equalize bandwidth are also conducted using hierarchical token bucket method which is used for QoS optimization [15]. Even though bandwidth management is properly done, complaint from customer often occur.

The obstacle found in determining the potential customer for bandwidth management is that customer data owned by the company does not have label or target class such as number of complaints received every day. For example, if the number of complaints received is 10, company cannot classify it as high or low. This is because the number of complaints will increase or decrease in the following days. Similarly, data for other customers cannot be classified based on needs. Therefore, potential determination is necessary by identifying customers with similar characteristics to be subsequently grouped together [16].

Method

The sample data selected was based on saturated sampling technique which is the data of FTTH Broadband customer starting from initial activation until December 31, 2018. This study employed data mining as analysis tool. Before undertaking data mining step, there were several Knowledge Discovery in Database (KDD) steps that had been carried out. KDD is an organized process of identifying valid, novel, useful and understandable patterns from very large and complex data sets [17]. KDD process consists of several steps such as data cleaning, data integration, data selection, data transformation, data mining, pattern evaluation, and knowledge representation [18]. This study carried out steps below.

A. Data Cleaning

Data source of this study is FTTH Broadband subscribers of PT. Solnet Indonesia, starting from initial activation until December 31, 2018. Among 274 registered customers, there were 9 duplicated data and 2 incomplete data. After cleaning the data, the remaining data to be used were 263 users.

B. Data Integration

The data to combine data is the data of FTTH broadband subscribers and data of daily complaint reports of Broadband. These data will be used in the next step.

C. Data Selection

After going through the data selection process, 6 of the 17 types of data attributes were selected to be used in this study. The six attributes are the number of complaints, the subscription package, the subscription contract, the length of the subscription, the number of upgrades during the subscription, and the payment of the initial installation fee.

D. Data Transformation

At this stage, the data transformation process will be carried out, so that the data can be processed using the K-means method. Non-numeric data will be initiated into numeric form. The initial installation payment attribute was changed from “YES” to 1 and “NO” to 2.

E. Data Mining

Data mining has been attracting a significant attention. This might due to popularity of big data concept [19]. Big data refers to large, complex, and growing data set with many independent sources [20]. Data mining is categorized into 6 modes, namely classification, estimation, affinity grouping, sequence pattern, grouping and description [21]. Clustering is part of data mining which is unsupervised. The main purpose of the unsupervised learning method is to
explore the data and some hidden structures among the data [22]. Clustering is the task to separate data or vector into several groups or clusters based on their respective characteristics. Data with similar characteristics are grouped in one cluster, while data with different characteristics will be grouped into different group or cluster. The main objective of clustering method is to group data or objects in such a way that each cluster will contain data that is as similar as possible [23]. K-Means algorithm is a well-known partition method for clustering [24]. It is a non-hierarchical approach of grouping items into various number of clusters [25]. K-Means is one of the data mining partitioning clustering where each data must be included in a certain cluster which allows each data in that cluster to pass through a stage of process, which then at the next stage moves to another cluster. K-Means separates the data into the nearest K area and then classify large data and outliers quickly [26]. However, K-Means are generally very sensitive to the initial centroid. Consequently, it can produce poor quality clustering results if the initial centroid is poor [27].

In general, the basic algorithm of K-Means clustering is as follows:

1. Determine the number of clusters
2. Allocate the data into clusters randomly
3. Calculate the centroid/data average in each cluster
4. Allocate each data to the nearest centroid/average
5. Return to step 3, if there is data that moves to different cluster or if the centroid value changes that could be above the specified threshold value or change in the value of the objective function used which is above the specified threshold value.

Distance space is used to calculate the distance between the data and the centroid. One of the equations that can be used is Euclidean Distance Space as it gives results of shortest distance between the two calculated points [28]. The formula is shown in equation (1).

\[ d_{ij} = \sqrt{\sum_{k=1}^{P} (x_{ik} - x_{jk})^2} \]  

\[ d_{ij} \] = The distance between object i and j  
\[ P \] = Data dimension  
\[ x_{ik} \] = The coordinate of object i in dimension k  
\[ x_{jk} \] = The coordinate of object j in dimension k

**F. Pattern Evaluation**

In evaluating the results of the K-Means algorithm in the pattern of determining the number of clusters, the Davies Bouldin Index (DBI) method is used. The first step to calculating DBI is to find the Sum of Square Within (SSW) value using the equation (2). The ratio value can be calculated after obtaining the SSW and SSB values. The DBI value is the average of the highest ratio values. The smaller the DBI value, the better the spread of the data in each cluster.

\[ SSW_i = \frac{1}{m_i} \sum_{j=1}^{m_i} d(x_j, c_i) \]  

From the equation (2), mi is the number of data in the cluster i; ci is the centroid of cluster i; and d() is the distance of each data to the centroid calculated using Euclidean distance. Sum of Square Between Cluster (SSB) is an equation used to determine the separation between clusters which is calculated using the equation (3).

\[ SSB_{i,j} = d(c_i, c_j) \]  

After obtaining the value of cohesion and separation, ratio measurement (Rij) is carried out to determine the comparison value between cluster i and cluster j. A good cluster is a cluster with smallest possible cohesion and maximum separation. The ratio value is calculated using the equation (4).

\[ R_{i,j} = \frac{SSW_i + SSW_j}{SSB_{i,j}} \]  

The ratio value can be used to calculate the value of Davies-Bouldin Index (DBI) using the equation (5).

\[ DBI = \frac{1}{k} \sum_{i=1}^{k} \max_{j \neq i} (R_{i,j}) \]
From the equation above, \( k \) is the number of clusters used. The smaller the DBI value obtained (non-negative >= 0), the better the cluster obtained from the K-Means grouping used.

G. Knowledge Representation

After the grouping result is obtained, the potential determination is carried out by summing up the centroids in each cluster and labelling category of: ‘Not Potential’, ‘Less Potential’, ‘Fairly Potential’, ‘Potential’, and ‘Highly Potential’.

Results and Discussion

Data that is combined in this research is data on FTTH Broadband subscribers and daily complaint report. These data would be used in the next steps. The data of FTTH broadband subscribers is shown in Table 1.

### Table 1. The data of FTTH broadband subscribers
| No. | Item                                |
|-----|-------------------------------------|
| 1   | Name                                |
| 2   | Activation date                     |
| 3   | Address                             |
| 4   | Subscription package                |
| 5   | Connection                          |
| 6   | Subscription contract               |
| 7   | The length of subscription          |
| 8   | Number of upgrades during subscription |
| 9   | Payment of the initial installation fee |

The data of daily complaint report is shown in Table 2.

### Table 2. Data of Daily Complaint Report
| No. | Item                                |
|-----|-------------------------------------|
| 1   | Name                                |
| 2   | Time span                           |
| 3   | Number of complaints                |
| 4   | Repairment                          |
| 5   | PIC                                 |
| 6   | Phone                               |
| 7   | NOC                                 |
| 8   | Fixed by                            |

The source of data used in this study is FTTH broadband subscriber data. Of the 274 registered customers, there were 9 duplicated data and 2 incomplete data. Therefore, after conducting data cleaning, the remaining data used is 263 users. Data cleaning is shown in Table 3.

### Table 3. Data Cleaning Results
| Item                                | No. of Customers |
|-------------------------------------|------------------|
| FTTH broadband subscribers         | 274              |
| Duplicated data                    | (9)              |
| Incomplete data                    | (2)              |
| Number of data for research        | 263              |

At this stage, the data transformation process will be carried out, so that the data can be processed using the K-Means method. Non-numeric data will be initiated into numeric form. The data on the ‘payment of initial installation fee’ attribute is non-numeric data that requires initiation. Table 4 is sample data that will be clustered.

### Table 4. Research Data after Transformation
| No. | Customer Name | No. of Complaint (2018) | Subscription Package (Mbps) | Subscription Contract (Day) | Length of Subscription (Day) | No. of Upgrade during Subscription | Payment of the ini inst. fee |
|-----|---------------|-------------------------|-----------------------------|-----------------------------|-----------------------------|----------------------------------|----------------------------|
| 1   | SIBTTH-01     | 4                       | 15                          | 365                         | 206                         | 0                                | 1                          |
| 2   | SIBTTH-02     | 3                       | 15                          | 365                         | 189                         | 0                                | 2                          |
| 3   | SIBTTH-03     | 1                       | 5                           | 365                         | 180                         | 0                                | 1                          |
| 4   | SIBTTH-04     | 9                       | 15                          | 365                         | 298                         | 0                                | 1                          |
| 5   | SIBTTH-05     | 2                       | 15                          | 365                         | 140                         | 1                                | 2                          |
|     |               | ...                     | ...                         | ...                         | ...                         | ...                              | ...                        |
| 259 | SIBTTH-259    | 5                       | 15                          | 365                         | 224                         | 2                                | 1                          |
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Data will be grouped into 5 clusters. Five initial centroid points will be randomly selected from the data. This is because the best value after comparison is at \( k = 5 \). The iteration process can be stopped if at the iteration \( n \) there is no change in the members of each cluster. In other words, the members in each cluster are the same as the previous iteration. The sequence of iterations is shown in Table 5.

### Table 5. Number of Cluster’s Member for Each Iteration

| Iteration | Cluster 0 | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 | Total |
|-----------|-----------|-----------|-----------|-----------|-----------|-------|
| 1         | 35        | 10        | 137       | 46        | 35        | 263   |
| 2         | 40        | 21        | 103       | 34        | 65        | 263   |
| 3         | 43        | 31        | 90        | 24        | 75        | 263   |
| 4         | 54        | 33        | 90        | 20        | 66        | 263   |
| 5         | 56        | 33        | 90        | 21        | 63        | 263   |
| 6         | 56        | 33        | 90        | 30        | 54        | 263   |
| 7         | 56        | 34        | 90        | 29        | 54        | 263   |
| 8         | 56        | 34        | 90        | 29        | 54        | 263   |

After conducting several iterations, the data is stable at iteration 8, where there is no change in the members if each cluster. Table 6 is the final centroid point in the clustering process.

### Table 6. Final Centroid Point

| Centroid 0 | Centroid 1 | Centroid 2 | Centroid 3 | Centroid 4 |
|------------|------------|------------|------------|------------|
| 13.821     | 14.676     | 11.600     | 4.724      | 6.944      |
| 15.179     | 15.882     | 13.000     | 15.690     | 15.465     |
| 266.464    | 518.324    | 72.922     | 58.862     | 79.093     |
| 0.357      | 0.471      | 0.289      | 0.276      | 0.185      |
| 1.500      | 1.471      | 1.567      | 1.517      | 1.481      |

After obtaining the centroid, the determination of the potential category is sorted by the largest centroid point in cluster 1, followed by cluster 3, cluster 0, cluster 4 and cluster 2 is shown in Table 7.

### Table 7. Potential Category

| Cluster 0 | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 |
|-----------|-----------|-----------|-----------|-----------|
| Not Potential | Less Potential | Fairly Potential | Potential | Highly Potential |

The first step to calculating DBI is to find the Sum of Square Within (SSW) value. This SSW value can be obtained from the sum of the distances of each data to the centroid divided by the amount of data in the cluster is shown in Table 8.

### Table 8. SSW Value

| Amount | Cluster 0 | Cluster 1 | Cluster 2 | Cluster 3 | Cluster 4 |
|--------|-----------|-----------|-----------|-----------|-----------|
| \( n \) | 56        | 34        | 90        | 29        | 54        |
| SSW    | 69,409    | 119,057   | 62,990    | 107,337   | 41,799    |

SSW is an equation used to determine the calculated separation between clusters. The results obtained are used for the next calculation, namely SSB is shown in Table 9.

### Table 9. SSB Value

| SSB\(_{04}\) | SSB\(_{03}\) | SSB\(_{02}\) | SSB\(_{01}\) |
|-------------|-------------|-------------|-------------|
| 388.943     | 317.556     | 318.538     | 188.433     |
| SSB\(_{13}\) | SSB\(_{14}\) | SSB\(_{23}\) | SSB\(_{24}\) |
| 463,290     | 540,799     | 493,421     | 233,128     |
| SSB\(_{34}\) | SSB\(_{33}\) | SSB\(_{32}\) | SSB\(_{31}\) |
| 706,271     | 625,172     | 58,862      | 79,093      |
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The Ratio value can be calculated after the SSW and SSB values are found. A good cluster is a cluster that has the smallest possible cohesion value and the largest possible separation with the DBI value as shown in Table 10.

| Cluster | 0 | 1 | 2 | 3 | 4 | R Max | DBI  |
|---------|---|---|---|---|---|-------|------|
| 0       | 0 | 0.485 | 0.417 | 0.555 | 0.590 | 0.590 | 0.538 |
| 1       | 0.485 | 0 | 0.258 | 0.489 | 0.297 | 0.489 |
| 2       | 0.417 | 0.258 | 0 | 0.345 | 0.449 | 0.449 |
| 3       | 0.555 | 0.489 | 0.345 | 0 | 0.571 | 0.571 |
| 4       | 0.590 | 0.297 | 0.449 | 0.571 | 0 | 0.590 |

Next, the evaluation and comparison were conducted using another clustering method, namely K-Medoids. The results of the evaluation using the Davies-Bouldin Index are as Table 11.

| K-Means | 2 cluster | 3 cluster | 4 Cluster | 5 Cluster | 6 Cluster |
|---------|-----------|-----------|-----------|-----------|-----------|
| 0.775   | 0.649     | 0.640     | 0.538     | 0.618     |           |
| K-Medoids | 0.568   | 1.017     | 1.122     | 0.819     | 0.876     |

The DBI value is the average of the highest ratio values. The smaller the DBI value, the better the spread of the data in each cluster. The results show that clustering using the K-Means algorithm provided better results than K-Medoids. For 5 Clusters on K-Means resulted in the smallest value among other clusters so it can be concluded that 5 Clusters are better. The DBI value is 0.538.

**Conclusion**

The process of determining the potential bandwidth upgrade of FTTH Broadband subscribers can be carried out by applying the K-Means algorithm data mining. In this algorithm, grouping is done by identifying similarities between data, so that groups can be formed to allow determining potential easily. The results were obtained based on potential determination of 263 FTTH Broadband subscribers. It indicates that there are 34 highly potential subscribers (12.92%). The remaining 29 (11.02%), 56 (21.30%), 54 (20.53%), and 90 (34.22%) subscribers are potential, fairly potential, less potential, and not potential respectively. This method is useful for customer determination.
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