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Abstract

In this work, we review the framework of the Virtual Element Method (VEM) for a model in magneto-hydrodynamics (MHD), that incorporates a coupling between electromagnetics and fluid flow, and allows us to construct novel discretizations for simulating realistic phenomenon in MHD. First, we study two chains of spaces approximating the electromagnetic and fluid flow components of the model. Then, we show that this VEM approximation will yield divergence free discrete magnetic fields, an important property in any simulation in MHD. We present a linearization strategy to solve the VEM approximation which respects the divergence free condition on the magnetic field. This linearization will require that, at each non-linear iteration, a linear system be solved. We study these linear systems and show that they represent well-posed saddle point problems. We conclude by presenting numerical experiments exploring the performance of the VEM applied to the subsystem describing the electromagnetics. The first set of experiments provide evidence regarding the speed of convergence of the method as well as the divergence-free condition on the magnetic field. In the second set we present a model for magnetic reconnection in a mesh that includes a series of hanging nodes, which we use to calibrate the resolution of the method. The magnetic reconnection phenomenon happens near the center of the domain where the mesh resolution is finer and high resolution is achieved.

1. Introduction

The number of applications involving electrically charged and magnetized fluids, for example plasmas, has “skyrocketed” in the last decades and great efforts have been devoted to the development of predictive mathematical models. One approach that has withstood the test of time and has become “standard” in the area of plasma physics is the area called Magneto-HydroDynamics (MHD), which studies the behavior and the magnetic properties of electrically conducting fluids. The system of equations that describe MHD are a coupling between an electromagnetic submodel and a fluid flow submodel. The electromagnetic submodel in MHD is normally based on Maxwell’s equations while the fluid flow submodel relies on conservation principles such as mass and momentum conservation. These two submodels are nonlinearly coupled. Indeed, mass density and momentum distribution in a plasma are determined by the Lorentz force, which, in turn, is generated by the same plasma particles moving in the self-consistent electromagnetic field. The details of the MHD model, its derivation and properties are nowadays well-understood and explained in many textbooks and review papers, e.g., [38, 60].
The topic of this chapter is the review of a novel discretization method for an MHD model, in the framework of the Virtual Element Method (VEM), that has been recently proposed [62]. In the development of this method we will fix the approximation degree.

VEM was originally proposed as a variational reformulation of the the nodal mimetic finite difference (MFD) method [27, 12] for solving diffusion problems on unstructured polygonal meshes in a finite element setting. A survey of the MFD method can be found in the review paper [51] and the research monograph [13].

Solving partial differential equations (PDEs) on polygonal and polyhedral meshes has become a central and important issue in the last decades. In fact, the generality of the admissible meshes makes the VEM highly versatile and very useful when the mesh must be adapted to the characteristics of the problem. For example, we can mention problems where the domain boundary deforms in time, or there are oddly shaped material interfaces to which the mesh must be conformal, or the mesh needs to be locally refined in those parts of the domain requiring greater accuracy as in adaptive mesh refinement strategies. In all such situations, the mesh refinement process may result in highly skewed meshes or meshes with highly irregular structures and a numerical method must be capable of handling these traits in order to be robust and provide an accurate approximation to the solution of a partial differential equation.

The VEM inherits the great mesh flexibility of the MFD in a setting similar to the finite element method (FEM), so that results and techniques from FEM can be imported over to VEM. Moreover, VEM makes possible to formulate numerical approximations of arbitrary order and arbitrary regularity to PDEs in two and three dimensions on meshes that other methods often consider as pathological. Because of its origins, VEM is intimately connected with other finite element approaches and the fact that VEM is a FEM implies some important advantages over other discretization methods such as the finite volume methods and the finite difference methods. The connection between VEM and finite elements on polygonal/polyhedral meshes was thoroughly investigated in [56, 30, 40], between VEM and discontinuous skeletal gradient discretizations in [40], and between VEM and BEM-based FEM method in [29].

The main difference between VEM and FEM is that VEM does not require an explicit knowledge of basis functions that generates the finite element approximation space. The formulation of the method and its practical implementations are based on suitable polynomial projections that are always computable from a careful choice of the degrees of freedom. VEM was first proposed for the Poisson equation [4] and, then, extended to convection-reaction-diffusion problems with variable coefficients in [10]. The effectiveness of the virtual element approach is reflected in the many significant applications that have been developed in less than a decade see, for example, [17, 20, 59, 64, 2, 11, 10, 28, 65, 69, 55, 32, 37, 19, 3, 31]. Numerical dispersion can also be greatly reduced on carefully selected polygonal meshes, see [47, 41]. In these works, the Finite Difference Time Domain (FDTD) method is applied to a grid of hexagonal prisms and yields much less numerical dispersion and anisotropy than on using regular hexahedral grids where such method is normally considered.

Finally, the divergence of the magnetic field is zero in the Maxwell equations thus reflecting the absence of magnetic monopoles. Classical numerical discretizations fail to capture this property when the discrete versions of the divergence and rotational operators do not annihilate each other at the level of the zero machine precision, thus leaving a remainder that can significantly be compounded during a simulation. The consequence of the violation of this divergence-free constraint has thoroughly been investigated in the literature and it was seen that the numerical simulations are prone to significant errors [23, 22, 36, 67], as fictitious forces and an unphysical behavior may appear [36]. Efforts have been devoted to the development of divergence-free techniques. For example, in [39] the divergence equation $\nabla \cdot \mathbf{B} = 0$ is taken into account through a Lagrange multiplier that is additionally introduced in the set of the unknowns; in [50], the divergence-free condition relies on special flux limiters; in [46] a special energy functional is minimized by a least squares finite element method. Instead, the VEM considered in this chapter provides a numerical approximation of the magnetic field that is intrinsically divergence free as a consequence of a de Rham inequality chain. The VEM described in the papers of References [5, 6, 18] are also pertinent to this issue.

This chapter is structured as follows. In Section 2, we present the system of equations of the continuous MHD model and introduce its discrete virtual element approximation. In Section 3, we review the formal definition and properties of the finite dimensional functional spaces of the formulation of VEM. Here, we also discuss the computability of the orthogonal projection operators and the possibility of using oblique projection operators, which are orthogonal with respect to a different inner product. In Section 4, we present a number of energy estimates that provide evidence of the stability of the method. In Section 4, we review a possible linearization strategy for solving the nonlinear system that results from virtual element approximation of the MHD model and prove that the approximate magnetic field is divergence free. In Section 5, we discuss the well-posedness of the linear solver in the setting of saddle-point
problems. In Section 6, we assess the convergence behavior of the method and show an application of the VEM to the numerical modeling of a magnetic reconnection phenomenon. Finally, in Section 7, we give the full picture about the proposed method we outline.

2. Mathematical Formulation

Let the computational domain $D$ be an open, bounded, polygonal subset of $\mathbb{R}^3$. Further assume that there is a magnetized fluid contained in this domain. We denote by $\vec{u}$, $\vec{B}$, $\vec{E}$ and $p$ the velocity, magnetic and electric fields and the pressure of such a fluid. The evolution of these quantities is governed by the following system of differential equations:

**Incompressibility of the fluid**
\[ \nabla \cdot \vec{u} = 0, \quad (1a) \]

**Conservation of momentum**
\[ \frac{\partial}{\partial t} \vec{u} - R_e^{-1} \Delta \vec{u} - \vec{J} \times \vec{B} + \nabla p = \vec{f}, \quad (1b) \]

**Faraday’s Law**
\[ \frac{\partial}{\partial t} \vec{B} + \nabla \times \vec{E} = \vec{0}, \quad (1c) \]

**Ohm’s Law**
\[ \vec{J} = \vec{E} + \vec{u} \times \vec{B}, \quad (1d) \]

**Ampère’s Law**
\[ \vec{J} - R_m^{-1} \nabla \times \vec{B} = \vec{0}, \quad (1e) \]

We denote the two dimensional vector whose components are the $x, y$ components of a three dimensional vector using bold. Thus we denote
\[
\begin{align*}
\vec{B} & = \begin{pmatrix} B \\ B_z \end{pmatrix}, \\
\vec{E} & = \begin{pmatrix} E \\ E_z \end{pmatrix}, \\
\vec{u} & = \begin{pmatrix} u \\ u_z \end{pmatrix}, \\
\vec{J} & = \begin{pmatrix} J \\ J_z \end{pmatrix}, \\
\vec{f} & = \begin{pmatrix} f \\ f_z \end{pmatrix}.
\end{align*}
\]

In this chapter we will consider that the $z$–component of the magnetic field is exactly zero. Moreover, we will also consider that the $x$ and $y$ components of the magnetic and electric fields and the $z$–component of the velocity field do not vary in the $z$– direction. In summary, we are assuming that
\[
B_z = \frac{\partial}{\partial z} B = \frac{\partial}{\partial z} E = \frac{\partial}{\partial z} u_z = 0.
\]

The consequence is that the dynamics only occurs in two dimensions effectively reducing the dimensionality of the problem. Our goal will be to attain approximations to the $x$ and $y$ components of the electric and magnetic fields.

Consider an arbitrary, non-empty, cross-section parallel to the $x, y$–plane of $D$ denoted by $\Omega$. The domain $\Omega$ is embedded in $\mathbb{R}^2$ so each point $p \in \Omega$ has a fixed $z$–value. Applying the aforementioned set of assumptions allows us to predict the dynamics in $\Omega$ as being ruled by:

**Incompressibility of the fluid**
\[ \text{div} \vec{u} = 0, \quad (2a) \]

**Conservation of momentum**
\[ \frac{\partial}{\partial t} \vec{u} - R_e^{-1} \Delta \vec{u} - \vec{J} \times \vec{B} + \nabla p = \vec{f}, \quad (2b) \]

**Faraday’s Law**
\[ \frac{\partial}{\partial t} \vec{B} + \nabla \times \vec{E} = \vec{0}, \quad (2c) \]

**Ohm’s Law**
\[ \vec{J} = \vec{E} + \vec{u} \times \vec{B}, \quad (2d) \]

**Ampère’s Law**
\[ \vec{J} - R_m^{-1} \nabla \times \vec{B} = \vec{0}, \quad (2e) \]

Consider a scalar function $f : \Omega \rightarrow \mathbb{R}$ and vector functions
\[
\begin{align*}
g, f : \Omega & \rightarrow \mathbb{R}^2, \\
\text{where} \quad f & = \begin{pmatrix} f_x \\ f_y \end{pmatrix}, \\
g & = \begin{pmatrix} g_x \\ g_y \end{pmatrix}.
\end{align*}
\]
with the sub-indices denoting components of the vector values functions $f$ and $g$, rather than differentiation. We define two versions of a cross product:

$$ f \times g = \begin{pmatrix} -f_y g_x \\ f_x g_y \end{pmatrix}, \quad f \times g = f_x g_y - f_y g_x. \quad (3) $$

The two dimensional curl and divergence operators are defined as:

$$ \text{rot } E = \begin{pmatrix} \frac{\partial}{\partial y} E_x \\ -\frac{\partial}{\partial x} E_y \end{pmatrix}, \quad \text{rot } B = \frac{\partial}{\partial x} B_y - \frac{\partial}{\partial y} B_x \quad \text{and} \quad \text{div } u = \frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y}. $$

The initial conditions we prescribe onto the system are:

$$ u(0) = u_0 \quad \text{and} \quad B(0) = B_0. \quad (4) $$

The initial field $B_0$ must be divergence free, as Gauss’s Law for the magnetic field requires that $B$ remain divergence free throughout its evolution. Gauss’s law, i.e., the divergence free nature of $B$, is not explicitly stated in the system of MHD equations. This is due to the fact that, under the assumption that $B_0$ is divergence free, $\text{div } B = 0$ is a consequence of Faraday’s Law, implying that $B$ is solenoidal for all time. We have

$$ \frac{\partial}{\partial t} (\text{div } B) = \text{div } \left( \frac{\partial}{\partial t} B \right) = \text{div } (-\text{rot } E) = 0. \quad (5) $$

Hence,

$$ \text{div } B = \text{div } B_0 = 0. \quad (6) $$

Such condition is a further evidence of the fact that the magnetic field is divergence free and the violation of this condition will lead to a nonphysical description of a MHD phenomenon. We close the MHD system by adding the boundary conditions

$$ u = u_b \quad \text{and} \quad E = E_b \quad \text{on } \partial\Omega. \quad (7) $$

On using the divergence theorem and the incompressibility condition, we find that

$$ \int_{\partial\Omega} u \cdot n \,d\ell = \int_{\Omega} \text{div } u \,dA = 0, \quad (8) $$

which implies the consistency condition

$$ \int_{\partial\Omega} u_b \cdot n \,d\ell = 0 \quad (9) $$

on the boundary velocity field $u_b$.

2.1. Weak formulation

In this section, we present a weak formulation of problem (2). Such a formulation requires the definition of the following inner products and norms.

We use standard notation that, for the sake of completeness, we will describe in what follows. For a pair of sufficiently regular real-valued functions $f, g : \Omega \to \mathbb{R}$ or vector valued-functions $f, g : \Omega \to \mathbb{R}^2$ we define

$$ (f, g) = \int_{\Omega} fg \,dx, \quad (f, g) = \int_{\Omega} f \cdot g \,dx. \quad (10) $$

We will denote the $L^2$–norms by

$$ \|f\|_{0,\Omega} := \left( \int_{\Omega} |f|^2 \,dx \right)^{1/2}, \quad (11a) $$

$$ \|f\|_{0,\Omega} := \left( \int_{\Omega} |f|^2 \,dx \right)^{1/2}. \quad (11b) $$
The spaces \( L^2(\Omega) \) and \([L^2(\Omega)]^2\) will consist of all those scalar and vector functions, respectively, that have finite \( L^2 \)-norms. Likewise, the \( H^1 \)-norm sand the corresponding spaces \( H^1(\Omega) \) and \([H^1(\Omega)]^2\) are defined below. We have

\[
\|f\|_{1,\Omega} := \left( \|f\|^2_{1,\Omega} + \|\nabla f\|^2_{0,\Omega} \right)^{1/2},
\]

\[
\|f\|_{1,\Omega} := \left( \|f\|^2_{1,\Omega} + \|\nabla f\|^2_{0,\Omega} \right)^{1/2}.
\]

The setting, in space, will require the following functional spaces:

\[
H^1(\Omega) = \{ v \in L^2(\Omega) : \nabla v \in [L^2(\Omega)]^2 \},
\]

\[
H(\text{rot}; \Omega) = \{ D \in L^2(\Omega) : \text{rot} D \in [L^2(\Omega)]^2 \},
\]

\[
H(\text{div}; \Omega) = \{ C \in [L^2(\Omega)]^2 : \text{div} C \in L^2(\Omega) \},
\]

\[
L^2_0(\Omega) = \{ q \in L^2(\Omega) : \int_{\Omega} q \, dA = 0 \},
\]

\[
H^1_0(\Omega) = \{ v \in H^1 : v|_{\partial \Omega} = 0 \},
\]

\[
H_0(\text{rot}; \Omega) = \{ D \in H(\text{rot}; \Omega) : D|_{\partial \Omega} = 0 \}.
\]

Each of the function spaces in (13) are endowed with its natural norm. Let us refer to a generic version of the space from (13) as \( S(\Omega) \) and to its natural norm as \( \| \cdot \|_S \). We say that a function \( f : [0, T] \rightarrow S(\Omega) \) is continuous in time if it is continuous with respect to the natural norm \( \| \cdot \|_S \). The space of all time continuous functions \( f : [0, T] \rightarrow S(\Omega) \) is denoted as \( C(0, T; S(\Omega)) \). Thus,

\[
C^1 \left( 0, T; [H^1(\Omega)]^2 \right) = \left\{ v : [0, T] \rightarrow [H^1(\Omega)]^2 : v \text{ and } \frac{\partial v}{\partial t} \text{ are continuous} \right\},
\]

\[
C \left( 0, T; L^2_0(\Omega) \right) = \{ q : [0, T] \rightarrow L^2(\Omega) : q \text{ is continuous} \},
\]

\[
C \left( 0, T, H(\text{rot}; \Omega) \right) := \{ E : [0, T] \rightarrow H(\text{rot}; \Omega) : E \text{ is continuous} \},
\]

\[
C^1 \left( 0, T; H(\text{div}; \Omega) \right) = \left\{ B : [0, T] \rightarrow H(\text{div}; \Omega) : B \text{ and } \frac{\partial}{\partial t} B \text{ are continuous} \right\}.
\]

The weak form of problem (2a)-(2e) reads as:

Find

\[
\begin{align*}
\mathbf{u} & \in C^1 \left( 0, T; [H^1(\Omega)]^2 \right), \\
\mathbf{B} & \in C^1 \left( 0, T; H(\text{div}; \Omega) \right), \\
E & \in C \left( 0, T; H_0(\text{rot}; \Omega) \right), \\
p & \in C \left( 0, T; L^2_0(\Omega) \right),
\end{align*}
\]

such that

\[
\begin{align*}
\left( \frac{\partial}{\partial t} \mathbf{u}, \mathbf{v} \right) + R_e^{-1} \left( \nabla \mathbf{u}, \nabla \mathbf{v} \right) - \left( J \times \mathbf{B}, \mathbf{v} \right) - \left( p, \text{div} \mathbf{v} \right) & = \left( f, \mathbf{v} \right), \\
\left( \text{div} \mathbf{u}, q \right) & = 0, \\
\left( \frac{\partial}{\partial t} \mathbf{B}, \mathbf{C} \right) + \left( \text{rot} E, \mathbf{C} \right) & = 0, \\
\left( J, D \right) - R_m^{-1} \left( \mathbf{B}, \text{rot} D \right) & = 0, \\
J & = \mathbf{E} + \mathbf{u} \times \mathbf{B}, \quad \mathbf{u}(\cdot, 0) = \mathbf{u}_0, \quad \mathbf{B}(\cdot, 0) = \mathbf{B}_0 \text{ with } \text{div} \mathbf{B}_0 = 0,
\end{align*}
\]
for any \( v \in [H_0^1(\Omega)]^2 \), \( C \in H(\text{div}; \Omega) \), \( D \in H_0(\text{rot}; \Omega) \), and \( q \in L_0^2(\Omega) \). In this formulation we are making implicit that 
\[
 u = u_h \quad \text{and} \quad E = E_h \quad \text{along} \quad \partial \Omega.
\] (16)

3. The Virtual Element Method

In the VEM formulation, that will be presented, we will define conforming finite-dimensional subspaces of the spaces in (13). To do this we introduce a mesh of the domain \( \Omega \) with size \( h > 0 \). Then, we define mesh-dependent finite dimensional virtual element spaces:
\[
 \mathcal{P}_h \subset L^2(\Omega), \quad \mathcal{V}_h \subset H(\text{rot}; \Omega), \quad \mathcal{E}_h \subset H(\text{div}; \Omega), \quad \mathcal{T}\mathcal{V}_h \subset [H^1(\Omega)]^2.
\] (17a)

\[
 \mathcal{P}_{h,0} \subset L^2(\Omega), \quad \mathcal{V}_{h,0} \subset H_0(\text{rot}; \Omega), \quad \mathcal{T}\mathcal{V}_{h,0} \subset [H^1_0(\Omega)]^2,
\] (17b)

with the obvious inclusions
\[
 \mathcal{T}\mathcal{V}_{h,0} \subset \mathcal{T}\mathcal{V}_h, \quad \mathcal{V}_{h,0} \subset \mathcal{V}_h, \quad \mathcal{P}_{h,0} \subset \mathcal{P}_h.
\] (18)

These spaces will be formally defined in Subsections 3.2, 3.3, 3.4 and 3.6, respectively. We endow these finite dimensional spaces with the inner products
\[
 (u_h, v_h)_{\mathcal{T}\mathcal{V}_h} \approx (u_h, v_h), \quad [u_h, v_h]_{\mathcal{T}\mathcal{V}_h} \approx (\nabla u_h, \nabla v_h),
\] (19a)

\[
 (B_h, C_h)_{\mathcal{E}_h} \approx (B_h, C_h), \quad (E_h, D_h)_{\mathcal{V}_h} \approx (E_h, D_h),
\] (19b)

\[
 (p_h, q_h)_{\mathcal{P}_h} \approx (p_h, q_h),
\] (19c)

which approximate the corresponding inner products in \( L^2(\Omega) \) and \( H^1(\Omega) \) and their vector variants. In the formulation of the method, we will find it convenient to use a set of local and global interpolation operators embedding the continuous spaces into their discrete versions. We denoted the local operators referring to a specific mesh element \( P \) as \( \mathcal{I}_{p}^\mathcal{T}\mathcal{V}_h, \mathcal{I}_{p}^\mathcal{E}_h, \mathcal{I}_{p}^\mathcal{V}_h \) and \( \mathcal{I}_{p}^h \) and the corresponding global ones \( \mathcal{I}^\mathcal{T}\mathcal{V}_h, \mathcal{I}^\mathcal{E}_h, \mathcal{I}^\mathcal{V}_h \) and \( \mathcal{I}^h \).

Having defined the functional spaces the functional spaces, we now turn our attention to the time variable. We begin by introducing a time-step \( \Delta t > 0 \) and the time staggering parameter \( 0 \leq \theta \leq 1 \). The approximate solutions will be considered at time steps given by
\[
 t^n = n\Delta t, \quad t^{n+\theta} = (n+\theta)\Delta t.
\]

These approximations are abbreviated by \( u^n_h = u_h(\cdot, t^n) \), \( p_{h}^{n+\theta} = p_h(\cdot, t^{n+\theta}) \), \( B_{h}^{n} = B_h(\cdot, t^n) \), and \( E_{h}^{n+\theta} = E_h(\cdot, t^{n+\theta}) \) for the time-dependent vector fields \( u_h \) and \( B_h \) and the scalar fields \( E_h \) and \( p_h \), respectively, approximating \( u, B, E \) and \( p \). These vector fields are the solution of the virtual element method, which reads as:

Find \( \{(u_h^n, B_h^n)\}_{n=0}^{N} \subset \mathcal{T}\mathcal{V}_h \times \mathcal{E}_h \) and \( \{(E_h^{n+\theta}, p_h^{n+\theta})\}_{n=0}^{N-1} \subset \mathcal{V}_h \times \mathcal{P}_{h,0} \), such that

\[
 \left( u_{h}^{n+1} - u_{h}^{n}, v_h \right)_{\mathcal{T}\mathcal{V}_h} + \frac{\Delta t}{2} \left( u_{h}^{n+\theta}, v_h \right)_{\mathcal{T}\mathcal{V}_h} + \left( J_{h}^{n+\theta}, T \mathcal{V}_h (v_h \times \PiRT B_{h}^{n+\theta}) \right)_{\mathcal{V}_h} = 0,
\]

\[
 - \left( p_{h}^{n+\theta}, \text{div} \, v_h \right)_{\mathcal{P}_h} = \left( f_h, v_h \right)_{\mathcal{T}\mathcal{V}_h},
\]

\[
 \left( \text{div} \, u_{h}^{n+\theta}, q_h \right)_{\mathcal{P}_h} = 0,
\]

\[
 \left( B_{h}^{n+1} - B_{h}^{n}, C_h \right)_{\mathcal{E}_h} + \left( \text{rot} \, E_{h}^{n+\theta}, C_h \right)_{\mathcal{E}_h} = 0,
\]

\[
 \left( J_{h}^{n+\theta}, D_h \right)_{\mathcal{V}_h} - R_{m}^{-1} \left( B_{h}^{n+\theta}, \text{rot} \, D_h \right)_{\mathcal{E}_h} = 0,
\]

for all \( v_h \in \mathcal{T}\mathcal{V}_{h,0}, C_h \in \mathcal{E}_h, D_h \in \mathcal{V}_{h,0} \) and \( q_h \in \mathcal{P}_{h,0} \). We define

\[
 J_{h}^{n+\theta} := E_{h}^{n+\theta} + \mathcal{T}\mathcal{V}_h (u_{h}^{n+\theta} \times \PiRT B_{h}^{n+\theta}),
\] (21)
and the fractional step quantities $u_h^{n+\theta}$, $B_h^{n+\theta}$ through linear (in time) interpolations
\begin{align}
  u_h^{n+\theta} &:= (1-\theta)u_h^n + \theta u_h^{n+1}, \\
  B_h^{n+\theta} &:= (1-\theta)B_h^n + \theta B_h^{n+1}.
\end{align}

The initial conditions are given as
\begin{equation}
  u_h^0 = \mathcal{I}^{TV_h}(u_0), \quad B_h^0 = \mathcal{I}^{V_h}(B_0) \quad \text{with} \quad \text{div} \, B_0 = 0.
\end{equation}

Here, we implicitly assume that for all $t \in [0, T]$:
\begin{equation}
  E_h(t) = \mathcal{I}^{V_h}(E_0(t)) \quad \text{and} \quad u_h(t) = \mathcal{I}^{TV_h}(u_b(t)) \quad \text{along} \quad \partial \Omega.
\end{equation}

Here we use $E_b$ and $u_b$ as the extensions to the continuous boundary conditions to the interior of $\Omega$.

The term labeled as (*) in (20a) is produced by the approximation
\begin{equation}
  -\left( J \times B, v \right) = \left( J, v \times B \right) \approx \left( J_h, \mathcal{I}^{V_h}(v_h \times B_h) \right)_{V_h}.
\end{equation}

The reason why we use this discretization will be made clear in Section 4, where we present the stability estimates in the $L^2(\Omega)$ norm. It is important to note that when $\theta = 0$ the scheme, in time, is a forward Euler step. Whereas if $\theta = 1$ the scheme is a Backward Euler step.

3.1. Mesh notation and regularity assumptions

In this subsection, we present the main notation and the regularity assumptions that we will make on the mesh.

For ease of exposition, we assume that the computational domain $\Omega$ be an open, bounded, connected subset of $\mathbb{R}^2$ with polygonal boundary $\Gamma$. We consider the family of domain partitionings $\mathcal{T} = \{\Omega_h\}_{h \in \mathcal{H}}$. Every partition $\Omega_h$, the mesh, is a finite collection of polygonal elements $P$, which are such that $\overline{\Omega} = \bigcup_{P \in \Omega_h} \overline{P}$.

For a polygonal element $P \in \Omega_h$, we denote the boundary of $P$ by $\partial P$, the outward unit normal to the boundary by $\mathbf{n}_P$, its diameter by $h_P = \max_{x, y \in P} |x - y|$, and its area by $|P|$. Each elemental boundary $\partial P$ is formed by a sequence of one-dimensional non-intersecting straight edges $e$ with length $h_e$ and midpoint $x_e = (x_e, y_e)$. To enforce mesh regularity we require that there exists $\rho \geq 0$ independent of the mesh size $h > 0$, such that
\begin{enumerate}[(M1)]
  \item every polygonal cell $P \in \Omega_h$ is star-shaped with respect to every point of some disk of radius $\rho h_P$;
  \item every edge $e \in \partial P$ of cell $P \in \Omega_h$ satisfies $h_e \geq \rho h_P$.
\end{enumerate}

The regularity assumptions (M1)-(M2) allow us to use meshes with cells having quite general geometric shapes. For example, non-convex cells or cells with hanging nodes on their edges are admissible. Nonetheless, these assumptions have some important implications such as: (i) every polygonal element is simply connected; (ii) the number of edges of each polygonal cell in the mesh family $\{\Omega_h\}_{h}$ is uniformly bounded; (iii) a polygonal element cannot have arbitrarily small edges with respect to its diameter $h_P \leq h$ for $h \to 0$ and inequality $h_e^2 \leq C(\rho)|P|h_P^2$ holds, with the obvious dependence of constant $C(\rho)$ on the mesh regularity factor $\rho$.

\textbf{Remark 3.1} It is worth mentioning that virtual element methods on polygonal meshes possibly containing “small edges” have been considered in [25] for the numerical approximation of the Poisson problem. The work in [25] extends the results in [14] for the original two-dimensional virtual element method to the version of the virtual element method in [1] that can also be applied to problems in three dimensions, see [35]. Finally, we note that assumptions (M1)-(M2) above also imply that the classical polynomial approximation theory in Sobolev spaces holds [24]. While these assumptions are the minimal necessary to develop theoretical analysis, in practice they can be significantly weakened.

3.2. The Nodal Space

Consider the cell $P$ of the polygonal mesh $\Omega_h$. The formal definition of the nodal elemental space is
for which there exist two real constants \( s_s \) and \( s^* \) independent of \( h \) such that

\[
(E_h, D_h)_{\mathcal{V}_h(P)} = (\Pi_p E_h, \Pi_p D_h) + S^*(1 - \Pi_p)E_h, (1 - \Pi_p)D_h),
\]

where \( S^* \) is the stabilization bilinear form. According to the standard VEM construction, \( S^* \) can be any bilinear form for which there exist two real constants \( s_s \) and \( s^* \) independent of \( h \) such that

\[
\text{rot } D_h = 0 \quad \text{in } \mathcal{P}
\]
In practice, we can design the stabilization as in [57, 37]. This inner product defines the norm in $V_h(\mathcal{P})$ given by $\|D_h\|_{\mathcal{V}_h(\mathcal{P})}^2(\mathcal{H}) = (D_h, D_h)_{V_h(\mathcal{P})}$. When the projection operator $\Pi$ satisfies properties (P1)-(P3), the inner product (27) satisfies two fundamental properties summarized in the following theorem.

**Theorem 3.3** The inner product $(\cdot, \cdot)_{V_h(\mathcal{P})}$ defined in (27) satisfies

- **Linear consistency:**

  $$\langle p, q \rangle_{V_h(\mathcal{P})} = \langle p, q \rangle \quad \forall p, q \in \mathcal{P}_1(\mathcal{P}) \subset V_h(\mathcal{P}).$$  
  

- **Stability:** there exists two real constants $\alpha_*$ and $\alpha^* > 0$ independent of $h$ and $\mathcal{P}$ such that

  $$\alpha_* \|D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 \leq \|D_h\|_{V_h(\mathcal{P})}^2 \leq \alpha^* \|D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 \quad \forall D_h \in V_h(\mathcal{P})^2.$$  

**Proof.** To prove the **linear consistency** (29), take two polynomial functions $p, q \in \mathcal{P}_1(\mathcal{P})$. Property (P2) implies that $\Pi p = p$ and $\Pi q = q$. So, the stabilization term in (27) is zero, and we find that

$$\langle p, q \rangle_{V_h(\mathcal{P})} = \langle \Pi p, \Pi q \rangle = \langle p, q \rangle_{\mathcal{P}}.$$

To prove the lower bound of the **stability** condition (30), we add and subtract $\Pi p D_h$, apply the triangular inequality, the left-most inequality in (28) and note that

$$\|D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 = \|\Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})} + \|D_h - \Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 \leq \|\Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})} + \|D_h - \Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 \leq \|D_h\|_{\mathcal{V}_h(\mathcal{P})}^2.$$

To conclude this theorem we use

$$\|D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 = \|\Pi p D_h, \Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})} + \|D_h - \Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 \leq \|\Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})} + \|D_h - \Pi p D_h\|_{\mathcal{V}_h(\mathcal{P})}^2 \leq \alpha^* \|D_h\|_{\mathcal{V}_h(\mathcal{P})}^2,$$

where the upper bound $\alpha^*$ in (30) is given by $\alpha^* = \max(\alpha, \alpha^*)$.

Note that both lower and upper bounds $\alpha_*$ and $\alpha^*$ depend only on the upper bound $\alpha_*$ of the projection operator $\Pi$ and are independent of mesh resolution $h$.

The global space $\mathcal{V}_h$ is the subset of functions in $H(\text{rot}; \Omega)$ whose restriction to any element $\mathcal{P} \in \Omega_h$ belongs to $\mathcal{V}_h(\mathcal{P})$. Formally, we write that

$$\mathcal{V}_h = \{ D_h \in H(\text{rot}; \Omega) : \forall \mathcal{P} \in \Omega_h \quad D_h|_{\mathcal{P}} \in \mathcal{V}_h(\mathcal{P}) \}.$$

We endow the global space $\mathcal{V}_h$ with the global inner product

$$\langle E_h, D_h \rangle_{\mathcal{V}_h} = \sum_{\mathcal{P} \in \Omega_h} \langle E_h|_{\mathcal{P}}, D_h|_{\mathcal{P}} \rangle_{\mathcal{V}_h(\mathcal{P})} \quad \forall E_h, D_h \in \mathcal{V}_h,$$

and the global norm $\|D_h\|_{\mathcal{V}_h}^2 = (D_h, D_h)$ The global inner product inherits the properties of accuracy and stability from the elemental inner product that are stated in Theorem 3.3.

**Corollary 3.4** The inner product $(\cdot, \cdot)_{\mathcal{V}_h}$ defined in (27) has the two properties:

- **Linear consistency:**

  $$\langle p, q \rangle_{\mathcal{V}_h} = \langle p, q \rangle \quad \forall p, q \in \mathcal{P}_1(\Omega_h) \subset \mathcal{V}_h(\mathcal{P}).$$  


– **Stability:** there exists two real constants $\alpha_*$ and $\alpha^* > 0$ independent of $h$ and $\mathcal{P}$ such that

$$\alpha_* \|D_h\|^2 \leq \|D_h\|^2_{\mathcal{V}_h(\mathcal{P})} \leq \alpha^* \|D_h\|^2 \quad \forall D_h \in \mathcal{V}_h(\mathcal{P})^2,$$  

where the lower and upper bound constants $\alpha_*$ and $\alpha^* > 0$ are the same constants introduced in Theorem 3.3 and $\mathcal{P}_1(\Omega_h)$ is the space of piecewise linear polynomials built on the mesh $\Omega_h$.

**Proof.** Proof of this Corollary follows immediately from the results of Theorem refThm:EquivalentInProdsVh(P).

Finally, we introduce the **global interpolation operator** $\mathcal{I}^{V_h} : H(\text{rot}; \Omega) \to \mathcal{V}_h$, whose restriction to any cell coincides with the elemental interpolation operator:

$$\mathcal{I}^{V_h}(D_h)|_p = \mathcal{I}^{V_h}_p(D_h|_p) \quad \forall D_h \in \mathcal{V}_h \in \Omega_h.\quad (35)$$

### 3.2.1. The polynomial reconstruction operators

We discuss here three alternative choices for the oblique projections that can be used to approximate inner products in the space $\mathcal{V}_h(\mathcal{P})$.

**I (I) Elliptic Projection operator.** We denote this projection operator as

$$\Pi^\text{rot}_p : \mathcal{V}_h(\mathcal{P}) \to \mathcal{P}_1(\Omega).\quad (36)$$

For $D_h \in \mathcal{V}_h(\mathcal{P})$ the elliptic projection operator is the solution to the variational problem

$$\int_{\mathcal{P}} \text{rot} (D_h - \Pi^\text{rot}_p D_h) \cdot \text{rot} q \, dA = 0 \quad \forall q \in \mathcal{P}_1(\mathcal{P}),\quad (37a)$$

$$P_0(D_h - \Pi^\text{rot}_p D_h) = 0,\quad (37b)$$

where we use the additional projector $P_0(D_h) = \sum_{\partial \mathcal{P}} D_h(\mathcal{V})$ on $\mathcal{P}_0(\mathcal{P})$ to remove the kernel of operator $\text{rot}$. The linear polynomial $\Pi^\text{rot}_p D_h$ is computable because the integral quantities

$$\int_{\mathcal{P}} \text{rot} D_h \cdot \text{rot} q \, dA \quad \forall q \in \mathcal{P}_1(\mathcal{P}),\quad (38)$$

are computable from the degrees of freedom (V) of $D_h$. To prove this statement we use the Green’s theorem, note that $\text{rot} \text{rot} q = 0$, since $q \in \mathcal{P}_1(\mathcal{P})$, and split the integral on $\partial \mathcal{P}$ in the summation of edge integrals to obtain

$$\int_{\mathcal{P}} \text{rot} D_h \cdot \text{rot} q \, dA = \int_{\mathcal{E}} D_h \text{rot} \text{rot} q \, dA + \int_{\partial \mathcal{P}} D_h \cdot \text{rot} q \, \ell,$$

$$= \sum_{e \in \partial \mathcal{P}} \int_{e} D_h \cdot \text{rot} q \, \ell,$$

where $\ell$ is the unit tangent vector parallel to $\mathcal{E}$. The edge integrals are computable because $\ell \cdot \text{rot} q$ is a known function in $\mathcal{P}_0(\mathcal{E})$ and we can interpolate the trace $D_h|_e \in \mathcal{P}_1(\mathcal{E})$ using the evaluation of $D_h$ at the vertices of edge $\mathcal{E}$, which are known from the degrees of freedom (V).

**II Least Squares polynomial reconstruction operator.** The second reconstruction operator that we consider is denoted as

$$\Pi^{LS}_p : \mathcal{V}_h(\mathcal{P}) \to \mathcal{P}_1(\Omega).\quad (39)$$

For a function $D_h \in \mathcal{V}_h(\mathcal{P})$, the linear polynomial $\Pi^{LS}_p D_h$ is the solution of the Least Squares problem

$$\Pi^{LS}_p D_h(x) := \arg\min_{q \in \mathcal{P}_1(\mathcal{P})} \sum_{\partial \mathcal{P}} |D_h(x_e) - q(x_e)|^2.$$

The solution to this problem has a closed form that can be easily written as follows. Let $\{m_1, m_2, m_3\}$ be the scaled monomial basis of $\mathcal{P}_1(\mathcal{P})$, which is given by:

$$m_1(x, y) = 1, \quad m_2(x, y) = \frac{x - x_p}{h_p}, \quad \text{and} \quad m_3(x, y) = \frac{y - y_p}{h_p},$$

And for $q \in \mathcal{P}_1(\mathcal{P})$ we have

$$q(x) = m_1(x, y) u_1 + m_2(x, y) u_2 + m_3(x, y) u_3.$$
where \( \mathbf{x}_P = (x_P, y_P)^T \) is the position vector of the barycenter of \( P \). Let
\[
\Pi_P^{E} D_h(x, y) = a m_1(x, y) + b m_2(x, y) + c m_3(x, y).
\]
We denote the position vector of the \( i \)-th vertex \( v_i \) by \( x_i \), for \( i = 1, \ldots, N \), where \( N \) is the number of vertices of \( P \). Then, the coefficient vector \( \xi = (a, b, c)^T \) is the solution of the system
\[
A \xi = b \quad \text{with} \quad A = \begin{pmatrix}
m_1(x_1) & m_2(x_1) & m_3(x_1) \\
m_1(x_2) & m_2(x_2) & m_3(x_2) \\
\vdots & \vdots & \vdots \\
m_1(x_N) & m_2(x_N) & m_3(x_N)
\end{pmatrix}, \quad b = \begin{pmatrix}
D_h(x_1) \\
D_h(x_2) \\
\vdots \\
D_h(x_N)
\end{pmatrix}.
\]
Since \( A \) is a maximum rank matrix, the array of the solution coefficients is given by
\[
\xi = (A^T A)^{-1} A^T b.
\]

**III Galerkin Interpolation operator.** The final projector that we consider in this chapter is denoted as \( \Pi_P^{pw} \) and is the piecewise linear Galerkin interpolation on a triangular partition of \( P \). If \( P \) is a convex polygon, we can easily build such triangular partition by connecting its vertices and the barycenter given by the convex linear combination
\[
\mathbf{x}_v^* = \sum_{v \in \partial P} \alpha_v \mathbf{x}_v,
\]
for some suitable choices of the coefficients \( \alpha_v \) that are such that \( 0 \leq \alpha_v \leq 1 \) for every \( v \) and \( \sum_{v \in \partial P} \alpha_v = 1 \). If \( P \) is only star-shaped but not necessarily convex, we can still define an inner point \( v^* \) by a different choice of the coefficients \( \alpha_v \). For a given function \( D_h \in \mathcal{V}_h(P) \), we assume that
\[
\Pi_P^{pw} D_h(x_v^*) = \sum_{v \in \partial P} \alpha_v D_h(v) \quad \text{and} \quad \Pi_P^{pw} D_h(x_v^*) = D_h(v_x^*) \quad \forall v \in \partial P.
\]
Then, in every triangle \( T \) with vertices \( v_1, v_2, \) and \( v^* \), we define \( \Pi_P^{pw} D_h(x) \) as the linear interpolant of the values \( D_h(v_1), D_h(v_2), \) and \( D_h(v^*) \).

### 3.3. The Edge Space

The next virtual element space that we consider is the finite dimensional counterpart of \( \mathcal{H}(\text{div}; \Omega) \). This space was introduced in [9]. Like before, we begin by defining a local space over a cell \( P \). The formal definition reads as
\[
\mathcal{E}_h(P) := \left\{ C_h \in H(\text{div}; P) \cap H(\text{rot}; P) : \text{div} \ C_h \in \mathbb{P}_0(P), \ \text{rot} \ C_h = 0, \ C_h|_e \cdot n \in \mathbb{P}_0(e) \ \forall e \in \partial P \right\}.
\]
Every virtual element function \( C_h \in \mathcal{E}_h(P) \) is characterized by the following set of degrees of freedom (E) the average of the normal flux on each edge:
\[
\forall e \in \partial P : \frac{1}{|e|} \int_e C_h \cdot n \, dl.
\]
These are represented by red arrows pointing out the edges of the cell \( P \), see the sample picture in Figure 2.

In order to properly state the property of unisolvency we introduce \( \mathcal{R}_e : H(\text{div}; P) \to \mathbb{R}^N \) such that for any \( C \in H(\text{div}; P) \) the array \( \mathcal{R}_e(C) \) is the array of degrees of freedom of \( C \). This result is stated below

**Theorem 3.5** Let \( \mathcal{K}_e : \mathcal{E}_h(P) \to \mathbb{R}^N \) be the restriction of \( \mathcal{R}_e \). Then, \( \mathcal{K}_e \) is bijective.

In view of the unisolvency of \( \mathcal{E}_h(P) \), we define the interpolation operator \( \mathcal{I}_p^h = \mathcal{K}_e^{-1} \circ \mathcal{R}_e \).

Next, we define an important projector in the space \( \mathcal{E}_h(P) \), namely the orthogonal projections \( \Pi_P^0 : \mathcal{E}_h(P) \to \mathbb{P}_0(P) \) whose image are the solution to the variational problem
\[
(C_h - \Pi_P^0 C_h, q)_P = 0 \quad \text{for all} \quad q \in [\mathbb{P}_0(P)]^2,
\]
(42)
for every $C_h \in \mathcal{E}_h(P)$, and where $RT_0(P)$ is the space of vector-valued functions over $P$ defined as This projector are computable using the degrees of freedom (E). Pick $q \in [P_0(P)]^2$, $p \in P_1(P)$ where the scalar polynomial $p$ is chosen so that $q = \nabla p$. Then, we apply the Green theorem and we find that

$$\int_P C_h \cdot q \, dA = \int_P C_h \cdot \nabla p \, dA = -\int_P (\text{div} \, C_h)p \, dA + \int_{\partial P} p C_h \cdot n \, dl$$

(43)

for all $C_h \in \mathcal{E}_h(P)$. We split the integral on $\partial P$ in the summation of line integrals

$$\int_{\partial P} C_h \cdot n p \, dl = \sum_{e \in \partial P} (C_h \cdot n)_{|e} \int_e p \, dl,$n$$

and we note that $C_h \cdot n_{|e}$ is constant on each edge $e \in \partial P$, cf. space definition (41), and coincides with the evaluation in (E). In turn, we compute $\text{div} \, C_h \in \mathbb{P}_0(P)$ by applying the divergence theorem:

$$\text{div} \, C_h = \frac{1}{|P|} \int_{\partial P} C_h \cdot n \, dl = \frac{1}{|P|} \sum_{e \in \partial P} |e| \left( \frac{1}{|e|} \int_e C_h \cdot n \, dl \right).$$

(45)

Note that the polynomial $p$ is determined by the relation $\nabla p = q$ and is defined up to an additive constant factor. If we choose this constant factor equal to the elemental average of $p$ on $P$, so that $\int_P p \, dA = 0$, we can make the area integral vanish since

$$\int_P (\text{div} \, C_h)p \, dA = (\text{div} \, C_h)|_P \int_P p \, dA = 0.$$ 

(46)

In conclusion, the information about a virtual element function $C_h$ in the space $\mathcal{E}_h(P)$ that we need to compute the projection $\Pi^p_0 C_h$ can be read off the degrees of freedom of $C_h$.

We can use $\Pi^p_0$ to define the inner product:

$$(B_h, C_h)_{\mathcal{E}_h(P)} = (\Pi^p_0 B_h, \Pi^p_0 C_h) + S^*(\mathbb{I} - \Pi^p_0)B_h, (\mathbb{I} - \Pi^p_0)C_h)$$

(47)

for every possible pair of virtual element functions $B_h, C_h \in \mathcal{E}_h(P)$. As before, the stabilization form $S^*$ can be any continuous bilinear form for which there exists two strictly positive constants $s_*$ and $s^*$ independent of $h$ such that

$$s_* \|C_h\|_{0,p}^2 \leq S^*(C_h, C_h) \leq s^* \|C_h\|_{0,p}^2 \quad \forall C_h \in \mathbb{E}_h(P) \cap \text{ker } \Pi^p_0 \cap \mathcal{E}_h(P).$$

Practical implementations of $S^*$ can be designed according with [57, 37] for more examples. The constants $s_*$ and $s^*$ are different from those in equation (28). This inner product defines the norm

$$\|C_h\|_{\mathcal{E}_h(P)} = (C_h, C_h)_{\mathcal{E}_h(P)}^{1/2} \quad \forall C_h \in \mathcal{E}_h(P),$$

(48)

and the two fundamental properties of $\mathbb{P}_0$-consistency an stability hold as stated in the following theorem.

**Theorem 3.6** The inner product $(\cdot, \cdot)_{\mathcal{E}_h(P)}$ defined in (47) has the two properties:

- $\mathbb{P}_0$-consistency:

$$(C_h, q)_{\mathcal{E}_h(P)} = (C_h, q) \quad \forall C_h \in \mathcal{E}_h(P), q \in [P_0(P)]^2$$

(49)
Theorem (43) can be computed as before with the only difference being that the quadrature rule used in (44) needs to be presented for $E$. This projector is also computable using only the degrees of freedom in $E$. Together its respective elemental definitions, so that

$$\beta_+ \| C_h \|_{\Omega}^2 \leq \| C_h \|_{E_h(p)}^2 \leq \beta^* \| C_h \|_{\Omega}^2 \quad \forall C_h \in E_h(P).$$

Proof 1 We omit the proof of this theorem since it is essentially the same as the one presented for Theorem 3.3. We just note here the orthogonality of the projector $\Pi^0_\rho P$ makes a more general result possible as the consistency condition is verified at least one and not necessarily both of the entries of $(C_h, q)_{E_h(p)}$ is a (vector-valued) polynomial field. In fact, if $q \in [\mathbb{P}_2(P)]^2$ we have that $S^\rho((I - \Pi^0_\rho)C_h, (I - \Pi^0_\rho)q) = 0$ because $\Pi^0_\rho q = q$. Then, the definition of the orthogonal projection $\Pi^0_\rho$, which is also polynomial-preserving, implies that

$$(B_h, C_h)_{E_h(P)} = (\Pi^0_\rho C_h, \Pi^0_\rho q) = (C_h, \Pi^0_\rho q) = (C_h, q)_{\rho}$$

for all $C_h \in E_h(P)$ and $q \in \mathbb{P}_0(P)$.

We introduce the global virtual element space $E_h$ built on the mesh $\Omega_h$ by pasting together the elemental spaces $E_h(P)$ built on all cells $P$:

$$E_h = \{ C_h \in H(\text{div}; \Omega) : C_h|_P \in E_h(P) \; \forall P \in \Omega_h \}.$$

We endow this space with the inner product

$$(B_h, C_h)_{E_h} = \sum_{P \in \Omega_h} (B_h|_P, C_h|_P)_{E_h(P)} \quad \forall B_h, C_h \in E_h,$$

and the induced norm

$$\| C_h \|^2_{E_h} = (C_h, C_h)_{E_h} \quad \forall C_h \in E_h.$$

As for the nodal space, this global inner product and associated norm satisfy the fundamental properties of $\mathbb{P}_0$-consistency and stability, which we state in the next corollary. These properties imply the exactness of the inner product defined in (52) on the piecewise constant functions and that the norm defined in (47) is equivalent to the $L^2$ norm. We omit the proof since these properties are an immediate consequence of Theorem 3.6.

**Corollary 3.7** The inner product $(\cdot, \cdot)_{E_h}$ defined in (52) has the two properties:

- **Linear consistency:**
  
  $$(C_h, q)_{E_h(P)} = (C_h, q) \quad \forall C_h \in E_h, q \in [\mathbb{P}_0(\Omega_h)]^2.$$

- **Stability:** there exists two real constants $\beta_+$ and $\beta^+$ > 0 independent of $h$ such that

$$\beta_+ \| C_h \|_{\Omega}^2 \leq \| C_h \|_{E_h(p)}^2 \leq \beta^* \| C_h \|_{\Omega}^2 \quad \forall C_h \in E_h(P).$$

Next, we introduce the global interpolation operator $I^E_h : H(\text{div}; \Omega) \rightarrow V_h$. This operator is defined by gluing together its respective elemental definitions, so that

$$I^E_h(C_h)|_P = I^E_h(C_h|_P)$$

To end this subsection we will define a second orthogonal projection that we will use to approximate a term unique to MHD. Consider a cell $P$ and define $\Pi^R h^{-1} : E_h(P) \rightarrow RT_0(P)$. Given $C_h \in E_h(P)$ the image $\Pi^R h^{-1} C_h$ is the solution to the variational formulation

$$(C_h - \Pi^R h^{-1} C_h, q)_P = 0$$

for all $q \in RT_0(P)$,

where

$$RT_0(P) = \left\{ a \begin{pmatrix} 1 \\ 0 \end{pmatrix} + b \begin{pmatrix} 0 \\ 1 \end{pmatrix} + c \begin{pmatrix} x \\ y \end{pmatrix} : a, b, c \in \mathbb{R} \right\}.$$

This projector is also computable using only the degrees of freedom in $E_h(P)$. The strategy is the same as the one presented for $\Pi^0_\rho$. Consider $q \in RT_0(P)$ and $p \in \mathbb{P}_2(P)$ with $\int_{\Omega} p \text{div} A = 0$ such that $\nabla p = q$. The terms in Green’s Theorem (43) can be computed as before with the only difference being that the quadrature rule used in (44) needs to be exact for quadratic polynomials.
The global orthogonal projector $\Pi_{RT}^h : E_h \rightarrow RT_0(\Omega_h)$, where $RT_0(\Omega_h) = \{ q \in H(\text{div}; \Omega) : q|_P \in RT_0(P) \}$, is defined as

$$\Pi_{RT}^h(C_h)_P = \Pi_{RT}^h(C_h|_P) \quad \forall P \in \Omega_h. \quad (57)$$

We use $\Pi_{RT}$ to approximate the term "$u \times B$" as can be evidenced in the MHD variational formulation (20). The main issue with the aforementioned term is that we only have access to the fluxes of the magnetic field across the edges while the inner product in the variational formulation requires nodal evaluations. We amend this inconsistency by projecting the magnetic field onto the space of vector polynomial fields $RT_0(P)$ and extract the necessary evaluations from this projection. We note that we could use $\Pi_0^h$ to extract these vertex evaluations. However, more complex MHD models have terms of the form $(\text{rot} B) \times B, D)$. (58) Such a quantity cannot be estimated using $\Pi_0^h$ since the codomain of this projector is the space of constants and their curl is zero. In this case using the projector $\Pi_{RT}^h$ is ideal for low order approximations.

3.4. The cell space

The final space that we need to define for the electromagnetic part is the space of piecewise constant functions on $\Omega_h$, i.e., the space of constant polynomials in every element $P$:

$$P_h = \{ q_h \in L^2(\Omega) : q_h|_P \in P_0(P) \forall P \in \Omega_h \}. \quad (59)$$

The degrees of freedom of a function $q_h \in P_h$ are given by (D) the elemental averages of $q_h$ over every cell $P \in \Omega_h$

$$\frac{1}{|P|} \int_P q_h \, dA. \quad (60)$$

These are represented by red disks in the interior of the cell $P$, see the sample picture in Figure 3. It is straightforward to see that such degrees of freedom are unisolvent in $P_h$. In fact, the constant value given by restricting a function $q_h$ to a cell is precisely the degree of freedom of $q_h$ associated with that cell. We endow the elemental space $P_h$ with the inner product

$$(p_h, q_h)_{P_h} = \sum_{|P|} |P| p_h|_P q_h|_P \quad \forall p_h, q_h \in P_h,$$

which is the $L^2(\Omega)$ inner product of two piecewise constant functions. This inner product induces the norm

$$||q_h||_{P_h}^2 = (q_h, q_h)_{P_h}, \quad \forall q_h \in P_h,$$

which is the $L^2(\Omega)$-norm restricted to the functions of $P_h$, so that

$$||q_h||_{P_h} = ||q_h||_{0,\Omega} \quad \forall q_h \in P_h.$$

Finally, we define the global interpolation operator $I_{P_h}^h : L^2(\Omega) \rightarrow P_h$ such that for every $q \in L^2(\Omega)$ we have:

$$(I_{P_h}^h q)_P = \frac{1}{|P|} \int_P q_h \, dA \quad \forall P \in \Omega_h. \quad (61)$$
3.5. The de Rham complex.

In the previous sections we introduced and discussed the virtual element spaces \( V_h, \mathcal{E}_h \) and \( P_h \). It is well-known that the spaces \( H(\text{rot}; \Omega), H(\text{div}; \Omega) \) and \( L^2(\Omega) \) form the de Rham chain

\[
H(\text{rot}; \Omega) \xrightarrow{\text{rot}} H(\text{div}; \Omega) \xrightarrow{\text{div}} L^2(\Omega).
\]  

(62)

If \( \Omega \) is simply connected, the chain is exact, see [61]. Equivalently, we can say that

\[
\text{rot} \ H(\text{rot}; \Omega) = \{ C \in H(\text{div}; \Omega) : \text{div} \ C = 0 \}.
\]

In the spirit of constructing a discrete version of the continuous problem, the spaces \( V_h, \mathcal{E}_h \) and \( P_h \) also form a similar exact de Rham chain

\[
V_h \xrightarrow{\text{rot}} \mathcal{E}_h \xrightarrow{\text{div}} P_h.
\]

(63)

This chain was first introduced in [7], and explored in more details and generality in [9]. It reveals that the set of degrees of freedom are transformed in accordance with the following diagram:

First we want to show that the chain in (63) is well-defined. This is to say that two important inclusions hold. The first is presented in the following lemma.

Lemma 3.8 Let \( V_h \) and \( \mathcal{E}_h \) be the virtual element spaces defined in (25) and (41) respectively. Then, it holds that

\[
\text{rot} \ V_h \subset \mathcal{E}_h.
\]

(64)

Proof. Let \( P \) be a mesh cell of \( \Omega_h \) and take \( D_h \in V_h(P) \). In view of the definition of \( V_h(P) \), we have that \( \text{rot} \ \text{rot} \ D_h = 0 \) in \( P \) and, clearly, \( \text{div} \ \text{rot} \ D_h = 0 \in P_0(P) \). Moreover, for every edge \( \epsilon \in \partial P \), we find that \( (\text{rot} \ D_h \cdot n)_{\partial P} = (\nabla D_h \cdot t)_{\partial P} \in P_0(\epsilon) \). Consequently, \( (\text{rot} \ D_h)_{P} \in \mathcal{E}_h(P) \), and, thus, \( \text{rot} D_h \in \mathcal{E}_h \) for every \( D_h \in \mathcal{E}_h \) proving the inclusion relation in (64). \( \square \)

From Lemma 3.8, we know that \( \text{rot} \ D_h \in \mathcal{E}_h \) if \( D_h \in V_h \). Moreover, we can compute the degrees of freedom of \( \text{rot} D_h \) in \( \mathcal{E}_h \) from the degrees of freedom of \( D_h \) in \( V_h \). In fact, by applying the fundamental theorem of line integrals, we find that

\[
\frac{1}{|\epsilon|} \int_{\epsilon} \text{rot} D_h \cdot n \, d\ell = \frac{1}{|\epsilon|} \int_{\epsilon} \nabla D_h \cdot t \, d\ell = \frac{D_h(v_2) - D_h(v_1)}{|\epsilon|},
\]

(65)

for every edge \( \epsilon \) of the polygonal boundary \( \partial P \) with endpoints \( v_1 \) and \( v_2 \) (oriented from \( v_1 \) to \( v_2 \)), where again we used the identity \( n \cdot \text{rot} \ D_h = t \cdot \nabla(D_h) \). In view of equation (65), we can read the necessary information to identify the image of the rotational of \( V_h \) as a subset of \( \mathcal{E}_h \) by using the degrees of freedom defined for \( V_h \).

The second inclusion in the chain (63) is the conclusion of the following lemma.

Lemma 3.9 Let \( \mathcal{E}_h \) and \( P_h \) be the virtual element spaces defined in (41), and (59). Then, it holds that

\[
\text{div} \mathcal{E}_h \subset P_h.
\]

(66)

Proof. To verify this inclusion, we only need to note that any \( C_h \in \mathcal{E}_h(P) \) is such that \( \text{div} \ C_h \in P_0(P) \) from the definition of \( \mathcal{E}_h(P) \). It follows that \( \text{div} \ C_h \in P_0(\Omega_h) = P_h \) for every \( C_h \in \mathcal{E}_h \), which is the second inclusion relation in (66). \( \square \)
Noting that the divergence of a function in $\mathcal{E}_h$ lies in $\mathcal{P}_h$, will help us identify that its divergence can be entirely characterized by its set of degrees of freedom in $\mathcal{P}_h$. Take $C_h \in \mathcal{E}_h$. From the divergence theorem we have that
\[
\frac{1}{|P|} \int_P \text{div} \, C_h \, dA = \frac{1}{|P|} \int_{\partial P} \text{div} \, C_h \, dA = \frac{1}{|P|} \sum_{e \in \partial P} |e| \left( \frac{1}{|e|} \int_{e} C_h \cdot n \, dA \right).
\] (67)
Hence, we can evaluate the divergence of a function $C_h \in \mathcal{E}_h$ using only its degrees of freedom.

The results summarized by equations (65) and (67) are essential in order to further study the spaces $\mathcal{V}_h, \mathcal{E}_h$ and $\mathcal{P}_h$ and their relationship with the larger spaces $H(\mathbf{rot}; \Omega), H(\text{div}; \Omega)$ and $L^2(\Omega)$. These spaces form the commutative diagram
\[
\begin{array}{ccc}
H(\mathbf{rot}; \Omega) & \xrightarrow{\text{rot}} & H(\text{div}; \Omega) \\
\downarrow \mathcal{I}^{\mathcal{E}_h} & & \downarrow \mathcal{I}^{\mathcal{P}_h} \\
\mathcal{V}_h & \xrightarrow{\text{rot}} & \mathcal{E}_h & \xrightarrow{\text{div}} & \mathcal{P}_h
\end{array}
\] (68)
The proof of this theorem is broken into two lemmas. The first lemma, presented below, involves the spaces $H(\mathbf{rot}; \Omega)$ and $H(\text{div}; \Omega)$, and their discrete counterparts $\mathcal{V}_h$ and $\mathcal{E}_h$.

**Lemma 3.10** The following identity holds
\[
\forall D \in H(\mathbf{rot}; \Omega) : \quad \mathcal{I}^{\mathcal{E}_h} \circ \mathbf{rot} (D) = \mathbf{rot} \circ \mathcal{I}^{\mathcal{V}_h} (D),
\] (69)
i.e., the interpolation and the rotational operators commute.

**Proof.** Take a scalar function $D \in H(\mathbf{rot}; \Omega)$. By definition, the degrees of freedom of $\mathcal{I}^{\mathcal{E}_h} \circ \mathbf{rot} (D)$ in $\mathcal{E}_h$ are the same of $\mathbf{rot} D$. So, if $e$ is a mesh edge oriented from endpoint $v_1$ to $v_2$, the theorem of line integral yields:
\[
\frac{1}{|e|} \int_e \mathbf{n} \cdot \mathbf{rot} \, D \, d\ell = \frac{1}{|e|} \int_e \mathbf{t} \cdot \nabla D \, d\ell = \frac{D(v_2) - D(v_1)}{|e|}.
\] (70)
In turn, the degrees of freedom of $\mathbf{rot} \circ \mathcal{I}^{\mathcal{V}_h} (D)$ are given by
\[
\frac{1}{|e|} \int_e \mathbf{n} \cdot \mathbf{rot} (\mathcal{I}^{\mathcal{V}_h} (D)) \, d\ell = \frac{1}{|e|} \int_e \mathbf{t} \cdot \nabla \mathcal{I}^{\mathcal{V}_h} (D) \, d\ell = \frac{\mathcal{I}^{\mathcal{V}_h} D(v_2) - \mathcal{I}^{\mathcal{V}_h} D(v_1)}{|e|},
\] (71)
using again the theorem of line integral yields. The definition of operator $\mathcal{I}^{\mathcal{V}_h}$ is such that
\[
\mathcal{I}^{\mathcal{V}_h} D(v_1) = D(v_1) \quad \text{and} \quad \mathcal{I}^{\mathcal{V}_h} D_h(v_2) = D(v_2).
\]
Thus, equations (70) and (71) imply that the functions $\mathcal{I}^{\mathcal{E}_h} \circ \mathbf{rot} (D)$ and $\mathbf{rot} \circ \mathcal{I}^{\mathcal{V}_h} (D)$ have the same degrees of freedom in $\mathcal{E}_h$ and relation (69) follows from the unisolvence. \qed

The second lemma involves the spaces $H(\text{div}; \Omega), L^2(\Omega), \mathcal{E}_h$ and $\mathcal{P}_h$.

**Lemma 3.11** The following identity holds
\[
\forall C \in H(\text{div}; \Omega) : \quad \mathcal{I}^{\mathcal{P}_h} \circ \text{div} (C) = \text{div} \circ \mathcal{I}^{\mathcal{E}_h} (C),
\] (72)
i.e., the interpolation and the divergence operators commute.

**Proof 2** We prove (72) by verifying that the two functions in the left and right side share the same degrees of freedom in $\mathcal{P}_h$. Take a vector-valued field $C \in H(\text{div}; \Omega)$. By definition, the degrees of freedom of $\mathcal{I}^{\mathcal{P}_h} \circ \text{div} (C)$ in $\mathcal{E}_h$ are the same of $\text{div} (C)$. So, if $P$ is a mesh cell, the divergence theorem yields
\[
\frac{1}{|P|} \int_P \text{div} \, C \, dA = \frac{1}{|P|} \sum_{e \in \partial P} \int_e C \cdot n \, d\ell.
\] (73)
In turn, the degrees of freedom of $\text{div} \circ \mathcal{I}^{\mathcal{E}_h} (C)$ are given by
\[
\frac{1}{|P|} \int_P \text{div} \mathcal{I}^{\mathcal{E}_h} (C) \, dA = \frac{1}{|P|} \sum_{e \in \partial P} \int_e \mathcal{I}^{\mathcal{E}_h} (C) \cdot n \, d\ell.
\] (74)
The definition of operator $\mathcal{I}^{E_h}$ is such that
\[ \forall \mathbf{e} \in \partial \mathcal{P} : \int_e \mathcal{I}^{E_h} \mathbf{C} \cdot \mathbf{n} \, d\ell = \int_e \mathbf{C} \cdot \mathbf{n} \, d\ell. \]

Thus, equations (73) and (74) imply that the two functions $\mathcal{I}^{\mathcal{P}_h} \circ \text{div} (\mathbf{C})$ and $\text{div} \circ \mathcal{I}^{E_h} (\mathbf{C})$ have the same degrees of freedom in $\mathcal{P}_h$ and relation (72) follows from the unisolvence.

We summarize our findings in the following theorem

**Theorem 3.12** The chain in (63) is well-defined and exact, and diagram (68) is commutative.

**Proof** Lemmas 3.8 and 3.9 prove that (63) is well-defined. Lemmas 3.10 and 3.11 prove that diagram (68) is commutative. Hence, we are only left to prove that the de Rham chain (63) is exact, or, equivalently that
\[ \text{rot} \mathcal{V}_h = \ker (\text{div} \mathcal{E}_h) = \{ \mathbf{C}_h \in \mathcal{E}_h : \text{div} \mathbf{C}_h = 0 \}. \]

Take $D_h \in \mathcal{V}_h$. Lemma 3.8 implies that $\text{rot} D_h \in \mathcal{E}_h$, and, obviously, $\text{div} \text{rot} D_h = 0$, so that $\text{rot} D_h \in \ker (\text{div} \mathcal{E}_h)$ as defined in (75), which implies that $\text{rot} \mathcal{V}_h \subseteq \ker (\text{div} \mathcal{E}_h)$. Next, consider $C_h \in \mathcal{E}_h$ with $\text{div} C_h = 0$. Since $\mathcal{E}_h \subset H(\text{div}; \Omega)$, then $C_h \in H(\text{div}; \Omega)$ and the exactness of chain (62) implies the existence of a scalar function $D \in H(\text{rot};\Omega)$ such that $C_h = \text{rot} D$. Moreover, $\mathcal{I}^{\mathcal{V}_h} D \in \mathcal{V}_h$ must verify
\[ \text{rot} \circ \mathcal{I}^{\mathcal{V}_h} D = \mathcal{I}^{E_h} \circ \text{rot} D = \mathcal{I}^{E_h} C_h = C_h, \]
which implies that $C_h$ is the rotational of a function of $\mathcal{V}_h$ and, thus, $\ker (\text{div} \mathcal{E}_h) \subset \text{rot} \mathcal{V}_h$.

### 3.6. Fluid Flow

In this section, we briefly review the virtual element spaces for the discretization of the fluid-flow equations in the MHD model. These spaces were originally proposed in [68, 15, 16].

The first virtual element space is used to discretize the pressure. We consider a subspace of $\mathcal{P}_h$ as defined in Section 3.4. This subspace is given by
\[ \mathcal{P}_{h,0} = \left\{ q_h \in \mathcal{P}_h : \int_{\Omega} q_h \, dA = 0 \right\}. \]

The degrees of freedom of a function $q_h \in \mathcal{P}_{h,0}$ are given by
\[ \text{(P)} \quad \int_{\mathcal{P}} q_h \, dA \quad \text{for every } \mathcal{P} \in \Omega_h. \]

These degrees of freedom are the same of $\mathcal{P}_h$ up to a multiplicative scale factor equal to $1/|\mathcal{P}|$. For $\mathcal{P}_{h,0}$ we prefer this definition because the integral over $\mathcal{P}_{h,0}$ of a function $q_h \in \mathcal{P}_{h,0}$ is given by summing the degrees of freedom of $q_h$:
\[ \int_{\Omega} q_h \, dA = \sum_{i=0}^{N} \text{dof}_i (q_h). \]

If we enumerate the cells in the mesh $\Omega_h$ as $\{ P_i : 1 \leq i \leq N \}$ then the functions $\text{dof}_i : \mathcal{P}_{h,0} \to \mathbb{R}$ map each function in $\mathcal{P}_{h,0}$ to the degree of freedom associated with $P_i$.

The virtual element space for the velocity approximation reads as
\[ \mathcal{V}_h (\mathcal{P}) = \left\{ \mathbf{v}_h \in [H^1(\mathcal{P})]^2 : \mathbf{v}_h |_{\partial \mathcal{P}} \in \left[ \mathcal{B} (\partial \mathcal{P}) \right]^2, \text{ div } \mathbf{v}_h \in \mathcal{P}_0 (\mathcal{P}), \right. \]
\[ \left. - \Delta \mathbf{v}_h - \nabla s = \mathbf{0} \text{ for some } s \in L_0^2 (\mathcal{P}) \right\}, \]

where
\[ \mathcal{B} (\partial \mathcal{P}) = \left\{ v \in C^0 (\partial \mathcal{P}) : v |_{\mathcal{P}_0} \in \mathcal{P}_2 (\mathcal{e}) \ \forall \mathcal{e} \in \partial \mathcal{P} \right\}. \]

A function $\mathbf{v}_h \in \mathcal{V}_h (\mathcal{P})$ is uniquely characterized by the following degrees of freedom:
(D1) pointwise evaluations of $v_h$ at the vertices of $P$;

(D2) pointwise evaluations at $v_h$ at the midpoint of the edges of $\partial P$.

These are represented by blue disks centered at the nodes and the mid-point of edges of the cell $P$, see the sample picture in Figure 4.

**Theorem 3.13** Define the map $K_{V_h} : V_h(P) \to \mathbb{R}^N$ such that for any $v_h \in V_h(P)$ the array $K_{V_h}v_h$ is given by the degrees of freedom of $v_h$. Then, $K_{V_h}$ is bijective.

**Proof.** The proof is omitted and can be found in [15].

The largest polynomial space that is contained in $V_h(P)$ is the space of divergence-free, quadratic polynomial vectors, which is formally written as:

$$ P(P) = \{ q \in \mathbb{P}_2(P) : \text{div} q \in \mathbb{P}_0(P) \}. $$

Let $E_P$ denote the set of vertices and midpoints of the edges forming the polygonal boundary $\partial P$, and consider the projector $\Pi_{\nabla} P : V_h(P) \to P(P)$ such that the vector polynomial $\Pi_{\nabla} P v_h$ for $v_h \in V_h(P)$ is the solution to the following variational problem

$$ \int_P \nabla \Pi_{\nabla} P v_h : \nabla q \ dA = \int_P \nabla v_h : \nabla q \ dA \quad \forall q \in P(P), $$

$$ P_0(\Pi_{\nabla} P v_h) = P_0(v_h), $$

where

$$ P_0(v_h) = \sum_{v \in E_P} v_h(v). $$

We recall that $\nabla v_h$, $\nabla \Pi_{\nabla} P v_h$ and $\nabla q$ are $2 \times 2$-sized tensors and “:” is the usual euclidean scalar product saturating both indices of such tensors, so that

$$ \nabla v : \nabla w = \sum_{i,j} (\partial v_i/\partial x_j)(\partial w_i/\partial x_j). $$

To prove that this projection operator is computable, we need to show that the right-hand side of (79a) is computable for every vector-valued field $v_h \in V_h(P)$ and $q \in P(P)$ using only the degrees of freedom of $v_h$. To this end, we first apply the Green theorem to find that

$$ \int_P \nabla v_h : \nabla q \ dA = \int_{\partial P} v_h \nabla q \cdot n \ d\ell - \int_P v_h \cdot \Delta q \ dA $$

Then, we note that $\Delta q \in [\mathbb{P}_0(P)]^2$ and the scalar polynomial $g$ satisfying that

$$ g = \Delta q \cdot (x - x_P) \quad \text{with} \quad \nabla g = \Delta q \quad \text{and} \quad \int_P g(x) \ dA = 0. $$

Using this identity in (82) we see that
\[
\int \mathbf{v}_h : \nabla q \, dA = \int_{\partial \mathcal{P}} \mathbf{v}_h \cdot \nabla q \cdot \mathbf{n} \, dl - \int_{\partial \mathcal{P}} \mathbf{v}_h \cdot \Delta q \, dA \\
= \int_{\partial \mathcal{P}} \mathbf{v}_h \cdot \nabla q \cdot \mathbf{n} \, dl + \int_{\mathcal{P}} (\text{div} \mathbf{v}_h) g \, dA - \int_{\partial \mathcal{P}} g \mathbf{v}_h \cdot \mathbf{n} \, dl \\
= (\mathbf{T1}) + (\mathbf{T2}) + (\mathbf{T3}).
\]

The boundary integrals (\mathbf{T1}) and (\mathbf{T3}) are computable since the trace of \( \mathbf{v}_h \) on every edge of \( \partial \mathcal{P} \) can be interpolated from its degrees of freedom, while the cell integral (\mathbf{T2}) is zero because \( \text{div} \mathbf{v}_h \in \mathbb{P}_0(\mathcal{P}) \) and we have that:

\[
(\mathbf{T2}) = \int_{\mathcal{P}} (\text{div} \mathbf{v}_h) g \, dA = (\text{div} \mathbf{v}_h)_{\mathcal{P}} \int_{\mathcal{P}} g \, dA = 0.
\]

Moreover, we can see that \( \text{div} \mathbf{v}_h \) is also computable on using the degrees of freedom of \( \mathbf{v}_h \) and the divergence theorem:

\[
(\text{div} \mathbf{v}_h)_{\mathcal{P}} |_{\mathcal{P}} = \int_{\mathcal{P}} \text{div} \mathbf{v}_h \, dA = \int_{\partial \mathcal{P}} \mathbf{v}_h \cdot \mathbf{n} \, dl
\]

so that

\[
(\text{div} \mathbf{v}_h)_{\mathcal{P}} = \frac{1}{|\mathcal{P}|} \sum_{e \in \partial \mathcal{P}} \int_{e} \mathbf{v}_h \cdot \mathbf{n} \, dl.
\]

This formula makes it possible to compute the divergence of \( \mathbf{v}_h \) using only the boundary information that can be extracted from (\mathbf{D1}) and (\mathbf{D2}).

To approximate the terms of the MHD variational formulation that depends on the time derivative of the velocity field, we need the \( L^2 \)-orthogonal projection of the virtual element vector-valued fields. However, such projection operator is not directly computable in the space \( \mathbb{V}_h(\mathcal{P}) \), so we change the definition of the space according to the enhancement strategy in [68] that we briefly review below. First, we consider the auxiliary finite dimensional functional spaces

\[
\mathcal{G}_2(\mathcal{P}) = \nabla \mathbb{P}_3(\mathcal{P})
\]

and its orthogonal complement in \( [\mathbb{P}_2(\mathcal{P})]^2 \)

\[
\mathcal{G}^\perp_2(\mathcal{P}) = \{ g^\perp \in [\mathbb{P}_2(\mathcal{P})]^2 : (g^\perp, g)_\mathcal{P} = 0 \forall g \in \mathcal{G}_2(\mathcal{P}) \}.
\]

Then, we introduce the “extended” virtual element space

\[
\mathbb{U}_h(\mathcal{P}) = \left\{ \mathbf{v}_h \in [H^1(\mathcal{P})]^2 : \mathbf{v}_{h|\partial \mathcal{P}} \in [\mathbb{B}(\partial \mathcal{P})]^2, \text{div} \mathbf{v}_h \in \mathbb{P}_0(\mathcal{P}) \right\}
\]

\[
- \Delta \mathbf{v}_h - \nabla s = g^\perp \text{ for some } s \in L_0^2(\mathcal{P}), \quad g^\perp \in \mathcal{G}^\perp_2(\mathcal{P}).
\]

The projector \( \Pi^\perp_\mathbb{P} \) can also be defined in \( \mathbb{U}_h(\mathcal{P}) \) and is computable using only the information from the degrees of freedom (\mathbf{D1})-(\mathbf{D2}). However, the degrees of freedom (\mathbf{D1})-(\mathbf{D2}) are not unisolvent in \( \mathbb{U}_h(\mathcal{P}) \). Instead, they are unisolvent in \( \mathbb{T}\mathbb{V}_h(\mathcal{P}) \), the subspace of \( \mathbb{U}_h(\mathcal{P}) \) that is formally defined as

\[
\mathbb{T}\mathbb{V}_h(\mathcal{P}) = \left\{ \mathbf{v}_h \in \mathbb{U}_h(\mathcal{P}) : \left( \mathbf{v}_h - \Pi^\perp_\mathbb{P} \mathbf{v}_h, g^\perp \right)_\mathcal{P} = 0 \forall g^\perp \in \mathcal{G}^\perp_2(\mathcal{P}) / \mathbb{R}^2 \right\}.
\]

Since the degrees of freedom (\mathbf{D1})-(\mathbf{D2}) are unisolvent in this space, we can define the elemental interpolation operator \( \mathcal{I}^\mathbb{T}\mathbb{V}_h : [H^1(\mathcal{P})]^2 \rightarrow \mathbb{T}\mathbb{V}_h(\mathcal{P}) \) such that \( \mathbf{u} \in [H^1(\mathcal{P})]^2 \) and \( \mathcal{I}^\mathbb{T}\mathbb{V}_h(\mathbf{u}) \in \mathbb{T}\mathbb{V}_h(\mathcal{P}) \) have the same degrees of freedom.

We define the \( L^2 \)-orthogonal projection operator \( \Pi^0_\mathbb{P} \) : \( \mathbb{T}\mathbb{V}_h(\mathcal{P}) \rightarrow \mathbb{P}(\mathcal{P}) \), so that for every \( \mathbf{v}_h \in \mathbb{T}\mathbb{V}_h(\mathcal{P}) \), the vector polynomial \( \Pi^0_\mathbb{P} \mathbf{v}_h \) is the solution to the variational problem

\[
(\Pi^0_\mathbb{P} \mathbf{v}_h - \mathbf{v}_h, q)_\mathcal{P} = 0. \quad \forall q \in \mathbb{P}(\mathcal{P}).
\]
We show that $\Pi_h^2 v_h$ is computable using only the degrees of freedom (D1)-(D2) of $v_h$. Let $v_h \in TV_h(\mathbb{P})$ and $q \in \mathbb{P}(\mathbb{P})$. We consider the decomposition $q = \nabla g + g^\perp$ where $g \in \mathbb{P}(\mathbb{P})$ and apply the Green theorem to obtain:

$$
\int_p v_h \cdot q \, dA = \int_p v_h \cdot \nabla g \, dA + \int_p v_h \cdot g^\perp \, dA.
$$

(89)

$$
= \int_{\partial p} v_h \cdot n g \, d\ell = - \int_p \text{div} v_h g \, dA + \int_p v_h \cdot g^\perp \, dA.
$$

(90)

The boundary integral on the right is computable as the trace of $v_h$ on every edge is a quadratic polynomial that can be interpolated from the degrees of freedom (D1)-(D2) of $v_h$. The second integral in the right-hand side is zero because $\text{div} v_h \in \mathbb{P}(\mathbb{P})$ and we can always take a function $g$ with zero elemental average (alternatively, it can be computed by noting that the divergence of $v_h$ is given by the divergence theorem). To compute the second integral in (90) we first write

$$
g^\perp = c + (g^\perp - c), \quad c = \frac{1}{|\partial p|} \int_p g^\perp \, dA.
$$

Since $c \in \mathbb{P}(\mathbb{P})$ we can find $q \in \mathbb{P}(\mathbb{P})$ such that $c = \nabla g$ and see that

$$
\int_p v_h \cdot c \, dA = \int_{\partial p} q v_h \cdot n \, d\ell - \int_p \text{div} v_h q \, dA.
$$

Finally, we note that $g^\perp - c \in G_2^2(\mathbb{P}) / \mathbb{R}^2$, and the definition of space $TV_h(\mathbb{P})$ implies that

$$
\int_p v_h \cdot (g^\perp - c) \, dA = \int_p \Pi_h^\perp v_h \cdot (g^\perp - c) \, dA.
$$

The last integral is computable because $\Pi_h^\perp v_h$ is computable from the degrees of freedom of $v_h$ and $g^\perp - c$ is a known function.

We use the projection operators $\Pi_h^0$ and $\Pi_h^\perp$ to define the inner product and semi-inner product in $TV_h(\mathbb{P})$ as follows:

$$
(u_h, v_h)_{TV_h(\mathbb{P})} = (\Pi_h^0 u_h, \Pi_h^0 v_h)_P + \mathcal{S}_P^{TV} (1 - \Pi_h^0) u_h, (1 - \Pi_h^0) v_h),
$$

(91)

$$
[u_h, v_h]_{TV_h(\mathbb{P})} = (\nabla \Pi_h^0 u_h, \nabla \Pi_h^0 v_h)_P + \mathcal{P}_P^{TV} (\nabla (1 - \Pi_h^0) u_h, \nabla (1 - \Pi_h^0) v_h),
$$

(92)

for every $u_h, v_h$ in $TV_h(\mathbb{P})$. Here, $\mathcal{S}_P^{TV}$ and $\mathcal{P}_P^{TV}$ are the stabilizing terms, i.e., any continuous bilinear forms for which there exist two pairs of strictly positive constants $(t_*, t^*)$ and $(s_*, s^*)$, which are independent of $h$, such that

$$
s_* \|v_h\|_{0,P}^2 \leq \mathcal{S}_P^{TV} (v_h, v_h) \leq s^* \|v_h\|_{0,P}^2 \quad \forall v_h \in TV_h(\mathbb{P}) \cap \ker(\Pi_h^0),
$$

(93)

$$
t_* \|\nabla v_h\|_{0,P}^2 \leq \mathcal{P}_P^{TV} (\nabla v_h, \nabla v_h) \leq t^* \|\nabla v_h\|_{0,P}^2 \quad \forall v_h \in TV_h(\mathbb{P}) \cap \ker(\Pi_h^0).
$$

(94)

In practice, we can design such stabilizations as in [57, 37]. The inner and semi-inner products respectively defined in (93) and (94) satisfy two fundamental properties, e.g., Polynomial Consistency and Stability, which are stated in the following theorem.

**Theorem 3.14** The inner product defined in (93) and semi-inner products defined in (94) have the two properties:

- **Polynomial Consistency:** for every vector-valued field $v_h \in TV_h(\mathbb{P})$ and polynomial $q \in \mathbb{P}(\mathbb{P})$ it holds that:

  $$(v_h, q)_{TV_h(\mathbb{P})} = (v_h, q)_P \quad \text{and} \quad [v_h, q]_{TV_h(\mathbb{P})} = (\nabla v_h, \nabla q)_P.
$$

(95)

- **Stability:** there exists a pair of strictly positive constants $(t_*, t^*)$ independent of $h$ such that

  $$
t_* \|v_h\|_{0,P}^2 \leq (v_h, v_h)_{TV_h(\mathbb{P})} \leq t^* \|v_h\|_{0,P}^2
$$

(96)

and

$$
t_* \|\nabla v_h\|_{0,P}^2 \leq [v_h, v_h]_{TV_h(\mathbb{P})} \leq t^* \|v_h\|_{0,P}^2
$$

(97)

for any $v_h \in TV_h(\mathbb{P})$. 
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The proof of this theorem uses the same argument of the proof of Theorem 3.3 and is, thus, omitted.

The global space \( \mathcal{T}V_h \) is given by

\[
\mathcal{T}V_h = \{ v_h \in [H^1(\Omega)]^2 : \forall P \in \Omega \quad v_h|_P \in \mathcal{T}V_h(P) \}.
\]

We will endow this space with an inner product and a semi-inner product beginning with their local definitions.

\[
\langle u_h, v_h \rangle_{T\mathcal{V}_h} = \sum_{P \in \Omega_h} \langle u_h, v_h \rangle_{T\mathcal{V}_h(P)} \quad \forall u_h, v_h \in \mathcal{T}V_h,
\]

\[
[u_h, v_h]_{T\mathcal{V}_h} = \sum_{P \in \Omega} [u_h, v_h]_{T\mathcal{V}_h(P)} \quad \forall u_h, v_h \in \mathcal{T}V_h.
\]

These inner product and semi-inner product induce the norms and semi-norm

\[
\|v_h\|_{T\mathcal{V}_h} = \left( \|v_h\|_{T\mathcal{V}_h}^2 \right)^{1/2}, \quad \|v_h\|_{1,T\mathcal{V}_h} = \left( \|v_h\|_{1,T\mathcal{V}_h}^2 + \|v_h\|_{2,T\mathcal{V}_h}^2 \right)^{1/2}.
\]

The norm in the topological dual space of \( \mathcal{T}V_{h,0} \) denoted by \( \mathcal{T}V'_{h,0} \) is:

\[
\|f_h\|_{-1,T\mathcal{V}_h} = \sup_{v_h \in \mathcal{T}V_{h,0}\backslash \{0\}} \frac{\langle f_h, v_h \rangle_{T\mathcal{V}_h}}{\|v_h\|_{T\mathcal{V}_h}}.
\]

The global inner product and semi-inner product and their induced norm and semi-norm also satisfy the consistency and stability properties as stated in the following corollary.

**Corollary 3.15** The norms and semi-norm in (98) are equivalent to the \([L^2(\Omega)]^2\) and \([H^1(\Omega)]^2\) inner products and semi-inner product respectively. In other words, there exists \( t_*, t^* > 0 \) independent of the mesh characteristics such that for any \( v_h \in \mathcal{T}V_h \) it holds that

\[
t_* \|v_h\|_{0,\Omega}^2 \leq \|v_h\|_{T\mathcal{V}_h} \leq t^* \|v_h\|_{0,\Omega}^2 \quad (99a)
\]

\[
t_* \|\nabla v_h\|_{0,\Omega}^2 \leq \|\nabla v_h\|_{1,T\mathcal{V}_h}^2 \leq t^* \|\nabla v_h\|_{0,\Omega}^2 \quad (99b)
\]

\[
t_* \|v_h\|_{1,\Omega}^2 \leq \|v_h\|_{1,T\mathcal{V}_h}^2 \leq t^* \|v_h\|_{1,\Omega}^2 \quad (99c)
\]

**Proof.** This result is an immediate consequence of Theorem 3.14 and we omit the proof.

We can define the global interpolation projector \( \mathcal{I}T\mathcal{V}_h : [H^1(\Omega)]^2 \to \mathcal{T}V_h \) that is such that \( \mathcal{I}T\mathcal{V}_h(v)|_P = \mathcal{I}_P T\mathcal{V}_h(v|_P) \) for every \( P \in \Omega \) and \( v \in [H^1(\Omega)]^2 \). We also define the global space \( \mathcal{T}V_{h,0} \) of the functions in \( \mathcal{T}V_h \) with zero trace on the boundary of \( \Omega \):

\[
\mathcal{T}V_{h,0} = \{ v_h \in \mathcal{T}V_h : v_h|_{\partial\Omega} \equiv 0 \}.
\]

We note that the spaces \( \mathcal{T}V_h \) and \( P_h \) also form a de Rham complex of the form

\[
\begin{array}{c}
[H^1(\Omega)]^2 \xrightarrow{\text{div}} L^2(\Omega) \\
\downarrow \mathcal{I}T\mathcal{V}_h \quad \downarrow \mathcal{I}P_h \\
\mathcal{T}V_h \quad \xrightarrow{\text{div}} \quad P_h
\end{array}
\]

However, unlike the case presented in subsection 3.5 this chain is not commutative. The set of degrees of freedom are transformed in accordance to the diagram:
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Finally, we present a result regarding the stability of the virtual element approximations using the spaces $\mathcal{T}V_h$ and $P_{h,0}$, which are specifically chosen to satisfy an inf-sup condition.

**Theorem 3.16** There exists a projector $\Pi_h : \left[H^1_0(\Omega)\right]^2 \to \mathcal{T}V_{h,0}$ such that

\[
(\text{div} \Pi_h v, q_h)_{P_h} = (\text{div} v, q_h)_{P_h} \quad \text{and} \quad |||\Pi_h v|||_{1,\mathcal{T}V_h} \leq C_\pi |||v|||_{1,\Omega},
\]

for every vector-valued field $v \in \left[H^1_0(\Omega)\right]^2$ and scalar function $q_h \in P_{h,0}$. Here, $C_\pi$ is a positive, real constant independent of $h$. The two spaces $\mathcal{T}V_h$ and $P_{h,0}$ form an inf-sup stable pair and satisfy

\[
\inf_{q_h \in P_{h,0}} \sup_{v \in \mathcal{T}V_{h,0}} \frac{(\text{div} v_h, q_h)_{P_h}}{|||v_h|||_{1,\mathcal{T}V_h} |||q_h|||_{P_h}} > \beta_\pi > 0
\]

for some real and strictly positive constant $\beta_\pi$.

This theorem provides a major result since a pair of finite element spaces that do not satisfy such an inf-sup condition will yield unstable simulations of fluid flow phenomena.

4. Energy Estimates

The conforming nature of our VEM allows us to mimic many properties of the continuous setting. Among them, one of the more important is the preservation of certain types of estimates in the $L^2(\Omega)$-norm, which are obtained by testing the variational formulation against the exact solution and applying Gronwall’s lemma, see [43]. In this section, we present an estimate of this type for the continuous system (2a)-(2e) and its discrete counterpart (20a)-(21).

We start with the decompositions

\[
u = \hat{u} + u_b \quad \text{and} \quad E = \hat{E} + E_b,
\]

where $u_b$ and $E_b$ are extensions of the boundary conditions inside the domain and $\hat{u} \in \left[H^1_0(\Omega)\right]^2$ and $\hat{E} \in H_0(\text{rot}; \Omega)$ are functions to be found. The extension to the boundary condition of the velocity field is such that

\[
\text{div } u_b = 0 \quad \text{in } \Omega \quad \text{and} \quad u_b(x) = 0 \quad \text{if} \quad d(x, \partial \Omega) \geq \epsilon
\]

for $h > \epsilon > 0$ for a given threshold $\epsilon$, $d(x, \partial \Omega)$ being the distance between $x$ and the boundary $\partial \Omega$. We can construct such an extension $u_b$ by defining the domain $\Omega_\epsilon = \{x \in \Omega : d(x, \partial \Omega) < \epsilon\}$ and taking $u_b$ to be the solution to the problem:

\[
\begin{align*}
-\Delta \hat{u}_b + \nabla s &= 0 \quad \text{in } \Omega_\epsilon, \\
\text{div } \hat{u}_b &= 0 \quad \text{in } \Omega_\epsilon, \\
\hat{u}_b &= u_b \quad \text{on } \partial \Omega, \\
\hat{u}_b &= 0 \quad \text{on } \partial(\Omega \setminus \Omega_\epsilon).
\end{align*}
\]

Problem (102) is well-posed, cf. [21]. We further decompose the current density into its values along the boundary and the interior by:

\[
\hat{J} = \hat{E} + \hat{u} \times B \quad \text{and} \quad J_b = E_b + u_b \times B.
\]

The following theorem gives the continuous energy estimate. Similar estimates are reported in [52, 53, 45].
Theorem 4.1 Let \((u, B, E, p)\) solve the variational formulation (15a)-(15d) in the time interval \([0, T]\). Then,
\[
\frac{1}{2} \frac{d}{dt} \|u\|_{0, \Omega}^2 + \frac{1}{2R_m} \frac{d}{dt} \|B\|_{0, \Omega}^2 + R_e^{-1} \|\nabla u\|_{0, \Omega}^2 + \|J\|_{0, \Omega}^2
\]
\[
= (f, \tilde{u}) - \left( \frac{\partial}{\partial t} u_h, \tilde{u} \right) - R_e^{-1} \left( \nabla u_h, \nabla \tilde{u} \right) - R_m^{-1} \left( \text{rot } E_b, B \right) - (J_b, \tilde{J}),
\]
(103)
and
\[
\frac{e^{-T}}{2} \|\tilde{u}(T)\|_{0, \Omega}^2 + \frac{e^{-T}}{2R_m} \|B(T)\|_{0, \Omega}^2 + \int_0^T \left( \frac{e^{-t}}{2R_e} \|\nabla \tilde{u}\|_{0, \Omega}^2 + \frac{e^{-t}}{2} \|J\|_{0, \Omega}^2 \right) dt
\]
\[
\leq \frac{e^{-T}}{2} \|\tilde{u}(0)\|_{0, \Omega}^2 + \frac{e^{-T}}{2R_m} \|B(0)\|_{0, \Omega}^2
\]
\[
+ \int_0^T \left( e^{-t} R_e \|f\|_{1, \Omega}^2 + \frac{e^{-t} d}{dt} \|u_b\|_{0, \Omega}^2 + R_e^{-1} e^{-t} \|\nabla u_b\|_{0, \Omega}^2 \right)
\]
\[
+ \frac{e^{-t}}{2R_m} \|\text{rot } E_b\|_{0, \Omega}^2 + \frac{e^{-t}}{2} \|J_b\|_{0, \Omega}^2 \right) dt.
\]
(104)
For the discrete version of the estimates presented in Theorem 4.1, for any \(n \in [0, N - 1]\), we decompose
\[
E_h^{n+\theta} = \tilde{E}_h^{n+\theta} + \tilde{I}^T \tilde{V}_h (E_h^{n+\theta}),
\]
\[
u_h^{n+1} = \tilde{u}_h^{n+1} + \tilde{I}^T \tilde{V}_h (u_b^{n+1}),
\]
(105)
(106)
where \((\tilde{E}_h^{n+\theta}, \tilde{u}_h^{n+\theta}) \in \mathcal{V}_{h,0} \times \mathcal{T} \mathcal{V}_{h,0}\) and \(E_b, u_b\) are such that their evaluations in \(\Omega \setminus \Omega_e\) are identically zero. The condition on the boundary data is required to guarantee that the degrees of freedom of these boundary fields all lie along the boundary. Next, for any \(n, 0 \leq n \leq N - 1\), we define
\[
\tilde{J}_h^{n+\theta} = \tilde{E}_h^{n+\theta} + \tilde{I}^T \tilde{V}_h (\tilde{u}_h^{n+\theta} \times \Pi RT \tilde{B}_h^{n+\theta}),
\]
\[
J_{h,b}^{n+\theta} = \tilde{I}^T \tilde{V}_h (E_b^{n+\theta}) + \tilde{I}^T \tilde{V}_h (u_b^{n+\theta} \times \Pi RT \tilde{B}_h^{n+\theta}).
\]
The next result is a discrete counterpart of Theorem 4.1.

Theorem 4.2 Let \(\{u_h^n, B_h^n\}_{n=0}^N \subset \mathcal{T} \mathcal{V}_h \times \mathcal{E}_h\) and \(\{E_h^n, p_h^n\}_{n=0}^{N-1} \subset \mathcal{V}_h \times \mathcal{P}_{h,0}\) solve the virtual element formulation (20a)-(21). Then, it holds that
\[
(LL) + (L2) = (R),
\]
(107)
where
\[
(LL) = \Delta t \left( \theta - 1/2 \right) \left( \frac{\|\tilde{u}_h^{n+1} - \tilde{u}_h^n\|_{\mathcal{TV}_h}^2}{2 \Delta t} + \frac{\|B_h^{n+1} - B_h^n\|_{\mathcal{E}_h}^2}{2 \Delta t R_m} \right)
\]
\[
\quad + \left( \frac{\|\tilde{u}_h^{n+1}\|_{\mathcal{TV}_h}^2}{2 \Delta t} + \frac{\|\tilde{u}_h^n\|_{\mathcal{TV}_h}^2}{2 \Delta t R_m} + \frac{\|B_h^{n+1}\|_{\mathcal{E}_h}^2}{2 \Delta t R_m} \right),
\]
(108a)
\[
(L2) = R_e^{-1} \|\tilde{u}_h^{n+\theta}\|_{\mathcal{TV}_h}^2 + \|\tilde{J}_h^{n+\theta}\|_{\mathcal{TV}_h}^2 + \left( \text{div } \tilde{I}^T \tilde{V}_h u_b^{n+\theta}, p_b^{n+\theta} \right)_{\mathcal{P}_h},
\]
(108b)
\[
(R) = \left( f_h, \tilde{u}_h^{n+\theta} \right)_{\mathcal{TV}_h} - \left( \tilde{I}^T \tilde{V}_h u_b^{n+1} - \tilde{I}^T \tilde{V}_h u_b^n, \tilde{u}_h^{n+\theta} \right)_{\mathcal{TV}_h}
\]
\[
- R_e^{-1} \left[ \tilde{I}^T \tilde{V}_h u_b^{n+\theta}, \tilde{u}_h^{n+\theta} \right]_{\mathcal{TV}_h} - \left( J_{h,b}^{n+\theta}, \tilde{u}_h^{n+\theta} \right)_{\mathcal{TV}_h}
\]
\[
- R_m^{-1} \left( \text{rot } \tilde{I}^T \tilde{V}_h E_b^{n+\theta}, B_h^{n+\theta} \right)_{\mathcal{E}_h}.
\]
(108c)
If \(\theta \in [1/2, 1]\), for any \(\epsilon > 0\) we have that
\[ \alpha^N \left( \| \hat{u}_h^N \|_{TV^h}^2 + R_m^{-1} \| B_h^N \|_{\epsilon_h}^2 \right) \\
+ \sum_{n=0}^N \gamma \alpha^n \left( R_c^{-1} |\hat{u}_h^{n+\theta}|_{TV^h}^2 + \| \hat{f}_h^{n+\theta} \|_{\epsilon_h}^2 + 2\epsilon \| p_h^{n+\theta} \|_{p_h}^2 \right) \Delta t \\
\leq \left( \| \hat{D}^N \theta (u_0) \|_{TV^h}^2 + R_m^{-1} \| \hat{D}^N \theta (B_0) \|_{\epsilon_h}^2 \right) \\
+ \sum_{n=0}^N \gamma \alpha^n \left( R_c^{-1} |\hat{u}_h^{n+\theta}|_{TV^h}^2 + \| \hat{f}_h^{n+\theta} \|_{\epsilon_h}^2 \right) \\
+ \Delta t^{-1} \| \hat{D}^N \theta (u_b^{n+1} - u_b^n) \|_{TV^h}^2 + R_c^{-1} |\nabla \theta (u_b^{n+1})|_{TV^h}^2 \\
+ R_m^{-1} \| \text{rot} \hat{D}^N \theta (E_b^{n+\theta}) \|_{\epsilon_h}^2 + \| \nabla (\nabla \theta (E_b^{n+\theta}) \|_{\epsilon_h}^2 \right) \Delta t, \quad (109) \]

where \( \eta^* > 0 \) is given in Theorem 3.15 and \( \alpha = \theta/(1+\theta) \) and \( \gamma = 1/(1+\theta) \). Moreover, if \( u_b \cdot n \equiv 0 \) along \( \partial \Omega \) (non-penetrating wall condition) we obtain the final energy stability estimate

\[ \alpha^N \left( \| \hat{u}_h^N \|_{TV^h}^2 + R_m^{-1} \| B_h^N \|_{\epsilon_h}^2 \right) \\
+ \sum_{n=0}^N \gamma \alpha^n \left( R_c^{-1} |\hat{u}_h^{n+\theta}|_{TV^h}^2 + \| \hat{f}_h^{n+\theta} \|_{\epsilon_h}^2 \right) \\
\leq \left( \| \hat{D}^N \theta (u_0) \|_{TV^h}^2 + R_m^{-1} \| \hat{D}^N \theta (B_0) \|_{\epsilon_h}^2 \right) \\
+ \sum_{n=0}^N \gamma \alpha^n \left( R_c^{-1} |\hat{u}_h^{n+\theta}|_{TV^h}^2 + \| \hat{f}_h^{n+\theta} \|_{\epsilon_h}^2 \right) \\
+ \Delta t^{-1} \| \hat{D}^N \theta (u_b^{n+1} - u_b^n) \|_{TV^h}^2 + R_c^{-1} |\nabla \theta (u_b^{n+1})|_{TV^h}^2 \\
+ R_m^{-1} \| \text{rot} \hat{D}^N \theta (E_b^{n+\theta}) \|_{\epsilon_h}^2 + \| \nabla (\nabla \theta (E_b^{n+\theta}) \|_{\epsilon_h}^2 \right) \Delta t, \quad (110) \]

In this section, we are mainly concerned with the development of a solver for the discrete problem (20a)-(21) at a given time instant. For this reason, we keep \( \theta \) and \( n \) fixed, and we omit them from our notation when not strictly necessary. This section is based on the reference [33].

In practice, we manipulate arrays of degrees of freedom of virtual element scalar and vector functions, which we represent as row vectors and denote with the superscript \( I \), e.g., \( u_h^I \) is the row vector of degrees of freedom of \( u_h \). We introduce the finite dimensional linear space of column vectors

\[ \mathcal{X}_{h,0} = \left\{ (v_h^I, C_h^I, D_h^I, q_h^I)^T : (v_h, C_h, D_h, q_h) \in TV_{h,0} \times E_h \times \mathcal{V}_{h,0} \times \mathcal{P}_{h,0} \right\}, \]

equipped with the Euclidean (\( \ell^2 \)) inner product.

We pose the discrete formulation (20a)-(21) in the space \( \mathcal{X}_h \). In order to exploit symmetry in the Jacobian matrix we replace the discrete form of Faraday’s Law (20c) given by

\[ \left( \frac{B_h - B_h^I}{\Delta t}, C_h \right)_{\epsilon_h} + \left( \text{rot} E_h, C_h \right)_{\epsilon_h} = 0, \quad (111) \]

with the equivalent expression

\[ \theta R_m^{-1} \left( \frac{B_h - B_h^I}{\Delta t}, C_h \right)_{\epsilon_h} + \theta R_m^{-1} \left( \text{rot} E_h, C_h \right)_{\epsilon_h} = 0, \quad (112) \]

and add it to (20a), (20b) and (20d). Then, we define a function \( G(\cdot) \) in such a way that \( G(x_h) : y_h \) is the left hand side of the resulting expression, where we assume that \( x_h \) and \( y_h \) are the column vector given by

\[ x_h = (\hat{u}_h^{n+1, I}, B_h^{n+1, I}, E_h^{n+\theta, I}, p_h^{n+\theta, I})^T \quad \text{and} \quad y_h = (v_h^I, C_h^I, D_h^I, q_h^I)^T. \]

With these positions, the variational formulation (20a)-(21) is equivalent to the problem:

\[ \text{Find } x_h \in \mathcal{X}_h \text{ such that } \]

\[ G(x_h) = 0. \quad (113) \]
Indeed, on testing (113) against \( y_h = (v_h, 0, 0, 0) \) we retrieve (20a), and the other three equations can be attained similarly. This is the set up to apply a Jacobian-free Newton–Krylov method. This method is highly parallelizable and has optimal speed of convergence.

The Newton method at every iteration will produce an updated estimate for the zeroes of \( G \) according to

\[
\begin{align*}
\mathbf{x}_h^0 &= (\mathbf{u}_h^{n,I}, \mathbf{B}_h^{n,I}, \mathbf{E}_h^{n-1+\theta,I}, p_h^{n-1+\theta,I})^T, \\
\mathbf{x}_h^{(m+1)} &= \mathbf{x}_h^{(m)} + \delta \mathbf{x}_h^{(m)}, \quad \text{where} \quad \partial G(\mathbf{x}_h^{(m)}) \delta \mathbf{x}_h^{(m)} = -G(\mathbf{x}_h^{(m)}),
\end{align*}
\]

(114)

(115)

where \( \partial G : \mathcal{X}_{h,0} \to \mathcal{L}(\mathcal{X}_{h,0}) \) is the Jacobian of \( G \), the space \( \mathcal{L}(\mathcal{X}_{h,0}) \) being the collection of bounded linear operators from \( \mathcal{X}_{h,0} \) to its dual space \( \mathcal{X}_{h,0}' \). The reason we substitute (20c) with (112) is to attain some symmetry in the Jacobian matrix (which is useful in the well-posedness analysis). The practical implementation of this method requires to compute and store the Jacobian matrix, which may take a lot of computational power and memory. Instead we propose a Jacobian-Free Krylov method.

At each time step we perform a series on Newton iterations where on each iteration we solve a linear system of the form

\[
\partial G(\mathbf{x}) \delta \mathbf{x} = -G(\mathbf{x})
\]

(116)

We approximate \( \delta \mathbf{x} \) using a GMRES iteration. One of the major benefits using GMRES is that we need not know the entries in the Jacobian matrix \( \partial G \). We need only be able to compute the matrix-vector product \( \partial G(\mathbf{x})\delta \mathbf{y} \) for any \( \delta \mathbf{y} \in \mathcal{X}_{h,0} \). We can approximate the action of the Jacobian matrix using the operator \( DG(\mathbf{x}) : \mathcal{X}_{h,0} \to \mathcal{X}_{h,0} \) defined using the finite difference approximation:

\[
DG(\mathbf{x}_h) \delta \mathbf{x}_h = \frac{G(\mathbf{x}_h + \epsilon \delta \mathbf{x}_h) - G(\mathbf{x}_h)}{\epsilon}
\]

(117)

with \( \epsilon = 10^{-7} \) (see [48, Page 80]). We emphasize that \( DG(\mathbf{x}_h) \) itself is not computed, only its action \( DG(\mathbf{x}_h) \delta \mathbf{x}_h \) is. Thus, the algorithm updates \( \mathbf{x}_h^{(m+1)} \) from \( \mathbf{x}_h^{(m)} \), with \( 0 \leq m \leq M - 1 \), as follows:

\[
\mathbf{x}_h^{(m+1)} = \mathbf{x}_h^{(m)} + \delta \mathbf{x}_h^{(m)}, \quad \text{where} \quad DG(\mathbf{x}_h^{(m)}) \delta \mathbf{x}_h^{(m)} = -G(\mathbf{x}_h^{(m)}),
\]

(118a)

(118b)

We define intermediate approximations at iteration \( m \) and the final values through the degrees of freedom of \( \mathbf{x}_h^{(m)} \) and \( \mathbf{x}_h^{(M)} \), respectively:

\[
\begin{align*}
&\left(\mathbf{u}_h^{n+1,(m),I}, \mathbf{B}_h^{n+1,(m),I}, \mathbf{E}_h^{n+1,(m),I}, p_h^{n+1,(m),I}\right)^T = \mathbf{x}_h^{(m)}, \\
&\left(\hat{\mathbf{u}}_h^{n+1}, \hat{\mathbf{B}}_h^{n+1}, \hat{\mathbf{E}}_h^{n+1}, \hat{p}_h^{n+1}\right)^T = \mathbf{x}_h^{(M)}.
\end{align*}
\]

This Krylov method requires a user-defined input tolerance \( \eta_m \) that we fix as follows:

\[
\|DG(\mathbf{x}_h^{(m)})\delta \mathbf{x}_h^{(m)} + G(\mathbf{x}_h^{(m)})\|_2 \leq \eta_m \|G(\mathbf{x}_h^{(m)})\|_2,
\]

(119a)

\[
\eta_m = \min \left\{ \eta_{\text{max}}, \max \left( \eta_{\text{B}}^{\text{m}}, \gamma^{\frac{\epsilon_t}{\|G(\mathbf{x}_h^{(m)})\|_2}} \right) \right\},
\]

(119b)

\[
\eta_{\text{B}}^{\text{m}} = \min \left\{ \eta_{\text{max}}, \max \left( \eta_{\text{A}}^{\text{m}}, \gamma^{\alpha_{m-1}} \right) \right\}, \quad \eta_{\text{A}}^{\text{m}} = \gamma^{\left( \frac{\|G(\mathbf{x}_h^{(m)})\|_2}{\|G(\mathbf{x}_h^{(m-1)})\|_2} \right)^\alpha}.
\]

(119c)

with \( \alpha = 1.5, \gamma = 0.9, \eta_{\text{max}} = 0.8 \). The value of \( \epsilon_t \) is chosen to guarantee that the non-linear convergence has been achieved.

\[
\|G(\mathbf{x}_h^{(m)})\|_2 < \epsilon_a + \epsilon_r \|G(\mathbf{x}_h^{(0)})\|_2 = \epsilon_t,
\]

(120)

\[
\epsilon_a = \sqrt{\#\text{dof}} \times 10^{-15}, \quad \epsilon_r = 10^{-4}.
\]

(121)
Where \(#\text{dof}\) is the sum of the number of degrees of freedom in each of our modeling spaces. The value of these parameters is chosen in accordance with [7]. However, this strategy is much more general [42]. The guiding philosophy being a desire to guarantee super-linear convergence while simultaneously not over-solving with unnecessary GMRES iterations.

The non-linear nature of the inexact Newton steps may shed doubt as to whether or not this solver preserves the divergence free nature of the magnetic field. The following result is a consequence of the Faraday law. Note that the finite difference approximation to its Jacobian is exact since the Faraday law is linear.

**Theorem 4.3** Suppose \(\delta x_h\) is a solution of the linear problem

\[
DG(x_h)\delta x_h = -G(x_h).
\]

Then we have the following relation for the \(\delta B_h\) component of \(\delta x_h\)

\[
div \delta B_h = div (B_h^n - B_h).
\]

**Proof 4** Testing (122) against \(y_h = (0, C_h^1, 0, 0)\) yields

\[
\Delta t^{-1}(\delta B_h, C_h)_{\mathcal{E}_h} + (\text{rot} \ \delta \hat{E}_h, C_h)_{\mathcal{E}_h} - \left(\frac{B_h - B_h^n}{\Delta t}, C_h\right)_{\mathcal{E}_h} - \left(\text{rot} \ \hat{E}_h, C_h\right)_{\mathcal{E}_h} = 0.
\]

Since \(C_h\) can be selected arbitrarily, the relation above is equivalent to

\[
\Delta t^{-1}[\delta B_h + B_h - B_h^n] = -\text{rot} \ \left(\delta \hat{E}_h + \hat{E}_h\right).
\]

The assertion of the theorem follows by taking the divergence of both sides.

**Corollary 4.4** If the initial conditions on the magnetic field \(B_0\) satisfy that \(\text{div} B_0 = 0\) then updates defined by (118) will satisfy that

\[
div \delta B_h^{n,m} = 0 \ \forall n \in [0,N], m \in [0,M],
\]

implying that

\[
div B_h^n = 0 \ \forall n \in [0,N].
\]

**Proof 5** The divergence of the initial estimate can be computed using the commuting property of the diagram in Theorem 3.12. Indeed,

\[
div B_h^0 = div E_h^h(B_0) = T_{\mathcal{D}h}^h(dv B_0) = 0.
\]

Next, suppose that \(\text{div} B_h^n = 0\). Then, by definition we have that \(\text{div} B_h^{n+1,0} = 0\). For the inductive step we can further assume that \(\text{div} B_h^{n+1,m} = 0\), so that from Theorem 4.3 we find that

\[
\text{div} B_h^{n+1,m+1} = \text{div} B_h^{n+1,m} + \text{div} \delta B_h^{n+1,m} = \text{div} (2B_h^{n+1,m} - B_h^n) = 0,
\]

which implies that assertion of the corollary.

### 5. Well-posedness and stability of the linear solver

The linearization strategy laid out in subsection 4 can be summarized as follows. We are given a set of initial conditions. Then, at each time step we perform a series of Newton iterations, each one of these requiring the solution \(\delta x_h \in \mathcal{N}_{h,0}\) of a linear system like:

\[
\partial G(x_h)\delta x_h = -G(x_h).
\]

for any given \(x_h \in \mathcal{N}_{h,0}\). To compute the Jacobian \(\partial G(x_h)\) we use the definition:

\[
\left[\partial G(x_h)\delta x_h\right] \cdot y_h = \lim_{\epsilon \to 0} \frac{G(x_h + \epsilon \delta x_h) \cdot y_h - G(x_h) \cdot y_h}{\epsilon}.
\]

The limit above yields

\[
\left[\partial G(x_h)\delta x_h\right] \cdot y_h = \ell_1(y_h) + \ell_2(y_h) + \ell_3(y_h) + \ell_4(y_h),
\]
where \( x_h = (\tilde{u}_h^I, B_h^I, \tilde{E}_h^I, p_h^I)^T \), \( y_h = (v_h^I, C_h^I, D_h^I, q_h^I)^T \), and
\[
\ell_1(y_h) = \Delta_t^{-1} \left( \delta \tilde{u}_h, v_h \right)_{\mathcal{T}Y_h} + \theta R^{-1}_e \left[ \delta \tilde{u}_h, v_h \right]_{\mathcal{T}Y_h} + \theta \left( \tilde{E}_h, \mathcal{T}Y_h \left( v_h \times \Pi^{RT} \delta B_h \right) \right)_{\mathcal{V}_h} + \theta \left( \delta \tilde{E}_h, \mathcal{T}Y_h \left( v_h \times \Pi^{RT} B_h \right) \right)_{\mathcal{V}_h} - \left( \text{div} v_h, p_h \right)_{\mathcal{P}_h},
\]
\[
\ell_2(y_h) = \theta \left( \text{div} \delta \tilde{u}_h, q_h \right)_{\mathcal{P}_h},
\]
\[
\ell_3(y_h) = \Delta_t^{-1} \left( \delta B_h, C_h \right)_{\mathcal{E}_h} + \left( \text{rot} \delta \tilde{E}_h, C_h \right)_{\mathcal{E}_h},
\]
\[
\ell_4(y_h) = \left( \delta \tilde{E}_h + \theta \mathcal{T}Y_h \left( \tilde{u}_h \times \Pi^{RT} \delta B_h + \delta \tilde{u}_h \times \Pi^{RT} B_h \right), D_h \right)_{\mathcal{V}_h} + R^{-1}_m \theta \left( \delta B_h, \text{rot} \delta D_h \right)_{\mathcal{E}_h}.
\]
These linear systems are in the form of a saddle-point problem satisfying the hypothesis of the following theorem, which can be used to prove the well posedness.

**Theorem 5.1** Let \( U \) and \( P \) be Hilbert spaces respectively endowed with the norms \( \| \cdot \|_U \) and \( \| \cdot \|_P \). Let \( a : U \times U \to \mathbb{R} \), \( b : U \times P \to \mathbb{R} \) be two bounded bilinear forms satisfying the inf-sup conditions
\[
\inf_{u \in U} \sup_{v \in U} \frac{a(u, v)}{\| u \|_U \| v \|_U} > 0, \quad \inf_{p \in P} \sup_{u \in U} \frac{b(u, p)}{\| u \|_U \| p \|_P} > 0,
\]
where \( U_0 = \{ u \in U : \forall p \in P, b(u, p) = 0 \} \).

Then, for every pair of bounded linear functionals \( f \in U' \) and \( g \in P' \) there exists unique \( u \in U \) and \( p \in P \) such that for any \( v \in U \) and \( q \in P \) it is the case that
\[
a(u, v) - b(v, p) = f(v), \quad \forall v \in U,
\]
\[
b(u, q) = g(q), \quad \forall q \in P.
\]
Moreover there exists a constant \( C > 0 \) independent of \( f \) and \( g \) such that
\[
\| u \|_U + \| p \|_P \leq C \left( \| f \|_{U'} + \| g \|_{P'} \right),
\]
with the (standard) definition of the norms in the dual spaces:
\[
\| f \|_{U'} = \sup_{u \in U \setminus \{ 0 \}} \frac{| f(u) |}{\| u \|_U}, \quad \| g \|_{P'} = \sup_{p \in P \setminus \{ 0 \}} \frac{| g(p) |}{\| p \|_P}.
\]

**Proof.** A proof of this theorem can be found in [26, 21]. \( \square \)

Consider the space:
\[
\mathcal{X}_h = \mathcal{T}Y_{h,0} \times \mathcal{E}_h \times \mathcal{V}_{h,0},
\]
and the bilinear form \( a_h : \mathcal{X}_h \times \mathcal{X}_h \to \mathbb{R} \), whose evaluation at \( \delta \xi_h = (\delta \tilde{u}_h, \delta B_h, \delta \tilde{E}_h) \), \( \eta_h = (v_h, C_h, D_h) \) is given by
\[
a_h(\delta \xi_h, \eta_h) = \ell_1(v_h) + \ell_2(C_h) + \ell_3(D_h),
\] cf. equation (127). Here, and for the remainder of the section, we fix the value \( x_h = (\tilde{u}_h, B_h, \tilde{E}_h) \). We can reformulate problem (125) as:

**Find** \((\delta \xi_h, \delta p_h) \in \mathcal{X}_h \times \mathcal{P}_{h,0} \) **such that** for all \((\eta_h, q_h) \in \mathcal{X}_h \times \mathcal{P}_{h,0} \) **it holds that**
\[
a_h(\delta \xi_h, \eta_h) - b_h(v_h, \delta p_h) = f(\eta_h),
\]
\[
b_h(\delta \tilde{u}_h, q_h) = g(q_h),
\]
where \( f \in \mathcal{X}_h \) and \( g \in \mathcal{P}_{h,0} \) are some appropriate bounded linear functionals and
\[
b_h(v_h, q_h) = \left( \text{div} v_h, q_h \right)_{\mathcal{P}_h}.
\]

The strategy we follow to prove the well-posedness of the virtual element approximation proceeds in three steps:
(i) we introduce an auxiliary problem;
(ii) we show that the auxiliary problem and problem (133) are equivalent;
(iii) we show that the auxiliary problem is well posed.

In the rest of this section we briefly sketch the various steps of this argument, see Chapter 5 in [63] for details.

The auxiliary problem is given by: Find \((\delta \xi_h, \delta p_h) \in X_h \times P_{h,0}\) such that for all \((\eta_h, q_h) \in X_h \times P_{h,0}\) it holds that

\[
a_{h,0}(\delta \xi_h, \eta_h) - b_h(v_h, \delta p_h) = f_h(\eta_h),
\]

\[
b_h(\delta \hat{u}_h, q_h) = g_h(q_h).
\]

Note that

\[
a_{h,0}(\delta \xi_h, \eta_h) = a_h(\delta \xi_h, \eta_h) + \theta R_m^{-1}(\text{div} \, B_h, \text{div} \, C_h)_{P_h^d}.
\]

Then, to establish the equivalence between (133) and (135), we need to ensure that approximations using the auxiliary problem (135) will have divergence free magnetic fields. This is settled in the following Theorem:

**Theorem 5.2** Let \(\delta \xi_h = (\delta \hat{u}_h, \delta B_h, \delta \hat{E}_h) \in X_h\) and \(p_h \in P_{h,0}\) solve (135). If the initial conditions on the magnetic field are divergence free, then it holds that \(\text{div} \, \delta B_h = 0\).

We can leverage the result of this theorem to show that both problems (133) and (135) are equivalent as stated by the following lemma.

**Lemma 5.3** The problems (133) and (135) are equivalent.

Finally, we present the well-posedness of (135). Following the framework laid out in [45], we introduce the norm on \(X_{h,0}\) such that for any \(\xi_h = (u_h, B_h, E_h) \in X_{h,0}\) we have

\[
\|\xi_h\|_{X_{h,0}}^2 := \|\upsilon_h\|_{\Delta t, \psi}^2 + \|E_h\|_{\Delta t, \text{rot}}^2 + \|B_h\|_{\Delta t, \text{div}}^2,
\]

\[
\|u_h\|_{\Delta t, \psi}^2 := \Delta t^{-1}\|u_h\|_{T \psi_h}^2 + \|u_h\|_{\tau \psi_h}^2 + \Delta t^{-1}\|\text{div} \, u_h\|_{P_h}^2,
\]

\[
\|B_h\|_{\Delta t, \text{div}}^2 := \Delta t^{-1}\|B_h\|_{\xi_h}^2 + \|\text{div} \, B_h\|_{P_h}^2,
\]

\[
\|E_h\|_{\Delta t, \text{rot}}^2 := \|E_h\|_{\psi_h}^2 + \Delta t\|\text{rot} \, E_h\|_{\xi_h}^2.
\]

Well-posedness relies on Theorem 5.1. The first hypothesis established that the bilinear forms in the formulation of (135) are continuous

**Lemma 5.4** Suppose that \(\Delta t^{1/2}\hat{u}_h, \hat{E}_h, B_h \in [L^\infty(\Omega)]^2\) and \(\hat{E}_h \in L^\infty(\Omega)\). Then, the bilinear form \(a_{h,0}\) is continuous in the norms defined in (137a).

The next lemma guarantees that the bilinear form \(a_{h,0}\) satisfies the inf-sup condition.

**Lemma 5.5** Let \(\theta > 0\), and \(\hat{u}_h, B_h \in [L^\infty(\Omega)]^2\) and \(\hat{E}_h \in L^\infty(\Omega)\). For a \(\Delta t\) small enough, we have that

\[
\inf_{\delta \xi_h \in X_{h,0}} \sup_{\eta_h \in X_{h,0}} \frac{a_{h,0}(\delta \xi_h, \eta_h)}{\|\delta \xi_h\|_{X_{h,0}} \|\eta_h\|_{X_{h,0}}} \geq C > 0,
\]

where \(X_{h,0} = \{(\upsilon_h, B_h, E_h) : \text{div} \, \upsilon_h = 0\}\) and \(C\) is a strictly positive, real constant independent of \(h\) and \(\Delta t\).

6. Numerical Experiments

In this section, we show some numerical results for the approximation of the subsystem of (2a)-(2e) that describes the electromagnetic part of the MHD model.

\[
\frac{\partial B}{\partial t} + \text{rot} \, E = 0 \quad \text{in} \quad \Omega,
\]

\[
E + \nabla \times B - R_m^{-1} \text{rot} \, B = 0 \quad \text{in} \quad \Omega,
\]

\[
B(0) = B_0 \quad \text{in} \quad \Omega,
\]

\[
E \equiv E_0 \quad \text{along} \quad \partial \Omega.
\]

We present an experimental study of the convergence properties of the VEM and show the performance when we apply the VEM to the numerical modeling of a magnetic reconnection model.
6.1. Experimental Study of Convergence

The first test that we perform regards the convergence rate of the VEM. We consider the computational domain \( \Omega = [-1, 1] \times [-1, 1] \) partitioned by three different mesh families, a triangular mesh, a perturbed quadrilateral mesh and a Voronoi Tessellation. We assume that an external velocity field \( \mathbf{u} = (u_x, u_y)^T \) is imposed, whose components are

\[
\begin{align*}
  u_x(x, y) &= \frac{-(x^2 + y^2 - 1)(\sin(xy) + \cos(xy)) - 100e^x + 100e^y}{2(50e^x - y \sin(xy) + y \cos(xy))}, \\
  u_y(x, y) &= \frac{(x^2 + y^2 - 1)(\sin(xy) + \cos(xy)) + 100e^x + 100e^y}{2(50e^y + x \sin(xy) - x \cos(xy))}.
\end{align*}
\]

The initial and the boundary conditions are set in accordance with the electric and magnetic fields, which we assume as the exact solutions.

\[
\begin{align*}
  \mathbf{B}(x, y, t) &= \begin{pmatrix} 50e^y + x \sin(xy) - x \cos(xy) \\
  50e^x - y \sin(xy) + y \cos(xy) \end{pmatrix} e^{-t}, \\
  \mathbf{E}(x, y, t) &= -\begin{pmatrix} 50(e^x - e^y) + \cos(xy) + \sin(xy) \end{pmatrix} e^{-t}.
\end{align*}
\]

The simulation uses the time discretization given by \( \theta = 1/2 \) and time step \( \Delta t = 0.05h^2 \), and we integrate from \( t = 0 \) to \( t = T \), the final time being \( T = 0.25 \). We measure the relative errors of \( \mathbf{E} \) and \( \mathbf{B} \) through the norm dependent norms of the difference between the exact and numerical solutions divided by the norm of the exact solution. The results are shown in Figure 5. In each plot, we show three different convergence curves. These curves refer to the three different possibilities that we presented in subsubsection 3.2.1 for the construction of the inner product in the space \( V_h \). These plots provide evidence that the convergence rate for the electric field is quadratic while the convergence rate for the magnetic field is linear. In the case of Voronoi tessellations the convergence plots associated with the inner product defined by the Galerkin interpolator (GI) show some irregular behavior. These types of meshes may have arbitrarily small edges conflicting with the criteria normally used in the VEM. Another possible explanation may have to do with the GI, note that this irregular behavior does not happen with the other two sample inner products.

An important feature of the VEM is that the divergence of the magnetic field should remain zero throughout the simulation. In Figure 6 we show plots of the evolution of the \( L^2 \)-norm of the divergence of the magnetic field. These show that this quantity remains very close, in norm, to the machine epsilon.

6.2. Magnetic Reconnection

The next numerical experiment involves a characteristic feature of resistive MHD – the phenomenon of magnetic reconnection. At very large scales, usually in space physics, the behavior of plasmas can be well-approximated using ideal MHD. In this case, according to the Alfvén’s Theorem, the magnetic field lines will advect with the fluid, see Section 4.3 in [38] for a full discussion. This feature is often referred to as the “frozen-in” condition on the magnetic field. In certain regions of the Earth’s magnetosphere, namely the magnetopause and magnetotail, the magnetic reconnection will lead to very thin current sheets that separate regions across which the magnetic field changes substantially.

In this numerical experiment, we consider one Harris sheet constrained to the computational domain \( \Omega = [-1, 1]^2 \) and given by the following profile of the magnetic field, first introduced in [44],

\[
\mathbf{B}_0(x, y) = (\tanh y, 0).
\]

The simplicity of this condition has made it a popular choice in modeling magnetic reconnection. We will use the expression (143) as the initial condition for the magnetic field. We will further assume that the particles in this sheet are subjected by some external agent to a flow described by

\[
\mathbf{u}(x, y, t) = (-x, y).
\]

This flow will force the magnetic field lines to come together at a single point making the current density grow. The system becomes highly unstable and the magnetic field lines begin to tear apart, this phenomenon is called a tearing
instability and magnetic reconnection happens as a response. This process is described in detail in [49, 66]. We close this model by imposing the boundary conditions

\[
\forall t > 0 : \quad E_b(t) \in P_0(\partial\Omega), \quad \text{and} \quad \int_{\partial\Omega} B_b(t) \cdot nd\ell = 0
\] (145)

The mesh we are using is refined near the center of the domain \(\Omega\), to guarantee higher resolution in the region of space where the phenomenon of magnetic reconnection occurs. The downside of using such a mesh is that a series of hanging nodes are introduced. This numerical experiment demonstrates the versatility of the VEM, and the advantage of this method over more classical methods like the FEM or FDM.

In Fig. 7 we display the mesh used along with a set of frames displaying the evolution in time of the magnetic field. The phenomenon of magnetic reconnection begins at \(T = 0\) and by \(T = 0.450\) a steady state is achieved.

7. Conclusions

In this chapter, we developed a VEM for the PDE system of resistive MHD. In developing this chapter we have introduced two chains of spaces, see subsections 3.5 and the final results in 3.6. One chain of spaces is aimed at approximating the electromagnetics submodel, while the other applies to the submodel for fluid flow. There are terms in the MHD equations that couple the two submodels that require information about both the phenomena of electromagnetics and fluid flow. Special care needs to be taken in discretizing these terms so that the fully discretized MHD system satisfies discrete (stability) energy estimates. These estimate are the main result of section 4. They guarantee the stability of the method.

The VEM, when applied to MHD, yields a large system of non-linear equations. In order to arrive at approximate solutions a linearization strategy has to be developed. In section 4 we developed a Newton iteration to address this issue. We were able to prove that this linearization strategy will preserve the divergence of the magnetic field such that if the initial conditions are divergence free then these non-linear iterations will preserve this divergence free property in the discrete mesh. The analysis of section 5 shows that the set of linear systems that need to be solved are, in fact, well-posed saddle point problems. This well-posedness result serves as a first step into developing robust preconditioners following the framework presented in [54].

In section 6 we also presented a series of numerical experiments exploring the subsystem that describes the electromagnetics. These experiments show that the (lowest-order) VEM is convergent, the speed of convergence is quadratic for the electric field and linear for the magnetic field. Further experimentation shows that the divergence of the magnetic field remains well below machine epsilon. We also present a model for a phenomenon characteristic of resistive MHD, that of magnetic reconnection. This model accurately describes the behavior of plasmas in tokamaks as well as electromagnetic interactions in the magnetosphere of a planet. Our compatible discretization closely mimics the behavior of the exact solution to our model. This model was discretized on a mesh that was refined near the center of the computational domain where reconnection will happen. Using this mesh will provide higher resolution in the parts of the domain where such resolution is required and aids in saving computational resources. Other numerical methods struggle with this type of mesh because it introduces a series of hanging nodes. However, the VEM performs just as well in this type of mesh.
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Fig. 5. Convergence plots of the VEM developed for the system (138). The type of mesh used in the simulation is portrayed in the lower right corner of each plot. The three convergence curves shown in each plot show the different performance between the three possibilities of the inner product in the space $\mathcal{V}_h$, see subsubsection 3.2.1. Each of these inner products is associated with a projector, they are the elliptic projector (E), the least squares projector (LS) and the Galerkin interpolator (GI).
Fig. 6. Plots of the time evolution of the square of the $L^2$ norm of the divergence of the numerical magnetic field. We present three different types of meshes, these are displayed in the lower right hand corner of each plot.
Fig. 7. Frames displaying the evolution, in time, of the magnetic field. The phenomenon of magnetic reconnection begins right away and by $T = 0.450$ a steady state is achieved.