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Abstract

In recent years, advances in deep learning have resulted in a plethora of successes in the use of reinforcement learning (RL) to solve complex sequential decision tasks with high-dimensional inputs. However, existing systems lack the necessary mechanisms to provide humans with a holistic view of their competence, presenting an impediment to their adoption, particularly in critical applications where the decisions an agent makes can have significant consequences. Yet, existing RL-based systems are essentially competency-unaware in that they lack the necessary interpretation mechanisms to allow human operators to have an insightful, holistic view of their competency. In this paper, we extend a recently-proposed framework for explainable RL that is based on analyses of “interestingness.” Our new framework provides various measures of RL agent competence stemming from interestingness analysis and is applicable to a wide range of RL algorithms. We also propose novel mechanisms for assessing RL agents’ competencies that: 1) identify agent behavior patterns and competency-controlling conditions by clustering agent behavior traces solely using interestingness data; and 2) identify the task elements mostly responsible for an agent’s behavior, as measured through interestingness, by performing global and local analyses using SHAP values. Overall, our tools provide insights about RL agent competence, both their capabilities and limitations, enabling users to make more informed decisions about interventions, additional training, and other interactions in collaborative human-machine settings.

1 Introduction

Reinforcement Learning (RL) is a machine learning technique for training autonomous agents to perform complex tasks through trial and error interactions with dynamic and uncertain environments. Recently, deep RL has achieved phenomenal successes, allowing agents to achieve—and even surpass—the performance level of human experts on various tasks, e.g., Silver et al. [2018], Vinyals et al. [2019], Berner et al. [2019]. In addition to solving complex tasks in simulated environments, RL has also been applied in real-life, industrial settings (see Naeem, Rizvi, and Coronato [2020] for a recent survey). However, an impediment to the wider adoption of RL techniques for autonomous control, especially in critical settings, is that deep learning-based models are essentially black boxes, making it hard to assess their competency in a task, and identify and understand the conditions that affect their behavior.

In deciding whether to delegate a task to an autonomous agent, a human needs to know that the agent is capable of making the right decisions under the various conditions to adequately accomplish the task. The challenge with an RL agent is that after being trained and deployed, it will always select one action at each step, as informed by its policy—but the why (and why not) behind decision making cannot be retrieved from the agent’s model. And, while we can test RL agents prior to deployment and gather statistics about their performance in the task, or identify the actions they will select under certain circumstances, a more complete understanding of agents’ competence—both in terms of its capabilities and limitations—will be essential to their acceptance by human collaborators.

Instead of capturing agent competence in terms of the specific decisions it makes under certain circumstances or its performance along particular external metrics, we seek to characterize competence through self-assessment (introspection) over its history of interaction with the environment to capture distinct aspects that help explain its behavior. To do that, we analyze trained RL policies along various interestingness dimensions [Sequeira, Yeh, and Gervasio 2019], i.e., information that has the potential to be “interesting” in helping humans understand the competence of an RL agent. The interestingness analyses capture aspects of agent competence such as whether an agent is confident in selecting actions, or whether it recognizes risky or unfamiliar situations, among other things. In general, the goal is to direct end-users of the RL system towards appropriate intervention by providing deeper insight into the agent’s competence, e.g., identifying sub-task competency (the situations in which the agent is more/less competent), or highlighting the situations requiring more training or direct guidance.

In this paper, we investigate the varied forms by which we can use interestingness analyses to better understand the competency of deep RL agents. The focus is on the quantitative and qualitative analyses over interestingness data, and on the insights about an agent’s behavior that our framework can provide to potential end-users of our system. Fig. 1 depicts our framework for competency-aware deep RL through interestingness. The input to our system is a trained deep
RL policy that provides a set of learned models that depends on the underlying RL algorithm, but typically corresponds to policy and value deep neural networks. Then, we test the agent by deploying it in the environment a number of times under different initial conditions, resulting in a set of traces. As the agent interacts with the environment, we probe the learned models and collect various information about the agent’s behavior and internal state, e.g., the value attributed to a state, or the probability each action has of being selected—we refer to all this information as the interaction data. Then, we perform interestingness analysis through introspection along several dimensions, resulting in a scalar value for each timestep of each trace—the interestingness data. Finally, we perform competency assessment based on interestingness using diverse techniques. The use of interestingness for RL behavior summarization and counterfactual reasoning are covered respectively in (Sequeira and Gervasi 2020) and (Yeh et al. 2022). Here we focus on the remaining two mechanisms. Our contributions are as follows:

- A new set of interestingness dimensions designed to cover various families of deep RL algorithms\(^1\). Our implementation of the interestingness framework is compatible with popular RL toolkits\(^2\).
- A method to analyze an RL agent’s behavior in a task by clustering traces based solely on interestingness, that allows isolating distinct competency-inducing conditions resulting in different behavior patterns.
- A method to discover which task elements impact agent’s behavior the most and under which circumstances. We conduct feature importance analysis via SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017) to perform global and local interpretation for competency assessment.

We present the results of a computational study where we trained an RL policy in a combat task running on the StarCraft II (SC2) platform and then utilized our interestingness framework to analyze the resulting agent’s behavior and competence in the task. We show that by going beyond trying to capture what an agent will do when and how well it will do it, our interestingness dimensions can give human operators and partners a more complete picture of an RL agent’s competence. Furthermore, the trace clusters (obtained based on interestingness data) expose disparate challenges resulting in distinct agent behaviors, allowing the identification of different sub-tasks within the general SC2 task and distinct competency-controlling conditions. In addition, our feature importance analysis via SHAP provides insights about the “sources” of interestingness in the environment that most impact the agent’s competence, while also helping explain the contributions of each task element in particular situations having “abnormal” values of interestingness. Altogether, the higher-level competency modeling enabled by interestingness provides human users with a more complete understanding of an agent’s competencies, allowing them to make better decisions regarding the agent’s use, providing insights on the agent’s limitations in the task, and suggesting directions for improving agent behavior.

## 2 Related Work

In recent years, many approaches to eXplainable RL (XRL) have been proposed for explaining various aspects of learned policies (Heuillet, Couthouis, and Díaz-Rodríguez 2021; Puiutta and Veith 2020). These include identifying the regions of the input that most affect an agent’s decisions (Zahavy, Ben-Zrihem, and Mannor 2016; Greydanus et al. 2018), providing example trajectories (Huang et al. 2019), highlighting key decision moments to summarize an agent’s behavior (Amir, Doshi-Velez, and Sarne 2019; Huang et al. 2018; Lage et al. 2019), extracting high-level descriptions of an agent’s policy (Dereszynski et al. 2011; Hostetler et al. 2012; Sequeira et al. 2022; Koul, Fern, and Greydanus 2019), and generating counterfactual explanations to help in understanding an agent’s behavior (Madumal et al. 2020; Yeh et al. 2022; Olson et al. 2021). Here we focus on the approaches that attempt to provide a more holistic view of RL agent competence in a form understandable to humans.

One body of approaches focuses on explaining behavior in the form of queryable models that let users analyze agent behavior under distinct conditions. For example, (Hayes and Shahi 2017) find correlations between conditions and actions and let users query the model through templated questions around identifying conditions for actions, predicting what an agent will do, and explaining expectation violations. Meanwhile, (Van der Waa et al. 2018) use simulation to predict sequences of future actions to answer user questions about the consequences of actions/policy.

Another body of work attempts to characterize agent be-
behavior by extracting diverse types of structural models to represent agent strategies. For example, (Dereszynski et al. 2011) [8] Hostetler et al. 2012 use probabilistic graphical modeling to learn finite state models of strategy for the StarCraft domain, while Sequeira et al. (2022) infer strategies in the form of logical task specifications from agent traces using information-theoretic techniques to capture the conditions under which distinct behaviors occur. These approaches are focused on characterizing agent behavior and do not attempt to capture other aspects of the agent’s decision-making.

In earlier work on interestingness analysis (Sequeira and Gervasio 2020), we conducted a user study that involved showing users video clips, highlighting different interestingness moments of agent interactions with the environment. The results revealed that some dimensions are better than others at conveying the agent’s capabilities and limitations but that the diversity of aspects captured by the distinct interestingness dimensions helped users better understand an agent’s task competencies.

3 Interestingness Analyses

In this section we detail our framework for analyzing RL agent competence through interestingness, starting by providing the necessary background on RL.

3.1 Reinforcement Learning

We are interested in characterizing the competence of RL agents (we refer to Sutton and Barto 2018 for an introduction on the problem and main approaches). The goal of an RL algorithm is to learn a policy, denoted by \( \pi(a|s) \), mapping from states to actions, that maximizes the expected return for the agent, i.e., the discounted sum of rewards it receives during its lifespan. The optimization problem can be formulated by

\[
\pi^* = \arg\max_{\pi} E \left[ \sum_t \gamma^t R_t \right],
\]

where \( R_t \) is the reward received by the agent at discrete timestep \( t \), and \( \pi^* \) is termed the optimal policy. Often, RL algorithms use an auxiliary structure while learning a policy called the value function, corresponding to \( V^\pi(s) = E \left[ \sum_t \gamma^t R_t \right] | S_0 = s \), that provides an estimate of the agent's lifetime reward by being in state \( s \) and following policy \( \pi \) thereafter, where \( \gamma \in [0, 1] \) is a discount factor denoting the importance of future rewards. In deep RL, policies and other auxiliary structures are represented by neural networks whose parameters can be adjusted during training to change the agent’s behavior via some optimization algorithm. As indicated in Fig. 1, we refer to all such networks optimized via RL as the learned models.

3.2 Interaction Data

The next step in our framework is the extraction of interaction data given a trained RL agent. We collect these data by “running” the agent in the environment for a number of times and collecting samples from the environment and by probing the learned models at each step. The result is a set of traces comprising the agent’s history of interaction with the environment from which the agent’s competence is going to be analyzed.

Distinct RL algorithms make use of different models to optimize the agent’s policy during training. Our framework extracts data mainly from two separate families of RL algorithms, namely:

- **Policy gradient** approaches (e.g., Sutton and Barto 2018, Schulman et al. 2017, Haarnoja et al. 2018) that provide a stochastic policy, \( \pi(a|s) \), i.e., a function mapping from observations to distributions over the agent’s actions;
- **Value-based** approaches (e.g., Mnih et al. 2015, Schaul et al. 2015) that compute a (state) value function, \( V(s) \), that indicates how good it is for the agent to be in a situation, or an action-value function, \( Q(s, a) \), asserting the value of executing some action given a state;

Interaction data then comprises everything we can extract given the learned models provided by the RL agent at each timestep. In addition to this internal agent data, we also collect external (observable) data, i.e., the reward received by the agent, the selected action and the agent’s observation.

3.3 Interestingness Dimensions

As mentioned earlier, the goal of interestingness analysis is to characterize RL agents’ competence along various dimensions, each capturing a distinct aspect of the agent’s interaction with the environment. The dimensions of analyses are inspired by what humans—whether operators or teammates—might seek when trying to understand an agent’s competence in a task. Each dimension provides distinct targets of curiosity whose values might trigger a human to investigate the agent’s learned policy further (Hoffman et al. 2018). As such, our system provides a means for the agent to perform competency self-assessment, where we use the data resulting from the interestingness analyses to identify cases that a human should be made aware of, and where user input might be needed.

Computationally, an analysis is given interaction data for each transaction as input (see Fig. 1), and, for each timestep, produces a scalar value in the \([-1, 1]\) interval denoting the “strength” or “amount” of competence as measured by that interestingness dimension. Further, with the goal of allowing the analyses to be computed online, i.e., while the agent is performing the task, we restrict analyses to have access only to the data provided up to a given timestep. In this work, we designed and implemented a novel set of interestingness analyses that are applicable to a wide range of tasks and cover most of existing deep RL algorithms. Moreover, our implementation is compatible with popular RL toolkits, including RLlib (Liang et al. 2018), an open-source library offering support for production-level, highly distributed RL.

\[^{4}\]Due to space restrictions, the interaction data and interestingness dimensions reported here pertain only to the type of RL algorithm used in our SC2 experiments. Our full framework makes use of data provided by RL algorithms from other families, including model-based and distributional RL approaches, allowing us to compute interestingness along additional dimensions of analysis.

\[^{5}\]Notwithstanding, different RL algorithms allow the collection of only a subset of the interaction data mentioned in Sec. 3.2 which will result in a subset of the interestingness analyses being performed given a particular RL agent.
workloads (20+ RL algorithms), which can foster wider adoption of our tool.

We now describe the goal behind each interestingness analysis. We detail only the analyses and their realization that are compatible with the type of state and action space and RL algorithm used in our SC2 experiments.

Value: characterizes the long-term importance of a situation as ascribed by the agent’s value function. It can be used to identify situations where the agent nears its goals (maximal value) or in which it is far from them (low value). Given the agent’s value function associated with policy \( \pi \), denoted by \( V^\pi \), we compute Value at discrete timestep \( t \) using: \( V(t) = 2 \left(V^\pi_{[0,1]}(s_t)\right) - 1 \), where \( V_{[0,1]} \) is the normalized value function obtained via min-max scaling across all timesteps of all traces.

Confidence: measures how confident an agent is with regards to action-selection, helping identify good opportunities for requesting guidance from a human user or sub-tasks in which the agent would require more training. In our experiments, we consider discrete action spaces, where a stochastic RL policy is applicable, corresponding to a discrete probability distribution over the possible actions. As such, we compute Confidence at timestep \( t \) with \( C(t) = 1 - 2J(\pi(s_t)) \), where \( J(X) \) is Pielou’s evenness index \( \text{(Pielou, 1966)} \), corresponding to the normalized entropy of a discrete distribution \( X \), which is given by \( J(X) = -\frac{1}{\log n} \sum_i P(x_i) \log P(x_i) \).

Goal Conduciveness: assesses how desirable for the agent a situation is given the context of the decision at that point, i.e., the preceding timesteps leading up to the current state. Intuitively, it computes how “fast” the agent is moving towards or away from the goal. Decreasing values can be particularly interesting, but we can also capture large differences in values, potentially identifying external, unexpected events that would violate operator’s expectations and in which further inspection would be required. We compute Goal Conduciveness at timestep \( t \) directly from the first derivative of the value function with respect to time at \( t \), namely using: \( G(t) = \sin \left( \arctan \left( \frac{dV_{[0,1]}(s_t)}{dt} \right) \right) \), where the sine of the angle generated by the slope (in an imaginary unit circle centered at \( V_{[0,1]}(s_t) \)) is used for normalization and \( \rho \) is a scaling factor to make the slope more prominent. In our implementation, we use \( \rho = 100 \), and resort to a finite difference numerical method to approximate \( \frac{dV}{dt} \) given the value function of the 3 previous timesteps.

Incongruity: captures internal inconsistencies with the expected value of a situation, which might be useful to indicate unexpected situations, e.g., where reward is stochastic or very different than the one experienced during training. In turn, a prediction violation identified through incongruity can be used to alert a human operator about possible deviations from the expected course of action. Formally, we capture Incongruity via the temporal difference (TD) error \( \text{(Sutton and Barto, 2018)} \), i.e., \( I(t) = r_t + \gamma V^\pi(s_{t+1}) - V^\pi(s_t) \). We then normalize \( I(t) \) by dividing it with the reward range observed from the task.

Riskiness: quantifies the impact of the “worst case scenario” at each step, highlighting situations where performing the “right” vs. the “wrong” action can dramatically impact the agent’s long-term objectives. This dimension is best computed for value-based RL algorithms by taking the difference between the value of the best action, \( \max_{a \in A} Q(a|s_t) \), and the worst, \( \min_{a \in A} Q(a|s_t) \). However, here we use a policy-gradient algorithm that updates the policy directly. As such, we compute Riskiness using \( R(t) = 2 (\max_{a_1 \in A} \pi(a_1|s_t) - \max_{a_2 \in A} \pi(a_2|s_t)) - 1 \), where \( a_1 \neq a_2 \). This will usually result in a value similar to that of Confidence, but might help to identify situations where one of the actions is particularly undesirable (low probability) compared to all the others, which can be used by an operator to further specify the conditions in which an action should never be executed.

4 Experiments and Results

To validate our interestingness framework and understand the insights it can provide to potential end-users of the system, we performed a computational study where we extracted interestingness data and applied distinct methods of interpreting the agent’s competency in a combat scenario.\(^6\)

4.1 StarCraftII Environment

We implemented an RL task in the video game Starcraft II (SC2, Blizzard Entertainment, 2018) using the pySC2 library (Vinyals et al., 2017) to interface with the game engine. In our SC2 task (an example of which is depicted in Fig. 2),\(^7\).

\(^6\)This corresponds to using the backward finite difference coefficient with accuracy 2 \((\text{Fornberg, 1988})\). A higher-order accuracy could be used if we wish to capture how the value function is changing for the computation of Goal Conduciveness, by using information from timesteps further back in the trace.

\(^7\)This quantity is also known as the one-step TD or TD(0) target. Although we do not perform a user study, our experiments are a necessary first step to identify the types of insights about RL agent competence that the interestingness analyses can provide.
the agent controls the Blue force, which starts at the bottom of the map. The agent’s goal is to destroy the Primary Objective, which is a CommandCenter (CC) building that appears at the top of the map. The map is divided into three vertical “lanes,” each of which may be blocked by obstacles. The two side lanes contain Secondary Objectives, which are buildings guarded by Red forces. Destroying the Red force defending one of the secondary objectives causes the building to be removed from the map and replaced with additional Blue units (reinforcements). The type of the reinforcements is determined by the type of the building. Different types of units have distinct capabilities. The starting Blue force consists of infantry (Marines or Marauders), but Blue can gain access to SiegeTanks (armored ground units) by capturing a Factory building, or to Banshees (ground attack aircraft) by capturing a Starport. The Banshees are especially important because they can circumvent obstacles and Red has no anti-air units defending the primary objective.

The initial state, including the number and type of Blue starting units, locations of obstacles, number of enemies, etc. is randomized to create a family of scenarios. The reward is a linear combination of five factors: a large reward for capturing the CC, rewards for gaining and losing Blue forces and for destroying Red forces in proportion to the resource cost of the units gained or lost, and a per-timestep cost.

The agent observes the world as a top-down grid view similar to a multi-channel image of size 192 x 144 pixels, each corresponding to a location on the map, and each channel encodes a distinct property of the object at that location. The action space is factored over the four unit types that Blue can have. A joint action assigns an order separately to each unit type, and all units of that type execute the same order. The available orders are to target the nearest Red unit of a specified type, to move to one of 9 fixed locations while ignoring any enemies encountered, or to do nothing.

4.2 RL Agent

We trained a deep RL agent for our StarCraft task using a distributed implementation of the VTrace algorithm (Espeholt et al. 2018) based on the open-source SEED-RL codebase (Espeholt et al. 2020). As VTrace is an actor-critic method, it uses both a policy network that outputs action distributions and a value network that estimates the state value. This allows us to track interestingness using all five dimensions listed in Sec. 3.3. Furthermore, because in our task the agent controls 4 different types of units and the action space is discrete, our RL policy outputs 4 categorical distributions. As a result, Confidence and Riskiness can be computed for each unit type separately. We also compute the mean value across unit types, resulting in a total of 13 interestingness variables that can be extracted from our RL agent.

4.3 Agent Performance Results

After training an RL agent in the SC2 task, we began analyzing the agent’s competency using our interestingness frame-work. We started by sampling 1,000 traces by running the trained policy on the SC2 task on scenarios sampled randomly. The mean trace length is 160.00 ± 81.36 timesteps. Performance-wise, the agent achieved its primary objective (destroying the CC) 36% of the time, gets defeated (no Blue units left) in 25% of traces while 39% of traces timed out (the agent did not achieve the main goal but was also not defeated). The mean count of agent (Blue) units is 4.23 ± 3.47 while the count for opponent (Red) units is 13.34 ± 5.59.

Overall, the performance of our RL agent is not optimal in that the agent did not destroy the CC in all traces, nor did it consistently destroy the Red units (15% of the number of initial units, on average). However, given the characteristics of our SC2 task, where achieving the main goal depends on the units the agent is given initially and the scenario configuration, e.g., whether a Starport is present, the agent still achieves good performance. The results indicate that there appear to be task conditions for which the agent learned a strategy capable of achieving the task objectives, whereas other situations pose challenges that the agent cannot overcome, and in which further training or guidance might be needed. This makes the agent an ideal candidate for interestingness analysis of competence.

4.4 Interaction Data and Interestingness Analyses

After sampling the behavior traces, we collected interaction data as explained in Sec. 3.2. Fig. 3a shows the mean interaction data over the course of a trace, averaged across all 1,000 traces. As we can see, the agent seems to achieve its objectives during the first half of traces—this is visible in the decrease of the cumulative reward and value after the initial phase, meaning that after that, on average the agent just wanders in the environment accumulating the per-step negative reward. Moreover, looking at the action selection probability (note the secondary y-axis) for different unit types enables us to identify how the agent tends to use its forces—e.g., the agent is more decisive when assigning orders to Banshees (higher probability) compared to other units; In contrast, the agent is less decisive when using SiegeTanks. This is a first indication that the agent’s competence might not be uniform across all scenarios—otherwise, value and cumulative reward would always increase over time—and that using different unit types might lead to disparate degrees of competence—otherwise, the probability of selecting actions for all unit types would be consistently high. Human operators looking solely at aggregate performance statistics would miss these nuances about the agent’s competence and be less able to identify the competency-controlling conditions.

Still, interaction data alone is not enough to isolate those aspects of competence we are interested in. As such, we performed interestingness analysis using the aforementioned 13 dimensions over the 1,000 collected traces. Fig. 3b shows the average evolution of interestingness over the course of traces (we show only results for the five main dimensions, excluding the per-unit dimensions). We observe that, on average across all timesteps of all traces, Value slightly increases over time (positive but low Goal Conduciveness), and that the agent has decreasing Confidence in selecting actions as time goes by. In addition, the great majority of
situations experienced during testing seem to be highly predictable since Incongruity is near 0 at all times. Overall, we can see that interestingness varies over time (x-axis) and across traces (shaded error regions), which indicates that different traces have associated disparate interestingness patterns that might denote distinct behaviors and conditions. Interestingly, Fig. 3c shows that the agent is more confident in the use of some types of units compared to others. E.g., it is highly confident in the use of the Banshees but not the SiegeTanks. This confirms our initial assessment, but we need a more careful analysis of the agent’s competence to understand what factors influence it the most.

### 4.5 Trace Clustering based on Interestingness

With the purpose of using interestingness to recognize distinct, meaningful patterns—which would indicate that the agent has achieved some level of competence—we clustered the agent’s traces using only the interestingness data. 

Our main hypothesis is that each cluster will highlight different behaviors and represent distinct aspects of competence as captured by interestingness. To compute distances between all pairs of traces, we used Dynamic Time Warping (DTW) (Salvador and Chan 2007), which measures the similarity between two sequences by matching each index of one sequence into one or more indices from the other. Since we have data for multiple dimensions, we used DTW with a Euclidean metric to compute the alignment cost at each timestep. The resulting pairwise distances were then fed to a Hierarchical Agglomerative Clustering (Kaufman and Rousseeuw 1990) algorithm with a complete linkage criterion. To select the number of clusters, we compute the Silhouette coefficient (Rousseeuw 1987).

The best partition resulted in 8 clusters; however one cluster did not have a single trace so here we analyze the results using the second-best partition, with 7 clusters. Two major clusters emerged that separated the data into traces where the agent started either with Marines or Marauders; this indicates that the type of units the agent starts with is a competency-controlling condition, leading to distinct behavioral patterns as captured by interestingness.

We also analyzed the main task events and agent’s behavior in each resulting cluster, which are described in Table 2. Additionally, as shown in Table 2, the clusters resulted in characteristically different interestingness “profiles,” each denoting distinct behavior patterns. Looking at Value, we see a clear distinction between traces in which the agent gets SiegeTanks (positive Value) and all other clusters (negative Value), indicating that the presence of Banshees is a competency-controlling condition. For Confidence, we observe that clusters in which the agent receives SiegeTanks lead to low Confidence in the use of other types of units, reinforcing the idea that the agent did not learn well what to do with these units. Moreover, Goal Conduciveness clearly separated bases based on whether the agent achieved the main or secondary objectives, thus showing the usefulness of this dimension for competency awareness. Finally, Incongruity shows that in some clusters, the agent clearly over/underestimated the value of some situations or the received reward. Overall, these results on using interestingness to cluster traces show that the several dimensions capture distinctive aspects of the agent’s competencies, resulting in clusters where the agent tackles different challenges and exhibits distinct strategies.

### 4.6 Feature Importance Analysis

Feature importance analysis allows us to gain deeper insight into which task elements the agent’s competence is more affected by, how they affect the agent’s behavior as measured by interestingness, and where (in which situations) this occurs. To do that, we need a set of high-level, interpretable features whose influence on each dimension of analysis we can predict and explain. Given that the pySC2 interface provides semantic but rather low-level information, we utilized

---

[1] Videos of sampled traces and spatio-temporal patterns visualizations (described in Sequeira et al. 2022) for each cluster can be found at: https://github.com/SRI-AIC/22-llaama-ixdrl-data.
the high-level SC2 feature extractor described in (Sequeira et al. 2022), which provides numeric descriptions for the task elements (types and properties of units, amount and size of forces, etc.) and abstracts the agent’s local behavior (movement of groups of units relative to the opponent, the orders assigned to each unit type, etc.).

To identify which features impact each interestingness dimension the most, we used SHapley Additive exPlanations (SHAP) (Lundberg and Lee 2017). SHAP values provide explanations by computing the impact of each feature’s value on the prediction of a target variable, given a trained predictive model. For ease of analysis and SHAP computation, we used XGBoost (eXtreme Gradient Boosting) machines (Chen and Guestrin 2016) and trained regressors from our SC2 numeric high-level features (529 total) to each of the 13 interestingness dimensions, using RMSE loss. We used the 1,000 traces sampled from our RL agent, randomly selecting 80% of the timesteps to get $\approx 1.3 \times 10^6$ training instances. By looking at the mean absolute error of the models tested on the remaining 20% of the data, we observed that most models achieve good prediction accuracy except for Goal Conduciveness and Incongruity, so we refrain from using these models for feature importance analysis.

**Global Interpretation**

The goal of the global interpretation of interestingness is to understand how distinct aspects of the task influence interestingness in general. We computed the mean SHAP values for the test set ($\approx 3 \times 10^5$ instances), which provides a good estimate of the features’ importance for the prediction of each interestingness variable. As an example, Fig. 4 shows the SHAP density plot for the model of Value for the 10 most predictive features.

**Local Interpretation**

Overall, global interpretation allows us to identify the task elements influencing the agent’s task competency the most, indicating possible causing factors influencing the agent’s capabilities and limitations. However, as discussed earlier, a good competency-aware system needs to model the situations one would expect a human operator to be curious about, ones in which a knowledge gap occurs and where further information is needed to make sense of the event (Hoffman et al. 2018). These provide opportunities for self-explanation, requesting feedback, counterfactual reasoning, etc. As such, we use local interpretation of interestingness to understand particular “key” moments for the agent. Specifically, for each dimension, we identified the timesteps (across all the 1,000 sampled traces) where the interestingness value was significantly different than the average (identified via the interquartile range method). Then, for each situation deemed “interesting,” we computed the SHAP values to identify which task elements might be responsible.

| ID | Value | Conf. | Goal Cond. | Riskiness | Incong. |
|----|-------|-------|------------|-----------|--------|
| 0  | −0.48 | 0.03  | 0.07       | 0.11      | 0.00   |
| 1  | −0.71 | −0.37 | 0.00       | −0.27     | 0.00   |
| 2  | −0.39 | 0.31  | 0.15       | 0.35      | 0.00   |
| 3  | −0.69 | −0.26 | 0.00       | −0.13     | −0.01  |
| 4  | 0.04  | 0.36  | 0.19       | 0.36      | 0.01   |
| 5  | 0.00  | 0.72  | 0.13       | 0.71      | 0.00   |
| 6  | −0.65 | −0.25 | 0.02       | −0.17     | 0.00   |

Table 2: Mean values of interestingness for each cluster.

Figure 4: SHAP density plot for Value.

(y-axis). Colored dots represent datapoints (prediction instances), stacked vertically when they have a similar SHAP value for a feature (x-axis). The color represents the corresponding feature’s value, from blue (low feature values) to red (high feature values). Together, they represent how much a feature’s value contributes to the prediction of Value, relative to the mean Value. As we can see, the top features show that the distance to CC (and enemy in general), the health of both forces, and whether the agent is attacking the CC, have the most impact on the predicted magnitude of Value. We also see that when the agent is attacking the CC, the closer it is, the higher the Value; and that the healthier the agent / the weaker the enemy is, the higher the Value.
for the agent’s high or low task competency.

Here we illustrate the usefulness of local interpretation with one example. Fig 5a plots the agent’s Confidence in using Banshees for one trace, where we observe a sudden drop at around timestep 85. From previous results, we know that the agent is usually highly confident in using Banshees. By watching the episode’s replay, we see that the aerial units stopped targeting the CC and turned away from it (in the direction of the Factory) and the Blue units started targeting the Red Marauders—this information is reflected in the SHAP values for each feature, as illustrated in the waterfall plot in Fig. 5b, which indicates how the value of the 10 most impactful features (y-axis) contributed to the large deviation of Confidence from the mean (x-axis). This explains why the agent suddenly had low confidence in using the Banshees: even though Banshees usually target the CC alone since they cannot be defeated, here they were “forced” to help the ground units. Although this particular situation may be rare, it may still lead to undesirable consequences, e.g., to the loss of ground units.

By analyzing other examples of (extremely) low Confidence in using Banshees, we noted patterns in the SHAP values of those instances, as well as observed similar scenarios when watching the corresponding replays. In the future, we will automatically identify these patterns e.g., by clustering the outliers based on the SHAP values for a given dimension. Additionally, end-users of our system could use the patterns to recommend alternative courses of action or remedy the agent’s policy by guiding it during deployment, e.g., by suggesting that the agent’s ground units not engage the enemy when the agent has aerial units at its disposal. An alternative human intervention could be to retrain the agent e.g., by modifying its reward function, such that when Banshees are present, ground units never engage the enemy, or, better yet, move to a safer location in the environment.

5 Conclusions

We presented a framework for analyzing the competence of deep RL agents through the interestingness dimensions of Value, Confidence, Goal Conductiveness, Incongruity and Riskiness. Each dimension captures competence along a distinct aspect of the agent’s interaction with the environment, making use of internal information by probing the models that are optimized by the algorithm during RL training.

We conducted a computational study where we trained an RL agent in a combat task using the SC2 engine. Our results show that clustering traces based only on interestingness allowed the discovery of diverse behaviors, applied under distinct competency-controlling conditions. Furthermore, global interpretation of feature importance helped identify which (and how) task factors affect the agent’s competence along each dimension. Finally, local interpretation helped determine the contribution of each task element of a particular scene—identified as having an “abnormal” interestingness value—which allowed gaining insights on the agent’s limitations, and helps determine the measures that might need to be taken to improve the agent’s performance.

Overall, our framework allows humans to have a more holistic view of an RL agent’s competence, without which it is harder to understand the agent’s capabilities and limitations, identify potential barriers for optimal performance, or realize what interventions need to be applied to help the agent—and its human operators and teammates—in achieving their goals. Currently, in addition to exploring ways to make better use of the interpretation mechanisms, we are developing user interfaces to facilitate the use of our tool.
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