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A B S T R A C T

The global pandemic of the coronavirus disease 2019 (COVID-19) exemplifies the influence of human mobility on epidemic spreading. A framework called the movement-interaction-return (MIR) model is a model to study the impact of human mobility on epidemic spreading. In this paper, we investigate epidemic spreading in interconnected metapopulation networks. Specifically, we incorporate the human mobility pattern called the radiation model into the MIR model. As a result, the proposed model is more realistic in comparison to the original MIR model. We use the tensorial framework to develop Markovian equations that describe the dynamics of the proposed model on interconnected metapopulation networks. Then we derive the corresponding epidemic thresholds by converting tensors into matrices. Comprehensive numerical simulations confirm our analysis.
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1. Introduction

The advent of various complex network models [1,2] fills researchers with enthusiasm to investigate epidemic spreading. In the classical models of epidemic spreading in complex networks, nodes represent populations and edges represent human–human interactions. Then either mean-field approaches or generating function approaches can be used to describe epidemic processes and derive epidemic thresholds [3]. In some situations, nodes, instead of representing an individual, represent entities that host multiple individuals. Thus a framework using reaction–diffusion processes in metapopulation networks was introduced where each node contains a non-negative number of individuals and each individual in a node can diffuse along the edges [4]. Later, metapopulation epidemiological models were widely explored [5–12]. Recently, Paños et al. [13] improved the reaction–diffusion-based models and then introduced the MIR model to characterize the dynamics of epidemic spreading in metapopulation networks. To further improve the MIR model and generalize the study of Paños et al. [13] to the classes of complex networks other than multiplex networks, it is necessary to focus on the following two key factors.

The first critical ingredient is human mobility or migration. Human mobility may significantly impact contagion propagation in reality. For example, human mobility is a crucial factor that leads to the current outbreak of coronavirus disease 2019 (COVID-19) [14] worldwide. The studies of human mobility or migration patterns attract the attention of researchers [15–18]. In the past, the gravity model was generally used to describe mobility and migration patterns such as human mobility patterns. However, limitations exist for the gravity model. To avoid the limitations of the gravity model, Simini et al. [19] introduced the radiation model. The radiation model has superior performance to predict mobility and
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transport processes in the real world. The mobility pattern in the MIR model is only related to the weights of edges. Then a suitable human mobility pattern should be incorporated into the MIR model. To tackle this problem, we replace the original mobility pattern in the MIR model with the radiation model.

The other key factor is the network topology. Besides the classical complex network models, researchers pay special attention to multilayer networks [20]. Epidemic spreading in multiplex networks [21–23], interconnected networks [24–26], temporal networks [27], and networks with the core–periphery structure [28] was extensively studied. For multilayer networks, it is inappropriate to use adjacency matrices to represent connections. Then a tensorial framework was introduced to describe the structure of multilayer networks [29] and epidemic processes in multilayer networks [30]. Paños et al. [13] mainly investigate metapopulation epidemic models in a multiplex network, which is a special multilayer network. To generalize the previous research, we apply the tensorial framework to epidemic models on interconnected metapopulation networks. The presented work is straightforward to extend to other types of multilayer networks.

In summary, our contributions in the paper are as follows. To improve the MIR model and develop a more realistic metapopulation epidemic model, we incorporate the radiation model into the MIR model. To generalize the study of Paños et al. [13], we use the tensorial framework to develop Markovian equations that describe the dynamics of the proposed metapopulation epidemic model in interconnected networks. Then we derive the epidemic threshold using the presented Markovian equations.

The organization of the paper is as follows. In Section 2, we study epidemic spreading in metapopulation networks. In Section 3, we investigate epidemic spreading in interconnected metapopulation networks. Then we present simulation results in Section 4. Finally, we present the conclusion in Section 5.

2. Epidemic processes in metapopulation networks

We list important symbols introduced in Section 2 in Table 1.

| Symbol | Description |
|--------|-------------|
| $n_i$  | Number of agents in node $i$ |
| $p$    | Probability that an agent decides to relocate |
| $R_{ij}$ | Probability that an agent moves from node $i$ to node $j$ |
| $\lambda$ | Infection rate |
| $\mu$ | Recovery rate |
| $l_i(t)$ | Fraction of infected agents of node $i$ at time $t$ |
| $\Delta_i(t)$ | Probability that a susceptible agent in home node $i$ is infected at time $t$ |
| $P_{ij}(t)$ | Probability that a susceptible agent in node $i$ at time $t$ is infected at the same time |
| $n_{ij}$ | Expected number of agents that move to node $i$ from node $j$ |
| $\lambda_c$ | Epidemic threshold |

2.1. The model

Let $G = (V, E)$ be a network with the set of nodes $V$ and the set of edges $E$. In addition, let $N = |V|$ be the number of nodes in $G$. In the metapopulation framework, each node $i \in V$ contains $n_i$ agents, and node $i$ is regarded as the home node of the agents in $i$. We incorporate the radiation model that describes human mobility into the MIR model. The description of our model at each time step $t$ is as follows. At first, each agent either relocates with probability $p$ or stays in its associated home node with probability $1 - p$. If an agent of node $i$ relocates, then it moves to node $j$ ($i \neq j$) with probability $R_{ij}$. We denote $s_{ij}$ as the number of agents in the circle of radius $d_{ij}$ centered at $i$ (excluding agents in the source and destination). Then $s_{ij}$ is expressed as

$$s_{ij} = \sum_{d_{ik} = d_{ij}} ^ {\min n_k} n_k$$  \hspace{1cm} (1)

where $d_{ij}$ is the distance from node $i$ to node $j$. The quantity $s_{ij}$ is an important factor that is used to compute the number of agents moving from node $i$ to node $j$ per unit time in the radiation model. Based on the radiation model, probability $R_{ij}$ is defined as

$$R_{ij} = \frac{1}{C} \cdot \frac{n_i n_j}{(n_i + s_{ij})(n_j + n_j + s_{ij})}$$  \hspace{1cm} (2)

where $C$ is the normalization constant. Then let $R = [R_{ij}]$ be an $N \times N$ matrix with entries $R_{ij}$. After each agent has completed the movement, the infection process takes place such that any agent can only interact with other agents in the same node. Each infected agent tries to infect each susceptible agent in the same node with probability $\lambda$. Moreover, each infected agent recovers to the susceptible state with probability $\mu$. At last, agents come back to their associated home node after the completion of the infection process at time $t$. The above process at each time $t$ repeats until the process enters into the stationary state.
2.2. Markovian equations

The presented Markovian equations in this section is similar to that in [13]. For the completeness, we present all relevant equations. Let \( I_i(t) \) be the fraction of infected agents of node \( i \) at time \( t \), then it satisfies

\[
I_i(t + 1) = (1 - \mu)I_i(t) + (1 - I_i(t))\Delta_i(t)
\]

(3)

where \( \Delta_i(t) \) is the probability that a susceptible agent in home node \( i \) is infected at time \( t \). Here \( \Delta_i(t) \) is expressed as

\[
\Delta_i(t) = (1 - p)P_i(t) + p \sum_{j=1}^{N} R_{ij}P_j(t)
\]

(4)

where \( P_i(t) \) is the probability that a susceptible agent in node \( i \) is infected at the same time. The probability \( P_i(t) \) satisfies

\[
P_i(t) = 1 - \prod_{j=1}^{N}(1 - \lambda I_j(t))^{n_{ji}}
\]

(5)

where \( n_{ji} \) is the expected number of agents that move to node \( i \) from node \( j \). The quantity \( n_{ji} \) is expressed as

\[
n_{ji} = \delta_{ij}(1 - p)n_i + pn_jR_{ji}
\]

(6)

where \( \delta_{ij} \) represents the Kronecker delta.

The epidemic threshold based on Markovian equations is derived as follows. Let \( I_i \) be \( I_i(t) \) in the stationary state. Then Eq. (3) becomes

\[
\mu I_i = (1 - I_i)\Delta_i
\]

(7)

where \( \Delta_i \) represents \( \Delta_i(t) \) in the stationary state. Replacing \( \Delta_i \) with the right hand side of Eq. (4) in the stationary state, Eq. (7) becomes

\[
\mu I_i = (1 - I_i)\left((1 - p)P_i + p \sum_{j=1}^{N} R_{ij}P_j\right)
\]

(8)

where \( P_i \) denotes \( P_i(t) \) in the stationary state. If \( \lambda \) is close to the threshold, then every \( I_i \) is close to zero. Thus we ignore the second-order terms related to \( I_i \) and then obtain

\[
(1 - \lambda I_j)^{n_{ji}} = 1 - \lambda n_{ji}I_j
\]

(9)

Based on Eqs. (5) and (9), we have

\[
P_i = \lambda \sum_{j=1}^{N} n_{ji}I_j
\]

(10)

Replacing \( n_{ji} \) with the right hand side of Eq. (6), Eq. (10) becomes

\[
P_i = \lambda \sum_{j=1}^{N} \left(\delta_{ij}(1 - p)n_i + pn_jR_{ji}\right)I_j
\]

(11)

Based on Eq. (11), Eq. (8) becomes (ignore second order terms)

\[
\frac{\mu}{\lambda} I_i = \sum_{j=1}^{N}[(1 - p)^2 n_i \delta_{ij} + p(1 - p)n_j(R_{ij} + R_{ji}) + p^2 n_j R_{ij}]I_j
\]

(12)

We define matrix \( M \in \mathbb{R}^{N \times N} \) whose entries satisfy

\[
M_{ij} = (1 - p)^2 n_i \delta_{ij} + p(1 - p)n_j(R_{ij} + R_{ji}) + p^2 n_j (R^T)_{ij}
\]

where \( R^T \) is the transpose of matrix \( R \). Thus epidemic threshold \( \lambda_c \) can be expressed as

\[
\lambda_c = \frac{\mu}{A_1(M)}
\]

(13)

where \( A_1(M) \) is the largest eigenvalue of \( M \).

3. Epidemic processes in interconnected metapopulation networks

We list important symbols introduced in Section 3 in Table 2.
Table 2
Summary of important symbols introduced in Section 3.

| Symbol | Description |
|--------|-------------|
| \( n_i \) | Number of agents in home node \( i \) of layer \( l \) |
| \( R_{ij} \) | Probability that an agent moves from node \( i \) of layer \( l \) to node \( j \) of layer \( q \) |
| \( \lambda_{lj} \) | Infection rate for an agent from layer \( l \) infects an agent from layer \( q \) |
| \( \mu_l \) | Recovery rate for an agent in layer \( l \) |
| \( I_{il}(t) \) | Fraction of infected agents associated to home node \( i \) in layer \( l \) at time \( t \) |
| \( \Delta_{il}(t) \) | Probability that a susceptible agent associated to home node \( i \) in layer \( l \) is infected at time \( t \) |
| \( P_{il}(t) \) | Probability that a susceptible agent in node \( i \) of layer \( l \) is infected in the same node at time \( t \) |
| \( r_{ij} \) | Expected number of agents from node \( j \) in layer \( q \) move to node \( i \) in layer \( l \) |

Fig. 1. Schematic illustration of interconnected networks and multiplex networks. (a) An interconnected network with two layers. (b) A multiplex network with two layers.

3.1. The model

An interconnected network \( G \) consists of a collection of layers \( \{G_1, \ldots, G_L\} \) where each layer \( G_\alpha = (X_\alpha, E_\alpha) \) \( (X_\alpha \) is the set of nodes and \( E_\alpha \) is the set of edges) is a network. In an interconnected network, if node \( u \in X_l \) in layer \( l \) is connected to a node in the same layer, the corresponding edge is called an intralayer edge; if \( u \) in layer \( l \) is connected to a node in layer \( q \) with \( l \neq q \), then the corresponding edge is called an interlayer edge. In this section, we extend previous studies of epidemic spreading in multiplex metapopulation networks. Specifically, we investigate epidemic spreading in interconnected metapopulation networks. Fig. 1 illustrates the difference between interconnected networks and multiplex networks.

We can use tensors and tensor products to represent interconnected networks. Let \( N_l \) be the size of \( X_l \) for \( 1 \leq l \leq L \). Then we define \( N \) as

\[
N = \max_{1 \leq l \leq L} N_l. \tag{14}
\]

Let \( V = \mathbb{R}^N \) and \( U = \mathbb{R}^L \) be vector spaces where \( \mathbb{R} \) is the set of real numbers. The dual spaces \( V^* \) and \( U^* \) are identical to \( V \) and \( U \) respectively. Further, let \( e_1, \ldots, e_N \) be the canonical basis of \( V \) and let \( e^{e_1}, \ldots, e^{e_N} \) be the canonical basis of \( V^* \). Here, \( e_i \) and \( e^{e_i} \) with \( 1 \leq i \leq N \) satisfy

\[
e_i = e^{e_i} = (0, \ldots, 0, 1_i, 0, \ldots, 0). \tag{15}\]

Similarly, let \( \bar{e}_1, \ldots, \bar{e}_L \) be the canonical basis of \( U \) and let \( \bar{e}^{e_1}, \ldots, \bar{e}^{e_L} \) be the canonical basis of \( U^* \). Then \( \bar{e}_l \) and \( \bar{e}^{e_l} \) with \( 1 \leq l \leq L \) satisfy

\[
\bar{e}_l = e^{\bar{e}_l} = (0, \ldots, 0, 1_i, 0, \ldots, 0). \tag{16}\]

The tensor product \( W = V \otimes U \) is a vector space and each element of a basis in \( W \) has the form

\[
e_i \otimes \bar{e}_l \tag{17}\]

where \( 1 \leq i \leq N \) and \( 1 \leq l \leq L \). We use tensor \( W \) of order \((1, 1)\) on \( W \) to represent the weights of edges. In particular, tensor \( W \) is an element of the tensor product \( W^L = W \otimes W^* \) where \( W^* \) is the dual space of \( W \). Then tensor \( W \) is defined as

\[
W = W_{il}^{ij} e_i \otimes \bar{e}_l \otimes e^{e_j} \otimes \bar{e}^{e_q} \tag{18}\]

where $W^{il}_{jq}$ is the coordinate of $e_i \otimes \bar{e}_j \otimes e^{ij} \otimes \bar{r}^q$. Notice that we adopt the Einstein summation convention for the representation of tensors and vectors by the basis. Here, $W^{il}_{jq}$ represents the weight of the edge between node $i$ in layer $l$ and node $j$ in layer $q$ provided that the edge exists in the network. Otherwise, we set $W^{il}_{jq} = 0$.

Suppose that each node in an interconnected network contains a non-negative number of agents and let $A$ be the total number of agents in the network. Further, let $n^l_i$ be the number of agents in home node $i$ of layer $l$ and we set $n^l_i = 0$ if $i > N$. Then we define vector $n$ in space $\mathbb{W}$ as

\[ n = n^l_i e_i \otimes \bar{e}_i. \]  

(19)

Based on Eq. (19), we have $A = \sum_{l=1}^{L} \sum_{i=1}^{N} n^l_i$.

The description of the model on inter-connected networks at each time step $t$ is as follows. At first, each agent either relocates with probability $p$ or stays in its associated home node with probability $1 - p$. If an agent of node $i$ in layer $l$ relocates, then it moves to node $j$ in layer $q$ with probability $R^{il}_{jq}$. Given a network, we define $s^{il}_{jq}$ as

\[ s^{il}_{jq} = \sum_{(k,p) \in (l,i), (j,q)} n^{kp} \]

(20)

where $d^{il}_{jq}$ is the distance from node $i$ in layer $l$ to node $j$ in layer $q$. In Eq. (20), $(k, p) \neq (i, l), (j, q)$ means that node $k$ in layer $p$ is neither node $i$ in layer $l$ nor node $j$ in layer $q$. Based on the radiation model, $R^{il}_{jq}$ is then defined as

\[ R^{il}_{jq} = \frac{1}{C} \cdot \frac{n^l_i n^q_j}{n^l_i + s^{il}_{jq} + n^q_j} \]

(21)

where $C$ is the normalization constant. We define associated tensor $R$ as

\[ R = R^{il}_{jq} e_i \otimes \bar{e}_j \otimes e^{ij} \otimes \bar{r}^q. \]

(22)

After all the agents have completed the movements, the infection process takes place such that any agent can only interact with other agents in the same node. For agents in the same node, each infected agent whose home node $i$ in is layer $l$ tries to infect each susceptible agent whose home node $j$ in layer $q$ with probability $\lambda_{lq}$. Besides, each agent whose home node $i$ is in layer $l$ recovers to the susceptible state with probability $\mu_l$. At last, agents come back to their associated home node after the completion of the infection process at time $t$. The above process at each time $t$ repeats until the process enters into the stationary state.

3.2. Markovian equations

In this section, we use the tensorial framework and Markovian equations to describe the dynamics of epidemic spreading. To avoid complication, we restrict to the case $\lambda_{lq} = \lambda$ for any $l$ and $q$ in the analysis. Let $I^l_i(t)$ be the fraction of infected agents associated to home node $i$ in layer $l$ at time $t$. We define vector $\rho(t)$ in $\mathbb{W}$ as

\[ \rho(t) = I^l(t) e_i \otimes \bar{e}_i. \]

(23)

The equation for $I^l_i(t)$ is expressed as

\[ I^l_i(t + 1) = (1 - \mu_i)I^l_i(t) + (1 - I^l_i(t)) \Delta^l_i(t) \]  

(24)

where $\Delta^l_i(t)$ is the probability that a susceptible agent associated to home node $i$ in layer $l$ is infected at time $t$. The probability $\Delta^l_i(t)$ is expressed as

\[ \Delta^l_i(t) = (1 - p)P^l_i(t) + p \sum_{q=1}^{L} \sum_{j=1}^{N} R^{il}_{jq} P^q_j(t) \]

(25)

where $P^l_i(t)$ is the probability that a susceptible agent in node $i$ of layer $l$ is infected by any infected agent in the same node at time $t$. The vector $\Delta(t)$ corresponding to Eq. (25) in $\mathbb{W}$ is defined as

\[ \Delta(t) = \Delta^l_i(t) e_i \otimes \bar{e}_i. \]

(26)

The probability $P^l_i(t)$ is expressed as

\[ P^l_i(t) = 1 - \prod_{q=1}^{L} \prod_{j=1}^{N} (1 - \lambda P^q_j(t))^{n^l_j} \]

(27)
where \( n^q_{il} \) is the expected number of agents, which move to node \( i \) in layer \( l \), associated to home node \( j \) in layer \( q \). The vector \( P(t) \) corresponding to Eq. (27) is defined as

\[
P(t) = P^0(t) e_l \otimes \bar{v}_l.
\] (28)

The quantity \( n^q_{il} \) in Eq. (27) satisfies

\[
n^q_{il} = \delta^q_{il}(1 - p)n^l_i + p R^q_{il} n^q_i.
\] (29)

Similar to the Kronecker delta, the quantity \( \delta^q_{il} \) in Eq. (29) is defined as

\[
\delta^q_{il} = \begin{cases} 
1 & \text{if } i = j \text{ and } l = q \\
0 & \text{otherwise.}
\end{cases}
\] (30)

The tensor \( \rho n \) corresponding to Eq. (29) is defined as

\[
\rho n = n^q_{il} e_j \otimes \bar{e}_q \otimes e^v_l \otimes \bar{e}^v_l.
\] (31)

The tensor \( \delta \) corresponding to Eq. (30) is defined as

\[
\delta = \delta^q_{il} e_j \otimes \bar{e}_q \otimes e^v_l \otimes \bar{e}^v_l.
\] (32)

3.3. Epidemic thresholds

To simplify the analysis, we assume \( \mu_l = \mu \) for each \( l \). Before deriving the epidemic threshold, we transform tensors into matrices. To begin with, we define a special function \( \text{id} \) from the set \( \{(l, i) | 1 \leq l \leq L, 1 \leq i \leq N, l, i \in \mathbb{N} \} \) (\( \mathbb{N} \) is the set of natural numbers) to non-negative integers. In particular, function \( \text{id} \) is defined as

\[
\text{id}(l, i) = (l - 1)N + i.
\] (33)

For convenience, we use \( \text{id}^l_i \) to represent the value of \( \text{id}(l, i) \). Then we define \( R \) (corresponding to tensor \( R \)) as a matrix in \( \mathbb{R}^{NL \times NL} \) whose entries satisfy

\[
\bar{R}(\text{id}^l_i, \text{id}^q_j) = R^q_{il}.
\] (34)

Similarly, we define \( \bar{\delta} \) (corresponding to tensor \( \delta \)) as a matrix in \( \mathbb{R}^{NL \times NL} \) whose entries satisfy

\[
\bar{\delta}(\text{id}^l_i, \text{id}^q_j) = \delta^q_{il}.
\] (35)

Based on Eq. (30), matrix \( \bar{\delta} \) is the identity matrix in \( \mathbb{R}^{NL \times NL} \). We use \( \rho, \pi \) and \( P \) to represent the vectors \( \rho(t) \), \( \pi(t) \) and \( P(t) \) in the stationary state respectively. Substituting the right hand side of Eq. (25) into Eq. (24) in the stationary state, we have

\[
\mu I^l = (1 - l^l) \left( (1 - p)P^l + p \sum_{q=1}^{L} \sum_{j=1}^{N} R^q_{il} \rho^q \right)
\] (36)

where \( l^l \) and \( P^l \) are the entries of vectors \( \rho \) and \( P \) respectively. If \( \lambda \) is close to the threshold, the entries of vector \( \rho \) are close to zero. Then ignoring the second order terms related to the entries of \( \rho \), we have

\[
(1 - \lambda I^q l^q) n^l \approx 1 - \lambda n^q l^q.
\] (37)

Inserting the right hand side of Eq. (37) into Eq. (27) and ignoring the second order terms, we have

\[
P^l = \lambda \sum_{q=1}^{L} \sum_{j=1}^{N} n^q_{il} l^q.
\] (38)

Based on Eqs. (29) and (38), Eq. (36) becomes (we ignore second order terms)

\[
\frac{\mu}{\lambda} I^l = (1 - p) \sum_{q=1}^{L} \sum_{j=1}^{N} \left( [\delta^q_{il}(1 - p)n^l_i + p R^q_{il} n^q_i] I^l \right) + p \sum_{q=1}^{L} \sum_{j=1}^{N} \sum_{s=1}^{N} \sum_{k=1}^{N} [\delta^q_{il}(1 - p)n^l_i + p R^q_{il} n^q_i] I^l.
\] (39)
Fig. 2. Average fraction of infected agents $I$ as a function of infection rate $\lambda$ for epidemic spreading in BA networks with $m = 5$. The solid curves represent the solutions derived from the Markovian equations, and the points represent the results obtained from the agents-based simulations. The vertical dashed lines correspond to the epidemic thresholds computed by the Markovian equations. (a) Each node contains 10 agents. (b) Each node contains 50 agents. (c) Each node contains 100 agents.

We replace the coordinates of the tensors with the corresponding entries of the matrices defined in Eqs. (34) and (35), then we obtain

$$
\frac{\mu}{\lambda} \rho(id_i^j) = \sum_{q=1}^L \sum_{j=1}^N \left((1 - p)^2 n(id_i^j)\delta(id_i^j, id_q^j) + p(1 - p)n(id_q^j)(\bar{R} + \bar{R}^T)(id_i^j, id_q^j)
+ p^2 n(id_q^j)(\bar{R}^T)(id_i^j, id_q^j)\rho(id_q^j)\right)
$$

(40)

where $(\bar{R} + \bar{R}^T)(id_i^j, id_q^j)$ (or $(\bar{R}^T)(id_i^j, id_q^j)$) represents an entry of matrix $\bar{R} + \bar{R}^T$ (or $\bar{R}^T$). Let $M \in \mathbb{R}^{NL \times NL}$ be a matrix whose entries are defined as

$$
M(id_i^j, id_q^j) = (1 - p)^2 n(id_i^j)\delta(id_i^j, id_q^j) + p(1 - p)n(id_q^j)(\bar{R} + \bar{R}^T)(id_i^j, id_q^j)
+ p^2 n(id_q^j)(\bar{R}^T)(id_i^j, id_q^j).
$$

(41)

Based on Eqs. (40) and (41), we have

$$
\frac{\mu}{\lambda} \rho = M \rho.
$$

(42)

Then epidemic threshold $\lambda_c$ satisfies

$$
\lambda_c = \frac{\mu}{\Lambda_1(M)}
$$

(43)

where $\Lambda_1(M)$ is the largest eigenvalue of $M$.

4. Experimental results

4.1. Simulation results for single layer networks

To verify our theoretical analysis in Section 2, we run numerical simulations on metapopulation networks. We investigate two widely used complex networks including BA networks with parameter $m$ ($m$ represents the number of edges to add each time) [31] and WS networks with parameter $Kn$ ($Kn$ represents the number of neighbors of each node) and $Pr$ ($Pr$ represents the rewire probability) [32]. In the experiment, the number of nodes of any network is fixed to 500 and recovery rate $\mu$ is fixed to 0.5. Further, each node of the given network contains the same number of agents. Then we randomly choose an agent in every node as the seed node initially. In other words, every node initially contains an infected agent. Next, we run the agents-based simulation corresponding to the model in Section 2.1. Here we generate 10 networks and then simulate the epidemic process 10 times for each generated network. The final result is the average fraction of infected agents obtained from the simulations. We also compute the average fraction of infected agents using the Markovian equations through 10 realizations of a network model and compute the epidemic thresholds presented in Section 2. Figs. 2 and 3 present the results. Figs. 2 and 3 indicate that the average density of infected agents obtained from the Markovian equations is close to that obtained from the agents-based simulations. Moreover, Figs. 2 and 3 show that the thresholds computed by Eq. (13) are close to the epidemic thresholds derived from simulations.
Fig. 3. Average fraction of infected agents \( I \) as a function of infection rate \( \lambda \) for epidemic spreading in WS networks with \( K_n = 5 \) and \( P_r = 0.5 \). The solid curves represent the solutions derived from the Markovian equations, and the points represent the results obtained from the agents-based simulations. The vertical dashed lines correspond to the epidemic thresholds computed by the Markovian equations. (a) Each node contains 10 agents. (b) Each node contains 50 agents. (c) Each node contains 100 agents.

Fig. 4. Average fraction of infected agents \( I \) as a function of infection rate \( \lambda \) for epidemic spreading in BA–BA networks with \( m = 5 \). The solid curves represent the solutions derived from Markovian equations, and the points represent the results obtained from agents-based simulations. The vertical dashed lines correspond to the epidemic thresholds computed by Markovian equations. In (a), (b) and (c), \( \mu_1 = \mu_2 = 0.5 \). In (d), (e) and (f), \( \mu_1 = 0.25 \) and \( \mu_2 = 0.75 \). (a) and (d) Each node contains 10 agents. (b) and (e) Each node contains 50 agents. (c) and (f) Each node contains 100 agents.

4.2. Simulation results for interconnected networks

We investigate epidemic spreading in interconnected metapopulation networks through numerical simulations. At first, we verify our theoretical analysis through Monte Carlo simulations. Specifically, we simulate the epidemic process in 3 classes of interconnected networks with two layers, namely, WS–WS networks, BA–WS networks, and BA–BA networks. Here, a BA–WS network is an interconnected network whose first layer is a BA network and whose second layer is a WS network (the interpretations of other classes of interconnected networks are similar). Given an interconnected network, we restrict to the case that two layers have the same number of nodes and all nodes contain the same number of agents. Moreover, we generate interlayer connections of an interconnected network as follows. For each node \( u \) in the first layer, we randomly choose a node \( v \) that has not been chosen before in the second layer and connect \( u \) to \( v \). The connection \((u, v)\) is the only interlayer connection for both \( u \) and \( v \). In the experiments, the number of nodes of each layer in any given interconnected network is fixed to 250. The simulation of epidemic spreading is described as follows. We initially randomly choose an agent as a seed in each node. In other words, every node initially contains an infected agent. Then the simulation of epidemic spreading based on the model in Section 3.1 runs until the spreading process enters into the stationary state. We generate 10 networks and run the simulation of epidemic spreading 10 times for each generated
network. The average fraction of infected agents is returned as the final result. We also compute the average fraction of infected agents using the Markovian equations through 10 realizations of an interconnected network model and compute the epidemic thresholds using the method presented in Section 3.3.

Figs 4, 5, and 6 present the results for BA–BA networks, BA–WS networks, and WS–WS networks respectively. Figs 4, 5, and 6 indicate that the average fraction of infected agents in the stationary state computed by the Markovian equations is close to that obtained from the agents-based simulations. It is clear from the insets of Figs 4, 5, and 6 that the epidemic thresholds computed by Eq. (43) are close to the thresholds derived from simulations when $\mu_1 = \mu_2$. Notice that it is impossible to compute the thresholds using Eq. (43) when $\mu_1 \neq \mu_2$. For example, Fig. 4(d) does not contain vertical dashed lines.

Finally, We investigate the influence of human mobility on epidemic spreading in interconnected metapopulation networks. In reality, it is likely that a contagion initially outbreaks in a city and then spreads globally. Further, infection rates and relocation probabilities may vary in different states or countries. Thus the process of simulations is modified as follows. We assume that an infected agent in the first (second) layer infects a susceptible agent in the second (first) layer with probability $\lambda_{12}$ ($\lambda_{21}$) and infects a susceptible agent in the same layer with probability $\lambda_{11}$ ($\lambda_{22}$). Further, we assume that each agent in the first layer decides to move to another node in the first layer with probability $p_{11}$ ($p_{12}$) and each agent in the second layer decides to move to another node in the first layer with probability $p_{21}$ ($p_{22}$). Initially, we randomly choose a seed node and infect every agent in the chosen node. Then we run the agents-based simulation. In the simulation, each layer consists of 100 nodes, and each node contains 10 agents. To simplify the simulation, we set $\lambda_1 = \lambda_{11} = \lambda_{12} = \lambda_2 = \lambda_{22} = \lambda_{21}, p_{11} = p_{12} = p_1$, and $p_{21} = p_{22} = p_2$. Fig. 7 presents the results. Fig. 7 indicates that the average fraction of infected agents does not decrease when $p_1$ or $p_2$ increases. Thus migration or...
Fig. 6. Average fraction of infected agents $I$ as a function of infection rate $\lambda$ for epidemic spreading in WS–WS networks with $Kn = 5$ and $Pr = 0.5$. The solid curves represent the solutions derived from the Markovian equations, and the points represent the results obtained from the agents-based simulations. The vertical dashed lines correspond to the epidemic thresholds computed by the Markovian equations. In (a), (b) and (c), $\mu_1 = \mu_2 = 0.5$. In (d), (e) and (f), $\mu_1 = 0.25$ and $\mu_2 = 0.75$. (a) and (d) Each node contains 10 agents. (b) and (e) Each node contains 50 agents. (c) and (f) Each node contains 100 agents.

Fig. 7. Average fraction of infected agents as a function of infection rates and relocation probabilities for epidemic spreading in interconnected metapopulation networks. In (a), (b) and (c), $\lambda_2 = 0.25$, $p_2 = 0.25$ and the initial seed is in the first layer. In (d), $\lambda_1 = 0.25$, $p_1 = 0.25$ and the initial seed is in the second layer. (a) BA–BA networks. (b) WS–WS networks. (c) and (d) BA–WS networks.
transportation processes facilitate epidemic outbreaks. We also observe that the epidemic patterns are different between Fig. 7(c) and (d) for BA–WS networks. BA networks are heterogeneous networks and WS networks are homogeneous networks. Then the result implies that the network topology of the layers in interconnected networks impacts epidemic spreading.

5. Conclusion

Human mobility is a critical ingredient in the metapopulation epidemiological models. To deeply understand the influence of human mobility patterns on epidemic spreading, we have developed an epidemiological model that combines the radiation model with the MIR model. Here the radiation model is a superior model to predict population movement in the real world. Thus the proposed model is a more realistic metapopulation epidemiological model in comparison to the original MIR model.

We have also introduced Markovian equations using the tensorial framework to describe the dynamics of the proposed model on interconnected networks. Then we have derived the corresponding epidemic threshold by solving the Markovian equations in the stationary state. It is straightforward to generalize the presented analysis for interconnected networks to that for general multilayer networks based on the tensorial framework. We have tested the validity of the Markovian equations through comprehensive agent-based Monte Carlo simulations. The solutions derived from the Markovian equations are in good agreement with the results obtained from Monte Carlo simulations.

Finally, we have investigated the influence of human mobility on epidemic spreading in interconnected metapopulation networks through Monte Carlo simulations. The results of the simulations indicate that migration or transportation processes can facilitate epidemic propagation in interconnected metapopulation networks.

CRediT authorship contribution statement

Jinyu Huang: Conceptualization, Methodology, Experiments, Funding acquisition, Writing and editing. Chao Chen: Writing – original draft, Supervision, Software, Validation, Funding acquisition.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgments

The author thanks Jeffrey Mudrock (City Colleges of Chicago) for helpful comments. This work was supported by the Project for Talent Introduction in Sichuan University of Science & Engineering, China (Grant Nos. 2017RCL13), the Opening Project of Key Laboratory of Higher Education of Sichuan Province for Enterprise Informationization and Internet of Things (Grant Nos. 2019WZY01) and the Project of Science and Technology Department of Sichuan Province, China (Grant Nos. 19MZGC0059).

References

[1] R. Albert, A. Barabási, Statistical mechanics of complex networks, Rev. Modern Phys. 74 (1) (2001) 47–97, http://dx.doi.org/10.1103/RevModPhys.74.47.
[2] M. Newman, The structure and function of complex networks, SIAM Rev. 45 (2) (2003) 167–256, http://dx.doi.org/10.1137/S003614450342480.
[3] R. Pastor satorras, C. Castellano, P. Van Mieghem, A. Vespignani, Epidemic processes in complex networks, Rev. Modern Phys. 87 (3) (2015) 925–979, http://dx.doi.org/10.1103/RevModPhys.87.925.
[4] V. Colizza, R. Pastor satorras, A. Vespignani, Reaction–diffusion processes and metapopulation models in heterogeneous networks, Nat. Phys. 3 (2007) 276–282, http://dx.doi.org/10.1038/nphys560.
[5] V. Colizza, A. Vespignani, Invasion threshold in heterogeneous metapopulation networks, Phys. Rev. Lett. 99 (2007) 148701, http://dx.doi.org/10.1103/PhysRevLett.99.148701.
[6] S. Ni, W. Weng, Impact of travel patterns on epidemic dynamics in heterogeneous spatial metapopulation networks, Phys. Rev. E 79 (2009) 016111, http://dx.doi.org/10.1103/PhysRevE.79.016111.
[7] N. Masuda, Effects of diffusion rates on epidemic spreads in metapopulation networks, New J. Phys. 12 (9) (2010) 093009, http://dx.doi.org/10.1088/1367-2630/12/9/093009.
[8] C. Shen, H. Chen, Z. Hou, Strategy to suppress epidemic explosion in heterogeneous metapopulation networks, Phys. Rev. E 86 (2012) 036114, http://dx.doi.org/10.1103/PhysRevE.86.036114.
[9] B. Wang, G. Tanaka, H. Suzuki, K. Aihara, Epidemic spread on interconnected metapopulation networks, Phys. Rev. E 90 (2014) 032806, http://dx.doi.org/10.1103/PhysRevE.90.032806.
[10] Y.-W. Gong, Y.-R. Song, G.-P. Jiang, Epidemic spreading in metapopulation networks with heterogeneous infection rates, Physica A 416 (2014) 208–218, http://dx.doi.org/10.1016/j.physa.2014.06.056.
[11] A.L. Krause, L. Kurowski, K. Yawar, R.A. Van Gorder, Stochastic epidemic metapopulation models on networks: SIS dynamics and control strategies, J. Theoret. Biol. 449 (2018) 35–52, http://dx.doi.org/10.1016/j.jtbi.2018.04.023.
[12] T. Nagatani, G. Ichinose, K. ichi Tainaka, Epidemic spreading of random walkers in metapopulation model on an alternating graph, Physica A 520 (2019) 350–360, http://dx.doi.org/10.1016/j.physa.2019.01.033.
[13] D. Soriano-Paños, L. Lotero, A. Arenas, J. Gómez-Gardeñes, Spreading processes in multiplex metapopulations containing different mobility networks, Phys. Rev. X 8 (2018) 031039, http://dx.doi.org/10.1103/PhysRevX.8.031039.

[14] M. Chinazzi, J.T. Davis, M. Ajelli, C. Gioannini, M. Litvinova, S. Merler, A. Pastore y Piontti, K. Mu, L. Rossi, K. Sun, C. Viboud, X. Xiong, H. Yu, M.E. Halloran, I.M. Longini, A. Vespignani, The effect of travel restrictions on the spread of the 2019 novel coronavirus (COVID-19) outbreak, Science 368 (6489) (2020) 395–400, http://dx.doi.org/10.1126/science.aba9757.

[15] M.C. González, C.A. Hidalgo, A.-L. Barabási, Understanding individual human mobility patterns, Nature 453 (2008) 779–782, http://dx.doi.org/10.1038/nature06956.

[16] C. Song, Z. Qu, N. Blumm, A.-L. Barabási, Limits of predictability in human mobility, Science 327 (5968) (2010) 1018–1021, http://dx.doi.org/10.1126/science.1177170.

[17] C. Song, T. Koren, P. Wang, A.-L. Barabási, Modelling the scaling properties of human mobility, Nat. Phys. 6 (2010) 818–823, http://dx.doi.org/10.1038/nphys1760.

[18] L. Pappalardo, F. Simini, S. Rinzivillo, D. Pedreschi, F. Giannotti, A.-L. Barabási, Returners and explorers dichotomy in human mobility, Nature Commun. 6 (1) (2015) 8166, http://dx.doi.org/10.1038/ncomms9166.

[19] F. Simini, M.C. González, A. Maritan, A.-L. Barabási, A universal model for mobility and migration patterns, Nature 484 (2012) 96–100, http://dx.doi.org/10.1038/nature10856.

[20] S. Boccaletti, G. Bianconi, R.Criado, C.J.D. Genio, J. Gomez-gardenes, M. Romance, I. Sendinanaadal, Z. Wang, M. Zanin, The structure and dynamics of multilayer networks, Phys. Rep. 544 (1) (2014) 1–122, http://dx.doi.org/10.1016/j.physrep.2014.07.001.

[21] C. Granell, S. Gómez, A. Arenas, Dynamical interplay between awareness and epidemic spreading in multiplex networks, Phys. Rev. Lett. 111 (2013) 128701, http://dx.doi.org/10.1103/PhysRevLett.111.128701.

[22] C. Granell, S. Gómez, A. Arenas, Competing spreading processes on multiplex networks: Awareness and epidemics, Phys. Rev. E 90 (2014) 012808, http://dx.doi.org/10.1103/PhysRevE.90.012808.

[23] N. Azimi-Tafreshi, Cooperative epidemics on multiplex networks, Phys. Rev. E 93 (2016) 042303, http://dx.doi.org/10.1103/PhysRevE.93.042303.

[24] A. Saumell-Mendiola, M.A. Serrano, M. Boguñá, Epidemic spreading on interconnected networks, Phys. Rev. E 86 (2012) 026106, http://dx.doi.org/10.1103/PhysRevE.86.026106.

[25] H. Wang, Q. Li, G. D’Agostino, S. Havlin, H.E. Stanley, P. Van Mieghem, Effect of the interconnected network structure on the epidemic threshold, Phys. Rev. E 88 (2013) 022802, http://dx.doi.org/10.1103/PhysRevE.88.022801.

[26] X. Wei, X. Wu, S. Chen, J.-a. Lu, G. Chen, Cooperative epidemic spreading on a two-layered interconnected network, SIAM J. Appl. Dyn. Syst. 17 (2) (2018) 1503–1520, http://dx.doi.org/10.1137/17M1134202.

[27] E. Valdano, L. Ferreri, C. Poletto, V. Colizza, Analytical computation of the epidemic threshold on temporal networks, Phys. Rev. X 5 (2015) 021005, http://dx.doi.org/10.1103/PhysRevX.5.021005.

[28] J. Huang, J. Huang, Epidemic behaviors in weighted networks with core–periphery structure, Physica A 528 (2019) 121452, http://dx.doi.org/10.1016/j.physa.2019.121452.

[29] M. De Domenico, A. Solé-Ribalta, E. Cozzo, M. Kivelä, Y. Moreno, M.A. Porter, S. Gómez, A. Arenas, Mathematical formulation of multilayer networks, Phys. Rev. X 3 (2013) 041022, http://dx.doi.org/10.1103/PhysRevX.3.041022.

[30] G.F. de Arruda, E. Cozzo, T.P. Peixoto, F.A. Rodrigues, Y. Moreno, Disease localization in multilayer networks, Phys. Rev. X 7 (2017) 011014, http://dx.doi.org/10.1103/PhysRevX.7.011014.

[31] A.-L. Barabási, R. Albert, Emergence of scaling in random networks, Science 286 (5439) (1999) 509–512, http://dx.doi.org/10.1126/science.286.5439.509.

[32] D.J. Watts, S.H. Strogatz, Collective dynamics of ‘small-world’ networks, Nature 393 (1998) 440–442, http://dx.doi.org/10.1038/30918.