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The crucial aspect of this demonstration is the discovery of renewal events, hidden in the computed dynamics of a multifractal metronome, which enables the replacement of the phenomenon of strong anticipation with a time delayed cross-correlation between the driven and the driving metronome. We establish that the phenomenon of complexity matching, which is the theme of an increasing number of research groups, has two distinct measures. One measure is the sensitivity of a complex system to environmental multi-fractality; another is the level of information transfer, between two complex networks at criticality. The cross-correlation function is evaluated in the ergodic long-time limit, but its delayed maximal value is the signature of information transfer occurring in the non-ergodic short-time regime. It is shown that a more complex system transfers its multifractality to a less complex system while the reverse case is not possible.
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I. INTRODUCTION

The central role of complexity in understanding nonlinear dynamic phenomena has become increasingly evident over the last quarter century, whether the scientific focus is on ice melting across the car windshield, stock prices plummeting in a market crash, or the swarming of insects\textsuperscript{1}. It is remarkable, given its importance in modulating the behavior of dynamic phenomena, from the cooperative behavior observed in herding, schooling, and consensus building, to the behavior of the lone individual responding to motor control response tasks, that defining complexity has been so elusive. As Delignières and Marmelat\textsuperscript{2} point out, a complex system consists of a large number of infinitely entangled elements, which cannot be decomposed into elementary components. They go on to provide an elegant, if truncated, historical review of complexity, along with its modern connection to fluctuations and randomness. They provide a working definition for complexity, as done earlier by West et al.\textsuperscript{3}, as a balance between regularity and randomness.

A. Complexity management

In order to sidestep the impasse of providing an absolute definition of complexity, West et al.\textsuperscript{3} introduced the complexity matching effect (CME). This effect details how one complex network responds to an excitation by a second complex network, as a function of the mismatch in the measures of complexity of the two networks. An erratic time series generated by a complex network hosts crucial events, namely events characterized by the following properties. The time distance \(\tau\) between two consecutive events has a probability density function (PDF), \(\psi(\tau)\), that is inverse power law (IPL) with IPL index \(\mu < 3\). Different pairs of consecutive times correspond to time distances with no correlation, renewal property. The measure of complexity is taken to be the IPL index \(\mu\). Aquino et al.\textsuperscript{4} show that a complex network S with IPL-index \(\mu < 2\), has no characteristic time scale, and in the long-time limit is insensitive to a perturbation by a complex network with a finite time scale, including one having oscillatory dynamics. It is important to notice that when \(\mu < 2\), the first moment of \(\psi(\tau)\) is divergent, thereby generating a condition of perennial aging, while the condition \(\mu < 3\), making the second moment of \(\psi(\tau)\) divergent, generates non-stationary fluctuations that become stationary in the long-time limit. The spectrum of these fluctuations in the region \(2 < \mu < 3\) can be evaluated using the ordinary Wiener-Khintchine theorem, whereas the region of perennial aging, \(\mu < 2\), requires the adoption of a generalized version of this theorem\textsuperscript{4}.

The network S is expected to be sensitive to perturbations having the same IPL index. This observation generated the plausible conjecture that a complex network, with a given temporal complexity, is especially sensitive to the influence of a network with the same temporal complexity, this being, in fact, a manifestation of CME. The crucial events are generated by complex systems at criticality\textsuperscript{5}. On the basis of this property, Turańska et al.\textsuperscript{6} afforded strong numerical support to the CME, showing that a network at criticality is maximally sensitive to the influence of a identical network also at criticality. In this case, the IPL-index of both the perturbed network, \(\mu_S\), and the IPL-index of the perturbing network, \(\mu_P\), must be identical, because the perturbing
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and the perturbed network are identical systems in the same condition, that being the criticality condition. It is known [7] that at criticality \( \mu_S = \mu_P = 1.5 \), thereby implying that the two systems share the same temporal complexity, with the same lack of a finite time scale. The CME was subsequently generalized to the principle of complexity management (PCM), where the network response was determined when both the perturbing and responding networks have indices in the interval 1 < \( \mu < 3 \). This latter condition was studied by means of ensemble averages [3, 8] and time averages [9], leading to the discovery that in the region of perennial aging 1 < \( \mu < 2 \) the evaluation of complexity management requires special treatment. This conclusion is based on the observation that renewal events are responsible for perennial aging, with the occurrence of the renewal events in the perturbed network being affected by the occurrence of the renewal events in the perturbing network. A careless treatment, ignoring this condition may lead to misleading observations characterized erratic behavior making it impossible to realize the correlation between the perturbed and the perturbing signal [9]. This is where the adoption of the multi-fractal perspective adopted by the authors of [10] to study CME may turn out to be more convenient that the adoption of the method of cross-correlation functions.

There is a growing literature devoted to the interpretation that 1/f-noise is the signature of complexity, where the spectra of complex phenomena are given by 1/f\( ^{\nu} \). The complexity in time series is generically called 1/f\( ^{\nu} \)-noise or 1/f-fluctuations, even though empirically the IPL index lies in the interval 0.5 < \( \nu < 1.5 \). The 1/f-behavior can be detected by converting the underlying time series into a diffusion process. This conversion of data allows us to determine the corresponding Hurst exponent \( H \) for the diffusion process, which is well known to be related to the dimension of fractal fluctuations [11]. Consequently, we obtain for the scaling index of the spectrum

\[

\nu = 2H - 1,
\]

It is important to remark that this approach rests on the Gaussian assumption requiring some caution when dynamical complexity is incompatible with the Gaussian condition. It has been observed [12] that the condition \( \mu > 2 \) generates a diffusion process that, interpreted as Gaussian, yield the Hurst scaling

\[

H = \frac{4 - \mu}{2},
\]

which plugged into Eq. (1) yields

\[

\nu = 3 - \mu.
\]

Eq. (3) is valid also for \( \mu < 2 \), but in this case it requires a theoretical derivation taking into explicit account the condition of perennial aging [4]. It is important to stress that \( \nu > 1 \) is consequently a sign of the action of crucial events. The spectrum of a complex network at criticality with crucial events with IPL index \( \mu < 2 \), expressed in terms of the frequency \( \omega = 2\pi f \), is [4]:

\[

S(\omega) \propto \frac{1}{L^{2-\mu}} \frac{1}{\omega^{3-\mu}},
\]

where \( L \) is the length of the observed time series. In this paper we shall use this expression to prove that the multi-fractal metronome used by the authors of Ref. [10] is driven by crucial events responsible for CME [11] and complexity management PCM [3].

Fractal statistics appear to be ubiquitous in time series characterizing complex phenomena. Some empirical evidence for the existence of 1/f-noise within the brain and how it relates to the transfer of information, helps set the stage for the theoretical arguments given below. The brain has been shown to be more sensitive to 1/f-noise than to white noise [13]: neurons in the primary visual cortex exhibit higher coding efficiency and information transmission rates for 1/f-signals than for white noise [13]; human EEG activity is characterized by changing patterns and these fluctuations generate renewal events [13]; reaction time to stimuli reveals that the more challenging the task, the weaker the cognitive 1/f-noise produced [16]. Of course, we could extend this list of brain-related experiments, or shift our attention to other complex systems, but the point has been made.

Here we stress that according to the analysis of [17] the brain dynamics is a source of ideal 1/f-noise being characterized by crucial events with \( \mu \approx 2 \) in accordance with an independent observation made by Buiatti et al [18] of IPL index \( \mu \) ranging from 1.7 to 2.3. It is interesting to notice that heartbeat dynamics of healthy patients were proved to host crucial events with \( \mu \) close to the ideal condition \( \mu = 2 \) [19] and that the recent work of Bohara et al [20], in addition to confirming this observation lends support to interpreting the meditation-activated brain-beat synchronicity [21] as a form of CME of the same kind as that observed by Delignières and co-workers [10], namely, as a transfer of multi-fractality.

B. Experiments, multi-fractality and ergodicity breaking

With the increase in geopolitical tensions between states, the enhanced social media connectivity between individuals along with the rapid progress of neurophysiology, societal behavior has become one of today’s more important scientific topics, forcing researchers to develop and adopt new interdisciplinary approaches to understanding. As pointed out by Pentland [22], even the most fundamental social interaction, that being the dialogue between two individuals, is a societal behavior involving psychology, sociology, information science and neurophysiology. Consequently, we try and keep the theoretical discussion outside any one particular discipline.
and focus our remarks on what may apply across disciplines.

Consequently, the same issue of dyadic interaction can be studied from the theoretical perspective of the Science of Complexity, which we interpret as an attempt to establish a fruitful interdisciplinary perspective. This view recognizes that the interaction between phenomena from different disciplines requires the transfer of information from one complex system to another. The adoption of this interdisciplinary perspective naturally leads us to use the previously introduced notion of complexity matching [1,2,23]. On the other hand, the transition in modeling from physics to biology, ecology, or sociology, gives rise to doubts concerning the adoption of the usual reductionism strategy and establishes a periodicity constraint that is often ignored by physical theories [24].

The observation of the dynamics of single molecules [25], yields the surprising result that in biological systems the ergodic assumption is violated [26]. On the basis of real psychological experiments, for instance the remarkable report on the response of the brain to the influence of a multi-fractal metronome [27], complexity matching has been interpreted as the transfer of a scaling PDF from a stimulus to the brain of a stimulated subject. More recent experimental results [10] confirm this interpretation, based on the transfer of global properties from one complex network to another, termed genuine complexity matching, while affording suggestions on how to distinguish it from more conventional local discrete coupling.

We notice that the PCM [1] relies on the crucial role of criticality and ergodicity breaking, in full agreement with the concept of the transport of global properties from one complex network to another. This agreement suggests, however, that a connection exists, but has not yet been established, between multi-fractality and ergodicity breaking, in spite of the fact that current approaches to detecting multi-fractality are based on the ergodicity assumption [28]. Note that multi-fractality is defined by a time series having a spectrum of Hurst exponents (fractal dimensions), which is to say the scaling index changes over time [29], resulting in no single fractal dimension, or scaling parameter, characterizing the process. Instead there is a unimodal distribution of scale indices centered on the average Hurst exponent. In psycho-physical experiments, for example, a person is asked to synchronize a tapping finger in response to a chaotic auditory stimulus, and complexity matching is interpreted as the transfer of scaling of the fractal statistical behavior of the stimulus, to the fractal statistical response of the stimulated subject’s brain. This response of the brain, in such a motor control task, when the stimulus is a multifractal metronome, has been established [27].

Experimental results [10] confirm this interpretation, based on the transfer of global properties from one complex network to another. In these latter experiments the multifractal metronome generates a spectrum of fractal dimensions \( f(\alpha) \) as a function of the average singularity strength of the excitatory signal and it is this dimensional spectrum that is captured by the brain response simulation, as depicted in Figure 1. The multi-fractal behavior manifest by the unimodal distribution provides a unique measure of complexity of the underlying network. It is worth noting that the same displacement of the metronome spectrum, from the body response spectrum, is observed for walking in response to a multifractal metronome.

The main purpose of the present article is to establish that the multi-fractal arguments advanced by many advocates of complexity matching must be compatible with data displaying ergodicity breaking. The dynamical model that we use to establish this connection is the multi-fractal metronome [27], described by the periodically driven rate equation with delay:

\[
\dot{x} = -\gamma x(t) - \beta \sin(x(t - \tau_m)).
\]

This model, originally introduced by Ikeda and co-workers [30,31], was adopted by Voss [32] to illustrate the phenomenon of anticipating synchronization. In the present article, we adopt Eq. (5) to mimic the output of a complex network, generating both temporal complexity [33] and periodicity [34]. More precisely, setting \( \gamma = 1 \), we use Eq. (5) with only two adjustable parameters; the amplitude of the sinusoidal driver \( \beta \) and the delay time \( \tau_m \), to determine the nonlinear dynamics of a metronome with a multi-fractal time series. We should use this simple equation to study the joint action of renewal events and periodicity, which may have the effect of either annihilating or reducing the renewal nature of events. This is, however, a challenging issue that we plan to discuss in future work. In this paper, on purpose, we establish a
time separation between temporal complexity and periodicity and we establish the accuracy of this separation by means of the aging experiment.

We show that this simple equation, with a careful choice of the parameters $\beta$ and $\tau_m$, generates the same temporal complexity as that produced at criticality by a large number of interacting units in a complex network [7], yielding ergodicity breaking. This earlier work shows that in the long-time regime the nonlinear Langevin equation, yielding ergodicity breaking in the short-time regime, becomes equivalent to an ordinary linear Langevin equation. Herein we use this theory to establish the cross-correlation between a perturbed network $S$ and a perturbing network $P$, identical to the network $S$, when both networks are at criticality. Using the important property that in the long-time limit the non-linear Langevin equation becomes identical to an ordinary Langevin equation, we find an exact analytical expression for the cross-correlation between $S$ and $P$. We prove that the multi-fractal metronome, with a suitable choice of the parameters $\gamma$, $\beta$ and $\tau_m$, generates crucial events and that the temporal complexity of these events is identical to that of a complex network at criticality, more precisely the complex network of Section II. On the basis of this equivalence we predict that the cross-correlation function between the metronome equivalent to the network $S$ and the metronome equivalent to the metronome $P$ should be identical to the analytical cross-correlation function between network $S$ and network $P$. This prediction is supported with a surprising accuracy by the numerical results of this paper.

The strategy of replacing the output of a complex network with the time series solution to a multi-fractal metronome equation yields the additional benefit of avoiding numerically integrating the equations of motion for a complex dynamic network, involving the interactions among a large number of particles in a physical model, people in a social model, or neurons in a model of the brain. Although the interplay between complexity and periodicity is an issue of fundamental importance [34], herein we focus on the IPL complexity, hidden within the dynamics of Eq. (4). On the basis of this equivalence we predict that the cross-correlation function between the metronome equivalent to the network $S$ and the metronome equivalent to the metronome $P$ should be identical to the analytical cross-correlation function between network $S$ and network $P$. This prediction is supported with a surprising accuracy by the numerical results of this paper.

The outline of the paper is as follows. Section II shows that a complex network at criticality generates a distinct multi-fractal spectrum. We devote Section III to detecting the renewal events hidden within the dynamics of Eq. (5) and we establish the equivalence between the multi-fractal metronome and a complex network at criticality. In Section IV we find the analytical expression for the cross-correlation between two complex networks at criticality and we prove numerically that the two equivalent multi-fractal metronomes generate the same cross-correlation. Section V illustrates the transfer of the multi-fractal spectrum from a complex to a deterministic metronome and Section VI is devoted to concluding remarks.

II. CRITICALITY, DECISION MAKING MODEL AND MULTIFRACTALITY

A. Multifractality of the Decision Making Model

As an example of criticality we adopt the Decision Making Model (DMM) widely illustrated in the earlier work of Refs. [6, 7, 80]. For a review please consult the book of Ref. [80]. To clarify the connection between criticality and multi-fractality, we use the DMM. This model rests on a network of $N$ units that have to make a choice between two states, called $C$ and $D$. The state $C$ corresponds to the value $\xi = 1$ and the state $D$ corresponds to the value $\xi = -1$. The transition rate from $C$ to $D$, $g_{CD}$, is given by

$$g_{CD} = g_0 \exp \left[-K \left(\frac{M_C - M_D}{M}\right)\right]$$  \hspace{1cm} (6)

and the transition rate from $D$ to the $C$, $g_{DC}$, is given by

$$g_{DC} = g_0 \exp \left[K \left(\frac{M_C - M_D}{M}\right)\right].$$  \hspace{1cm} (7)

The meaning of this prescription is as follows. The parameter $1/g_0$ defines a dynamic time scale and we set $g_0 = 0.1$ throughout. Each individual has $M$ neighbors (four in the case of the regular two-dimensional lattice used in this article). The cooperation state is indicated by $C$ and the defection state by $D$. If an individual is in $C$, and the majority of its neighbors are in the same state, then the transition rate becomes smaller and the individual sojourns in the cooperation state for a longer time. If the majority of its neighbors are in $D$, then the individual sojourns in the cooperator state for a shorter time. An analogous prescription is used if the individual is in the defection state.

We run the DMM for a time $t$ and we evaluate the mean field

$$x(t) = \frac{\sum_i^N \xi_i}{N},$$  \hspace{1cm} (8)

where $\xi_i = 1$ or $\xi_i = -1$, according to whether the $i$-th individual is in the state $C$ or in the state $D$, respectively. For values of the control parameter much smaller

C. Outline of paper

The outline of the paper is as follows. Section II shows that a complex network at criticality generates a distinct multi-fractal spectrum. We devote Section III to detecting the renewal events hidden within the dynam-
than the critical values $K_c$, which depends on the network topology, the mean field $x$ fluctuates around the vanishing mean values. For values of $K$ significantly larger than $K_c$, the mean field $x(t)$ fluctuates around either 1 or $-1$. It is important to stress that for values of $K$ in the vicinity of the critical value $K_c$, the fluctuations of the mean field have large intensity and the largest intensity corresponds to the critical value $K_c$. The exact value of $K_c$ depends also on the number of units and its evaluation is outside the scope of this paper. Here we limit ourselves to notice that in the case of a regular two-dimensional network $K_c$, with $N = 100$ is around 1.5. The adoption of an irregular networks with a distribution of links departing from the condition of an equal number of links for each unit may have the effect of significantly reducing the value of $K_c$. A scale-free distribution of links was found to make $K_c$ very close to $K_c = 1$, which corresponds to the ideal case where each unit is linked to all the other $N-1$ units. The PDF of the time intervals between two consecutive re-crossings of the origin in the sub-critical condition $K < K_c$ is exponential. At $K = K_c$ the PDF becomes an IPL with power index $\mu = 1.5$. In the supercritical state, the mean field fluctuates around a non-vanishing mean field. For $K \gg K_c$ the PDF of the time intervals between two consecutive re-crossing of this non-vanishing mean field again becomes exponential. The purpose of Section is give the readers a better understanding of the role crucial events, namely non-Poisson renewal events with power index $\mu$ fitting the condition $1 < \mu < 3$. Here we limit ourselves to to illustrate the connection between criticality and multi-fractal spectrum.

Following Delignières and co-workers we apply to the time series $x(t)$ the multifractal method of analysis proposed in 2002 by Kantelhardt et al. The method of Ref. is an extension of the popular technique called Detrended Fluctuation Analysis (DFA) of Ref. originally proposed to determine the Hurst coefficient $H$. The results depicted in Fig. show that the inverted parabola $f(\alpha)$ becomes broadest at criticality. It is interesting to observe that in the sub-critical regime, where the fluctuation of the mean field of Eq. generates ordinary diffusion with Hurst coefficient $H = 0.5$, the spectrum is much sharper and is centered around $\alpha = 0.5$. Increasing the value of the control parameter has the effect of shifting the barycenter of the inverted parabola towards larger values of $\alpha$ with no significant effect on the parabola’s width. The dependence of $f(\alpha)$ on $K$ is dramatically non-linear. In fact, with $K$ going closer to $K_c$ the barycenter of the inverted parabola jumps to the vicinity of $\alpha = 1.2$ and the parabola, as stated earlier, reaches its maximal width. Moving towards higher values of $K$, supercritical values, has the effect of further shifting to the right the parabola’s barycenter. However, the parabola’s width becomes much smaller, in line with earlier arguments about the super-critical condition being less complex than the critical condition. It is impressive that with $K = 2$ the parabola’s barycenter jumps back to the left, suggesting that for even larger values of $K$ complexity is lost, in a full agreement with.

Unfortunately, at the moment of writing this paper, no quantitative theory exists connecting criticality-induced complexity and the emergence of a multi-fractal spectrum at criticality. The work of suggests that the spectrum $f(\alpha)$ is made broader by the action of crucial events activated by the criticality of the processes of self-organization. The numerical results of this section confirms this property. In fact, as remarked earlier, Fig. shows that the multi-fractal spectrum becomes broadest at criticality, while it becomes sharper in both the supercritical and sub-critical condition, where according to the time interval between two consecutive events has an exponential PDF. This result suggests that, as done by Delignières and co-workers it may be convenient to measure CME observing the correlation between the multi-fractal spectrum of the perturbed network $S$ and the multi-fractal spectrum of the perturbing network $P$ rather than the cross-correlation between the crucial events of $S$ and the crucial events of $P$. This method, although more closely related to the occurrence of crucial events is made hard by ergodicity breaking, even when the crucial events are visible, not to speak about the fact that usually crucial events are hidden in a cloud of non-cruical events.

### B. Transfer of multi-fractality from one DMM to another DMM network

In this section we want to discuss an experiment similar to that of Ref. shown in Fig. We do that with...
two DMM networks, the perturbing network playing the role of metronome and the perturbed network playing the role of participants. The complex network A has the control parameter $K = 0.1$, namely, it is a system in the subcritical condition and the network $B$ has the control parameter $K = 1.4$, close to criticality. We explore two opposite conditions. In the first the system $A$ perturbs the system $B$ and in the second the system $B$ perturbs the system $A$. The perturbation is done as follows. 5% of the units of the perturbed system adopt either the state $C$ or $D$ according to whether the perturbing system has a positive or a negative mean field. We see that when the system $B$ with broader spectrum perturbs $A$, with a a sharper spectrum, it forces $A$ to get a much broader spectrum, even broader the spectrum of $B$. When $A$, with a sharper spectrum than $B$ perturbs $B$ it has the effect of making $B$ adopt a spectrum as sharp as that of the perturbing system. This result can be compared to that of the earlier work of Ref. [36], where 2% of the units of the perturbed network adopted the choice made by the perturbing network. In that case no correlation was detected between $S$ and $P$ but in the case where both networks being at criticality. This suggests that the correlation between the multi-fractal spectrum $f(\alpha)$ of $S$ and the multi-fractal spectrum $f(\alpha)$ of $P$ may be a more proper way to study CME [45].

III. DETECTING RENEWAL EVENTS

We devote this Section to establish the equivalence between the dynamics of metronome and those of a DMM network at criticality. We make a suitable choice of the parameters $\beta$ and $\tau_m$ of Eq. (5) so as to make it possible to establish this statistical equivalence.

A. Renewal character of re-crossings

As done in earlier work [6, 33] attention is focused on events corresponding to zero-crossings, that is, to the time intervals between successive crossings of $x = 0$. Successive zero-crossings are used to generate a first time (FT) series $\{\tau_i\}$, where $\tau_i = t_{i+1} - t_i$ is the time interval between two consecutive events, that is, zero-crossings. An important question about this FT series is whether a non-zero two-time correlation, between different events, exists or not. The events are identified as renewal if all two-time and higher-order correlations are zero.

The renewal nature of the events generated using the metronome equation is determined by using the aging experiment [46]. The method, originally proposed by Allegrini et al. [46], was for the purpose of proving that each zero-crossing of a time series is an isolated event, with no correlation with earlier events. The lack of correlation implies that when an event occurs, the occurrence of the next event is completely unrelated and unpredictable; the occurrence of an event can be interpreted as a form of rejuvenation of the system. Ergodicity breaking [26] is closely connected to the occurrence of renewal events, as can be intuitively understood by assigning to the waiting-time PDF $\psi(\tau)$ the IPL form

$$\psi(\tau) \propto 1/\tau^\mu.$$  

In the case $\mu < 2$ the mean waiting time is infinite,

$$\langle \tau \rangle = \int_0^\infty \tau \psi(\tau) d\tau = \infty,$$

and the longer the total length of the time series under study, the greater the maximum value of the waiting-time $\tau$ detected. In fact, although a very short time interval can be drawn immediately after a very long one is drawn, due to the renewal nature of the process, it is impossible that the largest value of $\tau$ found, within a sequence of length $L_1$, remains the maximum in examining a sequence of length $L_2 > L_1$. This would conflict with the $\langle \tau \rangle = \infty$ condition.

To assess whether the FT series $\{\tau_i\}$ generated by Eq. (5) is detected to be renewal, we generate a second, auxiliary, time series by shuffling the FT series. We refer to the latter as the shuffled time series. We apply the aging experiment algorithm to both the original and the shuffled sequence: We adopt a window of size $t_a$, corresponding to the age of the network that we want to examine. Locate the left end of the window at the time of

![Figure 3: The dashed black curve is the multifractal spectrum of the system $A$ with $K = 0.1$ and the dashed pink curve denotes the multifractal spectrum of the system $B$, with $K = 1.4$. One network perturbs the other, as described in the text, with 5% of its units adopting the state $C$ or $D$ according to whether the perturbing system has a positive or a negative mean field. The blue curve is the multifractal spectrum of the network $B$ under the influence of network $A$ and the red curve is the multifractal spectrum of $A$ under the influence of $B$.](image-url)
occurrence of an event, record the time interval between the right end of the window and the occurrence of the first event, emerging after the end of the window. Note that adopting windows of vanishing size corresponds to generating ordinary histograms. The histograms generated by \( t_a \) produce different decision-time distribution densities, and these distribution densities, properly normalized, generate survival probabilities, whose relaxation can be distinctly different from that of the ordinary survival probability.

A non-ergodic renewal process is expected to generate a relaxation that becomes slower and slower as \( t_a \) increases. This lengthening of the relaxation time occurs because the method leads to a truncated time series. However, the truncation affects the short time intervals more than it does the long time intervals, thereby reducing the weight of \( \psi(\tau) \) for short times, while enhancing the weight of long time intervals. We have, of course, to take into account that we adopt normalized histograms. A process is renewal if the aging of the non-shuffled FT series is identical to the aging of the shuffled time series.

Let us discuss the results of the aging experiment applied to the time series \( \{\tau_i\} \) generated by the multifractal metronome data of Eq. (5). In Fig. 4 the shuffled time series is seen to yield a slight deviation from the non-shuffled time series of approximate magnitude \( \tau \sim 10 \). This is a consequence of setting the delay time to \( \tau_m = 10 \), thereby establishing a periodicity interfering with temporal complexity. On the other hand, Fig. 5 shows that the shuffled data curve virtually coincides with the non-shuffled data curve throughout the entire time region explored by the multi-fractal metronome.

B. Long-time ergodic behavior

Note that the data curves in both Fig. 4 and Fig. 5 are characterized by long-time exponential truncations. In the intermediate time regions, both conditions show an IPL behavior with IPL-index \( \mu = 1.5 \). This property reinforces the conviction that the metronome dynamics and that of a network of interacting units at criticality are equivalent. In fact, in the absence of exponential truncation, the complex network would generate perennial non-ergodic behavior. The latter behavior would make the network dynamics incompatible with multi-fractality, which, as pointed out by Juzba and Korbel [28], requires a condition of thermodynamic equilibrium.

The recent work of Beig et al. [7] shows that the mean field of a complex network at criticality generates a mean field \( x(t) \), which is well described by the nonlinear Langevin equation:

\[
\dot{x}(t) = -ax(t)^3 + f_x(t),
\]

with \( f_x(t) \) being a random noise generated by the finite size of the network, whose intensity is proportional to \( 1/\sqrt{N} \), and \( N \) is the number of the interacting units. Eq. (10) describes the over-damped motion of a particle within a quartic potential, which has a canonical equilibrium distribution. However, a particle moving from the initial condition \( x(0) = 0 \), undergoes a virtual diffusional process for an extended time \( T_{eq} \). The order of magnitude of this time is given by

\[
T_{eq} \propto \sqrt{\frac{N}{a}}
\]

For times \( t \ll T_{eq} \) the network’s dynamics are non-ergodic, but they become ergodic asymptotically for \( t \gg T_{eq} \).
The zero-crossings are well described by a waiting-time PDF given by Eq. [9] for times $\tau \ll T_{eq}$. This PDF, however, is exponentially truncated, and as a consequence of this truncation the renewal aging is not perennial. As a result of aging the IPL index of the PDF changes from this truncation the renewal aging is not perennial. As a consequence of $T$ scale of the order of equilibrium emerging from the adoption of a large time scale of the order of $T_{eq}$, it corresponds to the existence of a thermodynamical transition. In the case of the complex network at criticality, this corresponds to the existence of a thermodynamical equilibrium or the negative state. Thus, the renewal nature of the zero-crossing events becomes essential for the emergence of such cooperative behavior as cognition [47], as in changing one’s mind for no apparent reason. The zero-crossing is the time at which the network is most sensitive to a perturbation, so the more zero-crossings the shorter the interval between a perturbation and response.

C. Beyond ordinary diffusion

We note that the waiting-time PDF of Fig. 5 is given by

\[ \mu \approx 1.35 \]  \hspace{1cm} (15)

This does not conflict with the earlier arguments on the exponential nature of the infinitely aged regime. In fact, on the basis of a theoretical approach based on the observation of random growth of surfaces [48] it is argued [49] that in all the organization processes the fluctuation of $x(t)$ around the origin are non-Poisson renewal events characterized by the following common property. Let us call $\Psi(t)$ the probability that no renewal non-Poisson event occurs at a distance $t$ from an earlier event. The Laplace transform of $\Psi(t)$, $\hat{\Psi}(u)$, is given by

\[ \hat{\Psi}(u) = \frac{1}{u + \lambda^\alpha (u + \Delta)^{1-\alpha}}. \]  \hspace{1cm} (16)

On the basis of Fig. 4 we assume that there exists a wide time interval generating the PDF index $\mu = 1 + \alpha$, which is 1.35 in the case of that figure. This time interval is defined by

\[ \frac{1}{\lambda} \ll t \ll \frac{1}{\Delta}. \]  \hspace{1cm} (17)

This wide time interval in the Laplace domain becomes

\[ \lambda \gg u \gg \Delta, \]  \hspace{1cm} (18)

thereby turning Eq. (16) into

\[ \hat{\Psi}(u) = \frac{1}{u + \lambda^\alpha u^{1-\alpha}}. \]  \hspace{1cm} (19)

This is equivalent to the Laplace transform of the Mittag-Leffler function, which is known to be a stretched...
FIG. 6: Survival probability of the crucial events of the metronome, compared to the exponential function corresponding to infinitely large age. The blue curve is the exponential function of Eq. (22).

exponential in the time regime $t < 1/\lambda$ and the inverse power law $1/t^\alpha$ in the time regime $t > 1/\lambda$. Due to Eq. (17), we conclude that in that time interval the waiting time distribution density is an inverse power law with $\mu = 1 + \alpha$ while for times $t > 1/\Delta$,

$$\psi(t) = \Gamma \exp(-\Gamma t),$$

(20)

where

$$\Gamma = \lambda^\alpha \Delta^{1-\alpha}. \quad (21)$$

Note that the corresponding survival probability, $\Psi(t)$, gets the form

$$\Psi(t) = \exp(-\Gamma t) \quad (22)$$

and is identical an equilibrium correlation function with the same form as that of Eq. (12), with $\Gamma$ given by Eq. (21).

In the example discussed in Section IV, where $\Gamma = 0.01$, we have $\Delta = 0.0078$ corresponding to the time $t = 129$.

In Fig. 6 we make a comparison between the numerical results on the aging of the renewal events and the theoretical prediction of Eq. (22). The good agreement between numerical results and numerical prediction confirms that the metronome hosts crucial events therefore supporting our conviction that the multi-fractal properties of the metronome, stressed by the work of Delignières and coworkers [10], are a manifestation of the action of crucial events.

We afford a further support to this important property studying the spectrum $S(\omega)$ of the metronome in the condition corresponding to Fig. 5. According to the arguments illustrated in Section IV, see Eq. (11), the $1/f$-noise generated by the metronome in this condition, with $\mu = 1.333$, should yield $\nu = 1.67$. Fig. 7 yields a satisfactory agreement between theory and numerical results if we take into account the challenging numerical issue of evaluating the spectrum of a non-ergodic process with the density of crucial events decreasing upon increase of $L$.

IV. COMPLEXITY MATCHING BETWEEN TWO MULTI-FRACTAL METRONOMES

In this Section we discuss the results of a numerical experiment done on the cross-correlation between two identical multi-fractal metronomes, in the condition illustrated by Fig. 2, which makes them, as shown in the earlier Section, equivalent to the complex networks at criticality of Ref. [7]. We stress that this equivalence rests on sharing the same temporal complexity, namely, the same non-Poisson renewal statistics for the zero-crossings. The results of this experiment of information transport from one to another identical multi-fractal metronome generates a qualitative agreement with the results of the earlier work of Ref. [43] on the information transport from a complex network at criticality to another complex network at criticality. However, we go much beyond this qualitative agreement. To do so, we use the theory of Ref. [7] to derive an analytical expression for the cross-correlation used to evaluate the information transport and compare it to the cross-correlation between the two equivalent multi-fractal metronomes done in this section, and we find outstanding agreement.

The numerical calculations of this section are based on the following set of coupled equations:
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follows:
\[
\dot{x} = -\gamma x(t) - \beta \sin (x(t - \tau_m)) + \chi y,
\]
where $x(t)$ is the mean field of the responding network and $y(t)$ is the mean field generated by the driving network
\[
\dot{y} = -\gamma y(t) - \beta \sin (y(t - \tau_m)).
\]
This choice of equations is done to mimic the influence that perceptors (lookout birds) exert on their own net-
work. The interaction term $\chi y$ must be weak to mimic the influence of a very small number of perceiving units. For this reason we assign to the coupling coefficient $\chi$ the value $\chi = 0.1$.

In Fig. 8 we show that this weak coupling results in a remarkable synchronization of the driven metronome with the driving metronome. Let us now move a quan-
titative discussion. To make our results compatible with the observation of single complex systems, the brain be-
ing an example of unique system making it impossible for us to adopt the ensemble average method, we use the time average approach and we define the autocorrelation function $A(\tau)$ and the cross-correlation function $C(\tau)$ as follows:
\[
A(\tau) = \frac{\int_0^{T-\tau} dt x(t + \tau)x(t)}{T - \tau}
\]
and
\[
C(\tau) = \frac{\int_0^{T-\tau} dt x(t + \tau)y(t)}{T - \tau}.
\]
In both cases we set $T = 10^7$. The auto-correlation function of Eq. (35) is evaluated with $\chi = 0$, namely, when the metronome $x$ is not perturbed by the metronome $y$.

The bottom panel of Fig. 9 shows that the cross-correlation function, as expected, is characterized by a significant delay, on the order of $\tau \sim 100$. The cross-
correlation function is asymmetric with respect to the shifted maximum. Notice that we have selected the value $\tau_m = 1000$, of Fig. 5 so as to reduce the influence of pe-
riodicity on the temporal complexity.

Let us now generate an analytical expression to match these numerical results. First of all let us stress that setting $T = 10^7$ is equivalent to make the numerical observation in the ergodic regime, where time and en-
semble averages are expected to yield the same results. The adoption of ensemble averages make the calculations much simpler and for this reason, with no contradiction with the statement that we focus our attention on unique complex networks, we rest our theoretical arguments on ensemble averages.

The assumption that the time series generated by the multi-fractal metronome and that of the complex network are equivalent at criticality, and the arguments [7] proving the equivalence between Eq. (10) and Eq. (14) lead us to replace Eq. (23) and Eq. (24) with the linearized forms
\[
\dot{x} = -\Gamma x(t) + f_x(t) + \chi y,
\]
and
\[
\dot{y} = -\Gamma y(t) + f_y(t),
\]
where $f_x(t)$ and $f_y(t)$ are mutually uncorrelated Wiener noises. It is straightforward to show, using the lack of correlation between the two sources of noise, that the stationary cross-correlation function $C(\tau)$ is
\[
C(\tau) \equiv \lim_{t \to \infty} \langle x(t + \tau)y(t) \rangle = \lim_{t \to \infty} \chi \int_0^{t + |\tau|} dt e^{-\Gamma(t + |\tau| - t')} \langle y(t)y(t') \rangle.
\]
In the absence of coupling, the two metronomes are characterized by the normalized auto-correlation functions
\[
A_x(\tau) = A_y(\tau) = e^{-\Gamma|\tau|} \equiv A(\tau).
\]
As a consequence
\[
\langle y(t)y(t') \rangle = \left \langle y^2 \right \rangle_{eq} e^{-\Gamma|t-t'|}.
\]
By inserting Eq. (31) into Eq. (29), and taking into account that for $\tau > 0$, there are two distinct conditions, $t' < t$ and $t < t' < t + \tau$, we obtain
\[
C(\tau) \equiv \lim_{t \to \infty} \langle x(t + \tau)y(t) \rangle = be^{-\Gamma|\tau|}, \quad \tau < 0,
\]
and
\[
C(\tau) \equiv \lim_{t \to \infty} \langle x(t + \tau)y(t) \rangle = be^{-\Gamma|\tau|}(1 + 2\Gamma\tau), \quad \tau > 0.
\]
FIG. 9: (Color online) Top panel: Numerical auto-correlation function $A(\tau)$ of Eq. (35). The numerical value of $\Gamma$ is $\Gamma = 0.01$. Bottom panel: The black curve denotes the numerical result for the cross-correlation function with $\gamma = 1$, $\beta = 1000$ and $\tau_m = 1000$. The red curve is derived from Eq. (32) and Eq. (33) with the same $\Gamma$ as in the top panel and the fitting parameter $b$ with the value $b = 81.8$.

Note that

$$b \equiv \frac{\langle y^2 \rangle_{eq} \chi}{2\Gamma}.$$  \hfill (34)

It is important to stress that the normalized auto-correlation function of the multi-fractal metronome

$$A(\tau) \equiv \lim_{t \to \infty} \frac{\langle x(t)x(t+\tau) \rangle}{\langle x(t)^2 \rangle} = e^{-\Gamma|\tau|}$$  \hfill (35)

is evaluated numerically and it is illustrated in the top panel of Fig. 5. We derive the value of $\Gamma$ from this numerical treatment and its value $\Gamma = 0.01$ is used in Eq. (32) and in Eq. (33). As a consequence, to make a comparison between theoretical and numerical cross-correlation function we have only one fitting parameter, $b$, the intensity of autocorrelation function at $\tau = 0$. The bottom of Fig. 9 depicts the comparison between numerical and theoretical results and shows that the agreement between the two goes far beyond the qualitative. It is interesting to notice Eq. (32) yields for the time shift $\Delta$ of the cross-correlation function the following analytical expression

$$\Delta = \frac{1}{2\Gamma}.$$  \hfill (36)

This interesting expression shows that reducing $\Gamma$ has the effect of increasing the time shift. On the other hand reducing $\Gamma$ has the effect of making the non-ergodic time regime $t < T_{eq}$ more extended, thereby suggesting a close connection between complexity matching and ergodicity breaking.

V. TRANSFER OF MULTI-FRACTAL SPECTRUM FROM A COMPLEX TO A DETERMINISTIC METRONOME

After illustrating the similarity between the metronome-metronome interaction and the DMM-DMM interaction when both DMM networks are at criticality, let us move to discuss the transfer of information from a complex metronome to a deterministic metronome. On the basis of the PCM we should expect that in this case no significant transfer of information occurs. See, for instance, the earlier work of Ref. [36], as an example of a lack of information transport when the DMM driving network is at criticality and the driven DMM network is in the subcritical condition.

The field $x(t)$ of the driving network is illustrated by the top panel of Fig. 10. The waiting time PDF between two consecutive regressions to the origin is of the same kind as that illustrated in Fig. 4, with an intermediate time region with the complexity $\mu = 1.35$, and an exponential truncation. The driven metronome in the absence of the influence of the driving metronome generates the field $x(t)$ illustrated by the middle panel of Fig. 10. This is a fully deterministic condition corresponding to the choice of $\tau_m = 1$, which implies a lack of complexity. More precisely, Eqs. (23) and (24) has been changed into

$$\dot{x} = -\gamma x(t) - \beta \sin (x(t - \tau_S)) + \chi y,$$  \hfill (37)

and

$$\dot{y} = -\gamma y(t) - \beta \sin (y(t - \tau_P)),$$  \hfill (38)

respectively, where $\tau_S = 1$ and $\tau_P = 1000$.

The influence of the driving metronome on the driven one is illustrated by the bottom panel of Fig. 10. It is evident that the driven metronome has absorbed the complexity of the driving metronome. This important property is made compelling from the results of Fig. 11.
FIG. 10: (Color online) Top panel: Time evolution of driving metronome with $\gamma = 1$, $\beta = 1000$ and $\tau_m = 1000$. Middle panel: Time evolution of driven metronome (before connection) with $\gamma = 1$, $\beta = 100$ and $\tau_m = 1$. Bottom panel: Time evolution of driven metronome (after connection, $\chi = 0.1$).

FIG. 11: (Color online) Black curve: Parabola of driving metronome with $\gamma = 1$, $\beta = 1000$ and $\tau_m = 1000$. Red curve: Parabola of driven metronome with $\gamma = 1$, $\beta = 100$ and $\tau_m = 1$. $\chi = 0.1$.

How to explain this surprising result? The earlier dynamical work on complexity matching was based on the assumption that a complex network made complex by criticality is characterized by $K = K_c$ and a network with no complexity has a control parameter distinctly smaller than the critical value $K_c$. The crucial events of the driving network exert an influence on the time occurrence of crucial events of the driven network and consequently a form of synchronization takes place, when both networks are at criticality. However, the interaction between the two networks does not affect the values of their control parameters. If the driven network is in the subcritical regime, the statistics of its events remain of Poisson kind, thereby making it impossible to realize such a synchronization effect. The parameter $\tau_m$ apparently plays the same role as the control parameter $K$ of the DMM network, but $\beta \sin(x(t - \tau_S)) + \chi y$ of Eq. (37), with $\tau_S = \tau_m$ under the influence of perturbation is turned into $\beta \sin(y(t - \tau_P))$. The multi-fractal metronome is more flexible than a DMM network in the subcritical regime.

VI. CONCLUDING REMARKS

The main results of this paper are the following. The multi-fractal metronome used by Delignières and coworkers [10] is equivalent to a complex network at criticality in the sense that it hosts crucial events. This establishes a connection between multi-fractal spectrum...
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