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Abstract

We present an interface and geometry preserving (IGP) method for the modeling of fully Eulerian fluid-structure interaction via phase-field formulation. While the hyperbolic tangent interface profile is preserved by the time-dependent mobility model, the proposed method maintains the geometry of the solid-fluid interface by reducing the volume-conserved mean curvature flow. To achieve the reduction in the curvature flow, we construct a gradient-minimizing velocity field (GMV) for the convection of the order parameter. The constructed velocity field enables the preservation of the solid velocity in the solid domain while extending the velocity in the normal direction throughout the diffuse interface region. With this treatment, the GMV reduces the normal velocity difference of the level sets of the order parameter which alleviates the undesired thickening or thinning of the diffuse interface region due to the convection. During this process, the time-dependent mobility coefficient is substantially reduced and there is a lesser volume-conserved mean curvature flow. The GMV ensures that the diffuse interface region moves with the solid bulk such that the fluid-solid interface conforms to the geometry of the solid. Using the unified momentum equation and the phase-dependent interpolation, we integrate the IGP method into a fully Eulerian variational FSI solver based on the incompressible viscous fluid and the neo-Hookean solid. We first demonstrate the ability of the phase-field-based IGP method for the convection of circular and square interfaces with a prescribed velocity field. The variational FSI framework with the IGP method is then examined for the flow passing a fixed deformable block in a channel domain. Finally, the vibration of a plate attached behind a stationary cylinder subjected to incoming flow is employed to assess the fully Eulerian framework for a large aspect ratio and sharp corners.
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1. Introduction

Fluid-structure interaction (FSI) is a coupled highly-nonlinear multiphysics problem that can be found in various natural phenomena and industrial processes. Examples include from traditional aeroelasticity and flow-induced vibration problems in aerospace engineering [1, 2, 3, 4], marine/offshore [5, 6, 7, 8], biomedical [9, 10, 11], energy harvesting [12] to the emerging fields of muscular hydrostat [13, 14] and soft robotics [15] and bio-inspired flying vehicles.
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The interface between the fluid and solid poses significant challenges in mathematical modeling and numerical simulation \cite{17, 18}. Although various methods have been developed for handling the moving fluid-structure interface, solving large topological changes of solid while keeping the accuracy and stability of the solution remains to be challenging. During the contact and breaking-up of fluid-structure interfaces, the fluid-solid interfaces can undergo complex geometric changes which pose difficulty in the numerical implementation. The mutual dependence between the geometry and the underlying dynamics of interfaces is highly sensitive and error-prone in numerical simulations. Handling the discontinuity of physical properties along evolving interfaces needs careful considerations from both physical modeling and computational standpoints \cite{17, 18}. Disparate kinematic descriptions of solids and fluids introduce intrinsic conflict and pose fundamental difficulties during the integration between the fluid and solid equations in a unified manner. Furthermore, multiphase FSI involves other well-known computational mechanics challenges with regard to satisfying conservation (e.g., mass and energy), handling high density and viscosity ratios, and turbulence effects \cite{18}. The motivation for this work primarily comes from bio-inspired locomotion \cite{19} and flexible propeller blades \cite{20, 21} which require a robust and reasonably accurate fully Eulerian approach for the modeling of fluid-structure interaction.

The continuum hypothesis for the physical domains is typically assumed for large-scale numerical simulations of fluid-structure interaction. In the continuum mechanics formulation of fluid-structure interaction, the key challenges are associated with the conflict of dissimilar coordinate frames for the fluid and solid domains, the accurate treatment of the boundary conditions at the fluid-solid interface; and the design of stable and accurate discretizations for the coupled nonlinear PDEs \cite{17, 18}. The kinematic description of continua is a fundamental consideration in the simulation of FSI problems, which can be classified into Lagrangian and Eulerian descriptions. From a computational point of view, the selection determines the relationship between the mesh and the deforming continuum. In the Lagrangian description, the grid points move consistently with the motion of material points. On the contrary, the grid is fixed spatially in the Eulerian description. This difference determines the accuracy and ease of the algorithm in handling large deformation of solid bodies under significant fluid forces and topological changes of fluid-solid interfaces. Due to the distinct constitutive relations of solids and fluids, they can be conveniently described in the Lagrangian and Eulerian frames, respectively. In this work, we adopt a fully Eulerian description for both fluid and solid systems in a variational finite element framework \cite{22, 23, 24}.

Based on different kinematic descriptions for fluids and solids, various techniques treating the fluid-fluid and fluid-solid interfaces have been developed. One of the most accurate approaches is the arbitrary Lagrangian-Eulerian (ALE) method, in which interfaces are explicitly represented by conformal meshes \cite{25, 26}. The velocity and traction continuities can be accurately imposed as boundary conditions at the interface \cite{27, 2, 28}. However, the conformal mesh may fail due to large motion and deformation, which requires special treatment such as remeshing strategies to avoid generating distorted elements. While the remeshing strategies are effective, they can be cumbersome in coding and software design. The Lagrangian-Eulerian approaches avoid these difficulties by allowing independent Lagrangian and Eulerian meshes for solids and fluids, respectively. For example, in the immersed boundary method (IBM) \cite{29, 30}, the velocity and force of fluids and solids are projected back and forth between the Lagrangian grid and the Eulerian grid. In the front-tracking method \cite{31}, similar treatment is employed for the fluid-fluid interface. The fictitious domain method \cite{32, 33} imposes the velocity continuity
through a Lagrange multiplier. The extended finite element method (XFEM) \cite{34, 35} uses additional degrees of freedom and discontinuous shape functions for capturing the discontinuity of solution at the interface. In the fully Eulerian description, the governing equations for fluids and solids are unified as a one-field formulation, in which the velocity and stress continuities are naturally satisfied. The interfaces are captured by additional solution fields indicating the phases at Eulerian grid points. The interface capturing can be achieved through the volume of fluid, the level set or the phase-field method. The variation of the physical properties at interfaces can be explicitly modeled as functions of phase indicators \cite{36}, or implicitly captured by the ghost fluid method \cite{37}.

The fully Eulerian description for FSI problems has become an active area of research owing to its convenience in describing large motion and deformation of solids as well as topological changes of interfaces. This merit becomes prominent with the elevation of the geometric complexity in multiphase FSI problems. Some applications include contact dynamics, fracture and phase transfer of solids \cite{38, 39, 40}. In the fully Eulerian variational solver proposed in \cite{22}, the initial point set (IPS) method was used to track the incompressible neo-Hookean solid while the harmonic extension of the velocity in the fluid domain was used to avoid entanglement at fluid-solid interfaces. The constitutive relation of the solid was further generalized by \cite{23} to St. Venant-Kirchhoff material. The decoupling of the momentum balance law with the structural displacement was accomplished in \cite{41}, where the stress was written as a function of velocity instead of displacement. The deformation of the solid was calculated by evolving the deformation gradient tensor while the interface was captured using the phase-field method. A thermodynamic consistent model based on the phase-field method was further developed in \cite{36}, where the left Cauchy-Green tensor was employed to account for the evolution of the solid strain. In \cite{38, 42}, the reference map technique was successfully demonstrated as an alternative to the IPS method.

However, accurate interface representation and evolution remain to be challenging in the interface capturing methods employed by the fully Eulerian formulation. Generally speaking, the interface capturing methods estimate the interface location while utilizing an implicit interface indicator in a fixed Eulerian grid. The indicator is almost a constant in the bulk of continua, while a rapid variation occurs across the interface. In the volume of fluid \cite{43}, level set \cite{44} and phase-field \cite{45, 46} methods, the interface indicator variables are namely volume fraction, level set function and order parameter, respectively. The interface can be reconstructed from the interface indicator variable, which forms the sharp interface approaches. Another approach is to represent the interface implicitly by the smooth transition of the interface capturing variable, which is classified as the diffuse interface approach \cite{47}. In the current work, we focus on the latter because they avoid the explicit interface reconstruction and ease the calculation of the normal and curvature of the interface.

In the diffuse interface approach, the transition layer between the phases has a finite thickness and employs definite profiles according to the diffuse interface model. In the level set method, the variation of the interface capturing variable across the interface is formulated as a signed distance function $d$. While in the phase-field method, the interface is associated with a smooth yet highly localized variation of the phase-field variable (i.e., order parameter), which takes a hyperbolic tangent profile $\tanh(d/(\sqrt{2}\varepsilon))$, where $\varepsilon$ controls the thickness of the diffuse interface region. When $\varepsilon$ is small so that the bulk of phases are distinct and the turning of the interface is well resolved, the diffuse interface description recovers to the sharp interface description \cite{48}. During the evolution of the interface, the interface capturing variable is con-
vascular by the flow field velocity. The relative normal velocity between the level sets of the interface capturing variable leads to an increase or decrease in the distance between the level sets, therefore distorting the signed distance function or the hyperbolic tangent profile. We refer to this as convective distortion [49]. In terms of the diffuse interface region, the convective distortion is reflected as the thickening or thinning effect [50]. The thickened diffuse interface region further elevates the inaccuracy. The thinned diffuse interface region brings all the level sets close to each other and forms large spatial gradients, which may cause numerical instability and convergence issues.

To resolve the convective distortion, the reinitialization procedure is required in the level set method. Similarly, free energy minimization is employed to regularize the hyperbolic tangent profile and re-distance the diffuse interface region in the phase-field method. However, both the level set and phase-field methods can induce undesired displacement of the interface location, which is proportional to the local curvature [51, 52]. When the convective distortion is severe, a significant reinitialization or free energy minimization process is required to restore the interface profile. The issue of undesired interface displacement becomes even worse at sharp corners of the solid where the curvature is not defined and tends to be very large in numerical simulation. Owing to the undesired displacement of the interface location, the geometry of the solid can be severely distorted during a simulation. To summarize, there exists a conflict between the accurate interface representation and the evolution of a diffuse interface. If the interface is evolved exactly via the flow velocity, the diffuse interface representation can suffer from the convective distortion. On the other hand, if one wishes to recover the accurate diffuse interface representation, an undesired interface displacement will appear which will disturb the interface evolution. The conflict can be eased by directly modifying the reinitialization or the free energy minimization process. In [51], the location of the interface is considered explicitly and the displacement caused by the reinitialization process is minimized. In [52], an anti-curvature term is suggested to nullify the curvature flow induced by the phase-field method. Recently in [53], the authors introduced sub-iterations to correct the undesired interface displacement within the iteration of the reinitialization process.

In the current work, instead of directly working on the reinitialization and free energy minimization processes, we preserve the interface geometry by minimizing the convective distortion. Inspired by the harmonic extension of the velocity in the fluid domain for the convection of IPS [22], we propose an auxiliary gradient-minimizing velocity field (GMV) for the convection of the order parameter in the phase-field method. The GMV preserves the solid velocity in the solid domain and further extends the solid velocity along the normal direction throughout the diffuse interface region. The stability of this process is enhanced by a diffusion term. Through this construction, the normal velocities of level sets of the order parameter are maintained the same inside the gradient-minimizing velocity field. As a result, the convective distortion decreases thereby reducing the need for the free energy minimization process [49]. This regularizes the hyperbolic tangent profile together with a lesser displacement of the interface. Hence the solid geometry is better preserved. In the context of the fully Eulerian FSI, the GMV keeps the velocity of the diffuse interface region close to the velocity of the solid bulk so that the diffuse interface region better conforms to the geometry of the solid. When the GMV is integrated with the Lagrange multiplier for the mass conservation [54] and the time-dependent mobility coefficient for the interface profile preservation [49], the resulting phase-field method better preserves the diffuse interface profile as well as the interface geometry. In the current paper, we refer to this as the interface and geometry preserving (IGP) phase-field method.
Besides the convection of the order parameter, the GMV is also used for the convection of the material coordinates, which tracks the solid in fixed Eulerian meshes. The dynamics of the interaction between the incompressible fluid and the incompressible neo-Hookean solid is solved through unified conservation equations via phase-dependent interpolation. The stabilized finite element technique is employed for the variational discretization while the generalized-$\alpha$ method is used for fully implicit time marching [55, 56, 18]. We first test the effectiveness of the IGP method in preserving the interface profile and geometry in a prescribed velocity field. We examine the evolution of circular and square interfaces when convected by a velocity field that is extensional in the horizontal direction and compressional in the vertical direction. After investigating the IGP method alone, the IGP method is integrated into a variational fully Eulerian FSI formulation. The variational framework is examined by the case of flow passing a fixed deformable block in a channel domain. Finally, the vibration of a plate attached behind a stationary cylinder subjected to incoming channel flow, referred to as the cylinder-flexible plate problem, is considered to assess the solver for unsteady FSI involving solid with a large aspect ratio and sharp corners.

The organization of this paper is as follows: Section 2 presents the formulation for the IGP method and fully Eulerian FSI solver. Section 3 describes the variational discretization of the formulation. Section 4 presents the test cases, including the convection of circular and square interfaces in a prescribed velocity field, the channel flow passing a fixed deformable block and the cylinder-flexible plate problem. The conclusions are summarized in Section 5.

2. Interface and geometry preserving method for fully Eulerian FSI

In this section, we present the continuum formulation for the fully Eulerian FSI framework with the interface and geometry preserving phase-field method. We start with the mass and momentum conservation of the FSI problem. We next introduce the diffuse interface representation and evolution in the phase-field method and the gradient-minimizing velocity field for the convection of the order parameter. After that, we describe the material coordinates which track the solid in a fully Eulerian mesh for the calculation of the solid stress. Finally, we summarize all the equations and form the fully Eulerian FSI formulation with the IGP method.

2.1. Conservation laws for the fully Eulerian FSI

We start with the mass and momentum conservation of the FSI problem. In the current work, we restrict the material properties to the incompressible fluid and the incompressible Neo-Hookean solid. Consider a physical domain $\Omega \times [0, T]$ with spatial coordinates $x$ and the temporal coordinate $t$. The domain is composed of the solid domain $\Omega_s^t$ and the surrounding fluid domain $\Omega_f^t$. The momentum balance law for the solid and the fluid can be written as:

$$
\rho^s (\partial_t v^s + v^s \cdot \nabla v^s) = \nabla \cdot \sigma^s + b^s,
\rho^f (\partial_t v^f + v^f \cdot \nabla v^f) = \nabla \cdot \sigma^f + b^f,
$$

where $v^s, \rho^s, \sigma^s, b^s$ represent the velocity, the density, the Cauchy stress and the body force of the solid respectively, and $v^f, \rho^f, \sigma^f, b^f$ represent the corresponding physical properties for the fluid. With the incompressible condition in both the solid and the fluid, the mass conservation reduces to the continuity equations for both the solid and the fluid continua:

$$
\nabla \cdot v^s = 0, \quad \nabla \cdot v^f = 0.
$$
The mass and momentum balance equations can be integrated through a phase-dependent interpolation as follows:

$$
\alpha(\phi) \rho^s (\partial_t v^s + v^s \cdot \nabla v^s) + (1 - \alpha(\phi)) \rho^f (\partial_t v^f + v^f \cdot \nabla v^f) = \nabla \cdot \left( \alpha(\phi) \sigma^s + (1 - \alpha(\phi)) \sigma^f \right) + \alpha(\phi) b^s + (1 - \alpha(\phi)) b^f;
$$

$$\alpha(\phi) \nabla \cdot v^s + (1 - \alpha(\phi)) \nabla \cdot v^f = 0,$$

where $\alpha(\phi)$ is a weight function satisfying $\alpha(\phi(x,t)) = 1, \phi(x,t) \in \Omega^s; \alpha(\phi(x,t)) = 0, \phi(x,t) \in \Omega^f$, and $\phi(x,t)$ being the order parameter in the phase-field method which indicates the local composition of the phases. A unified and continuous velocity field can be used to simplify the coupled fluid-solid equations as follows:

$$\rho(\phi) (\partial_t v + v \cdot \nabla v) = \nabla \cdot \sigma(\phi) + b(\phi),$$

$$\nabla \cdot v = 0,$$

where $v$ is the unified velocity field subjected to density, stress and body force interpolation: $\rho(\phi) = \alpha(\phi) \rho^s + (1 - \alpha(\phi)) \rho^f$, $\sigma(\phi) = \alpha(\phi) \sigma^s + (1 - \alpha(\phi)) \sigma^f$ and $b(\phi) = \alpha(\phi) b^s + (1 - \alpha(\phi)) b^f$.

### 2.2. IGP method and gradient-minimizing velocity field

In this subsection, we first describe the diffuse interface representation and evolution via the phase-field method and provide a short review on the interface preserving phase-field method [49]. Furthermore, we point out the induced volume-conserved mean curvature flow which disturbs the geometry of the interface. We then introduce the gradient-minimizing velocity field for reducing the volume-conserved mean curvature flow.

#### 2.2.1. Review of the interface preserving phase-field method

In the phase-field method, an order parameter $\phi(x,t)$ is used to indicate the local composition of phases. In the current work, we set $\phi = 1$ as an indicator for the solid phase, while $\phi = -1$ is used to track the fluid phase. The solid-fluid interface is represented by a region where $\phi$ transit smoothly from $\phi = 1$ to $\phi = -1$. As a result of the free energy minimization $E(\phi) = (F(\phi) + \varepsilon^2/2 |\nabla \phi|^2)$, where $F(\phi) = 1/(4\phi^2 - 1)^2$, the smooth transition evolves towards the hyperbolic tangent profile. The profile is given by $\phi = \tanh(d/\sqrt{2}\varepsilon)$, where $d$ is the signed distance function to the interface and $\varepsilon$ is the interface thickness parameter which controls the thickness of the transition region.

With the diffuse interface representation, the evolution of the interface now can be realized through the convection of the order parameter. However, when the level sets of the order parameter are convected in different normal velocities, the hyperbolic tangent profile will be distorted, and the thickness of the diffuse interface region will be changed. We characterize the thickness of the diffuse interface region with the distance between $\phi = \delta$ and $\phi = -\delta$. While the thinning of the diffuse interface region results in under-resolved high spatial gradients and further numerical instability, the thickening of the diffuse interface region leads to inaccuracy in the interface position. We refer to this phenomenon as convective distortion. To resolve this undesired artifact, we have developed a time-dependent mobility model. The model regularizes the hyperbolic tangent profile to re-distance the diffuse interface region according to the intensity of the convective distortion, thus preserving the hyperbolic tangent profile and the diffuse interface region [49].
In the time-dependent mobility model, the convective distortion is quantified through the normal velocity gradient in the normal direction:

$$\frac{\partial v_n}{\partial n} = \frac{\nabla \phi \cdot v \cdot \nabla \phi}{|\nabla \phi|^2}.$$  \hfill (5)

The convective form of the Allen-Cahn phase-field equation with a Lagrange multiplier for the mass conservation \cite{54} is given by:

$$\frac{\partial \phi}{\partial t} + v \cdot \nabla \phi = -\gamma(t) \left( \frac{\delta E(\phi)}{\delta \phi} - \beta(t) \sqrt{F(\phi)} \right),$$  \hfill (6)

where \( v \) is the convection velocity, \( \gamma(t) \) is the time-dependent mobility model that controls the intensity of the free energy minimization, and \( \beta(t) = \frac{\int_{\Omega} F(\phi)d\Omega}{\int_{\Omega} \sqrt{F(\phi)}d\Omega} \) is a Lagrange multiplier to ensure the mass conservation. As mentioned previously, the free energy minimization will evolve the interface profile towards the hyperbolic tangent profile. The required free energy minimization to regularize the hyperbolic tangent profile against the convective distortion is given by:

$$\gamma(t) = \eta \frac{\mathcal{F} \left( \left| \nabla \phi \cdot \nabla v \cdot \nabla \phi \right| \right)}{|\nabla \phi|^2}, \quad -\delta < \phi < \delta,$$  \hfill (7)

where \( \mathcal{F}(\cdot) \) is a RMS function and \( \eta \) is a user-controlled parameter termed as the RMS interface distortion number \cite{49}. For a smaller value \( \eta \), the ratio between the free energy minimization and the convective distortion is relatively larger and the interface distortion is reduced.

However, the free energy minimization induces the undesired interface displacement. The velocity associated with the undesired interface displacement is proportional to the local curvature, which is given as:

$$v_\kappa = \gamma(t) \varepsilon^2 (\kappa - \bar{\kappa}) n,$$  \hfill (8)

where \( \kappa \) is the local curvature, \( \bar{\kappa} \) is the average curvature along the interface and \( n \) is the normal vector of the interface. We refer to this as the volume-conserved mean curvature flow. The volume-conserved mean curvature flow will become significant in a fully Eulerian FSI when:

(i) the solid moves at a relatively high speed, which induces significant convective distortion and requires large \( \gamma(t) \) to regularize the hyperbolic tangent profile; (ii) the solid object involves sharp geometry features, where the curvature is not well defined and becomes a drastically large value of the curvature in numerical simulation.

**Remark 1.** While the desired traits of the phase-field method are maintained by employing the diffused interface description, the mobility coefficient is adaptively reduced. We introduce a gradient-minimizing velocity field to reduce \( \partial v_n / \partial n \), thus decreasing the mobility coefficient \( \gamma(t) \) and the curvature flow velocity \( v_\kappa \) during the interface evolution.

2.2.2. Gradient-minimizing velocity field for the phase-field-based IGP technique

The key proposition of the gradient-minimizing velocity field is to convect the level sets of the order parameter with approximately the same normal velocity in the normal direction. By employing such a velocity field, the distortion on the hyperbolic tangent profile or equivalently the thickening or thinning effect on the diffuse interface region can be reduced. Moreover, there is a need for the diffuse interface region to conform to the solid bulk such that the normal
diffuse interface velocity is tied with the velocity of the solid bulk. To achieve this constraint, we let the GMV follow the velocity field in the solid bulk. The solid velocity field along the periphery of the solid bulk is propagated in the normal direction throughout the diffuse interface region. Denoting the GMV as \( w \), the governing equation for the GMV is given by:

\[
\alpha(\phi)(w - v) + (1 - \alpha(\phi)) \left( -\varepsilon \nabla \phi \cdot \nabla \right) w = 0, \tag{9}
\]

where \( \alpha(\phi) \) is the weight function as mentioned previously. In the current work, we select \( \alpha(\phi) = 1/2(1 + \phi) \). In evaluating \( \alpha(\phi) \), we let \( \alpha(\phi) = 1 \) when \( \alpha(\phi) > 1 \) and \( \alpha(\phi) = 0 \) when \( \alpha(\phi) < 0 \) to ensure the stability of the solution. The first term assigns the solid velocity to the GMV in the solid bulk, which we refer to as the Dirichlet term. The second term can be considered as a convection term, which propagates the velocity along the periphery of the solid bulk throughout the diffuse interface region. Since \( \nabla \phi \sim O(1/\varepsilon) \), we premultiply \( \varepsilon \) to ensure that the ratio between the convection term and the Dirichlet term is dependent on \( \phi \) exclusively and independent of \( \varepsilon \). Hence the governing equation for the GMV is consistent regardless of the diffuse interface thickness. The behavior of the governing equation is illustrated in Fig. 1.

To enhance the stability of the construction of the GMV, we add a diffusion term to ensure that \( Pe = |v|h/2\nu \leq 1 \). We approximate the maximum magnitude of the propagation velocity |\( v \)\|\( \max \) as |\( v \)\|\( \max \) = |\( -\varepsilon \partial \phi / \partial n \)\|\( \phi=0 \) | = 1/\( \sqrt{2} \), as shown in Fig. 1. The mesh size is approximated as \( h = \varepsilon \), where the diffuse interface region is well resolved by four elements [57]. With these approximation, the diffusion coefficient can be selected as \( \nu = \varepsilon / 2\sqrt{2} \), and the governing equation for the GMV is finally given by:

\[
\alpha(\phi)(w - v) + (1 - \alpha(\phi)) \left( ( -\varepsilon \nabla \phi \cdot \nabla ) w + \frac{\varepsilon}{2\sqrt{2}} \Delta w \right) = 0. \tag{10}
\]

The boundary condition is taken as \( \nabla w \cdot n^\Gamma = 0 \), where \( n^\Gamma \) is the outer normal of the computational domain.

With the constructed GMV, the interface and geometry preserving phase-field method can be written as:

\[
\frac{\partial \phi}{\partial t} + w \cdot \nabla \phi = -\gamma(t) \left( \frac{\delta E(\phi)}{\delta \phi} - \beta(t) \sqrt{F(\phi)} \right), \tag{11}
\]
where
\[ \gamma(t) = \frac{1}{\eta} F \left( \left| \nabla \phi \cdot \nabla w \cdot \nabla \phi \right| / |\nabla \phi|^2 \right), \quad -\delta < \phi < \delta. \tag{12} \]

**Remark 2.** The GMV reduces the convective distortion \( \partial w_n / \partial n = \nabla \phi \cdot \nabla w \cdot \nabla \phi / |\nabla \phi|^2 \) compared to that of flow field velocity \( \partial v_n / \partial n \), which further decreases the dynamic mobility coefficient \( \gamma(t) \) in Eq. (12), and the resulting curvature flow \( v_\kappa = \gamma(t) \dot{\varepsilon}^2 (\kappa - \overline{\kappa}) n \). In the current paper, we select \( \delta = 0.9 \) as the boundary of the diffuse interface region, within which 90\% of the variation of \( \phi \) occurs.

Owing to the reduction in the undesired convective distortion, the hyperbolic tangent profile in the diffuse interface region is preserved. Besides the convection of the order parameter, the GMV is utilized for the convection of the material coordinates to avoid the entanglement at the fluid-solid interface, which will be introduced in the next subsection.

**2.3. Material coordinates in the Eulerian description**

Following the convention of the continuum mechanics, a solid body \( B \) can be defined as a collection of particles. A one-to-one correspondence can be established between each particle of the body \( P \) and its spatial coordinates in Euclidean space \( x \in \mathbb{R} \). The correspondence is referred to as a configuration of the body, which can be denoted as \( \chi : x = \chi(P) \), where \( P \in B, x \in \mathbb{R} \). To describe the deformation of the solid, we need to define a reference configuration. The reference configuration is usually selected as the initial configuration when the solid is undeformed and in a stress-free state. Mathematically, this can be denoted as:
\[ X(P) = \chi_{\text{ref}}(P, t = 0) = x(P, t = 0). \tag{13} \]

Note that Eq. (13) establishes a one-to-one correspondence between \( X \) and \( P \), which is invariant in time. In other words, the initial positions of the particles \( X \) can serve as unique labels for the solid particles. From this perspective, it can be considered as the material coordinates.

With the definition of the reference configuration, we can consider the deformation of a solid and the resulting restoring force. In the constitutive relation of the solid, stretch or compression of the line elements between any two particles causes restoring normal stress, while the change of the angle between two line elements causes restoring shear stress. Consequently, the solid particles take an ordered arrangement in any continuously deformed configurations without rupture [39] or wrinkling [58]. From the computational point of view, this facilitates the description of the solid in a Lagrangian frame of reference, where the computational nodes resolve the same particle without the issue of the entanglement of the computational grid. The current positions of the solid particles can be written as follows in the Lagrangian description:
\[ x(X, t) = X(P) + u(X, t). \tag{14} \]

Computationally, \( X(P) \) can play multiple roles for describing the motion of particles. It is the material coordinates of the particle \( P \) and the position of the particle in the initial configuration. Since the same computational node is used for the particle in the Lagrangian description, \( X(P) \) is directly used as the coordinates of the computational node. The displacement of the particle represented by \( u(X, t) \) is stored at the computational node located as \( X \).

While the computational grid is well-behaved in the Lagrangian description for the solid due to the orderly arrangement of the solid particles, the surrounding mesh for the fluid domain
can experience large stretch and fail when following the motion of the solid, especially when the solid is subjected to a large deformation or contact with each other. In such cases, an Eulerian description for the solid can be employed to circumvent this difficulty. In the Eulerian description for solid, the correspondence between the particles and the computational nodes are broken to allow large deformation of solids and topological changes of interfaces. The solid particles move through an Eulerian grid fixed in space. As a result, the coordinates of the computational nodes merely represent the spatial location of the node but no longer provide the initial position of the particles. Without the initial position of the solid particles, the relative displacement of the particles cannot be calculated due to the lack of reference. Hence the calculation of the strain and stress poses a difficulty. Therefore, we need an intermediate vector field to indicate the initial position of the particle located at the computational node. We denote the intermediate or supplementary vector field as $\xi$. Since $\xi$ gives the initial position of the particles, at $t = 0$, we have:

$$\xi(x, t = 0) = x(P, t = 0).$$  \hfill (15)

For a solid particle, its initial position is time invariant. In other words, $\xi$ can serve as unique labels to specify the solid particles, which essentially becomes a material coordinates in the Eulerian description. As markers of the solid particles, it should move along with the particles at the solid velocity in the Eulerian frame of reference. Therefore, the evolution of the material coordinates in the Eulerian description is given by:

$$\frac{\partial \xi(x, t)}{\partial t} + v_s \cdot \nabla \xi(x, t) = 0. \quad \hfill (16)$$

Furthermore, the initial position can be backtracked as:

$$x(\xi, 0) = \xi(x, t). \quad \hfill (17)$$

The complete process is illustrated in Fig. 2.

![Figure 2: Illustration of the material coordinates for a deformable solid in the Eulerian frame.](image)

With the material coordinates, we can calculate the strain and stress of the deformed solid. The stretching or compressing of the solid relative to its reference configuration can be quantified as: $F = \frac{\partial x}{\partial \xi}$, where $F$ is referred to as the deformation gradient denser. Using $\frac{\partial \xi}{\partial x} \frac{\partial x}{\partial \xi} = I$, one can write $\nabla \xi = \frac{\partial \xi}{\partial x} = F^{-1}$, where $\xi$ at fixed Eulerian nodes represents the marker of
the particle which moves to the current location, and the distance between the mesh nodes is the distances in the current configuration. For the incompressible neo-Hookean solid, the constitutive relation is given by:

$$\sigma^s = -p^s I + \mu^s (F F^T - I) = -p^s I + \mu^s ((\nabla \xi)^{-1} (\nabla \xi)^{-T}) - I),$$  \hspace{1cm} (18)$$

where $p^s$ and $\mu^s$ are the hydrostatic pressure and the shear modulus of the solid, respectively. This approach, which directly calculates the stress from the material coordinates, forms the reference map technique [42]. Another approach is to substitute $\xi(x, t) = u(\xi, t) - x(\xi, 0)$ into Eq. (16) and solve the displacement $u$ explicitly, which recovers to the initial point set method [22]. We select the former for the simplicity of the formulation. For the completeness, we give the stress of the incompressible Newtonian fluid used in the current work as follows:

$$\sigma^f = -p^f I + \mu^f (\nabla v^f + (\nabla v^f)^T) ,$$  \hspace{1cm} (19)$$

where $p^f$ is the hydrostatic pressure of the fluid and $\mu^f$ is the dynamic viscosity of the fluid.

In the fully Eulerian FSI, the material coordinates $\xi$ need to be convected inside the solid bulk and near the diffuse interface region to ensure the smoothness of the material coordinates. However, the unified velocity field near the diffuse interface is a composition of the fluid and the solid velocities. When the fluid velocity is involved, the material coordinates will be convected further downstream. This violates the physics of the solid and causes error and instability in the stress calculation. To avoid the entanglement of the material coordinates, we employ the GMV to convect the material coordinates, which is constructed purely based on the solid velocities:

$$\frac{\partial \xi}{\partial t} + w \cdot \nabla \xi = 0. \hspace{1cm} (20)$$

**Remark 3.** It is worth pointing that the GMV plays a similar role with the harmonic velocity extension [22] in our proposed formulation. Once the harmonic extension of velocity has been implemented in a solver, the IGP method can be easily coded by adding a convection term.

2.4. Summary for the Eulerian FSI formulation with the IGP method

Integrating above components, the fully Eulerian FSI formulation with the IGP method can be summarized as:

$$\begin{aligned}
\rho(\phi)(\partial_t v + v \cdot \nabla v) &= \nabla \cdot \sigma(\phi) + b(\phi), \\
\nabla \cdot v &= 0, \\
\alpha(\phi)(w - v) + (1 - \alpha(\phi)) \left( (-\varepsilon \nabla \phi \cdot \nabla) w + \frac{\varepsilon}{2\sqrt{2}} \Delta w \right) &= 0, \\
\partial_t \phi + w \cdot \nabla \phi &= -\gamma(t) \left( F(\phi)' - \varepsilon^2 \Delta \phi - \beta(t) \sqrt{F(\phi)} \right), \\
\frac{\partial \xi}{\partial t} + w \cdot \nabla \xi &= 0,
\end{aligned}$$  \hspace{1cm} (21)$$
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Generally speaking, the GMV can be used in the diffuse interface method (where the interface is resolved by three to four elements) independent of the time-dependent mobility and the phase-field method to reduce the convective distortion. For example, the GMV should be able to reduce the convective distortion on the diffuse interface region in the level set method, thus reducing the frequency and iteration number of the reinitialization process, furthermore the displacement introduced by the reinitialization. The discretization of the continuum formulation will be introduced in the following section.

3. Variational implementation of the Fully Eulerian FSI framework

In this section, we present the variational implementation of our fully Eulerian FSI formulation. We start from the temporal discretization, which applies to each of the partitioned implicit solver where the temporal evolution is required. We then present the semi-discrete form of each component of the framework. Specifically, we provide a detailed description on the linearization of the solid stress term in the momentum conservation equation. Finally, we present the linearized matrix form of the proposed variational framework.

3.1. Temporal discretization

We employ the generalized-α technique \[59\] for the temporal discretization which enables a user-controlled high frequency damping desirable for coarse discretizations in space and time. For a first-order system of variable \(\phi\), the generalized-α method is given by:

\[
\begin{align*}
\rho(\phi) &= \alpha(\phi)\rho^s + (1 - \alpha(\phi))\rho^f, \\
\sigma(\phi) &= \alpha(\phi)\sigma^s + (1 - \alpha(\phi))\sigma^f, \\
b(\phi) &= \alpha(\phi)b^s + (1 - \alpha(\phi))b^f, \\
\alpha(\phi) &= \frac{1}{2}(1 + \phi), \\
\gamma(t) &= \frac{1}{\eta} F \left( \frac{\nabla \phi \cdot \nabla w \cdot \nabla \phi}{|\nabla \phi|^2} \right), \quad -\delta < \phi < \delta, \\
\sigma^s &= -p^s I + \mu^s (FF^T - I), \\
\sigma^f &= -p^f I + \mu^f (\nabla v^f + (\nabla v^f)^T), \\
\nabla \xi &= F^{-1}.
\end{align*}
\]

\(\rho(\phi)\) is the characteristic density, \(\sigma(\phi)\) is the characteristic stress, \(b(\phi)\) is the characteristic body force, and \(\alpha(\phi)\) is the characteristic mobility. The generalized-α parameters \(\alpha, \alpha_m\) and \(\varsigma\) are dependent on the user-defined spectral radius \(\rho_\infty\):

\[
\alpha = \frac{1}{1 + \rho_\infty}, \quad \alpha_m = \frac{1}{2} \left( \frac{3 - \rho_\infty}{1 + \rho_\infty} \right), \quad \varsigma = \frac{1}{2} + \alpha_m - \alpha.
\]
The temporal evolution works in a predictor-multicorrector manner. In every nonlinear iteration, we first predict the solution at \( n + 1 \), interpolate the solution to \( n + \alpha \) and solve the first order system. After that, we correct the solution at \( n + 1 \) according to the solution at \( n + \alpha \). In the current work, the spectral radius is selected as \( \rho_{\infty} = 0 \).

3.2. Semi-discrete form of equations

In this subsection, we present the semi-discrete form of all the components of the formulation, including the momentum and continuity equations, the gradient-minimizing velocity field, the Allen-Cahn equation and the evolution equation for the material coordinates.

3.2.1. Momentum and mass conservation

Suppose \( S^h_v \) and \( S^h_p \) denote the space of trial solution such that:

\[
S^h_v = \{ v_h \mid v_h \in (H^1(\Omega))^d, v_h = v_D \text{ on } \Gamma_D \},
\]

\[
S^h_p = \{ p_h \mid p_h \in L^2(\Omega) \},
\]

where \((H^1(\Omega))^d\) denotes the space of square-integrable \( \mathbb{R}^d \)-valued functions with square-integrable derivatives on \( \Omega \), \( L^2(\Omega) \) is the space of the scalar-valued functions that are square-integrable on \( \Omega \) and \( \Gamma_D \) represents the Dirichlet boundary for the velocity. Similarly, we define \( V^h_\psi \) and \( V^h_q \) as the space of test functions such that:

\[
V^h_\psi = \{ \psi_h \mid \psi_h \in (H^1(\Omega))^d, \psi_h = 0 \text{ on } \Gamma_D \},
\]

\[
V^h_q = \{ q_h \mid q_h \in L^2(\Omega) \}.
\]

The variational statement of the momentum and continuity equation can be written as: find \([v_h^{(n+\alpha)}, p_h^{(n+\alpha)}]) \in S^h_v \times S^h_p \) such that \( \forall [\psi_h, q_h] \in V^h_\psi \times V^h_q \) for the momentum and continuity equations

\[
\int_{\Omega} \rho(\phi_h^{n+\alpha})(\partial_t v_h^{n+\alpha;m} + v_h \cdot \nabla v_h) \cdot \psi_h d\Omega + \sum_{e=1}^{n_{el}} \int_{\Omega_e} \sigma_h(\phi_h^{n+\alpha}) : \nabla \psi_h d\Omega
\]

\[
+ \sum_{e=1}^{n_{el}} \int_{\Omega_e} \frac{\tau_m}{\rho(\phi_h^{n+\alpha})} (\rho(\phi_h^{n+\alpha})v_h \cdot \nabla \psi_h + \nabla q_h) \cdot \mathcal{R}_m d\Omega^e
\]

\[
+ \int_{\Omega} q_h (\nabla \cdot v_h) d\Omega + \sum_{e=1}^{n_{el}} \int_{\Omega^e} \nabla \cdot \psi_h \tau_c \rho(\phi_h^{n+\alpha}) \mathcal{R}_c d\Omega^e
\]

\[
= \int_{\Omega} b(\phi_h^{n+\alpha}) \cdot \psi_h d\Omega + \int_{\Gamma_T} h \cdot \psi_h d\Gamma,
\]

where \( \mathcal{R}_m \) and \( \mathcal{R}_c \) denote the element-wise residuals for the momentum and continuity equations, respectively. In Eq. (31), the terms in the first line represent the Galerkin projection of the momentum equation in the test function space \( \psi_h \), and the second line comprises of the Petrov-Galerkin stabilization term for the momentum equation. The third line denotes the Galerkin projection and stabilization terms for the continuity equation. The terms in the last line are the Galerkin projection of the body force and the Neumann boundary condition. The stabilization parameters \( \tau_m \) and \( \tau_c \) in Eqs. (31) are given by (60, 55):

\[
\tau_m = \left( \frac{2}{\Delta t} \right)^2 + v_h \cdot G v_h + C_f \left( \frac{\mu(\phi)}{\rho(\phi)} \right)^2 G : G \right)^{-1/2}, \quad \tau_c = \frac{1}{\text{tr}(G) \tau_m},
\]
3.2.3. Allen-Cahn equation

The Allen-Cahn equation and the evolution equation for the material coordinates. The constructed GMV is subsequently passed to the Allen-Cahn equation for the GMV is solved via Newton-Raphson sub-iterations until convergence within every nonlinear iteration. The constructed GMV is subsequently passed to the Allen-Cahn equation and the evolution equation for the material coordinates.

3.2.2. Gradient-minimizing velocity field

For the gradient-minimizing velocity field, we define the space of trial solution \( \mathcal{S}_w^h \) and test functions \( \mathcal{V}_w^h \) as:

\[
\mathcal{S}_w^h = \{ w_h \mid w_h \in (H^1(\Omega))^d \}, \tag{33}
\]

\[
\mathcal{V}_w^h = \{ \psi_h \mid \psi_h \in (H^1(\Omega))^d \}. \tag{34}
\]

The variational statement of the equation for constructing the gradient-minimizing velocity field can be written as: find \( w_h(t^{n+\alpha}) \in \mathcal{S}_w^h \) such that \( \forall \psi_h \in \mathcal{V}_w^h \)

\[
\int_{\Omega} \alpha(\phi_h^{n+\alpha})(w_h - u_h^{n+\alpha}) \cdot \psi_h \, d\Omega + \int_{\Omega} (1 - \alpha(\phi_h^{n+\alpha})) \left( -\varepsilon \nabla \phi_h^{n+\alpha} \cdot \nabla \right) w_h \cdot \psi_h \, d\Omega + \int_{\Omega} (1 - \alpha(\phi_h^{n+\alpha})) \frac{\varepsilon}{2\sqrt{2}} \nabla w_h : \nabla \psi_h \, d\Omega = 0. \tag{35}
\]

Note that the generalized-\( \alpha \) method does not apply to this elliptic equation. Instead, the elliptic equation for the GMV is solved via Newton-Raphson sub-iterations until convergence within every nonlinear iteration. The constructed GMV is subsequently passed to the Allen-Cahn equation and the evolution equation for the material coordinates.

3.2.3. Allen-Cahn equation

Suppose \( \mathcal{S}_\phi^h \) and \( \mathcal{V}_\psi^h \) denote the space of trial solution and test functions such that:

\[
\mathcal{S}_\phi^h = \{ \phi_h \mid \phi_h \in H^1(\Omega), \phi_h = \phi_D \text{ on } \Gamma_D^\phi \}, \tag{36}
\]

\[
\mathcal{V}_\psi^h = \{ \psi_h \mid \psi_h \in H^1(\Omega), \psi_h = 0 \text{ on } \Gamma_D^\psi \}. \tag{37}
\]

where \( \Gamma_D^\phi \) denotes the Dirichlet boundary for the order parameter. The variational statement of the Allen-Cahn equations can be written as: find \( \phi_h(t^{n+\alpha}) \in \mathcal{S}_\phi^h \) such that \( \forall \psi_h \in \mathcal{V}_\psi^h \) for the Allen-Cahn equation:

\[
\int_{\Omega} \left( \psi_h \partial_t \phi_h^{n+\alpha+m} + \psi_h (w_h^{n+\alpha} \cdot \nabla \phi_h) + \gamma(t^{n+\alpha})(\nabla \psi_h \cdot (\hat{k} \nabla \phi_h) + \psi_h \hat{s} \phi_h - \psi_h \hat{f}) \right) \, d\Omega + \sum_{e=1}^{n_e} \int_{\Omega_e} \left( (w_h^{n+\alpha} \cdot \nabla \psi_h) \tau_\phi \left( \partial_t \phi_h^{n+\alpha+m} + w_h^{n+\alpha} \cdot \nabla \phi_h - \gamma(t^{n+\alpha}) (\nabla \cdot (\hat{k} \nabla \phi_h) - \hat{s} \phi_h + \hat{f}) \right) \right) \, d\Omega_e = 0, \tag{38}
\]

where \( w, \hat{k}, \hat{s} \) and \( \hat{f} \) are the GMV, the modified diffusion coefficient, modified reaction coefficient and modified source respectively which are defined in [57]. The \( \gamma(t^{n+\alpha}) \) is the time-dependent mobility model, the implementation details of which can be found in [49]. In Eq. (38), the first line is the Galerkin projection of the transient, convection, diffusion, reaction and source terms, the second line represents the Petrov-Galerkin stabilization terms where the stabilization parameters \( \tau_\phi \) are given by [60, 55]:

where \( C_f \) is a constant derived from the element-wise inverse estimates [61], \( G \) is the element contravariant metric tensor and \( \text{tr}(G) \) is the trace of the contravariant metric tensor. This stabilization in the variational form circumvents the Babuška-Brezzi condition that is required to be satisfied by any standard mixed Galerkin method [62].
\[
\tau_{\phi} = \left( \frac{2}{\Delta t} \right)^2 + \mathbf{w}_h \cdot \mathbf{G} \mathbf{w}_h + 9 \hat{k}^2 \mathbf{G} : \mathbf{G} + 9 \hat{\alpha}^2 \mathbf{G} + \hat{s}^2 \right)^{-1/2}. \tag{39}
\]

### 3.2.4. Material coordinates in the Eulerian description

Similarly, we define the space of trial solution \( S^h_{\xi} \) and test functions \( V^h_{\psi} \) as:

\[
S^h_{\xi} = \{ \xi_h \mid \xi_h \in (H^1(\Omega))^d \}, \tag{40}
\]

\[
V^h_{\psi} = \{ \psi_h \mid \psi_h \in (H^1(\Omega))^d \}. \tag{41}
\]

The variational statement of the material coordinates can be written as: find \( \xi_h(t_{n+\alpha}) \in S^h_{\xi} \) such that \( \forall \psi_h \in S^h_{\psi} \)

\[
\int_{\Omega} (\partial_t \xi^{n+\alpha}_h + \mathbf{w}_h \cdot \nabla \xi_h) \cdot \psi_h \, d\Omega \tag{42}
\]

\[+
\sum_{e=1}^{n_{el}} \int_{\Omega^e} \tau_{\xi} (\mathbf{w}_h \cdot \nabla \xi_h) \cdot \mathbf{R}_{\xi} \, d\Omega^e = 0, \tag{43}
\]

where \( \mathbf{R}_{\xi} \) and \( \tau_{\xi} \) denote the element-wise residuals for the evolution equation of the material coordinates and the stabilization parameters, respectively. The first line is the Galerkin projection, the second line represents the Petrov-Galerkin stabilization term. The stabilization parameter is selected as \( \tau_{\xi} = ((2/\Delta t)^2 + \mathbf{w}_h \cdot \mathbf{G} \mathbf{w}_h)^{1/2} \).

### 3.3. Linearization of the stress term for solid

We employ Newton-Raphson iterations to find the solution of the momentum conservation equation. Therefore, the directional derivative of the solid stress term with respect to the velocity is needed. Similar to [41], we write the stress term as a function of the velocity utilizing the evolution of the left Cauchy-Green tensor. As a result, the Jacobian of the stress term with respect to the velocity can be easily derived and implemented numerically. Furthermore, the momentum conservation equation and the evolution equation for the material coordinates can be fully decoupled. According to the generalized-\( \alpha \) discretization, the left Cauchy-Green tensor at \( t^{n+\alpha} \) can be derived as:

\[
\mathbf{B}^{n+\alpha} = \mathbf{B}^n + \alpha (\mathbf{B}^{n+1} - \mathbf{B}^n), \tag{44}
\]

\[=
\mathbf{B}^n + \alpha \Delta t (\partial_t \mathbf{B}^n + \zeta (\partial_t \mathbf{B}^{n+1} - \partial_t \mathbf{B}^n)), \tag{45}
\]

\[=
\mathbf{B}^n + \alpha \Delta t (\partial_t \mathbf{B}^n + \zeta \alpha_m (\partial_t \mathbf{B}^{n+\alpha_m} - \partial_t \mathbf{B}^n)), \tag{46}
\]

\[=
\mathbf{B}^n + \alpha \Delta t \left( 1 - \frac{\zeta}{\alpha_m} \right) \partial_t \mathbf{B}^n + \frac{\zeta}{\alpha_m} \partial_t \mathbf{B}^{n+\alpha_m}. \tag{47}
\]

The evolution equation of the left Cauchy-Green tensor is given by:

\[
\partial_t \mathbf{B}^{n+\alpha_m} = - (\mathbf{w}^{n+\alpha} \cdot \nabla) \mathbf{B}^{n+\alpha} + \nabla \mathbf{w}^{n+\alpha} \cdot \mathbf{B}^{n+\alpha} + \mathbf{B}^{n+\alpha} \cdot (\nabla \mathbf{w}^{n+\alpha})^T. \tag{48}
\]

The Jacobian matrix in the solid domain can be calculated as:

\[
\frac{\delta \mathbf{B}^{n+\alpha}}{\delta \mathbf{v}^{n+\alpha}} = \frac{\delta \mathbf{B}^{n+\alpha}}{\delta \mathbf{w}^{n+\alpha}} = \frac{\alpha \zeta \Delta t}{\alpha_m} \left( - (\mathbf{N} \cdot \nabla) \mathbf{B}^{n+\alpha} + \nabla \mathbf{N} \cdot \mathbf{B}^{n+\alpha} + \mathbf{B}^{n+\alpha} \cdot (\nabla \mathbf{N})^T \right), \tag{49}
\]
where \( \mathbf{N} \) is a vector composed of the shape function. Notice that \( \mathbf{B} \) is not explicitly available in the current formulation. Therefore, we need to construct \( \mathbf{B}^n \), \( \mathbf{B}^{n+\alpha} \) and \( \partial_t \mathbf{B}^n \) from known \( \xi^n \) and \( \xi^{n+\alpha} \). This is realized by the backward projection technique. Taking \( \mathbf{B}^n \) as an example, the nodal value of \( \xi^n \) is used to interpolate the \( \nabla \xi^n \) at the quadrature points, and \( L^2 \)-projection is used to project the value on the quadrature points back to the nodes \[5\]. For node \( p \), we have:

\[
\nabla \xi^n |_p = \frac{\sum_e \int_{\Omega_e} N_p \nabla \xi^n d\Omega}{\sum_e \int_{\Omega_e} N_p d\Omega}.
\]

Then, \( \mathbf{B}^n \) can be calculated as

\[
\mathbf{B}^n = (\nabla \xi^n)^{-1} (\nabla \xi^n)^{-T}.
\]

\( \mathbf{B}^{n+\alpha} \) can be calculated using \( \xi^{n+\alpha} \) in a similar manner. With \( \mathbf{B}^n \) and \( \mathbf{B}^{n+\alpha} \) readily available, \( \partial_t \mathbf{B}^n \) is initialized as zero and updated in the following time steps according to the generalized-\( \alpha \) method:

\[
\partial_t \mathbf{B}^{n+\alpha} = \left( 1 - \frac{\alpha_m}{\varsigma} \right) \partial_t \mathbf{B}^n + \frac{\alpha_m}{\varsigma \Delta t \alpha} (\mathbf{B}^{n+\alpha} - \mathbf{B}^n).
\]

To avoid possible confusions caused by the tensor notation, the component-wise formulation for the residual and Jacobian matrix of the stress term is shown in Appendix A. With the residual and Jacobian matrix of the solid stress, that of the stress in the unified momentum conservation equation is given through phase-dependent interpolation:

\[
\sigma = \alpha(\phi)\sigma^s + (1 - \alpha(\phi))\sigma^f
\]

\[
\frac{\delta \sigma}{\delta v} = \alpha(\phi)\frac{\delta \sigma^s}{\delta v} + (1 - \alpha(\phi))\frac{\delta \sigma^f}{\delta v}
\]

### 3.4. Implementation details

In this subsection, we present the implementation details of our variational framework. The fully Eulerian FSI framework is decoupled and solved in a partitioned-block iterative manner which leads to flexibility and ease in its implementation to the existing variational solvers. The root finding process of each block employs the Newton-Raphson method, which can be expressed in terms of the solution increments of the velocity, the pressure, the order parameter and the material coordinates (\( \Delta u \), \( \Delta p \), \( \Delta \phi \) and \( \Delta \xi \) respectively). We start with the increment of the velocity and pressure:

\[
\begin{bmatrix}
K_\Omega & G_\Omega \\
-G_\Omega^T & C_\Omega
\end{bmatrix}
\begin{bmatrix}
\Delta v \\
\Delta p
\end{bmatrix}
= -\begin{bmatrix}
\mathcal{R}_m \\
\mathcal{R}_c
\end{bmatrix}
\]

(54)

where \( K_\Omega \) is the stiffness matrix of the momentum equation consisting of transient, convection, viscous and Petrov-Galerkin stabilization terms, \( G_\Omega \) is the gradient operator, \( G_\Omega^T \) is the divergence operator for the continuity equation and \( C_\Omega \) is the stabilization term for cross-coupling of pressure terms. \( \mathcal{R}_m \) and \( \mathcal{R}_c \) represent the weighted residuals of the variational forms of the momentum and continuity equation. The updated velocity is used to construct the gradient-minimizing velocity field. Noting that the governing equation for GMV is an elliptic PDE, the generalized-\( \alpha \) method is not applied. We solve the elliptic equation of GMV for multiple sub-iterations within the nonlinear iteration till convergence is reached:

\[
[\mathbf{K}_w] \{ \Delta w \} = -\{ \mathcal{R}(w) \}
\]

(55)
where $K_w$ is the stiffness matrix for the construction equation of GMV and $\overline{R}(w)$ is the weighted residual of the governing equation of GMV. After that, the constructed GMV is passed to the Allen-Cahn equation and the evolution equation of the material coordinates:

$$ \begin{bmatrix} K_{AC} \end{bmatrix} \{ \Delta \phi \} = - \{ \overline{R}(\phi) \} \quad (56) $$

$$ \begin{bmatrix} K_{MC} \end{bmatrix} \{ \Delta \xi \} = - \{ \overline{R}(\xi) \} \quad (57) $$

where $K_{AC}$ and $K_{MC}$ are the stiffness matrices of the Allen-Cahn equation and the evolution equation of the material coordinates, $\overline{R}(\phi)$ and $\overline{R}(\xi)$ are the weighted residuals of the Allen-Cahn equation and the governing equation for the material coordinates. This finishes one nonlinear iteration. The nonlinear iteration stops when the ratio between the $L^2$ norm of the increment and the current value is less than $5 \times 10^{-4}$ for all the blocks, or the nonlinear iteration number exceeds the maximum iteration number, which is set as four in the current work.

4. Test cases

In this section, we examine the effect of the IGP method for cases of increasing complexity. We first demonstrate the interface and geometry preserving effect of the IGP method in cases of convection of circular and square interfaces in a prescribed velocity field. After clarifying the interface and geometry preserving effect, we incorporate the FSI dynamics in the case of channel flow passing a fixed deformable block, which causes a static deformation of the solid. Finally, we consider the cylinder-flexible plate problem to showcase the IGP method in the FSI case with oscillatory structure motion, large aspect ratio and sharp corner. As a complement, a benchmarking of our fully Eulerian FSI solver in the case of deformation of a solid block driven by a cavity flow is presented in Appendix B.

4.1. Convection of square and circular interfaces in a prescribed velocity field

In this subsection, we demonstrate the interface and geometry preserving effect of the IGP method with a prescribed velocity field. The evolution of circular and square interfaces is considered because they cover the geometry of planar interface, curved interface and sharp corner, which can serve as building blocks for more complex geometries. The velocity field is prescribed such that the interface is thickened in the $X$-direction and thinned in the $Y$-direction.

The computational domain is defined as $[0, 2] \times [0, 1.5]$. We first examine a circular interface, the order parameter field of which is initialized as:

$$ \phi(x, y) = \tanh \left( \frac{R - \sqrt{(x - x_c)^2 + (y - y_c)^2}}{\sqrt{2} \varepsilon} \right), \quad (58) $$

where $R = 0.25$ and $(x_c, y_c) = (0.5, 0.85)$ are the radius and the center of the circular interface given by $\phi = 0$. The diffuse interface thickness parameter is selected as $\varepsilon = 1/50$. The circular interface is convected in an incompressible velocity field $v_x = x, v_y = -y$. In this velocity field, the location of the interface can be calculated analytically by solving ordinary differential equations $dx/dt = v_x, dy/dt = v_y$. In the $X$-direction, the velocity gradient $\partial v_x / \partial x = 1 > 0$, which means that the relative velocity of the level sets of the order parameter is positive. Therefore, the level sets will move far away from each other and the diffuse interface region is thickened in the $X$-direction. Similarly, due to the negative velocity gradient in the $Y$-direction $\partial v_y / \partial y = -1 < 0,$
the diffuse interface region is thinned in the Y-direction. To clearly show the resulting interface distortion due to the convection, we use $\phi = \delta$ and $\phi = -\delta$ to illustrate the diffuse interface region, where $\delta = 0.9$ is selected in the current and following cases. Considering the interface at $t = 0.8$, the diffuse interface region at the initial and final time instances are plotted in Fig. 3(a). With the same set up, the interface distortion of a square interface whose diagonal points of $\phi = 0$ are located at $(0.25, 0.6)$ and $(0.75, 1.1)$ is shown in Fig. 3(b).

We solve this problem numerically with the IP method and the IGP method respectively. The computational domain is discretized with a structured triangle mesh, the size of which is taken as $h = 1/50$. The RMS interface distortion parameter is selected as $\eta = 0.1$. The time step is taken as $\Delta t = 0.002$. The diffuse interface region calculated through the IP method and the IGP method for the circular and square interfaces are shown in Fig. 4(a) and (b). The time history of the mobility coefficient is shown in Fig. 4(c) and (d) respectively.

As shown in Fig. 4(a) and (b), in the analytical solution which only considers the convection, the diffuse interface region becomes thickened and thinned in $X$- and $Y$-directions, respectively. In contrast, both the IP and IGP methods can maintain the thickness of the diffuse interface region for both the circular and square interfaces. While the geometry preservation effect of the IGP method is not obvious in the circular interface case, it can be seen clearly in the square interface case. Because in the latter case, the sharp corner leads to a significant difference between the local curvature and the average curvature along the interface, thus larger volume-conserved mean curvature flow. Qualitatively, we can compare the reduction of the volume-conserved mean curvature flow by comparing the mobility coefficient ($\nu = \gamma(t)\varepsilon^2(\kappa - \pi)n$). As seen in Fig. 4(c) and (d), a reduction in the mobility coefficient at around factors of 5 and 9 are attained through the IGP method.

4.2. Channel flow passing a fixed deformable block

In this subsection, we incorporate FSI dynamics with the case of channel flow passing a fixed deformable block, which causes static deformation of the solid. The computational domain $[0, 2.5] \times [0, 0.4]$ is considered. The off-diagonal coordinates of the rectangular block are located at $(0.2, 0)$ and $(0.3, 0.2)$. The bottom of the block is fixed at the wall. The order
parameter field representing the block is initialized by calculating the signed distance to the left, top and right boundary of the block $d$ (bottom boundary is not included because there is no fluid-solid interface). Then $d$ is composed by a hyperbolic tangent function, which result in $\phi(x,0) = \tanh(d/\sqrt{2}\varepsilon)$. An inflow condition is prescribed at the left boundary, whose $X$-component velocity at the inlet is given by a parabolic function with ramping in time:

$$v_x(0,y,t) = \begin{cases} 
0.5 \left(1 - \cos(2\pi t)\right) y(H - y)/(0.5H)^2, & t \leq 0.5, \\
y(H - y)/(0.5H)^2, & t > 0.5,
\end{cases}$$

(59)

where $H = 0.4$ represents the height of the computational domain. The no-slip boundary condition is applied on the top and bottom boundary. The outflow condition is applied on the right boundary. The densities of the solid and the fluid are chosen as $\rho^s = 1000$, $\rho^f = 1000$, the dynamic viscosity of the fluid is $\mu^f = 1$, the shear modulus of the solid is $\mu^s = 2 \times 10^6$. A marker is placed at the mid point of the top boundary of the block to monitor its deformation, which is initialized as $\xi = (0.25, 0.2)$. The problem setup is illustrated in Fig. 5(a).
4.2.1. Comparison between the IP method and the IGP method

To begin with, we perform a systematic comparison between the IP method and the IGP method in a coarse mesh. The computational domain near the block $[0.15, 0.4] \times [0, 0.25]$ is discretized with structured triangle mesh at size $h = 0.01$, while the rest of the computational domain is discretized with an unstructured triangle mesh. The mesh is illustrated in Fig. 5(b). The diffuse interface thickness parameter is selected as $\varepsilon/h = 1$, where the diffuse interface region is resolved with four elements in the normal direction. The RMS interface distortion parameter is selected as $\eta = 0.1$. The time step is selected as $\Delta t = 0.01$. We compare the solution from the IP method and the IGP method, where the convection velocity for the order parameter is changed from $v$ to $w$ while the rest are identical. Specifically, $w$ is still used for the convection of the material coordinates for both methods to avoid entanglement of $\xi$. While the diffuse interface region at $t = 10$ is shown in Fig. 6(a), the time history of the mobility coefficient is depicted in Fig. 6(b). As observed, the IGP method preserves the geometry of the block substantially. The mobility coefficient, which is proportional to the curvature flow, is reduced at around two orders of magnitude.

Figure 6: Flow passing a fixed deformable block in a channel: (a) diffuse interface region at $t = 10$ given by the IP method and the IGP method, (b) time history of the mobility coefficient.

Figure 5: Flow passing a fixed deformable block in a channel domain: (a) schematic diagram showing the computational domain, (b) structured finite element mesh covering the block and the surrounding unstructured mesh.
4.2.2. Convergence of the diffuse interface model

We next turn out attention to the convergence of the interface modeling. In the phase-field diffuse interface model, the diffuse interface profile should be close to the hyperbolic tangent profile so that the transition of physical properties across the diffuse interface region is uniform. Moreover, the volume-conserved mean curvature flow should be small enough so that the geometry of the interface is not severely disturbed. We first consider a group of interface parameters \( \eta_0 \) and \( \varepsilon_0 \) for the flow field velocity \( v \). The interface distortion is controlled by \( \eta_0 \). The volume-conserved mean curvature flow is given by:

\[
v_{\kappa 0}(v) = \frac{1}{\eta_0} F \left( \left| \frac{\partial v_n}{\partial n} \right|_{\varepsilon_0} \right) \varepsilon_0^2 (\kappa - \overline{\kappa}) n.
\]

(60)

Now we consider the convergence of the interface modeling for interface parameters \( \eta_1 = (1/2)\eta_0, \varepsilon_1 = (1/2)\varepsilon_0 \). The convergence of the interface profile is relatively straightforward. The interface distortion is directly proportional to \( \eta_1 \). For example \( \eta_1 = (1/2)\eta_0 < \eta_0 \), the interface distortion is decreased at \( \eta_1 \). For the volume-conserved mean curvature flow, the current velocity can be derived as:

\[
v_{\kappa 1}(v) = \frac{1}{\eta_1} F \left( \left| \frac{\partial v_n}{\partial n} \right|_{\varepsilon_1} \right) \varepsilon_1^2 (\kappa - \overline{\kappa}) n.
\]

(61)

Note that in FSI problems, the physical properties vary rapidly across the diffuse interface region, which leads to a large velocity gradient. As we reduce the interface thickness by \( \varepsilon_1 = (1/2)\varepsilon_0 \), the transition happens at a shorter distance. The resulting velocity change happens in a shorter distance as well, which leads to an increased velocity gradient. We approximate this increment through:

\[
\left| \frac{\partial v_n}{\partial n} \right|_{\varepsilon_1} \approx 2 \left| \frac{\partial v_n}{\partial n} \right|_{\varepsilon_0}.
\]

(62)

Substituting \( \eta_1 = (1/2)\eta_0, \varepsilon_1 = (1/2)\varepsilon_0 \) and \( \left| \frac{\partial v_n}{\partial n} \right|_{\varepsilon_1} \approx 2 \left| \frac{\partial v_n}{\partial n} \right|_{\varepsilon_0} \) into Eq. (61), we have:

\[
v_{\kappa 1}(v) \approx v_{\kappa 0}(v).
\]

(63)

Now we consider the gradient-minimizing velocity field \( w \). Since \( w \) is a constructed velocity field based on the solid velocity, which is independent of the transition at the fluid-solid interface, we can expect:

\[
\left| \frac{\partial w_n}{\partial n} \right|_{\varepsilon_1} \approx \left| \frac{\partial w_n}{\partial n} \right|_{\varepsilon_0}.
\]

(64)

Substituting \( \eta_1 = (1/2)\eta_0, \varepsilon_1 = (1/2)\varepsilon_0 \) and \( \left| \frac{\partial w_n}{\partial n} \right|_{\varepsilon_1} \approx \left| \frac{\partial w_n}{\partial n} \right|_{\varepsilon_0} \), we have:

\[
v_{\kappa 1}(w) \approx (1/2)v_{\kappa 0}(w) \leq v_{\kappa 0}(w),
\]

(65)

where the reduction of the volume-conserved mean curvature flow can be realized. Together with the interface profile convergence ensured by \( \eta_1 \leq \eta_0 \), the interface modeling convergence is investigated via the refinement approach that scales down \( \eta \) and \( \varepsilon \) simultaneously with the same factor. Although in practical FSI simulations, the reduction in the volume-conserved mean curvature flow may be less than the approximation from this analysis, the reason of which
can include the change of dynamics during the refinement, an improved model convergence can be achieved by the IGP method compared to the IP method.

As discussed above, in the current convergence study, we bisect \( \eta \) and \( \varepsilon \) simultaneously from \( \eta_0 = 0.01, \varepsilon_0 = 0.1 \) to \( \eta_3 = 0.00125, \varepsilon_3 = 0.0125 \), where the subscript denotes the number of times of the bisection. The mesh size is subdivided accordingly to keep \( \varepsilon/h = 1 \). The time step is taken as \( \Delta t = 0.01 \) and the solution at \( t = 10 \) is analyzed. The resulting convergence of the interface position represented by \( \phi = 0 \) is shown in Fig. 7(a). The convergence of the \( X \)-displacement of the marker points is shown in Fig. 7(b). As observed, with the reduction of \( \varepsilon \) and \( \eta \), the solid bulk is modeled more accurately, which leads to higher stiffness and less deformation. The horizontal \( X \)-displacement of the marker point converges to the true solution. The block depicted by \( \phi > 0 \) and the flow field velocity \( v_x \) at \( t = 10 \) in the finest case is shown in Fig. 8. In the contour, we can observe that the flow is blocked by the solid and flows through the top gap, which forms a high-velocity region. The negative velocity behind the block shows the formation of a recirculation zone.

![Figure 7: Convergence of the diffuse interface modeling for the channel flow with a fixed deformable block. The subscript denotes the number of times of the bisection \( (\eta_n = (1/2)^n \eta_0, \varepsilon_n = (1/2)^n \varepsilon_0) \): (a) interface position represented by \( \phi = 0 \), (b) time history of \( X \)-displacement of the marker point.](image)

![Figure 8: 2D channel flow with a fixed deformable block: Demonstration of the flow field \( v_x \) and the deformed solid depicted by \( \phi > 0 \) at \( t = 10 \)](image)
4.2.3. Demonstration on soft solid

Next, we demonstrate the flow passing a fixed deformable block case on softer solids, which induces larger deformation. With the same problem setup, discretization and interface parameters in the finest case of the diffuse interface model convergence study, we decrease the shear modulus to $\mu^s = 2 \times 10^5$ and $\mu^s = 2 \times 10^4$ respectively. The problems can be solved without much difficulty. The interface position given by $\phi = 0$ and the time history of the $X$-displacement of the marker point is shown in Fig. 9 (a) and (b) respectively.

![Figure 9: Deformation of the block with different shear modulus in a channel flow: (a) interface position represented by $\phi = 0$, (b) $X$-displacement of the marker point](image)

4.3. Cylinder-flexible plate problem

For further assessment, we consider a cylinder-flexible plate problem, which results in a periodic transverse oscillation of the plate. The computational domain $[0, 2.5] \times [0, 0.41]$ is considered for the case. The center of the rigid cylinder of radius $r = 0.05$ is located at $(0.2, 0.2)$. The flat plate of thickness $T = 0.02$ and length $L = 0.35$ is attached in the downstream direction of the rigid cylinder, the right lower end of which is located at $(0.6, 0.19)$. The order parameter field representing the plate is initialized by calculating the signed distance of each node to the top, right and bottom boundary $d$. Then $d$ is composed by a hyperbolic tangent function, which results in $\phi(x, 0) = \tanh(d/\sqrt{2}\varepsilon)$. The steady flow inflows from the left boundary, whose $X$-component velocity at the inlet is given by a parabolic function with ramping in time:

$$v_x(0, y, t) = \begin{cases} 0.5 (1 - \cos(2\pi t)) \frac{3.0y(H - y)}{(0.5H)^2}, & t \leq 0.5, \\ 3.0y(H - y)/(0.5H)^2, & t > 0.5, \end{cases}$$

where $H = 0.41$ represents the height of the computational domain. The no-slip boundary condition is applied on the top and bottom boundary. The outflow condition is applied on the right boundary. The densities of the solid and the fluid are chosen as $\rho^s = 1000$ and $\rho^f = 1000$, respectively. The dynamic viscosity of the fluid is taken as $\mu^f = 1$. The shear modulus of the solid is selected as $\mu^s = 2 \times 10^6$. The displacement at the mid point of the end of the plate is used to characterize the vibration amplitude. The problem setup is illustrated in Fig. 10 (a).
4.3.1. Comparison between the IP method and the IGP method

We perform a comparison between the IP method and the IGP on a coarse mesh. The computational domain is discretized with an unstructured triangle mesh, while a structured refined mesh is employed where the flexible plate passes through during the vibration. The mesh is illustrated in Fig. (10) (b). The interface thickness parameter is selected as $\varepsilon = 0.001 \times \sqrt{2}$, where the factor of $\sqrt{2}$ is multiplied for the convenience of the convergence study later. To further reduce the computational cost, the resolution at the interface is selected as around three elements across the diffuse interface region, which leads to $h = \varepsilon \times 4/3$ in the refined region. The RMS interface distortion parameter is selected as $\eta = 0.1 \times \sqrt{2}$. The time step is selected as $\Delta t = 0.001$.

We first focus on the analysis of the solution from $t = 0$ to $t = 2$. The comparison of the diffuse interface region from the IP method and the IGP method at $t = 2$ is shown in Fig. 11 (a). The time history of the mobility coefficient is shown in Fig. 11 (b). Similar to the previous cases, we can see that the geometry of the plate is well preserved in the IGP method, and the mobility coefficient is reduced by around two orders of magnitude.

In the simulation of the IP method after $t = 2$, the error quickly accumulates because the diffuse interface region no longer conforms to the solid bulk tracked by $\xi$. As a result, the interface geometry becomes erroneous and the simulation fails. For example, we show the interface position given by the IP method at $t = 2.3$ in Fig. 12 (a). On the other hand, the IGP method preserves the interface geometry throughout the simulation. The interface position $\phi = 0$ at $t = 6$ is shown in Fig. 12 (b). Finally, we present the complete time history of the mobility coefficient from the IGP method in Fig. 13 (a). As observed, the mobility coefficient is reduced significantly in the IGP method compared to the IP method. Notably, a temporal oscillation can be observed clearly in the time history of the mobility coefficient. To further examine this oscillation, we plot the normalized mobility coefficient and the normalized $Y$-displacement of the plate together to analyze their phases in 13 (b). As observed, when the plate arrives at the neutral position $u_y = 0$, where the speed of the plate reaches its maximum, the mobility coefficient reaches its maximum. When the transverse $Y$-displacement reaches its maximum or minimum value, where the velocity of the plate is close to zero, the mobility coefficient gets close to zero as well. This observation is consistent with our statement that when the solid bulk moves at a relatively high speed, a significant convective distortion will be
Figure 11: Cylinder-plate problem: (a) diffuse interface region at $t = 2$ given by the IP method and the IGP method, (b) time history of the mobility coefficient.

Figure 12: Cylinder-flexible plate problem: (a) interface position $\phi = 0$ given by the IP method and the IGP method at $t = 2.3$, (b) interface position $\phi = 0$ given by the IGP method at $t = 6$.

introduced, thus requiring larger mobility to preserve the diffuse interface from being distorted.

4.3.2. Convergence of the diffuse interface model

Next, we perform a convergence study for the diffuse interface model. Starting from $\varepsilon_0 = 0.001 \times \sqrt{2}$ and $\eta_0 = 0.1 \times \sqrt{2}$, we scale down the diffuse interface parameters by a factor of $\sqrt{2}$ till $\varepsilon_2 = 0.001/\sqrt{2}$ and $\eta_2 = 0.1/\sqrt{2}$, where the subscript denotes the number of times of scaling. The mesh is refined accordingly to keep the interface resolution as $h = 4/3\varepsilon$. The time step is kept as $\Delta t = 0.001$ and the vibration is simulated until $t = 6$. The vertical $Y$-direction displacement of the marker point is shown in Fig. 14. For the most refined case, the solid plate depicted by $\phi > 0$ and the contour of $u_x$ at $t = 5.5$ and $t = 5.6$ are demonstrated in Fig. 15. By taking the $Y$-displacement between $t = 5$ and $t = 6$, we calculate the neutral position of the plate by $1/2(\max(u_y) + \min(u_y))$ and the vibration amplitude by $1/2(\max(u_y) - \min(u_y))$, which results in $(1.9 \pm 32.7) \times 10^{-3}$. Qualitatively the predicted vibration amplitudes are comparable with the FSI3 case [63], which uses $\nu = 0.4$ while all the rest physical parameters
Figure 13: Cylinder-flexible plate problem: (a) comparison of the mobility coefficient given by the IP method and the IGP method, (b) time history of the normalized mobility and the $Y$-displacement.

are the same, where the vibration is given by $(1.48 \pm 34.38) \times 10^{-3}$.

Figure 14: Convergence of the diffuse interface model in the cylinder-flexible plate problem. The subscript denotes the number of times of scaling down by the factor of $1/\sqrt{2}$. ($\eta_n = (1/\sqrt{2})^n \eta_0$, $\varepsilon_n = (1/\sqrt{2})^n \varepsilon_0$). The mesh resolution is kept as three elements across the diffuse interface region by taking $h = 4/3 \varepsilon$.

As being a PDE-based technique, the proposed phase-field-based IGP method can be easily extended to three-dimension with parallel implementation. Currently, the diffusion term required to stabilize the construction of GMV is approximated according to the maximum possible propagation velocity. Owing to the maximum value criterion, the overestimated diffusion coefficient may induce an increment in the normal velocity gradient. By locally adjusting the diffusion coefficient, the curvature flow can be further minimized. The generalization of the current method to multiphase and flexible multibody problems needs to be further investigated with large deformation and a possibility of topology changes in immersed solid bodies.
5. Conclusion

In the present work, we proposed an interface and geometry preserving phase-field method for fully Eulerian FSI problems. The key innovation is to convect the level sets of the order parameter with approximately the same normal velocity in the normal direction such that the convective distortion is reduced. This is achieved by a novel PDE-based construction of an auxiliary gradient-minimizing velocity field. This treatment significantly reduces the time-dependent mobility coefficient associated with free energy minimization in the phase-field formulation. Consequently, there is a lesser volume-conserved mean curvature flow. Furthermore, the GMV is constructed by extending the solid velocity, which excludes the fluid velocity involved in the unified velocity field. Hence the GMV guarantees that the diffuse interface region conforms to the solid bulk. As a result, the description of the fluid-solid interface geometry is substantially improved in both geometric details and global conformity behavior in the newly developed IGP formulation. When tested for fully Eulerian FSI problems namely the flow passing a fixed deformable block in a channel and the cylinder-flexible plate problem, a reduction in the curvature flow at around one to two orders of magnitude is achieved. The proposed IGP method can be employed with other interface-capturing methods such as the level set method where the interface region is resolved with around three to four elements. Since the proposed IGP method relies on the differential equation, it can be easily extended to three-dimension with parallel implementation for complex geometries. Finally, the IGP method is of practical usage for fully Eulerian FSI problems involving deformable solid bodies with sharp corners and large aspect ratios.
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Figure 15: Demonstration of the flow field $v_x$ and the deformed solid depicted by $\phi > 0$ at (a) $t = 5.5$ (b) $t = 5.6$. 
Appendix A. Residual and Jacobian term for the solid stress in 2D

In this appendix, we present the 2D component-wise form of the residual and Jacobian matrix of the solid stress. We start from the convection of the left Cauchy-Green tensor:

\[
\begin{align*}
\frac{\partial B_{11}}{\partial t} &= -u \frac{\partial B_{11}}{\partial x} - v \frac{\partial B_{11}}{\partial y} + \left( \frac{\partial u}{\partial x} B_{11} + \frac{\partial u}{\partial y} B_{21} \right) + \left( B_{11} \frac{\partial u}{\partial x} + B_{12} \frac{\partial u}{\partial y} \right) = 0, \\
\frac{\partial B_{12}}{\partial t} &= -u \frac{\partial B_{12}}{\partial x} - v \frac{\partial B_{12}}{\partial y} + \left( \frac{\partial u}{\partial x} B_{12} + \frac{\partial u}{\partial y} B_{22} \right) + \left( B_{11} \frac{\partial v}{\partial x} + B_{12} \frac{\partial v}{\partial y} \right) = 0, \\
\frac{\partial B_{21}}{\partial t} &= -u \frac{\partial B_{21}}{\partial x} - v \frac{\partial B_{21}}{\partial y} + \left( \frac{\partial v}{\partial x} B_{11} + \frac{\partial v}{\partial y} B_{21} \right) + \left( B_{21} \frac{\partial u}{\partial x} + B_{22} \frac{\partial u}{\partial y} \right) = 0, \\
\frac{\partial B_{22}}{\partial t} &= -u \frac{\partial B_{22}}{\partial x} - v \frac{\partial B_{22}}{\partial y} + \left( \frac{\partial v}{\partial x} B_{12} + \frac{\partial v}{\partial y} B_{22} \right) + \left( B_{21} \frac{\partial v}{\partial x} + B_{22} \frac{\partial v}{\partial y} \right) = 0.
\end{align*}
\]

To keep the symmetry of the left Cauchy-Green tensor, we let \(B_{21} = B_{12}\) in practical implementation. Using the generalized-\(\alpha\) method, \(B^{n+\alpha}\) can be written as a function of \(u^{n+\alpha}\) as follows:

\[
\begin{align*}
B_{11}^{n+\alpha} &= B_{11}^{n} + \alpha \Delta t \left( 1 - \frac{\gamma}{\alpha_m} \right) \frac{\partial}{\partial t} B_{11}^{n} \\
&+ \frac{\Delta t \alpha \gamma}{\alpha_m} \left( -u^{n+\alpha} \frac{\partial B_{11}^{n+\alpha}}{\partial x} - v^{n+\alpha} \frac{\partial B_{11}^{n+\alpha}}{\partial y} + 2 \frac{\partial u^{n+\alpha}}{\partial x} B_{11}^{n+\alpha} + 2 \frac{\partial u^{n+\alpha}}{\partial y} B_{12}^{n+\alpha} \right), \\
B_{12}^{n+\alpha} &= B_{12}^{n} + \alpha \Delta t \left( 1 - \frac{\gamma}{\alpha_m} \right) \frac{\partial}{\partial t} B_{12}^{n} \\
&+ \frac{\Delta t \alpha \gamma}{\alpha_m} \left( -u^{n+\alpha} \frac{\partial B_{12}^{n+\alpha}}{\partial x} - v^{n+\alpha} \frac{\partial B_{12}^{n+\alpha}}{\partial y} + \frac{\partial u^{n+\alpha}}{\partial x} B_{11}^{n+\alpha} + \frac{\partial u^{n+\alpha}}{\partial y} B_{22}^{n+\alpha} + \frac{\partial v^{n+\alpha}}{\partial x} B_{11}^{n+\alpha} + \frac{\partial v^{n+\alpha}}{\partial y} B_{12}^{n+\alpha} \right), \\
B_{21}^{n+\alpha} &= B_{21}^{n+\alpha}, \\
B_{22}^{n+\alpha} &= B_{22}^{n} + \alpha \Delta t \left( 1 - \frac{\gamma}{\alpha_m} \right) \frac{\partial}{\partial t} B_{22}^{n} \\
&+ \frac{\Delta t \alpha \gamma}{\alpha_m} \left( -u^{n+\alpha} \frac{\partial B_{22}^{n+\alpha}}{\partial x} - v^{n+\alpha} \frac{\partial B_{22}^{n+\alpha}}{\partial y} + 2 \frac{\partial v^{n+\alpha}}{\partial y} B_{22}^{n+\alpha} + 2 \frac{\partial v^{n+\alpha}}{\partial x} B_{12}^{n+\alpha} \right).
\end{align*}
\]

The residual of the stress term can be formed via \(\sigma^{n+\alpha} = -p^n I + \mu^n (B^{n+\alpha} - I)\). Finally, the components of the Jacobian matrix of the solid stress are given by:

\[
\begin{align*}
\frac{\delta}{\delta u^{n+\alpha}} \left( N_x \sigma_{11}^{n+\alpha} + N_y \sigma_{22}^{n+\alpha} + N_{xy} \sigma_{xy}^{n+\alpha} \right) &= \mu^n \frac{\delta}{\delta u^{n+\alpha}} \left( N_x B_{11}^{n+\alpha} + N_y B_{22}^{n+\alpha} \right), \\
&= \mu^n N_x \frac{\Delta t \alpha \gamma}{\alpha_m} \left( -N \frac{\partial B_{11}^{n+\alpha}}{\partial x} + 2 N_x B_{11}^{n+\alpha} + 2 N_y B_{12}^{n+\alpha} \right), \\
&+ \mu^n N_y \frac{\Delta t \alpha \gamma}{\alpha_m} \left( -N \frac{\partial B_{12}^{n+\alpha}}{\partial x} + N_x B_{12}^{n+\alpha} + N_y B_{22}^{n+\alpha} \right),
\end{align*}
\]
\[
\frac{\delta \left( N_x \sigma_{11}^{n+\alpha} + N_y \sigma_{21}^{n+\alpha} \right)}{\delta u^{n+\alpha}} = \mu_s \delta \left( N_x B_{11}^{n+\alpha} + N_y B_{12}^{n+\alpha} \right), \\
\mu_s N_x \frac{\Delta \alpha \gamma}{\alpha_m} \left( -N_\alpha \frac{\partial B_{11}^{n+\alpha}}{\partial y} \right) + \mu_s N_y \frac{\Delta \alpha \gamma}{\alpha_m} \left( -N_\alpha \frac{\partial B_{12}^{n+\alpha}}{\partial y} + N_x B_{11}^{n+\alpha} + N_y B_{12}^{n+\alpha} \right),
\]

\[
\frac{\delta \left( N_x \sigma_{12}^{n+\alpha} + N_y \sigma_{22}^{n+\alpha} \right)}{\delta u^{n+\alpha}} = \mu_s \delta \left( N_x B_{12}^{n+\alpha} + N_y B_{22}^{n+\alpha} \right), \\
\mu_s N_x \frac{\Delta \alpha \gamma}{\alpha_m} \left( -N_\alpha \frac{\partial B_{12}^{n+\alpha}}{\partial x} + N_x B_{12}^{n+\alpha} + N_y B_{22}^{n+\alpha} \right) + \mu_s N_y \frac{\Delta \alpha \gamma}{\alpha_m} \left( -N_\alpha \frac{\partial B_{22}^{n+\alpha}}{\partial x} \right),
\]

\[
\frac{\delta \left( N_x \sigma_{12}^{n+\alpha} + N_y \sigma_{22}^{n+\alpha} \right)}{\delta u^{n+\alpha}} = \mu_s \delta \left( N_x B_{12}^{n+\alpha} + N_y B_{22}^{n+\alpha} \right), \\
\mu_s N_x \frac{\Delta \alpha \gamma}{\alpha_m} \left( -N_\alpha \frac{\partial B_{12}^{n+\alpha}}{\partial y} + N_x B_{11}^{n+\alpha} + N_y B_{12}^{n+\alpha} \right) + \mu_s N_y \frac{\Delta \alpha \gamma}{\alpha_m} \left( -N_\alpha \frac{\partial B_{22}^{n+\alpha}}{\partial y} + 2N_y \partial B_{22}^{n+\alpha} + 2N_x B_{12}^{n+\alpha} \right).
\]

**Appendix B. Deformation of a solid block driven by cavity flow**

In this appendix, we compare our fully Eulerian FSI solver with the case of deformation of a block of an elastic solid driven by the cavity flow. In this benchmark case, the geometry of the interface is close to a planar interface. The volume-conserved mean curvature flow is almost negligible and the geometry preserving effect is not relatively apparent. Hence, we employ this as the reference study to assess the fully Eulerian solver without the geometry preserving effect. To keep the consistency with the work of [64], the convection term in the momentum equations is omitted. A rectangular computational domain \([0, 2] \times [0.2]\) is considered in this problem. The order parameter representing the solid block is given by \(\phi(x, y, 0) = -\tanh \left( (y - T)/(\sqrt{2} \varepsilon) \right)\), where \(T = 0.5\) is the height of the solid block. While the no-slip boundary condition is applied on the left, right and bottom boundaries, a prescribed velocity in the \(X\)-direction is applied on the top boundary to drive the formation of the cavity flow which deforms the solid block:

\[
v_x(x, 2) = 0.5 \begin{cases} 
\sin^2(\pi x/0.6), & x \in [0, 0.3], \\
1, & x \in [0.3, 1.7], \\
\sin^2(\pi(x - 2)/0.6), & x \in [1.7, 2.0].
\end{cases}
\]

The densities of the solid and the fluid are selected as \(\rho_s = 1\), \(\rho_f = 1\). The dynamic viscosity of the fluid is selected as \(\mu_f = 0.2\). The shear modulus of the solid is chosen as \(\mu_s = 0.2\). The problem setup is illustrated in Fig. (B.1).
Appendix B.1. Mesh convergence study

We first conduct a systematic mesh convergence study for our fully Eulerian FSI framework employing the IGP method. The interface thickness is selected as $\varepsilon = 0.04$. The RMS interface distortion parameter is taken $\eta = 0.1$. The time step is chosen as $\Delta t = 0.02$ and the solution at $t = 20$ is used for the analysis. The computational domain is discretized with a uniform structured triangle mesh. The size of the mesh is bisected from $h = 0.04$ to $h = 0.005$, while for $h = 0.0025$ the structured mesh is only used between $y = 0.2$ and $y = 0.8$ with unstructured mesh covering the rest of the computational domain. The resulting interface locations are shown in Fig. B.2 (a). To demonstrate the order of convergence of the current framework, we calculate the relative $L^2$ error of the order parameter field, which is defined as $e_2 = ||\phi - \phi_{ref}||/||\phi_{ref}||$, where the solution of $h = 0.0025$ is taken as the reference. All the solutions are linearly interpolated to the coarsest mesh, then the $e_2$ errors are evaluated. As shown in Fig. B.2 (b), the current numerical framework is second-order accurate. The difference between the current solution and the reference is due to the lack of convergence in the diffuse interface model.

Appendix B.2. Convergence of the diffuse interface model

After the mesh convergence study, we perform a convergence study for the diffuse interface model to compare our solver with the reference data. Similar to the previous cases, in the current convergence study, we bisect $\eta$ and $\varepsilon$ simultaneously from $\eta_0 = 0.1$, $\varepsilon_0 = 0.04$ to $\eta_4 = 0.00625$, $\varepsilon_4 = 0.0025$, where the subscript denotes the number of times of the bisection. While the time step is selected as $\Delta t = 0.02$, the solution at $t = 20$ is analyzed. To maintain the proper resolution at the interface, the mesh is refined to $\varepsilon/h = 1$. The converged interface position is shown in Fig. B.3, which shows a good match between the converged solution and the reference data.
Figure B.2: Mesh convergence study for the deformation of a solid block driven by cavity flow: (a) interface position, (b) relative $L^2$ error of the order parameter field.

Figure B.3: Convergence of the diffuse interface model. The subscript denotes the number of times of the bisection ($\eta_n = (1/2)^n \eta_0, \varepsilon_n = (1/2)^n \varepsilon_0$).
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