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Abstract
Shannon presented the concept ‘unicity distance’ for describing the security of secret key encryption protocols against various ciphertext-only attacks. We develop this important concept of cryptanalysis into the quantum context, and find that there exist quantum encryption protocols reusing a short key have infinite unicity distance.
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1. Introduction

Shannon provided the concept of unicity distance in 1949[1]. He showed a way of calculating approximately how many ciphertexts were necessary to recovery the unique key for the classical encryption protocols, the length of ciphertexts needed was determined by the entropy of the key space and the redundance of the plaintext space. This parameter can be used to measure the number of times one key can be reused securely, while the length of ciphertexts encrypted by same key is not more than the unicity distance, this key can not be confirmed under the Known Ciphertext Attack(KCA). According to Deavours, the unicity distance of DES is worked out as 8.2 ASCII characters or 66 bits[2, 3]. Mao and Wu[4] used the unicity distance to analyse the security of hashing algorithms, Liu, Zhang and Li[5] then develop it into multimedia hash scheme.

The quantum key distribution has been proved to be unconditionally secure and applied in practice[6, 7, 8, 9, 10]. Though it is seem that quantum one-time pad(which usually called private quantum channel[11, 12, 13]) can be achieved theoretically with the quantum key distribution, we still need to
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consider the repetition of key for the well-known low efficiency of the quantum key distribution. The unicity distance of quantum encryption protocols represents the theoretical limitation of how many times a key can be reused in quantum context. The unicity distance of a quantum encryption protocol can be used to measure its efficiency and the security in practice.

2. Preliminaries

2.1. Private key encryption protocol

The private key encryption protocols can be divided into five different kinds based on that if the plaintext space, the key space, and the algorithm are belong to classical or quantum context, we present the classification as follows:

1. The plaintext and key are both classical, the algorithm is also classical.
2. The plaintext and key are both classical, but the algorithm is a quantum one (CCQ).
3. The plaintext is classical, but the key and the algorithm are quantum ones.
4. The plaintext is quantum, the key is classical, but the algorithm is a quantum one.
5. The plaintext, the key, and the algorithm are quantum.

Within this classification, the first kind of protocol is the protocol generally called classical encryption protocol, and the other four kinds of protocol are all called quantum encryption protocols. This classification is not based on the ciphertext space, because we think the ciphertext space's should be coincident with the algorithm. Furthermore, we think the classical algorithm can not be played on quantum states, so the algorithm of a protocol with quantum states must be quantum operation. More detailed discussions about this classification will be presented in our further work.

Shannon's unicity distance is presented in classical context. In this paper, we discussed about the unicity distance of the second kind of protocol with classical plaintext and key space and quantum algorithm, we call it unicity distance of CCQ encryption protocol.
2.2. Information-theoretic security

In classical cryptography, the information-theoretic security is suggested by O. Goldrich [14] as follows:

**Definition 1.** An encryption is information-theoretically secure if for every circuit family \( \{C_n\} \), every positive polynomial \( p(\cdot) \), all sufficiently large \( n \)'s, and every \( x, y \) in plaintext space:

\[
\left| \Pr[C_n(G(1^n), E_{G(1^n)}(x)) = 1] - \Pr[C_n(G(1^n), E_{G(1^n)}(y)) = 1] \right| < \frac{1}{p(n)}, \quad (1)
\]

where \( G \) is a key generation algorithm.

We have suggested a definition of information-theoretic security of quantum encryption [15] as follows:

**Definition 2.** A quantum encryption is information-theoretically secure if for every quantum circuit family \( \{C_n\} \), every positive polynomial \( p(\cdot) \), all sufficiently large \( n \), and every \( x, y \) in plaintext space:

\[
\left| \Pr[C_n(G(1^n), E_{G(1^n)}(x)) = 1] - \Pr[C_n(G(1^n), E_{G(1^n)}(y)) = 1] \right| < \frac{1}{p(n)}, \quad (2)
\]

where the encryption algorithm \( E \) is a quantum algorithm, and the ciphertext \( E(x), E(y) \) are quantum states.

And the following theorem shows a way to prove a quantum encryption scheme is information theoretically indistinguishable:

**Theorem 1.** For every plaintexts \( x \) and \( y \), let the density operators of cipher states \( G(1^n)(x) \) and \( G(1^n)(y) \) are \( \rho_x \) and \( \rho_y \), respectively. A quantum private-key encryption is said to be information theoretically indistinguishable if for every positive polynomial \( p(\cdot) \) and every sufficiently large \( n \)'s,

\[
D(\rho_x, \rho_y) < \frac{1}{p(n)}, \quad (3)
\]
2.3. Unicity distance

The Shannon’s unicity distance is a crucial quantify for evaluating the security of a private key encryption protocol. There are some parameters related to it:

1. \( n_1(y) \): while the length of a given ciphertext \( y \) reaches \( n_1(y) \), the attacker can determine the key from it.
2. \( n_2, n_2 = \sum_y p(y)n_1(y) \): it is the average length of ciphertext necessary for the attacker to determine the key.
3. \( n_3 \) (a lower bound of \( n_1 \)): if the attacker wants to obtain the key, the length of ciphertext required must not less than \( n_3 \).
4. \( n_4 \) (an upper bound of \( n_1 \)): when the attacker owns a ciphertext with length \( n_4 \), he can determine the key.
5. \( n_5 \) (a lower bound of \( n_2 \)): according to information theory and properties of function, \( n_2 \) is proved bigger than \( n_5 \).

It must be noticed that the generally proved unicity distance \( \frac{H(K)}{R_L \log_2|P|} \) is indeed a \( n_5 \), so people always need more ciphertexts to get the unique encryption key.

Based on the definition of unicity distance, it can be seen that if the ciphertext eavesdropper Eve owned is longer than the unicity distance, it can only be decrypted into a meaningful plaintext with the unique encryption key, but decrypt into meaningless message with any other keys. Which means the ciphertext sets encrypted from the same set of meaningful plaintexts with different keys must be almost mutually disjoint sets.

Classical encryption protocols have a property that its decryption process is certain, which means every time we decrypt the same ciphertext with the same key will result the same plaintext; however, the quantum encryption protocols have a certain decryption result with the unique right key but a uncertain decryption result with a random bit-string. It means that a quantum encryption protocol may not have unicity distance even if its ciphertext sets encrypted from the same set of meaningful plaintext with different keys are almost mutually disjoint sets.

Analogy with the proof for classical unicity distance, we can give a similar proof for quantum unicity distance:

**Lemma 2.** Let the quintuple \( (P, C, K, E, D) \) is a CCQ encryption scheme, then we have

\[
S(\rho_K|\rho_C) = S(\rho_K) + S(\rho_P) - S(\rho_C),
\]
where $\rho_P, \rho_K, \rho_C$ are the density operators of the plaintext space, key space, and ciphertext space respectively, $S(\rho)$ expresses the Von Neumann entropy.

**Remark:** The elements of a classical space can be regarded as quantum states coded by a set of standard orthogonal bases, so we can get the density operator of a classical space.

**Proof:** According to the property of Von Neumann entropy, we have

$$S(\rho_K | \rho_C) = S(\rho_{K,C}) - S(\rho_C).$$

In order to decrypting the ciphertext successfully, the encryption algorithm is always a unitary operator, which is named as $U_E$. So

$$U_E(\rho_P \otimes \rho_K) U_E^\dagger = \rho_{K,C},$$

then

$$S(\rho_K | \rho_C) = S(\rho_{K,C}) - S(\rho_C) = S(U_D(\rho_P \otimes \rho_K) U_D^\dagger) - S(\rho_C)$$

$$= S(\rho_P \otimes \rho_K) - S(\rho_C) = S(\rho_K) + S(\rho_P) - S(\rho_C).$$

Thus the lemma follows. $\square$

We define $P = \{0,1\}^l, C$ is a $l$-qubits space, let the redundancy of plaintext be $R_L$, so we get:

**Theorem 3.** Let the quintuple $(P, C, K, E, D)$ is a CCQ encryption scheme, given a long enough (length is $n$) ciphertext, the expectation $\mathbb{S}_n$ of spurious key satisfies

$$S(\rho_K | \rho_{C^n}) \leq \log(\mathbb{S}_n + 1). \quad (4)$$

**Proof:** For a given $Y \in C^n$, the number of spurious key is $|K(Y)| - 1$, so

$$\mathbb{S}_n = \Sigma_{Y \in C^n} p(Y)(|K(Y)| - 1) = \Sigma_{Y \in C^n} p(Y)|K(Y)| - 1$$

Based on Lemma $2$

$$S(\rho_K | \rho_{C^n}) = S(\rho_K) + S(\rho_{P^n}) - S(\rho_{C^n}),$$

here $S(\rho_{C^n}) \leq \log(2^{l \times n}) = l \times n$, $S(\rho_K) = H(K)$, and while plaintext is long enough, $S(\rho_{P^n}) = H(P^n) = n(1 - R_L) \times l$.
Then we get

$$S(\rho_K|\rho_{C^n}) \geq H(k) - nR_L. \tag{5}$$

On the other side, for every given $Y \in C^n$, $S(\rho_K|\rho_Y) \leq \log|K(Y)|$, so

$$S(\rho_K|\rho_{C^n}) \leq \sum_{Y \in C^n} p(Y)\log|K(Y)|$$

$$\leq \log \sum_{Y \in C^n} p(Y)|K(Y)| = \log(\mathcal{S}_n + 1). \tag{6}$$

Thus the theorem follows. $\Box$

Then we can get

$$\mathcal{S}_n \geq \frac{2H(K)}{2^{nR_L}} - 1$$

as the result of theorem 3 which means if $\mathcal{S}_n = 0$, we can get

$$n \geq \frac{H(K)}{lR_L}. \tag{7}$$

However, this result is not relevant to the quantum ciphertext-only attack for the properties of quantum information is rather different from classical information in very basic aspect. Obtaining a classical message is the same as knowing what it is, but it does not mean right in a quantum situation. Once we get a unknown quantum state which would be one of some non-orthogonal states, the properties of quantum mechanical determine that we can not accurately distinguish it. Here we must distinguish two relations between quantum states and people:

1. “A quantum state in one’s mind”:
   A quantum state in one’s mind indicates one knows the mathematic expression of the state, or the process preparing it exactly.

2. “A quantum state in one’s hand”:
   A quantum state in one’s hand indicates one owns the quantum register which contains the qubits. Generally speaking, one cannot know what the state is according to basic principles of quantum theory.

In practice, the attacker can only get a quantum register with the ciphertext state, rather than a mathematical expression of the state, so we need to consider the concept of quantum unicity distance (QUD) for CCQ encryption protocols under this situation, and it must be bigger than Ineq. (7).
3. Quantum extension of unicity distance for CCQ encryption protocol (QUD)

According to a CCQ encryption scheme, assume the key is \( k_0 \) with length \( n \), the plaintext is \( i \in P \), then the encryption process \( \mathcal{E}_{k_0} \) is shown as:

\[
\mathcal{E}_{k_0}(\langle i | i \rangle) = Tr_k \left( U_E |i \rangle \langle i | \otimes |k_0 \rangle \langle k_0 | U_E^\dagger \right) = \sum_{k \in K} \langle k | U_E |i \rangle \langle i | \otimes |k_0 \rangle \langle k_0 | U_E^\dagger |k \rangle.
\]  

(8)

So \( E_{kk_0} = \langle k | U_E |k_0 \rangle \) is the operation element for \( \mathcal{E}_{k_0} \), it satisfies that:

\[
\sum_{k \in K} E_{kk_0}^\dagger E_{kk_0} = I, \quad \sum_{k_0 \in K} E_{kk_0} E_{kk_0}^\dagger = I.
\]

Where the first equality is the completeness condition, and the second equality is a new relation for the encryption process.

We rewrite the expression as:

\[
\mathcal{E}_{k_0}(\langle i | i \rangle) = \sum_{k \in K} E_{kk_0} |i \rangle \langle i | E_{kk_0}^\dagger.
\]  

(9)

The density operator of ciphertext for sender then is shown as:

\[
\rho_A = \mathcal{E}_{k_0}(\langle i | i \rangle) = \sum_{k \in K} E_{kk_0} |i \rangle \langle i | E_{kk_0}^\dagger,
\]  

(10)

the density operator of ciphertext for receiver is shown as:

\[
\rho_B = \mathcal{E}_{k_0}(\sum_{i \in P} p_i |i \rangle \langle i |) = \sum_{k \in K} \sum_{i \in P} p_i E_{kk_0} |i \rangle \langle i | E_{kk_0}^\dagger,
\]  

(11)

and the density operator of ciphertext for attacker is shown as:

\[
\rho_E = \sum_{k_0 \in K} q_{k_0} \mathcal{E}_{k_0}(\sum_{i \in P} |i \rangle \langle i |) = \sum_{k_0 \in K} \sum_{k \in K} \sum_{k \in K} \sum_{i \in P} p_i q_{k_0} E_{kk_0} |i \rangle \langle i | E_{kk_0}^\dagger.
\]  

(12)
3.1. QUD1

The accessible information for the attacker with the quantum ciphertext in hand is bounded by Holevo $\chi$ quantity of the state:

$$H(M : I) \leq \chi,$$

where $H(M : I)$ is the information achieve from the ciphertext. So we can use $\chi$ to analyze the security of the quantum encryption protocol. While the length of ciphertexts is $n$, we can get

$$\chi(n) = S(\rho_E) - \sum_{i \in P} q_i S(\rho_i),$$

where $S(\cdot)$ is the Von Neumann entropy, $\rho_E$ is the density operator of ciphertext for attacker, and

$$\rho_i = \sum_{k_0 \in K} \sum_{k \in K} p_{k_0} E_{kk_0} |i\rangle \langle i| E_{kk_0}^\dagger,$$

where probabilities $q_i$ is determined by the plaintext space, and $p_{k_0}$ is determined by the key space.

Based on the theorem about the upper bound on the entropy of a mixture of quantum states [16], We can have

$$\chi(n) = S(\rho_E) - \sum_{i \in P} q_i S(\rho_i) \leq H(q_i) = n(1 - R_L),$$

then the information of the key is limited by

$$S(\rho_E) - \chi(n) = \sum_{i \in P} q_i S(\rho_i).$$

Similarly, since $\sum_{k \in K} E_{kk_0} |i\rangle \langle i| E_{kk_0}^\dagger$ is a pure state (while a particular plaintext and a key is given, the ciphertext is a pure state), we have

$$S(\rho_i) \leq H(p_{k_j}) + \sum_{k_0 \in K} p_{k_0} S\left(\sum_{k \in K} E_{kk_0} |i\rangle \langle i| E_{kk_0}^\dagger\right) = H(p_{k_j}) = H(K),$$

then

$$S(\rho_E) - \chi(n) \leq \sum_{i \in P} q_i H(K) = H(K).$$
It can be seen that, while reusing private key $k_0$ to encrypt plaintexts, suppose the length of the ciphertexts is $n$, $S(\rho_E) - \chi(n)$ will be increasing as the length of plaintext encrypted cumulated, though $H(K)$ is kept the same. So there must be a bound $n_0$ which satisfies that the accessible information of $K$ is almost $H(K)$ in a range of errors less than any given small amounts. With this knowledge we give the first definition of QUD as follows:

**Definition 3 (QUD1).** For a quantum encryption protocol, we call $n_0$ is the quantum unicity distance if it is the lower bound of the length of ciphertext, which satisfies:

$$S(\rho_E) - \chi(n_0) \geq H(K) - \epsilon,$$

(20)

This definition means that if the accessible information of the key from the quantum ciphertext is near sufficiently the entropy of the key, the key can be determined. Here we should point out that, the classical unicity distance can also be explained in this way. From Ineq. (7), we can get $nl - nl(1 - RL) \geq H(K)$, which is also means the accessible information of the ciphertext is greater than the information of plaintext and key, as the accessible information of a classical bit string is equal to its number of bits. However, there is an important difference between QUD1 and the definition of classical unicity distance: the classical unicity distance is always limited if the redundancy of plaintext is not zero, while the QUD1 may be unlimited for the same plaintext.

### 3.2. QUD2

We can define the unicity distance of CCQ encryption protocol referring to Shannon’s unicity distance, it turn out this result: the spurious key of a quantum ciphertext $Y$ may be defined as the bit-string with which decrypting $Y$ result a meaningful plaintext. But under quantum mechanical, the result of the decryption with a random bit-string should be have many possibilities, then the spurious key must make every possibility of the result being a meaningful plaintext, which is difficult to satisfy; on the other hand if we decrypt ciphertext with a random bit-string, the most possible condition should have some meaningful results and others meaningless. So we need to give a new definition for unicity distance of CCQ encryption protocol.

**Definition 4.** The spurious key of the unicity distance of CCQ encryption protocol is the bit-string except the unique key $k_0$ with which decrypting ciphertext $Y$ may result a meaningful plaintext with probability more than $1 - \delta$. 
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Let’s define set $Z$ as the set of meaningful plaintexts, $M$ is the measurement, the spurious key of $Y$ can be represented as follow:

$$K(Y) = \{k \in K, k \neq k_0 | \Pr(M(D_k(Y)) \in Z) > 1 - \delta\}. \quad (21)$$

**Definition 5 (QUD2).** For a quantum encryption protocol, if there exists a $N$ satisfying that while the length of ciphertext is bigger than $N$, the amount of quantum spurious key is 0, we will call $N$ the unicity distance of CCQ encryption protocol.

Notice that a classical ciphertext can be used any times to verify all keys but a quantum ciphertext can only be used once, so unicity distance of CCQ encryption protocol should contain two components: the length of ciphertext with which we can verify if a bit-string is the key and the size of the key space. These will be addressed in more detail later in this article.

### 3.3. QUD3

This definition of QUD2 is suited for deriving the unicity distance of a given quantum encryption protocol, but it is difficult to derive the unicity distance of a formalized quantum encryption protocol. Therefore we give another definition of unicity distance of CCQ encryption protocol.

Let $n$ is the length of quantum ciphertext $Y_n$, the amount of its quantum spurious key is:

$$|K(Y_n)| = \sum_k \sum_{|\phi_i\rangle \in Z_n} \langle \phi_i | D_k(Y_n) | \phi_i \rangle = \sum_k \text{Tr}(P(n) D_k(Y_n)), \quad (22)$$

where $D_k$ is decryption transformation with key $k$, $Z_n$ contains all the elements with length $n$ of $Z$, and $P(n)$ is the projection operator of $Z_n$. Then the unicity distance is defined as follow:

**Definition 6 (QUD3).** For a quantum encryption protocol, if there exists a $N$ satisfying that while the length of ciphertext $n$ is bigger than $N$, $|K(Y_n)| = 1$, we will call $N$ the unicity distance of CCQ encryption protocol.
4. Examples and discussions

4.1. Quantum encryption protocols with finite unicity distance (QUD2)

Probabilistic encryption [17] is also called randomized encryption. A process of probabilistic encryption $E$ can be shown as follow:

$$ E : V_m \times K \times R \rightarrow V_n, $$

where $V_m$ and $V_n$ are plaintext space and ciphertext space with $m \leq n$, $K$ is the key space and $R$ is a set of random numbers.

The probabilistic encryption protocols maps one plaintext into different ciphertexts with the same key, so it can resist chosen plaintext attack better, and increase the effective size of the plaintext space.

Here two quantum encryption protocols are both probabilistic protocols. We will give their unicity distance based on QUD2.

4.1.1. The protocol A

For simplicity, we consider bitwise encryption. We use key $k \in \{0, 1\}^l$ to encrypt a bit $x$ under following protocol:

The encryption: we randomly choose a bit-string $b = b_1, b_2, \cdots, b_l$, satisfies $b_1 \oplus \cdots \oplus b_l = x$. The bit $x$ is encrypted to be $|\psi_1 \rangle \cdots |\psi_l \rangle$. Here

$$ |\phi_i \rangle = \begin{cases} 
|0\rangle & (k_i = 0, b_i = 0) \\
|1\rangle & (k_i = 0, b_i = 1) \\
|+\rangle & (k_i = 1, b_i = 0) \\
|\rangle & (k_i = 1, b_i = 1) 
\end{cases} $$

The decryption: we measure each qubit with bases determined by $k_i$, which will result $b_i$, then $b = b_1 \oplus \cdots \oplus b_l$.

The security of this protocol is proved in [18].

For the convenience of analysis, we assume the plaintext is the codewords being encoded with error correcting code (ECC) $C$, here $C$ is a $(m, k)$-ECC which can correct $t$-bit error. Then the minimum distance between each $m$-bit codewords is $2t + 1$. Let the length of key is $m \times l$, make every $l$-bit used to encrypt one bit of plaintext as a group, so the key can be divided into $m$ groups. For any $m \times l$-bit-string, we can divide it into $m$ groups similarly. It is easy to find that once there exists any differences between the string and the key in one group, the decryption of this group will result of 0 or 1 with both probability of 50%, so we may just consider the number of groups with differences, named $m_0$. Let $p_e$ is the probability of checking one $m \times l$-bit-string.
1. While $m_0 < 2t + 1$, one $m \times l$-bit-string can not be checked out if and only if every group of string with error results out the right plaintext with probability 50%. When checking this kind of key with ciphertext whose length is $n \times m$,

$$p_e = 1 - \left(\frac{1}{2}\right)^{m_0 \times n}. \quad (25)$$

2. While $m_0 \geq 2t+1$, an error key may result out $2^{m_0}$ different ciphertexts, there are at least $2^{2t}$ invalid ciphertexts. When checking this kind of key,

$$p_e > 1 - (1 - 2^{2t-m_0})^n. \quad (26)$$

Let security parameter is $p_0 = 1 - \delta$, if we want to satisfy $p_e \geq p_0$ with every $m_0$: if $m_0 < 2t + 1$, it turns out $n = -\frac{\ln(1-p_0)}{m_0 \ln 2}$; else it turns out

$$n = \frac{\ln(1-p_0)}{\ln(1-2^{2t-m_0})}.$$  

Note that we need to check every key with the maximum $n$, so

$$n_0 = \max_{m_0} \left\{-\frac{\ln(1-p_0)}{m_0 \ln 2}, \frac{\ln(1-p_0)}{\ln(1-2^{2t-m_0})}\right\} = \frac{\ln(1-p_0)}{\ln(1-2^{2t-m})}. \quad (27)$$

Then the unicity distance for $p_0$ is $N = n_0 \times 2^{m \times l}$.

It was proved that $m \times l$-bits key just can encrypt $\frac{1}{2}m \times l$-bits plaintext \cite{11,13}. The gap between $\frac{1}{2}m \times l$ and $N$ is much bigger than that of classical encryption protocols.

4.1.2. The protocol B

We first consider bitwise encryption. Using the following scheme to encrypt every bit with key $k \in \{0, 1\}^l$.

**Encryption:** Alice chooses $i \in \{0, 1\}^l$ randomly. A bit $x$ is encrypted to be

$$\frac{|i| + (-1)^x |i \oplus k|}{\sqrt{2}}. \quad (28)$$

**Decryption:** Suppose the key $k = k^{(1)}k^{(2)} \cdots k^{(l)}$, randomly choose one bit of $k$ whose value is 1. Here we assume the $j_{th}$ bit of $k$ is chosen. First we do controlled-NOT operation to each bit of ciphertext but the $j_{th}$ bit, the control bit of each operation is always the $j_{th}$ bit. Then we measure the $k_{th}$ bit with basis $|\pm\rangle$. If the result is $|+\rangle$ we have $x = 0$, else $x = 1$. 
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Note that here \( k \) should not be a zero-string.

Similar to the proof in article\(^{[19, 20]}\), we denote the density operator of the ciphertext as \( \rho(x,k) \), then we have:

\[
\rho(x,k) = \frac{1}{2^l} \sum_i (|i\rangle + (-1)^x |i \oplus k\rangle)(\langle i| + (-1)^x \langle i \oplus k|)
\]

\[
= \frac{1}{2^l} \sum_i \sum_b (-1)^{bx} |i\rangle \langle i \oplus bk|
\]

(29)

where \( b \in \{0, 1\} \).

While we encrypt a bit-string \( x_1, x_2, \ldots, x_n \), the density operator of the ciphertext for attacker can be shown as

\[
\rho(x_1,x_2,\ldots,x_n) = \frac{1}{2^l - 1} \sum_k \rho(x_1,k) \otimes \rho(x_2,k) \otimes \cdots \otimes \rho(x_n,k)
\]

(30)

**Theorem 4.** If for every positive polynomial \( p(\cdot) \), there exist a sufficiently large \( N \) satisfy that while \( n > N \), \( \sqrt{\frac{1}{2^l-1} \cdot 2^{ln} (2^l-1)(2^n-1)} < \frac{1}{p(n)} \), the protocol will be information-theoretically secure.

**Proof:** Define

\[
\|X\|_{tr} = tr|X|.
\]

For every \( x = (x_1, x_2, \ldots, x_n) \in \{0, 1\}^n \), \( b = (b_1, b_2, \ldots, b_n) \in \{0, 1\}^n, i = (i_1, i_2, \ldots, i_n) \in \{0, 1\}^{l \times n} \), we have

\[
\| \rho(x_1,x_2,\ldots,x_n) - (\frac{1}{2^l} I^\otimes n) \|_{tr}
\]

\[
= \frac{1}{(2^l - 1) \cdot 2^{ln}} \| \sum_{b \neq 0, k} (-1)^{bx} (|i_1, \ldots, i_n\rangle \langle i_1 \oplus b_1 k, \ldots, i_n \oplus b_n k|) \|_{tr}
\]

As \( \| w \rangle \langle v| \|_{tr} \leq \| w \|_{tr} \| \langle v| \|_{tr} \) and \( \sqrt{\frac{1}{2^l-1} \cdot 2^{ln} (2^l-1)(2^n-1)} < \frac{1}{p(n)} \), we have:

\[
\| \rho(x_1,x_2,\ldots,x_n) - (\frac{1}{2^l} I^\otimes n) \|_{tr}
\]

\[
\leq \frac{1}{(2^l - 1) \cdot 2^{ln}} \sum_i \left( \| |i_1, \ldots, i_n\rangle \|_{tr} \cdot \sum_{b \neq 0, k} (-1)^{bx} \langle i_1 \oplus b_1 k, \ldots, i_n \oplus b_n k| \right) \|_{tr}
\]

\[
= \frac{1}{(2^l - 1) \cdot 2^{ln} \cdot 2^{nl}} \cdot 2^{ln} \cdot \sqrt{(2^l - 1)(2^n - 1)} \leq \frac{1}{p(n)};
\]

(31)
which means for every $x$,

$$D(\rho(x), \frac{1}{2^n} I_1 \otimes n) \leq \frac{1}{2} \times \frac{1}{p(n)}$$

so we can get the following inequality:

$$D(\rho(x), \rho(x')) \leq \frac{1}{p(n)}$$

Based on the Theorem 1, we can say that the protocol is bound information-theoretically secure. □

We also assume the plaintext is the codewords being encoded with error correcting code (ECC) $C$ as above. Let the length of key is $m \times l$ and use every $l$-bit of the key as a group to encrypt one bit plaintext, it can used to encrypt $m$-bits plaintext once. When the length of the plaintext more than $m$ bits, we repeat this process and reuse the key.

The protocol B has a property as follow:

**Property 1.** While the attacker decrypts with a random bit-string except the unique key, the result will be $0$ or $1$ both with probability $\frac{1}{2}$.

**Proof:** Let $k = k^{(1)} \ldots k^{(s)} = 1, k^{(s+1)} \ldots k^{(l)} = 0$ is the unique key.

The ciphertext then can be expressed as

$$|i\rangle + (-1)^b|i \oplus k\rangle = |i^{(1)} \ldots i^{(n)}\rangle + (-1)^b|i^{(s)} \ldots i^{(s+1)}\rangle.$$

Let $k' = k^{(1)}k^{(2)} \ldots k^{(l)}$ is another random bit-string. Without loss of generality, we assume $k^{(1)} \ldots k^{(l)} = 1, k^{(l+1)} \ldots k^{(s)} = 0, k^{(s+1)} \ldots k^{(r)} = 1, k^{(r+1)} \ldots k^{(l)} = 0$. Let the control bit chosen by him is the $j_{th}$ bit.

1. If $k_j = 1$.

   For example, he chooses $k^{(1)}$, and use the first bit of ciphertext as the control bit, there exists two cases.

   (a) If $i^{(1)} = 0$, after the first step of decryption, the result is:

   $$|i^{(1)} \ldots i^{(l)}\rangle + (-1)^b|\bar{i}^{(1)} \ldots \bar{i}^{(s)} i^{(s+1)} \ldots i^{(l)}\rangle \xrightarrow{k'}$$

   $$|i^{(1)} \ldots i^{(l)}\rangle + (-1)^b|\bar{i}^{(1)} \bar{i}^{(2)} \ldots \bar{i}^{(l)} \bar{i}^{(l+1)} \ldots \bar{i}^{(s)} \ldots \bar{i}^{(r)} i^{(r+1)} \ldots i^{(l)}\rangle.$$  

   (34)
If and only if \( t = s = r \), which means \( k' = k \), he can make sure the value of \( b \) when measuring the control bit with \(|±\rangle\) basis, otherwise, there should exist another bit entangled with the control bit, then its reduced density operator can be expressed as
\[
\rho_1 = \frac{1}{2}|0\rangle\langle 0| + \frac{1}{2}|1\rangle\langle 1| = \frac{1}{2}|+\rangle\langle +| + \frac{1}{2}|-\rangle\langle -|,
\]
so if he measures it with \(|±\rangle\) basis, he will get 0 or 1 with same probability.

(b) If \( i^{(1)} = 1 \), after the first step of decryption, the result is:
\[
|i^{(1)}\cdots i^{(l)}\rangle + (-1)^b |\bar{i}^{(1)}\cdots \bar{i}^{(s)}i^{(s+1)}\cdots i^{(l)}\rangle \xrightarrow{k'} |i^{(1)}\cdots \bar{i}^{(r+1)}i^{(r+1)}\cdots \bar{i}^{(l)}\rangle + (-1)^b |\bar{i}^{(1)}\cdots \bar{i}^{(s)}i^{(s+1)}\cdots i^{(l)}\rangle.
\]

The same as the first situation, the property follows.

2. If \( k_j = 0 \).
For example, he chooses \( k'(r+1) \), and uses the \((r + 1)th\) bit of ciphertext as the control bit, there also exists two cases.

(a) If \( i^{(s+1)} = 0 \), after the first step of decryption, the result is:
\[
|i^{(1)}\cdots i^{(l)}\rangle + (-1)^b |\bar{i}^{(1)}\cdots \bar{i}^{(s)}i^{(s+1)}\cdots i^{(l)}\rangle \xrightarrow{k'} |i^{(1)}\cdots i^{(l)}\rangle + (-1)^b |\bar{i}^{(1)}\cdots \bar{i}^{(s)}i^{(s+1)}\cdots i^{(l)}\rangle.
\]

While the control bit is \(|0\rangle\) and independent from other bits here, the attacker measures it with \(|±\rangle\) basis, he will get 0 or 1 with same probability.

(b) If \( i^{(s+1)} = 1 \), the same as the above situation, after the first step of decryption, the control bit is \(|1\rangle\) and independent from other bits.
Thus the property follows. \(\square\)

This property means that once there exists any errors in one group, the decryption will result of 0 or 1 both with probability 50%, so we may just consider the number of groups with errors, named \( m_0 \). Let \( p_e \) is the probability of verification of that if one \((m \times l)\)-bit-string is the key.
Similarly as above, if \( m_0 < 2t + 1 \), it turns out \( n = \frac{-\ln(1-p_0)}{m_0 \ln 2} \); else it turns out \( n = \frac{-\ln(1-p_0)}{\ln(1-2^{2t-m_0})} \).

Then the unicity distance for \( p_0 \) is
\[
N_Q = n_0 \times |K|, \tag{38}
\]
here \( |K| = 2^{m\times l} \) is the size of the key space.

4.2. Quantum encryption protocol with infinite unicity distance (QUD2)

We know the quantum one time pad has infinite unicity distance based on its unconditional security, besides this we suggest in Sec. 3.1 that the definition of QUD1 may lead to infinite unicity distance. Here we present another idea which also designs a quantum encryption protocol with infinite unicity distance under definition of QUD2. For this protocol, the ciphertext with any length can not be used to check more than one bit-string. The protocol is shown as follow:

The plaintext \( X \) is a classical bit-string with length \( n(n = 1, 2, 3 \ldots) \), \( X = x_1, \ldots, x_n, x_i \in 0, 1 \).

1. Firstly \( X \) is encoded into \( |\phi_X\rangle = |x_1\rangle \cdots |x_n\rangle \). Its vector notation is
\[
|\phi_X\rangle \equiv \begin{bmatrix} \bar{x}_1 \\ x_1 \end{bmatrix} \otimes \cdots \otimes \begin{bmatrix} \bar{x}_n \\ x_n \end{bmatrix} = \begin{bmatrix} \bar{x}_1 \bar{x}_2 \cdots \bar{x}_n \\ \vdots \\ x_1 x_2 \cdots x_n \end{bmatrix}. \tag{39}
\]
only one row of the last vector is 1 and the other \( 2^n - 1 \) rows is 0.

2. Then the protocol may generate a quantum operator \( E_{k,n} \) determined by the key \( k \) and the length \( n \):
\[
E_{k,n} \equiv \begin{bmatrix} a_{1,1}(k) & \cdots & a_{1,2^n}(k) \\ \vdots & \ddots & \vdots \\ a_{2^n,1}(k) & \cdots & a_{2^n,2^n}(k) \end{bmatrix}. \tag{40}
\]

3. The ciphertext \( |\phi_Y\rangle = E_{k,n}(|\phi_X\rangle) \) is a qubit-string. Assume the \( l_{th} \) row of \( |\phi_X\rangle \) is 1, then the vector notation of \( |\phi_Y\rangle \) can be shown as:
\[
|\phi_Y\rangle \equiv \begin{bmatrix} a_{1,l}(k) \\ \vdots \\ a_{2^n,l}(k) \end{bmatrix}. \tag{41}
\]
They satisfy that each qubit of $|\phi_Y\rangle$ should be entangled with others.

According to this kind of protocol, the length of $k$ is not increase with increasing of plaintext, and the $n$ is said to be open for the attacker, so the number of keys that need exhaustive is remain the same. It means this protocol is different from one-time pad protocol. On the other hand, Bob has the right key $k$ and is able to decrypt the ciphertext. Meanwhile, once the attacker Eve tries to decrypt the ciphertext with any bit-string $k'$, all the qubits will collapse, which means no matter how long the plaintext is, Eve can only check that if one bit-string $k'$ is the key. In other words, this kind of protocol also has infinite unicity distance.

The key point to this kind of protocol is that, how to design a scheme as follow: the scheme can generate a quantum operator $\mathcal{E}_{k,n}$ that can be applied to a qubit-string with length $n$ for every $n$, $\mathcal{E}_{k,n}$ should be determined by $k$ with limited length, and each column of the matrix of $\mathcal{E}_{k,n}$ cannot do direct product decomposition.

In fact, the last condition can be changed into that the matrix of $\mathcal{E}_{k,n}$ cannot do direct product decomposition.

On the other hand, there exists some properties that may reduce the unicity distance for quantum encryption protocols. If a quantum encryption protocol for whom every ciphertext decrypted with any key will result a computational basis, its unicity distance can be reduced greatly. Because we can use one ciphertext string to check every key again and again with this kind of quantum encryption. The existence of this encryption has not been proved, but all the classical encryptions belongs to this group in a sense.

4.3. Discussions

Our analysis of unicity distance of CCQ encryption protocol above is only for one kind of quantum encryption protocols, the unicity distance of other three kinds of quantum encryption protocol will be discussed in the further research. We derived the unicity distance according to the given quantum encryption protocols, these results need some precondition such as the expression of plaintext space, so how to derive the unicity distance of a formalized quantum encryption protocol is still an open problem.

Note that there is a big gap between the condition of the Private Quantum Channel and the unicity distance of the given protocols, this would be a normal behavior, so how can we define a protocol is secure in practice(not perfect secure) is worth to discuss.
5. Conclusion

We classify encryption protocols into five types, then we present a definition of the unicity distance of CCQ encryption protocol (the encryption protocols whose plaintext and key are classical but algorithm is a quantum one). We show that we can not completely copy the proof of classical unicity distance to prove quantum one, then we present three useful definitions of quantum unicity distance.

In classical context, a encryption protocol must have unicity distance while the key is reused and the plaintext has nonzero redundancy, so we can tell that only one time pad can lead to infinite unicity distance while a language always has nonzero redundancy. In Quantum context, quantum one time pad (PQC) also has infinite unicity distance, we suggest that based on QUD2 there may exist other quantum encryption protocols which also has infinite unicity distance besides quantum one time pad, it is very different from classical one.

Acknowledgment

This work was supported by the National Natural Science Foundation of China (Grant No. 61173157).

References

[1] C. E. Shannon, “Communication theory of secrecy systems,” Bell Systems Technical Journal 28, pp. 656–715, 1949.

[2] C. A. Deavours, “Unicity points in cryptanalysis,” Cryptologia 1(1), p. 46, 1977.

[3] B. Schneier, Applied Cryptography, John Wiley & Sons, 1996.

[4] Y. Mao and M. Wu, “Unicity distance of robust image hashing,” IEEE Trans. on Information Forensics and Security 2(3), p. 462, 2007.

[5] L. Liu, Y. Zhang, and L. L. Li, “On the secure model of multimedia hashing,” ICISE 2010 2nd International conference on , p. 2212, 2010.

[6] A. Ekert, “Quantum cryptography based on bell’s theorem,” Phys. Rev. Lett. 67, p. 661, 1991.
[7] H. K. Lo and H. F. Chau, “Quantum cryptography in noisy channels,” e-print arXiv: quant-ph/9511025, 1995.

[8] D. Deutsch, A. Ekert, R. Jozsa, C. Macchiavello, S. Popescu, and A. Sanpera, “Quantum privacy amplification and the security of quantum cryptography over noisy channels,” Phys. Rev. Lett. 77, p. 2818, 1996.

[9] D. Mayers, “Quantum key distribution and string oblivious transfer in noisy channels,” Advances in Cryptology—Proceedings of CRYPTO'96 Springer-Verlag, New York, p. 343, 1996.

[10] D. Mayers, “Unconditional security in quantum cryptography,” J. Assoc. Comput. Mach 48, p. 351, 2001.

[11] A. Ambainis, M. Mosca, A. Tapp, and R. de Wolf, “Private quantum channel,” Proc. 41st FOCS, p. 547, 2000.

[12] A. Ambainis and A. Smith, “Small pseudo-random families of matrices: Derandomizing approximate quantum encryption,” Proc. RANDOM, LNCS 3122, Berlin-Heidelberg-NewYork: Springer, p. 249, 2004.

[13] P. Boykin and V. Roychowdhury, “Optimal encryption of quantum bits,” Phys. Rev. A 67(4), p. 42317, 2003.

[14] O. Goldreich, Foundations of Cryptography: Basic Applications, Cambridge University Press, Cambridge, 2001.

[15] C. Xiang and L. Yang, “Indistinguishability and semantic security for quantum encryption scheme,” Proc. SPIE 8554, Quantum and Nonlinear Optics II, p. 85540G, 2012.

[16] M. A. Nielsen and I. L. Chuang, Quantum computation and quantum information, Cambridge University Press, Cambridge, 2003.

[17] S. Goldwasser and S. Micali, “Probabilistic encryption,” Special issue of Journal of Computer and Systems Sciences 28(2), p. 270, 1984.

[18] L. Yang, C. Xiang, and B. Li, “Quantum probabilistic encryption scheme based on conjugate coding,” China Communications 10(2), p. 19, 2013.

[19] J. Y. Pan and L. Yang, “Quantum public-key encryption with information theoretic security,” e-print arXiv:1006.0354, 2010.
[20] M. Hayashi, A. Kawachi, and H. Kobayashi, “Quantum measurements for hidden subgroup problems with optimal sample complexity,” Quantum Inf. Comput. 8, pp. 0345–0358, 2008.