**n-CLUSTER TILTING SUBCATEGORIES FROM GLUING SYSTEMS OF REPRESENTATION-DIRECTED ALGEBRAS**

LAERTIS VASO

**Abstract.** We present a new way to construct $n$-cluster tilting subcategories of abelian categories. Our method takes as input a direct system of abelian categories $\mathcal{A}_i$ with certain subcategories and, under reasonable conditions, outputs an $n$-cluster tilting subcategory of an admissible target $\mathcal{A}$ of the direct system. We apply this general method to a direct system of module categories $\text{mod} \Lambda_i$ of representation-directed algebras $\Lambda_i$ and obtain an $n$-cluster tilting subcategory $\mathcal{M}$ of a module category $\text{mod} \mathcal{C}$ of a locally bounded Krull–Schmidt category $\mathcal{C}$. In certain cases we also construct an admissible $\mathbb{Z}$-action of $\mathcal{C}$. Using a result of Darpó–Iyama, we obtain an $n$-cluster tilting subcategory of $\text{mod}(\mathcal{C}/\mathbb{Z})$ where $\mathcal{C}/\mathbb{Z}$ is the corresponding orbit category. We show that in this case $\text{mod}(\mathcal{C}/\mathbb{Z})$ is equivalent to the module category of a finite-dimensional algebra. In this way we construct many new families of representation-finite algebras whose module categories admit $n$-cluster tilting modules.
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1. Introduction

1.1. Motivation. Let \( k \) be a field and \( \Lambda \) be a finite-dimensional \( k \)-algebra. One of the main aims of representation theory is to describe the category \( \text{mod} \Lambda \) of finite-dimensional (right) \( \Lambda \)-modules. Since it is generally impossible to achieve this aim, one usually restricts either to specific classes of algebras or to specific subcategories of the module category. One such restriction on the side of algebras is to assume that there only exist finitely many indecomposable \( \Lambda \)-modules up to isomorphism; in this case \( \Lambda \) is called representation-finite. In particular, if \( \{M_1, \ldots, M_k\} \) is a complete and irredundant collection of representatives of indecomposable \( \Lambda \)-modules and \( M = \bigoplus_{i=1}^{k} M_i \), then \( \text{mod} \Lambda \) is equivalent to the additive closure \( \text{add}(M) \) of \( M \) in \( \text{mod} \Lambda \). A fundamental result in this case is the Auslander correspondence [Aus74, Section III.4] which gives a bijection between representation-finite algebras up to Morita equivalence and Auslander algebras, that is algebras \( \Gamma \) with \( \text{gl.dim}(\Gamma) \leq 2 \leq \text{dom.dim}(\Gamma) \), up to Morita equivalence, where \( \text{gl.dim} \) is the global dimension and \( \text{dom.dim} \) is the dominant dimension.

The bijection of the Auslander correspondence is given by \( M \mapsto \text{End}_\Lambda(M) \). Hence Auslander algebras can be seen as algebras given by the additive generator of a module category. In this sense Auslander–Reiten theory can be seen as generalizing some of the properties of Auslander algebras to general module categories. In particular in the case of representation-finite algebras, Auslander–Reiten theory gives a complete description of \( \text{mod} \Lambda \), see for example [ARS95, ASS06].

One way to restrict to a subcategory of the whole module category is via Iyama’s higher dimensional Auslander–Reiten theory [Iya07, Iya08], which can be seen as a generalization of the above situation. In this theory one changes focus from \( \text{mod} \Lambda \) to a functorially finite subcategory \( M \subseteq \text{mod} \Lambda \) for any abelian category. In particular, let \( \mathcal{M} \subseteq \text{mod} \Lambda \) be a locally bounded \( \Lambda \)-linear Krull–Schmidt category with finitely many indecomposable \( \Lambda \)-modules and algebras \( \Gamma \) with \( \text{gl.dim}(\Gamma) \leq n + 1 \leq \text{dom.dim}(\Gamma) \). Both the higher Auslander correspondence and higher dimensional Auslander–Reiten theory restrict to their classical versions when \( n = 1 \). Notice also that a module category may admit \( n \)-cluster tilting subcategories for different values of \( n \); in fact \( \text{mod} \Lambda \) itself is always the unique 1-cluster tilting subcategory.

Let \( \mathcal{M} \subseteq \text{mod} \Lambda \) be an \( n \)-cluster tilting subcategory. If \( \mathcal{M} \simeq \text{add}(M) \) for some \( M \in \text{mod} \Lambda \) then \( \mathcal{M} \) is called an \( n \)-cluster tilting module. Clearly if \( n = 1 \) then a 1-cluster tilting module exists if and only if \( \Lambda \) is representation-finite. If \( n \geq 2 \) it is an open question whether there exists an \( n \)-cluster tilting subcategory with no additive generator. Furthermore, due to the homological nature of \( n \)-cluster tilting subcategories, an important role is played by the global dimension \( d = \text{gl.dim}(\Lambda) \). In particular if \( \mathcal{M} = \text{add}(M) \) is given by a \( d \)-cluster tilting module \( M \), then \( \mathcal{M} \) is unique and given by

\[
\mathcal{M} = \text{add}\{\tau_d^{-i}(\Lambda) \mid i \geq 0\},
\]

where \( \tau_d^{-i}(\Lambda) \) denotes the inverse \( d \)-Auslander–Reiten translation, see Section 2.1.

Finding an algebra \( \Lambda \) whose module category admits an \( n \)-cluster tilting module is a challenging problem, even in the much more studied case of \( n = 1 \) where many families of representation-finite algebras have been classified (e.g. [Gab72, Ric80, Fis86, RR81]). The case \( n = d \) has attracted the most attention (e.g. [IOP13, HHI10, CIM19, Vas19]), but the cases \( n \in d\mathbb{Z} \) (e.g. [JKPK19]) and \( d = \infty \) (e.g. [CH08, DI20]) have also been studied. The case \( n \nmid d \) was studied in [Vas18]. We briefly recall the methods of [DI20] and [Vas18] which are particularly important for this paper.

1.2. Previous work. By abstracting the above situation further, one defines \( n \)-cluster tilting subcategories for any abelian category. In particular, let \( \mathcal{C} \) be a locally bounded \( k \)-linear Krull–Schmidt category. Then \( \text{mod} \mathcal{C} \) is an abelian category which in general is not equivalent to a category of modules over an algebra. By applying the classical theory of Galois covering in this setting, a method of constructing \( n \)-cluster tilting subcategories was introduced in [DI20]. This method takes as input
a locally bounded k-linear Krull–Schmidt category \( \mathcal{C} \) admitting an \( n \)-cluster tilting subcategory \( \mathcal{M} \) and an admissible group of automorphisms \( \mathcal{G} \) of \( \mathcal{C} \) and, under reasonable compatibility conditions between \( \mathcal{G} \) and \( \mathcal{M} \), produces a new \( n \)-cluster tilting subcategory of the module category \( \text{mod}(\mathcal{C}/\mathcal{G}) \) of the orbit category \( \mathcal{C}/\mathcal{G} \) [DI20] Theorem 2.14]. Notice that although \( \text{mod}\mathcal{C} \) may not be equivalent to a module category of an algebra, it may happen that \( \text{mod}(\mathcal{C}/\mathcal{G}) \) is equivalent to \( \text{mod}\Lambda \) for some finite-dimensional algebra \( \Lambda \), thus landing back to the world of algebras.

Next, let \( \Lambda \) be a representation-directed algebra, that is a representation-finite algebra with no oriented cycles in its Auslander–Reiten quiver, see [Rin16] 2.4. Since \( \Lambda \) is representation-finite, \( n \)-cluster tilting modules and \( n \)-cluster tilting subcategories coincide. It is not difficult to see that if there exists an \( n \)-cluster tilting subcategory of \( \Lambda \), then it is unique and it is given by

\[ \mathcal{M} = \text{add}\{\tau_n^{-1}(\Lambda) \mid i \geq 0\}. \]

A characterization of \( n \)-cluster tilting modules of representation-directed algebras was proved in [Vas19] Theorem 1], based on, among other things, results in [Iya06]. This characterization states that \( \mathcal{M} \) is an \( n \)-cluster tilting subcategory if and only if the following two conditions are satisfied.

1. \( \tau_n : \mathcal{M}_P \to \mathcal{M}_T \) and \( \tau_n^{-1} : \mathcal{M}_T \to \mathcal{M}_P \) induce mutually inverse bijections, where \( \mathcal{M}_P \) respectively \( \mathcal{M}_T \) denote the set of isomorphism classes of indecomposable nonprojective respectively noninjective \( \Lambda \)-modules in \( \mathcal{M} \).
2. For all \( i \in \{1, \ldots, n-1\} \) and all \( M \in \mathcal{M}_P \) and \( N \in \mathcal{M}_T \) we have that the \( i \)-th syzygy \( \Omega^i(M) \) and the \( i \)-th cosyzygy \( \Omega^{-i}(N) \) are indecomposable.

Based on this result, another method of constructing \( n \)-cluster tilting modules for representation-directed algebras was introduced in [Vas18] called gluing. First, based on the above characterization, one generalizes the notion of \( n \)-cluster tilting modules and \( n \)-cluster tilting subcategories to the notion of \( n \)-fractured modules and \( n \)-fractured subcategories, see [Vas18] Definition 3.10]. This notion is based on considering suitable subcategories \( \mathcal{P}_L, \mathcal{I}_L \subseteq \text{mod}\Lambda \) which substitute for the classes of projective and injective \( \Lambda \)-modules. More precisely, if \( \mathcal{P}_L = \text{add}(\mathcal{I}_L) \) and \( \mathcal{I}_L = \text{add}(\mathcal{P}_L) \) for some suitably chosen modules \( \mathcal{I}_L \) and \( \mathcal{P}_L \), then \( \text{add}\{\tau_n^{-1}(\mathcal{P}_L) \mid i \geq 0\} \) is an \( n \)-fractured subcategory if and only if the following two conditions are satisfied.

1. \( \tau_n : \mathcal{M}_{PL} \to \mathcal{M}_{Tn} \) and \( \tau_n^{-1} : \mathcal{M}_{Tn} \to \mathcal{M}_{PL} \) induce mutually inverse bijections, where \( \mathcal{M}_{PL} \) respectively \( \mathcal{M}_{Tn} \) is the set of isomorphism classes of indecomposable \( \Lambda \)-modules not in \( \mathcal{P}_L \) respectively not in \( \mathcal{I}_L \).
2. For all \( i \in \{1, \ldots, n-1\} \) and all \( M \in \mathcal{M}_{PL} \) and \( N \in \mathcal{M}_{Tn} \) we have that \( \Omega^i(M) \) and \( \Omega^{-i}(N) \) are indecomposable.

Then an \( n \)-fractured subcategory is an \( n \)-cluster tilting subcategory if and only if \( \mathcal{I}_L \cong \Lambda \) and \( \mathcal{P}_L \cong D(\Lambda) \), where \( D = \text{Hom}_k(-, k) \) is the standard duality between \( \text{mod}\Lambda \) and \( \text{mod}\Lambda^\text{op} \).

Next one introduces a gluing procedure which takes as input two representation-directed algebras \( A \) and \( B \), together with a certain \( \Lambda \)-module and a certain \( B \)-module and produces a new representation-directed algebra \( B \triangleleft A \). The representation theory of \( B \triangleleft A \) can be completely described by the representation theory of \( A \) and \( B \). If moreover \( \text{mod}\Lambda \) and \( \text{mod}B \) each admit an \( n \)-fractured module \( M_A \) and \( M_B \), and some reasonable compatibility restrictions between \( M_A \) and \( M_B \) are satisfied, then \( \text{mod}(B \triangleleft A) \) also admits an \( n \)-fractured module \( M_{B \triangleleft A} \) [Vas18] Theorem 3.16]. It is shown in [Vas18] that in many cases \( M_{B \triangleleft A} \) is an actual \( n \)-cluster tilting module.

1.3. The results of this paper.

1.3.1. A motivating example. Our aim is to combine the results of both [DI20] and [Vas18] to present a new method of constructing \( n \)-cluster tilting subcategories of abelian categories. Let \( Q \) be a quiver,
let $\mathcal{R} \subseteq kQ$ be an admissible ideal and let $A = kQ/\mathcal{R}$. Assume moreover that $Q$ is of the form

$$
\begin{array}{c}
\bullet \\
\end{array}
$$

where $Q'$ is not empty and $\longrightarrow$ is a linearly oriented quiver of Dynkin type $A$. Assume also that no path in $\longrightarrow$ belongs to $\mathcal{R}$. For an integer $z \in \mathbb{Z}$, let $Q[z]$ be a copy of $Q$ with vertices and arrows labelled as follows.

$$(Q[z])_0 = \{i[z] \mid i \in Q_0\},$$

$$(Q[z])_1 = \{\alpha[z] : i[z] \to j[z] \mid \alpha \in Q_1 \text{ with } \alpha : i \to j\}.$$  

Denote by $\mathcal{R}[z]$ the ideal of $kQ[z]$ corresponding to the ideal $\mathcal{R}$ of $kQ$. We set $A[z] := kQ[z]/\mathcal{R}[z]$.

In this case, the gluing $A[1] \triangle A[0]$ is by definition equal to $kQ_1/\mathcal{R}_1$ where $Q_1$ is the quiver

$$
\begin{array}{c}
\bullet \\
\end{array}
$$

and $\mathcal{R}_1$ is generated by all elements in $kQ[0]$ that lie in $\mathcal{R}[0]$, all elements in $kQ[1]$ that lie in $\mathcal{R}[1]$, as well as all paths from $Q'[0]$ to $Q'[1]$. By repeating this procedure infinitely many times, we may then consider the infinite quiver $\hat{Q}$ given by

$$
\begin{array}{c}
\bullet \\
\end{array}
\quad \longrightarrow \quad \rightarrow \\
\quad \longrightarrow \quad \rightarrow \\
\quad \longrightarrow \quad \rightarrow \\
\vdots
\end{array}
$$

Since this is now an infinite quiver, we cannot speak of a finite-dimensional path algebra over $\hat{Q}$. However, we can consider instead the path category $k\hat{Q}$ and the two-sided ideal $\hat{\mathcal{R}} \subseteq k\hat{Q}$ generated by all elements in $kQ[z]$ that lie in $\mathcal{R}[z]$ and all paths $Q'[z] \to Q'[z + 1]$ for $z \in \mathbb{Z}$. In some sense this path category can be thought of as the infinite gluing $\cdots \triangle A \triangle A \triangle A \cdots$. Moreover, if $\text{mod } A$ has an $n$-fractured subcategory $\mathcal{M}$ satisfying certain symmetry conditions, then $\mathcal{M}$ induces a subcategory $\hat{\mathcal{M}}$ of $\text{mod}(k\hat{Q}/\hat{\mathcal{R}})$ which can be thought of as an analogue of an $n$-fractured subcategory. Under certain conditions, the subcategory $\mathcal{M}$ is an actual $n$-cluster tilting subcategory. The study of this situation is the main motivation for this paper.

1.3.2. The general situation. As a first step, we generalize the above situation. Let $G$ be a directed tree, that is $G$ is a directed graph where the underlying undirected graph is acyclic. We also assume that every vertex in $G$ is the source and target of finitely many arrows in $G$. We denote the set of vertices of $G$ by $V_G$ and the set of arrows of $G$ by $E_G$. We also denote by $I_G$ be the directed set of finite connected subgraphs of $G$.

We start by decorating each vertex $v \in V_G$ by a representation-directed bound quiver algebra $\Lambda_v = kQ_v/R_v$ in such a way that if $e : u \to v$ is an arrow of $G$, then the algebra $\Lambda_{(u,v)} := \Lambda_u \triangle \Lambda_v = kQ_{(u,v)}/R_{(u,v)}$ is well-defined. We also introduce assumptions which have the effect that for every $H \in I_G$, we may perform the gluings induced by the arrows of $H$ in any order to obtain a representation-directed algebra $\Lambda_H = kQ_H/R_H$. This is the data of a gluing system $(\Lambda_v)_{v \in V_G}$; for the complete definition see Definition 4.8. Such a system comes equipped with canonical algebra epimorphisms $F_{HK} : \Lambda_K \to \Lambda_H$ for all finite connected subgraphs $H \subseteq K$ of $G$. Furthermore, the category $\text{mod } \Lambda_H$ can be described completely via the categories $\text{mod } \Lambda_v$ for $v \in V_H$. To apply our methods to a potential
limit \( \Lambda_G \) of this system, we would like to be able to describe \( \text{mod} \Lambda_G \) via the categories \( \text{mod} \Lambda_H \) for \( H \in I_G \).

One way to do this is the following. Consider the (potentially infinite) quiver \( \hat{Q} \) obtained after performing the (potentially infinitely many) gluings induced by the arrows of \( G \). We may consider its path category \( k\hat{Q} \). We show that the union \( \mathcal{R} = \bigcup_{H \in I_G} \mathcal{R}_H \subseteq k\hat{Q} \) is a two-sided ideal of \( k\hat{Q} \). By the definition of the ideal \( \mathcal{R} \) it is not too difficult to see that \( \text{mod}(\text{proj}(k\hat{Q}/\mathcal{R})) \) can be described via the categories \( \text{mod} \Lambda_H \) for \( H \in I_G \). In particular, if \( G \) is finite, we have \( \text{mod} \Lambda_G \simeq \text{mod}(\text{proj}(k\hat{Q}/\mathcal{R})) \). In this way we may consider \( \text{proj}(k\hat{Q}/\mathcal{R}) \) as a suitable candidate for the limit of the system \( (\Lambda_v)_{v \in V_G} \); we will soon make this more precise.

Assume now that the module category \( \text{mod} \Lambda_v \) of each algebra \( \Lambda_v \) in our gluing system admits an \( n \)-fractured subcategory \( \mathcal{M}_v \subseteq \text{mod} \Lambda_v \), and that again these \( n \)-fractured subcategories are compatible with the gluing. This is the data of an \( n \)-fractured system, see Definition \[4.27\]. By gluing the \( n \)-fractured subcategories of \( \text{mod} \Lambda_v \) for \( v \in V_H \), the category \( \text{mod} \Lambda_H \) obtains an \( n \)-fractured subcategory \( \mathcal{M}_H \). Furthermore, by construction, the restriction of scalars functor \( F_{HK} : \text{mod} \Lambda_H \rightarrow \text{mod} \Lambda_K \) satisfies \( F_{HK}(\mathcal{M}_H) \subseteq \mathcal{M}_K \) for \( H, K \in I \subseteq K \). This data gives rise to a subcategory \( \mathcal{M} \subseteq \text{mod}(k\hat{Q}/\mathcal{R}) \). In general \( \mathcal{M} \) is not an \( n \)-cluster tilting subcategory. To remedy this we introduce the notion of complete \( n \)-fractured systems, see Definition \[4.27\]. We have the following theorem, which is a special case of Theorem \[4.29\].

**Theorem 1.1.** Let \( \mathcal{L} = (\Lambda_v)_{v \in V_G} \) be a gluing system and \( (\mathcal{M}_v)_{v \in V_G} \) be a complete \( n \)-fractured system of \( \mathcal{L} \). Then \( \hat{\mathcal{M}} \subseteq \text{mod}(k\hat{Q}/\mathcal{R}) \) is an \( n \)-cluster tilting subcategory.

In the above we have considered the category \( \text{mod}(k\hat{Q}/\mathcal{R}) \) which, in general, is not the module category of a finite-dimensional algebra. To deal with this situation we first prove our results in an abstract categorical setting where we consider modules over categories instead of modules over algebras.

Starting with a gluing system \( (\Lambda_v)_{v \in V_G} \), we obtain an algebra \( \Lambda_H \) for every \( H \in I_G \) and an algebra epimorphism \( F_{HK} : \Lambda_K \rightarrow \Lambda_H \) for every \( H, K \in I_G \) with \( H \subseteq K \). Furthermore, these epimorphisms satisfy \( F_{HK} \circ F_{KL} = F_{HL} \) for every \( H, K, L \in I_G \) with \( H \subseteq K \subseteq L \). In particular, the pair \( \Lambda_H, F_{HK} \) is an inverse system in the category of finite-dimensional algebras. Since \( \text{mod} \Lambda_H \simeq \text{mod}(\text{proj} \Lambda_H) \) for every \( H \in I_G \), we may consider the category \( \text{proj} \Lambda_H \) as a categorical replacement for the algebra \( \Lambda_H \). Similarly, we may consider the extension of scalars functor \( F_{HK}^* : \text{proj} \Lambda_K \rightarrow \text{proj} \Lambda_H \) as a replacement of the algebra epimorphism \( F_{HK} : \Lambda_K \rightarrow \Lambda_H \) for \( H, K \in I_G \) with \( H \subseteq K \). Note that we do not have a strict equality \( F_{HK}^* \circ F_{KL}^* = F_{HL}^* \). However, in Section \[1.12\] we define natural isomorphisms \( \theta_{HKL} : F_{HK} \circ F_{KL} \Rightarrow F_{HL} \). Then the triple \( (\text{proj} \Lambda_H, F_{HK}, \theta_{HKL})_{H, K, L \in I_G} \) can be thought of as an inverse system over \( I_G \), up to natural isomorphism.

This motivates us to consider the general situation where we study an inverse system \( (\mathcal{C}_i, F_{ij}, \theta_{ijk}) \) of Krull–Schmidt categories over a directed set \( I \), see Definition \[5.3\]. This situation is more technical than usual inverse systems because of the introduction of natural isomorphisms \( \theta_{ijk} : F_{ij} \circ F_{jk} \Rightarrow F_{ik} \) satisfying certain compatibility conditions. To avoid set theoretic issues, we consider this inverse system in the category of small categories \( \text{Cat} \). It turn out that the categorical inverse limit of such a system is too big for our purposes. However, we find a subcategory \( \hat{\mathcal{C}} \) of the inverse limit, suitable for our purposes, called the **firm source**, see Definition \[5.1\]. The firm source \( \hat{\mathcal{C}} \) comes equipped with canonical functors \( \Phi_i : \hat{\mathcal{C}} \rightarrow \mathcal{C}_i \) and natural isomorphisms \( \Theta_{ij} : F_{ij} \circ \Phi_j \Rightarrow \Phi_i \). In particular we have the following theorem.

**Theorem 1.2.** Let \( (\mathcal{C}_i, F_{ij}, \theta_{ijk}) \) be a \( \text{Cat} \)-inverse system over a directed set \( I \). If all \( \mathcal{C}_i \) are Krull–Schmidt categories, then the firm source \( \hat{\mathcal{C}} \) is a Krull–Schmidt category.

Theorem \[1.2\] follows by Corollary \[5.15\]. In fact we further prove that we can describe indecomposable objects in \( \hat{\mathcal{C}} \) using indecomposable objects of \( \mathcal{C}_i \). In particular, we show in Corollary \[4.15\] that the firm source of the system \( (\text{proj} \Lambda_H, F_{HK}, \theta_{HKL})_{H, K, L \in I_G} \) is equivalent to \( \text{proj}(k\hat{Q}/\mathcal{R}) \). It is in this sense that we may formally consider \( \text{proj}(k\hat{Q}/\mathcal{R}) \) as the limit of the system \( (\Lambda_v)_{v \in V_G} \).
Next, we want to generalize the notion of \(n\)-fractured subcategories in the abstract setting. In a sense, an \(n\)-fractured subcategory can also be thought as a subcategory which is close to being \(n\)-cluster tilting but it fails to have the correct extensions with a few indecomposable modules. In Definition 5.18 we mimic this property of \(n\)-fractured subcategories to define a generalization of complete \(n\)-fractured systems in the abstract case of abelian categories; we call such a system an asymptotically weakly \(n\)-cluster tilting system. We obtain the following general result.

**Theorem 1.3.** Let \((\hat{C}, \hat{\Phi}, \hat{\Theta}_{ij})\) be the firm source of the \textbf{Cat}-inverse system \((C_i, F_{ij}, \theta_{ijk})\) over a directed set \(\mathbb{I}\) and let \((M_i)\) be an asymptotically weakly \(n\)-cluster tilting system of \((\text{mod}C_i, F_{ij}, \theta_{ijk})\). If \(\text{mod}\hat{C}\) is locally bounded and \(M_i\) is functorially finite for every \(i \in \mathbb{I}\), then \(\mathcal{M} := \text{add}\{\hat{\Phi}_i, \{M_i\} \mid i \in \mathbb{I}\}\) is an \(n\)-cluster tilting subcategory of \(\text{mod}\hat{C}\).

Theorem 1.3 is a special case of Corollary 3.21. In particular, for a gluing system, the firm source \(\text{proj}(k\hat{Q}/\hat{R})\) is always locally bounded and each \(M_H\) is functorially finite since \(\Lambda_H\) is representation-finite for every \(H \in \mathbb{I}_G\). Hence Theorem 1.1 is a corollary of Theorem 1.3.

**1.3.3. A motivating example revisited.** Although starting from a complete \(n\)-fractured system we obtain an \(n\)-cluster tilting subcategory in \(\text{mod}(k\hat{Q}/\hat{R})\), this is not, in general, an \(n\)-cluster tilting subcategory of the module category of a finite-dimensional algebra. To remedy this, we use the results of [DI20] we apply an orbit construction to \(\text{mod}(k\hat{Q}/\hat{R})\). First assume that \(G\) is the graph

\[
\cdots \xrightarrow{\alpha_3} -2 \xrightarrow{\alpha_2} -1 \xrightarrow{\alpha_1} 0 \xrightarrow{\alpha_0} 1 \xrightarrow{\alpha_1} 2 \xrightarrow{\alpha_2} \cdots .
\]

Then \(A[z]_{z \in V\hat{G}}\) is a gluing system of \(G\) where \(A[z]\) is as in Section 1.3.1. Moreover, in this case the infinite quiver \(\hat{Q}\) is finite. There is an admissible \(\mathbb{Z}\)-action on \(k\hat{Q}/\hat{R}\) defined by letting \(k \in \mathbb{Z}\) map a path in \(k\)-steps to the right in \(\hat{Q}\). This \(\mathbb{Z}\)-action on \(k\hat{Q}/\hat{R}\) induces a \(\mathbb{Z}\)-action on \(\text{proj}(k\hat{Q}/\hat{R})\), which satisfies the conditions of [DI20] Theorem 2.13 and so it gives rise to an \(n\)-cluster tilting subcategory \(\mathcal{M}\) of \(\text{mod}(\text{proj}(k\hat{Q}/\hat{R})/\mathbb{Z})\). We then show the following theorem.

**Theorem 1.4.** There is an equivalence of categories \(\text{mod}(\text{proj}(k\hat{Q}/\hat{R})/\mathbb{Z}) \simeq \text{mod}(k\hat{Q}/\hat{R})\) where \(k\hat{Q}/\hat{R}\) is a finite-dimensional bound quiver algebra. In particular, \(\text{mod}(k\hat{Q}/\hat{R})\) admits an \(n\)-cluster tilting subcategory \(\mathcal{M}\).

Theorem 1.4 follows by Corollary 5.12. In this way we obtain an \(n\)-cluster tilting module of a finite-dimensional algebra. Moreover, this new algebra is not, in general, representation-directed, although it is still representation-finite.

In fact our results are quite more general and we apply them to some more classes of gluing systems, giving us many more examples of \(n\)-cluster tilting modules. In all cases the input should be a class of representation-directed algebras whose module categories admit \(n\)-fractured subcategories. Many such algebras where produced in [Vas19] and [Vas18] inside the class of Nakayama algebras. In Proposition 6.2 we classify the radical square zero path algebras where the underlying graph of the quiver is starlike, whose module categories admit an \(n\)-cluster tilting subcategory. These algebras give, in themselves, many more examples of \(n\)-cluster tilting subcategories. By gluing them finitely many times appropriately we get a large class of examples of finite-dimensional algebras, whose module categories admit an \(n\)-cluster tilting subcategory. In particular we have the following theorem.

**Theorem 1.5.** For all \(s, t \in \mathbb{Z}_{\geq 0}\) there exists a bound quiver algebra \(\Lambda = kQ/R\) such that \(Q\) has \(s\) sources and \(t\) sinks and such that \(\text{mod}\Lambda\) admits an \(n\)-cluster tilting subcategory.

The proof of Theorem 1.5 is constructive; for examples see Example 6.4 and Example 6.15. Most (but not all) of our examples are given by radical square zero algebras. This is not because of some obstacle for other classes of algebras, it is rather that radical square zero algebras are easier to compute with and the class of radical square zero algebras is closed under the operations of gluing.

This paper is organized as follows. In Section 2 we establish notation and recall some basic facts about modules over categories. In Section 3 we define asymptotically weak \(n\)-cluster tilting systems and show that, under reasonable conditions, they give rise to \(n\)-cluster tilting subcategories.
the nature of these results is quite technical, the proofs are straightforward. We include however most of the details to avoid ambiguities. In Section 4 we show how a complete n-fractured system of representation-directed algebras gives rise to an asymptotically weak n-cluster tilting system. In Section 5 we start by considering finitely many gluings and then proceed to the infinite case. We then recall and apply the main result of [12] to obtain finite-dimensional algebras with n-cluster tilting modules. In Section 6 we apply the above methods to specific examples of bound quiver algebras. Many examples are computed explicitly and we obtain new families of finite-dimensional algebras whose module categories n-cluster tilting modules. We also include an index of definitions and notation used in this paper.

2. Preliminaries

2.1. Background and notation. Throughout this paper, n denotes a positive integer and k denotes a field.

We start by setting up notation and recalling some background on categories and functor categories. We denote by Mod k the category of k-vector spaces with morphisms given by linear maps. In this paper by a (k-)algebra Λ we mean a basic finite-dimensional unital associative algebra over k and by Λ-module we mean a right Λ-module. We denote by Mod Λ the category of Λ-modules and by mod Λ the full subcategory of finitely generated Λ-modules. We denote by proj Λ and inj Λ the full subcategories of mod Λ consisting of projective and injective modules, respectively.

Let C be a category. We denote by obj(C) the collection of objects in C and for an object x in C we simply write x ∈ C instead of x ∈ obj(C). For x, y ∈ C we write C(x, y) for the set of morphisms f : x → y. We say that C is a small category if obj(C) is a set and we say that C is skeletally small if the class of isomorphism classes of objects in C is a set. For functors F, G : C → D between categories and a natural transformation η from F to G we sometimes write η : F ⇒ G. If C is isomorphic respectively equivalent to a category D, we write C ≃ D respectively C ≅ D.

Let M be a full subcategory of a category C and let x ∈ C. A right M-approximation of x is a morphism f : m → x with m ∈ M such that all morphisms f′ : m′ → x with m′ ∈ M factor through f. We say that M is contravariantly finite in C if every x ∈ C has a right M-approximation. The notions left M-approximation and covariantly finite are defined dually. We say that M is functorially finite in C if M is both contravariantly finite and covariantly finite.

We say that a category C is k-linear (respectively preadditive) if for every x, y ∈ C the set of morphisms C(x, y) is a k-vector space (respectively abelian group) and composition of morphisms is k-bilinear (respectively bilinear). We say that a functor F : C → D between k-linear (respectively preadditive) categories is k-linear (respectively additive) if the induced map on objects F : C(x, y) → D(F(x), F(y)) is a k-module homomorphism (respectively group homomorphism) for every x, y ∈ C. All functors between k-linear (respectively preadditive) categories are assumed to be k-linear (respectively additive). We say that C is Hom-finite if C is a k-linear category and the dimension of C(x, y) is finite for every x, y ∈ C. We say that C is an additive category if C is prefinitive and admits all finite products. If C is an additive category and x, y ∈ C, then the direct sum of x and y denoted by x ⊕ y is the product of x and y.

Let M be a collection of objects in an additive category C. We denote by add(M) the additive closure of M, that is, the smallest full subcategory of C containing M and being closed under direct sums, direct summands and isomorphisms. If M is a subcategory of C, we set add(M) := add(obj(M)).

Let C be a skeletally small additive category. A nonzero object x ∈ C is called indecomposable if x ∼= a ⊕ b implies a ∼= 0 or b ∼= 0. We denote by ind C a chosen set of representatives of isomorphism classes of indecomposable objects in C. We say that C is a Krull–Schmidt category if each object in C is isomorphic to a finite direct sum of indecomposable objects in C having local endomorphism rings.

There is an equivalent way to characterize a Krull–Schmidt category. We say that a category C has split idempotents if for every idempotent e ∈ C(x, x) there exists an object y ∈ C and morphisms f ∈ C(x, y) and g ∈ C(y, x) such that g ◦ f = e and f ◦ g = id y. We say that a ring R is semiperfect if there exists a decomposition 1R = ∑i=1k ei of identity where ei are idempotents such that ei ej = 0 for i ≠ j.
i \neq j \text{ and } e_i R e_j \text{ is a local ring. Then a skeletally small additive category } C \text{ is a Krull–Schmidt category if and only if it has split idempotents and } C(x, x) \text{ is a semiperfect ring for all } x \in C.

Let } C \text{ be a skeletally small } \mathbf{k}\text{-linear category. A (right) } C\text{-module is a } \mathbf{k}\text{-linear functor } M : C^{\text{op}} \to \text{Mod} \mathbf{k}. \text{ We denote by } \text{Mod} \mathbf{C} \text{ the category of all } C\text{-modules with morphisms given by natural transformations. For } M, N \in \text{Mod} C \text{ we write } \text{Hom}_C(M, N) \text{ instead of } \text{Mod} C(M, N). \text{ If } C \text{ is moreover a Krull–Schmidt category, then the support of a module } M \in \text{Mod} C \text{ is defined to be }
\text{supp}(M) = \{ x \in \text{ind} C \mid M(x) \neq 0 \} \subseteq \text{ind} C.

A } C\text{-module } M : C^{\text{op}} \to \text{Mod} \mathbf{k} \text{ is called finitely presented if there exists an exact sequence }
C(-, y) \to C(-, x) \to M \to 0
\text{ in } \text{Mod} C. \text{ We denote by } \text{mod } C \text{ the full subcategory of } \text{Mod} C \text{ consisting of finitely presented modules. The full subcategory of } \text{mod } C \text{ consisting of all projective objects is denoted by } \text{proj}_C \text{ and the full subcategory of } \text{mod } C \text{ consisting of all injective objects is denoted } \text{inj}_C. \text{ By Yoneda’s Lemma we have the }
\text{fully faithful Yoneda functor } h_C : C \to \text{mod } C \text{ given by } x \mapsto C(-, x) \text{ and } f \in C(x, y) \mapsto f \circ - : C(-, x) \to C(-, y) \text{ which restricts to an equivalence between } C \text{ and } \text{proj } C. \text{ In particular we have that }
\text{mod } C \text{ has enough projective objects. With this setup, for an algebra } \Lambda \text{ we can identify } \text{mod } \Lambda \text{ with }
\text{mod} \text{(proj } \Lambda). \text{ However, it is not true in general that } \text{mod } C \text{ is closed under kernels.}

Recall from [AR74] that } C \text{ is called a dualizing } \mathbf{k}\text{-variety if the functors } D : \text{Mod } C \to \text{Mod}(C^{\text{op}}) \text{ and }
D : \text{mod } C^{\text{op}} \to \text{mod } C \text{ given by } D = \text{Hom}_C(-, \mathbf{k}) \text{ induce dualities } D : \text{mod } C \to \text{mod } (C^{\text{op}}) \text{ and }
D : \text{mod } (C^{\text{op}}) \to \text{mod } C. \text{ In this case } \text{mod } C \text{ is closed under kernels in } \text{Mod } C \text{ since } \text{mod } (C^{\text{op}}) \text{ is closed under cokernels in } \text{mod } C^{\text{op}}. \text{ Hence if } C \text{ is a dualizing } \mathbf{k}\text{-variety, then } \text{mod } C \text{ is closed under kernels, cokernels and extensions in } \text{Mod } C \text{ and so it is an abelian subcategory of } \text{Mod } C. \text{ It follows that in this case } \text{mod } C \text{ has enough injective objects and that complete sets of representatives of indecomposable projective and injective objects in } \text{mod } C \text{ are then given by }
\text{ind}(\text{proj } C) = \{ C(-, x) \in \text{mod } C \mid x \in \text{ind } C \} \text{ and } \text{ind}(\text{inj } C) = \{ DC(x, -) \in \text{mod } C \mid x \in \text{ind } C \}.

For more details on dualizing } \mathbf{k}\text{-varieties, we refer to [AR74] Section 2].

Let } C \text{ be a skeletally small } \mathbf{k}\text{-linear Krull–Schmidt category. We say that } C \text{ is locally bounded if for all } x \in \text{ind } C \text{ we have }
\sum_{y \in \text{ind } C} \left( \dim_k C(x, y) + \dim_k C(y, x) \right) < \infty.
\text{ Clearly if } C \text{ is locally bounded, then } C \text{ is Hom-finite. In this case, the objects in } \text{mod } C \text{ are precisely the finite-length ones, that is modules for which a composition series exists, i.e. a finite filtration such that the quotient of any two consecutive terms is simple. Therefore } \text{supp}(M) \text{ is a finite set for all } M \in \text{mod } C \text{ and the functor } D : \text{Mod } C \leftrightarrow \text{Mod } (C^{\text{op}}) \text{ restricts to a duality } D : \text{mod } C \leftrightarrow \text{mod } (C^{\text{op}}) \text{ satisfying } D \circ D \cong \text{id}_{\text{mod } C}. \text{ Hence a locally bounded category is always a dualizing } \mathbf{k}\text{-variety.}

Next we recall some background on the representation theory of finite-dimensional algebras. A quiver } Q = (Q_0, Q_1, s, t) \text{ is a quadruple consisting of a set } Q_0 \text{ of vertices, a set } Q_1 \text{ of arrows and two maps } \begin{array}{ll} s, t : Q_1 & \to Q_0 \end{array} \text{ called source map and target map. We say that } Q \text{ is finite if both } Q_0 \text{ and } Q_1 \text{ are finite sets. A subquiver of a quiver } Q \text{ is a quiver } Q' \text{ with } Q'_0 \subseteq Q_0, Q'_1 \subseteq Q_1 \text{ and such that } s|_{Q'_0} = s', t|_{Q'_0} = t'; \text{ it is called full if every arrow } \alpha \in Q_1 \text{ with } s(\alpha), t(\alpha) \in Q'_0 \text{ is in } Q'_1. \text{ For a vertex } i \in Q_0, \text{ the outgoing degree of } i, \text{ denoted by } \delta^+(i), \text{ is the number of outgoing arrows starting at } i \text{ and the ingoing degree of } i, \text{ denoted by } \delta^-(i), \text{ is the number of ingoing arrows ending at } i. \text{ In other words we have } \delta^+(i) = |\{ s^{-1}(i) \}|, \text{ and } \delta^-(i) = |\{ t^{-1}(i) \}|. \text{ The degree of } i \text{ is then the number } \delta(i) := \delta^+(i) + \delta^-(i). \text{ If } \delta(i) < \infty \text{ for every vertex } i \in Q_0 \text{ then we say that } Q \text{ is locally finite. All quivers considered in this paper will be locally finite. For a quiver } Q \text{ and } l \geq 1, \text{ a path of length } l \text{ in } Q \text{ is a sequence of arrows } p = \alpha_1 \cdots \alpha_l, \text{ such that } t(\alpha_k) = s(\alpha_{k+1}); \text{ we define } s(p) = s(\alpha_1) \text{ and}
Induced functors between module categories. We denote a path $p$ from a vertex $i$ to a vertex $j$ in $Q$ by $i \xrightarrow{\alpha_1} j$. We also assign a trivial path $\epsilon_i$ of length 0 to each vertex $i \in Q$.

Throughout, we denote by $A_h$ the quiver $1 \xrightarrow{\alpha_1} 2 \xrightarrow{\alpha_2} 3 \to \cdots \to h \xrightarrow{\alpha_{n-1}} h$.

Using quivers one can define bound quiver algebras and their representations. For details on bound quiver algebras, their representations and their connection to the representation theory of finite-dimensional $k$-algebras, as well as the notation we use, we refer to \cite{ASS06} Chapters II-III. Let $Q$ be a quiver. We denote by $R_Q$ the ideal of $kQ$ generated by $Q_1$ and call it the \emph{arrow ideal} of $Q$. Contrary to the usual notation, we denote admissible ideals of the path algebra $kQ$ by $\mathcal{R}$. Throughout all ideals of quiver path algebras are assumed to be admissible. We identify $kQ/\mathcal{R}$-modules with representations of the bound quiver $(Q, \mathcal{R})$. For a representation $M$ of $kQ/\mathcal{R}$ we denote the \emph{support} of $M$ by $\text{supp}(M) := \{i \in Q_0 \mid M_i \neq 0\}$.

Let $A$ be a $k$-algebra. Given a subcategory $\mathcal{A}$ of $\mod A$, we denote by $\text{Sub}(\mathcal{A})$ the subcategory of $\mod A$ containing all submodules of modules in $\mathcal{A}$ and by $\text{Fac}(\mathcal{A})$ the subcategory of $\mod A$ containing all factor modules of modules in $\mathcal{A}$. For $M \in \mod A$ we denote by $\Omega(M)$ the \emph{cosyzygy} of $M$, that is the kernel of $P \to M$, where $P$ is the projective cover of $M$ and by $\Omega^{-}(M)$ the \emph{cokernel} of $M \to I$ where $I$ is the injective hull of $M$. Note that $\Omega(M)$ and $\Omega^{-}(M)$ are unique up to isomorphism. The \emph{projective dimension} of $M$, denoted by $\text{proj.dim}(M)$, is defined to be

$$\text{proj.dim}(M) = \begin{cases} k, & \text{if there exists } k \in \mathbb{Z} \text{ with } \Omega^k(M) \text{ nonzero and } \Omega^i(M) = 0 \text{ for } i > k, \\ \infty, & \text{otherwise}. \end{cases}$$

The \emph{injective dimension} $\text{inj.dim}(M)$ of $M$ is defined dually. The \emph{global dimension} $\text{gl.dim}(A)$ of $A$ is defined to be

$$\text{gl.dim}(A) = \sup \{\text{proj.dim}(M) \mid M \in \mod A\}.$$ 

We denote by $\tau$ and $\tau^{-}$ the Auslander–Reiten translations, see \cite{ASS06} Definition IV.2.3. Following \cite{Iya08}, we denote by $\tau_n$ and $\tau_n^-$ the $n$-Auslander–Reiten translations defined by $\tau_n(M) = \tau^{\Omega^{-n-1}}(M)$ and $\tau_n^-(M) = \tau^{-\Omega^{-n-1}}(M)$. If $X \subseteq A$, we denote by $\langle X \rangle$ the two-sided ideal of $A$ generated by $X$. We denote the Auslander–Reiten quiver of $A$ by $\Gamma(A)$. When drawing $\Gamma(A)$ in examples, we label the vertex $[M]$ for an indecomposable $M \in \mod A$ using the composition series of $M$. For more details on classical Auslander–Reiten theory we refer to \cite{ASS06} Chapter IV.

A \emph{directed graph} is a quiver with no multiple arrows between two vertices. Recall that by our conventions all quivers are locally finite and so all directed graphs are locally finite too. If $G$ is a directed graph, we write $V_G$ instead of $V_0$, we write $E_G$ instead of $E_1$, we say “subgraph” instead of “subquiver” and we say “walk” instead of “path”. If $V \subseteq V_G$ is a collection of vertices in $G$, then the \emph{subgraph induced in $G$ by $V$}, denoted by $(V)$, is the full subgraph of $G$ with vertex set $V$. We say that $G$ is a \emph{directed tree} if $G$ is connected and the underlying undirected graph is acyclic.

### 2.2. Induced functors between module categories.

We briefly recall some facts about induced functors between module categories; for more details we refer to \cite{Kra99}. For the rest of this section, let $F : \mathcal{C} \to \mathcal{D}$ be a functor between skeletally small $k$-linear Krull–Schmidt categories. Then $F$ induces an exact functor $F_* : \mod \mathcal{D} \to \mod \mathcal{C}$ given by $F_*(M) = M \circ F$. This functor has a right adjoint $F^* : \mod \mathcal{C} \to \mod \mathcal{D}$, given by

$$F^*(M)(y) = \text{Hom}_{\mathcal{D}}(F(-),y), M),$$

for every $M \in \mod \mathcal{C}$ and $y \in \mathcal{D}$. Moreover $F_*$ has a left adjoint as well. To describe the left adjoint, first recall that there exists a unique, up to natural isomorphism, tensor product bifunctor $- \otimes_{\mathcal{C}} - : \mod \mathcal{C} \times \op{\mod}(\mathcal{C}) \to \mod k$ characterized by

1. $M \otimes_{\mathcal{C}} C(x,-) \cong M(x)$ and $C(-,x) \otimes_{\mathcal{C}} N \cong N(x)$, and
2. $M \otimes_{\mathcal{C}} -$ and $- \otimes_{\mathcal{C}} N$ have right adjoints,

for every $M \in \mod \mathcal{C}$, $N \in \op{\mod}(\mathcal{C})$ and $x \in \mathcal{C}$. Then the left adjoint $F^* : \mod \mathcal{C} \to \mod \mathcal{D}$ is given by

$$F^*(M)(y) = M \otimes_{\mathcal{C}} \mathcal{D}(y,F(-)),$$
for every $M \in \text{Mod}\, C$ and $y \in D$. It follows that $F^*$ is right exact and preserves projectives and $F^!$ is left exact and preserves injectives. In particular, we have that $F^* \circ h_C = h_D \circ F$ and $F^*$ restricts to a functor $\text{mod}\, C \to \text{mod}\, D$. However, the functors $F_*$ and $F^!$ do not restrict to functors between $\text{mod}\, C$ and $\text{mod}\, D$ in general. In this paper we are interested in the cases where these functors do indeed restrict to functors between $\text{mod}\, C$ and $\text{mod}\, D$.

**Definition 2.1.** Let $F : C \to D$ be a functor between skeletally small $k$-linear Krull–Schmidt categories. We say that the functor $F$ is coherent preserving if the functors $F_*$ and $F^!$ restrict to functors between $\text{mod}\, C$ and $\text{mod}\, D$.

The following proposition collects some basic properties of the above functors.

**Proposition 2.2.** Let $F : C \to D$ be a functor between skeletally small $k$-linear Krull–Schmidt categories.

(a) If $F$ is dense, then $F^*|_{\text{proj}\, C} : \text{proj}\, C \to \text{proj}\, D$ is dense and $F_* : \text{Mod}\, D \to \text{Mod}\, C$ is faithful.

(b) If $F$ is full, then $F^*|_{\text{proj}\, C} : \text{proj}\, C \to \text{proj}\, D$ is full.

(c) If $F$ is dense and full, then $F^* : \text{mod}\, C \to \text{mod}\, D$ is dense and $F_* : \text{Mod}\, D \to \text{Mod}\, C$ is fully faithful.

(d) If $F$ is coherent preserving, then the following conditions are equivalent.

(i) $F_* : \text{mod}\, D \to \text{mod}\, C$ is fully faithful.

(ii) the counit of the adjunction $(F^*, F_*)$ is an isomorphism $F^* F_* (M) \xrightarrow[\sim]{\sim} M$ for all $M \in \text{mod}\, D$.

(iii) the unit of the adjunction $(F_*, F^!)$ is an isomorphism $M \xrightarrow[\sim]{\sim} F^! F_* (M)$ for all $M \in \text{mod}\, D$.

**Proof.**

(a) Let us first show that $F^*$ is dense. Let $P \in \text{proj}\, D$. Then $P \cong D(-, y)$ for some $y \in D$. Since $F$ is dense, there exists an $x \in C$ such that $F(x) \cong y$. Then $\mathcal{C}(-, x) \in \text{proj}\, C$ and

$$F^* (\mathcal{C}(-, x)) = F^* \circ h_C (x) = h_D \circ F(x) = D(-, F(x)) \cong D(-, y) \cong P,$$

which shows that $F^*$ is dense.

To show that $F_*$ is faithful, let $\eta, \xi \in \text{Hom}_D (M, N)$ for some $M, N \in \text{Mod}\, D$ be such that $F_*(\eta) = F_*(\xi)$. We need to show that $\eta_y = \xi_y$ for all $y \in D$. Since $F$ is dense, there exists an $x \in C$ such that $F(x) \cong y$. Let $s : F(x) \to y$ be an isomorphism. Then by naturality of $\eta$ and $\xi$, and since $\eta F = F_*(\eta) = F_*(\xi) = \xi F$ we have

$$\eta_y \circ M(s) = N(s) \circ \eta_{F(x)} = N(s) \circ \xi_{F(x)} = \xi_y \circ M(s),$$

from which it follows that $\eta_y = \xi_y$ since $M(s)$ is an isomorphism.

(b) Let $P, Q \in \text{proj}\, C$. Then we have that $P \cong \mathcal{C}(-, x)$ and $Q \cong \mathcal{C}(-, x')$ for some $x, x' \in C$ and so it is enough to show that the induced map

$$F^* : \text{Hom}_C (\mathcal{C}(-, x), \mathcal{C}(-, x')) \longrightarrow \text{Hom}_D (D(-, F(x)), D(-, F(x'))$$

is surjective. By the Yoneda embedding, every $\eta \in \text{Hom}_D (D(-, F(x)), D(-, F(x')))$ is of the form $\eta = g \circ -$ for some $g \in \text{Hom}_D (F(x), F(x'))$. Since $F$ is full, it follows that $g = F(f)$ for some $f \in \mathcal{C}(x, x')$. Then $f \circ - \in \text{Hom}_C (\mathcal{C}(-, x), \mathcal{C}(-, x'))$ and

$$F^* (f \circ -) = F^* \circ h_C (f) = h_D \circ F(f) = F(f) \circ - = g \circ -,$$

which shows that $F^*$ is full.

(c) By (a) and (b) we have that the functor $F^*|_{\text{proj}\, C} : \text{proj}\, C \to \text{proj}\, D$ is dense and full. Let $M \in \text{mod}\, D$. Then there exists an exact sequence

$$D(-, y_2) \xrightarrow{\beta} D(-, y_1) \longrightarrow M \longrightarrow 0$$

in $\text{mod}\, D$. In particular, we have $M \cong \text{coker}(g)$. Since $F^*|_{\text{proj}\, C}$ is dense and full, there exist $x_1, x_2 \in C$ and $f \in \mathcal{C}(x_2, x_1)$ such that $F^* (\mathcal{C}(-, x_1)) \cong D(-, y_1)$, $F^* (\mathcal{C}(-, x_2)) \cong D(-, y_2)$ and $F^* (f) \cong g$. Consider the exact sequence

$$\mathcal{C}(-, x_2) \xrightarrow{f} \mathcal{C}(-, x_1) \longrightarrow \text{coker}(f) \longrightarrow 0$$
in \text{Mod}\mathcal{C}. By applying the right exact functor \( F^* \) we get the right exact sequence
\[
\mathcal{D}(\cdot, F(x_2)) \xrightarrow{F^*(f)} \mathcal{D}(\cdot, F(x_1)) \longrightarrow F^*(\text{coker}(f)) \longrightarrow 0
\]
where
\[
F^*(\text{coker}(f)) \cong \text{coker}(F^*(f)) \cong \text{coker}(g) \cong \mathcal{M},
\]
which shows that \( F^* : \text{mod}\mathcal{C} \to \text{mod}\mathcal{D} \) is dense.

By (a) we have that the functor \( F_* \) is faithful. To show that the functor \( F_* \) is full, let \( \eta \in \text{Hom}_\mathcal{D}(M \circ F, N \circ F) \) for some \( M, N \in \text{Mod}\mathcal{D}. \) We need to find \( \overline{\eta} \in \text{Hom}_\mathcal{D}(M, N) \) such that \( F_* (\overline{\eta}) = \eta. \) Let \( y \in \mathcal{D}. \) Since \( F \) is dense, there exists an \( x \in \mathcal{C} \) such that \( F(x) \cong y \) and an isomorphism \( s : F(x) \to y. \) Define \( \overline{\eta}_y = N(s) \circ \eta_x \circ M(s)^{-1}. \) It is straightforward to show that \( \overline{\eta}_y \) is independent of the choice of \( x \) and \( s \) and that \( \overline{\eta} \in \text{Hom}_\mathcal{D}(M, N). \)

(d) Since \( F \) is coherent preserving, we have the adjoint pairs \((F^*, F_*)\) and \((F^!, F^!)\) of functors between \text{mod}\mathcal{C} and \text{mod}\mathcal{D}. The equivalence of (i) and (ii) follows from \cite[Theorem IV.3.1]{Mac98} and the equivalence of (i) and (iii) from the dual statement. \( \square \)

In the case of dualizing \( k \)-varieties we also have the following proposition.

**Proposition 2.3.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be two dualizing \( k \)-varieties.

(a) For every \( M \in \text{mod}\mathcal{C} \) we have an isomorphism \( \text{Hom}_\mathcal{C}(M, \mathcal{C}(x, -)) \cong DM(x), \) which is natural in \( x. \)

(b) Let \( F : \mathcal{C} \to \mathcal{D} \) be a functor. Then \( F^!(\mathcal{DC}(x, -)) \cong DD(F(x), -). \)

(c) For every \( M \in \text{mod}\mathcal{C} \) we have that \( F^!(M) \) is finitely presented.

**Proof.** (a) Since \( D : \text{mod}\mathcal{C} \to \text{mod}(\mathcal{C}^{\text{op}}) \) is fully faithful, we have a bijection
\[
DM_{M,N} : \text{Hom}_\mathcal{C}(M, N) \xrightarrow{\sim} \text{Hom}_{\mathcal{C}^{\text{op}}}(DN, DM)
\]
for every \( M, N \in \text{mod}\mathcal{C}. \) In particular, for \( N = \mathcal{DC}(x, -) \) we have \( DN \cong C(x, -) \) for every \( x \in \mathcal{C}. \) Then
\[
\text{Hom}_{\mathcal{C}^{\text{op}}}(C(x, -), DM) = \text{Hom}_{\mathcal{C}^{\text{op}}}(\mathcal{C}^{\text{op}}(-, x), DM) \cong DM(x).
\]

Since the functor \( D \) induces a natural isomorphism between the bifunctors \( \text{Hom}_\mathcal{C}(\cdot, \cdot) \) and \( \text{Hom}_{\mathcal{C}^{\text{op}}}(\cdot, \cdot), \) the above bijection is natural in \( M \) and so we conclude that we have an isomorphism
\[
\text{Hom}_\mathcal{C}(M, \mathcal{DC}(x, -)) \cong DM(x)
\]
natural in \( x. \)

(b) For every \( y \in \mathcal{D} \) we have
\[
F^!(\mathcal{DC}(x, -))(y) = \text{Hom}_\mathcal{D}(\mathcal{D}(-, y), \mathcal{DC}(x, -)) \cong DD(F(x), y)
\]
by (a). Hence the functors \( F^!(\mathcal{DC}(x, -)) \) and \( DD(F(x), -) \) are isomorphic, as required.

(c) Since \( \mathcal{C} \) is a dualizing \( k \)-variety, the \( \mathcal{C} \)-module \( M \) has an injective resolution in \text{mod}\mathcal{C}. Let
\[
0 \longrightarrow M \longrightarrow \mathcal{DC}(x_1, -) \longrightarrow \mathcal{DC}(x_2, -)
\]
be the beginning of an injective resolution of \( M. \) By (b) we have that applying the functor \( F^! \) to (2.1) we get an injective resolution
\[
0 \longrightarrow F^!(M) \longrightarrow DD(F(x_1), -) \longrightarrow DD(F(x_2), -),
\]
from which it follows that \( F^!(M) \in \text{mod}\mathcal{D}. \) \( \square \)
3. Admissible targets of asymptotically weakly n-cluster tilting systems

We begin with some motivation for the notions of this section. Recall from [HJvL20, Definition 2.5] that \((A, \mathcal{M}_A)\) is an \(n\)-homological pair if \(A\) is a finite-dimensional \(k\)-algebra and \(\mathcal{M}_A \subseteq \text{mod} A\) is an \(n\)-cluster tilting subcategory and that a morphism of \(n\)-homological pairs \(f : (A, \mathcal{M}_A) \to (B, \mathcal{M}_B)\) is an algebra morphism \(f : A \to B\) such that \(f_*(\mathcal{M}_B) \subseteq \mathcal{M}_A\).

Motivated from the notion of \(n\)-fractured subcategories for representation-directed algebras in [Vas18], let us consider the following generalization of an \(n\)-cluster tilting subcategory of \(\text{mod} A\). Let \(\mathcal{M}_A' \subseteq \text{mod} A\) be a subcategory, not necessarily abelian. Let also \(\mathcal{M}_A \subseteq \mathcal{M}_A'\) be such that \(\mathcal{M}_A\) is functorially finite in \(\mathcal{M}_A'\) and such that

\[
\mathcal{M}_A = \{x \in \mathcal{M}_A' \mid \text{Ext}_A^i(x, \mathcal{M}_A) = 0 \text{ for } 1 \leq i \leq n - 1\}
\]

\[
= \{x \in \mathcal{M}_A' \mid \text{Ext}^i_{\mathcal{M}_A}(x, x) = 0 \text{ for } 1 \leq i \leq n - 1\}.
\]

Then we call \((A, \mathcal{M}_A', \mathcal{M}_A)\) an \(n\)-fractured triple. For an explicit case that is of interest to us we refer to Proposition 4.25. Note that for \(\mathcal{M}_A' = \text{mod} A\) we obtain that \(\mathcal{M}_A\) is an \(n\)-cluster tilting subcategory. A morphism of \(n\)-fractured triples \(f : (A, \mathcal{M}_A', \mathcal{M}_A) \to (B, \mathcal{M}_B', \mathcal{M}_B)\) is then a morphism \(f : A \to B\) of algebras such that \(f_* (\mathcal{M}_B') \subseteq \mathcal{M}_A'\) and \(f_* (\mathcal{M}_B) \subseteq \mathcal{M}_A\).

Consider now an infinite sequence of morphisms of \(n\)-fractured triples \(f_i : (A_{i+1}, \mathcal{M}_{i+1}', \mathcal{M}_{i+1}) \rightarrow (A_i, \mathcal{M}_i', \mathcal{M}_i)\) for \(i \in \mathbb{Z}_{\geq 0}\) and assume that \(f_i : A_{i+1} \rightarrow A_i\) is an algebra epimorphism. In particular, we have an inclusion of module categories \(f_* (\text{mod} A_i) \subseteq \text{mod} A_{i+1}\) which restricts to inclusions \(f_* (\mathcal{M}_i') \subseteq \mathcal{M}_{i+1}'\) and \(f_* (\mathcal{M}_i) \subseteq \mathcal{M}_{i+1}\). Informally, we may think of all of these sequences of subcategories \((\text{mod} A_i), (\mathcal{M}_i')\) and \((\mathcal{M}_i)\) as getting bigger as \(i \to \infty\). Let us denote

\[
\mathcal{A} := \lim_{i \to \infty} (\text{mod} A_i), \quad \mathcal{M}' := \lim_{i \to \infty} (\mathcal{M}_i'), \quad \mathcal{M} := \lim_{i \to \infty} (\text{mod} M_i).
\]

Still informally, we get a triple \((\mathcal{A}, \mathcal{M}', \mathcal{M})\) with \(\mathcal{M} \subseteq \mathcal{M}' \subseteq \mathcal{A}\) and we may ask whether this is an \(n\)-fractured triple in some appropriate sense. More importantly, we are interested in the situation \(\mathcal{M}' = \mathcal{A}\), since in this case we may get that \(\mathcal{M}\) is an \(n\)-cluster tilting subcategory.

It turns out that the informal situation described above is not true in general. The limit \(\mathcal{A}\) is, in general, too big. However, in some cases we may replace \(\mathcal{A}\) by an appropriate smaller subcategory \(\mathcal{A} \subseteq \mathcal{M}\) satisfying \(\mathcal{M} \subseteq \mathcal{M}' \subseteq \mathcal{A}\) which we call an admissible target. Given that the infinite sequence \(f_i : (A_{i+1}, \mathcal{M}_{i+1}', \mathcal{M}_{i+1}) \rightarrow (A_i, \mathcal{M}_i', \mathcal{M}_i)\) is growing fast enough, the above situation gives an \(n\)-fractured triple (in an appropriate sense) \((\mathcal{A}, \mathcal{M}', \mathcal{M})\) with \(\mathcal{A} = \mathcal{M}'\). In particular \(\mathcal{M}\) is an \(n\)-cluster tilting subcategory of \(\mathcal{A}\).

The above definitions come from the world of algebras and modules over algebras, but there is no reason one cannot consider skeletally small \(k\)-linear Krull–Schmidt categories and modules over skeletally small \(k\)-linear Krull–Schmidt categories instead. Indeed the theory can be developed more easily in that case since limits of categories have a description better suited to our computations. To return to the world of algebras we use the equivalence \(\text{mod} A \simeq \text{mod} (\text{proj} A)\).

Our first aim in this section is to construct a direct system of abelian categories, called asymptotically weakly \(n\)-cluster tilting, modelling the above situation. Under certain assumptions we can find an \(n\)-cluster tilting subcategory in an admissible target of such an asymptotically weakly \(n\)-cluster tilting system. Notice that a limit of the direct system is not an admissible target in general. In subsection 4.1 we define admissible targets, in subsection 4.2 we provide a general method of constructing admissible targets and in subsection 4.3 we define asymptotically weakly \(n\)-cluster tilting systems and provide the main result for this section.

3.1. Admissible targets. To avoid set theoretic issues, we consider limits over systems of small categories and functors between them. We denote by \(\text{Cat}\) the category of small categories with morphisms given by functors. Using the usual strict definition of inverse limits in the category \(\text{Cat}\) does not produce the intended results. Instead we require that the compatibility conditions for the connecting functors hold up to a natural isomorphism.
Definition 3.1. A directed set \((I, \leq)\) is a set \(I\) with a preorder \(\leq\) such that every pair of elements in \(I\) has an upper bound.

For the rest of this section we fix a directed set \((I, \leq)\).

Definition 3.2. (a) An inverse system of categories over \(I\) is a triple \((C, F_{ij}, \theta_{ijk})\) where

1. \(C\) is a category for every \(i \in I\),
2. \(F_{ij} : C_i \to C_j\) is a functor for every \(i, j \in I\) with \(i < j\), and
3. \(\theta_{ijk} : F_{ij} \circ F_{jk} \Rightarrow F_{ik}\) is a natural isomorphism for every \(i, j, k \in I\) with \(i < j < k\), such that the diagram

\[
\begin{array}{ccc}
F_{ij} \circ F_{jk} \circ F_{kl} & \xrightarrow{\theta_{ijk} \circ F_{kl}} & F_{ik} \circ F_{kl} \\
\downarrow F_i \circ \theta_{jkl} & & \downarrow \theta_{ikl} \\
F_i \circ F_{jl} & \xrightarrow{\theta_{ijl}} & F_i \\
\end{array}
\]

commutes for every \(i, j, k, l \in I\), with \(i < j < k < l\), i.e.

\[
\theta_{ijl} \circ (F_{ij} \circ \theta_{jkl}) = \theta_{ikl} \circ (\theta_{ijk} \circ F_{kl}).
\]  

(b) A source of the inverse system of categories \((C, F_{ij}, \theta_{ijk})\) over \(I\) is a triple \((C, \Phi_i, \Theta_{ij})\) where

1. \(C\) is a category,
2. \(\Phi_i : C \to C_i\) is a functor for every \(i \in I\), and
3. \(\Theta_{ij} : F_{ij} \circ \Phi_j \Rightarrow \Phi_i\) is a natural isomorphism for every \(i, j \in I\) with \(i < j\), such that the diagram

\[
\begin{array}{ccc}
F_{ij} \circ F_{jk} \circ \Phi_k & \xrightarrow{\theta_{ijk} \circ \Phi_k} & F_{ik} \circ \Phi_k \\
\downarrow F_{ij} \circ \Theta_{jkl} & & \downarrow \Theta_{ikl} \\
F_{ij} \circ \Phi_j & \xrightarrow{\Theta_{ij}} & \Phi_i \\
\end{array}
\]

commutes for every \(i, j, k \in I\), with \(i < j < k\), i.e.

\[
\Theta_{ij} \circ (F_{ij} \circ \Theta_{jkl}) = \Theta_{ikl} \circ (\theta_{ijk} \circ \Phi_k).
\]  

The notions of direct system of categories over \(I\), Cat-direct system over \(I\), target, Cat-target, morphism of targets, category of Cat-targets and direct limit are defined dually.

When the directed set \(I\) is clear from context, we do not write \(I\) as a subscript and we simply say “inverse system (of categories)” instead of “inverse system (of categories) over \(I\)”. Note that in many references it is common to use “inverse system” for “inverse system over \(\mathbb{N}\)” or “inverse system over \(\mathbb{Z}\)”. In this paper we do not make any such assumption on \(I\). Since an inverse limit is a terminal object in a category, if an inverse limit exists it is unique up to a unique isomorphism. Hence we use the definite article “the” when referring to an inverse limit that exists. Moreover, in the following we simply say “let \(\varprojlim (C, F_{ij}, \theta_{ijk}) = (C, \Phi_i, \Theta_{ij})\) be an inverse limit” instead of “let \((C, \Phi_i, \Theta_{ij})\) be an
inverse system of categories with inverse limit \( \lim \bigoplus (C_i, F_{ij}, \theta_{ijk}) \). We use similar conventions for direct systems.

**Remark 3.3.** (a) Notice that a morphism of sources \( G : (C, \Phi_i, \Theta_{ij}) \to (D, \Psi_i, \Xi_{ij}) \) is a functor \( G : C \to D \) that satisfies some additional properties. In particular, if \( C \) and \( D \) are small categories, then functors from \( C \) to \( D \) form a set. Hence the category of \( \text{Cat} \)-sources is well defined.

(b) We remark that condition (iii) of Definition 3.2(a) is not used throughout this paper. However, notice that if \((C_i, F_{ij}, \Theta_{ijk})\) is an inverse system of categories, and if \((C, \Phi_i, \Theta_{ij})\) is a source of this inverse system, then condition (iii) of Definition 3.2(b) implies that condition (iii) of Definition 3.2(a) holds for every \( x_i \) in the image of \( \Phi_i \). Hence, if we want to find a source that is as big as possible, then condition (iii) of Definition 3.2(a) is necessary.

As an example, assume that we have an inverse system \((C_i, F_{ij}, \Theta_{ijk})\) of categories where condition (iii) of Definition 3.2(a) does not necessarily hold. Assume moreover that \( I \) has a maximal element \( v \) and all functors \( F_{ij} \) are surjective on objects and on morphisms. In this setting it makes sense that we would like the triple \((C_v, F_{iv}, \Theta_{iv})\) to be a source of the inverse system. But this is true if and only if condition (iii) of Definition 3.2(a) holds.

(c) We also remark that the only notions of direct systems that are used in this paper are those of a direct system of categories over \( I \) and target of a direct system of categories over \( I \).

Inverse limits of \( \text{Cat} \)-inverse systems always exist. To show this, let us first give a definition.

**Definition 3.4.** The **concrete inverse limit** of a \( \text{Cat} \)-inverse system \((C_i, F_{ij}, \Theta_{ijk})\) is a triple \((C, \Phi_i, \Theta_{ij})\) where

(i) \( C \) is the category given by the following data.

- Objects in \( C \) are pairs of sequences \( \{(x_i)_{i \in I}, \{f_{ij}\}_{i < j \in I}\} \), which we simply write as \( (x_i, f_{ij}) \), where \( x_i \in C_i \) and \( f_{ij} : F_{ij}(x_j) \to x_i \) is an isomorphism for all \( i, j \in I \) with \( i < j \), such that the diagram

\[
\begin{array}{ccc}
F_{ij} \circ F_{jk} & \xrightarrow{F_{ij}(f_{jk})} & F_{ij} \\
\downarrow \Phi_{jk} & & \downarrow F_{ij} \\
F_{ik} & \xrightarrow{f_{ik}} & x_i
\end{array}
\]

commutes for all \( i, j, k \in I \) with \( i < j < k \), i.e.,

\( f_{ij} \circ F_{ij}(f_{jk}) = f_{ik} \circ (\Phi_{ijk})_{x_k} \).

(ii) \( \Phi_i : C \to C_i \) is the functor defined on objects by \( \Phi_i((x_i, f_{ij})) = x_i \) and on morphisms by \( \Phi_i((f_{ij})) = f_{ij} \), for all \( i \in I \).

(iii) \( \Theta_{ij} : F_{ij} \circ \Phi_i \Rightarrow \Phi_i \) is the natural isomorphism defined by \( (\Theta_{ij})(x_i, f_{ij}) = f_{ij} \), for all \( i, j \in I \) with \( i < j \).

As the following proposition shows, the concrete inverse limit is the inverse limit.
**Proposition 3.5.** Let \((C, \Phi_i, \Theta_{ij})\) be the concrete inverse limit of a \textbf{Cat}-inverse system \((C_i, F_{ij}, \theta_{ijk})\). Then \(\varprojlim (C_i, F_{ij}, \theta_{ijk}) = (C, \Phi_i, \Theta_{ij})\).

**Proof.** It is straightforward to check that \(C\) is a category, that \(\Phi_i : C \to C_i\) are functors and that \(\Theta_{ij} : F_{ij} \Phi_j \Rightarrow \Phi_i\) are natural isomorphisms. To show that \((C, \Phi_i, \Theta_{ij})\) is a source of \((C_i, F_{ij}, \theta_{ijk})\), we have to check that (3.2) is satisfied. For every \((x, f_{ij}) \in C\) we have

\[
(\Theta_{ij} \circ (F_{ij} \Phi_{jk}))_{(x, f_{ij})} = (\Theta_{ij})_{(x, f_{ij})} \circ (F_{ij} \Phi_{jk})_{(x, f_{ij})}
\]

\[
= f_{ij} \circ (\Theta_{ij})_{(x, f_{ij})}
\]

\[
= f_{ij} \circ F_{ij} \circ (\Phi_{jk})_{(x, f_{ij})}
\]

\[
= f_{ik} \circ (\theta_{jk})_{(x, f_{ij})}
\]

\[
= (\Phi_{jk})_{(x, f_{ij})} \circ (\theta_{jk} \Phi_{k})_{(x, f_{ij})}
\]

\[
= (\Phi_{jk})_{(x, f_{ij})} \circ \Phi_{ij},
\]

and so \(\Theta_{ij} \circ (F_{ij} \Phi_{jk}) = \Phi_{ij} \circ (\theta_{jk} \Phi_{k})\), as required. That \(C\) is a small category follows since

\[
\text{obj}(C) \subseteq \left( \prod_{i \in I} \text{obj}(C_i) \right) \times \left( \prod_{i < j} C_i (-, -) \right).
\]

Hence \((C, \Phi_i, \Theta_{ij})\) is a \textbf{Cat}-source of \((C_i, F_{ij}, \theta_{ijk})\).

It remains to show the universal property of \((C, \Phi_i, \Theta_{ij})\). Let \((D, \Psi_i, \Xi_{ij})\) be another \textbf{Cat}-source of \((C_i, F_{ij}, \theta_{ijk})\). Define a mapping \(G : D \to C\) by \(G(x) = (\Psi_i(x), (\Xi_{ij})_x)\) for all \(x \in D\) and \(G(f) = (\Psi_i(f))\) for all \(f \in D(x, y)\). It is straightforward to show that \(G\) is indeed a functor. Then, for all \(i \in I\) and for all \(x \in D\), we have

\[
\Phi_i \circ G(x) = \Phi_i (\Psi_i(x), (\Xi_{ij})_x) = \Psi_i(x),
\]

while for all \(f \in D(x, y)\) we have

\[
\Phi_i \circ G(f) = \Phi_i (\Psi_i(f)) = \Psi_i(f),
\]

which shows that \(\Phi_i \circ G = \Psi_i\). Moreover, for all \(i, j \in I\) with \(i < j\) and all \(x \in D\) we have

\[
(\Theta_{ij}G)_x = (\Theta_{ij})_{G(x)} = (\Theta_{ij})_{(\Psi_i(x), (\Xi_{ij})_x)} = (\Xi_{ij})_x,
\]

which shows that \(\Theta_{ij}G = \Xi_{ij}\). Hence \(G\) is a morphism of sources.

It remains to show that \(G\) is unique. Let \(G' : D \to C\) be a functor satisfying \(\Phi_i \circ G' = \Psi_i\) for all \(i \in I\) and \(\Theta_{ij}G' = \Xi_{ij}\) for all \(i, j \in I\) with \(i < j\). Let \(x \in D\) and write \(G'(x) = (y_i, g_{ij}) \in C\). Then

\[
\Psi_i(x) = \Phi_i \circ G'(x) = \Phi_i (y_i, g_{ij}) = y_i,
\]

while

\[
(\Xi_{ij})_x = (\Theta_{ij}G')_x = (\Theta_{ij})_{G'(x)} = (\Theta_{ij})_{(y_i, g_{ij})} = g_{ij},
\]

from which it follows that \(G'(x) = (\Psi_i(x), (\Xi_{ij})_x) = G(x)\). Now let \(f \in D(x, y)\) and write \(G'(f) = (f_{ij})\). Then

\[
\Psi_i(f) = \Phi_i \circ G'(f) = \Phi_i (f_{ij}) = f_i,
\]

and so \(G'(f) = (\Psi_i(f)) = G(f)\). Hence \(G = G'\) and so \(G\) is unique. \qed

As explained, we are not interested in computing direct limits. Instead, the following class of direct systems and targets is suitable for our purposes.

**Definition 3.6.** Let \((A_i, G_{ij}, \zeta_{ijk})\) be a direct system of categories where all \(A_i\) are abelian and all \(G_{ij}\) are fully faithful exact functors. An \textit{admissible target} of the direct system \((A_i, G_{ij}, \zeta_{ijk})\) is a target \((A, \Psi_i, Z_{ij})\) together with adjunctions \((L_i, \Psi_i)\) and \((\Psi_i, R_i)\) such that the following conditions hold.

(i) The category \(A\) is abelian and the functors \(\Psi_i\) are fully faithful.
(ii) For all $x \in \mathcal{A}$ there exists a $t \in \mathbb{I}$ such that for every $u > t$ we have that the unit of the adjunction $(L_u, \Psi_u)$ and the counit of the adjunction $(\Psi_u, R_u)$ are isomorphisms when evaluated at $x$. In particular, we have $\Psi_u L_u(x) \cong x$ and $\Psi_u R_u(x) \cong x$.

(iii) For all $x \in \mathcal{A}$ and $k > 0$ there exists a $t \in \mathbb{I}$ such that for every $u > t$ and $z \in \mathcal{A}_u$ we have $\text{Ext}^a_{\mathcal{A}_u}(x, \Psi_u(z)) \cong \text{Ext}^a_{\mathcal{A}_u}(L_u(x), z)$ for all $0 < r < k$.

(iv) For all $y \in \mathcal{A}$ and $k > 0$ there exists a $t \in \mathbb{I}$ such that for every $u > t$ and $z \in \mathcal{A}_u$ we have $\text{Ext}^a_{\mathcal{A}_u}(\Psi_u(z), y) \cong \text{Ext}^a_{\mathcal{A}_u}(z, R_u(y))$ for all $0 < r < k$.

**Remark 3.7.** Note that if $(\mathcal{A}, \Psi_i, Z_{ij})$ is an admissible target, then the functors $\Psi_i$ are exact since they admit both a left and a right adjoint. Moreover, since $\Psi_i$ is fully faithful, we have that if $z \in \mathcal{A}_i$, then $L_i \Psi_i(z) \cong z$ and $R_i \Psi_i(z) \cong z$.

Conditions (iii) and (iv) of Definition 3.8 are close to the notion of $k$-homological embedding in the sense of [Psa14, Definition 3.6]. More precisely, assume that for all $x \in \mathcal{A}$ and $k > 0$ there exists $t \in \mathbb{I}$ such that for every $u > t$ the functor $L_u$ is a $(k + 1)$-homological embedding. Then condition (iii) of Definition 3.8 holds and similarly for condition (iv).

In the next section we develop a general way of constructing admissible targets.

### 3.2. Construction of admissible targets

To construct an admissible target of a direct system of categories we start from a $\textbf{Cat}$-inverse system. Let $(\mathcal{C}_i, F_{ij}, \theta_{ijk})$ be a $\textbf{Cat}$-inverse system where each $\mathcal{C}_i$ is a small $k$-linear Krull–Schmidt category with concrete inverse limit $(\mathcal{C}, \Phi_i, \Theta_{ij})$. We can then consider the direct system of the module categories $\text{mod} \mathcal{C}_i$ with $F_{ij}$'s as connecting functors. Our aim is to find an admissible target of this direct system of categories.

Since an admissible target is an abelian category, we may construct it by considering a category of modules over an appropriate dualizing $k$-variety. It turns out that in general the concrete source $\mathcal{C}$ is not even a Krull–Schmidt category. However, there is always a subcategory $\mathcal{C} \subseteq \mathcal{C}$ which is Krull–Schmidt and moreover such that $(\mathcal{C}, \Phi_i, \Theta_{ij})$ is a $\textbf{Cat}$-source of $(\mathcal{C}_i, F_{ij}, \theta_{ijk})$, where $\Phi_i$ and $\Theta_{ij}$ are the restrictions of $\Phi_i$ and $\Theta_{ij}$ on $\mathcal{C}$. We call $(\mathcal{C}, \Phi_i, \Theta_{ij})$ the firm source. We show that the firm source satisfies many nice homological properties. In particular, we show that if $\mathcal{C}$ is a dualizing $k$-variety, then $(\text{mod} \mathcal{C}, \Phi_i, \Theta_{ij})$ is an admissible target of $(\text{mod} \mathcal{C}_i, F_{ij}, \theta_{ijk})$.

It is not difficult to see that at least some properties of the categories $\mathcal{C}_i$ and the functors $F_{ij}$ are inherited by the category $\mathcal{C}$ and the functors $\Phi_i$, respectively, as the following results show.

**Proposition 3.8.** Let $(\mathcal{C}, \Phi_i, \Theta_{ij})$ be the concrete inverse limit of the $\textbf{Cat}$-inverse system $(\mathcal{C}_i, F_{ij}, \theta_{ijk})$. If all $\mathcal{C}_i$ are $k$-linear additive categories and all $F_{ij}$ are $k$-linear functors, then $\mathcal{C}$ is a $k$-linear additive category and all $F_{ij}$ are $k$-linear functors.

**Proof.** Let $x, y \in \mathcal{C}$ where $x = (x_i, f_{ij})$ and $y = (y_i, g_{ij})$. Let $s, r \in \mathcal{C}(x, y)$ where $s = (s_i)$ and $r = (r_i)$ and let $a \in k$. We define addition and $k$-multiplication in $\mathcal{C}(x, y)$ by

$$s + r := (s_i + r_i) \quad \text{and} \quad a \cdot s := (as_i).$$

It is straightforward to check that this definition turns $\mathcal{C}$ into a $k$-linear category and that the functors $\Phi_i$ are $k$-linear. In particular $\mathcal{C}$ is preadditive. To show that $\mathcal{C}$ is additive, we need to show that every pair of objects in $\mathcal{C}$ has a product and $\mathcal{C}$ has a zero object. The pair $(0_i, 0_{ij})$ where $0_i \in \mathcal{C}_i$ is a zero object and $0_{ij} : F_{ij}(0_j) \to 0_i$ is the unique isomorphism can be easily shown to be a zero object in $\mathcal{C}$. To show that every pair of objects in $\mathcal{C}$ has a product, let $x, y \in \mathcal{C}$ where $x = (x_i, f_{ij})$ and $y = (y_i, g_{ij})$. Since $F_{ij} : \mathcal{C}_j \to \mathcal{C}_i$ is an additive functor, we have that $(F_{ij}(x_i \oplus y_j), F_{ij}(\pi_{x_i}), F_{ij}(\pi_{y_j}))$ is a product of $F_{ij}(x_i)$ and $F_{ij}(y_j)$. Hence there exists a unique morphism $f_{ij} \oplus g_{ij} : F_{ij}(x_i \oplus y_j) \to x_i \oplus y_i$ such that both squares of the diagram

$$
\begin{array}{ccc}
F_{ij}(x_i) & \xrightarrow{F_{ij}(\pi_{x_i})} & F_{ij}(x_i \oplus y_j) \\
| & & | \\
\downarrow f_{ij} & & \downarrow f_{ij} \oplus g_{ij} \\
x_i & \xrightarrow{\pi_{x_i}} & x_i \oplus y_i
\end{array}
\begin{array}{ccc}
& & \xrightarrow{F_{ij}(\pi_{y_j})} & \downarrow g_{ij} \\
& & & \downarrow \pi_{y_j} \\
& & y_i & \xrightarrow{\pi_{y_j}}
\end{array}
$$

where the triangles commute.
Proof. (a) We have \((x)\oplus y := (x) \oplus y, f_{ij} \oplus g_{ij}\) is an object in \(C\), then that \(\pi_x := (\pi_y)\) is a morphism in \(C ((x) \oplus y, f_{ij} \oplus g_{ij}), (x, f_{ij})\) and \(\pi_y := (\pi_y)\) is a morphism in \(C ((x) \oplus y, f_{ij} \oplus g_{ij}), (y, g_{ij})\) and finally show that \((x) \oplus y, \pi_x, \pi_y)\) is a product of \(x\) and \(y\), the details of which are left to the reader. 

Lemma 3.9. Let \((\mathcal{C}, \Phi, \Theta_{ij})\) be the concrete inverse limit of the \(\text{Cat}\)-inverse system \((\mathcal{C}_i, F_{ij}, \theta_{ijk})\). Assume that all \(\mathcal{C}_i\) have split idempotents, and let \(x = (x_i, f_{ij}) \in \mathcal{C}\) and \(e = (e_i) \in \text{End}_{\mathcal{C}}(x)\) be an idempotent. Then the following statements hold.

(a) For every \(i \in I\) we have that \(e_i : x_i \rightarrow x_i\) is an idempotent.

(b) For every \(i \in I\), let \(s_i : x_i \rightarrow y_i\) and \(t_i : y_i \rightarrow x_i\) be such that \(t_i \circ s_i = e_i\) and \(s_i \circ t_i = \text{id}_{y_i}\).

Then \(y = (y_i, s_i \circ f_{ij} \circ F_{ij}(t_i))\) is an object in \(\mathcal{C}\).

(c) Set \(s := (s_i)\) and \(t := (t_i)\). Then \(s : x \rightarrow y\) and \(t : y \rightarrow x\) are morphisms in \(\mathcal{C}\) such that \(t \circ s = e\) and \(s \circ t = \text{id}_y\). In particular, the category \(\mathcal{C}\) has split idempotents.

Proof. (a) We have \((e_i) = (e_i) \circ (e_i) = (e_i \circ e_i)\) which implies that \(e_i = e_i \circ e_i\) for all \(i \in I\) and so \(e_i \in \text{End}_{\mathcal{C}_i}(x_i)\) is an idempotent.

(b) Let \(i \neq j \in I\) with \(i < j\). Set \(g_{ij} := s_i \circ f_{ij} \circ F_{ij}(t_j)\). To show that \((y_i, g_{ij})\) is an object in \(\mathcal{C}\) we need to show that \(g_{ij} : F_{ij}(y_j) \rightarrow y_i\) is an isomorphism and that \((3.4)\) is satisfied for \(g_{ij}\). To show that \(g_{ij}\) is an isomorphism, one can easily verify that \(g_{ij}^{-1} = F_{ij}(s_i) \circ f_{ij}^{-1} \circ t_i\) using \((3.5)\).

To show that \((3.4)\) is satisfied, we compute for every \(i < j < k \in I\)

\[
g_{ij} \circ F_{ij}(g_{jk}) = s_i \circ f_{ij} \circ F_{ij}(t_j) \circ F_{ij}(s_j \circ f_{jk} \circ F_{jk}(t_k)) = s_i \circ f_{ij} \circ F_{ij}(t_j) \circ F_{ij}(F_{jk} \circ f_{jk}) = s_i \circ e_i \circ f_{ij} \circ F_{ij}(f_{jk}) \circ (F_{ij} \circ F_{jk})(t_k)
\]

(by \((3.6)\))

\[
= s_i \circ f_{ij} \circ F_{ij}(f_{jk}) \circ (F_{ij} \circ F_{jk})(t_k) = s_i \circ f_{ik} \circ (\theta_{ijk})_{x_k} \circ (F_{ij} \circ F_{jk})(t_k)
\]

(by \((3.4)\))

\[
= s_i \circ f_{ik} \circ F_{jk}(t_k) \circ (\theta_{ijk})_{y_k}
\]

(naturality of \(\theta_{ijk}\))

\[
= g_{ik} \circ (\theta_{ijk})_{y_k}.
\]

Hence indeed \(y := (y_i, g_{ij}) \in \mathcal{C}\).

(c) To show that \(s\) is a morphism we need to show that \((3.6)\) is satisfied. For every \(i < j \in I\) we have

\[
g_{ij} \circ F_{ij}(s_j) = s_i \circ f_{ij} \circ F_{ij}(t_j) \circ F_{ij}(s_j) = s_i \circ f_{ij} \circ F_{ij}(e_j) = s_i \circ e_i \circ f_{ij} = s_i \circ f_{ij},
\]

by using \((3.9)\) for \(e : x \rightarrow x\). Similarly, to show that \(t\) is a morphism, for every \(i < j \in I\) we have

\[
t_i \circ g_{ij} = t_i \circ s_i \circ f_{ij} \circ F_{ij}(t_j) = e_i \circ f_{ij} \circ F_{ij}(t_j)
\]

\[
= f_{ij} \circ F_{ij}(e_j) \circ F_{ij}(t_j) = f_{ij} \circ F_{ij}(e_j \circ t_j)
\]

again by using \((3.6)\) for \(e : x \rightarrow x\). Hence \(s\) and \(t\) are morphisms in \(\mathcal{C}\). Finally, we have

\[
t \circ s = (t_i) \circ (s_i) = (t_i \circ s_i) = (e_i) = e,\text{ and }s \circ t = (s_i) \circ (t_i) = (s_i \circ t_i) = (\text{id}_{y_i}) = \text{id}_y
\]

which proves that \(\mathcal{C}\) has split idempotents. 

In general, it is not true that objects in \(\mathcal{C}\) have semiperfect endomorphism rings even if objects in \(\mathcal{C}\), have semiperfect endomorphism rings. Hence the property of being a Krull–Schmidt category is not inherited by \(\mathcal{C}\). Note that Lemma 3.9 is a first step towards constructing a Krull–Schmidt subcategory of \(\mathcal{C}\). The following technical lemma is the next step.
Lemma 3.10. Let \((\mathcal{C}, \Phi_{ij}, \Theta_{ijk})\) be the concrete inverse limit of the \textbf{Cat} inverse system \((\mathcal{C}_t, F_{ij}, \theta_{ijk})\).

Let \(x, y \in \mathcal{C}\) and \(t \in \mathbb{I}\). Assume that the induced map

\[
F_{tu} : \mathcal{C}_u (\Phi_u(x), \Phi_u(y)) \to \mathcal{C}_t (F_{tu} \circ \Phi_u(x), F_{tu} \circ \Phi_u(y))
\]

is bijective for all \(u > t\). Then the following statements hold.

(a) The induced map

\[
F_{uv} : \mathcal{C}_v (\Phi_v(x), \Phi_v(y)) \to \mathcal{C}_u (F_{uv} \circ \Phi_v(x), F_{uv} \circ \Phi_v(y))
\]

is bijective for all \(v > u > t\).

(b) The induced map

\[
\Phi_u : \mathcal{C} (x, y) \to \mathcal{C}_u (\Phi_u(x), \Phi_u(y))
\]

is bijective for all \(u > t\).

Proof.

(a) Let \(v, u \in \mathbb{I}\) with \(v > u > t\). Notice first that since

\[
F_{uv} \circ \Phi_v(x) = F_{uv}(x_v) \cong x_u = \Phi_u(x)\quad \text{and} \quad F_{uv} \circ \Phi_v(y) = F_{uv}(y_v) \cong y_u = \Phi_u(y),
\]

and since the induced map

\[
F_{tu} : \mathcal{C}_u (\Phi_u(x), \Phi_u(y)) \to \mathcal{C}_t (F_{tu} \circ \Phi_u(x), F_{tu} \circ \Phi_u(y))
\]

is bijective by assumption, it follows that the induced map

\[
F_{tu} : \mathcal{C}_u (F_{uv} \circ \Phi_v(x), F_{uv} \circ \Phi_v(y)) \to \mathcal{C}_t (F_{tu} \circ F_{uv} \circ \Phi_v(x), F_{tu} \circ F_{uv} \circ \Phi_v(y))
\]

is also bijective. Moreover, since \(\theta_{tuv} : F_{tu} \circ F_{uv} \to F_{tv}\) is a natural isomorphism, we get a bijective map of sets

\[
G : \mathcal{C}_t (F_{tu} \circ F_{uv} \circ \Phi_v(x), F_{tu} \circ F_{uv} \circ \Phi_v(y)) \to \mathcal{C}_t (F_{tv} \circ \Phi_v(x), F_{tv} \circ \Phi_v(y))
\]

defined by

\[
G(f) = (\theta_{tuv})_{y_u} \circ f \circ [(\theta_{tuv})_{x_v}]^{-1}.
\]

By naturality of \(\theta_{tuv}\), it follows that the diagram of maps

\[
\begin{array}{ccc}
\mathcal{C}_v (\Phi_v(x), \Phi_v(y)) & \xrightarrow{F_{uv}} & \mathcal{C}_u (F_{uv} \circ \Phi_v(x), F_{uv} \circ \Phi_v(y)) \\
\downarrow F_{tv} & & \downarrow F_{fu} \\
\mathcal{C}_t (F_{tv} \circ \Phi_v(x), F_{tv} \circ \Phi_v(y)) & \xleftarrow{G} & \mathcal{C}_t (F_{tu} \circ F_{uv} \circ \Phi_v(x), F_{tu} \circ F_{uv} \circ \Phi_v(y))
\end{array}
\]

commutes. Since the maps \(F_{tv}, F_{tu} \) and \(G\) are bijective, it follows that \(F_{uv}\) is also bijective.

(b) Let us write \(x = (x_i, f_{ij})\) and \(y = (y_i, g_{ij})\) and let \(u \in \mathbb{I}\) with \(u > t\). Let us first show that the induced map \(\Phi_u : \mathcal{C}(x, y) \to \mathcal{C}_u (\Phi_u(x), \Phi_u(y))\) is injective. Let \(s, r \in \mathcal{C}(x, y)\) with \(s = (s_i)\) and \(r = (r_i)\) and assume that \(\Phi_u(s) = \Phi_u(r)\). We show that \(s = r\). Since we have \(\Phi_u(s) = \Phi_u(r)\), it follows that \(s_u = r_u\). Then, for \(v > u\), we have from Equation 3.10 that

\[
g_{uv} \circ F_{uv}(s_v) = s_u \circ f_{uv} = r_u \circ f_{uv} = g_{uv} \circ F_{uv}(r_v).
\]

Since \(g_{uv}\) is an isomorphism, it follows that \(F_{uv}(s_v) = F_{uv}(r_v)\). Since \(s_v, r_v \in \mathcal{C}_v (x_v, y_v) = \mathcal{C}_v (\Phi_v(x), \Phi_v(y))\) and \(F_{uv} : \mathcal{C}_v (\Phi_v(x), \Phi_v(y)) \to \mathcal{C}_u (F_{uv} \circ \Phi_v(x), F_{uv} \circ \Phi_v(y))\) is bijective by (a), we conclude that \(s_v = r_v\).

Next, let \(i \in \mathbb{I}\) and let \(v \in \mathbb{I}\) be such that \(v > i\) and \(v > u\). Then, using \(s_v = r_v\) and equation 3.10, we have

\[
s_i = g_{iv} \circ F_{iv}(s_v) \circ f_{iv}^{-1} = g_{iv} \circ F_{iv}(r_v) \circ f_{iv}^{-1} = r_i,
\]

and so \(s = (s_i) = (r_i) = r\), which proves injectivity.

Let us now show surjectivity. Let \(s_u \in \mathcal{C}_u (\Phi_u(x), \Phi_u(y))\). We construct a morphism \(s \in \mathcal{C}(x, y)\) such that \(\Phi_u(s) = s_u\). For \(v > u\), consider the morphism

\[
g_{uv}^{-1} \circ s_u \circ f_{uv} \in \mathcal{C}_u (F_{uv}(x_v), F_{uv}(y_v)).
\]
By (a), there exists a unique morphism \( f \in \mathcal{C}_v(x_v, y_v) \) such that
\[
F_{uv}(f) = g_{uv} \circ s_u \circ f_{uv}.
\]
We set \( s_u := f \). Let \( w > v \in \mathbb{I} \). A straightforward computation using (5.3), (3.7) and naturality of \( \theta_{uvw} \) shows that the diagram
\[
\begin{array}{c}
F_{uw}(x_w) \\
\downarrow \quad \downarrow
\end{array}
\begin{array}{c}
F_{vw}(x_w) \\
\quad s_v
\end{array}
\begin{array}{c}
F_{vw}(y_v) \\
\downarrow \quad \downarrow
\end{array}
\begin{array}{c}
y_v
\end{array}
\]
commutes. Next, let \( w, v, i \in \mathbb{I} \) be such that \( w > v > i \). Another straightforward computation using commutativity of (3.3), (3.4) and naturality of \( \theta_{uvw} \) shows that
\[
g_{ivw} \circ F_{iv}(s_i) \circ f_{ivw}^{-1} = g_{uw} \circ F_{uw}(s_u) \circ f_{uw}^{-1}.
\]
We set \( s_i := g_{ivw} \circ F_{iv}(s_i) \circ f_{ivw}^{-1} \), and it readily follows that \( s := (s_i) \) is a morphism in \( \mathcal{C}(x, y) \) satisfying \( F_{iv}(s) = s_u \), which proves surjectivity of \( \Phi_u \).

**Definition 3.11.** Let \((\mathcal{C}, \Phi_i, \Theta_{ij})\) be the concrete inverse limit of the \( \text{Cat} \)-inverse system \((\mathcal{C}_i, F_{ij}, \theta_{ijk})\). We say that an object \( x \in \mathcal{C} \) is firm if there exists a \( t = t(x) \in \mathbb{I} \) such that for all \( u > t \) and all \( a, b \in C_u \) the induced maps
\[
F_{tu} : \mathcal{C}_u(\Phi_u(x), b) \to \mathcal{C}_t(F_{tu} \circ \Phi_u(x), F_{tu}(b)),
\]
and
\[
F_{tu} : \mathcal{C}_u(a, \Phi_u(x)) \to \mathcal{C}_t(F_{tu}(a), F_{tu} \circ \Phi_u(x))
\]
are isomorphisms. We define \( \tilde{\mathcal{C}} \) to be the full subcategory of \( \mathcal{C} \) containing all firm objects in \( \mathcal{C} \), we denote \( \Phi_i := \Phi_i|_{\tilde{\mathcal{C}}} \) and \( \Theta_{ij} := \Theta_{ij}|_{\tilde{\mathcal{C}}} \) and we call \((\tilde{\mathcal{C}}, \Phi_i, \Theta_{ij})\) the firm source of the inverse system \((\mathcal{C}_i, F_{ij}, \theta_{ijk})\).

Notice that while the firm source is clearly a \( \text{Cat} \)-source of the \( \text{Cat} \)-inverse system, in general it is not an inverse limit. The following proposition collects some basic properties of \( \tilde{\mathcal{C}} \).

**Proposition 3.12.** Let \((\mathcal{C}, \Phi_i, \Theta_{ij})\) be the concrete inverse limit of the \( \text{Cat} \)-inverse system \((\mathcal{C}_i, F_{ij}, \theta_{ijk})\).

(a) Let \( e \in \text{End}_\mathcal{C}(x) \) be an idempotent and \( s \in \mathcal{C}(x, y) \) and \( r \in \mathcal{C}(y, x) \) be such that \( r \circ s = e \) and \( s \circ r = id_y \). Then \( x \in \tilde{\mathcal{C}} \) implies \( y \in \tilde{\mathcal{C}} \).

(b) Let \( x \in \tilde{\mathcal{C}} \) and let \( t = t(x) \in \mathbb{I} \) be as in Definition 3.11. Then the induced map \( \Phi_u : \text{End}_\mathcal{C}(x) \to \text{End}_{\mathcal{C}_u}(\Phi_u(x)) \) is bijective for all \( u > t \).

(c) If all \( \mathcal{C}_i \) are \( k \)-linear additive categories and all \( F_{ij} \) are \( k \)-linear functors, then \( \tilde{\mathcal{C}} \) is a \( k \)-linear additive category and all \( \Phi_i \) are \( k \)-linear functors.

**Proof.**

(a) Let \( x \in \tilde{\mathcal{C}} \) and \( t = t(x) \in \mathbb{I} \) be as in Definition 3.11. Let \( u > t \). It is enough to show that the induced maps
\[
F_{tu} : \mathcal{C}_u(\Phi_u(y), b) \to \mathcal{C}_t(F_{tu} \circ \Phi_u(y), F_{tu}(b)),
\]
and
\[
F_{tu} : \mathcal{C}_u(a, \Phi_u(y)) \to \mathcal{C}_t(F_{tu}(a), F_{tu} \circ \Phi_u(y))
\]
are bijective for all \( a, b \in C_u \). Let us only show that the first map is bijective; the other map can be similarly shown to be bijective.

To show injectivity, let \( f, g : \Phi_u(y) \to b \) be such that \( F_{tu}(f) = F_{tu}(g) \). Then
\[
F_{tu}(f \circ s_u) = F_{tu}(f) \circ F_{tu}(s_u) = F_{tu}(g) \circ F_{tu}(s_u) = F_{tu}(g \circ s_u),
\]
and since the map \( F_{tu} : \mathcal{C}_u(\Phi_u(x), b) \to \mathcal{C}_t(F_{tu} \circ \Phi_u(x), F_{tu}(b)) \) is bijective by assumption, it follows that \( f \circ s_u = g \circ s_u \). Hence
\[
f = f \circ \text{id}_{\Phi_u(y)} = f \circ s_u \circ r_u = g \circ s_u \circ r_u = g \circ \text{id}_{\Phi_u(y)} = g,
\]
which proves injectivity.
Next, we show surjectivity. Let $h \in C_t(F_{tu}(\Phi_u(x)), F_{tu}(b))$. Then we have $h \circ F_{tu}(s_u) \in C_t(F_{tu} \circ \Phi_u(x), F_{tu}(b))$. Since the map $F_{tu} : C_u(\Phi_u(x), b) \to C_t(F_{tu} \circ \Phi_u(x), F_{tu}(b))$ is bijective by assumption, it follows that there exists a unique $p \in C_u(\Phi_u(x), b)$ such that $F_{tu}(p) = h \circ F_{tu}(s_u)$. Then $p \circ r_u \in C_u(\Phi_u(y), b)$ and

$$F_{tu}(p \circ r_u) = F_{tu}(p) \circ F_{tu}(r_u) = h \circ F_{tu}(s_u) \circ F_{tu}(r_u) = h \circ F_{tu}(s_u \circ r_u)$$

which proves surjectivity.

(b) Follows immediately by Lemma 3.10(b).

(c) By Proposition 3.13, we have that $C$ is a $k$-linear additive category and all $\Phi_i$ are $k$-linear functors. Since $\hat{C}$ is a full subcategory of $C$ and $\hat{\Phi}_i = \Phi_i|_{\hat{C}}$ it follows that $\hat{C}$ is a $k$-linear category and all $\hat{\Phi}_i$ are $k$-linear functors. To show that $\hat{C}$ is additive, let $x, y \in \hat{C}$ and let $t(x), t(y) \in \mathbb{I}$ be as in Definition 3.11. Let $t \in \mathbb{I}$ be such that $t > t(x)$ and $t > t(y)$. Let $u > t$.

It is enough to show that the induced maps

$$F_{tu} : C_u(a, \Phi_u(x \oplus y)) \to C_t(F_{tu}(a), F_{tu} \circ \Phi_t(x \oplus y)), \quad \text{and}$$

$$F := F_{tu} : C_u(\Phi_u(x \oplus y), b) \to C_t(F_{tu} \circ \Phi_u(x \oplus y), F_{tu}(b)),$$

are bijective for all $a, b \in C_u$. Let us only show that $F$ is bijective; the other map can be similarly shown to be bijective. Since $F$ and $\Phi_u$ are additive functors, we may write $F$ as

$$F = \begin{pmatrix} F_{tu}^{x} & 0 \\ 0 & F_{tu}^{y} \end{pmatrix},$$

where

$$F_{tu}^{x} : C_u(\Phi_u(x), b) \to C_t(F_{tu} \circ \Phi_u(x), F_{tu}(b)), \quad \text{and}$$

$$F_{tu}^{y} : C_u(\Phi_u(y), b) \to C_t(F_{tu} \circ \Phi_u(y), F_{tu}(b))$$

are the corresponding induced maps for $x$ and $y$. Since $x, y \in \hat{C}$ and $u > t > t(x)$ and $u > t > t(y)$, we have that $F_{tu}^{x}$ and $F_{tu}^{y}$ are bijective. It follows that $F$ is bijective, as required. Hence $x \oplus y \in \hat{C}$ and so $\hat{C}$ is an additive category. Since all $\Phi_i$ are additive functors, it immediately follows that all $\hat{\Phi}_i$ are additive functors.

In particular, we have the following corollary.

**Corollary 3.13.** Let $(\hat{C}, \hat{\Phi}_i, \hat{\Theta}_{ij})$ be the concrete inverse limit of the $\textbf{Cat}$-inverse system $(C_i, F_{ij}, \theta_{ijk})$. If all $C_i$ are Krull–Schmidt categories, then $\hat{C}$ is a Krull–Schmidt category. In particular, for every $x \in \hat{C}$, if $t = t(x) \in \mathbb{I}$ is as in Definition 3.11 then for every $u > t$ we have that $x$ is indecomposable if and only if $\Phi_u(x)$ is indecomposable.

**Proof.** By Proposition 3.12(c) it follows that $\hat{C}$ is additive. Since all $C_i$ have split idempotents, the category $C$ has split idempotents by Lemma 3.9(c). Hence $\hat{C}$ has split idempotents by Proposition 3.12(a). Moreover, the induced map $\hat{\Phi}_u : \text{End}_{C}(x) \to \text{End}_{C_u}(\hat{\Phi}_u(x))$ is additive by Proposition 3.12(c), is a ring morphism since $\hat{\Phi}_u$ is a functor and is bijective by Proposition 3.12(b). Hence it is a ring isomorphism and in particular $\text{End}_{C}(x) \cong \text{End}_{C_u}(\hat{\Phi}_u(x))$ is a semiperfect ring for every $x \in \hat{C}$. Hence $\hat{C}$ is a Krull–Schmidt category.

In particular, since $\hat{C}$ is Krull–Schmidt, we have that $x$ is indecomposable if and only if $\text{End}_{\hat{C}}(x)$ is a local ring. This statement is true if and only if $\text{End}_{C_u}(\hat{\Phi}_u(x))$ is a local ring, which is true if and only if $\hat{\Phi}_u(x)$ is indecomposable, since $C_u$ is a Krull–Schmidt category.

For the rest of this section we fix a $\textbf{Cat}$-inverse system $(C_i, F_{ij}, \theta_{ijk})$, where all $C_i$ are small $k$-linear Krull–Schmidt categories and all functors $F_{ij}$ are $k$-linear, and we denote its firm source by $(\hat{C}, \hat{\Phi}_i, \hat{\Theta}_{ij})$. 

Lemma 3.14. Let \( \Phi \) be the unit of the adjunction \((\Phi_+, \Phi_*)\) where \( \Phi_+ : \text{Mod} \bar{C} \to \text{Mod} C \) and \( \Phi_* : \text{Mod} C \to \text{Mod} \bar{C} \). Then there exists a \( \eta \in \bar{C} \) such that for all \( u > t \) we have that \( \eta_{\bar{M}} \) is an isomorphism. In particular, we have \( \Phi_u \Phi^*_u (M) \cong M \).

(a) Let \( \eta^+ \) be the unit of the adjunction \((\Phi^+, \Phi_*)\) where \( \Phi^+ : \text{Mod} \bar{C} \to \text{Mod} C \) and \( \Phi_* : \text{Mod} C \to \text{Mod} \bar{C} \). Then there exists a \( t \in \bar{C} \) such that for all \( u > t \) we have that \( \eta_{\bar{M}} \) is an isomorphism. In particular, we have \( \Phi_u \Phi^*_u (M) \cong M \).

(b) Assume that \( \bar{C} \) is a dualizing \( k \)-variety. Let \( \epsilon^+ \) be the counit of the adjunction \((\Phi_+, \Phi^+)\) where \( \Phi_+ : \text{Mod} \bar{C} \to \text{Mod} C \) and \( \Phi^+ : \text{Mod} C \to \text{Mod} \bar{C} \). Then there exists a \( t \in \bar{C} \) such that for all \( u > t \) we have that \( \epsilon^+_{\bar{M}} \) is an isomorphism. In particular, we have \( \Phi_u \Phi^+_u (M) \cong M \).
Proposition 3.15. (a) We first prove the result for $M = \hat{C}(-, y) \in \text{mod} \hat{C}$. For all $i \in I$ we have
\[
\hat{\Phi}_i(\hat{C}(-, y)) = \hat{\Phi}_i \circ h_C(y) = h_C \circ \hat{\Phi}_i(y) = C_i(-, \hat{\Phi}_i(y)),
\]
and so
\[
\hat{\Phi}_u \hat{\Phi}^*_i(\hat{C}(-, y)) = \hat{\Phi}_u(C_i(-, \hat{\Phi}_i(y))) = C_i(\hat{\Phi}_u(x), \hat{\Phi}_i(y)).
\]
Then the component of the unit $\eta^i$ of the adjunction $(\hat{\Phi}_i^*, \hat{\Phi}_i)$ at $\hat{C}(-, y)$ is given by the map
\[
\left( \eta^i_{\hat{C}(-, y)} \right)_x : \hat{C}(x, y) \to C_i(\hat{\Phi}_i(x), \hat{\Phi}_i(y))
\]
with $\left( \eta^i_{\hat{C}(-, y)} \right)_x = \hat{\Phi}^*_i \eta^i$. Since $y \in \hat{C}$, for $u > t$ we have that the induced map $\hat{\Phi}^*_u : \hat{C}(x, y) \to C_u(\Phi_u(x), \Phi_u(y))$ is bijective by Lemma 3.10(b). It follows that for $u > t$ the map $\left( \eta^u_{\hat{C}(-, y)} \right)_x$ is bijective, and hence $\eta^u_{\hat{C}(-, y)}$ is an isomorphism.

Now let $M \in \text{mod} \hat{C}$ be arbitrary. Then there exist $y_1, y_2 \in \hat{C}$ such that there exists an exact sequence
\[
\hat{C}(-, y_2) \to \hat{C}(-, y_1) \to M \to 0
\]
in $\text{Mod} \hat{C}$. Let $t \in I$ be such that $t > t(y_1)$ and $t > t(y_2)$. Then for every $u > t$ we have that $\eta^u_{\hat{C}(-, y_1)}$ and $\eta^u_{\hat{C}(-, y_2)}$ are isomorphisms. Since for every $i \in I$ the functor $\hat{\Phi}_i$ is exact and the functor $\hat{\Phi}^*_i$ is right exact, for $u > t$ we get a commutative diagram
\[
\begin{array}{ccc}
\hat{C}(-, y_2) & \xrightarrow{\eta^u_{\hat{C}(-, y_2)}} & \hat{C}(-, y_1) & \xrightarrow{\eta^u_{\hat{C}(-, y_1)}} & M & \xrightarrow{\eta^u_M} & 0 & \to & 0 \\
\phi_u \phi^*_u \left( \hat{C}(-, y_2) \right) & \xrightarrow{\phi_u \phi^*_u \eta^u_{\hat{C}(-, y_2)}} & \phi_u \phi^*_u \left( \hat{C}(-, y_1) \right) & \xrightarrow{\phi_u \phi^*_u \eta^u_{\hat{C}(-, y_1)}} & \phi_u \phi^*_u \left( M \right) & \xrightarrow{\phi_u \phi^*_u \eta^u_M} & 0 & \to & 0,
\end{array}
\]
where the two leftmost downwards arrows are isomorphisms and the rows are exact. The result follows by the Five Lemma.

(b) If $\hat{C}$ is a dualizing $k$-variety, then every $M \in \text{mod} \hat{C}$ admits an injective presentation. Since $\hat{\Phi}_i(D \hat{C}(x, -)) \cong DC_i(\Phi_i(x), -)$ by Proposition 2.3(b), the result follows by applying the dual arguments to (a).

Lemma 3.14 states that a given finitely presented $\hat{C}$-module is preserved, up to isomorphism, under the functors $\phi_u \phi^*_i$ and $\Phi_u \phi^*_i$ for a sufficiently high $i$. We can use this result to compute extensions between modules in $\text{mod} \hat{C}$ as in the following proposition.

Proposition 3.15. Assume that all functors $\hat{\Phi}_i$ are dense. Then the following statements hold.

(a) For all $M \in \text{mod} \hat{C}$ and $k > 0$ there exists a $t \in I$ such that for all $u > t$ and $L \in \text{mod} C_u$ we have $\text{Ext}^r_C(M, \hat{\Phi}_u(L)) \cong \text{Ext}^r_C(\hat{\Phi}_u(M), L)$ for all $0 \leq r < k$.

(b) Assume that $\hat{C}$ is a dualizing $k$-variety. Then for all $N \in \text{mod} \hat{C}$ and $k > 0$ there exists a $t \in I$ such that for all $u > t$ and $L \in \text{mod} C_u$ we have $\text{Ext}^r_C(\hat{\Phi}_u(L), N) \cong \text{Ext}^r_C(L, \hat{\Phi}_u(N))$ for all $0 < r < k$.

Proof. (a) Let $M \in \text{mod} \hat{C}$ and let
\[
P_k \to \cdots \to P_1 \to P_0 \to M \to 0
\]
be the start of a projective resolution of $M$ in $\text{mod} \hat{C}$. We first claim that there exists $t \in I$ such that for all $u > t$ and $0 \leq j \leq k$ we have $\hat{\Phi}_u \phi^*_u (P_j) \cong P_j$ and such that
\[
\hat{\Phi}_u(P_k) \to \cdots \to \hat{\Phi}_u^*(P_1) \to \hat{\Phi}_u^*(P_0) \to \hat{\Phi}_u^*(M) \to 0
\]
is the start of a projective resolution of $\hat{\Phi}_u^*(M)$ in $\mod\mathcal{C}_u$. To see this, notice that the Yoneda embedding $h_C : \mathcal{C} \to \mod\mathcal{C}$ identifies $\mathcal{C}$ with $\proj\mathcal{C}$. Hence there exists a complex $y_k \to \cdots \to y_1 \to y_0$ in $\mathcal{C}$ such that

$$\mathcal{C}(-, y_k) \to \cdots \to \mathcal{C}(-, y_1) \to \mathcal{C}(-, y_0) \quad (3.11)$$

is isomorphic to $P_k \to \cdots \to P_1 \to P_0$ as it appears in (3.9). By Lemma 3.14(a), for each $0 \leq j \leq k$ there exists a $t_j = t(y_j) \in \mathbb{I}$ such that for all $u > t_j$ we have $\hat{\Phi}_u^* D(\mathcal{C}(-, y_j)) \cong \mathcal{C}(-, y_j)$. We choose $t$ such that $t > t_j$ for all $0 \leq j \leq k$. It remains to show that $\hat{\Phi}_u^*(M)$ is a projective resolution of $\hat{\Phi}_u^*(M)$ in $\mod\mathcal{C}_u$ for $u > t$. Notice that since $u > t(y_j)$, by Lemma 3.10 we have that the induced map $\hat{\Phi}_u^*(y_j) \to \mathcal{C}(z, y_j) \to \mathcal{C}(u^*(z), \Phi_0^*(y_j))$ is bijective for all $z \in \mathcal{C}$. Moreover, for all $0 \leq j \leq k$ we have

$$\hat{\Phi}_u^*(\mathcal{C}(-, y_j)) = \hat{\Phi}_u^* \circ h_C(y_j) = h_C(u) \circ \hat{\Phi}_u(y_j) = \mathcal{C}(-, \hat{\Phi}_u(y_j)).$$

Hence by applying $\mathcal{C}(-, \hat{\Phi}_u(y_k)) \to \cdots \to \mathcal{C}(-, \hat{\Phi}_u(y_1)) \to \mathcal{C}(-, \hat{\Phi}_u(y_0)) \to \hat{\Phi}_u^*(M) = 0.$

This sequence is exact at $\mathcal{C}(-, \hat{\Phi}_u(y_0))$ and $\hat{\Phi}_u^*(M)$ since $\hat{\Phi}_u^*$ is right exact. To show exactness at the other positions, let $x_u \in \mathcal{C}_u$. We need to show that the sequence

$$\mathcal{C}_u(x_u, \hat{\Phi}_u(y_{j+1})) \to \mathcal{C}_u(x_u, \hat{\Phi}_u(y_j)) \to \mathcal{C}_u(x_u, \hat{\Phi}_u(y_{j-1}))$$

is exact for $j \in \{1, \ldots, k - 1\}$. Since $\hat{\Phi}_u$ is dense, there exists an $x \in \mathcal{C}$ such that $\hat{\Phi}_u(x) \cong x_u$. But then, since $u > t$, we have the commutative diagram

$$\begin{array}{ccc}
\mathcal{C}_u(x, y_{j+1}) & \longrightarrow & \mathcal{C}_u(x, y_j) \\
\mathcal{C}_u(x, y_{j+1}) & \longrightarrow & \mathcal{C}_u(x, y_j) \\
\mathcal{C}_u(x, y_{j+1}) & \longrightarrow & \mathcal{C}_u(x, y_j)
\end{array}$$

where the top row is exact by exactness of (3.11). Since $\hat{\Phi}_u(x) \cong x_u$, it follows that (3.10) is the start of a projective resolution of $\hat{\Phi}_u^*(M)$ and the claim is proved.

Now let $L \in \mod\mathcal{C}_u$. By applying $\Hom_{\mathcal{C}}(-, \hat{\Phi}_u(L))$ to (3.9) and using the fact that $\hat{\Phi}_u^*$ is left adjoint to $\hat{\Phi}_u$, we have the following isomorphism of complexes

$$\begin{array}{c}
0 \longrightarrow \Hom_{\mathcal{C}}(P_0, \hat{\Phi}_u(L)) \longrightarrow \Hom_{\mathcal{C}}(P_1, \hat{\Phi}_u(L)) \longrightarrow \cdots \longrightarrow \Hom_{\mathcal{C}}(P_k, \hat{\Phi}_u(L)) \\
0 \longrightarrow \Hom_{\mathcal{C}}(\hat{\Phi}_u^*(P_0), L) \longrightarrow \Hom_{\mathcal{C}}(\hat{\Phi}_u^*(P_1), L) \longrightarrow \cdots \longrightarrow \Hom_{\mathcal{C}}(\hat{\Phi}_u^*(P_n), L).
\end{array}$$

Since $\Ext^r_{\mathcal{C}}(M, \hat{\Phi}_u(L))$ is the cohomology of the top row at position $r$ and $\Ext^r_{\mathcal{C}}(\hat{\Phi}_u^*(M), L)$ is the cohomology of the bottom row at position $r$, the result follows.

(b) Proved using dual arguments and Lemma 3.14(b).}

As a corollary of the above statements, we have the following.

**Corollary 3.16.** Let $(\mathcal{C}_i, F_{ij}, \theta_{ij})$ be a Cat-inverse system, where all $\mathcal{C}_i$ are dualizing $k$-varieties and all $F_{ij}$ are coherent preserving $k$-linear functors. Assume that $\hat{\mathcal{C}}$ is a dualizing $k$-variety and all functors $\hat{\Phi}_j$ are dense, full and coherent preserving. Then $(\mod\hat{\mathcal{C}}, \hat{\Phi}_i, \hat{\Theta}_{ij})$ together with the adjunctions $(\hat{\Phi}_i^*, \hat{\Phi}_i)$ and $(\hat{\Phi}_i, \hat{\Phi}_i^*)$ is an admissible target of $(\mod\mathcal{C}_i, F_{ij}, \theta_{ij})$.

**Proof.** Since all $\mathcal{C}_i$ are dualizing $k$-varieties, it follows that $\mod\mathcal{C}_i$ is an abelian category for all $i \in \mathbb{I}$. The functors $F_{ij}$ are always exact and since $\hat{\Phi}_i \cong F_{ij} \circ \Phi_j$, it follows that all functors $F_{ij}$ are dense and full. Hence by Proposition 2.22(c) the functors $F_{ij} : \mod\mathcal{C}_i \to \mod\mathcal{C}_j$ are fully faithful.

By the same argument, the functors $\hat{\Phi}_i$ are also fully faithful, so condition (i) of Definition 3.6 is satisfied. Moreover condition (ii) is satisfied by Lemma 3.14 and conditions (iii) and (iv) are satisfied by Proposition 3.15.

\qed
3.3. Asymptotically weakly \( n \)-cluster tilting systems. Let \( \mathcal{A} \) be an abelian category. For \( x, y \in \mathcal{A} \) we set
\[
\text{Ext}^{k-l}_{\mathcal{A}}(x, y) := \bigoplus_{i=k}^{l} \text{Ext}^{i}_{\mathcal{A}}(x, y).
\]
Clearly \( \text{Ext}^{k-l}_{\mathcal{A}}(x, y) = 0 \) if and only if \( \text{Ext}^{i}_{\mathcal{A}}(x, y) = 0 \) for all \( k \leq i \leq l \). We begin by recalling the following definition.

**Definition 3.17** ([Lya07]). Let \( \mathcal{A} \) be an abelian category. A full subcategory \( \mathcal{M} \) of \( \mathcal{A} \) is called **weakly \( n \)-cluster tilting** if
\[
\mathcal{M} = \{ x \in \mathcal{A} \mid \text{Ext}^{1-n-1}_{\mathcal{A}}(x, \mathcal{M}) = 0 \}
\]
\[
= \{ x \in \mathcal{A} \mid \text{Ext}^{1-n-1}_{\mathcal{A}}(\mathcal{M}, x) = 0 \}.
\]
If moreover \( \mathcal{M} \) is functorially finite, then \( \mathcal{M} \) is called **\( n \)-cluster tilting**.

The following definition is the main object for this section.

**Definition 3.18.** Let \( (\mathcal{A}_i, G_{ij}, \zeta_{ijk}) \) be a direct system of categories where all \( \mathcal{A}_i \) are abelian and all \( G_{ij} \) are exact fully faithful functors. For every \( i \in I \), let \( \mathcal{M}_i \) be a full subcategory of \( \mathcal{A}_i \). We call \( (\mathcal{M}_i) \) an **asymptotically weakly \( n \)-cluster tilting system** if the following conditions hold.

(i) \( \text{Ext}^{1-n-1}_{\mathcal{A}_i}(\mathcal{M}_i, \mathcal{M}_i) = 0 \).

(ii) For every \( j > i \) we have \( G_{ij}(\mathcal{M}_i) \subseteq \mathcal{M}_j \).

(iii) If \( x \in \mathcal{A}_i \) and \( \text{Ext}^{1-n-1}_{\mathcal{A}_i}(G_{ij}(x), \mathcal{M}_j) = 0 \) for all \( j > i \), then \( x \in \mathcal{M}_i \).

(iv) If \( x \in \mathcal{A}_i \) and \( \text{Ext}^{1-n-1}_{\mathcal{A}_i}(\mathcal{M}_j, G_{ij}(x)) = 0 \) for all \( j > i \), then \( x \in \mathcal{M}_i \).

An asymptotically weakly \( n \)-cluster tilting system of a direct system of categories \( (\mathcal{A}_i, G_{ij}, \zeta_{ijk}) \) gives rise to a weakly \( n \)-cluster tilting subcategory of any admissible target of \( (\mathcal{A}_i, G_{ij}, \zeta_{ijk}) \) as the following theorem shows.

**Theorem 3.19.** Let \( (\mathcal{M}_i) \) be an asymptotically weakly \( n \)-cluster tilting system of a direct system of categories \( (\mathcal{A}_i, G_{ij}, \zeta_{ijk}) \) and let \( (\mathcal{A}, \Psi, Z_{ij}) \) together with adjunctions \((L_i, \Psi_i)\) and \((\Psi_i, R_i)\) be an admissible target of \( (\mathcal{A}_i, G_{ij}, \zeta_{ijk}) \). Set
\[
\mathcal{M} := \text{add} \{ \Psi_i(\mathcal{M}_i) \mid i \in I \}.
\]
Then \( \mathcal{M} \) is a weakly \( n \)-cluster tilting subcategory of \( \mathcal{A} \). In particular, if \( \mathcal{M} \) is functorially finite in \( \mathcal{A} \), then \( \mathcal{M} \) is an \( n \)-cluster tilting subcategory of \( \mathcal{A} \).

**Proof.** First we claim that for all \( m_i \in \mathcal{M}_i \) and \( m_j \in \mathcal{M}_j \) we have
\[
\text{Ext}^{1-n-1}_{\mathcal{A}}(\Psi_i(m_i), \Psi_j(m_j)) = 0.
\]
(3.12)

By condition (ii) in Definition 3.16 applied to \( \Psi_i(m_i) \), there exists a \( t \in I \) such that for all \( u > t \) we have
\[
\Psi_u L_u \Psi_i(m_i) \cong \Psi_i(m_i).
\]
(3.13)

If moreover we let \( u > i \) and \( u > j \), then we also have
\[
\Psi_i(m_i) \cong \Psi_u G_{iu}(m_i) \quad \text{and} \quad \Psi_j(m_j) \cong \Psi_u G_{ju}(m_j),
\]
(3.14)

since \( (\mathcal{A}, \Psi_i, Z_{ij}) \) is a target of \( (\mathcal{A}_i, G_{ij}, \zeta_{ijk}) \). In particular, by (3.13) and (3.14) we have
\[
\Psi_u L_u \Psi_i(m_i) \cong \Psi_i(m_i) \cong \Psi_u G_{iu}(m_i),
\]
which implies that \( L_u \Psi_i(m_i) \cong G_{iu}(m_i) \), since \( \Psi_i \) is fully faithful and so it reflects isomorphisms. Hence for \( u > i \) we have shown that \( L_u \Psi_i(m_i) \cong G_{iu}(m_i) \). Now let \( t' \) be as in condition (iii) of
Definition 3.16 applied to \( \Psi_t(m_i) \) and let \( u \) be greater than \( t, t', i \) and \( j \). Then we have
\[
\text{Ext}^x_A(\Psi_t(m_i), \Psi_j(m_j)) \cong \text{Ext}^x_A(\Psi_t(m_i), \Psi_uG_{ju}(m_j))
\]
\[
\cong \text{Ext}^x_A(L_u\Psi_t(m_i), G_{ju}(m_j))
\]
\[
\cong \text{Ext}^x_A(G_{iu}(m_i), G_{ju}(m_j)) = 0,
\]
where the last equality follows by conditions (i) and (ii) of Definition 3.18. This proves (3.12). But then, by (3.12), it follows that
\[
\mathcal{M} \subseteq \{ x \in \mathcal{A} \mid \text{Ext}^{1-n-1}_A(x, \mathcal{M}) = 0 \},
\]
and so by condition (iii) of Definition 3.18 applied to \( x \) are both satisfied. Fix \( i > t \) and pick \( j > i \). We claim that
\[
\text{Ext}^{1-n-1}_A(G_{ij}L_i(x), \mathcal{M}_j) = 0.
\]
(3.15)
To show this claim, notice first that since \( j > i > t \), we have
\[
\Psi_jG_{ij}L_i(x) \cong \Psi_jL_i(x) \cong x \cong \Psi_jL_j(x),
\]
and so \( G_{ij}L_i(x) \cong L_j(x) \) since \( \Psi_j \) reflects isomorphisms. Hence to prove (3.15), it is enough to show that for all \( r \in \{1, \ldots, n - 1\} \) we have
\[
\text{Ext}^{r}_A(L_j(x), \mathcal{M}_j) = 0.
\]
(3.16)
Let \( m_j \in \mathcal{M}_j \). For all \( r \in \{1, \ldots, n - 1\} \), we have by condition (iii) of Definition 3.10 that
\[
\text{Ext}^{r}_A(L_j(x), m_j) \cong \text{Ext}^{r}_A(x, \Psi_j(m_j)) = 0,
\]
where the last equality holds since \( \text{Ext}^{1-n-1}_A(x, \mathcal{M}) = 0 \). Hence we have shown (3.16) and so (3.15) holds. Since \( j > i \) was arbitrary, it follows that (3.15) holds for every \( j > i \) and so by condition (iii) in Definition 3.18 we have that \( L_i(x) \in \mathcal{M}_i \). But then \( x \cong \Psi_iL_i(x) \in \mathcal{M}_i \), as required.

Finally, the remaining inclusion \( \{ x \in \mathcal{A} \mid \text{Ext}^{1-n-1}_A(\mathcal{M}, x) = 0 \} \subseteq \mathcal{M} \) is shown using dual arguments as well as condition (iv) of Definition 3.10 and condition (iv) of Definition 3.13.

For the rest of this section we fix an asymptotically weakly \( n \)-cluster tilting system \( (\mathcal{M}_i) \) of a direct system of categories \( (\mathcal{A}_i, G_{ij}, \zeta_{ik}) \) and an admissible target \( (\mathcal{A}, \Psi_i, Z_{ij}) \) of \( (\mathcal{A}_i, G_{ij}, \zeta_{ik}) \) together with adjunctions \( (L_i, \Psi_i) \) and \( (\Psi_j, R_j) \). We further set \( \mathcal{M} := \{ \Psi_i(\mathcal{M}_i) \mid i \in I \} \). We continue this section by giving a sufficient condition for the subcategory \( \mathcal{M} \) to be functorially finite.

**Proposition 3.20.**

(a) Assume that for all \( x \in \mathcal{A} \) there exists a \( t \in I \) such that for all \( u > t \) the following condition holds.

- If \( f_u : m_u \to L_u(x) \) is a right \( \mathcal{M}_u \)-approximation, then \( G_{uv}(f_u) : G_{uv}(m_u) \to G_{uv}L_u(x) \) is a right \( \mathcal{M}_v \)-approximation of \( G_{uv}L_u(x) \) for every \( v > u \).

Let \( x \in \mathcal{A} \). Let \( u \in I \) be such that \( u > t \) and \( u > t(x) \), where \( t(x) \) is as in condition (ii) of Definition 3.16 applied to \( x \). If \( f_u : m_u \to L_u(x) \) is a right \( \mathcal{M}_u \)-approximation, then \( \Psi_u(f_u) : \Psi_u(m_u) \to \Psi_uL_u(x) \) is a right \( \mathcal{M} \)-approximation of \( \Psi_uL_u(x) \). If moreover \( \mathcal{M}_i \) is contravariantly finite for every \( i \in I \), then \( \mathcal{M} \) is contravariantly finite.

(b) Assume that for all \( x \in \mathcal{A} \) there exists a \( t \in I \) such that for all \( u > t \) the following condition holds.

- If \( f_u : R_u(x) \to m_u \) is a left \( \mathcal{M}_u \)-approximation, then \( G_{uv}(f_u) : G_{uv}R_u(x) \to G_{uv}(m_u) \) is a left \( \mathcal{M}_v \)-approximation of \( G_{uv}R_u(x) \) for every \( v > u \).
Let \( x \in \mathcal{A} \). Let \( u \in \mathbb{I} \) be such that \( u > t \) and \( u > t(x) \), where \( t(x) \) is as in condition (ii) of Definition 3.13 applied to \( x \). If \( f_u : R_u(x) \to m_u \) is a left \( \mathcal{M}_u \)-approximation, then \( \Psi_u(f_u) : \Psi_u(R_u(x)) \to \Psi_u(m_u) \) is a left \( \mathcal{M} \)-approximation of \( \Psi_u(R_u(x)) \). If moreover \( \mathcal{M}_i \) is covariantly finite for every \( i \in \mathbb{I} \), then \( \mathcal{M} \) is covariantly finite.

(c) Assume that the conditions of (a) and (b) hold. Then \( \mathcal{M} \) is functorially finite.

**Proof.** (c) follows immediately from (a) and (b). We only prove (a); the proof of (b) is similar. Denote by \( \eta' : \text{id}_\mathcal{A} \Rightarrow \Psi_iL_i \) the unit of the adjunction \((L_i, \Psi_i)\). Let \( x \in \mathcal{A} \) and let \( u \in \mathbb{I} \) be such that \( u > t \) and \( u > t(x) \). Then \( L_u(x) \in \mathcal{A}_u \) and \( \eta^u_{x} : x \to \Psi_uL_u(x) \) is an isomorphism. Let \( f_u : m_u \to L_u(x) \) be a right \( \mathcal{M}_u \)-approximation of \( L_u(x) \). We need to show that \( \Psi_u(f_u) : \Psi_u(m_u) \to \Psi_uL_u(x) \) is a right \( \mathcal{M} \)-approximation of \( \Psi_uL_u(x) \).

To prove this, let \( f' : m' \to \Psi_uL_u(x) \) be a morphism in \( \mathcal{A} \) with \( m' \in \mathcal{M} \). We need to show that \( f' \) factors through \( \Psi_u(f_u) \). Without loss of generality, we may assume \( m' \cong \psi_i(m_i) \) for some \( m_i \in \mathcal{M}_i \). Let \( t(m') \in \mathbb{I} \) be as in condition (ii) of Definition 3.13 applied to \( m' \) and let \( v \in \mathbb{I} \) be such that \( v \) is bigger than \( t(m') \), \( u \), and \( v \). In particular, since \( u > v > t(x) \), we have an isomorphism

\[
\left((Z_{uv})_{L_u(x)}\right)^{-1} \circ \eta^u_{v} \circ (\eta^u_{x})^{-1} \circ \Psi_vL_v \left( (\eta^u_{y})^{-1}\right) : \Psi_vL_v\Psi_uL_u(x) \to \Psi_vG_{uv}L_u(x).
\]

Since \( \Psi_v \) is full and faithful, we set

\[
s := \Psi_v^{-1} \left( \left((Z_{uv})_{L_u(x)}\right)^{-1} \circ \eta^u_{v} \circ (\eta^u_{x})^{-1} \circ \Psi_vL_v \left( (\eta^u_{y})^{-1}\right) \right) \in \mathcal{M}_v \Psi_vL_v(m_u) \to \Psi_vG_{uv}L_u(x).
\]

Next, we claim that \( L_v(m') \in \mathcal{M}_v \). To see this, we first have that \( \eta^u_{m'} : m' \to \Psi_vL_v(m') \) is an isomorphism since \( v > t(m') \). Moreover, since \( v > i \), we have \( \Psi_i \cong \Psi_v \circ G_{iv} \). So

\[
\Psi_vL_v(m') \cong \Psi_v(m_i) \cong \Psi_v \circ G_{iv}(m_i).
\]

Since \( \Psi_v \) is fully faithful, it reflects isomorphisms and so \( L_v(m') \cong G_{iv}(m_i) \). But \( m_i \in \mathcal{M}_i \) and so \( L_v(m') \cong G_{iv}(m_i) \in \mathcal{M}_v \) by condition (ii) of Definition 3.13 as claimed.

Next, since \( v > u > t \) we have that \( G_{uv}(f_u) : G_{uv}(m_u) \to G_{uv}L_u(x) \) is a right \( \mathcal{M}_v \)-approximation of \( G_{uv}L_u(x) \). Since \( L_v(m') \in \mathcal{M}_v \) and we have a morphism \( s \circ L_v(f') : L_v(m') \to G_{uv}L_u(x) \), there exists a morphism \( g_v : L_v(m') \to G_{uv}L_u(x) \) such that

\[
G_{uv}(f_u) \circ g_v = s \circ L_v(f'). \tag{3.17}
\]

We set \( g' : m' \to \Psi_u(f_u) \) to be the morphism \( g' := (Z_{uv})_{m_u} \circ \Psi_v(g_v) \circ \eta^u_{m_v} \). We claim that \( \Psi_u(f_u) \circ g' = f' \). Indeed we compute

\[
\begin{align*}
\Psi_u(f_u) \circ g' &= \Psi_u(f_u) \circ (Z_{uv})_{m_u} \circ \Psi_v(g_v) \circ \eta^u_{m_v} \\
&= (Z_{uv})_{L_u(x)} \circ \Psi_vG_{uv}(f_u) \circ \Psi_v(g_v) \circ \eta^u_{m_v} \quad \text{(naturality of } Z_{uv}) \\
&= (Z_{uv})_{L_u(x)} \circ \Psi_v \circ (G_{uv}(f_u) \circ g_v) \circ \eta^u_{m_v} \quad \text{(definition of } s) \\
&= (Z_{uv})_{L_u(x)} \circ \Psi_v \circ (s \circ L_v(f')) \circ \eta^u_{m_v} \\
&= (Z_{uv})_{L_u(x)} \circ \left( (Z_{uv})_{L_u(x)} \right)^{-1} \circ \eta^u_{v} \circ (\eta^u_{x})^{-1} \circ \Psi_vL_v \left( (\eta^u_{y})^{-1}\right) \circ \Psi_vL_v(f') \circ \eta^u_{m'} \\
&= \eta^u_{v} \circ (\eta^u_{x})^{-1} \circ \Psi_vL_v \left( (\eta^u_{y})^{-1}\right) \circ \Psi_vL_v(f') \circ \eta^u_{m'} \\
&= \eta^u_{v} \circ (\eta^u_{x})^{-1} \circ \Psi_vL_v \left( (\eta^u_{y})^{-1}\right) \circ \Psi_vL_v(f') \circ \eta^u_{m'} \\
&= \eta^u_{v} \circ (\eta^u_{x})^{-1} \circ \Psi_vL_v \left( (\eta^u_{y})^{-1}\right) \circ \Psi_vL_v(f') \circ \eta^u_{m'} \\
&= f', \quad \text{(naturality of } \eta^u \text{)}
\end{align*}
\]

as required. Therefore \( \Psi_u(f_u) : \Psi_u(m_u) \to \Psi_uL_u(x) \) is a right \( \mathcal{M} \)-approximation.
a right $\mathcal{M}_u$-approximation $f_u : m_u \to L_u(x)$ of $L_u(x)$. It follows that $\Psi_u(f_u) \circ \Psi_v(m) \to \Psi_v L_u(x)$ is a right $\mathcal{M}$-approximation of $\Phi_u L_u(x)$. Since $u > t(x)$, it follows that $\Psi_u L_u(x) \cong x$. Hence by composing $\Psi_u(f_u)$ with an isomorphism $\Psi_u L_u(x) \to x$ we obtain a right $\mathcal{M}$-approximation of $x$. Since $x$ was arbitrary, it follows that $\mathcal{M}$ is contravariantly finite. 

We finish this section with the following case which is of special interest to us.

**Corollary 3.21.** If $\mathcal{A}$ is a locally bounded category and $\mathcal{M}_i$ is functorially finite for every $i \in I$, then $\mathcal{M}$ is an $n$-cluster tilting subcategory of $\mathcal{A}$.

**Proof.** By Theorem 3.19 it is enough to show that $\mathcal{M}$ is functorially finite. By Proposition 3.20(c) it is enough to show that conditions (a) and (b) of Proposition 3.20 hold. Let us show that condition (a) holds; condition (b) can be shown similarly to hold.

Since $\mathcal{A}$ is Krull-Schmidt it is enough to show that condition (a) of Proposition 3.20 holds for indecomposable objects in (a). Let $x \in \text{ind} \mathcal{A}$. Since $\mathcal{A}$ is locally bounded, the set $\mathcal{A}^x := \{ y \in \text{ind} \mathcal{A} | \mathcal{A}(x, y) \neq 0 \text{ or } \mathcal{A}(y, x) \neq 0 \}$ is finite. Hence by Definition 3.18(ii) and (iii) there exists a $t$ such that for every $u > t$ we have $\Psi_u L_u(y) \cong y$ for every $y \in \mathcal{A}^x$ and $\text{Ext}^t_{\mathcal{A}}(x, \Psi_v(z)) \cong \text{Ext}^t_{\mathcal{A}_u}(L_u(x), z)$ for every $z \in A_u$ and for all $0 < r < n$. Note in particular that $x \in \mathcal{A}^x$.

Now let $u > t$ and assume that $f_u : m_u \to L_u(x)$ is a right $\mathcal{M}_u$-approximation. Let $v > u$. It is enough to show that $G_{uv}(f_u) : G_{uv}(m_u) \to G_{uv} L_u(x)$ is a right $\mathcal{M}_v$-approximation of $G_{uv} L_u(x)$. Let $f'_u : m'_u \to G_{uv} L_u(x)$ be a morphism with $m'_u \in \mathcal{M}_v$. We want to show that $f'_u$ factors through $G_{uv}(f_u)$. Without loss of generality, we may assume that $m'_u$ is indecomposable. Since $\Psi_v : \mathcal{A}_v \to \mathcal{A}$ is fully faithful, it follows that $\Psi_v(f'_u) : \Psi_v(m'_u) \to \Psi_v G_{uv} L_u(x)$ is nonzero. Since $\Psi_v G_{uv} L_u(x) \cong \Psi_u L_u(x) \cong x$, we have that $\Psi_v(m'_u) \in \mathcal{A}_x$.

To show this, let $w > u$, let $0 < k < n$ and let $m_w \in \mathcal{M}_w$. Since $w > u > t$ and since $\Psi_v(m'_u) \in \mathcal{A}^x$, we have

$$\Psi_w G_{aw} L_u \Psi_v(m'_u) \cong \Psi_u L_u \Psi_v(m'_u) \cong \Psi_v(m'_u) \cong \Psi_w L_w \Psi_v(m'_u),$$

which implies, since $\Psi_v$ is fully faithful, that

$$G_{aw} L_u \Psi_v(m'_u) \cong L_w \Psi_v(m'_u). \quad (3.18)$$

Then we have

$$\text{Ext}^k_{\mathcal{A}_w}(G_{aw} L_u \Psi_v(m'_u), m_w) \cong \text{Ext}^k_{\mathcal{A}_w}(L_w \Psi_v(m'_u), m_w) \quad \text{(by 3.18)}$$

$$\cong \text{Ext}^k_{\mathcal{A}_w}(\Psi_v(m'_u), \Psi_v(m_w)) \quad \text{(since } w > t \text{ and } \Psi_v(m'_u) \in \mathcal{A}_x)$$

$$\cong 0.$$ 

Hence $\text{Ext}^1_{\mathcal{A}_w}(G_{aw}(L_u \Psi_v(m'_u)), \mathcal{M}_w) = 0$ for every $w > u$ and so by Definition 3.18(iii) it follows that $L_u \Psi_v(m'_u) \in \mathcal{M}_u$. By applying the functor $L_u \Psi_v$ to the diagram

$$G_{aw}(m_u) \xrightarrow{G_{aw}(f_u)} G_{aw} L_u(x)$$

$$\xrightarrow{f'_u}$$

$m'_u$
in \( \mathcal{A}_u \), we get the diagram

\[
\begin{array}{ccc}
L_u \Psi_v G_{uv}(m_u) & \xrightarrow{L_u \Psi_v (f_u)} & L_u \Psi_v G_{uv} L_u(x) \\
\cong & & \cong \\
L_u \Psi_v (m_u^\prime) & \xrightarrow{L_u \Psi_v (f_u^\prime)} & L_u \Psi_v G_{uv} L_u(x) \\
L_u \Psi_v (m_u) & \xrightarrow{f_u} & L_u(x) \\
\end{array}
\]

(3.19)

in \( \mathcal{A}_u \), where all isomorphisms are natural and the outer square commutes. It follows that there exists a morphism \( g : L_u \Psi_v (m_u^\prime) \to L_u \Psi_v G_{uv}(m_u) \) such that \( L_u \Psi_v G_{uv}(f_u) \circ g = L_u \Psi_v (f_u^\prime) \). Moreover, since \( \Psi_v G_{uv} L_u \Psi_v G_{uv}(m_u^\prime) \cong \Psi_v L_u \Psi_v G_{uv}(m_u) \cong \Psi_v (m_u^\prime) \), and since \( \Psi_v \) reflects isomorphisms, it follows that \( G_{uv} L_u \Psi_v (m_u^\prime) \cong m_u^\prime \). Applying the functor \( G_{uv} \) to (3.19), we get a diagram

\[
\begin{array}{ccc}
G_{uv} L_u \Psi_v G_{uv}(m_u) & \xrightarrow{G_{uv} L_u \Psi_v (f_u)} & G_{uv} L_u \Psi_v G_{uv} L_u(x) \\
\cong & & \cong \\
G_{uv} L_u \Psi_v (m_u^\prime) & \xrightarrow{G_{uv} L_u \Psi_v (f_u^\prime)} & G_{uv} L_u \Psi_v G_{uv} L_u(x) \\
G_{uv}(m_u) & \xrightarrow{f_u^\prime} & G_{uv} L_u(x) \\
\end{array}
\]

where the top triangle, the right square and the outer square all commute. It follows that \( f_u^\prime \) factors through \( G_{uv}(f_u) \) as required, which completes the proof. \( \square \)

4. Asymptotically weakly \( n \)-cluster tilting systems from representation-directed algebras

In this section we present a way of constructing asymptotically weakly \( n \)-cluster tilting systems that satisfy the requirements of Theorem 3.19. This construction is based in the notion of gluing of representation-directed algebras that was introduced in [Vas18]. To this end we recall the basic idea of that construction; for more details and proofs we refer to [Vas18].

4.1. Gluing systems of representation-directed algebras and admissible targets. We construct a direct system of categories with an admissible target based on the theory developed on Section 3.2 and the notion of gluing of representation-directed algebras.

4.1.1. Gluing of representation-directed algebras. In this section, all algebras are assumed to be representation-directed, unless stated otherwise. To simplify the exposition, we assume that all algebras are given by quivers with relations. The first important notion is that of an abutment.
\textbf{Definition 4.1.} [Vas18, Proposition 2.6] Let $A = \mathbb{k}Q_A/R_A$ be a representation-directed algebra given by a quiver with relations such that $Q_A$ is of the form

\[
\begin{array}{ccccccccc}
1 & \alpha_1 & 2 & \alpha_2 & 3 & \alpha_3 & \cdots & \alpha_{h-2} & h - 1 & \alpha_{h-1} & h,
\end{array}
\]

and no path of the form $\alpha_i \cdots \alpha_j$ with $1 \leq i \leq j \leq h - 1$ is in $R_A$. In this case, we say that the indecomposable projective module $P = P(1)$ corresponding to the vertex 1 is a \emph{left abutment} and we call $\text{ht}(P) = h$ the \emph{height} of $P$. We say that a collection $\{P_1, \ldots, P_k\}$ of left abutments is \emph{independent} if $\text{supp}(P_i) \cap \text{supp}(P_j) = \emptyset$ for $i \neq j$. The notions of a \emph{right abutment}, the \emph{height} of a right abutment and \emph{independent} collection of right abutments are defined dually.

\textbf{Remark 4.2.} Let $A = \mathbb{k}Q_A/R_A$ be a representation-directed algebra. In particular $Q_A$ is acyclic and so without loss of generality we may assume that $A$ is as in Definition 4.1. Then we have the following observations.

\begin{enumerate}[(a)]
\item The indecomposable projective $A$-module corresponding to the vertex $k$ is a left abutment of height $h - k + 1$ for all $k \in \{1, \ldots, h\}$. In particular, left abutments of height 1 are exactly the simple projective $A$-modules.
\item We set
\[
\begin{align*}
\mathcal{P}_A &= \mathcal{P} := \text{add}(A), & \mathcal{P}^{\text{ab}}_A &= \mathcal{P}^{\text{ab}} := \text{add}\{P \in \mathcal{P} \mid P \text{ is a left abutment of } A\}, \\
\mathcal{I}_A &= \mathcal{I} := \text{add}(D(A)), & \mathcal{I}^{\text{ab}}_A &= \mathcal{I}^{\text{ab}} := \text{add}\{I \in \mathcal{I} \mid I \text{ is a right abutment of } A\}.
\end{align*}
\]
Define the preorder $\leq$ on $\mathcal{P}^{\text{ab}}$ by
\[
P \leq W \text{ if and only if } \text{supp}(P) \subseteq \text{supp}(W)
\]
for left abutments $P, W \in \mathcal{P}^{\text{ab}}$. We say that a left abutment $W \in \mathcal{P}^{\text{ab}}$ is \emph{maximal} if $W \leq W'$ for some $W' \in \mathcal{P}^{\text{ab}}$ implies $W \cong W'$. Similarly we define $\leq$ and \emph{maximal} elements on $\mathcal{I}^{\text{ab}}$. We set
\[
\begin{align*}
\mathcal{P}^{\text{mab}}_A &= \mathcal{P}^{\text{mab}} := \text{add}\{P \in \mathcal{P}^{\text{ab}} \mid P \text{ is maximal}\}, & \mathcal{P}^{\text{mab}}_{\text{ind}} &= \mathcal{P}^{\text{mab}} \cap \text{ind}(A), \\
\mathcal{I}^{\text{mab}}_A &= \mathcal{I}^{\text{mab}} := \text{add}\{I \in \mathcal{I}^{\text{ab}} \mid I \text{ is maximal}\}, & \mathcal{I}^{\text{mab}}_{\text{ind}} &= \mathcal{I}^{\text{mab}} \cap \text{ind}(A).
\end{align*}
\]
In particular, we have that if $P, W \in \mathcal{P}^{\text{ab}}$ and $P \leq W$, then $\{P, W\}$ is not an independent collection of left abutments. It follows that if $A$ admits exactly $m$ maximal left (respectively right) abutments up to isomorphism, then any independent collection of left (respectively right) abutments has at most $m$ elements.
\item [Vas18, Definition 2.11] There is a canonical $\mathbb{k}$-algebra epimorphism $\pi_P : A \to \mathbb{k}A_h$ given by identifying the full subquiver of $Q_A$ containing the vertices $\{1, \ldots, h\}$ with the quiver $\overrightarrow{A}_h$. In other words, if $\epsilon_1, \ldots, \epsilon_h$ are the primitive idempotents of $A$ corresponding to the vertices $1, \ldots, h$, and if $\epsilon = \sum_{i=1}^{h} \epsilon_i$, then $\pi_P$ is the quotient map $\pi_P : A \to A/(1 - \epsilon)$. We call $\pi_P$ the \emph{footing} at $P$ and similarly we define the footing $\pi_I$ for a right abutment $I$.
\end{enumerate}

Next we recall the notion of gluing along abutments. Although gluing can be defined more generally, when the algebras are given by quivers with relations the following definition is enough.
Definition 4.3. [Vas18, Lemma 2.21] Let $A = kQ_A/R_A$ be a representation-directed algebra given by a quiver with relations of the form

$$
\begin{array}{cccccccc}
\alpha_1 & \alpha_2 & \alpha_3 & \cdots & \alpha_{h-2} & \alpha_{h-1} & a_h \\
\end{array}
$$

where no path of the form $\alpha_i \cdots \alpha_j$ with $1 \leq i \leq j \leq h - 1$ is in $R_A$, and $B = kQ_B/R_B$ be a representation-directed algebra given by a quiver with relations of the form

$$
\begin{array}{cccccccc}
\beta_1 & \beta_2 & \beta_3 & \cdots & \beta_{h-2} & \beta_{h-1} & b_h \\
\end{array}
$$

where no path of the form $\beta_i \cdots \beta_j$ with $1 \leq i \leq j \leq h - 1$ is in $R_B$. Then $P = P_A(1)$ is a left abutment of height $h$ and $I = I_B(h)$ is a right abutment of height $h$. The gluing of $A$ and $B$ along $P$ and $I$, denoted by $\Lambda := B \triangleright P A$, is defined to be the algebra $\Lambda = kQ_{\Lambda}/R_{\Lambda}$ given by a quiver with relations where

$$Q_{\Lambda} = \left( Q_A \right)_0 \sqcup \left( Q_B \right)_1,$$

and $R_{\Lambda}$ is generated by all elements in $R_A$ and $R_B$ as well as all paths starting from $Q_A$ and ending in $Q_B$, under the identifications $a_i = b_i = i$ and $\alpha_i = \beta_i = \lambda_i$.

More precisely, we can express the quiver $Q_{\Lambda}$ using the quivers $Q_A$ and $Q_B$ as follows:

$$
\begin{array}{cccc}
(Q_{\Lambda})_0 = \left( (Q_B)_0 \coprod (Q_A)_0 \right) / \sim^0, & \text{and} \\
(Q_{\Lambda})_1 = \left( (Q_B)_1 \coprod (Q_A)_1 \right) / \sim^1,
\end{array}
$$

where $\sim^0$ and $\sim^1$ are the equivalence relations generated by $a_i \sim^0 b_i$ for $1 \leq i \leq h$, and $\alpha_i \sim^1 \beta_i$ for $1 \leq i \leq h - 1$,

or equivalently

$$a \sim^0 b \text{ for all } a \in \text{supp}(P), \ b \in \text{supp}(I) \text{ with } \text{ht}(P_A(a)) + \text{ht}(I_B(b)) = h + 1, \text{ and (4.1)}$$

$$\alpha \sim^1 \beta \text{ for all } \alpha \in (Q_A)_1, \ \beta \in (Q_B)_1 \text{ with } s(\alpha) \sim^0 s(\beta). \text{ (4.2)}$$

In particular, we have that $Q_A$ and $Q_B$ are full subquivers of $Q_{\Lambda}$. Using this description, we set $\epsilon_A := \sum_{i \in (Q_A)_0} \epsilon_i$ for the sum of all primitive idempotents of $\Lambda$ corresponding to the vertices of $Q_A$, and similarly we set $\epsilon_B := \sum_{i \in (Q_B)_0} \epsilon_i$. With this notation, it follows that

$$R_{\Lambda} = \langle R_A + R_B + (1_{\Lambda} - \epsilon_B)kQ_{\Lambda}(1_{\Lambda} - \epsilon_A) \rangle. \text{ (4.3)}$$

In the following remark we collect the basic properties of gluing that we need.

Remark 4.4. Throughout this remark let $\Lambda = B \triangleright P A$. 

(a) [Vas18] Definition 2.19 The algebra \( \Lambda \) is the pullback of the diagram
\[
\begin{array}{ccc}
A & \xrightarrow{\lambda} & B \\
\downarrow{\pi} & & \downarrow{\pi} \\
A & \xrightarrow{\varepsilon} & \mathbf{k} \tilde{A}_h,
\end{array}
\]
That is we have a pullback diagram
\[
\begin{array}{ccc}
\Lambda & \xrightarrow{\lambda} & B \\
\downarrow{\lambda} & & \downarrow{\pi} \\
A & \xrightarrow{\varepsilon} & \mathbf{k} \tilde{A}_h,
\end{array}
\tag{4.4}
\]
where all arrows are epimorphisms and \( \lambda_B \pi \) can be seen as identifying the full subquiver of \( Q_A \) corresponding to \( Q_A \) with \( Q_A \) while \( \lambda_A \pi \) can be seen as identifying the full subquiver of \( Q_A \) corresponding to \( Q_B \) with \( Q_B \). In other words \( \lambda_A \pi \) is the quotient map \( \Lambda \to \Lambda/(1 - \varepsilon) = A \) and similarly for \( \lambda_B \pi \).

(b) By the pullback diagram (4.4), we have the following functors defined by \( \lambda_A \pi \) and \( \lambda_B \pi \) on the corresponding module categories.

\[
\begin{array}{cc}
\text{mod } A & \xrightarrow{\lambda_A \pi} \text{mod } A \\
\text{mod } B & \xrightarrow{\lambda_B \pi} \text{mod } B.
\end{array}
\]

In particular, it is easy to see that if \( M \) is a representation of \( A \), then \( \lambda_A \pi_*(M) \) is the representation of \( \Lambda \) given by extending \( M \) to \( Q_A \) by putting 0 on all vertices and arrows of \( Q_A \) which lie outside \( Q_A \). Similarly for representations of \( B \) viewed as representations of \( \Lambda \) through \( \lambda_B \pi \).

With this fact and Definition 4.3 we can compute the image of indecomposable projective \( A \)-modules and \( B \)-modules under the functors \( \lambda_A \pi_\ast \) and \( \lambda_B \pi_\ast \). We see that \( \lambda_A \pi_*(\varepsilon_i A) \cong \varepsilon_i \Lambda \) for all \( i \in Q_A \) and \( \lambda_A \pi_*(\varepsilon_i A) \cong \varepsilon_i \Lambda \) for all \( i \in Q_A \setminus \{1, \ldots, h\} \); a dual statement holds for indecomposable injective modules. Moreover, we also have

\[
\lambda_A \pi_\ast (\varepsilon_i A) = \varepsilon_i \Lambda \otimes_{\Lambda} \Lambda/(1 - \varepsilon) \cong \varepsilon_i \Lambda/(1 - \varepsilon) = \lambda_A \pi(\varepsilon_i A) = \begin{cases} 
\varepsilon_i A, & \text{if } i \in (Q_A)_0, \\
0, & \text{otherwise.}
\end{cases}
\]

and similarly

\[
\lambda_B \pi_\ast (\varepsilon_i A) \cong \begin{cases} 
\varepsilon_i B, & \text{if } i \in (Q_B)_0, \\
0, & \text{otherwise.}
\end{cases}
\]

(c) [Vas18] Corollary 2.44 Using (b) and Definition 4.4 we can easily find the (maximal) left abutments of \( \Lambda \): they are, up to isomorphism, either of the form \( \lambda_A \pi_*(W_A) \) or \( \lambda_B \pi_*(W_B) \) for a (maximal) left abutment \( W_A \) of \( A \) or \( W_B \) of \( B \). More precisely, every (maximal) left abutment of \( B \) gives rise to a unique (maximal) left abutment of \( \Lambda \) of the same height and every (maximal) left abutment of \( A \), except for those that are supported on a subset of \( \{1, \ldots, h\} \), gives rise to a unique (maximal) left abutment of \( \Lambda \) of the same height. In particular, if \( W_A \) is a (maximal) left abutment of \( A \) which is independent from \( P \), then \( \lambda_\ast \pi_\ast(W_A) \) is a (maximal) left abutment of \( \Lambda \). A dual result holds for right abutments.

(d) [Vas18] Example 2.20 Let \( A \) and \( B \) be as in Definition 4.3. Then \( Q'_A = \emptyset \) if and only if \( A = \mathbf{k} \tilde{A}_h \) and in this case it readily follows that \( B \xrightarrow{\pi'} \mathbf{k} \tilde{A}_h = B \); similarly \( Q'_B = \emptyset \) if and only if \( B = \mathbf{k} \tilde{A}_h \) and then \( \mathbf{k} \tilde{A}_h \xrightarrow{\pi'} A = A \). We call a gluing of either of these forms a trivial gluing.

(e) [Vas18] Lemma 2.32 Let \( i, j \in (Q_A)_0 \). Assume that \( \varepsilon_j \Lambda \varepsilon_i \neq 0 \). Then it follows that there is a nonzero path from \( j \) to \( i \) in \( \Lambda \). By the shape of \( Q_A \), it follows that we cannot have \( j \in (Q_B)_0 \) and \( i \in (Q_A)_0 \). Moreover, by the relations \( R_A \) it follows that we cannot have \( \varepsilon_i \in (Q_A)_0 \) and \( \varepsilon_j \in (Q_B)_0 \). Hence we either have \( i, j \in (Q_A)_0 \) and \( \varepsilon_j \Lambda \varepsilon_i \cong \varepsilon_j \Lambda \varepsilon_i \) or \( i, j \in (Q_B)_0 \) and \( \varepsilon_j \Lambda \varepsilon_i \cong \varepsilon_j \Lambda \varepsilon_i \).
The representation theory of \( \Lambda = B^\Delta \) can be understood through the representation theory of \( A \) and \( B \). To see how, we first give a representation theoretic characterization of abutments.

**Proposition 4.5.** [Vas18, Proposition 2.13] Let \( A \) be a representation-directed algebra and let \( P = P_1 \) be an indecomposable projective \( A \)-module. Then \( P \) is a left abutment of height \( h \) if and only if there exist indecomposable projective modules \( P_2, \ldots, P_h \) such that

\[
P_\Delta : \\
\xymatrix{ & [P_1] \\
[P_2] \ar[ru] & [\tau^{-1}(P_2)] \\
[P_3] & [\tau^{-2}(P_3)] \\
} \\
\vdots & \\
[P_{h-1}] & [\tau^{-(h-2)}(P_{h-2})] \\
[P_h] & [\tau^{-(h-1)}(P_{h-1})] \\
} \\

is a full subquiver of \( \Gamma(A) \), there are no other arrows in \( \Gamma(A) \) going into \( P_\Delta \) and, moreover, all northeast arrows are homomorphisms, all southeast arrows are epimorphisms and all modules in the same row have the same dimension. In particular, \( \tau^{-1}(P_i) \) is the simple top of \( P_{h-i} \) for \( 1 \leq i \leq h-1 \). We call \( P_\Delta \) the foundation of \( P \).

A dual statement to Proposition 4.5 holds for right abutments. If \( I \) is a right abutment, we denote by \( \Delta' \) the foundation of \( I \). Notice that we can identify the quivers \( P_\Delta \) and \( \Delta' \) with the Auslander–Reiten quiver \( \Gamma(K_\Lambda) \). If \( P \) is a left abutment of \( A \) and \( I \) is a right abutment of \( A \), we also set

\[
\mathcal{F}_P := \text{add} \left\{ \{X \in \text{mod } A \mid X \text{ indecomposable and } [X] \in P_\Delta \} \right\}, \\
\mathcal{G}_I := \text{add} \left\{ \{X \in \text{mod } A \mid X \text{ indecomposable and } [X] \in \Delta' \} \right\}.
\]

It readily follows that a collection of left abutments \( \{P_1, \ldots, P_k\} \) is independent if and only if \( \mathcal{F}_{P_i} \cap \mathcal{F}_{P_j} = \{0\} \) for \( i \neq j \) and a collection of right abutments \( \{I_1, \ldots, I_k\} \) is independent if and only if \( \mathcal{G}_{I_i} \cap \mathcal{G}_{I_j} = \{0\} \) for \( i \neq j \).

Using Proposition 4.5 we can easily describe the Auslander–Reiten quiver of the gluing \( \Lambda \) of two algebras \( A \) and \( B \).

**Proposition 4.6.** [Vas18, Corollary 2.41] Let \( \Lambda = B^\Delta \) be the gluing of two representation-directed algebras \( A \) and \( B \) along the abutments \( P \) and \( I \). For the Auslander–Reiten quiver of \( \Lambda \) we have, as quivers, \( \Gamma(\Lambda) = \Gamma(B) \sqcup \Gamma(A) \), where the right hand side denotes the amalgamated sum under the identification \( \Delta = P_\Delta = \Delta' \). Moreover, in this identification, the vertex \( [M] \) in \( \Gamma(A) \) corresponds to the vertex \( [\Lambda \pi_*(M)] \) in \( \Gamma(\Lambda) \) and the vertex \( [N] \) in \( \Gamma(B) \) corresponds to the vertex \( [\Lambda \pi_*(N)] \) in \( \Gamma(\Lambda) \).

Hence to draw the Auslander–Reiten quiver of \( \Lambda \), one draws the Auslander–Reiten quiver of \( B \) where the vertex \( [N] \) is replaced by \( [\Lambda \pi_*(N)] \), then one extends this quiver at \( \Delta' = \Delta^\prime \) by drawing the Auslander–Reiten quiver of \( A \) where the vertex \( [M] \) is replaced by \( [\Lambda \pi_*(M)] \). It follows immediately that \( \Lambda \) is also a representation-directed algebra.

We illustrate the above notions by an example.
Example 4.7. Let $B$ be given by the quiver with relations

$$
\begin{align*}
1 &\rightarrow 2 \rightarrow 3 \rightarrow 4 \\
1' &\rightarrow 2' \rightarrow 3'.
\end{align*}
$$

Then the left abutments are $P_B(5) \geq P_B(6) \geq P_B(7)$ with heights 3, 2 and 1 respectively. The right abutments are $I_B(3) \geq I_B(2) \geq I_B(1)$ with heights 3, 2 and 1 respectively and $I_B(3') \geq I_B(2') \geq I_B(1')$ with heights 3, 2 and 1 respectively. The only maximal left abutment is $P_B(5)$ and the maximal right abutments are $I_B(3)$ and $I_B(3')$. Hence there is no independent collection of left abutments with more than one element, while the collections $\{I_B(3), I_B(3')\}$ and $\{I_B(1), I_B(2')\}$ are examples of independent collections of right abutments. Looking at the Auslander–Reiten quiver $\Gamma(B)$ of $B$, we can make the same observations via Proposition 4.5.

Let $A$ be given by the quiver with relations

$$
\begin{align*}
0 &\rightarrow 1 \rightarrow 2 \rightarrow 3.
\end{align*}
$$

The Auslander–Reiten quiver $\Gamma(A)$ of $A$ is

Then $P = P_A(1)$ is a left abutment of height 3. By setting $I = I_B(3)$ we have that the gluing $\Lambda = B \oplus A$ is defined and $\Lambda$ is given by the quiver with relations

$$
\begin{align*}
0 &\rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \\
1' &\rightarrow 2' \rightarrow 3'.
\end{align*}
$$

We see that the left abutments of $B$ remain left abutments of $\Lambda$: $\Lambda_B \pi_\ast(P_B(5)) \cong P_\Lambda(5)$, $\Lambda_B \pi_\ast(P_B(6)) \cong P_\Lambda(6)$ and $\Lambda_B \pi_\ast(P_B(7)) \cong P_\Lambda(7)$ are all left abutments. Left abutments of $A$, however, correspond to the vertices $\{1, 2, 3\}$ which are glued and so they stop being left abutments: for example $P_A(2)$ is a left abutment of $A$ but $\Lambda_A \pi_\ast(P_A(2))$ is not a left abutment of $\Lambda$.

On the other hand, right abutments of $A$ remain right abutments of $\Lambda$: $\Lambda_A \pi_\ast(I_A(0)) \cong I_\Lambda(0)$, $\Lambda_A \pi_\ast(I_A(1)) \cong I_\Lambda(1)$ and $\Lambda_A \pi_\ast(I_A(2)) \cong I_\Lambda(2)$ are all right abutments. Similarly, the right abutments of $B$ which do not have a support intersecting $\{1, 2, 3\}$ remain right abutments of $\Lambda$: $\Lambda_B \pi_\ast(I_B(1')) \cong I_\Lambda(1')$, $\Lambda_B \pi_\ast(I_B(2')) \cong I_\Lambda(2')$ and $\Lambda_B \pi_\ast(I_B(3')) \cong I_\Lambda(3')$ are all right abutments, but the right abutments of $B$ with support a subset of $\{1, 2, 3\}$ are not right abutments of $\Lambda$.
By Proposition 4.6 the Auslander–Reiten quiver $\Gamma(\Lambda)$ of $\Lambda$ is

\[
\begin{array}{c}
\begin{array}{cccccccc}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
5 & 4 & 3 & 2 & 1 & 0 & 1' & 2'
\end{array}
\end{array}
\]

where we can verify again which abutments of $A$ and $B$ give rise to abutments of $\Lambda$.

4.1.2. Gluing systems of representation-directed algebras. In this section we construct a direct system of categories with an admissible target arising from a collection of representation-directed algebras which we iteratively glue. Let us first introduce some notation. Let $G$ be a directed tree, that is a locally finite connected directed graph where the underlying undirected graph is acyclic. If $H$ is a connected subgraph of $G$, then clearly $H$ is also a directed tree. We define $I_G$ to be the set of all finite connected full subgraphs of $G$. Clearly $\subseteq$ is a partial order on $I_G$ and if $H_1, H_2 \in I_G$ then, by connectedness of $G$, there exists a finite connected subgraph $H$ of $G$ such that $H_1 \subseteq H$ and $H_2 \subseteq H$. In particular, $(I_G, \subseteq)$ is a directed set.

We have the following definition.

**Definition 4.8.** A gluing system on a directed tree $G$ is a triple $(\Lambda_v, P_e, I_e)_{v \in V_G, e \in E_G}$, where

- for each vertex $v \in V_G$, we have that $\Lambda_v = kQ_v/R_v$ is a representation-directed algebra, and
- for each arrow $e : u \to v \in E_G$, we have that $P_e$ is a left abutment of $\Lambda_u$ with footing $\pi_{P_e}$ and $I_e$ is a right abutment of $\Lambda_v$ with footing $\pi_{I_e}$,

such that

(i) the collection $P_{I^{-1}(v)}$ is independent for every $v \in V_G$ and the collection $I_{I^{-1}(v)}$ is independent for every $v \in V_G$,

(ii) for each arrow $e : u \to v$ of $G$ we have that the abutments $P_e$ and $I_e$ have the same height $h_e$. In particular, the algebra $\Lambda_{(u,v)} := \Lambda_u P_e \triangleleft^h \Lambda_v = kQ_{(u,v)}/R_{(u,v)}$ is defined and we have a pullback diagram

\[
\begin{array}{ccc}
\Lambda_{(u,v)} & \xrightarrow{\langle u,v \rangle \pi} & \Lambda_u \\
\downarrow{\langle u,v \rangle \pi} & & \downarrow{\pi_{I_e}} \\
\Lambda_v & \underset{\pi_{P_e}}{\xrightarrow{kA_h}} & kA_h,
\end{array}
\]

and

(iii) there exists no infinite path of the form $v_0 \to v_1 \to v_2 \to \cdots$ or $\cdots \to v_{-2} \to v_{-1} \to v_0$ in $G$ such that all corresponding gluings are trivial.

Condition (iii) of Definition 4.8 is included for technical reasons; see Lemma 4.12.

Let $(\Lambda_v, P_e, I_e)_{v \in V_G, e \in E_G}$ be a gluing system on a directed tree $G$. Let $e : u \to v \in E_G$ be an arrow. Then this arrow corresponds to a gluing of $\Lambda_u$ and $\Lambda_v$ over some abutments $P_e$ and $I_e$, both of the same height $h_e$. Following (4.1) and (4.2), we set

- $\alpha \sim_0 b$ for all $a \in \text{supp}(P_e)$, $b \in \text{supp}(I_e)$ with $\text{ht}(P_{\Lambda_u}(a)) + \text{ht}(I_{\Lambda_v}(b)) = h_e + 1$, and
- $\alpha \sim_1 b$ for all $\alpha \in (Q_{\Lambda_u})_1$, $\beta \in (Q_{\Lambda_v})_1$ with $s(\alpha) \sim_0 s(\beta)$.
Conditions (i) and (ii) of a gluing system allow us to glue over two arrows in $G$ in any order. More precisely let $u,v,w \in V_G$ be three vertices such that $\langle u,v,w \rangle$ is connected. In particular, since $G$ is a directed tree, we have that $\langle u,v,w \rangle$ is one of the following graphs

$(C1)$ $u \xrightarrow{\epsilon_1} v \xrightarrow{\epsilon_2} w$,
$(C2)$ $u \xleftarrow{\epsilon_1} v \xrightarrow{\epsilon_2} w$,
$(C3)$ $u \xrightarrow{\epsilon_1} v \xleftarrow{\epsilon_2} w$.

Assume that we are in the case $(C1)$. Consider the diagrams

\[ \Lambda_{\langle u,v \rangle} \triangleleft \Lambda_w \xrightarrow{\langle u,v,w \rangle \pi} \Lambda_{\langle u,v \rangle} \xrightarrow{\langle u,v \rangle \pi} \Lambda_u \]
\[ \Lambda_{\langle v,w \rangle} \xrightarrow{\langle v,w \rangle \pi} \Lambda_{\langle v,w \rangle} \xrightarrow{\langle v,w \rangle \pi} \Lambda_v \]
\[ \Lambda_{\langle w,u \rangle} \xrightarrow{\langle w,u \rangle \pi} \Lambda_{\langle w,u \rangle} \xrightarrow{\langle w,u \rangle \pi} \Lambda_w \]

where all squares $(1),(2),(3)$ and $(4)$ are pullbacks. In particular, the algebra $\Lambda_{\langle u,v \rangle} \triangleleft \Lambda_w$ is the gluing of $\Lambda_w$ and $\Lambda_{\langle u,v \rangle}$ along $P_{e_2}$ and $(u,v)\pi_*(I_{e_2})$ while the algebra $\Lambda_u \triangleleft \Lambda_{\langle v,w \rangle}$ is the gluing of $\Lambda_{\langle v,w \rangle}$ and $\Lambda_u$ along $(v,w)\pi_*(P_{e_1})$ and $I_{e_1}$. Notice that the fact that $(u,v)\pi_*(I_{e_2})$ is a right abutment of $\Lambda_{\langle u,v \rangle}$ with footing $\pi_{P_{e_2}} \circ (v,w)\pi_*$ and that $(v,w)\pi_*(P_{e_1})$ is a left abutment of $\Lambda_{\langle v,w \rangle}$ with footing $\pi_{P_{e_1}} \circ (v,w)\pi_*$ follows from Remark 4.4(c). A straightforward computation shows that $\Lambda_{\langle u,v \rangle} \triangleleft \Lambda_w$ and $\Lambda_u \triangleleft \Lambda_{\langle v,w \rangle}$ can both be thought of as the limit of the diagram

\[ \Lambda_u \xrightarrow{\pi_{I_{e_1}}} \Lambda_v \xrightarrow{\pi_{P_{e_1}}} \Lambda_w \]

with the obvious choice of morphisms. In particular, if $\iota : \Lambda_{\langle u,v \rangle} \triangleleft \Lambda_w \to \Lambda_u \triangleleft \Lambda_{\langle v,w \rangle}$ is the unique isomorphism induced by the universal property of the limit, then we have

\[ (u,v)\pi_\iota \circ (u,v)\pi = (u,v)\pi \circ (u,v)\pi, \]
\[ (v,w)\pi_\iota \circ (v,w)\pi = (v,w)\pi \circ (v,w)\pi, \]
\[ (w,u)\pi_\iota \circ (w,u)\pi = (w,u)\pi \circ (w,u)\pi. \]

We denote this common limit by $\Lambda_{\langle u,v,w \rangle}$ and we denote the connecting morphisms by

\[ (u,v)\pi : \Lambda_{\langle u,v,w \rangle} \to \Lambda_u, \]
\[ (v,w)\pi : \Lambda_{\langle u,v,w \rangle} \to \Lambda_v, \]
\[ (w,u)\pi : \Lambda_{\langle u,v,w \rangle} \to \Lambda_w, \]

where each of these is defined by $(4.6)$, $(4.7)$ and $(4.8)$ respectively. In particular, we have formulas

\[ (u,v)\pi = (u,v)\pi \circ (u,v)\pi, \]
\[ (v,w)\pi = (v,w)\pi \circ (v,w)\pi, \]
\[ (w,u)\pi = (w,u)\pi \circ (w,u)\pi. \]
In this case we can compute the quiver $Q_{(u,v,w)}$ of $\Lambda_{(u,v,w)}$ two ways, depending on whether we glue first at $e_1$ and then at $e_2$ or vice versa. It is easy to see that the quiver is the same independently of the order of the gluings. In particular for $k \in \{0, 1\}$, we have that

$$Q_{(u,v,w)}(k) = \left( (Q_u)_k \coprod (Q_v)_k \coprod (Q_w)_k \right) / \sim^k_{(u,v,w)},$$

(4.15)

where $\sim^k_{(u,v,w)}$ is the equivalence relation generated by $\sim^1_{e_1}$ and $\sim^1_{e_2}$. In particular, we have that $Q_u$, $Q_v$ and $Q_w$ are full subquivers of $Q_{(u,v,w)}$. Using this description, we set

$$\epsilon_u = \sum_{i \in (Q_u)_0} \epsilon_i, \quad \epsilon_v = \sum_{i \in (Q_v)_0} \epsilon_i, \quad \epsilon_w = \sum_{i \in (Q_w)_0} \epsilon_i,$$

and it follows by applying (4.3) twice that

$$R_{(u,v,w)} = \langle R_u + R_v + R_w + \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right) kQ_{(u,v,w)} \left( 1_{(u,v,w)} - \epsilon_v - \epsilon_w \right) \rangle$$

$$+ \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_v \right) kQ_{(u,v,w)} \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right),$$

(4.16)

A similar calculation in the cases (C2) respectively (C3) shows that we can compute the successive gluings induced by $e_1$ and $e_2$ in any order as the limits of the diagrams

$$\Lambda_u \xrightarrow{\pi_{e_1}} kA_{h_{e_1}}$$

$$\Lambda_v$$

$$\Lambda_w \xrightarrow{\pi_{e_2}} kA_{h_{e_2}},$$

respectively. Notice that in this case it is important that the abutments $I_{e_1}$ and $I_{e_2}$ respectively $P_{e_1}$ and $P_{e_2}$ are independent, since this ensures that they remain abutments when viewed as modules over the glued algebra; see also Remark (4.4c). By the above discussion we see that we can perform the gluings induced by two arrows in a gluing system in any order. Then $\Lambda_{(u,v,w)}$ and the connecting morphisms are defined similarly and satisfy the formulas (4.12), (4.13) and (4.14) as well as the quiver of $\Lambda_{(u,v,w)}$ is given by (4.15) and the ideal $R_{(u,v,w)}$ is given by

$$R_{(u,v,w)} = \langle R_u + R_v + R_w + \left( 1_{(u,v,w)} - \epsilon_v - \epsilon_w \right) kQ_{(u,v,w)} \left( 1_{(u,v,w)} - \epsilon_v - \epsilon_w \right) \rangle$$

$$+ \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right) kQ_{(u,v,w)} \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right),$$

in case (C2) and by

$$R_{(u,v,w)} = \langle R_u + R_v + R_w + \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right) kQ_{(u,v,w)} \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right) \rangle$$

$$+ \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right) kQ_{(u,v,w)} \left( 1_{(u,v,w)} - \epsilon_u - \epsilon_w \right),$$

in case (C3). In particular, we can write the ideal $R_{(u,v,w)}$ in all three cases (C1), (C2) and (C3) by the formula

$$\mathcal{R}_{(u,v,w)} = \left\{ \mathcal{R}_u + \mathcal{R}_v + \mathcal{R}_w + \sum_{e \in \{e_1, e_2\}} \left( 1_{(u,v,w)} - p_e \right) kQ_{(u,v,w)} \left( 1_{(u,v,w)} - q_e \right) \right\},$$

(4.17)

where

$$p_e = \sum_{x \in \{u,v,w\}} \epsilon_x \text{ and } q_e = \sum_{x \in \{u,v,w\}} \epsilon_x.$$

Notice also that by Proposition (4.6) the gluing of two representation-directed algebras is again a representation-directed algebra. Using these facts, if $H$ is a finite connected full subgraph of $G$, then we can generalize Definition (4.3) by a straightforward induction on the number of vertices of $H$. 


Definition 4.9. Let \((\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}\) be a gluing system on a directed tree \(G\) and let \(H \in \mathcal{I}_G\) be a finite connected full subgraph of \(G\). The gluing algebra over \(H\) is defined to be the algebra \(\Lambda_H = \mathbf{k}Q_H/R_H\) obtained by performing the gluings induced by the edges \(E_H\) of \(H\) in any order. For each \(v \in V_H\) we define the idempotent \(\epsilon_v = \sum_{i \in (Q_H)_0} \epsilon_i \in \Lambda_H\). Then \(\Lambda_H/(1 - \epsilon_v) = \Lambda_v\) and we denote the projection morphism \(\Lambda_H \to \Lambda_H/(1 - \epsilon_v)\) by \(H\pi\).

Let \(H \in \mathcal{I}_G\). By repeatedly applying formula (4.15) we can describe the quiver \(Q_H\). In particular, for \(k \in \{0, 1\}\) we have
\[
(Q_H)_k = \left( \prod_{v \in V_H} (Q_v)_0 \right) / \sim_k^H,
\]
where \(\sim_k^H\) is the equivalence relation generated by the equivalence relations \(\sim^e_k\) for all \(e \in E_H\). In particular, for every \(v \in V_H\) we have that \(Q_v\) is a full subquiver of \(Q_H\). It follows by repeatedly applying (4.17) that
\[
R_H = \left\langle \sum_{v \in V_H} R_v + \sum_{e \in E_H} (1 - p_e) \mathbf{k}Q_H (1 - q_e) \right\rangle,
\]
where
\[
p_e = \sum_{v \in V_H, v \neq t(e)} \epsilon_v, \quad \text{and} \quad q_e = \sum_{v \in V_H, v \neq s(e)} \epsilon_v.
\]

Remark 4.10. Throughout let \((\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}\) be a gluing system on a directed tree \(G\) and \(H \in \mathcal{I}_G\).

(a) The algebra \(\Lambda_H\) can be seen as the limit of a diagram in the following way. First we define the index category \(J = J(H)\) as follows. For every vertex \(v \in V_H\), we have one corresponding object \(v \in J\) and for every arrow \(e \in E_H\), we have one corresponding object \(h_e \in J\) and two morphisms \(g_e : s(e) \to h_e\) and \(f_e : t(e) \to h_e\). Notice that there is no need to define composition in \(J\) since the only compositions appearing in \(J\) involve identity arrows. Next, we define a functor \(F : J \to \mathbf{k}\text{-Alg}\), the category of finite-dimensional unital associative \(\mathbf{k}\)-algebras, by \(F(v) = \Lambda_v\) and \(F(h_e) = \mathbf{k}A_{h_e}\) on objects of \(J\) and \(F(g_e) = \pi_p, F(f_e) = \pi_q\) on non-identity morphisms of \(J\). Then \(\Lambda_H\) is the limit of the diagram \(F : J \to \mathbf{k}\text{-Alg}\).

(b) If \(H, K \in \mathcal{I}_G\) and \(H \subseteq K\), then clearly \((\Lambda_K, K\pi)\) is a cone to the diagram \(F\) from (a). Then there exists a unique morphism \(\iota : \Lambda_K \to \Lambda_H\) such that \(K\pi = H\pi \circ \iota\). We can compute \(\iota\) in the following way. First, notice that \(Q_H\) is a full subquiver of \(Q_K\). Then for \(e \in \sum_{i \in (Q_K)_0} \epsilon_i \in \Lambda_K\) we have \(\Lambda_H = \Lambda_K/(1 - \epsilon_K)\). We set \(K\pi : \Lambda_K \to \Lambda_H\) to be the quotient map \(\Lambda_K \to \Lambda_K/(1 - \epsilon_K)\). Then by using the formulas (4.12), (4.13) and (4.14) inductively, for every \(v \in V_H\) we have
\[
K\pi = H\pi \circ K\pi,
\]
showing that \(\iota = K\pi\). Clearly, if \(H, K, L \in \mathcal{I}_G\) with \(H \subseteq K \subseteq L\), then we have
\[
H\pi = K\pi \circ L\pi.
\]

(c) If \(H, K \in \mathcal{I}_G\) and \(H \subseteq K\), then the algebra epimorphism \(K\pi : \Lambda_K \to \Lambda_H\) defines functors
\[
\begin{align*}
\text{mod } \Lambda_K & \xrightarrow{K\pi^*} \text{mod } \Lambda^*_H, \\
\text{mod } \Lambda_H & \xleftarrow{K\pi} \text{mod } \Lambda_H,
\end{align*}
\]
which satisfy similar properties to the functors in Remark 4.4(b). In particular we have that if \(M\) is a representation of \(\Lambda_H\), then \(K\pi^*(M)\) is the representation of \(\Lambda_K\) given by extending
M to \( Q_K \) by putting 0 on all vertices and arrows of \( Q_K \) which do not lie in \( Q_H \). Moreover, we also have

\[
K_H^* (\epsilon_i \Lambda_K) \cong \begin{cases} 
\epsilon_i \Lambda_H, & \text{if } i \in (Q_H)_0, \\
0, & \text{otherwise.}
\end{cases}
\]

(d) Let \( i, j \in (Q_H)_0 \) and assume that \( \epsilon_j \Lambda_H \epsilon_i \neq 0 \). By inductively applying the argument of Remark 4.10(e), it follows that there exists a vertex \( v \in V_H \) such that \( i, j \in (Q_v)_0 \) and \( \epsilon_j \Lambda_H \epsilon_i \cong \epsilon_j \Lambda_v \epsilon_i \).

By Remark 4.10(b) it follows that \((\Lambda_H, H^\pi)\) is a usual inverse system over \( I_G \) in \( \textbf{k-Alg} \). We want to use this inverse system to define a \textbf{Cat}-inverse system over \( I_G \). First, for \( H \in I_G \) we define a small category \( \mathcal{C}_H \). Consider the category \( \text{proj} \Lambda_H \). This is a skeletally small category. To see this let \( \mathcal{C}_H \subseteq \text{proj} \Lambda_H \) be the full subcategory with direct summands of \( \Lambda_H^n \) for some \( n \in \mathbb{N} \) as objects, that is

\[
\text{obj}(\mathcal{C}_H) = \{ M \subseteq \Lambda_H^n \mid n \in \mathbb{N} \text{ and there exists } N \subseteq \Lambda_H^n \text{ with } M \oplus N = \Lambda_H^n \}.
\]

Then \( \mathcal{C}_H \) is a small subcategory equivalent to \( \text{proj} \Lambda_H \). We denote by \( \iota_H : \mathcal{C}_H \to \text{proj} \Lambda_H \) the inclusion functor and by \( q_H : \text{proj} \Lambda_H \to \mathcal{C}_H \) a quasi-inverse to \( \iota_H \). Notice that a complete set of representatives of indecomposable objects in \( \mathcal{C}_H \) is given by

\[
\text{ind}(\mathcal{C}_H) = \{ \epsilon_i \Lambda_H \subseteq \Lambda_H \mid i \in (Q_H)_0 \}.
\]

Next, for \( H \subseteq K \in I_G \) we set

\[
F_{HK} := q_H \circ K_H^* \circ \iota_K : \mathcal{C}_K \to \mathcal{C}_H.
\]

Notice that \( F_{HK} \) is an additive functor since it is the composition of additive functors. If \( i \in (Q_H)_0 \), we have canonical isomorphisms

\[
F_{HK} (\epsilon_i \Lambda_K) = q_H \circ K_H^* \circ \iota_K (\epsilon_i \Lambda_K) = q_H \circ K_H^* (\epsilon_i \Lambda_K) = q_H (\epsilon_i \Lambda_K \otimes_{\Lambda_H} \Lambda_H) \cong q_H (\epsilon_i \Lambda_H) = q_H \iota_H (\epsilon_i \Lambda_H) \cong \epsilon_i \Lambda_H.
\]

In this case we set \( \delta_{HK} : F_{HK} (\epsilon_i \Lambda_K) \to \epsilon_i \Lambda_H \) to be the composition of these isomorphisms. If \( i \in (Q_K)_0 \setminus (Q_H)_0 \), then we have \( F_{HK} (\epsilon_i \Lambda_K) = 0 \).

Finally, for \( H \subseteq K \subseteq L \) we define a natural isomorphism \( \theta_{HKL} : F_{HK} \circ F_{KL} \Rightarrow F_{HL} \) via the sequence of natural isomorphisms

\[
F_{HK} \circ F_{KL} = q_H \circ K_H^* \circ \iota_K \circ q_K \circ L_K^* \circ \iota_L
\cong q_H \circ K_H^* \circ \text{id}_{\text{proj} \Lambda_K} \circ L_K^* \circ \iota_L
\cong q_H \circ K_H^* \circ L_K^* \circ \iota_L
\cong q_H \circ L_K^* \circ \iota_L
= F_{HL}.
\]

**Proposition 4.11.** The triple \((\mathcal{C}_H, F_{HK}, \theta_{HKL})\) is a \textbf{Cat}-inverse system over \( I_G \). Moreover, the firm source \( \hat{\mathcal{C}} \) of the \textbf{Cat}-inverse system is a Krull–Schmidt category.

**Proof.** That the triple is a \textbf{Cat}-inverse system over \( I_G \) follows since it is easy to see that (3.13) holds using (4.21). That \( \hat{\mathcal{C}} \) is a Krull–Schmidt category follows by Corollary 3.13(c) since \( \mathcal{C}_H \) is a Krull–Schmidt category for each \( H \) and the functors \( F_{HK} \) are additive. \( \square \)

For the rest of this section, we fix a gluing system \((\Lambda_v, P_v, I_v)_{v \in V_G, x \in E_G}\) on a directed tree \( G \). Our next aim is to study the firm source \((\hat{\mathcal{C}}, \Phi_H, \theta_{HKL})\) of the induced \textbf{Cat}-inverse system \((\mathcal{C}_H, F_{HK}, \theta_{HKL})\) over \( I_G \). Before we proceed, notice that if \( H, K \in I_G \) with \( H \subseteq K \), then \( Q_H \) is a full subquiver of \( Q_K \) by (4.13), hence \( kQ_H \) is a subspace of \( kQ_K \) and \( R_K \subseteq R_K \) by (1.19). We set \( \hat{Q} := \bigcup_{H \in I_G} Q_H \). By the definition of a gluing and gluing system it is clear that every vertex in \( \hat{Q} \) is the source and target of at most finitely many arrows and so \( \hat{Q} \) is a quiver. Notice in particular that if \( i \in \hat{Q} \), then \( i \in (Q_H)_0 \).
for some $H \in \mathbb{I}_G$ and by (4.15) it follows that $i \in (Q_v)_0$ for some $v \in V_H$. For a vertex $i \in \dot{Q}$ we set $V(i) := \{ v \in V_G \mid i \in (Q_v)_0 \}$.

We begin with a technical lemma which makes use of condition (iii) in Definition 4.8.

**Lemma 4.12.** Let $i \in \dot{Q}$. Then $V(i)$ is a finite set and $(V(i))$ is a connected graph.

**Proof.** Let us first show that $(V(i))$ is connected. We first prove a more general claim. Let $v_0, \ldots, v_k$ be a sequence of vertices in $G$ connected by arrows $e_0, \ldots, e_k$ as in $v_0 \xrightarrow{e_0} v_1 \xrightarrow{e_1} v_2 \xrightarrow{e_2} \cdots \xrightarrow{e_{k-1}} v_k \xrightarrow{e_k} v_{k+1}$ where $\xrightarrow{\cdot}$ denotes an arrow in either direction. Then we claim that if $i \in (Q_{v_0})$ and $i \in (Q_{v_k})$, it follows that $i \in (Q_{v_0})$. To see this, notice that $\Lambda_{\{v_0, \ldots, v_k, v_{k+1}\}} = \Lambda_{\{v_0, \ldots, v_k\}} \Delta \Lambda_{v_{k+1}}$, or $\Lambda_{\{v_0, \ldots, v_k, v_{k+1}\}} = \Lambda_{v_{k+1}} \Delta \Lambda_{\{v_0, \ldots, v_k\}}$, depending on the orientation of $e_k$. Since $i \in (Q_{v_0})$, it follows that $i \in (Q_{v_k})$, and similarly for $v_{k+1}$. Thus the gluing is done over an abutment of $\Lambda_{v_k}$ and $i \in (Q_{v_{k+1}})_0$, it follows that $i \in (Q_{v_k})_0$ as claimed.

Now, let $u, v \in V(i)$ and let $H \in \mathbb{I}_G$ be such that $u, v \in V_H$. Then there exists a walk $u \xrightarrow{e_0} w_1 \xrightarrow{e_1} \cdots \xrightarrow{e_{k-1}} w_k \xrightarrow{e_k} v$ in $H$. Since $i \in (Q_{v_0})_0$ and $i \in (Q_{v_k})_0$, it follows by our claim that $i \in (Q_{u,v})_0$. In particular $w_k \in V(i)$. Continuing inductively, we have $w_1, \ldots, w_k \in V(i)$ and so there is a walk between $u$ and $v$ in $(V(i))$. Since $u$ and $v$ were arbitrary, it follows that $(V(i))$ is connected.

Let us now show that $V(i)$ is finite. Since $(V(i))$ is connected, and since $G$ is locally finite, it is easy to show that since there is no infinite sequence of vertices $\{v_k\}_{k \geq 0}$ in $G$ connected by arrows $\{e_k\}_{k \geq 0}$ as in

$$v_0 \xrightarrow{e_0} v_1 \xrightarrow{e_1} v_2 \xrightarrow{e_2} \cdots \xrightarrow{e_{k-1}} v_k \xrightarrow{e_k} v_{k+1} \xrightarrow{e_{k+1}} \cdots \tag{4.22}$$

and such that $i \in (Q_{v_k})_0$ for every $k \geq 0$. If there is a subgraph $v_{m-1} \rightarrow v_m \leftarrow v_{m+1}$ in (4.22), then $(Q_{v_{m-1}}) \cap (Q_{v_{m+1}}) = \emptyset$ by Definition 4.8 and hence we may assume that every arrow in (4.22) is oriented towards the right.

Since $i \in (Q_{v_{m-1}})_0 \cap (Q_{v_{m+1}})_0$ we get $i \in \text{supp}(P_{v_{m-1}})$ and $i \in \text{supp}(I_{v_{m+1}})$ for all $k \geq 1$. Since $P_{v_{m-1}}$ is a left abutment of $\Lambda_{v_k}$ and $I_{v_{m+1}}$ is a right abutment of $\Lambda_{v_k}$ it follows that for every $k \geq 1$, the algebra $\Lambda_{v_k}$ is isomorphic to $\mathbb{k}A_{h_k}/R_k$ for some $h_k \geq 1$. Define

$$x_k := \{ u \in \mathbb{k}A_{h_k} \mid \text{there exists a path from } u \text{ to } i \text{ in } \mathbb{k}A_{h_k} \}. \tag{4.24}$$

Clearly $x_k \geq 1$ for all $k \geq 1$. By Definition 4.8 since $i \in (Q_{v_{m-1}})_0 \cap (Q_{v_{m+1}})_0$, we have that $x_k = x_{k-1}$ with equality if and only if the gluing is trivial. Since $x_k \geq 1$, this implies that infinitely many of the gluings in (4.22) are trivial, which contradicts Definition 4.8 (iii).

Another technical lemma in a similar spirit is the following.

**Lemma 4.13.** Let $H, K \in \mathbb{I}_G$ with $H \subseteq K$. Let $i \in (Q_H)_0$ and $j \in (Q_K)_0$. Let $F_{HK}$ be the induced map

$$F_{HK} : C_K(\epsilon_i A_K, \epsilon_j A_K) \to C_H(F_{HK}(\epsilon_i A_K), F_{HK}(\epsilon_j A_K)).$$

(a) If $j \not\in (Q_H)_0$, then $C_H(F_{HK}(\epsilon_i A_K), F_{HK}(\epsilon_j A_K)) = 0$.

(b) If $j \in (Q_H)_0$, then $F_{HK}$ is bijective.

In particular, the induced map $F_{HK}$ is always surjective.

**Proof.** Since $F_{HK} = q_H \circ K_{H^*} \circ i_K$ and $q_H$ and $i_K$ are fully faithful functors, it is enough to study the map

$$K_{H^*} : C_K(\epsilon_i A_K, \epsilon_j A_K) \to C_H(\epsilon_i A_K \otimes A_H, \epsilon_j A_K \otimes A_H). \tag{4.23}$$

(a) If $j \not\in (Q_H)_0$, then $F_{HK}(\epsilon_j A_K) = \epsilon_j A_K \otimes A_H \cong \epsilon_j A_H = 0$.

(b) Assume that $j \in (Q_H)_0$. Since $H \subseteq K$, we have that $Q_H \subseteq Q_K$. We first claim that every path $p$ in $Q_K$ from $j$ to $i$ such that $p$ does not lie in $Q_H$. Since $Q_H$ is a full subquiver of $Q_K$, there exists a vertex $k \in (Q_K)_0$ and a path $j \to k \to i$ in $Q_K$ such that $k \not\in (Q_H)_0$. Let $v_j \in V_H$ be a vertex such that $j \in (Q_v)_0$ and $v_k \in V_K$ be such that $k \in (Q_{v_k})_0$. Since $k \not\in (Q_H)_0$, we have that $v_k \not\in V_H$. Since $K$ is connected, there exists a walk $w$ in $K$ from $v_j$ to $v_k$. Since $K$ is a directed tree, this walk $w$ is unique. Moreover, since there exists a path $j \to k$ in $K$ the walk
w is oriented as \( v_k \to \cdots \to v_j \) by the definition of gluing. Similarly, if \( v_i \in V_H \) is a vertex such that \( i \in (Q_v)_0 \), there exists a walk \( w' \) in \( K \) of the form \( v_1 \to \cdots \to v_j \). Since \( H \) is connected, there exists a (potentially empty) walk \( w'' \) between \( v_i \) and \( v_j \). But then by concatenating the walks \( w, w' \) and \( w'' \) it follows that \( K \) is not a directed tree, which is a contradiction.

By the above claim it follows that we have \( \epsilon_j k_{Q_K} \epsilon_i = \epsilon_j k_{Q_H} \epsilon_i \). Using (4.19) one can also check that \( \epsilon_j R_H \epsilon_i = \epsilon_j R_K \epsilon_i \). Next, employing the identifications

\[
C_K (\epsilon_i \Lambda_K, \epsilon_j \Lambda_K) \cong \epsilon_j \Lambda_K \epsilon_i, \quad \text{and}
\]

\[
C_H (\epsilon_i \Lambda_K \boxdot \Lambda_K, \epsilon_j \Lambda_K \boxdot \Lambda_K) \cong C_H (\epsilon_i \Lambda_K, \epsilon_j \Lambda_K) \cong \epsilon_j \Lambda_K \epsilon_i,
\]

we find that the map \( \pi^* \) is given by mapping a path in \( Q_K \) from \( j \) to \( i \) to the corresponding path in \( Q_H \). Since

\[
\epsilon_j \Lambda_K \epsilon_i = \epsilon_j (k_{Q_K} / R_K) \epsilon_i = \epsilon_j (k_{Q_H} / R_H) \epsilon_i = \epsilon_j \Lambda_K \epsilon_i,
\]

the result follows.

Now we are ready to describe the indecomposable objects of \( \mathcal{C} \) as well as the morphisms between them.

**Proposition 4.14.**

(a) Let \( i \in \hat{Q}_0 \). Then the pair \( P(i) = (P(i)_H, p_{HK}) \) where

\[
P(i)_H = \begin{cases} 
\epsilon_i \Lambda_H, & \text{if } i \in (Q_H)_0, \\
0, & \text{otherwise},
\end{cases}
\]

\[
p_{HK} = \begin{cases} 
\delta_{HK}, & \text{if } i \in (Q_H)_0, \\
0, & \text{otherwise},
\end{cases}
\]

defines an indecomposable object in \( \hat{C} \).

(b) We have \( P(i) \cong P(j) \) if and only if \( i = j \).

(c) If \( x \in \hat{C} \) is indecomposable, then \( x \cong P(i) \) for some \( i \in \hat{Q}_0 \).

(d) Let \( i, j \in \hat{Q}_0 \). Then the induced map

\[
\hat{\Phi}_H : \hat{C}(P(i), P(j)) \to C_H (\epsilon_i \Lambda_H, \epsilon_j \Lambda_H)
\]

is bijective for every \( H \) such that \( i, j \in (Q_H)_0 \).

(e) \( \hat{C} \) is locally bounded.

(f) \( \text{mod } \hat{C} \) is locally bounded.

**Proof.**

(a) Let us show first that \( P(i) \) is an indecomposable object in \( \hat{C} \). First let us show that it is an object in the concrete inverse limit \( \hat{C} \), that is, let us check that \( P(i) \) satisfies Definition 3.31. Let \( H, K \in I_G \) with \( H \subseteq K \). If \( i \notin (Q_H)_0 \), then it follows by the definition of \( F_{HK} \) that \( F_{HK} (\epsilon_i \Lambda_K) = 0 \) and so \( p_{HK} = 0 \) is indeed an isomorphism \( F_{HK}(P(i)_K) \to P(i)_H \). If \( i \in (Q_H)_0 \), then \( i \in (Q_K)_0 \) and so \( p_{HK} = \delta_{HK} : F_{HK}(\epsilon_i \Lambda_K) \to \epsilon_i \Lambda_H \) is an isomorphism by definition. It remains to show that (3.31) is satisfied. This follows by a straightforward computation using the fact that both the maps \( \delta_{HK} \) and the natural isomorphism \( h_{HKL} \) were constructed by making canonical choices.

Next let us show that \( P(i) \in \hat{C} \), that is, that \( P(i) \) is firm. By Lemma 4.12 it follows that \( (V(i)) \in I_G \). We set \( T := (V(i)) \). We show that \( T \in I_G \) satisfies the condition of Definition 3.11. Since \( T = (V(i)) \), we have that \( i \in (Q_T)_0 \). Now let \( H \in I_G \) be such that \( T \subseteq H \). We need to show that for all \( a, b \in \mathcal{C}_H \), the induced maps

\[
F_{TH} : C_H (\Phi_H (P(i)), b) \to C_T (F_{TH} \circ \Phi_H (P(i)), F_{TH} (b)), \quad \text{and}
\]

\[
F_{TH} : C_H (a, \Phi_H (P(i))) \to C_T (F_{TH} (a), F_{TH} \circ \Phi_H (P(i)))
\]

are bijective. Let us show that the first map is bijective; the other can be similarly shown to be bijective. Without loss of generality, assume that \( b \) is indecomposable. Then \( b = \epsilon_j \Lambda_H \) for some \( j \in (Q_H)_0 \) and \( \Phi_H (P(i)) = \epsilon_i \Lambda_H \) by definition of \( P(i) \). Hence \( C_H (\Phi_H (P(i)), b) = C_H (\epsilon_i \Lambda_H, \epsilon_j \Lambda_H) \). By Lemma 4.13 the map \( F_{TH} \) is surjective. Moreover, by the same lemma, it is enough to show that if \( C_H (\epsilon_i \Lambda_H, \epsilon_j \Lambda_H) \cong \epsilon_j \Lambda_H \epsilon_i \neq 0 \), then \( j \in (Q_T)_0 \). Assume \( \epsilon_j \Lambda_H \epsilon_i \neq 0 \). Then it follows by Remark 4.10(d) that there exists a vertex \( v \in V_H \) such that \( i, j \in (Q_v)_0 \).
But then \(v \in V(i)\) and so \(i, j \in (Q_T)_0\), as required. This shows that \(P(i)\) is firm and hence \(P(i) \in \mathcal{C}\).

Finally, we need to show that \(P(i)\) is indecomposable. But this follows immediately by Corollary 5.13(c) since for \(H \supset T\) we have \(\Phi_H(P(i)) = \epsilon_i \Lambda_H\), which is indecomposable.

(b) Clearly \(i = j\) implies that \(P(i) \cong P(j)\). On the other hand, if \(P(i) \cong P(j)\), then \(\epsilon_i \Lambda_H \cong \epsilon_j \Lambda_H\) for some \(H \in \mathcal{I}_G\) with \(H > T(i)\) and \(H > T(j)\). But then it follows that \(i = j\) since \(\epsilon_i\) respectively \(\epsilon_j\) are the idempotents corresponding to the vertices \(i\) respectively \(j\) of \(Q_H\).

(c) Now, assume that \(x = (x_H, f_{HK}) \in \mathcal{C}\) is indecomposable. We show that \(x \cong P(i)\) for some \(i \in \hat{Q}_0\). Since \(x\) is firm, there exists \(T = T(x) \in \mathcal{I}_G\) as in Definition 3.11. Let \(T' > T\). By Corollary 3.13(c) we have that \(\Phi_{T'}(x)\) is indecomposable and so \(\Phi_{T'}(x) \cong P(i)\) for some \(i \in (Q_{T'})_0\). We claim that \(x \cong P(i)\). Let \(H \in \mathcal{I}_G\). By taking \(K \in \mathcal{I}_G\) large enough, it is not difficult to show that

\[
\Phi_H(x) \cong F_{HK} \circ \Phi_K(x) = F_{HK}(\epsilon_i \Lambda_K) \cong \begin{cases} 
\epsilon_i \Lambda_H, & \text{if } i \in (Q_H)_0; \\
0, & \text{otherwise}.
\end{cases}
\]

Similarly we pick \(s' : \epsilon_i \Lambda_{T'} \to \epsilon_j \Lambda_{T'}\) to be any isomorphism and we extend it to an isomorphism \(s : x \to P(i)\) which shows that \(x \cong P(i)\).

(d) Since \(P(i)\) is indecomposable, there exists a \(T = T(P(i))\) as in Definition 3.11. Let \(H \in \mathcal{I}_G\) be such that \(i, j \in (Q_H)_0\) and let \(K \in \mathcal{I}_G\) be such that \(K \supset H\) and \(K \supset T\). Then we have the isomorphism \(\Phi_H \cong F_{HK} \circ \Phi_K\) and the induced map

\[\Phi_K : \hat{C}(P(i), P(j)) \to \hat{C}_{K}(\epsilon_i \Lambda_K, \epsilon_j \Lambda_K)\]

is bijective by Lemma 3.10(b). Moreover, the map

\[F_{HK} : \hat{C}_{K}(\epsilon_i \Lambda_K, \epsilon_j \Lambda_K) \to \hat{C}(F_{HK}(\epsilon_i \Lambda_K), F_{HK}(\epsilon_j \Lambda_K)) \cong \hat{C}_H(\epsilon_i \Lambda_H, \epsilon_j \Lambda_H)\]

is bijective by Lemma 4.13(b). It follows that \(\Phi_H\) is bijective, as required.

(e) Since \(\{P(i)\}_{i \in \hat{Q}_0}\) is a complete set of representatives of indecomposable objects in \(\hat{C}\), it is enough to show that for \(i \in \hat{Q}_0\) there are only finitely many \(j \in \hat{Q}_0\) such that \(\hat{C}(P(i), P(j)) \neq 0\) or \(\hat{C}(P(j), P(i)) \neq 0\). Assume that \(\hat{C}(P(i), P(j)) \neq 0\), and let \(H \in \mathcal{I}_G\) be such that \(i, j \in (Q_H)_0\). Then by (b) we have that

\[0 \neq \hat{C}(P(i), P(j)) \cong \hat{C}_H(\epsilon_i \Lambda_H, \epsilon_j \Lambda_H) = \text{Hom}_{\Lambda_H}(\epsilon_i \Lambda_H, \epsilon_j \Lambda_H) \cong \epsilon_j \Lambda_H \epsilon_i,
\]

and so by Remark 4.10(d) there exists a \(v_j \in \mathcal{V}_H\) such that \(i, j \in (Q_{v_j})_0\) and \(\epsilon_j \Lambda_H \epsilon_i \cong \epsilon_j \Lambda_H \epsilon_i\). In particular, we have \(v_j \in V(i)\). Hence \(\hat{C}(P(i), P(j)) \neq 0\) implies that \(j \in \bigcup_{i \in V(i)} (Q_{v_j})_0\).

Since \(V(i)\) is a finite set by Lemma 4.12 and \((Q_{v_j})_0\) is finite by assumption, it follows that \(\{j \in \hat{Q}_0 : \hat{C}(P(i), P(j)) \neq 0\}\) is a finite set. Similarly we show that \(\{j \in \hat{Q}_0 : \hat{C}(P(j), P(i)) \neq 0\}\) is also finite.

(f) Since the map

\[\text{Hom}_{\hat{C}}(\hat{C}(\cdot, P(i)), \hat{C}(\cdot, P(j)) \to \hat{C}(P(i), P(j))\]

defined by \(\eta \mapsto \eta_x(\text{id}_{P(i)})\) is an isomorphism and since \(\hat{C}\) is locally bounded, it follows that \(\text{mod \hat{C}}\) is also locally bounded.

Next we show that we can think of \(\hat{C}\) as the (potentially infinite) quiver with relations obtained by performing the (potentially infinitely many) gluings induced by the edges \(E_G\) of \(G\). Recall that if \(Q\) is a quiver, then the path category \(kQ\) of \(Q\) is the \(k\)-linear category with \(\text{obj}(kQ) = Q_0\), where the morphism space \(k\mathcal{Q}(i, j)\) for \(i, j \in kQ\) is the \(k\)-vector space spanned by all paths from \(i\) to \(j\) in \(Q\), under the assumption that there is a trivial identity path if \(i = j\) and where composition is given by concatenation.

In particular, since \(\mathcal{R}_H \subseteq \mathcal{R}_K\) for \(H \subseteq K\), it is not difficult to see that \(\hat{\mathcal{R}} = \bigcup_{H \in \mathcal{I}_G} \mathcal{R}_H\) is a two-sided ideal of the path category \(kQ\). Hence the \(k\)-linear category \(kQ/\hat{\mathcal{R}}\) is well-defined.
Corollary 4.15. There is an equivalence of categories proj(\(k\mathcal{Q}/\mathcal{R}\)) \(\simeq\) \(\mathcal{C}\).

Proof. Throughout we use the identification \(\text{mod}(k\mathcal{Q}/\mathcal{R}) \simeq \text{rep}(\mathcal{Q}, \mathcal{R})\). We define a functor \(F: \text{mod}\mathcal{C} \to \text{mod}(k\mathcal{Q}/\mathcal{R})\). For a \(\mathcal{C}\)-module \(M \in \text{mod}\mathcal{C}\), we define a representation \(F(M) \in \text{rep}(\mathcal{Q}, \mathcal{R})\) as follows. Let \(i \in \mathcal{Q}_0\). We define \((F(M))_i := M(P(i))\). Let \(\alpha: j \to i\) be an arrow in \(\mathcal{Q}\) and let \(H \in \mathcal{I}_G\) be such that \(i, j \in (Q_H)_0\). Then \(\Phi^{-1}_H(\alpha) \in \mathcal{C}(P(i), P(j))\) is well-defined by Proposition 4.14(d). Moreover, if \(H' \in \mathcal{I}_G\) is another graph such that \(i, j \in (Q_{H'})_0\), then by taking \(K \in \mathcal{I}_G\) with \(H' \subseteq K\) and \(H' \subseteq K\) and using the fact that \(\mathcal{C}\) is a firm source it easily follows that \(\Phi^{-1}_H(\alpha) = \Phi^{-1}_{H'}(\alpha)\) and so \(\Phi^{-1}_H(\alpha)\) is independent of \(K\). We define \((F(M))_i := M(\Phi^{-1}_H(\alpha))\). Next, let \(\eta: M \to N\) be a morphism in \(\text{Hom}_{\mathcal{C}}(M, N)\). We define \((F(\eta))_i : (F(M))_i \to (F(N))_i\) by \((F(\eta))_i := \eta_{P(i)}\).

Our next aim is to prove that \((\text{mod}\mathcal{C}, \Phi_*\mathcal{H}_{H*})\) together with the adjunctions \((\Phi^*_H, \Phi^*_H)\) and \((\Phi_*H, \Phi_*H)\) is a projective target of \((\text{mod}\mathcal{C}, \mathcal{H}_{H*}, \mathcal{H}_{HK*})\). To show this, we need to first show that the functors \(\Phi_H\) are coherent preserving for all \(H \in \mathcal{I}_G\). For this we need to study the functors \(\Phi_H\) and \(\Phi_H^*\). The functor \(\Phi_H^*\) preserves finitely presented modules follows from Proposition 4.14(c).

For the functor \(\Phi_H\), we have to work a bit more. First we have the following two technical lemmas dealing with indecomposable projective modules.

Lemma 4.16. Let \(i \in \mathcal{Q}_0\) and assume that \((V(i)) \subseteq H \subseteq K\) for some \(H, K \in \mathcal{I}_G\). Then the following statements hold.

(a) If \(j \in (Q_K)_0\), then \(\epsilon_i\Lambda_K \epsilon_j = \begin{cases} \epsilon_i\Lambda_H \epsilon_j, & \text{if } j \in (Q_H)_0, \\ 0, & \text{otherwise}. \end{cases}\)

(b) \(F_{HK*}(\epsilon_i\Lambda_H) = \epsilon_i\Lambda_K\).

(c) \(\Phi_{H*}(\epsilon_i\Lambda_H) = \mathcal{C}(\epsilon_i, P(i))\).

Proof. (a) Assume that \(\epsilon_i\Lambda_K \epsilon_j \neq 0\). Then by Remark 4.10(d) there exists a vertex \(v \in V_G\) such that \(i, j \in (Q_v)_0\). In particular, \(v \in V(i) \subseteq H\) and so \(j \in (Q_H)_0\). The result follows by Proposition 4.14(d).

(b) Follows immediately by [ASS06] Lemma 2.4] and Remark 4.10(c).

(c) Notice that we can consider \(\epsilon_i\Lambda_H = M_i\) as a module in \(\text{mod}\mathcal{C}_H\) via the equivalence \(\text{mod}\mathcal{C}_H \simeq \text{mod}(\text{proj} \Lambda_H) \simeq \text{mod}\Lambda_H\). In particular, we have \(M_i(\epsilon_i\Lambda_H) = \epsilon_i\Lambda_H \epsilon_j\). Then let us evaluate both sides of (c) on an indecomposable object \(P(j) \in \mathcal{C}\). By picking \(K\) big enough so that \(j \in (Q_K)_0\) and \(H \subseteq K\) we have by Proposition 4.14(d) that \(\mathcal{C}(P(j), P(i)) \cong \epsilon_i\Lambda_K \epsilon_j\). Then we compute

\[
\Phi_{H*}(\epsilon_i\Lambda_H)(P(j)) = M_i(\Phi_{H*}(P(j))) = \begin{cases} \epsilon_i\Lambda_H \epsilon_j, & \text{if } j \in (Q_H)_0, \\ 0, & \text{otherwise}, \end{cases}
\]

and we see that both sides of (c) agree on objects. Similarly it is easy to see that they agree on morphisms.

Lemma 4.17. Let \(H \in \mathcal{I}_G\) and \(M \in \text{mod}\mathcal{C}_H\). Let \(\bigoplus_{i \in I} (\epsilon_i\Lambda)^{s_i}\) be a projective cover of \(M\) for some \(I \subseteq (Q_H)_0\). If \(K \in \mathcal{I}_G\) is such that \(H \subseteq K\) and \((V(I)) \subseteq K\), then \(\bigoplus_{i \in I} (\epsilon_i\Lambda)^{s_i}\) is a projective cover of \(F_{HK*}(M)\).

Proof. Let \(\text{rad}(M)\) be the radical of \(M\). Then \(M/\text{rad}(M) \cong \bigoplus_{i \in I} (S_H(i))^{s_i}\) where \(S_H(i)\) is the simple representation of \(\Lambda_H\) corresponding to the vertex \(i \in (Q_H)_0\). By [ASS06] Lemma III.2.2] and a direct computation it follows that \(\text{rad}(F_{HK*}(M)) \cong F_{HK*}(\text{rad}(M))\). Since moreover \(F_{HK*}\) is exact and
additive, we have
\[ F_{HK^*}(M) \mod \text{rad}(F_{HK^*}(M)) \cong F_{HK^*}(M) / \text{rad}(M) \]
\[ \cong F_{HK^*}(M / \text{rad}(M)) \]
\[ \cong F_{HK^*}(M) \left( \bigoplus_{i \in I} (Sh(i))^{e_i} \right) \]
\[ \cong \bigoplus_{i \in I} F_{HK^*}(Sh(i))^{e_i} \]
\[ \cong \bigoplus_{i \in I} S_i^{e_i}, \]
from which it follows that \( F_K(M) = \bigoplus_{i \in I} (e_i \Lambda_K)^{e_i} \) is a projective cover of \( F_{HK^*}(M) \).

With this we are ready to prove the main result about the functor \( \hat{\Phi}_{H^*} \).

**Lemma 4.18.** If \( M \in \text{mod} \mathcal{C}_G \), then \( \hat{\Phi}_{H^*}(M) \) is finitely presented.

**Proof.** Let \( P(M) = \bigoplus_{i \in I} (e_i \Lambda_L)^{e_i} \) be a projective cover of \( M \) for some \( I \subseteq (Q_L)_0 \). Let \( K \in \mathcal{I}_G \) be such that \( H \subseteq K \) and \( V(I) \subseteq K. \) Then by Lemma 4.17 we have that \( F_{HK^*}(P(M)) \cong \bigoplus_{i \in I} (e_i \Lambda_H)^{e_i} \) is a projective cover of \( F_{HK^*}(M) \). Let \( p : F_{HK^*}(P(M)) \to F_{HK^*}(M) \) be a minimal epimorphism and let \( N = \ker(p) \). Let \( P(N) = \bigoplus_{j \in J} (e_j \Lambda_K)^{j} \) be a projective cover of \( N \) for some \( J \subseteq (Q_K)_0 \). Let \( L \in \mathcal{I}_G \) be such that \( K \subseteq L \) and \( V(J) \subseteq L. \) Then by Lemma 4.17 we have that \( F_{KL^*}(P(N)) \cong \bigoplus_{j \in J} (e_j \Lambda_L)^{j} \) is a projective cover of \( F_{KL^*}(N) \) and that \( F_{KL^*}(F_{HL^*}(P(M)) \cong \bigoplus_{i \in I} (e_i \Lambda_L)^{e_i} \) is a projective cover of \( F_{KL^*} \circ F_{HK^*}(M) \). It follows that
\[
\bigoplus_{j \in J} (e_j \Lambda_L)^{j} \to \bigoplus_{i \in I} (e_i \Lambda_L)^{e_i} \to F_{KL^*} \circ F_{HK^*}(M) \to 0 \tag{4.24}
\]
is the start of a projective resolution of \( F_{KL^*} \circ F_{HK^*}(M) \). Moreover, for every \( k \in I \cup J \) we have \((\mathcal{C}^*^*, \Lambda^*_L) = C(-, P(k))\) by Lemma 4.16(c). Hence by applying the exact functor \( \hat{\Phi}_{L^*} \) to (4.24) we get the exact sequence
\[
\bigoplus_{j \in J} (\hat{\Phi}^*_L \circ F_{KL^*} \circ F_{HK^*}(M)) \to 0,
\]
which shows that \( \hat{\Phi}_{L^*} \circ F_{KL^*} \circ F_{HK^*}(M) \) is finitely presented. But \( \hat{\Phi}_{L^*} \circ F_{KL^*} \circ F_{HK^*}(M) \cong \hat{\Phi}_{L^*} \circ F_{HL^*}(M) \cong \hat{\Phi}_{H^*}(M) \), and so \( \hat{\Phi}_{H^*}(M) \) is finitely presented.

We are now ready to prove that a gluing system gives rise to an admissible target.

**Proposition 4.19.** Let \((\Lambda_v, P_v, I_v)_{v \in \mathcal{V}_G, c \in \mathcal{E}_G}\) be a gluing system on a directed tree \( G \) and let \((\mathcal{C}, \hat{\Phi}_H, \hat{\Theta}_HK)\) be the firm source of the induced \text{Cat}-inverse system \((\mathcal{C}_H, F_{HK^*}, \theta_{HK^*})\) over \( \mathcal{I}_G \). Then \((\text{mod} \mathcal{C}^*, \Lambda_K, \hat{\Theta}_HK)\) together with the adjunctions \((\hat{\Phi}^*_L, \hat{\Phi}_L^*), (\hat{\Phi}^*_H, \hat{\Phi}_H^*)\) is an admissible target of \((\text{mod} \mathcal{C}_H, F_{HK^*}, \theta_{HK^*})\).

**Proof.** It is enough to check that the conditions of Corollary 3.10 are satisfied. By the equivalences \( \text{mod} \mathcal{C}_H \simeq \text{mod(proj} \Lambda_H) \simeq \text{mod} \Lambda_H, \)
we have that \( \mathcal{C}_H \) is a dualizing \( k \)-variety and by the commutativity of the diagrams
\[
\begin{array}{ccc}
\text{mod} \Lambda_H & \xrightarrow{f_{HK^*}} & \text{mod} \Lambda_K \\
\text{mod} \mathcal{C}_H & \xrightarrow{F_{HK^*}} & \text{mod} \mathcal{C}_K \\
\end{array}
\]
\[
\begin{array}{ccc}
\text{mod} \Lambda_H & \xleftarrow{f_{HK^*}} & \text{mod} \Lambda_K \\
\text{mod} \mathcal{C}_H & \xleftarrow{F_{HK^*}} & \text{mod} \mathcal{C}_K \\
\end{array}
\]
it follows that \( F_{HK^*} \) is a coherent preserving \( k \)-linear functor. Since \( \mathcal{C} \) is locally bounded by Proposition 4.11(e), it follows that \( \mathcal{C} \) is a dualizing \( k \)-variety. Let \( H, K \in \mathcal{I}_G \) with \( H \subseteq K. \) Then \( F_{HK^*} : \mathcal{C}_L \to \)
$C_H$ is dense because if $\epsilon_i A_H$ is an indecomposable object in $C_H$, then $i \in (Q_H)_0 \subseteq (Q_K)_0$ and so $F_{HK}(\epsilon_i A_K) = \epsilon_i A_H$. Moreover, the functor $F_{HK}$ is full by Lemma 4.13. Finally the functor $\Phi_H$ is coherent preserving by Proposition 2.3(c) and Lemma 4.18. □

4.2. $n$-fractured systems of representation-directed algebras. In this section we extend the definition of gluing systems in a way compatible with the notion of fracturings developed in [Vas18] to construct an asymptotically weakly $n$-cluster tilting system. Using Theorem 3.19 we show that this extension of the definition induces an $n$-cluster tilting subcategory in the admissible target determined by the gluing system.

4.2.1. Gluing of $n$-fractured subcategories of representation-directed algebras. Throughout this section let $A$ and $B$ be representation-directed algebras.

We start by recalling the notions of fracturings and $n$-fractured subcategories introduced in [Vas18]. Recall that if $P$ is a left abutment of $A$, then the quiver $P\Delta$ is the same as the Auslander–Reiten quiver $\Gamma(k\overrightarrow{A}_h)$ of $k\overrightarrow{A}_h$. Hence we can formally view direct sums of modules appearing in $P\Delta$ as $k\overrightarrow{A}_h$-modules. With this observation, we have the following definition.

**Definition 4.20.** [Vas18] Definition 3.4] Let $W$ be a maximal left abutment of $A$ of height $h$. Let $T^{(W)}$ be an $A$-module such that all its indecomposable summands are isomorphic to modules appearing in $W\Delta$. Then $T^{(W)}$ is called a fracture if it is a tilting module when viewed as a $k\overrightarrow{A}_h$-module.

Dually we define a fracture $T^{(J)}$ for a maximal right abutment $J$. Before we proceed, let us introduce one more piece of notation. Let $U$ and $V$ be subcategories of a Krull–Schmidt category $A$. We set $U \wedge V$ to be the additive closure of all indecomposable objects $x \in U$ such that $x \notin V$.

Next, we need the notion of a fracturing. A left fracturing of $A$ is an $A$-module constructed in the following way. First, we assign a fracture $T^{(W)}$ to each maximal left abutment $W$ of $A$. Then the direct sum of all these fractures is a left fracturing of $A$. More formally we have the following definition.

**Definition 4.21.** [Vas18] Definition 3.7] A left fracturing $T^L$ of $A$ is an $A$-module of the form

$$T^L = \bigoplus_{W \in P_{\text{max}}(\text{ind})} T^{(W)}$$

where $T^{(W)}$ is a fracture of $W$. We set $\mathcal{P}^L := \{P \setminus P^{\text{en}}, T^L\}$. We define a right fracturing and the subcategory $T^R$ similarly. A fracturing of $A$ is a pair $(T^L, T^R)$ where $T^L$ is a left fracturing and $T^R$ is a right fracturing.

Let $T^L$ be a left fracturing of $A$. For a maximal left abutment $W$ of $A$ and a left abutment $P$ with $P \subseteq W$, we choose a submodule $T^{(P)}$ of $T^{(W)}$ such that $T^{(P)} \in \mathcal{F}_P$ and $T^{(W)} = T^{(P)} \oplus Q$ where no indecomposable direct summand of $Q$ is in $\mathcal{F}_P$. In particular $T^{(P)}$ is isomorphic to the direct sum of all indecomposable summands of $T^{(W)}$ that appear in $P\Delta$. Notice that $T^{(P)}$ is unique up to isomorphism. Similarly we define $T^{(J)}$ for a right abutment $I \leq J$.

Now let $T^L_A$ and $T^L_B$ be left fracturings of $A$ and $B$ respectively. Let $P$ be a left abutment of $A$ and $I$ be a right abutment of $B$ such that $\text{ht}(P) = \text{ht}(I)$ and set $\Lambda = B^{P\Delta} A$. By Remark 4.1(c) the maximal left abutments of $\Lambda$ are either of the form $B\pi_*(W_B)$ for some maximal left abutment $W_B$ of $B$ or, if not, they are of the form $\Lambda\pi_*(W_A)$ for some maximal left abutment $W_A$ of $A$. Moreover, in both cases, it follows by Proposition 4.6 that $B\pi_*(T^{(B)})$ is a fracture of $B\pi_*(W_B)$ and that $\Lambda\pi_*(T^{(A)})$ is a fracture of $\Lambda\pi_*(W_A)$.

Hence if $W_A$ is a maximal left abutment, then we can define a fracture $T^A_{(W_A)}$ of $\Lambda$ by

$$T^A_{(W_A)} := \begin{cases} \Lambda\pi_* (T^{(W_A)}), & \text{if } W_A = B\pi_*(W_B), \\ \Lambda\pi_* (T^{(W_A)}), & \text{otherwise.} \end{cases}$$
Notice that $T_n(W)$ is well-defined by Remark 4.24(c). With this definition we define a left fracturing of $\Lambda$ by setting

$$T^L_n := \bigoplus_{W \in P^\text{mab}_{\text{ind}}} T_n(W).$$

(4.25)

Dually, given right fracturings $T^R$ and $T^R_B$ of $A$ and $B$ we can define a fracture $T_n(J)$ for a maximal right abutment $J_n$ of $\Lambda$ and then define a right fracturing $T^R_n$ of $\Lambda$. Then, by the above considerations it follows that $(T^L_n, T^R_n)$ is a fracturing of $\Lambda$, which we call the gluing of the fracturings $(T^L_A, T^R_A)$ and $(T^L_B, T^R_B)$ at $P$ and $I$ and we denote it by $(T^L_n, T^R_n) = (T^L_B, T^R_B)^{\text{P-Cl}} (T^L_A, T^R_A)$.

Before we give our next definition, we need the following generalization of [Vas19, Theorem 1].

Proposition 4.22. Let $\mathcal{M}$ be a subcategory of mod $A$ and $(T^L, T^R)$ be a fracturing of $A$. Then the conditions (a) and (b) are equivalent.

(a) $\mathcal{P}^L \subseteq \mathcal{M}$, $\tau_n$ and $\tau_n^{-1}$ induce mutually inverse bijections

$$\xymatrix{ \text{ind } (\mathcal{M} \setminus \mathcal{P}^L) \ar[r]^-{\tau_n} & \text{ind } (\mathcal{M} \setminus \mathcal{T}^n). }$$

(b) $\mathcal{P}^L \subseteq \mathcal{M}$.

(b) Let $M \in \text{ind } (\mathcal{M} \setminus \mathcal{P}^L)$. Then $\tau_n(M) \in \mathcal{M}$. Moreover, for every $X \in \text{mod } A$ we have $\text{Ext}_A^{1-i-n-1}(M, X) \neq 0$ if and only if $\text{Ext}_A^{1-i-n-1}(X, \tau_n(M)) \neq 0$. Moreover, for every $Y \in \text{mod } A$ we have $\text{Ext}_A^{1-i-n-1}(Y, N) \neq 0$ if and only if $\text{Ext}_A^{1-i-n-1}(\tau_n^{-1}(N), Y) \neq 0$.

Proof. This is a straightforward generalization of the equivalence of (a) and (b) in [Vas19, Theorem 1] using the fact that $\text{Ext}_A^{1-i-n-1}(T(W), T(W)) = 0$ for every $W \in P^\text{mab}_{\text{ind}}$.

Definition 4.23. [Vas18, Definition 3.10] Assume that $(T^L, T^R)$ is a fracturing of $A$ and let $\mathcal{M}$ be a full subcategory of mod $A$. Then $\mathcal{M}$ is called a $(T^L, T^R, n)$-fractured subcategory if any of the equivalent conditions of Proposition 4.22 hold.

Remark 4.24. This definition generalizes the notion of an $n$-cluster tilting subcategory for representation-directed algebras. In particular $\mathcal{M}$ is an $n$-cluster tilting subcategory if and only if it is $(T^L, T^R, n)$-fractured and $T^L \cong \Lambda$ and $T^R \cong D(\Lambda)$ hold or equivalently if and only if $\mathcal{P}^L = \mathcal{P}$ and $\mathcal{T}^R = \mathcal{T}$. For more details on this, we refer to [Vas19, Theorem 1] and [Vas18, Proposition 3.11].

We also have the following proposition.

Proposition 4.25. Let $(T^L, T^R)$ be a fracturing of $A$ and let $\mathcal{M} \subseteq \text{mod } A$ be a $(T^L, T^R, n)$-fractured subcategory. Then

$$\mathcal{M} = \{ X \in \text{add}\{ \text{mod } A \setminus \text{Sub}(T^L), T^L \} \mid \text{Ext}_A^{1-i-n-1}(X, \mathcal{M}) = 0 \}$$

$$= \{ X \in \text{add}\{ \text{mod } A \setminus \text{Fac}(T^R), T^R \} \mid \text{Ext}_A^{1-i-n-1}(M, X) = 0 \}.$$
For technical reasons, we focus on the case $n \geq 2$ which imposes no restriction since 1-cluster tilting subcategories are trivially classified.

We are interested in knowing when gluing two algebras whose module categories admit $n$-fractured subcategories gives an algebra whose module category also admits an $n$-fractured subcategory for the glued frakturings. The following theorem gives the answer to this question.

**Theorem 4.26.** [Vas18, Theorem 3.16] Let $n \geq 2$. Let $A$ be a representation-directed algebra with a fracturing $(T^L_A, T^R_A)$ and let $\mathcal{M}_A \subseteq \text{mod } A$ be a $(T^L_A, T^R_A, n)$-fractured subcategory. Let $W \in \text{mod } A$ be a maximal left abutment and let $P \in \mathcal{F}_W$ be a left abutment of height $h$. Moreover, let $B$ be a representation-directed algebra with a fracturing $(T^L_B, T^R_B)$ and let $\mathcal{M}_B \subseteq \text{mod } B$ be a $(T^L_B, T^R_B, n)$-fractured subcategory. Let $J \in \text{mod } B$ be a maximal right abutment and let $I \in \mathcal{G}_J$ be a right abutment of height $h$. Set $\Lambda := B^P \Delta^I A$. If $\sum_W \in \mathcal{F}_P$ and $\mathcal{T}^{(I)}_B \in \mathcal{G}_I$ and furthermore

$$\Lambda^{\pi_*} \left( T^P_A \right) \cong \Lambda^{\pi_*} \left( T^I_B \right),$$

then $(T^L_{\Lambda}, T^R_{\Lambda}) = (T^L_B, T^R_B)^{P \Delta^I} (T^L_A, T^R_A)$ is a fracturing of $\Lambda$ and $\mathcal{M}_\Lambda := \{ \Lambda^{\pi_*}(\mathcal{M}_A), \Lambda^{\pi_*}(\mathcal{M}_B) \} \subseteq \text{mod } \Lambda$ is a $(T^L_B, T^R_B, n)$-fractured subcategory.

The easiest case of applying Theorem 4.26 is when both $\mathcal{M}_A$ and $\mathcal{M}_B$ are actual $n$-cluster tilting subcategories and $P$ and $I$ have height 1, that they are simple projective and simple injective modules respectively. In this case, it follows that the assumptions of Theorem 4.26 are trivially satisfied. Furthermore, in this case, it is shown in [Vas18, Corollary 3.17] that $\mathcal{M}_\Lambda$ is an actual $n$-cluster tilting subcategory. For a generalization, see Proposition 5.1.

Let $(\Lambda_v, P_v, I_v)_{v \in V_G} \subseteq \text{mod } \Lambda_v$ be a gluing system. Our next step is to consider for each $v \in V_G$ an $n$-fractured subcategory $\mathcal{M}_v \subseteq \text{mod } \Lambda_v$ such that for every $e : u \to v \in E_G$, the conditions of Theorem 4.26 are satisfied. We give the precise definition, let us introduce one more piece of notation. Let $e : u \to v$ be an arrow in $G$. We denote by $W_e$ the unique (up to isomorphism) maximal left abutment of $\Lambda_v$ such that $P_v \subseteq W_e$. Similarly we denote by $J_e$ the unique (up to isomorphism) maximal right abutment of $\Lambda_u$ such that $I_e \subseteq J_e$.

**Definition 4.27.** Let $n \geq 2$. Let $\mathcal{L} = (\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}$ be a gluing system on a directed tree $G$. For every $v \in V_G$, let $(T^L_v, T^R_v)$ be a fracturing of $\Lambda_v$ and $\mathcal{M}_v$ be a $(T^L_v, T^R_v, n)$-fractured subcategory of $\text{mod } \Lambda_v$. We call $(\mathcal{M}_v)_{v \in V_G}$ an $n$-fractured system of $\mathcal{L}$ if for every arrow $e : u \to v \in E_G$ we have that

1. $\sum_W \in \mathcal{F}_P$, and $\mathcal{T}^{(I)}_B \in \mathcal{G}_I$, and
2. $(u,v)^* \left( T^P_A \right) \cong (u,v)^* \left( T^I_B \right),$

In particular, we have that $(T^L_{(u,v)}, T^R_{(u,v)}) := (T^L_u, T^R_u) \triangle (T^L_v, T^R_v)$ is a fracturing of $\Lambda_{(u,v)}$ and

$$\mathcal{M}_{(u,v)} := \{ (u,v)^* (\mathcal{M}_u), (u,v)^* (\mathcal{M}_v) \} \subseteq \text{mod } \Lambda_{(u,v)}$$

is a $(T^L_{(u,v)}, T^R_{(u,v)}, n)$-fractured subcategory of $\text{mod } \Lambda_{(u,v)}$. If moreover for every $v \in V_G$ we have that

1. For each maximal right abutment $J$ of $\Lambda_v$ such that $T^J_u$ is not injective, there exists one arrow $e \in E_G$ with source $u$ such that $J_e \cong J$, and
2. For each maximal left abutment $W$ of $\Lambda_v$ such that $T^W_v$ is not projective, there exists one arrow $e \in E_G$ with target $v$ such that $W_e \cong W$,

then we say that the $n$-fractured system $(\mathcal{M}_v)_{v \in V_G}$ is complete.

Conditions (i) and (ii) of an $n$-fractured system allow us to glue $n$-fractured subcategories over two arrows in $G$ in any order. More precisely, let $u, v, w \in V_G$ be three vertices such that $(u, v, w)$ is connected. A case by case analysis of the graphs [CT], [C2] and [CS] shows that the two different frakturings obtained depending on the order of the gluing coincide. More generally, if $H \in 1_G$ we denote by $(T^H_H, T^R_H)$ the fracturing of $\Lambda_H$ obtained by repeatedly performing the gluings of frakturings
induced by the edges $E_H$ of $H$ in any order. Similarly we denote by $\mathcal{M}_H$ the $(T^R_H, T^R_H, n)$-fractured subcategory of $\text{mod}\Lambda_H$ defined by $\mathcal{M}_H = \{ H \pi_* (\mathcal{M}_v) | v \in V_H \}$.

If $(\mathcal{M}_v)_{v \in V_G}$ is an $n$-fractured system of a gluing system $\mathcal{L} = (\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}$, we set
\[ \hat{\mathcal{M}} : = \{ \hat{h} \pi_*(\mathcal{M}_v) | v \in V_G \} \subseteq \text{mod} \hat{\mathcal{C}}. \]

Our aim is to show that if the $n$-fractured system $(\mathcal{M}_v)_{v \in V_G}$ is complete, then $\hat{\mathcal{M}}$ is an $n$-cluster tilting subcategory of $\text{mod} \, \hat{\mathcal{C}}$. We start with the following proposition.

**Proposition 4.28.** Let $n \geq 2$, let $\mathcal{L} = (\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}$ be a gluing system on a directed tree $G$ and let $(\mathcal{M}_v)_{v \in V_G}$ be an $n$-fractured system of $\mathcal{L}$.

(a) For every $H \in \mathcal{L}_G$, we have $\text{Ext}^{1}_{\Lambda_H} (\mathcal{M}_H, \mathcal{M}_H) = 0$.

(b) Let $H, K \in \mathcal{L}_G$ with $H \subseteq K$. Then $K_H \pi_* (\mathcal{M}_H) \subseteq \mathcal{M}_K$.

If moreover the system $(\mathcal{M}_v)_{v \in V_G}$ is complete, then the following also hold.

(c) If $M \in \text{mod} \Lambda_H$ and $\text{Ext}^{1}_{\Lambda_H} (K_H \pi_* (M), \mathcal{M}_K) = 0$ for all $K \in \mathcal{L}_G$ with $H \subseteq K$, then $M \in \mathcal{M}_H$.

(d) If $M \in \text{mod} \Lambda_H$ and $\text{Ext}^{1}_{\Lambda_H} (\mathcal{M}_K, K_H \pi_* (M)) = 0$ for all $K \in \mathcal{L}_G$ with $H \subseteq K$, then $M \in \mathcal{M}_H$.

**Proof.** (a) Follows from Proposition 4.25 since $\mathcal{M}_H$ is a $(T_H^R, T_H^R, n)$-fractured subcategory of $\text{mod} \Lambda_H$.

(b) Using (4.21) we have
\[ K_H \pi_* (\mathcal{M}_H) = K_H \pi_* \left( \text{add} \{ K_H \pi_* (\mathcal{M}_v) | v \in V_H \} \right) \]
\[ = \text{add} \{ K_H \pi_* K_H \pi_* (\mathcal{M}_v) | v \in V_H \} \]
\[ = \text{add} \{ K_H \pi_* (\mathcal{M}_v) | v \in V_K \} \]
\[ \subseteq \text{add} \{ K_K \pi_* (\mathcal{M}_v) | v \in V_K \} \]
\[ = \mathcal{M}_K. \]

(c) Let $M \in \text{mod} \Lambda_H$ and assume that for all $K \in \mathcal{L}_G$ with $H \subseteq K$, we have
\[ \text{Ext}^{1}_{\Lambda_K} (M, M) = 0. \]

We show that $M \in \mathcal{M}_H$. By additivity of $\text{Ext}$ and since $\mathcal{M}_H$ is closed under direct sums and summands, we may assume that $M$ is indecomposable. Let $K \in \mathcal{L}_G$ with $H \subseteq K$. Since $K_H \pi_*$ is exact, for all $r \in \{1, \ldots, n-1\}$ we have
\[ \text{Ext}^{1}_{\Lambda_K} (M, M) \cong \text{Ext}^{1}_{\Lambda_K} (K_H \pi_* (M), K_H \pi_* (\mathcal{M}_H)). \]

Since $K_H \pi_* (\mathcal{M}_H) \subseteq \mathcal{M}_K$ by (b), we conclude that $\text{Ext}^{1}_{\Lambda_K} (M, M) = 0$. Hence by Proposition 3.25, it is enough to show that $M \in \text{add} \{ \text{mod} \Lambda_H \setminus \text{Sub}(T^R_H) \}$. Without loss of generality, we assume that $T_0$ and $T_1$ are indecomposable. Indeed, the Auslander–Reiten quiver $\Gamma(\mathcal{A}_h)$ is described in Proposition 4.5. It follows by this description that if no indecomposable summand of $T_0$ has an epimorphism onto $M$ then all morphisms from $T_0$ to $M$ factor through $\text{rad}(M)$; similarly for $T_1$. Then, since $M \notin \text{add}(T^R_H)$, we have $M \neq T_0$ and $M \neq T_1$. Again by the description of $\Gamma(\mathcal{A}_h)$ in Proposition 4.5, it follows that there exists a
nonzero map \( \tau^{-1}(T_0) \rightarrow T_1 \) which does not factor through a projective \( \mathbf{k} \mathbf{A}_h \)-module. Hence by the Auslander–Reiten duality [ASS00, Theorem IV.2.13] we have
\[
\text{Ext}^1_{\mathbf{k} \mathbf{A}_h}(T_1, T_0) \cong \text{Ext}^1_{\mathbf{k} \mathbf{A}_h}(\tau^{-1}(T_0), T_1) \neq 0,
\]
which contradicts the fact that \( T^{(W|n)} \) is a tilting \( \mathbf{k} \mathbf{A}_h \)-module.

Hence indeed \( \text{Ext}^1_{\mathbf{A}_h}(T^{(W|n)}, M) \neq 0 \). In particular there exists a nonprojective indecomposable summand \( T \) of \( T^{(W|n)} \) such that \( \text{Ext}^1_{\mathbf{A}_h}(T, M) \neq 0 \). Let \( \epsilon_h \mathbf{A}_h \) be the projective cover of \( T \) for some \( t \in (QH)_0 \) and set \( K := (V_H, V(t)) \). We now claim that \( K \mathbf{A}_h \pi_*(T) \notin \mathcal{P}_K \).

We again show this claim by assuming instead towards a contradiction that \( K \mathbf{A}_h \pi_*(T) \notin \mathcal{P}_K \).

Then since \( K \mathbf{A}_h \pi_*(T) \) is not projective, it follows that it appears in a fracture \( T^{(W|n)} \) as a nonprojective indecomposable summand. Notice that by construction the maximal left abutment \( W_K \) and the fracture \( T^{(W|n)} \) are of the form \( W_K \cong K \mathbf{A}_h \pi_*(W_{e}) \) and \( T^{(W|n)} \cong K \mathbf{A}_h \pi_*(T^{(W|e)} \) for some vertex \( v \in V_K \) and some maximal left abutment \( W_{e} \) of \( \mathbf{A}_h \). Since \( T^{(W|e)} \) is not projective and since the system is complete, it follows by Definition 1.27(iv) that there exists an arrow \( e \in E_G \) with target \( v \) such that \( W_{e} \cong W_{v} \). Without loss of generality and by Definition 1.27(iii) we can assume that the gluing induced by \( e \) is not trivial. Moreover, by Definition 1.27(ii) we have that \( T^{(W|n)} \in \mathcal{F}_P \). In particular we have \( t \in \text{supp}(T) \subseteq \text{supp}(P_e) \) and so \( s(e) \in V(t) \).

But this contradicts the gluing being nontrivial since \( V(t) \subseteq V_K \).

Hence we have that \( K \mathbf{A}_h \pi_*(T) \notin \mathcal{P}_K \).

Moreover, by exactness of \( K \mathbf{A}_h \pi_* \), we also have
\[
\text{Ext}^1_{\mathbf{A}_h}(K \mathbf{A}_h \pi_*(T), K \mathbf{A}_h \pi_*(M)) \cong \text{Ext}^1_{\mathbf{A}_h}(T, M) \neq 0.
\]

In particular, since \( K \mathbf{A}_h \pi_*(T) \) is in \( \text{ind} \left((\mathcal{M}_K) \setminus \mathcal{P}_K\right) \), we have by Proposition 4.22(b) that
\[
\text{Ext}^{1-n-1}_{\mathbf{A}_h}(K \mathbf{A}_h \pi_*(M), \tau_m K \mathbf{A}_h \pi_*(T)) \neq 0.
\]

But by Proposition 1.22(a2) we have that \( \tau_m K \mathbf{A}_h \pi_*(T) \in \mathcal{M}_K \), which contradicts 1.27. It follows that \( M \in \text{add} \left( \text{mod} \mathbf{A}_h \setminus \text{Sub}(T^{\dag}), T^{\dag} \right) \), as required.

(d) Similar to (c). \( \square \)

The main result of this section is the following theorem.

**Theorem 4.29.** Let \( n \geq 2 \), let \( \mathcal{L} = (\mathcal{L}_v, P_v, L_v)_{v \in V_G} \) be a gluing system on a directed tree \( G \) and let \( (\hat{\mathcal{C}}, \Phi_H, \hat{\Theta}_{HK}) \) be the firm source of the induced \( \text{Cat} \)-inverse system \( (\mathcal{C}_H, \mathcal{F}_{HK}, \theta_{HKL}) \) over \( \text{I}_G \). Let \( (\mathcal{M}_v)_{v \in V_G} \) be a complete \( n \)-fractured system of \( \mathcal{L} \) and identify \( \mathcal{M}_v \) with its equivalent subcategory in \( \text{mod} \mathcal{C}_H \cong \text{mod} \mathbf{A}_h \). Then \( (\mathcal{M}_H) \) is an asymptotically weakly \( n \)-cluster tilting system of \( \text{mod} \mathcal{C}_H, \mathcal{F}_{HKL}, \theta_{HKL} \) and \( \hat{\mathcal{M}} = \left\{ \hat{\Phi}_v(M_v) \mid v \in V_G \right\} \subseteq \text{mod} \hat{\mathcal{C}} \) is an \( n \)-cluster tilting subcategory. If moreover \( G \) is finite, then \( \mathcal{M}_G \) is an \( n \)-cluster tilting subcategory of \( \text{mod} \mathcal{A}_G \).

**Proof.** That \( (\mathcal{M}_H) \) is an asymptotically weakly \( n \)-cluster tilting system of \( \text{mod} \mathcal{C}_H, \mathcal{F}_{HKL}, \theta_{HKL} \) follows immediately by Proposition 4.26. To show that \( \hat{\mathcal{M}} \) is an \( n \)-cluster tilting subcategory it is enough to show that the conditions of Corollary 3.21 are satisfied. We have that \( \text{mod} \hat{\mathcal{C}} \) is locally bounded by Proposition 4.13(i). Finally, for every \( H \in \text{I}_G \) the subcategory \( \mathcal{M}_H \subseteq \text{mod} \mathbf{A}_h \) is functorially finite as it is a subcategory of the module category of a representation-finite algebra.

If \( G \) is finite, then notice that we have \( \hat{Q} = Q_G \) and \( \hat{R} = R_G \). Then, using Corollary 4.15 we have
\[
\text{mod} \hat{\mathcal{C}} \cong \text{mod} \left( \text{proj} \left( \text{mod} (kQ_G/R_G) \right) \right) \cong \text{mod} (kQ_G/R_G) \cong \text{mod} \mathbf{A}_G,
\]
and the above equivalence restricts to an equivalence \( \hat{\mathcal{M}} \cong \mathcal{M}_G \). It follows that \( \mathcal{M}_G \) is an \( n \)-cluster tilting subcategory of \( \text{mod} \mathbf{A}_G \). \( \square \)
5. Applications

In this section we apply the results of Section 4 to produce abelian categories that admit \(n\)-cluster tilting subcategories. In many cases we show how we can obtain actual finite-dimensional algebras such that their module category admits an \(n\)-cluster tilting subcategories.

5.1. Complete \(n\)-fractured systems from \(n\)-cluster tilting subcategories. In this short section we show how we can construct a complete \(n\)-fractured system starting from representation-directed algebras whose module categories admit \(n\)-cluster tilting subcategories.

For a bound quiver algebra \(\Lambda = kQ / \mathcal{R}\) we denote by \(s_\Lambda = s\) the number of sources in the quiver \(Q\) and by \(t_\Lambda = t\) the number of sinks in the quiver \(Q\).

Using Theorem \[12, Corollary 3.17\] we have the following proposition which gives a way of constructing \(n\)-cluster tilting subcategories which generalizes \([\text{Vas}18, Corollary 3.17]\).

**Proposition 5.1.** Let \(G\) be a directed tree and \(n \geq 2\). Let \(\mathcal{L} = (\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}\) be a gluing system on \(G\) such that \(P_v\) and \(I_v\) are simple for every \(e \in E_G\). Let also \(\mathcal{M}_v \subseteq \text{mod} \Lambda_v\) be an \(n\)-cluster tilting subcategory. Then the following statements hold.

(a) The collection \((\mathcal{M}_v)_{v \in V_G}\) is a complete \(n\)-fractured system of \(\mathcal{L}\).

(b) \(\mathcal{M}\) is an \(n\)-cluster tilting subcategory of \(\text{mod} \mathcal{C}\).

(c) If moreover \(G\) is finite, then \(\mathcal{M}_G\) is an \(n\)-cluster tilting subcategory of \(\text{mod} \Lambda_G\).

**Proof.** We only need to prove (a) since then (b) and (c) follow immediately by Theorem \[12, Corollary 3.17\]. We show that the conditions of Definition \[2, Corollary 4.27\] are satisfied for \((\mathcal{M}_v)_{v \in V_G}\). Since \(\mathcal{M}_v\) is an \(n\)-cluster tilting subcategory, it follows that \(\mathcal{M}_v\) is a \((\Lambda_v, D(\Lambda_v), n)\)-fractured subcategory by Remark \[4, Corollary 4.24\]. In particular, every left fracture is either projective or injective and hence conditions (i)-(iv) are trivially satisfied.

**Remark 5.2.** We explain how to find a gluing system that satisfies the assumptions of Proposition 5.1. Let \(G\) be a directed tree and \(n \geq 2\). For each vertex \(v \in V_G\) let \(\Lambda_v = kQ_v / \mathcal{R}_v\) be a representation-directed algebra whose module category admits an \(n\)-cluster tilting subcategory \(\mathcal{M}_v\). Assume that \(\Lambda_v \not\cong k\overrightarrow{A}_1\). Assume moreover that \(t_{\Lambda_v} \geq \delta^-(v)\) and \(s_{\Lambda_v} \geq \delta^+(v)\). Notice that if \(s \in (Q_v)_0\) is a sink, then the simple module \(S(s)\) is a left abutment of \(\Lambda_v\) of height 1. Moreover, since \(\text{supp}(S(s)) = \{s\}\), different sinks of \(Q_v\) correspond to independent left abutments of \(\Lambda_v\). Let \(\{e_1, \ldots, e_{\delta^+(v)}\}\) be the collection of arrows starting at \(v\). Since \(t_{\Lambda_v} \geq \delta^-(v)\), it follows there exists a set \(\{s_1, \ldots, s_{\delta^-(v)}\}\) of sinks in \(Q_v\) with \(s_i \neq s_j\) for \(i \neq j\). Set \(P_v := S(s_i)\) for \(1 \leq i \leq \delta^-(v)\). By construction we have that \(\{P_v, I_v\}_{i=1}^{\delta^+(v)}\) is an independent collection of simple left abutments of \(\Lambda_v\). Similarly if \(\{e'_1, \ldots, e'_{\delta^+(v)}\}\) is the collection of arrows starting at \(v\), we can construct an independent collection \(\{I_v, I'_{i=1}^{\delta^+(v)}\}\) of simple right abutments of \(\Lambda_v\).

We claim that the triple \(\mathcal{L} = (\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}\) is a gluing system on \(G\). We check that the conditions of Definition \[2, Corollary 4.27\] are satisfied. Condition (i) is satisfied by construction. Condition (ii) is satisfied since each abutments is simple and hence of height 1. Finally condition (iii) is satisfied since \(\Lambda_v \not\cong k\overrightarrow{A}_1\), and hence no gluing is trivial. Clearly \(\mathcal{L}\) satisfies the assumptions of Proposition 5.1.

Notice that to apply Remark 5.2 for any directed tree \(G\), we need as an input bound quiver algebras whose module categories admit \(n\)-cluster tilting subcategories and such that their quiver has an arbitrary number of sinks and sources. We construct such families of examples in Section 5.2.

5.2. Gluings and orbit categories. Let \(n \geq 2\). Let \((\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G}\) be a gluing system on a directed tree \(G\) and let \((\mathcal{M}_v)_{v \in V_G}\) be a complete \(n\)-fractured system of \(\mathcal{L}\). By Corollary \[4, Corollary 4.16\] we have the equivalence \(\mathcal{C} \simeq \text{proj}(kQ / \mathcal{R})\) and by Theorem \[12, Corollary 4.29\] we have that \(\mathcal{M} \subseteq \text{mod} \mathcal{C}\) is an \(n\)-cluster tilting subcategory. In general, the quiver \(Q\) is infinite and hence \(\mathcal{M}\) cannot be realized as the \(n\)-cluster tilting subcategory of the module category of a finite-dimensional algebra. However, by taking our gluing system to have sufficient symmetry, we construct an orbit category \(\mathcal{C} / \mathcal{Z}\) such that \(\text{mod}(\mathcal{C} / \mathcal{Z}) \simeq \text{mod} \Lambda\), where \(\Lambda\) is a finite-dimensional algebra which is not necessarily representation-directed. Furthermore,
Let $\mathcal{C}$ be a skeletally small $k$-linear category and let $\mathcal{G}$ be a group. A \emph{(k-linear) $\mathcal{G}$-action} on $\mathcal{C}$ is a collection $\{F_g \in \text{Aut}(\mathcal{C}) \mid g \in \mathcal{G}\}$ of (k-linear) automorphisms $F_g : \mathcal{C} \to \mathcal{C}$ such that $F_g \circ F_h = F_{gh}$ for all $g, h \in \mathcal{G}$. Notice that a $\mathcal{G}$-action on $\mathcal{C}$ induces a $\mathcal{G}$-action on $\text{mod}\mathcal{C}$ via the collection $\{F_g : \text{mod}\mathcal{C} \to \text{mod}\mathcal{C} \mid g \in \mathcal{G}\}$. For simplicity we write $g(x)$ instead of $F_g(x)$ for $x \in \mathcal{C}$ and we write $g_*(M)$ instead of $F_{g*}(M)$ for $M \in \text{mod}\mathcal{C}$. If $\mathcal{C}$ is also a Krull–Schmidt category, a $\mathcal{G}$-action on $\mathcal{C}$ is called \emph{admissible} if $g(x) \not \sim x$ for every $x \in \text{ind}\mathcal{C}$ and $g \in \mathcal{G} \setminus \{1\}$. A subcategory $\mathcal{U}$ of $\text{mod}\mathcal{C}$ is called $\mathcal{G}$-equivariant if $g_*(\mathcal{U}) = \mathcal{U}$ for all $g \in \mathcal{G}$.

Let $\mathcal{C}$ be a locally bounded $k$-linear Krull–Schmidt category and $\mathcal{G}$ a group acting admissibly on $\mathcal{C}$. The \emph{orbit category} $\mathcal{C}/\mathcal{G}$ is the category given by the following data.

- The objects of $\mathcal{C}/\mathcal{G}$ are the objects of $\mathcal{C}$, that is $\text{obj}(\mathcal{C}/\mathcal{G}) := \text{obj}(\mathcal{C})$.
- Morphisms in $\mathcal{C}/\mathcal{G}$ between $x \in \mathcal{C}/\mathcal{G}$ and $y \in \mathcal{C}/\mathcal{G}$ are collections of morphisms between $x \in \mathcal{C}$ and $g(y) \in \mathcal{C}$, that is $\mathcal{C}(x, y) := \bigoplus_{g \in \mathcal{G}} \mathcal{C}(x, g(y))$.
- Composition of morphisms for $a = (a_g)_{g \in \mathcal{G}} \in \mathcal{C}/\mathcal{G}(x, y)$ and $b = (b_g)_{g \in \mathcal{G}} \in \mathcal{C}/\mathcal{G}(y, z)$ is defined in the following way. First, for every $h \in \mathcal{G}$ we have a morphism $a_h : x \to h(y)$. Next for every $g \in \mathcal{G}$ we have a morphism $b_{h^{-1}g} : y \to h^{-1}g(z)$. Acting by $h$ on the morphism $b_{h^{-1}g}$ we get a morphism $h(b_{h^{-1}g}) : h(y) \to h(h^{-1}g(z)) = g(z)$. Then we set

$$(ba)_g := \sum_{h \in \mathcal{G}} h(b_{h^{-1}g}) a_h : x \to g(z),$$

and so $ba \in \mathcal{C}/\mathcal{G}(x, z)$.

The natural functor $F : \mathcal{C} \to \mathcal{C}/\mathcal{G}$ induces the usual adjoint pair $(F^*, F_*)$ with $F^* : \text{Mod}(\mathcal{C}/\mathcal{G}) \to \text{Mod}\mathcal{C}$ and $F_* : \text{Mod}\mathcal{C} \to \text{Mod}(\mathcal{C}/\mathcal{G})$. As usual, the functor $F^*$ restricts to a functor between the categories of finitely presented modules and moreover, in this case, the functor $F^*$ is also exact. We warn the reader that we use the opposite notation of [DI20], where the left adjoint is denoted by $F_*$ and the right adjoint by $F^*$.

We now recall one of the main results of [DI20].

**Theorem 5.3.** [DI20, Corollary 2.15] Let $\mathcal{C}$ be a locally bounded $k$-linear Krull–Schmidt category and $\mathcal{G}$ a free abelian group of finite rank acting admissibly on $\mathcal{C}$. If $\mathcal{M} \subseteq \text{mod}\mathcal{C}$ is a locally bounded $\mathcal{G}$-equivariant $n$-cluster tilting subcategory, then $F^*(\mathcal{M}) \subseteq \text{mod}(\mathcal{C}/\mathcal{G})$ is a locally bounded $n$-cluster tilting subcategory.

To apply Theorem 5.3 we introduce the following notion.

**Definition 5.4.** Let $n \geq 2$ and let $\Lambda = kQ/R$ be a representation-directed algebra with a fracturing $(T^L, T^R)$ and a $(T^L, T^R, n)$-fractured subcategory $\mathcal{M}$.

(a) A pair $(W, J)$ of $\Lambda$-modules is called a \emph{fractured pair} (with respect to the fracturing $(T^L, T^R)$) if the following conditions hold.

(i) $W$ is a maximal left abutment of $\Lambda$.
(ii) If $W'$ is a maximal left abutment of $\Lambda$ with $W \not \sim W'$, then $T^{(W')}$ is projective.
(iii) $J$ is a maximal right abutment of $\Lambda$.
(iv) If $J'$ is a maximal right abutment of $\Lambda$ with $J \not \sim J'$, then $T^{(J')}$ is injective.

(b) Let $(W, J)$ be a fractured pair of $\Lambda$. A pair $(P, I)$ of $\Lambda$-modules is called a \emph{compatible pair} for the fractured pair $(W, J)$ if the following conditions hold.

(i) $P$ is a left abutment of $\Lambda$ such that $P \leq W$.
(ii) $\bigoplus (W) \in \mathcal{F}_P$.
(iii) $I$ is a right abutment of $\Lambda$ such that $I \leq J$.
(iv) $T^{(I)} \in \mathcal{G}_I$.
(v) We have $\text{ht}(P) = \text{ht}(I)$ and, furthermore, $\pi^*_P (T^{(P)}) \cong \pi^*_I (T^{(I)})$. 

(c) $\Lambda$ is called \textit{n-self-gluable} if there exists a fractured pair $(W,J)$ and a compatible pair $(P,I)$ of $(W,J)$.

\textbf{Example 5.5.} Any representation-directed algebra such that its module category admits an $n$-cluster tilting subcategory is $n$-self-gluable. Indeed, let $\Lambda$ be a representation-directed algebra such that mod $\Lambda$ admits an $n$-cluster tilting subcategory $\mathcal{M}$. In particular, the subcategory $\mathcal{M}$ is a $(\Lambda,D(\Lambda),n)$-fractured subcategory. Let $W$ be a maximal left abutment of $\Lambda$ and let $J$ be a maximal right abutment of $\Lambda$. It then follows trivially that $(W,J)$ is a fractured pair. Moreover, let $P \leq W$ be a simple left abutment of $\Lambda$ and $I \leq J$ be a simple right abutment of $\Lambda$. Again it follows trivially that $(P,I)$ is a compatible pair. In particular, the algebra $\Lambda$ is $n$-self-gluable.

Let $\Lambda = kQ/\mathcal{R}$ be an $n$-self-gluable algebra. For each integer $z \in \mathbb{Z}$ let $Q[z]$ be a copy of $Q$ with vertices and arrows labelled as follows.

$$(Q[z])_0 = \{i[z] \mid i \in Q_0\},$$

$$(Q[z])_1 = \{\alpha[z] : i[z] \rightarrow j[z] \mid \alpha \in Q_1 \text{ with } i \rightarrow j\}.$$

Denote by $\mathcal{R}[z]$ the ideal of $kQ[z]$ corresponding to the ideal $\mathcal{R}$ of $kQ$. We set $\Lambda[z] := kQ[z]/\mathcal{R}[z]$. For a module $M \in \text{mod } \Lambda$ denote the corresponding module in mod $\Lambda[z]$ by $M[z]$. In particular, for the $(T^L,T^R,n)$-fractured subcategory $\mathcal{M} \subseteq \text{mod } \Lambda$ we have that the corresponding subcategory $\mathcal{M}[z] \subseteq \text{mod } \Lambda[z]$ is a $(T^L[z],T^R[z],n)$-fractured subcategory.

\textbf{Proposition 5.6.} Let $\Lambda = kQ/\mathcal{R}$ be an $n$-self-gluable algebra and $(W,J)$ a fractured pair of $\Lambda$ with a compatible pair $(P,I)$ and assume that $\Lambda \not\cong k\hat{A}_h$. Let $G = \hat{A}_\infty$ be the graph

$$\cdots \xrightarrow{\alpha_3} -2 \xrightarrow{\alpha_2} -1 \xrightarrow{\alpha_1} 0 \xrightarrow{\alpha_0} 1 \xrightarrow{\alpha_1} 2 \xrightarrow{\alpha_2} \cdots.$$

Then $V_G = \mathbb{Z}$ and for every $z \in \mathbb{Z}$ set $\Lambda_z := \Lambda[z]$, $I_{\alpha_z} := I[z]$, $P_{\alpha_z} := P[z+1]$ and $\mathcal{M}_z := \mathcal{M}[z]$. Then $\Lambda_\infty := (\Lambda_z, I_{\alpha_z}, P_{\alpha_z})_{z \in \mathbb{Z}}$ is a gluing system on $G$ and $(\mathcal{M}_z)_{z \in \mathbb{Z}}$ is a complete $n$-fractured system of $\Lambda_\infty$.

\textit{Proof.} To show that $\Lambda_\infty$ is a gluing system, we show that the conditions of Definition 4.8 are satisfied. Condition (i) is satisfied trivially since every vertex of $v \in V_G$ has $\delta^+(v) = \delta^-(v) = 1$. Condition (ii) is satisfied since by Definition 5.4(ii) we have

$$\text{ht}(I_{\alpha_z}) = \text{ht}(I[z]) = \text{ht}(I) = \text{ht}(P) = \text{ht}(P[z+1]) = \text{ht}(P_{\alpha_z}).$$

Condition (iii) is satisfied since $\Lambda \not\cong k\hat{A}_h$.

To show that $(\mathcal{M}_z)_{z \in \mathbb{Z}}$ is a complete $n$-fractured system, we show that the conditions of Definition 4.27 are satisfied. Conditions (i) and (ii) follow immediately by Definition 5.3(ii). Moreover, by Definition 5.3(i), we have that $(W,J)$ is a fractured pair of $\Lambda$. It follows that $(W[z],J[z])$ is a fractured pair of $\Lambda[z]$ for every $z \in \mathbb{Z}$. In particular there is at most one maximal left abutment of $\Lambda[z]$ with a nonprojective fracturing, namely $W[z]$, and there is at most one maximal right abutment of $\Lambda[z]$ with a noninjective fracture, namely $J[z]$. Since $W_{\alpha_z} \cong W[z+1]$ and $J_{\alpha_z} \cong J[z]$, conditions (iii) and (iv) are satisfied.

For the rest of this section we fix an $n$-self-gluable algebra $\Lambda \not\cong k\hat{A}_h$ and let $G$, $\Lambda_\infty$ and $(\mathcal{M}_z)_{z \in \mathbb{Z}}$ be as in Proposition 5.6. We write $(\hat{\mathcal{C}}, \Phi_H, \Theta_H^K)$ for the firm source of the induced $\text{Cat}$-inverse system $(\mathcal{C}_H,F_{HK},\theta_{HKL})$ over $\mathbb{Z}_G$ and we have

$$\hat{\mathcal{M}} = \text{add} \left\{ \Phi_z(\mathcal{M}[z]) \mid z \in \mathbb{Z} \right\} \subseteq \text{mod } \hat{\mathcal{C}}.$$
Let us now study the quiver $\dot{Q}$ and the ideal $\dot{R}$. The infinite quiver $\dot{Q}$ is obtained by performing all the gluings induced by the arrows in $G$. Since $P$ and $I$ are abutments of $\Lambda$ of height $h$, we have that $Q$ has the form

$$\begin{align*}
\dot{Q}_L & \xrightarrow{\alpha_1} Q_1 & Q_1 & \xrightarrow{\alpha_2} Q_2 & \cdots & \xrightarrow{\alpha_{h-2}} Q_{h-1} & \xrightarrow{\alpha_{h-1}} Q_h.
\end{align*}$$

(5.1)

and the form

$$\begin{align*}
i_1 & \xrightarrow{\beta_1} i_2 & \xrightarrow{\beta_2} i_3 & \cdots & \xrightarrow{\beta_{h-2}} i_{h-1} & \xrightarrow{\beta_{h-1}} i_h
\end{align*}$$

Q_R

(5.2)

where $P = P(p_1)$ and $I = I(i_h)$. It follows that supp($P$) = \{p_1, \ldots, p_h\} and supp($I$) = \{i_1, \ldots, i_h\}. In particular, the only case where supp($I$) ∩ supp($P$) ≠ ∅ is if $Q$ is $\dot{A}_{h'}$ for some $h' \geq h$. For simplicity let us assume that $Q \neq \dot{A}_{h'}$; the case $Q = \dot{A}_{h'}$ can be considered in the same way. Since supp($I$) ∩ supp($P$) = ∅, we can draw the quiver $Q$ more abstractly as

\[
\begin{array}{c}
Q'
\end{array}
\]

where $Q'$ is not empty and the left $\longrightarrow$ corresponds to the full subquiver of $Q$ with vertex set \{i_1, \ldots, i_h\} and the right $\longrightarrow$ corresponds to the full subquiver of $Q$ with vertex set \{p_1, \ldots, p_h\}.

Then the quiver $\dot{Q}$ has the form

\[
\begin{array}{cccccccc}
\cdots & Q'[-2] & Q'[-1] & Q'[0] & Q'[1] & Q'[2] & \cdots
\end{array}
\]

For two integers $a, b \in \mathbb{Z}$ with $a \leq b$ we denote by $[a, b]$ the integer interval $\{z \in \mathbb{Z} \mid a \leq z \leq b\}$. In particular, we have $\mathbb{I}_G = \{[a, b] \mid a \leq b\}$. We set $Q[a, b] := Q[\{a, b\}]$, $R[a, b] := R[\{a, b\}]$ and $\Lambda[a, b] := \Lambda[\{a, b\}]$. Notice that this notation agrees with our previous notation, since $\Lambda[a, a] = \Lambda[a]$. By definition the ideal $R[a, b]$ is generated by all elements in $R[z]$ for $z \in [a, b]$ as well as all paths from $Q'[z]$ to $Q'[z+1]$ for $z \in [a, b-1]$. The ideal $\mathcal{R}$ is then equal to $\mathcal{R} = \bigcup_{a \leq b} R[a, b]$. It follows that $\mathcal{R}$ is generated by all elements in $R[z]$ for $z \in \mathbb{Z}$ as well as all paths from $Q'[z]$ to $Q'[z+1]$ for all $z \in \mathbb{Z}$. In particular there is a canonical isomorphism $[z] : \Lambda[a, b] \to \Lambda[a + z, b + z]$ for all $z \in \mathbb{Z}$.

Moreover, for $k \in \mathbb{Z}$ we have an isomorphism of categories $[k] : k\dot{Q}/\mathcal{R} \to k\dot{Q}/\mathcal{R}$ given by moving a path $k$-steps to the right in $\dot{Q}$. In particular this isomorphism induces an isomorphism $[k] : \text{proj}(k\dot{Q}/\mathcal{R}) \to \text{proj}(k\dot{Q}/\mathcal{R})$.

**Lemma 5.8.** The collection $\{[k] \in \text{Aut}(\text{proj}(k\dot{Q}/\mathcal{R}))\}$ is an admissible $\mathbb{Z}$-action on $\text{proj}(k\dot{Q}/\mathcal{R})$.

**Proof.** It is easy to see that the collection $\{[k] \in \text{Aut}(\text{proj}(k\dot{Q}/\mathcal{R}))\}$ is a $\mathbb{Z}$-action on $\text{proj}(k\dot{Q}/\mathcal{R})$. Moreover this action is admissible since

$$[k](P(i[z])) = P(i[z + k]) \cong P(i[z])$$

implies that $i[z + k] = i[z]$, which is true if and only if $k = 0$ since $\Lambda \neq k\dot{A}_{h'}$. \qed
Let \( \mathcal{C} \subset \text{mod} \hat{\mathcal{C}} \) be the admissible \( \mathbb{Z} \)-action on \( \hat{\mathcal{C}} \) induced by \( \{ [k] \in \text{Aut}(\text{proj}(k\hat{Q}/\hat{R})) \mid k \in \mathbb{Z} \} \) that is compatible with the equivalence \( \hat{\mathcal{C}} \simeq \text{proj}(k\hat{Q}/\hat{R}) \) in Corollary 4.10.

**Lemma 5.9.** The subcategory \( \hat{\mathcal{M}} \subset \text{mod} \hat{\mathcal{C}} \) is \( \mathbb{Z} \)-equivariant.

**Proof.** Viewing \( \hat{\mathcal{C}} \)-modules as representations of \( \hat{Q} \) bound by \( \hat{R} \), we have that a \( \hat{\mathcal{C}} \)-module is of the form \( \mathcal{M}[z] \) for some \( \mathcal{M} \in \text{mod} \hat{\Lambda} \) and some \( z \in \mathbb{Z} \). Let \( \mathcal{M}[z] \in \text{mod} \hat{\mathcal{C}} \). It is easy to show that for every \( k \in \mathbb{Z} \) we have \( F_k (\Phi_{z+k}(\mathcal{M}[z])) \cong \Phi_{z-k}(\mathcal{M}[z-k]) \) by evaluating both sides. Since \( \hat{\mathcal{M}} = \text{add} \{ \Phi_{z+k}(\mathcal{M}[z]) \mid z \in \mathbb{Z} \} \), it immediately follows that \( \hat{\mathcal{M}} \) is \( \mathbb{Z} \)-equivariant. \( \square \)

**Corollary 5.10.** The subcategory \( F^*(\hat{\mathcal{M}}) \simeq \hat{\mathcal{M}} / \mathbb{Z} \subset \text{mod}(\hat{\mathcal{C}} / \mathbb{Z}) \) is a locally bounded \( n \)-cluster tilting subcategory.

**Proof.** We show that the conditions of Theorem 5.3 are satisfied for \( \mathcal{C} = \hat{\mathcal{C}} \), \( \mathcal{G} = \mathbb{Z} \) and \( \hat{\mathcal{M}} = \hat{\mathcal{M}} \). The category \( \hat{\mathcal{C}} \) is a locally bounded \( \hat{k} \)-linear Krull–Schmidt category by Corollary 3.4. The free abelian group \( \mathbb{Z} \) acts admissibly on \( \hat{\mathcal{C}} \) by Lemma 5.5. The subcategory \( \hat{\mathcal{M}} \subset \text{mod} \hat{\mathcal{C}} \) is locally bounded by Proposition 4.1(c). The subcategory \( \hat{\mathcal{M}} \) is an \( n \)-cluster tilting subcategory of \( \text{mod} \hat{\mathcal{C}} \) by Corollary 5.7. The subcategory \( \hat{\mathcal{M}} \) is \( \mathbb{Z} \)-equivariant by Lemma 5.9. Hence \( F^*(\hat{\mathcal{M}}) \) is a locally bounded \( n \)-cluster tilting subcategory. Finally, the equivalence \( F^*(\hat{\mathcal{M}}) \simeq \hat{\mathcal{M}} / \mathbb{Z} \) follows by [DI20, Lemma 3.5(c)]. \( \square \)

We can realize the category \( \text{mod}(\hat{\mathcal{C}} / \mathbb{Z}) \) as the module category of a finite-dimensional algebra. Recall the form of \( \hat{Q} \) from (5.1) and (5.2). Consider the equivalence relation \( \sim_n \) on \( Q_0 \) generated by \( i_k \sim_n p_k \) for \( 1 \leq k \leq h \) and the equivalence relation \( \sim_1 \) on \( Q_1 \) generated by \( \alpha_k \sim_1 \beta_k \) for \( 1 \leq k \leq h-1 \). Let \( \tilde{Q} \) be the quiver with \( \tilde{Q}_0 = Q_0 / \sim_n \) and \( \tilde{Q}_1 = Q_1 / \sim_1 \), that is \( \tilde{Q} \) has the form

\[
\begin{array}{c}
\alpha_{h-1} = \beta_{h-1} \\
p_{h-1} = i_{h-1} \\
\alpha_{h-2} = \beta_{h-1} \\
p_{h-2} = i_{h-2} \\
\vdots \\
p_3 = i_3 \\
\alpha_2 = \beta_2 \\
p_2 = i_2 \\
p_1 = i_1 \\
\end{array}
\]

In particular for a path in \( Q \), we can consider the corresponding path in \( \tilde{Q} \). Let \( \tilde{R} \) be the ideal of \( k\tilde{Q} \) generated by all elements in \( R \), viewed as elements in \( k\tilde{Q} \), together with all paths of the form \( \gamma \alpha_1 \ldots \alpha_{h-1} \gamma' \) with \( \gamma \) and \( \gamma' \) arrows in \( \tilde{Q} \). In other words, the ideal \( \tilde{R} \) is generated by all elements in \( \tilde{R} \) and all paths that start at \( Q' \), go through the vertices \( p_1, \ldots, p_h \) and end up at \( Q' \) again. Set \( \tilde{\Lambda} = k\tilde{Q}/\tilde{R} \).

**Proposition 5.11.** Let \( D := k\tilde{Q}/\tilde{R} \). There is an equivalence of categories \( \text{proj}(D / \mathbb{Z}) \simeq \hat{\mathcal{C}} / \mathbb{Z} \).

**Proof.** First observe that by Corollary 4.15 we have an equivalence of categories \( \text{proj}(D) \simeq \hat{\mathcal{C}} \) which is compatible with the action of \( \mathbb{Z} \) on both sides by construction. Hence it is enough to show that \( \text{proj}(D) / \mathbb{Z} \simeq \text{proj}(D/\mathbb{Z}) \). The Yoneda embedding \( h_D : D \to \text{proj}(D) \) induces a bijection \( \text{obj}(D) \simeq \text{ind}(\text{proj}(D)) \), which in turn induces a bijection \( \text{obj}(D / \mathbb{Z}) \simeq \text{ind}(\text{proj}(D / \mathbb{Z})) = \text{ind}(\text{proj}(D)/\mathbb{Z}) \). On the other hand the Yoneda embedding \( h_{D/\mathbb{Z}} \) induces a bijection \( \text{obj}(D / \mathbb{Z}) \simeq \text{ind}(\text{proj}(D / \mathbb{Z})) \). It follows that there is a bijection \( \text{ind}(\text{proj}(D / \mathbb{Z})) \simeq \text{ind}(\text{proj}(D / \mathbb{Z})) \) which induces an equivalence of categories \( \text{proj}(D) / \mathbb{Z} \simeq \text{proj}(D / \mathbb{Z}) \). \( \square \)

**Corollary 5.12.** There is an equivalence of categories \( \text{mod} \tilde{\Lambda} \simeq \text{mod}(\hat{\mathcal{C}} / \mathbb{Z}) \). In particular \( \text{mod} \tilde{\Lambda} \) admits an \( n \)-cluster tilting subcategory \( \hat{\mathcal{M}} \).
Proof. This equivalence can be obtained by Proposition \ref{prop:equivalence} via
\[ \text{mod}\, \tilde{\Lambda} \cong \text{mod}\,(\text{proj}\,(D/Z)) \cong \text{mod}\,((\text{proj}\,D)/Z) \cong \text{mod}(\hat{\mathcal{C}}/\mathbb{Z}). \]
Then mod \( \tilde{\Lambda} \) admits an \( n \)-cluster tilting subcategory by Corollary \ref{cor:n-cluster}.

Corollary 5.13. Let \( \Lambda \) be a representation-directed algebra whose module category admits an \( n \)-cluster tilting subcategory \( \mathcal{M} \). Let \( W \) be any maximal left abutment of \( \Lambda \) and let \( J \) be any maximal right abutment of \( \Lambda \). Let \( P \leq W \) be a simple left abutment and \( I \leq J \) be a simple right abutment. Then \( \Lambda \) is \( n \)-self-gluable and \( \tilde{\Lambda} \) admits an \( n \)-cluster tilting subcategory of mod \( \tilde{\Lambda} \).

Proof. Follows immediately by Example \ref{ex:gluing} and Corollary \ref{cor:gluing}

5.3. Simultaneous double gluings. In this section we describe a special case of a gluing coming from an orbit category. As a motivation, recall that our gluing operation takes us input two bound quiver algebras \( A \) and \( B \) where the quivers are of the form

\[
\begin{array}{c}
\overset{L}{Q_A} \xrightarrow{L'} \overset{L'}{Q_B}
\end{array}
\]

where \( L = L' = \tilde{A}_h \) and there are no relations in the subquivers \( L \) and \( L' \) and returns a new bound given quiver algebra \( \Lambda = kQ_A/R_A \) where the quiver is

\[
\begin{array}{c}
\overset{L}{Q_A} \xrightarrow{L'} \overset{L'}{Q_B}
\end{array}
\]

and \( R_A \) is generated by \( R_A \cup R_B \) together with all paths from \( Q^L_A \) to \( Q^R_B \). In this section we generalize the above situation to the situation of taking as inputs two bound quiver algebras \( A \) and \( B \) where the quivers are of the form

\[
\begin{array}{c}
\overset{L_1}{Q_A} \xrightarrow{L_2} \overset{L_2}{Q_B}
\end{array} \text{ and } \begin{array}{c}
\overset{L_1'}{Q_A} \xrightarrow{L_2'} \overset{L_2'}{Q_B}
\end{array}
\text{ or } \begin{array}{c}
\overset{L_1}{Q_A} \xrightarrow{L_2} \overset{L_2}{Q_B}
\end{array} \text{ and } \begin{array}{c}
\overset{L_1'}{Q_A} \xrightarrow{L_2'} \overset{L_2'}{Q_B}
\end{array}
\]

where \( L_1 = L_1' = \tilde{A}_{h_1}, L_2 = L_2' = \tilde{A}_{h_2} \) and there are no relations in the subquivers \( L_1, L_1', L_2 \) and \( L_2' \) and returning a new bound quiver algebra \( \Lambda = k\tilde{Q}/\tilde{R} \) where \( \tilde{Q} \) is

\[
\begin{array}{c}
\overset{L_1}{Q_A} \xrightarrow{L_2} \overset{L_2}{Q_B}
\end{array} \text{ or, respectively, } \begin{array}{c}
\overset{L_1}{Q_A} \xrightarrow{L_2} \overset{L_2}{Q_B}
\end{array}
\]

and \( \tilde{R} \) is generated by \( R_A \cup R_B \) together with all paths from \( Q^L_A \) to \( Q^R_B \) and all paths from \( Q^R_B \) to \( Q^L_A \). Our aim is to show that if mod \( A \) and mod \( B \) admit \( n \)-fractured subcategories that are sufficiently compatible with the above gluings, then mod \( \tilde{\Lambda} \) admits an \( n \)-cluster tilting subcategory.

To make the above notions more precise, let \( A = kQ_A/R_A \) and \( B = kQ_B/R_B \) be two bound quiver algebras as above in the case where \( L_2 \) has a source and \( L_2' \) has a sink; the other case can be dealt with similarly. Let us call \( P_1 \) and \( P_2 \) the left abutments of \( A \) with support \( (L_1)_0 \) and \( (L_2)_0 \) respectively and \( I_1 \) and \( I_2 \) the right abutments of \( B \) with support \( (L_1')_0 \) and \( (L_2')_0 \). Notice that these abutments are in general not maximal; let us call \( W_1 \) and \( W_2 \) the maximal left abutments of \( A \) with \( P_1 \leq W_1 \) and \( P_2 \leq W_2 \) and let us call \( J_1 \) and \( J_2 \) the maximal right abutments of \( B \) with \( I_1 \leq J_1 \) and \( I_2 \leq J_2 \). By
the assumption $L_1 = L'_1$, we can perform the gluing $\Lambda_1 = B^{\frac{P_1}{A_1}} A$ where $\Lambda_1 = kQ_{\Lambda_1}/R_{\Lambda_1}$ with $Q_{\Lambda_1}$ the quiver

\[
\begin{array}{c}
Q_{\Lambda_1} \\
L_1 = L'_1 \\
L_2
\end{array}
\]

and where $R_{\Lambda_1}$ is generated by $R_A \cup R_B$ together with all paths from $Q^L_{\Lambda_1}$ to $Q^R_{\Lambda_1}$.

Assume now that $A$ has a fracturing $(T^L_A, T^R_A)$ and that mod $A$ admits a $(T^L_A, T^R_A, n)$-fractured subcategory $M_A$ such that $T^R = D(A)$ and the only nonprojective indecomposable summands of $T^L_A$ appear in $F_{\pi_1}$ or $F_{\pi_2}$. Dually assume that $B$ has a fracturing $(T^L_B, T^R_B)$ and that mod $B$ admits a $(T^L_B, T^R_B, n)$-fractured subcategory $M_B$ such that $T^L_B = B$ and the only noninjective indecomposable summands of $T^R_B$ appear in $G_{i_1}$ or $G_{i_2}$. Moreover assume that the two fracturings are compatible in the sense of Theorem 4.26 that is we have

$$\Lambda_1 \pi_* (T_A^{(L)}) \cong \Lambda_1 \pi_* (T_B^{(L)}), \quad \text{and}$$

$$(5.4) \quad \Lambda_1 \pi_* (T_A^{(P)}) \cong \Lambda_1 \pi_* (T_B^{(P)}). \quad \text{and}$$

$$(5.5)$$

In particular, it follows by Theorem 4.26 that $(T^L_{\Lambda_1}, T^R_{\Lambda_1}) = (T^L_B, T^R_B) \frac{P_1}{A_1} (T^L_A, T^R_A)$ is a fracturing of $\Lambda_1$ and $M_{\Lambda_1} = \text{add} \{ \Lambda_1 \pi_* (M_A), \Lambda_1 \pi_* (M_B) \} \subseteq \text{mod } \Lambda_1$ is a $(T^L_{\Lambda_1}, T^R_{\Lambda_1}, n)$-fractured subcategory.

With these assumption we have the following.

**Proposition 5.14.** The algebra $\Lambda_1$ is $n$-self-gluable and mod $\Lambda_1$ admits an $n$-cluster tilting subcategory.

**Proof.** For clarity, let us redraw the quiver $Q_{\Lambda_1}$ as

\[
\begin{array}{c}
Q^L_{\Lambda_1} \\
L_1 = L'_1 \\
L_2
\end{array}
\]

Set $P_{2*} = \Lambda_1 \pi_*(P_2)$ and $I_{2*} = \Lambda_1 \pi_*(I_2)$. Then by the assumptions on the fractures $(T^L_A, D(A))$ and $(B, T^R_B)$ it follows that the only nonprojective indecomposable summands of $T^L_{\Lambda_1}$ appear in $F_{P_{2*}}$, and the only noninjective indecomposable summands of $T^R_{\Lambda_1}$ appear in $G_{I_{2*}}$. This shows that $(W_2, J_2)$ is a fractured pair where $W_2$ is a maximal left abutment with $P_{2*} \leq W_2$ and $J_2$ is a maximal right abutment with $I_{2*} \leq J_2$. Moreover, since $L_2 = L'_2$ we have $\text{ht} (P_{2*}) = \text{ht} (I_{2*})$ and together with equation (5.5) this shows that $(P_{2*}, I_{2*})$ is a compatible pair. Hence $\Lambda_1$ is $n$-self-gluable. The result follows by Corollary 5.12. \qed

**Remark 5.15.** We note here that many of the results of ordinary gluing hold for this type of gluing. In particular the Auslander–Reiten quiver of $\Lambda$ can be computed by identifying the subquivers of the Auslander–Reiten quivers of $A$ and $B$ corresponding to the abutments $P_1$ and $I_1$ and $P_2$ and $I_2$. However, the resulting algebra is not always representation-directed. If it turns out that the resulting algebra is representation-directed, then we can iterate this result to simultaneously glue along more than two linearly oriented subquivers of Dynkin type $A$. That is, let $A = kQ_A/R_A$ and $B = kQ_B/R_B$ be two bound quiver algebras where the quivers are of the form

\[
\begin{array}{c}
Q^L_A \\
L_1, L_2 \\
L_3, \ldots, L_k \\
L_{k+1}
\end{array}
\]

and

\[
\begin{array}{c}
Q^R_B \\
L_1, L_2 \\
L_3, \ldots, L_k \\
L_{k+1}
\end{array}
\]
where \( L_i = L'_i = \overrightarrow{A}_{h_i} \) and there are no relations in the subquivers \( L_i, L'_i \). For \( i \in \{1, \ldots, k\} \) define \( \Lambda_i = kQ_{\Lambda_i}/R_{\Lambda_i} \) to be the bound quiver algebra where \( Q_{\Lambda_i} \) is

\[
\begin{array}{c}
\text{\( Q_{\Lambda_i} \)} \\
\vdots \\
\text{\( t_n \)} \\
\end{array}
\]

and \( R_{\Lambda_i} \) is generated by \( R_A \cup R_B \) together with all paths from \( Q_{\Lambda_i}^L \) to \( Q_{\Lambda_i}^R \) and all paths from \( Q_{\Lambda_i}^R \) to \( Q_{\Lambda_i}^L \). Assume moreover that \( \text{mod } A \) and \( \text{mod } B \) admit \( n \)-fractured subcategories that are compatible with the above gluings and such that all nonprojective left fractures are supported in \( L_i \) or \( L_{k+1} \) and all noninjective right fractures are supported in \( L'_i \) or \( L_{k+1} \). Then if the algebra \( \Lambda_i \) is representation-directed, it follows by Proposition 5.14 that the module category \( \text{mod } \Lambda_i \) admits an \( n \)-fractured subcategory. If in particular \( \Lambda_{k+1} \) is representation-directed, then \( \text{mod } \Lambda_k \) admits an \( n \)-cluster tilting subcategory. For an example of this type see Example 6.15.

6. Concrete examples

In this section we provide some families of algebras whose module categories admit \( n \)-cluster tilting subcategories which we can obtain using the methods of Section 5.

6.1. Quivers with any number of sinks and sources. To apply Proposition 5.1 we need to provide representation-directed algebras whose module categories admit an \( n \)-cluster tilting subcategory and such that their quivers have an arbitrary number of sinks and sources. From this point of view, the following question is natural.

Question 1. Let \( (s, t, n) \) be a triple of positive integers. Does there exist a representation-directed (connected) algebra \( \Lambda \) such that \( s_\Lambda = s, t_\Lambda = t \) and \( \text{mod } \Lambda \) admits an \( n \)-cluster tilting subcategory?

For \( n = 1 \) it is clear that Question 1 has a positive answer. For \( n = 2 \) we answer Question 1 affirmatively in [Vas18, Remark 3.19]. In this section show that the same result holds for \( n \geq 3 \). The construction will be given by the gluing algebra of a gluing system over a finite graph \( G \). We first describe the algebras that we need for the gluing.

Definition 6.1. Let \( k \in \mathbb{Z}_{\geq 1} \) with \( k \neq 2 \) and let \( m_1, \ldots, m_k \in \mathbb{Z}_{\geq 2} \) such that \( m_1 \geq m_2 \geq \cdots \geq m_k \). The starlike tree \( T(k,m_1, m_2, \ldots, m_k) \) is the graph

\[
\begin{array}{c}
\text{\( r_2^{(1)} \)} \\
\text{\( r_3^{(1)} \)} \\
\vdots \\
\text{\( r_{m_1}^{(1)} \)} \\
\text{\( r_2^{(2)} \)} \\
\text{\( r_3^{(2)} \)} \\
\vdots \\
\text{\( r_{m_2}^{(2)} \)} \\
\vdots \\
\text{\( r_2^{(k)} \)} \\
\text{\( r_3^{(k)} \)} \\
\vdots \\
\text{\( r_{m_k}^{(k)} \)} \\
\end{array}
\]

We say that an algebra \( \Lambda = kQ/R \) is a starlike algebra if the underlying graph of \( Q \) is a starlike tree. In this case we denote by \( A_{m_i} \) the full subquiver of \( Q \) with vertices \( \{r, r_2^{(i)}, \ldots, r_{m_i}^{(i)}\} \).

The condition \( k \neq 2 \) is included so that each tuple \( (k, m_1, \ldots, m_k) \) gives rise to a unique starlike tree.

Proposition 6.2. Let \( \Lambda = kQ/R_{Q_{\Lambda}}^2 \) be a starlike algebra where the underlying graph of \( Q \) is a starlike tree \( T(k,m_1, m_2, \ldots, m_k) \) and let \( n \geq 2 \). Then \( \text{mod } \Lambda \) admits an \( n \)-cluster tilting subcategory \( C \) if and only if \( A_{m_i} \) is linearly oriented for every \( i \in \{1, \ldots, k\} \) and one of the following conditions holds.

(a) \( k = 1 \) and there exists an \( x \in \mathbb{Z}_{\geq 0} \) such that \( m_1 = n + 1 + xn \).

(b) \( k = 3 \), and there exist \( x_i \in \mathbb{Z}_{\geq 0} \) for \( i \in \{1, 2, 3\} \) such that one of the following conditions holds.
(b1) Two of \(\{r_{m_1}^{(1)}, r_{m_2}^{(2)}, r_{m_3}^{(3)}\}\) are sinks, in which case \(m_i = n + 1 + x_in\) and one of them is a source, in which case \(m_i = n + x_in\).

(b2) Two of \(\{r_{m_1}^{(1)}, r_{m_2}^{(2)}, r_{m_3}^{(3)}\}\) are sources, in which case \(m_i = n + 1 + x_in\) and one of them is a sink, in which case \(m_i = n + x_in\).

(c) \(k = 4\) and \(n = 2\), there exist \(x_i \in \mathbb{Z}_{\geq 0}\) for \(i \in \{1, 2, 3, 4\}\) such that \(m_i = 3 + 2x_i\) and exactly two of \(\{r_{m_1}^{(1)}, r_{m_2}^{(2)}, r_{m_3}^{(3)}, r_{m_4}^{(4)}\}\) are sources.

In this case the algebra \(\Lambda\) is representation-directed, the \(n\)-cluster tilting subcategory \(C\) is unique and the global dimension \(\text{gl. dim}(\Lambda) = d\) of \(\Lambda\) is \(d = (x+1)n\). Let us first show that the conditions are necessary for the existence of an \(n\)-cluster tilting subcategory. Assume to a contradiction that \(A_{m_i}\) is not linearly oriented for some \(i \in \{1, \ldots, k\}\). Then there exists a vertex \(p \in V_{A_{m_i}}\) such that \(p\) is a sink or a source and such that the full subquiver of \(\mathcal{Q}\) containing the vertices \(Q_0 \setminus \{p\}\) is disconnected. But this contradicts \(\text{[Vas19 Proposition 4.1]}\).

Let \(\mathcal{C}\) be an \(n\)-cluster tilting subcategory of \(\text{mod} \, \Lambda\). Assume that \(\mathcal{C}\) is not linearly oriented for some \(i \in \{1, \ldots, k\}\). Then there exists a vertex \(p \in V_{A_{m_i}}\) such that \(p\) is a sink or a source and such that the full subquiver of \(\mathcal{Q}\) containing the vertices \(Q_0 \setminus \{p\}\) is disconnected. But this contradicts \(\text{[Vas19 Proposition 4.1]}\).

Proof. First notice that in all cases \(\{a\} \subseteq \{b\}\), and \(\{a\} \subseteq \{c\}\) the algebra \(\Lambda\) is representation-finite since it is a radical square zero algebra and its separated quiver is a disjoint union of Dynkin diagrams, see \(\text{[Gabr2]}\). Moreover, it satisfies the separation condition and so it is representation-directed, see \(\text{[ASS06 Section IX.4]}\).

Let us first show that the conditions are necessary for the existence of an \(n\)-cluster tilting subcategory. Let \(\mathcal{C}\) be an \(n\)-cluster tilting subcategory of \(\text{mod} \, \Lambda\). Assume to a contradiction that \(A_{m_i}\) is not linearly oriented for some \(i \in \{1, \ldots, k\}\). Then there exists a vertex \(p \in V_{A_{m_i}}\) such that \(p\) is a sink or a source and such that the full subquiver of \(\mathcal{Q}\) containing the vertices \(Q_0 \setminus \{p\}\) is disconnected. But this contradicts \(\text{[Vas19 Proposition 4.1]}\).
and so 
\[ m_3 - x_3n - (n - 1) = 1 \]

or \( m_3 = n + x_3n \), as claimed. By similar arguments applied to \( I_{r_m(1)} \) and \( I_{r_m(2)} \) we get that \( m_1 = n + 1 + x_1n \) and \( m_2 = n + 1 + x_2n \). That these conditions are sufficient follows by a direct computation and using \([\text{Vas19}] \) Theorem 1. Finally, for the global dimension we have for \( i = 1, 2 \) that
\[ \Omega^{-i}
(\begin{pmatrix}
n_i \\
m_i
\end{pmatrix}) \cong S_{r_{2i}}(i), \text{ for } j \leq m_i - 2, \]
and since moreover
\[ \Omega^{-(m_3-2)}(\begin{pmatrix}
r_{3m_3}
\end{pmatrix}) \cong \Omega^{-2}(S_{r_{3m_3}}(0)) \cong S_{r_{3m_3}}(1), \]
every simple module appears as a summand of the \( j \)-th cosyzygy of \( S_{r_{3m_3}}(3) \). Hence
\[
\begin{align*}
gl. \dim(\Lambda) &= \text{inj. dim} \left( \begin{pmatrix}
r_{3m_3}
\end{pmatrix} \right) \\
&= m_3 + \text{inj. dim} \left( S_{r_{2m_2}}(1) \oplus S_{r_{2m_2}}(2) \right) \\
&= m_3 + \max \left\{ \text{inj. dim} \left( S_{r_{2m_2}}(1) \right), \text{inj. dim} \left( S_{r_{2m_2}}(2) \right) \right\} \\
&= m_3 + \max \left\{ m_1 - 2, m_2 - 2 \right\} \\
&= n + x_3n + \max \left\{ n + x_1n - 1, n + x_2n - 1 \right\} \\
&= (2 + x_3 + \max \left\{ x_1, x_2 \right\}) n - 1
\end{align*}
\]
as claimed.

Finally, for the case \( k = 4 \) we have that \( g \leq 2 \) and \( f \leq 2 \) and \( g + f = 4 \) which implies \( g = f = 2 \) and so two of \( \{ r_{m_1}, r_{m_2}, r_{m_3}, r_{m_4} \} \) are sources and the other two are sinks. Let us assume that \( r_{m_2} \) and \( r_{m_3} \) are both sinks and \( r_{m_1} \) and \( r_{m_4} \) are both sources; the other cases are similar. It is easy to check that there is an exact sequence
\[
0 \to P(r) \to I_{r_{2m_2}}(2) \oplus I_{r_{2m_2}}(3) \to P(r_{2m_2}) \oplus P(r_{2m_2}) \to I(r) \to 0,
\]
and hence \( \text{Ext}^3(\Lambda, P(r)) \neq 0 \), showing that \( n \leq 2 \). Moreover, if \( n = 2 \), very similar computations to the case \( k = 3 \) show that there exists a \( 2 \)-cluster tilting subcategory \( C \) if and only if \( m_1 = 3 + 2x_1 \) for some \( x_1, x_2, x_3, x_4 \in \mathbb{Z}_{\geq 0} \). The global dimension is then again computed similarly to be
\[
\begin{align*}
gl. \dim(\Lambda) &= \max \left\{ \text{inj. dim} \left( S_{r_{m_1}}(1) \right), \text{inj. dim} \left( S_{r_{m_2}}(2) \right) \right\} \\
&= \max \left\{ m_1 + \max \left\{ m_3 - 2, m_4 - 2 \right\}, m_2 + \max \left\{ m_3 - 2, m_4 - 2 \right\} \right\} \\
&= \max \left\{ m_1, m_2 \right\} + \max \left\{ m_3 - 2, m_4 - 2 \right\} \\
&= \max \left\{ 3 + 2x_1, 3 + 2x_2 \right\} + \max \left\{ 1 + 2x_3, 1 + 2x_4 \right\} \\
&= 4 + 2 \left( \max \left\{ x_1, x_2 \right\} + \max \left\{ x_3, x_4 \right\} \right).
\end{align*}
\]
\[
\begin{proof}
\end{proof}
\]

For an example coming from Proposition 6.2 see Figure 1. Using the algebras of Proposition 6.2 we can now answer Question 4.

**Proposition 6.3.** Let \((s, t, n)\) be a triple of positive integers. Then there exists a representation-directed algebra \( \Lambda \) with \( s_\Lambda = s \) and \( t_\Lambda = t \) such that mod \( \Lambda \) admits an \( n \)-cluster tilting subcategory.

**Proof.** If \( n = 1 \) the result is clear. Otherwise, consider the graph \( G \) given by
\[
\begin{align*}
-s - 1 & \xrightarrow{f_{-s-1}} \cdots \xrightarrow{f_{-2}} -2 \xrightarrow{f_{-2}} -1 \xrightarrow{f_{-1}} 0 \xrightarrow{g_1} 1 \xrightarrow{g_2} 2 \xrightarrow{g_3} \cdots \xrightarrow{g_{n-1}} t - 1.
\end{align*}
\]
We set \( \Lambda_0 \) to be any starlike algebra satisfying the conditions of Proposition 6.3 and set \( P_{f_{-1}} \) to be the unique simple left abutment of \( \Lambda_0 \) and \( I_0 \) to be the unique simple right abutment of \( \Lambda_0 \). Let \( \Lambda_v \) to be any starlike algebra satisfying the conditions of Proposition 6.3(b) such that \( \Lambda_v \) has two sources if \( v < 0 \) and \( \Lambda_v \) has two sinks if \( v > 0 \). For an arrow \( f_i \in E_G \) we set \( I_{f_i} \) to be
the unique simple right abutment of \( \Lambda_i \) and \( P_i \) is to be any of the two simple left abutments of \( \Lambda_i \); dually we define \( I_i \) and \( P_i \). It follows by Remark 5.2 that \((\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G} \) is a gluing system on \( G \). Moreover, by Proposition 6.2 we have that for all \( v \in V_G \) there exists an \( n \)-cluster tilting subcategory \( \mathcal{M}_v \subseteq \text{mod} \Lambda_v \) and so by Proposition 6.1(c) we have that \( \mathcal{M}_G \) is an \( n \)-cluster tilting subcategory of \( \text{mod} \Lambda_G \). Now notice that by the definition of gluing and a simple induction, the algebra \( \Lambda_{(-i,-i,...,a,...,j)} \) has \( s_{\Lambda_{(-i,...,a,...,j)}} = 1 + i \) and \( t_{\Lambda_{(-i,...,a,...,j)}} = j + i \). It follows that \( \Lambda_G \) has \( s_{\Lambda_G} = s \) and \( t_{\Lambda_G} = t \). \( \square \)

**Example 6.4.** The algebra \( \Lambda = kQ/R_Q^2 \) where \( Q \) is the quiver has \( s_{\Lambda} = 4 \), \( t_{\Lambda} = 3 \). The quiver \( Q \) was obtained by gluing the path algebras of the quivers inside the rectangles modulo the ideal generated by all paths of length 2, and where the gluing is done along the simple modules corresponding to the vertices in the intersection of the boxes. Since the module categories of all the algebras inside the rectangles admit a 3-cluster tilting subcategory by Proposition 6.2, it follows that \( \text{mod} \Lambda \) also admits a 3-cluster tilting subcategory. Indeed, \( \mathcal{M} = \text{add} \{ \tau^{-k}(\Lambda) \mid k \geq 0 \} \subseteq \text{mod} \Lambda \) is a 3-cluster tilting subcategory. Notice also that we could have omitted the rectangle containing a quiver of type \( \overline{A}_4 \) and get another algebra with the same properties.

As a corollary of Proposition 6.3 we have that for every directed tree \( G \) we can find a gluing system \( \mathcal{L} \) on \( G \) and an \( n \)-fractured system of \( \mathcal{L} \) which gives rise to an \( n \)-cluster tilting subcategory.

**Corollary 6.5.** Let \( G \) be a directed tree and \( n \geq 1 \). Then there exists a gluing system \( \mathcal{L} = (\Lambda_v, P_v, I_v)_{v \in V_G, e \in E_G} \) on \( G \) and an \( n \)-fractured system \( (\mathcal{M}_v)_{v \in V_G} \) of \( \mathcal{L} \) such that if \((\mathcal{C}, \Phi_H, \Theta_{HK}) \) is the firm source of the induced \( \text{Cat} \)-inverse system \((\mathcal{C}_H, F_{HK}, \theta_{HKL}) \), then \( \mathcal{M} \) is an \( n \)-cluster tilting subcategory of \( \text{mod} \mathcal{C} \).

**Proof.** Let \( \Lambda_v \) be a representation-directed algebra such that \( s_{\Lambda_v} \geq \delta^+(v) \) and \( t_{\Lambda_v} \geq \delta^-(v) \) and \( \text{mod} \Lambda_v \) admits an \( n \)-cluster tilting subcategory; such an algebra exists by Proposition 6.3. The result follows by Proposition 5.1 and Remark 5.2. \( \square \)

Notice that Question 1 has a negative answer if \( s = 0 \) or \( t = 0 \). Indeed, if \( s_{\Lambda} = 0 \) or \( t_{\Lambda} = 0 \), then the quiver of \( \Lambda \) is not acyclic and in particular \( \Lambda \) is not representation-directed. Hence we pose the following more general question.

**Question 2.** Let \((s, t, n)\) be a triple of nonnegative integers with \( n \geq 1 \). Does there exist a connected algebra \( \Lambda \) such that \( s_\Lambda = s \), \( t_\Lambda = t \) and \( \text{mod} \Lambda \) admits an \( n \)-cluster tilting subcategory?

To construct such an algebra we use \( n \)-self-gluable algebras as described in Section 5.2. We have the following result which answers Question 2 affirmatively.

![Figure 1. The Auslander–Reiten quiver of the algebra \( \Lambda = kQ/R_Q^2 \) where \( Q \) is the quiver on the left and where the additive closure of the circled modules is a 4-cluster tilting subcategory.](image-url)
Theorem 6.6. Let \((s, t, n)\) be a triple of nonnegative integers and \(n \geq 1\). Then there exists a bound quiver algebra \(\Lambda\) with \(s_{\Lambda} = s\) and \(t_{\Lambda} = t\) such that \(\text{mod } \Lambda\) admits an \(n\)-cluster tilting subcategory.

Proof. If \(n = 1\) the result is clear. Otherwise, let \(\Lambda\) be a representation-directed algebra with \(s_{\Lambda} = s + 1\) and \(t_{\Lambda} = t + 1\) such that \(\text{mod } \Lambda\) admits an \(n\)-cluster tilting subcategory; such an algebra exists by Proposition 6.3 since \(s, t \geq 0\). Let \(P\) be a simple projective \(\Lambda\)-module and let \(\Lambda\) be a simple injective \(\Lambda\)-module. Let \(W\) be a maximal right abutment of \(\Lambda\) with \(P \leq W\) and \(J\) be a maximal right abutment of \(\Lambda\) with \(I \leq J\). Then \((W, J)\) is a fractured pair and \((P, J)\) is a compatible pair for the fractured pair \((W, J)\). Hence \(\Lambda\) is \(n\)-self-gluable and \(\text{mod } \Lambda\) admits an \(n\)-cluster tilting subcategory by Corollary 5.13. Moreover, by (5.3) we have \(s_{\Lambda} = s_{\Lambda} - 1 = s\) and \(t_{\Lambda} = t_{\Lambda} - 1 = t\) as required. □

Example 6.7. The algebra \(\Lambda = kQ/R^2_Q\) where \(Q\) is the quiver

\[
\begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\end{array}
\]

has \(s_{\Lambda} = 1, t_{\Lambda} = 4\) and \(\mathcal{M} = \text{add } \{\tau_3^{-k}(\Lambda) \mid k \geq 0\} \subseteq \text{mod } \Lambda\) is a 3-cluster tilting subcategory. Notice that this algebra is not obtained by gluing starlike algebras as in the proof of Proposition 6.3 but a direct computation using [Vas19, Theorem 1] shows that \(\mathcal{M}\) is indeed a 3-cluster tilting subcategory. By self-gluing at the simple injective module \(I(\bullet_1)\) and the simple projective module \(P(\bullet_2)\) we obtain the algebra \(\tilde{\Lambda} = k\tilde{Q}/R^2_{\tilde{Q}}\) where \(\tilde{Q}\) is the quiver

\[
\begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\bullet \\
\end{array}
\]

with \(s_{\tilde{\Lambda}} = 0\) and \(t_{\tilde{\Lambda}} = 3\) and \(\tilde{\mathcal{M}}/\mathbb{Z}\) is a 3-cluster tilting subcategory of \(\text{mod } \tilde{\Lambda}\).

Remark 6.8. If \(Q\) is an acyclic connected quiver such that \(|Q_0| < \infty\), then \(Q\) has at least one sink and at least one source. However, if we allow \(|Q_0| = \infty\), this is no longer true. By letting \(G = \Lambda_{\infty}\) we can adapt the proof of Proposition 6.3 to show that if \((s, t, n)\) is a triple of nonnegative integers with \(n \geq 1\), then there exists an infinite connected acyclic quiver \(Q\) with \(s\) sources and \(t\) sinks and a two-sided ideal \(R\) of the path category \(kQ\) such that \(\text{mod } (kQ/R)\) admits an \(n\)-cluster tilting subcategory.

6.2. Examples from algebras with \(n\)-cluster tilting subcategories. Given a representation-directed algebra whose module category admits an \(n\)-cluster tilting subcategory, Corollary 5.13 produces a new algebra whose module category admits an \(n\)-cluster tilting subcategory. Proposition 6.2 gives a list of representation-directed algebras whose module categories admit \(n\)-cluster tilting subcategories. We may hence apply Corollary 5.13 to these algebras.

The algebras of Proposition 6.2(a) are special cases of Nakayama algebras. Many more examples of Nakayama algebras whose module categories admit \(n\)-cluster tilting subcategories are already known, so we may apply Corollary 5.13 to an even wider collection of examples.
Let us start by recalling some facts about Nakayama algebras. Throughout we denote by $\Lambda$ the quiver

![Quiver Diagram]

Recall that bound quiver algebras where the quiver is $\tilde{A}_h$ (respectively $A_h$) are called acyclic (respectively cyclic) Nakayama algebras. Recall also that every indecomposable projective module over a Nakayama algebra is uniserial, that is its radical series is its unique composition series. In particular the dimensions of the indecomposable projective modules over a Nakayama algebra define the Nakayama algebra uniquely. By encoding this information we can combinatorially describe a Nakayama algebra. The Kupisch series $[Kup58]$ of an acyclic Nakayama algebra $k\tilde{A}_h/R$ is the vector

$$(\dim(P(1)), \dim(P(2)), \ldots, \dim(P(h))),$$

and the Kupisch series of a cyclic Nakayama algebra $kA_h/R$ is the vector

$$(\dim(P(1)), \dim(P(2)), \ldots, \dim(P(h-1)), \dim(P(0))).$$

Moreover, every vector $(d_1, d_2, \ldots, d_h) \in \mathbb{Z}_{\geq 1}^h$ with $d_h = 1$ and $d_i \geq 2$ for $1 \leq i \leq h - 1$ as well as $d_{i-1} - 1 \leq d_i$ defines uniquely an acyclic Nakayama algebra and every vector $(d_1, d_2, \ldots, d_h-1, d_0) \in \mathbb{Z}_{\geq 2}^h$ with $d_{i-1} - 1 \leq d_i$ defines uniquely, up to cyclic permutation, a cyclic Nakayama algebra.

6.2.1. **Self-gluing of Nakayama algebras.** We start by obtaining some examples of cyclic Nakayama algebras whose module categories admit $n$-cluster tilting subcategories coming from acyclic Nakayama algebras whose module categories admit $n$-cluster tilting subcategories. Notice in particular that acyclic Nakayama algebras are always representation-directed while cyclic Nakayama algebras are never representation-directed. Recall also that selfinjective Nakayama algebras whose module categories admit $n$-cluster tilting subcategories have been classified in [D120].

**Corollary 6.9.** Let $\Lambda = k\tilde{A}_h/R$ be an acyclic Nakayama algebra with Kupisch series $(d_1, \ldots, d_h)$ and assume that mod $\Lambda$ admits an $n$-cluster tilting subcategory. Then the module category of the cyclic Nakayama algebra $\Lambda$ with Kupisch series $(d_1, \ldots, d_h-1)$ admits an $n$-cluster tilting subcategory

**Proof.** Notice that $P(h) = P$ is a simple projective $\Lambda$-module and $I(1) = I$ is a simple injective $\Lambda$-module. Hence the algebra $\tilde{\Lambda} = k\tilde{Q}/\tilde{R}$ is well defined and mod $\tilde{\Lambda}$ admits an $n$-cluster tilting subcategory by Corollary 5.12. By the description of $\tilde{Q}$ and $\tilde{R}$ it readily follows that $\tilde{Q} \cong A_{h-2}$ via the identification $i \mapsto i$ for $i \in \{1, \ldots, h-2\}$ and $h-1 \mapsto 0$. Moreover, with this identification, the ideal $\tilde{R}$ is generated by all paths in $\tilde{R}$ together with the additional path of length two from 0 to 2. A direct computation shows that the Kupisch series of $\tilde{\Lambda}$ is then $(d_1, \ldots, d_h-1)$. 

In Sections 6.3.1 and 6.3.2 we provide examples of self-gluing of Nakayama algebras which is not over a simple module.

**Example 6.10.** Acyclic Nakayama algebras with homogeneous relations whose module categories admit $n$-cluster tilting subcategories where classified in [Vas19]. More examples of acyclic Nakayama algebras whose module categories admit $n$-cluster tilting subcategories were produced in [Vas18] Part IV. In both cases Corollary 6.9 applies.

For example by [Vas18 Proposition 4.9(c)] the module category of the acyclic Nakayama algebra with Kupisch series $(2, 2, 3, 3, 3, 3, 2, 1)$ admits a 3-cluster tilting subcategory, see Figure 2. Then by Corollary 6.9 the module category of the cyclic Nakayama algebra with Kupisch series $(2, 2, 3, 3, 3, 3, 2)$ admits a 3-cluster tilting subcategory, see Figure 3.
Figure 2. The Auslander–Reiten quiver of the acyclic Nakayama algebra with Kupisch series \((2, 2, 3, 3, 3, 3, 2, 1)\) where the additive closure of the encircled modules is a 3-cluster tilting subcategory \(\mathcal{M}\).

Figure 3. The Auslander–Reiten quiver of the cyclic Nakayama algebra with Kupisch series \((2, 2, 3, 3, 3, 3, 2)\) where the additive closure of the encircled modules is a 3-cluster tilting subcategory equivalent to \(\mathcal{N}/\mathbb{Z}\).

### 6.2.2. Self-gluing of starlike algebras with three rays.

We continue by applying Corollary 6.12 to algebras as in Proposition 6.2(b).

**Corollary 6.11.** Let \(Q\) be one of the quivers

\[
Q_1 : r_{m_1}^{(1)} \rightarrow \cdots \rightarrow r_{m_1}^{(1)} \quad \text{and} \quad r_{m_2}^{(2)} \rightarrow \cdots \rightarrow r_{m_2}^{(2)} \rightarrow r_{m_3}^{(3)} = r_{m_3},
\]

\[
Q_2 : r_{m_1}^{(1)} \rightarrow \cdots \rightarrow r_{m_1}^{(1)} \quad \text{and} \quad r_{m_2}^{(2)} \rightarrow \cdots \rightarrow r_{m_2}^{(2)} \rightarrow r_{m_3}^{(3)} = r_{m_3}.
\]

If \(m_1 = n + 1 + x_1n, m_2 = n + 1 + x_2n\) and \(m_3 = n + x_3n\) for some \(x_i \in \mathbb{Z}_{\geq 0}\) and some \(n \geq 2\), then \(\text{mod}(kQ/R^2_{Q_1})\) admits an \(n\)-cluster tilting subcategory.

**Proof.** Assume that \(m_1 \geq m_2 \geq m_3\); the other cases are similar. Let \(\Lambda = kT^2/\text{rad}(kT)\) where \(T = T(3, m_1, m_2, m_3)\) for some \(A_{m_1}, A_{m_2}\) and \(A_{m_3}\) linearly oriented. Assume first that \(r_{m_1}^{(1)}\) and \(r_{m_2}^{(2)}\) are both sources and \(r_{m_3}^{(3)}\) is a sink. Then \(\text{mod}\ \Lambda\) admits an \(n\)-cluster tilting subcategory by Proposition 6.2(b). Let \(P = P(r_{m_3}^{(3)})\) and \(I = I(r_{m_2}^{(2)})\). Then \(\Lambda\) is \(n\)-self-gluable and so \(\text{mod}\ \tilde{\Lambda}\) admits an \(n\)-cluster tilting subcategory by Corollary 5.12. Moreover, it readily follows by (5.3) that \(\tilde{\Lambda} \cong kQ_1/R^2_{Q_1}\), which proves that \(\text{mod}(kQ_1/R^2_{Q_1})\) admits an \(n\)-cluster tilting subcategory. Assuming that \(r_{m_1}^{(1)}\) and \(r_{m_2}^{(2)}\) are both sinks and \(r_{m_3}^{(3)}\) is a source we can similarly prove that \(\text{mod}(kQ_2/R^2_{Q_2})\) admits an \(n\)-cluster tilting subcategory. \(\square\)
Corollary 6.12. Let $Q$ be one of the quivers

$$Q_1: \quad \begin{array}{ccccccc}
    r_{m_3}^{(3)} & \rightarrow & \ldots & \rightarrow & r_2^{(3)} & \rightarrow & r_2^{(2)} & \rightarrow & \ldots & \rightarrow & r_{M_3}^{(2)} & \rightarrow & r_2^{(1)} & \rightarrow & \ldots & \rightarrow & r_{M_3}^{(1)} & \rightarrow & r_{M_3}^{(0)} \\
    r_{m_4}^{(3)} & \rightarrow & \ldots & \rightarrow & r_2^{(3)} & \rightarrow & r_2^{(2)} & \rightarrow & \ldots & \rightarrow & r_{M_4}^{(2)} & \rightarrow & r_2^{(1)} & \rightarrow & \ldots & \rightarrow & r_{M_4}^{(1)} & \rightarrow & r_{M_4}^{(0)} \\
\end{array}$$

and $Q_2: \quad \begin{array}{ccccccc}
    r_{m_3}^{(3)} & \rightarrow & \ldots & \rightarrow & r_2^{(3)} & \rightarrow & r_2^{(2)} & \rightarrow & \ldots & \rightarrow & r_{M_3}^{(2)} & \rightarrow & r_2^{(1)} & \rightarrow & \ldots & \rightarrow & r_{M_3}^{(1)} & \rightarrow & r_{M_3}^{(0)} \\
    r_{m_4}^{(3)} & \rightarrow & \ldots & \rightarrow & r_2^{(3)} & \rightarrow & r_2^{(2)} & \rightarrow & \ldots & \rightarrow & r_{M_4}^{(2)} & \rightarrow & r_2^{(1)} & \rightarrow & \ldots & \rightarrow & r_{M_4}^{(1)} & \rightarrow & r_{M_4}^{(0)} \\
\end{array}$$

If $M_1 = 2n + 1 + x_1 n$, $M_2 = 2n + 1 + x_2 n$, $m_3 = n + x_3 n$ and $m_4' = n + x_4' n$ for some $n \geq 2$ and some $x_1, x_2, x_3, x_4' \in \mathbb{Z}_{\geq 0}$, then $\text{mod}(kQ/R_Q^2)$ admits an $n$-cluster tilting subcategory.

Proof. Assume $m_1 \geq m_2 \geq m_3$ and $m_1' \geq m_2' \geq m_3'$; the other cases are similar. Let $m_1 = n + 1 + x_1 n$, $m_2 = n + 1 + x_2 n$, $m_1' = n + 1$ and $m_2' = n + 1$. Let $A = kT/R_2$ where $T = T(3, m_1, m_2, m_3)$ for some $A_{m_1}, A_{m_2}$ and $A_{m_3}$ linearly oriented and let $B = kT'/R_2'$, where $T' = T(3, m_1', m_2', m_3')$ for some $A_{m_1}, A_{m_2}$ and $A_{m_3}$ linearly oriented. Assume first that $r_{m_1}^{(1)}, r_{m_2}^{(2)}$ and $r_{m_3}^{(3)}$ are sinks, while $r_{m_1'}^{(1)}, r_{m_2'}^{(2)}$ and $r_{m_3'}^{(3)}$ are sources. Then mod $A$ and mod $B$ admit an $n$-cluster tilting subcategory by Proposition 6.14. In this case the quivers of $A$ and $B$ are of the form

$$\begin{array}{ccccccc}
    r_{m_3}^{(3)} & \rightarrow & \ldots & \rightarrow & r_2^{(3)} & \rightarrow & r_2^{(2)} & \rightarrow & \ldots & \rightarrow & r_{m_3}^{(2)} & \rightarrow & r_{m_3}^{(1)} & \rightarrow & \ldots & \rightarrow & r_{m_3}^{(0)} & \rightarrow & r_{m_3'}^{(3)} & \rightarrow & \ldots & \rightarrow & r_{m_3'}^{(2)} & \rightarrow & r_{m_3'}^{(1)} & \rightarrow & \ldots & \rightarrow & r_{m_3'}^{(0)} & \rightarrow & r_{m_3'}^{(1)} & \rightarrow & \ldots & \rightarrow & r_{m_3'}^{(0)} \\
    r_{m_4}^{(3)} & \rightarrow & \ldots & \rightarrow & r_2^{(3)} & \rightarrow & r_2^{(2)} & \rightarrow & \ldots & \rightarrow & r_{m_4}^{(2)} & \rightarrow & r_{m_4}^{(1)} & \rightarrow & \ldots & \rightarrow & r_{m_4}^{(0)} & \rightarrow & r_{m_4'}^{(3)} & \rightarrow & \ldots & \rightarrow & r_{m_4'}^{(2)} & \rightarrow & r_{m_4'}^{(1)} & \rightarrow & \ldots & \rightarrow & r_{m_4'}^{(0)} & \rightarrow & r_{m_4'}^{(1)} & \rightarrow & \ldots & \rightarrow & r_{m_4'}^{(0)} \\
\end{array}$$

and so by performing a double gluing as described in Section 5.3 we get the quiver $Q_1$. Then mod $(kQ_1/R_{Q_1})$ admits an $n$-cluster tilting subcategory by Proposition 5.14. Assuming that $r_{m_2}^{(2)}$, $r_{m_1}^{(1)}$, and $r_{m_3}^{(3)}$ are sinks, while $r_{m_1}^{(1)}$, $r_{m_3}^{(3)}$, and $r_{m_2}^{(2)}$ are sources we can similarly prove that mod $(kQ_2/R_{Q_2})$ admits an $n$-cluster tilting subcategory.

Figure 4. The Auslander–Reiten quiver of the algebra $\tilde{\Lambda} = kQ/R_Q^2$ where $Q$ is the quiver on top and where the additive closure of the encircled modules is a 4-cluster tilting subcategory. Notice that the module $4_3$ appears twice and so $\tilde{\Lambda}$ is not representation-directed. Compare with Figure 1.
Corollary 6.13. Let $Q$ be the quiver

$$
\begin{array}{c}
    r_2^{(2)} \quad \ldots \quad r_{M_2}^{(2)} \\
    r_2^{(3)} \quad \ldots \quad r_{M_3-1}^{(3)} \quad r' \\
    r_2^{(1)} \quad \ldots \quad r_{M_1-1}^{(1)}
\end{array}
$$

If $M_1 = 2n + 1 + x_1 n, M_2 = 2n + 1 + x_2 n$ and $M_3 = 2n + 1 + x_3 n$ for some $n \geq 2$ and some $x_i \in \mathbb{Z}_{\geq 0}$, then $\text{mod}(kQ/R_Q^2)$ admits an $n$-cluster tilting subcategory.

Proof. Let $m_3 = n + x_3 n$ and $m'_3 = n$. Let $\Lambda = kQ_1/R_Q^2$, where $Q_1$ is as in Corollary 6.12 with $M_1, M_2, m_3, m'_3$ as given. Then $\text{mod} \Lambda$ admits an $n$-cluster tilting subcategory and a straightforward computation of the Auslander–Reiten quiver of $\Lambda$ shows that $\Lambda$ is a representation-directed algebra. Then performing the self-gluing along the unique simple projective module $P$ and the unique simple injective module $I$ we get that the module category of the algebra $\tilde{\Lambda} \cong kQ/R_Q^2$ admits an $n$-cluster tilting subcategory by Corollary 6.12.

For an example of Corollary 6.12 see Figure 5; for an example of Corollary 6.13 see Figure 6.

![Figure 5](image)

**Figure 5.** The Auslander–Reiten quiver of the algebra $\Lambda = kQ/R_Q^2$ where $Q$ is the quiver on top and where the additive closure of the encircled modules is a 3-cluster tilting subcategory.

6.2.3. Self-gluing of starlike algebras with four rays. We continue by applying Corollary 6.12 to algebras as in Proposition 6.2(c).

Corollary 6.14. Let $Q$ be the quiver

$$
\begin{array}{c}
    r_{m_2}^{(2)} \quad \ldots \quad r_2^{(2)} \\
    r_{m_3}^{(3)} \quad \ldots \quad r_{m_2-1}^{(3)} \quad r' \\
    r_{m_1}^{(1)} \quad \ldots \quad r_{m_2-1}^{(1)}
\end{array}
$$

If $m_i = 3 + 2x_i$ for $i \in \{1, 2, 3, 4\}$ and $x_i \in \mathbb{Z}_{\geq 0}$, then $\text{mod}(kQ/R_Q^2)$ admits a 2-cluster tilting subcategory.

Proof. Assume that $m_1 \geq m_2 \geq m_3 \geq m_4$; the other cases are similar. Let $\Lambda = kT/R_T^2$ where $T = T(4,m_1,m_2,m_3,m_4)$ for some $A_{m_1}, A_{m_2}, A_{m_3}$ and $A_{m_4}$ linearly oriented and such that $r_{m_1}^{(1)}$ and $r_{m_2}^{(3)}$ are sources and $r_{m_3}$ and $r_{m_4}$ are sinks. Then $\text{mod} \Lambda$ admits a 2-cluster tilting subcategory by Proposition 6.2(d). Moreover, the pair $(W,J)$ where $W = P \left( r_{m_2-1}^{(3)} \right)$ and $J = I \left( r_{m_1-1}^{(1)} \right)$ is a fractured
Figure 6. The Auslander–Reiten quiver of the algebra \( \Lambda = \frac{\bar{Q}}{R^2} \) where \( \bar{Q} \) is the quiver on top and where the additive closure of the encircled modules is a 3-cluster tilting subcategory. Compare with Figure 5.

We can also perform double gluings with algebras of this type. To avoid cumbersome notation and since the reader should be familiar with the methods described in this section by now, let us denote by

\[
\bullet \quad \bullet \\
\bullet
\]

the quiver of a starlike algebra \( \Lambda_1 \) satisfying the conditions of Proposition 6.2(c). That is, each \( \bullet \) is a subquiver of type \( \widetilde{A}_{1+2x} \) for some \( x \in \mathbb{Z}_{\geq 0} \), each of them for a possibly different value of \( x \). Then by performing a double gluing with another starlike algebra \( \Lambda_2 \) with a quiver \( T_2 \) denoted in the same way, we get a new algebra with a quiver

\[
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet
\]

and radical square zero relations whose module category admits a 2-cluster tilting subcategory by Proposition 5.14. This algebra is also representation-directed and so continuing inductively we get that the module category of the algebra \( \Lambda = \frac{\bar{T}}{R^2} \) where \( T \) is a quiver of the form

\[
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet
\]

admits a 2-cluster tilting subcategory. Going one step further, by taking \( T_1 = T_2 = \cdots = T_i \) we can apply a similar orbit construction as in Section 5.2 to get that the module category of the algebra
\( \tilde{\Lambda} = k\tilde{T}/R^2_{\tilde{T}} \) where \( \tilde{T} \) is a quiver of the form

\[
\begin{array}{c}
\bullet \\
\{ \} \\
\{ \}
\end{array}
\]

admits a 2-cluster tilting subcategory. For an example, see Figure 7.

\[\tilde{Q}: 1 \to 5 \to 3 \to 4 \to 5 \\quad \text{and} \quad \tilde{Q}^\text{op}: 1' \to 4' \to 3' \to 2' \to 1' \]

\[\Gamma(k\tilde{Q}/R^2_{\tilde{Q}})\]

**Figure 7.** The Auslander–Reiten quiver of the algebra \( \Lambda = k\tilde{Q}/R^2_{\tilde{Q}} \) where \( \tilde{Q} \) is the quiver on the left and where the additive closure of the encircled modules is a 2-cluster tilting subcategory.

### 6.2.4. Self-gluing of quivers with arbitrary number of sinks and sources.

Let \( \Lambda \) be a representation-directed algebra with \( t_\Lambda = t \). Then the opposite algebra \( \Lambda^\text{op} \) has \( s_{\Lambda^\text{op}} = t \). Assume that we can perform a \( t \)-simultaneous gluing between \( \Lambda \) and \( \Lambda^\text{op} \) as described in Remark 5.15 to obtain an algebra \( \Lambda' \). Then, if \( \text{mod } \Lambda \) admits an \( n \)-cluster tilting subcategory, the module category \( \text{mod } \Lambda' \) also admits an \( n \)-cluster tilting subcategory. We illustrate with an example.

**Example 6.15.** Let \( \Lambda = kQ/R^2_Q \) be as in Example 6.7. Then \( s_\Lambda = 1 \) and \( t_\Lambda = 4 \) and \( \text{mod } \Lambda \) admits a 3-cluster tilting subcategory. We can draw the quivers of \( \text{mod } \Lambda \) and \( \text{mod } \Lambda^\text{op} \): \( Q \) and \( Q^\text{op} \):

\[
\begin{array}{c}
\bullet \to \bullet \to \bullet \to \bullet \to \bullet \\
\bullet \to \bullet \to \bullet \\
\bullet \to \bullet
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\bullet' \to \bullet' \to \bullet' \\
\bullet' \to \bullet' \\
\bullet' \to \bullet'
\end{array}
\]

By gluing simultaneously along the vertices \( \bullet_i = \bullet_i' \) for \( i \in \{1, 2, 3, 4\} \) we obtain the quiver \( Q' \):

\[
\begin{array}{c}
\bullet \to \bullet \to \bullet \\
\bullet \to \bullet \\
\bullet \to \bullet \\
\bullet \to \bullet
\end{array}
\]

and one can check that the algebra \( \Lambda' = kQ'/R^2_{Q'} \) is representation-directed and so its module category admits a 3-cluster tilting subcategory \( \mathcal{M}' \) by Remark 5.15.

Next let \( P \) be the indecomposable projective \( \Lambda' \)-module corresponding to the unique source of \( \Lambda' \) and let \( W \geq P \) be a maximal left abutment. Moreover let \( I \) be the indecomposable injective \( \Lambda' \)-module corresponding to the unique sink of \( \Lambda' \) and let \( J \geq I \) be a maximal right abutment. Then \( \Lambda' \) is 3-self-gluable by Corollary 5.13. Hence by gluing along the unique source and the unique sink of \( Q' \), we
obtain the quiver \( \tilde{Q}' \):

\[
\begin{array}{cccccccccccccccccc}
\bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet & \rightarrow & \bullet \\
\end{array}
\]

and the algebra \( \tilde{\Lambda}' = \mathbb{k}\tilde{Q}'/R_{\tilde{Q}'}^2 \) is not longer representation-directed, but its module category still admits a 3-cluster tilting subcategory \( \tilde{M} \) by Corollary 5.13.

6.3. Examples from algebras with \( n \)-fractured subcategories. We continue by obtaining examples of algebras whose module categories admit \( n \)-cluster tilting subcategories, starting from algebras whose module categories admit \( n \)-fracture subcategories. For this section, let \( n \geq 2 \) and let \( \Lambda = \mathbb{k}Q/R \) be a representation-directed bound quiver algebra with a fracturing \((T_L, T_R)\) and a \((T_L, T_R, n)\)-fractured subcategory \( M \).

6.3.1. Exactly one fracture. In this section a special class of tilting \( \mathbb{k}A_h \)-modules is important. Recall that the Auslander–Reiten quiver of \( \Gamma(\mathbb{k}A_h) \) is of the form \( P \triangle \) where \( P = P(1) \). Since \( D(\mathbb{k}A_h) = \mathbb{k}A_h^{op} \), there exists a unique isomorphism of Auslander–Reiten quivers \( f : \Gamma(\mathbb{k}A_h) \xrightarrow{\sim} \Gamma(D(\mathbb{k}A_h)) \). Moreover, using the \( \mathbb{k} \)-dual functor \( D = \text{Hom}_{\mathbb{k}}(\_, \mathbb{k}) \), we also have a bijection \( D : \Gamma(D(\mathbb{k}A_h))_0 \rightarrow \Gamma(\mathbb{k}A_h)_0 \) given by \( D([N]) = [D(N)] \). For every \( [M] \in \Gamma(\mathbb{k}A_h) \) we define \( S([M]) := D \circ f([M]) \). By unraveling the definitions of the functors involved, it follows that \( S([M]) \) is the vertex in \( \Gamma(\mathbb{k}A_h) \) such that \([M]\) and \([S([M])]\) are symmetric along the perpendicular bisector of the bottom line of \( P \triangle \).

**Definition 6.16.** Let \( M = \bigoplus_{i=1}^{k} M_i \) be a \( \mathbb{k}A_h \)-module where all \( M_i \) are indecomposable and \( M_i \not\cong M_j \) for \( i \neq j \). We say that \( M \) is **mirrored** if \( \{[M_i]\}_{i=1}^{k} = \{S([M_i])\}_{i=1}^{k} \).

**Example 6.17.** Let \( h = 5 \). Then the Auslander–Reiten quiver \( \Gamma(\mathbb{k}A_5) \) is

\[
\begin{array}{cccccccccccccccccc}
1 \downarrow & 4 \downarrow & 3 \downarrow & \ldots & 1 \downarrow \\
2 \downarrow & 1 \downarrow & 2 \downarrow & \ldots & 2 \downarrow \\
3 \downarrow & 2 \downarrow & 3 \downarrow & \ldots & 3 \downarrow \\
4 \downarrow & 3 \downarrow & 4 \downarrow & \ldots & 4 \downarrow \\
5 \downarrow & 4 \downarrow & 5 \downarrow & \ldots & 5 \downarrow \\
\end{array}
\]

from which we see for example that \( S(\frac{1}{3}) = \frac{1}{2} \) and \( S(\frac{2}{4}) = \frac{3}{4} \). It follows that if

\[
T_1 = 5 \oplus \frac{4}{5} \oplus \frac{1}{3} \oplus \frac{1}{2} \oplus 1
\]

then \( T_1 \) is mirrored. On the other hand, if

\[
T_2 = 3 \oplus \frac{4}{5} \oplus \frac{2}{3} \oplus \frac{1}{4} \oplus \frac{1}{3} \oplus \frac{1}{2} \oplus \frac{1}{4}
\]
then $T_2$ is not mirrored. Indeed, the vertices of $\Gamma(\mathbf{k}\overrightarrow{A}_h)$ corresponding to the indecomposable summands of $T_2$ are

\[ \begin{array}{c}
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \end{array} \]

while the vertices symmetrical to the perpendicular bisector of the base of $\Gamma(\mathbf{k}\overrightarrow{A}_5)$ are

\[ \begin{array}{c}
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \quad \bullet \\
\bullet \end{array} \]

**Remark 6.18.** If $T$ is a tilting $\mathbf{k}\overrightarrow{A}_h$-module then it is easy to see that a necessary condition for $T$ to be mirrored is that $\ker(P(l) \rightarrow P(m))$ is a direct summand of $T$ if and only if $\ker(P(h + 1 - m) \rightarrow P(h + 1 - l))$ is a direct summand of $T$, from which it follows that $h$ must be odd. Moreover, if $h$ is odd, it is easy to construct a mirrored tilting $\mathbf{k}\overrightarrow{A}_h$-module.

Assume now that the left fracturing $T^L = \bigoplus_{W \in P_{\text{min}}} T^{(W)}$ of $\Lambda$ has exactly one nonprojective summand $T^{(W)}$, while $T^R = D(\Lambda)$; the dual case where $T^R$ has exactly one noninjective summand $T^{(J)}$ and $T^L = \Lambda$ is similar. Let $P \leq W$ be a left abutment such that $\overrightarrow{T}^{(W)} \in F_P$ and assume that $\text{ht}(P) = h$.

Let $T$ be the corresponding tilting $\mathbf{k}\overrightarrow{A}_h$-module. Moreover, since $\Lambda$ is representation-directed, there exists a simple injective $\Lambda$-module $I$.

Consider now the opposite algebra $\Lambda^{\text{op}}$. By the above properties of $\Lambda$, it follows that we have a fracturing $(D(T^L), D(T^R))$ of $\Lambda^{\text{op}}$ and a $(D(T^L), D(T^R), n)$-fractured subcategory $D(M)$. Moreover we have that the right fracturing $D(T^R) = \bigoplus_{W \in P_{\text{max}}} T^{(D(W))}$ has exactly one noninjective summand $T^{(D(W))}$ and that the right abutment $D(P)$ satisfies $\overrightarrow{T}^{(D(W))} \in G_{D(P)}$ and $\text{ht}(D(P)) = h$. Moreover, we have that $D(I)$ is a simple projective $\Lambda$-module.

In general it is not true that the modules $\pi_{P \times}(T^{(P)})$ and $\pi_{D(P)\times}(T^{(D(P))})$ are isomorphic. However, if $T$ is mirrored it easily follows by the definitions involved that indeed $\pi_{P \times}(T^{(P)})$ and $\pi_{D(P)\times}(T^{(D(P))})$ are isomorphic. In this case we can perform two different gluings. Performing the gluing $\Lambda^{\text{op}}F_{\Delta}D(\Lambda)\Lambda$ we obtain by Theorem 4.26 an algebra $\Lambda$ whose module category admits an $n$-cluster tilting subcategory. For an example of this kind we refer [Vas18] Example 4.21. On the other hand, performing the gluing $\Lambda^{D(I)\Delta} \Lambda^{\text{op}}$ we have the following Corollary.

**Corollary 6.19.** The algebra $\Lambda' = \Lambda^{D(I)\Delta} \Lambda^{\text{op}}$ is $n$-self-glueable. In particular mod $\Lambda'$ admits an $n$-cluster tilting subcategory.

**Proof.** One can easily verify that $\Lambda'$ is $n$-self-glueable by construction. The result follows by Corollary 5.12.

In the particular case where $\Lambda$ is an acyclic Nakayama algebra, we can formulate the previous results in the following Corollary.
Corollary 6.20. Let \( \Lambda \) be an acyclic Nakayama algebra with Kupisch series \((d_1, \ldots, d_l)\) and let \((b_1, \ldots, b_l)\) be the Kupisch series of \( \Lambda^{\text{op}} \). Let \((T^L, T^R)\) be a fracturing of \( \Lambda \) and \( \mathcal{M} \subseteq \text{mod} \Lambda \) be a \((T^L, T^R, n)\)-fractured subcategory for some \( n \geq 2 \). In particular, we have that \( T^L = T(W) \) for some maximal left abutment \( W \) and \( T^R = \pi^J \) for some maximal right abutment \( J \). Let \( P \leq W \) be such that \( T(W) \in \mathcal{F}_P \) and \( \pi_{P^*}(T(P)) \) is a mirrored tilting \( k \tilde{A}_{ht(P)} \)-module. Moreover, let \( 1 \leq p \leq l \) be such that \( P \sim P(p) \). If \( T^R \) is injective, then

(a) the module category of the acyclic Nakayama algebra with Kupisch series
\[(d_1, \ldots, d_{p-1}, b_1, \ldots, b_l)\]
admits an \( n \)-cluster tilting subcategory, and

(b) the module category of the cyclic Nakayama algebra with Kupisch series
\[(b_1, \ldots, b_{l-p}, d_1, \ldots, d_{p-1})\]
admits an \( n \)-cluster tilting subcategory.

Proof. In the first case, the resulting Nakayama algebra is the gluing \( \Lambda^{\text{op}} P_{\Lambda^{\text{op}}} \Lambda \) and the result follows by Theorem 4.26. In the second case, the resulting Nakayama algebra is the self-gluing of the gluing of \( \Lambda \) with \( \Lambda^{\text{op}} \) along the unique simple injective \( \Lambda \)-module and the result follows by Corollary 5.13. \( \square \)

In the rest of this article, when drawing the Auslander–Reiten quiver of a Nakayama algebra we will only draw the vertices; the arrows are implied by the relative positions of the vertices. Moreover, in a Kupisch series we will denote by \( h^{(k)} \) a sequence \( h, h, \ldots, h \) where \( h \) appears \( k \) consecutive times.

Example 6.21. Let \( \Lambda \) be the acyclic Nakayama algebra with Kupisch series \((3^{(7)}, 5^{(6)}, 5, 4, 3, 2, 1)\). Then the Auslander–Reiten quiver of \( \Lambda \) is

where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-fractured subcategory. The acyclic Nakayama algebra \( \Lambda^{\text{op}} \) has Kupisch series \((5^{(7)}, 4, 3^{(8)}, 2, 1)\). Gluing \( \Lambda \) with \( \Lambda^{\text{op}} \) at the unique left maximal abutment of \( \Lambda \) we obtain the Nakayama algebra \( \Lambda_1 \) with Kupisch series \((3^{(7)}, 5^{(6)}, 5, 4, 3^{(8)}, 2, 1)\). The Auslander–Reiten quiver of \( \Lambda_1 \) is

where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-cluster tilting subcategory. Gluing \( \Lambda \) with \( \Lambda^{\text{op}} \) at the unique simple injective \( \Lambda \)-module we obtain the Nakayama algebra \( \Lambda_2 \) with Kupisch series \((5^{(7)}, 4, 3^{(8)}, 2, 3^{(7)}, 5^{(6)}, 5, 4, 3, 2, 1)\). The Auslander–Reiten quiver of \( \Lambda_2 \) is

where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-fractured subcategory. In particular, the algebra \( \Lambda_3 \) is 4-self-gluable. By self-gluing \( \Lambda_2 \) we obtain the cyclic Nakayama algebra \( \Lambda_3 \) with Kupisch series \((5^{(7)}, 4, 3^{(8)}, 2, 3^{(7)}, 5^{(6)})\). The Auslander–Reiten quiver of \( \Lambda_3 \) is
where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-cluster tilting subcategory.

### 6.3.2. Exactly two fractures

Assume now that the left fracturing $T^L$ has exactly one nonprojective summand $T^{(W)}$ while the right fracturing $T^R$ has exactly one noninjective summand $T^{(J)}$ and moreover the conditions of Definition 5.4 are satisfied. In this case the algebra $\Lambda$ is $n$-self gluable and so mod $\Lambda$ admits an $n$-cluster tilting subcategory by Corollary 5.12.

For Nakayama algebras we have the following corollary.

**Corollary 6.22.** Let $\Lambda$ be an acyclic Nakayama algebra with Kupisch series $(d_1, \ldots, d_k)$. Assume that mod $\Lambda$ admits a fracturing $(T^L, T^R)$ and a $(T^L, T^R, n)$-fractured subcategory $\mathcal{M}$. If $\Lambda$ is $n$-self gluable, then there exist a right abutment $I$ and a left abutment $P$ of $\Lambda$, both of the same height $h$, and such that $T^L \in \mathcal{F}_P$ and $T^R \in \mathcal{G}_I$ and moreover the module category of the cyclic Nakayama algebra with Kupisch series $(d_1, \ldots, d_{k-h})$ admits an $n$-cluster tilting subcategory.

**Proof.** The existence of $P$ and $I$ follows directly from Definition 5.4 since an acyclic Nakayama algebra has a unique maximal left abutment and a unique maximal right abutment. The fact that the module category of the cyclic Nakayama algebra with Kupisch series $(d_1, \ldots, d_{k-h})$ admits an $n$-cluster tilting subcategory follows by Corollary 5.12. □

Using acyclic Nakayama algebras with homogeneous relations, we can systematically construct a class of $n$-self gluable acyclic Nakayama algebras. However, applying Corollary 6.22 to them, we obtain selfinjective Nakayama algebras whose module categories admit $n$-cluster tilting subcategories. Since selfinjective Nakayama algebras whose module categories admit $n$-cluster tilting subcategories are completely classified in [DI20] we do not include this special case. We give a different example instead.

**Example 6.23.** Let $\Lambda$ be the acyclic Nakayama algebra with Kupisch series

$$
\left(5^{(7)}, 4, 3^{(10)}, 5^{(6)}, 5, 4, 3, 2, 1\right).
$$

Then the Auslander–Reiten quiver of $\Lambda$ is

```
\[ \begin{array}{cccccccccccc}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array} \]
```

where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-fractured subcategory. Gluing along the unique maximal left and right fracture, we get the cyclic Nakayama algebra $\tilde{\Lambda}$ with Kupisch series $(5^{(7)}, 4, 3^{(10)}, 5^{(6)})$. The Auslander–Reiten quiver of $\tilde{\Lambda}$ is

```
\[ \begin{array}{cccccccccccc}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet
\end{array} \]
```

where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-cluster tilting subcategory.

We end this section with an example that exhibits many interesting properties.

**Example 6.24.** Let $\Lambda$ be the algebra given by the quiver with relations

```
\[ \begin{array}{ccccccccccc}
1 & \rightarrow & 2 & \rightarrow & 3 & \rightarrow & 4 & \rightarrow & 5 \rightarrow & 6 & \rightarrow & 7 & \rightarrow & 8 \\
\end{array} \]
```

where the additive closure of the indecomposable modules corresponding to the bold vertices is a 4-cluster tilting subcategory.
The Auslander–Reiten quiver $\Gamma(\Lambda)$ of $\Lambda$ is

and we see that the unique maximal left abutment is $\frac{6}{8}$ while the two maximal right abutments are $\frac{1}{3}$ and $\frac{1'}{2'}$. We set

$W := \frac{6}{8}$, $T^L = T(W) := W \oplus \frac{6}{8} \oplus 7$, $J := \frac{1}{3}$, $T^{(J)} := J \oplus \frac{1}{3} \oplus 2$, $T^{(\frac{1'}{2'})} := \frac{1'}{2'} \oplus 1'$, $T^R = T^{(J)} \oplus T^{(\frac{1'}{2'})}$.

Then $(T^L, T^R)$ is a fracturing of $\Lambda$. By closing $P^L$ under the action of $\tau_2^{-2}$ as in Proposition 4.22(a), we obtain the 2-fractured subcategory $M \subseteq \text{mod} \Lambda$ which is given as the additive closure of the following encircled indecomposable modules:

Notice in particular that $\frac{6}{8} \in I^R \cap P^L$, which is an extreme case. Notice also that $\Omega^{-2}(7) = 5 \oplus 2$ which shows that conditions (a3) and (a4) in Proposition 4.22 do not need to hold for $i = n$.

Next, we have that $\Lambda$ is 2-self gluable with $(W, J)$ as a fractured pair and $(W, J)$ as a compatible pair too. It follows by Corollary 5.12 that the module category of the algebra $\tilde{\Lambda} = k\tilde{Q}/\tilde{R}$ where $\tilde{Q}$ is the quiver

and $\tilde{R} = \langle \alpha, \beta, \gamma, \delta, \epsilon, \zeta, \xi, \eta \gamma \rangle$ admits a 2-cluster tilting subcategory. Indeed, the Auslander–Reiten quiver $\Gamma(\tilde{\Lambda})$ of $\tilde{\Lambda}$ is
and the additive closure of the encircled modules is a 2-cluster tilting subcategory $\tilde{M} \subseteq \text{mod} \tilde{\Lambda}$. Notice in particular that $\Lambda$ has infinite global dimension but is not an Iwanaga–Gorenstein algebra since $\text{inj-dim}(\tilde{\Lambda}) = \infty$.
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