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**Abstract**

*Aim of study:* The application of pre-trained deep learning models, AlexNet and VGG16, for classification of five diseases (*Epilachna* beetle infestation, little leaf, *Cercospora* leaf spot, two-spotted spider mite and Tobacco Mosaic Virus (TMV)) and a healthy plant in *Solanum melongena* (brinjal in Asia, eggplant in USA and aubergine in UK) with images acquired from smartphones.

*Area of study:* Images were acquired from fields located at Alangudi (Pudukkottai district), Tirumalaisamudram and Pillayarpatti (Thanjavur district) – Tamil Nadu, India.

*Material and methods:* Most of earlier studies have been carried out with images of isolated leaf samples, whereas in this work the whole or part of the plant images were utilized for the dataset creation. Augmentation techniques were applied to the manually segmented images for increasing the dataset size. The classification capability of deep learning models was analysed before and after augmentation. A fully connected layer was added to the architecture and evaluated for its performance.

*Main results:* The modified architecture of VGG16 trained with the augmented dataset resulted in an average validation accuracy of 96.7%. Despite the best accuracy, all the models were tested with sample images from the field and the modified VGG16 resulted in an accuracy of 93.33%.

*Research highlights:* The findings provide a guidance for possible factors to be considered in future research relevant to the dataset creation and methodology for efficient prediction using deep learning models.
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**Introduction**

In agriculture, pest infestation as well as (different) diseases are affecting the production of horticultural crops. An example survey on the factors affecting the food production points to 10% loss because of plant diseases (Strange & Scott, 2005). Hence, the timely diagnosis of the diseases will help the farmers to control the spread of the harmful ones. On the other hand, human diagnosis involves error due to the limitation in cognitive ability, experience, psychological, and other factors. Laboratory analysis for diagnosis requires skilled labor and it is a time-consuming process. Also, such a facility is limited to process a huge number of samples and (mostly) non-available in remote locations. Hence, it demands an alternative, simple and non-destructive method for diagnosis of disease which will be beneficial for the farmers (Barbedo, 2016; Barbedo et al., 2016).

Due to the advent of mobile phone technology, smartphones are easily available. Application such as Plantix ([https://plantix.net/en](https://plantix.net/en)) have begun providing services for identification of diseases in different crops, although many types of crops as well as different diseases are still
needed to be included (Barbedo, 2018a). Many studies (Mohanty et al., 2016; Brahim et al., 2017; Barbedo, 2018b; Ferentinos, 2018; Liu et al., 2018) have been carried out using the standard technique where the leaves are isolated from the plant and the images of these isolated leaves are acquired in a controlled environment. Earlier traditional studies have explored the use of shallow machine learning algorithms with the extracted feature parameters (Arivazhagan et al., 2013; Kruse et al., 2014; Dey et al., 2016; Ali et al., 2017; Zhang et al., 2017). In the case of deep learning methods, image dataset is directly provided as input for training process unlike earlier methods. These trained models have been evaluated based on the classification performance on test images.

Isolation of leaves and acquiring images in controlled condition contribute to significant complexity. In some cases, a close-up shot of the infected leaves in real field condition is required for disease diagnosis, which increases the complexity of the automated systems that need to be developed. Also, the incident of the diseases will cause structural changes in the plant. Hence, a system for disease identification using the whole or portion of the plant image without isolating leaf samples will be of great benefit to farmers and for easy implementation in automation systems. Further, analysing the severity of diseases will be possible employing the images of the whole plant.

Studies have been carried out for recognition of disease using the images of the entire or part of the single plant with a simple digital camera (Zhou et al., 2014; Salgadoe et al., 2018). Other methods included aerial shots of the field with conventional digital camera, multispectral or hyperspectral devices (Calderón et al., 2013; García-Ruiz et al., 2013; De Castro et al., 2015). In the above studies, different vegetation indices such as structural indices (e.g., Normalized Difference Vegetation Index [NDVI]), Xanthophyll indices (e.g., Photochemical reflectance index), chlorophyll a+b indices, crop water stress index, etc., were estimated based on the spectral reflectance value of specific wavelength for recognition of disease and severity estimation in large crops. Schor et al. (2016) used principal components in Red Green Blue (RGB) channel along with Otsu-based thresholding method and morphological operation for disease classification. Story & Kacira (2015) have used a Cartesian-based robotic system with cameras sensitive to different wavelengths and sensors for monitoring the crop health status in a laboratory condition. In reality, it is difficult to implement such a system on a commercial scale. Moreover, the experimental field size is limited to the physical limits of the robotic system. Pilli et al. (2014) used an autonomous robot equipped with cameras for acquiring the images of cotton and groundnut crops. Later, textural features were extracted using image processing method and fed as input to neural network for training. The classification accuracy in testing phase varied from 83 to 96%. Polder et al. (2014) utilized Linear Discriminant Analysis (LDA) and color features such as mean normalized red and green value, a fraction of red pixels, etc., for classification of tulip crop infected with tulip breaking virus from healthy plant.

Employment of high-resolution RGB cameras, multi spectral and specialized devices are costly compared to conventional visible cameras which makes it difficult to implement on a wider scale and requires an expert for handling the device (Barbedo, 2016). Moreover, manual feature extraction demands an expert skill for identification of the best combination of features which can solve the disease classification problem. Also, the process is time-consuming and the sensitivity of features to detect the disease may change significantly, when dataset of new disease is added. Recent advances in deep learning-based algorithm, were consistently able to reproduce results, even when numerous classes of diseases were considered (Brahimi et al., 2018). Table 1 shows some notable works on disease classification in a single crop with isolated leaf samples using Convolutional Neural Networks (CNN)-based architecture.

Table 1. Different models for disease classification using leaf dataset.

| Author            | Crop  | Deep learning model                          | Accuracy  |
|-------------------|-------|---------------------------------------------|-----------|
| Liu et al., 2018  | Apple | AlexNet precursors with inception module     | 97.62%    |
| Ma et al., 2018   | Cucumber | DCNN, based on Lenet5                      | 93.4%    |
| Aravind et al., 2018 | Grape | AlexNet with SVM                            | 99.23%    |
| Brahim et al., 2017 | Tomato | AlexNet                                     | 97.71%    |
|                   |       | GoogleNet                                   | 99.18%    |
| Lu et al., 2017   | Rice  | DCNN                                        | 95.48%    |

DCNN: Deep Convolution Neural Network. SVM: Support Vector Machine.
The beetle has infestation is one of the main pests affecting the plant species of the Solanaceae family for which has been reported a loss of production up to 90% under favourable condition (Alishiri et al., 2013). The characteristic symptoms of the disease are a pattern of discoloured mosaic on the surface of the leaves. Fig. S1a [suppl.] shows the S. melongena with mosaic patterns visible on the leaves which have been affected with the TMV. In some cases, changes in the shape of the leaves and curling’s are reported for the disease (Madzokere, 2017).

Little leaf disease is one of the deadly diseases caused by a phytoplasma. The vector agent for transmitting the disease is leaf hopper (Shazly et al., 2016). The characteristic symptoms of the disease are shrinkage in size of the leaf, stunted growth, reduced internodes and increase in number of small leaves arranged in bunches (as shown in Fig. S1b [suppl.]). A survey by Rao et al. (2017) reported losses ranging from 40% to 100% under favourable conditions.

Epilachna beetle infestation is one of the most common problems in S. melongena. The beetle has three different stages of development (grub, pupa and adult). Grub and adult have specialized mouth parts for consuming the chlorophyll from the leaves (as shown in Fig. S1c [suppl.]) (Srinivasan, 2009). Mohanchander et al. (2013) reported up to 80% damage of the leaves and loss of fruit production up to 60%.

Two-spotted spider mite (Tetranychus urticae) infestation is one of the main pests affecting a large variety of crops (Fig. S1d [suppl.]). The pest survives by consuming the fluids from the plant. It also removes the chlorophyll and web has been found on the leaf surface. The infestation is especially severe in S. melongena, where Ramaraju (2004) reported a yield loss of 13.64% to 31.09% under favourable conditions.

Cercospora leaf spot is caused by the fungi Cercospora melongenae. The characteristic symptoms of the disease are dark circular spots on both sides of the leaves (Fig. S1e [suppl.]) (Srivastava & Nelson, 2012).

Dhakad (2017) reported a production loss ranging from 60 to 80% due to this disease. The spores of the fungus spread rapidly through the air.

So far, no literature studies have been found for the classification of above diseases with leaves of S. melongena. Also, studies for classification of diseases using the whole or part of the plant image have not been found using deep learning models. In this work, two deep learning models, AlexNet and VGG16, were utilized to solve disease classification problem in S. melongena.

### Material and methods

A brief description of the dataset created using the whole or part of the plant images and the different layers of the pre-trained deep learning models, AlexNet and VGG16, is found next. The modification of the deep learning models and its implementation are discussed in section “Implementation”.

#### Image dataset

A dataset was created with images captured using six different smartphones commercially available having distinct resolutions. These images were acquired from three different fields cultivating S. melongena during three different time periods (6.00 AM to 8.00 AM, 8.00 AM – 5.00 PM (under cloudy condition), 5.00 PM – 6.00 PM) in order to minimize the loss of disease features due to specular reflection. The three fields are located in Tamil Nadu, India: one in Alangudi-Pudukkottai district (10°21’30.0” N, 78°54’52.1” E), and two in the Thanjavur district: Tirumalaismudram (10°43’33.8” N, 79°00’57.5” E) and Pillayarpatti (10°44’46.4” N, 79°03’49.1” E).

The obtained images were manually segmented using a software to remove background information as shown in Fig. 1. This is done to eliminate the learning of features from background information and evaluate the sensitivity of the deep learning model in learning specific features of the disease. The images were pre-processed to the accepted input dimensions of the deep learning models (specifically $227 \times 227 \times 3$ for AlexNet and $224 \times 224 \times 3$ for VGG16). The dataset created using these pre-processed images consists of six different classes (based on the consultation with pathologists) as shown in Table 2.

The performance of the deep learning models depends heavily on the quantity of the data. The lack of enough (input) data results in overfitting of the learnt model which will perform poorly in case of the validation. As per the literature, there is no clarity in determining the
number of images required for classification (Barbedo, 2018b). But the minimum size of the dataset for these models depends on the complexity of the features in the image. Hence the number of images available in the dataset was increased artificially using the image augmentation techniques. It involves the use of image transformation such as rotation (90°, 180° and 270°), random translation, and alteration in the brightness which introduces distortion in the dataset. Random translation was performed by translating each pixel to a specific position, which is a factor of random number and a fixed transformation value of 100. The brightness of the image was modified by adding or subtracting a random value generated within a fixed intensity value. The fixed values were attained based on numerous trials in order to preserve the features of the image. The deep learning models were evaluated with both (original and augmented) datasets and results were analysed.

Deep learning models

The deep learning models, AlexNet and VGG16 (Fig. 2a and 2c), used in the study had already been pre-trained with ImageNet dataset. This consists in approx. 1.4 million images and 1000 categories (Krizhevsky et al., 2012; Simonyan & Zisserman, 2014). These two models are based on CNN architecture, which consists in stack of different layers, namely convolution, ReLU (Rectified Linear Unit), maxpooling, fully connected, dropout, softmax, and classification layer for processing, feature extraction and classification of images.

— In the convolution layer, kernel or filter $K$ of specific dimension (which is lower than the input size) is applied over each position on the input image or feature map $x$. The output is obtained by using the function (1) (Liu et al., 2018):

$$x_n^k = \sum_{m} M_n x_m^{k-1} \times K_{mn} + b_n^k$$  

where $b$ represents bias, $k$ is the layer number and $M_n$ is the feature maps from $n$ channels. The dimension

| Categories             | No. of samples | No. of samples upon augmentation |
|------------------------|----------------|----------------------------------|
| Tobacco Mosaic Virus   | 105            | 1050                             |
| Little leaf disease    | 119            | 1190                             |
| Epilachna beetle       | 149            | 1490                             |
| Two-spotted spider mite| 70             | 700                              |
| Cercospora leaf spot   | 70             | 700                              |
| Healthy                | 130            | 1300                             |
| Total                  | 643            | 6430                             |
of the output feature maps is determined by the kernel dimension, stride and padding, which can be estimated using (2):

\[
\text{Size of feature map} = \frac{\text{input dimension} - \text{kernel dimension}}{\text{stride}} + 1 \quad (2)
\]

The feature maps obtained from each convolution layer is passed to subsequent convolution layers which will learn complex features from simple features. Prior to this process, the feature maps are usually fed through ReLU, which is an activation function. The number of convolution layers in AlexNet and VGG16 is five and thirteen, respectively. VGG16 has deeper layers and produces better results than AlexNet with ImageNet dataset (Simonyan & Zisserman, 2014).

ReLU is immediately preceded by the convolution layer. It is a non-saturating and non-linearity based activation function that introduces uncertainty. This function can be represented using (3) where the negative input value is replaced with zero:

\[
f(x) = \max(0, x) \quad (3)
\]

Krizhevsky et al. (2012), in the development of AlexNet, demonstrated the significance of ReLU in reducing the number of iteration required to lower the training errors. Also, ReLU plays a significant role in reducing the overfitting problem.

— Maxpooling layer replaces the maximum value in the neighborhood within the window size of the specific dimension. This is applied over the entire activation map and reduces the dimension of the map for further processing. This is known as down sampling and reduces the number of parameters to be learnt in the subsequent convolution layers. The dimension of the window used in AlexNet is 3 × 3 whereas in VGG16...
2 × 2 is used. The dimensionality reduction in AlexNet is higher whereas in VGG16 it is lower. In VGG16 architecture, more convolution layers are available as reducing the dimension rapidly will make the model to lose essential features and its spatial informations for discrimination. Hence window size is lower in VGG16 (Simonyan & Zisserman, 2014).

— Cross-channel or local response normalization is present only in the AlexNet architecture. In this layer, each value in the map is replaced with a normalized value by using the window of specified size and a certain number of neighboring channels. The equation (4) represents the local response normalization (Krizhevsky et al., 2012):

\[
b_{x,y}^k = \frac{a_{x,y}^k}{\left( k+\alpha \sum_{j=\min(N_{x,y}^k)}^{\max(N_{x,y}^k)} (a_{j,x,y}^k)^2 \right)^{\beta}}
\]

where \(b_{x,y}^k\) is the normalized activity obtained with \(a_{x,y}^k\), which are the elements in normalization window; \(a_{x,y}^k\) is the neuron activity; and \(k, \alpha, \beta\) are hyperparameters.

— In a fully connected layer, all the neurons are connected to each other, what is similar to the traditional neural networks. In the convolution layers, local features are combined to obtain a larger pattern of the learnt features in the fully connected layers. The two deep learning models have three fully connected layers, the first two layers have 4096 hidden neurons and in the third the number of neurons depends on the number of classes.

In dropout, 50% of the neurons are disconnected, which drops out the connection of neurons randomly with a probability of 0.5. This results in new neural architecture during every run and reduces the dependency on the neighboring neurons. Srivastava et al. (2015) improved the model's performance and reduced the overfitting problem.

— Softmax & classification layer. The output from the fully connected layer is converted into a probability for the available classes. The mathematical operation performed in softmax layer is given by (5) (Beale et al., 2018):

\[
P(c_i|x, \theta) = \frac{\exp \left( \ln \left( \frac{P(x, \theta | c_i) P(c_i)}{\sum_{j=1}^{k} \exp \left( \ln \left( \frac{P(x, \theta | c_j) P(c_j)}{P(c_j)} \right) \right) \right) \right)}{\sum_{j=1}^{k} \exp \left( \ln \left( \frac{P(x, \theta | c_j) P(c_j)}{P(c_j)} \right) \right)}
\]

where \(P(x, \theta | c_i)\) is the conditional probability and \(P(c_i)\) is the prior probability for class \(i\). \(P(c_i|x, \theta)\) is the resulting probability and the class with the highest probability is assigned as the correct class using cross-entropy function \(E(\theta)\) in the classification layer which is defined by (6) (Beale et al., 2018):

\[
E(\theta) = -\sum_{i=1}^{n} \sum_{j=1}^{k} t_{ij} \ln y_j(x_i, \theta)
\]

Implementation

The implementation was carried out in ACER NITRO 5 SPIN laptop equipped with GTX 1050 Graphics Processing Unit (GPU) and 8 GB of Random Access Memory (RAM). The software package used for the experiment was Matlab 2017b. In this study, the evaluations were carried out using two sets of pre-trained deep learning architecture. The first set was default AlexNet and VGG16 while the other set was a modified model of the same. Two experiments were conducted in such a way that one was performed without an augmentation of the dataset and other with an augmented dataset. It was carried out to determine the effect of the size of the dataset on the classification accuracy, as an earlier study has demonstrated a significant impact (Barbedo, 2018b). In the modified model, an additional fully connected layer with 4096 hidden neurons is added to the original model as shown in Fig. 2b and Fig. 2d. This increases the number of fully connected layers from three to four. As the number of fully connected layers increases, the number of learnable parameters increases and its significance in affecting the performance was evaluated.

There are several hyperparameters such as minibatch size, learning rate, epoch, etc., which need to be set, prior to the training of the model with the input images (presented in section “Results and discussion”). Among many parameters, minibatch size and learning rate are important hyperparameters. Minibatch consists in splitting the training dataset into smaller batches to calculate the error and update of the parameters. Learning rate is a hyperparameter that will be multiplied with the derivative of loss function. It is used to update the weight and bias. The learning rate was kept very low for all the remaining layers except the last two fully connected layers, because the model has (already) learnt weight and bias with ImageNet dataset and this learned model is used for the classification of diseases and a healthy class. This is known as transfer learning approach. The learning rate of weight and bias for the last fully connected layer were set greater than the initial learning rate which makes those layers to learn faster. All the fine-tuned hyperparameters used in the study are shown in Table 3.

A total of five trials were carried out for each model. Each trial was carried out with 20 epochs. The commonly applied dataset splitting ratio of 80% for training and 20% for validation were used in both the experiments (Ferentinos, 2018).
Table 3. Hyperparameter configuration of the deep learning model.

| Hyperparameter configuration                  | Values |
|----------------------------------------------|--------|
| Training minibatch size                      | 16     |
| Maximum epoch                               | 20     |
| Initial learn rate                           | 0.0001 |
| L2 regularization                            | 0.0001 |
| Weight learning rate - Last fully connected layer | 30   |
| Bias learning rate - Last fully connected layer   | 20   |
| Weight L2 factor - Last fully connected layer | 2     |
| Bias L2 factor - Last fully connected layer   | 1     |
| Momentum                                     | 0.9    |

Results and discussion

Training of models without augmented dataset

In the case of AlexNet, the average validation accuracy for five trials was 80.7% where the best accuracy was 84.02%. VGG16 had the best classification accuracy (96.12%) with an average accuracy of 95.19%. The minibatch accuracy and training loss of the best trial among the five trials of the deep learning models are shown in Fig. 3. The minibatch accuracy reaches 100% and 0 loss at an average of 5.2 epochs for the five trials using AlexNet but oscillates for
a significant number of iterations. On average, it
takes about 19.6 epochs for the oscillations to fade.
In the case of VGG16, the convergence reaches the
maximum accuracy and minimum loss at an average of
5.4 epochs. The oscillation diminishes at an average
of 16.6 epochs and maintains constant value for the
remaining epochs. Mohanty et al. (2016) pointed out
that convergence was achieved within 30 epochs,
what is in agreement with the current study. The
average time taken for execution of AlexNet was 2.1
min while for VGG16 it was approx. 23.74 min. It is
not surprising that the time taken for completing the
training process is greater in VGG16 compared to
AlexNet, due to increase in depth of the architecture
(E.C. Too, L. Yujian, S. Njuki, L. Yingchun, unpub-
lished data).

Some studies (e.g. Hunter et al., 2012) have dem-
onstrated an improvement in the performance when
there is an increase in the number of hidden
layers. Hence, intuitively a new fully connected
layer with 4,096 hidden neurons was added to the
original model before the last fully connected layer
for evaluating its ability in classifying the disease.
The sample training plot of the modified architecture
with the best results for AlexNet and VGG16 is
shown in Fig. 4.

Surprisingly, the modified AlexNet resulted in
significant improvement with the best classification
accuracy of 88.54% and an average accuracy of 83.90%,
which is better than the unmodified architecture. The
modified architecture increased the oscillation in the
minibatch accuracy and training loss for all the trials
in AlexNet. The training process requires more epochs
to minimize oscillation. Although modified AlexNet
had significant improvement, the modified VGG16
depicted a marginal increase in the average accuracy
of 95.90% with the best classification accuracy of
96.76%. But the average number to reach a stable value
was 14.2 epochs, which is better than using AlexNet
and the unmodified VGG16. The average time taken
for execution of modified AlexNet and VGG16 were
approx. 2.72 and 53.58 min, respectively. The training
time was increased as it had more learnable parameters
and fully connected layers are hardware demanding.

Training of models with augmented dataset

In a previous study using Deep Convolution Neural
Network (DCNN) (Ma et al., 2018), there was a sig-
nificant improvement in classification accuracy after
data augmentation when compared with the original
data. Based on the insight, from the previous study, an
augmented image dataset was used in the model. Table
4 shows the average accuracy obtained using several
models with both datasets. The average validation
accuracy of unmodified and modified AlexNet were
90.15% and 90.74%, respectively. Similarly, for
VGG16, the average accuracies were 96.59% and
96.70%, respectively. While the AlexNet models showed
a significant improvement, VGG16 models generated
a slight improvement in accuracy, results contrary to
those found by Ma et al. (2018). The loss and minibatch
accuracy were close to zero and maximum respectively,
relatively at lower epoch compared to the previous
experiment carried out without augmentation of dataset.
The oscillation has been reduced using a higher dataset
with the modified architecture, as shown in Fig. 5.

The standard deviation of modified VGG16 model
without an augmented dataset is 1.053%, while with an
augmented dataset is 0.43%. The standard deviation for
unmodified VGG16 with augmented dataset was 0.5%
which is slightly higher compared to modified VGG16.
Hence modified VGG16 trained with the augmented
dataset is the acceptable model with high consistency.
The feature maps for each class can be extracted using the
function ‘deepdreamimage’ in Matlab for visualization
of the learnt features. The feature maps obtained from
the newly added fully connected layer are shown in Fig.
6. The visualized features can be closely related to the
symptoms of the disease which proves that the model
has learnt the features for each class.

Testing of the trained models with the images in
field conditions

Mohanty et al. (2016) and Barbedo (2018b) found
that the accuracy drops dramatically when test samples
with complex backgrounds are given to the models.
In order to analyse the performance of models used
in the current study, the trained and validated deep
learning models were tested with images from real field
conditions and were not segmented as described earlier
in section “Image dataset” for this evaluation. A total of
30 images with 5 images for each class (captured using
smart phones) were fed as input to the best performing
modified and unmodified models. The images were
taken under constant illumination but had a complex
background due to factors such as either presence of
absence of weeds, color of the soil, etc.

Table 5 shows the accuracy obtained using several
models. The best performing model was the modified
VGG16 architecture trained using the augmented da-
taset with an accuracy of 93.33%. The difference be-
 tween the accuracy values of validation and test case
were 3.37%, whereas, with other models, the difference
was much higher (Fig. 7). It is also evident that the
generalization ability of models even with a constant
illumination falls considerably. The models performance
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trained with an augmented dataset suffered significantly with the test set, what is in agreement with previous studies (Mohanty *et al.*, 2016; Barbedo, 2018b). In the case of AlexNet models, the fall in the accuracy of test set is dramatic when compared with the validation set. Interestingly, the modified models showed a marginal increase in performance as shown in Fig. 7.

When the confusion matrix for the modified VGG16 with and without augmentation is compared (Fig. 8), the test accuracy without augmented dataset and the modified model fell to 76.7%. The main reason for the reduced accuracy was due to the misclassification of TMV, *Epilachna* beetle and two-spotted spider mite. The accuracy has improved in the modified trained model with an augmented dataset compared to the previous case. In this case, the accuracy was affected mainly due to the target class i.e., healthy and two-spotted spider mite which was misclassified as *Epilachna* beetle and little leaf disease.

Finally, the effect of the change in illumination, the presence of weed and background soil have been analysed. As demonstrated by previous studies (Mohanty *et al.*, 2016; Barbedo, 2018a,b; Ferentinos, 2018) with the leaf images, the accuracy fell sharply when images with different illumination, increase in height from the camera to foliage, heavy weed infestation, and variation in color of soil, were fed to the model. In one of the cases, image taken during an evening had bright and dark areas of different intensity on the foliage due to the lower angle of the incident

![Figure 4](image-url)

**Figure 4.** Minibatch accuracy and loss during training of the modified deep learning model: Training plot of a) modified AlexNet with new layer, and b) modified VGG16 with new layer.
Table 4. Accuracy (%) using different trained models using dataset with or without augmentation with the validation images.

| Models          | Augmentation | Trials | AA   |
|-----------------|--------------|--------|------|
|                 |              | 1     | 2    | 3     | 4     | 5     |      |
| AlexNet         | without      | 80.24 | 84.02| 78.37 | 78.68 | 82.19 | 80.7 |
| Modified AlexNet| without      | 84.04 | 83.38| 88.54 | 84.67 | 78.90 | 83.90|
| AlexNet         | with         | 91.77 | 89.94| 89.28 | 89.55 | 91.22 | 90.15|
| Modified AlexNet| with         | 90.89 | 91.40| 90.09 | 90.91 | 90.45 | 90.74|
| VGG16           | without      | 94.93 | 95.49| 94.13 | 96.12 | 95.32 | 95.19|
| Modified VGG16  | without      | 95.98 | 95.98| 94.13 | 96.76 | 96.67 | 95.90|
| VGG16           | with         | 95.98 | 96.29| 97.31 | 96.72 | 96.65 | 96.59|
| Modified VGG16  | with         | 96.26 | 97.02| 96.20 | 97.12 | 96.90 | 96.7 |

AA: average accuracy.

Figure 5. Minibatch accuracy and loss during training of the modified deep learning model and augmented data: Training plot of a) modified AlexNet, and b) modified VGG16.
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**Figure 6.** Visualization of the features from the last fully connected layer of modified VGG16: a) *Cercospora* leaf spot, b) *Epilachna* beetle, c) healthy, d) little leaf, e) TMV, f) two-spotted spider mite.

sunlight. The presence of these patches resulted in misclassification to TMV and little leaf category. In another scenario, presence of weed in the background misclassified it to little leaf in most cases. In some cases of the healthy category with more spaces occupied by soil as background they were misclassified as *Epilachna* beetle due to the similarity of the symptoms with soil color and texture. But when later the image was cropped, resulting in an image with decreased soil background, the deep learning models classified it correctly.

In previous studies, predominantly leaf sample images taken in controlled or real field conditions were used for classifying diseases with deep learning models without considering the physical appearance of the plant (Mohanty *et al.*, 2016; Brahimi *et al.*, 2017; Lu *et al.*, 2017; Barbedo, 2018b; Ma *et al.*, 2018). In some diseases such as little leaf, it is difficult to classify such a disease with leaf samples as it does not contain any symptomatic pattern but a change in the size and arrangement of leaves on the plant (Rao *et al.*, 2017). Also in TMV disease, curling of leaves occur in few conditions which are not possible to be detected when scanned images of the leaf samples are used (Madzokere, 2017). Hence the current study has

| Models          | Augmentation | TMV | LL | EB | TSPM | CLS | H   | AA  |
|-----------------|--------------|-----|----|----|------|-----|-----|-----|
| AlexNet         | without      | 0   | 100| 0  | 0    | 0   | 40  | 40  |
| Modified AlexNet| without      | 20  | 100| 0  | 80   | 20  | 40  | 43.33 |
| AlexNet         | with         | 0   | 100| 0  | 0    | 100 | 60  | 46.66 |
| Modified AlexNet| with         | 20  | 100| 0  | 100  | 60  | 60  | 60  |
| VGG16           | without      | 40  | 100| 40 | 100  | 100 | 100 | 80  |
| Modified VGG16  | without      | 60  | 100| 60 | 40   | 100 | 100 | 76.66 |
| VGG16           | with         | 100 | 100| 60 | 100  | 80  | 100 | 90  |
| Modified VGG16  | with         | 100 | 100| 100| 80   | 100 | 80  | 93.33 |

TMV: Tobacco Mosaic Virus. LL: Little leaf. EB: *Epilachna* beetle. TSPM: two-spotted spider mite. CLS: *Cercospora* leaf spot. H: healthy. AA: average accuracy.
taken this factor into consideration in comparison to the previous studies for disease classification.

From the above discussion, it is evident that the generalization of these trained models in real test cases fails to classify effectively. Important factors to be considered are increasing the variability and the quantity of image for each class, which is difficult in practice but possible in a single crop with few diseases. Also, as these models are trained with existing diseases, if a different disease emerges in the future, the models will not be able to identify which is the critical issue that needs to be addressed (Barbedo, 2018b). In addition, the study has shown that the pre-trained deep learning model with an addition of a fully connected layer improved accuracy in test case scenario, what needs to be further analysed.

In conclusion, this study proposes a novel approach using two pre-trained deep learning models, AlexNet and VGG16, for classification of *S. melongena* diseases. The image dataset was created using images of an entire plant or portion of the plant branches taken using different smart phones. VGG16 resulted in the best average classification accuracy (95.19%). The architecture of these models were modified by adding
a fully connected layer with 4096 neurons prior to the last fully connected layer. VGG16 resulted in the best average accuracy (95.90%) compared to AlexNet with improvement in consistency of the result for five trials. In the second experiment the augmented dataset was used to train the model and the performance was evaluated. The modified VGG16 resulted in a best average classification accuracy (96.70%), which was slightly better than the unmodified architecture and improved consistency in results. When the test images from real field conditions were provided to the models, modified VGG16 trained with augmented dataset outperformed other models with reasonable accuracy and high consistency. The changes in illumination and the presence of background soil affected the performance of the architecture. The results have been compared and interpreted with previous studies regarding the ability of generalization of the model and its limitation on a real test scenario. In order to generalize further for the image in all the test conditions, more image dataset with different illumination properties and various background soil are required for training the model. In addition to that, more disease classes in the selected crop can be included to evaluate the deep learning models for disease classification application.
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