Abstract

With the rapid emergence of web services, more and more web services are published on the Internet as resources for web application development. There may exist some relationships among different web services, such as exact match, plug-in match, and irrelevant. In this paper, we discuss the issues related to multimedia web services, and propose a three-tier framework in order to establish an open environment supporting multimedia web services. With the description of the architecture and its implementation, we can make a multimedia web services oriented system more transparent, interoperable, and fault-tolerate.

1. Introduction

Web services are broadly regarded as self-contained, self-describing, and modular applications that can be published, located, and invoked across the Internet [7]. This emerging paradigm opens a new way of web application design and development to quickly develop and deploy web applications by integrating other independently published web services components to conduct new business transactions. However, since the web services components are actually integrated at run time through the Internet, one essential problem arising is how to guarantee that a web service can be obtained dynamically with transparency and fault tolerance. Furthermore, when web services contain multimedia elements, only the services that satisfy the quality of service (QoS) at the time should be taken into consideration.

Roy [10] summarizes a typical architectural model for web services among three components: service providers, service brokers, and service requesters. Service providers publish web services on service brokers; service requesters demand services from service brokers; and then service requesters directly bind to particular service providers. This framework works well at the early stage of web services realm, as different web services are not interoperable. As people start to utilize published web services to construct larger business, problems arise. Figure 1 illuminates a typical example using this architecture. Suppose one web application needs to integrate three published web services, each from a different service provider 1, 2, 3, respectively. These three service providers publish their services on the same service broker. When a service requester obtains the locations of these three services from the service broker, it needs to invoke the three web services separately from different service providers. Therefore, the service requester needs to be aware of the detailed access information of each service provider, such as the location, and even port number of the desired service. When an unexpected accident occurs on the web, say, service provider 1 crashes. The service requester has to reaccess the service broker for a substitute, and reestablish the connection to the new service provider. As a result, the service requester has to end up handling invocation and error handling of every web services needed, which is obviously neither efficient nor effective.

Therefore, our goal in this research aims at establishing an open framework in order to support multimedia web services. The rest of the paper is organized as follows. In Section 2 we present the requirements of supporting multimedia web services and mechanisms needed. In Section 3 we discuss the related work. In Section 4 we define some basic concepts. In Section 5 we propose a three-tier framework supporting multimedia web services. In Section 6 we depict the architecture. Suppose one web application needs to integrate three published web services, each from a different service provider 1, 2, 3, respectively. These three service providers publish their services on the same service broker. When a service requester obtains the locations of these three services from the service broker, it needs to invoke the three web services separately from different service providers. Therefore, the service requester needs to be aware of the detailed access information of each service provider, such as the location, and even port number of the desired service. When an unexpected accident occurs on the web, say, service provider 1 crashes. The service requester has to reaccess the service broker for a substitute, and reestablish the connection to the new service provider. As a result, the service requester has to end up handling invocation and error handling of every web services needed, which is obvious.

Table 1. Requirements and mechanisms

| Requirements                          | Mechanisms                                      |
|---------------------------------------|-------------------------------------------------|
| transparency of locating and invoking web services | encapsulation of the details of location and invocation |
| management of relationships between web services | definition of the service relationships |
| dynamic selection and composition of web services | dynamic selection and dynamic binding |
| QoS awareness                         | support of the expression of QoS parameters      |
| distribution of web service registration | trading between service brokers, caching         |

Figure 1. More sophisticated situation
prototype implementation of the framework. In Section 7 we present our evaluation. In Section 8 we draw a conclusion and discuss future work.

2. Problem Domain Definition

As the first step of the design process, we identify the requirements in order to support web services. We believe that there are six essential requirements: transparency, management of service relationships, dynamic selection and composition, quality of service, fault tolerance, and distribution of web services registration. Table 1 summarizes these requirements and the mechanisms that we believe to be capable of fulfilling each requirement. For brevity, in this paper we omit the discussion for other possible requirements, such as resource localization, multicast support, support for continuous media, real time synchronization, security, latency tolerance, etc.

The first is the transparency of locating and invoking web services. Similar to network transparency [9], web services transparency means that web services behave in the same way independent of their distributed locations and execution environments. To achieve the transparency, a mechanism needs to be provided to encapsulate the details of location and invocation of web services.

The second is the management of relationships between published web services. A large amount of web services have already been published on the Internet, and the number and types of web services grow rapidly [4]. How to select an appropriate web service, and how to select a substitute when one web service is unavailable, are of paramount importance. Therefore, mechanism needs to be provided to define the relationships between web services, such as exact matching, substitutable matching, etc.

The third is the dynamic selection and composition of web services into a new business transaction. Due to the unpredictable feature of Internet, some pre-selected web services may be temporarily unavailable at some time; therefore other compatible web services should be selected as replacements. As a result, applications based on web services should be able to choose and compose the web services to be used at run time. Furthermore, since web services will be dynamically selected, static binding at compiling time and linking time is not practical. Therefore, dynamic binding needs to be supported.

The fourth is the quality of service (QoS) awareness. More and more web services contain multimedia elements that require timeliness of transmissions [6]. In addition, a web service may become overloaded at some point and stop responding in a timely fashion, which will violate QoS requirements. Therefore, the selection of web services should not only be based upon availability, but also on QoS characteristics. In order to select the web service that fulfills the QoS requirements, mechanisms need to be provided to support the expression of QoS parameters, so that web services can be selected based upon their QoS values if so desired. In this paper we do not discuss the mechanism to ensure the QoS through the Internet transmission.

The fifth is fault tolerance. The fault tolerance here refers to the ability of a web services oriented system to respond gracefully to an unexpected web services failure. Considering an application that is composed of several web services and is executed the second time, from the first time of execution, the set of web services used will be cached. Since each web service will be invoked remotely from its resident site at the time of invocation, it is possible that one web service crashes without warning after the first invocation. The system needs to be able to make some special arrangements to find a new web service to replace the failed one, so that a service requester will still obtain the whole application even a certain web service is crashed. Dynamic selection and binding of web services can be the mechanism to achieve this goal.

The sixth is the distribution of web services registration. As more and more web services are published on the Internet, it is infeasible to have one central service broker that handles the entire pool of published web services. As a result, there will be many service brokers on the web, each managing some web services. When a web service is requested, the closest service broker will be first checked. If the expected web service is not found, the service broker should automatically contact with other service brokers for the appropriate service. If the service is found elsewhere, the original service broker should duplicate the service information to its local storage for future usages. Mechanisms should be provided to support the trading between service brokers described here.

3. Related Work

Remote Procedure Call (RPC) is a powerful mechanism in distributed computing, which enables software to make procedure calls over the Internet onto another procedure running on distributed machines. XML-RPC [8] utilizes the standard eXensible Markup Language (XML) [15] encoding strategy so that systems can be loose coupled and highly interoperable; the issue of argument marshaling existing with the traditional RPC is resolved due to the fact that all data is encoded as text before transmission [1]. Apache XML-RPC [2] is a Java implementation of XML-RPC. Although XML-RPC is simple to understand and use, its goal of simplicity decides that it cannot handle complex data types. Simple Object Access Protocol (SOAP) [11], on the other hand, is a more comprehensive and powerful transportation
protocol, which can handle complex data types such as user defined data types, and have the ability to have each message define its specific processing control and recipient. Becoming ad-hoc standard of web services field, the SOAP specification defines a convention to represent RPC calls and responses. Therefore, SOAP covers XML-RPC and provides more power of supporting web services oriented system. As a result, in our research, we decide to adopt SOAP RPC to access remote web services. Meanwhile, our previous work enhances SOAP in order to improve the ability and flexibility of the ad hoc standard SOAP protocol to serve for multimedia web services, by supporting batch facility and carrying on QoS requirements [16]. Consequently, we utilize our enhanced SOAP to transfer request messages.

Researchers, especially those from the field of web services discovery, have been interested on identifying QoS features as requirements of web services location. UX [3] suggests three QoS parameters: response time, cost, and reliability. Vinoski [13] summarizes five QoS parameters: latency as the average time for an operation to return the results after its invocation, fees as the money needed to be paid to invoke operations, invocation, accessibility as the degree of being capable of serving a request, and reliability as the degree of being capable of maintaining the service and service quality. In our work, we choose to adopt several multimedia-related QoS parameters: response time, reliability, availability, and accessibility.

Meanwhile, a powerful language to formally and precisely define a web service is of paramount importance. Web service description language (WSDL) [14] from W3C is becoming the ad hoc standard for web services publication. However, WSDL can only specify limited information of a web service as the function names and limited input and output information [4]. Gao and colleagues [4] propose a web service capability description language (SCDL) to describe, advertise, request, and match web services capabilities precisely. SCDL defines four types of atomic web service capability matches: exact match, plug-in match, relaxed match, and not relevant. The paper provides a theoretical basis to define web service capability matching. However, the paper does not provide any information about the implementation of the SCDL language; its previous version SDL [5] is still at early development stages [12]. Therefore, the usage of SCDL in web service applications is still unclear.

4. Basic Definitions

To address the issues discussed above, a three-tier framework supporting web services is proposed. To facilitate our discussion of the framework, however, we need to define some basic concepts first. For brevity, in this paper, we will use the term web service and service interchangeably.

Definition 1: Web service

In this paper, each web service is defined as a 6-tuple (hostId, ontoDes, Sigs, Pre, Post, QoS), where:

- hostId: is the unique identifier of the hosting server machine of the web service;
- ontoDes: is the ontological description. This element defines the concept of the context and its meaning description [4].
- Sigs: is the set of RPC methods exposed by the service;
- Pre: is the pre-condition of the web service;
- Post: is the post-condition of the web service;
- QoS: is the QoS feature of the web service.

Definition 2: Signature match

Considering two RPC methods A and B exposed by web services, method A is regarded as signature matching to method B if:

1. The input parameters of A are super types of those of B;
2. The output parameters of A are subtypes of those of B.

Definition 3: Plug-in match web service

Plug-in match defines a substitute relationship between web services. If a web service X is a plug-in match service of web service Y, it means that web service X can be plugged into the place where web service Y is to be used as a substitute, but not vice versa. A web service X is a plug-in match service of web service Y, if:

1. The method set defined by X is a superset of that defined by Y;
2. For each mutual method between X and Y, the signature of the method signature of X signature matches that of Y.
3. The specification of X semantically matches the specification of Y. In other words, (pre-X => pre-Y) ^ (post-Y => post-X) [4].
4. For every QoS requirement defined in Y, X fulfills the same QoS requirement with super type
The service broker is wrapped by an XML layer. This XML layer can be implemented by different XML-based technologies, such as SOAP, UDDI, and WSDL. This paper will not discuss the related technologies. Therefore, we use XML layer merely represents that the communication between the service broker and the service providers and service requesters are all based on XML technology. The internal structure of a service broker contains the following five functional components: service registrar, service manager, service binder, service trader, and service analyzer.

Service registrar handles service registration for service providers and the service trader component. Service providers register new web services onto the service broker, or remove old services from it. Commonly, the service registrar normally maintains one repository of registered web services, and also provides an operation engine over the repository, e.g. adding/removing a service entry, and query functionality for service binder, which will be discussed below. Through the service registrar, the details of web services are encapsulated from service requesters. The service trader component can also register web services into the service registrar - the scenario will be discussed later.

Service manager is meant to manage the registered web services in order to realize the dynamic selection and binding of QoS-aware web services with transparency and fault tolerance. Managing the relationships between registered web services, service manager selects an appropriate service from the service pool at run time, based on the functionality and QoS requirements. Then the service binder will try to bind to the selected service provider. If the chosen service is not available, or cannot satisfy the QoS requirements at the moment, the service manager will look into its service pool again for a related service. If there is no related service available at the time, the service manager will notify the service requester to try at later time. The service manager normally maintains one repository of registered services grouped with relationships, e.g. exact matching and plug-in matching.

Service binder dedicates to provide dynamic binding service for service requesters. Either a service requester or the service manager can invoke the service binder for service. On receiving requests, the service binder will query the registered service repository for the proper binding properties, such as the service host machine identifier and service name, etc. If the service binder can not set up the connection, the service binder will notify the service manager for a substitute web service, and try to build the connection again.
Service trader manages the trading facility among different service domains. A service requester sends a request to a service broker, maybe because it is a member of the service broker, or the specific service broker is in its local area, etc. It is possible that a requested web service can not be found on one service trader, the service trader needs to forward the request to other service brokers, or service domains, for the particular web service. The QoS requirements associated with the request should be sent together as well. Therefore, the service trader needs to maintain a pool of other service brokers. If a service is found from another service broker, the original service trader will register the web service through the service registrar component in the same service broker. When a service registration is copied over, the associated popularity, which will be discussed below, will as well be copied. Therefore this duplicate copy of the service registration can serve for future requests in the original service domain. Meanwhile, when a service trader receives a request from another service broker, it will check the service manager component for the requested service.

Service analyzer is a utility component, which provides statistical analysis on the popularity of registered web services in a service domain. For example, whenever a binding between the service binder and a service provider is successfully set up, the counter associated with the specific web service will be increased by one. The higher the counter is, the higher popularity the service provider will be. The popularity will be one of the essential criteria for the service manager to select appropriate web services, when multiple registered web services provide similar functionality and QoS parameters.

6. Implementation

We have implemented a prototype system based on our three-tier framework. Figure 3 illustrates the architecture of the prototype system. In our system all service providers expose their web services with RPC interfaces. Here we will focus on the structure of service broker. We utilize our enhanced SOAP protocol [16] to serve for the communication channels between the service broker and service providers, due to its ability to transfer QoS parameters and facilitate multimedia transportation. As we have not discovered an ideal description language for web services publication, as we discussed in the previous section, in this prototype system we implement a registrar component together with interfaces for service providers to register their web services with QoS requirements. This is certainly just a temporary solution, but it can help us prove the concept of our framework; furthermore this module can be easily upgraded with a description language integrated in.
In the service broker, we implemented five main functional modules and three repositories. The five modules are service registrar, service manager, service binder, service trader, and service analyzer. The functionality of each module follows our framework. The three repositories are: service repository, broker repository, and historical repository. These repositories store service information, other service brokers’ information, and historical successful access information, respectively. Figure 3 also shows the relationships among them and the access paths among them. Service broker contains SOAP operator to generate and interpret to and from SOAP messages. Notice that there are three SOAP operators in Figure 3. As a matter of fact, there is only one SOAP operator exists. The reasons to have multiple SOAP operators are, one just for display purposes for easier painting, the other one is to emphasize that SOAP translation or generation are necessary at three places. To be brief, in the following description, we omit the steps of translation/generation of SOAP messages, as they are always necessary when the service broker communicate externally.

Service providers publish their services to the service broker through the service registrar module. The registration information follows our definition of a web service in previous section, which includes functionality, host machine identifier, QoS parameters, etc. The service registrar then stores the service information in the service repository.

When a service requester asks for a specific service, the request should contain the desired functionality of the service and QoS requirements. The request will be forwarded to the service manager, and the latter one searches the service repository and historical repository for an appropriate web service registered. Notice here that the service repository contains different views and categories based on the matching relationships between the web services, as we discussed in previous section. In our prototype system, we provide two options for service requesters. One is that service requesters give the service broker full right to automatically decide which web service to choose. The other one is to let the service broker provides candidate services, and leave to service requesters to decide which one will be invoked. To facilitate our discussion, here we assume to adopt the first option. The service manager will then coordinate with the service analyzer to decide the most appropriate web service. We will also skip here the algorithm to choose a web service, and simply assume that the service broker
always selects the most appropriate web service, based on the QoS requirements and popularity.

If a service is found successfully from the service repository, the service binder will try to establish the connection to the host machine containing the chosen web service. If succeeded, the connection will be passed back to the service requester, and the service binder will record the successful access information into the historical repository. Otherwise, the service manager will repeat the previous action to search for a replacement, and the service binder will continue to bind to the new host machine with the newly selected service. If the service is not found in the service repository, the request will be forwarded to the service trader, and the service trader will in turn search for the broker repository to find other service domains for the expected service. Service brokers from different service domains may interact with each other to share the recorded web services. If one of the associated service brokers finds the desired service in its own service domain, the registration information will be passed back to the original service broker, and the information will be registered to its service repository through the service registrar. As a new web service is registered, the range of the service domain is correspondingly enlarged.

7. Evaluation

The main evaluation of our work was conducted to examine the effectiveness of our framework against the research issues we discussed in the Section 2 problem domain specification. For each issue, we scrutinize what solution our framework proposes, which components of our framework are involved, and check whether the issue has been fully solved or partially solved. The evaluation result is summarized in Table 2. For other issues related to web services, we do not discuss in this paper.

- Transparency of locating and invoking web services: The service manager, service binder, and service trader are involved. The service manager selects the appropriate service; the service binder connects to the chosen service. If the desired service does not register in the service domain, the service trader will be involved to find one in other service domains. Therefore, the detailed information about the location and the invocation of a proper service is masked from the service requester. This issue is solved by our framework.

- Management of relationships: The service manager is involved. The service manager decides the matching relationships between registered web services, and groups them accordingly to provide different views of the service repository. Consequently the service relationships are maintained. However, in reality, due to the fact that we have not found an ideal web service description language that is powerful enough to describe the characteristics of a QoS-required web service, this issue will remain partially solved until we find better solutions.

- Dynamic selection and composition: The service manager, service binder, and service trader are involved. The service manager conducts run-time selection of the appropriate web service based on the availability and popularity. The service binder helps to guarantee the availability of the web service. The service trader helps to locate a service. However, due to the same reason as above, this issue cannot be fully solved unless a powerful description language appears. In addition, in this paper we do not discuss the issue of service composition.

- QoS awareness: The service manager and the service binder are mainly involved. The service manager utilizes QoS parameters as a criterion to select services; and the service binder connects to the host machine of the service to check whether the QoS parameters remain the same at the moment. However, due to the same reason as above, this issue cannot be fully solved unless a powerful description language appears.

- Fault tolerance: The service manager and the service trader are involved. The service manager selects the appropriate service; the service binder connects to the chosen service. If the desired service does not register in the service domain, the service trader will be involved to find one in other service domains. Therefore, the detailed information about the location and the invocation of a proper service is masked from the service requester. This issue is solved by our framework.

| Requirements                                      | Components involved                  | Result    |
|---------------------------------------------------|--------------------------------------|-----------|
| Transparency of locating and invoking web services| service manager, service binder, service trader | solved    |
| Management of relationships between published web services | service manager | partly solved |
| Dynamic selection and composition of web services | service manager, service binder, service trader | partly solved |
| QoS awareness                                     | service manager, service binder      | partly solved |
| Fault tolerance                                   | service manager, service binder      | solved    |
| Distribution of web service registration           | service trader                       | solved    |
binder are mainly involved. The service manager and the service binder cooperate to achieve dynamic service selection. When a service is not available, the service manager will research for a substitute. Therefore, this issue is solved.

- Distribution of web service registration: The service trader is involved. The service trader facilitates web services to be registered at different service brokers locally. At the run-time, service traders can interact with each other to share the web service registration information. Therefore, the issue is solved.

Based on our evaluation result, we can see that our framework to large degree solves several essential issues related to web services.

8. Conclusions and Future Work

This paper discusses the issues related to web services oriented environment, and proposes a three-tiered framework in order to achieve transparent dynamic QoS-enabled web services with fault tolerance. We also discuss our implementation of the framework. This research work leads to establishing an open environment supporting web services.

Our future work includes the following directions. First we will explore a web service description language in order to support our requirements. Second, we will investigate the notification services between service domains. Third, we need to examine the effect of the security issue in our framework.
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