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Abstract—We consider monotone inclusion problems with expectation-valued operators, a class of problems that subsumes convex stochastic optimization problems with possibly smooth expectation-valued constraints as well as subclasses of stochastic variational inequality and equilibrium problems. A direct application of splitting schemes is complicated by the need to resolve problems with expectation-valued maps at each step, a concern addressed via sampling. Accordingly, we propose an avenue for addressing uncertainty in the mapping: variance-reduced stochastic modified forward-backward splitting scheme. We consider structured settings when the map can be decomposed into an expectation-valued map and a maximal monotone map in a tractable resolution. We show that the proposed schemes are equipped with a.s. convergence guarantees, linear (strongly monotone $A$) and $O(1/k)$ (monotone $A$) rates of convergence while achieving optimal oracle complexity bounds. The rate statements in monotone regimes appear to be among the first and leverage the Fitzpatrick gap function for monotone inclusions. Furthermore, the schemes rely on weaker moment requirements on noise and allow for weakening unbiasedness requirements on oracles in strongly monotone regimes. Preliminary numerics on a class of two-stage stochastic variational inequality problems reflect these findings and show that the variance-reduced schemes outperform stochastic approximation schemes and sample-average approach approaches. The benefits of achieving deterministic rates of convergence become even more salient when resolvent computation is expensive.
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I. INTRODUCTION

The generalized equation (GE) (alternately referred to as the inclusion problem) represents a crucial mathematical object in decision and control theory, representing a set-valued generalization to the more standard root-finding problem, which requires solving $F(x) = 0$, where $F: \mathbb{R}^n \to \mathbb{R}^n$ is single-valued. Specifically, if $T$ is a set-valued map, defined as $T: \mathbb{R}^n \rightrightarrows \mathbb{R}^n$, and $T$ is characterized by a distinct structure in that it can be cast as the sum of two operators $A$ and $B$, then the GE takes the form

$$0 \in T(x) \triangleq A(x) + B(x). \quad \text{(GE)}$$

Here $A : \mathbb{R}^n \to \mathbb{R}^n$ is a single-valued map and $B : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is a set-valued map. While such objects have a storied history, an excellent overview was first provided by Robinson [1]. GE have been extensively examined since the 70s when Rockafellar [2] developed a proximal point scheme for a GE characterized by monotone operators, subsuming schemes such as the augmented Lagrangian method [3], Douglas–Rachford splitting [4], among others. A large class of optimization and equilibrium problems can be modeled as (GE), including the necessary conditions of nonlinear programming problems, variational inequality and complementarity problems, and a range of equilibrium problems (cf. [1]). Under suitable requirements on $A$ and $B$, a range of splitting methods can be developed, representing a vibrant area of research over the last two decades [4, 5, 6, 7].

Here, we address the stochastic counterpart of GE, a problem class recently studied via sample-average approximation (SAA) techniques [7]. Formally, the stochastic GE requires an $x \in \mathbb{R}^n$ such that

$$0 \in \mathbb{E}[T(x, \xi(\omega))] \triangleq \mathbb{E}[A(x, \xi(\omega))] + B(x) \quad \text{(SGE)}$$

where the components of the map $A$ are denoted by $A_i$, $i = 1, \ldots, n$, $\xi : \Omega \to \mathbb{R}^d$ is a random variable, $A_i : \mathbb{R}^n \times \Omega \rightrightarrows \mathbb{R}^n$ is a set-valued map, $\mathbb{E}[\cdot]$ denotes the expectation, and the associated probability space is given by $(\Omega, \mathcal{F}, \mathbb{P})$. In the remainder of this article, we refer to $A(x, \xi(\omega))$ by $A(x, \omega)$. The expectation of a set-valued map leverages the Aumann integral [8] and is formally defined as $\mathbb{E}[A_i(x, \xi(\omega))] = \left\{ \int v_i(\omega)dP(\omega) \mid v_i(\omega) \in A_i(x, \xi(\omega)) \right\}$. Consequently, the expectation $\mathbb{E}[A(x, \omega)]$ can be defined as a Cartesian product of the sets $\mathbb{E}[A_i(x, \omega)]$, defined as $\mathbb{E}[A_i(x, \omega)] = \prod_{i=1}^n \mathbb{E}[A_i(x, \omega)]$. We motivate (SGE) by considering some examples. Consider the stochastic convex optimization problem given by $\min_{x \in \chi} \mathbb{E}[g(x, \omega)]$, where $g(\bullet, \omega)$ is a differentiable convex function for every $\omega$ and $\chi$ is a closed and convex set. Such a problem can be equivalently stated as $0 \in T(x) \triangleq \mathbb{E}[G(x, \omega)] + N_\chi(x)$, where $G(x, \omega) = \nabla_x g(x, \omega)$ and $N_\chi(x)$ denotes the normal cone of $\chi$ at $x$. In fact, single-valued stochastic variational inequality problems [9] can be cast as stochastic inclusions as well as seen by $0 \in T(x) \triangleq \mathbb{E}[F(x, \omega)] + N_\chi(x)$, where $F(\bullet, \omega)$ is a realization of the mapping. This introduces...
a pathway for examining stochastic analogs of traffic equilibrium [10] and Nash equilibrium problems [11] as well as a myriad of other problems subsumed by variational inequality problems [12].

We now provide a brief review of prior research.

1) **Stochastic operator splitting schemes:** The regime where the maps are expectation valued has seen relatively less study [15]. Stochastic proximal gradient schemes [16] are an instance of stochastic operator splitting techniques, where $A$ is either the gradient or the subdifferential operator. In the context of monotone inclusions, when $A$ is a more general monotone operator, a.s. convergence of the iterates has been proven in [13] when $A$ is Lipschitz and expectation-valued while $B$ is maximal monotone. In fact, in our preliminary work [17], we prove a.s. convergence and derive an optimal rate in terms of the gap function in the context of stochastic variational inequality problems with structured operators. Stability analysis [18] and two-timescale variants [19] have also been examined. A rate statement of $O(\frac{1}{k})$ in terms of mean-squared error has also been provided when $A$ is additionally strongly monotone in [13]. A comparison of rate statements for stochastic operator-splitting schemes is provided in Table I from which we note that (vr-SMBFS) is equipped with deterministic (optimal) rate statements, optimal or near-optimal sample-complexity, a.s. convergence guarantees, and does not require conditionally unbiased oracles in strongly monotone regimes. We believe our rate statements here and in [17] are among the first in maximal monotone settings (to the best of our knowledge).

2) **Other related schemes:** A natural approach for resolving SGEs is via SAA [20]. It proves a.s. convergence and establishes the rate of convergence in expectation under a strong monotonicity assumption.

### A. Gaps and Resolution

There are several gaps in the literature and we provide the corresponding resolution in this paper as follows.

1) **Poorer empirical performance when residuals are costly:** Deterministic schemes for strongly monotone and monotone GEs display linear and $O(1/k)$ rate in resolvent operations while stochastic analogs display rates of $O(1/k)$ and $O(1/\sqrt{k})$, respectively, leading to poorer practical behavior when the resolvent is challenging to compute, e.g., in strongly monotone regimes, worst case complexity in resolvent operations increases from $O(\log(1/\epsilon))$ to $O(1/\epsilon)$. Our scheme (vr-SMBFS) achieves deterministic rates of convergence with optimal/near-optimal oracle complexities in both monotone and strongly monotone regimes, allowing for run times comparable to deterministic counterparts.

2) **Absence of rate statements for monotone operators:** To the best of our knowledge, there appear to be no nonasymptotic rate statements available in monotone regimes. In (vr-SMBFS), rate statements are now provided.

3) **Biased oracles:** Often, conditional unbiasedness of the oracle may not hold. Our proposed scheme allows for possibly biased oracles in some select settings.

4) **State-dependent bounds on subgradients and second moments:** Many subgradient and stochastic approximation (SA) schemes impose bounds of the form $E[\|G(x,\omega)\|^2] \leq M^2$ where $G(x,\omega) \in T(x,\omega)$ or $E[\|w\|^2 | x] \leq \sigma^2$ where $w = A(x,\omega) - \mathbb{E}[A(x,\omega)]$. Both sets of assumptions are often challenging to impose in non-compact regimes. Our scheme can accommodate state-dependent bounds to allow for non-compact domains.

### B. Outline and Contributions

We now articulate our contributions. In Section III, we consider the resolution of monotone inclusions in structured regimes where the map can be expressed as the sum of two maps, facilitating the use of splitting. In this context, when one of the maps is expectation valued, we prove a.s. convergence and derive an optimal rate when $A$ is additionally strongly monotone in [13]. A comparison of rate statements for stochastic operator-splitting schemes is provided in Table I from which we note that (vr-SMBFS) is equipped with deterministic (optimal) rate statements, optimal or near-optimal sample-complexity, a.s. convergence guarantees, and does not require conditionally unbiased oracles in strongly monotone regimes. We believe our rate statements here and in [17] are among the first in maximal monotone settings (to the best of our knowledge).

Before proceeding, we comment on the term **variance-reduced (VR).**

1) **Terminology and applicability:** The moniker “variance-reduced” reflects the usage of increasingly accurate approximations of the expectation-valued map, as opposed to noisy sampled variants that are used in single sample
schemes. The resulting schemes are often referred to as \textit{minibatch} SA schemes and often achieve deterministic rates of convergence. This work draws inspiration from the early work by Friedlander and Schmidt [21] and Byrd et al. [22], which demonstrates how increasing sample sizes can enable achieving deterministic rates of convergence. Similar findings regarding the nature of sampling rates have been presented in [23]. This avenue has proven particularly useful in developing accelerated gradient schemes for both smooth [24] and non-smooth [25] convex/nonconvex stochastic optimization, VR quasi-Newton schemes [26], among others. Schemes such as SVRG [27] and SAGA [28] also achieve deterministic rates of convergence but are customized for finite-sum problems, unlike minibatch schemes that can process expectations over general probability spaces. Unlike in minibatch schemes where increasing batch sizes are employed, in schemes such as SVRG, the entire set of samples is periodically employed for computing a step.

2) \textit{Weaker assumptions and stronger statements}: The proposed VR framework has several crucial benefits, often unavailable in single-sample regimes. For instance, rate statements are derived in monotone regimes, which have hitherto been unavailable. Second, a.s. convergence guarantees are obtained. Our results often rely on weaker moment and bias assumptions. Finally, the schemes allow for deterministic rates, leading to superior practical behavior as the numerics reveal.

3) \textit{Sampling requirements}: Naturally, VR schemes can generally be employed only when sampling is relatively cheap compared to the main computational step (such as computing a projection or a prox.) In terms of overall sample-complexity, the proposed schemes are near optimal. As \( k \) becomes large, one might question how one might contend with \( N_k \) tending to \( +\infty \). This issue does not arise given our interest in \( \epsilon \)-approximations; e.g., if \( \epsilon = 10^{-3} \), then such a scheme requires approximately \( \mathcal{O}(10^3) \) steps (in monotone settings). Since \( N_k \approx [k^\alpha] \) and \( \alpha > 1 \), we require approximately \( \mathcal{O}(10^3)^{1+\alpha} \) samples in total. In a setting where multicore architecture is ubiquitous, such requirements are not terribly onerous particularly since computational costs have been reduced from \( \mathcal{O}(10^6) \) (single-sample) to \( \mathcal{O}(10^3) \). It is worth noting that finite-sum problems routinely have \( 10^6 \) or more samples and competing schemes such as SVRG require evaluating the full batch-size intermittently; i.e., such schemes use at least \( \mathcal{O}(10^9) \) samples to achieve similar accuracies as our scheme.

II. \textbf{BACKGROUND}

In this section, we provide some background on splitting schemes, building a foundation for the subsequent sections. Consider the \textit{GE}

\[
0 \in T(x) \triangleq A(x) + B(x). \quad \text{(GE)}
\]

If the resolvent of either \( A \) or \( B \) (or both) is tractable, then splitting schemes assume relevance. Notable instances include Douglas–Rachford splitting [4], [6], Peaceman–Rachford splitting [5], [6], and forward–backward splitting [6], [29].

1) \textit{Douglas–Rachford splitting}: In this scheme, the resolvent of \( A \) and \( B \) can be separately evaluated to generate a sequence defined as follows:

\[
x_{k+\frac{1}{2}} := (I + \gamma A)^{-1}(x_k)
\]

\[
x_{k+1} := (I + \gamma B)^{-1}(2x_{k+\frac{1}{2}} - x_k) \quad \text{(DRS)}
\]

\[
+ x_k - x_{k+\frac{1}{2}}.
\]

2) \textit{Peaceman–Rachford splitting}: In contrast, in the Peaceman–Rachford splitting method, the roles of \( A \) and \( B \) are exchanged in each iteration, given by the following:

\[
x_{k+\frac{1}{2}} := (I + \gamma B)^{-1}(I - \gamma A)(x_k)
\]

\[
x_{k+1} := (I + \gamma A)^{-1}(I - \gamma B)(x_{k+\frac{1}{2}}). \quad \text{(PRS)}
\]

3) \textit{Forward–backward splitting}: Moreover, if the resolvent of \( B \) is easier to evaluate and \( A \) and \( B \) are maximal monotone, the forward–backward splitting method was applied to convex optimization in [30]

\[
x_{k+1} := (I + \gamma B)^{-1}(I - \gamma A)(x_k). \quad \text{(FBS)}
\]

In [14], a stochastic variant of the FBS method, developed for strongly monotone maps, is equipped with a rate of \( \mathcal{O}(1/k) \) while in [13], maximal monotone regimes are examined and a.s. convergence statements are provided. A drawback of (FBS) is the requirement of either a strong monotonicity assumption on \( A^{-1} \) or that \( A \) be Lipschitz continuous on \( \text{dom}(A) = \mathbb{R}^n \) and \( T \) be strongly monotone; this motivated the modified FBS (MFBS) scheme where convergence was proven when \( A \) is monotone and Lipschitz [31]

\[
x_{k+\frac{1}{2}} := (I + \gamma B)^{-1}(I - \gamma A)(x_k)
\]

\[
x_{k+1} := x_{k+\frac{1}{2}} - \gamma (A(x_{k+\frac{1}{2}}) - A(x_k)). \quad \text{(MFBS)}
\]

In Section III, we develop a VR stochastic MFBS scheme where \( A \) is Lipschitz and monotone, \( A(x) \triangleq \mathbb{E}[A(x, \omega)] \), and \( B \) is maximal monotone with a tractable resolvent; we derive linear and sublinear convergence under strongly monotone and merely monotone \( A \), respectively, achieving deterministic rates of convergence.

A. \textit{Two Motivating Examples}

1) \textit{Subclass of Stochastic Multileader Multifollower Games}: Consider a class of multileader multifollower games [32] with \( N \) leaders, denoted by \( \{1, \ldots, N\} \) and \( M \) followers, given by \( \{1, \ldots, M\} \). In general, this class of games is challenging to analyze since the player problems are nonconvex, and early existence statements have relied on eliminating follower-level decisions, leading to a noncooperative game with convex nonsmooth player problems. Adopting a similar approach in examining a stochastic generalization of a quadratic setting examined in [33] with a single follower where \( M = 1 \),
suppose the follower problem is
\[ \min_{y_i \in l_i(x_i)} \frac{1}{2} y_i^T Q_i y_i - b_i(x_i)^T y_i \quad \text{(Follow}_i(x_i)) \]
where \( Q_i \) is a positive definite and diagonal matrix, \( b_i(\bullet) \) and \( l_i(\bullet) \) are affine functions. Suppose the leaders compete in a Cournot game in which the \( i \)th leader solves
\[ \min_{x_i \in X_i} c_i(x_i) - E[p(X, \omega)x_i] + a_i y_i(x_i) \quad \text{(Leader}_i(x_{-i})) \]
where \( c_i : X_i \to \mathbb{R} \) is a smooth convex function, the inverse-demand function \( p(\bullet) \) is defined as \( p(X) = d(\omega) - r(\omega)X \), \( d(\omega), r(\omega) > 0 \) for every \( \omega \in \Omega \), \( X \triangleq \sum_{i=1}^N x_i \), \( y_i(x_i) \) denotes a best response of follower \( i \), and \( X_i \) is a closed and convex set in \( \mathbb{R} \). Follower \( i \)'s best response \( y_i(x) \), given leader-level decisions \( x \), can be derived by considering the necessary and sufficient conditions of optimality
\[ y_i(x_i) = \max\{Q_i^{-1}b_i(x_i), l_i(x_i)\}. \]
Consequently, we may eliminate the follower-level decision in the leader-level problem, leading to a nonsmooth stochastic Nash equilibrium problem given by the following:
\[ \min_{x_i \in X_i} c_i(x_i) - E[p(X, \omega)x_i] + a_i y_i(x_i) \quad \text{(Leader}_i(x_{-i})) + a^T \max\{Q_i^{-1}b_i(x_i), l_i(x_i)\}. \]
Under convexity of \( b_i(\bullet) \) and \( l_i(\bullet) \), and suitable assumptions on \( Q_i \) and \( a_i \), the expression \( a_i^T \max\{Q_i^{-1}b_i(x_i), l_i(x_i)\} \) is a convex function in \( x_i \), a fact that follows from observing that this term is a scaling of the maximum of two convex functions. Consequently, the necessary and sufficient equilibrium conditions of this game are given by \( 0 \in \nabla c_i(x_i) + E[r(\omega)(X + x_i) - d(\omega)] + \partial h_i(x_i) + N_{\mathcal{X}_i}(x_i) \) for \( i = 1, \ldots, N \) where \( h_i(\bullet) \) defined as \( h_i(x_i) \triangleq a_i^T \max\{Q_i^{-1}b_i(x_i), l_i(x_i)\} \) is a convex function in \( x_i \). Then, the necessary and sufficient equilibrium conditions are given by
\[ 0 \in T(x) \triangleq A(x) + B(x) \quad \text{(SGE mil)} \]
where \( A(x) \triangleq G(x) + R(x), B(x) \triangleq D(x) + N_{\mathcal{X}_i}(x) \).
Here, \( G(x) \triangleq (\nabla c_i(x_i))_{i=1}^N \), \( R(x) \triangleq E[r(\omega)(X + x) - d(\omega)] \), and \( D(x) \triangleq \sum_{i=1}^N E[\partial h_i(x_i)] \). We observe that \( G(x) \) is a monotone map while \( D(x) \) is the Cartesian product of the expectations of subdifferentials of convex functions, implying that \( D(x) \) is also monotone. Furthermore, \( R(x) \) is monotone since \( \nabla_x R(x) = E[r(\omega)(1 + 11T)] \geq 0 \). Since \( N_{\mathcal{X}_i} \) is a normal cone of a convex set, which is a monotone map \([12], T \) is monotone.

2) Model-Predictive Control With Probabilistic and Risk Constraints: Model-predictive control (MPC) is a framework for the control of complex systems \([34]\). It obviates the challenging derivation/computation of a feedback control law with a repeated resolution of a finite-horizon-constrained optimization problem. Contending with uncertainty has prompted the development of several approaches. (i) Robust approaches. Robust frameworks for MPC \([35], [36]\) often require bounded and deterministic descriptions of uncertainty, a property inherited from robust optimization \([37]\); (ii) Probabilistic framework. Under a probabilistic representation of the uncertainty, a chance-constrained MPC framework \([38]\) can be adopted, allowing for shaping the probability distribution of system states. Such avenues have assumed relevance in climate control, process control, power systems operation, and vehicle path planning (cf. \([39]\) for a survey). Suppose the dynamics are captured by a linear discrete-time system, defined as
\[ x_{t+1} = A(\delta)x_t + B_w(\delta)u_t + B_w(\delta)w_t \]
where \( x_0 \) is given, \( x_t \in \mathcal{X} \) denotes the state of the system at time \( t, u_t \in \mathcal{U} \subseteq \mathbb{R}^m \) represents the control input vector at time \( t \), and \( w_t \in \mathbb{R}^p \) is an unmeasurable disturbance signal at time \( t \). In addition, \( \mathcal{X} \) and \( \mathcal{U} \) represent the set of states and controls, respectively, while the random matrices \( A(\delta), B_w(\delta), B_w(\delta) \) lie in \( \mathbb{R}^{n \times n}, \mathbb{R}^{n \times m} \), and \( \mathbb{R}^{m \times p} \), respectively. We assume access to the distributions governing \( \delta \) and \( w_k \). Suppose \( \pi \triangleq \{\pi_0(\cdot), \ldots, \pi_{N-1}(\cdot)\} \) represents feedback-control policy where \( \pi_i : \mathbb{R}^n \to \mathcal{U} \subseteq \mathbb{R}^m \) denotes the state feedback control law for \( i = 0, 1, \ldots, N - 1 \). We may then formally define the value function \( V_N(x, \pi) \triangleq E_{x_0}[\sum_{i=1}^{N-1} J(x_i, u_i) + J_N(x_N)] \) where \( E_{x_0}[\bullet] \triangleq E[\bullet | x_0] \). Here, \( J_N(\bullet) \) represents the terminal cost function while \( J(x_i, u_i) \) represents the stage-wise cost of taking control \( u_i \) while at state \( x_i \). In addition, suppose \( \mathcal{X}_c \) denotes a set of undesirable outcomes. The resulting chance-constrained stochastic control problem requires determining the feedback-control law \( \pi \) that minimizes \( V_N(x, \pi) \) subject to the prescribed dynamics and probabilistic requirements on the state. This problem is challenging, motivating the construction of a finite-horizon open-loop counterpart. To this end, we define \( x_{t:T} \) and \( u_{t:T} \) as \( x_{t:T} \triangleq \{x_t, \ldots, x_{t+T-1}\} \) and \( u_{t:T} \triangleq \{u_t, \ldots, u_{t+T-1}\} \), respectively, while the finite-horizon value function at the \( t \)th step looking \( T \) periods ahead, denoted by \( V_t(x_{t:T}, u_{t:T}) \), is defined as \( V_t(x_{t:T}, u_{t:T}) \triangleq E_{x_t}\left[\sum_{i=t}^{t+T-1} J(x_i, u_i)\right] \) where \( T < N \). Given a horizon \( T \), the resulting MPC framework \([40]\) requires minimizing \( V_t(x_{t:T}, u_{t:T}) \) subject to the prescribed dynamics and the probabilistic state-constraints, given \( x_t \). A formal definition of the chance-constrained stochastic control problem (CC-SC) and its finite-horizon counterpart (CC-MPC(2)) is provided next.

The decision control \( u_t \) is obtained from resolving (CC-MPC(2)) and is then applied to the system after which the window is moved ahead. The resulting problem (CC-MPC(T)) is then resolved when \( t + T < N \) (alternatively, the horizon \( T \) is reduced appropriately). This formulation is relatively flexible and can be used to address diverse types of objectives and constraints. In general, the problem (CC-MPC(T)) is challenging, owing to the presence of the chance constraint. The probability function can be recast as an expectation of an indicator function over a set but this leads to discontinuous integrands. Recently, the second author has developed avenues where under prescribed
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assumptions under which the following holds [41]:
\[ P[\zeta \in K | \zeta \in K(x)] = E_{\zeta}[F(x, \zeta)], \]
where \( K \) is a set in \( \mathbb{R}^n \) symmetric about the origin, \( K(x) \) is defined as \( K(x) \triangleq \{ \zeta : c(x, \zeta) \geq 0 \} \), \( T \in \mathbb{R}^{d \times n} \), and
\[
c(x, \zeta) \triangleq \begin{cases} 1 - |c^T x|^m, & \text{Setting A} \\ T^T - \zeta, & \text{Setting B}. \end{cases}
\]

The integrand \( F(\bullet, \zeta) \) is defined appropriately in Settings A and B where in each case, it is shown that \( \zeta \). In fact, we can then show that a composition of \( E[F(\bullet, \zeta)] \) is convex; e.g., in Setting A, \( 1/E[F(\bullet, \zeta)] \) is convex. For expositional ease, we may recast (CC-MPC) as the following chance-constrained problem (CCP) and provide its necessary and sufficient optimality conditions in (SGE CCP).

(CCP) \( \min_{x} E_{\omega}[h(x, \omega)] \) (Reg. conds)
\[ \text{s.t. } g(x) \leq 0, \quad \lambda \]

where \( g(x) \triangleq \frac{1}{E|x|} - \frac{1}{(1-\epsilon)}, \quad \lambda \triangleq \chi \times \mathbb{R}^+, \quad N_{\lambda}(z) \) denotes the normal cone of \( \lambda \) at \( z \), \( H(x, \lambda, \lambda) \triangleq \{ \nabla_x f(x) + \lambda \partial_x g(x) \} \times \{ g(x) \} \), We close by noting that monotone inclusions with expectation-valued operators are relevant in decision and control problems, providing motivation for addressing their tractable resolution.

III. STOCHASTIC MFBS SCHEMES

In this section, we analyze stochastic (operator) splitting schemes. When \( A(x) \triangleq \mathbb{E}[A(x, \omega)], A : \mathbb{R}^n \times \Omega \rightarrow \mathbb{R}^n \), and \( B \) has a cheap resolvent, we develop a VR splitting framework. In Section III-A, we provide some background and assumptions and derive convergence theory for monotone and strongly monotone settings in Sections III-B–III-C, respectively.

A. Background and Assumptions

Akin to other settings that employ SA, we assume the presence of a stochastic first-order oracle for operator \( A \) that produces a sample \( A(x, \omega) \) given a vector \( x \). Such a sample is core to developing a VR-modified forward–backward splitting (VR-SMFBS) scheme reliant on \( \sum_{\omega \in \Omega} A(x, \omega) \) to approximate \( \mathbb{E}[A(x, \omega)] \) at iteration \( k \). Given an \( x_0 \in \mathbb{R}^n \), we formally define such a scheme next
\[
x_{k+1} := (I + \gamma k A)^{-1}(x_k - \gamma k A_k) \quad \text{(vr – SMFBS)}
\]
where \( A_k \triangleq \frac{\sum_{\omega \in \Omega} A(x, \omega)}{N_k} \), and \( \gamma \) are estimators of \( A(x_k) \) and \( A(x_{k+1}) \), respectively. We assume the following on operators \( A \) and \( B \).

Assumption 1: The operator \( A \) is single-valued, monotone and \( L \)-Lipschitz on \( \mathbb{R}^n \), i.e., \( \forall x, y \in \mathbb{R}^n, \| A(x) - A(y) \| \leq L \| x - y \| \) and \( (A(x) - A(y))(x - y) \geq 0 \); the operator \( B \) is maximal monotone on \( \mathbb{R}^n \), i.e., no monotone map \( B' \) exists such that \( \text{gph} \ B \subset \text{gph} \ B' \), where \( \text{gph} \ B \) is defined as \( \text{gph} \ B \triangleq \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : y \in B(x)\} \).

Suppose \( F_k \) denotes the history up to iteration \( k \)
\[
F_k \triangleq \{ x_0, \{ \omega_j, j \}_1 \forall j, \{ \omega_j, j \}_1 \forall j, \ldots, \{ \omega, j, k-1 \}_1 \forall j \}
\]

where \( F_0 = \{ x_0 \} \). Suppose \( w_{j, k} \triangleq A(x_k, \omega_{j, k}) - A(x_k) \), \( \bar{w}_k \triangleq \sum_{j=1}^{n_k} w_{j, k} \), \( \bar{w}_{j, k} \triangleq A(x_k, \omega_{j, k}) - A(x_{k+1}) \), and \( \bar{w}_{k+1} \triangleq \sum_{j=1}^{n_k} w_{j, k+1} \), where \( N_k \) denotes the batch size of samples \( A(x, \omega_{j, k}) \) at iteration \( k \). We impose the following bias and moment assumptions on \( \bar{w}_k \) and \( \bar{w}_{k+1} \). Note that Assumption 2(ii) is weakened in the strongly monotone regime, allowing for biased oracles.

Assumption 2: At iteration \( k \), the following hold in an a.s. sense: (i) The conditional means \( \mathbb{E}[w_{j, k} | F_k \] and \( \mathbb{E}[w_{j, k} | F_k] \) are zero for all \( k \) in an a.s. sense. (ii) The conditional second moments are bounded in an a.s. sense as follows, i.e., there exists \( \nu_1, \nu_2 \) such that \( \mathbb{E}[w_{j, k}^2 | F_k] \leq \nu_1 \| x_k \|^2 + \nu_2^2 \) and \( \mathbb{E}[w_{j, k} + 1 | F_k] \leq \nu_1^2 \| x_{k+1} \|^2 + \nu_2^2 \) for all \( k \) in an a.s. sense. In addition, we assume \( \{ \omega_{j, k}, j \}_j \) are i.i.d samples for \( k \geq 0 \).

When the set \( \chi \) is possibly unbounded, assuming that the conditional second moment of \( w_{j, k} \) is uniformly bounded a.s. is often a stringent requirement. Instead, we impose a state-dependent assumption on \( w_{j, k} \). We conclude this section by defining a residual function for a GE.

Lemma 1 (Residual function for (GE)); Suppose \( \gamma > 0, T = A + B, and \)
\[
\gamma_r(x) \triangleq \| x - (I + \gamma B)^{-1}(x - \gamma A(x)) \|
\]

Then, \( \gamma_r \) is a residual function for (GE).

Proof: By definition, \( \gamma_r(0) = 0 \) if and only if \( x = (I + \gamma B)^{-1}(x - \gamma A(x)) \). This can be interpreted as follows, leading to the conclusion that \( x \in T^{-1}(0) \)
\[
x = ((I + \gamma B)^{-1}(x - \gamma A(x)) \leftarrow x - \gamma A(x) \in (I + \gamma B)(x) \Leftarrow 0 \in A(x) + B(x).
\]

We conclude this section with two lemmas [42] crucial for proving claims of almost sure convergence.

Lemma 2: Let \( \nu_k, \delta_k, \delta_k \), and \( \psi_k \) be nonnegative random variables adapted to \( \sigma \)-algebra \( F_k \), and let the following relations hold almost surely:
\[
\mathbb{E}[v_{k+1} | F_k] \leq (1 + u_k) \psi_k - \delta_k + \psi_k \forall k
\]
\[
\sum_{k=0}^{\infty} u_k < \infty, \text{ and } \sum_{k=0}^{\infty} \psi_k < \infty
\]

Then, a.s., \( \lim_{k \rightarrow \infty} v_k = v \) and \( \sum_{k=0}^{\infty} \delta_k < \infty \), where \( v \geq 0 \) is a random variable.

Lemma 3: Consider a sequence \( v_k \) of nonnegative random variables adapted to the \( \sigma \)-algebra \( F_k \) and satisfying \( \mathbb{E}[v_{k+1} | F_k] \leq (1 - a_k) v_k + b_k \) for \( k \geq 0 \) where \( a_k \in \]
B. Convergence Analysis Under Monotone Monotone A

In this section, we derive a.s. convergence guarantees and rate statements. First, we prove the a.s. convergence of the sequence generated by this scheme. We start with a lemma.

Lemma 4: Consider a sequence \( \{x_k\} \) generated by (vr-SMFBS). Let Assumptions 1 and 2 hold. Suppose \( \gamma_k \equiv \gamma < \frac{1}{\sqrt{2L}} \). Then, for any \( k \geq 0 \)

\[
\mathbb{E}[\|x_{k+1} - x^*\|^2 | \mathcal{F}_k] \leq \left( 1 + \frac{a_1}{\gamma_k} \right) \|x_k - x^*\|^2
\]

where \( a_1 \equiv 2\nu_1^2\gamma^2(8(2\nu_1^2\gamma^2 + 1 + (1 + \gamma L)^2) + 5 - 2\gamma^2 L^2) \), \( a_2 \equiv 2\nu_1^2\gamma^2(4(4\nu_1^2\gamma^2 + 1) + 5 - 2\gamma^2 L^2) \), and \( a_3 \equiv \gamma^2(4(\nu_1^2\gamma^2 + 1) + 5 - 2\gamma^2 L^2)\). 2:

Proof: From the definition of \( x_{k+\frac{1}{2}} \) and \( x_{k+1} \), we have

\[
x_{k+\frac{1}{2}} = x_k - \gamma(u_k + \bar{w}_k)
\]

\[
x_{k+1} = x_{k+\frac{1}{2}} - \gamma(u_{k+\frac{1}{2}} + \bar{w}_{k+\frac{1}{2}} - u_k - \bar{w}_k)
\]

where \( u_k = A(x_k), u_{k+\frac{1}{2}} = A(x_{k+\frac{1}{2}}), v_{k+\frac{1}{2}} \in B(x_{k+\frac{1}{2}}) \). From \( 0 \in A(x^*) + B(x^*) \), \( u^* + v^* = 0 \), where \( u^* = A(x^*) \) and \( v^* \in B(x^*) \), respectively. We have the following equality by leveraging the above definitions:

\[
\|x_k - x^*\|^2 = \|x_k - x_{k+\frac{1}{2}} + x_{k+\frac{1}{2}} - x_{k+1} + x_{k+1} - x^*\|^2
\]

\[
= \|x_k - x_{k+\frac{1}{2}}\|^2 + \|x_{k+\frac{1}{2}} - x_{k+1}\|^2 + \|x_{k+1} - x^*\|^2
\]

\[
+ 2(x_k - x_{k+\frac{1}{2}})^T(x_{k+\frac{1}{2}} - x_{k+1})
\]

\[
+ 2(x_k - x_{k+\frac{1}{2}})^T(x_{k+\frac{1}{2}} - x^*)
\]

\[
+ 2(x_{k+\frac{1}{2}} - x_{k+1})^T(x_{k+1} - x^*)
\]

By Lemma 1, \( r_\gamma \) is a residual function for (GE), defined as \( r_\gamma(x) \equiv \|x - (I + \gamma B)^{-1}(x - \gamma A(x))\| \). It follows that

\[
r_\gamma^2(x_k) = \|x_k - (I + \gamma B)^{-1}(x_k - \gamma A(x_k))\|^2
\]

\[
\leq 2\|x_k - x_{k+\frac{1}{2}}\|^2 + 2\|(I + \gamma B)^{-1}(x_k - \gamma A(x_k)) - (I + \gamma B)^{-1}(x_k - \gamma A(x_k))\|^2
\]

\[
\leq 2\|x_k - x_{k+\frac{1}{2}}\|^2 + 2\|\gamma B(x_k - x_{k+\frac{1}{2}})\|^2
\]

\[
\|x_k - x_{k+\frac{1}{2}}\|^2 \leq -\frac{1}{2}r_\gamma^2(x_k) + \gamma^2\|\bar{w}_k\|^2.
\]

(3)

Following (2), we have

\[
\|x_{k+1} - x^*\|^2 \leq \|x_k - x^*\|^2 - \|x_k - x_{k+\frac{1}{2}}\|^2
\]

\[
+ 2\|\gamma B(x_k - x_{k+\frac{1}{2}})\|^2 + 2\|\gamma B(x_k - x_{k+\frac{1}{2}})\|^2
\]

\[
\|x_k - x_{k+\frac{1}{2}}\|^2 \leq -\frac{1}{2}r_\gamma^2(x_k) + \gamma^2\|\bar{w}_k\|^2.
\]

(3)

\[
\leq -\frac{1}{2}r_\gamma^2(x_k) + \gamma^2\|\bar{w}_k\|^2.
\]

(4)

Taking expectations conditioned on \( \mathcal{F}_k \) and the tower law, we obtain the following bound:

\[
\mathbb{E}[\|x_{k+1} - x^*\|^2 | \mathcal{F}_k]
\]

\[
\leq \|x_k - x^*\|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_\gamma^2(x_k)
\]

\[
+ \mathbb{E}[\|2\gamma \|\bar{w}_k\|^2 | \mathcal{F}_k + \frac{1}{2}] \| \mathcal{F}_k
\]

\[
+ \mathbb{E}[\|5 - 2\gamma^2 L^2\|\|^2 \|\bar{w}_k\|^2 | \mathcal{F}_k]
\]

\[
- \mathbb{E}[\|2\gamma \|\bar{w}_k\|^2 | \mathcal{F}_k + \frac{1}{2}] \| \mathcal{F}_k
\]
\[ \leq \| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k) + \frac{4\gamma^2 (r_k^2 \| x_k + \frac{1}{2} k \| F_k + \nabla^2) + (5 - 2\gamma^2 L^2) \gamma^2 r_k^2 \| x_k \|^2 + \nu_k^2 \| F_k \| + (5 - 2\gamma^2 L^2) \gamma^2 r_k^2 \| x_k \|^2 + \nu_k^2 \| F_k \|}{N_k} + \frac{\| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k)}{N_k} \]

Before proceeding, we need the following relation. By definition of \( x_{k+\frac{1}{2}} \), it follows that

\[ \mathbb{E}[\| x_{k+\frac{1}{2}} - x^* \|^2 | F_k] \leq 2 \mathbb{E}[ (I + \gamma B)^{-1} (x_k - \gamma A_k) - (I + \gamma B)^{-1} (x_k - \gamma A(x_k))] + 2 \| (I + \gamma B)^{-1} \| (x^* - \gamma A(x^*)) \|^2 \]

Using (6) in (5), we obtain

\[ \mathbb{E}[\| x_{k+1} - x^* \|^2 | F_k] \leq \| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k) + \frac{4\gamma^2 (4r_k^2 \gamma^2 \| x_k \|^2 + 4\gamma^2 (1 + \gamma L^2) \| x_k - x^* \|^2 + 2\gamma^2 \| x^* \|^2 + \nu_k^2)}{N_k} + \frac{\| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k)}{N_k} \]

Noting \( \mathbb{E}[\| x_{k+1} - x^* \|^2 | F_k] \leq \frac{\| x_k \|^2 + \nu_k^2}{N_k} \), a.s.

\[ \mathbb{E}[\| x_{k+1} - x^* \|^2 | F_k] \leq \| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k) + \frac{4\gamma^2 (4r_k^2 \gamma^2 \| x_k \|^2 + 4\gamma^2 (1 + \gamma L^2) \| x_k - x^* \|^2 + 2\gamma^2 \| x^* \|^2 + \nu_k^2)}{N_k} + \frac{\| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k)}{N_k} \]

Using Lipschitz continuity of \( A \) and \( \gamma_k \leq \min\{\frac{1}{4\gamma L^2}, \frac{1}{\gamma \| x^* \|^2}\} \) for all \( k \), it follows that

\[ \| x_{k+1} - x^* \|^2 \leq \| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k) + \frac{4\gamma^2 (4r_k^2 \gamma^2 \| x_k \|^2 + 4\gamma^2 (1 + \gamma L^2) \| x_k - x^* \|^2 + 2\gamma^2 \| x^* \|^2 + \nu_k^2)}{N_k} + \frac{\| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k)}{N_k} \]

where \( a_1, a_2, \) and \( a_3 \) are defined appropriately.

**Theorem 1 (a.s. convergence of (vr-SMFBS))** Consider a sequence \( \{x_k\} \) generated by (vr-SMFBS). Let Assumptions 1 and 2 hold. Suppose \( \gamma_k \equiv \gamma < \frac{1}{\sqrt{2} L^2} \), \( \{N_k\} \) is a nondecreasing sequence, and \( \sum_{k=0}^{\infty} \frac{1}{N_k} < M \). Then, for any \( x_0 \in \mathbb{R}^n \), \( \{x_k\} \) converges to a solution \( x^* \in \mathcal{A}^* \) in an a.s. sense.

**Proof:** We may now apply Lemma 2, which allows us to claim that \( \{\| x_k - x^* \|^2\} \) is convergent for any \( x^* \in \mathcal{A}^* \) and \( \sum_{k=0}^{\infty} r_k(x_k)^2 < \infty \) in an a.s. sense. Therefore, in an a.s. sense, we have \( \lim_{k \to \infty} r_k(x_k) = 0 \). Since \( \{\| x_k - x^* \|^2\} \) is a convergent sequence in an a.s. sense, \( \{x_k\} \) is bounded a.s. and has a convergent subsequence. Consider any convergent subsequence of \( \{x_k\} \) with an index set denoted by \( K \) and suppose its limit point is denoted by \( \bar{x} \). We have that \( \lim_{k \in K} r_k(x_k) = r_k(\bar{x}) = 0 \) a.s. since \( r_k(.) \) is a continuous function. It follows that \( \bar{x} \) is a solution to \( 0 \in T(\bar{x}) \). Consequently, some convergent subsequence of \( \{x_k\}_{k \geq 0} \), denoted by \( \bar{x} \), satisfies \( \lim_{k \to \infty} x_k = \bar{x} \) a.s. Since \( \{\| x_k - x^* \|^2\} \) is convergent a.s. for any \( x^* \in \mathcal{A}^* \), it follows that \( \{\| x_k - \bar{x} \|^2\} \) is convergent a.s. and its unique limit point is zero. Thus, every subsequence of \( \{x_k\} \) converges a.s. to \( \bar{x} \), which leads to the claim that the entire sequence \( \{x_k\} \) converges a.s. to a point \( \bar{x} \in \mathcal{A}^* \).

When the sampling process is computationally expensive (i.e., such as in the queueing systems), we prove the following corollary regarding (vr-SMFBS) with \( N_k = 1 \) for every \( k \).

**Corollary 1 (a.s. convergence under single sample):** Consider a sequence \( \{x_k\} \) generated by (vr-SMFBS). Let Assumptions 1 and 2 hold. Suppose \( \sum_{k=0}^{\infty} \gamma_k = \infty \), \( \sum_{k=0}^{\infty} \| x_k \|^2 < \infty \) and \( N_k = 1 \) for every \( k \in \mathbb{N} \). In addition, suppose \( A \) is coecoerive with constant \( c \) and strictly monotone. Furthermore, suppose \( \gamma_k \leq \min\{\frac{1}{4\gamma L^2}, \frac{1}{\gamma \| x^* \|^2}\} \) for \( k \geq 0 \). Then, \( \{x_k\} \) converges to a solution \( x^* \in \mathcal{A}^* \) in an a.s. sense.

**Proof:** Following (4) and using the coercive property of \( A \) and \( \gamma_k \leq \min\{\frac{1}{4\gamma L^2}, \frac{1}{\gamma \| x^* \|^2}\} \) for all \( k \), it follows that

\[ \| x_{k+1} - x^* \|^2 \leq \| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k) + \frac{4\gamma^2 (4r_k^2 \gamma^2 \| x_k \|^2 + 4\gamma^2 (1 + \gamma L^2) \| x_k - x^* \|^2 + 2\gamma^2 \| x^* \|^2 + \nu_k^2)}{N_k} + \frac{\| x_k - x^* \|^2 - \frac{1}{2} \left( 1 - 2\gamma^2 L^2 \right) r_k^2(x_k)}{N_k} \]

Following in the same fashion as in Lemma 4, we get

\[ \mathbb{E}[\| x_{k+1} - x^* \|^2 | F_k] \leq (1 + \gamma \| b_1 \|) \| x_k - x^* \|^2 + \gamma \| b_2 \| \| x^* \|^2 + \gamma \| b_3 \| \| x_k - u_k \|^2 - \gamma \| b_3 \| \| x_k - u_k \|^2 \]

By the nonsummability of \( \{\gamma_k\} \) whereby \( \sum_{k=0}^{\infty} \gamma_k = \infty \) allows us to claim \( \lim_{k \to \infty} \| x_k - u_k \|^2 = 0 \). This implies that some subsequence of \( \{x_k\} \) converges to a point in an a.s. sense. Let the point be \( \bar{x} \) and we have \( A(\bar{x}) = A(x^*) \). Recall that \( A \) is strictly monotone, thus \( (A(\bar{x}) - A(x^*))^T (\bar{x} - x^*) > 0 \) holds at \( x^* \) and it is clear that \( \bar{x} = x^* \). By Lemma 2, \( \{\| x_k - x^* \|^2\} \) is a
convergent sequence in an a.s. sense, the entire sequence \( \{x_k\} \) converges to \( x^* \) in an a.s. sense.

To establish the rate under monotonicity, we need to introduce a metric for ascertaining progress. In strongly monotone regimes, the mean-squared error serves as such a metric while the function value represents such a metric in optimization regimes. In merely monotone variational inequality problems, a special case of monotone inclusion problems, the gap function has proved useful (cf. [12], [43]). When considering the more general monotone inclusion problem, Borwein and Dutta presented a gap function [44], inspired by the Fitzpatrick function [45], [46].

**Definition 1 (Gap function):** Given a set-valued mapping \( T : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \), then the gap function \( G \) associated with the inclusion problem \( 0 \in T(x) \) is defined as

\[
G(x) \triangleq \sup_{y \in \text{dom}(T)} \sup_{z \in T(y)} z^T(x - y) \quad \forall x \in \mathbb{R}^n.
\]

The gap function is nonnegative for all \( x \in \mathbb{R}^n \) and is zero if and only if \( 0 \in T(x) \). To derive the convergence rate under maximal monotonicity, we require boundedness of the domain of \( T \) as formalized by the next assumption.

**Assumption 3:** The domain of \( T \) is bounded, i.e., there exists \( D_T > 0 \) such that \( \|x\| \leq D_T \quad \forall x \in \{v \in \mathbb{R}^n \mid T(v) \neq \emptyset\} \).

Clearly, from the definition, a convex gap function can be extended-valued and its domain is contingent on the boundedness properties of \( \text{dom} \ T \). When \( \text{dom} \ T \) is bounded, the gap function is globally defined but when \( \text{dom} \ T \) is unbounded, one resolution is based on the notion of restricted merit functions, first introduced in [47]. In this approach, the gap function is defined on a bounded set, which belongs to \( \text{dom} \ T \). In such instances, a local rate of convergence can be obtained.

We begin by establishing an intermediate result.

**Lemma 5:** Let Assumptions 1 and 2 hold. Suppose \( \{x_k\} \) denotes a sequence generated by \((\text{vr-SMBSF})\). Then, for all \( y \in \text{dom}(T), z \in T(y) \) and \( k \geq 0 \)

\[
2 \gamma z^T(x_k + \frac{1}{2} T(y) - x_k - y) \leq \|x_k - y\|^2 - \|x_{k+1} - y\|^2
- (1 - 2 \gamma^2 L^2) \|x_k - x_{k+1}\|^2 + 2 \gamma^2 \|w_k + \frac{1}{2} T(y) - w_k\|^2
+ 2 \gamma^2 \|w_k + \frac{1}{2} T(y) - x_k\|^2.
\]

**Proof:** According to (4) and replacing \( x^* \) with \( y \in \text{dom}(T) \)

\[
2 \gamma z^T(x_k + \frac{1}{2} T(y) - x_k - y) \leq \|x_k - y\|^2 - \|x_{k+1} - y\|^2
- (1 - 2 \gamma^2 L^2) \|x_k - x_{k+1}\|^2 + 2 \gamma^2 \|w_k + \frac{1}{2} T(y) - w_k\|^2
- 2 \gamma^2 \|w_k + \frac{1}{2} T(y) - w_k\|^2
\leq \|x_k - y\|^2 - \|x_{k+1} - y\|^2(1 - 2 \gamma^2 L^2) \|x_k - x_{k+1}\|^2 + 2 \gamma^2 \|w_k + \frac{1}{2} T(y) - x_k\|^2
+ 2 \gamma^2 \|w_k + \frac{1}{2} T(y) - x_k - y\|^2.
\] (8)

Invoking Lemma 5, we derive a rate statement for \( \bar{x}_K \), an average of the iterates \( \{x_k + \frac{1}{2} T(y)\} \) generated by \((\text{vr-SMFBS})\) over the window constructed from \( 0 \) to \( K - 1 \), defined as

\[
\bar{x}_K \triangleq \frac{\sum_{k=0}^{K-1} x_k + \frac{1}{2} T(y)}{K}.
\] (9)

**Proposition 1 (Rate statement under monotonicity):** Consider the \((\text{vr-SMFBS})\) scheme. Suppose \( x_0 \in \mathbb{R}^n \) and let \( \{\bar{x}_K\} \) be defined in (9). Let Assumptions 1–3 hold. Suppose \( \gamma_k \equiv \gamma < \frac{1}{\sqrt{2L}} \), \( \{N_k\} \) is a nondecreasing sequence, and \( \sum_{k=0}^{\infty} \frac{1}{N_k} < M \).

(a) For any \( K \geq 1 \), \( E[\bar{G}(\bar{x}_K)] = O\left(\frac{1}{K}\right) \).

(b) Suppose \( N_k = [k^\alpha] \), for \( \alpha > 1 \). Then the oracle complexity to compute an \( \bar{x}_{K+1} \) such that \( E[G(\bar{x}_{K+1})] \leq \epsilon \) is bounded as

\[
\sum_{k=0}^{\infty} \frac{1}{N_k} \leq O\left(\frac{1}{\epsilon^{1/\alpha}}\right).
\]

**Proof:** (a) We first define a sequence \( \{u_k\} \) such that

\[
u_{k+1} := u_k - \gamma \tilde{w}_{k+\frac{1}{2}}.
\]

where \( u_0 \in \mathbb{R}^n \). We may then express the last term on the right in (8) as follows:

\[
2 \gamma \tilde{w}_{k+\frac{1}{2}}^T(y - x_{k+\frac{1}{2}}) = 2 \gamma \tilde{w}_{k+\frac{1}{2}}^T(y - u_k)
+ 2 \gamma \tilde{w}_{k+\frac{1}{2}}^T(u_k - x_{k+\frac{1}{2}})
= \|u_k - y\|^2 - \|u_{k+1} - y\|^2 + \gamma^2 \|\tilde{w}_{k+\frac{1}{2}}\|^2
+ 2 \gamma \tilde{w}_{k+\frac{1}{2}}^T(u_k - x_{k+\frac{1}{2}}).
\] (10)

Invoking Lemma 5 and summing over \( k \), we have

\[
\sum_{k=0}^{K-1} 2 \gamma z^T(x_{k+\frac{1}{2}} - y) \leq \|x_0 - y\|^2 + 2 \gamma \sum_{k=0}^{K-1} \|\tilde{w}_k - \tilde{w}_{k+\frac{1}{2}}\|^2
+ \sum_{k=0}^{K-1} 2 \gamma \tilde{w}_{k+\frac{1}{2}}^T(y - x_{k+\frac{1}{2}}).
\] (11)

Dividing (11) by \( K \), we obtain the following:

\[
\frac{1}{K} \sum_{k=0}^{K-1} 2 \gamma z^T(x_{k+\frac{1}{2}} - y) \leq \frac{1}{K} \|x_0 - y\|^2
+ \frac{2 \gamma \sum_{k=0}^{K-1} \|\tilde{w}_k - \tilde{w}_{k+\frac{1}{2}}\|^2}{K}
+ \frac{2 \gamma \sum_{k=0}^{K-1} \tilde{w}_{k+\frac{1}{2}}^T(y - x_{k+\frac{1}{2}})}{K}.
\] (12)

Using (10) in (12) and invoking (9), it follows that

\[
\gamma \bar{z}^T(\bar{x}_K - y) \leq \frac{1}{\sqrt{2L}} \|x_0 - y\|^2
+ \frac{2 \gamma \sum_{k=0}^{K-1} \|\tilde{w}_k - \tilde{w}_{k+\frac{1}{2}}\|^2}{2K}
+ \frac{2 \gamma \sum_{k=0}^{K-1} \tilde{w}_{k+\frac{1}{2}}^T(y - x_{k+\frac{1}{2}})}{2K}.
\]

Taking supremum over \( z \in T(y) \) and \( y \in \text{dom}(T) \) and leveraging the compactness of \( \text{dom}(T) \), we obtain the inequality

\[
\gamma \sup_{y \in \text{dom}(T)} \sup_{z \in T(y)} z^T(\bar{x}_K - y) \leq \frac{2 \gamma \|x_0\|^2 + \|u_0\|^2}{K}
+ \frac{\gamma \sum_{k=0}^{K-1} \|\tilde{w}_k - \tilde{w}_{k+\frac{1}{2}}\|^2}{2K}
+ \frac{\gamma \sum_{k=0}^{K-1} \tilde{w}_{k+\frac{1}{2}}^T(u_k - x_{k+\frac{1}{2}})}{2K}.
\]
By invoking the definition of $G(x)$ and letting $D \triangleq 2D_f^2 + \|x_0\|^2 + \|u_0\|^2$, we obtain the following relation:

$$
\gamma G(x_K) \leq D^2 + \gamma^2 \sum_{k=0}^{K-1} (2\|w_k - \bar{w}_k + \frac{1}{2}\|^2 + \|w_{k+\frac{1}{2}}\|^2) + \frac{\gamma^2 \sum_{k=0}^{K-1} \|w_k - \bar{w}_k + \frac{1}{2}\|^2}{2} + \frac{\gamma^2 \sum_{k=0}^{K-1} \|w_k - \bar{w}_k + \frac{1}{2}\|^2}{2}.
$$

(13)

Before proceeding, we establish bounds for $x_k$ and $x_{k+\frac{1}{2}}$. From Proposition 1, we know $\{x_k\}$ converges to $x^*$, which indicates that $\|x_k - x^*\|$ is bounded. We denote this bound by $\|x_k - x^*\| \leq D_T$. Following (6)

$$
\mathbb{E}[\|x_k + \frac{1}{2} - x^*\|^2 | F_k] \leq 2\gamma^2 (\nu_1^2 \|x_k\|^2 + \nu_2^2) + 2(1+\gamma L)^2 D_T^2.
$$

Taking expectations on (13), leads to the following bound:

$$
\mathbb{E}[\gamma G(x_K)] \leq D^2 + \gamma^2 \sum_{k=0}^{K-1} \frac{\nu_1^2 (4\|x_k\|^2 + 6\|x_{k+\frac{1}{2}}\|^2) + 10\nu_2^2}{2} \leq \frac{2D^2 + \gamma^2 \sum_{k=0}^{K-1} \nu_2^2 ((8+24\gamma^2)\|x_k\|^2 + 12(1+\gamma L)^2D_T^2) + 2\nu_1^2 (2\|w_k\|^2 + \|w_{k+\frac{1}{2}}\|^2) + 10\nu_2^2}{2K}.
$$

(14)

by defining $\hat{C} \triangleq (2D^2 + \gamma^2 M((8+24\gamma^2)\|x_{k+\frac{1}{2}}\|^2 + 12(1+\gamma L)^2D_T^2) + 2\nu_1^2 (2\|w_{k+\frac{1}{2}}\|^2 + \|w_k\|^2)/2$. It follows that $\mathbb{E}[G(x_K)] \leq \frac{\hat{C}}{K} (1/K)$. (b) For $\epsilon$ sufficiently small and when $\hat{C}$ is an appropriate constant, the result follows:

$$
\sum_{k=0}^{K} N_k \leq \sum_{k=0}^{K} \frac{\hat{C}}{\epsilon} (1+\alpha)^{\alpha+1} \leq \frac{\hat{C}}{\epsilon} (1+\alpha)^{\alpha}.
$$

Comment: A rate statement for the last iterate can also be derived as well as shown in [48]. Let $K_\epsilon \triangleq \inf\{k \geq 1 : \mathbb{E}[r^2(x_k)] \leq \epsilon\}$ where finiteness of $K_\epsilon$ can be shown a finite number, allowing for showing that $\mathbb{E}[r^2(x_K)] \leq O(1/K_\epsilon)$. Therefore, for $K \geq K_\epsilon$ iterations, we obtain a rate $\mathbb{E}[r^2(x_K)] \leq \epsilon$. Furthermore, the scheme proposed in [48] is aimed at stochastic variational inequality problems. Such problems are a special case of the stochastic GE considered herein that the map $B$ is chosen to be the normal cone associated with a closed and convex set $X$. The algorithm (vr-SMBFS) employs the resolvent of $B$ in the update (rather than the standard projection operator in [48]). This generalization requires introducing a distinct residual function for deriving convergence guarantees. In addition, our analysis leads to both a.s. convergence and linear convergence under strong monotonicity of the operator as shown next. Notably, a little care allows for claiming such statements under biased oracles. By contrast, no results for strongly monotone operator are presented in [48].

C. Convergence Analysis Under Strongly Monotone $A$

Here, we conduct an analysis under strong monotonicity.

**Assumption 4**: The mapping $A$ is $\sigma$-strongly monotone, i.e.,

$$
(A(x) - A(y))^T(x - y) \geq \sigma \|x - y\|^2, \forall x, y \in \mathbb{R}^n.
$$

The next lemma is essential to our rate analysis.

**Lemma 6**: Let Assumptions 1 and 4 hold. Then, the following holds for every $k$

$$
\|x_{k+1} + \frac{1}{2} - x^*\|^2 \leq (1 - \sigma \gamma + \gamma^2)\|x_k - x^*\|^2 - (1 - 2\gamma^2 (L^2 + \frac{1}{2} - 2\sigma \gamma)\|x_k - x_{k+\frac{1}{2}}\|^2 + (4\gamma^2 + 2)\|\bar{w}_{k+\frac{1}{2}}\|^2 + 4\gamma^2 \|\bar{w}_k\|^2.
$$

(15)

**Proof**: According to Assumption 4, we have

$$
-2\gamma (u_{k+\frac{1}{2}} + v_{k+\frac{1}{2}})^T (x_{k+\frac{1}{2}} - x^*) \leq -2\gamma \sigma \|x_{k+\frac{1}{2}} - x^*\|^2.
$$

(16)

Using (16) in (4), we deduce

$$
\|x_{k+1} - x^*\|^2 \leq \|x_k - x^*\|^2 + 2\gamma^2 \|\bar{w}_{k+\frac{1}{2}} - \bar{w}_k\|^2 - 2\gamma \sigma \|x_{k+\frac{1}{2}} - x^*\|^2 + 2\gamma^2 \|\bar{w}_{k+\frac{1}{2}} - \bar{w}_k\|^2 - 2\gamma \bar{w}_T^T (x_{k+\frac{1}{2}} - x^*).
$$

Theorem 2 (a.s. convergence without unbiasedness): Let Assumptions 1, 2(i), and 4 hold. Consider a sequence $\{x_k\}$ generated by (vr-SMBFS). Suppose $\gamma_k \equiv \gamma < \min\{\frac{\sigma}{2}, \frac{\gamma}{20}, \frac{\gamma^2}{4L}\}$, $N_0 \geq \frac{2(2(2\gamma + \gamma^2)^2)}{\gamma^2}$, $\{N_k\}$ is a nondecreasing sequence, and
where \( \delta_k \equiv \frac{(24\gamma^2 + 8)\nu_2^2}{N_0} \|x_k\|^2 + \frac{(12\gamma^2 + 4)\nu_2^2}{N_0} \) and the final inequality follows from \( N_0 \geq \frac{2(24\gamma^2 + 8)^2}{\sigma_\gamma} \). We observe that

\[
(1 - \frac{1}{2}\sigma_\gamma + \gamma^2) = (1 - (\gamma - \frac{\sigma_\gamma}{\gamma}) < \frac{\gamma}{2} < 1
- \frac{1}{2}\sigma_\gamma + \gamma^2) > (1 - 1 + \gamma^2) > 0
- \frac{(1 - 2\gamma^2 \tilde{L}^2 - \frac{3}{2}\sigma_\gamma)}{\|x_k - x^*\|^2} < \frac{q}{\gamma} - \left( \frac{\gamma}{2} - 2\gamma^2 \tilde{L}^2 \right)^2 < \frac{q}{\gamma}.
\]

In other words, if \( \gamma < \min\{\frac{q}{\gamma}, \frac{1}{2\gamma} \}, (17) \) can be further bounded by \( (1 - a_k)\|x_k - x^*\|^2 + \delta_k \) where \( a_k = \frac{\gamma}{\gamma} \) for all \( k \) and \( \delta_k, \sigma\) satisfy Lemma 3. Consequently, \( \|x_k - x^*\|^2 \to 0 \) in an a.s. sense as \( k \to \infty \).

Besides strong monotonicity, Theorem 2 analyzes the scheme with possible biased oracles. Often, conditional unbiasedness of the oracle may be harder to impose and one may need to impose weaker assumptions. Our proposed schemes allow for possibly biased oracles in some select settings. Next, we provide rate and complexity statements involving (vr-SMBFS) under geometrically increasing \( N_k \).

**Proposition 2** (Linear convergence): Let Assumptions 1, 2(ii), and 4 hold. Consider a sequence \( \{x_k\} \) generated by (vr-SMBFS). Suppose \( \gamma_k \equiv \gamma < \min\{\frac{q}{\gamma}, \frac{1}{2\gamma}, \frac{\gamma^2}{\gamma} \} \), \( N_0 \geq \frac{2(24\gamma^2 + 8)^2}{\sigma_\gamma} \), \( \tilde{L}^2 = L^2 + \frac{2}{\gamma} \), \( \|x^0 - x^*\| \leq D_0 \) and \( N_k \equiv N_0 |\rho^{-k+1}| \) for all \( k > 0 \). Then, the following holds,

(a) Suppose \( q \equiv (1 - \frac{\gamma^2}{\gamma}) < 1 \). Then, \( \mathbb{E}[\|x_k - x^*\|^2] \leq \tilde{D} \rho^k \) where \( \tilde{D} > 0, \tilde{\rho} = \max\{q, \rho\} \) if \( \rho 
eq \gamma \) and \( \tilde{\rho} \equiv (q, 1) \) if \( \rho = q \).

(b) Suppose \( x_{K+1} \) is such that \( \mathbb{E}[\|x_{K+1} - x^*\|^2] \leq \epsilon \). Then, the oracle complexity is \( \sum_{k=0}^{K} N_k \leq O(\frac{1}{\epsilon}) \).

**Proof:** (a) By taking unconditional expectations on (17)

\[
\mathbb{E}[\|x_{k+1} - x^*\|^2] \leq q\mathbb{E}[\|x_k - x^*\|^2] + \frac{\rho}{N_k} \tag{18}
\]

where \( \rho \equiv (24\gamma^2 + 8)\nu_2^2 \|x^0\|^2 + (12\gamma^2 + 4)\nu_2^2 \) and \( q \equiv (1 - \frac{\gamma^2}{\gamma}) \). Recall that \( N_k \) can be bounded as seen next

\[
N_k = N_0 |\rho^{-k+1}| \geq N_0 |\frac{1}{2} |\rho^{-k+1}| | \geq N_0 |\frac{\rho}{2} |\rho^{-k+1}| \tag{19}
\]

We now consider three cases.

(i) \( q < \rho < 1 \). Using (19) in (18) and defining \( \tilde{D} \equiv \frac{2\rho}{N_0} \) and \( \tilde{D} \equiv D_0 + \tilde{D} \), we obtain

\[
\mathbb{E}[\|x_{k+1} - x^*\|^2] \leq q\mathbb{E}[\|x_k - x^*\|^2] + \frac{\rho}{N_k} \leq q^{k+1} \|x_0 - x^*\| + D \sum_{j=1}^{k+1} q^{k+1-j} \rho^j \leq D_0 q^{k+1} + D \rho^{k+1} \sum_{j=1}^{k+1} \frac{q^{k+1-j} \rho^j}{\rho} \leq \tilde{D} \rho^{k+1}.
\]

(ii) \( \rho < q < 1 \). Akin to (i) and defining \( \tilde{D} \) appropriately,

\[
\mathbb{E}[\|x_{k+1} - x^*\|^2] \leq \tilde{D} q^{k+1}.
\]
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(iii) $\rho = q < 1$. If $\tilde{p} \in (q, 1)$ and $\tilde{D} > \frac{1}{m(\rho/q)^+}$, then

$$E[\|x_{k+1} - x^*\|^2] \leq q^{k+1}E[\|x_0 - x^*\|^2] + D \sum_{j=1}^{k+1} q^{j-1}$$

$$\leq D_0 q^{k+1} + D \sum_{j=1}^{k+1} q^{j-1} = D_0 q^{k+1} + D(k + 1)q^{k+1}$$

$$\leq D\tilde{p}^{k+1},$$

where $\tilde{D} \triangleq (D_0 + D \cdot \tilde{D})$.

Thus, $\{x_k\}$ converges linearly in an expected-value sense.

(b) Case (i): If $q < \rho < 1$. From (a), it follows that

$$E[\|x_{k+1} - x^*\|^2] \leq \tilde{D} p^{k+1} \leq \epsilon \Longrightarrow K \geq \log_{1/\rho}(\tilde{D}/\epsilon) - 1.$$ 

If $K = \lceil \log_{1/\rho}((\tilde{D}/\epsilon)) \rceil - 1$, then (vr-SMFBS) requires $\sum_{k=0}^{K} N_k$ evaluations. Since $N_k = N_0 \rho^{-k+1} \lesssim N_0 \rho^{-k+1}$, then we have

$$\sum_{k=0}^{K} N_0 \rho^{-k+1} = \sum_{k=1}^{\lceil \log_{1/\rho}(\tilde{D}/\epsilon) \rceil} N_0 \rho^{-k} \leq \frac{N_0}{\rho\left(\frac{1}{\rho}\right)} \left(\frac{1}{\rho}\right)^{\lceil \log_{1/\rho}(\tilde{D}/\epsilon) \rceil + 1}.$$

We omit cases (ii) and (iii), which lead to similar complexities.

Remark: We comment on our findings next.

(a) Rates and asymptotics. We believe that the findings fill important gaps in terms of providing rate statements for monotone inclusions. In particular, the rate statement in monotone regimes utilizes a lesser-known gap function while the VR schemes achieve deterministic rates of convergence. In addition, the oracle complexities are near-optimal. Furthermore, optimal rates and guarantees in strongly monotone regimes obviate the use of conditional unbiasedness of the oracle.

(b) Algorithm parameters: Akin to more traditional first-order schemes, these schemes rely on utilizing constant steplengths and leverage problem parameters such as Lipschitz and strong monotonicity constants. We believe that by using diminishing steplength sequences, we may be able to derive weaker rate statements that do not rely on problem parameters.

(c) Expectation-valued $B$: We may consider a setting where $B$ is expectation-valued and the resolvent operation is approximated via SA.

IV. NUMERICAL RESULTS

In this section, we apply the proposed schemes on a 2-stage SVI problem described in [50, Sec. 5.1].

Problem parameters for 2-stage SVI: We generate a set of i.i.d samples $\{\xi_i\}_{i=1}^J$, where $\xi_i \sim U[-5, 0]$. Suppose $h_i(\omega) = \xi_i$ for $i = 1, \ldots, J$. In addition, $c_i(x) = \frac{1}{2} m_i x_i^2 + \xi_i x_i$, $M \in \mathbb{R}^{J \times J}$ is a diagonal matrix with nonnegative elements $M = \text{diag}(m_1, \ldots, m_J)$ while $\ell = [\ell_1, \ldots, \ell_J]^T \in \mathbb{R}^J$ where $\ell_i \in U(2, 3)$. Furthermore, the inverse demand function $p$ is defined as $p(X) = d - rX$ where $d = 1$ and $r = 1$. Thus, $G(x)$, as defined in [50, Sec. 5.1], can be simplified as $G(x) = Mx + f$. In this setting, $A(x) = Mx + \ell + R(x) + D^T(x)$ and $B(x) = X(x)$, where $X = \mathbb{R}_+^J$. The Lipschitz of $A$ is given by $L = L_B + L_R + L_D$ where $L_B = \max_i m_i$, $L_R = r[1 + 11]^2$ and $L_D = \frac{1}{2}$. Implementations are in MATLAB on a 16GB-PC with a 6-Core Intel Core i7 processor (2.6 GHz).

We describe the schemes being compared and specify their algorithm parameters. Solution quality is compared by estimating the residual function $\text{res}(x) = \|x - \Pi_X (x - \gamma A(x))\|$.

A. Algorithm Specifications

We consider the following two schemes in this example.

1. (SA): This SA scheme utilizes the following update where $x_0$ is randomly generated in $[0, 1]^J$.

$$x_{k+1} := \Pi_X [x_k - \gamma_k A(x_k, \omega_k)] \quad \text{(SA)}$$

where $A(x_k) = E[A(x_k, \omega_k)]$, and $\gamma_k \triangleq \frac{1}{4\gamma}$. Since the steplength assumption and we consider $N_k = \lfloor k^{1.01} \rfloor$ for merely monotone problems, $N_k = \lfloor k^{1.01} \rfloor$ for strongly monotone problems.

2. (vr-SMFBS): Variance-reduction stochastic modified forward–backward scheme. We choose a constant $\gamma = \frac{1}{4\gamma}$, which satisfies the steplength assumption and we consider $N_k = \lfloor k^{1.01} \rfloor$ for merely monotone problems, $N_k = \lfloor k^{1.01} \rfloor$ for strongly monotone problems.

B. Performance Comparison and Insights

In Fig. 1, we compare both schemes under mere monotonicity and strong monotonicity, respectively, and examine sensitivities to the sample growth rate. Standard SA schemes may struggle when the problem is ill-conditioned and we examine the performance of the schemes in such regimes and provide the results in for merely monotone and strongly monotone settings in Tables II and III, respectively.

Key findinds: (vr-SMFBS) trajectories are characterized by significantly smaller empirical errors than (SA). There is little impact on (vr-SMFBS) when varying the sample growth rate.
TABLE III

| Key | (vr-SMFBS) With (SA) |
|-----|---------------------|
| n   | 
| 100 | 3.8 + 2.5 | 3.5 + 2.3 |
| 2000 | 5.6 + 2.8 | 5.3 + 2.6 |
| 4000 | 7.6 + 4.1 | 7.3 + 3.9 |
| 10000 | 11.7 + 5.5 | 11.4 + 5.2 |

We compare the performance of our scheme with the (SA) scheme [51]. Let \( (\omega_1, \ldots, \omega_J) \) denote independent identically distributed (i.i.d.) samples. Then, with (SA), we solve the following for \( i = 1, \ldots, J \):

\[
\begin{align*}
0 &\leq x_i - c_i(x_i) + r_i \cdot (X + x_i) - d + \frac{1}{\nu} \sum_{i=1}^{J} \lambda_i(x_i) \geq 0 \\
0 &\leq \gamma_i(x_i) + \lambda_i(x_i) + \lambda_i(x_i) \geq 0 \\
0 &\leq \lambda_i(x_i) + x_i - \gamma_i(x_i) \geq 0, \quad \forall \nu \in \mathbb{R} \setminus \{0\}
\end{align*}
\]

This problem is cast as a linear complementarity problem, allowing for utilizing PATH [52] to compute a solution. We compare (SA) with (vr-SMFBS) in Table IV. From the results, we observe that although the empirical errors of both schemes are similar, the (SA) scheme takes far longer than (vr-SMFBS) when using a large number of samples. In fact, (vr-SMFBS) scales well with overall number of evaluations.

V. CONCLUDING REMARKS

Monotone inclusions represent an important class of problems and their stochastic counterpart subsumes a large class of stochastic optimization and equilibrium problems. Such objects arise in optimization, game-theoretic, and MPC problems afflicted by uncertainty. We propose a VR splitting framework for resolving such problems when the map is structured. Under suitable assumptions on the sample size, we prove that the scheme displays a.s. convergence guarantees and achieves optimal linear and sublinear rates in strongly monotone and monotone regimes while achieving either optimal or near-optimal sample-complexities. By incorporating state-dependent bounds on noise and weakening unbiasedness requirements (in strongly monotone settings), we develop techniques that can accommodate far more general settings. Preliminary numerics on a class of two-stage stochastic variational inequality problems suggest that the scheme outperforms SA schemes, as well as SAA approaches.
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