Bayesian Deep Learning on a Quantum Computer
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Bayesian methods in machine learning, such as Gaussian processes, have great advantages compared to other techniques. In particular, they provide estimates of the uncertainty associated with a prediction. Extending the Bayesian approach to deep architectures has remained a major challenge. Recent results connected deep feedforward neural networks with Gaussian processes, allowing training without backpropagation. This connection enables us to leverage a quantum algorithm designed for Gaussian processes and develop a new algorithm for Bayesian deep learning on quantum computers. The properties of the kernel matrix in the Gaussian process ensure the efficient execution of the core component of the protocol, quantum matrix inversion, providing an at least polynomial speedup over the classical algorithm. Furthermore, we demonstrate the execution of the algorithm on contemporary quantum computers and analyze its robustness with respect to realistic noise models.

I. INTRODUCTION

The Bayesian approach to machine learning provides a clear advantage over traditional techniques: namely, it provides information about the uncertainty in their predictions. But not only that, they have further advantages, including automated ways of learning structure and avoiding overfitting, a principled foundation [1], and robustness to adversarial attacks [2, 3]. The Bayesian framework has been making advances in various deep architectures [4, 5]. Some recent advances made a connection between a quintessentially Bayesian model, Gaussian processes (GPs) [6], and deep feedforward neural networks [7, 8].

Parallel to these developments, quantum technologies have been making advances in machine learning. A new breed of quantum neural networks is aimed at current and near-future quantum computers [9–13], which is in stark contrast with attempts in the past [14]. Some constraints must be observed that are unusual in classical machine learning algorithms. In particular, the protocol must be coherent, that is, we require from a quantum machine learning algorithm that it is described by a unitary map that maps input nodes to output nodes. While the common wisdom is that nonlinear activation is a necessary component in neural networks, a linear, unitary mapping between the inputs and outputs actually reduces the vanishing gradient problem [15, 16]. Training a hierarchical representation in a unitary fashion is also possible on classical computers [17, 18]. So while this constraint is unusual, it is not entirely unheard of in classical machine learning, and it is the most common setting in quantum-enhanced machine learning [19]. Furthermore, the description of quantum mechanics uses complex numbers and some promising results in machine learning show advantages of using these over real numbers [20].

In this paper, we exploit the connection between deep learning and Gaussian processes and rely on a quantum-enhanced protocol for the latter [21] to develop new algorithms that fit contemporary quantum computers. We implement the algorithm on both the Rigetti Forest [22] and the IBM QISKit [23] software stacks, and analyze how noise affects the success of the calculations on both quantum simulators. To run on real quantum processing units, we implement a simplified, shallow-circuit version of the protocol, and compare the outcome with the simulations. The source code is available under an open source license [24].

II. BACKGROUND

We briefly review the connection between deep neural networks and Gaussian processes (Section II.A) and the quantum Gaussian process protocol (Section II.B), which are the key elements of our algorithm.
A. Gaussian processes and deep learning

The correspondence between Gaussian processes and a neural network with a single hidden layer is well-known [25]. Let \( z(x) \in \mathbb{R}^{d_{out}} \) denote the output with input \( x \in \mathbb{R}^{d_{in}} \), with \( z_i(x) \) denoting the \( i \)th component of the output layer. If the weight and bias parameters are taken to be i.i.d, each \( z_i \) will be a sum of i.i.d terms. If the hidden layer has an infinite width, the Central Limit Theorem implies that \( z_i \) follows a Gaussian distribution. Now let us consider a set of \( k \) input data points, with corresponding outputs \( \{z_i(x^{(1)}), z_i(x^{(2)}), \ldots, z_i(x^{(k)})\} \). Any finite collection of the set will follow a joint multivariate Gaussian distribution. Therefore \( z_i \) corresponds to a GP, \( z_i \sim \mathcal{GP}(\mu, K) \). Conventionally, the parameters are chosen to have zero mean, so the mean of the GP, \( \mu \), is equal to zero. The covariance matrix \( K \) is given by \( K(x, x') = \mathbb{E}[z_i(x)z_i(x')] \).

The Bayesian training of the neural network corresponds to computing the posterior distribution of the given GP model. That is, calculating the mean and variance of the predictive distribution from inverting the covariance matrix. Choosing the GP prior amounts to the selection of the covariance function and tuning the corresponding hyper-parameters. These include the information of the neural network model class, depth, non-linearity, and weight and bias initializations.

This argument is generalized to a deep neural network architecture in a recursive manner [7, 8]. Let \( z_i^l \) denote the \( i \)th component of the output of the \( l \)th layer. By induction it follows that \( z_i^l \sim \mathcal{GP}(0, K^l) \). The covariance matrix on the \( l \)th layer is given by \( K^l(x, x') = \mathbb{E}[z_i^l(x)z_i^l(x')] \). To explicitly compute \( K^l(x, x') \), we need to specify the variance on the weight and bias parameters, \( \sigma_w^2 \) and \( \sigma_b^2 \), as well as the non-linearity \( \phi \). In a single-line recursive formula, this reads as

\[
K^l(x, x') = \sigma_b^2 + \sigma_w^2 \mathbb{E}[\phi(z_i^{l-1}(x))\phi(z_i^{l-1}(x'))],
\]

where \( z_i^{l-1} \sim \mathcal{GP}(0, K^{l-1}) \). The base case of the induction is given by \( K^0(x, x') = \sigma_b^2 + \sigma_w^2 \left( \frac{x \cdot x'}{4\pi} \right) \).

Remarkably, numerical experiments suggest that the infinite-width neural network trained with Gaussian priors outperforms finite deep neural networks trained with stochastic gradient descent in many cases.

B. Quantum Gaussian process algorithm

A quantum algorithm for Gaussian process regression was introduced in Ref. [21]. Given a supervised learning problem with a training dataset with input points \( \{x_i\}_{i=0}^{n-1} \) and corresponding output points \( \{y_i\}_{i=0}^{n-1} \), the quantum GP algorithm leverages the quantum linear system subroutine introduced in Ref. [26], and computes a GP model’s mean predictor,

\[
\tilde{f}_x = k_x^T (K + \sigma_n^2 I)^{-1} y
\]

and variance predictor,

\[
\mathbb{V}[f_x] = k(x, x) - k_x^T (K + \sigma_n^2 I)^{-1} k_x.
\]

Here \((K + \sigma_n^2 I)\) denotes the model’s covariance matrix with Gaussian noise entries of variance \( \sigma_n^2 \), and \( k_x \) denotes the row in the covariance matrix that corresponds to the target point for prediction.

Assuming a black-box access to the matrix elements of \( K \), the quantum GP algorithm simulates \((K + \sigma_n^2 I)\) as a Hamiltonian acting on an input state, |\( b \rangle \rangle \), and performs quantum phase estimation [27] to extract the eigenvalues of \((K + \sigma_n^2 I)\). By inverting the eigenvalues in a quantum superposition and constructing a controlled-rotation on an ancillary system base on the inverted eigenvalues, the algorithm probabilistically completes a computation for \((K + \sigma_n^2 I)^{-1} |b \rangle \rangle \). Depending on whether we aim at computing the mean predictor or the variance predictor, we choose \(|b \rangle = |y \rangle \) or \(|b \rangle = |k_x \rangle \), which encodes the classical vectors \( y \) or \( k_x \) respectively. Finally, a quantum inner product routine allows for a good estimation of the quantities \( k_x^T (K + \sigma_n^2 I)^{-1} y \) and \( k_x^T (K + \sigma_n^2 I)^{-1} k_x \), which leads to the goal of a GP regression model computation.

The quantum GP algorithm runs in \( \tilde{O}(\log(n)) \) time when \( K \) is sparse and well-conditioned. A caveat here is that the quantum algorithm only runs in logarithmic time for sparse covariance matrices, and this could restrict the form of the non-linear function or other parameters in the network architecture. The simulation of sparse Hamiltonians is more efficient when using quantum computers [28-30]. This can be addressed by tapering the covariance function using a compactly supported function [31]; a similar methodology is also known in kernel methods [32]. Furthermore, one could apply the methods in Ref. [33] to construct a \( O(\sqrt{n}) \) time algorithm for Gaussian processes. This should ensure at least a polynomial quantum speedup for general constructions. Subsequently to the quantum GP algorithm, a corresponding quantum method for enhancing the training and model selection of GPs was introduced in Ref. [34].
III. QUANTUM BAYESIAN TRAINING OF NEURAL NETWORKS

This correspondence between neural networks and Gaussian processes can be leveraged to conduct Bayesian training of deep neural networks with a Gaussian prior. Here we address the quantum method to evaluate the posterior distribution given a GP prior based on the protocol described in Ref. [21].

In Ref. [7], the authors used a ReLU activation function, which requires calculating the arccos function. Predecessor papers used different activations, all yielding different kernels to calculate or approximate [35, 36].

The base case covariance matrix $K^0$ has elements

$$K^0(x, x') = \sigma_b^2 + \frac{\theta_w^2}{2\pi} \sqrt{K^{l-1}(x', x)K^{l-1}(x, x')} \left( \arcsin(\theta^{-1}_{x,x'}) - (\pi - \theta^{-1}_{x,x'}) \arccos(\theta_{x,x'}) \right),$$

(3)

where

$$\theta_{x,x'} = \arccos \left( \frac{K^1(x, x')}{\sqrt{K^0(x, x)K^0(x', x')}} \right).$$

The non-linear functions featured in Eq. (3) can be approximated by polynomial series with some convergence conditions. The factor $K^l(x, x)K^l(x', x')$ represents outer products between the two identical vectors of diagonal entries in $K^l$. As such, the computation of Eq. (3) can be decomposed into such outer product operations combined with element-wise matrix multiplication.

For the remaining discussion, we briefly introduce the mathematical formalism of quantum computing. In particular, a ket $|x\rangle$ denotes a column vector $x \in \mathbb{C}^d$ for some dimension $d$, with norm 1. Its complex conjugate is a bra $\langle x|$. A ket represents a pure quantum state. A quantum computer essentially transforms quantum states into quantum states, and the result of the quantum computation is a quantum state with some desired properties. The density matrix of a pure state is the outer product of ket and the corresponding bra, and it is a positive semidefinite matrix with trace 1. For pure states, the density matrix is an equivalent way of describing a quantum state. In addition, the density matrix allows to describe mixed quantum states, i.e. statistical ensembles of pure states. For more details on quantum computations, we refer the reader to Ref. [39].

For the quantum algorithms used in the present work, we can assume two data-input models. First, we can assume efficient computability or oracular access to the matrix elements of the covariance matrix $K^0$. In this model, the quantum simulation methods of [30, 40] can be used in the quantum GP algorithm, as long as the assumptions of these methods are satisfied. Second, we can assume that the covariance matrix is presented as the quantum density matrix of a qubit system. Multiple copies of such a density matrix allow the use of a method inspired by the quantum principle component analysis algorithm [38]. We discuss the first method for the single-layer case and the second method for the multiple-layer case.

A. Single-layer case

Assume that we are given oracle access to the matrix elements of the base case:

$$O_{K^0}(j, k)|z\rangle \rightarrow |j, k\rangle|z \oplus K^0_{jk}\rangle,$$
where the matrix elements are denoted as \( K_j^0 = K^0(x_j, x_k) \). The desired kernel function of Eq. (3) can be implemented by oracle queries using ancillary labeling registers with \(| j, j \rangle, | k, k \rangle \) and \(| j, k \rangle \), as well as an additional register which stores the value of a classical computation step. This procedure can be described as follows:

\[
O_{K^0}| j, j \rangle | k, k \rangle | j, k \rangle | 0 \rangle \rightarrow | j, j \rangle | k, k \rangle | j, k \rangle | 0 \rangle \otimes K_j^1.
\]

(4)

With the oracle access to the elements of \( K^0 \), the first, and final, layer covariance matrix \( K^1 \) can be classically computed and simulated as a Hamiltonian used in the quantum GP algorithm.

B. Multi-layer case

In the case of multi-layer network architectures, we describe a method to simulate the \( l^{th} \)-layer kernel matrix as a Hamiltonian. Our approach is inspired by the quantum principle component analysis algorithm [38] where the density matrix \( \rho \) of a quantum state is treated as a Hamiltonian and used to construct the desired controlled unitary \( e^{it\rho} \) acting on a target quantum state for a time period \( t \). This is an unusual concept for classical machine learning and classical algorithms: a high-dimensional vector becomes an operator on itself to reveal its own eigenstructure. A throughout description of this density matrix-based Hamiltonian simulation procedure is presented in Ref. [41]. Here we will first give an overall description of the quantum method, while the detailed analysis is presented later in the paper.

In order to apply density matrix-based Hamiltonian simulation using the \( l^{th} \)-layer kernel, we need to incorporate methods to compute certain element-wise matrix operations between two density matrices. It is convenient to define the following:

\[
S_1 = \sum_{j,k} | j \rangle \langle k | \otimes | j \rangle \otimes | k \rangle \langle j |,
\]

\[
S_2 = \sum_{j,k} | j \rangle \langle j | \otimes | k \rangle \otimes | k \rangle \langle j |.
\]

With an augmented density matrix exponentiation scheme, \( S_1 \) computes exponential of the Hadamard product of two density matrices, while \( S_2 \) computes the exponential of the outer product between the diagonal entries of two density matrices. Specifically, we have

\[
\text{tr}_{1,2}\{e^{-iS_1\delta}(\rho_1 \otimes \rho_2 \otimes \sigma)e^{iS_1\delta}\} = \exp[-i(\rho_1 \otimes \rho_2)\delta]\sigma \exp[i(\rho_1 \otimes \rho_2)\delta] + \mathcal{O}(\delta^2),
\]

(5)

where \( \rho_1 \otimes \rho_2 \) denotes the Hadamard product between \( \rho_1 \) and \( \rho_2 \), and \( \text{tr}_{1,2} \) denotes tracing out the first and second subsystems, respectively. The factor \( \delta \) represents a small evolution time with with the operator in the exponents. We also have

\[
\text{tr}_{1,2}\{e^{-iS_2\delta}(\rho_1 \otimes \rho_2 \otimes \sigma)e^{iS_2\delta}\} = \exp[-i(\rho_1 \otimes \rho_2)\delta]\sigma \exp[i(\rho_1 \otimes \rho_2)\delta] + \mathcal{O}(\delta^2),
\]

(6)

where \( \rho_1 \otimes \rho_2 \) denotes taking the outer product between the diagonal entries of \( \rho_1 \) and \( \rho_2 \). The derivation of Eqs. (5) and (6) are presented later in Section III.C. Both \( S_1 \) and \( S_2 \) are sparse and thus efficiently simulable as a Hamiltonian with quantum walk based methods [30, 40]. A similar method of using a modified version of the SWAP operator combined with density matrix exponentiation scheme was used in [42] for a quantum singular value decomposition algorithm.

In order to approximately compute the non-linear function of Eq. (3), we make use of a polynomial series in \( K^0(x, x') \). Note that due to the structure of Eq. (3), the products involved in this polynomial series are the Hadamard products denoted by \( \odot \), and the diagonal outer products denoted by \( \otimes \). We will denote the polynomial in \( K^0 \) to the order \( N(l) \) which approximates the \( l^{th} \) layer kernel function as \( P_{\otimes \odot}^N(K^0) \).

We note that by using a generalized \( \tilde{S} \) operator which combines the components in \( S_1 \) and \( S_2 \), one can implement a total \( N \) number of \( \odot \) and \( \otimes \) operations in arbitrary orders. In Section III.C, we will show this simply amounts to summing over the tensor product of the projectors \( | j \rangle \langle j |, | j \rangle \langle k |, \) and \( | k \rangle \langle k | \). Similar polynomial series simulation
The quantum technique described above combined with using the series expansions of the non-linear functions in Eq. (3) gives us a way to approximate $e^{i t K^l} \sigma e^{-i t K^l}$, where $\sigma$ is an arbitrary input state. Hence given multiple copies of a density matrix which encodes the initial layer covariance matrix, $K^0$, the unitary operator, $\exp(-it K^l)$, can be constructed to act on an arbitrary input state, as required by applying the quantum GP algorithm described in Section II B. Note that there is a subtle but crucial difference between the single-layer and the multilayer case: while in the training of single-layer networks one needs of a quantum random access memory to perform the oracle queries of the matrix elements of $K^0$, in the multilayer case we substitute this requirement by having access to multiple copies of the quantum state encoding $K^0$. This requirement is much more feasible given current technology since the desired state preparation can be encoded in a quantum circuit and run as many times as needed.

C. Coherent element-wise operations

In this section we give a more formal description of the quantum method for approximately compute the polynomial $P^N_{\otimes, \odot}(K^0)$. The main results needed are well summarised by the following Lemmas 1 and 2, and Theorem 1.

**Lemma 1.** Given $O(t^2/\epsilon)$ copies of $d$-dimensional qubit density matrices, $\rho_1$ and $\rho_2$, let $\rho_1 \otimes \rho_2$ denote the Hadamard product between $\rho_1$ and $\rho_2$. There exists a quantum algorithm to implement the unitary $e^{-i (\rho_1 \otimes \rho_2 \odot)}$ on a $d$-dimensional qubit input state $\sigma$, for a time $t$ to accuracy $\epsilon$ in operator norm.

**Proof.** The usual SWAP matrix for quantum principal component analysis [38] is given by $S = \sum_{j,k} |j\rangle \langle k| \otimes |k\rangle \langle j|$. Here we take the modified SWAP operator $S_1 = \sum_{j,k} |j\rangle \langle k| \otimes |j\rangle \langle k| \otimes |k\rangle \langle j|$. With an arbitrary input state $\sigma$, the following operation can be efficiently performed with a small parameter $\delta$:  

\[
\text{tr}_{1,2}\{e^{-i S_1 \delta} (\rho_1 \otimes \rho_2 \otimes \sigma) e^{i S_1 \delta}\}, \tag{7}
\]

The trace is over the subspaces of $\rho_1$ and $\rho_2$. Expanding to $O(\delta^2)$ leads to:  

\[
\text{tr}_{1,2}\{e^{-i S_1 \delta} (\rho_1 \otimes \rho_2 \otimes \sigma) e^{i S_1 \delta}\} = 1 - i\text{tr}_{1,2}\{S_1 (\rho_1 \otimes \rho_2 \otimes \sigma)\}\delta + i\text{tr}_{1,2}\{(\rho_1 \otimes \rho_2 \otimes \sigma) S_1\}\delta + O(\delta^2). \tag{8}
\]

Examining the first $O(\delta)$ reveals  

\[
\text{tr}_{1,2}\{S_1 (\rho_1 \otimes \rho_2 \otimes \sigma)\} = \text{tr}_{1,2}\{\sum_{j,k} |j\rangle \langle k| \otimes |j\rangle \langle k| \otimes |j\rangle \langle j| (\rho_1 \otimes \rho_2 \otimes \sigma)\} = \sum_{n,m,j,k} \langle n|j\rangle \langle k| \rho_1 |n\rangle \langle m|j\rangle \langle k| \rho_2 |m\rangle (\rho_1 \otimes \rho_2 \otimes \sigma) \\
= \sum_{j,k} (\rho_1 \otimes \rho_2) |j\rangle \langle j| (\rho_1 \otimes \rho_2 \otimes \sigma) = (\rho_1 \otimes \rho_2) \sigma. \tag{9}
\]

In the same manner we have  

\[
\text{tr}_{1,2}\{(\rho_1 \otimes \rho_2 \otimes \sigma) S_1\} = \sigma (\rho_1 \otimes \rho_2). \tag{10}
\]
Thus in summary, we have shown that
\[
\text{tr}_{1,2}\{e^{-iS_1\delta}(\rho_1 \otimes \rho_2 \otimes \sigma)e^{iS_1\delta}\} = \sigma - i[(\rho_1 \otimes \rho_2), \sigma]\delta + \text{tr}_{1,2}[S_1(\rho_1 \otimes \rho_2 \otimes \sigma)S_1] \delta^2 - \text{tr}_{1,2}[\{S_1^2, (\rho_1 \otimes \rho_2 \otimes \sigma)\}] \delta^2 + O(\delta^3). 
\]

The above is equivalent to applying the unitary \(\exp[-i(\rho_1 \otimes \rho_2)\delta]\) to \(\sigma\) up to \(O(\delta)\):
\[
\exp[-i(\rho_1 \otimes \rho_2)\delta]\sigma\exp[i(\rho_1 \otimes \rho_2)\delta] = [I - i(\rho_1 \otimes \rho_2)\delta + \frac{(-i\rho_1 \otimes \rho_2)^2}{2}\delta^2 + O(\delta^3)]\sigma[I + i(\rho_1 \otimes \rho_2)\delta + \frac{(-i\rho_1 \otimes \rho_2)^2}{2}\delta^2 + O(\delta^3)] = \sigma - i[(\rho_1 \otimes \rho_2), \sigma]\delta + (\rho_1 \otimes \rho_2)\sigma(\rho_1 \otimes \rho_2)\delta^2 - \frac{1}{2}\{(\rho_1 \otimes \rho_2)^2, \sigma\}\delta^2 + O(\delta^3).
\]

The above completes the derivation of Eq. (5). Note that if the small time parameter is taken to be \(\delta = \epsilon/t\), and the above procedure is implemented \(O(t^2/\epsilon)\) times, the overall effect amounts to implementing the desired operation, \(e^{-i\rho_1 \otimes \rho_2 t}\) up to an error \(O(\delta^3 t^2/\epsilon) = O(\delta^3)\), while consuming \(O(t^2/\epsilon)\) copies of \(\rho_1\) and \(\rho_2\). This concludes the proof of Lemma 1.

**Lemma 2.** Given \(O(t^2/\epsilon)\) copies of \(d\)-dimensional qubit density matrices, \(\rho_1\) and \(\rho_2\), let \(\rho_1 \otimes \rho_2\) denote the outer product between the diagonal entries of \(\rho_1\) and \(\rho_2\). There exists a quantum algorithm to implement the unitary \(e^{-i\rho_1 \otimes \rho_2 t}\) on a \(d\)-dimensional qubit input state, \(\sigma\) for a time \(t\) to accuracy \(\epsilon\) in operator norm.

**Proof.** By simply re-indexing the \(S_1\) operator, one obtains \(S_2 = \sum_{j,k} |j\rangle \langle k| \otimes |k\rangle \otimes |k\rangle \langle j|\). Analogously with the proof of Lemma 1, we have
\[
\text{tr}_{1,2}\{e^{-iS_2\delta}(\rho_1 \otimes \rho_2 \otimes \sigma)e^{iS_2\delta}\} = \sigma - i[(\rho_1 \otimes \rho_2), \sigma]\delta + \text{tr}_{1,2}[S_2(\rho_1 \otimes \rho_2 \otimes \sigma)S_2] \delta^2 - \text{tr}_{1,2}[\{S_2^2, (\rho_1 \otimes \rho_2 \otimes \sigma)\}] \delta^2 + O(\delta^3). 
\]

The above can be compared with
\[
\exp[-i(\rho_1 \otimes \rho_2)\delta]\sigma\exp[i(\rho_1 \otimes \rho_2)\delta] = \sigma - i[(\rho_1 \otimes \rho_2), \sigma]\delta + (\rho_1 \otimes \rho_2)\sigma(\rho_1 \otimes \rho_2)\delta^2 - \frac{1}{2}\{(\rho_1 \otimes \rho_2)^2, \sigma\}\delta^2 + O(\delta^3).
\]

The equivalence up to the linear term in \(\delta\) confirms the validity of Eq. (6). Similarly with Lemma 1, with a \(O(t^2/\epsilon)\) repetition consuming \(O(t^2/\epsilon)\) copies of \(\rho_1\) and \(\rho_2\), the desired \(e^{-i\rho_1 \otimes \rho_2 t}\) can be implemented up to error \(\epsilon\).

Given the density matrix \(\rho = K^0\) which encodes the base case covariance matrix, we approximate the non-linear kernel function at \(l^{th}\) layer with the order \(N\) polynomial, \(P_{(\circ, \circ)}^N(\rho) = \sum_r c_r \rho^{(\circ, \circ)} r\). Here the label \((\circ, \circ)\) indicates that we work in the setting where the types of product operation involved for taking the \(r^{th}\) power of \(\rho\) are arbitrary combinations of Hadamard and diagonal outer products. Now we are in the position of presenting the main theorem required to implement the kernel function at the \(l^{th}\) layer.

**Theorem 1.** Given \(O(N^2 t^2/\epsilon)\) copies of the \(d\)-dimensional qubit density matrix \(\rho\), and the order-\(N\) polynomial of Hadamard and diagonal outer products, \(P_{(\circ, \circ)}^N(\rho) = \sum_r c_r \rho^{(\circ, \circ)} r\), there exists a quantum algorithm to implement the unitary \(e^{-iP_{(\circ, \circ)}^N(\rho)t}\) on a \(d\)-dimensional qubit input state \(\sigma\) for a time \(t\) to accuracy \(\epsilon\) in operator norm.
Proof. We first address how to implement the unitary \( e^{-i\rho(\otimes,\otimes)t} \). Intuitively, this can be achieved by constructing a generalized \( \tilde{S} \) operator with tensor product components of \(|j\rangle\langle k|\), \(|j\rangle\langle k|\), \(|k\rangle\langle k|\) and \(|j\rangle\langle j|\), corresponding to the contributing elements in the matrices in each term. We give a recursive procedure to determine \( \tilde{S} \):

In the case of \( r = 2 \), we have already shown in Lemma 1 and Lemma 2 the desired operation can be achieved using \( S_1 \) and \( S_2 \) corresponding to the \( \circ \) and \( \otimes \) cases respectively. Thus we can write the base case of the recursive procedure as

\[
\tilde{S}^{(r=2)}(j,k) = \sum_{j,k} T^{(2)}(j,k) \otimes |j\rangle\langle j|,
\]

where \( T^{(2)}(j,k) \) denotes the possible combinations of tensor products, \(|j\rangle\langle k| \otimes |j\rangle\langle k|\) or \(|j\rangle\langle j| \otimes |k\rangle\langle k|\). Now consider the \( r = 3 \) case, the additional factor of \( \rho \) will come in two possible cases. If it comes as a \( \circ \) product, the updated operator \( \tilde{S}^{(r=3)}_\circ \) is simply given by

\[
\tilde{S}^{(r=3)}_\circ = \sum_{j,k} T^{(2)}(j,k) \otimes |j\rangle\langle j| \otimes |k\rangle\langle k|.
\]

If the additional \( \rho \) comes in as a \( \otimes \) product, the updated operator \( \tilde{S}^{(r=3)}_\otimes \) is instead given by

\[
\tilde{S}^{(r=3)}_\otimes = \sum_{j,k} |j\rangle\langle j| \otimes |j\rangle\langle j| \otimes |k\rangle\langle k|.
\]

This can be seen by observing that the contributing elements to a \( \otimes \) product are exclusively diagonal, which we use \(|j\rangle\langle j|\) to pick up. Any off-diagonal information about the previous element-wise product operations is irrelevant.

In general, if we have the \( r \)th order \( \tilde{S} \) operator given by

\[
\tilde{S}^{(r)}(j,k) = \sum_{j,k} T^{(r)}(j,k) \otimes |k\rangle\langle j|,
\]

the operators \( \tilde{S}^{(r+1)}_\circ \) and \( \tilde{S}^{(r+1)}_\otimes \) can be generated as follows:

\[
\begin{align*}
\tilde{S}^{(r+1)}_\circ &= \sum_{j,k} T^{(r)}(j,k) \otimes |j\rangle\langle j| \otimes |k\rangle\langle k|, \\
\tilde{S}^{(r+1)}_\otimes &= \sum_{j,k} (|j\rangle\langle j|) \otimes |k\rangle\langle k|.
\end{align*}
\]

We have shown a recursive procedure to construct \( \tilde{S}^{(r)} \) up to \( r = N \) such that

\[
\text{tr}_{1...r}\{e^{-i\tilde{S}^{(r)}\delta}(\rho \otimes \sigma)\} = \exp[-i\rho(\otimes,\otimes)^r\delta]\sigma \exp[i\rho(\otimes,\otimes)^r\delta]\sigma + O(\delta^2),
\]

for a small evolution \( \delta \). Analogously with Lemma 1 and Lemma 2, with a \( O(t^2/\epsilon) \) repetition consuming \( O(rt^2/\epsilon) \) copies of \( \rho \), the desired

\[
\exp[-i\rho(\otimes,\otimes)^r t]\sigma \exp[i\rho(\otimes,\otimes)^r t]
\]

can be implemented up to an \( \epsilon \) error.

Finally one makes use of the Lie product formula for summing the terms in the polynomial [44–46]:

\[
e^{i\delta(A+B)+O(\delta^2/m)} = (e^{i\delta A/m}e^{i\delta B/m})^m,
\]

where \( A \) and \( B \) are taken to different terms in \( P^N_{\otimes,\otimes}(\rho) = \sum_r c_r \rho^{(\otimes,\otimes)^r} \), and the factors \( c_r \) simply amount to multiplying the \( S^{(r)} \) matrices with the respective coefficients. The parameter \( m \) can be chosen further suppress the error by repeating the entire procedure. However, for the purpose of implementing

\[
e^{-iP^N_{\otimes,\otimes}(\rho)t} \sigma e^{iP^N_{\otimes,\otimes}(\rho)t}
\]
to our desired accuracy \( \epsilon \), \( O(N^2t^2/\epsilon) \) copies of \( \rho \) are required. The quadratic dependency in the order of the polynomial, \( N^2 \) stems from implementing the unitary \( \exp[-i\rho(\otimes,\otimes)^r t] \) up to \( r = N \), each consuming \( O(N^2t^2/\epsilon) \) copies as argued before. \( \square \)
IV. EXPERIMENTS

The central part of the algorithm described in Section III is the intricate quantum protocol of matrix inversion for computing the predictors in Eqs. (1), (2). This protocol [26] is probabilistic, meaning that it only succeeds conditioned on obtaining specific results after measuring specific qubits in the protocol. Therefore, it is not assured that the protocol will succeed in a particular run, and it has to be repeatedly performed until it succeeds in obtaining the correct solution. Moreover, computations on a real quantum computer are subject to imprecisions in the gates applied to the qubits, readout errors and losses of coherence in the state of the system.

Therefore, when thinking about a realistic application of the quantum Bayesian algorithm, the important questions to ask are how experimentally feasible it is, and how far we are from running it on real quantum computers. With this goal in mind, we have performed two sets of experiments: on the one hand, we have run simulations of the quantum matrix inversion protocol on two different quantum virtual machines with various noise models that affect real quantum computers, and analyzed their impact on the output—the final quantum state after the protocol—of the algorithm. On the other hand, we have run scaled-down versions of the protocol on two real, state-of-the-art quantum processing units to gauge how far we are from implementations of practical relevance.

We have implemented the complete quantum matrix inversion protocol in the Rigetti Forest API using PyQuil and Grove [22]. This implementation can perform approximate eigenvalue inversion on a Hermitian matrix of arbitrary size. The PyQuil framework has advanced gate decomposition features and provides a way to perform arbitrary unitary operations on a multi-qubit quantum state. Furthermore, Rigetti’s classical simulator of quantum circuits (referred to as a quantum virtual machine) provides a variety of noise models that can affect computations in real quantum architectures, allowing a detailed analysis of how noise affects accuracy and computational overhead.

In addition, we have implemented a reduced, $2 \times 2$ matrix inversion problems in both PyQuil—to be run in Rigetti’s Quantum Processing Unit—and in IBM’s QISKit software stack [23]—to be run in IBM’s Quantum Experience computers. QISKit also provides a noisy classical simulator, of which we also make use to contrast the performance of the quantum matrix inversion algorithm run in the real QPUs against simulations with realistic noise models.

The quantum processing units employed in the experiments are IBM’s 16-qubit Rueschlikon (IBMQX5) [47] and Rigetti’s 8-qubit 8Q-Agave. While the number of available physical qubits is in both cases higher than the number of qubits required for the implementation (a total of six for the $2 \times 2$ reduced version), the depth of the circuit is much higher for larger matrices, and the current noise levels in the QPUs would not allow obtaining meaningful results when inverting larger examples.

A. Simulations of algorithm success on a quantum virtual machine

In this section, we report the results of the simulations conducted in Rigetti’s quantum virtual machine. We have conducted two sets of experiments to analyze the sensitivity of the protocol to different noise types that appear in real quantum computers. In the first, we restrict ourselves to the simplest possible scenario of inverting the $2 \times 2$ matrix $A = \begin{pmatrix} 1 & 3 \\ 2 & 1 \end{pmatrix}$ with the problem-specific circuit in Ref. [48]. This circuit is much shallower than the full protocol detailed in Ref. [49], making it more realistic to implement on current and near-future quantum computers due to its reduced depth. The second case is the complete implementation of the full quantum matrix inversion protocol [26, 49]. This version requires a large number of ancilla qubits to perform the calculations, in particular for the computation of the reciprocals of the eigenvalues. We choose to simulate the inversion of a $4 \times 4$ matrix with four bits of precision, which is the largest example that could fit on the largest Rigetti QPU.

We have studied the impact of two noise models, both being instances of parametric depolarizing noise. The first one, known as gate noise, applies a Pauli $X$ operator—which swaps the states $|0\rangle$ and $|1\rangle$ of the qubit it acts upon—with a certain probability on each qubit after every gate application. The probability of application of the operator indicates the noise level. The second type of noise that we study is known as measurement noise. In this case, a Pauli $X$ operator is applied with certain probability only on every qubit that is measured, before the measurement takes place. Therefore, it can also be understood as a readout error that, with a certain probability, instead of recording the result of a measurement, $y$, it records $\text{NOT}(y)$.

The circuits we implement have a much larger number of gates ($\sim 20$ for the $2 \times 2$ reduced version, increasing for the increasing size of the matrix being inverted) than measurements (just one, that which certifies the success of the eigenvalue inversion). This is the reason why in all the experiments we run we observe that the gate noise has a stronger impact on the results than the measurement noise.

In Fig. 1 we show the results for the inversion of the $2 \times 2$ matrix $A$. We analyze the two critical factors of the protocol, namely how different are the expected result of the protocol and the output from the simulator when we
know that the inversion has succeeded, and how many times it is needed to run the protocol in order to obtain a successful run. As expected, the measurement noise has a much smaller impact in the result than the gate noise, which for reasonably low noise levels already renders the output state (and hence the result of the inversion) orthogonal to the expected result. It is interesting to observe that, as the noise level increases, the average number of repetitions needed to obtain a successful run decreases, being very close to one for a wide range of noise levels. This is because the qubit storing the information about the success of the protocol is also affected by noise, so it can randomly flip without this meaning that the remaining qubits store the inverse of the matrix. This can be clearly seen by comparing the gate noise curves in Figs. 1 (a) and (b), since in the region of a low number of repetitions the fidelity is also very low. In the case of the measurement noise, given that the noise only affects the flag qubit, the state of the remaining qubits is not perturbed, and the fidelity is notably higher.

In Fig. 2 we perform the same studies for implementation of the general algorithm inverting a random $4 \times 4$ matrix. It is immediately apparent that increasing the circuit depth makes the protocol more sensitive to noise, and the fidelity drops to zero with lower variance in the case of the gate noise. However, the noise level for which the output of the circuit reaches zero fidelity with the expected state is approximately equal in both the $2 \times 2$ and $4 \times 4$ cases, and it would be interesting to see whether it remains constant for larger problems. We still observe better robustness to measurement noise, but the impact of this kind of noise in the resulting state is stronger than in the problem-specific algorithm of Fig. 1.

As in the previous example, the measurement noise introduces bit flips in the classical registers storing measurement results, eventually leading to a low number of repetitions before the eigenvalue inversion succeeds (or, equivalently, higher probabilities of protocol success), but at the expense of lower fidelities with the expected output. This effect is due to the fact that a larger number of gate operations are performed after the measurements than in the restricted algorithm.

### B. Evaluation on quantum processing units

In this section, we implement the restricted $2 \times 2$-matrix inversion algorithm in two real quantum computing architectures. The reason of choosing the restricted algorithm is that current quantum computers have a small number of qubits, limited qubit-qubit connectivity, and most importantly, short coherence times, which implies that only shallow quantum circuits can be implemented. The restricted algorithm be implemented with a much simpler circuit than the general one, resulting in about 20 gates for the full protocol [48].

In the case of runs on real QPUs one does not have direct access to the whole output state of the circuit, but
only to samples of measurements on it. This makes it difficult to compute the fidelity with the expected state, and instead, we perform a swap test [50]. The test runs as follows: the expected result of the algorithm is encoded in auxiliary qubits, and after operations between the output and the expected result a flag qubit indicates whether both states are equal, in which case the state of the flag qubit is $|0\rangle$, or not, in which case the state is $|1\rangle$. The figure of merit is now the probability of success in the test $P(\text{success}) = P(0)$, which can then be related to the fidelity by the expression $\mathcal{F} = |2P(\text{success}) - 1|$. Note that this success probability is different from the probability that the eigenvalue inversion subroutine succeeds. This has been already studied in Figs. 1(b) and 2(b).

We have implemented the protocol to be run in both Rigetti’s 8Q-Agave and IBM’s IBMQX5 quantum processing units. The IBM QISKit software [23] also provides a classical simulator to run noisy experiments, and we use these to benchmark the performance of the runs on the real chips. The results of the experiments can be found in Fig. 3.

As in the case of the simulations in Rigetti’s software stack, the measurement noise produces a smaller impact
in the protocol than the gate noise. Note that the qubit that encodes the success of the swap test is also subject to readout error when simulating measurement noise. Therefore, for large measurement noise levels, the fact that \( P(\text{success}) = P(0) \) is very low means that the actual state of the flag qubit is \( |0\rangle \) (i.e., the protocol has succeeded, and the output state is the desired one), but due to the noise the result that is recorded after measuring is 1.

Gate noise has a stronger impact in the final state. This kind of error, unlike the measurement noise, does affect the computations in the circuit, so lower success probabilities now represent a real discrepancy between the output and desired states. In this case, the success probabilities lie in the range of \([0.35, 0.6]\), which translates into fidelities in the range of \([0, 0.3]\).

Turning to executions in the real QPUs, the probability of protocol success is higher in IBMQX5. This is mostly due to its improved coherence time, that allows keeping the state in the circuit better isolated from external perturbations during computation. The probability of protocol success is 89%, which translates into a fidelity with the expected state of 0.78. This is a very encouraging result, despite the size of the matrix inverted. In contrast, the fidelity when the protocol is run in 8Q-Agave close to zero, which means that all the information about the computation is lost during the process. This is mainly due to the circuit depth being too large to maintain the quantum state isolated enough from the environment.

V. CONCLUSIONS

As quantum computers become available and continue improving in scale and noise tolerance, it is an exciting question to ask whether they can make a qualitative difference in machine learning applications. Seminal works that explored this question focused on idealized, fully noise tolerant, large-scale quantum computers, and implemented simple machine learning algorithms like support vector machines and nearest-neighbor clustering. However, an important fact is that for at least the next decade quantum computers will remain limited in scale and noise tolerance, and we must factor this in when we construct quantum-enhanced algorithms. Furthermore, simple machine learning methods are already efficiently executed on classical hardware, so there is no need for the use of quantum algorithms in this case.

In this work, we studied a complex, Bayesian approach to deep architectures that are difficult to perform on digital hardware. We developed a quantum algorithm for learning Gaussian processes that can be applied layer by layer for training arbitrarily deep neural networks. Furthermore, our protocol is a classical-quantum hybrid that largely removes the currently unrealistic technological requirements, such as a quantum random access memory. The algorithm makes use of the quantum matrix inversion protocol which, albeit intricate, its mathematical assumptions are fulfilled by the kernel matrices originating from Gaussian processes. In order to analyze the feasibility of a real use of the algorithm, we implemented its core routine, the quantum matrix inversion protocol, to be run in both quantum simulators and real state-of-the-art quantum processors. We observe that the accuracy of the protocol sharply drops with noise, but even with current, small quantum computers, high success rates can be achieved.

Although promising, these experimental results do not completely prove that the full protocol will be efficiently implementable in near-term quantum technologies. Full implementation in architectures with limited coherence time and sparse connectivity, as well as a fully-coherent variant of the training algorithm (which would have important applications in quantum simulations and quantum control), are interesting avenues for future research.

Not only commercial quantum computers are proliferating, but also the tools to program them, and, even more importantly, the collection of high-level algorithmic primitives [51]. This enables machine learning researchers to leverage quantum technologies without the need of having an extensive background in quantum technologies. Just as GPUs and efficient frameworks like TensorFlow [52] and PyTorch [53] created an enormous community researching and deploying deep learning, we expect the same phenomenon will happen in the future with quantum processing units and collections of quantum algorithms.
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