Phonon anharmonicity and thermal conductivity of two-dimensional van der Waals materials: A review
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Abstract: Two-dimensional (2D) van der Waals (vdW) materials have extraordinary thermal properties due to the effect of quantum confinement, making them promising for thermoelectric energy conversion and thermal management in microelectronic devices. In this review, the mechanism of phonon anharmonicity originating from three- and four-phonon interactions is derived. The phonon anharmonicity of 2D vdW materials, involving the Grüneisen parameter, phonon lifetime, and thermal conductivity, is summarized and derived in detail. The size-dependent thermal conductivity of representative 2D vdW materials is discussed experimentally and theoretically. This review will present fundamental and advanced knowledge on how to evaluate the phonon anharmonicity in 2D vdW materials, which will aid the design of new structures and materials for applications related to energy transfer and conversion.
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I. Introduction

Van der Waals (vdW) materials, held together by weak electrostatic forces, are named after Dutch scientist Johannes Diderik Van der Waals who aimed to gain insight into the molecular interactions that lead to gas nonideality. Great efforts have been made to investigate the mechanical, chemical, and thermal properties of various bulk vdW materials. Incidentally, as early as 1947, Wallace had predicted that in the extreme-thickness limit of one or a few molecules, vdW materials will exhibit very different properties from their bulk[1]. However, this speculation remained unnoticed until graphene was successfully isolated in 2004[2]. Graphene, as a typical two-dimensional (2D) vdW material, is an atomically thin sheet of atoms arranged in a honeycomb structure. Monolayer graphene behaves very differently from its bulk progenitors; its exotic properties include the quantum Hall effect[3], ultra-high specific surface area (around 2630 m$^2$/g)[4], and high transmittance (up to 97.7%)[5], among others. Following the emergence of monolayer graphene, other similar layered materials were discovered and extensively investigated, spanning the complete spectrum of electronic properties, as shown in Fig. 1.

According to the thousands of articles published on 2D vdW materials over the past 20 years, thickness engineering is an effective way to modulate the performance and behavior of vdW materials due to quantum confinement and boundary effects. For instance, the high anisotropy of monolayer phosphorene[6], the large (1.9 eV) direct band gap in monolayer MoS$_2$[7-9], and the excellent ductility of atomically thin vdW materials[10] are just typical examples of abnormal behaviors in the atomic limit. Many review papers have been published on the new physical properties associated with thickness reduction, particularly for graphene[11-13], transition metal dichalcogenides (TMDs)[14-17], and black phosphorus[14, 18-20]. Therefore, those aspects are not discussed in detail here.
**Two-dimensional van der Waals materials**

| Graphene Family | TMD (MX₂) Family | III-VI Family | BP Family |
|-----------------|------------------|---------------|-----------|
| C, Si, Ge, h-B   | MoS₂, WSe₂, SnS₂ | InS, GaS, InSe| P, As, Bi, SnS |
|                 | VO₂, TiS₂        |               |           |
|                 | RbSe₂            |               |           |

**Fig. 1** The realm of 2D vdW materials including graphene and its analogues, boron nitride (BN), black phosphorus (BP), the III-VI family, and TMDs which span the full range of electronic properties. The atomic models given at the top show the materials’ cross-sectional structures—most of them are not intrinsically planar.

Besides the electronic analysis, the thermal properties of 2D vdW materials have also been of ever-increasing interest, as they not only determine the performance and reliability of nanodevices, but also govern the efficiency of thermoelectric energy conversion and thermal dissipation in microelectronic devices[21-23]. To date, the thermal properties of various 2D vdW materials, such as graphene[24-26], stanene[27, 28], and monolayer TMDs[29-34], have been widely investigated. Moreover, numerous theoretical calculations and experimental work have been conducted to understand phonon scattering processes, since the related mechanisms are critical to tailoring the thermal properties of materials. Lattice thermal resistance is mainly dictated by phonon scattering, which can be rooted in extrinsic factors (such as isotopic disorder, atomic defects, and the finite-size of crystals, etc.) or related to intrinsic ones. Information on the degree of phonon scattering can be obtained from infrared (IR) or Raman measurements of linewidths and line shifts of phonon modes[35]. For instance, the shift of the harmonic phonon frequency with temperature, directly accessible from
experimental measurement, is rooted in the phonon-phonon interaction[35-37]. The intrinsic phonon linewidth is governed by electron-phonon[38] and anharmonic phonon-phonon interactions[39], and the latter usually makes a dominant contribution. Such anharmonic phenomena of vdW 2D materials and heterostructures are therefore under intense scrutiny. Inspired by the above, this paper reviews the mechanisms of phonon scattering including three- and four-phonon interactions and lattice thermal conductivity of 2D vdW materials.

II. Phonon Anharmonicity

The phonon scattering process, an intrinsic scattering mechanism responsible for the lattice thermal conductivity, plays a significant role in affecting the thermal conduction in insulators and semiconductors around and above room temperature. Particularly, by using the selection rules that allow and prohibit scattering processes of phonons in a given material, it is reasonable to establish the thermal transport properties of the material by examining the coupling of phonons. The intrinsic phonon scattering is mainly induced by intrinsic anharmonic phonon-phonon scattering which can be decomposed as three-phonon, four-phonon, and even higher-order phonon scattering processes. Various phonon scattering processes involving three-phonon and four-phonon coupling are displayed in Fig. 2.
Fig. 2 Schematic diagram of three- and four-phonon scattering processes. The phonon momentum is given by $\hbar q$, where $q$ denotes the wave vector. The process of momentum conservation is a normal process. Other processes where the momentum is not conserved are known as Umklapp processes, in which the generated phonons are folded back by the reciprocal lattice vector $R$.

From perturbation theory, the lattice Hamiltonian of a crystal can be written as

$$H = H_0 + H_1 + H_4 + \cdots,$$  \hspace{1cm} (1)

where the harmonic term $H_0$ and anharmonic terms $H_i (i = 3, 4, \ldots)$ can be given as [40]
\[ H_0 = \sum \hbar \omega_\lambda \left( c_\lambda^+ c_\lambda + \frac{1}{2} \right) \]

\[ H_3 = \sum_{\lambda,\lambda',\lambda''} \frac{\hbar^3}{2^2 \times 3! N^2} \sum_{\mathbf{q}_1, \mathbf{q}_2, \mathbf{R}} \Delta_{\mathbf{q}_1, \mathbf{q}_2, \mathbf{R}} \frac{V^{(3)}_{\lambda,\lambda',\lambda''}}{\sqrt{\omega_\lambda \omega_{\lambda'} \omega_{\lambda''}}} (c_\lambda^+ + c_\lambda) (c_{\lambda'}^+ + c_{\lambda'}) (c_{\lambda''}^+ + c_{\lambda''}) \]

\[ H_4 = \sum_{\lambda,\lambda',\lambda'',\lambda'''} \frac{\hbar^4}{2^4 \times 4! N} \sum_{\mathbf{q}_1, \mathbf{q}_2, \mathbf{q}_3, \mathbf{R}} \Delta_{\mathbf{q}_1, \mathbf{q}_2, \mathbf{q}_3, \mathbf{R}} \frac{V^{(4)}_{\lambda,\lambda',\lambda'',\lambda'''}}{\sqrt{\omega_\lambda \omega_{\lambda'} \omega_{\lambda''} \omega_{\lambda'''}}} (c_\lambda^+ + c_\lambda) (c_{\lambda'}^+ + c_{\lambda'}) (c_{\lambda''}^+ + c_{\lambda''}) (c_{\lambda'''}^+ + c_{\lambda'''}) \]

... Here, \( H_3 \) and \( H_4 \) represent three-phonon and four-phonon scattering processes (incidentally, around room temperature, three-phonon scattering processes are stronger than higher-order anharmonic phonon scattering processes [43]), respectively. \( \hbar \) refers to the Plank constant. \( \omega_\lambda \) and \( \mathbf{R} \) are the angular frequency with phonon mode \( \lambda \) and a reciprocal lattice vector, respectively. \( N \) is the total number of \( \mathbf{q} \) points. \( c_\lambda \) \( (c_\lambda^+) \) is an annihilation (creation) operator. The Kronecker delta \( \Delta_{\mathbf{n},\mathbf{R}} \) obeys the following momentum selection rule:

\[ \Delta_{\mathbf{n},\mathbf{R}} = \begin{cases} 1 & \text{if } \mathbf{n} = \mathbf{R} \\ 0 & \text{otherwise} \end{cases}, \quad \mathbf{n} = \mathbf{q} + \mathbf{q}_1 + \mathbf{q}_2 / \mathbf{q} + \mathbf{q}_1 + \mathbf{q}_2 + \mathbf{q}_3 \]

Moreover, according to Ref. [40], the anharmonic phonon scattering coefficients \( V^{(a)}_{\lambda} \) with phonon mode \( \lambda \) can be obtained as

\[ V^{(3)}_{\lambda,\lambda',\lambda''} = \sum_{b,l_1,l_2,l_3} \sum_{\alpha,\beta,\gamma} \Phi^{\alpha,\beta,\gamma}_{b,l_1,l_2,l_3} \frac{\epsilon_{\alpha,b}^l \epsilon_{\beta,a}^l \epsilon_{\gamma,v}^v}{\sqrt{m_b m_a m_v}} e^{\mathbf{q}_1 \cdot \mathbf{r}_l} e^{\mathbf{q}_2 \cdot \mathbf{r}_l} e^{\mathbf{q}_3 \cdot \mathbf{r}_l} \]

\[ V^{(4)}_{\lambda,\lambda',\lambda'',\lambda'''} = \sum_{b,l_1,l_2,l_3,l_4} \sum_{\alpha,\beta,\gamma,\delta} \Phi^{\alpha,\beta,\gamma,\delta}_{b,l_1,l_2,l_3,l_4} \frac{\epsilon_{\alpha,b}^l \epsilon_{\beta,a}^l \epsilon_{\gamma,v}^v \epsilon_{\delta,v'}^l}{\sqrt{m_b m_a m_v m_v'}} e^{\mathbf{q}_1 \cdot \mathbf{r}_l} e^{\mathbf{q}_2 \cdot \mathbf{r}_l} e^{\mathbf{q}_3 \cdot \mathbf{r}_l} e^{\mathbf{q}_4 \cdot \mathbf{r}_l} \]

... where \( \epsilon_{\alpha,b}^l \) is the phonon eigenvector of phonon mode \( \lambda \). \( b \) and \( a \) denote indices of the internal atomic coordinates and Cartesian index in the unit cell \( (l) \) identified by the lattice vector \( \mathbf{R} \), respectively. \( \mathbf{r}_l \) is the position vector of the \( l \)-th unit cell. \( m_b \) is the average atomic mass at the \( b \) atom. The elements of the interatomic force constants (IFCs) matrix \( (\Phi^b_{\alpha,\beta}) \) can be defined as[44, 45]
\[ \Phi_{\alpha X_{b}, b_{j}, b_{j}}^{\alpha X_{b}} = \left. \frac{\partial^{(3)} E}{\partial r_{\alpha X_{b}} \partial r_{b_{j}} \partial r_{b_{j}}} \right|_{b_{j}}, \]
\[ \Phi_{\alpha X_{b}, b_{j}, b_{j}}^{\alpha X_{b}, \alpha X_{b}} = \left. \frac{\partial^{(4)} E}{\partial r_{\alpha X_{b}} \partial r_{b_{j}} \partial r_{b_{j}} \partial r_{b_{j}}} \right|_{b_{j}}, \]

(5)

where \( E \) is the total potential energy of the crystal, and \( r_{\alpha}^{\alpha} \) refers to a displacement along the \( \alpha \) direction. To obtain the interatomic force constants, molecular dynamics (MD) simulation or first-principles calculations are usually preferred. Phonon dispersion and the anharmonic phonon effect can thus be satisfactorily described via first-principles calculations or MD simulation[46]. It is worth mentioning that by using the extracted force constants to solve the Boltzmann transport equation, the obtained lattice thermal conductivity generally agrees well with experimental results for various materials[47-50]. Moreover, the reader of this article will have no problem finding many reviews on the anharmonic phonon properties (including the Grüneisen parameter, phonon lifetime, and phonon frequency shift, etc.) and thermal conductivity of 2D vdW materials.

A. Grüneisen parameter

Thermal expansion is a critical factor affecting the performance of 2D devices[51, 52]. Particularly, differences in the thermal expansion coefficient between the sample and substrate could induce external strain that affects device performance and its operational lifetime. Mathematically, the effect is captured by the Grüneisen parameter[53], which is given by

\[ \gamma = \frac{dP}{d\left(E_{\lambda}/V\right)} \bigg|_{V} = \frac{\alpha v_{s}^{2}}{C_{p}}, \]

(6)

where \( E_{\lambda} \) is the internal energy attributed to mode \( \lambda \). \( P \) and \( V \) refer to the pressure and volume of the sample, respectively. \( \alpha \) is the thermal expansion coefficient and \( C_{p} \) denotes the heat capacity per unit mass at constant pressure. \( v_{s} \) refers to the sound velocity. The equilibrium structure at any temperature \( T \) can be obtained by minimizing the Helmholtz free energy without applying pressure [54]. In the context of physics, the Grüneisen parameter can be derived by assuming a linear dependence of the phonon
frequencies on the three orthogonal cell dimensions[54, 55]. Therefore, for 2D vdW materials, the Grüneisen parameter of each phonon mode can be rewritten as[54]

\[
\gamma_q = - \frac{a}{2\omega(q)} \left. \frac{\partial \omega(q)}{\partial a} \right|_0 .
\]

(7)

where \(\omega(q)\) and \(a\) refer to the phonon frequency and lattice constant, respectively. By combining Eqs. (2) and (4) with Eq. (7), it is not difficult to see that the Grüneisen parameters are directly related to the Fourier change of the third-order force constant[43].

The study of Grüneisen parameters for 2D vdW materials originated in 2009[56, 57]. Kim et al. reported the existence of negative Grüneisen parameters in both monolayer and bilayer graphene (see Fig. 3), indicating negative thermal expansion coefficients[57]. Later, negative Grüneisen parameters were also found in black and blue phosphorene[58-61], arsenene and antimonene[61], multilayer structures stacked by vdW interactions[62], as well as 2D IV-VI compounds (GeS, GeSe, SnS, and SnSe)[63]. Physically, only phonon modes that soften with decreasing lattice constant have negative Grüneisen parameters [see Eq. (7)]. Also, the negative Grüneisen parameter corresponds to an increase in phonon frequency with increasing lattice constant. First-principles calculations have demonstrated that the negative thermal expansion in these 2D vdW materials are mostly influenced by the out-of-plane ZA/ZO mode. In other words, at low frequencies, the collective vertical motion of the atoms is strong, and the Grüneisen parameters could be negative. However, all the Grüneisen parameters are positive in the study of monolayer MoS\(_2\) by Cai et al.[29]. Indeed, the phonon frequencies of materials generally decrease as the material thermally expands, giving rise to positive Grüneisen parameters. Although low-frequency acoustic modes produce some negative Grüneisen parameters, sometimes competing with positive ones, negative thermal expansion will primarily occur at low temperatures when only the lowest acoustic modes can be excited.
B. Phonon lifetime

The phonon lifetime is related to the phonon energy linewidths via the Heisenberg uncertainty relation. Various scattering events involving phonons (such as phonon–phonon Umklapp scattering, mass-difference scattering, phonon–defect scattering, etc.) should be considered in the calculation of phonon lifetime, as they all serve to broaden the phonon peaks measured in constant-Q scans [40]. However, only three-phonon Umklapp scattering and mass-difference scattering are considered as intrinsic, while phonon–defect scattering can be extrinsic and eliminated by improving the quality of the sample. The overall phonon lifetime can be obtained by summing up the inverse phonon lifetimes for these scattering processes, and it can be given as[64, 65]

$$\frac{1}{\tau} = \frac{1}{\tau_3} + \frac{1}{\tau_4} + \frac{1}{\tau_M}.$$  \hspace{1cm} (8)

where $\tau_M$ is related to the mass-difference, and the phonon–phonon Umklapp scattering ($\tau_U$) involves three-phonon ($\tau_3$) and four-phonon ($\tau_4$) scatterings. Thus, the phonon lifetime can be rewritten as
\[
\frac{1}{\tau} = \frac{1}{\tau_3} + \frac{1}{\tau_4} + \frac{1}{\tau_M}.
\]  

(9)

Based on perturbation theory, the balance of the phonon population split between diffusive drift and scattering can be established by the steady-state phonon Boltzmann transport equation as[66]

\[
v_\lambda \cdot \nabla n_\lambda = \frac{\partial n_\lambda}{\partial t},
\]

(10)

where \(v_\lambda\) is the group velocity attributed to mode \(\lambda\), and \(n_\lambda\) is the phonon occupation number. Three-phonon, four-phonon, as well as mass-difference scattering processes can be included in the scattering term on the right side of Eq. (10). The detailed derivation has been given in Ref. [67]. Therefore, combined with Eqs. (1) and (10), the inverse phonon lifetime \((\tau_3/4/M)\) can be evaluated based on the following expansion[42, 67, 68]:

\[
\frac{1}{\tau_3} = \sum_{\lambda \lambda' \lambda''} \left[ \frac{1}{2} \frac{n_\lambda^0 n_{\lambda'}^0 n_{\lambda''}^0}{n_\lambda^0} \Gamma_{\lambda \lambda' \lambda''} - \frac{1}{2} \frac{(1+n_\lambda^0) n_{\lambda'}^0 n_{\lambda''}^0}{n_\lambda^0} \Gamma_{\lambda \lambda' \lambda''} + \frac{1}{2} \frac{(1+n_\lambda^0)(1+n_{\lambda'}^0) n_{\lambda''}^0}{n_\lambda^0} \Gamma_{\lambda \lambda' \lambda''}^{(1)} \right],
\]

(11)

\[
\frac{1}{\tau_4} = \sum_{\lambda \lambda' \lambda'' \lambda''' \lambda'''} \left[ \frac{1}{6} \frac{n_\lambda^0 n_{\lambda'}^0 n_{\lambda''}^0}{n_\lambda^0} \Gamma_{\lambda \lambda' \lambda'' \lambda'''} - \frac{1}{2} \frac{(1+n_\lambda^0) n_{\lambda'}^0 n_{\lambda''}^0 n_{\lambda'''}^0}{n_\lambda^0} \Gamma_{\lambda \lambda' \lambda'' \lambda'''} + \frac{1}{2} \frac{(1+n_\lambda^0)(1+n_{\lambda'}^0)(1+n_{\lambda''}^0) n_{\lambda'''}^0}{n_\lambda^0} \Gamma_{\lambda \lambda' \lambda'' \lambda'''}^{(1)} \right],
\]

\[
\frac{1}{\tau_M} = \sum_{\lambda} \Gamma_{\lambda}.
\]

where \((n_\lambda^0)^{-1}\) obeys a phonon frequency \(\omega\) of the Bose-Einstein distribution, that is

\[
1 + \frac{1}{n_\lambda^0} = e^{\frac{\hbar \omega}{kT}}.
\]

(12)

Note that the relationship between \((n_\lambda^0)^{-1}\) and \((n_{\lambda_0,\lambda_1}^0)^{-1}\) should obey the energy conservation law. For example, the relationship between three- and four-phonon absorption processes can be obtained by

\[
\begin{cases}
1 + \frac{1}{n_\lambda^0} = \left(1 + \frac{1}{n_{\lambda_0}^0}\right) \left(1 + \frac{1}{n_{\lambda_1}^0}\right), & \text{if } \omega_\lambda = \omega_{\lambda_0} + \omega_{\lambda_1} \\
1 + \frac{1}{n_\lambda^0} = \left(1 + \frac{1}{n_{\lambda_0}^0}\right) \left(1 + \frac{1}{n_{\lambda_1}^0}\right) \left(1 + \frac{1}{n_{\lambda_2}^0}\right), & \text{if } \omega_\lambda = \omega_{\lambda_0} + \omega_{\lambda_1} + \omega_{\lambda_2}.
\end{cases}
\]

(13)
Moreover, \( \Gamma_{\pm} \) refers to the various absorption and emission processes (refer to Ref. [42] for further details). The expressions for \( \Gamma_{\pm} \) and \( \Gamma_{\pm} \) can be given by Fermi’s golden rule[41, 42, 67, 68] as

\[
\Gamma_{\pm,\pm,\pm} = \frac{\pi \hbar}{4N} |V_{\pm,\pm,\pm}|^2 \left| \Delta_{\pm} \frac{\delta(\omega_{\pm} \pm \omega_{\pm} - \omega_{\pm})}{\omega_{\pm} \omega_{\pm} \omega_{\pm}}, \right.
\]

(14)

where \( V_{\pm,\pm,\pm} \) can be derived by Eq. (4).

Recent advances in phonon transport modeling have made it possible to calculate the lifetime of each phonon mode quantitatively. Based on perturbation theory, Marzari et al. reported a strong temperature dependence of the phonon lifetime of graphene in the typical operating range of 100–500 K[69]. Bonini et al. further demonstrated that for free-standing graphene, the transverse and longitudinal acoustic phonons in the long-wavelength limit have finite lifetimes (about 5 ps). This was entirely due to the quadratic dependence of the dispersions with momentum for the out-of-plane phonon flexural modes in free-standing low-dimensional systems[70]. Furthermore, Qin et al. reported that optical branches in monolayer black phosphorene had a short phonon lifetime, resulting in a low lattice thermal conductivity[71]. A similar result is also obtained in monolayer TMDs[29, 72-74]. Interestingly, Gu et al. found that the phonon lifetime of monolayer WS₂ is much longer than that in MoS₂[72]. The main reason is that the huge atomic weight difference between W and S results in a larger phonon band gap than MoS₂, which in turn prevented the scattering between phonon and optical branches, resulting in a longer phonon lifetime[72]. Gülseren et al. revealed that transition metal atoms (Mo or W) drove phonon lifetime, whereas chalcogen atoms (S or Se) determined the group velocity spectrum[75].

Previous studies analyzing the phonon lifetime were mainly based on three-phonon scattering. However, the phonon anharmonicity and lattice thermal conductivity of many bulk materials were overestimated[76-78]. Recently, Ruan et al. proposed that the four-phonon scattering process plays a more important role than the three-phonon
scattering process, since it affects the thermal transport of optical phonons and significantly reduces the thermal conductivity of the material[79]. Moreover, Li et al. evaluated the phonon lifetimes of monolayer and hydrogenated bilayer BAs associated with three- and four-phonon scattering at 300 K[80], as shown in Fig. 4. The relative intensities between three- and four-phonon scattering processes change with temperature. The main reason is that the three-phonon lifetime is inversely proportional to temperature, whereas the four-phonon lifetime exhibits a $T^{-2}$ dependence. Although the three-phonon scattering process underestimates the phonon lifetime, the trend of the three-phonon lifetime at low frequencies is almost similar to that of the four-phonon lifetime. These results illustrate that three-phonon scattering processes dominate around room temperature. Apart from that, there are many other factors affecting phonon scattering, such as chiral phonons. Chiral phonons have pseudo-angular momenta[81] and chirality which could modify the symmetry constraints for scattering[82, 83]. As a result, these features may influence the phonon lifetime[84], which in turn affects the thermal resistance.

![Fig. 4](image)

**Fig. 4** (a) Three-phonon and (b) four-phonon scattering rates as a function of frequency in three structures. (c) Phonon lifetime of ZA phonon branches as a function of frequency for those three structures[80]. Reproduced with permission. Copyright (2022), AIP Publishing.

Experimentally, measuring phonon lifetimes is quite difficult due to the stringent requirements placed on material samples and for obtaining a satisfying energy resolution. Generally, the energy–time uncertainty relation can be used to calculate phonon lifetimes from the phonon linewidth in Raman studies. To date, the phonon
lifetimes of many 2D vdW materials, such as graphene\cite{85-87}, TMDs\cite{88-90}, and black phosphorene\cite{45, 91}, have been measured by Raman spectroscopy. While Raman scattering techniques can achieve resolutions in the micro-electron volt range, corresponding to resolved lifetimes up to nanoseconds, these measurements only detect the optical mode of the zone center\cite{92}. Moreover, inelastic X-ray scattering techniques can detect phonon modes throughout the Brillouin zone, but they are limited to an energy resolution of 1-2 meV\cite{93}, which is insufficient to address the picosecond lifetime problem.

C. Phonon frequency shift

The shift of the phonon frequency is induced by third-order and higher-order IFCs according to Eq. (4). An example of an event leading to a phonon frequency shift is an exposure of the materials to a strain field since strain could alter the elastic constants, resulting in a change in thermal conductivity\cite{94, 95}. Moreover, the temperature-dependent effect is also an issue affecting phonon frequency shift. At elevated temperatures, the higher-order terms in Eq. (2) cannot be neglected, and the anharmonic properties will become more and more prominent with increasing temperature. In other words, the atoms will no longer remain at their equilibrium positions at finite temperatures, but instead vibrate around them\cite{96}. As a result, the force constants do not remain at their harmonic values and typically shift down. Therefore, the phonon frequencies are affected by an anharmonic effect and are lower than their harmonic values at 0K with increasing temperature. In this case, taking silicon as an example, Feng et al. rigorously calculated the phonon frequency shift caused by three and four-phonon scattering\cite{97}. The results showed that the calculated phonon frequency shift was in good agreement with the inelastic neutron scattering data in the Brillouin region when fourth-order IFCs were considered as the fifth-nearest neighbor. Gu et al. demonstrated that four-phonon scattering in monolayer graphene was heavily affected by the temperature\cite{98}. The effective anharmonic terms could be altered at high temperature.
III. Thermal conductivity

2D vdW materials have broad application prospects in microelectronic devices such as field-effect transistors[32, 99, 100], diodes[101-103], and basic logic circuits[104-106]. One of the key issues in the design of these devices is how to dissipate heat efficiently, because in many cases, smaller electronic components generate a higher density of excess heat. Efficient heat dissipation depends on the material having a high thermal conductivity. The thermal conductivity of a material is composed of the electron thermal conductivity ($\kappa_e$) and lattice thermal conductivity ($\kappa_l$), as both electrons and phonons are heat transport carriers in solids. Electrons are the primary heat carriers in metallic materials, whereas phonons are the primary heat carriers in semiconductors. However, even in 2D vdW metallic materials, phonons play a major role in thermal transport, which is related to the quantum confinement effect[64, 107]. Here, only the lattice thermal conductivity of 2D vdW materials is discussed; at a given temperature $T$, the lattice thermal conductivity can be given as[108, 109]

$$\kappa_l(T) = \sum \tau C_v v^2.$$ 

(15)

where $C_v$ and $v$ are the specific heat and phonon group velocity, respectively. From Eq. (15), it is not difficult to see that phonon anharmonicity (related to the lifetime $\tau$) strongly affects the lattice thermal conductivity.

In 2D vdW materials, interfaces play a significant role in leading to different thermal transport mechanisms from their bulk materials, via the formation of new phonon bands or by inducing interfacial thermal resistance. Available theoretical and experimental data involving the thermal conductivity of typical 2D vdW materials at 300 K supports the thickness-induced effect (see Table I). Moreover, the thermal conductivity of 2D vdW materials exhibits a strong temperature dependence and declines gradually in the presence of a temperature gradient (see Fig. 5), which is mainly induced by the suppression of the phonon lifetime. However, this expectation does not apply in the case of monolayer graphene, a gapless semimetal, which exhibits
a high thermal conductivity of up to 5300 Wm$^{-1}$K$^{-1}$[110]. Furthermore, Lindsay et al. investigated the thermal conductivity of graphene by considering three-phonon scattering[111]. They identified that due to the reflection symmetry in graphene, the out-of-plane ZA phonon branch had a significantly long relaxation time and contributed to over 70% of the total thermal conductivity while the scattering of ZA is symmetrically prohibited. However, Feng et al. demonstrated that the relative contribution of the ZA phonon branch to the thermal conductivity was reduced from 70% to 30% when four-phonon scattering was introduced[67], which fits better with the results based on MD simulations[112-114]. The main reason was that four-ZA processes (ZA+ZA+ZA and ZA+ZA+ZA+ZA) are still activated in the scattering process even in the presence of the reflection symmetry in graphene. This conclusion also resolves a long-debated problem pertaining to the extent of the contribution by ZA modes to the thermal conductivity of graphene. In addition to typical 2D materials, other graphene-like metal oxide monolayers have also been studied, such as BeO[115] with a thermal conductivity of about 266 Wm$^{-1}$K$^{-1}$ at 300 K and IIA–VI monolayer monoxides[116].

![Graph](image)

**Fig. 5** Temperature-dependent thermal conductivity of typical 2D vdW materials.
Single points refer to the thermal conductivity of the material measured experimentally at 300 K [57, 72, 74, 88, 117, 118, 120, 122, 126, 129, 130, 133, 134]. Reproduced with permission.

**Table I** Thermal conductivity of representative 2D vdW materials at room temperature (300 K) [57, 72, 74, 88, 117-134].

| Materials        | Dimension | Type | Method                  | $\kappa$ (300 K) [Wm$^{-1}$K$^{-1}$] | Reference |
|------------------|-----------|------|-------------------------|-------------------------------------|-----------|
| Graphene         | Monolayer | 2H   | First-principles calculations | 2200                               | Ref. [57] |
|                  |           |      | MRS                     | 3080 - 5150                         |           |
|                  |           |      | MD simulation           | 3038                                | Ref. [118]|
| Bilayer          | Monolayer | 2H   | SCC-DFTB                | 2748                                | Ref. [119]|
|                  |           |      | First-principles calculations | 32                       | Ref. [120]|
| Silicene         | Monolayer | 2H   | First-principles calculations | 26                         | Ref. [121]|
|                  |           |      | MD simulation           | 40                                  | Ref. [122]|
| MoS$_2$          | Monolayer | 2H   | MRS                     | 34.5 ± 4                            | Ref. [88] |
|                  |           |      | First-principles calculations | 103                      | Ref. [72] |
|                  |           |      | MRS                     | 32                                  | Ref. [124]|
| WS$_2$           | Monolayer | 2H   | First-principles calculations | 142                     | Ref. [72] |
| TMDs             |           |      | OTR                     | 59 ± 18                             | Ref. [125]|
| MoSe$_2$         | Monolayer | 2H   | First-principles calculations | 54                         | Ref. [72] |
|                  |           |      | MD simulation           | 42.3(AC) 42.0(ZZ)                  | Ref. [126]|
|                  |           |      | OTR                     | 37 ± 12                             | Ref. [127]|
| WSe$_2$          | Monolayer | 2H   | First-principles calculations | 53                         | Ref. [72] |
| MoSSe            | Monolayer | 2H   | First-principles calculations | 13.5                      | Ref. [74] |
| WSSe             | Monolayer | 2H   | First-principles calculations | 11                        | Ref. [128]|
| Black phosphorene| Monolayer | 2H   | First-principles calculations | 24.3(AC) 83.5(ZZ) | Ref. [129]|
|                  |           |      | MD simulation           | 63.6(AC) 110.7(ZZ)                | Ref. [130]|
| InSe             | Monolayer | $\gamma$ phase | First-principles calculations | 41.7                      | Ref. [131]|
|                  |           |      | First-principles calculations | 63.7                      | Ref. [132]|
|                  |           |      | First-principles calculations | 63.7                      | Ref. [132]|

17
The size effect of 2D vdW materials is not negligible in microelectronics, as these materials always require appropriate substrate support and integration. Earlier studies reported that the thermal conductivity is length-dependent for graphene patches with lengths ranging from 1 to 10 μm and it has a slow divergence[111]. Wei et al. demonstrated that the thermal conductivity of single-layer graphene also increases almost linearly with the sample length in the nanometre regime (ranging from 7 nm to 25 nm)[135]. Chen et al. further predicted that the thermal conductivity increases continuously without convergence for single-layer graphene lengths reaching up to 200 nm[136]. To quantitatively analyze the size effect on the thermal conductivity of materials, an analytical formulation to describe the size-confinement effect of phonon transport was proposed by Li et al.[137]. Although the size dependence of thermal conductivity was not observed by the optothermal Raman technique[110, 138], Xu et al. employed direct thermal-bridge measurements to discern that the room-temperature thermal conductivity of graphene kept increasing and was divergent with sample length following a logarithmical law[139]. Moreover, a size-dependent thermal conductivity was also found in other 2D vdW materials[72, 121, 129, 140-142].

Finally, we note that there are numerous studies and reviews on different aspects of the thermal properties of nanostructured materials. Comprehensive summaries are available in Ref. [143-148] and recent progress on nanoscale heat transport experiments is discussed in Ref. [23, 149, 150]. There are also comments on anomalous and exotic heat transport behaviors in low-dimensional materials[65, 66, 151-153].

IV. Summary
In this review, the progress of our understanding on phonon anharmonicity and the thermal conductivity of 2D vdW materials is discussed. Some important parameters for elucidating phonon scattering processes and thermal properties are reviewed and analyzed including the Grüneisen parameter and phonon lifetime. The derivation of phonon anharmonicity and the typical negative Grüneisen parameter in 2D vdW materials are illustrated systematically. The origins and evolution of three-phonon and four-phonon scattering processes that lead to finite phonon lifetimes are thoroughly examined. Furthermore, the relationship between the phonon frequency shift and temperature is expounded. We have also briefly compiled the size-dependent thermal conductivity of representative 2D vdW materials from both experimental and theoretical perspectives.
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