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Abstract—Authentication of appropriate users for accessing the liable gadgets exists as one among the prime theme in security models. Illegal access of gadgets such as smart phones, laptops comes with an uninvited consequences, such as data theft, privacy breakage and a lot more. Straight forward approaches like pattern based security, password and pin based security are quite expensive in terms of memory where the user has to keep remembering the passwords and in case of any security issue arisen then the password has to be changed and once again keep remembering the recent one. To avoid these issues, in this paper an effective GAIT based model is proposed with the hybridization of Artificial Neural Network model namely Feedforward Neural Network Model with Swarm based algorithm namely Krill Herd optimization algorithm (KH). The task of KH is to optimize the weight factor of FNN which leads to the convergence of optimal solution at the end of the run. The proposed model is examined with 6 different performance measures and compared with four different existing classification model. The performance analysis shows the significance of proposed model when compared with the existing algorithms.
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I. INTRODUCTION

For the verification of identity one of the most trustworthy and effective approach is Biometric method [1]. Its advancements in the recent years are more significant than any other models due to its uniqueness in recognition [2]. One among the significance of biometric is, it has the tendency to connect with the authenticated user in a straightforward manner rather than linking the originality through a third-party mediator such as keywords or tokens [3]. From the other perspective of biometric, there exits GAIT recognition [4] in which the person can be identified by their gesture such as walk, running, etc. [5]. The uniqueness of a person gesture is often carried out in a more effective manner than when it compared with recognition through keywords or patterns. The verification of GAIT is carried out by any of the three forms through video mode, wearable and floor sensor [6]. The authentication of user is the first step for reducing the access of illegal persons [7]. The process is done through the verification of the given identity by the user. The other way of recognizing the authenticated user apart from biometric is through knowledge-based verification [8]. The knowledge-based verification is the process of information which is given by the authenticated user to verify the genuine of the person.

Example methods of knowledge-based verification are pattern, pin, passwords, etc. [9]. The disadvantage of this knowledge-based system is forgotten schema and stolen. To overcome this disadvantage an additional feature is added in mobile phones which is the recognition of users through fingerprint biometric [10]. This helps the equipment to verify the users which further gives another step of verification [11].

The recognition of human movements and their biometrics has reached a greater level of importance in the sectors such as military, airport, banks [12]. In some of the regions, authentication of users through a password are pin numbers are often leading to tedious process or it is sometimes recognized as less defense particularly is some of the assaults listed in [13]. Sometimes the catchy words of passwords are often easily predicted. On the other side if non-dictionary words are kept as passwords there is a high possibility of easy forgotten scenario [14]. One more way of authentication of authenticated users is proposed namely Speech recognition. However, the background noise is often making the system to be confused in recognizing the authenticate user. Also, it has the probability to be hacked [15]. Even in biometric recognition patter also if there exists base-based recognition and if the face is unclear it also may lead to difficulty [16].

Sometimes after the usage of authenticated person there is a possibility of leaving the gadget without any lock and hence the probability of accessing it by an unauthenticated user is also high till the gadget gets locked [17]. Hence GAIT type of recognition is proposed to address their problems in smart phones. In this model, the embedded sensor with the device [18] observes the movement of user. If it matches with the authenticated user’s movement then the phone will be unlocked. Through this model the user need not any other secondary verification activity to access the gadget. In this model, the unauthenticated user cannot access it since the sensor completely observes the user’s motion and if it does not match it will be locked [19]. An optimal FNN network is used to classify the authenticated user and unauthenticated user [20]. The proposed model holds Krill Herd algorithm for optimizing the weights of FNN.

Thus, the rest of the paper is organized as follows: Section 2 deals with the literature study. Section 3 discusses the problem statement. Section 4 discusses the FNN and Krill herd algorithm. Section 5 holds the experimental evaluation of the proposed model and the last section concludes the paper.
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II. RELATED WORKS

The entry check point of a gadget often not secured enough, and it is open for data theft by any way means. In the year 2019, author Praveen kumar Rayani proposed a model [21] using Naïve Bayes classifier for effective verification of authenticated users using GAIT behavioral pattern recognition. The input for the proposed model is Boolean based banner model. Using this model, the authorization of intended data thief is being identified which improves the security of data in mobile devices. Sometimes the smart locks in the mobile device’s issues certain kinds of problems such as holding on something for quite some time for being able to approve the authenticity. To address this issue Author Kazhuki, et al. [22] proposed a model that recognizes the walking gesture with the help of sensors in the mobile devices. Another model using key based arrangement model [23] which was proposed by Arne Brusch, et al. to reduce the imperfection in recognition of GAIT based behavior. To prove the significance of the proposed model an effective power based attacking mechanism is used to test the integrity of the model. The output shows the consistency and the integrity of the proposed model by recognizing the GAIT based behavior in mobile device.

Answering based author authentication was proposed by the author Burrioa [24] which is used to record thousands of GAIT movement to propose an effective plan using behavioral pattern in GAIT. The other models include [25] waiving of hand gesture etc. in this paper the contributions are listed as follows:

- An effective FNN hybridized with Swarm based Krill Herd Algorithm is developed for effective classification of authenticated and unauthenticated users [29].
- For the background subtraction from videos Kernel Compactness approximation is used to improvise the quality of the frames.
- The proposed model is implemented and evaluated under suitable testbed.
- The performance of the proposed model is examined and proved its significance by comparing with the existing models.

III. PROBLEM STATEMENT

One among the popular electric device is smartphone. Since it received a significant number of users worldwide, the problems such as hacking, phishing are also become common in nature for smart devices. One such mode of authentication is password or pattern lock or pin number. As it is discussed in the introduction section, these become void due to the restrictions it holds. To address this issue a mechanism called GAIT behavioral authentication system is proposed. Fig. 1 shows the model of normal authentication models such as key, face and pin-based authentication process.

In this plan, if the secret word space of the subsequent stage is distinguishable or arranged to parody, at that point it experiences in interior assault. This plan sets aside some additional effort for verification. To defeat interior assaults and data robbery, a potential arrangement is recognized through social biometrics of cell phone since the personal conduct standards of the individual client are indistinguishable.

A. Information Gathering

The information for the recognition of authentication of users is collected using the sensor namely Gyroscope along with the accelerometer of the mobile devices and it collects the information such as the users style and gestures of running, sitting, walking and standing. The collected information are then sent to the model in the mobile device. The model is developed with the identification module of authenticated and unauthenticated users. In case if any illegal access is done on the gadget then the model identifies the irregulating and denote it to the user’s knowledge.

B. Pre-Processing

The preprocessing phase will remove the unwanted low-quality pixels for conducting the experiment in most effective way. The performance of the model can be well evaluated when the input is with less error values. It is removed using the pixilation model for reducing the unwanted pixels in the frames of the video.

C. Feature Reduction using Kernel Compactness Approximation

The behavior recognition with the help of sensors lead to recognizing the actions of the users in 3D form. The input should be read in a 3-dimensional proforma so that it is effective to read the entire walking sitting or running model of the user [30]. The mode we used to generate all the key pairs that are useful for generating the Gram metric where the complexity to solve is in quadratic form.

![Fig. 1. Problem Statement Features.](image-url)
The kernel module of a frame can be shown in the form of $k$ and it is represented in the following as:

$$k(m, n) = \int \beta_p \theta_p(m) \theta_p^*(n)$$

where $\beta_p$ is the value of eigen and $\theta_p$ is the eigen vector in normalized form.

$$T_r f = \int k(m)f(m)d\mu(m)$$

where $f(m)$ denotes the features that are selected for user authentication purpose, the above equation is used for verification process.

IV. WORKING PRINCIPLE MULTI-LAYER PERCEPTRON IN FNN

The Feedforward Neural Network model is shown in Fig. 2. The number of input layer in any FNN will be 1. There may be more than one number of input variables in the input layer. In Fig. 1, the input value ranges from 1 to n. The next layer is the hidden layer. Unlike input layer the hidden layer may range between any number of positive integer values and the number of neurons in the hidden layer is also not restricted. In general, the total number of hidden layers are between the range 3 and 6. The total number of output neurons should be at least one.

Each layer in FNN have certain input and output. In the input layer the input values depend on the problem. This will generate the input for the hidden layer and the output of the hidden layer will be calculated using Eq. (1).

$$s_j = \sum_{i=1}^{n} (W_{ij} \times X_i) - \theta_j$$

(1)

And the output of the hidden layer will be gone through Equation (2) which is given below:

$$S_j = \frac{1}{(1 + \exp(-s_j))}$$

(2)

The variable $j$ denotes the number of neurons in the hidden layer. The output computation is done using Eq. (3).

$$o_k = \sum_{j=1}^{m} (W_{jk} \times S_j) - \theta_k$$

(3)

And finally, the output value is given to the activation function Eq. (4) and it is given as.

$$O_k = \frac{1}{(1 + \exp(-o_k))}$$

(4)

In the above model the weights ($W$) and the bias values ($\theta$) are random in general which ranges between 0 and 1. This often leads to non-optimal model construction. This can be eradicated by proposing the algorithm for handling the values such as weights and bias.

A. Krill Herd Algorithm

Krill herd algorithm has the potential to search for an optimal solution in the given stamp of time. It is inspired from the Krills concept. There are three processes which holds the search process in krills.

1) Movements imposed by other krills
2) Foraging
3) Random diffusion

And the combined solution can be represented as

$$\frac{dx_i}{dt} = N_i + F_i + D_i$$

(5)

The calculation of $N$, $F$ and $D$ are computed as follows:

The induction of movement by other solutions (Krills) can be computed as.

$$N_i^{new} = N_i^{max} \alpha_i + \omega_i N_i^{old}$$

(6)

And the value of $\alpha$ is computed as

$$\alpha_i = \alpha_i^{local} + \alpha_i^{target}$$

(7)

Every Krill has its own foraging behavior which can be computed as follows:

$$F_i = V_i \beta_i + \omega_i F_i^{old}$$

(8)

The computation of $\beta_i$ is given as follows:

$$\beta_i = \beta_i^{food} + \beta_i^{best}$$

(9)

The generation of new solutions can be done using Diffusion factor as follows:

$$D_i = D^{max} \left(1 - \frac{l}{l_{max}}\right) \delta$$

(10)

The Pseudo code of the Krill Herd algorithm is given in Algorithm 1 and the flowchart is shown in Fig. 3.
Krill Herd Algorithm for Tuning weight parameters

Begin
Step 1: Initialize Iter ← 1, i ← 0, k ← 0
Step 2: for each $KHIndiv \in KHSize$ do
  \[Pop_{KHIndiv} \leftarrow LB + (UB - LB) \times \text{rand}()\]
end for
Step 3: for each $KHIndiv \in KHSize$
  \[\text{Fit}(Pop_{KHIndiv}) \leftarrow f(Pop_{KHIndiv})\]
end for
Step 4: Repeat through Step 8 Until $Max_{IT} \leq Iter$, then go to Step 9
Step 5: Movement Induced by other Krill’s
  \begin{itemize}
  \item Step 5.1: Repeat through Step 5.3 Until $i < KHSize$
    \begin{itemize}
    \item $\alpha_i = \alpha_{i}^{local} + \alpha_{i}^{target}$
    \end{itemize}
  \item Step 5.2: $\beta_i = \beta_i^{food} + \beta_i^{best}$
  \item Step 5.3: $N_i^{new} = N_i^{max} \alpha_i + \omega_n N_i^{old}$
  \end{itemize}
Step 6: Foraging motion of individual Krill’s without Swarm colonial behavior
  \begin{itemize}
  \item Step 6.1: Repeat through Step 5.3 Until $i < KHSize$
    \begin{itemize}
    \item $\beta_i = \beta_i^{food} + \beta_i^{best}$
    \end{itemize}
  \item Step 6.2: $F_i = V_i \beta_i + \omega F_i^{old}$
  \end{itemize}
Step 7: Individual movement of Krill Herd in a random manner
  \begin{itemize}
  \item Step 7.1: Repeat through Step 7.2 Until $i < KHSize$
    \begin{itemize}
    \item $D_i = D_{max} \left(1 - \frac{i}{i_{max}}\right) \delta$
    \end{itemize}
  \item Step 7.2: $\frac{dx_i}{dt} = N_i + F_i + D_i$
  \end{itemize}
Step 8: Repeat through Step 8.2 Until $i < KHSize$
  \begin{itemize}
  \item $\frac{dx_i}{dt} = N_i + F_i + D_i$
  \end{itemize}
Step 8.1: $\Delta t = \sum_{j=1}^{NB}(UB_j - LB_j)$
Step 8.2: $\Delta t = C_t \sum_{j=1}^{NB}(UB_j - LB_j)$
Step 8.3: $X_i(t + \Delta t) = X_i(t) + \Delta t \frac{dx_i}{dt}$
Step 9: Return min(\text{Fit}(Pop_{KHIndiv}))
End
Output: min(\text{Fit}(Pop_{KHIndiv}))

V. EXPERIMENTAL EVALUATION

The proposed model is implemented in Python 3.7 with the system configuration Windows 10 Pro, with Intel core i7 processor speed 3.2GHz, with 16 GB primary storage and 1TB secondary storage. The proposed model identifies the user authentication with the help of GAIT based behavioral pattern recognition. To prove the significance of the proposed model, effective classification algorithms are used for evaluation on the same information which is gathered through sensors.

A. Case Study

The verification model of users is given in Fig. 4. The flow of identification between authenticated and unauthenticated is clearly given for better understanding of the proposed model.
Initially the authenticated behavior will be recorded based on the sensors to provide the training using legible users for the smart device. Later the unauthenticated behaviors are also recorded and given as input for training to find the illegal access. Once the training phase is over, the model will be ready for deployment of identifying the legal and illegal access and the users.

B. Performance Measures

The prove the performance of the proposed model 4 different classification algorithms are chosen namely Naive Bayes classifier [21], Decision Forest-Decision jungle [26], Random forest [27] and SVM [28]. The different performance measures include Accuracy, Precision, Recall, F-Measure, False Accept Rate and False Reject Rate.

The confusion matrix useful for the interpretation of results is shown in Fig. 5.

1) Accuracy: The accuracy denotes the ratio between sum of true positive and true negative to the sum of all true positive, true negative, false positive and false negative value. Table I shows the overall percentage acquired by all algorithms along with the proposed algorithm.

\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{True Positive} + \text{True Negative} + \text{False Positive} + \text{False Negative}}
\]

From the Fig. 6, on comparing the results of accuracy with existing algorithms, our proposed model proves its significance in terms of percentage over NB with 1%, DF-DJ with 15%, RF with 9% and SVM with 10%.

2) Precision: Precision denotes the ratio between total number of identified correct answers with the total number of actual correct classification. The formula for calculation of precision from the confusion matrix is given in Table II and depicted as graph in Fig. 7.

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

On comparing the results of accuracy with existing algorithms, our proposed model proves its significance in terms of percentage over NB with 4%, DF-DJ with 15%, RF with 9% and SVM with 10%.

3) Recall: The performance measure recall denotes the ratio between actual positive values to the overall identification of positive values from the dataset. The formula for calculation of recall from the confusion matrix is given in Table III and depicted as graph in Fig. 8.

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]
On comparing the results of accuracy with existing algorithms, our proposed model proves its significance in terms of percentage over NB with 9%, DF-DJ with 5%, RF with 15% and SVM with 16%.

4) F-Measure: The F-score is a meta measurement taken from precision and recall. The mathematical model of calculating F-Score is given in Table IV and depicted as graph in Fig. 9.

\[
F - Score = 2 \frac{Precision \times Recall}{Precision + Recall}
\]

On comparing the results of accuracy with existing algorithms shown in Fig. 9, our proposed model proves its significance in terms of percentage over NB with 1%, DF-DJ with 1%, RF with 1% and SVM with 2%.

5) False Accept Rate: False accept rate for the given model is computed based on the number of unauthenticated users used the gadget. The values for the model are given in Table V. It shows that the proposed model significantly shows less error rate when compared with existing systems.

On comparing the results of accuracy with existing algorithms shown in Fig. 10, our proposed model proves its significance in terms of percentage over NB with 81%, DF-DJ with 76%, RF with 87% and SVM with 86%.

6) False Reject Rate: False reject rate is the identification of unauthenticated users to access the gadget and it lies as the ratio between the two models is given in Table VI.
The proposed model comprises of FNN for classification of authenticated and unauthenticated users and KH algorithm for tuning the weight and bias values in FNN. The performance of the proposed model is compared with four existing classification algorithms. The performance measures of the proposed model indicate the significance of FNN-KL when compared with other existing algorithms. The future work of this model can be extended with reducing the time complexity of processing the input frames.
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