Horizon quantum mechanics for spheroidal sources
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Abstract – We start investigating the extension of the horizon quantum mechanics to the case of non-spherical sources. We first study the location of trapping surfaces in space-times resulting from an axial deformation of static isotropic systems, and show that the Misner-Sharp mass evaluated on the corresponding undeformed spherically symmetric space provides the correct gravitational radius to locate the horizon. We finally propose a way to determine the deformation parameter in the quantum theory.
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Introduction and motivation. – In General Relativity, black holes are portions of Lorentzian manifolds characterised by the existence of an event horizon \cite{1,2}. The prototype is of course given by the Schwarzschild metric \cite{3},

\[ ds^2 = - \left( 1 - \frac{R_H}{r} \right) dt^2 + \left( 1 - \frac{R_H}{r} \right)^{-1} dr^2 + r^2 \left( d\theta^2 + \sin^2\theta d\phi^2 \right), \tag{1} \]

which was discovered right after Einstein’s formulation of his gravity theory and is fully characterised by the gravitational radius \( R_H = 2G_N M \). In more general gravitating systems, the local counterpart of the event horizon is given by a trapping surface, which can be naively understood as the location where the escape velocity equals the speed of light at a given instant. If the system is spherically symmetric, one can also introduce a quasi-local mass function \( m = m(t, r) \) and a local gravitational radius \( r_{\text{H}}(t, r) = 2G_N m(t, r) \), from which the location of trapping surfaces can be determined \cite{4}.

The Hawking radiation \cite{5} was later discovered in the semiclassical picture of matter fields quantised on the manifold (1), and has raised paradoxes indicating a possible incompatibility between the quantum theory and General Relativity. In this respect, it appears useful to remark that quantities like the Arnowitt-Deser-Misner (ADM) mass \( M \) and the Misner-Sharp mass function \( m \) effectively encode the crucial physics of black holes. In quantum physics, the energy density that defines the Misner-Sharp mass \( m \) (and ADM mass \( M \)) becomes a quantum observable and one could conjecture that the gravitational radius admits a similar description. The horizon quantum mechanics (HQM) was in fact proposed \cite{6} in order to describe the “fuzzy” Schwarzschild (or gravitational) radius of a localised, isotropic and static, quantum source. Unlike most other attempts, in which the gravitational degrees of freedom are quantised independently, this approach lifts the relation between the state of the source and the state of the gravitational radius to a (local or global) quantum constraint \cite{7,8}. The HQM has already been applied to several cases which can be reduced to isotropic sources \cite{9–15}. However, its extension to non-spherical systems requires one to identify a mass function from which the location of trapping surfaces can be uniquely determined and which depends only on the state of the matter source, like the Misner-Sharp mass for isotropic sources. The latter property is crucial in a perspective in which any geometric properties must be eventually recovered from the quantum state of the whole matter-gravity system. For instance, the global HQM for rotating sources was introduced in ref. \cite{16} by taking advantage of the asymptotic Kerr charges.
In this paper, we shall consider how the construction can be carried out when the system has slightly spheroidal symmetry. For this purpose, we shall deform a spherically symmetric space-time and study the location of trapping surfaces perturbatively in the deformation parameter. Finally, we outline how the deformation can be characterised quantum mechanically.

**Spheroidal sources.**—The study of trapping surfaces is a very complex topic, and determining their existence and location is in general very difficult. In this section we will investigate how the description of trapping surfaces for static spherically symmetric systems can be extended to the case in which the symmetry is associated with (slightly) spheroidal surfaces.

A static and spherically symmetric metric $g_{\mu\nu}$ (with $\mu, \nu = 0, \ldots, 3$) can always be written as

$$ds^2 = -A(r)dt^2 + \frac{dr^2}{B(r)} + r^2 \left( d\theta^2 + \sin^2 \theta \, d\phi^2 \right),$$

where $r$ is the areal coordinate of the spheres parameterised by $\theta$ and $\phi$. A trapping surface then exists where the expansion of outgoing null geodesics vanishes. In general, the expansion scalars associated with outgoing and ingoing geodesics are respectively given by

$$\Theta_\ell = q_{\mu\nu} \nabla_\mu l_\nu, \quad \Theta_n = q_{\mu\nu} \nabla_\mu n_\nu,$$

where $q_{\mu\nu} = g_{\mu\nu} + l_\mu n_\nu + n_\mu l_\nu$ is the metric induced by $g_{\mu\nu}$ on the two-dimensional space-like surface formed by spatial foliations of the null hypersurface generated by the outgoing tangent vector $\ell$ and the ingoing tangent vector $n$. This 2-dimensional metric is purely spatial and has the following properties:

$$q_{\mu\nu} \ell^\mu q_{\nu\nu} = 0, \quad q^\mu_{\mu} = 2, \quad q^\mu_{\lambda\nu} q^{\nu\nu} = q^r_{\nu}.$$  

where $q^\mu_{\nu}$ represents the projection operator onto the 2-space orthogonal to $\ell$. For the metric (2), one then finds that the product

$$\Theta_\ell \Theta_n \propto g^{ij} \nabla_i r \nabla_j r$$

vanishes on trapped surfaces.

If $\rho = \rho(r)$ is the isotropic energy density of the source, Einstein’s field equations yield

$$B(r) = 1 - \frac{r_H(r)}{r},$$

where

$$r_H(r) = 2 m(r)$$

is the gravitational radius determined by the Misner-Sharp mass function

$$m(r) = 4 \pi \int_0^r \rho(r) r^2 \, dr,$$

for $r > 0$. If the source is surrounded by the vacuum, the Misner-Sharp mass asymptotically approaches the Arnott-Deser-Misner (ADM) mass of the source, $m(r \to \infty) = M$, and the gravitational radius likewise becomes the Schwarzschild radius $R_B = 2 M$. To summarise, the relevant properties of the Misner-Sharp mass (8) are that it only depends on the source energy density and allows one to locate the trapping surfaces via eq. (7).

We now change to (oblate or prolate) spheroidal coordinates and consider a localised source of spheroidal radius $r = r_0$, say with mass $M_0$, surrounded by a fluid with energy density $\rho = \rho(r)$. The central source only serves the purpose to avoid discussing coordinate singularities at $r = 0$. In the interesting portion of space $r > r_0$, we assume that the metric $g_{\mu\nu}$ is of the form

$$ds^2 = -h_a(r, x) dt^2 + \frac{r^2 + a^2 x^2}{r^2 + a^2} \frac{dr^2}{h_a(r, x)} + \frac{r^2 + a^2 x^2}{1 - x^2} \, dx^2 + \left( r^2 + a^2 \right) (1 - x^2) \, d\phi^2,$$

where $h_a = h_a(r, x \equiv \cos \theta)$ is a function to be determined. Surfaces of constant $r$ now represent ellipsoids of revolution, or spheroids, on which the density is constant. For $a^2 > 0$, the above metric can describe the space-time outside a prolate spheroidal source, which extends more along the axis of symmetry than the equatorial plane (see left surface in fig. 1). In order to describe an oblate source, which is flatter along the axis (see right surface in fig. 1), we can simply consider the mapping $a \to i a$ (so that $a^2 \to -a^2$).

The energy-momentum tensor $T_{\mu\nu}$ of the source can be inferred from the Einstein equations,

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = 8 \pi T_{\mu\nu},$$

where $G_{\mu\nu}$ is the Einstein tensor, $R_{\mu\nu}$ the Ricci tensor and $R$ the Ricci scalar. However, we are only interested in ensuring that the energy density is spheroidally symmetric, that is

$$G^0_{\theta} = -8 \pi \rho(r),$$

---

1We shall always assume that the matter source also contains a (isotropic) pressure term such that the Tolman-Oppenheimer-Volkov equation of hydrostatic equilibrium is satisfied [17].

2We shall use units with $G_N = c = 1$ in this and the next section.
and we will therefore assume the necessary pressure terms are present in order to maintain equilibrium. Given the symmetry of the system, we can restrict the analysis to the upper half spatial volume $1 \geq x \geq 0$ corresponding to $0 \leq \theta \leq \pi/2$. Since the Einstein tensor turns out to be rather involved, we proceed by considering small departures from spherical symmetry, parameterised by $a^2 \ll r_0^2$, and expand all expressions up to order $a^2$. In particular, the energy density must have the form

$$\rho \simeq \rho(0)(r) + a^2 \rho(2)(r),$$

whereas the unknown metric function

$$h_a \simeq h_{(00)}(r) + a^2 \left[ h_{(20)}(r) + x^2 h_{(22)}(r) \right],$$

$$\simeq 1 - \frac{2 m_{(00)}}{r} - 2 a^2 \frac{m_{(20)} + x^2 m_{(22)}}{r},$$

where we introduced a Misner-Sharp mass function $m_{(00)} = m_{(00)}(r)$, like in eq. (8), for the zero-order term and corrective terms $m_{(2i)} = m_{(2i)}(r)$ at order $a^2$, with $i = 0, 2$. For the sake of clarity, the subscripts (0) and (2) represent the order of $a^2$ in eq. (13), whereas with the subscripts $(ij)$ we denote a term of the expansion of $h_a$ that appears multiplied by $a^i x^j$ in eq. (14).

At zero order, in fact, eq. (12) reads

$$G_{(0)}^{00} = -\frac{2 m'_{(00)}}{r^2} = -8 \pi \rho(0),$$

with primes denoting derivatives with respect to $r$. The solution $m_{(00)}$ is correctly given by the relation (8).

At first order in $a^2$, the Einstein tensor contains two terms,

$$G_{(2)}^{00} = F(r) + x^2 L(r),$$

where $F(r)$ and $L(r)$ are independent of $x$. Since $\rho$ does not depend on $x$ by construction, we must have $L = 0$, which yields

$$m'_{(22)} + \left(1 - \frac{2 m_{(00)}}{r}\right)^{-1} \frac{3 m_{(22)}}{r} - \frac{3}{2 r^2} \left( m'_{(00)} - \frac{5 m_{(00)}}{3 r} \right) = 0.$$  

Finally, we are left with

$$F = -\frac{2 m'_{(20)}}{r^2} + \frac{m'_{(00)}}{r^4} + 3 \frac{m_{(00)}}{r^5} + 2 \frac{m_{(22)}}{r^3} \left(1 - \frac{2 m_{(00)}}{r}\right)^{-1} = -8 \pi \rho(2),$$

in which $m_{(00)}$ is determined by eq. (15) and $m_{(22)}$ by eq. (17), respectively. Equation (18) can then be used to determine $m_{(20)}$.

Once the metric function $h_a = h_a(r, x)$ is obtained, one can determine the locations of trapping surfaces from the vanishing of the expansion of outgoing null geodesics as defined in eq. (3). It will then be interesting to compare the result with the solutions of the generalised eq. (7), namely

$$2 m_a(r_H, x) = r_H(x),$$

where

$$m_a(r, x) \simeq m_{(00)}(r) + a^2 \left[ m_{(20)}(r) + x^2 m_{(22)}(r) \right],$$

is now the extended Misner-Sharp mass. We also note that eq. (19) is equivalent to

$$h_a(r_H, x) = 0,$$

which will be checked below with a specific example. We can just anticipate that we expect the location of the trapping surface respects the spheroidal symmetry of the system and is thus given by the spheroidal deformation of the isotropic horizon obtained for $a \to 0$.

A simple example: spheroidal de Sitter. – We shall now apply the above general construction to a specific example, namely

$$\rho(r) = \rho(0)(r) = \frac{\alpha^2}{4 \pi r},$$

where $\alpha$ is a positive constant independent of $a$ (so that $\rho(2) = 0$).

From eq. (15), we obtain

$$m_{(00)} = M_0 + \frac{\alpha^2 r^2 - r_0^2}{2},$$

which of course holds for $r > r_0$. Since this case does not show any apparent spurious singularity at $r = 0$, we further set $\alpha^2 r_0^2 \simeq 2 M_0$, so that

$$m_{(00)} \simeq \frac{\alpha^2 r^2}{2}.$$  

At zero order in the deformation, we then find the usual horizon for the isotropic de Sitter space located at

$$r_H = 2 m_{(00)} = \alpha^{-2}.$$  

Next, eq. (17) reads

$$m'_{(22)} + \frac{3 m_{(22)}}{(1 - \alpha^2 r)^2} - \frac{\alpha^2}{4 r} = 0,$$

and admits the general solution

$$m_{(22)} = \frac{1 - \alpha^2 r}{8 \alpha^4 r^3} \left(1 - [4 - 8 \alpha^4 (1 - \alpha^2 r) C_{(22)} + 2 (1 - \alpha^2 r) \ln(1 - \alpha^2 r)] (1 - \alpha^2 r) \right),$$

with $C_{(22)}$ an integration constant. In particular, we notice that, for $r \simeq \alpha^{-2}$, the general solution reduces to

$$m_{(22)} \simeq \frac{\alpha^2}{8} \left(1 - \alpha^2 r\right).$$
We can then determine \( m_{(20)} \) from eq. (18), which, on employing the above expansion for \( m_{(22)} \), reads

\[
m'_{(20)} \simeq \frac{3 \alpha^2}{8 r}
\]

and yields

\[
m_{(20)}(r) \simeq C_{(20)} + \frac{3 \alpha^2}{8} \ln(\alpha^2 r),
\]

with \( C_{(20)} \) another integration constant.

We then set \( C_{(20)} = C_{(22)} = 0 \) for simplicity, and obtain

\[
m_a(r, x) \simeq \frac{\alpha^2}{2} r^2 + \frac{\alpha^2}{8} \left[ (1 - \alpha^2 r) x^2 + 3 \ln(\alpha^2 r) \right],
\]

again for \( r \simeq \alpha^{-2} \). After substituting \( m_{(00)} \), \( m_{(20)} \) and \( m_{(22)} \) into eq. (14), we have

\[
h_a(r, x) \simeq (1 - \alpha^2 r) - \frac{\alpha^2}{4 r} [3 \log(\alpha^2 r) + x^2 (1 - \alpha^2 r)].
\]

The condition (21) then admits two solutions, namely the unperturbed horizon in eq. (25) and

\[
r_{\text{H}} \simeq \frac{\alpha^2}{2} (9 - 2 x^2).
\]

Since the latter is negative for \( \alpha^2 \ll 1 \) and \( \alpha^2 \ll 1 \), we expect that there exists one horizon whose location is given exactly by the original (spherically symmetric) solution (25) for the unperturbed space-time. This expectation will indeed be confirmed by the study of null geodesics.

**Trapping surfaces.** Since the \( g_{xx} \) component of the metric (10) is not well defined at \( x^2 = 1 \), it will be more convenient to work with the usual azimuthal coordinate \( \theta \) (with the poles at \( \theta = 0 \) and \( \theta = \pi \)). In particular,

\[
h_a(r, \theta) \simeq (1 - \alpha^2 r) - \frac{\alpha^2}{4 r} [3 \ln(\alpha^2 r) + \cos^2(1 - \alpha^2 r)].
\]

The Lagrangian for a point particle moving on this space-time can be written as

\[
2 \mathcal{L} = -h_a(r, \theta) \dot{t}^2 + r^2 + a^2 \cos^2 \theta \dot{r}^2 + \frac{\alpha^2}{r^2 + a^2} h_a(r, \theta)
\]

\[
+ \left( r^2 + a^2 \cos^2 \theta \right) \dot{\theta}^2 + \left( r^2 + a^2 \right) \sin^2 \theta \dot{\phi}^2,
\]

where a dot represents the derivative with respect to the parameter \( \lambda \) along the trajectories. Since \( t \) and \( \phi \) are cyclic variables, one finds the conserved conjugate momenta

\[
p_t = -h_a(r, \theta) \dot{t} = -E,
\]

\[
p_{\phi} = \left( r^2 + a^2 \right) \sin^2 \theta \dot{\phi} = J,
\]

where \( E \) and \( J \) are constants. In particular, one can always set \( \dot{\phi} = J = 0 \).

In order to establish the existence of radial geodesics with constant \( \theta \), we must consider the dynamical equation for \( \theta \), which turns out to be very cumbersome. By assuming \( J = \dot{\theta} = 0 \), it takes the following simple form:

\[
2 \left( r^2 + a^2 \cos^2 \theta \right) \partial_0 h_a + 2 a \alpha^2 \sin \theta \cos \theta = 0.
\]

From eq. (34), we have

\[
\partial_0 h_a \simeq \frac{a^2 \alpha^2}{2 r} (1 - \alpha^2 r) \sin \theta \cos \theta,
\]

and eq. (37) is clearly satisfied for \( \theta = 0 \) and \( \theta = \pi \) (the poles) and \( \theta = \pi/2 \) (the equatorial plane). In these cases, we shall show explicitly in the following parts A) and B) that the trapping surface occurs precisely where \( h_a = 0 \). Since \( h_a = 0 \) implies \( \partial_0 h_a = 0 \), we verify in part C) that the location of trapping surfaces is always determined by eq. (21), as we first conjectured.

**A) Trapping surface on the equatorial plane:** For determining the radial null geodesics on the equatorial plane, we can set \( \theta = \pi/2 \), \( \dot{\theta} = J = 0 \) and \( 2 \mathcal{L} = 0 \) then reads

\[
\frac{\dot{r}}{E} = \pm \sqrt{r^2 + a^2 - \frac{\alpha^2}{r}},
\]

where the plus (minus) sign is for outgoing (ingoing) geodesics. From eqs. (36a) and (39), we can write the 4-vectors respectively tangent to these outgoing and ingoing null trajectories on the equatorial plane as

\[
\ell = \frac{1}{2} \left[ \partial_t + h_a(r, \pi/2) \sqrt{r^2 + a^2 - \frac{\alpha^2}{r}} \partial_r \right],
\]

\[
n = \frac{1}{h_a(r, \pi/2)} \partial_t - \sqrt{r^2 + a^2 - \frac{\alpha^2}{r}} \partial_r,
\]

where we multiplied the outgoing null vector by

\[
h_a(r, \pi/2) \simeq (1 - \alpha^2 r) - \frac{3 \alpha^2}{4 r} \ln(\alpha^2 r),
\]

in order to satisfy the normalisation condition \( \ell^\mu n_\mu = -1 \). Since \( \ell^\mu \) and \( n^\mu \) are zero for \( \mu = 2 \) and 3, the induced metric \( g_{22} = g_{22} \) and \( g_{33} = g_{33} \). Using eqs. (3), the outgoing and ingoing expansion scalars are finally given by

\[
\Theta_\ell = -\frac{2 r^2 + a^2}{r^2 \sqrt{r^2 + a^2}} h_a(r, \pi/2) = -\frac{2 \pi}{2} h_a(r, \pi/2),
\]

\[
\Theta_n = -\frac{2 r^2 + a^2}{r^2 \sqrt{r^2 + a^2}} h_a(r, \pi/2) = \frac{2 \pi}{2} h_a(r, \pi/2).
\]

The location of the trapping surfaces is given by \( \Theta_\ell = 0 \), which, from eq. (42a) is precisely the same as eq. (21) for \( x = 0 \) (that is, \( \theta = \pi/2 \)).

**B) Trapping surface at the poles:** Along the poles, some care must be taken in order to repeat the procedure of the previous part A), since setting \( \theta = 0 \) or \( \theta = \pi \) from the onset would make some quantities singular. We then set \( \dot{\theta} = J = 0 \), expand all relevant quantities for \( \theta \approx 0 \) and
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take the limit \( \theta \to 0 \) at the end of the calculation. In this limit, we find the outgoing null 4-vector
\[
\ell = \frac{1}{2} [ \partial_t + h_a(r, 0) \partial_r ],
\]
and the ingoing null 4-vector
\[
n = \frac{1}{h_a(r, 0)} \partial_t - \partial_r ,
\]
which satisfy the normalization condition \( \ell^\mu n_\mu = -1 \) with
\[
h_a(r, 0) \simeq (1 - \alpha^2 r) - \frac{\alpha^2}{4r} \left[ 3\ln(\alpha^2 r) + (1 - \alpha^2 r) \right].
\]

The expansion scalars are finally given by
\[
\Theta_\ell = \frac{r}{\sqrt{r^2 + \alpha^2}} h_a(r, 0), \quad \Theta_n = \frac{n}{2} h_a(r, 0),
\]
and the location of the trapping surface by eq. (21) for \( x^2 = 1 \) (that is, \( \theta = 0 \) or \( \theta = \pi \)) with the same solution \( r_H \) of eq. (25).

C) General trapping surface: In order to locate the trapping surface for \( \theta \neq 0 \) (or \( \theta \neq \pi \)) and \( \pi/2 \), we need to satisfy the general equation (37). In analogy with the cases of the poles and equator, we conjecture that eq. (21) will be satisfied and that taking the limit \( \dot{\theta} \to 0 \) precisely on the trapping surface is allowed. The condition \( 2 \mathcal{L} = 0 \) in this limit reads
\[
\dot{\gamma} \frac{\dot{r}}{E} = \pm \sqrt{\frac{r^2 + \alpha^2}{r^2 + \alpha^2 \cos^2 \theta_H}},
\]
where \( \theta_H \) is the value of the angle \( \theta \) on the trapping surface, where \( \Theta_\ell = 0 \). For \( \theta \simeq \theta_H \), by using eqs. (36a) and (46), we can likewise write the normalised outgoing null vector as
\[
\ell \simeq \frac{1}{2} \left[ \partial_t + h_a(r, \theta) \sqrt{\frac{r^2 + \alpha^2}{r^2 + \alpha^2 \cos^2 \theta_H}} \partial_r \right]
\]
and the normalised ingoing null vector as
\[
n \simeq \frac{1}{h_a(r, \theta)} \partial_t - \sqrt{\frac{r^2 + \alpha^2}{r^2 + \alpha^2 \cos^2 \theta_H}} \partial_r ,
\]
which correctly reproduce the previous cases. Finally, the full expansions in the limit \( \dot{\theta} \to \theta_H = 0 \) are given by
\[
\Theta_\ell = \frac{r}{2} \left[ \frac{2r^2 + \alpha^2 (1 + \cos^2 \theta_H)}{\sqrt{(r^2 + \alpha^2)(r^2 + \alpha^2 \cos^2 \theta_H)}} \right] h_a(r, \theta_H)
\]
\[
= -\frac{\Theta_n}{2} h_a(r, \theta_H),
\]
which again reproduces the previous cases.

The condition \( \Theta_\ell = 0 \) is therefore fully equivalent to eq. (25) for all values of \( 0 \leq \theta \leq \pi \). Of course, this surface is now a spheroid with deformation parameter \( \alpha^2 \).

Misner-Sharp mass. In the example considered above, we have found two relevant results:

a) the location of the trapping surface is given by the same value of the radial coordinate as for the isotropic case. In particular, we have seen that
\[
\Theta_\ell = -\frac{\Theta_n}{2} h_a(r, \theta),
\]
for all angles \( \theta \) on the trapping surface, and
b) \( h_a(r, \theta) = 0 \) where the spherically symmetric \( h(r) = h_{a=0}(r, \theta) = 0 \).

It then follows that the spheroidal horizon is given by
\[
r_H = 2 m_a(r_H, \theta) = 2 m_{H}(r_H),
\]
where \( m(r) = m_{a=0}(r, \theta) \), and we can conjecture that the relevant mass function for determining the location of trapping surfaces in (slightly) spheroidal systems is given by the Misner-Sharp mass computed according to eq. (8) on the reference isotropic space-time with \( \alpha^2 = 0 \) (see footnote 3).

HQM of deformation parameter. – From the results of the previous section, we expect that the HQM for spherically symmetric sources carries on to the spheroidal case straightforwardly. For this reason, we shall not report the details here, but just refer to the existing HQM literature [6–15]. Nonetheless, we further need an observable to determine the deformation classically parameterised by \( \alpha \).

For the latter purpose, we introduce a Misner-Sharp mass “adapted” to the deformed symmetry and compare it with the isotropic form (8). At the classical level, from the flat 3-metric in spheroidal coordinates,
\[
\gamma_{ij} \, dx^i \, dx^j = \frac{r^2 + \alpha^2 \cos^2 \theta}{r^2 + \alpha^2} \, dr^2 + \left( r^2 + \alpha^2 \cos^2 \theta \right) \, d\theta^2
\]
\[
+ \left( r^2 + \alpha^2 \right) \sin^2 \theta \, d\phi^2,
\]
it is easy to see that we can split the general volume measure into two contributions, and define the adapted Misner-Sharp mass inside spheroids as
\[
\tilde{m}(r) = \int \mu_0 \rho + \alpha^2 \int \mu_2 \rho,
\]
where \( \rho = \rho(r) \) is the energy density, \( \mu_0(r, \theta) = \rho \sin \theta \Theta(r - \bar{r}) \, dr \, d\theta \) is the flat-volume measure for spherical domains, and \( \mu_2(r, \theta) = \cos^2 \theta \sin \theta \Theta(r - \bar{r}) \, dr \, d\theta \) its deformation.

At the quantum level, if we wish to tell a spheroidal horizon from a spherical one, from a local perspective [7], we must analyse the modification to the energy spectrum of the source induced by the spheroidal deformation. As before, we will only consider small perturbations with respect

\footnote{This conjecture is further tested in ref. [18].}
to a spherical system, and replace the adapted Misner-Sharp (52) with the expectation value of the local Hamiltonian describing the quantum nature of the source,

\[ \hat{H}(r) = \hat{H}^{(0)}(r) + \frac{a^2}{\Lambda^2} \hat{H}^{(2)}(r). \] (53)

In practice, this quantum prescription implies the following replacements

\[ \int \mu_0 \rho \to \frac{\text{HQM}}{\Lambda^2} \langle \hat{H}^{(0)}(r) \rangle, \] (54a)

\[ \int \mu_2 \rho \to \Lambda^{-2} \langle \hat{H}^{(2)}(r) \rangle, \] (54b)

where \( \Lambda \approx r_0 \) is such that \( \epsilon \equiv a/\Lambda \ll 1 \). One can then try and infer the structure of the spectrum \( \sigma(\hat{H}(r)) = \{E_\alpha(r) | \alpha \in I \} \), with \( I \) a discrete set of labels (due to the localised nature of the source), from the spectrum of the corresponding spherical system \( \sigma(\hat{H}^{(0)}(r)) = \{E^{(0)}_\alpha(r) | \alpha \in I \} \) using standard perturbation theory. We expand the solution of the eigenvalue problem for \( \hat{H}(r) \) as a Taylor series in \( \epsilon \), namely

\[ E_\alpha(r) = E^{(0)}_\alpha(r) + \epsilon^2 E^{(2)}_\alpha(r) + \ldots \] (55a)

and, omitting the radial dependence for the sake of brevity, we write the eigenvectors as

\[ |E_\alpha\rangle = |E^{(0)}_\alpha\rangle + \epsilon^2 |E^{(2)}_\alpha\rangle + \ldots. \] (55b)

At order \( \epsilon^2 \), the perturbative solution is given by

\[ E_\alpha \simeq E^{(0)}_\alpha + \epsilon^2 \langle E^{(0)}_\alpha | \hat{H}^{(2)}(r) | E^{(0)}_\alpha \rangle \] (56a)

and

\[ |E_\alpha\rangle \simeq |E^{(0)}_\alpha\rangle + \epsilon^2 \sum_{\beta \neq \alpha} \frac{\langle E^{(0)}_\beta | \hat{H}^{(2)}(r) | E^{(0)}_\beta \rangle}{E^{(0)}_\alpha - E^{(0)}_\beta} |E^{(0)}_\beta\rangle. \] (56b)

The above expressions allow us to introduce a characterisation of the deformation parameter \( a^2 \) in a purely quantum framework.

In particular, eq. (56b) implies

\[ \frac{a^2}{\Lambda^2} \simeq \frac{E^{(0)}_\alpha - E^{(0)}_\beta}{\langle E^{(0)}_\alpha | \hat{H}^{(2)}(r) | E^{(0)}_\beta \rangle}. \] (57)

Moreover, given a quantum state for the source, we can express it either using the deformed spectrum \( \sigma(\hat{H}(r)) \),

\[ |\psi\rangle = \sum_{\alpha} C_\alpha(r) |E_\alpha\rangle, \] (58)

or the isotropic spectrum \( \sigma(\hat{H}^{(0)}(r)) \),

\[ |\psi\rangle = \sum_{\alpha} C^{(0)}_\alpha(r) |E^{(0)}_\alpha\rangle. \] (59)

and eq. (56b) yields

\[ C_\alpha(r) - C^{(0)}_\alpha(r) \simeq \frac{a^2}{\Lambda^2} \sum_{\beta \neq \alpha} \frac{\langle E^{(0)}_\beta | \hat{H}^{(2)}(r) | E^{(0)}_\alpha \rangle}{E^{(0)}_\alpha - E^{(0)}_\beta} C^{(0)}_\beta(r). \] (60)

We now recall that the spectrum of the gravitational radius operator is related to the source through the Hamiltonian constraint \([6,7]\)

\[ \left( \hat{R}_H(r) - \frac{2\ell_p}{m_p} \hat{H}(r) \right) |\Psi\rangle = 0, \] (61)

where \( |\Psi\rangle = \sum_\alpha C_{\alpha,\beta} |E_\alpha\rangle |R_{H,\beta}\rangle \), and one therefore finds \( C_{\alpha,\beta} = C_\alpha(r) \delta_{\alpha,\beta} \). One can then infer how the spheroidal deformation affects the spectrum of the gravitational radius and the form of the horizon wave function. Indeed, by means of the Hamiltonian constraint one can immediately see that

\[ R_{H,\alpha} \simeq R^{(0)}_{H,\alpha} + \epsilon^2 \langle R^{(0)}_{H,\alpha} | \hat{R}^{(2)}_H(r) | R^{(0)}_{H,\alpha} \rangle, \] (62)

with \( \hat{R}^{(2)}_H(r) \equiv 2\ell_p \hat{H}^{(2)}(r)/m_p \). Furthermore, recalling that the state of the geometry in this language can be obtained by tracing away the contribution of the source from the general state \( |\Psi\rangle \) \([6,7]\), one obtains

\[ |\psi_H\rangle = \sum_\alpha C_\alpha(r) |R_{H,\alpha}\rangle, \] (63)

and the horizon wave function is finally given by

\[ \psi_H(R_{H,\alpha}) = \langle R^{(0)}_{H,\alpha} | \psi_H \rangle = C_\alpha(r) \]

\[ \simeq C^{(0)}_\alpha(r) + \frac{a^2}{\Lambda^2} \sum_{\beta \neq \alpha} \frac{\langle R^{(0)}_{H,\beta} | \hat{R}^{(2)}_H(r) | R^{(0)}_{H,\alpha} \rangle}{R^{(0)}_{H,\alpha} - R^{(0)}_{H,\beta}} C^{(0)}_\beta(r). \] (64)

It will be interesting to apply the above treatment to specific cases, and also include rotation \([16]\), which we plan to consider in future publications.

**Conclusions.** – After reviewing some general aspects of the theory of trapping surfaces is General Relativity, with particular regard to static and spherically symmetric systems, we have described a general procedure for studying the location of these surfaces in static and slightly spheroidal space-times (that is, for small deformation parameter \( a^2 \) in eq. (10)).

More specifically, we started in the second section with some general remarks on the geometry and energy density of a generic static source with slightly spheroidal profile. In the third section, we then studied a slightly spheroidal de Sitter space generated by an energy density \( \rho \propto 1/r \), for which we provided a precise characterisation of the structure of the trapping surfaces. The main result of this
analysis is that the location of a trapping surface appears to be (analytically) the same function of the radial coordinate $r$ for both the isotropic and slightly spheroidal systems (where $r$ is constant on surfaces of the respective symmetries). Moreover, the discussion suggests that the appropriate generalisation of the Misner-Sharp mass, for determining the location of these hypersurfaces for small $a^2$, is the the usual Misner-Sharp mass computed for the isotropic space (that is, for $a^2 = 0$). Clearly, this is a conjecture we have verified for a particular slightly spheroidal system, and it would be surely worth understanding how to extend it to more general systems (for instance, with large deformation parameter $a^2$). This is left for future investigations (see also ref. [18]).

Finally, in the fourth section we have qualitatively discussed the deformations induced on the spectrum of the isotropic source by these small spheroidal deformations within the framework of quantum perturbation theory. This standard procedure allowed us to describe the effects of the deformation parameter $a$ on the spectrum of the operator associated with the gravitational radius of the system (see eq. (62)), as well as on the local notion of the horizon wave function (64), which represents the most important outcome of the HQM formalism.
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