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Abstract. — We investigate the mean number of real zeros over an interval \([a, b]\) of
a random trigonometric polynomial of the form \(\sum_{k=1}^{n} a_k \cos(kt) + b_k \sin(kt)\) where the
coefficients are i.i.d. random variables. Under mild assumptions on the law of the entries,
we prove that this mean number is asymptotically equivalent to \(\frac{n}{\sqrt{3}} (b - a)\) as \(n\) goes to infinity,
as in the known case of standard Gaussian coefficients. Our principal requirement is a new
Cramer type condition on the characteristic function of the entries which does not only
hold for all continuous distributions but also for discrete ones in a generic sense. To our
knowledge, this constitutes the first universality result concerning the mean number of
zeros of random trigonometric polynomials. Besides, this is also the first time that one
makes use of the celebrated Kac-Rice formula not only for continuous random variables as it
was the case so far, but also for discrete ones. Beyond the proof of a non asymptotic version
of Kac-Rice formula, our strategy consists in using suitable small balls estimates and
Edgeworth expansions for the Kolmogorov metric under our new weak Cramer condition,
which both constitute important byproducts of our approach.
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1. Introduction

The study of roots and level lines of random functions is a wide topic, at the crossroad between algebra, analysis and probability, which has been studied extensively since the mid 20th century. It appears for the first time in the seminal paper [LO38] where the authors consider the case of random algebraic polynomials with uniform, Gaussian, and discrete entries. Since this pioneering work, lots of developments were made to estimate the asymptotic mean number of real roots of such polynomials, as their degree goes to infinity, under various assumptions on the law of the random entries, see for example [Kac43a, Kac49, EO56, IM68, Far86, EK95] and the references therein. These breakthroughs culminate with the recent paper [TV15] where Tao and Vu establish the universality of the correlation functions of these zeros i.e. they show that, under mild moment hypotheses, the asymptotics of the correlation functions coincides with the one of the Gaussian coefficients case. This implies the universality of the mean number of real zeros, see also [NNV15]. This last result is of course to be compared with similar universality results regarding the asymptotic behaviour of the spectrum of random matrices which is another important instance of roots system of random functions, see e.g. [Gui11] for a nice survey.

Among the class of random functions, of particular interest are random trigonometric polynomials, e.g. \( P_n(t) = \sum a_n \cos(nt) \) or \( Q_n(t) = \sum a_n \cos(nt) + b_n \sin(nt) \), where \((a_n)_{n \geq 1}\) and \((b_n)_{n \geq 1}\) are independent and identically distributed random variables with common distribution, since the distribution of the zeros of such polynomials occurs in a wide range of problems in science and engineering, from nuclear physics to statistical mechanics and including noise theory or cosmology. The asymptotics of the mean number of real zeros of random trigonometric polynomials with Gaussian coefficients was first explicited by Dunnage in [Dun66], where it is shown that this number is asymptotically proportional to the degree of the considered polynomial. In the Gaussian case again, the variance of this number of real zeros was then investigated by several authors, see for example [BBL96, Far97] until Granville and Wigman showed in [GW11] that it is also proportional to the degree of the considered polynomial, hence exhibiting a concentration phenomenon. They could also prove a central limit Theorem for the fluctuations of the number of reals roots around its mean by subtly quantifying the decorrelation of this number of zeros in disjoint intervals. Note that a direct but highly computational approach is also possible, see [SS12]. Recently, in the groundbreaking articles [AL13, ADL14], Azaïs, Dalmao and León not only provided several new central limit criteria but also connected these questions to the so-called Malliavin-Stein theory hence bringing a new method to tackle these problems. Let us finally mention another recent direction of research concerning random trigonometric polynomials. Under an appropriate rescaling, it can be shown that the above sequences of random trigonometric polynomials \( P_n(t) \) or \( Q_n(t) \) converge in distribution towards some Gaussian processes, as their degree \( n \) tends to infinity. In the recent preprint [ADJ], the authors show that, if the law of the random coefficients admits a smooth density, then the distribution of the number of real zeros of the rescaled polynomials on a fixed interval converges in distribution towards the distribution of the number of real zeros of the limit Gaussian process in the same interval.
To our knowledge, the study of the distribution of real zeros of random trigonometric polynomial has only been conducted in the case of Gaussian coefficients and all its possible variations (non i.i.d. Gaussian, correlated Gaussian etc...) or the case of smooth coefficients in the last mentioned preprint. In particular, there is no result in the literature concerning this distribution in the case of discrete random coefficients, as there is no result concerning the asymptotic mean number of real zeros for general entries. This is precisely the main goal of the present article, where we prove that for a large class of entries, the mean number of zeros behaves asymptotically as in the Gaussian setting. Namely, we shall establish the following result.

**Theorem 1.1** (Theorem 5.3 below). — Let $a_k$ and $b_k$ be independent and identically distributed random variables, centered with variance one, admitting a finite moment of order 5 and belonging to the class $\mathcal{C}(1, b)$ explicated in Section 2 below, for some $0 \leq b < 1$. For any sequence $(\theta_k)_{k \geq 1}$ of real numbers, we consider

$$P_n(t) := \sum_{k=1}^{n} a_k \cos (kt + \theta_k) + b_k \sin (kt + \theta_k).$$

We denote by $Z_n([a, b])$ the number of real zeros of $P_n$ in the interval $[a, b]$. Then, as $n$ goes to infinity, the expected number of zeros satisfies

$$\lim_{n \to +\infty} \frac{E[Z_n([a, b])]}{n} = \frac{b - a}{\pi\sqrt{3}}.$$

Let us emphasize at this point that the class $\mathcal{C}(1, b)$ occurring in the previous statement is defined via a new weak Cramer type condition and that it does not only includes all continuous variables but also discrete ones in a generic way. We stress that this weak Cramer’s condition has a remarkable independent interest. Indeed, it implies the validity of Edgeworth expansions in the Kolmogorov metric which usually requires a much stronger form of Cramer condition and hence is classically inapplicable for discrete laws, see Section 4 below.

The strategy of our proof is based on the simple fact that, in the deterministic case, Kac-Rice formula which express the number of real zeros of a smooth function as a limit of an integral with parameter, is “exact” as soon as the small parameter appearing in the limit is smaller that a fixed threshold. In the random case, provided that we can estimate this threshold, one can thus establish an analogue formula, which becomes “exact” with high probability. When the law of the random entries belongs to the class $\mathcal{C}(1, b)$ (see section 2 below), this simple remark allows us to work efficiently with the Kac-Rice formula even when this law is discrete, which is often considered as difficult if not impossible, see the excellent introduction of [NNV15]. The desired control of the threshold is obtained via a small ball estimate for the polynomial and its derivative. The end of the proof is based on an Edgeworth expansion which allows us to compare the Kac-Rice formula for general entries with its analogue with Gaussian ones. We stress that this new approach is exclusively based on the Kac-Rice formula and brings a lot of new perspectives to tackle universality problems since Kac-Rice formula applies to a much wider variety of contexts than solely polynomial random functions.
The plan of the paper is the following. In the next section, we introduce the weak Cramer condition under which the above universality result holds. We exhibit simple examples of variables satisfying this condition and show that, in some sense, it is generic for discrete, non-lattice random variables. In Section 2 and 3 respectively, we then explicit some small ball estimate and an Edgeworth expansion for the normalized sum of random vectors satisfying the weak Cramer condition. In order to facilitate the reading of the paper, the proofs of the results stated in Sections 3 and 4 are postponed in the last Section 6. Finally, in Section 5, we give the proof of Theorem 1.1. Namely, with the help of the small ball estimate, we first establish the “exact” version of the Kac-Rice formula cited above. We then use the Edgeworth expansion to replace the functional of the general entries in Kac-Rice formula by the analogue functional of Gaussian entries.

2. Weakening the Cramer condition

All the random variables appearing in the sequel are supposed to be defined on an abstract probability space \((\Omega, \mathcal{F}, P)\) and \(E\) denotes the associated expectation. A generic element of the set \(\Omega\) will be denoted by \(\omega\). Let us first recall that a random vector with values in \(\mathbb{R}^d\) is said to satisfy the (classical) Cramer condition if its characteristic function or Fourier transform \(\phi_X(t) := \mathbb{E}[e^{it \cdot X}]\) is such that

\[
\limsup_{||t||_2 \to \infty} |\phi_X(t)| < 1.
\]

For instance, any distribution having a continuous component satisfies the Cramer condition in virtue of Riemann-Lebesgue Lemma. There exists also purely singular distributions that satisfy the classical Cramer condition \((1)\). For example, if \(0 < \theta < 1/2\) is not the inverse of a Pisot number, then Salem proved in Theorem 2 p. 40 of [Sal63] that if \((\varepsilon_k)_{k \geq 0}\) is sequence of i.i.d. random variables such that \(P(\varepsilon_k = 0) = P(\varepsilon_k = 1) = \frac{1}{2}\) and if \(X := \sum_{k=0}^{+\infty} \theta^k \varepsilon_k\), then the law of \(X\) is both singular with respect to the Lebesgue measure on \([0,1]\) and its Fourier transform is such that \(\lim_{||t||_2 \to \infty} |\phi_X(t)| = 0\). On the other hand, it can be shown that for any purely discrete real random variable \(X\), one has \(\limsup_{||t||_2 \to \infty} |\phi_X(t)| = 1\), see e.g. p. 207 of [BR86].

In this section, we introduce a new, weak Cramer type condition that quantifies the fact that the characteristic function of a random vector is bounded away from one at infinity. As we shall see below, contrarily to the above classical condition, this weaker condition is satisfied by both continuous and discrete (but non-lattice) distributions. In fact, we shall even prove in the next Proposition 2.1 that this weak Cramer condition is “generically” satisfied among discrete distributions.

Definition 2.1. — A random vector \(X\) with values in \(\mathbb{R}^d\) and with characteristic function \(\phi_X\), is said to satisfy the following weak Cramer condition with exponent \(b > 0\) if there exists constants \(C > 0\) and \(R > 0\) such that for all \(||t||_2 > R\)

\[
|\phi_X(t)| \leq 1 - \frac{C}{||t||_2^b}.
\]

For later convenience, the class of probability measures on \(\mathbb{R}^d\) satisfying this property will be denoted by \(C(d, b)\).
The above definition naturally extends to sequences of random vectors.

**Definition 2.2.** — A sequence of random vectors \((X_{i,n})_{1 \leq i \leq n}\) with values in \(\mathbb{R}^d\) and with characteristic function \(\phi_{X_{i,n}}\) is said to satisfy the following mean weak Cramer condition with exponent \(b > 0\), if there exists constants \(C > 0\) and \(R > 0\) such that for \(\|t\|_2 > R\) and for \(n\) large enough

\[
\frac{1}{n} \sum_{i=1}^{n} |\phi_{X_{i,n}}(t)| \leq 1 - \frac{C}{\|t\|_2^b}.
\]

Again, for later convenience, the class of sequences of random vectors with values in \(\mathbb{R}^d\) satisfying this property will be denoted by \(\mathcal{C}(d,b)\).

Obviously, the classical Cramer condition implies the weak one for any positive value of the parameter \(b\). Roughly speaking, the classical Cramer condition might be thought as the limiting case when \(b \to 0\) of the conditions \(\mathcal{C}(d,b)\). However the major difference between the classical condition [1] and the weak one [2], or its average version [3], is that the class \(\mathcal{C}(d,b)\) contains discrete distributions whereas, as already noticed just above, probability measures satisfying the classic Cramer condition cannot be discrete.

**Remark 2.1.** — The weak Cramer condition can be tensorized in the following way. If \(X_1\) and \(X_2\) are two independent random vectors in the class \(\mathcal{C}(d_1, b_1)\) and \(\mathcal{C}(d_2, b_2)\) respectively, then the random vector \((X_1, X_2)\) belongs to the class \(\mathcal{C}(d_1 + d_2, \max(b_1, b_2))\). Indeed, if for \(\|t_1\|_2\) and \(\|t_2\|_2\) large enough we have

\[
|\phi_{X_1}(t_1)| \leq 1 - \frac{C_1}{\|t_1\|_2^b}, \quad |\phi_{X_2}(t_2)| \leq 1 - \frac{C_2}{\|t_2\|_2^b},
\]

then for some positive constants \(C\) and \(C'\) and for \(\|(t_1, t_2)\|_2\) large enough, we have

\[
|\phi_{(X_1, X_2)}(t_1, t_2)| = |\phi_{X_1}(t_1)| \times |\phi_{X_2}(t_2)| \leq 1 - \frac{C}{\|(t_1, t_2)\|_2^{b_1 \vee b_2}} \leq 1 - \frac{C'}{\|(t_1, t_2)\|_2^{b_1 \vee b_2}}.
\]

The next proposition illustrates the fact that the condition defining the class \(\mathcal{C}(1, b)\) is actually generically satisfied by discrete real random variables. It also emphasizes the relation between the exponent \(b\) and the number of atoms of the considered distribution. Roughly speaking, the more atoms the distribution has, the smaller the exponent \(b\) can be chosen. Equivalently, the more atoms the distribution has, the better is the quantitative bound on the distance between its characteristic function and one.

**Proposition 2.1.** — Let us fix an integer \(p \geq 3\). To any vector \(U = (U_i)_{1 \leq i \leq p} \in \mathbb{R}^p\), we associate the set of measures of the configuration space

\[
\mathcal{M}_p(U) := \left\{ \sum_{i=1}^{p} c_i \delta_{U_i}, (c_i)_{1 \leq i \leq p} \in (0, +\infty)^p, \sum_{i=1}^{p} c_i = 1 \right\}.
\]

Then, if \(\lambda_p\) denote the Lebesgue measure on \(\mathbb{R}^p\), for all \(b > \frac{1}{p-2}\) we have

\[
\lambda_p \left( \{ U \in \mathbb{R}^p, \mathcal{M}_p(U) \notin \mathcal{C}(1, 2b) \} \right) = 0.
\]
of Equation (4) and of the following Lemma whose proof is given below.

Substracting 1 = \[ \sum_{j=2}^{p} \text{dist}^2(t(U_1 - U_j), 2\pi Z). \]

Indeed, if \( X \) and \( \bar{X} \) are two independent variables with discrete distribution \( \sum_{i=1}^{p} c_i \delta_{U_i} \), since \( \mathbb{E}[\sin(t(X - \bar{X}))] = 0 \), we have

\[
|\mathbb{E}(e^{itX})|^2 = \mathbb{E}(e^{itX})\mathbb{E}(e^{-itX}) = \mathbb{E}(\cos(t(X - \bar{X}))) = \sum_{i\neq j} c_i c_j \cos(t(U_i - U_j)) + \sum_{i=1}^{p} c_i^2.
\]

Substracting 1 = \( \sum_{i\neq j} c_i c_j + \sum_{i=1}^{p} c_i^2 \) on both sides of the last equation, we get

\[
1 - |\mathbb{E}(e^{itX})|^2 = \sum_{i\neq j} c_i c_j (1 - \cos(t(U_i - U_j))) \geq \frac{2}{\pi^2} \sum_{i\neq j} c_i c_j \text{dist}^2(t(U_i - U_j), 2\pi Z)
\]

where we have used the fact that \( 1 - \cos(x) \geq \frac{2}{\pi} x^2 \) for all \( x \in [-\pi, \pi] \). We have thus

\[
1 - |\mathbb{E}[e^{itX}]|^2 \geq \frac{2}{1 + |\mathbb{E}[e^{itX}]|^2} \sum_{j=2}^{p} \text{dist}^2(t(U_1 - U_j), 2\pi Z),
\]

hence Equation (4). To prove Proposition 2.1, it is thus sufficient to exhibit some positive constant \( C \) and some random vector \((U_1, \ldots, U_p)\) with positive density on \([-M, M]^d\), such that, almost surely, for all \( x > \frac{1}{p-2} \) and for \( |t| \) large enough

\[
\sum_{j=2}^{p} \text{dist}^2(t(U_1 - U_j), 2\pi Z) \geq \frac{C}{|t|^{2x}}.
\]

If \( U_1 \) is choosen to be a uniform variable in \([-M, M]\), and if we choose \( U_j \) of the form \( U_j := U_1 - V_j \) for \( 2 \leq j \leq p \), where the variables \((V_j)_{2 \leq j \leq p}\) are mutually independent and are also independent of the first component \( U_1 \), Proposition 2.1 is therefore a consequence of Equation (4) and of the following Lemma whose proof is given below.

**Lemma 2.1.** — Let \((V_j)_{2 \leq j \leq p}\) be independent random variables with uniform distribution on \([-2M, 2M] \), then for all \( x > \frac{1}{p-2} \)

\[
P \left( \liminf_{|t| \to +\infty} |t|^{2x} \sum_{j=2}^{p} \text{dist}(tV_j, 2\pi Z)^2 \geq 1 \right) = 1.
\]
Proof of Lemma 2.1 — Let us fix $x > z > \frac{p}{p - 2}$ and remark that for all $m > 0$, the probability of interest is bounded below by the product

$$P\left(\liminf_{|t| \to +\infty} |t|^{2x} \sum_{j=2}^{p} \text{dist}(tV_j, 2\pi\mathbb{Z})^2 \geq 1 \mid |V_j| > m, 2 \leq j \leq p\right) \geq P(|V_j| > m, 2 \leq j \leq p).$$

The above conditional probability can then be interpreted as an unconditional probability where the law of the variables $V_j$ is now uniform in $[-2M, 2M] \setminus [-m, m]$ and the second probability $P(|V_j| > m, 2 \leq j \leq p)$ goes to one as $m$ goes to zero. Hence, to establish the desired result, we can restrict ourselves to variables $(V_j)_{2 \leq j \leq p}$ that are mutually independent and uniform in $[-2M, 2M] \setminus [-m, m]$, for an arbitrary small $m > 0$.

For a non zero integer $r$, let us define the events

$$B(r) := \bigcup_{|q| \leq 1 + \frac{4rM}{m}} \left[ \frac{qV_2}{r} - \frac{1}{2|r|^{1+z}}, \frac{qV_2}{r} + \frac{1}{2|r|^{1+z}} \right]$$

and $A_r := \bigcap_{j=3}^{p} \{ V_j \in B(r) \}$.

Then, the variables $V_j$ being independent, we have

$$P\left(\bigcup_{|r|=1}^{\infty} A_r \right) \leq \sum_{|r|=1}^{\infty} P(A_r) = \sum_{|r|=1}^{\infty} P(V_3 \in B(r))^{p-2} = \sum_{|r|=1}^{\infty} \left( \frac{\lambda_1(B(r))}{2(2M - m)} \right)^{p-2} \leq \sum_{|r|=1}^{\infty} \left( \frac{1}{2(2M - m)} \right)^{p-2} \left( 1 + \frac{4rM}{m} \right) \frac{1}{|r|^{1+z}} < \infty.$$

Relying on Borel-Cantelli lemma, almost surely, there is only finitely many integers $r$ such that the event $A_r$ is realized. Thus, there exists a set $\Omega' \subset \Omega$ of full measure, such that for all $\omega \in \Omega'$, there exists $\kappa = \kappa(\omega) > 0$ such that for any $r \in \mathbb{Z} \setminus \{0\}$ and any $(q_j)_{3 \leq j \leq p} \in \mathbb{Z}^{p-2}$ such that $|q_j| \leq 1 + \frac{4rM}{m}$ for $3 \leq j \leq p$:

$$\left( \frac{4(M + 1)}{m(2M - m)} \right)^{p-2} \sum_{|r|=1}^{\infty} \frac{1}{|r|^{2(p-2)}} < \infty.$$

Now, for all $|t|$ large enough so that $\frac{m}{4\pi} > \frac{1}{2|t|^{1+z}}$, let us introduce the set

$$E_x(t) := \left\{ y \in [-2M, 2M] \setminus [-m, m] \mid \exists k \in \mathbb{Z}, |ty - 2\pi k| \leq \frac{1}{|t|^{1+z}} \right\}.$$

Let us fix $\omega \in \Omega'$. If $V_2(\omega) \notin E_x(t)$, then we have naturally

$$\sum_{j=2}^{p} \text{dist}^2(tV_j(\omega), 2\pi\mathbb{Z}) \geq \text{dist}^2(tV_2(\omega), 2\pi\mathbb{Z}) \geq \frac{1}{|t|^{2x}}.$$
 Otherwise, if \( V_2(\omega) \in E_x(t) \) then by definition, there exists some integer \( r = r(\omega) \) such that \(|tV_2(\omega) - 2\pi r(\omega)| \leq |t|^{-x} \), and in particular

\[
\left| \frac{r(\omega)}{t} \right| \leq \left[ \frac{m}{2\pi} - \frac{1}{2\pi|t|^x+1}, \frac{M}{\pi} + \frac{1}{2\pi|t|^x+1} \right] \subset \left[ \frac{m}{4\pi}, \frac{2M}{\pi} \right].
\]

For \( 3 \leq j \leq p - 2 \), let us consider the integer \( q_j = q_j(\omega) \) minimizing the distance to \( 2\pi\mathbb{Z} \), namely \(|tV_j(\omega) - 2\pi q_j(\omega)| := \text{dist}(tV_j(\omega), 2\pi\mathbb{Z}) \). We can then write

\[
\sum_{j=3}^{p} \text{dist}(tV_j(\omega), 2\pi\mathbb{Z}) = \sum_{j=3}^{p} |tV_j - 2\pi q_j| = \sum_{j=3}^{p} \left( tV_j - \frac{2\pi r V_j}{V_2} \right) + \left( \frac{2\pi r V_j}{V_2} - 2\pi q_j \right),
\]

so that by the triangle inequality, we get

\[
\sum_{j=3}^{p} \text{dist}(tV_j(\omega), 2\pi\mathbb{Z}) \geq \sum_{j=3}^{p} \left| \frac{2\pi r(\omega) V_j(\omega)}{V_2(\omega)} - 2\pi q_j(\omega) \right| - \sum_{j=3}^{p} \left| tV_j(\omega) - \frac{2\pi r V_j(\omega)}{V_2} \right| 
\geq 2\pi|r| \sum_{j=3}^{p} \left| \frac{V_j(\omega)}{V_2(\omega)} - \frac{q_j}{r} \right| - \frac{2M(p - 2)}{m|t|^x}.
\]

Since \(|tV_j(\omega) - 2\pi q_j(\omega)| \leq 2\pi \) and since \(|t| \leq 4\pi|r(\omega)|/m \) by Equation (8), we have \(|q_j(\omega)| \leq 1 + 4|r(\omega)|/M/m \). Thus, using the estimate (8), we get

\[
\sum_{j=3}^{p} \text{dist}(tV_j(\omega), 2\pi\mathbb{Z}) \geq \frac{2\pi \kappa(\omega)}{|r(\omega)|^2} - \frac{2M(p - 2)}{m|t|^x}.
\]

Using Equation (8) relating \(|r(\omega)| \) and \(|t| \), we deduce that

\[
\sum_{j=3}^{p} \text{dist}(tV_j(\omega), 2\pi\mathbb{Z}) \geq 2\pi \kappa(\omega) \left( \frac{\pi}{2M} \right)^z \times \frac{1}{|t|^2} - \frac{2M(p - 2)}{|t|^x}.
\]

In particular, since we have chosen \( x > z \), we get that there exists positive constants \( C(\omega) \) and \( D(\omega) \), that also depend on \((m, M, p, x, z)\), such that for all \(|t| > D(\omega)\),

\[
\sum_{i=3}^{p} \text{dist}(tV_i(\omega), 2\pi\mathbb{Z}) \geq \frac{C(\omega)}{|t|^2},
\]

and applying Cauchy-Schwarz inequality, we finally get

\[
\sum_{i=3}^{p} \text{dist}^2(tV_i(\omega), 2\pi\mathbb{Z}) \geq \frac{C(\omega)^2}{p|t|^{2z}}.
\]

Combining estimates (8) and (9), we get that for all \( \omega \in \Omega' \) and for all \(|t| > D(\omega)\)

\[
\sum_{i=2}^{p} \text{dist}^2(tV_i(\omega), 2\pi\mathbb{Z}) \geq \left( \frac{1}{|t|^{2z}} + \frac{C(\omega)^2}{p|t|^{2z}} \right).
\]

In particular, for all \( \omega \in \Omega' \), we have

\[
\liminf_{|t| \to +\infty} \frac{|t|^{2z}}{|t|^{2z}} \sum_{i=2}^{p} \text{dist}^2(tV_i(\omega), 2\pi\mathbb{Z}) \geq 1.
\]
The aim of next proposition is to give more concrete examples of random variables satisfying the weak Cramer condition (2). Our starting point is Equation (11) of the proof of Proposition 2.1, but instead of using Borel-Cantelli lemma i.e. a probabilistic argument as above, the next proof is based on Diophantine approximation, and more precisely on the Subspace theorem on simultaneous rational approximation.

**Proposition 2.2.** — Let $p \geq 3$ be an integer and $z_1, \ldots, z_p$ be algebraic numbers which are rationally independent. Let $c_1, \ldots, c_p$ be positive numbers such that $\sum_{i=1}^p c_i = 1$. Then, for any $b > \frac{1}{p-2}$, we have

$$\sum_{i=1}^p c_i \delta_{z_i} \in C(1, 2b).$$

**Proof.** — Let $X$ be a discrete random variable with the distribution $\sum_{i=1}^p c_i \delta_{z_i}$ and let us fix $x > z > \frac{1}{p-2}$ and $t$ large enough. In view of Equation (11), we have to control the distance between $t(z_1 - z_j)$ and $2\pi \mathbb{Z}$, for $2 \leq j \leq p$. If $\text{dist}(t(z_1 - z_j), 2\pi \mathbb{Z}) > \frac{1}{|t||^x}$ then we get

$$\sum_{i=2}^p \text{dist}^2(t(z_1 - z_i), 2\pi \mathbb{Z}) \geq \frac{1}{|t|^{2x}}.$$

Otherwise there exists some integer $q_2 = q_2(t)$ such that $|t(z_1 - z_2) - 2\pi q_2| \leq |t|^{-x}$. Let $q_j \in \mathbb{Z}$ such that $|t(z_1 - z_j) - 2\pi q_j| := \text{dist}(t(z_1 - z_j), 2\pi \mathbb{Z})$ for $3 \leq j \leq p$. As in the proof of Proposition 2.1, using the triangle inequality we have

$$\sum_{j=3}^p \text{dist}(t(z_1 - z_j), 2\pi \mathbb{Z}) \geq 2\pi |q_2| \sum_{j=3}^p \left| \frac{z_1 - z_j}{z_1 - z_2} - \frac{q_j}{q_2} \right| - \frac{M(p - 2)}{m |t|^x},$$

where $m = \min_{i \geq 2} |z_1 - z_i|$ and $M = \max_{i \geq 2} |z_1 - z_i|$. At this point, instead of using the Borel-Cantelli argument as above to control the first term on the right hand side, we use here the powerful Subspace Theorem based on the fact that $\frac{z_1 - z_2}{z_1 - z_3}$ are still algebraic and rationally independent. Indeed, with the same notations as the ones of Remark 7.3.4 of [BG06], taking

$$N = q_2, \quad \alpha_j = \frac{z_1 - z_j}{z_1 - z_2}, \quad n = p - 2 \quad \text{and} \quad \varepsilon = z - \frac{1}{p-2} > 0,$$

there is some constant $\kappa > 0$ such that for any $(q_2, \ldots, q_p) \in \mathbb{Z}^p$:

$$\sum_{j=3}^p \left| \frac{z_1 - z_j}{z_1 - z_2} - \frac{q_j}{q_2} \right| \geq \frac{\kappa}{|q_2|^\varepsilon}.$$

Therefore, combining estimates (12) and (13), we get that there exists a positive constant $C$ such that, if $|t|$ is large enough and if $\text{dist}(t(z_1 - z_2), 2\pi \mathbb{Z}) \leq \frac{1}{|t|^x}$

$$\sum_{j=3}^p \text{dist}^2(t(z_1 - z_j), 2\pi \mathbb{Z}) \geq \frac{1}{p} \left( \sum_{j=3}^p \text{dist}(t(z_1 - z_j), 2\pi \mathbb{Z}) \right)^2 \geq \frac{C^2}{p |t|^{2x}}$$
Finally, combining (11) and (14), we get that for all \(|t|\) large enough

\[
\sum_{i=2}^{p} \text{dist}^2(t(z_1 - z_j), 2\pi \mathbb{Z}) \geq \left( \frac{1}{|t|^{2\varepsilon}} \wedge \frac{C(\omega)^2}{p|t|^{2\varepsilon}} \right),
\]

which, in view of Equation (4), yields the desired result. 

Below are two explicit examples of such distributions.

**Example 2.1.** — For instance, let \(N\) be a random variable following a Poisson distribution of parameter \(\lambda > 0\). Then

\[
\sqrt{N} \in \bigcap_{b > 0} C(1, b).
\]

Indeed, among the atoms of \(\sqrt{N}\) are the numbers \(\sqrt{p}\) for any primer number \(p\). It is well-known that these numbers are linearly independent over the field \(\mathbb{Q}\) and the conclusion follows from the infinity of prime numbers and Proposition 2.2.

**Example 2.2.** — Let \(p \geq 5\) be a prime number and set \(\theta = \frac{2\pi}{p}\). Then,

\[
\frac{1}{p-1} \sum_{i=1}^{p-1} \delta_{\cos(i\theta)} \in C(1, 2b), \quad \forall b > \frac{1}{p-3}.
\]

Indeed, the reals numbers \((\cos(i\theta))_{1 \leq i \leq p-1}\) are irrational, algebraic and linearly independent over the field \(\mathbb{Q}\).

In the next Sections 3 and 4, we shall give examples of application of the weak Cramer condition, in establishing that the normalized sum of independent variables satisfying this condition automatically satisfies a sharp small ball estimate and also admits a natural Edgeworth expansion. Before that, we conclude this section by noticing that if a sequence of random vectors satisfies the mean weak cramer condition (3), then it automatically satisfies a local (classical) Cramer condition. To state this result properly, we need to introduce a notation, namely, to any sequence \((X_{i,n})_{i \geq 1}\) and to any \(\ell > 0\), we associate the average \(\ell\)th moment

\[
\rho_\ell(n) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[|X_{i,n}|^\ell].
\]

(16)

The local Cramer bound announced above is the following.

**Proposition 2.3.** — Let \((X_{i,n})_{i \geq 1}\) be a sequence of independent random vectors with values in \(\mathbb{R}^d\), belonging to the class \(\mathcal{C}(d, b)\) and such that \(\sup_{n \geq 1} \rho_1(n) < +\infty\). Then, for all \(0 < r < R\), the following local Cramer bound holds

\[
\limsup_{n \to +\infty} \sup_{r \leq |u| \leq R} \frac{1}{n} \sum_{i=1}^{n} |\phi_{X_{i,n}}(u)| < 1.
\]
Moreover, the Cesaro average of the
\[ (18) \quad 1 \sum_{i=1}^{n} |\phi_{X_{i,n}}(u)| = 1, \]
there exists an increasing subsequence \((n(k))_{k \geq 0}\) of integers such that
\[ \lim_{k \to +\infty} \sup_{r \leq \|u\|_2 \leq R} \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(u)| = 1. \]
Since the characteristic functions are continuous, for a fixed integer \(k\), the above supremum is achieved at a point \(u_k\) in the compact set \(C[r,R] := \{u \in \mathbb{R}^d, r \leq \|u\|_2 \leq R\}\).
Up to the extraction of another subsequence, we can thus suppose that the sequence \((u_k)_{k \geq 1}\) converges to a point \(u^* \in C[r,R]\). We have then
\[ \left| \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(u_k) - \phi_{X_{i,n(k)}}(u^*)| \right| \leq \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(u_k) - \phi_{X_{i,n(k)}}(u^*)| \leq |u_k - u^*| \rho_1(n(k)). \]
Since \(\rho_1(n)\) is bounded, we have thus
\[ \lim_{k \to +\infty} \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(u_k)| = \lim_{k \to +\infty} \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(u^*)| = 1, \]
from which, we deduce by Cauchy-Schwarz inequality that
\[ \lim_{k \to +\infty} \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(u^*)|^2 = 1. \]
Let us now observe that \(u \mapsto |\phi_{X_{i,n(k)}}(u)|^2\) can be interpreted as the Fourier transform of the symmetrized version of \(X_{i,n(k)}\). Namely if \(X'_{i,n(k)}\) is an independent copy of \(X_{i,n(k)}\) and if we set \(Z_{i,n(k)} := X_{i,n(k)} - X'_{i,n(k)}\), we have for all \(u \in \mathbb{R}^d\)
\[ |\phi_{Z_{i,n(k)}}(u)|^2 = \mathbb{E}[e^{iuX_{i,n(k)}}] \mathbb{E}[e^{-iuX'_{i,n(k)}}] = \mathbb{E}[e^{iu(X_{i,n(k)} - X'_{i,n(k)})}] = |\phi_{Z_{i,n(k)}}(u)|. \]
Moreover, the Cesaro average of the \(\phi_{Z_{i,n(k)}}\) for \(1 \leq i \leq n(k)\) can also be interpreted as the Fourier transform: it is the Fourier transform of \(\phi_{Z_{N(k),n(k)}}\), where \(N(k)\) is a random variable whose law is uniform in \(\{1, \ldots, n(k)\}\), and which is independent of all the \(X_{i,n(k)}\) and \(X'_{i,n(k)}\) i.e. for all \(u \in \mathbb{R}^d\)
\[ (18) \quad \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(u)|^2 = |\phi_{Z_{N(k),n(k)}}(u)|. \]
By assumption \(\sup_{n \geq 1} \rho_1(n) < +\infty\), hence the sequence \((Z_{N(k),n(k)})_{k \geq 1}\) is bounded in \(L^1(\Omega, \mathcal{F}, \mathbb{P})\), so up to another extraction of a subsequence, we can suppose that it converges in distribution to a random variable with values in \(\mathbb{R}^d\), say \(W\). In other words, if
\( \phi_W \) denotes the characteristic function of \( W \), for all \( u \in \mathbb{R}^d \), we have
\[
\lim_{k \to +\infty} \phi_{Z_{N(k), n(k)}}(u) = \phi_W(u).
\]

Now, from Equations (17), (18) and (19), we get that there exists \( u^* \in \mathcal{C}[r, R] \) such that
\[
|\phi_W(u^*)| = |E[e^{iu^* \cdot W}]| = 1.
\]
This implies that \( u^* \cdot W \mod 2\pi \) is constant almost surely, in other words, there exists \( c \in \mathbb{R} \) such that \( u^* \cdot W \in c + 2\pi \mathbb{Z} \) and there exists a sequence \( 0 \leq p_k \leq 1 \) with \( \sum_{k \in \mathbb{Z}} p_k = 1 \) such that, for all \( \lambda \in \mathbb{R} \):
\[
E[e^{i\lambda u^* \cdot W}] = e^{i\lambda c} \sum_{k \in \mathbb{Z}} p_k e^{i2\pi \lambda}.
\]
Taking the modulus, we get that the function \( \lambda \mapsto |\phi_W(\lambda u^*)| = |E[e^{i\lambda u^* \cdot W}]| \) is \( 1 \)-periodic and by Equation (20), we conclude that for all positive integer \( n \)
\[
|\phi_W(nu^*)| = |E[e^{inu^* \cdot W}]| = 1.
\]
But this is in contradiction with the fact that the initial sequence \( X_{i,n} \) satisfy the mean weak Cramer condition. Indeed, for a fixed \( n \), taking \( u = nu^* \) in Equation (18), we almost have
\[
\phi_{Z_{N(k), n(k)}}(nu^*) = \frac{1}{n(k)} \sum_{i=1}^{n(k)} \phi_{X_{i,n(k)}}(nu^*) \leq \frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(nu^*)|.
\]
If the sequence \( X_{i,n} \) satisfies the weak mean Cramer condition, for \( n \) sufficiently large but finite, and for \( k \) large enough, the right-hand side of Equation (21) is bounded by
\[
\frac{1}{n(k)} \sum_{i=1}^{n(k)} |\phi_{X_{i,n(k)}}(nu^*)| \leq 1 - \frac{C}{n^b ||u^*||_2^b} \leq 1 - \frac{C}{n^b R^b}
\]
whereas, by Equation (19), the left-hand side of Equation (21) converges to one as \( k \) goes to infinity, hence the result. \( \square \)

### 3. Small ball estimates

Despite the richness of the class of random variables or vectors satisfying the weak Cramer condition, the latter is flexible enough to prove some fairly general results that are classical for continuous random variables but difficult to obtain as soon as the underlying variables have a discrete component. To illustrate this, we will establish in this section a small ball estimate for the normalized sum of independent random vectors belonging to the class \( \mathcal{C}(d, \beta) \). This estimate will be the key estimate to derive an “exact” Kac formula that will enable us to evaluate the mean number of real zeros of random trigonometric polynomials, see Section 5.2 below.
Theorem 3.1. — Let us consider a sequence of independent, centered random vectors \((X_{i,n})_{i \geq 1}\) with values in \(\mathbb{R}^d\) such that

1. there exists \(C > 0\), such that \(\sup_{n \geq 1} \rho_3(n) \leq C\),
2. there exists \(c > 0\) such that for \(n\) large enough,
   \[
   \frac{1}{n} \sum_{i=1}^{n} \text{cov}(X_{i,n}) \geq c \text{Id}_{\mathbb{R}^d},
   \]
3. the sequence \((X_{i,n})_{i \geq 1}\) belongs to the class \(\overline{C}(d,b)\).

Then there exists a constant \(\Gamma > 0\) such that, for all \(0 < \gamma < \frac{1}{b} + \frac{1}{2}\) and for \(n\) large enough, we have the small ball estimate

\[
\mathbb{P} \left( \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{n} X_{i,n} \right\| \leq \frac{1}{n^{\gamma}} \right) \leq \frac{\Gamma}{n^{d\gamma}}.
\]

The proof of Theorem 3.1 is given in Section 6.1 below. It is inspired by Halasz method which allows to relate the small ball probability to the local and asymptotic behavior of the Fourier transform of the normalized sum of the \(X_{i,n}\). On the one hand, the local behavior in the neighborhood of zero of this Fourier transform is controlled thanks to the two first hypotheses of the mean third moment and the mean covariance. On the other hand, the mean weak Cramer condition then allows to control the behavior at infinity of the Fourier transform. The behavior of the Fourier transform outside the neighborhood of zero and infinity is finally controlled thanks to the local Cramer bound establish in Proposition 2.3.

Remark 3.1. — Naturally, the small ball estimate of Theorem 3.1 is easy to obtain if the \(X_i\) are continuous random variables with uniformly bounded densities. But this estimate is not trivial for discrete variables or even in the case of continuous random variables with non bounded densities. For example, in dimension \(d = 1\), for general random variables, as soon as \(\gamma > 1/2\), it is sharper than Berry-Esseen bounds which are of the type

\[
\left| \mathbb{P} \left( \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{n} X_i \right\| \leq \frac{1}{n^{\gamma}} \right) - \frac{cst}{n^{\gamma}} \right| \leq O \left( \frac{1}{n} \right).
\]

Remark 3.2. — Let us also note that the estimate of Theorem 3.1 is hopeless in the case where the random variables \(X_i\) are lattice, which is a case where the weak mean Cramer condition clearly does not hold. For example, if the law of \(X_i\) is uniform on \([-1,1]\), we have for \(\gamma > 1/2\)

\[
\mathbb{P} \left( \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{n} X_i \right\| \leq \frac{1}{n^{\gamma}} \right) = \mathbb{P} \left( \sum_{i=1}^{n} X_i = 0 \right) \approx \frac{1}{\sqrt{n}}.
\]

To conclude this section, let us illustrate Theorem 3.1 by expliciting a small ball estimate for a random sum of cosine, the random coefficients being discrete, Bernoulli type, random variables.
Example 3.1. — Let us consider a sequence \((\varepsilon_k)_{k \geq 1}\) of independent and identically distributed random variables such that \(P(\varepsilon_k = 1) = P(\varepsilon_k = -1) = 1/2\). Fix a prime number \(p \geq 5\) and consider the sum

\[ S_n := \sum_{k=1}^{n} \cos \left( \frac{2k\pi}{p} \right) \varepsilon_k. \]

The variables \(X_k := \cos(2k\pi/p)\varepsilon_k\) are independent, centered and they satisfy conditions 1 and 2 of Theorem 3.1. For all \(k \geq 1\), the Fourier transform of \(X_k\) is given by

\[ \phi_{X_k}(t) = \cos \left( \cos \left( \frac{2k\pi}{p} \right) t \right). \]

It is periodic, taking value one at zero, and thus does not satisfy the weak Cramer condition (2) nor its average version (3). Therefore, we cannot apply Theorem 3.1 directly. Nevertheless, we can always write

\[ S_n = \sum_{k=0}^{\lfloor n/p \rfloor - 1} Y_k + R_n, \]

where \(Y_k := \sum_{\ell = pk+1}^{p(k+1)} \cos \left( \frac{2\ell\pi}{p} \right) \varepsilon_\ell\), and where \(R_n := S_n - S_{p\lfloor n/p \rfloor}\) is such that \(|R_n| \leq p\) uniformly in \(n\). The new variables \(Y_k\) are still independent, centered and they satisfy conditions 1 and 2 of Theorem 3.1. But as already noticed in Example 2.2 above, along a period, the atoms \(\cos(2\ell\pi/p)\) are linearly independent over \(\mathbb{Q}\) so that the variables \(Y_k\) now do satisfy the weak Cramer condition as well as its average version. In conclusion, despite the fact that the entries are discrete Bernoulli type random variables, Theorem 3.1 applies and the random sum of cosines \(S_n\) satisfies the small ball estimate (22).

4. Edgeworth expansion

Let us now consider another type of result which is usually stated under a classical Cramer condition, and which we will show to hold true under the weak mean Cramer condition introduced in Section 2, namely the Edgeworth expansion for a sum independent random vectors. Edgeworth expansion is well known as a means for obtaining approximate tail probabilities of a random variable starting from information on the moments or cumulants of the latter.

In order to state the expansion result for the sum of independent vectors, we need to introduce a certain number of notations, which we adopt from the standard reference [BR86]. The cumulative distribution of the standard Gaussian variable will be denoted by \(\Phi\). We consider a sequence \((X_i)_{i \geq 1}\) of independent and centered random vectors with values in \(\mathbb{R}^k\), with positive definite covariance matrices and finite absolute \(s\)-th moments for some integer \(s \geq 3\). We denote by \(V_n\) the mean covariance matrix and \(B_n\) a root of its inverse, namely

\[ V_n := \frac{1}{n} \sum_{k=1}^{n} \text{cov}(X_k), \quad B_n^2 := V_n^{-1}. \]
and we denote by $Q_n$ the law of the normalized sum
\[ Q_n \overset{\text{law}}{=} \frac{1}{\sqrt{n}} B_n(X_1 + \cdots + X_n). \]
The average $\nu$-th cumulant of the sequence $B_nX_j$ will be denoted by $\tilde{\chi}_{\nu,n}$. Following Equation (7.2) of [BR86], we consider the formal polynomials $\bar{P}_r(z; \{\tilde{\chi}_{\nu,n}\})$ associated to these average cumulants as well as the signed measures $P_r(-\Phi; \{\tilde{\chi}_{\nu,n}\})$ defined by Equation (7.11) of [BR86]. We then denote by $\tilde{Q}_n$ the approximated law of $Q_n$ associated to the Edgeworth expansion, namely
\[ \tilde{Q}_n \overset{\text{law}}{=} \sum_{r=0}^{s-2} n^{-\frac{r}{2}} P_r(-\Phi; \{\tilde{\chi}_{\nu,n}\}). \]
Note that the measure $\tilde{Q}_n$ is no more a probability measure, still it admits a density with respect to the standard Gaussian measure $\rho(x, y)$ on $\mathbb{R}^2$. Namely there exists explicit polynomials $P_{l,n}$, whose coefficients depend on the average cumulants, such that
\[ d\tilde{Q}_n(x, y) = \left( 1 + \sum_{l=1}^{s-2} n^{-\frac{1}{2}} P_{l,n}(x, y) \right) \rho(x, y) dx dy. \]
For a measurable function $f$, and for $s > 0$, we define
\[ M_s(f) := \sup_{x \in \mathbb{R}^k} \frac{|f(x)|}{1 + \|x\|^s} \in [0, +\infty]. \]
Finally, for $\lambda > 0$ and $\varepsilon > 0$, we consider the modulus of continuity and its Gaussian average
\[ \omega_f(x : \lambda) := \sup_{y \in B(x, \lambda)} f(y) - \inf_{y \in B(x, \lambda)} f(y), \quad \bar{\omega}_f(2\varepsilon : \Phi) := \int \omega_f(x : \varepsilon) d\Phi(x). \]
Having introduced the above notations, we can now formulate the expansion result for independent random vectors, under the classical Cramer condition, as it is stated in Theorem 20.6 of [BR86].

**Theorem 4.1.** — Let $(X_n)_{n \geq 1}$ be a sequence of independent random vectors taking values in $\mathbb{R}^k$, having zero means and such that
1. the smallest eigenvalue $\lambda_n$ of $V_n$ is bounded away from zero uniformly in $n$,
2. there exists an integer $s > 2$ such that $\rho_s(n)$ is bounded away from infinity uniformly in $n$ and $\forall \varepsilon > 0$ we have $\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} \mathbb{E} \left( \mathbb{I}_{\|X_j\| > \varepsilon} \|X_j\|^s \right) = 0$,
3. uniformly in $n$ large enough, $\phi_{X_n}$ satisfies the classical Cramer condition i.e.
   \[ \forall R > 0, \limsup_{n \to \infty} \sup_{\|t\| > R} |\phi_{X_n}(t)| < 1. \]

Then, for every real Borel function $f$ on $\mathbb{R}^k$ satisfying $M_{s'}(f) < \infty$ for some $0 \leq s' \leq s$,
\[ \left| \int f dQ_n - \int f d\tilde{Q}_n \right| \leq M_{s'}(f) \delta_1(n) + c(s, k) \bar{\omega}_f(2e^{-dn} : \Phi), \]
where $\delta_1(n) = o(n^{-\frac{2}{s'-2}})$, and where the positive constants $d$ and $c(s, k)$ are explicit.
Remark 4.1. — Under this general formulation, the proof of Theorem 4.1 in [BR86] is quite long and delicate. It is technically based on a truncation and centering argument and thus simplifies greatly if the random variables $X_i$ are bounded. The Cramer condition 3. of the above statement concerning the characteristic functions $\phi_{X_n}$ appears at a unique critical point in the proof which is explicitly pointed out by the authors, namely the control of the integral term $I_1$ of Equation (20.36) p. 211. The rest of the proof only uses the independence and moment hypotheses.

It turns out that the above classical Cramer condition in Theorem 4.1 is not a necessary condition to get a valid Edgeworth expansion. The control of the integral term $I_1$ mentioned in the above Remark 4.1 can in fact be achieved under the weak mean Cramer condition (3) introduced in Section 2. The proof of Theorem 20.6 of [BR86] can indeed be adapted to prove the following result.

Theorem 4.2. — Let $(X_{i,n})_{1 \leq i \leq n}$ be a sequence of independent random vectors taking values in $\mathbb{R}^k$, having zero means and such that

1. the smallest eigenvalue $\lambda_n$ of $V_n = n^{-1} \sum_{i=1}^n \text{cov}(X_{i,n})$ is bounded away from zero uniformly in $n$,
2. there exists an integer $s > 2$ such that $\rho_s(n)$ is bounded away from infinity uniformly in $n$ and $\forall \epsilon > 0$ we have
   \[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n \mathbb{E} \left( \mathbb{1}_{\{|X_{i,n}| > \epsilon \sqrt{n}\}} \|X_{i,n}\|^s \right) = 0, \]
3. the sequence $(X_{i,n})_{1 \leq i \leq n}$ belongs to the class $\mathcal{C}(d, b)$ where $b$ is such that
   \[ \frac{3}{2} + \frac{1}{b} - \frac{s}{2} > 0. \]

Then, for every real Borel function $f$ on $\mathbb{R}^k$ satisfying $M_{s'}(f) < \infty$ for some $0 \leq s' \leq s$,

\[ \left| \int f \text{d}Q_n - \int f \text{d}\tilde{Q}_n \right| \leq M_{s'}(f) \delta_1(n) + c(s, k) \tilde{\omega}_f(2n^{-\frac{s}{2}} : \Phi), \]

where $\delta_1(n) = o(n^{-\frac{s}{2}})$, and $c(s, k)$ is an explicit positive constant. In particular, if there is a constant $C$ such that $\tilde{\omega}_f(2\epsilon : \Phi) \leq C\epsilon$ for small enough $\epsilon$, we have

\[ \left| \int f \text{d}Q_n - \int f \text{d}\tilde{Q}_n \right| = O\left(n^{-\frac{s}{2}}\right). \]

Remark 4.2. — Note that in the classical version of Edgeworth expansion stated in Theorem 4.1, the control between the integral of $f$ against $Q_n$ and its analogue against $\tilde{Q}_n$ is a little $o$ of $n^{-\frac{s}{2}}$. In the last result, we only get a big $O$ of $n^{-\frac{s}{2}}$. This is exactly the price to pay to consider random entries that only satisfy the mean weak Cramer condition (3) instead of the classical Cramer condition (1). Nevertheless, this little loss allows to consider Edgeworth expansions in the Kolmogorov metric for discrete variables, which is new and has its own interest.

The proof of Theorem 4.2 is given in Section 6.2 below.
5. Application to zeros of trigonometric polynomials

This section is devoted to the proof of Theorem 1.1 establishing the universality of the mean number of real zeros of random trigonometric polynomials. The starting point of our proof is the well known Kac-Rice formula that allows to express the number of zeros of a smooth function as a limit of an integral with parameter, see [Kac43b, Ric44]. As already noticed in the introduction, and as explained in the first Section 5.1 below, our approach is based on the simple fact that the Kac-Rice formula is in fact “exact” i.e. non asymptotic, as soon as the parameter appearing in the limit is smaller than a fixed threshold. In the same way, in the random case, the formula can then be made “exact” with high probability, provided we can control this threshold. This is precisely the object of Section 5.2 below, where this control is obtained using the small ball estimate given by Theorem 5.1. Starting from this stochastic estimate of the threshold, the strategy of the proof, which is given in Section 5.3, can be divided into the three steps that are developed in three subsections, namely

− Section 5.3.1. We exhibiting a non asymptotic version of the Kac-Rice formula.
− Section 5.3.2. Using the Edgeworth expansion given by Theorem 4.2, we replace the functional of the general entries in the exact Kac-Rice formula by the analogue functional of Gaussian entries.
− Section 5.3.3. We perform the asymptotic development of the Gaussian Kac-Rice functional.

5.1. General facts about the Kac-Rice counting formula. — Although it is well known, we recall here the Kac-Rice counting formula and we give its proof because the latter actually contains a slight reinforcement which is the cornerstone of our approach.

Lemma 5.1. — Let \( f \in C^1([a, b], \mathbb{R}) \) such that for all \( x \in [a, b] \), \(|f(x)| + |f'(x)| > 0 \) and \( f(a)f(b) \neq 0 \). Let \( Z([a, b]) \) denote the number of roots of the equation \( f(x) = 0 \) on the interval \([a, b]\). Then,

\[
Z([a, b]) = \lim_{\delta \to 0} \int_a^b |f'(x)| \mathbf{1}_{\{|f(x)| < \delta\}} \frac{dx}{2\delta}.
\]

Proof. — Let us consider the infimum

\[
\omega(f) := \inf_{x \in [a, b]} |f(x)| + |f'(x)|,
\]

which is attained for some \( x_0 \in [a, b] \) so that \( \omega(f) > 0 \) by assumption. Next, fix some \( 0 < \delta < \min(\omega, |f(a)|, |f(b)|) \) and set \( \mathcal{O} = \{x \in [a, b] \mid |f(x)| < \delta\} \). Since \( \mathcal{O} \) is open, considering it connected components, we may write

\[
\mathcal{O} = \bigcup_{k \in I} [a_k, b_k[,
\]

where the intervals \([a_k, b_k[\) are disjoint. First note that for every \( k \in I \), the end points \( a_k, b_k \in [a, b] \) otherwise it would contradict the fact that \( \delta < \min(|f(a)|, |f(b)|) \). Besides, on each interval \([a_k, b_k[\), the derivative \( f' \) cannot vanish otherwise we would get a point \( x \) where \( |f(x)| + |f'(x)| < \omega(f) \). Thus, the function \( f \) is monotonic on each \([a_k, b_k[\) with \( f(a_k) = -\delta, f(b_k) = \delta \) in the increasing case or \( f(a_k) = \delta, f(b_k) = -\delta \) in the decreasing case. Indeed, since \( a_k, b_k \) are in \([a, b]\), if for instance \(|f(a_k)| < \delta \) then by
continuity of $f$ one could enlarge the interval $[a_k, b_k]$ so that it is still in $\mathcal{O}$. Since the interval $[a_k, b_k]$ are the connected components of $\mathcal{O}$ this is not possible and for all $k \in I$, $|f(a_k)| = |f(b_k)| = \delta$. Based on that, we may infer that each $]a_k, b_k[$ contains exactly one zero of $f$ and thus

$$\mathcal{Z}([a, b]) = \text{Card}(I).$$

Moreover,

$$\int_a^b |f'(x)|1_{\{|f(x)|<\delta\}} \frac{dx}{2\delta} = \frac{1}{2\delta} \sum_{k \in I} \int_{a_k}^{b_k} |f'(x)|dx = \text{Card}(I) = \mathcal{Z}([a, b]),$$

which concludes the proof. Note that, we have in fact proved the stronger statement that for each $\delta < \min(\omega(f), |f(a)|, |f(b)|)$, we have

(29) $$\mathcal{Z}([a, b]) = \int_a^b |f'(x)|1_{\{|f(x)|<\delta\}} \frac{dx}{2\delta}. $$

This is precisely the kind of “exact” i.e. non asymptotic Kac-Rice formula we want to work with in the sequel. \hfill \square

5.2. Exactness threshold in the random Kac-Rice formula. — The goal of this section is to provide a sharp stochastic control of the above threshold $\min(\omega(f), |f(a)|, |f(b)|)$ in the case where the function $f$ is a random trigonometric polynomial. To do so, we need to introduce some notations. So let us first consider two independent sequences $(A_k)_{k \geq 1}$ and $(B_k)_{k \geq 1}$ of independent centered standard Gaussian variables. Let us also consider $(a_k)_{k \geq 1}$ and $(b_k)_{k \geq 1}$ two independent sequences of independent and identically distributed variables with common distribution such that

- $\mathbb{E}[a_1] = 0$, $\mathbb{E}[a_1^2] = 1$ and $\mathbb{E}[|a_1|^q] < \infty$ for some integer $q > 2$,
- the law of $a_1$ belongs to the class $C(1, b)$ for some $b < 1$.

Besides, we gives us $(\theta_k)_{k \in \mathbb{N}}$ any sequence in $\mathbb{R}^\mathbb{N}$. Now, for all $t \in \mathbb{R}$, we set

$$u_n(t) := \frac{1}{\sqrt{n}} \sum_{k=1}^n a_k \cos(kt + \theta_k) + b_k \sin(kt + \theta_k),$$

$$v_n(t) := \frac{1}{\sqrt{n}} \sum_{k=1}^n A_k \cos(kt + \theta_k) + B_k \sin(kt + \theta_k).$$

In view of using Kac-Rice formula to establish that the mean number of real zeros of the random functions $u_n$ and $v_n$ is asymptotically the same, and in particular, in view of the observation (29) on the exactness of the formula, it is natural to try to exhibit a sharp sequence $\delta_n$ converging to zero such that:

$$\lim_{n \to +\infty} \mathbb{P} \left( \inf_{t \in [a, b]} |u_n(t)| + |u'_n(t)| < \delta_n \right) = \lim_{n \to +\infty} \mathbb{P} \left( \inf_{t \in [a, b]} |v_n(t)| + |v'_n(t)| < \delta_n \right) = 0.$$
However, before tackling this question, we use a different normalization which basically preserves the number of zeros. Namely, we set

\[
U_n(t) := \frac{1}{\sqrt{n}} \sum_{k=1}^{n} a_k \cos \left( \frac{kt}{n} + \theta_k \right) + b_k \sin \left( \frac{kt}{n} + \theta_k \right),
\]

\[
V_n(t) := \frac{1}{\sqrt{n}} \sum_{k=1}^{n} A_k \cos \left( \frac{kt}{n} + \theta_k \right) + B_k \sin \left( \frac{kt}{n} + \theta_k \right).
\]

Obviously the number of zeros in \([a, b]\) of \(u_n, v_n\) coincide with the number of zeros in \([an, bn]\) of \(U_n, V_n\). Hence, we are naturally led to introduce the following quantities

\[
\omega_n(U) := \inf_{t \in [an, bn]} |U_n(t)| + |U'_n(t)|,
\]

\[
\omega_n(V) := \inf_{t \in [an, bn]} |V_n(t)| + |V'_n(t)|,
\]

and to exhibit a sequence \(\delta_n\) such that both \(\mathbb{P}(\omega_n(U) < \delta_n)\) and \(\mathbb{P}(\omega_n(V) < \delta_n)\) go to zero as \(n\) goes to infinity. To do so, we also need to introduce the following global suprema

\[
M_n(U) := \sup_{t \in [an, bn]} |U'_n(t)| + |U''_n(t)|,
\]

\[
M_n(V) := \sup_{t \in [an, bn]} |V'_n(t)| + |V''_n(t)|.
\]

Before dealing with the more delicate estimation of \(\omega_n(U)\) we will focus on the Gaussian case, i.e. the estimation \(\omega_n(V)\). More precisely, we will prove that

**Theorem 5.1.** — For any \(\theta < -1\), we have

\[
(30) \quad \lim_{n \to +\infty} \mathbb{P} \left( \omega_n(V) < n^\theta \right) = 0.
\]

**Proof.** — To estimate the global infimum \(\omega_n(V)\), we consider a regular subdivision of \([an, bn]\), namely we write for some integer \(p \geq 1\), which may depend on \(n\) and which will be chosen later

\[
[an, bn] = \bigcup_{k=0}^{p-1} [t_k, t_{k+1}], \quad \text{where} \quad t_k := an + k \frac{n(b-a)}{p}.
\]

On the one hand, we have naturally

\[
\omega_n(V) = \min_{0 \leq k \leq p-1} \omega_{n,k}(V), \quad \text{where} \quad \omega_{n,k}(V) := \inf_{t \in [t_k, t_{k+1}]} |V_n(t)| + |V'_n(t)|,
\]
and on the other hand, we also have
\[\mathbb{P}(\omega_n(V) < \delta) \leq \mathbb{P}(\omega_n(V) < \delta, M_n(V) < \lambda) + \mathbb{P}(M_n(V) > \lambda)\]
\[\leq \mathbb{P}\left(\bigcup_{k=0}^{p-1} \{\omega_{n,k}(V) < \delta, M_n(V) < \lambda\}\right) + \mathbb{P}(M_n(V) > \lambda)\]
\[\leq \sum_{k=0}^{p-1} \mathbb{P}(\omega_{n,k}(V) < \delta, M_n(V) < \lambda) + \mathbb{P}(M_n(V) > \lambda)\]
\[\leq \sum_{k=0}^{p-1} \mathbb{P}\left(|V_n(t_k)| + |V_n'(t_k)| < \delta + \frac{n(b-a)}{p}\right) + \mathbb{P}(M_n(V) > \lambda)\]
\[\leq Cp \left(\delta + \frac{n(b-a)}{p}\right)^2 + \mathbb{P}(M_n(V) > \lambda),\]
where, in the last inequality, we have used the fact that for each \(t \in \mathbb{R}\), the couple \((V_n(t), V_n'(t))\) is a Gaussian vector with covariance matrix
\[
\begin{pmatrix}
1 & 0 \\
0 & \frac{1}{n} \sum_{k=1}^{n} k^2 \\
\end{pmatrix}.
\]
Indeed, since \((V_n(t), V_n'(t))\) has a uniformly bounded joint density, there exists an absolute constant \(C > 0\) such that for all \(n, k \in \mathbb{N}^2\):
\[\mathbb{P}\left(|V_n(t_k)| + |V_n'(t_k)| < \delta + \frac{n(b-a)}{p}\right) \leq C \left(\delta + \frac{n(b-a)}{p}\right)^2.
\]
Now, we are left to estimate the remaining term \(\mathbb{P}(M_n(V) > \lambda)\). This is the content of the next lemma. Note that we state and prove the result for the supremum \(M_n(U)\) associated to general entries, which englobes the case of standard Gaussian entries, hence the estimation of \(M_n(V)\).

**Lemma 5.2.** — There exists some constant \(C > 0\) such that
\[\mathbb{P}(M_n(U) > \lambda) \leq C \frac{n}{\lambda^q}.
\]

**Proof of Lemma 5.2.** — Let us consider a (random) zero \(z\) of the derivative \(U_n'(t)\) in the interval \([a, b_n]\). Note that the function \(t \mapsto |U_n'(t)|^q\) is Lipschitz with derivative almost surely equal to \(q|U_n'(t)|^{q-1}\text{sign}(U_n'(t))U_n''(t)\). Using Rademacher Theorem on Lipschitz functions and then Hölder and Young inequalities, we get
\[|U_n'(t)|^q = q \int_z^t |U_n''(s)|^{q-1}\text{sign}(U_n'(s))U_n''(s)ds\]
\[\leq q \left(\int_z^t |U_n''(s)|^q ds\right)^{\frac{1}{q}} \left(\int_z^t |U_n'(s)|^q ds\right)^{\frac{q-1}{q}}\]
\[\leq q \left(\frac{\int_z^t |U_n''(s)|^q ds}{q} + \frac{\int_z^t |U_n'(s)|^q ds}{q}\right)\].
We thus deduce that

\[
\sup_{[an, bn]} |U_n'(t)| \leq q^{\frac{1}{2}} \left( \int_{an}^{bn} |U_n'(t)|^q dt + \int_{an}^{bn} |U_n''(t)|^q dt \right)^{\frac{1}{q}}.
\]

By using strictly the same arguments we also have

\[
\sup_{[an, bn]} |U_n''(t)| \leq q^{\frac{1}{2}} \left( \int_{an}^{bn} |U_n''(t)|^q dt + \int_{an}^{bn} |U_n'''(t)|^q dt \right)^{\frac{1}{q}}.
\]

Combining (35) and (36) yields

\[
M_n(U) \leq 2q^{\frac{1}{2}} \left( \int_{an}^{bn} (|U_n'(t)|^q + |U_n''(t)|^q + |U_n'''(t)|^q) dt \right)^{\frac{1}{q}}.
\]

Using Markov inequality, for some constant \( C \) which may vary from line to line, we get

\[
\mathbb{P}(M_n(U) > \lambda) \leq \frac{C}{\lambda^q} \int_{an}^{bn} \mathbb{E} \left[ |U_n'(t)|^q + |U_n''(t)|^q + |U_n'''(t)|^q \right] dt
\]

\[
\leq \frac{C}{\lambda^q},
\]

where we have applied the Burkholder-Davis-Gundy inequalities for each fixed \( t \) to the martingales \( \sqrt{n}(U_n(t), U_n'(t), U_n''(t)) \), noticing that \( \mathbb{E} \left[ |U_n'(t)|^2 + |U_n''(t)|^2 + |U_n'''(t)|^2 \right] \) is bounded uniformly in \( t \) and \( n \).

Let us go back to the proof of the Theorem 5.1. Plugging the estimate (32) in Equation (31), we obtain for some constant \( C \) only depending on \( a, b \), that

\[
\mathbb{P}(\omega_n(V) < \delta) < C \left( p\delta^2 + \lambda^2 \frac{n^2}{\lambda^2} + \frac{n}{\lambda^q} \right).
\]

Making the optimization in the parameter \( p \), we get

\[
\mathbb{P}(\omega_n(V) < \delta) < C \left( \lambda \delta n + \frac{n}{\lambda^q} \right).
\]

Let us choose \( \lambda \) and \( \delta \) of the form \( \lambda = n^\rho \) and \( \delta_n = n^\theta \) for some \( \rho, \theta > 0 \). In order to obtain that \( \mathbb{P}(\omega_n(V) < \delta_n) \) goes to zero as \( n \) goes to infinity, we need the conditions \( q\rho > 1 \) and \( \theta + \rho < -1 \) to be satisfied. As a result, for any fixed \( q \), if \( \theta < -\frac{2}{q+1} \) we may find \( \rho > \frac{1}{q} \) such that \( \theta + \rho < -1 \). With this choice, \( \mathbb{P}(\omega_n(V) < \delta_n) \) goes indeed to zero as \( n \) goes to infinity. Now, since Gaussian variables have finite moments of any order, we can take \( q \) arbitrarily large, which leads to the announced estimate.

The next theorem generalizes Theorem 5.1 on the behavior of the infimum \( \omega_n(V) \) in the Gaussian case, to the case of the random polynomial \( U_n \) with general entries. The proof is very similar to the one of Theorem 5.1 but the analogue of the crucial Gaussian estimate (32) is now obtained as a consequence of Theorem 5.1 i.e. the small ball estimate stated in Section 3 under the mean weak Cramer condition.

**Theorem 5.2.** — For any \( \theta < -1 - \frac{1}{q} \), if \( \frac{1}{q} < \frac{1}{b} - \frac{1}{2} \) then

\[
\lim_{n \to +\infty} \mathbb{P} \left( \omega_n(u) < n^\theta \right) = 0.
\]
Proof. — The beginning of the proof is identical to the one of the proof of theorem 3.1 up to the fact that we cannot use anymore the fact that \((U_n(t), U'_n(t))\) has a bounded density to get the control of
\[
\mathbb{P} \left( |U_n(t_k)| + |U'_n(t_k)| < \delta + \lambda \frac{n(b-a)}{p} \right).
\]

In order to bypass this major difficulty, which we do have to face in the discrete case, and as announced above, we shall rather use Theorem 3.1. To do so, for all \(t \in \mathbb{R}\), we define
\[
X_{i,n}(t) := \begin{pmatrix} a_i \cos \left( \frac{it}{n} + \theta_i \right) + b_i \sin \left( \frac{it}{n} + \theta_i \right) \\ -i_n a_i \sin \left( \frac{it}{n} + \theta_i \right) + i_n a_i \cos \left( \frac{it}{n} + \theta_i \right) \end{pmatrix}.
\]

Let us check below that the three assumptions required by Theorem 3.1 are fulfilled.

i) Since the sine and cosine are bounded, there exists a constant \(C > 0\) such that for all \(i \in \{1, \ldots, n\}\), we have \(\mathbb{E}(||X_{i,n}(t)||^2) \leq C \mathbb{E}(|a_i|^2)\) and therefore, uniformly in \(t\) and for all \(n \geq 1\)
\[
\rho_3(n) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(||X_{i,n}(t)||^3) \leq C.
\]

ii) Otherwise, uniformly in \(t\) we have
\[
\frac{1}{n} \sum_{k=1}^{n} \text{cov}(X_{k,n}(t)) = \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{n} \sum_{k=1}^{n} \frac{k^2}{n^2} \end{pmatrix},
\]
whose diagonal terms are clearly bounded from below for \(n\) large enough.

iii) We are left to check that the weak mean Cramer condition is fulfilled. We denote by \(\phi\) the common characteristic function of the entries \(a_i\) and \(b_i\). For any \(t \in \mathbb{R}\), and for \(s = (s_1, s_2) \in \mathbb{R}^2\) we have then
\[
\phi_{X_{i,n}(t)}(s) = \phi(\alpha_n(s, t)) \phi(\beta_n(s, t)).
\]
where we have set
\[
\alpha_n(s, t) := s_1 \cos \left( \frac{t}{n} + \theta_i \right) - s_2 \frac{i}{n} \sin \left( \frac{t}{n} + \theta_i \right),
\]
\[
\beta_n(s, t) := s_1 \sin \left( \frac{t}{n} + \theta_i \right) + s_2 \frac{i}{n} \cos \left( \frac{t}{n} + \theta_i \right).
\]

By assumption, the law of \(a_1\) is in the class \(C(1, b)\). Hence, for \(|t|\) large enough \(|\phi(t)| \leq 1 - \frac{K}{|t|^b}\) for some fixed constant \(K\). In order to apply this to our context, we just need to know when \(\alpha_n(s, t)\) or \(\beta_n(s, t)\) are large enough. We first note that the vector \((\alpha_n(s, t), \beta_n(s, t))\) is obtained from \(s\) via the composition of a rotation of angle \(\frac{t}{n} + \theta_i\), which preserves \(|||\cdot|||_2\) norm, and the dilatation \(\text{Diag}(1, \frac{b}{n})\). Hence, we may find positive constant \(K\) and \(M\) such that for all \(i/n \geq 1/2\), for all \(||s|| > M\) and all \(n \geq M\)
\[
|\phi_{X_{i,n}(t)}(s)| \leq 1 - \frac{K}{||s||^b}, \tag{39}
\]
Therefore, for all $\|s\| > M$ and all $n \geq M$, we have
\[
\frac{1}{n} \sum_{i=1}^{n} \left| \phi_{X_{i,n}(t)}(s) \right| \leq \left( 1 - \frac{|n/2|}{n} \right) \left( 1 - \frac{K}{\|s\|^b} \right) + \frac{|n/2|}{n}
\]
\[
\leq 1 - \frac{K}{2\|t\|^b},
\]
and the weak mean Cramér condition is indeed valid, so that Theorem 3.1 applies to the variables $X_{i,n}(t)$, for all $t \in \mathbb{R}^d$.

Let us go back to the proof of Theorem 5.2. Our starting point is the inequality
\[
P(\omega_n(U) < \delta) \leq \sum_{k=0}^{p-1} \mathbb{P}\left( |U_n(t_k)| + |U'_n(t_k)| < \delta + \lambda \frac{n(b-a)}{p} \right) + C' \frac{n}{\lambda^q},
\]
which may be established following the exact same arguments as the ones in the proof of Theorem 5.1. Next, we can choose the positive parameters $\lambda$, $p$ and $\delta$ depending on $n$ and of the form $\lambda = n^\rho$, $p = n^x$, $\delta = n^{1+p-x}$ with $\rho > \frac{1}{b}$. In such a case, we have
\[
\delta + \lambda \frac{n(b-a)}{p} = O\left(n^{1+p-x}\right).
\]
Let us set $\gamma := x - 1 - \rho$ and introduce the two conditions
\[
(i) \quad \gamma < \frac{1}{b} + \frac{1}{2}, \quad (ii) \quad 2 + 2\rho < x.
\]
If condition $(i)$ is fulfilled, then Theorem 3.1 ensures that
\[
\mathbb{P}\left( |U_n(t_k)| + |U'_n(t_k)| < \delta + \lambda \frac{n(b-a)}{p} \right) \leq \frac{\Gamma}{n^{2\gamma}} = \Gamma n^{2+2\rho-2x},
\]
and thus
\[
\sum_{k=0}^{p-1} \mathbb{P}\left( |U_n(t_k)| + |U'_n(t_k)| < \delta + \lambda \frac{n(b-a)}{p} \right) \leq \frac{p\Gamma}{n^{2\gamma}} = \Gamma n^{2+2\rho-x}
\]
If condition $(ii)$ is also fulfilled, then this last term goes to zero as $n$ goes to infinity.

Finding a number $x$ satisfying both conditions $(i)$ and $(ii)$ is possible whenever
\[
\frac{3}{2} + \rho + \frac{1}{b} > 2 + 2\rho \iff \rho < \frac{1}{b} - \frac{1}{2},
\]
and finding such a $\rho$ is possible whenever
\[
\frac{1}{q} < \frac{1}{b} - \frac{1}{2},
\]
which is our assumption. In such a case $x$ can be chosen as close as wished of $2 + 2\rho$ and thus $\delta$ as close as $n^{-1-1/q}$. \qed
5.3. Universality of the mean number of zeros. — Thanks to the estimate (38), and thanks to the Edgeworth expansion stated in section 4, we are now in position to give the proof of the universality result. In the statement and in the proof below, \( Z_n([an, bn]) \) denotes the number of roots of the rescaled polynomial \( U_n \) inside the interval \([an, bn]\) which, as already noticed above, coincides with the number of zeros of \( u_n \) in the interval \([a, b]\). The next theorem is thus exactly equivalent to Theorem 1.1 stated in the introduction.

**Theorem 5.3.** — Let \( Z_n([an, bn]) \) denote the number of roots of the rescaled polynomial \( U_n \) inside the interval \([an, bn]\), where the random entries admit a finite moment of order 5 and belong to the class \( C(1, b) \) with \( 0 \leq b < 1 \). Then, we have

\[
\lim_{n \to \infty} \frac{\mathbb{E}(Z_n([an, bn]))}{n} = \frac{b - a}{\pi \sqrt{3}}.
\]

The proof of the above result is divided in three steps, each of one is developed in the next subsections. The first one uses the estimate (38) to provide a stochastic “exact” version of Kac-Rice formula. Then Edgeworth expansion is used to compare the exact Kac formula for general entries to its analogue for Gaussian entries. Finally, we derive the asymptotics of the Kac functional in the Gaussian case. Since we are assuming that the entries admit a finite moment of order 5, we shall set \( q = s = 5 \) throughout the whole proof below, where \( q \) and \( s \) are the moment conditions in Theorems 3.1 and 4.2 respectively.

5.3.1. Towards an “exact” Kac-Rice formula. — In order to use Lemma 5.1 and work with an “exact” version of the Kac-Rice formula, we choose

\[
1 + \frac{1}{5} = 1 + \frac{1}{q} < r < \frac{s - 2}{2} = \frac{3}{2},
\]

and we set \( E_n := \{ \min(\omega_n(U), |U_n(t)|, |U'_n(t)|) < \frac{1}{n^r} \} \). We can then write

\[
\frac{Z_n([an, bn])}{n} = \frac{Z_n([an, bn])}{n} \mathbb{1}_{E_n} + \frac{Z_n([an, bn])}{n} \mathbb{1}_{E_n^c} \]

\[
\overset{5.1}{=} \frac{n^{r-1}}{2} \int_{an}^{bn} |U'_n(t)| \mathbb{1}_{\{U_n(t) < n^{-r}\}} dt \mathbb{1}_{E_n} + \frac{Z_n([an, bn])}{n} \mathbb{1}_{E_n} \]

\[
= \frac{n^{r-1}}{2} \int_{an}^{bn} |U'_n(t)| \mathbb{1}_{\{U_n(t) < n^{-r}\}} dt - B(n, r) + \frac{Z_n([an, bn])}{n} \mathbb{1}_{E_n} \]

where

\[
B(n, r) := \frac{n^{r-1}}{2} \int_{an}^{bn} |U'_n(t)| \mathbb{1}_{\{U_n(t) < n^{-r}\}} dt \mathbb{1}_{E_n}.
\]

Since \( r > 1 + 1/q \), we know by the estimate (38) that \( \mathbb{P}(\omega_n(U) < n^{-r}) \) goes to zero as \( n \) goes to infinity. Besides, using for instance the central limit Theorem, it also holds that both \( \mathbb{P}(\{|U_n(an)| < n^{-r}\}) \) and \( \mathbb{P}(\{|U_n(bn)| < n^{-r}\}) \) go to zero as \( n \) goes to infinity. These three facts together imply that \( \mathbb{P}(E_n) \) also goes to zero as \( n \) goes to infinity. Now, if we set \( X = e^{it} \), let us remark that the trigonometric polynomial \( u_n(t) \) can actually be written as the product of \( X^{-n} \) times an algebraic polynomial of degree \( 2n \) in the variable \( X \). In particular, the latter has less that \( 2n \) zeros, from which we naturally deduce that
\( \mathcal{Z}_n([an, bn]) \leq 2n \) (deterministically). Hence, since \( \mathbb{P}(E_n) \) goes to zero, we deduce that the last term of the right hand side of (11) converges to zero in \( L^1 \) norm as \( n \) goes to infinity. Let us now look at the remaining term \( B(n, r) \). If one is able to prove similarly that for some absolute deterministic constant \( C \) we have

\[
\sup_{\delta > 0} \frac{1}{2\delta} \int_{-\infty}^{\infty} |U_n'(t)| \mathbf{1}_{\{|U_n(t)| < \delta\}} dt < Cn,
\]

then we will obtain in the same way, by dominated convergence, that \( B(n, r) \) converges to zero in \( L^1 \) norm. To do so, making the change of variables \( u = \frac{t}{n} \) and paying attention to the fact that \( U_n'(t) = \frac{1}{n} u_n'(\frac{t}{n}) \), we have for all \( \delta > 0 \)

\[
\frac{1}{2\delta} \int_{-\infty}^{\infty} |U_n'(t)| \mathbf{1}_{\{|U_n(t)| < \delta\}} dt = \frac{1}{2\delta} \int_{a}^{b} |u_n'(t)| \mathbf{1}_{\{|u_n(t)| < \delta\}} dt.
\]

Next, as in the proof of Lemma 28 we consider the connected components of the open set \( \{|u_n(t)| < \delta\} \):

\[
\{|u_n(t)| < \delta\} = \bigcup_{i=1}^{s} [s_i, t_i],
\]

where \( s < \sharp \{t \mid |u_n(t)| = \delta\} \). We may thus write

\[
\frac{1}{2\delta} \int_{-\infty}^{\infty} |u_n'(t)| \mathbf{1}_{\{|u_n(t)| < \delta\}} dt = \frac{1}{2\delta} \sum_{i=1}^{s} \int_{s_i}^{t_i} |u_n'(t)| \mathbf{1}_{\{|u_n(t)| < \delta\}} dt
\]

\[
\leq \sum_{i=1}^{s} (C(i) + 1) \leq s + \sum_{i=1}^{s} C(i) \leq 4n + \sum_{i=1}^{s} C(i).
\]

where \( C(i) \) denotes the number of change of signs of \( u_n' \) on the interval \( [s_i, t_i] \). Indeed, on each subinterval \( \alpha, \beta \) of \( [s_i, t_i] \) where \( u_n' \) does not vanish, it holds that

\[
\frac{1}{2\delta} \int_{\alpha}^{\beta} |u_n'(t)| \mathbf{1}_{\{|u_n(t)| < \delta\}} dt \leq \frac{|u_n(\alpha)| + |u_n(\beta)|}{2} \leq 1.
\]

As above, since \( u_n(t) \) can be seen as \( X^{-n} \) times an algebraic polynomial of degree \( 2n \) in the variable \( X = e^{it} \), the total number of changes of sign of \( u_n' \) is less than \( 2n \) and we get that for any \( \delta > 0 \)

\[
\frac{1}{2\delta} \int_{-\infty}^{\infty} |u_n'(t)| \mathbf{1}_{\{|u_n(t)| < \delta\}} dt < 6n.
\]

which is the announced claim. As a result, from Equation (11), we get that

\[
\frac{\mathcal{Z}_n([an, bn])}{n} = \frac{n^{r-1}}{2} \int_{-\infty}^{\infty} |U_n'(t)| \mathbf{1}_{\{|U_n(t)| < n^{-r}\}} dt + o(1). \tag{42}
\]

where \( o(1) \) denotes a remainder going to zero in the \( L^1 \) topology as \( n \) goes to infinity. The last equation is the desired “exact” Kac-Rice formula in our random setting. So the rest of the proof consists in showing that

\[
\lim_{n \to +\infty} \frac{n^{r-1}}{2} \int_{-\infty}^{\infty} \mathbb{E}(|U_n'(t)| \mathbf{1}_{\{|U_n(t)| < n^{-r}\}}) dt = \frac{b - a}{\pi \sqrt{3}}.
\]
5.3.2. Edgeworth expansion of the Kac functional. — As in Section 5.2, we fix \( t > 0 \) and we set

\[
X_{i,n} = \left(a_i \cos \left(\frac{it}{n}\right) + b_i \sin \left(\frac{it}{n}\right), -\frac{i}{n} a_i \sin \left(\frac{it}{n}\right) + \frac{i}{n} a_i \cos \left(\frac{it}{n}\right)\right).
\]

Thanks to the explicit form of the covariance matrix \((22)\), the first assumption (1) of Theorem 4.2 is fulfilled. Using the simple upper bound \(\|X_{i,n}\| \leq 4 (|a_i| + |b_i|)\), since \(\mathbb{E}(|a_i|^2) < \infty\), we deduce that assumption (2) is also satisfied. Based on the estimate \((39)\), we also know that assumption (3) is also valid. Since by assumption \(0 \leq b < 1\), we have

\[
\frac{3}{2} - \frac{q}{2} + \frac{1}{b} = -1 + \frac{1}{b} > 0,
\]

and using the conclusion \((26)\) of Theorem 4.2, we may infer that if

\[
f(x, y) := f_n(x, y) := |y|_{\|x\| < n^{-r}},
\]

then we have

\[
\int fdQ_n - \int fd\tilde{Q}_n \leq M_q(f)\delta(n) + c(q, k)\tilde{\omega}_f(2n^{-1/2}) \Phi = O\left(n^{-\frac{1-\epsilon}{2}}\right),
\]

where the last upper bound is obtained thanks to the following lemma.

\textbf{Lemma 5.3.} — Set \(g_\delta(x, y) := |y|_{\|x\| < \delta}\). There exists an absolute constant \(C > 0\), that does not depend on \(\delta\), such that for any \(\epsilon > 0\) we have \(\tilde{\omega}_{g_\delta}(\epsilon : \Phi) \leq C\epsilon\).

\textbf{Proof.} — Let us first recall that, for any \(\epsilon > 0\), if \(B(x, \alpha)\) denotes the ball of radius \(\alpha\) centred in \(x\) for the \(\|\cdot\|_\infty\) norm of \(\mathbb{R}^2\), we have by definition

\[
\tilde{\omega}_{g_\delta}(\epsilon : \Phi) = \int_{\mathbb{R}^2} \left(\max_{B(x, \epsilon)} g_\delta - \min_{B(x, \epsilon)} g_\delta\right) d\Phi(x).
\]

Let us consider the two sets

\[
\Delta_1 := \left\{ x = (x_1, x_2) \in \mathbb{R}^2 \mid |x_1 + \delta| < 4\epsilon \right\},
\]

\[
\Delta_2 := \left\{ x = (x_1, x_2) \in \mathbb{R}^2 \mid |x_1 - \delta| < 4\epsilon \right\}.
\]

Assume that \(x \notin \Delta_1 \cup \Delta_2\), then for any \((a, b, a', b') \in B(x, \epsilon) \times B(x, \epsilon)\) it holds that

\[
g_\delta(a, b) - g_\delta(a', b') = |b|_{|a| < \delta} - |b'|_{|a'| < \delta} - |b|_{|a| < \delta} + |b'|_{|a'| < \delta} \leq |b - b'|_{|a| < \delta} \leq 2\epsilon.
\]

Indeed, if \(x \notin \Delta_1 \cup \Delta_2\), we both have \(|x_1 + \delta| \geq 4\epsilon, |x_1 - \delta| \geq 4\epsilon\). Since \(|a - x_1| < \epsilon\), \(|a' - x_1| < \epsilon\) we have necessarily \(|a + \delta| > 3\epsilon, |a - \delta| > 3\epsilon, |a' + \delta| > 3\epsilon, |a' - \delta| > 3\epsilon\). Besides, we have \(|a - a'| < 2\epsilon\) so that necessarily \(a \in (-\delta, \delta)\) if and only if \(a' \in (-\delta, \delta)\) and the above difference of indicator functions vanishes. Indeed, in the opposite case, one would be in the situation where either \(\delta \in [a, a']\) (or \([a', a]\)) or \(-\delta \in [a, a']\) (or \([a', a]\)) which would contradict the aforementioned inequalities. On the other hand, if \(x \in \Delta_1 \cup \Delta_2\) one has the bound

\[
\max_{B(x, \epsilon)} g_\delta - \min_{B(x, \epsilon)} g_\delta \leq 2|x_2| + \epsilon.
\]
Combining (44) and (45) leads to

\[
\bar{\omega}_f (\epsilon : \Phi) = \int_{\mathbb{R}^2} \left( \max_{B(x,r)} f - \min_{B(x,r)} f \right) d\Phi(x)
\]

\[
\leq 2\epsilon + \int_{\Delta_1 \cup \Delta_2} (|x_2| + \epsilon)d\Phi(x_1, x_2)
\]

\[
\leq 2\epsilon + 2 \left( \int_{\mathbb{R}} (|x_2| + \epsilon) e^{-\frac{x_2^2}{2\pi}} dx_2 \right) \times \left( \int_{[-\delta-4\epsilon, -\delta+4\epsilon] \cup [\delta-4\epsilon, \delta+4\epsilon]} e^{-\frac{x_1^2}{2\pi}} dx_1 \right)
\]

\[
\leq 2\epsilon + 2 \left( \sqrt{\frac{2}{\pi}} + \epsilon \right) \times \frac{16\epsilon}{\sqrt{2\pi}} \leq C\epsilon.
\]

\[
\square
\]

Note that in Equation (43), both measure $Q_n$ and $\tilde{Q}_n$ implicitly depend on $t$ through the moments of $X_{i,n} = X_{i,n}(t)$ of order larger than 3. However, since all the forthcoming bounds will be uniform in $t$ and in order to lighten the notations we won’t write this dependence explicitly. Plugging the estimate (43) in Equation (42) we obtain

\[
\mathbb{E} \left( \frac{Z_n([an, bn])}{n} \right) = \frac{n^{r-1}}{2} \int_{an}^{bn} \mathbb{E} \left( [U_n'(t)]_1 | [U_n(t)]_{< n^{-\frac{r}{2}}} \right) dt + o(1)
\]

\[
= \frac{n^{r-1}}{2} \int_{an}^{bn} \left( \int f dQ_n \right) dt + o(1)
\]

\[
= \frac{n^{r-1}}{2} \int_{an}^{bn} \left( \int f d\tilde{Q}_n \right) dt + O \left( n^{r-\frac{2}{2}} \right) + o(1).
\]

From Equation (46), one then deduce that

\[
\mathbb{E} \left( \frac{Z_n([an, bn])}{n} \right) = \frac{n^{r-1}}{2} \int_{an}^{bn} \left( \int f d\tilde{Q}_n \right) dt + o(1).
\]

5.3.3. Limit of the Gaussian Kac functional. — We are now left to derive the asymptotics of the Gaussian Kac functional on the right hand side of (46) as $n$ goes to infinity. Relying on Equation (23), the measure $\tilde{Q}_n$ obtained via the Edgeworth expansion admits the following density with respect to the Lebesgue measure on $\mathbb{R}^2$

\[
\tilde{Q}_n(x, y) = \left( 1 + \sum_{l=1}^{n^{-\frac{1}{2}}} P_{l,n}(x, y) \right) \rho_n(x, y),
\]

where $P_{l,n}$ are some polynomials with bounded degree and whose coefficients are uniformly bounded in $n$ and $t$, and where $\rho_n$ is the density of the centered Gaussian vector with covariance given by (32). Indeed, the coefficients of the polynomials arising in the Edgeworth expansion only depend of the cumulants of $(U_n, U_n')$ which are uniformly
bounded in $t$ and $n$. Thus, we may write for $\sigma_n^2 = \frac{1}{n} \sum_{k=1}^{n} \frac{t^2}{n^r}$:

\[
\frac{n^r}{2} \int f d\bar{Q}_n = \frac{n^r}{2} \int f(x,y)\bar{Q}_n(x,y) dxdy
\]

\[
= \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} \left( \int_{\mathbb{R}_t} |y| \rho_n(x,y) \left( 1 + \sum_{l=1}^{s-2} n^{-\frac{l}{2}} P_{l,n}(x,y) \right) dy \right) dx
\]

\[
= \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} \left( \int_{\mathbb{R}_t} |y| \rho_n(x,y) dy \right) dx + R_n
\]

(47)

where

\[
R_n := \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} \left( \int_{\mathbb{R}_t} |y| \rho_n(x,y) \left( \sum_{l=1}^{s-2} n^{-\frac{l}{2}} P_{l,n}(x,y) \right) dy \right) dx
\]

Since the polynomials $P_{l,n}$ are uniformly bounded in $n$ and $t$, we may find $M > 0$ and a positive integer $m$ such that for all $x, y \in \mathbb{R}^2$

\[
\max_{l \leq s-2, n \geq 1} |P_{l,n}(x,y)| \leq M \left( 1 + \sum_{i=0}^{m} |x|^i |y|^{m-i} \right).
\]

Hence, for a positive constant $C$ which does not depend on $n$, we have

\[
|R_n| \leq \frac{(s-2)M}{\sqrt{n}} \times \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} |y| \rho_n(x,y) \left( 1 + \sum_{i=0}^{m} |x|^i |y|^{m-i} \right) dxdy
\]

\[
\leq \frac{(s-2)M}{\sqrt{n}} \times \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} e^{-\frac{x^2}{2}} \left( \int_{\mathbb{R}_t} |y| \frac{e^{-\frac{x^2}{2\sigma_n^2}}}{\sqrt{2\pi\sigma_n^2}} \left( 1 + \sum_{i=0}^{m} |x|^i |y|^{m-i} \right) dy \right) dx
\]

\[
\leq \frac{(s-2)MC}{\sqrt{n}} \times \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} e^{-\frac{x^2}{2}} (1 + |x|^m) dx
\]

\[
\leq \frac{(s-2)MC}{\sqrt{n}} (1 + o(1)).
\]

On the other hand, we have

\[
\frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} \left( \int_{\mathbb{R}_t} |y| \rho_n(x,y) dy \right) dx = \left( \int_{\mathbb{R}_t} |y| \frac{e^{-\frac{x^2}{2\sigma_n^2}}}{\sqrt{2\pi\sigma_n^2}} dy \right) \times \left( \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} e^{-\frac{x^2}{2}} dx \right)
\]

\[
= \frac{\sigma_n}{\pi} \times \left( \frac{n^r}{2} \int_{-n^{-r}}^{n^{-r}} e^{-\frac{x^2}{2}} dx \right)
\]

\[
= \frac{\sigma_n}{\pi} (1 + o(1)) = \frac{1}{\pi \sqrt{3}} (1 + o(1)).
\]
Combining the two last estimates in Equation (47), we get that uniformly in $t$, as $n$ goes to infinity

\[ \lim_{n \to +\infty} \frac{n^r}{2} \int f \tilde{d}Q_n = \frac{1}{\pi \sqrt{3}}. \]

Finally, injecting (49) in Equation (46), we obtain

\[ \lim_{n \to +\infty} \mathbb{E} \left[ \frac{Z_n([a, b])}{n} \right] = \frac{b - a}{\pi \sqrt{3}}, \]

which concludes the proof of Theorem 5.3.

**Remark 5.1.** — A careful examination of the previous proofs reveals that the sine and cosine functions involved in the function $U_n$ are only used through very general properties of smoothness and boundedness. That means that the weak Cramer condition satisfied by the random coefficients is strong enough to ensure a universality phenomenon regardless of the particular nature of the function under consideration, provided that some mere assumptions of smoothness and boundedness are fulfilled. A natural extension might be, for a given function $f \in C^2_b(\mathbb{R}, \mathbb{R})$, to set

\[ F_n(t) = \sum_{k=1}^{n} a_k f(kt), \quad G_n(t) = \sum_{k=1}^{n} A_k f(kt) \]

and to compare the asymptotic behaviours of $Z^F_n([a, b])$ and $Z^G_n([a, b])$, i.e. the respective number of real roots of $F_n$ and $G_n$ on some fixed interval $[a, b]$. For example, in the case where $f = \cos$, our method applies almost verbatim yielding the desired universality result.

6. Proofs

**6.1. Small ball estimates.** — Let us first give the proof of Theorem 3.1 on the small ball estimate for sum of independent random vectors.

**Proof of Theorem 3.1.** — Let us fix $\delta > 0$, thanks to the Markov inequality, for all $t > 0$ we have

\[ \mathbb{P} \left( \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{n} X_{i,n} \right\| \leq \delta \right) = \mathbb{P} \left( \exp \left( -\frac{t^2}{2n} \left\| \sum_{i=1}^{n} X_{i,n} \right\|^2 \right) \geq \exp \left( -\frac{t^2 \delta^2}{2} \right) \right) \]

\[ \leq e^{\frac{t^2 \delta^2}{2}} \mathbb{E} \left[ \exp \left( -\frac{t^2}{2n} \left\| \sum_{i=1}^{n} X_{i,n} \right\|^2 \right) \right]. \]

Now, the density of the standard gaussian variable being a fixed point for the Fourier transform in $\mathbb{R}^d$, for all $y \in \mathbb{R}^d$, we can write

\[ \exp \left( -\frac{\|y\|^2}{2} \right) = C_d \int_{\mathbb{R}^d} e^{-is\cdot y} e^{-\frac{|s|^2}{2}} ds, \]
where $C_d := (2\pi)^{-d/2}$ and thus, letting $y = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} X_{i,n}$ in the above inequality, we get
\[
\mathbb{P}\left( \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{n} X_{i,n} \right\| \leq \delta \right) \leq C_d e^{\frac{\delta^2}{2}} \mathbb{E} \left[ \int_{\mathbb{R}^d} e^{-\frac{iy}{\sqrt{n}} \cdot \sum_{i=1}^{n} X_{i,n}} e^{-\frac{||y||^2}{2}} ds \right]
\]
\[
= C_d e^{\frac{\delta^2}{2}} \int_{\mathbb{R}^d} \mathbb{E} \left[ e^{-\frac{iy}{\sqrt{n}} \cdot \sum_{i=1}^{n} X_{i,n}} e^{-\frac{||y||^2}{2}} ds \right]
\]
\[
= C_d e^{\frac{\delta^2}{2}} \int_{\mathbb{R}^d} \prod_{i=1}^{n} \phi_{X_{i,n}} \left( \frac{ts}{\sqrt{n}} \right) e^{-\frac{||u||^2}{2}} ds
\]
\[
= C_d e^{\frac{\delta^2}{2}} \left( \frac{n}{t^2} \right)^{d/2} \int_{\mathbb{R}^d} \prod_{i=1}^{n} \phi_{X_{i,n}} (u) e^{-\frac{n||u||^2}{2t^2}} du
\]
\[
\leq C_d e^{\frac{\delta^2}{2}} \left( \frac{n}{t^2} \right)^{d/2} \int_{\mathbb{R}^d} \prod_{i=1}^{n} \phi_{X_{i,n}} (u) e^{-\frac{n||u||^2}{2t^2}} du
\]

Note that from the arithmetico-geometric inequality, we always have
\[
\prod_{i=1}^{n} \phi_{X_{i,n}} (u) = \exp \left( n \times \frac{1}{n} \sum_{i=1}^{n} \log \left( \phi_{X_{i,n}} (u) \right) \right)
\]
\[
\leq \exp \left( n \times \log \left( \frac{1}{n} \sum_{i=1}^{n} \phi_{X_{i,n}} (u) \right) \right)
\]
Thus, if we introduce the following notation to simplify the expressions:
\[
\Phi_n (u) := \frac{1}{n} \sum_{i=1}^{n} \phi_{X_{i,n}} (u)
\]
we have
\[
\mathbb{P}\left( \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{n} X_{i,n} \right\| \leq \delta \right) \leq C_d e^{\frac{\delta^2}{2}} \left( \frac{n}{t^2} \right)^{d/2} \int_{\mathbb{R}^d} \delta_{n,\Phi_n} (u) e^{-\frac{n||u||^2}{2t^2}} du.
\]
(50)
\[
= I_1 + I_2 + I_3
\]
where the last sum corresponds to the decomposition the last integral over the whole $\mathbb{R}^d$ into three parts: the integral for $||u||_2 \leq r$ for a small $r > 0$ to be fixed later, the integral for $||u||_2 \geq R$ for another constant $R > 0$ to be precised, and finally the in between
integral for \( r < ||u||_2 < R \), i.e.

\[
I_1 := C_d e^{\frac{r^2 t^2}{2}} \left( \frac{n}{t^2} \right)^{d/2} \int_{||u||_2 \leq r} e^{n \log(\Phi_n(u))} e^{-\frac{n||u||_2^2}{2t^2}} du
\]

\[
I_2 := C_d e^{\frac{r^2 t^2}{2}} \left( \frac{n}{t^2} \right)^{d/2} \int_{||u||_2 \geq R} e^{n \log(\Phi_n(u))} e^{-\frac{n||u||_2^2}{2t^2}} du
\]

\[
I_3 := C_d e^{\frac{r^2 t^2}{2}} \left( \frac{n}{t^2} \right)^{d/2} \int_{r < ||u||_2 < R} e^{n \log(\Phi_n(u))} e^{-\frac{n||u||_2^2}{2t^2}} du
\]

Let us first consider the integral \( I_1 \) in a neighborhood of zero. For a fixed \( 1 \leq i \leq n \), the Taylor expansion of the characteristic function of \( X_{i,n} \) for small \( ||u||_2 \) gives

\[
\phi_{X_{i,n}}(u) = 1 - u^* \text{cov}(X_{i,n}) u + O(||u||_2^3),
\]

and thus

\[
|\phi_{X_{i,n}}(u)| = 1 - u^* \text{cov}(X_{i,n}) u + O(||u||_2^3).
\]

Now from the hypothesis on the mean of the third moment of \( X_{i,n} \), we deduce that for \( n \) large enough

\[
\Phi_n(u) = 1 - \frac{1}{n} \sum_{i=1}^{n} u^* \text{cov}(X_{i,n}) u + O(||u||_2^3),
\]

where the \( O(||u||_2^3) \) is uniform in \( n \). Using the lower bound on the covariance, we thus get that for \( n \) large enough

\[
\Phi_n(u) \leq 1 - c u^* u + O(||u||_2^3).
\]

In particular, for \( n \) large enough, there exists a small \( r > 0 \) such that, for all \( ||u||_2 \leq r \), we have

\[
\Phi_n(u) \leq 1 - \frac{c}{2} u^* u,
\]

and taking the logarithm, since \( \log(1 - x) \leq -x/2 \) for \( x > 0 \) small enough, we get that for \( n \) large enough, for \( r > 0 \) small enough and for all \( ||u||_2 \leq r \):

\[
\log(\Phi_n(u)) \leq -\frac{c}{4} u^* u.
\]

Injecting this estimate in the integral for \( ||u||_2 \leq r \) gives that for \( n \) large enough

\[
\int_{||u||_2 \leq r} e^{n \log(\Phi_n(u))} e^{-\frac{n||u||_2^2}{2t^2}} du \leq \int_{||u||_2 \leq r} e^{-\frac{n}{2} \left( \frac{c}{2} + \frac{1}{t^2} \right)||u||_2^2} du
\]

\[
\leq n^{-d/2} \left( \frac{c}{2} + \frac{1}{t^2} \right)^{-d/2} \int_{\mathbb{R}^d} e^{-\frac{n}{2} ||u||_2^2} du
\]

\[
\leq C_d^{-1} n^{-d/2} \left( \frac{c}{2} + \frac{1}{t^2} \right)^{-d/2}.
\]
In particular, we have for \( n \) large enough

\[
I_1 \leq \frac{e^{\frac{e^2}{2}}}{\left( \frac{ct^2}{2} + 1 \right)^{d/2}}.
\]

We now focus on the integral \( I_2 \) in the neighborhood of infinity. Since the variables \( X_{1,n} \) satisfy the weak Cramer condition, there exists constants \( A > 0 \) and \( R > 0 \) such that, for \( n \) large enough and for \( \|u\|_2 > R \), we have

\[
\Phi_n(u) \leq 1 - \frac{A}{\|u\|_2^2}.
\]

Taking the logarithm as above, one deduce that for \( n \) and \( R \) large enough and for all \( \|u\|_2 > R \)

\[
\log(\Phi_n(u)) \leq -\frac{A}{2\|u\|_2^2}.
\]

Injecting this new estimate in the integral for \( \|u\|_2 \geq R \) gives

\[
\int_{\|u\|_2 \geq R} e^{n \log(\Phi_n(u))} e^{-\frac{n\|u\|_2^2}{2t^2}} du \leq \int_{\|u\|_2 \geq R} \exp \left( -\frac{n}{2} \left( \frac{A}{\|u\|_2^2} + \frac{\|u\|_2^2}{t^2} \right) \right) du
\]

\[
= V_d \int_{\|u\|_2 \geq R} \exp \left( -\frac{n}{2} \left( \frac{A}{s^b} + \frac{s^2}{t^2} \right) \right) s^{d-1} ds.
\]

where \( V_d \) is the volume of the unit sphere in dimension \( d \). Now, for \( 0 < a < 1/b \), a simple change of variable yields

\[
\int_{R}^{n} \exp \left( -\frac{n}{2} \left( \frac{A}{s^b} + \frac{s^2}{t^2} \right) \right) s^{d-1} ds \leq e^{-\frac{A}{2}n^{1-a}b} \int_{R}^{n} \exp \left( -\frac{ns^2}{2t^2} \right) s^{d-1} ds
\]

\[
\leq e^{-\frac{A}{2}n^{1-a}b} \left( \frac{n}{t^2} \right)^{-d/2} \int_{0}^{\infty} e^{-u^2/2} u^{d-1} du.
\]

Otherwise, we have

\[
\int_{n}^{+\infty} \exp \left( -\frac{n}{2} \left( \frac{A}{s^b} + \frac{s^2}{t^2} \right) \right) s^{d-1} ds \leq \int_{n}^{+\infty} \exp \left( -\frac{ns^2}{2t^2} \right) s^{d-1} ds
\]

\[
= \left( \frac{n}{t^2} \right)^{-d/2} \int_{n^{a+1/2} / t}^{+\infty} \exp \left( -\frac{u^2}{2} \right) u^{d-1} du
\]

\[
\leq \left( \frac{n}{t^2} \right)^{-d/2} h \left( \frac{n^{a+1/2}}{t} \right)
\]

where \( h(x) := 2x^{d-2}e^{-x^2/2} \), as soon as \( n^{a+1/2} / t \) is large enough. Combining Equations (52), (53) and (54), we get that there exists a constant \( \Gamma_d \) which only depends on the
dimension $d$, such that
\begin{equation}
I_2 \leq \Gamma_d e^{\frac{\alpha^2 g^2}{2}} \left( e^{-\frac{4}{2}n^{1-ab}} + h \left( \frac{n^{a+1/2}}{t} \right) \right).
\end{equation}

We are left with the in between integral $I_3$, where the integral bounds $r$ and $R$ are now fixed. Since the sequence $X_{i,n}$ satisfy the weak Cramer condition, from Proposition 2.3 there exists $\varepsilon > 0$ such that, for $n$ large enough, uniformly in $r < ||u|| < R$ we have $\Phi_n(u) \leq 1 - \varepsilon$. We can moreover choose $\varepsilon$ small enough so that we also have $\log(\Phi_n(u)) \leq -\varepsilon/2$. Injecting this last estimate in the integral between $r$ and $R$ yields:
\begin{align*}
\int_{r < ||u|| < R} e^{n\log(\Phi_n(u))} e^{-\frac{n||u||^2}{2t^2}} du &\leq \left( e^{-\varepsilon/2} \right)^n \int_{r < ||u|| < R} e^{-\frac{n||u||^2}{2t^2}} du \\
&\leq \left( e^{-\varepsilon/2} \right)^n \left( \frac{n}{t^{d/2}} \right)^{-d/2} d||u||^2 du \\
&\leq C_d^{-1} \left( e^{-\varepsilon/2} \right)^n \left( \frac{n}{t^{d/2}} \right)^{-d/2}.
\end{align*}

In particular, we get
\begin{equation}
I_3 \leq e^{\frac{\alpha^2 g^2}{2}} \left( e^{-\varepsilon/2} \right)^n.
\end{equation}

Eventually, combining Equations (50), (51), (55) and (56), we get that for all $\delta > 0$ and $t > 0$, and for $n$ large enough
\begin{align*}
\mathbb{P} \left( \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} X_{i,n} \right\| \leq \delta \right) &\leq \frac{e^{\frac{\alpha^2 g^2}{2}}}{\left( \frac{\alpha^2 g^2}{4} + 1 \right)^{d/2}} + \Gamma_d e^{\frac{\alpha^2 g^2}{2}} \left( e^{-\frac{4}{2}n^{1-ab}} + h \left( \frac{n^{a+1/2}}{t} \right) \right) \\
&\quad + e^{\frac{\alpha^2 g^2}{2}} \left( e^{-\varepsilon/2} \right)^n.
\end{align*}

Letting $t = 1/\delta$, we conclude that there exists a positive constant $\Gamma$ which does not depend on $n$ or $\delta$ such that for $n$ large enough
\begin{align*}
\mathbb{P} \left( \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} X_{i,n} \right\| \leq \delta \right) &\leq \Gamma \left( \delta^d + e^{-\frac{4}{2}n^{1-ab}} + h \left( \delta n^{a+1/2} \right) + \left( e^{-\varepsilon/2} \right)^n \right).
\end{align*}

In particular, if $\delta$ is of the form $\delta = n^{-\gamma}$ for some $0 < \gamma < a + \frac{1}{2} < \frac{1}{b} + \frac{1}{2}$, making the constant $\Gamma$ a bit larger, we get that for $n$ large enough
\begin{align*}
\mathbb{P} \left( \left\| \frac{1}{\sqrt{n}} \sum_{i=1}^{n} X_{i,n} \right\| \leq \frac{1}{n^\gamma} \right) &\leq \frac{\Gamma}{n^{d\gamma}},
\end{align*}

hence the result. \qed
6.2. Edgeworth expansion. — We now give the proof of Theorem 4.2 stated in Section 4 which asserts that there is a valid Edgeworth expansion for the normalized sum of independent random vectors satisfying the weak mean Cramer condition (3).

Proof of Theorem 4.2 — As already noticed in Remark 4.1, the classical Cramer condition is used only once in the original proof of Theorems 20.1 and 20.6 of [BR86], from which we adopt the notations, namely for the control of the integral $I_1$ in Equation (20.36) p. 211. As our hypotheses in Theorem 4.2 only differ from the ones of Bathtub-charia and Rao by the fact that the classical Cramer condition is replaced by the weak mean Cramer condition, we are left to check in details that an analogous control of $I_1$ can be actually achieved under the weakened Cramer condition. Roughly speaking, the global strategy of the original proof is to truncate and center the original variables appearing in the statement and show that if the normalized sum of the truncated and centered variables satisfies a valid Edgeworth expansion, then so does the normalized sum of the original variables. Thus, starting from the variables $(X_{i,n})_{1 \leq i \leq n}$, we introduce the new variables

$$Z_{i,n} := X_{i,n} 1_{|X_{i,n}| \leq n} - E[X_{i,n} 1_{|X_{i,n}| \leq n}]$$

with components in $\mathbb{R}^k$

$$Z_{i,n} =: (Z_{i,n}(1), \ldots, Z_{i,n}(k)).$$

Note that we have $|Z_{i,n}| \leq 2\sqrt{n}$ for all $1 \leq i \leq n$. We denote by $Q'_n$ the law of the normalized sum

$$Q'_n := \frac{1}{\sqrt{n}} (Z_{1,n} + \ldots + Z_{n,n}),$$

and by $\hat{Q}'_n$ its characteristic function. The integral term $I_1$ which is the object of our attention involves multi-index derivatives of $\hat{Q}'_n$ so let us specify our notations. For a given multi-index $\gamma = (\gamma_1^1, \ldots, \gamma^k)$, we denote by $|\gamma|$ its length, namely $|\gamma| := \sum_{i=1}^k \gamma_i$. If we are now given a family a $n$ multi-indexes $\gamma = (\gamma_1, \ldots, \gamma_n)$ with $\gamma_i = (\gamma_i^j)_{1 \leq j \leq k} \in \mathbb{N}^k$, we set $|\gamma| := \sum_{i=1}^n |\gamma_i| = \sum_{i,j} \gamma_i^j$. If $\alpha \in \mathbb{N}^k$ and $\beta \in \mathbb{N}^k$ are multi-indexes such that $\alpha_i \leq \beta_i$ for all $1 \leq i \leq k$, the associated multinomial coefficient is denoted by

$$\binom{\beta - \alpha}{\gamma} := \frac{|\beta - \alpha|!}{\prod_{i=1}^k |\gamma_i|!}.$$

The proof of Theorems 20.1 and 20.6 in [BR86] also involves a smoothing Kernel $K_\varepsilon$, with Fourier transform $\hat{K}_\varepsilon$, whose derivatives satisfy the a priori estimate (20.18) p.210, namely for all $\varepsilon > 0$, for all $t \in \mathbb{R}^k$, and for all multi-index $\alpha$ of length $|\alpha| \leq s + d + 1$

$$|D^\alpha \hat{K}_\varepsilon| \leq \varepsilon^{|\alpha|} c_3(s, k) e^{-(\varepsilon^2 ||t||^2)^{1/2}},$$

(57)

for some absolute constant $c_3(s, k) > 0$. We can now make explicit the integral term $I_1$ that we want to control under the weakened Cramer condition:

$$I_1 = I_1(n, \varepsilon) := \int_{||t||_2 \geq c_n} |D^{\beta - \alpha} \hat{Q}'_n| |D^\alpha \hat{K}_\varepsilon| dt,$$

(58)
where $c_n := \frac{\sqrt{n}}{\log(n)}$. By independence of the variables $X_{i,n}$ and thus by independence of the new variables $Z_{i,n}$, we have

$$\hat{Q}_n' = \prod_{i=1}^{n} \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right),$$

with $\phi_{i,n}(t) = \mathbb{E} [ e^{i t Z_{i,n}} ]$

Let us observe that, for all multi-index $\alpha = (\alpha^1, \ldots, \alpha^k) \in \mathbb{N}^k$, we have

$$\left| D^\alpha \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right) \right| = \frac{1}{n^{\|\alpha\|/2}} \left| \mathbb{E} \left[ e^{i t \sqrt{n} Z_{i,n}} \left( \prod_{j=1, \alpha^j \neq 0}^{d} Z_{i,n}(j)^{\alpha^j} \right) \right] \right|$$

and thus, since $|Z_{i,n}| \leq 2\sqrt{n}$,

$$\left| D^\alpha \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right) \right| \leq 2^{\|\alpha\|}.$$  

Using the multi index and multidimensional Leibniz rule, if $\alpha \in \mathbb{N}^k$ and $\beta \in \mathbb{N}^k$ are multi-indexes such that $\alpha_i \leq \beta_i$ for all $1 \leq i \leq k$, we have then

$$D^{\beta - \alpha} \hat{Q}_n'(t) = \sum_{\gamma \in (\mathbb{N}^k)^n, |\gamma| = |\beta - \alpha|} \left( \beta - \alpha \right) \prod_{i=1}^{n} D^n \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right),$$

where the sum is taken on the family of multi-indexes $\gamma = (\gamma_1, \ldots, \gamma_n) \in (\mathbb{N}^k)^n$ whose total length $|\gamma| = \sum_{i,j} \gamma_i^j$ is equal to the length $|\beta - \alpha|$ of the multi-index $\beta - \alpha \in \mathbb{N}^k$.

Taking the modulus, we have then

$$\left| D^{\beta - \alpha} \hat{Q}_n'(t) \right| = \left| \sum_{\gamma \in (\mathbb{N}^k)^n, |\gamma| = |\beta - \alpha|} \left( \beta - \alpha \right) \prod_{i=1}^{n} D^n \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right) \prod_{i=1}^{n} \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right) \right|$$

$$\leq \sum_{\gamma \in (\mathbb{N}^k)^n, |\gamma| = |\beta - \alpha|} \left( \beta - \alpha \right) \prod_{i=1}^{n} D^n \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right) \prod_{i=1}^{n} \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right),$$

and using Equation (59), we deduce that

$$\left| D^{\beta - \alpha} \hat{Q}_n'(t) \right| \leq 2^{\|\beta - \alpha\|} \sum_{\gamma \in (\mathbb{N}^k)^n, |\gamma| = |\beta - \alpha|} \left( \beta - \alpha \right) \prod_{i=1}^{n} \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right).$$  

Combining both estimates (57) and (60) in the expression (58) of $I_1$, we get that for all integer $n \geq 1$ and for all $\varepsilon > 0$

$$I_1(n, \varepsilon) \leq c_3(s, k) \varepsilon^{|\alpha|} 2^{\|\beta - \alpha\|} \sum_{\gamma \in (\mathbb{N}^k)^n, |\gamma| = |\beta - \alpha|} \left( \beta - \alpha \right) J_\gamma(n, \varepsilon),$$
where we set

\[ J_{\gamma}(n, \varepsilon) := \int_{||t||_2 \geq c_n} \prod_{i=1}^{n} \phi_{i,n} \left( \frac{t}{\sqrt{n}} \right) \left| \frac{t}{\sqrt{n}} \right|_{2} e^{-\left(\varepsilon \langle ||t||_2 \rangle \right)^{1/2}} dt. \]

Performing the change of variables \( t/\sqrt{n} \mapsto t \), this last term reads

\[ J_{\gamma}(n, \varepsilon) = \frac{n^{k/2}}{\sqrt{n}} \int_{||t||_2 \geq \sqrt{n}} \prod_{i=1}^{n} \phi_{i,n} (t) \left| \frac{t}{\sqrt{n}} \right|_{2} e^{-\left(\varepsilon \sqrt{n} \langle ||t||_2 \rangle \right)^{1/2}} dt. \]

By hypothesis, there exists \( r > 0 \) such that for \( n \) large enough \( c_n/\sqrt{n} \geq r \). Therefore, noticing that the number of \( 1 \leq i \leq n \) such that \( \gamma_i = 0 \) is greater than \( n - |\gamma| \) and using the arithmetico-geometric inequality as in the proof of Theorem 3.1, we have for \( n \) large enough, and for all \( \varepsilon > 0 \)

\[ J_{\gamma}(n, \varepsilon) \leq \frac{n^{k/2}}{\sqrt{n}} \exp \left( (n - |\gamma|) \log \left( \frac{n}{n - |\gamma|} \frac{1}{n} \sum_{i=1}^{n} |\phi_{i,n} (t)| \right) \right) e^{-\left(\varepsilon \sqrt{n} \langle ||t||_2 \rangle \right)^{1/2}} dt \]

or, developing the logarithm,

\[ J_{\gamma}(n, \varepsilon) \leq \frac{n^{k/2}}{\sqrt{n}} \exp \left( (n - |\gamma|) \log \left( \frac{n}{n - |\gamma|} \frac{1}{n} \sum_{i=1}^{n} |\phi_{i,n} (t)| \right) \right) \frac{1}{n} \sum_{i=1}^{n} |\phi_{i,n} (t)| \exp \left( -\left(\varepsilon \sqrt{n} \langle ||t||_2 \rangle \right)^{1/2} \right) dt. \]

We are now left to check that if the characteristic functions of the \( X_{i,n} \) satisfy the weak mean Cramer condition of the statement, then so do the characteristic functions \( \phi_{i,n} \) of the truncated and centered variables \( Z_{i,n} \). This is precisely the object of the next lemma.

**Lemma 6.1.** — For all integers \( n \geq 1 \) and for all \( t \in \mathbb{R}^k \), we have

\[ \frac{1}{n} \sum_{i=1}^{n} |\phi_{i,n} (t)| \leq \frac{1}{n} \sum_{i=1}^{n} |\phi_{X_{i,n}} (t)| + \frac{2\rho_s(n)}{n}. \]

In particular, under the hypotheses of Theorem 4.2, for all \( 0 < r < R \), there exists \( \eta > 0 \) such that we have the local Cramer condition

\[ \limsup_{n \to +\infty} \sup_{r < ||t||_2 < R} \frac{1}{n} \sum_{i=1}^{n} |\phi_{i,n} (t)| \leq 1 - \eta, \]

and there exists \( A > 0 \) such that, for \( n \) large enough and for all \( R < ||t||_2 \leq \frac{A n^{1/b}}{4 \rho_s(n)} \)

\[ \frac{1}{n} \sum_{i=1}^{n} |\phi_{i,n} (t)| \leq 1 - \frac{A}{2||t||_2^b}. \]
Proof of Lemma 6.1 — Let us observe that

\[
|\phi_{i,n}(t)| = |\mathbb{E}[e^{itX_{i,n}}]| = |\mathbb{E}\left[e^{itX_{i,n}1_{||X_{i,n}|| \leq n}}\right]|
\]

\[
= |\mathbb{E}\left[e^{itX_{i,n}}1_{||X_{i,n}|| \leq n}\right] + \mathbb{P}(||X_{i,n}|| > n)|
\]

\[
= |\mathbb{E}\left[e^{itX_{i,n}}\right] - \mathbb{E}\left[(e^{itX_{i,n}} - 1)1_{||X_{i,n}|| > n}\right]|
\]

In particular, recalling that, by definition \( \phi_{X_{i,n}}(t) := \mathbb{E}[e^{itX_{i,n}}] \), we have

\[
|\phi_{i,n}(t)| - |\phi_{X_{i,n}}(t)| \leq |\mathbb{E}\left[(e^{itX_{i,n}} - 1)1_{||X_{i,n}|| > n}\right]|
\]

\[
\leq 2\mathbb{P}(||X_{i,n}|| > n)
\]

\[
\leq 2\mathbb{E}\left[||X_{i,n}||^s\right]/n^s.
\]

Summing over \( i \) yields Equation (63). Now, if the variables \( X_{i,n} \) belong to the class \( \mathcal{C}(k, b) \), there exists \( R > 0 \) and \( A > 0 \), such that for \( n \) large enough, and for all \( ||t||_2 > R \)

\[
\frac{1}{n}\sum_{i=1}^{n}|\phi_{X_{i,n}}(t)| \leq 1 - \frac{A}{||t||_2^p}.
\]

In particular, for \( R < ||t||_2 \leq \frac{An^{1/b}}{\phi_{\nu}(n)} \), we deduce from Equation (63) that

\[
\frac{1}{n}\sum_{i=1}^{n}|\phi_{i,n}(t)| \leq 1 - \frac{A}{2||t||_2^p}.
\]

Now, from Proposition 2.3 if the sequence \( X_{i,n} \) belong to the class \( \mathcal{C}(k, b) \), we also have a local Cramer estimate, namely, there exists \( \eta > 0 \) such that

\[
\limsup_{n \to +\infty} \sup_{r < ||t||_2 < R} \frac{1}{n}\sum_{i=1}^{n}|\phi_{X_{i,n}}(t)| \leq 1 - 2\eta.
\]

Therefore, choosing \( n \) large enough, we deduce from Equation (63) that

\[
\limsup_{n \to +\infty} \sup_{r < ||t||_2 < R} \frac{1}{n}\sum_{i=1}^{n}|\phi_{i,n}(t)| \leq 1 - \eta,
\]

hence the result.

Let us go back to the proof of Theorem 4.2 and the estimate of \( K_{\gamma}(n, \varepsilon) \) from which we will deduce obvious estimates for \( J_{\gamma}(n, \varepsilon) \) and finally \( I_1(n, \varepsilon) \). As in the proof of Theorem 3.1 let us decompose \( K_{\gamma}(n, \varepsilon) \) as the sum

\[
K_{\gamma}(n, \varepsilon) := K_{\gamma}^1(n, \varepsilon) + K_{\gamma}^2(n, \varepsilon) + K_{\gamma}^3(n, \varepsilon)
\]
where
\[
K^1_\gamma(n, \varepsilon) := \int_{r \leq ||t||_2 < R} \exp \left( (n - |\gamma|) \log \left( \frac{1}{n} \sum_{i=1}^{n} |\phi_i(n) (t)| \right) \right) e^{-\left(\varepsilon \sqrt{n} ||t||_2 \right)^{1/2}} dt,
\]
\[
K^2_\gamma(n, \varepsilon) := \int_{R \leq ||t||_2 \leq \frac{A n^{\frac{1}{2}}}{4 \rho_s(n)}} \exp \left( (n - |\gamma|) \log \left( \frac{1}{n} \sum_{i=1}^{n} |\phi_i(n) (t)| \right) \right) e^{-\left(\varepsilon \sqrt{n} ||t||_2 \right)^{1/2}} dt,
\]
\[
K^3_\gamma(n, \varepsilon) := \int_{||t||_2 \geq \frac{A n^{\frac{1}{2}}}{4 \rho_s(n)}} \exp \left( (n - |\gamma|) \log \left( \frac{1}{n} \sum_{i=1}^{n} |\phi_i(n) (t)| \right) \right) e^{-\left(\varepsilon \sqrt{n} ||t||_2 \right)^{1/2}} dt.
\]

From the local estimate (64), for \( n \) large enough and for all \( \varepsilon > 0 \), the integral \( K^1_\gamma(n, \varepsilon) \) is bounded by
\[
K^1_\gamma(n, \varepsilon) \leq e^{-\frac{(n - |\gamma|) n}{2}} \int_{r \leq ||t||_2 \leq R} e^{-\left(\varepsilon \sqrt{n} ||t||_2 \right)^{1/2}} dt \leq (R - r) e^{-\frac{(n - |\gamma|) n}{2}},
\]
which goes to zero exponentially fast in \( n \) as \( n \) goes infinity, uniformly in \( \varepsilon > 0 \). We now consider the integral term \( K^3_\gamma(n, \varepsilon) \) and we define
\[
R(n, \varepsilon) := \frac{A \varepsilon n^{\frac{1}{2}} + \frac{1}{2}}{4 \rho_s(n)}.
\]

Bounding the first exponential term by one and performing the simple change of variables \( \varepsilon \sqrt{n} t \rightarrow u \), we get that for all \( n \geq 1 \) and for all \( \varepsilon \), the term \( K^3_\gamma(n, \varepsilon) \) is bounded by
\[
K^3_\gamma(n, \varepsilon) \leq \int_{||t||_2 \geq \frac{A n^{\frac{1}{2}}}{4 \rho_s(n)}} e^{-\left(\varepsilon \sqrt{n} ||t||_2 \right)^{1/2}} dt = (\varepsilon \sqrt{n})^{-k} \int_{||u||_2 \geq R(n, \varepsilon)} e^{-\sqrt{||u||_2}} du,
\]
\[
\leq C(k)(\varepsilon \sqrt{n})^{-k} R(n, \varepsilon)^k e^{-\sqrt{R(n, \varepsilon)}},
\]
where the positive constant \( C(k) \) only depends on the dimension \( k \). In particular, if \( \varepsilon = \varepsilon_n \), then \( K^3_\gamma(n, \varepsilon_n) \) goes to zero faster than any polynomial as \( n \) goes infinity, as soon as \( R(n, \varepsilon_n) \) diverges with a polynomial growth. It is always the case if the following conditions are fulfilled:
\[
b < 2 \quad \text{and} \quad \varepsilon_n = n^{-\frac{b}{2}}.
\]

Now, from the asymptotic Cramer estimate (65), for \( n \) large enough and for all \( \varepsilon > 0 \), the integral \( K^2_\gamma(n, \varepsilon) \) is bounded by
\[
K^2_\gamma(n, \varepsilon) \leq \int_{R \leq ||t||_2 \leq \frac{A n^{\frac{1}{2}}}{4 \rho_s(n)}} \frac{e^{-\frac{(n - |\gamma|) A}{4 ||t||_2}}}{4 ||t||_2} e^{-\left(\varepsilon \sqrt{n} ||t||_2 \right)^{1/2}} dt
\]
\[
\leq \int_{||t||_2 \geq R} \frac{e^{-\frac{(n - |\gamma|) A}{4 ||t||_2}}}{4 ||t||_2} e^{-\left(\varepsilon \sqrt{n} ||t||_2 \right)^{1/2}} dt
\]
\[
\leq V_k \int_{u \geq R} \frac{e^{-\frac{(n - |\gamma|) A}{4 u^2}}}{4 u^2} e^{-\left(\varepsilon \sqrt{nu} \right)^{1/2}} u^{k-1} du.
\]
As in Equations (53) and (54) in the end of the proof of Theorem 3.1, the last term can be controlled by decomposing the integral between $R$ and $n^a$ and then between $n^a$ and $+\infty$, with $a$ such that $1 - ab > 0$. Namely, there exists a positive constant $\bar{C}(k) > 0$ which only depends on the dimension $k$ such that,

\[
(69) \quad \int_{R \leq u \leq n^a} e^{-\frac{(n-|\gamma|)A}{4u^b}} e^{-(\varepsilon\sqrt{n}u)^{1/2}} u^{k-1}du \leq \bar{C}(k) (\varepsilon\sqrt{n})^{-k} \exp \left( -n^{1-ab}(1 + o(1)) \right).
\]

Otherwise, we have

\[
(70) \quad \int_{u \geq n^a} e^{-\frac{(n-|\gamma|)A}{4u^b}} e^{-(\varepsilon\sqrt{n}u)^{1/2}} u^{k-1}du \leq (\varepsilon\sqrt{n})^{-k} \int_{u \geq \varepsilon n^{a+1/2}} e^{-(\varepsilon\sqrt{n})u^{1/2}} u^{k-1}du.
\]

Therefore, combining (69) and (70), we get that if $\varepsilon = \varepsilon_n$ goes to zero as $n$ goes to infinity, the integral $K_\gamma^2(n, \varepsilon)$ goes to zero faster than any polynomial as $n$ goes to infinity, as soon as $\varepsilon_n n^{a+1/2}$ goes to infinity with a polynomial growth. This is always the case if

\[
(71) \quad \frac{3}{2} + \frac{1}{b} - \frac{s}{2} > 0 \quad \text{and} \quad \varepsilon_n = n^{-\frac{ab}{2}}.
\]

From Equations (66)-(70), we thus deduce that if

\[
\frac{3}{2} + \frac{1}{b} - \frac{s}{2} > 0, \quad \text{and} \quad \varepsilon_n = n^{-\frac{ab}{2}},
\]

then as $n$ goes to infinity, uniformly in $\gamma$ such that $|\gamma| = |\beta - \alpha|$, we have

\[
(72) \quad K_\gamma^2(n, \varepsilon_n) = o(n^{-\alpha}), \quad \forall \alpha > 0.
\]

Note that since $s > 2$ by assumption, the condition (71) actually implies the fact $b < 2$. From Equation (52), we then deduce that, uniformly in $\gamma$ such that $|\gamma| = |\beta - \alpha|$

\[
(73) \quad J_\gamma(n, \varepsilon_n) = o(n^{-\alpha}), \quad \forall \alpha > 0.
\]

To conclude, let us remark that in Equation (61), the number multi-indexes $\gamma \in (\mathbb{N}^k)^n$ such that $|\gamma| = |\beta - \alpha|$ is polynomial in $n$ of degree less than $|\beta - \alpha|$. Therefore, we also have

\[
I_1(n, \varepsilon_n) = o(n^{-\alpha}), \quad \forall \alpha > 0.
\]

At this point, we have thus a similar control of $I_1 = I_1(n, \varepsilon_n)$ as in Equation (20.34) of [BR86]. The rest of the proof follows the exact same lines as the proof of Bhattarcharia and Rao, with the only difference that $\varepsilon_n = n^{-\frac{ab}{2}}$ here, in place of $\varepsilon = e^{-dn}$ in the original proof. Therefore, we have the control

\[
(74) \quad \left| \int fdQ_n - \int fd\tilde{Q}_n \right| \leq M_s(f)\delta_1(n) + c(s, k)\tilde{\omega}_f(2\varepsilon_n : \Phi),
\]

which is precisely the one given by Equation (26) in the statement of Theorem 4.2.
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