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**Abstract**

Recent breakthrough results in compressive sensing (CS) have established that many high dimensional signals can be accurately recovered from a relatively small number of non-adaptive linear observations, provided that the signals possess a sparse representation in some basis. Subsequent efforts have shown that the performance of CS can be improved by exploiting additional structure in the locations of the nonzero signal coefficients during inference, or by utilizing some form of data-dependent adaptive measurement focusing during the sensing process. To our knowledge, our own previous work was the first to establish the potential benefits that can be achieved when fusing the notions of adaptive sensing and structured sparsity – that work examined the task of support recovery from noisy linear measurements, and established that an adaptive sensing strategy specifically tailored to signals that are tree-sparse can significantly outperform adaptive and non-adaptive sensing strategies that are agnostic to the underlying structure. In this work we establish fundamental performance limits for the task of support recovery of tree-sparse signals from noisy measurements, in settings where measurements may be obtained either non-adaptively (using a randomized Gaussian measurement strategy motivated by initial CS investigations) or by any adaptive sensing strategy. Our main results here imply that the adaptive tree sensing procedure analyzed in our previous work is nearly optimal, in the sense that no other sensing and estimation strategy can perform fundamentally better for identifying the support of tree-sparse signals.
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**I. INTRODUCTION**

In recent years, the development and analysis of new sampling and inference methods that make efficient use of measurement resources has received a renewed and concentrated focus. Many of the compelling new investigations...
in this area share a unifying theme – they leverage the phenomenon of \textit{sparsity} as a means for describing inherently simple (i.e., low-dimensional) structure that is often present in many signals of interest.

Consider the task of inferring a (perhaps very high-dimensional) vector \( x \in \mathbb{R}^n \). Compressive sensing (CS) prescribes collecting non-adaptive linear measurements of \( x \) by “projecting” it onto a collection of \( n \)-dimensional “measurement vectors.” Formally, CS observations may be modeled as

\[
y_j = \langle a_j, x \rangle + w_j = a_j^T x + w_j, \quad \text{for } j = 1, 2, \ldots, m, \tag{1}
\]

where \( a_j \) is the \( j \)-th measurement vector and \( w_j \) describes the additive error associated with the \( j \)-th measurement, which may be due to modeling error or stochastic noise. Initial breakthrough results in CS established that sparse vectors \( x \) having no more than \( k < n \) nonzero elements can be exactly recovered (in noise-free settings) or reliably estimated (in noisy settings) from a collection of only \( m = O(k \log n) \) measurements of the form (1) using, for example, ensembles of randomly generated measurement vectors whose entries are iid realizations of certain zero-mean random variables (e.g., Gaussian) – see, for example, [1] as well as numerous CS-related efforts at dsp.rice.edu/cs.

While many of the initial efforts in CS focused on purely randomized measurement vector designs and considered recovery of arbitrary sparse vectors, several powerful extensions to the original CS paradigm have been investigated in the literature. One such extension allows for additional flexibility in the measurement process, so that information gleaned from previous observations may be employed in the design of future measurement vectors. Formally, such \textit{adaptive sensing} strategies are those for which the \( j \)-th measurement vector \( a_j \) is obtained as a (deterministic or randomized) function of previous measurement vectors and observations \( \{a_\ell, y_\ell\}_{\ell=1}^{j-1} \), for each \( j = 2, 3, \ldots, m \).

Non-adaptive sensing strategies, by contrast, are those for which each measurement vector is independent of all past (and future) observations. The randomized measurement vectors typically employed in CS settings comprise an example of a non-adaptive sensing strategy. Adaptive sensing techniques have been shown beneficial in sparse inference tasks, enabling an improved resilience to measurement noise relative to techniques based on non-adaptive measurements (see, for example, [2]–[16] as well as the summary article [17] and the references therein) and further reductions in the number of compressive measurements required for recovering sparse vectors in noise-free settings [18], [19].

Another powerful extension to the canonical CS framework corresponds to the exploitation of additional \textit{structure} that may be present in the locations of the nonzeros of \( x \). To formalize this notion, we first define the support \( S = S(x) \) of a vector \( x = [x_1 \ x_2 \ \ldots \ x_n]^T \) as

\[
S(x) \triangleq \{ i : x_i \neq 0 \}, \tag{2}
\]

and note that, in general, the support of a \( k \)-sparse \( n \)-dimensional vector corresponds to one of the \( \binom{n}{k} \) distinct subsets of \( \{1, 2, \ldots, n\} \) of cardinality \( k \). The term \textit{structured sparsity} describes a restricted class of sparse signals whose supports may occur only on a (known) subset of these \( \binom{n}{k} \) distinct subsets. Generally speaking, knowledge of the particular structure present in the object being inferred can be incorporated into sparse inference procedures,
and for certain types of structure this can result either in a reduction in the number of measurements required for accurate inference, or improved estimation error guarantees, or both (see, e.g., [20]–[22], as well as the recent survey article [23] on structured sparsity in compressive sensing).

To the best of our knowledge, our own previous work [24] was the first to identify and quantify the benefits of using adaptive sensing strategies that are tailored to certain types of structured sparsity, in noisy sparse inference tasks. Specifically, the work [24] established that a simple adaptive compressive sensing strategy for tree-sparse vectors could successfully identify the support of much weaker signals than what could be recovered using non-adaptive or adaptive sensing strategies that were agnostic to the structure present in the signal being acquired. Subsequent efforts by other authors have similarly identified benefits of adaptive sensing techniques tailored to other forms of structured sparsity in noisy sparse inference tasks [14], [15], [25].

The primary aim of this effort is to establish the optimality of the strategy analyzed in [24], by identifying the fundamental performance limits associated with the task of support recovery of tree-sparse signals from noisy measurements that may be obtained adaptively. For completeness, and in an effort to put these results into a broader context, we also identify here the performance limits associated with the same support recovery task in settings where measurements are obtained non-adaptively using randomized (Gaussian) measurement vector ensembles, as in the initial efforts in CS. We begin by formalizing the notion of tree-structured sparsity, and reviewing the results of [24].

A. Adaptive Sensing of Tree Sparse Signals

Tree sparsity essentially describes the phenomenon where the nonzero elements of the signal being inferred exhibit clustering along paths in some known underlying tree. For the purposes of our investigation here, we formalize the notion of tree sparsity as follows. Suppose that the set \{1, 2, \ldots, n\} that indexes the elements of \(x \in \mathbb{R}^n\) is put into a one-to-one correspondence with the nodes of a known tree of degree \(d \geq 1\) having \(n\) nodes, which we refer to as the underlying tree. We say that a vector \(x\) is \(k\)-tree sparse (with respect to the underlying tree) when the indices of the support set \(S(x)\) correspond, collectively, to a rooted connected subtree of the underlying tree. In the sequel we restrict our attention to \(n\)-dimensional signals that are tree sparse in a known underlying binary tree (\(d = 2\)), though our approach and main results can be extended, in a relatively straightforward manner, to underlying trees having degree \(d > 2\). For illustration, Figure 1 depicts a graphical representation of a signal that is 4-tree sparse in an underlying complete tree of degree 2 with 7 nodes.

Tree sparsity arises naturally in the wavelet coefficients of many signals including, in particular, natural images (see, for example, [26]–[28]), and this fact has motivated several investigations into CS inference techniques that exploit or leverage underlying tree structure in the signals being acquired [20], [21], [29]–[31]. More aligned with our focus here are several prior efforts that have examined specialized sensing techniques, designed to exploit the inherent tree-based structure present in the wavelet-domain representations of certain signals in various application domains. The work [32], for example, examined dynamic MRI applications where non-Fourier (in this case, wavelet domain) encoding is employed along one of the spatial dimensions, and proposed a sequential sensing strategy that
Fig. 1: A signal $x \in \mathbb{R}^7$ (left) that is 4-tree sparse in an underlying binary tree having 7 nodes (right). The support $S(x) = \{1, 2, 3, 5\}$ corresponds to a rooted connected subtree of the underlying tree.

acquires observations of the wavelet coefficients of the object being observed in a “coarse-to-fine” (i.e., top-down, in the wavelet representation) manner. The work [33] compared a coarse-to-fine direct wavelet coefficient sensing approach to a sensing approach based on Bayesian experimental design in the context of an imaging application. More recently, [34] proposed a top-down adaptive wavelet sensing strategy in the context of compressive imaging and provided an analysis of the sample complexity of such strategies in noise-free settings, but did not investigate how such procedures would perform in noisy scenarios; see also [35]. Motivated by these existing efforts, the essential aim of the authors’ own prior work [24] was to assess the performance of such strategies in noisy settings; for completeness, we summarize the approach and main results of that work here.

Let us assume, for simplicity, that the signal $x$ being acquired is tree sparse in the canonical (identity) basis, though extensions to signals that are tree sparse in any other orthonormal basis (e.g., a wavelet basis) are straightforward. Noisy observations of $x$ are obtained according to (1) by projecting $x$ onto a sequence of adaptively designed measurement vectors, each of which corresponds to a basis vector of the canonical basis, and we assume that each measurement vector has unit norm. Now, to simplify the description of the procedure, we introduce some slightly different notation to index the individual observations. Specifically, rather than indexing observations by the order in which they were obtained as in (1), we instead index each measurement according to the index of the basis vector onto which $x$ is projected, or equivalently here, according to the location of $x$ that was observed. To that end, let us denote by $y_{(j)}$ the measurement obtained by projecting $x$ onto the vector $e_j$ having a single nonzero in the $j$-th location for any $j \in \{1, 2, \ldots, n\}$.

Now, begin by specifying a threshold $\tau \geq 0$, and by initializing a support estimate $\hat{S} = \emptyset$ and a data structure $Q$ (which could be a stack, queue, or simply a set) to contain the index corresponding to the root of the underlying tree. While the data structure $Q$ is nonempty, remove an element $\ell$ from $Q$, collect a noisy measurement $y_{(\ell)}$ by projecting $x$ onto $e_\ell$, and perform the following hypothesis test. If $|y_{(\ell)}| \geq \tau$, add the indices corresponding to the children of node $\ell$ in the underlying tree to the data structure $Q$ and update the support estimate to include the index $\ell$; on the other hand, if $|y_{(\ell)}| < \tau$, then keep $Q$ and $\hat{S}$ unchanged. Continue in this fashion, at each step obtaining a new measurement and performing a corresponding hypothesis test to determine whether the amplitude of the coefficient measured in that step was significant. When the overall procedure terminates it outputs its final support.
**Algorithm 1** Adaptive sensing procedure for acquiring signals assumed tree-sparse in a (known) underlying tree.

**Initialize:** Threshold $\tau \geq 0$; Support Estimate $\mathcal{S} = \emptyset$.

Data Structure $Q$ containing the index of the root of the underlying tree

while $Q \neq \emptyset$ do

Remove an index $\ell$ from $Q$

Collect noisy observation $y(\ell) = \alpha_\ell^T x + \mathcal{N}(0, \sigma^2)$

if $|y(\ell)| \geq \tau$ then

Add indices corresponding to children of $\ell$ in the underlying tree to $Q$

Update support estimate: $\widehat{\mathcal{S}} \leftarrow \widehat{\mathcal{S}} \cup \ell$

end if

end while

**Output:** Final Support Estimate $\widehat{\mathcal{S}}$

estimate $\widehat{\mathcal{S}}$, which essentially corresponds to the set of locations of $x$ for which the corresponding measurements exceeded $\tau$ in amplitude.

The main result of [24] quantifies the performance of this type of sensing strategy for acquiring tree-sparse signals in settings where each measurement is corrupted by additive white Gaussian noise; the overall approach in this context is depicted as Algorithm 1. We provide a restatement of the main result of [24] here as a Lemma, and provide a proof in the appendix, for completeness. It is worth noting that the choice of data structure $Q$ in the procedure implicitly determines the order in which measurements are obtained; our analysis, however, is applicable regardless of which particular data structure $Q$ is used.

**Lemma I.1.** Specify a sparsity parameter $k' \in \mathbb{N}$, intended to be an upper-bound for the true sparsity level of the signal being acquired, and choose any $\delta \in (0, 1)$. Set the threshold $\tau$ in Algorithm 1 to be

$$\tau = \sqrt{2\sigma^2 \log \left(\frac{4k'}{\delta}\right)}.$$  \hspace{1cm} (3)

Now, if the signal $x \in \mathbb{R}^n$ being acquired by the procedure is $k$-tree sparse for some $k \geq 2$, the specified sparsity parameter $k'$ satisfies $k' \leq \beta k$ for some $\beta \geq 1$, and the nonzero components of $x$ satisfy

$$|x_i| \geq \sqrt{8 \left[1 + \log \left(\frac{4\beta}{\delta}\right)\right]} \cdot \sqrt{\sigma^2 \log k},$$  \hspace{1cm} (4)

for every $i \in \mathcal{S}(x)$, then with probability at least $1 - \delta$ the following are true: the algorithm terminates after collecting $m \leq 2k + 1$ measurements, and the support estimate $\widehat{\mathcal{S}}$ produced by the procedure satisfies $\widehat{\mathcal{S}} = \mathcal{S}(x)$.

In words, this result ensures that when the magnitudes of the nonzero signal components are sufficiently large –

---

1We note that we have not attempted to optimize constants in our derivation of Lemma I.1, opting instead for simple expressions that better illustrate the scaling behavior with respect to the problem parameters.
satisfying the condition specified in (4) – the procedure depicted in Algorithm 1 will correctly identify the support of the tree sparse vector (with high probability), and will do so using no more than $2k + 1$ measurements.

Now, as a simple extension, suppose that we seek to identify the support of a $k$-tree sparse vector, and are equipped with a budget of $m$ measurements, where $m \geq r(2k + 1)$ for some integer constant $r \geq 1$. In this setting, the procedure described above may be easily modified to obtain a total of $r$ measurements (each with its own independent additive noise) at each step. If these replicated measurements are averaged prior to performing the hypothesis test at each step, the results of Lemma 1.1 can be extended directly to this setting. We formalize this extension here as a corollary.

**Corollary 1.1.** Let $x$ be as in Lemma 1.1 and consider acquiring $x$ using a variant of the adaptive tree sensing procedure described in Algorithm 1 where $r \geq 1$ measurements are obtained in each step and averaged to reduce the effective measurement noise prior to each hypothesis test. Choose $\delta \in (0, 1)$ and sparsity parameter $k' \in \mathbb{N}$, and set the threshold $\tau$ as

$$\tau = \sqrt{\frac{2}{r} \left( \frac{\sigma^2}{\Delta} \right) \log \left( \frac{4k'}{\delta} \right)}.$$

(5)

If $x$ is $k$-tree sparse for some $k \geq 2$, the sparsity parameter $k' \leq \beta k$ for some $\beta \geq 1$, and the amplitudes of the nonzero components of $x$ satisfy

$$|x_i| \geq \sqrt{8 \left[ 1 + \log \left( \frac{4\beta}{\delta} \right) \right]} \cdot \sqrt{\left( \frac{\sigma^2}{r} \right) \log k},$$

(6)

for every $i \in S(x)$ then with probability at least $1 - \delta$ the following are true: the algorithm terminates after collecting $m \leq r(2k + 1)$ measurements, and the support estimate $\hat{S}$ produced by the procedure satisfies $\hat{S} = S(x)$.

Note that since $m \leq r(2k + 1)$ we have that $1/r \leq 3k/m$ provided $k \geq 1$. It follows from the corollary that when the sparsity parameter $k'$ does not overestimate the true sparsity level by more than a constant factor (i.e., $\beta \geq 1$ is a constant), then a sufficient condition to ensure that the support estimate produced by the repeated-measurements variant of the tree sensing procedure is correct with probability at least $1 - \delta$, is that the nonzero components of $x$ satisfy

$$|x_i| \geq \sqrt{24 \left[ 1 + \log \left( \frac{4\beta}{\delta} \right) \right]} \cdot \sqrt{\frac{\sigma^2}{m} \log k},$$

(7)

for all $i \in S(x)$. Identifying whether any other procedure can accurately recover the support of tree-sparse signals having fundamentally weaker amplitudes is the motivation for our present effort.

**B. Problem Statement**

As stated above, the essential aim of this work is to establish whether the adaptive sensing procedure for tree-sparse signals analyzed by the authors in the previous work [24], and summarized above as Algorithm 1 is optimal. Our specific focus here is on establishing fundamental performance limits for the support recovery task – that of identifying the locations of the nonzeros of $x$ – in settings where $x$ is $k$ tree-sparse, and when observations may
be designed either non-adaptively (e.g., measurement vectors whose elements are random and iid, as in traditional CS) or adaptively based on previous observations. We formalize this problem here.

1) Signal Model: Let $T_{n,k}$ denote the set of all unique supports for $n$-dimensional vectors that are $k$-tree sparse in the same underlying binary tree with $n$ nodes. For technical reasons, we further assume that the underlying trees are nearly complete, meaning that all levels of the underlying tree are full with the possible exception of the last (i.e., the bottom) level, and all nodes in any partially full level are as far to the left as possible.

Our specific focus will be on classes of $k$-tree sparse signals, $2 \leq k \leq (n+1)/2$, where each $k$-sparse signal $x$ has support $S(x) \in T_{n,k}$, and for which the amplitudes of all nonzero signal components are greater or equal to some non-negative quantity $\mu$. Formally, for a given underlying tree, fixed sparsity level $k$, and $T_{n,k}$ as described above, we define the signal class

$$\mathcal{X}_{\mu;T_{n,k}} \triangleq \left\{ x \in \mathbb{R}^n : x_i = \alpha_i 1_{\{i \in T\}}, \quad |\alpha_i| \geq \mu > 0, \quad T \in T_{n,k} \right\},$$

where $1_{\{B\}}$ denotes the indicator function of the event $B$. In the sequel, we choose to simplify the exposition by denoting the signal class $\mathcal{X}_{\mu;T_{n,k}}$ using the shorthand notation $\mathcal{X}_{\mu,k}$, effectively leaving the problem dimension and specification of the underlying tree (and corresponding set of allowable $k$-tree sparse supports) to be implicit. As we will see, the conditions required for accurate support recovery of $k$-tree sparse signals as defined above are directly related to the signal amplitude parameter $\mu$.

2) Sensing Strategies: We examine the support recovery task under both adaptive and non-adaptive sensing strategies. The non-adaptive sensing strategies that we examine here are motivated by initial efforts in CS, which prescribe collecting observations using ensembles of randomly generated measurement vectors. Here, when considering performance limits of non-adaptive sensing, we consider observations obtained according to the model (1), where each $a_j$, $j = 1, 2, \ldots, m$, is an independent random vector, whose elements are iid $\mathcal{N}(0, 1/n)$ random variables. This normalization ensures that each measurement vector has norm one in expectation; that is, $E[||a_j||_2^2] = 1$ for all $j = 1, 2, \ldots, m$. Our investigation of adaptive sensing strategies focuses on observations obtained according to (1), using measurement vectors satisfying $||a_j||_2^2 = 1$, for $j = 1, 2, \ldots, m$, and for which $a_j$ is allowed to explicitly depend on $\{a_\ell, y_\ell\}_{\ell=1}^{j-1}$ for $j = 2, 3, \ldots, m$, as described above.

Overall, as noted in [16], we can essentially view any (non-adaptive, or adaptive) sensing strategy in terms of a collection $M$ of conditional distributions of measurement vectors $a_j$ given $\{a_\ell, y_\ell\}_{\ell=1}^{j-1}$ for $j = 2, 3, \ldots, m$. We adopt this interpretation here, denoting by $M_{m,na}$ the specific sensing strategy based on non-adaptive Gaussian random measurements described above, and by $M_m$ be the collection of all adaptive (or non-adaptive) sensing strategies based on $m$ measurements, where each measurement vector is exactly norm one (with probability one).

3) Observation Noise: In each case, we model the noises associated with the linear measurements as a sequence of independent $\mathcal{N}(0, \sigma^2)$ random variables. We further assume that each noise $w_j$ is independent of the present and all past measurement vectors $\{a_\ell\}_{\ell=1}^j$. For the non-adaptive sensing strategies we examine here noises will also be independent of future measurement vectors, though by design, future measurement vectors generally will not be independent of present noises when adaptive sensing strategies are employed.
4) The Support Estimation Task: We define a support estimator $\psi$ to be a (measurable) function from the space of measurement vectors and associated observations to the power set of $\{1, 2, \ldots, n\}$. In other words, an estimator $\psi$ takes as its input a collection of measurement vectors and associated observations, $\{a_j, y_j\}_{j=1}^m$, denoted by $\{A_m, y_m\}$ in the sequel (for shorthand), and outputs a subset of the index set $\{1, 2, \ldots, n\}$. We note that any estimator can, in general, have knowledge of the sensing strategy that was employed during the measurement process, and we make that dependence explicit here. Overall, we denote a support estimate based on observations $A_m, y_m$ obtained using sensing strategy $M$ by $\psi(A_m, y_m; M)$.

Now, under the 0/1 loss function $d(S_1, S_2) \triangleq 1_{(S_1 \neq S_2)}$ defined on elements $S_1, S_2 \subseteq \{1, 2, \ldots, n\}$, the (maximum) risk of an estimator $\psi$ based on sensing strategy $M$ over the set $X_{\mu,k}$ is given by

$$R_{X_{\mu,k}}(\psi, M) \triangleq \sup_{x \in X_{\mu,k}} E_x \left[ d(\psi(A_m, y_m; M), S(x)) \right]$$

$$= \sup_{x \in X_{\mu,k}} E_x \left[ 1_{\{\psi(A_m, y_m; M) \neq S(x)\}} \right]$$

$$= \sup_{x \in X_{\mu,k}} \Pr_x \left( \psi(A_m, y_m; M) \neq S(x) \right),$$

where $E_x$ and $\Pr_x$ denote, respectively, expectation and probability with respect to the joint distribution $P(A_m, y_m; x) \triangleq P_x(A_m, y_m)$ of the quantities $\{A_m, y_m\}$ that is induced when $x$ is the true signal being observed. In words, the (maximum) risk essentially quantifies the worst-case performance of a specified estimator $\psi$ when estimating the “most difficult” element $x \in X_{\mu,k}$ (here, the element whose support is most difficult to accurately estimate) from observations obtained via sensing strategy $M$.

Now, we define the minimax risk $R_{X_{\mu,k}, \mathcal{M}}^*$ associated with the class of distributions $\{P_x : x \in X_{\mu,k}\}$ induced by elements $x \in X_{\mu,k}$ and the class $\mathcal{M}$ of allowable sensing strategies as the infimum of the (maximum) risk over all estimators $\psi$ and sensing strategies $M \in \mathcal{M}$; that is,

$$R_{X_{\mu,k}, \mathcal{M}}^* \triangleq \inf_{\psi \in \mathcal{M}} R_{X_{\mu,k}}(\psi, M)$$

$$= \inf_{\psi \in \mathcal{M}} \sup_{x \in X_{\mu,k}} \Pr_x \left( \psi(A_m, y_m; M) \neq S(x) \right).$$

In words, the minimax risk quantifies the error incurred by the best possible estimator when estimating the support of the “most difficult” element $x \in X_{\mu,k}$ using observations obtained via any sensing strategy $M \in \mathcal{M}$.

Note that when the minimax risk is bounded away from zero, so that $R_{X_{\mu,k}, \mathcal{M}}^* \geq \gamma$ for some $\gamma > 0$, it follows that regardless of the particular estimator $\psi$ and sensing strategy $M \in \mathcal{M}$ employed, there will always be at least one signal $x \in X_{\mu,k}$ for which $\Pr_x \left( \psi(A_m, y_m; M) \neq S(x) \right) \geq \gamma$. Clearly, such settings may be undesirable in practice, since in this case we can make no uniform guarantees regarding accurate support recovery of signals $x \in X_{\mu,k}$ – there will always be some worst-case scenario for which the support recovery error probability will exceed $\gamma$. Our aim here is to identify these problematic scenarios; formally, we aim to identify signal classes $X_{\mu,k}$ of the form (8), parameterized by their corresponding signal amplitude parameters $\mu$, for which the minimax risk will necessarily be bounded away from zero.
C. Summary of Our Contributions

Our first main result analyzes the support recovery task for tree-sparse signals in a non-adaptive sensing scenario motivated by the randomized sensing strategies typically employed in compressive sensing. We state the result here as a theorem, and provide a proof in the next section.

**Theorem I.1.** Let $X_{\mu,k}$ be the class of $k$-tree sparse $n$-dimensional signals defined in (8) where $2 \leq k \leq (n+1)/2$, and consider acquiring $m$ measurements of $x \in X_{\mu,k}$ using the non-adaptive (random, Gaussian) sensing strategy $M_{m,na}$. If

$$\mu \leq \sqrt{\frac{1 - 2\gamma}{25}} \cdot \sqrt{\frac{\sigma^2(n)}{m} \log(k)},$$

(11)

for some $\gamma \in (0, 1/3)$ then the minimax risk $R^*_{X_{\mu,k},M_{m,na}}$ defined in (10) obeys the bound

$$R^*_{X_{\mu,k},M_{m,na}} \geq \gamma.$$  

(12)

As alluded above, the direct implication of Theorem I.1 is that no uniform recovery guarantees can be made for any estimation procedure for recovering the support of tree-sparse signals $x \in X_{\mu,k}$ when the signal amplitude parameter $\mu$ is “too small.”

Our second main result concerns support recovery in scenarios where adaptive sensing strategies may be employed. We state this result as Theorem I.2 and provide a proof in the next section.

**Theorem I.2.** Let $X_{\mu,k}$ be the class of $k$-tree sparse $n$-dimensional signals defined in (8) where $2 \leq k \leq (n+1)/2$, and consider acquiring $m$ measurements of $x \in X_{\mu,k}$ using any sensing strategy $M \in M_m$. If

$$\mu \leq (1 - 2\gamma) \sqrt{\frac{\sigma^2(k)}{m}},$$

(13)

for some $\gamma \in (0, 1/3)$ then the minimax risk $R^*_{X_{\mu,k},M_m}$ defined in (10) obeys the bound

$$R^*_{X_{\mu,k},M_m} \geq \gamma.$$  

(14)

Similar to the discussion following the statement of Theorem I.1 above, here we have that that no uniform guarantees can be made regarding accurate support recovery of signals $x \in X_{\mu,k}$ for small $\mu$.

Table I depicts a summary of our main results in a broader context. Overall, we compare four distinct scenarios corresponding to a taxonomy of adaptive and non-adaptive sensing strategies for recovering $k$-sparse signals under assumptions of unstructured sparsity and tree sparsity. For each, we identify (up to an unstated constant) a critical value of the signal amplitude parameter, say $\mu^*$, such that for the support recovery task the minimax risk over the class $X_{\mu,k}$ will necessarily be bounded away from zero when $\mu \leq \mu^*$. The conditions for support estimation of unstructured sparse vectors listed in Table I are a restatement of some known results, and are provided here...
TABLE I: Summary of necessary conditions for exact support recovery using non-adaptive or adaptive sensing strategies that obtain $m$ measurements of $k$-sparse $n$-dimensional signals that are either unstructured or tree sparse in an underlying nearly complete binary tree. For each setting, we state the critical value of $\mu$ such that whenever $\mu$ is smaller than a constant times the stated quantity, the minimax risk over the class of signals $X_{\mu,k}$ of the form \[ \| \mathbf{X} \|_1 \leq \mu \] will be strictly bounded away from zero.

| Sparsity Model   | Non-adaptive Sensing | Adaptive Sensing |
|------------------|-----------------------|------------------|
| Unstructured Sparsity | $\sigma^2 \left( \frac{n}{m} \right) \log n$ | $\sigma^2 \left( \frac{n}{m} \right) \log k$ |
| Tree Sparsity    | $\sigma^2 \left( \frac{n}{m} \right) \log k$ | $\sigma^2 \left( \frac{n}{m} \right)$ |

(with references) for comparisons. Our main contributions here are depicted in the bottom row of the table, which correspond to the values identified in equations (11) and (13), respectively (with the leading multiplicative factors suppressed).

Two salient points are worth noting when comparing the necessary conditions summarized in Table I with the sufficient condition \[ \| \mathbf{X} \|_1 \leq \mu \] for the repeated-measurement variant of the adaptive tree sensing procedure of Algorithm I. First, the results of Theorem 1.2, summarized in the lower-right corner of Table I, address our overall question – the simple adaptive tree sensing procedure described above is indeed nearly optimal for estimating the support of $k$-tree sparse vectors, in the following sense: Corollary 1.1 describes a technique that accurately recovers (with probability at least $1 - \delta$, where $\delta$ can be made arbitrarily small) the support of any $k$-tree sparse signal from $m \leq r(2k + 1)$ measurements, provided the amplitudes of the nonzero signal components all exceed $c_5 \cdot \sqrt{\sigma^2 (k/m) \log k}$ for some constant $c_5$. On the other hand, for any estimation strategy based on any adaptive or non-adaptive sensing method, support recovery will fail (with probability at least $\gamma$) to accurately recover the support of some signal or signals in a class comprised of $k$-tree sparse vectors whose nonzero components exceed $c_\gamma \cdot \sqrt{\sigma^2 (k/m)}$ in amplitude, for $m > n$).

---
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The second noteworthy point here concerns the relative performances of the four strategies summarized in Table I. Overall, we see that techniques that either employ adaptive sensing strategies or exploit tree structure in the signal being inferred (but not both) may indeed outperform non-adaptive sensing techniques that do not exploit structure, in the sense that either may succeed in recovering signals whose nonzero components are weaker. That said, the potential improvement arises only in the logarithmic factor present in the amplitudes, implying that either of these improvements by themselves can recover signals whose amplitudes are weaker by a factor that is (at best) a constant multiple of \( \sqrt{\log k / \log n} \). On the other hand, techniques that leverage both adaptivity and structure, such as the adaptive tree sensing strategy analyzed above, can provably recover signals whose component amplitudes are significantly weaker than those that can be recovered via any of the other strategies depicted in the table. Specifically, in this case the relative difference in amplitudes is on the order of a constant times \( \sqrt{k/(n \log n)} \), which could be much more significant, especially in high-dimensional settings. The experimental evaluation in Section III provides some additional empirical evidence along these lines.

D. Relations to Existing Works

As alluded above, several recent efforts have proposed (e.g., [29]–[31]) and analyzed (e.g., [20], [21]) specialized techniques for estimating tree-sparse signals from non-adaptive compressive samples, each of which are designed to exploit the fundamental connectivity structure present in the underlying signal during the inference task. The work [33] was among the first to propose and experimentally evaluate a direct wavelet sensing approach for acquiring and estimating wavelet sparse signals (there, images) in the context of compressive sensing tasks, and the sample complexity of a similar procedure in noise free settings was analyzed in [34], [35]. These works served as the motivation for our initial investigation [24] into the performance of such approaches in noisy settings.

Since our work [24] appeared, several related efforts in the literature have investigated adaptive sensing strategies for structured sparse signals. The work [14], for example, examined the problem of localizing block-structured activations in matrices from noisy measurements, and established fundamental limits for this task using proof techniques based on [45]. We adopt a similar approach based on [45] below in the proof of one of our main results. A follow-on work [15] examined a more general setting, that of support recovery of signals whose supports correspond to (unions of) smaller clusters in some underlying graph. That work assumed that the clusters comprising the signal model were such that they could be organized into a (nearly balanced) hierarchical clustering having relatively few levels. While this model is quite general, we note that the class of tree sparse signals we consider here comprise a particularly difficult (in fact, nearly pathological!) scenario for the strategy of [15]; indeed, the tree-sparse case comprises one example of a problematic scenario identified in [15] where that approach “does not significantly help when distinguishing clusters that differ only by a few vertices.”

It is interesting to note that different structure models can give rise to different thresholds for localization from non-adaptive measurements. We note, for example, that the thresholds identified in [14] for localizing block-sparse signals using non-adaptive compressive measurements are weaker than the corresponding threshold we identify in...
Theorem I.1 here for localizing tree-sparse signals. This difference arises as a direct result of the different signal models, and in particular, how these differences manifest themselves in the reduction strategy inherent in the proofs based on the ideas of [43]. For the analysis of block-sparse signals in [14] the reduction to hypotheses that are difficult to distinguish leads to consideration of block-sparse signals that either differ on about \( k^{3/2} \) locations or do not overlap at all, while in contrast, the performance limits in our case are dictated by tree sparse signals that can differ on as few as two locations. Stated another way, the tree-sparse signal model we consider here contains subsets of signals that are necessarily more difficult to discern than does the block-sparse model analyzed in [14], and this gives rise to the higher necessary signal amplitude thresholds required for localization using non-adaptive compressive measurements for the tree-sparse model we examine here, as compared with the block-sparse model examined in [14].

We also note a recent related work which proposed a technique for sensing signals that are “almost” tree-sparse in a wavelet representation, in the sense that their supports may correspond to disconnected subtrees in some underlying tree [25]. While the sensing strategy proposed in that work was demonstrated experimentally to be effective for acquiring natural images, only a partial analysis of the procedure was provided. Specifically, [25] analyzed their procedure only for the case where the signal supports do correspond to connected subtrees in some underlying tree, which was effectively the case analyzed in [24]. Further, the analysis in [25] did not explicitly quantify the sufficient conditions on the signal component amplitudes for which the procedure would successfully recover the signal support, stating instead only that \( m = 2k + 1 \) measurements were sufficient to recover the support provided the SNR was “sufficiently large.”

While our focus here is specifically on the support recovery task, we note that the related prior work [14] also identified fundamental limits for the task of detecting the presence of block-structured activations in matrices using adaptive or non-adaptive measurements, and established that signals whose nonzero components are essentially “too weak” cannot be reliably detected by any method. Analogous fundamental limits for the detection of certain tree-sparse signals have also been established in the literature. Specifically, in the context of our effort here, the problem examined in [46] may be viewed in terms of identifying the support of (a subset of) tree sparse signals whose nonzero elements have the same amplitude \( \mu \), from a total of \( m = n \) noisy measurements, corresponding to one measurement per node of the underlying tree. Interestingly, that work established that all detection approaches (for simple trees with no branching) are unreliable when \( \mu < c\sqrt{\sigma^2(n/m)} = c\sqrt{\sigma^2} \) for a specified constant \( c > 0 \). This threshold differs from the lower bound we establish for the support recovery task by only a logarithmic factor. This slight difference may arise from the fact that our tree-sparse model contains many more allowable supports (and therefore, more signal candidates) than the path-based model examined in [46], or it may be that, (at least for the “full-measurement” scenario where \( m = n \)) the support recovery task is slightly more difficult than the detection task. A full characterization of this type of detection problem for general tree-sparse signals, in settings

\[^3\]Specifically, the results of [14] imply (adapted to the notation we employ here) that accurate localization of block-sparse signals is impossible when the nonzero signal components have amplitudes smaller than a constant times \( \sqrt{\sigma^2 \left( \frac{m}{n} \right)} \max \left\{ \frac{1}{k^{3/2}}, \frac{\log n}{\log k} \right\} \).
where measurements may be compressive \((m < n)\) as well as adaptive or non-adaptive, is beyond the scope of our effort here, and remains an (as yet) open problem.

Finally, while our focus here was specifically on the adaptive tree-sensing strategy and fundamental recovery limits for tree-sparse signals, we note that previous results have established that the necessary conditions for recovery of unstructured sparse signals in the top row of Table I are essentially tight, in the sense that there exist sensing strategies and associated estimation procedures in each case that are capable of accurate support recovery of sparse signals whose nonzero components exceed a constant times the specified quantity – see, for example, [36], [37], [47], [48], which consider the identification of necessary conditions for support recovery of (unstructured) sparse signals from non-adaptive measurements, and [42], which analyzes an adaptive sensing strategy for recovering (unstructured) sparse vectors in noisy settings. Support recovery of (group) structured sparse signals was also examined recently in [49]–[51].

### E. Organization

The remainder of this paper is organized as follows. The proofs of our main results, Theorems I.1 and I.2, are presented in Section II. In Section III we provide an experimental evaluation of the support recovery task for tree sparse signals. Specifically, where we compare the performance of the tree sensing procedure described above with an inference procedure based on non-adaptive (compressive) sensing that is designed to exploit the tree structure, as well as with adaptive and non-adaptive CS techniques that are agnostic to the underlying tree structure. We also provide experimental evidence to validate the scaling behavior predicted in (7) for a fixed measurement budget. We discuss some natural extensions of this effort, and provide a few concluding remarks, in Section IV. Several auxiliary results, as well as a proof of Lemma I.1, are relegated to the Appendix.

## II. PROOFS OF MAIN RESULTS

Our first main result, Theorem I.1, concerns the support recovery task for tree-sparse signals in a non-adaptive sensing scenario motivated by the randomized sensing strategies typically employed in compressive sensing. Our analysis here follows a similar strategy as in a recent related effort [14], which is based on the general reduction strategy described by Tsybakov [45]. Our second main result, Theorem I.2, concerns support recovery for tree-sparse vectors in scenarios where adaptive sensing strategies may be employed. Our proof approach in this scenario is again based on a reduction strategy – we argue (formally) that the support recovery task in this case is at least as difficult as the task of localizing a single nonzero signal component of a vector of reduced dimension, and leverage a result of the recent work [11] which examined support recovery from non-adaptive measurements for general (unstructured) sparse signals.

Before we proceed, we first introduce some notation that will be used throughout the proofs here. For any \(T \in T_{n,\ell}\) with \(1 \leq \ell < n\), corresponding to the support of a rooted connected subtree with \(\ell\) nodes (in some underlying nearly complete binary tree with \(n\) nodes), we define \(N(T)\) to be the set of locations in the underlying
tree, such that for any \( j \in N(T) \) the augmented set \( T \cup j \) corresponds to a tree with \( \ell + 1 \leq n \) nodes that is itself another rooted connected subtree of the same underlying tree. Formally, for \( T \in \mathcal{T}_{n,\ell} \) we define
\[
N(T) \triangleq \{ j \in \{1, 2, \ldots, n\} : \{ T \cup j \} \in \mathcal{T}_{n,\ell+1}\}.
\]
With this, we are in position to proceed with the proofs of Theorems I.1 and I.2.

A. Proof of Theorem I.1

The result of Theorem I.1 quantifies the limits of support recovery for tree sparse signals using non-adaptive randomized sensing strategies. Our analysis is based on the general reduction strategy proposed by Tsybakov [45], and follows a similar approach as that in a recent, related effort that identified performance limits for estimating block-structured matrices from noisy measurements [14].

Recall the problem formulation and notation introduced in the previous section, and note that for any set \( \mathcal{X}_{\mu,k}^\prime \subseteq \mathcal{X}_{\mu,k} \), any estimator \( \psi \), and any measurement strategy \( M \in \mathcal{M} \), we have that
\[
\sup_{x \in \mathcal{X}_{\mu,k}} \Pr_x (\psi(A_m, y_m; M) \neq S(x)) \geq \sup_{x \in \mathcal{X}_{\mu,k}} \Pr_x (\psi(A_m, y_m; M) \neq S(x)),
\]
where as described above the notation \( \Pr_x (\cdot) \) denotes probability with respect to the joint distribution \( \mathbb{P}(A_m, y_m; x) \triangleq \mathbb{P}_x (A_m, y_m) \) of the quantities \( A_m \) and \( y_m \) that is induced when \( x \) is the true signal being observed. This implies, in particular, that
\[
\mathcal{R}_{\mathcal{X}_{\mu,k}, \mathcal{M}}^* \geq \mathcal{R}_{\mathcal{X}_{\mu,k}^\prime, \mathcal{M}}^*
\]
and it follows that we can obtain valid lower bounds on \( \mathcal{R}_{\mathcal{X}_{\mu,k}^\prime, \mathcal{M}}^* \) by instead seeking lower bounds on the minimax risk over any restricted signal class \( \mathcal{X}_{\mu,k}^\prime \subseteq \mathcal{X}_{\mu,k} \). This is the strategy we employ here.

For technical reasons we address the cases \( k = 2 \) and \( 3 \leq k \leq (n + 1)/2 \) separately, but the essential approach is similar in both cases. Namely, for each \( k \) we construct a set \( \mathcal{X}_{\mu,k}^\prime \) of signals whose nonzero components have the same amplitude \( \mu \), and whose supports are “close” in the sense that the symmetric difference between supports of any pair of distinct signals in the class is a set of cardinality two. In each case these signal classes are of the form
\[
\mathcal{X}_{\mu,k}^\prime(T^*) \triangleq \{ x \in \mathbb{R}^n : x_i = \mu \mathbb{1}_{\{i \in T^*\}}, \ T = T^* \cup j, \ j \in N(T^*) \},
\]
for some (specific) \( T^* \in \mathcal{T}_{n,k-1} \) and \( N(T) \) is as defined above. This allows us to reduce our problem to the consideration of a hypothesis testing problem over a countable (and finite) number of elements \( x \in \mathcal{X}_{\mu,k}^\prime \).

1) Case I: \( k = 2 \): We begin by choosing \( T^* \in \mathcal{T}_{1,1} \) to be an element of \( \mathcal{T}_{n,1} \) for which \( |N(T^*)| = 2 \), and for this \( T^* \) we form the set \( \mathcal{X}_{\mu,2}^\prime \) of the form (18) above. It follows from the definition of \( N(T^*) \) that \( \mathcal{X}_{\mu,2}^\prime(T^*) \) is a set of signals whose supports are each an element of \( \mathcal{T}_{n,2} \), and since each nonzero element has amplitude exactly equal to \( \mu \), it follows that every \( x \in \mathcal{X}_{\mu,2}^\prime(T^*) \) is also an element of the class of signals \( \mathcal{X}_{\mu,2} \) defined in (8) when

\[4\] Note that this is a somewhat degenerate scenario – here, \( T^* \) can be chosen to be the set that contains only the index of the root node of the underlying tree. Further, that \( k \leq (n + 1)/2 \) implies \( n \geq 3 \) here, and since the underlying tree is assumed nearly complete, it follows that the root node has two descendants in the underlying tree.
k = 2. Thus, we have overall that \( \mathcal{X}_{\mu, 2}(T^*) \subset \mathcal{X}_{\mu, 2} \). Now, our approach is to obtain lower bounds on the minimax risk \( R_{\mathcal{X}_{\mu, 2}}(\mathcal{M}) \) when \( \mathcal{M} = \{ \mathcal{M}_{m, na} \} \) by considering the minimax risk over the set \( \mathcal{X}_{\mu, 2}(T^*) \), which ultimately corresponds to assessing the error performance of a hypothesis testing problem with two simple hypotheses.

Our analysis relies on a result of Tsybakov \[45, \text{Theorem 2.2}\], which provides lower-bounds on the minimax probability of error for a binary hypothesis testing problem. We state that result here as a lemma.

**Lemma II.1** (Tsybakov). Let \( \mathbb{P}_0, \mathbb{P}_1 \) be probability distributions (on a common measurable space) for which the Kullback-Leibler (KL) divergence of \( \mathbb{P}_0 \) from \( \mathbb{P}_1 \) satisfies \( K(\mathbb{P}_1, \mathbb{P}_0) \leq \alpha < \infty \). Then, the minimax probability of error over all (measurable) tests \( \psi \) that map observations to an element of the set \( \{0, 1\} \), given by

\[
p_{e, 1} \triangleq \inf_{\psi} \max_{j=0,1} \Pr_j(\psi \neq j),
\]

where \( \Pr_j(\cdot) \) denotes probability with respect to the distribution \( \mathbb{P}_j \) induced on the observations when hypothesis \( j \) is the correct hypothesis, obeys the bound

\[
p_{e, 1} \geq \max \left\{ \frac{1}{4} \exp(-\alpha), \frac{1 - \sqrt{\alpha/2}}{2} \right\} \geq \frac{1 - \sqrt{\alpha/2}}{2}.
\]

In order to apply this result in our setting, we first need to evaluate the KL divergence \( K(\mathbb{P}_1, \mathbb{P}_0) \), where \( \mathbb{P}_1 \) and \( \mathbb{P}_0 \) are distributions that characterize our testing problem of identifying which of the two unique elements \( x_0, x_1 \in \mathcal{X}_{\mu, 2}(T^*) \), respectively, was observed. Now, under the assumption here that the elements of each measurement vector are (iid) Gaussian distributed, we have that the KL divergence of \( \mathbb{P}_0 \) from \( \mathbb{P}_1 \) can be expressed in terms of the corresponding probability densities \( f_1 = f_1(\{a_i, y_i\}_{i=1}^m) \) and \( f_0 = f_0(\{a_i, y_i\}_{i=1}^m) \) as

\[
K(\mathbb{P}_1, \mathbb{P}_0) = \mathbb{E}_1 \left[ \log \left( \frac{f_1(A_m, y_m)}{f_0(A_m, y_m)} \right) \right],
\]

which is just the expectation of the log-likelihood ratio with respect to the distribution \( \mathbb{P}_1 \).

It follows from the assumptions of our measurement model, specifically that the measurement vectors and noises are mutually independent, that each of the densities \( f_p, p \in \{0, 1\} \), can be factored in the form

\[
f_p(A_m, y_m) = \prod_{i=1}^m f(p, y_i | a_i)
\]

where each \( f(a_i) \) is multivariate Gaussian density and \( f_p(y_i | a_i) \) is a (signal-dependent) conditional density of the observation \( y_i \) given the measurement vector \( a_i \). Note that the conditional densities of \( y_i \) given \( a_i \) are also Gaussian distributed because of the additive noise modeling assumptions. Overall, the log-likelihood ratio in (21) can be simplified as

\[
\log \left( \frac{f_1(A_m, y_m)}{f_0(A_m, y_m)} \right) = \sum_{i=1}^m \log \left( \frac{f_1(y_i | a_i)}{f_0(y_i | a_i)} \right)
\]

\[
= \sum_{i=1}^m \left( y_i - a_i^T x_0 \right)^2 - \left( y_i - a_i^T x_1 \right)^2
\]

\[
= \sum_{i=1}^m \frac{\left( a_i^T x_0 \right)^2 - 2 y_i a_i^T x_0 - \left( a_i^T x_1 \right)^2 + 2 y_i a_i^T x_1}{2 \sigma^2}.
\]
Now, using the fact that under the distribution $P_1$ we have that $y_i = a_i^T x_1 + w_i$ for $i = 1, \ldots, m$, and that the noise $w_i$ is zero mean and independent of $a_i$, we can simplify the expression (21) as

$$K(P_1, P_0) = \mathbb{E}_1 \left[ \sum_{i=1}^{m} \frac{(a_i^T(x_1 - x_0))^2}{2\sigma^2} \right].$$

Note that by the construction of $X'_\mu,2(T^*)$, the vector $x_1 - x_0$ has exactly two nonzero elements, each having amplitude $\mu$ (but with different signs). It follows that $a_i^T(x_1 - x_0) \sim \mathcal{N}(0, 2\mu^2/n)$ for each $i = 1, \ldots, m$, and thus the KL divergence can be expressed simply as

$$K(P_1, P_0) = \frac{m\mu^2}{n\sigma^2}. \quad (24)$$

Letting $\alpha = \frac{m\mu^2}{n\sigma^2}$, it is easy to see from (20) that if $\alpha \leq 2(1 - 2\gamma)^2$, or equivalently, if

$$\mu \leq \sqrt{\frac{2(1 - 2\gamma)^2}{\sigma^2} \cdot \frac{n}{m} \log 2},$$

for any $\gamma \in (0, 1/2)$, then $p_{e,1} \geq \gamma$.

2) Case 2: $3 \leq k \leq (n + 1)/2$: Analogously to the $k = 2$ case, we begin by choosing $T^* \in \mathcal{T}_{n,k-1}$ to be an element of $\mathcal{T}_{n,k-1}$ for which $|N(T^*)| = k$ (the existence of such an element $T^*$ is established by Lemma A.2 in the appendix) and constructing the set $X'_\mu,k(T^*)$ to be of the form (18). As in the previous case, it follows here that $X'_\mu,k(T^*) \subset X'_\mu,k$, so our approach here ultimately corresponds to assessing the error performance of a multiple hypothesis testing problem with $k$ simple hypotheses.

We again employ a result of Tsybakov [45, Proposition 2.3], which provides lower-bounds on the minimax probability of error for a hypothesis testing problem deciding among some $L + 1$ hypotheses. We state that result here as a lemma.

**Lemma II.2** (Tsybakov). Let $P_0, \ldots, P_L$ be probability distributions (on a common measurable space) satisfying

$$\frac{1}{L} \sum_{j=1}^{L} K(P_j, P_0) \leq \alpha \quad (26)$$

with $0 < \alpha < \infty$. Then, the minimax probability of error over all (measurable) tests $\psi$ that map observations to an element of the set $\{0, 1, \ldots, L\}$, given by

$$p_{e,L} \triangleq \inf_{\psi} \max_{0 \leq j < L} \mathbb{P}_{P_j}(\psi \neq j), \quad (27)$$

obeys the bound

$$p_{e,L} \geq \sup_{0 < \tau < 1} \left[ \frac{\tau L}{1 + \tau L} \left( 1 + \frac{\alpha + \sqrt{\alpha/2}}{\log \tau} \right) \right]. \quad (28)$$

As in the previous case we again need to evaluate KL divergences, this time for pairs of distributions $P_p$ and $P_q$ induced by signals $x_p, x_q \in X'_\mu,k(T^*)$. The computation of each KL divergence mirrors the derivation in the
previous case; overall, it is straightforward to show that
\[
\frac{1}{L} \sum_{j=1}^{L} K(\pi_j, \pi_0) = \frac{m\mu^2}{n\sigma^2}.
\] (29)

Now, note that we can lower-bound the supremum term in the minimum probability of error expression (28) by
\[
\text{evaluating the right hand side for any } \tau \in (0, 1).
\]
Since our test is over \(k\) hypotheses we let \(L = k - 1\) here. Further, since we consider the case \(k \geq 3\) here, we have that \(L \geq 2\), so we can choose \(\tau = 1/\sqrt{L} \in (0, 1)\) to obtain that
\[
\text{under the conditions of Lemma II.2,}
\]
\[
p_{e,L} \geq \frac{\sqrt{L}}{1 + \sqrt{L}} \left(1 + \frac{\alpha + \sqrt{\alpha/2}}{\log(1/\sqrt{L})}\right)
\]
\[
\geq \frac{1}{2} \left(1 - \frac{(2\alpha + \sqrt{2\alpha})}{\log L}\right)
\]
\[
= \frac{1}{2} \left(1 - \frac{(2\alpha + \sqrt{2\alpha})}{\log(k - 1)}\right).
\] (30)

Now, note that for any \(\gamma \in (0, 1/3)\), we have \(p_{e,L} \geq \gamma\) whenever \(2\alpha + \sqrt{2\alpha} \leq (1 - 2\gamma) \log(k - 1)\), or equivalently, whenever \(\alpha\) satisfies
\[
0 \leq \sqrt{\alpha} \leq \frac{\sqrt{2 + 8(1 - 2\gamma) \log(k - 1)} - \sqrt{2}}{4}
\] (31)
which follows from the monotonicity of the function \(2\alpha + \sqrt{2\alpha}\) and a straightforward application of the quadratic formula.

As in the previous case, we let \(\alpha = \frac{m\mu^2}{n\sigma^2}\) and simplify to obtain that \(p_{e,L} \geq \gamma\) whenever
\[
\mu \leq \left\lfloor \frac{1 + \frac{1}{f_{\gamma,k}} - \frac{1}{\sqrt{f_{\gamma,k}}} \sqrt{1 - 2\gamma}}{\frac{\sqrt{2(1 - 2\gamma)} \log(k - 1)}{2}} \cdot \sqrt{\sigma^2 \frac{n}{m} \log(k - 1)} \right\rfloor,
\] (32)
where \(f_{\gamma,k} = 4(1 - 2\gamma) \log(k - 1)\). Now, for the range of \(k\) and \(\gamma\) values we consider here we have that \(f_{\gamma,k} \geq (4/3)\log(2)\), implying (after a straightforward calculation) that the term in square brackets in (32) is always greater than \(0.4 = 2/5\). Thus, we see that \(p_{e,L} \geq \gamma\) whenever
\[
\mu \leq \sqrt{2(1 - 2\gamma) \log(k - 1)}
\] (33)
We make one more simplification, using the fact that \(\log(k)/2 < \log(k - 1)\) when \(k \geq 3\), to claim that if
\[
\mu \leq \sqrt{\frac{1 - 2\gamma}{25}} \cdot \sqrt{\sigma^2 \left(\frac{n}{m}\right) \log k},
\] (34)
then \(p_{e,L} \geq \gamma\).

3) Putting the Results Together: In order to combine the results from the previous two cases into one concise form, we first note that for \(\gamma \in (0, 1/3)\),
\[
\sqrt{\frac{1 - 2\gamma}{25}} < \sqrt{\frac{(1 - 2\gamma)^2}{\log 2}}.
\] (35)
With this, we can claim overall that for any \(2 \leq k < (n + 1)/2\), if for some \(\gamma \in (0, 1/3)\),
\[
\mu \leq \sqrt{\frac{1 - 2\gamma}{25}} \cdot \sqrt{\sigma^2 \left(\frac{n}{m}\right) \log k},
\] (36)
then the minimax risk over the class $X_{\mu,k}$ of $k$-tree sparse signals defined in \(8\) satisfies $R^*_{X_{\mu,k},M,m,n} \geq \gamma$, as claimed.

B. Proof of Theorem I.2

Our proof approach in this scenario leverages an essential result from recent efforts characterizing the fundamental limits of support recovery for one-sparse $n$-dimensional vectors \([11]\). In order to put the results of that work into context here, let us define a class of one-sparse $n$-dimensional vectors as

$$X^{(1)}_{\mu} \triangleq \{ x \in \mathbb{R}^n : x_i = \alpha_i 1_{\{i \in T\}}, \quad |\alpha_i| \geq \mu > 0, \quad T \in [n]\},$$

(37)

where $[n] = \{1, 2, \ldots, n\}$. Note that we use slightly different notation for the signal class to distinguish it from the tree-sparse classes described above. In particular, signals in the class (37) could have their support on any element of $\{1, 2, \ldots, n\}$, while in contrast, one-sparse signals that are also tree-sparse must be such that their single nonzero occurs at the root of the underlying tree.

In terms of the definition (37) above, the results of \([11]\) (see also the discussion following \([52, \text{Theorem 2}]\)) can be summarized as a lemma.

**Lemma II.3.** The minimax risk

$$R^*_{X^{(1)}_{\mu},M_m} = \inf_{\psi; M \in M_m} \sup_{x \in X^{(1)}_{\mu}} \Pr_x(\psi(A_m, y_m; M) \neq S(x))$$

over all support estimators $\psi$ and sensing strategies $M \in M_m$ satisfies the bound

$$R^*_{X^{(1)}_{\mu},M_m} \geq \frac{1}{2} \left( 1 - \sqrt{\frac{m\mu^2}{n\sigma^2}} \right).$$

(38)

It follows directly from this result that if

$$\mu \leq (1 - 2\gamma) \sqrt{\frac{n\sigma^2}{m}}$$

(40)

for some $\gamma \in (0, 1/3)$, then $R^*_{X^{(1)}_{\mu},M_m} \geq \gamma$. We proceed here by showing (formally) that our problem of interest – recovering the support of a $k$-tree sparse $n$-dimensional vector using any estimator and any adaptive sensing strategy – is at least as difficult as recovering the support of a one-sparse vector in some $\tilde{n} < n$ dimensional space using any estimator and any sensing strategy $M \in M_m$. Then, we adapt the result of Lemma II.3 to establish Theorem I.2.

We will find it useful in the derivation that follows to introduce an alternative, but equivalent, notation to describe the support estimators and signal supports. Namely, we associate with any support estimator $\psi$ a corresponding $n$-dimensional vector-valued function $\varphi = [\varphi_1 \ \varphi_2 \ \ldots \ \varphi_n]^T$, such that each support estimate $\psi(A_m, y_m; M)$ corresponds to a vector whose elements are given by

$$\varphi_i(A_m, y_m; M) = 1_{\{i \in \psi(A_m, y_m; M)\}},$$

(41)
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for \(i = 1, 2, \ldots, n\). Similarly, we can interpret the signal support \(S(x)\) of any vector \(x\) in terms of an \(n\)-dimensional binary vector \(S(x) = [S_1(x) \ S_2(x) \ \ldots \ S_n(x)]^T\) with elements

\[
S_i(x) = 1_{\{i \in S(x)\}},
\]

for \(i = 1, \ldots, n\).

As in the proof of Theorem 14 for any fixed \(2 \leq k \leq (n + 1)/2\) we choose \(T^* \in \mathcal{T}_{n,k-1}\) to be an element of \(\mathcal{T}_{n,k-1}\) for which \(|N(T^*)| = k\), and let \(X'_{\mu,k}(T^*)\) be of the form \(\mathbb{I}^2\). Now, observe

\[
\sup_{x \in X'_{\mu,k}(T^*)} \Pr_x (\psi(A_m, y_m; M) \neq S(x)) \geq \sup_{x \in X'_{\mu,k}(T^*)} \Pr_x (\psi(A_m, y_m; M) \neq S(x))
\]

\[
= \sup_{x \in X'_{\mu,k}(T^*)} \Pr_x (\bigcup_{i=1}^{n} \{\varphi_i(A_m, y_m; M) \neq S_i(x)\})
\]

\[
\geq \sup_{x \in X'_{\mu,k}(T^*)} \Pr_x (\bigcup_{i \in \mathbb{I}} \{\varphi_i(A_m, y_m; M) \neq S_i(x)\}),
\]

where in the last line \(\mathbb{I}\) is any subset of \(\{1, 2, \ldots, n\}\). In particular, this implies that

\[
\mathcal{R}_{X_{\mu,k,M}}^* \geq \inf_{M \in \mathcal{M}_m} \sup_{x \in X'_{\mu,k}(T^*)} \Pr_x (\bigcup_{i \in N(T^*)} \{\mathcal{E}_i\}),
\]

(44)

where \(\mathcal{E}_i\) is the event \(\{\varphi_i(A_m, y_m) \neq S_i(x)\}\). Now, since for any signal \(x \in X'_{\mu,k}(T^*)\) the collection \(\{S_i(x)\}_{i \in N(T^*)}\) contains exactly one ‘1’ and \(k - 1\) zeros, it follows that the right hand side of (44) is equivalent to the minimax risk associated with the task of recovering the support of a one-sparse \(|N(T^*)|\)-dimensional vector whose single nonzero element has amplitude \(\mu\), in settings where measurements can be obtained via any (possibly adaptive) sensing strategy \(M \in \mathcal{M}_m\). Thus, we can employ the result of Lemma 12 to conclude that

\[
\mathcal{R}_{X_{\mu,k,M}}^* \geq \frac{1}{2} \left(1 - \sqrt{\frac{m\mu^2}{|N(T^*)|\sigma^2}}\right).
\]

(45)

Finally, since \(|N(T^*)| = k\), it follows that if for any \(\gamma \in (0, 1/3)\) we have

\[
\mu \leq (1 - 2\gamma) \frac{\sqrt{k}}{m} \sigma^2,
\]

(46)

then \(\mathcal{R}_{X_{\mu,k,M}}^* \geq \gamma\), as claimed.

III. EXPERIMENTAL EVALUATION

In this section we provide several experimental evaluations to validate our theoretical results, and to illustrate the performance improvements that can be achieved in the support recovery task using the adaptive tree sensing procedure.

In our first experiment we investigate the performance of the tree-sensing approach analyzed here, as the underlying signal dimension increases, and compare the performance of the tree sensing approach with three other strategies from the literature. Overall, we evaluate four sensing and support estimation strategies, each of which corresponds to one of the four scenarios identified in Table II (adaptive vs. non-adaptive sensing, and structured vs. unstructured sparsity). The support estimation strategies based on non-adaptive sensing that we evaluate here each
utilize measurements obtained according to the model (1), where measurement vectors are independent Gaussian random vectors with iid $\mathcal{N}(0, 1/n)$ elements. They are

- (non-adaptive sensing, unstructured sparsity) a Lasso-based strategy that, from $m$ non-adaptive Gaussian random measurements, first obtains an estimate $\hat{x}_{\text{Lasso}}$ according to

$$\hat{x}_{\text{Lasso}, \lambda} = \arg \min_{x \in \mathbb{R}^n} \frac{1}{2} \| y_m - A_m x \|_2^2 + \lambda \|x\|_1,$$

for a constant $\lambda > 0$, then forms a corresponding support estimate according to $\hat{S}_{\text{Lasso}, \lambda} = S(\hat{x}_{\text{Lasso}, \lambda})$, and

- (non-adaptive sensing, tree sparsity) a Group Lasso-based approach that first identifies an estimate $\hat{x}_{\text{GLasso}}$ according to

$$\hat{x}_{\text{GLasso}, \lambda} = \arg \min_{x \in \mathbb{R}^n} \frac{1}{2} \| y_m - A_m x \|_2^2 + \lambda \sum_{G \in \mathcal{G}} \|x_G\|_2,$$

for a constant $\lambda > 0$, where $x_G$ denotes the sub vector of $x$ indexed by elements in the set $G \subseteq \{1, 2, \ldots, n\}$ and $\mathcal{G}$ is the (pre-specified) set of hierarchically overlapping groups which enforce tree structure (see, e.g., [53], [54]), then forms a support estimate according to $\hat{S}_{\text{GLasso}, \lambda} = S(\hat{x}_{\text{GLasso}, \lambda})$.

The adaptive sensing strategies we evaluate are

- (adaptive sensing, unstructured sparsity) the near-optimal adaptive compressive sensing strategy proposed and analyzed in [55], and

- (adaptive sensing, structured sparsity) the repeated-measurement variant of the adaptive tree sensing approach in Algorithm 1 above.

We consider overall three different scenarios, corresponding to three different values of the problem dimension $(n = 2^8 - 1, n = 2^{10} - 1, n = 2^{12} - 1$, chosen so that the underlying trees in each case are complete), and in each case we evaluate the performance of each approach over a range of signal amplitude parameters $\mu$, as follows. In each of 100 trials we first generate a random $n$-dimensional tree-sparse signal with $k = 16$ nonzero components of amplitude $\mu$. We construct the signals here so that all nonzero components are non-negative, for simplicity, and to facilitate direct comparison with the procedure analyzed in [55]. We fix $m = 4(2k + 1)$ and apply each of the procedures described above (with additive noise variance $\sigma^2 = 1$), and assess whether it correctly identifies the true support by comparing the support estimate obtained by the procedure with the true support of the tree signal. The final empirical probabilities of support recovery error for each approach (and each fixed $n$ and $\mu$) were obtained by averaging results over the 100 trials.

For completeness, we mention a few additional details regarding our implementations here. First, for the Lasso-based approaches based on Gaussian measurements, a new independent measurement ensemble was generated to obtain measurements in each trial, but the same measurement vectors and corresponding measurements are used for both of the approaches in a given trial. Further, since each of the Lasso-based approaches relies on specification of a tuning (regularization) parameter $\lambda$, when evaluating the performance of those approaches we swept over the range of allowable $\lambda$ values, obtaining for each a support estimate as above, and we declare the approach a success if the correct support estimate is identified for any value of $\lambda$. We also note that due to
Fig. 2: Empirical probability of support recovery error as a function of signal amplitude parameter \( \mu \) in three different problem dimensions \( n \). In each case, four different sensing and support recovery approaches – the adaptive tree sensing procedure described here (\( \triangle \) markers); the adaptive compressive sensing approach of [55] (\( \square \) markers); a Group Lasso approach for recovering tree-sparse vectors (\( \diamond \) markers), and a Lasso approach for recovering unstructured sparse signals (\( \times \) markers) – were employed to recover the support of a tree-sparse signal with 16 nonzeros of amplitude \( \mu \). The proposed tree-sensing procedure outperforms each of the other methods, and exhibits performance that is unchanged as the problem dimension increases.

implementation and machine precision issues, the estimates \( \hat{x} \) obtained by the Lasso-based estimation strategies may not be exactly sparse; in the experiments we obtained support estimates for each of the Lasso-based estimators by identifying the sets of locations where the corresponding reconstructed signal component amplitudes exceeded \( \mu/3 \). The Lasso-based procedures were implemented here using the Sparse Modeling Software (SpaMS), available online at \( \text{spams-devel.gforge.inria.fr} \).

Our choice of \( m \) corresponds to \( r = 4 \) in the repeated-measurement variant of the tree-sensing procedure of Algorithm [1]. The threshold for this approach was obtained according to [5] using \( \delta = 0.01 \) and \( \beta = 1 \). Note that this choice of \( \beta \) corresponds to an instance where the true underlying sparsity level is known prior to implementing the procedure; we afford the procedure of [55] the same prior knowledge of sparsity level. Further, strictly speaking, the approach in [55] does not fit the unit-norm measurement model of [1], but instead imposes a global constraint on the measurement ensemble of the form \( \sum_j \| a_j \|^2 \leq m \). In this more general interpretation, the parameter \( m \) may be viewed not as the number of measurements per se, but instead as a “sensing energy” budget. Nevertheless, we note that in implementation, each measurement prescribed by the method in [55] could be synthesized either using a collection of measurements obtained using measurement vectors that satisfy \( \| a_j \|^2 = \epsilon \) for all \( j \) and some (small) \( \epsilon > 0 \), or equivalently, by appropriately adjusting the effective noise variance per measurement. We used the latter approach here when implementing the method in [55], along with one additional modification. Namely, we note that the procedure in [55] may not satisfy the sensing energy constraint with equality, in effect leaving some sensing energy unused, which may lead to sacrificed performance. Here, we account for this by explicitly rescaling (increasing) the energy allocations at each step so that the overall sensing energy constraint is satisfied with equality.
Figure 2 depicts the results of this experimental comparison, where for each value of $n$ and for each method we plot the empirical probability of support recovery error, averaged over the 100 trials, as a function of the (logarithm of the) signal amplitude parameter $\mu$. Here, the tree-sensing procedure corresponds to the curve with triangle (△) markers, the adaptive CS approach of [55] is shown with square (□) markers, the Group Lasso approach is shown with diamond (⋄) markers, and the Lasso approach is shown with the × markers.

A few interesting points are worth noting here. First, as expected, the adaptive tree-sensing procedure outperforms each of the other approaches in each of the three scenarios. Indeed, the performance of the four approaches follows a fairly intuitive ordering – the tree-sensing procedure performs best, followed by the adaptive sensing strategy of [55], then the Group-Lasso based approach that exploits tree-structure in the inference task (but uses non-adaptive sensing), and finally, the Lasso-based approach that uses non-adaptive sensing, and does not exploit tree structure. Overall, the results suggest that either utilizing adaptive sensing or exploiting tree structure (alone) can indeed result in techniques that outperform traditional CS, but even more significant improvements are possible when leveraging adaptivity and structure together, confirming our claim in the discussion in Section I.

Further, it is interesting to note that the performance of the tree-sensing procedure is unchanged as the problem dimension increases, in agreement with the result of the result of Corollary I.1, where the sufficient condition on $\mu$ that ensures accurate support recovery does not depend on the ambient dimension $n$. By comparison, the performance of each of the other approaches degrades as the problem dimension increases – a “curse of dimensionality” suffered by each of these other techniques. While our experimental results only compare problems across 4 orders of magnitudes, the relative performance differences will become much more significant here as the problem dimension becomes even larger.5

For completeness, we note that the the result of Corollary I.1 with the specific parameter choices utilized in our experimental setup, ensures that accurate support recovery (with probability at least $1 - \delta = 0.99$ here) occurs when $\mu \geq 6.2$. Here, we observe that accurate support recovery occurs for the tree-sensing procedure for slightly weaker signals whose component amplitudes $\mu$ satisfy $\mu \geq 3.5$. Of course, the condition identified in Corollary I.1 is only a sufficient condition, and as stated in the discussion in Section I, we made little effort to optimize the constants associated with the sufficient conditions here, opting instead for results of a simple functional form. Nevertheless, even with the bounding we employed in our proof, the conditions we identified are fairly representative of the behavior of the procedure in practice.

Our second experimental evaluation is designed to investigate the scaling behavior predicted by the theoretical guarantees we provide in Corollary I.1 – namely, that accurate support estimation is achievable provided the nonzero signal components satisfy the condition given in (7). To that end, we provide a phase transition plot for our approach that depicts, for a measurement budget $m_{\text{max}}$, whether the tree sensing procedure results in accurate support recovery of $k$ tree-sparse signals whose nonzero amplitudes each have amplitude $\mu$ (for varying parameters

5We chose these representative problem sizes here, in part, because of computational limitations associated with implementing the Lasso-based experiments on larger problem sizes. By comparison, our tree-sensing procedure executes in under 1 second in MATLAB on our desktop system, even for problem sizes where $n \sim 2^{27}$. May 7, 2014 DRAFT
Fig. 3: Empirical probability of successful support recovery for the tree-sensing procedure of Algorithm 1 as a function of signal sparsity $k$ and squared signal component amplitude $\mu^2$, for a fixed measurement budget. Here, the light and dark regions correspond to settings where the empirical probability of correct support recovery (averaged over 100 trials) is nearly one or nearly zero, respectively. The dashed line corresponds to the threshold above which our theoretical results guarantee correct support recovery with probability at least 0.99. The empirical results here appear to validate our theoretical predictions for this scenario (see text for specific simulation details).

More specifically, for this experiment we fix the signal dimension to be $n = 2^{16} - 1$ and the noise variance $\sigma^2 = 1$, we choose $m_{\text{max}} = 1000$. Then, for each choice of the pair $(k, \mu)$ chosen from a discretization of the space $\{1, 2, \ldots, 400\} \times [0, 17]$ we implement 100 trials of the following experiment: generate a random $k$-tree sparse signal having nonzero components with amplitude $\mu$, and implement the tree-sensing strategy described in Corollary 1 with threshold $\tau$ as in (5), where $r = \lfloor m_{\text{max}}/(2k + 1) \rfloor$, $k' = k$, and $\delta = 0.01$. We then record, for each choice of sparsity and amplitude parameter, how many of the trials resulted in successful support recovery.

The results in Figure 3 depict, for a range of sparsity and amplitude parameters, the fraction of the trials in which the support was exactly identified. Here, the black regions correspond to the value 0 and white regions to the value 1; in words, the dark regions of the plot depict regimes where most or all of the trials failed to successfully identify the true support, the white regions depict regions where the support was accurately identified in a large fraction of the trials, and the grey regions depict the “transition” region, where the fraction of trials in which the support was accurately identified is between 0 and 1.

We note that, given our choice of $\delta = 0.01$, we expect that the probability of successful support recovery for the tree-sensing procedure should be at least 0.99 provided the condition (7) is satisfied. For comparison, we plot this critical value of signal amplitude corresponding to when the condition (7) is satisfied with equality for our parameter choices outlined above (which imply, in particular, that $\beta = 1$) in Figure 3 as a dashed line. From this, we surmise...
that the \((k, \mu^2)\) pairs depicted by points above the dashed line do indeed correspond to regions where nearly all of the trials resulted in successful support recovery, though as alluded in the discussion of our first experimental evaluation above, the sufficient condition of (7) may be a bit conservative.

The results of Figure 5 allow us to make one additional comparison with the behavior identified by the sufficient condition (7). Namely, note that for fixed \(m, \beta,\) and \(\sigma^2,\) we expect from (7) that the minimum signal amplitude \(\mu\) above which exact support recovery is achieved (with high probability) by the tree sensing procedure should increase in proportion to \(\sqrt{k \log k}\). Now, the results of Figure 5 depict success probability as a function of the square of the signal amplitude parameter \(\mu^2\) and sparsity level \(k,\) so in this case, we expect that the line in the \(\mu^2\) vs \(k\) plane above which successful support recovery occurs with probability at least 0.99 should be functionally proportional to \(k \log k\). This appears to be the case here – it looks (at least visually, and for this experimental evaluation) like the line demarcating the transition from the black region to the white region does indeed grow super linearly in \(k,\) providing some additional (visual) validation of the results of Corollary I.1.

IV. DISCUSSION AND CONCLUSIONS

In this section we conclude with a few final thoughts including, in particular, some comments on the philosophical difference between the tree-sensing strategy of Algorithm 1 and many existing adaptive sensing strategies, as well as a discussion of the implications of our results here for the task of signal estimation.

A. Adaptive Sensing Strategies for Structured Sparsity

It is interesting to note that, to date, binary-search-based sensing strategies have been the essential idea behind most of the adaptive sensing procedures that have been proposed and analyzed for sparse recovery tasks in prior efforts including, for example, the aforementioned compressive binary search efforts [9], [14], [15], [52], [56]; the distilled sensing strategy of [6] (whose analysis provided the first performance guarantees for adaptive sensing strategies in sparse inference tasks) and its compressive sensing variants [6], [12]; and the sequential thresholding technique in [10], [42]. The essential functionality of these strategies amounts to “sequential rejection,” in the sense that measurements (either compressive, or “uncompressed”) are initially obtained over all signal locations, and then focused in subsequent steps onto groups or sets of locations of decreasing size, in an attempt to hone in on the true signal components.

On the other hand, we note that the tree-sensing strategy in Algorithm 1 is fundamentally different, in that it is a constructive approach. Indeed, the essential idea behind the procedure of Algorithm 1 is to construct, in subsequent steps, an subspace of increasing dimension that well-approximates the signal being acquired. This seemingly subtle difference turns out to be extremely powerful: when using the constructive approach in an adaptive sensing strategy, measurements can be focused locally onto the subspace where the signal exists essentially from the start of the procedure; in other words, no “global” measurements need be obtained. In contrast, the binary-search-based strategies necessarily must allocate measurement resources more broadly at the outset, and then only gradually focus onto
the signal subspace as it becomes clear via rejection of (enough of) the subspaces or dimensions where the signal is unlikely to reside.

This fundamental difference has profound implications in the signal recovery task, especially for very high dimensional problems. Namely, we saw here that the support of $k$-tree sparse signals can be accurately identified provided their nonzero component amplitudes exceed a constant times $\sqrt{\sigma^2(k/m) \log k}$. This suggests that the problem becomes more “difficult” as the sparsity level $k$ increases (as expected) but, notably, the performance is independent of the ambient signal dimension $n$. This was verified in the experimental evaluation in Section III. On the other hand sensing and estimation strategies based on compressive binary search ideas and (for example) the general cluster sparse structure investigated in [15] require component amplitudes that are at least as large as a constant times $\sqrt{\sigma^2(n/m) \log \log n}$, and further, no sensing and estimation procedure for that type of cluster structure will provide uniform recovery guarantees for signals whose component amplitudes are smaller than a constant times $\sqrt{\sigma^2(n/m)}$. In other words, both the necessary and sufficient conditions for recovery of signals exhibiting the form of cluster sparsity studied in [15] grow with the ambient dimension $n$, implying that the support recovery task for those problems becomes inherently more difficult as the signal dimension $n$ increases, even if the signal sparsity remains fixed.

That said, it is worth noting a key difference between the tree-sparse signal models we consider here, and the block- and graph-structured models analyzed in [14], [15], that gives rise to this distinction. Namely, in the settings we examine here we enjoy the benefit of a priori “partial localization” information, in the sense that we know at the outset one index (corresponding to the root node of the underlying tree) at which the unknown signal has a non-zero component. This knowledge, along with the strong spatial regularity imposed by the tree structure, is what enables us to accurately localize tree-sparse signals whose component strengths are independent of dimension. More generally, it is quite likely that the approaches in [14], [15], if equipped with analogous partial localization information, could also enjoy the dimension-independent localization thresholds we identify here for the tree-sparse signal models. Overall, we note that the tree-sparse model we consider here comprises but one useful form of structured sparsity for which the necessary and sufficient conditions for recovery do not suffer an inherent “curse of dimensionality;” full characterization of other forms of structured sparsity that exhibit this favorable characteristic is a fruitful path for future investigations.

B. Implications for Signal Estimation

Finally, we note that in some sparse inference tasks it may be more beneficial to assess performance in terms of achievable mean-square error (MSE), rather than by probability of accurate support identification, as here. While our focus here was specifically on the support recovery task, we conclude with a brief discussion of our results in the context of these estimation tasks.

Several recent efforts have quantified fundamental lower bounds on the achievable MSE when estimating unstructured $k$-sparse signals using (adaptive, or non-adaptive) measurements obtained according to the model (1). Specifically, [57] established that when estimating unstructured $k$-sparse signals $x \in \mathbb{R}^n$ using any estimator $\hat{x}$...
based on any non-adaptive sensing strategies $M \in \mathcal{M}_{na}$ for which the ensemble of measurement vectors satisfies the norm constraint
\[
\|A_m\|_F^2 \leq m,
\] (49)
where $\|\cdot\|_F$ denotes the squared Frobenius norm, the minimax MSE satisfies the bound
\[
\inf_{\hat{x}, M \in \mathcal{M}_{na}} \sup_{x: |S(x)| = k} \mathbb{E} \left[ \|\hat{x}(A_m, y_m; M) - x\|_2^2 \right] \geq c \sigma^2 \left( \frac{n}{m} \right) k \log n,
\] (50)
for a specified constant $c > 0$. This result established that noisy CS estimation strategies, such as the Dantzig selector \[1\] are essentially optimal, in the sense that there exist measurement ensembles satisfying (49) such that for any $k$-sparse signal $x \in \mathbb{R}^n$, the Dantzig selector produces from $m = O(k \log n)$ measurements an estimate $\hat{x}_{DS}$ satisfying $\|\hat{x}_{DS} - x\|_2^2 = O\left( \sigma^2 \left( \frac{n}{m} \right) k \log n \right)$ with high probability. The works \[11\] and \[16\] considered adaptive sensing strategies $M \in \mathcal{M}_{ad}$ satisfying norm constraints analogous to (49) in the context of estimating unstructured sparse signals, and showed that in this case the minimax MSE satisfies
\[
\inf_{\hat{x}, M \in \mathcal{M}_{ad}} \sup_{x: |S(x)| = k} \mathbb{E} \left[ \|\hat{x}(A_m, y_m; M) - x\|_2^2 \right] \geq c'' \sigma^2 \left( \frac{n}{m} \right) k,
\] (51)
where $c'' > 0$ is another constant. Overall, the improvement that can be achieved using adaptivity when estimating unstructured sparse signals amounts to at most a constant times a logarithmic factor.

On the other hand, a simple consequence of our support recovery result implies that adaptive sensing strategies for structured sparse signals can result in significant improvements in estimation MSE, as well. Note that any accurate sparse support estimation procedure based on compressive measurements can easily be parlayed into an estimation procedure by first identifying the locations of the nonzero elements, and then in a second step, collecting direct measurements of the nonzero components (this point was also noted in \[11\]). Applying this idea using the adaptive tree sensing strategy described above for the support estimation task, we can establish a result of the following form.

**Lemma IV.1.** There exists a two-stage (support recovery, followed by direct measurement) adaptive compressed sensing procedure for $k$-tree sparse signals that produces, from $m = O(k)$ measurements, an estimate $\hat{x}$ satisfying
\[
\|\hat{x} - x\|_2^2 = O\left( \sigma^2 \left( \frac{k}{m} \right) k \right)
\] (52)
with high probability, provided the nonzero signal component amplitudes exceed a constant times $\sqrt{\sigma^2 \left( \frac{k}{m} \right) \log k}$ in amplitude.

We omit the proof. Note that if this type of approach were used to acquire (and estimate) tree-sparse signals whose nonzero components have equal amplitudes, it follows that the estimate $\hat{x}$ produced would satisfy
\[
\mathbb{E} \left[ \|\hat{x} - x\|_2^2 \right] = O\left( \sigma^2 \left( \frac{k}{m} \right) k \log k \right).
\] (53)
Somewhat astonishingly, this bound is (up to constants) within a logarithmic factor of the estimation error that would be produced were an oracle to provide the exact locations of the nonzero components before any measurements.
were obtained! This argument suggests that accurate estimation approaches (based on adaptive sensing strategies) can be constructed for recovering a broad class of relatively weak tree-sparse signals (i.e., signals having very small individual component amplitudes), and that these strategies could be capable of producing estimators whose errors are on the order of those incurred by oracle-aided sensing strategies. We defer a more thorough investigation of the performance limits for this tree-sparse signal estimation task to a later effort.
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APPENDIX

We first establish a few useful intermediate results that will be used in the proof of Lemma I.1 as well as in the proofs of our main theorems. Recall from the discussion in Section II that for any \( T \in \mathcal{T}_{n,\ell} \), corresponding to a tree with \( 1 \leq \ell < n \) nodes that is a rooted connected subtree of some underlying nearly complete binary tree of \( n \) nodes, we defined the set \( N(T) \) to be the set of locations at which one additional node can be added to the tree described by \( T \) to yield a tree with \( \ell + 1 \) nodes that is itself another rooted connected subtree of the same binary tree. The following lemma provides a bound on the sizes of the sets \( N(T) \).

**Lemma A.1.** For any \( T \in \mathcal{T}_{n,k} \) with \( k < n \), we have that \( |N(T)| \leq k + 1 \).

**Proof:** The proof proceeds by induction on \( k \leq n \). The case \( k = 1 \) is a trivial case where \( \mathcal{T}_{n,1} \) contains only a single element corresponding to the index of the root node of the underlying tree. Now, since the underlying tree is binary we have that the number of locations at which one node can be added is less than or equal to 2.

Now, for some \( k < n \) we assume that \( |N(T)| \leq k + 1 \) for all \( T \in \mathcal{T}_{n,k} \); we aim to show that \( |N(T')| \leq (k+1)+1 \) for all \( T' \in \mathcal{T}_{n,k+1} \). To that end, we note that any \( T' \in \mathcal{T}_{n,k+1} \) can be expressed as \( T' = T \cup j \) for some \( T \in \mathcal{T}_{n,k} \) and \( j \in N(T) \). This implies that \( N(T') \) contains all elements in the set \( N(T) \setminus j \), as well as the children of the index \( j \), of which there are at most two. Thus, it follows that for any \( T' \in \mathcal{T}_{n,k+1} \) we have that \( |N(T')| \leq (|N(T)| - 1) + 2 \leq (k + 1) - 1 + 2 = (k + 1) + 1 \), which is what we intended to show. \( \square \)

It is worth noting that results of this flavor are somewhat classical. For example, [58] establishes a related result in a setting where the size of the underlying tree is essentially unconstrained, implying that each node has exactly two children. This corresponds to a special case of the above result, where the number of locations at which one node may be added is exactly \( k + 1 \). We opt to provide the above proof for completeness, but also to highlight the difference in the setting where the size of the underlying tree is constrained, which is an essential characteristic of our signal model.
Our second intermediate result identifies settings where the bounds obtained above on the cardinality of the set $N(T)$ hold with equality. For this, we make explicit use of the assumption that the underlying tree be nearly complete; even in this case, the result holds only for signals that are “sparse enough.”

**Lemma A.2.** For every integer $2 \leq k \leq (n + 1)/2$, there exists at least one $T^* \in T_{n,k-1}$ for which $|N(T^*)| = k$.

It follows directly from this lemma that there exists a subset $T^* = \{T^* \cup j : j \in N(T^*)\} \subseteq T_{n,k}$ of allowable supports for $k$-tree sparse vectors, for which $|T^*| = k$, and the symmetric difference $T_i \Delta T_j \triangleq (T_i \cup T_j) \setminus (T_i \cap T_j)$ satisfies $|T_i \Delta T_j| = 2$ for any pair $T_i, T_j \in T^*$ with $i \neq j$.

**Proof:** Recall that the underlying tree is assumed to be nearly complete, meaning that all levels of the underlying tree are full with the possible exception of the last level, and that nodes in the last level are as far to the left as possible. Our proof is constructive – for each $2 \leq k \leq (n + 1)/2$ we let $T^*$ be the set of indices that corresponds to the $k − 1$ nodes in the underlying tree selected in a top-down, left-to-right manner.

First, note that when $k − 1 = 2^q − 1$ for some integer $q \in \mathbb{N}$ the set of indices in $T^*$ will correspond to a complete subtree of the underlying nearly complete tree. Further, the underlying tree must contain all $2^q = k$ nodes in the level immediately below the last level filled by the indices in $T^*$; if not, then the total number of nodes in the tree would satisfy $n < (k − 1) + k = 2k − 1$, which contradicts the condition that $k \leq (n + 1)/2$. Thus, in this case the $N(T^*)$ can be taken to be the $2^q = k$ descendants of the nodes in the last full level of the subtree described by the indices in $T^*$.

For other values of $k$ that cannot be written as integer powers of 2, the set $T^*$ will not correspond to a complete subtree, but instead, a nearly complete subtree of the underlying tree. In this case, note that $d^* = d^*(k) = \lceil \log_2 (k − 1) \rceil$ is the depth of the last (partially-filled) level of the subtree corresponding to the $k − 1$ elements in $T^*$. It follows that the total number of indices in all of the filled layers of the subtree defined by elements of $T^*$ is $2^d^* − 1$, and thus, the number of indices in the last partially-filled level is given by $v^* = (k − 1) − (2^{d^*} − 1)$.

Now, the set $N(T^*)$ can be constructed to contain all of the $2^d^* − v^*$ indices in the last partially filled level, plus $2v^*$ indices in the level immediately below that are the descendants of the indices in the last partially filled level. For this construction, note that

$$ |N(T^*)| = 2^d^* − v^* + 2v^* = 2^d^* + (k − 1) − (2^{d^*} − 1) = k. $$

Finally, for completeness, we note that the level immediately below the last partially filled level of the subtree described by elements of $T^*$ must indeed contain at least $2v^*$ indices. If not, then the total number of indices in the underlying tree would be $n < (k − 1) + k = 2k − 1$, which again contradicts the requirement that $k \leq (n + 1)/2$. 

\[\hfill\]
A. Proof of Lemma I.1

The proof of Lemma I.1 relies on the fact that when acquiring a particular signal \( x \) having support \( S(x) \in T_{n,k} \), the support estimate \( \hat{S} \) produced when the adaptive sensing procedure of Algorithm I.1 terminates will exactly equal the true support when the event

\[
E_x \triangleq \left\{ \bigcap_{i \in S(x)} |y(i)| \geq \tau \right\} \cap \left\{ \bigcap_{j \in N(S(x))} |y(j)| < \tau \right\}
\]

occurs. More specifically, the event \( E_x \) corresponds to a (valid) instance of the procedure where measurements of \( x \) are obtained at all locations \( \ell \in S(x) \cup N(S(x)) \) and the hypothesis test associated with each measurement produces the correct result, thus resulting in a correct final support estimate.

In other words, the above discussion establishes that \( E_x \subseteq \{ \hat{S} = S(x) \} \). (Actually, the events \( E_x \) and \( \{ \hat{S} = S(x) \} \) can be shown to be equal, though we don’t explicitly need this fact for our proof.) This implies, in turn, that \( \{ \hat{S} = S(x) \}^c \subseteq E_x^c \); thus,

\[
\Pr_x \left( \hat{S} \neq S(x) \right) \leq \Pr_x \left( \left\{ \bigcup_{i \in S(x)} |y(i)| < \tau \right\} \cup \left\{ \bigcup_{j \in N(S(x))} |y(j)| \geq \tau \right\} \right) \leq \sum_{i \in S(x)} \Pr_x \left( |y(i)| < \tau \right) + \sum_{j \in N(S(x))} \Pr_x \left( |y(j)| \geq \tau \right). \tag{56}
\]

The proof proceeds by identifying simple upper bounds for each term in the sum on the right hand side of (56). To that end, note that for \( j \in N(S(x)) \) we have that \( y(j) \sim N(0, \sigma^2) \). Thus,

\[
\Pr_x \left( |y(j)| \geq \tau \right) = \Pr_x \left( \{ y(j) \geq \tau \} \cup \{ y(j) \leq -\tau \} \right) = 2 \cdot \Pr_x \left( y(j) \geq \tau \right) \leq \exp \left( -\frac{\tau^2}{2\sigma^2} \right), \tag{57}
\]

where the second line follows by symmetry and the fact that the events are disjoint, and the third line utilizes a standard bound on the tail of the Gaussian distribution.

We now consider obtaining bounds on the probabilities of the events \( \{ |y(i)| < \tau \} \) for \( i \in S(x) \). Note that for \( i \in S(x) \) we have \( y(i) = \alpha_i + w \) where \( w \sim N(0, \sigma^2) \) represents the additive noise for that observation. Since we placed no condition on the signs of the nonzero elements of \( x \) we ultimately have to consider two cases to establish our bound. Consider, first, the case where the nonzero element at location \( i \) satisfies \( \alpha_i > 0 \). We have

\[
\{ |y(i)| < \tau \} = \{ -\tau - \alpha_i < w < \tau - \alpha_i \} \subset \{ w < \tau - \alpha_i \},
\]

implying that \( \Pr_x \left( \{ |y(i)| < \tau \} \right) \leq \Pr_x \left( w < \tau - \alpha_i \right) \). Now, for \( \tau < \mu \leq \alpha_i \) we can again employ a standard bound on the tail of the Gaussian distribution to claim

\[
\Pr_x \left( \{ |y(i)| < \tau \} \right) \leq \exp \left( -\frac{(\alpha_i - \tau)^2}{2\sigma^2} \right). \tag{58}
\]

\footnote{Note that in our proof we adopt the alternative notation used in our description of the adaptive sensing procedure, where measurements are indexed according to the location that was observed.}
Using a similar approach for the case $\alpha_i < 0$ and the same $\tau$, we obtain (after some straightforward computations) that the overall bound
\[
\Pr_x \left( \{ |y(i)| < \tau \} \right) \leq \exp \left( - \frac{(\alpha_i - \tau)^2}{2\sigma^2} \right) \leq \exp \left( - \frac{(\mu - \tau)^2}{2\sigma^2} \right)
\]
holds for any $i \in S(x)$, where the last step follows from the fact that $|\alpha_i| \geq \mu$ for all $i \in S(x)$. Thus
\[
\Pr_x \left( \hat{S} \neq S(x) \right) \leq k \exp \left( - \frac{(\mu - \tau)^2}{2\sigma^2} \right) + (k + 1) \exp \left( - \frac{\tau^2}{2\sigma^2} \right).
\]
Note that the leading factor of $k + 1$ in the second term of (61) is a consequence of Lemma A.1.

The last step of the proof is straightforward, and amounts to showing that for any $\delta \in (0, 1)$, when
\[
\mu = \sqrt{8 \log \left( \frac{4}{\delta} \right)} \cdot \sqrt{\sigma^2 \log k}
\]
and
\[
\tau = \sqrt{2\sigma^2 \log \left( \frac{4k}{\delta} \right)},
\]
each of the two terms in the sum in (61) can be upper bounded by $\delta/2$. Further, it is easy to verify that for these choices $\tau < \mu$ (as required by our proof) whenever $k > 1$. These steps are straightforward, so we omit the details.
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