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We consider an oscillating micromirror replacing one of the two fixed mirrors of a Mach-Zehnder interferometer. In this ideal optical set-up the quantum oscillator is subjected to the radiation pressure interaction of travelling light waves, no cavity is involved. The aim of this configuration is to show that squeezed light can be generated by pure scattering on a quantum system, without involving a cavity. The squeezing can be detected at the output ports of the interferometer either by direct detection or by measuring the spectrum of the difference current. We use the quantum-stochastic Schrödinger equation (Hudson-Parthasarathy equation) to model the global evolution. Indeed, it can describe the scattering of photons and the resulting radiation pressure interaction on the quantum oscillator. Moreover, it allows to consider also the interaction with a thermal bath, so that it can describe also the damping of the harmonic oscillator and non-Markovian thermal effects. In this way we have a unitary dynamics giving the evolution of oscillator and fields. The Bose fields of quantum stochastic calculus and the related generalized Weyl operators allow to describe the whole optical circuit. By working in the Heisenberg picture, the quantum Langevin equations for position and momentum and the output fields arise, which are used to describe the monitoring in continuous time of the light at the output ports. In the case of strong laser and weak radiation pressure interaction highly non-classical light is produced, and this can be revealed either by direct detection (a negative Mandel $Q$-parameter is found), either by the intensity spectrum of the difference current of two photodetector; in the second case a nearly complete cancellation of the shot noise can be reached. In this last case it appears that the Mach-Zehnder configuration together with the detection of the difference current corresponds to an homodyne detection scheme, so that we can say that the apparatus is measuring the “spectrum of squeezing”.
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I. INTRODUCTION

Quantum optomechanical systems, such as oscillating micromirrors interacting with the light by radiation pressure, have been a very active field of theoretical and experimental research. It is usual to consider such a kind of systems coupled with discrete modes of light in a cavity [11–12]; indeed, the term of cavity optomechanics is often used. In principle, also the case of travelling waves reflected by a micromirror can be considered [13]; some of the effects typical of cavity optomechanics can be found also in this case.

Here we want to show that, ideally, the pure reflection of the light on an oscillating quantum micromirror can generate squeezed light out of “classical” coherent light. As discussed in [10] Sect. 4.5 the ponderomotive interaction produces intensity-dependent phase shifts which give rise to optical squeezing. Here we show that this is possible also without the presence of a cavity; the pure scattering of the light on the quantum mirror can transform the coherent input light in strongly squeezed output light.

Our interest here is not directly in the motion of the quantum oscillator, but in the properties of the output light, in particular in detecting its squeezing. As we expect the interaction with the quantum system to affect mainly the phase of the light, we insert the quantum micromirror in the place of one of the mirrors of a Mach-Zehnder interferometer (MZI) [14–15]; in this way we realize a phase sensitive optical circuit, which provides the interference of the beam of interest with a reference beam, in a way very similar to an homodyne detection scheme. At the output ports of the MZI, we can think to use direct detection and to check for sub-Poissonian statistics [14, 15]; in this way we realize a phase sensitive optical circuit, but in the properties of the output light, in particular in detecting its squeezing. As we expect the interaction with the quantum system to affect mainly the phase of the light, we insert the quantum micromirror in the place of one of the mirrors of a Mach-Zehnder interferometer (MZI) [14–15]; in this way we realize a phase sensitive optical circuit, which provides the interference of the beam of interest with a reference beam, in a way very similar to an homodyne detection scheme. At the output ports of the MZI, we can think to use direct detection and to check for sub-Poissonian statistics [14, 15]; in this way we realize a phase sensitive optical circuit, but in the properties of the output light, in particular in detecting its squeezing.

As in [13], we use quantum stochastic calculus (QSC) and the Hudson-Parthasarathy (HP) equation [19–21] to model the unitary evolution of quantum oscillator and light field. This equation can describe absorption/emission of quanta from a quantum system (the oscillator in our case), and we use this feature to introduce the interaction with a thermal bath, giving damping and heating. Moreover, this equation allows also to describe scattering of field quanta [22–25] and it is this feature which is used to model the pure reflection of light. By using QSC and HP-equation we can relay on the associated quantum Langevin equations to study the motion of the oscillator (without the need of some additional Markov approximation).

On the other side, the related notion of output fields [21, 28–30] allows to describe the effects of the quantum micromirror on the reflected light.

QSC involves continuous Bose fields, by which we can also model travelling waves of quantum optical fields [26]. Moreover, by the related generalized Weyl operators [20, 21], it is possible to describe the action of linear optical elements on the light and to construct optical circuits [27], as the MZI in the present work. Finally, by introducing suitable compatible field observables, we can describe the monitoring of the output light in continuous time (direct, heterodyne, homodyne detection) [17, 18, 21, 28–34].

In Sect. [14] we introduce the Bose fields involved in QSC and the Weyl operators and we show how to describe the MZI by these objects. Let us stress that this is an important feature of the formalism based on Bose fields: very general optical circuits can be modeled in a similar way. The input light at one of the input ports of the MZI is monochromatic coherent light, while no light enter the other port. Then, we introduce the quantum observables representing the possible detection schemes at the two output ports and we formalize the connection between the detection results and squeezing by introducing suitable mode operators. In Sect. [14] we introduce the HP-equation giving the unitary evolution of the quantum mechanical oscillator interacting with the optical field and thermal noise, with arbitrary noise spectrum. In the Heisenberg description position and momentum of the mechanical oscillator satisfy a couple of quantum Langevin equations, which preserve in time the canonical commutation relations, due to the unitarity of the underlying dynamics. The system operators in the HP-equation are chosen in such a way that all the forces (mechanical harmonic force, damping and radiation pressure forces) appear only in the equation for the momentum, as it must be for a mechanical oscillator. The Langevin equations can be explicitly solved and from this solution the form of the output optical field can be obtained. The explicit form of the output field for long times, together with the results about the detection schemes are used in Sect. [V] to get the analytic expressions of the Mandel Q-parameters or the intensity spectra, depending on the applied measurement procedures. In the limit of weak radiation pressure interaction and of strong laser a very intense squeezing is produced and it can be detected either by the spectrum of the difference of the photo-currents, either by direct detection at the two output ports. Conclusions and possible extensions are discussed in Sect. [V].

II. THE OPTICAL CIRCUIT AND THE DETECTION SCHEMES

Before discussing our optical circuit, the MZI in Figure [1] we introduce the quantum fields used to represent both light and thermal noise. A good presentation of QSC and of the related notions is in the book [21]; presentations more aimed to applications in quantum optics can be found in [21, 28].

Let us consider $d$ Bose fields $a_j(t)$ satisfying the canonical commutations rules (CCRs)

$$[a_i(s), a_j(t)] = 0, \quad [a_i(s), a_j^\dagger(t)] = \delta_{ij}\delta(t-s).$$

This kind of fields are used in quantum optics also outside QSC [20]. We work in the Fock representation, which means that these CCRs are realized in the Hilbert space

$$\Gamma \equiv \Gamma(L^2(\mathbb{R}; \mathbb{C}^d)) \equiv C \oplus \bigoplus_{n=1}^{\infty} L^2(\mathbb{R}; \mathbb{C}^d)^{\otimes n};$$

$\Gamma$ is the symmetric Fock space over the one-particle space $L^2(\mathbb{R}; \mathbb{C}^d) \equiv L^2(\mathbb{R}) \otimes \mathbb{C}^d$ and the direct sum on the right is its decomposition in the $n$-particle spaces. In all developments, a key role is played by the coherent vectors, or normalized
components in the exponential vectors have e-tons. Note that the representations in the spaces with fixed number of photons of the case of discrete modes, as one sees by comparing the introduced family of annihilation operators. The operators together with the integral of quadratic expressions preserving this equation shows that e(t) is the exponential vectors [20].

To develop the theory of quantum stochastic differential equations the integral version of the $a_j$-fields is needed, together with the integral of quadratic expressions preserving the number of quanta:

$$A_j(t) = \int_0^t a_j(s)ds, \quad \Lambda^A_{ij}(t) = \int_0^t a^\dagger_i(s)a_j(s)ds.$$  \hspace{1cm} (5)

The operators $\Lambda^A_{ij}(t)$ were named gauge process; note that $\Lambda^A_{ij}(t)$ is the number process for the field $j$. The rigorous definition of field and gauge operators is through their action on the exponential vectors [20].

**A. The Mach-Zehnder interferometer**

A MZI, [13] Sects. 2.4, 2.5, [14] Sect. 3.2.3, is a phase sensitive optical circuit characterized by the presence of two beam splitters (BS) and two mirrors. MZI-like configurations are well suited for generation and detection of squeezed light, as in the case of [35], where the squeezing is produced by non linear crystals.

Our proposal is a Mach-Zehnder interferometer in which one of the mirrors is a reflecting and vibrating quantum oscillator (QO — a quantum optomechanical micro-mirror), see Figure 1. The other mirror is a fixed one to which a tunable phase shifter (PS) has been added. The fields $A_1$ and $A_2$ are the optical fields entering the two input ports of the interferometer, while the field $A_3$ will be used to model the thermal reservoir affecting the oscillating mirror. For the fields we are using the capital letters of the integral notation [5]. In going from left to right the change of letter (from $A$ to $B$, $C$, $D$) denotes that the fields have undergone a unitary transformation. Detection applies only to the fields $D$ at the two output ports; by $I_j(t)$ we denote the two photo-currents from the detectors. The fields $D$ are detected and processed in order to study the properties of the field $C_1$. The notion of Weyl operator, needed to describe the linear optical elements, is recalled in Sect. A. For simplicity, we assume that there are no losses and that the optical paths in the two arms of the interferometer are equal.

The idea of substituting the two mirrors in a MZI was proposed also in [10] Sect. 6.5.1: in that reference the two optomechanical systems are coupled to cavities and the aim is to entangle two macroscopic bodies.

**1. First beam splitter**

The first beam splitter, denoted by BS1 in Figure 1 has transmittance $\eta \in (0, 1)$ and it is represented by the Weyl operator $W_{BS1} := \mathcal{W}(0; V_\eta)$ (see (A1), (A4)) acting on the two optical fields with the transformation

$$B_j(t) = W_{BS1}A_j(t)W_{BS1}, \quad (6a)$$

$$B_1(t) = \sqrt{\eta} A_1(t) + i\sqrt{1-\eta} A_2(t), \quad (6b)$$

$$B_2(t) = i\sqrt{1-\eta} A_1(t) + \sqrt{\eta} A_2(t). \quad (6c)$$

Equivalently, by using the field densities, we have

$$b_j(t) = \sum_{i=1}^{2} (V_\eta)_{ji}a_i(t), \quad (V_\eta)_{11} = (V_\eta)_{22} = \sqrt{\eta}, \quad (V_\eta)_{12} = (V_\eta)_{21} = i\sqrt{1-\eta}. \quad (7)$$
The \(\alpha\)-fields satisfy the canonical commutation relations (CCRs) \((1)\); being \((6)\) a unitary transformation, the same CCRs hold for the \(b\)-field densities.

2. The mirrors

a. The fixed mirror and the tunable phase shifter. In the upper arm we have a fixed mirror, just to change the direction of propagation of the beam, and a tunable phase shifter; their effect on the beam is represented by the simple Weyl operator

\[
W_{PS} = W(0; V_{PS}), \quad V_{PS} = \begin{pmatrix}
1 & 0 & 0 \\
0 & e^{i\psi} & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

whose action reduces to

\[
C_2(t) = W_{PS}^t B_2(t) W_{PS} = e^{i\psi} B_2(t), \quad \Lambda_{22}^C(t) = \Lambda_{22}^B(t),
\]

summarized in \(c_2(t) = e^{i\psi} b_2(t)\).

Remark 1. By default we consider the phase shift to be tunable, once for all. However, by using an electro-optical phase modulator, the phase shift \(\psi\) could become time dependent and could be controlled by taking into account the detected signal (closed loop feedback) \((15\) pp. 84, 221).

b. Interaction with the quantum system. The interaction of the optical field \(B_1(t)\) with the quantum system is represented by a Hudson-Parthasarathy equation \((20)\). Then, the field after the interaction is given by the output field \((21)(28)(34)\):

\[
C_1(t) = B_1^{\text{out}}(t) := U(t)^{\dagger} B_1(t) U(t), \quad (9a) \\
\Lambda_{11}^C(t) = \Lambda_{11}^B(t) := U(t)^{\dagger} \Lambda_{11}^B(t) U(t). \quad (9b)
\]

For the moment, \(U(t)\) is the unitary evolution solving a generic HP-equation. It is important to stress that HP-equation treats the quantum sub-system and the fields, representing the thermal bath and/or the light, as a closed system; then, the output fields represent the field operators in the Heisenberg picture. Note that, in such a general framework, the quantum system is not necessarily an oscillating micromirror; for example, it could be another fixed mirror, or some two-level atom absorbing and emitting photons. In Section III we shall complete our model by choosing both the system interacting with the fields and their specific interactions.

We shall use also the density \(c_1(t) \equiv b_1^{\text{out}}(t)\). The explicit expression of this field depends on the form of the HP-equation and in our case it will be given in Sect. III C.

Remark 2. An important point is that the fields \(c_1\) and \(c_2\) satisfy the CCRs as Bose free fields (cf. \((1)\)). This is due to the general properties of HP-equation \((21)(28)(34)\), which imply \(U(t)^{\dagger} B_1(t) U(t) = U(T)^{\dagger} B_1(t) U(T)\), for any choice of \(T \geq t\). So, the output fields are obtained by a unique unitary transformation on the input fields and the commutation relations are preserved.

Remark 3. We shall consider also the case of a fixed mirror; in this case we have

\[
C_1(t) = e^{i\phi} B_1(t), \quad \Lambda_{11}^C(t) = \Lambda_{11}^B(t).
\]

The two phases \(\psi\) and \(\phi\) take into account all the possible phase shifts induced by the MZI: reflections, beam splitters, . . .

3. Second beam splitter

The second beam splitter, denoted by BS2 in the figure, has transmittance 1/2 and it is represented by the Weyl operator \(W_{BS2} = W(0; V_{1/2})\), cf. \((6)\), \((7)\), \((11)\), \((14)\); it generates the field transformations

\[
D_j(t) = W_{BS2}^t C_j(t) W_{BS2}, \quad (10a) \\
D_1(t) = \frac{1}{\sqrt{2}} [C_1(t) + i C_2(t)], \quad (10b) \\
D_2(t) = \frac{1}{\sqrt{2}} [i C_1(t) + C_2(t)]. \quad (10c)
\]

Equivalently, we have

\[
d_j(t) = \frac{j^{-1}}{\sqrt{2}} \left[ c_1(t) - (-1)^j t e^{i\psi} b_2(t) \right], \quad j = 1, 2. \quad (11)
\]

Remark 4. Again the \(d\)-fields are Bose free fields and satisfy the CCRs, see \((15)\).

In the detection schemes of Sect. III C a central role will be played by the number operators of the \(D\)-fields,

\[
\hat{N}_j(t) \equiv \Lambda_{jj}^D(t) = \int_0^t ds \hat{d}_j^\dagger(s) \hat{d}_j(s). \quad (12)
\]

By \((11)\), we have

\[
\hat{N}_j(t) = \frac{1}{2} \int_0^t ds \left[ c_1(s) c_1(s) - (-1)^j t e^{i\psi} c_1^\dagger(s) b_2(s) + (-1)^j t e^{-i\psi} b_2^\dagger(s) c_1(s) + b_2^\dagger(s) b_2(s) \right]. \quad (13)
\]

B. The total system state

Our total system is composed by the quantum oscillator, the two optical fields, \(A_1\), \(A_2\), and a thermal field \(A_3\) interacting directly with the oscillator. As initial state we take a factorized state composed by a generic statistical operator \(\rho_{in}\) for the oscillator, a coherent state for the field \(A_1\), the vacuum for the field \(A_2\), and a thermal state for \(A_3\).

The general form of the coherent states for the fields is given in \((3)\); they are characterized by \(L^2(\mathbb{R})\)-functions. To have the vacuum for the field \(A_2\) it is enough to take the null function, but to introduce a monochromatic laser for the field \(A_1\) we need to have a starting and a ending time for the function. So, we take

\[
\rho_T = \rho^0_{in} \otimes \rho_{em1}^T \otimes \rho_{th}, \quad \rho_{em}^T = \rho_{em1}^T \otimes \rho_{em2}^T, \quad \rho_{em1}^T = |e_1(f_T)\rangle \langle e_1(f_T)|, \quad f_T(t) = f(t) 1_{[0,T]}(t), \\
f(t) = \lambda e^{-i\omega_0 t}, \quad \lambda \in \mathbb{C}, \quad \omega_0 > 0, \quad (14a) \\
\rho_{em2} = |e_2(0)\rangle \langle e_2(0)|. \quad (14c)
\]
In all the following developments, the current time \( t \) will be always smaller than \( T \), but in the final physical formulae we shall take \( T \to +\infty \).

Similarly, the mixture of coherent states could be used, such as the phase-diffusion model of a laser \cite{13}; however, due to the fact that we consider only the case of equal optical paths in the two arms of the MZI, the only property of the field state we shall use is \( | f(t) |^2 = | \lambda |^2 \); so, the pure monochromatic case is sufficient.

The state is shall be discussed in Sect. 13.1.32.

We shall denote the quantum expectation of any operator \( X \) by the notation

\[
\langle X \rangle_T = \text{Tr}\{X \rho^T_T\}. \tag{15}
\]

By using (11), we get the following useful formula, which shall be used in Sect. 13.1.32.

\[
d_j(t) \rho^T_{\text{em}} = \frac{j!}{\sqrt{2}} \left[ c_1(t) + (-1)^j \eta | f_T(t) | \right] \rho^T_{\text{em}}, \tag{16}
\]

\[
C. \quad \text{The detection schemes}
\]

We describe now some possible detection schemes. The first one is to consider the simple counting processes of the photons from the two output ports. Then, we shall consider possible post-processing of the output currents from the detectors and study their spectra.

The key point in the mathematical formulation of detection schemes we shall consider is that the number operators (12), \( \{ \hat{N}_j(t), j = 1, 2, 0 \leq t \leq T \} \), are a family of commuting self-adjoint operators. Indeed, from the CCRs (B2), we obtain

\[
\left[ \hat{N}_i(t), \hat{N}_j(s) \right] = 0, \quad \forall i, j = 1, 2, \quad \forall t, s \in [0, T]. \tag{17}
\]

Because they commute, these operators represent compatible observables, the number of photons up to time \( t \). We denote by \( N_j(t) \) the observed counts, whose joint probability distribution \( P \) can be in principle obtained by the “usual” rules of quantum mechanics (from the joint projection valued measure and the system state); they form a two-dimensional stochastic process, whose components are two counting processes. Obviously, also functions of these commuting operators represent compatible observables.

The physical quantities introduced in the following sections, like variances and spectra, can be expressed firstly by means of the fields \( D_j \) and their densities \( d_j \) (see the detected fields in Section 11.1.32.1). The expressions we get in this way are independent from the explicit structure of the MZI, so they are very general. Then, they are particularized to our optical circuit, but the interaction fields/optomechanical component is left completely general (see the output field in Section 11.1.32). The mathematical computations are given in Appendix [B]; these computations are essentially the same either for the case of direct detection, either in the case of the intensity spectra. After the introduction of the interaction fields/optomechanical component, given in Section 11.1.32.2, we shall obtain the final explicit results in Section 14.

\[1. \quad \text{The counting processes}\]

Here we consider the case of direct detection at the two output ports of the MZI, which means to count the photons leaving the two ports. So, the observed quantities are the processes \( \hat{N}_j(t), j = 1, 2 \), just introduced above, and the associated self-adjoint operators are the number operators \( \hat{N}_j(t) \) (12). In particular, the means at time \( T \) are

\[
\mathbb{E}_P[N_j(T)] = \langle \hat{N}_j(T) \rangle_T = \int_0^T dt \langle d_j^\dagger(t) d_j(t) \rangle_T; \tag{18}
\]

in the second equality we have expressed the number operator in terms of the \( d \)-densities as in (13). Due to the stationarity of the stimulating laser (see the state (14)), there exists an asymptotic regime for the fields, and the following limits exist

\[
n_j := \lim_{T \to +\infty} \frac{\mathbb{E}_P[N_j(T)]}{T} = \lim_{T \to +\infty} \lim_{T \to +\infty} \langle d_j^\dagger(t) d_j(t) \rangle_T, \quad j = 1, 2, \tag{19}
\]

which represent the mean flux of photons at large times. The proof of the existence of the limit is by explicit computations, see Remark [19] and Appendix [E].

As we have observables represented by commuting self-adjoint operators, variances and covariances are given by the quantum expectations

\[
\text{Cov}_P[N_i(T), N_j(T)] = \langle \hat{N}_i(T)\hat{N}_j(T) \rangle_T - \langle \hat{N}_i(T) \rangle_T \langle \hat{N}_j(T) \rangle_T. \tag{20}
\]

Then, by inserting the integral representation of the number operators and by using (B3), we obtain the expression

\[
\text{Cov}_P[N_i(T), N_j(T)] = \delta_{ij} \langle \hat{N}_j(t) \rangle_T
\]

\[+ \int_0^T dt \int_0^T ds \left( \langle d_j^\dagger(t)d_j(s) \rangle \langle d_j(s)d_j(t) \rangle_T - \langle d_j^\dagger(t)d_j(s) \rangle \langle d_j(s)d_j(t) \rangle_T \right). \tag{21}
\]

In (18)–(21), the mean rates of counts, their variances and covariances are given in terms of the detected field densities \( d_j \). The compatibility of the considered observables and the structure of all these formulae are due only to the CCRs (B2) obeyed by the \( d \)-fields; all these results are independent from the specific structure of the optical circuit.

In the case of Poisson distribution the variance of the observable \( N_j \) would be equal to its mean. In quantum optics it is usual to measure the difference from this distribution by introducing the Mandel Q-parameter (16):

\[
Q_j(T) := \frac{\text{Var}_P[N_j(T)] - \mathbb{E}_P[N_j(T)]}{\mathbb{E}_P[N_j(T)]}; \tag{22}
\]

by definition the Q-parameter is greater than \(-1\) and vanishes for the Poisson distribution. As for (19), also for this quantity it will exist the limit for large times in our case; by (21) we
can write
\[
Q_j := \lim_{T \to +\infty} Q_j(T)
\]
\[
= \lim_{T \to -\infty} \frac{1}{n_j T} \int_0^T dt \int_0^T ds \left( \langle d_j^\dagger(t) d_j(s) d_j(t) \rangle_T - \langle d_j^\dagger(s) d_j(s) \rangle_T (d_j^\dagger(t) d_j(t))_T \right) \geq -1.
\] (23)

When the Mandel parameter is negative, one speaks of sub-Poissonian statistics and this fact has connections with the presence of squeezed light \[17\] Sect. 2.3.6]; we shall discuss this point in Sect. II C 4.

2. Post-processing and the spectra of the output light

We consider now the case of photo-counters designed to measure the flux of arrivals of photons. The photo-detector does not distinguish the single detected photons, but it produces an output photo-current proportional to a time mean of the electrical pulses generated by the incoming photons. We consider a simple explicit representation of the response function of the detector given by \(c \exp(-\kappa(t-r))\), so that the output currents are represented by
\[
I_j(t) = c \exp \left( \int_0^t -\kappa(t-r) \, dN_j(r) \right),
\] (24)
\[ c > 0, \quad \kappa > 0, \quad j = 1, 2, \quad 0 < t \leq T; \]
we are considering two identical, ideal detectors. Being \(N_j\) a counting process, its infinitesimal increments have to be interpreted as 0 or 1: they are 1 at the times of a count \[28\] p. 22]; then, the stochastic integral in \(24\) is a sum on the random times of the arrivals of the photons in the time interval \((0, t)\). The associated operators are given by
\[
\hat{I}_j(t) = c \exp \left( \int_0^t -\kappa(t-r) \, d\Lambda^D_{j}(r) \right).
\]
As we already remarked, the number operators form a family of commuting self-adjoint operators; so the same holds for the family of current operators \(\{\hat{I}_1(t), \hat{I}_2(s)\}_{t,s \in [0, T]}\). We can also process the output currents and measure the “sum” current or the “difference” current:
\[
I_+(t) = I_1(t) + I_2(t), \quad I_-(t) = I_1(t) - I_2(t); \quad (25)
\]
the corresponding commuting self-adjoint operators will be denoted by \(\hat{I}_+ = \hat{I}_1 + \hat{I}_2\). A special role is played by \(\hat{I}_-\), which is the quantity measured in the balanced homodyne detection scheme \[15, 31, 36, 37\]. Indeed, it is the MZI itself which realizes the circuit needed for homodyning. From Figure 1 one sees that the field \(C_2\) plays the role of local oscillator, while \(C_1\) is the signal to be analyzed. They interfere at the balanced beam splitter BS2; then, the fields \(D_j(t)\) are detected, the photocurrents are subtracted and the resulting signal is processed.

Anyone of the currents \(24\) or \(25\) can be sent to a spectrum analyzer and its intensity spectrum observed. Let us denote by \(I(t)\) one of these currents or a linear combination of them, \(I(t) = \sum_{j=1}^{N} k_j I_j(t), k_j \in \mathbb{R}\), and let \(\hat{I}(t)\) be the corresponding family of compatible quantum observables; its intensity spectrum is given by
\[
S^T_I(\mu) = \frac{1}{T} \mathbb{E}_P \left[ \left\| \int_0^T e^{-i\mu t} I(t) dt \right\|^2 \right], \quad (26a)
\]
\[
S_I(\mu) = \lim_{T \to +\infty} S^T_I(\mu). \quad (26b)
\]

This is the usual definition of spectrum of an asymptotically stationary stochastic process, as it is in our case, see Sect. IV and the computations in Appendix E. The limit is in the sense of distributions, as Dirac-deltas can appear in the limit.

Remark 5. The intensity spectra are symmetric. Indeed, as \(I\) is a real stochastic process, from the definition we have
\[
S^T_I(-\mu) = \frac{1}{T} \mathbb{E}_P \left[ \int_0^T e^{-i\mu t} I(t) dt \int_0^T e^{i\mu t} I(s) ds \right] = S^T_I(\mu).
\]

By expressing the probabilistic means as quantum expectations, firstly we get from \(19\) the mean of the current at large times:
\[
\lim_{t \to +\infty} \mathbb{E}_P[I(t)] = \lim_{t \to +\infty} \lim_{T \to +\infty} \langle \hat{I}(t) \rangle_T = c (k_1 n_1 + k_2 n_2).
\] (27)

Then, by subtracting and adding the contribution of the means in \(26\), we obtain
\[
S_I(\mu) = 2 \pi c^2 (k_1 n_1 + k_2 n_2)^2 \delta(\mu)
\]
\[
+ \frac{c^2 \kappa^2}{\mu^2 + \kappa^2} \sum_{ij} k_i \left[ n_i \delta_{ij} + |\lambda|^2 \Sigma_{ij}(\mu) \right] k_j, \quad (28)
\]
\[
\Sigma_{ij}(\mu) := \lim_{T \to +\infty} \frac{1}{|\lambda|^2 T} \Re \int_0^T dt \int_0^T ds e^{i\mu(t-s)}
\]
\[
\times \left( \langle d_j^\dagger(t) d_i^\dagger(s) d_i(s) d_j(t) \rangle_T - \langle d_i^\dagger(s) d_i(s) \rangle_T \langle d_j^\dagger(t) d_j(t) \rangle_T \right); \quad (29)
\]
the proof is given in Appendix B1. These expressions of the intensity spectra are independent from the specific structure of the optical circuit, as it was the case of the covariance \(21\).

Remark 6. In the expression \(28\), the term with the Dirac delta is the contribution of the constant component of the currents. The factor \(c^2 \kappa^2 / (\mu^2 + \kappa^2)\) is the square modulus of the Fourier transform of the response function of the detector. The term \(\delta_{ij} n_j\) is known as shot noise \[31\] p. 362]; it derives from having written the expression inside \(29\) in normal order by using \(B3\). Finally, the matrix \(n_i \delta_{ij} + |\lambda|^2 \Sigma_{ij}(\mu)\) is positive semi-definite by construction.
By comparing (29) with (21), we see that we have the connection
\[
\lim_{T \to +\infty} \frac{1}{T} \text{Cov}_P[N_c(T), N_j(T)] = \delta_{ij} n_j + |\lambda|^2 \Sigma_{ji}(0).
\] (30)

3. The dependence on the output field

Our interest is on the field $C_1(t)$, the optical field after the interaction with the opto-mechanical device. By comparing our optical circuit with a balanced homodyne detection scheme, see for instance [31, Sect. 8.4.4 and Fig. 8.7], we note that there is a strict similarity and that the quantum field $C_2$ has the role of the local oscillator in the homodyne scheme. So, we put in evidence here the dependence of the observed quantities on the field density $c_1(t)$.

By using (14) and (16), we get easily from (19) the following expression for the mean rate at port $j$:
\[
n_j = \lim_{T \to +\infty} \frac{1}{T} \left( |\lambda|^2 (1 - \eta) + \langle c_1^*(t) c_1(t) \rangle_T \right)
+ (1 - \eta)^{1/2} \langle \sqrt{1 - \eta} \left( \langle f(\lambda) f(t) \rangle \langle c_1^*(t) c_1(t) \rangle_T + \text{c.c.} \right) \rangle.
\] (31)

We introduce now the reduced spectra, from which all our physical quantities can be expressed:
\[
\Sigma_{-}(\mu) = \Sigma_{+}^0(\mu) + \Sigma_{+}^\psi(\mu),
\] (32a)
\[
\Sigma_{-}^0(\mu) = \lim_{T \to +\infty} \frac{1}{|\lambda|^2 T} \int_0^T dt \int_0^T ds \ e^{i\mu(t-s)}
\times \left\{ \sigma(t) f(s) \langle c_1^*(t) c_1(t) \rangle_T
- \overline{\sigma(t)} f(s) \langle c_1(t) c_1^*(t) \rangle_T + \text{c.c.} \right\},
\] (32b)
\[
\Sigma_{-}^\psi(\mu) = \lim_{T \to +\infty} \frac{1}{|\lambda|^2 T} \int_0^T dt \int_0^T ds \ e^{i\mu(t-s)} \left\{ e^{i\mu f(s)} \right\}
\times f(t) \left[ \langle c_1^*(t) c_1^1(s) \rangle_T - \langle c_1^1(s) c_1(t) \rangle_T \right] + \text{c.c.},
\] (32c)
\[
\Sigma_0(\mu) = \lim_{T \to +\infty} \frac{1}{|\lambda|^2 T} \int_0^T dt \int_0^T ds \ e^{i\mu(t-s)}
\times \left\{ e^{i\mu f(t)} \langle c_1^*(t) c_1^1(s) c_1(s) c_1^1(t) \rangle_T
- f(t) \langle c_1^*(s) c_1(t) \rangle_T
\times \langle c_1^1(s) c_1(t) \rangle_T + f(s) \langle c_1^1(s) c_1^1(t) c_1(t) \rangle_T
- f(s) \langle c_1^1(s) \rangle_T \langle c_1^1(t) c_1(t) \rangle_T \right\} + \text{c.c.},
\] (32d)

As discussed in Appendix B they are real and symmetric: $\Sigma_{-}(-\mu) = \Sigma_{+}(\mu)$, $\Sigma_{0}(-\mu) = \Sigma_{0}(\mu)$. Moreover, from the explicit structures (32b) and (32c), we see that
\[
\Sigma_{0}^0(\mu) \geq 0, \quad \Sigma_{-}^\psi(\mu) + \Sigma_{+}^{\psi+\pi/2}(\mu) = 0.
\] (33)

In Appendix B it is shown that the components (29) of the spectra can be expressed by means of (32) in the following way:
\[
\Sigma_{jj}(\mu) = \frac{1}{4} \left[ \Sigma_{+}(\mu) - (1 - \eta)^{1/2} \sqrt{1 - \eta} \Sigma_{0}(\mu) + (1 - \eta) \Sigma_{-}(\mu) \right],
\] (34a)
\[
\Sigma_{12}(\mu) = \frac{1}{4} \left[ \Sigma_{+}(\mu) - (1 - \eta) \Sigma_{-}(\mu) \right].
\] (34b)

Then, by inserting these expressions into (28) we can derive the four spectra which we are interested in:
\[
S_{\uparrow_{+}}(\mu) = 2\pi e^2 (n_1 + n_2) \delta(\mu)
+ \frac{c^2 x^2}{\mu^2 + x^2} \left[ n_1 + n_2 + |\lambda|^2 \Sigma_{+}(\mu) \right],
\] (35)
\[
S_{\uparrow_{-}}(\mu) = 2\pi e^2 (n_1 - n_2) \delta(\mu)
+ \frac{c^2 x^2}{\mu^2 + x^2} \left[ n_1 + n_2 + |\lambda|^2 (1 - \eta) \Sigma_{-}(\mu) \right],
\] (36)
\[
S_{\downarrow_{+}}(\mu) = 2\pi e^2 n_1 \delta(\mu)
+ \frac{c^2 x^2}{\mu^2 + x^2} \left[ n_1 + \frac{|\lambda|^2}{4} \left[ \Sigma_{+}(\mu) + \Sigma_{-}(\mu) \right] \right],
\] (37)

The meaning of the various terms is just as in Remark 6, note that the shot noise is the same for the spectra of the two currents $I_{\pm}$.

Now, let us go back to the direct detection and the counting processes introduced in Section II.C.1. We have already obtained the mean rates in terms of the $c_1$-field, see Eq. (31). From (32), (33), (34) we obtain the asymptotic $Q$-parameters for the counting processes at the two output ports:
\[
Q_j = \frac{|\lambda|^2}{4n_j} \left[ \Sigma_{+}(0) + (1 - \eta)^{1/2} \sqrt{1 - \eta} \Sigma_{0}(0) + (1 - \eta) \Sigma_{-}(0) \right].
\] (38)

We can consider also the counting process “sum” and the point process “difference”: their variances can be computed from the usual probabilistic identity
\[
\text{Var}_P[N_1(T) \pm N_2(T)] = \text{Var}_P[N_1(T)] + \text{Var}_P[N_2(T)]
\pm 2 \text{Cov}_P[N_1(T), N_2(T)];
\]
their long time behaviour turns out to be
\[
\lim_{T \to +\infty} \frac{\text{Var}_P[N_1(T) + N_2(T)]}{T} = n_1 + n_2 + |\lambda|^2 \Sigma_+(0),
\]
(39)
\[
\lim_{T \to +\infty} \frac{\text{Var}_P[N_1(T) - N_2(T)]}{T} = n_1 + n_2 + |\lambda|^2 (1 - \eta) \Sigma_-(0).
\]
(40)

Then, the Mandel Q-parameter of the counting process “sum” is
\[
Q_+ := \lim_{T \to +\infty} \frac{\text{Var}_P[N_1(T) + N_2(T)] - \sum_{j=1}^{2} E_P[N_j(T)]}{\sum_{i=1}^{2} E_P[N_i(T)]}
= \frac{|\lambda|^2}{n_1 + n_2} \Sigma_+(0). \tag{41}
\]
The difference of counts is not a counting process; however, by analogy, we can introduce a Q-parameter also for this case:
\[
Q_- := \lim_{T \to +\infty} \frac{\text{Var}_P[N_1(T) - N_2(T)] - \sum_{j=1}^{2} E_P[N_j(T)]}{\sum_{i=1}^{2} E_P[N_i(T)]}
= \frac{|\lambda|^2}{n_1 + n_2} (1 - \eta) \Sigma_-(0). \tag{42}
\]

4. Shot noise reduction and squeezed light

The presence of shot noise reduction is usually attributed to squeezed light \[18,38\]. Here we formalize this connection following \[34\], where a general balanced homodyne detection is analyzed in the light of measures in continuous time.

By the gated Fourier transform of the field \(c_1(t)\), introduced in Sect. \[II A 2\] we define its frequency components
\[
c_T(\mu) := \frac{1}{|\lambda| \sqrt{T}} \int_{0}^{T} dt \, e^{i\mu t} \, T(t) \, c_1(t)
= \frac{\lambda}{|\lambda| \sqrt{T}} \int_{0}^{T} dt \, e^{i(\mu + \omega_0) t} \, c_1(t). \tag{43}
\]
It is easy to check that the following commutation rules hold:
\[
[c_T(\mu), c_T^\dagger(\mu')] = \begin{cases} i(\mu - \mu') & \text{for } \mu = \mu', \\ 0 & \text{for } \mu \neq \mu'. \end{cases} \tag{44}
\]
By this, \(c_T(\mu)\) is a “mode operator”; however, for \(\mu \neq \mu'\), \(c_T(\mu)\) and \(c_T(\mu')\) do not commute and, so, they do not act on orthogonal Hilbert subspaces. We can say that they become approximately orthogonal for \(|\mu - \mu'| \rightarrow +\infty\). The operators \[43\] are examples of the temporal filtered modes discussed in \[26\] Sect. 2.1.

Then, we define the “two-modes quadrature” operators \(Q_T(\mu; \psi)\) and their fluctuation parts \(\Delta Q_T(\mu; \psi)\) by
\[
Q_T(\mu; \psi) := e^{i\psi} c_T(\mu) + e^{-i\psi} c_T^\dagger(-\mu), \tag{45}
\]
\[
\Delta Q_T(\mu; \psi) := Q_T(\mu; \psi) - \langle Q_T(\mu; \psi) \rangle_T, \tag{46}
\]
By using \[43\] into \[45\] we obtain
\[
Q_T(\mu; \psi) = \frac{1}{T} \int_{0}^{T} dt \, e^{i\mu t} \left( \frac{\lambda}{|\lambda|} e^{i(\psi + \omega_0) t} c_1(t) + \text{h.c.} \right),
\]
from which we see that \(Q_T(\mu; \psi)\) is a finite-time Fourier component of the quadrature \(\frac{\lambda}{|\lambda|} e^{i(\psi + \omega_0) t} c_1(t) + \text{h.c.}\) of the field density \(c_1(t)\). Similar Fourier components have been introduced in \[18\] Sect. 9.3), inside the treatment of the spectrum of squeezing. For simplicity, we have extended the term “quadrature” also to \(Q_T(\mu; \psi)\).

The operators \[45\] enjoy the properties:
\[
[Q_T(\mu; \psi), Q_T(\mu'; \psi)] = 0,
\]
\[
[Q_T(\mu; \psi), Q_T(-\mu; \psi + \pi/2)] = \mp 2i. \tag{47}
\]
Then, a Heisenberg-like relation holds for the “fluctuation operators” \[46, 34\] Theorem 7]:
\[
\langle \Delta Q_T(\mu; \psi) | \Delta Q_T(\mu; \psi) \rangle_T 
\times \langle \Delta Q_T(\mu; \psi + \pi/2) | \Delta Q_T(\mu; \psi + \pi/2) \rangle_T \geq 1. \tag{48}
\]
It will be useful to have a notation for the quadrature fluctuations for large \(T\):
\[
\Delta^2(\mu; \psi) := \lim_{T \to +\infty} \langle \Delta Q_T(\mu; \psi) | \Delta Q_T(\mu; \psi) \rangle_T \geq 0. \tag{49}
\]
Then, by comparing \[32a\] with \[43\], \[45\], \[46\], we obtain the following representation of the reduced spectrum in terms of the quadrature fluctuations:
\[
1 + \Sigma_-(\mu) = \Delta^2(\mu; \psi). \tag{49a}
\]
From \[47\] and \[49\], we get the two bounds
\[
1 + \Sigma_-(\mu) + \Sigma_+(\mu) \geq 1. \tag{50a}
\]
\[
\Sigma_-(\mu) + \Sigma_+(\mu) \geq -1; \tag{50b}
\]
recall that \(\Sigma_+(\mu) \geq 0, \forall \mu\).

By this construction we see that on a coherent vector for the modes \(c_T(\mu)\) and \(c_T(-\mu)\) we have \(\Delta^2(\mu; \psi) = 1\); in particular this is true for the vacuum state. Following \[18\] we speak of squeezing when the fluctuations of a certain quadrature are reduced under their value in the vacuum state; by \[49\] this means when \(\Sigma_-(\mu) < 0\) for some \(\mu\) and \(\psi\). Then, the Heisenberg-like relation \[50\] says that, when the quadratures \[45\] is squeezed, the complementary quadrature is anti-squeezed.

A particular role is played by the mode operator for \(\mu = 0\); in this case \(Q_T(0; \psi)\) involves the single mode \(c_T(0), c_T^\dagger(0)\) and it is self-adjoint. To have \(\Sigma_-(0)\) near the lower bound \(-1\) means that the field state is near an eigenstate of \(Q_T(0; \psi)\), i.e. a very squeezed state (but recall that the bound cannot be reached, because \(Q_T(0; \psi)\) has a continuous spectrum). Indeed, in Sect. \[IV A 3\] we shall detect squeezing by finding

---

\(\text{h.c.}\) in an equation means “hermitian conjugated terms”.

conditions under which $\Sigma_-(0)$ is near its lower bound. Note that squeezing can be detected also by the counting of photons, because of the proportionality of the $Q$-parameter $Q_{-32}$ to $\Sigma_-(0)$.

The monitoring schemes and the whole optical circuit discussed above are aimed to produce and to detect squeezing in the light after the scattering on the movable mirror. In [13] the same interaction mirror/light was considered, but with heterodyne detection. That set up was not suitable to detect squeezing, and indeed different effects were highlighted.

**Remark 7 (Random phases).** Equations (33), (50) recall us that squeezing depends strongly on the phase. If some phase is not stable, say $\psi$ is highly random in time, from (32a)–(32c) we get that $\Sigma_-(\mu)$ reduces to $\Sigma_0(\mu)$, which is always positive.

**D. The MZI without the quantum oscillating mirror**

To better understand the behaviour of a MZI, let us consider the case in which our oscillating quantum system is replaced by a fixed mirror introducing a phase $\phi$: $c_1(t) = e^{i\phi}b_1(t)$. By using this expression in (31), (32) we get

$$n_j = \frac{|\chi|^2}{2}[1+(-1)^j\chi \cos(\phi-\psi)], \quad (51)$$

$$\Sigma_+ (\mu) = \Sigma_0(\mu) = 0. \quad (52)$$

Recall that $\chi = 2\sqrt{\eta(1-\eta)} \in [0,1]$ and $\chi = 1$ for $\eta = 1/2$.

**a. The counting processes.** From (13), (19), (51) we get

$$E_P[N_j(T)] = E_P[\Lambda^D_j(T)] = Tn_j,$$

$$E_P[N_1(T)] + E_P[N_2(T)] = |\chi|^2 T.$$

**Remark 8.** For $\eta = 1/2$, both beam splitters are perfectly balanced and we get

$$E_P[N_1(T)] = \frac{1}{2}|\chi|^2 T[1-\cos(\psi-\phi)].$$

In the case $\cos(\psi-\phi) = 1$, there is no light coming out from port 1; for $\cos(\psi-\phi) = -1$ there is no light from port 2. This property of a balanced MZI is well known in classical optics, see [14] Sect. 3.2.3.

From (30), (32), (34), (38), (41), (42), we get classical covariance

$$\text{Cov}_P[N_1(T),N_2(T)] = 0,$$

$$\lim_{T \to +\infty} \frac{1}{T} \text{Var}_P[N_j(T)] = n_j, \quad (53)$$

$$Q_1 = 0, \quad Q_2 = 0.$$

**b. The spectrum of the output currents.** From (34)–(37), we get

$$S_{I_+}(\mu) = \frac{c^2 \chi^2}{\mu^2 + \chi^2} n_j + 2\pi c^2 n_j^2 \delta(\mu),$$

$$S_{I_0}(\mu) = \frac{c^2 |\chi|^2 \chi^2}{\mu^2 + \chi^2} + 2\pi c^2 |\chi|^4 \delta(\mu),$$

$$S_{I_-}(\mu) = \frac{c^2 |\chi|^2 \chi^2}{\mu^2 + \chi^2} + 2\pi c^2 \chi^2 |\chi|^4 \delta(\mu) \cos^2(\psi-\phi).$$

Only the shot-noise component and the $\delta$-component due to the constant mean contribute to the spectra. The $\delta$-peak in $S_{I_+}(\mu)$ can be made vanishing by tuning the phase, while $S_{I_0}(\mu)$ is independent from the phases and from $\eta$.

In the case $\eta = 1/2$ we have $\chi = 1$ and

$$S_{I_+}(\mu) = \frac{\pi c^2 |\chi|^4}{2}[1-\cos(\phi-\psi)]^2 \delta(\mu)$$

$$+ \frac{c^2 |\chi|^2 \chi^2}{(\mu^2 + \chi^2)} [1-\cos(\phi-\psi)], \quad (54)$$

$$S_{I_0}(\mu) = \frac{\pi c^2 |\chi|^4}{2} [1+\cos(\phi-\psi)]^2 \delta(\mu)$$

$$+ \frac{c^2 |\chi|^2 \chi^2}{(\mu^2 + \chi^2)} [1+\cos(\phi-\psi)], \quad (55)$$

$$S_{I_-}(\mu) = 2\pi c^2 |\chi|^4 \cos^2(\phi-\psi) \delta(\mu) + \frac{c^2 |\chi|^2 \chi^2}{\mu^2 + \chi^2}. \quad (56)$$

By taking $\cos(\phi-\psi) = \pm 1$, one of the two spectra $S_{I_+}(\mu)$ can be made to vanish, because there is no light from one of the two ports. With the choice $\cos(\phi-\psi) = 0$, only the $\delta$-peak in $S_{I_-}(\mu)$ disappears.

Note that no squeezing is produced when both the mirrors in the MZI are fixed and only linear elements are inserted in the optical circuit.

**III. THE HUDSON-PARTHASARATHY EQUATION FOR THE MECHANICAL OSCILLATOR**

We consider now the case of a micro-mirror mounted on a vibrating structure and directly illuminated by a laser, so that it is subjected to a radiation pressure force. The mirror is only allowed to move perpendicularly to its plane. Being a vibrating mesoscopic body, also thermal effects on its motion have to be considered.

If we consider a well collimated laser beam and a perfect mirror, it is possible to represent the light by a single ray impinging on the mirror and reflected according to the laws of the geometrical optics. Then, the scattering part of the HP-equation can describe this effect, as it was already introduced in [13]–[25], other applications of the scattering interaction are given in [22]–[25]. As usual, also the thermal effects can be modelled by the HP-equation and, indeed, QSC was initially introduced to treat quantum noise [19]–[20]; the specific case of a damped mechanical oscillator was formalized in [9]–[13].

HP-equation and quantum Langevin equations are based on QSC [20], an Itô type-calculus involving the integral form of the quantum fields. By using these fields a theory of quantum stochastic differential equations has been developed. In handling the “stochastic differentials” a “promemoria” is given by the Itô table:

$$dA_k(t)dA_k^\dagger(t) = \delta_{kk}dt,$$

$$dA_k(t)dA_l^\dagger(t) = \delta_{kl}dt,$$

$$dA_k^\dagger(t)dA_l(t) = \delta_{kl}dt,$$

$$dA_k^\dagger(t)dA_l^\dagger(t) = \delta_{kl}dt.$$
all the other products vanish. This table has the same role of the heuristic rule \((dW(t))^2 = dt\) in classical Itô stochastic calculus.

### A. The equations of motion

Thus, we consider the general HP-equation for a system on a Hilbert space \(\mathcal{H}\) interacting with two bosonic fields on the Fock space \(\Gamma\), by pure scattering with the first one, and by pure absorption/emission with the second one:

\[
\begin{align*}
    dU(t) &= \left\{ -iH_m \, dt + (S - \mathbb{1})d\Lambda_{11}^B(t) \\
    &\quad + RdA_3^\dagger(t) - R^\dagger dA_3(t) - \frac{1}{2} R^\dagger R \, dt \right\} U(t), \quad (58)
\end{align*}
\]

with the initial condition \(U(0) = \mathbb{1}\). Here \(H_m, S, R\) are system operators; \(H_m\) is self-adjoint and \(S\) is unitary, so that it can be written as \(S = e^{i\xi}\) with \(\xi\) self-adjoint.

The solution \(U(t)\) is a time-dependent unitary operator on \(\mathcal{H} \otimes \Gamma\) giving the global fields/system evolution in the interaction picture with respect to the free evolution of the fields. This latter is modelled by a time shift, while the free evolution of the system and the fields/system interaction are determined by the system operators \(H_m, S,\) and \(R\). The corresponding global Hamiltonian has been characterized in [39]. The unusual aspect of the evolution equation (58) is due to the use of an Itô type calculus and to the underlying rules [57]. In writing (58) we have taken \(h = 1\). To have an idea of the system/field interaction it is useful to write at least the formal expression of the total Hamiltonian in the interaction picture, as done in [28] for the case without the scattering part. By using the rules summarized by [57] one can check that the solution of (58) can be written as the time ordered exponential

\[
U(t) = \mathbb{T} \exp \int_0^t \left\{ -iH_m \, ds \\
    + RdA_3^\dagger(s) - R^\dagger dA_3(s) + i\dot{s}d\Lambda_{11}^B(s) \right\}.
\]

By using the field densities as in Sect. 11A the formal total Hamiltonian, in the interaction picture, is

\[
H_{tot}(t) = H_m + iR a_3^\dagger(t) - iR^\dagger a_3(t) - \dot{s}b_1^\dagger(t)b_1(t); \quad (59)
\]

here we can recognize the system Hamiltonian, the absorption/emission of phonons, and the interaction of the system with the incoming flow of photons.

Now we are going to select the system operators, as well the thermal field state, on the basis of phenomenological motivations. To develop this point we need the evolution of a generic system operator \(X\) in the Heisenberg description, which is given by \(X(t) = U(t)^\dagger X U(t)\). By differentiating this product according to the rules of QSC [57], the HP-equation (58) implies the following quantum Langevin equations for \(X(t)\):

\[
\begin{align*}
    dX(t) &= i[H_m(t), X(t)]dt \\
    &\quad - \frac{1}{2} \left( R(t)^\dagger [R(t), X(t)] + [X(t), R(t)^\dagger]R(t) \right) dt \\
    &\quad + [X(t), R(t)]d\Lambda_2^B(t) - [X(t), R(t)^\dagger]dA_3(t) \\
    &\quad + \left( S(t)^\dagger X(t)S(t) - X(t) \right)d\Lambda_{11}^B(t). \quad (60)
\end{align*}
\]

In our case, the mechanical system is characterized by the position and momentum operators \(q, p\), of which we take the dimensionless version: \([q, p] = i\). Therefore, \(H = L^2(\mathbb{R})\) and the interactions between the fields and the mirror depend on its position and momentum. Anyway, in the considered approximations, the dynamics of the system does not change the instant of the interaction between one boson and the system. Therefore, we are modelling an experiment where the system displacement has no appreciable effect on the optical paths.

The oscillating micromirror is a mesoscopic object, which is treated by an “effective quantization” of its position and momentum [10 Sect. 2.2]; when the ponderomotive interaction is not present it is treated in the linear approximation. Thus, the mechanical Hamiltonian \(H_m\) is taken to be a quadratic expression of \(q\) and \(p\). Then, the terms with the field operators \(A_3\) must describe absorption/emission of phonons and must contribute to the damping of the oscillator; as the intrinsic motion is taken in the linear approximation, the operator \(R\) is taken linear in \(q, p\).

Finally, we have the ponderomotive interaction. The term with the unitary system operator \(S\) must generate a force proportional to the rate of photon arrivals: \(v d\Lambda_{11}^B(t), v \in \mathbb{R}\). The sign of \(v\) depends on how the reference axis for the position is taken. With reference to Figure 1 the axis along which the oscillator moves is vertical: if the positive direction is “up”, \(v\) is negative, if the positive direction is “down”, \(v\) is positive.

To fix the various operators, our first requirement is that the equations of motion for the means of position and momentum must be the classical ones for an oscillator. This means to ask that the quantum Langevin equations (60), particularized to \(q, p\), must take the form

\[
\begin{align*}
    dq(t) &= \Omega_m p(t) \, dt + dW_q(t), \quad (61a) \\
    dp(t) &= - (\Omega_m q(t) + \gamma_m p(t)) \, dt + v d\Lambda_{11}^B(t) \\
    &\quad + dW_p(t). \quad (61b)
\end{align*}
\]

Here, the elastic and damping forces and the radiation pressure force appear only in the equation for the momentum, as in the classical case. Then, the quantum noises \(\dot{W}_q(t), \dot{W}_p(t)\) must have vanishing means, in order to have the classical equations of motion for the means. The parameter \(\Omega_m > 0\) is the bare frequency of the oscillator and \(\gamma_m > 0\) is the damping constant; moreover, we consider only the underdamped case: \(\Omega_m^2 > \gamma_m^2/4\). The frequency \(\Omega_m\) appears also in the first equation, just for dimensional reasons; apart from the noise term, the first equation says that \(p\) is proportional to the velocity. The idea of asking that the forces should appear only in the equation for the momentum is used also in [4][10], in the context of cavity optomechanics. The difference is the presence of noise in the first of (61); this is due to the fact that our
Langevin equations are not coming from some further approximation, but are an exact consequence of a unitary dynamics and that an Itô-type calculus is used.

To obtain equations (61) from (58), (60), it easy to check that we must have

\[
H_m = H_0 + H_1, \quad H_0 = \frac{\Omega_m}{2} (p^2 + q^2), \quad (62a)
\]

\[
H_1 = \frac{\gamma_m}{4} \{q, p\}, \quad R = \alpha q + \beta p, \quad (62b)
\]

\[
\alpha \geq 0, \quad \beta \in \mathbb{C}, \quad 0 < \alpha \text{Im} \beta = \frac{\gamma_m}{2} < \Omega_m, \quad (62c)
\]

\[
S = e^{i\phi} = e^{i\omega t + i\phi}, \quad \nu \in \mathbb{R}, \quad \phi \in [0, 2\pi). \quad (62d)
\]

We can always take \(\alpha\) real and positive, because a phase can be included in the definition of \(A_3\); \(H_1\) represents a modification of the oscillator Hamiltonian due to the interaction with the phonon bath. The phase \(\phi\) in the scattering operator \(S\) will affect only the evolution of the fields and represents a phase shift due to the reflection; the parameter \(\nu\) is a pure number and it depends on the incidence angle of the light and on the frequency of the laser. Some freedom remains in the operator \(R\); it will be fixed by asking “energy equipartition” in the reduced equilibrium state of the oscillator, see Sect. III D. When unbounded operators are involved, as in (62a), some restrictions are needed in order to control the domains; then, existence, uniqueness, unitarity of the solution of (58) can be proved [40].

Finally, the quantum noises \(\hat{W}_q(t)\) and \(\hat{W}_p(t)\) come out from the terms in the third line of Eq. (60) and are given by

\[
\hat{W}_q(t) = i\beta A_3(t) - i\beta A_3(t), \quad (63a)
\]

\[
\hat{W}_p(t) = i\alpha (A_3(t) - A_3^+(t)). \quad (63b)
\]

By construction, due to the unitarity of \(U(t)\), the commutation relations for the system operators are preserved; also a direct verification is possible by showing that the quantum stochastic differential of \([q(t), p(t)]\) vanishes due to the commutation rules satisfied by the noises (65), given in [13 (21)]. Moreover, our choice of the field state, given in Sect. III C, will be such that the mean values of the noises \(\hat{W}_q(t), \hat{W}_p(t)\) are vanishing; then, the evolution equations for the mean values of \(q\) and \(p\) coming from (61) are exactly the classical equations for an underdamped oscillator.

The results on the mechanical Hamiltonian and the interaction oscillator-phonons have been obtained in [9] starting from symmetry requirements, while the scattering interaction with photons has been introduced in [13]. Here we have shown how to get the system/fields evolution by simplified arguments.

We can observe that the motion of the mirror changes the optical path, and, similarly, the velocity of the mirror changes the frequency of the scattered photons (momentum conservation). These effects are not taken into account, as we expect them to be small. The mirror vibrations could also increase the dispersion of the C1-beam; this effect could be corrected by lenses. Moreover, any change in the optical path in the lower arm of the MZI has to be compensated in the upper one. Another point is that we have considered a single vibrational mode of the mechanical oscillator, while physical oscillators could have more modes; this problem is present also in cavity optomechanics [10 Sect. 2.2]. Usually, it is assumed that a single mode is involved in the response to the optical force, but also the multimode case has been studied [4]. As our presentation is aimed at giving a proof-of-principle of the production of non-classical light by pure scattering, we have considered the case of a response practically restricted to a single mechanical mode, while the theory could be generalized also to the multimode case.

### B. The mechanical mode operator and the solution of the Langevin equations

The quadratic Hamiltonian \(H_m\) (62a) can be diagonalized by introducing a suitable mode operator. Firstly, we introduce the damped frequency \(\omega_m\) and the phase factor \(\tau\) by

\[
\omega_m = \sqrt{\Omega_m^2 - \frac{\gamma_m^2}{4}}, \quad (64a)
\]

\[
\tau = \frac{\omega_m}{\Omega_m} - \frac{i}{2} \frac{\gamma_m}{\Omega_m} = -\frac{i}{\Omega_m} \left( \frac{\gamma_m}{2} + i\omega_m \right). \quad (64b)
\]

Then, we define the mode operator for the mechanical oscillator

\[
a_m = \sqrt{\frac{\Omega_m}{2\omega_m}} (q + i\tau p)
\]

\[
= \frac{1}{\sqrt{2\omega_m\Omega_m}} \left( \Omega_m q + \frac{\gamma_m}{2} p + i\omega_m p \right), \quad (65)
\]

satisfying the commutation rules \([a_m, a_m^+] = 1\); the inverse transformation turns out to be

\[
q = \sqrt{\frac{\Omega_m}{2\omega_m}} (\tau a_m + \tau a_m^+), \quad p = i \sqrt{\frac{\Omega_m}{2\omega_m}} (a_m^+ - a_m). \quad (66)
\]

Let us stress that the connection between the mode operator and the couple position-momentum is not the usual one, but the phase \(\tau\) appears. By these definitions, the mechanical Hamiltonian (62a) can be rewritten in the form

\[
H_m = H_0 + H_1 = \omega_m (a_m^+ a_m + \frac{1}{2}). \quad (67)
\]

Directly from (60) and (67), or from (65) and (61), one gets the quantum Langevin equation for \(a_m\):

\[
d a_m(t) = - \left( \frac{i\omega_m + \gamma_m}{2} \right) a_m(t) dt + dW_{a_m}(t) + i\tau v \sqrt{\frac{\Omega_m}{2\omega_m}} \ d\Lambda_{11}(t), \quad (68)
\]

\[
W_{a_m}(t) = \sqrt{\frac{\Omega_m}{2\omega_m}} (\hat{W}_q(t) + i\tau \hat{W}_p(t)). \quad (69)
\]

The linearity of such equation allows for an explicit solution

\[
a_m(t) = e^{-\left( i\omega_m + \frac{\gamma_m}{2} \right) t} a_m + \int_0^t e^{-\left( i\omega_m + \frac{\gamma_m}{2} \right) (t-s)} dW_{a_m}(s)
\]

\[
+ i\tau v \sqrt{\frac{\Omega_m}{2\omega_m}} \int_0^t e^{-\left( i\omega_m + \frac{\gamma_m}{2} \right) (t-s)} d\Lambda_{11}(s), \quad (70)
\]
leading to the position and momentum Heisenberg operators

\[ q(t) = e^{-\gamma_m t/2} \left( q \cos \omega_m t + \frac{\gamma_m q + 2\Omega_m p}{2\omega_m} \sin \omega_m t \right) \]

\[ + \sqrt{\frac{\Omega_m}{2\omega_m}} \int_0^t e^{-\frac{\gamma_m}{2}(t-s)} \left[ e^{-i\omega_m(t-s)} dW_m(s) \right] + \text{h.c.} \]

\[ + \frac{\Omega_m v}{\omega_m} \int_0^t e^{-\frac{\gamma_m}{2}(t-s)} \sin \omega_m(t-s) d\Lambda_B^1(s) \]

(71)

\[ p(t) = e^{-\gamma_m t/2} \left( p \cos \omega_m t - \frac{2\Omega_m q + \gamma_m p}{2\omega_m} \sin \omega_m t \right) \]

\[ - \sqrt{\frac{\Omega_m}{2\omega_m}} \int_0^t e^{-\frac{\gamma_m}{2}(t-s)} \left[ ie^{-i\omega_m(t-s)} dW_m(s) \right] + \text{h.c.} \]

\[ + v \int_0^t e^{-\frac{\gamma_m}{2}(t-s)} \left( \cos \omega_m(t-s) \right) d\Lambda_B^1(s) \]

(72)

C. The state of the thermal field

To describe a general thermal bath, we take as field state a suitable mixture of coherent states, as in [9, 13]. Let \( u \) be a stationary Gaussian complex random process with

\[ \mathbb{E}[u(t)] = 0, \quad \mathbb{E}[u(t) u(s)] = 0, \]

(73a)

\[ \mathbb{E}[u(t) u(s)] = F(t-s), \]

(73b)

\[ F(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i\nu t} N(\nu) d\nu, \]

(73c)

\[ N(\nu) \geq 0, \quad N(\nu) \in L^1(\mathbb{R}). \]

(73d)

Thanks to stationarity, the function \( F(t) \) is positive definite, so that, according to Bochner’s theorem [41, Theor. IX.9], its Fourier transform

\[ N(\nu) = \int_{-\infty}^{+\infty} e^{-i\nu t} F(t) dt \]

(73e)

is a positive function, which we assume to be absolutely integrable, thus implying a finite power spectral density for the process. The quantity \( N(\nu) \) will play the role of noise spectral density in the dynamics of the oscillator; it could be the Bose-Einstein distribution or any other temperature dependent function.

We take the state of the thermal field \( A_3(t) \) to be the mixture of coherent states

\[ \rho_{\text{th}}^T = \mathbb{E} \left[ |e_3(u_T)\rangle \langle e_3(u_T)| \right], \quad u_T(t) := 1_{[0,T]}(t) u(t). \]

(74)

The quantity \( u \) is a complex stochastic process with locally square integrable trajectories and \( \mathbb{E} \) denotes the expectation with respect to the probability law of the process \( u \). In the argument of a coherent vector only square integrable functions are allowed, while the trajectories of the process \( u \) are only locally square integrable, i.e. \( \int_{t_0}^{t_1} |u(t)|^2 dt < +\infty \) for all time intervals \((t_0, t_1)\) of finite length. So, we have introduced the cutoff \( T \), representing a large time, which we will let tend to infinity in the final formulæ describing the quantities of direct physical interest, as for the state of the optical fields. As explained in [9, Sect. 3.2.1] this is a field analog of the regular \( P \)-representation of the case of discrete modes [31].

D. The equilibrium state of the quantum oscillator

When the field state \( \rho_{\text{field}}^T = \rho_{\text{em}}^T \otimes \rho_{\text{th}}^T \) is the vacuum state or, more generally, a coherent vector, the reduced system state \( \rho_m(t) \) satisfies a Markovian master equation [20, 21] with a Lindblad type generator [42, 43]. If a more general state is taken for the field state, non-Markov effects enter into play and a simple closed evolution equation for the reduced dynamics could even not exist [21, 23]. Indeed, this is the case for the thermal state introduced in Sect. III C. While the reduced state for the mechanical oscillator does not satisfy a simple closed master equation, in principle all the properties of the mechanical oscillator can be computed (without relying on a master equation), because we have the explicit solutions of the Langevin equations and the quantum correlations of the fields introduced in Sects. II B, II C.

By using system Weyl operators in the Heisenberg picture one could prove the existence and characterize the reduced equilibrium state of the quantum oscillator

\[ \rho_{\text{eq}}^m = \lim_{T \to +\infty} \text{Tr}_T \left\{ U(T) (\rho_m \otimes \rho_{\text{field}}^T) U(T)^\dagger \right\}, \]

where \( \text{Tr}_T \) denotes the partial trace over the fields. However, in this work we need only the first and second moments of position and momentum at equilibrium. By taking the quantum expectation of (71) and (72) and the limit for large times, we obtain

\[ \langle p \rangle_{\text{eq}} = 0, \quad \langle q \rangle_{\text{eq}} = \frac{\nu \eta |\lambda|^2}{\Omega_m} =: q_{\text{eq}}. \]

(75)

The same procedure can be applied to \( q(t)^2 \) and \( p(t)^2 \). We can introduce now the last requirement to fix completely the system operator \( R \).

Assumption 1. We ask to have energy equipartition in the mean for the fluctuation contributions, i.e. we require

\[ \langle q^2 \rangle_{\text{eq}} - q_{\text{eq}}^2 = \langle p^2 \rangle_{\text{eq}}; \]

moreover, we ask this equipartition to hold for any temperature, i.e. independently from the choice of \( N(\nu) \) in the definition of the state of the thermal field, given in Sect. III C.

The computations of the second moments are long; the results are reported in Appendix C. The Assumption above can be applied to [C1], [C2], and this fixes the residual freedom in the definition of the operator \( R \) given in (625); the final result is

\[ \alpha = \sqrt{\frac{\gamma_m \Omega_m}{2\omega_m}}, \quad \beta = i\tau \sqrt{\frac{\gamma_m \Omega_m}{2\omega_m}} \]

\[ \Rightarrow R = \sqrt{\gamma_m} a_m. \]

(76)
So, all the system operators in the HP-equation (58) are now fixed and the same holds for the quantum noises (63) and (69). As reported in Appendix C, the final expressions of the second moments turns out to be

\[
\langle q^2 \rangle_{\text{eq}} - q^2_\infty = \langle p^2 \rangle_{\text{eq}} = \frac{\Omega_m^2}{\omega_m} \left( N_{\text{eff}} + \frac{1}{2} \right) + \frac{\eta |\lambda|^2 \omega^2}{2 \gamma_m}, \quad (77)
\]

\[
\langle \{ q, p \} \rangle_{\text{eq}} = -\frac{\gamma_m}{\omega_m} \left( N_{\text{eff}} + \frac{1}{2} \right), \quad (78)
\]

\[
N_{\text{eff}} := \frac{\gamma_m}{2\pi} \int_{\mathbb{R}} \frac{N(\nu)}{\frac{\gamma_m^2}{4} + (\omega_m - \nu)^2} \, d\nu. \quad (79)
\]

As we have already observed, the solution \(U(t)\) of the HP-equation is the unitary evolution operator in the interaction picture with respect to the free-field dynamics. To physically understand this dynamics and to visualize the system/field interaction, it is useful to discuss the formal Hamiltonian (59). By (62), (65), (67), (76), we get

\[
H_{\text{tot}}(t) = \omega_m \left( a_n^\dagger a_m + \frac{1}{2} \right) + i \sqrt{\gamma_m} a_m a_3^\dagger(t)
- i \sqrt{\gamma_m} a_n^\dagger a_3(t) - (vq + \phi) b_1^\dagger(t)b_1(t).
\]

The first three terms represent the system Hamiltonian and the system/phonon interaction; the appearance is that of an optical mode with absorption/emission interaction with a Bose field. However, the mechanical mode operator is connected to position and momentum in an unusual way \cite{65}, no rotating wave approximation is involved and the effects on the equations of motion (61) are the noise terms \(d\hat{W}_q(t), d\hat{W}_p(t)\) and the presence of the damping term in the equation for the momentum. The final term is the strict analog of the interaction used in all the works in cavity optomechanics and it gives the radiation pressure force in the equation for momentum. Let us recall that the peculiar feature of the HP-equation is that the motion is given in the singular limit of vanishing interaction time and that the resulting evolution equation is the HP-equation (58).

As already observed at the beginning of Sect. III D in the case of a generic noise spectrum, it does not exist a closed master equation for the reduced state of the mechanical oscillator; this is not a problem because all the following computations will be based on the solution (71) of the Heisenberg equations of motion (61). Only in the limiting case of constant phonon spectrum, \(N(\nu) \rightarrow N_{\text{eff}}\) a Markovian master equation is obtained (without involving new approximations), given in \cite{13} p. 326. The Liouville operator can be written in Lindblad form \cite{42, 43}. It contains a term with the structure of the generator of a Poisson semigroup, due to the contribution of the kicks of the photons, while the other terms have the structure of an optical master equation. Once again, this is not due to some rotating wave approximation, but to the unusual definition of the mechanical mode operator. The Heisenberg equations of motion (61) do not depend on the noise spectrum and they describe a mechanical Brownian oscillator.

E. Input-output relations and the scattering operator

Also the fields in the Heisenberg picture can be introduced \cite{29, 30}; these are known as output fields and they have been defined in \cite{9}. The outputs fields \(C_1(t), C_1^\dagger(t), A_1(t)\) represent the fields after the interaction with the system, while \(B_1(t), B_1^\dagger(t), A_{11}^B(t)\) are the fields before the interaction and, so, they are called input fields. By the properties of \(U(t)\) we get, \(\forall T \geq t,\)

\[
U(T) \dagger B_1(t) U(T) = U(t) \dagger B_1(t) U(t) \equiv C_1(t),
\]

\[
U(T) \dagger A_{11}^B(t) U(T) = U(t) \dagger A_{11}^B(t) U(t) \equiv A_{11}^C(t).
\]

This implies that the output fields satisfy the same CCRs as the input fields, as anticipated in Remark 2. Self-adjoint combinations of the output fields commuting for different times represent field observables which can be measured with continuity in time and this is the key ingredient for a quantum theory of measurements in continuous time \cite{44}. Output fields were introduced independently in quantum optics in connections with quantum Langevin equations and are often used \cite{15, 28, 29, 31, 35}. Output fields were introduced independently in quantum optics in connections with quantum Langevin equations and are often used \cite{15, 28, 29, 31, 35}.

By differentiating the products defining the output fields (9) and using (58) and (57), we get the input/output relations \cite{21}

\[
dC_1(t) = S(t) dB_1(t) = e^{i\nu t + i\phi} dB_1(t), \quad (80)
\]

\[
dA_{11}^C(t) = S(t) dA_{11}^B(t) = dA_{11}^B(t). \quad (81)
\]

Note that the number operator for the photons is not changed by the interaction with the mirror.

By using the field densities we can write Eq. (80) as

\[
c_1(t) = e^{i\nu t + i\phi} b_1(t). \quad (82)
\]

This is the key result which allows for the computation of the various observed quantities by inserting it into (81)–(82). As already stressed, by (81) no trace of the interaction is contained in the number process for the field \(C_1\); so, only after some kind of interference with a reference field, the “quantum phase” introduced by the interaction can be detected. Indeed, in our scheme the fields \(C_1(t)\) and \(C_2(t)\) are made to interfere at the second beam splitter and they are the D-fields at the output ports which are monitored.

Another important point is that the motion of the oscillator will depend on the intensity of the incoming light; so, the term \(e^{i\nu t + i\phi} b_1(t)\) should introduce an intensity dependent phase in the field. In quantum optics, it is expected that this situation could contain the phase process for the field \(C_1\); so, only after some kind of interference with a reference field, the “quantum phase” introduced by the interaction can be detected. Indeed, in our scheme the fields \(C_1(t)\) and \(C_2(t)\) are made to interfere at the second beam splitter and they are the D-fields at the output ports which are monitored.

To apply (82) in explicit computation, we need to elaborate
the scattering operator $e^{i vq(t)}$. Let us define the functions

$$\ell_t(s) := \langle t(t-s) \rangle_1(s), \quad (83)$$

$$l(t) := -i v \sqrt{\frac{\Omega_m + t}{2\omega_m}} e^{-\frac{2\pi}{\omega_m}|t| \omega_m t},$$

$$V_t(s) := \exp\{2i v h(t-s) \langle 1_0(t) \rangle_1(s) \}, \quad (84)$$

$$h(t) := \frac{v^2 \Omega_m}{2 \omega_m} e^{2 \pi |t| \sin \omega_m t}.$$  

We consider $V_t$ as the unitary operator defined by

$$(V_t u)(s) = V_t(s) w(s), \quad \forall u \in L^2(\mathbb{R}). \quad (86)$$

Then, (71) can be written as

$$ivq(t) = iv e^{-\gamma_m t/2} (e^{-i \omega_m t} a_m + e^{i \omega_m t} a_m^\dagger) + \int_0^t l(t-s) dA^B_3(s) - \int_0^t l(t-s) dA_3(s) + 2i \int_0^t h(t-s) dA^B_1(s).$$

Take now the scattering operator (82d); in the Heisenberg picture we have

$$S(t) = U(t)^{1/2} SU(t) = e^{i \varphi(t)+i \varphi}, \quad (87a)$$

$$e^{i vq(t)} = S_0(t) W_3(\ell_t) W_1(V_t); \quad (87b)$$

in this decomposition a system operator and two Weyl operators appear:

$$S_0(t) = \exp\left\{ iv e^{-\gamma_m t/2} \left( q \cos \omega_m t + \frac{\gamma_m q + 2 \Omega_m p}{2 \omega_m} \sin \omega_m t \right) \right\}^{t \rightarrow +\infty} 1, \quad (88)$$

$$W_1(V_t) = \exp\left\{ 2i \int_0^t h(t-s) dA^B_1(s) \right\}, \quad (89)$$

$$W_3(\ell_t) = \exp\left\{ \int_0^{+\infty} \ell_t(s) dA^B_3(s) - \text{h.c.} \right\). \quad (90)$$

The operator $W_1(V_t)$ (89) is a Weyl operator acting only on the electromagnetic component and characterized by the unitary operator $V_t$ (86), and $W_3(\ell_t)$ (90) is a displacement operator with function $\ell_t$ (83) acting on the thermal component.

From this decomposition, some useful properties of the scattering operator follow.

**Proposition 1.** The following identities hold:

$$V_s(t) e^{i m (t,\ell_t)} S_0(t) S_0(s) = V_s(s) e^{-i m (t,\ell_s)} S_0(s) S_0(t), \quad (91)$$

$$V_t(s) e^{i vq(s)} e^{i vq(t)} = V_s(t) e^{i vq(t)} e^{i vq(s)}, \quad (92)$$

$$V_t(s) e^{-i vq(t)} e^{i vq(s)} e^{i vq(t)} = V_s(t) e^{i vq(s)}, \quad (93)$$

$$b_1(s) e^{i vq(t)} = e^{i vq(t)} V_t(s) b_1(s). \quad (94)$$

The proof of this Proposition is given in Appendix 1.

**Remark 9.** To get the case of a fixed mirror we can send the mass of the oscillator to infinity. One has to introduce the position and momentum operators in physical units, by which one sees that $v = \frac{g_0}{\sqrt{h M_{\text{eff}}}}$, where $g_0$ is the radiation pressure constant in physical units. Letting $m \rightarrow +\infty$ we get $v = 0$. Then, the action of the evolution on the field (82) reduces to $c_1(t) = e^{i v \phi(t)}$, which is the case considered in Sect. 11D.

So, in this case the dynamics $U(t)$ plays the role of a Weyl operator, as it is in the upper arm, where a shift $\psi$ was introduced, due to the fixed mirror and a phase shifter. Indeed, any Weyl operator can be obtained by means of a suitable HP-equation and the whole optical circuit can be seen as a network where the output field from a node becomes the input field in another node. Indeed, such networks are studied, for instance, in [55] and similar ideas are below the cascaded systems in [18 Sect. 19.2].

**IV. DETECTION OF THE OUTPUT LIGHT**

By considering the concrete model of micromirror/fields interaction via radiation pressure, giving rise to the connection (82) of the field $c_1(t)$ with the scattering operator, we obtain the reduced spectra (82) and the mean rate (51) in terms of the scattering operator (87); this is done in Appendix 1. Then, the moments of the scattering operator can be elaborated and computed (see Appendices 11E, 11F); in this way we obtain the final formulae for the variances and the spectra.

**a. Some useful notations.** To abbreviate the final expressions we need some definitions. We recall that we have already introduced $\ell(t)$ in (83), $h(t)$ in (85), $N_{\text{eff}}$ in (79). We need also

$$\chi := 2 \sqrt{\eta(1 - \eta)}, \quad \chi \in [0, 1], \quad (95)$$

$$\alpha := \psi - \phi, \quad K := \frac{\Omega_m v^2}{2 \omega_m} \left( N_{\text{eff}} + \frac{1}{2} \right), \quad (96)$$

$$M := \eta |\lambda|^2 \int_0^{+\infty} ds \left[ 1 - \cos 2h(s) \right], \quad (97)$$

$$\theta := \eta |\lambda|^2 \int_0^{+\infty} ds \sin 2h(s), \quad (98)$$

$$g(t) := \frac{v^2 \Omega_m}{2 \omega_m} \left[ e^{-\frac{2\pi}{\omega_m}|t| \cos \omega_m t} + \int_{\mathbb{R}} d\nu \frac{\gamma_m N(\nu)}{(\nu - \omega_m)^2 + \gamma_m^2/4} \right]. \quad (99)$$

**Remark 10 (The mean rate of counts).** By the computations given in the appendices (Eqs. 11E and 11F), we obtain the expressions of the mean rates of counts at the two output ports:

$$n_j = \frac{|\lambda|^2}{2} \left[ 1 + (-1)^j \chi e^{-(K+M)} \cos \alpha \right], \quad (100)$$

from which we get

$$n_1 + n_2 = |\lambda|^2, \quad n_2 - n_1 = |\lambda|^2 \chi e^{-(K+M)} \cos \alpha. \quad (101)$$
A. The spectrum of the output currents

The analytic expressions of the reduced spectra (32) are obtained in Appendix [9]

\[
\Sigma_0^0 (\mu) = 2 |\lambda|^2 \eta e^{-2(K+M)} \Re \int_{0}^{+\infty} ds e^{i\mu s}
\times \left[ \exp \left\{ \eta |\lambda|^2 \int_{0}^{+\infty} du \left( e^{2ih(u)} - 1 \right) \right\} + g(s) + ih(s) \right] - 1 + c.c. \right], \tag{102a}
\]

\[
\Sigma^\psi_0 (\mu) = 2 |\lambda|^2 \eta e^{-2(K+M)} \Re \int_{0}^{+\infty} ds e^{i\mu s}
\times \left\{ \exp \left\{ \eta |\lambda|^2 \int_{0}^{+\infty} du \left( e^{2ih(u)} - 1 \right) \right\} + g(s) + ih(s) \right\} - 1 + c.c. \right]. \tag{102b}
\]

\[
\Sigma_0 (\mu) = 2e^{-(K+M)\eta^3/2} |\lambda|^2
\times \left\{ \Re \int_{0}^{+\infty} dt e^{i\mu t} \left[ e^{-\eta \lambda^2 (t)} - 1 \right] + c.c. \right\}. \tag{102c}
\]

We stress that the vanishing of the component \( \Sigma_+ (\mu) \) is due to the scattering structure of the interaction leaving \( A_{1}^2 (t) \) invariant, see [51]. Let us recall that \( \Sigma_- (\mu) = \Sigma^0_0 (\mu) + \Sigma^\psi_0 (\mu) \) and that (33) holds. For \( \nu = 0 \), which is equivalent to the case of a fixed mirror (see Remark [97] and Sect. [II D]), we have \( g(s) = h(s) = 0 \) and all the reduced spectra (102) vanish.

Then, by (102a), from (35)–(37), (100), (101), we obtain the final expressions of the intensity spectra:

\[
S_{I_+} (\mu) = 2\pi c^2 n_0^2 \delta(\mu) + \frac{c^2 \chi^2 |\lambda|^2}{4(\mu^2 + \chi^2)} \left[ 2 + (-1)^{1} \sqrt{1 - \eta} \right]
\times \left( 4\sqrt{\eta} e^{-(K+M)} \cos \alpha + \Sigma_0 (\mu) \right) \left[ 1 - (1 - \eta) \Sigma_- (\mu) \right], \tag{103}
\]

\[
S_{I_-} (\mu) = 2\pi c^2 |\lambda|^4 \chi^2 e^{-2(K+M)} \cos \alpha^2 \delta(\mu)
+ \frac{c^2 \chi^2 |\lambda|^2}{\mu^2 + \chi^2} \left[ 1 + (1 - \eta) \Sigma_- (\mu) \right], \tag{104}
\]

\[
S_{I_+} (\mu) = 2\pi c^2 |\lambda|^4 \delta(\mu) + \frac{c^2 \chi^2 |\lambda|^2}{\mu^2 + \chi^2}. \tag{105}
\]

Let us recall that the terms proportional to the Dirac deltas are the contribution of the constant part of the various currents, the factor \( \frac{c^2 \chi^2}{\mu^2 + \chi^2} \) is the square modulus of the Fourier transform of the detector response function, the constant terms inside the square brackets are the contributions of the shot noise.

I. The reduced spectra

The reduced spectrum \( \Sigma_- (\mu) \) can be obtained from the measurements of \( S_{I_+} (\mu) \) and \( S_{I_-} (\mu) \). In these two spectra the sharp peaks in \( \mu = 0 \) can be individuated and subtracted. Then, the contribution of the detector response function is estimated from

\[
\frac{c^2 \chi^2 |\lambda|^2}{\mu^2 + \chi^2} = S_{I_+} (\mu) - 2\pi c^2 |\lambda|^4 \delta(\mu).
\]

Finally, the reduced spectrum \( \Sigma_- (\mu) \) is estimated from the measurement of the \( I_- \)-spectrum (104) by taking

\[
\Sigma_- (\mu) = \frac{c^2 \chi^2 |\lambda|^2}{\mu^2 + \chi^2} S_{I_-} (\mu) - 1
- 2\pi |\lambda|^2 \chi^2 (\cos \alpha)^2 e^{-2(K+M)} \delta(\mu).
\]

As discussed in Sect. [III C.4] when the reduced spectrum is negative, the shot noise \( n_1 + n_2 \) is reduced and this effect is due to the presence of squeezing in the light in field \( C_1 \). According to Eq. (49), \( 1 + \Sigma_- (\mu) \) is equal to the variance of the quadrature \( Q_T (\mu, \psi) \). Let us discuss here the sign of \( \Sigma_- (0) \) in the general case. By defining

\[
Z := 4 |\lambda|^2 \eta e^{-2(K+M)} \int_{0}^{+\infty} ds \left[ 1 - \exp \left( -g(s) + ih(s) \right) \right]
+ \eta |\lambda|^2 \left( e^{2ih(0)} - 1 \right) \left( e^{2ih(s+u)} - 1 \right), \tag{106}
\]

we can write

\[
\Sigma_- (0) = \Sigma^0_0 (0) - \Re \left( e^{-2i\alpha} Z \right).
\]

By choosing \( \psi = \psi_0 \) such that \( 2\alpha_0 = \arg Z \), we get the minimum possible value of \( \Sigma_- (0) \):

\[
\Sigma_- (0) \big|_{\psi = \psi_0} = \Sigma^0_0 (0) - |Z| \tag{107}
\]

As we shall see, for certain values of the parameters it becomes negative. We recall that \( \Sigma^0_0 (0) \geq 0 \). By the fact that the functions \( g(s) \) grows with the temperature, by comparing (102a) and (106), we see that at high temperature this minimum value is positive.

By taking instead \( \psi = \psi_1 = \psi_0 \pm \frac{\pi}{2} \), we get the maximum value:

\[
\Sigma_- (0) \big|_{\psi = \psi_1} = \Sigma^0_0 (0) + |Z|. \tag{108}
\]

By the two bounds (50), we have

\[
1 \leq \left( 1 + \Sigma_- (0) \big|_{\psi = \psi_0} \right) \left( 1 + \Sigma_- (0) \big|_{\psi = \psi_1} \right)
= \left( 1 + \Sigma^0_0 (0) \right)^2 - |Z|^2,
-1 \leq \Sigma_- (0) \big|_{\psi = \psi_0} = \Sigma^0_0 (0) - |Z|^2 \tag{109}
\]

Aside from the value in \( \mu = 0 \), we can say in general that the reduced spectra vanish for very large \( \mu \):

\[
\lim_{\mu \to +\infty} \Sigma_- (\mu) = 0, \quad \lim_{\mu \to -\infty} \Sigma_0 (\mu) = 0. \tag{110}
\]
a. The reduced spectrum $\Sigma_0(\mu)$. As done for $\Sigma_-(\mu)$, also the reduced spectrum $\Sigma_0(\mu)$ can be estimated from measurements of the intensity spectra $\Sigma_0$ and of the mean fluxes of photons. From (97), (98), (102c) we see that we have

$$\Sigma_0(0) = 4e^{-(K+M)}\sqrt{n}(\theta \sin \alpha - M \cos \alpha). \quad (111)$$

From (103) we see also that, when $\Sigma_-(0)$ is negative, there is shot noise reduction in at least one of the intensity spectra, which means that the presence of non-classical light can be detected in at least one of the two monitored beams.

2. Weak interaction and strong laser

The expressions (102) of the reduced spectra are very involved, as they contain integrals of exponentials of functions and of other integrals... So, in order to have some idea of their behaviour and to see if light squeezing is present, we need some approximation. In the following we shall study the case of weak interaction and strong laser and we shall also show that in this extreme case a strong squeezing appears.

Remark 11 (The approximation of flat noise spectrum). From now on we use the following approximation: the spectral function $N(\nu)$ is slowly varying in a neighbourhood of $\omega_m$ of width $\gamma_m$. By (85), (79), (69) this approximation gives

$$N_{\text{eff}} \approx N(\omega_m),$$

$$g(t) + ih(t) \approx \frac{\nu^2 \Omega_m}{2\omega_m} e^{-\frac{\nu^2}{\omega_m} \nu^2} [t] \times [(N(\omega_m) + 1) e^{i\omega_m t} + N(\omega_m)e^{-i\omega_m t}]. \quad (112)$$

The radiation pressure interaction is certainly weak; moreover, in principle the interaction parameter $|\nu|$ can be changed by changing the angle of incidence on the mirrors of the MZI.

Remark 12 (Weak interaction). The parameter $\nu^2$ is small and the temperature is not too high; precisely, we assume to have

$$N_{\text{eff}} + \frac{1}{2} \frac{\nu^2 \Omega_m}{2\omega_m} \ll 1, \quad (113a)$$

$$\left(\frac{\eta |\nu|^2 \nu^2 \Omega_m}{4\gamma_m \omega_m}\right)^2 \ll \frac{\nu^2 \Omega_m}{2\omega_m} \ll 1. \quad (113b)$$

In particular, these conditions imply $K + M \approx 0$.

By using these conditions it is sufficient to take only the first order terms in the formulae (102) for the reduced spectra; by the computations given in Appendix C we obtain the following expressions

$$\Sigma_-(\mu) \approx \frac{2\eta |\nu|^2 \nu^2 \Omega_m}{4\gamma_m \omega_m} \left[ \frac{2\mu^2}{\Omega_m} + (\mu + \omega_m)^2 \right] \left[ \frac{2\mu^2}{\Omega_m^2} + (\mu - \omega_m)^2 \right], \quad (114)$$

$$E(\mu) := \frac{\eta |\nu|^2 \nu^2}{\Omega_m^2} + \frac{\gamma_m}{2\omega_m} (2N(\omega_m) + 1) \left( 1 + \frac{\mu^2}{\Omega_m^2} \right), \quad (115)$$

$$\Sigma_0(\mu) \approx \frac{4\eta^3/2 |\nu|^2 \nu^2 \Omega_m}{\left[ \frac{2\mu^2}{\Omega_m^2} + (\mu + \omega_m)^2 \right]} \left[ \frac{2\mu^2}{\Omega_m^2} + (\mu - \omega_m)^2 \right]. \quad (116)$$

Let us note that, by series expansions of the exponentials in the formulae (102), we would have obtained a representation of the spectrum in terms of peaks centered in $\mu = \pm \nu \omega_m$. Equations (114), (116) give the relevant peaks under the assumption (113). Without the assumption of flat noise spectrum (Remark 11), also a smooth component would appear inside the peak structure of the optical spectrum.

3. Production and detection of squeezed light

As discussed in Sect. II C 4 the squeezing of the light in the field $C_1$ is revealed by the negativity of $\Sigma_-(\mu)$ for some choice of the tunable phase $\psi$. Let us consider the case $\mu = 0$ in (114); as done in Sect. V A 1 for the general case, the minimum of the approximated expression of $\Sigma_-(0)$ is for $\psi = \psi_0$ such that

$$\sin 2\alpha_0 = -\frac{1}{\sqrt{E(0)^2 + 1}}, \quad \cos 2\alpha_0 = \frac{E(0)}{\sqrt{E(0)^2 + 1}}. \quad (117)$$

With this choice we get

$$\Sigma_-(0) |_{\psi = \psi_0} = \Sigma_0(0) + \Sigma_{\psi_0}(0) \approx 2\eta |\nu|^2 \nu^2 \Omega_m \left( E(0) - \sqrt{E(0)^2 + 1} \right). \quad (118)$$

This minimum is negative, but it can be far from the theoretical bound $-1$. Moreover, the whole spectrum (114) can be too small. So, to overcome these drawbacks we ask to have a sufficiently strong laser, which however has to satisfy (113). Let us note that the configuration represented by the second beam splitter, the two detectors, subtraction of the currents, very bright reference beam (i.e. $\eta$ small) is indeed the configuration of balanced homodyne detection.

Remark 13 (Strong laser). We assume the laser to be strong enough to satisfy

$$\frac{\eta |\nu|^2 \nu^2}{\Omega_m^2} \gg \frac{\gamma_m}{\omega_m} \left( N(\omega_m) + \frac{1}{2} \right), \quad E(0)^2 \gg 1. \quad (119)$$

From a mathematical point of view the requirements (119) and (113) are compatible and can be realized by keeping constant the product $L := \eta |\nu|^2 \nu^2 \Omega_m^3$, $\epsilon \in (0, 1)$, while $|\nu|^2$ is taken very high and $\nu^2$ very small. In this limit $q_{\text{opt}}$ is big and one needs to shift the micromirror in such a way that the two optical paths in the MZI remain equal. Also the fluctuations of the position of the mirror become large. This could give a dispersion of the beam $C_1$, and also this effect should be corrected, say by the use of lenses.

By the choices (113), (119) from (118), (95), (97) we get that $\Sigma_-(0) |_{\psi = \psi_0}$ is near its theoretical lower bound:

$$0 < 1 + \Sigma_-(0) |_{\psi = \psi_0} \ll 1. \quad (120)$$
By the connection \(49\) with the quadrature fluctuations, this means that a strong squeezing has been produced. To have also a good detection of this squeezing we need a strong cancellation of the shot noise in the spectrum of the difference current \(104\); this means to have also \(\eta\) small, while the laser must be sufficiently strong to keep \(119\) valid.

As one can check, by taking \(\psi = \psi_1 = \psi_0 \pm \pi/2\) one obtains a very high maximum of \(\Sigma_- (0)\). In \(104\), the factor \(\frac{\mu^2 \pi^2}{\eta^2} \lambda^2 \) appears; in the considered approximations \(|\lambda|^2\) is very strong, so, the constant \(\epsilon^2\), coming from the detector response function, has to be taken sufficiently small in order to keep this factor finite.

It is worth noting that a good squeezing can be obtained also under less extreme conditions, with respect to \(119\). As an example, let us take

\[
N(\omega_m) = 0, \quad \frac{\gamma_m}{\omega_m} = \frac{1}{5}, \quad \frac{\eta |\lambda|^2 v^2}{\Omega_m} = 1. \tag{121}
\]

Then, \(118\) gives

\[
\Sigma_- (0)\big|_{\psi_0} \simeq -0.773214, \tag{122}
\]

which indicates a strong squeezing. By taking also \(\eta = 1/10\), we get also a good reduction of the shot noise in the detected beam

\[
1 + (1 - \eta) \Sigma_- (0)\big|_{\psi_0} \simeq 0.304108.
\]

By considering the complementary quadrature, i.e. \(\psi_1 = \psi_0 \pm \pi/2\), we get instead

\[
\Sigma_- (0)\big|_{\psi_1} \simeq 5.173214. \tag{123}
\]

With the choice \(121\) for the parameters, the conditions \(113\) reduce to \(v^2 \ll 0.32\) and \(121\) means to have a very strong laser. We expect the constant \(v^2\) to be small and, perhaps, the laser has to be unrealistically strong. Moreover, by \(77\), the standard deviation of the position turns out to be of order 1; so, also in non extreme cases, the dispersion has to be corrected.

It is interesting to see the full reduced spectrum either for phase \(\psi_0\), which minimizes \(\Sigma_- (0)\), either for \(\psi_1 = \psi_0 \pm \pi/2\), which maximizes it; these two cases are plotted in Fig. 2 for the parameters \(121\).

We can see that \(\Sigma_- (\mu)\big|_{\psi_0}\) is negative in a whole neighborhood of \(\mu = 0\) and, by enlarging the plot, that even \(\Sigma_- (\mu)\big|_{\psi_1}\) becomes negative; so, squeezing does not concern a single mode. It is possible to quantify the squeezing by finding the minimum (and the maximum) for every \(\mu\) of the quadrature fluctuations \(48\), which are connected to the spectrum by \(49\). So, we define

\[
\Delta_-^2 (\mu) = \min_{\psi} \Delta^2 (\mu, \psi), \tag{124a}
\]

\[
\Delta_+^2 (\mu) = \max_{\psi} \Delta^2 (\mu, \psi). \tag{124b}
\]

Then, we can say that the variance of the two mode quadrature \(45\), for every fixed \(\mu\), spans the interval \([\Delta_-^2 (\mu), \Delta_+^2 (\mu)]\)

Note that \(\Delta^2_+ (\mu) < 1\) for all the values of \(\mu\), except for \(\mu^2 = 1\), where it takes the value 1. The computations have been done under the conditions of Remark \(12\); so, we see that there is squeezing for all choices of the parameters compatible with Remark \(12\) and for all \(\mu\). For the choice of the parameters given in \(121\), the quantities \(\Delta^2_+ (\mu)\) are plotted in Figs. 3 and 4; recall that the spectra are symmetric with respect to 0. An unexpected feature, shown by Fig. 3, is that strong squeezing is present between \(\mu = 0\) and \(\mu = \pm 1\), and also around \(\mu = \pm 1.5 \Omega_m\). Moreover, the high pick in Fig. 4 shows that around \(\mu = \pm \Omega_m\) the fluctuations are very far from the minimal uncertainty bound \(30a\), i.e. \(\Delta^2_+ (\mu) \Delta^2_+ (\mu) \geq 1\).

### B. The counting processes

The non-classical signature of the output light can be detected also by means of the counting processes at the two output ports and of the related Mandel \(Q\)-parameters \(22\). Moreover, a simple witness of squeezing is the variance of the difference of counts; indeed, the parameter \(Q_-\) is proportional to \(\Sigma_- (0)\), see \(42\).

Let us consider the counting of photons at the two output ports of the MZI. The mean flux of counts are given in \(100\), and the Mandel parameters are obtained from \(38\), \(102c\). 

![FIG. 2. The reduced spectrum \(\Sigma_- (\mu)\) of the light reflected by the oscillating micromirror of Figure 1. The spectrum is plotted for the two different phases: \(\psi_0\), which minimizes \(\Sigma_- (0)\) (see \(118\)) and \(\psi_1 = \psi_0 \pm \pi/2\), which maximizes \(\Sigma_- (0)\). The frequency scale is in units of \(\Omega_m\), the bare frequency of the oscillator; the other parameters are taken as in \(121\). A negative value denotes squeezing of the corresponding quadrature \(45\).](image-url)
When \( \Sigma(0) \) is negative, at least one of the Mandel parameters \( Q_1 \) and \( Q_2 \) is negative. Moreover, when \( \eta = 0 \) we get \( Q_j = 0 \) from Eqs. (102); indeed, the two counting processes are of Poisson type: the oscillator is not reached by the light and the input light is classical. When \( \eta = 1 \) we get again \( Q_j = 0 \): the light interacts with the oscillator, but there is no interference with a reference beam and we only count the photons in the field \( C_1 \) for which we have \( \Lambda_{11}^C = \Lambda_{11}^C \), see (9).

\[
Q_j = \frac{|\lambda|^2}{4n_j} \left[ (-1)^j \sqrt{1-\eta} \Sigma_j(0) + (1-\eta) \Sigma_- (0) \right].
\]

From (21), (34b), (39) we have also

\[
\lim_{T \to +\infty} \frac{\text{Cov}_P[N_1(T), N_2(T)]}{T} = -\frac{|\lambda|^2}{4} (1-\eta) \Sigma_- (0).
\]

\[
\lim_{T \to +\infty} \frac{\text{Var}_P[N_1(T) + N_2(T)]}{T} = n_1 + n_2 = |\lambda|^2,
\]

\[
\lim_{T \to +\infty} \frac{\text{Var}_P[N_1(T) - N_2(T)]}{T} = |\lambda|^2 \left[ 1 + (1-\eta) \Sigma_- (0) \right],
\]

\[
Q_+ = 0, \quad Q_- = (1-\eta) \Sigma_- (0).
\]

Note that, for the sum of the counts we get the mean value \( \mathbb{E}_P[N_1(T) + N_2(T)] = |\lambda|^2 T \) and the Mandel parameter \( Q_+ = 0 \). Indeed, we have pure scattering on the oscillator, which gives rise to a phase change, without changing the total number of photons.

Under the extreme assumptions (113), (119), and for \( \eta \) very small and the phase \( \alpha_0 \) introduced above, we find that the two Mandel parameters take a value slightly greater than \(-1/2\). Similarly, under the same conditions, we find that the shot noise for the spectra (103) can be reduced nearly to half its value. So, as expected, the homodyne-like configuration and the measurement of the spectrum remains the most efficient way to detect squeezing in the field \( C_1 \).

V. CONCLUSIONS AND FINAL REMARKS

In this work we have shown that the ideal apparatus of Figure 1 could produce squeezed light out from a coherent input state (Sect. IV.A.3). This set up does not include any cavity; only travelling waves and pure scattering are involved. The squeezing is detected by counting measurements or by observing intensity spectra; in any case it appears as squeezing of some quadrature of the frequency mode operators (43). When these operators involve a long time interval, they are strongly affected by the intensity dependent phase shifts of (80); instead, no squeezing can be seen in a short interval of time, because for nearly equal times the phase shifts compensate, as in (81).

In the case of very strong laser of Remark 13 the squeezing can be nearly total, as in (120), however, the assumption of extremely strong laser can be relaxed and a good squeezing can be reached under the condition (121). As we expect the parameter \( \nu^2 \) to be small, even this last condition could be problematic; in any case we have shown that, in principle, an oscillating quantum mirror can squeeze light by pure scattering, without the presence of a cavity.

Beyond the production of squeezed light, a second aim in our work was to show the flexibility of QSC and HP-equation; in constructing our example we have touched many points on open system theory, quantum optics, quantum information.

By the interaction of the phonon field with the quantum oscillator and the choice of field state (Sects. III.A, III.D) we have shown how to describe a quantum damped mechanical oscillator (with the classical dynamics, at least for mean values, see (61)) and how to model the interaction with a bath with arbitrary noise spectrum (non Markovian effects can be included, see also [9]–[13]). Moreover, by using the scattering
component of the HP-equation we have shown how to model the light scattering on the moving mirror, again generating the appearance of the right expression of the radiation pressure force in the Langevin equation for the momentum.

The HP-equation generates a unitary dynamics and the quantum Langevin equations are just the Heisenberg equations of motion for system operators. Having Bose fields, we can say that this construction realizes a unitary model of an open quantum system interacting with bosonic environments. Let us stress that what we are using can also be seen as a continuous-time limit of other approaches to Markovian and non-Markovian unitary dynamics, known as collision models [46, 53].

Moreover, the formalism of QSC allows also to describe the monitoring of the system in continuous time. By introducing the fields in the Heisenberg description (the output fields, Sect. II C 3), one can individuate combinations of these fields made up of self-adjoint operators commuting at different times, and, so, representing compatible observables (Sects. II C 1, II C 2). By these means, also measurement based feedback can be introduced, and connections with quantum filtering, quantum trajectories, quantum stochastic master equations have been developed [15, 18, 23, 31, 33, 34, 54].

Finally, we have shown how QSC and the generalized Weyl operators allow to describe a simple optical circuit, but more general linear optical devices can be modelled, such as polarizing beam splitters, electro-optical phase modulators, wave platters...[15, 21, 27, 32, 33, 54]. The choice of a Mach-Zehnder interferometer made in this work is due to the fact that it is a phase sensible apparatus; indeed, in a quantum context, it is often used in problems of estimation of a phase [15]. Moreover, as stressed in Sect. II A 3 when the whole apparatus is used to measure the spectrum of the difference current, it is similar to a homodyne scheme which is the usual way to detect the spectrum of squeezing [18].

Appendix A: Linear optical devices and Weyl operators

The generalized Weyl operators are unitary operators on the Fock space $\mathcal{F}$ [2], defined through their action on the exponential vectors (3):

$$ W(g; \Gamma) \in \mathcal{U}((\Gamma), g \in L^2(\mathbb{R}; \mathbb{C}^d), \quad \mathcal{V} \in \mathcal{U}(L^2(\mathbb{R}; \mathbb{C}^d)), \quad W(g; \mathcal{V}) \mathcal{E}(f) = \exp\{i \text{Im} \langle f | \mathcal{V} g \rangle \} \mathcal{E}(f + g), \quad (A1) $$

for $f \in L^2(\mathbb{R}; \mathbb{C}^d)$. From this definition the following composition rule follows:

$$ W(h; \mathcal{U}) W(g; \mathcal{V}) = e^{-i \text{Im}(\langle h \mathcal{U} g \rangle)} W(h + U g; UV). \quad (A2) $$

In the case $\mathcal{V} = \mathbb{1}$, it is possible to show that

$$ W(g; \mathbb{1}) = \exp\left\{ \sum_{k=1}^{d} \left( \int_{-\infty}^{+\infty} g_k(t) dA_k^\dagger(t) - \text{h.c.} \right) \right\}. $$

From (A1) one sees that $W(g; \mathbb{1})$ is the field analog of what is called a displacement operator in quantum optics [54].

We shall need Weyl operators to analyze the output field dynamics in Sects. III E, III E 2, and also to describe linear optical elements in the MZI of Fig. 1. Indeed, when the Bose fields of QSC are used to describe travelling light waves, the Weyl operators can be used to describe linear optical elements [27].

Let $\mathcal{V}$ be the unitary operator defined by $\langle f | \mathcal{V} g \rangle = \sum_i V_{ij} f_j(t)$, where $\{V_{ij}\}$ is a unit matrix, $\sum_j V_{jk} V_{ji} = \delta_{ki}$. Then, the Weyl operator $\mathcal{W}(0; \mathcal{V})$ gives the field transformation

$$ A_j(t) \mapsto \mathcal{W}(0; \mathcal{V}) A_j(t) \mathcal{W}(0; \mathcal{V}) = \sum_i V_{ij} A_i(t), \quad \mathcal{A}_j^\dagger(t) \mapsto \mathcal{W}(0; \mathcal{V}) \mathcal{A}_j^\dagger(t) \mathcal{W}(0; \mathcal{V}) = \sum_k V_{jk} \mathcal{A}_k^\dagger(t). \quad (A3) $$

This transformation can be used to describe linear elements in optical circuits [27], such as (polarizing) beam splitters, half (or quarter)-wave platters... The key point is that these transformations, being unitary, preserve CCRs.

a. Beam splitter. A beam splitter of transmittance $\eta \in [0, 1]$ can be represented by the Weyl operator $\mathcal{W}(0; \eta)$ with

$$ V_{\eta} = \left( \begin{array}{cc} \sqrt{\eta} & i \sqrt{1 - \eta} \\ i \sqrt{1 - \eta} & \sqrt{\eta} \end{array} \right). \quad (A4) $$

Inside the matrix $V_{\eta}$ different choices of the phases can be done. The choice above is the one of [27, Sect. 3.4] and [38, Sect. 14.4]. Another typical choice is to take $(V_{\eta})_{12} = -\sqrt{1 - \eta} = -(V_{\eta})_{21}$ [27, Eq. (5.9)]. The different conventions are irrelevant because the physical phases can be adjusted by adding suitable phase shifts at the end.

Appendix B: Computations of variances and spectra

For the detected fields we employ the usual notation of theoretical physics already introduced in Sect. II

$$ d_j(t) = \frac{d D_j(t)}{dt}, \quad \frac{d A_j^\dagger(t)}{dt} = d_j^\dagger(t) d_j(t); \quad (B1) $$

these fields satisfy the canonical commutation relations (CCRs):

$$ [d_j(t), d_i(s)] = 0, \quad [d_j(t), d_i^\dagger(s)] = \delta_{ij} \delta(t - s). \quad (B2) $$

In particular we have the key relation

$$ d_j^\dagger(s) d_j(s) d_i(t) d_i^\dagger(t) = \delta_{ij} \delta(t - s) + d_j^\dagger(t) d_j(s) d_i(t) d_i^\dagger(t). \quad (B3) $$

By using this relation inside the expression of the covariance [20], we obtain immediately [21].
1. The \( d_j \)-field expressions of the spectra

Firstly, we have

\[
\int_0^T \frac{e^{i\mu t}}{\sqrt{T}} \hat{I}_j(t) dt = \frac{c \kappa}{\sqrt{T}} \int_0^T d\lambda_{jj}(r) e^{i\mu r} \int_0^T dt \ e^{i(\mu - \nu) t} = \frac{c \kappa}{(\mu - \nu) \sqrt{T}} \int_0^T d\lambda_{jj}(t) \left[ e^{i(\mu + \nu)(T - t)} - e^{i\mu t} \right].
\]

Then, we introduce the field densities and we apply (B3):

\[
\frac{1}{T} \int_0^T dt \int_0^T ds \ e^{i(\mu - s) t} \hat{I}_i(t) \hat{I}_j(s) = \frac{c^2 \kappa^2}{(\mu^2 + \nu^2) T} \times \left\{ \delta_{ij} \int_0^T dt \left[ e^{-\nu(T - t)} - e^{-i(\mu - \nu)(T - t)} \right]^2 d_j^1(t) d_j^1(t) \\
+ \int_0^T dt \int_0^T ds \left[ e^{-\nu(T - t)} - e^{-i(\mu - \nu)(T - t)} \right] \times \left[ e^{-\mu(T - s)} - e^{-i(\mu - \nu)(T - s)} \right] d_j^1(t) d_j^1(s) d_j^1(s) d_j^1(t) \right\}.
\]

Now we take the quantum expectation of the expression above, we subtract and add the term \( \langle d_j^1(t) d_j^1(t) \rangle_T \times \langle d_j^1(s) d_j^1(s) \rangle_T \) inside the second integral, and use \( \langle d_j^1(t) d_j^1(t) \rangle_T \approx n_j \), which holds for \( T \) large. In this way we get

\[
\frac{1}{T} \int_0^T dt \int_0^T ds \ e^{i(\mu - s) t} \langle \hat{I}_i(t) \hat{I}_j(s) \rangle_T \\
\simeq \frac{c^2 \kappa^2}{(\mu^2 + \nu^2) T} \left\{ \delta_{ij} n_j \int_0^T dt \left[ e^{-\nu(T - t)} - e^{-i(\mu - \nu)(T - t)} \right]^2 \\
+ n_i n_j \int_0^T dt \left[ e^{-\nu(T - t)} - e^{-i(\mu - \nu)(T - t)} \right]^2 \\
+ \operatorname{Re} \int_0^T dt \int_0^T ds \left[ e^{-\nu(T - t)} - e^{-i(\mu - \nu)(T - t)} \right] \times \left[ e^{-\mu(T - s)} - e^{-i(\mu - \nu)(T - s)} \right] \times \langle (d_j^1(t) d_j^1(s) d_j^1(s) d_j^1(t) \rangle_T \\
- \langle d_j^1(t) d_j^1(t) \rangle_T \langle d_j^1(s) d_j^1(s) \rangle_T \right\}.
\]

By taking the limit for \( T \to +\infty \) we obtain the equations (28), (29).

2. The dependence on the output \( c_1 \)-field

To compute the covariance matrix (21) and the spectra (29), we have to elaborate the quantity

\[
\langle d_j^1(t) d_j^1(s) d_j^1(s) d_j^1(t) \rangle_T - \langle d_j^1(t) d_j^1(s) \rangle_T \langle d_j^1(s) d_j^1(t) \rangle_T.
\]

Let us take \( t < T, s < T \); from (10) we get

\[
d_i(s) d_j(t) \rho_{c_1}^{T_{cm}} = \frac{1}{2} \left( \langle c_1(s) c_1(t) \rangle_T + (-1)^j e^{i\psi} \sqrt{1 - \eta} f(t) (c_1(s) + (-1)^j e^{i\psi} \sqrt{1 - \eta} f(s) c_1(t) \right) \rho_{c_1}^{T_{cm}}.
\]

By this we obtain

\[
\langle d_j^1(t) d_j^1(s) d_j^1(s) d_j^1(t) \rangle_T - \langle d_j^1(t) d_j^1(s) \rangle_T \langle d_j^1(s) d_j^1(t) \rangle_T \\
= \frac{1}{4} \left\{ \langle c_1(t) c_1^\dagger(s) c_1(s) c_1(t) \rangle_T - \langle c_1(t) c_1(c) \rangle_T \langle c_1(s) c_1(t) \rangle_T - \langle c_1(s) c_1^\dagger(t) c_1(t) \rangle_T + (-1)^j e^{i\psi} \sqrt{1 - \eta} f(s) c_1(t) \right) \rho_{c_1}^{T_{cm}}.
\]

In this expression the following quantities appear:

\[
\Delta_+(t, s; T) := \langle c_1(t) c_1(s) c_1(s) c_1(t) \rangle_T \\
- \langle c_1(t) c_1^\dagger(c_1) c_1^\dagger(c_1) \rangle_T,
\]

\[
\Delta_0(t, s; T) := f(t) e^{i\psi} \left( \langle c_1(t) c_1^\dagger(s) c_1(s) \rangle_T \\
- \langle c_1(t) c_1^\dagger(c_1) c_1(c) \rangle_T \right) + \text{c.c.},
\]

\[
\Delta_-(t, s; T) := e^{i\psi} f(s) f(t) \left( \langle c_1(t) c_1^\dagger(s) \rangle_T \\
- \langle c_1(t) c_1^\dagger(c_1) \rangle_T \right) + \text{c.c.}.
\]

Note that \( \Delta_+(t, s; T) \) and \( \Delta_-(t, s; T) \) are invariant for the exchange of \( t \) and \( s \). By using these quantities we get

\[
\langle d_j^1(t) d_j^1(s) d_j^1(s) d_j^1(t) \rangle_T - \langle d_j^1(t) d_j^1(t) \rangle_T \langle d_j^1(s) d_j^1(s) \rangle_T \\
= \frac{1}{4} \left\{ \Delta_+(t, s; T) + (-1)^j \Delta_0(t, s; T) + (-1)^j \Delta_-(t, s; T) \right\}.
\]

Now we introduce the three quantities

\[
\Sigma_{\pm}(\mu) := \lim_{T \to +\infty} \frac{1}{|\lambda|^2 T} \int_0^T dt \int_0^T ds \ e^{i\mu(t - s)} \Delta_{\pm}(t, s; T),
\]

\[
\Sigma_0(\mu) := \lim_{T \to +\infty} \frac{1}{|\lambda|^2 T} \int_0^T dt \int_0^T ds \ e^{i\mu(t - s)} \Delta_0(t, s; T) + \Delta_0(s, t; T).
\]

By the symmetry of the Delta arguments and the fact that they are real, these quantities are real; then, also symmetric for \( \mu \leftrightarrow -\mu \). The explicit forms in terms of \( c_1 \) are recalled in the main text, see (12).

By inserting (B5) into \( \Sigma_{\pm}(\mu) \) (29) we get (44).
Appendix C: Position and momentum fluctuations

By direct computations of $\langle q(T)^2 \rangle_T$ and $\langle p(T)^2 \rangle_T$ from (71), (72) and the properties of the field state, we get, in the limit $T \to +\infty$,

$$\langle q^2 \rangle_{\text{eq}} - q_{\text{eq}}^2 = \frac{\eta |\lambda|^2 v^2}{2 \gamma_m} + \frac{\Omega_m^2}{4 \omega_m^2 \pi} \left( |x|^2 + \frac{|y|^2}{\gamma_m} + \text{Re} \frac{i \pi xy}{2 \Omega_m} \right) + \int \nu \frac{\Omega_m^2 N(\nu)}{4 \omega_m^2 \pi} \left( \frac{|x|^2}{\nu^2} + \frac{|y|^2}{\gamma_m} + \frac{i \pi xy}{\nu^2} \right) - 2 \text{Re} \left[ \frac{i \nu}{2 \pi} \right] \left( \frac{|x|^2}{\nu^2} + \frac{|y|^2}{\gamma_m} + \frac{i \pi xy}{\nu^2} \right),$$

(C1)

Finally, by using also (84), the reduced spectra (B6) become

$$\Delta_+(t, s; T) = 0 \Rightarrow \Sigma_+(\mu) = 0,$$

(E2)

Appendix D: Proof of Proposition 1

By inserting the expression (82) into (31) and (B4), we get immediately

$$n_j = \lim_{t \to +\infty} \lim_{T \to +\infty} \frac{1}{2} \left| \frac{\lambda^2}{4} + (1)^j \chi \text{Re} e^{i(\phi-\psi)} \langle \psi_{\text{inv}}(t) \rangle_T \right|,$$

(E1)

$$\Delta_0(t, s; T) = e^{i(\phi-\psi)} |\lambda|^2 \left( f(s) \langle \psi_{\text{inv}}(t) \rangle_T \right) - |\lambda|^2 \sqrt{\eta} \langle \psi_{\text{inv}}(t) \rangle_T + \text{c.c.},$$

$$\Delta_-(t, s; T) = \left| \lambda \right|^4 e^{2i(\phi-\psi)} \times \left( f(s) \sqrt{\eta} \langle \psi_{\text{inv}}(t) \rangle_T \right) - \left| \lambda \right|^4 \eta \langle \psi_{\text{inv}}(t) \rangle_T + \text{c.c.}$$

Then, by using (94) and its adjoint, we get

$$\Delta_0(t, s; T) = e^{i(\phi-\psi)} |\lambda|^4 \eta^{3/2} \langle V_1(s) - 1 \rangle \langle \psi_{\text{inv}}(t) \rangle_T + \text{c.c.},$$

$$\Delta_-(t, s; T) = \left| \lambda \right|^4 e^{2i(\phi-\psi)} \times \left( \langle V_i(s) \rangle_{\psi_{\text{inv}}(t)} \right) T - \left( \langle \psi_{\text{inv}}(t) \rangle_T \right) T + \text{c.c.}$$

Finally, by using also (84), the reduced spectra (B6) become

$$\Sigma_0(\mu) = \lim_{T \to +\infty} \frac{2 \eta^3/2}{T} |\lambda|^2 \text{Re} \int_0^T dt \int_0^t ds e^{i \mu s}$$

$$\times \left\{ e^{i(\phi-\psi)} \langle e^{2i\eta h(s)} - 1 \rangle \langle \psi_{\text{inv}}(t) \rangle_T + \text{c.c.} \right\},$$

(E3)
\[ \Sigma_-(\mu) = \lim_{T \to +\infty} \frac{\eta |\lambda|^2}{T} \int_0^T dt \int_0^T ds \, e^{i\mu(t-s)} \left\{ e^{2i(\phi - \psi)} \times \left[ V_{i}(s) (e^{iq(s)} e^{iq(t)})_{T} - (e^{iq(s)} e^{iq(t)})_{T} V_{i} \right] \right. \\
+ \left. \left[ (e^{-iq(t-s)} e^{iq(t)})_{T} - (e^{-iq(t-s)} e^{iq(t)})_{T} V_{i} \right] + c.c. \right\} \]

\[ = \lim_{T \to +\infty} \frac{2\eta |\lambda|^2}{T} \text{Re} \int_0^T dt \int_0^t ds \, e^{i\mu s} \left\{ e^{2i(\phi - \psi)} \times \left[ e^{2ih(s)} (e^{iq(t-s)} e^{iq(t)})_{T} - (e^{iq(t-s)} e^{iq(t)})_{T} V_{i} \right] \right. \\
+ \left. \left[ (e^{-iq(t-s)} e^{iq(t)})_{T} - (e^{-iq(t-s)} e^{iq(t)})_{T} V_{i} \right] + c.c. \right\}, \quad (E4) \]

1. Moments of the electromagnetic Weyl operator

Let us consider the Weyl operator \( W_{i}(V_{t}) \) with \( V_{t} \) defined by (84), (86); it involves only the electromagnetic field \( B_{1} \). Let us take now \( 0 < s < t \leq T \) and let \( T \) first and \( t \) after go to \(+\infty\); by the definition (A1) and the composition rule for Weyl operators (A2) we get

\[ \langle W_{i}(V_{t}) \rangle_{T} = \exp \left\{ \eta |\lambda|^2 \int_0^t ds \left( e^{2ih(s)} - 1 \right) \right\} \quad (E5a) \]

\[ \simeq \exp \left\{ \eta |\lambda|^2 \int_0^{+\infty} ds \left( e^{2ih(s)} - 1 \right) \right\} = e^{-M+i\theta}, \]

the quantities \( M \) and \( \theta \) are defined in (97), (98). Then, we have also

\[ \langle W_{i}(V_{t}) \rangle_{T} \simeq e^{-M-i\theta}; \quad (E5b) \]

2. Moments of the thermal Weyl operator

Let us consider now the thermal Weyl operator \( W_{3}(\ell_{t}) \) with \( \ell_{t} \) defined in (83); recall that the thermal state (74) is a mixture of the coherent states \( e_{3}(u_{T}) \). Then, we have

\[ \langle e_{3}(u_{T}) W_{3}(\ell_{t}) e_{3}(u_{T}) \rangle = e^{i\text{Im} \langle u_{T}|\ell_{t} \rangle} \langle e_{3}(u_{T})| e_{3}(u_{T} + \ell_{t}) \rangle \]

\[ = \exp \left\{ i\text{Im} \langle u_{T}|\ell_{t} \rangle - \frac{1}{2} ||u_{T}||^2 - \frac{1}{2} ||u_{T} + \ell_{t}||^2 + \langle u_{T}|u_{T} + \ell_{t} \rangle \right\} = \exp \left\{ \langle u_{T}|\ell_{t} \rangle - \langle \ell_{t}|u_{T} \rangle - \frac{1}{2} ||\ell_{t}||^2 \right\}. \]

Being \( u_{T} \) a Gaussian process with moments (73), we have

\[ \langle W_{3}(\ell_{t}) \rangle_{T} = \exp \left\{ -\frac{1}{2} ||\ell_{t}||^2 - \int_0^T ds \int_0^T dr \, \ell_{t}(s) F(s-r) \overline{\ell_{t}(r)} \right\} \]

\[ = \exp \left\{ -\frac{\Omega_{m} v^2}{4\omega_{m}} \left( 1 - e^{-\gamma t} \right) - \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\nu \, N(\nu) \int_0^T ds \, \ell_{t}(s) e^{i\nu s} \right\} \]

\[ = \exp \left\{ -\frac{\Omega_{m} v^2}{4\omega_{m}} \left( 1 - e^{-\gamma t} \right) - \frac{\gamma_{m} \Omega_{m} v^2}{4\pi \omega_{m}} \int_{-\infty}^{+\infty} d\nu \, \frac{N(\nu)}{(\nu - \omega_{m})^2 + \frac{\gamma_{m}^2}{4}} \left| e^{i(\nu - \omega_{m}) t} - e^{-\frac{\gamma_{m}}{2} t} \right|^2 \right\}, \]
\[ \langle W_3(\ell_t) \rangle_T \simeq \exp \left\{ -\frac{\Omega_m \gamma m^2}{2 \omega_m} \left( N_{\text{eff}} + \frac{1}{2} \right) \right\} = e^{-K}, \]  

(E8)

where \( K \) is defined by (96), (79). In a similar way we get

\[ \int_0^T \mathrm{d}u \left( \ell_t(u) \pm \ell_{t-s}(u) \right) e^{i \nu u} \left| ^2 \right. \]

\[ \simeq \frac{\Omega_m \gamma m^2}{2 \omega_m} \left[ \int_0^T \mathrm{d}u \mathrm{e}^{(i \omega_m - \frac{2 \pi}{T}) (t-u) + i \nu u} \left. \right| ^2 \right. \]

\[ \simeq \frac{\Omega_m \gamma m^2}{\omega_m} \left[ (\nu - \omega_m)^2 + \frac{2 \pi^2}{4} \right] \left[ 1 \pm \cos \nu s \right], \]

(E10)

By inserting this expression into (E3) we get the reduced spectrum (102c). By (E10), (E6), (E7), (E9), we obtain (102a), (102b).

\[ e^{2i \phi - \psi} (e^{i \nu q} (e^{i \nu t} - e^{i \nu (t-s)}) W_1 (V_{1-s}^\pm V_s) W_3 (\ell_t \pm \ell_s). \]

(E10)

In the following we take \( 0 < s < t \leq T \), and we consider \( T \) and \( t \) large. Firstly we have

\[ (e^{i \nu q(t)})_{T} \simeq e^{-(K+M) \pm i \theta}. \]

(E11)

By inserting this expression into (E3) we get the reduced spectrum (102c). By (E10), (E6), (E7), (E9), we obtain

\[ (e^{i \nu q(t)} e^{i \nu q(t)})_T \simeq e^{2i \phi - \psi} (e^{i \nu q(t)} W_1 (V_{1-s}^\pm V_s) W_3 (\ell_t \pm \ell_{t-s}))_T \]

\[ \simeq e^{-2(K+M) \pm i \theta (s \mp i \theta)} \exp \left\{ \eta \left| \lambda \right|^2 \int_0^T \mathrm{d}u \left( e^{2i \nu (u) - 1} \right) \right\}, \]

\[ \langle e^{i \nu q(t-s)} e^{i \nu q(t-s)} \rangle_T - \langle e^{i \nu q(t-s)} \rangle_T e^{i \nu q(t)}_T \]

\[ \simeq e^{-2(K+M)} \left[ \exp \left\{ \eta \left| \lambda \right|^2 \int_0^T \mathrm{d}u \left( e^{2i \nu (u) - 1} \right) \right\} - 1 \right], \]

\[ \langle e^{i \nu q(t-s)} e^{i \nu q(t)}_T - \langle e^{i \nu q(t-s)} \rangle_T e^{i \nu q(t)}_T \rangle_T \]

\[ \simeq e^{-2(K+M)} \left[ \exp \left\{ \eta \left| \lambda \right|^2 \int_0^T \mathrm{d}u \left( e^{2i \nu (u) - 1} \right) \right\} - 1 \right] + e^{-2i \alpha} \left[ \exp \left\{ \eta \left| \lambda \right|^2 \int_0^T \mathrm{d}u \left( e^{2i \nu (u) - 1} \right) \right\} - 1 \right], \]

(E12)

with \( \alpha \) defined in (96). By inserting this expression into (E4) we get (102a), (102b).

Appendix F: Computations of the approximated expressions for the reduced spectra

By (88) and the assumptions (113), we obtain

\[ \eta \left| \lambda \right|^2 \mathrm{Re} \int_0^T \mathrm{d}u \left( e^{2i \nu (u) - 1} \right) \left( e^{2i \nu (s+u) - 1} \right) \]

\[ \simeq \pm \eta \left| \lambda \right|^2 \int_0^T \mathrm{d}u \left( 4h(u) \right) \left( e^{2i \nu (u) - 1} \right) \left( e^{2i \nu (s+u) - 1} \right) \]

\[ = \pm \eta \left| \lambda \right|^2 \int_0^T \mathrm{d}u \left( 4h(u) \right) \left( e^{2i \nu (u) - 1} \right) \left( e^{2i \nu (s+u) - 1} \right) + \mathrm{c.c.}. \]
Then, from \((102a)\), we get

\[
\Sigma_0^0(\mu) \simeq 2|\lambda|^2 \eta e^{-2(K+M)} \Re \int_0^{+\infty} ds e^{i\mu s} \left\{ g(s) + i h(s) + \frac{\eta |\lambda|^2 v^4 \Omega_m}{4\gamma_m \omega_m} \left[ \tau e^{(i\omega_m - \frac{2\mu}{\tau})s} + c.c. \right] + c.c. \right\}
\]

\[
= 2|\lambda|^2 \eta e^{-2(K+M)} \frac{\omega_m^2}{2\omega_m} \Re \left\{ \frac{2N(\omega_m) + 1}{2} + \frac{2N(\omega_m) + 1}{2\omega_m} \right\} + \eta |\lambda|^2 v^2 \frac{\tau}{\gamma_m} \left[ \frac{\tau}{2\omega_m} - i(\mu + \omega_m) \right] + \eta |\lambda|^2 v^2 \frac{\tau}{\gamma_m} \left[ \frac{\tau}{2\omega_m} - i(\mu - \omega_m) \right] + \eta |\lambda|^2 v^2 \frac{\tau}{(102b)}
\]

Similarly, from \((102b)\), we get

\[
\Sigma_\psi^0(\mu) \simeq 2|\lambda|^2 \eta e^{-2(K+M)} \Re \int_0^{+\infty} ds e^{i\mu s} \left\{ -g(s) + i h(s) + \frac{\eta |\lambda|^2 v^4 \Omega_m}{4\gamma_m \omega_m} \left[ \tau e^{(i\omega_m - \frac{2\mu}{\tau})s} + c.c. \right] + c.c. \right\}
\]

\[
= -|\lambda|^2 \eta v^2 \Omega_m e^{-2(K+M)} \frac{\omega_m^2}{\omega_m} \Re \left\{ \frac{1}{2\omega_m} - i(\mu + \omega_m) \right\} N(\omega_m) e^{2i\alpha} + (N(\omega_m) + 1) e^{-2i\alpha} + \eta |\lambda|^2 v^2 \frac{\tau}{\gamma_m} \cos 2\alpha \]

\[
+ \left\{ \frac{1}{2\omega_m} + (\mu + \omega_m)^2 \right\} \left[ \frac{\gamma_m}{2} \left( \frac{2\Omega_m^2}{4} \right) + \frac{\eta |\lambda|^2 v^2 \Omega_m}{\gamma_m \Omega_m} \right] \cos 2\alpha \right\} \]

\[
= \eta |\lambda|^2 v^2 \Omega_m e^{-2(K+M)} \left[ \frac{2(\Omega_m^2 - \mu^2)}{\omega_m^2} \sin 2\alpha - \left( \frac{2|\lambda|^2 v^2 \Omega_m}{\gamma_m \Omega_m} + \frac{7\Omega_m^2}{\omega_m^2} \right) \cos 2\alpha \right] \]

By summing up these two results and taking into account \(e^{-(K+M)} \simeq 1\), \((114)\) follows. Finally, from \((102c)\), we have

\[
\Sigma_0(\mu) \simeq 2e^{-(K+M)} \eta^3/2 |\lambda|^2 \Re \int_0^{+\infty} dt e^{i\mu t} \left[ e^{-i\omega_m 2t \mu} + c.c. \right] + c.c.
\]

\[
= e^{-(K+M)} \frac{|\lambda|^2 v^2 \Omega_m}{\omega_m} \Re \left\{ \left( \frac{1}{2\omega_m} - i(\mu - \omega_m) \right) - \frac{1}{2\omega_m} - i(\mu + \omega_m) \right\} 2i \sin \alpha \right] \]

from which we get \((116)\).
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