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Abstract
In this paper we combine determinization and state reduction methods into two-in-one algorithms that simultaneously perform determinization and state reduction. These algorithms perform better than all previous determinization algorithms for fuzzy finite automata, developed by Bělohlávek [Inform Sciences 143 (2002) 205–209], Li and Pedrycz [Fuzzy Set Syst 156 (2005) 68–92], Ignjatović et al. [Inform Sciences 178 (2008) 164–180], and Jančić et al. [Inform Sciences 181 (2011) 1358–1368], in the sense that they produce smaller automata, while require the same computation time. The only exception is the Brzozowski type determination algorithm developed recently by Jančić and Ćirić [Fuzzy Set Syst (2014)], which produces a minimal crisp-deterministic fuzzy automaton, but the algorithms created here can also be used within the Brzozowski type algorithm and improve its performances.
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1. Introduction
Many practical applications of automata require determinization, a procedure of converting a nondeterministic finite automaton to an equivalent deterministic finite automaton, or, in the case of fuzzy automata, a procedure of converting a fuzzy finite automaton to an equivalent crisp-deterministic fuzzy automaton. The standard determinization method is the subset construction, where a nondeterministic automaton with \( n \) states is converted to an equivalent deterministic automaton with up to \( 2^n \) states, whereas in the case of fuzzy finite automata the resulting crisp-deterministic fuzzy automaton can even be infinite. That is why the main research directions in this area are aimed at finding such methods which will mitigate the potential enormous growth of the number of states during the determinization. The natural idea is to combine the existing determinization and state reduction methods so that reduction of the number of states is performed prior to determinization. However, here we combine these methods to provide two-in-one procedures that perform determinization and state reduction simultaneously.

A crisp-deterministic fuzzy automaton is a fuzzy automaton with exactly one crisp initial state and a deterministic transition function, and the fuzziness is entirely concentrated in the fuzzy set of terminal states. This kind of determinism was first studied by Bělohlávek [3], in the context of fuzzy finite automata over a complete distributive lattice, and Li and Pedrycz [21], in the context of fuzzy finite automata over a lattice-ordered monoid. Determinization algorithms that were provided there generalize the subset construction. Another algorithm, provided by Ignjatović et al. [12], also generalizes the subset construction, and for any input it generates a smaller crisp-deterministic fuzzy automaton than the algorithms from [3, 21]. Since this crisp-deterministic fuzzy automaton can be alternatively constructed by means of the Nerode right
congruence of the original fuzzy finite automaton, it was called in [14] the Nerode automaton of this fuzzy finite automaton. The Nerode automaton was constructed in [12] for fuzzy finite automata over a complete residuated lattice, and it was noted that the identical construction can also be made in a more general context, for fuzzy finite automata over a lattice-ordered monoid, and even for weighted finite automata over a semiring. This construction was also transferred in [6] to weighted automata over strong bimonoids. The algorithm proposed by Jančič et al. in [16] produces a crisp-deterministic fuzzy automaton that is even smaller than the Nerode automaton. In the terminology introduced in this paper, Jančič et al. constructed the children automaton for the Nerode automaton of a given fuzzy finite automaton. Recently, Jančič and Čirić [17] adapted the well-known Brzozowski’s double reversal determinization algorithm to fuzzy automata. As in the case of ordinary nondeterministic automata, Brzozowski type determinization of a fuzzy finite automaton results in a minimal crisp-deterministic fuzzy automaton that is equivalent to the original fuzzy finite automaton. It was also shown that even if all previous determinization algorithms fail to build a finite crisp-deterministic fuzzy automaton, the Brzozowski type algorithm can produce a finite one.

In addition to the determinization, practical applications of automata often require the state reduction, a procedure of converting a given automaton into an equivalent automaton with a smaller number of states. As the state minimization problem for fuzzy finite automata, as well as for nondeterministic ones, is computationally hard (PSPACE-complete [20, 18, 34]), it is not required that this equivalent automaton is minimal, but it is necessary that it is effectively computable. From different aspects, the state reduction for fuzzy automata was studied in [1, 8, 13, 22, 24, 26, 27, 33, 35], as well as in the books [23, 25]. All algorithms provided there were motivated by the basic idea used in the minimization of ordinary deterministic automata, the idea of detecting and merging indistinguishable states, which boils down to computation of certain crisp equivalences on the set of states. A new approach to the state reduction was initiated in [10, 30]. First, it was shown that better reductions of fuzzy finite automata can be achieved if fuzzy equivalences are used instead of ordinary equivalences, and even better if fuzzy quasi-orders are used. In addition, it was shown that the state reduction problem for fuzzy finite automata can be reduced to the problem of finding fuzzy quasi-orders that are solutions to a particular system of fuzzy relation equations, called the general system. As the general system is difficult to solve, the problem was further reduced to the search for instances of the general system and their solutions which ensure the best possible reductions and can be efficiently computed. Two such instances, whose solutions were called right and left invariant, have the greatest solutions that can be computed in a polynomial time, and two other, whose solutions were called weakly right and left invariant, have the greatest solutions that ensure better reductions, but their computation requires an exponential time.

The main aim of this paper is to combine determinization and state reduction methods into two-in-one algorithms that simultaneously perform determinization and state reduction. These algorithms perform better than all previous determinization algorithms for fuzzy finite automata, developed in [3, 21, 12, 16], in the sense that they produce smaller automata, while require the same computation time. The only exception is the Brzozowski type determinization algorithm developed recently in [17], which produces a minimal crisp-deterministic fuzzy automaton, but we will see that the algorithms created here can be used within the Brzozowski type algorithm and improve its performance.

Our main results are the following. For any fuzzy finite automaton $A$ and a reflexive weakly right invariant fuzzy relation $\varphi$ on $A$, we construct a crisp-deterministic fuzzy automaton $A_\varphi$ and prove that it is equivalent to $A$. If $\varphi$ is a weakly right invariant fuzzy quasi-order, we show that the same automaton $A_\varphi$ would be produced if we first perform the state reduction of $A$ by means of $\varphi$, and then we construct the Nerode automaton of this reduced automaton. Furthermore, we show that automata $A_\varphi$ determined by right invariant fuzzy quasi-orders are smaller than the Nerode automaton of $A$, and that larger right invariant fuzzy quasi-orders determine smaller crisp-deterministic fuzzy automata. For a fuzzy finite automaton $A$ and a reflexive weakly right invariant fuzzy relation $\varphi$ on $A$, we also introduce the concept of the children automaton of $A_\varphi$ and prove that it is equivalent to $A$. In addition, if $\varphi$ is a right invariant fuzzy quasi-order, we prove that the children automaton of $A_\varphi$ is smaller than $A_\varphi$, and that larger right invariant fuzzy quasi-orders determine smaller children automata. We also show that weakly left invariant fuzzy quasi-orders play a completely different role in the determinization. Namely, if they are used to reduce the
number of states prior the construction of the Nerode automaton, they will be unsuccessful because the Nerode automaton of the reduced fuzzy automaton would be the same as the Nerode automaton of the original one. However, we show that weakly left invariant fuzzy quasi-orders may be successful in combination with the construction of the reverse Nerode automaton and that a two-in-one algorithm can be provided which can improve performances of the Brzozowski type algorithm for fuzzy finite automata.

The structure of the paper is as follows. In Section 2 we recall basic notions and notation concerning fuzzy sets and relations, fuzzy automata and languages and crisp-deterministic fuzzy automata, we recall the concepts of the Nerode automaton and the reverse Nerode automaton, as well as the concepts of right and left invariant and weakly right and left invariant fuzzy relations. Our main theoretical results are presented in Section 3, and in Section 4 we provide algorithms, perform the analysis of their computation time, and give characteristic computational examples.

2. Preliminaries

2.1. Fuzzy sets and relations

In this paper we use complete residuated lattices as structures of membership values. A residuated lattice is an algebra \( L = (L, \wedge, \lor, \otimes, \rightarrow, 0, 1) \) such that

\[
\begin{align*}
(1) \quad (L, \wedge, \lor, 0, 1) & \text{ is a lattice with the least element 0 and the greatest element 1,} \\
(2) \quad (L, \otimes, 1) & \text{ is a commutative monoid with the unit 1,} \\
(3) \quad \otimes \text{ and } \rightarrow & \text{ form an adjoint pair, i.e., they satisfy the adjunction property: for all } x, y, z \in L, \\
& x \otimes y \leq z \iff x \leq y \rightarrow z. 
\end{align*}
\]

If, additionally, \((L, \wedge, \lor, 0, 1)\) is a complete lattice, then \( L \) is called a complete residuated lattice.

The algebra \((L, \lor, \otimes, 0, 1)\) is a semiring, and it is denoted by \( L^* \) and called the semiring product of \( L \).

The operations \( \otimes \) (called multiplication) and \( \rightarrow \) (called residuum) are intended for modeling the conjunction and implication of the corresponding logical calculus, and supremum (\( \lor \)) and infimum (\( \land \)) are intended for modeling of the existential and general quantifier, respectively. An operation \( \leftrightarrow \) defined by

\[
\text{called biresiduum (or biimplication), is used for modeling the equivalence of truth values. For the basic properties of complete residuated lattices we refer to [2,4].}
\]

The most studied and applied structures of truth values, defined on the real unit interval \([0, 1]\) with \( x \land y = \min(x, y) \) and \( x \lor y = \max(x, y) \), are the Lukasiewicz structure \((x \otimes y = \max(x + y - 1, 0), x \rightarrow y = \min(1 - x + y, 1))\), the Gödel (product) structure \((x \otimes y = x \cdot y, x \rightarrow y = 1 \text{ if } x \leq y \text{ and } = y/x \text{ otherwise})\) and the Gödel structure \((x \otimes y = \min(x, y), x \rightarrow y = 1 \text{ if } x \leq y \text{ and } = y \text{ otherwise})\). Another important set of truth values is the set \([a_0, a_1, \ldots, a_n] = \{a_0 < \cdots < a_n = 1\}\), with \( a_k \otimes a_l = a_{\max(k+l-n,0)} \) and \( a_k \rightarrow a_l = a_{\min(n-k+l,0)} \). A special case of the latter algebras is the two-element Boolean algebra of classical logic with the support \([0, 1]\). The only adjoin pair on the two-element Boolean algebra consists of the classical conjunction and implication operations. This structure of truth values is called the Boolean structure.

A partially ordered set \( P \) is said to satisfy the descending chain condition (briefly DCC) if every descending sequence of elements of \( P \) eventually terminates, i.e., if for every descending sequence \( \{a_k\}_{k \in \mathbb{N}} \) of elements of \( P \) there is \( k \in \mathbb{N} \) such that \( a_k = a_{k+l} \), for all \( l \in \mathbb{N} \). In other words, \( P \) satisfies DCC if there is no infinite descending chain in \( P \).

In the sequel \( L \) will be a complete residuated lattice. A fuzzy subset of a set \( A \) over \( L \), or simply a fuzzy subset of \( A \), is any mapping from \( A \) into \( L \). Ordinary crisp subsets of \( A \) are considered as fuzzy subsets of \( A \) taking membership values in the set \([0, 1] \subseteq L \). Let \( f \) and \( g \) be two fuzzy subsets of \( A \). The equality of \( f \) and \( g \) is defined as the usual equality of mappings, i.e., \( f = g \) if and only if \( f(x) = g(x) \), for every \( x \in A \). The inclusion \( f \leq g \) is also defined pointwise: \( f \leq g \) if and only if \( f(x) \leq g(x) \), for every \( x \in A \). Endowed with this partial order the set \( L^A \) of all fuzzy subsets of \( A \) forms a complete residuated lattice, in which the
meet (intersection) \( \bigwedge_{i \in I} f_i \) and the join (union) \( \bigvee_{i \in I} f_i \) of an arbitrary family \( \{f_i\}_{i \in I} \) of fuzzy subsets of \( A \) are mappings from \( A \) into \( L \) defined by

\[
\left( \bigwedge_{i \in I} f_i \right)(x) = \bigwedge_{i \in I} f_i(x), \quad \left( \bigvee_{i \in I} f_i \right)(x) = \bigvee_{i \in I} f_i(x),
\]

and the product \( f \otimes g \) is a fuzzy subset defined by \( f \otimes g(x) = f(x) \otimes g(x) \), for every \( x \in A \).

A fuzzy relation between sets \( A \) and \( B \) (in this order) is any mapping from \( A \times B \) to \( L \), i.e., any fuzzy subset of \( A \times B \), and the equality, inclusion (ordering), joins and meets of fuzzy relations are defined as for fuzzy sets. Set of all fuzzy relations between \( A \) and \( B \) will be denoted by \( L^{A \times B} \). In particular, a fuzzy relation on a set \( A \) is any function from \( A \times A \) to \( L \), i.e., any fuzzy subset of \( A \times A \). The set of all fuzzy relations on \( A \) will be denoted by \( L^{A \times A} \). The reverse or inverse of a fuzzy relation \( a \in L^{A \times B} \) is a fuzzy relation \( a^{-1} \in L^{B \times A} \) defined by \( a^{-1}(b, a) = a(b, a) \), for all \( a \in A \) and \( b \in B \). A crisp relation is a fuzzy relation which takes values only in the set \([0, 1]\), and if \( a \) is a crisp relation of \( A \) to \( B \), then expressions “\( a(b, a) = 1 \)” and “\( (a, b) \in a \)” will have the same meaning.

For non-empty sets \( A \), \( B \), and \( C \), and fuzzy relations \( \alpha \in L^{A \times B} \) and \( \beta \in L^{B \times C} \), their composition \( \alpha \circ \beta \in L^{A \times C} \) is a fuzzy relation defined by

\[
(\alpha \circ \beta)(a, c) = \bigvee_{b \in B} \alpha(a, b) \otimes \beta(b, c),
\]

(3)

for all \( a \in A \) and \( c \in C \). For \( f \in L^A \), \( \alpha \in L^{A \times B} \) and \( g \in L^B \), compositions \( f \circ \alpha \in L^B \) and \( \alpha \circ g \in L^A \) are fuzzy sets defined by

\[
(f \circ \alpha)(b) = \bigvee_{a \in A} f(a) \otimes \alpha(a, b), \quad (\alpha \circ g)(a) = \bigvee_{b \in B} \alpha(a, b) \otimes g(b),
\]

(4)

for every \( a \in A \) and \( b \in B \). Finally, the composition of two fuzzy sets \( f, g \in L^A \) is an element \( f \circ g \in L \) (scalar) defined by

\[
f \circ g = \bigvee_{a \in A} f(a) \otimes g(a).
\]

(5)

When the underlying sets are finite, fuzzy relations can be interpreted as matrices and fuzzy sets as vectors with entries in \( L \), and then the composition of fuzzy relations can be interpreted as the matrix product, compositions of fuzzy sets and fuzzy relations as vector-matrix products, and the composition of two fuzzy sets as the scalar (dot) product.

It is easy to verify that the composition of fuzzy relations is associative, i.e.,

\[
(\alpha \circ \beta) \circ \gamma = \alpha \circ (\beta \circ \gamma),
\]

(6)

for all \( \alpha \in L^{A \times B} \), \( \beta \in L^{B \times C} \) and \( \gamma \in L^{C \times D} \), and

\[
(f \circ \alpha) \circ \beta = f \circ (\alpha \circ \beta), \quad (f \circ \alpha) \circ g = f \circ (\alpha \circ g), \quad (\alpha \circ \beta) \circ h = \alpha \circ (\beta \circ h)
\]

(7)

for all \( \alpha \in L^{A \times B} \), \( \beta \in L^{B \times C} \), \( f \in L^A \), \( g \in L^B \) and \( h \in L^C \). Hence, all parentheses in (6) and (7) can be omitted.

Let \( \alpha, \beta \in L^{A \times A} \) and \( f, g \in L^A \). The right residual of \( \beta \) by \( \alpha \) is a fuzzy relation \( \beta \setminus \alpha \in L^{A \times A} \) and the left residual of \( \beta \) by \( \alpha \) is a fuzzy relation \( \alpha \setminus \beta \in L^{A \times A} \) defined by

\[
(\alpha \setminus \beta)(a, b) = \bigwedge_{c \in A} \alpha(a, c) \rightarrow \beta(c, b), \quad (\beta \setminus \alpha)(a, b) = \bigwedge_{c \in C} \alpha(b, c) \rightarrow \beta(a, c),
\]

(8)

whereas the right residual of \( g \) by \( f \) is a fuzzy relation \( f \setminus g \in L^{A \times A} \) and the left residual of \( g \) by \( f \) is a fuzzy relation \( g \setminus f \in L^{A \times A} \) defined by

\[
(f \setminus g)(a, b) = f(a) \rightarrow g(b), \quad (g \setminus f)(b, a) = f(a) \rightarrow g(b),
\]

(9)
for all \(a, b \in A\).

A fuzzy relation \(\varphi\) on a set \(A\) is said to be reflexive, if \(\varphi(a, a) = 1\), to be symmetric, if \(\varphi(a, b) = \varphi(b, a)\), and to be transitive, if \(\varphi(a, b) \otimes \varphi(b, c) \leq \varphi(a, c)\), for all \(a, b, c \in A\). A reflexive and transitive fuzzy relation is called a fuzzy quasi-order (in some sources fuzzy preorder). A symmetric fuzzy quasi-order is a fuzzy equivalence. For a fuzzy quasi-order \(\varphi\) on a set \(A\) and an element \(a \in A\), the \(\varphi\)-afterset of \(a\) is a fuzzy set \(a\varphi \in L^A\) defined by \(a\varphi(b) = \varphi(a, b)\), for every \(b \in A\). When \(\varphi\) is interpreted as a matrix, then its aftersets are the rows, and its foresets are the columns of this matrix. If \(\varphi\) is a fuzzy equivalence, then the \(\varphi\)-afterset of \(a\) coincides with the \(\varphi\)-foreset of \(a\), and it is called a fuzzy equivalence class of \(a\).

### 2.2. Fuzzy automata

Throughout this paper, \(\mathbb{N}\) denotes the set of natural numbers (without zero), \(X\) is an (finite) alphabet, \(X^*\) and \(X^+\) denote, respectively, the free semigroup and the free monoid over \(X\), \(\varepsilon\) denotes the empty word in \(X^*\), and if not noted otherwise, \(L\) is a complete residuated lattice.

A fuzzy automaton over \(L\) and \(X\), or simply a fuzzy automaton, is a quadruple \(\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)\), where \(A\) is a non-empty set, called the set of states, \(\delta^A : A \times X \times A \to L\) is a fuzzy subset of \(A \times X \times A\), called the fuzzy transition function, and \(\sigma^A : A \to L\) and \(\tau^A : A \to L\) are fuzzy subsets of \(A\), called the fuzzy set of initial states and the fuzzy set of terminal states, respectively. We can interpret \(\delta^A(a, x, b)\) as the degree to which an input letter \(x \in X\) causes a transition from a state \(a \in A\) into a state \(b \in A\), and we can interpret \(\sigma^A(a)\) and \(\tau^A(a)\) as the degrees to which \(a\) is respectively an input state and a terminal state. For methodological reasons we allow the set of states \(A\) to be infinite. A fuzzy automaton whose set of states is finite is called a fuzzy finite automaton. A fuzzy automaton over the Boolean structure is called a nondeterministic automaton or a Boolean automaton.

Define a family \(\{\delta^A_{x_1, x_2, \ldots, x_n}\}_{x \in X}\) of fuzzy relations on \(A\) by \(\delta^A_{x_1, x_2, \ldots, x_n}(a, b) = \delta^A(a, x, b)\), for each \(x \in X\), and all \(a, b \in A\), and extend this family to the family \(\{\delta^A_u\}_{u \in X^*}\) inductively, as follows: \(\delta^A_\varepsilon = \Delta_A\), where \(\Delta_A\) is the crisp equality relation on \(A\), and

\[
\delta^A_{x_1, x_2, \ldots, x_n} = \delta^A_{x_1} \circ \delta^A_{x_2} \circ \cdots \circ \delta^A_{x_n}
\]

for all \(n \in \mathbb{N}\), \(x_1, x_2, \ldots, x_n \in X\). Members of this family are called fuzzy transition relations of \(\mathcal{A}\). Evidently, \(\delta^A_u = \delta^A_u \circ \delta^A_v\), for all \(u, v \in X^*\). In addition, define families \(\{\sigma^A_u\}_{u \in X^*}\) and \(\{\tau^A_u\}_{u \in X^*}\) by

\[
\sigma^A_u = \sigma^A \circ \delta^A_u, \quad \tau^A_u = \delta^A_u \circ \tau^A,
\]

for all \(u \in X^*\).

We can visualize a fuzzy finite automaton \(\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)\) representing it as a labelled directed graph whose nodes are states of \(\mathcal{A}\), an edge from a node \(a\) to a node \(b\) is labelled by pairs of the form \(x/\delta^A(a, b)\), for any \(x \in X\), and for any node \(a\) we draw an arrow labelled by \(\sigma^A(a)\) that enters this node, and an arrow labelled by \(\tau^A(a)\) coming out of this node. For the sake of simplicity, we do not draw edges whose all labels are of the form \(x/0\), and incoming and outgoing arrows labelled by \(0\). In particular, if \(\mathcal{A}\) is a Boolean automaton, instead of any label of the form \(x/1\) we write just \(x\), initial states are marked by incoming arrows without any label, and terminal states are marked by double circles.

A fuzzy language in \(X^*\) over \(L\), or just a fuzzy language, is any fuzzy subset of \(X^*\), i.e., any function from \(X^*\) into \(L\). A fuzzy language recognized by a fuzzy automaton \(\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)\) is a fuzzy language \([\mathcal{A}] \in L^{X^*}\) defined by

\[
[\mathcal{A}](u) = \bigvee_{a, b \in A} \sigma^A(a) \otimes \delta^A(a, b) \otimes \tau^A(b) = \sigma^A \circ \delta^A \circ \tau^A,
\]

for any \(u \in X^*\). In other words, the membership degree of the word \(u\) to the fuzzy language \([\mathcal{A}]\) is equal to the degree to which \(\mathcal{A}\) recognizes or accepts the word \(u\). Fuzzy automata \(\mathcal{A}\) and \(\mathcal{B}\) are called language equivalent, or just equivalent, if \([\mathcal{A}] = [\mathcal{B}]\).
Let $A = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton over $L$ and $X$ and let $\varphi$ be a fuzzy quasi-order on $A$. The fuzzy automaton $A/\varphi = (A/\varphi, \sigma^{A/\varphi}, \delta^{A/\varphi}, \tau^{A/\varphi})$ where $A/\varphi = \{a \varphi \mid a \in A\}$ is the set of all $\varphi$-aftersets, the fuzzy transition function $\delta^{A/\varphi} : (A/\varphi) \times X \times (A/\varphi) \to L$ is given by

$$\delta^{A/\varphi}(a \varphi, x, b \varphi) = \bigvee_{a' \varphi \in A} \varphi(a, a') \otimes \delta^A_a(a', b') \otimes \varphi(b', b) = (\varphi \circ \delta^A_a \circ \varphi)(a, b),$$

(13)

for all $a, b \in A$ and $x \in X$, and the fuzzy set $\sigma^{A/\varphi} \in L^{A/\varphi}$ of initial states and the fuzzy set $\tau^{A/\varphi} \in L^{A/\varphi}$ of terminal states are defined by

$$\sigma^{A/\varphi}(a \varphi) = \bigvee_{a' \varphi \in A} \sigma^A_a(a') \otimes \varphi(a', a) = (\sigma^A \circ \varphi)(a), \quad a \in A$$

(14)

$$\tau^{A/\varphi}(a \varphi) = \bigvee_{a' \varphi \in A} \varphi(a, a') \otimes \tau^A_a(a') = (\varphi \circ \tau^A_a)(a), \quad a \in A$$

(15)

for all $a \in A$, is called the afterset fuzzy automaton of $A$ with respect to $\varphi$. The forest fuzzy automaton of $A$ with respect to $\varphi$ is defined dually, but since it is isomorphic to the afterset fuzzy automaton, we will work only with afterset fuzzy automata.

Cardinality of a fuzzy automaton $A = (A, \sigma^A, \delta^A, \tau^A)$, in notation $|A|$, is defined as the cardinality of its set of states. A fuzzy automaton $A$ is called minimal fuzzy automaton of a fuzzy language $f \in L^X$ if $\|A\| = f$ and $|A| \leq |A|$, for every fuzzy automaton $A'$ such that $\|A'\| = f$. A minimal fuzzy automaton recognizing a given fuzzy language $f$ is not necessarily unique up to an isomorphism. This is also true for nondeterministic automata.

Let $A = (A, \delta^A, \sigma^A, \tau^A)$ be a fuzzy automaton over $L$ and $X$. The reverse fuzzy automaton of $A$ is a fuzzy automaton $\overline{A} = (A, \overline{\delta^A}, \overline{\sigma^A}, \overline{\tau^A})$, where $\overline{\delta^A} = \tau^A$, $\overline{\sigma^A} = \sigma^A$, and $\overline{\tau^A} : A \times X \times A \to L$ is defined by:

$$\overline{\delta^A}(a, x, b) = \delta^A(b, x, a),$$

for all $a, b \in A$ and $x \in X$. Roughly speaking, the reverse fuzzy automaton $\overline{A}$ is obtained from $A$ by exchanging fuzzy sets of initial and final states and “reversing” all the transitions. Due to the fact that the multiplication $\otimes$ is commutative, we have that $\overline{\delta^A}(a, b) = \delta^A(b, a)$, for all $a, b \in A$ and $u \in X$.

The reverse fuzzy language of a fuzzy language $f \in L^X$ is a fuzzy language $\overline{f} \in L^X$ defined by $\overline{f}(u) = f(\overline{u})$, for each $u \in X$. As $(\overline{u}) = u$ for all $u \in X$, we have that $(\overline{f}) = f$, for any fuzzy language $f$. It is easy to see that the reverse fuzzy automaton $\overline{A}$ recognizes the reverse fuzzy language $\overline{\|A\|}$ of the fuzzy language $\|A\|$ recognized by $A$, i.e., $\|\overline{A}\| = \overline{\|A\|}$.

For more information on fuzzy automata over complete residuated lattices we refer to [10, 30, 11, 12, 13, 28, 22, 53, 34, 14].

2.3. Crisp-deterministic fuzzy automata

Let $A = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton over $X$ and $L$. The fuzzy transition function $\delta^A$ is called crisp-deterministic if for every $x \in X$ and every $a \in A$ there exists $a' \in A$ such that $\delta^A_a(a', a'') = 1$, and $\delta^A_a(a') = 0$, for all $a \in A \setminus \{a\}$. The fuzzy set of initial states $\sigma^A$ is called crisp-deterministic if there exists $a_0 \in A$ such that $\sigma^A(a_0) = 1$, and $\sigma^A(a) = 0$, for all $a \in A \setminus \{a_0\}$. If both $\sigma^A$ and $\delta^A$ are crisp-deterministic, then $A$ is called a crisp-deterministic fuzzy automaton (for short: cdFA), and if it is finite, then it is called a crisp-deterministic fuzzy finite automaton (for short: cdffa).

A crisp-deterministic fuzzy automaton can also be defined as a quadruple $A = (A, \sigma^A, \delta^A, \tau^A)$, where $A$ is a non-empty set of states, $\delta^A : A \times X \to A$ is a transition function, $a_0 \in A$ is an initial state and $\tau^A \in L^A$ is a fuzzy set of terminal states. The transition function $\delta^A$ can be extended to a function $\delta^A : A \times X \to A$ in the following way: $\delta^A(a, e) = a$, for every $a \in A$, and $\delta^A(a, ux) = \delta^A(\delta^A(a, u), x)$, for all $a \in A$, $u \in X^*$ and $x \in X$. A state $a \in A$ is called accessible if there exists $u \in X^*$ such that $\delta^A(a_0, u) = a$. If every state of $A$ is accessible, then $A$ is called an accessible crisp-deterministic fuzzy automaton.
The initial state and transitions of a crisp-deterministic fuzzy automaton are graphically represented as in the case of Boolean automata, and the fuzzy set of terminal states is represented as in the case of fuzzy finite automata.

Let \( \mathcal{A} = (A, \delta^A, \sigma^A, \tau^A) \) and \( \mathcal{B} = (B, \delta^B, \sigma^B, \tau^B) \) be crisp-deterministic fuzzy automata. A function \( \phi : A \to B \) is called a homomorphism of \( \mathcal{A} \) into \( \mathcal{B} \) if \( \phi(a_0) = b_0, \phi(\delta^A(a, x)) = \delta^B(\phi(a), x) \) and \( \tau^A(a) = \tau^B(\phi(a)) \), for all \( a \in A \) and \( x \in X \). A bijective homomorphism is called an isomorphism. If there is a surjective homomorphism of \( \mathcal{A} \) onto \( \mathcal{B} \), then \( \mathcal{B} \) is said to be a homomorphic image of \( \mathcal{A} \), and if there is an isomorphism of \( \mathcal{A} \) onto \( \mathcal{B} \), then we say that \( \mathcal{A} \) and \( \mathcal{B} \) are isomorphic crisp-deterministic fuzzy automata and we write \( \mathcal{A} \equiv \mathcal{B} \).

The language of \( \mathcal{A} \) is the fuzzy language \([ \mathcal{A} ] : X^* \to L \) defined by

\[
[\mathcal{A}](u) = \tau(\delta(\phi(u), u)).
\]  

for every \( u \in X^* \). Obviously, the image of \([ \mathcal{A} ]\) is contained in the image of \( \tau \) which is finite if the set of states \( A \) is finite. A fuzzy language \( f : X^* \to L \) is called \( \mathcal{A} \)-recognizable if there is a crisp-deterministic fuzzy finite automaton \( \mathcal{A} \) over \( X \) and \( L \) such that \([\mathcal{A}] = f \). Then we say that \( \mathcal{A} \) recognizes \( f \).

A crisp-deterministic fuzzy automaton \( \mathcal{A} \) is called a minimal crisp-deterministic fuzzy automaton of a fuzzy language \( f \) if \([\mathcal{A}] = f \) and \( |\mathcal{A}| < |\mathcal{A}'| \), for any crisp-deterministic fuzzy automaton \( \mathcal{A}' \) such that \([\mathcal{A}'] = f \).

Next, the Nerode automaton of a fuzzy automaton \( \mathcal{A} = (A, \sigma, \delta, \tau) \) is a crisp-deterministic fuzzy automaton

\[
\mathcal{A}_N = (A_N, \sigma^A|_{A_N}, \delta^A|_{A_N}, \tau^A|_{A_N}),
\]

where \( A_N = \{ a^A_n \mid u \in X^* \} \), and \( \delta^A : A_N \times X \longrightarrow A_N \) and \( \tau^A : A_N \to L \) are defined by

\[
\delta^A_N(a^A_n, x) = \sigma^A_n \circ \delta^A(x),
\]

\[
\tau^A_N(a^A_n) = \sigma^A_n \circ \tau^A(x),
\]

for every \( u \in X^* \) and \( x \in X \). The Nerode automaton was first constructed in [12], where it was shown that it is equivalent to the starting automaton \( \mathcal{A} \). The name “Nerode automaton” was introduced in [14].

The reverse Nerode automaton of \( \mathcal{A} \) is a crisp-deterministic fuzzy automaton \( \mathcal{A}^\rightarrow = (A^\rightarrow, \tau^A, \delta^A, \sigma^A) \), where \( A^\rightarrow = \{ \tau^A_u \mid u \in X^\rightarrow \} \), and \( \delta^A : A^\rightarrow \times X \to A^\rightarrow \) and \( \tau^A : A^\rightarrow \to L \) are defined by

\[
\delta^A_N(\tau^A_u, x) = \tau^A_u \circ \delta^A(x),
\]

\[
\tau^A_N(\tau^A_u) = \tau^A_u \circ \tau^A(x),
\]

for all \( u \in X^\rightarrow \) and \( x \in X \). The reverse Nerode automaton of \( \mathcal{A} \) is equivalent to the reverse fuzzy automaton of \( \mathcal{A} \), i.e., \([\mathcal{A}^\rightarrow] = [\mathcal{A}] \).

2.4. Right and left invariant fuzzy relations

In the rest of the paper, a fuzzy relation on a fuzzy automaton will mean a fuzzy relation on its set of states. Let \( \mathcal{A} = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton. A fuzzy relation \( \varphi \) on \( A \) is a right invariant if

\[
\varphi \circ \delta^A \leq \delta^A \circ \varphi, \quad \text{for each } x \in X,
\]

and it is called weakly right invariant if

\[
\varphi \circ \tau^A \leq \tau^A \circ \varphi, \quad \text{for each } u \in X^*.
\]

Similarly we define the dual concepts. A fuzzy relation \( \varphi \) on \( A \) is called left invariant if

\[
\sigma^A \circ \varphi \leq \varphi \circ \sigma^A, \quad \text{for each } x \in X,
\]

and it is called weakly left invariant if

\[
\sigma^A \circ \varphi \leq \varphi \circ \sigma^A, \quad \text{for each } u \in X^*.
\]

It is easy to verify that every right invariant fuzzy relation is weakly right invariant, and every left invariant fuzzy relation is weakly left invariant. Note that if \( \varphi \) is reflexive, then \( \varphi \) satisfies \([19]\) if and only if it satisfies

\[
\varphi \circ \tau^A_u = \tau^A_u, \quad \text{for each } u \in X^*.
\]
and \( \varphi \) satisfies (22) if and only if it satisfies
\[
\sigma^A_u \circ \varphi = \varphi \quad \text{for each } u \in X^*,
\] (24)
and consequently, \( \varphi \) satisfies (18) if and only if it satisfies \( \varphi \circ \tau^A = \tau^A \), and it satisfies (21) if and only if it satisfies \( \sigma^A_u \circ \varphi = \sigma^A_u \). Moreover, if \( \varphi \) is a fuzzy quasi-order, then \( \varphi \) satisfies (17) if and only if it satisfies
\[
\varphi \circ \delta_x^A \circ \varphi = \delta_x^A \circ \varphi, \quad \text{for each } x \in X,
\] (25)
and \( \varphi \) satisfies (20) if and only if it satisfies
\[
\varphi \circ \delta_x^A \circ \varphi = \varphi \circ \delta_x^A, \quad \text{for each } x \in X.
\] (26)

Right and left invariant fuzzy quasi-orders and fuzzy equivalences were introduced in [10, 20], where they were used in the state reduction of fuzzy automata. They are closely related to forward and backward simulations and bisimulations between fuzzy automata, which were studied in [8, 9]. Namely, a fuzzy quasi-order \( \varphi \) on a fuzzy automaton \( A \) is right invariant if its reverse \( \varphi^{-1} \) is a forward simulation of \( A \) into itself, and \( \varphi \) is left invariant if \( \varphi \) is a backward simulation of \( A \) into itself.

Weakly right and left invariant fuzzy quasi-orders were introduced in [30], and they were also used in the state reduction of fuzzy automata. They provide smaller automata than right invariant fuzzy quasi-orders, but are more difficult to compute. Weakly right and left invariant fuzzy quasi-orders and fuzzy equivalences are closely related to weak forward and backward simulations and bisimulations, which were studied in [15].

Algorithms for computing the greatest right and left invariant fuzzy quasi-orders on a fuzzy finite automaton, as well as algorithms for computing the greatest weakly right and left invariant ones, were provided in [30]. They are presented here in Section 4 together with an analysis of their computational time.

3. Theoretical results

Let \( A = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton and \( \varphi \) a fuzzy relation on \( A \). For each \( u \in X^* \) we define a fuzzy set \( \varphi_u : A \to L \) inductively, as follows: for the empty word \( \varepsilon \) and all \( u \in X^* \) and \( x \in X \) we set
\[
\varphi_x = \sigma^A \circ \varphi, \quad \varphi_{ux} = \varphi_u \circ \delta^A_x \circ \varphi
\] (27)
Clearly, if \( u = x_1 \ldots x_n \), where \( x_1, \ldots, x_n \in X \), then
\[
\varphi_u = \sigma^A \circ \varphi \circ \delta^A_{x_1} \circ \varphi \circ \ldots \circ \delta^A_{x_n} \circ \varphi.
\] (28)
Now, set \( A_\varphi = \{ \varphi_u \mid u \in X^* \} \), and define \( \delta_\varphi : A_\varphi \times X \to A_\varphi \) and \( \tau_\varphi : A_\varphi \to L \) as follows:
\[
\delta_\varphi(\varphi_u, x) = \varphi_{ux}, \quad \tau_\varphi(\varphi_u) = \varphi_u \circ \tau^A,
\] (29)
for all \( u \in X^* \) and \( x \in X \). If \( \varphi_u = \varphi_v \), for some \( u, v \in X^* \), then for each \( x \in X \) we have that
\[
\delta_\varphi(\varphi_u, x) = \varphi_{ux} = \varphi_u \circ \delta_x \circ \varphi = \varphi_v \circ \delta_x \circ \varphi = \varphi_{vx} = \delta_\varphi(\varphi_v, x),
\]
and hence, \( \delta_\varphi \) is a well-defined function. It is clear that \( \tau_\varphi \) is also a well-defined function, and consequently, \( A_\varphi = (A_\varphi, \varphi, \delta_\varphi, \tau_\varphi) \) is a well-defined crisp-deterministic fuzzy automaton.

The main question that arises here is how to choose a fuzzy relation \( \varphi \) so that the automaton \( A_\varphi \) is equivalent to the original automaton \( A \). The following theorem gives an answer to this question.

**Theorem 3.1.** Let \( A = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton and \( \varphi \) a reflexive weakly right invariant fuzzy relation on \( A \). Then \( A_\varphi = (A_\varphi, \varphi, \delta_\varphi, \tau_\varphi) \) is an accessible crisp-deterministic fuzzy automaton equivalent to \( A \).
Proof. According to (23), by induction we easily prove that
\[ \tau^A_{x_{n-1}, x_n} = \varphi \circ \delta^A_{x_{n-1}} \circ \varphi \circ \cdots \circ \delta^A_{x_1} \circ \varphi \circ \tau^A. \] (30)
for each \( n \in \mathbb{N} \) and all \( x_1, \ldots, x_n \in X \).

Now, according to (30), for each \( u = x_1 \ldots x_n \), where \( x_1, \ldots, x_n \in X \), we have that
\[ \mathcal{A}_\varphi(u) = \tau_\varphi(\delta_\varphi(\varphi_u, u)) = \tau_\varphi(\varphi_a) = \varphi_u \circ \tau^A = (\varphi^A \circ \varphi \circ \delta^A_x \circ \varphi \circ \cdots \circ \delta^A_x \circ \varphi \circ \tau^A = \varphi^A \circ (\varphi \circ \delta^A_x \circ \varphi \circ \cdots \circ \delta^A_x \circ \varphi \circ \tau^A) = \varphi^A \circ \tau^A = \varphi^A \circ \tau^A = \mathcal{A}(u), \]
and besides,
\[ \mathcal{A}_\varphi(e) = \tau_\varphi(\varphi_e) = \varphi_e \circ \tau^A = \varphi^A \circ \tau^A = \mathcal{A}(e), \]
which means that \( \mathcal{A}_\varphi = \mathcal{A} \). Therefore, \( \mathcal{A}_\varphi \) is equivalent to \( \mathcal{A} \). \( \square \)

In addition, the following is true.

Theorem 3.2. Let \( \mathcal{A} = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton and \( \varphi \) a weakly right invariant fuzzy quasi-order on \( \mathcal{A} \). Then the automaton \( \mathcal{A}_\varphi \) is isomorphic to the Nerode automaton of the after-set fuzzy automaton \( \mathcal{A}/\varphi \).

Proof. For the sake of simplicity, set \( \mathcal{B} = A/\varphi \) and \( \mathcal{B} = \mathcal{A}/\varphi \), i.e., let \( \mathcal{B} = (B, \sigma^B, \delta^B, \tau^B) \) be the after-set fuzzy automaton of \( \mathcal{A} \) corresponding to \( \varphi \). Consider the Nerode automaton \( \mathcal{B}_N = (B_N, \sigma^B_N, \delta^B_N, \tau^B_N) \) of \( \mathcal{B} \).

First, by induction on the length of a word, we will prove that for any \( u \in X^* \) the following is true:
\[ \sigma^B_u(a) = \varphi_u(a), \quad \text{for every } a \in A. \] (31)

For any \( a \in A \) we have that \( \sigma^B_u(a) = \sigma^B(\varphi_u(a)) = (\sigma^A \circ \varphi)(a) = \varphi(a), \) and thus, (31) holds when \( u \) is the empty word. Next, suppose that (31) holds for some word \( u \in X^* \). By (28) and idempotency of \( \varphi \) it follows that \( \varphi_u \circ \varphi = \varphi_u \), so for each \( x \in X \) and each \( a \in A \) we have that
\[ \sigma^B_{ua}(a) = (\sigma^B \circ \delta^A_x)(\varphi_u(a)) = \bigvee_{b \in A} \sigma^B_u(b) \otimes \delta^A_x(\varphi_u, a) = \bigvee_{b \in A} \varphi_u(b) \otimes (\varphi \circ \delta^A_x \circ \varphi)(b,a) = (\varphi_v \circ \varphi \circ \delta^A_x \circ \varphi)(a) = \varphi_{ua}(a). \]

Therefore, we conclude that (31) holds for every \( u \in X^* \).

Now, define a function \( \xi : \mathcal{A}_\varphi \to \mathcal{B}_N \) by \( \xi(\varphi_u) = \sigma^B_u \), for each \( u \in X^* \). For arbitrary \( u, v \in X^* \) we have that
\[ \varphi_u = \varphi_v \iff (\forall a \in A) \varphi_u(a) = \varphi_v(a) \iff (\forall a \in A) \sigma^B_u(a) = \sigma^B_v(a) \iff \sigma^B_u = \sigma^B_v, \]
so \( \xi \) is a well-defined and injective function. It is clear that \( \xi \) is also surjective, and therefore, \( \xi \) is a bijective function. Also, for all \( u, v \in X^* \) and \( x \in X \) we have that
\[ \delta_N(\xi(\varphi_u), \varphi_v) = \delta_N(\sigma^B_u, \varphi_v) = \sigma^B_u = \xi(\varphi_{ux}) = \xi(\varphi_v, \varphi_x), \]
\[ \tau_N(\xi(\varphi_u)) = \tau_N(\sigma^B_u) = \sigma^B_u \circ \tau^B = [\mathcal{B}(u) = [\mathcal{A}(u)] = [\mathcal{A}_\varphi](u) = \varphi_u \circ \tau^A = \tau_\varphi(\varphi_u), \]
so \( \xi \) is an isomorphism of the automaton \( \mathcal{A}_\varphi \) onto the Nerode automaton \( \mathcal{B}_N \) of \( \mathcal{B} = \mathcal{A}/\varphi \). \( \square \)

Remark 3.3. Note that in the previous theorem we need \( \varphi \) to be weakly right invariant only to prove that \( \tau_N(\xi(\varphi_u)) = \tau_\varphi(\varphi_u) \). Everything else can be proved under the weaker assumption that \( \varphi \) is a fuzzy quasi-order.

In the case when working with right invariant fuzzy quasi-orders, it is possible to compare the size of the corresponding automata. This follows from the following theorem.
**Theorem 3.4.** Let $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton and let $\varphi$ and $\phi$ be right invariant fuzzy quasi-orders on $\mathcal{A}$ such that $\varphi \preceq \phi$. Then the automaton $\mathcal{A}_\varphi$ is a homomorphic image of the automaton $\mathcal{A}_\phi$.

Consequently, $|\mathcal{A}_\varphi| \preceq |\mathcal{A}_\phi|$.

**Proof.** First we note that $\varphi \preceq \phi$ is equivalent to $\varphi \circ \phi = \phi \circ \varphi = \phi$, because $\varphi$ and $\phi$ are fuzzy quasi-orders.

Define a function $\xi : A_\varphi \to A_\phi$ by $\xi(\varphi_w) = \phi_w$, for each $w \in X^*$. First we prove that $\xi$ is well-defined. Let $u, v \in X^*$ such that $\varphi_u = \varphi_v$. According to (25) and (28), by induction we easily prove that $\varphi_w = \sigma^A_u \circ \varphi$ and $\phi_w = \sigma^A_u \circ \phi$, for every $w \in X^*$, whence

$$
\phi_w = \sigma^A_u \circ \phi = \sigma^A_u \circ \varphi \circ \phi = \varphi_u \circ \phi = \sigma^A_u \circ \varphi \circ \phi = \sigma^A_u \circ \phi = \varphi_w.
$$

Therefore, $\xi$ is a well-defined function. It is clear that $\xi$ is a surjective function. Moreover, it is evident that $\delta_\varphi(\xi(\varphi_w), x) = \xi(\delta_\varphi(\varphi_w, x))$, for all $w \in X^*$ and $x \in X$, and

$$
\tau_\varphi(\xi(\varphi_u)) = \tau_\varphi(\varphi_u) = \varphi_u \circ \tau^A = [\mathcal{A}_\varphi](u) = [\mathcal{A}_\phi](u) = \varphi_u \circ \tau^A = \tau_\varphi(\varphi_u),
$$

and hence, $\xi$ is a homomorphism of $\mathcal{A}_\varphi$ onto $\mathcal{A}_\phi$ and $|\mathcal{A}_\varphi| \preceq |\mathcal{A}_\phi|$. $\square$

Note that when $\varphi$ is a reflexive weakly left invariant fuzzy relation on a fuzzy automaton $\mathcal{A}$, then $\mathcal{A}_\varphi$ is just the Nerode automaton of $\mathcal{A}$, and we do not get any new construction. Besides, the following is true.

**Theorem 3.5.** Let $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton and $\varphi$ a weakly left invariant fuzzy quasi-order on $\mathcal{A}$. Then the Nerode automaton of the afterset fuzzy automaton $\mathcal{A}/\varphi$ is isomorphic to the Nerode automaton of $\mathcal{A}$.

**Proof.** For the sake of simplicity, set $B = A/\varphi$ and $\mathcal{B} = \mathcal{A}/\varphi$, i.e., let $\mathcal{B} = (B, \sigma^B, \delta^B, \tau^B)$ be the afterset fuzzy automaton of $\mathcal{A}$ corresponding to $\varphi$.

First, by induction on the length of a word, we will prove that for any $u \in X^*$ the following is true:

$$
\sigma^B_u(\varphi_w) = \sigma^A_u(a), \quad \text{for every } a \in A. \tag{32}
$$

For every $a \in A$ we have that $\sigma^B_u(\varphi_w) = (\sigma^A_u \circ \varphi)(a) = \sigma^A_u(a) = \sigma^A_u(a)$, so (32) holds when $u$ is the empty word. Next, suppose that (32) holds for some word $u \in X^*$. According to (32) and our starting hypothesis that $\varphi$ is a weakly left invariant fuzzy quasi-order, for all $x \in X$ and $a \in A$ we obtain that

$$
\sigma^B_{ux}(\varphi_w) = (\sigma^A_u \circ \sigma^A_x \circ \varphi)(a) = \sigma^A_u \circ \sigma^A_x \circ \varphi(a) = (\sigma^A_u \circ \delta^A_x \circ \varphi)(a) = (\sigma^A_u \circ \varphi \circ \delta^A_x \circ \varphi)(a).
$$

what completes the proof of (32).

Now, define a function $\xi : B_N \to A_N$ by $\xi(\varphi_w) = \sigma^A_w$, for each $w \in X^*$. For arbitrary $u, v \in X^*$ we have that

$$
\sigma^B_u = \sigma^B_v \iff (\forall a \in A) \sigma^B_u(\varphi_w) = \sigma^B_v(\varphi_w) \iff (\forall a \in A) \sigma^A_u(a) = \sigma^A_v(a) \iff \sigma^A_u = \sigma^A_v.
$$

which means that $\xi$ is a well-defined and injective function. In addition, $\xi$ is surjective, and consequently, $\xi$ is a bijective function. It is easy to check that $\xi$ is a homomorphism, and therefore, $\xi$ is an isomorphism of the Nerode automaton of $\mathcal{B}$ onto the Nerode automaton of $\mathcal{A}$. $\square$

As we said earlier, when $\varphi$ is a reflexive weakly left invariant fuzzy relation on a fuzzy automaton $\mathcal{A}$, then $\mathcal{A}_\varphi$ is just the Nerode automaton of $\mathcal{A}$, and we do not get any new construction. However, we will show that weakly left invariant fuzzy relations work well with another construction, and can be very useful in the determination of the reverse fuzzy automaton of $\mathcal{A}$.

Let $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton and $\psi$ a fuzzy relation on $A$. For each $u \in X^*$ we define a fuzzy set $\psi^u : A \to L$ inductively, as follows: for the empty word $\epsilon$ and all $u \in X^*$ and $x \in X$ we set

$$
\psi^\epsilon = \psi \circ \tau^A, \quad \psi^xu = \psi \circ \delta^A_x \circ \psi^u \tag{33}
$$
Clearly, if \( u = x_1 \ldots x_n \), where \( x_1, \ldots, x_n \in X \), then
\[
\psi^u = \psi \circ \delta^1_{x_1} \circ \psi \circ \cdots \circ \delta^1_{x_n} \circ \psi \circ \tau^A.
\] (34)

Now, set \( \mathcal{A}^u = \{ \psi_u \mid u \in X^* \} \), and define \( \delta^\psi : A^\psi \times X \to A^\psi \) and \( \tau^\psi : A^\psi \to L \) as follows:
\[
\delta^\psi(\psi^u, x) = \psi^{ux}, \quad \tau^\psi(\psi^u) = \sigma^A \circ \psi^u,
\] (35)
for all \( u \in X^* \) and \( x \in X \). If \( \psi_u = \psi_{uv} \), for some \( u, v \in X^* \), then for each \( x \in X \) we have that
\[
\delta^\psi(\psi^u, x) = \psi^{ux} = \psi \circ \delta^A \circ \psi^u = \psi \circ \delta^A \circ \psi^v = \psi^{ux} = \delta^\psi(\psi^v, x),
\]
and hence, \( \delta^\psi \) is a well-defined function. Clearly, \( \tau^\psi \) is also a well-defined function, so \( \mathcal{A}^\psi = (A^\psi, \psi^\psi, \delta^\psi, \tau^\psi) \) is a well-defined crisp-deterministic fuzzy automaton.

Now we prove that the following is true.

**Theorem 3.6.** Let \( \mathcal{A} = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton and \( \psi \) a reflexive weakly left invariant fuzzy relation on \( \mathcal{A} \). Then \( \mathcal{A}^\psi = (A^\psi, \psi^\psi, \delta^\psi, \tau^\psi) \) is an accessible crisp-deterministic fuzzy automaton equivalent to the reverse fuzzy automaton of \( \mathcal{A} \).

**Proof.** Consider an arbitrary word \( u = x_1 \ldots x_n \), where \( x_1, \ldots, x_n \in X \). Using (34) we obtain that
\[
\sigma^A \circ \psi \circ \delta^A \circ \psi \circ \cdots \circ \delta^A \circ \psi = \sigma^A_{x_n \ldots x_1},
\]
whence it follows that
\[
\left[ \mathcal{A}^\psi \right](u) = \tau^\psi(\delta^\psi(\psi^u, u)) = \tau^\psi(\psi^u) = \sigma^A \circ \psi^u = \sigma^A \circ (\psi \circ \delta^A \circ \psi \circ \cdots \circ \delta^A \circ \psi \circ \tau^A) =

= (\sigma^A \circ \psi \circ \delta^A_{x_n} \circ \psi \circ \cdots \circ \delta^A_{x_1} \circ \psi) \circ \tau^A = \sigma^A_{x_n \ldots x_1} \circ \tau^A = \sigma^A_1 \circ \tau_A = \left[ \mathcal{A} \right](\bar{u}) = \left[ \mathcal{A} \right](u).
\]

On the other hand,
\[
\left[ \mathcal{A}^\psi \right](\epsilon) = \tau^\psi(\psi^\epsilon) = \sigma^A \circ \psi^\epsilon = \sigma^A \circ \psi \circ \tau^A = \sigma^A \circ \tau^A = \left[ \mathcal{A} \right](\epsilon) = \left[ \mathcal{A} \right](\epsilon).
\]
Therefore, \( \left[ \mathcal{A}^\psi \right] = \left[ \mathcal{A} \right] \), i.e., \( \mathcal{A}^\psi \) is equivalent to \( \mathcal{A} \).  

The next two theorems can be proved similarly as Theorems 3.2 and 3.4 so their proofs will be omitted.

**Theorem 3.7.** Let \( \mathcal{A} = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton and \( \psi \) a weakly left invariant fuzzy quasi-order on \( \mathcal{A} \). Then the automaton \( \mathcal{A}^\psi \) is isomorphic to the reverse Nerode automaton of the afterset fuzzy automaton \( \mathcal{A}/\psi \).

**Theorem 3.8.** Let \( \mathcal{A} = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton and let \( \psi \) and \( \psi' \) be left invariant fuzzy quasi-orders on \( \mathcal{A} \) such that \( \psi \leq \psi' \). Then the automaton \( \mathcal{A}^{\psi'} \) is a homomorphic image of the automaton \( \mathcal{A}^\psi \).

Note that the reverse Nerode automaton plays a crucial role in Brzozowski type determinization of a fuzzy automaton. Namely, it has been proven in [17] that when we start from a fuzzy automaton \( \mathcal{A} \), two consecutive applications of the construction of a reverse Nerode automaton produce a minimal crisp-deterministic fuzzy automaton which is equivalent to \( \mathcal{A} \). We will show here that the first of these two constructions can be replaced by construction of the automaton \( \mathcal{A}^{\psi} \), for some reflexive weakly left invariant fuzzy relation \( \psi \) on \( \mathcal{A} \).

**Theorem 3.9.** Let \( \mathcal{A} = (A, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton and \( \psi \) a reflexive weakly left invariant fuzzy relation on \( \mathcal{A} \). Then the reverse Nerode automaton of \( \mathcal{A}^{\psi} \) is a minimal crisp-deterministic fuzzy automaton equivalent to \( \mathcal{A} \).

**Proof.** As we have proved in Theorem 3.6, \( \mathcal{A}^{\psi} \) is an accessible crisp-deterministic fuzzy automaton equivalent to \( \mathcal{A} \). According to Theorem 3.5 [17], for any accessible crisp-deterministic fuzzy automaton \( \mathcal{B} \), the reverse Nerode automaton of \( \mathcal{B} \) is a minimal crisp-deterministic fuzzy automaton equivalent to \( \mathcal{B} \). Therefore, \( \mathcal{A}^{\psi} \) is a minimal crisp-deterministic fuzzy automaton equivalent to the reverse of \( \mathcal{A} \), i.e., it is a minimal crisp-deterministic fuzzy automaton equivalent to \( \mathcal{A} \).  
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As the automaton $\mathcal{A}_\psi$ can be significantly smaller than the reverse Nerode automaton $\mathcal{A}_\phi^{-1}$ (in particular, if $\psi$ is the greatest left invariant fuzzy quasi-order on $\mathcal{A}$), replacing $\mathcal{A}_\phi$ with $\mathcal{A}_\psi$ in the first step of Brzozowski type procedure we could mitigate a combinatorial blow up of the number of states that may happen in this step. In the second step, such a problem does not exist because both constructions give the minimal crisp-deterministic fuzzy automaton equivalent to $\mathcal{A}$.

Let $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton over an alphabet $X = \{x_1, \ldots, x_m\}$ and $\phi$ a reflexive weakly right invariant fuzzy relation on $A$. Then $\mathcal{A}_\phi = (A^c, \phi^A, \delta^A, \tau^A)$ is an accessible crisp-deterministic fuzzy automaton equivalent to $\mathcal{A}$.

**Proof.** Let $\phi^A = \phi^A_n$ for some $n, v \in X^*$. This means that $\phi^A_{ux} = \phi^A_{uxr}$ for any $i \in \{1, \ldots, m\}$, and $\phi^A = \phi^A_n \circ \tau^A$. Now, for an arbitrary $x \in X$ we have that $\phi^A_{ux} = \phi^A_{uxr}$, whence

$$\phi^A_{ux} = \phi^A_{uxr} \circ \delta^A_{uxr} \circ \phi^A_{uxr} = \phi^A_{uxr},$$

for all $u \in X^*$ and $x \in X$. We have the following:

**Theorem 3.10.** Let $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton over an alphabet $X = \{x_1, \ldots, x_m\}$ and $\phi$ a reflexive weakly right invariant fuzzy relation on $A$. Then $\mathcal{A}_\phi = (A^c, \phi^A, \delta^A, \tau^A)$ is an accessible crisp-deterministic fuzzy automaton equivalent to $\mathcal{A}$.

Next, for each $u \in X^*$ we have that

$$[\mathcal{A}_\phi](u) = [\mathcal{A}_\phi^n](u) = \delta^A_n([\mathcal{A}_\phi^n](u)) = \delta^A_n([\mathcal{A}_\phi^n](u)),$$

and therefore, $[\mathcal{A}_\phi^n]$ is equivalent to $[\mathcal{A}_\phi]$. \[\square\]

In the case when $\phi$ is the crisp equality on $A$, we have that $\phi^A = \sigma^A_n$, for each $u \in X^*$, and $\mathcal{A}_\phi$ is the automaton constructed in [16], where it was called the **reduced Nerode automaton** of $\mathcal{A}$. Here we will use a different terminology. Namely, the first $m$ elements in the $(m + 1)$-tuple $\phi^A_n$ are the children of the vertex $\phi^A_n$ in the transition tree of the automaton $\mathcal{A}_\phi$ (see Algorithm 4.1), and the $m + 1$-st element of $\phi^A_n$ is the termination degree of $\phi^A_n$ in $\mathcal{A}_\phi$. For this reason, the automaton $\mathcal{A}_\phi$ will be called the **children automaton** of $\mathcal{A}_\phi$. In this regard, the above mentioned automaton constructed in [16] is the children automaton of the Nerode automaton $\mathcal{A}_\phi$ of $\mathcal{A}$. The children automaton of the Nerode automaton $\mathcal{A}_\phi$ is denoted by $\mathcal{A}_\phi_N = (A^c, \sigma^A_n, \delta^A_n, \tau^A_n)$.

**Theorem 3.11.** Let $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy automaton over an alphabet $X = \{x_1, \ldots, x_m\}$ and let $\phi$ and $\phi$ be right invariant fuzzy quasi-orders on $A$ such that $\phi \leq \phi$. Then the automaton $\mathcal{A}_\phi$ is a homomorphic image of the automaton $\mathcal{A}_\phi$, and consequently, $|\mathcal{A}_\phi| \leq |\mathcal{A}_\phi|$.\[\square\]

**Proof.** Define a function $\xi : A^c \rightarrow A^c$ by $\xi(\phi^A_n) = \phi^A_{ur}$, for each $u \in X^*$. Let $\phi^A = \phi^A_n$ for some $u, v \in X^*$, i.e., let $\phi^A_{ux} = \phi^A_{uxr}$, for any $x \in X$, and $\phi^A_{ux} \circ \tau^A = \phi^A_{uxr}$. As in the proof of Theorem 3.4 we obtain that $\phi = \sigma^A_n \circ \phi$ and $\phi^A = \sigma^A_n \circ \phi$, for every $w \in X^*$, and for any $x \in X$ we have that

$$\phi^A_{ux} = \phi^A_{uxr} \circ \phi^A_{uxr} \circ \phi^A_{uxr} \circ \phi^A_{uxr} \circ \phi = \phi^A_{uxr} \circ \phi = \sigma^A_n \circ \phi = \sigma^A_n \circ \phi = \phi^A_{uxr},$$

and also,

$$\phi^A \circ \tau^A = [\mathcal{A}_\phi](\psi) = [\mathcal{A}_\phi](\psi) = \phi = \phi^A \circ \tau^A = \phi = \phi^A \circ \tau^A = \phi = \phi^A \circ \tau^A,$$
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Therefore, \( \phi_\alpha^c = \phi_\alpha^c \), which means that \( \xi \) is a well-defined function, and clearly, \( \xi \) is surjective. Moreover, for all \( u \in \mathcal{X}^* \) and \( x \in \mathcal{X} \) we have that

\[
\xi(\delta_\psi^c(\phi_{ax}^c \cdot x)) = \xi(\phi_{ax}^c) = \delta_\psi^c(\phi_{ax}^c, x) = \delta_\psi^c(\xi(\phi_{ax}^c), x),
\]

and, on the other hand,

\[
\tau_\psi^c(\phi_{ax}^c) = \phi_{ax} \circ \tau^A = \llbracket \mathcal{A}_\psi \rrbracket(u) = \llbracket \mathcal{A} \rrbracket(u) = \llbracket \mathcal{A}_\psi \rrbracket(u) = \phi_{\psi} \circ \tau^A = \tau_\psi^c(\phi_{ax}^c).
\]

Hence, \( \xi \) is a homomorphism of \( \mathcal{A}_\psi \) onto \( \mathcal{A}_\phi \). \( \square \)

**Theorem 3.12.** Let \( \mathcal{A} = (\mathcal{A}, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton over an alphabet \( \mathcal{X} = \{x_1, \ldots, x_n\} \) and let \( \psi \) be a weakly right invariant fuzzy quasi-order on \( \mathcal{A} \). Then the automaton \( \mathcal{A}_\psi \) is isomorphic to the automaton \( \mathcal{B}_{N'} \), where \( \mathcal{B} = \mathcal{A}/\psi \) is the afterset fuzzy automaton of \( \mathcal{A} \) with respect to \( \psi \).

*Proof.* Define a function \( \xi : \mathcal{A}_\psi \rightarrow \mathcal{B}_{N'} \) by \( \xi(\phi_{ax}^c) = \sigma_{\psi}^{B,c} = (\sigma_{\psi}^{B,x_1,n}, \ldots, \sigma_{\psi}^{B,X}, \sigma_{\psi}^{B} \circ \tau^B) \), for each \( u \in \mathcal{X}^* \). As in the proof of Theorem 3.2 we obtain that \( \sigma_{\psi}^{B}(a \psi) = \phi_{\psi}(a) \), for all \( u \in \mathcal{X}^* \) and \( a \in \mathcal{A} \), and by this it follows that

\[
\phi_{ax}^c = \phi_{ax} \Rightarrow (\forall a \in \mathcal{A}) \phi_{ax}^c(a) = \phi_{ax}(a) \Rightarrow (\forall a \in \mathcal{A}) \sigma_{\psi}^{B}(a \psi) = \sigma_{\psi}^{B}(a \psi) \Rightarrow \sigma_{\psi}^{B} = \sigma_{\psi}^{B},
\]

and also,

\[
\phi_{ax} \circ \tau^A = \phi_{ax} \circ \tau^A \Rightarrow \llbracket \mathcal{A} \rrbracket(u) = \llbracket \mathcal{B}_x \rrbracket(v) \Rightarrow \llbracket \mathcal{A} \rrbracket(u) = \llbracket \mathcal{B}_x \rrbracket(v) \Rightarrow \sigma_{\psi}^{B} \circ \tau^B = \sigma_{\psi}^{B} \circ \tau^B,
\]

for all \( u, v \in \mathcal{X}^* \) and \( x_i \in \mathcal{X} \), and therefore, \( \phi_{ax}^c = \phi_{ax} \) if and only if \( \sigma_{\psi}^{B,c} = \sigma_{\psi}^{B,c} \). This means that \( \xi \) is a well-defined and injective function. It is clear that \( \xi \) is also surjective, and it can be easily verified that it is a homomorphism. Hence, \( \xi \) is an isomorphism of \( \mathcal{A}_\psi \) onto \( \mathcal{B}_{N'} \). \( \square \)

**Theorem 3.13.** Let \( \mathcal{A} = (\mathcal{A}, \sigma^A, \delta^A, \tau^A) \) be a fuzzy automaton over an alphabet \( \mathcal{X} = \{x_1, \ldots, x_n\} \) and let \( \psi \) be a weakly right invariant fuzzy quasi-order on \( \mathcal{A} \). Then the automaton \( \mathcal{A}_\psi \) is a homomorphic image both of \( \mathcal{A}_\psi \) and \( \mathcal{A}_{N'} \), and consequently, \( |\mathcal{A}_\psi| \leq |\mathcal{A}_\psi| \) and \( |\mathcal{A}_\psi| \leq |\mathcal{A}_{N'}| \).

*Proof.* According to Theorems 3.2 and 3.12 \( \mathcal{A}_\psi \) is isomorphic to \( \mathcal{B}_{N'} \), and \( \mathcal{A}_\psi \) is isomorphic to \( \mathcal{B}_{N'} \), and by Theorem 3.4 \( \mathcal{B}_{N'} \) is a homomorphic image of \( \mathcal{B}_{N'} \). Therefore, \( \mathcal{A}_\psi \) is a homomorphic image of \( \mathcal{A}_\psi \).

On the other hand, \( \mathcal{A}_{N'} \) is isomorphic to \( \mathcal{A}_{N'} \), where \( \Delta \) is the crisp equality on \( \mathcal{A} \), and by Theorem 3.11 \( \mathcal{A}_\psi \) is a homomorphic image of \( \mathcal{A}_{N'} \). \( \square \)

4. Algorithms and computational examples

Let \( \psi, \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \), be respectively computation times of the operations \( \lor, \land, \oplus \) and \( \rightarrow \) in \( \mathcal{L} \). In particular, if \( \mathcal{L} \) is linearly ordered, we can assume that \( \psi = \mathcal{A} = 1 \), and when \( \mathcal{L} \) is the Gödel structure, we can also assume that \( \mathcal{C} = \mathcal{C} = 1 \).

**Algorithm 4.1 (Construction of the automaton \( \mathcal{A}_\psi \)).** The input of this algorithm are a fuzzy finite automaton \( \mathcal{A} = (\mathcal{A}, \sigma^A, \delta^A, \tau^A) \) with \( n \) states, over a finite alphabet \( \mathcal{X} \) with \( m \) letters, and a fuzzy relation \( \phi \) on \( \mathcal{A} \), and the output is the crisp-deterministic fuzzy automaton \( \mathcal{A}_\psi = (\mathcal{A}_\psi, \phi_\psi, \delta_\psi, \tau_\psi) \).

The procedure is to construct the transition tree of \( \mathcal{A}_\psi \) directly from \( \mathcal{A} \), and during this procedure we use pointers \( \psi \) which points vertices of the tree under construction to the corresponding integers. The transition tree of \( \mathcal{A}_\psi \) is constructed inductively as follows:

(A1) The root of the tree is \( \phi_\psi = \phi^A \circ \phi \), and we put \( T_0 = \{\phi_\psi\} \) and \( s(\psi) = 1 \), and we compute the value \( \tau_\psi(\phi_\psi) = \phi_\psi \circ \phi^A \).
(A2) After the $i$th step let a tree $T_i$ have been constructed, and vertices in $T_i$ have been labelled either 'closed' or 'non-closed'. The meaning of these two terms will be made clear in the sequel.

(A3) In the next step we construct a tree $T_{i+1}$ by enriching $T_i$ in the following way: for any non-closed leaf $q_u$ occurring in $T_i$, where $u \in X^*$, and any $x \in X$ we add a vertex $q_{ux} = q_u \circ \delta^A_x$ and an edge from $q_u$ to $q_{ux}$ labelled by $x$. Simultaneously, we check whether $q_{ux}$ is a fuzzy set that has already been constructed. If it is true, if $q_{ux}$ is equal to some previously computed $q_v$, then we mark $q_{ux}$ as closed and set $s(q_{ux}) = s(q_v)$. Otherwise, we compute the value $\tau_q(q_{ux}) = q_{ux} \circ \tau^A$ and set $s(q_{ux})$ to be the next unassigned integer. The procedure terminates when all leaves are marked closed.

(A4) When the transition tree of $\mathcal{A}_\varphi$ is constructed, we erase all closure marks and glue leaves to interior vertices with the same pointer value. The diagram that results is the transition graph of $\mathcal{A}_\varphi$.

When $\varphi$ is taken to be the crisp equality on $A$, Algorithm 4.1 gives the Nerode automaton $\mathcal{A}_N$ of $\mathcal{A}$.

The above described procedure does not necessarily terminate in a finite number of steps, since the collection $\{q_{ux} \mid u \in X^*, x \in X\}$ may be infinite. However, in cases when this collection is finite, the procedure will terminate in a finite number of steps, after computing all its members. For instance, this holds if the subsemiring $\mathcal{L}(\delta^A, \sigma^A, \varphi) = \mathcal{L}$ generated by all membership values taken by $\delta^A$, $\sigma^A$ and $\varphi$ is finite (but not only in this case). If $k$ denotes the number of elements of this subsemiring, then the collection $\{q_{ux} \mid u \in X^*, x \in X\}$ can have at most $k^r$ different members.

The tree that is constructed by this algorithm is a full $m$-ary tree. At the end of the algorithm, the tree can contain at most $k^r$ internal vertices, and according to the well-known theorem on full $m$-ary trees, the total number of vertices is at most $mk^r + 1$. In the construction of any single vertex we can first perform a composition of the form $q_u \circ \delta^A_x$, and then a composition of the form $(q_u \circ \delta^A_x) \circ \varphi$, both of which have computation time $O(n^2(c_0 + c_1))$. Therefore, the computation time for all performed compositions is $O(mn^2k^r(c_0 + c_1))$. Moreover, the tree $T$ has at most $mk^r$ edges, and the computation time of their forming is $O(mk^r)$.

Time-consuming part of the procedure is the check whether the just computed fuzzy set is a copy of some previously computed fuzzy set. After we have constructed the $i$th fuzzy set, for some $i \in \mathbb{N}$ such that $2 \leq j \leq mk^r + 1$, we compare it with the previously constructed fuzzy sets which correspond to non-closed vertices, whose number is at most $\min\{j - 1, k^r\}$. Therefore, the total number of performed checks does not exceed $1 + 2 + \cdots + k^r + (m - 1)k^r + k^r = \frac{1}{2}k^r(k^r + 1) + (m - 1)k^r$. As the computation time of any single check is $O(n)$, the computation time for all performed checks is $O(mnk^r)$. Summarizing all the above we conclude that the computation time of the whole algorithm is $O(mnk^r)$, the same as the computation time of the part in which for any newly-constructed fuzzy set we check whether it is a copy of some previously computed fuzzy set.

Note that the number $k$ is characteristic of the fuzzy finite automaton $\mathcal{A}$, and it is not a general characteristic of the semiring $\mathcal{L}$ and its finitely generated subsemirings. However, if we consider fuzzy automata over a finite lattice, then we can assume that $k$ is the number of elements of this lattice. Moreover, if $\mathcal{L}$ is the Gödel structure, then the set of all membership values taken by the fuzzy relations $\{\delta^A_{ux}\}_{u \in X^*}$ and $\varphi$, and the fuzzy set $\sigma^A$ is a subsemiring of $\mathcal{L}$, and the number of these values does not exceed $mn^2 + n$, so we can use that number instead of $k$.

In a similar way we can provide the following algorithm which constructs the automaton $\mathcal{A}_\psi$, for some fuzzy relation $\psi$ on $A$, and analyze its computation time.

**Algorithm 4.2 (Construction of the automaton $\mathcal{A}_\psi$).** The input of this algorithm is a fuzzy finite automaton $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ with $n$ states, over a finite alphabet $X$ with $m$ letters, and a fuzzy relation $\psi$ on $A$, and the output is the crisp-deterministic fuzzy automaton $\mathcal{A}_\psi = (A, \psi^r, \delta^r, \tau^r)$.

The procedure is to construct the transition tree of $\mathcal{A}_\psi$ directly from $\mathcal{A}$, and during this procedure we use pointers $s(\cdot)$ which points vertices of the tree under construction to the corresponding integers. The transition tree of $\mathcal{A}_\psi$ is constructed inductively as follows:

(A1) The root of the tree is $\psi^r = \psi \circ \tau^A$, and we put $T_0 = \{\psi^r\}$ and $s(\psi^r) = 1$, and we compute the value $\tau^\psi(\psi^r) = \sigma^A \circ \psi^r$. 
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values taken by $\delta^w$, so there exists a relation that can be analyzed analogously as in Algorithm 4.1. The only difference is that instead of the sub-semiring $L^*(\delta^A, \tau^A, \psi)$ here we consider the sub-semiring $L^*(\delta^A, \tau^A, \psi)$ of $L^*$ generated by all membership values taken by $\delta^A, \tau^A$ and $\psi$.

As we have said earlier, algorithms for computing the greatest right and left invariant fuzzy quasi-orders and the greatest weakly right and left invariant fuzzy quasi-orders on a fuzzy finite automaton were provided in [30]. Here we present these algorithms and we perform an analysis of their computation time.

Algorithm 4.3 (Computation of the greatest right invariant fuzzy quasi-order). The input of this algorithm is a fuzzy finite automaton $A = (A, \sigma^A, \delta^A, \tau^A)$ with $n$ states, over a finite alphabet $X$ with $m$ letters. The algorithm computes the greatest right invariant fuzzy quasi-order $\varphi^n$ on $A$.

The procedure constructs the sequence of fuzzy quasi-orders $\{\varphi_k\}_{k \in \mathbb{N}}$, in the following way:

(A1) In the first step we set $\varphi_1 = \tau^A / \tau^A$.

(A2) After the $k$th step let $\varphi_k$ be the fuzzy quasi-order that has been constructed.

(A3) In the next step we construct the fuzzy quasi-order $\varphi_{k+1}$ by means of the formula

$$\varphi_{k+1} = \varphi_k \wedge \left[ \bigwedge_{x \in X} (\delta^A_x \circ \varphi_k) / (\delta^A_x \circ \varphi_k) \right]. \tag{37}$$

(A4) Simultaneously, we check whether $\varphi_{k+1} = \varphi_k$.

(A5) When we find the smallest number $s$ such that $\varphi_{s+1} = \varphi_s$, the procedure of constructing the sequence $\{\varphi_k\}_{k \in \mathbb{N}}$ terminates and $\varphi^* = \varphi_s$.

If the subalgebra $L(\delta^A, \tau^A)$ of $L_*$ generated by all membership values taken by $\delta^A$ and $\tau^A$, satisfies DCC, the algorithm terminates in a finite number of steps.

Consider the computation time of this algorithm. In (A1) we compute $\tau^A / \tau^A$, which can be done in time $O(n^2c_{\tau^A})$. In (A3) we first compute all compositions $\delta^A_x \circ \varphi_k$, and if these computations are performed according to the definition of composition of fuzzy relations, their computation time is $O(mn^3(c_{\delta^A} + c_{\tau^A}))$. Then we compute $\varphi_{k+1}$ by means of (37), and the computation time of this part is $O(mn^3(c_{\varphi_k} + c_{\delta^A}))$. Thus, the total computation time of (A3) is $O(mn^3(c_{\varphi_k} + c_{\delta^A} + c_{\tau^A} + c_{\varphi_r}))$. In (A4), the computation time to check whether $\varphi_{k+1} = \varphi_k$ is $O(n^2)$.

The hardest problem is to estimate the number of steps, in the case when it is finite. Consider fuzzy relations $\varphi_k$ as fuzzy matrices. After each step in the construction of the sequence $\{\varphi_k\}_{k \in \mathbb{N}}$ we check whether some entry has changed its value, and the algorithm terminates after the first step in which there was no change. Suppose that $L(\delta^A, \tau^A)$ satisfies DCC. Then $\{\varphi_k(a,b) \mid (a,b) \in A^2\}$ is a finite collection of finite sequences, so there exists $s \in \mathbb{N}$ such that the number of different elements in each of these sequences is less
than or equal to $s$. As the sequence $\{\varphi_k\}_{k \in \mathbb{N}}$ is descending, each entry can change its value at most $s - 1$ times, and the total number of changes is less than or equal to $(s - 1)(n^2 - n)$ (the diagonal values must always be 1). Therefore, the algorithm terminates after at most $(s - 1)(n^2 - n) + 2$ steps (in the first and last step values do not change).

Summing up, we get that the total computation time for the whole algorithm is $O(smnn^2(c_\cdot + c_\cdot + c_\cdot + c_\cdot))$, and hence, the algorithm is polynomial-time.

Let us note that the number $s$ is characteristic of the sequence $\{\varphi_k\}_{k \in \mathbb{N}}$, and in general it is not characteristic of the algebra $L(\delta^A, \tau^A)$. However, in some cases the number of different elements in all descending chains in $L(\delta^A, \tau^A)$ may have an upper bound $s$. For example, if the algebra $L(\delta^A, \tau^A)$ is finite, then we can assume that $s$ is the number of elements of this algebra. In particular, if $L$ is the Gödel structure, then the only values that can be taken by fuzzy relations $\{\varphi_k\}_{k \in \mathbb{N}}$ are 1 and those taken by $\delta^A$ and $\tau^A$. In this case, if $j$ is the number of all values taken by $\delta^A$ and $\tau^A$, then the algorithm terminates after at most $j(n^2 - n) + 2$ steps, and total computation time is $O(jmn^2)$. Since $j \ll mn^2 \cdot n^2$, total computation time can also be roughly expressed as $O(mn^4 \cdot n^2)$.

**Algorithm 4.4 (Computation of the greatest left invariant fuzzy quasi-order).** The input of this algorithm is a fuzzy finite automaton $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ with $n$ states, over a finite alphabet $X$ with $m$ letters. The algorithm computes the greatest left invariant fuzzy quasi-order $\psi^A$ on $\mathcal{A}$.

The procedure constructs the sequence of fuzzy quasi-orders $\{\psi_k\}_{k \in \mathbb{N}}$ in the following way:

(A1) In the first step we set $\psi_1 = \sigma^A \setminus \sigma^A$.

(A2) After the $k$th step let $\psi_k$ be the fuzzy quasi-order that has been constructed.

(A3) In the next step we construct the fuzzy quasi-order $\psi_{k+1}$ by means of the formula

$$\psi_{k+1} = \psi_k \land \left[ \bigwedge_{x \in X} (\psi_k \circ \delta^A_x) \setminus (\psi_k \circ \delta^A_x) \right].$$

(A4) Simultaneously, we check whether $\psi_{k+1} = \psi_k$.

(A5) When we find the smallest number $s$ such that $\psi_{s+1} = \psi_s$, the procedure of constructing the sequence $\{\psi_k\}_{k \in \mathbb{N}}$ terminates and $\psi^A = \psi_s$.

The conditions under which this procedure terminates in a finite number of steps and its computation time can be analyzed analogously as in Algorithm 4.3.

**Algorithm 4.5 (Computation of the greatest weakly right invariant fuzzy quasi-order).** The input of this algorithm is a fuzzy finite automaton $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ with $n$ states, over a finite alphabet $X$ with $m$ letters. The algorithm computes the greatest weakly right invariant fuzzy quasi-order $\varphi^\text{wri}$ on $\mathcal{A}$.

The procedure consists of two parts:

(A1) First we compute all members of the family $\{\tau^A_u | u \in X^*\}$, using Algorithm 4.2.

(A2) Then we compute $\varphi^\text{wri}$ by means of formula

$$\varphi^\text{wri} = \bigwedge_{u \in X^*} \tau^A_u / \tau^A_u.$$

Clearly, this procedure terminates in a finite number of steps under the same conditions as Algorithm 4.2. Under these conditions the computation time of the part (A1) is $O(mmk^{2n})$, and since it dominates over the computation time of (A2), which is $O(k^n c_\cdot + n^2 c_\cdot)$, we conclude that the computation time of the whole algorithm is $O(mnk^{2n})$, the same as for Algorithms 4.1 and 4.2.

Analogous analysis can be performed for the following algorithm that computes the greatest weakly left invariant fuzzy quasi-order on a fuzzy automaton.
Algorithm 4.6 (Computation of the greatest weakly left invariant fuzzy quasi-order). The input of this algorithm is a fuzzy finite automaton $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ over a finite alphabet $X$. The algorithm computes the greatest weakly left invariant fuzzy quasi-order $\psi^{wl}$ on $\mathcal{A}$.

The procedure consists of two parts:

(A1) First we compute all members of the family $\{\sigma^A_u \mid u \in X^i\}$, using Algorithm 4.1.

(A2) Then we compute $\psi^{wl}$ by means of formula

$$\psi^{wl} = \bigwedge_{u \in X^i} \sigma^A_u \setminus \sigma^A_u.$$

Finally, we turn to the construction of the children automaton $\mathcal{B}_p$.

Algorithm 4.7 (Construction of the children automaton $\mathcal{B}_p$). The input of this algorithm is a fuzzy finite automaton $\mathcal{A} = (A, \sigma^A, \delta^A, \tau^A)$ with $n$ states, over a finite alphabet $X = \{x_1, \ldots, x_m\}$ with $m$ letters, and the output is the children automaton $\mathcal{B}_p = (A_p, \phi_p, \delta_p, \tau_p)$, where $\phi$ is the greatest weakly left invariant fuzzy quasi-order or the greatest right invariant fuzzy quasi-order on $\mathcal{A}$.

The procedure is to construct simultaneously the transition tree of $\mathcal{A}_p$ and the transition graph of $\mathcal{B}_p$ directly from $\mathcal{A}$. Except the pointer $s()$ used in Algorithm 4.1, we also use another pointer $t()$ which points vertices of the transition graph under construction to the corresponding integers. The transition tree of $\mathcal{A}_p$ and the transition graph of $\mathcal{B}_p$ are constructed in the following way:

(A1) We compute $\phi$ using one of Algorithms 4.5 and 4.3 and construct the transition tree $T$ of $\mathcal{A}_p$ using Algorithm 4.1.

(A2) To each non-closed vertex $q_u$ of the tree $T$ we assign a vertex $q_u^c$ of a graph $G$ as follows: When all children $q_{ux_1}, \ldots, q_{ux_m}$ of $q_u$ in the tree $T$ are formed, we form the vertex $q_u^c = (q_{ux_1}, \ldots, q_{ux_m}, q_u \circ \tau^A)$ in the graph $G$. Simultaneously, we check whether $q_u^c$ is an $(m+1)$-tuple that has already been constructed. If it is true, if $q_u^c$ is equal to some previously computed $q_v^c$, we mark $q_u^c$ as closed and set $t(q_u^c) = t(q_v^c)$.

(A3) For each non-closed vertex $q_u^c$ of the graph $G$ and each $x \in X$, if $q_u^c$ is a non-closed vertex in $T$ such that $s(q_{ux}) = s(q_u)$, in the graph $G$ we add an edge from $q_{ux}^c$ to $q_u^c$ labelled by $x$.

(A4) When the graph $G$ is constructed, we glue closed vertices to non-closed vertices with the same pointer value, and erase closure marks. The diagram that results is the transition graph of $\mathcal{B}_p$.

According to Theorems 3.2 and 3.12, $\mathcal{A}_p$ is isomorphic to $\mathcal{B}_N$, where $\mathcal{B} = \mathcal{A}/\phi$ is the aforesaid fuzzy automaton of $\mathcal{A}$ with respect to $\phi$, and $\mathcal{A}_p$ is isomorphic to $\mathcal{B}_N$, and by Theorem 3.7 [16], $\mathcal{B}_N$ is finite if and only if $\mathcal{B}_N$ is finite. Therefore, $\mathcal{A}_p$ is finite if and only if $\mathcal{A}_p$ is finite.

As in the analysis of Algorithm 4.1 consider the case when the subalgebra $L(\delta^A, \sigma^A, \tau^A)$ of $L$ is finite and has $l$ elements. As we have already seen, the computation time of the part (A1) is $O(ml^{2m})$.

When in (A2) we construct a vertex of the graph $G$, as an $(m+1)$-tuple, all its components have already been computed during construction of the tree $T$, and all that remains to do is to point to them (or to their addresses). Hence, the computation time of forming every single vertex of the graph $G$ is $O(m)$, and since there are at most $l^n$ vertices in $G$, the computation time of forming all vertices of $G$ is $O(ml^n)$. During construction of the tree $T$ we also found which vertices in $T$ are equal as fuzzy sets, and they received the same pointer values. Therefore, when we check equality of two $(m+1)$-tuples in $A_p$ we only need to check the equality of pointer values assigned to their components, and the computation time of such checking is $O(m)$. As the total number of checks performed in (A2) does not exceed $1 + 2 + \cdots + (l^n - 1) = \frac{1}{2}(l^n - 1)l^n$, we have that computation time of all checks performed in (A2) is $O(ml^{2m})$. Finally, in (A3) we form at most $ml^n$ edges in the graph $G$, and the computation time of this part is $O(ml^n)$.
Therefore, the most expensive part of this algorithm is (A1), and the computation time of the whole algorithm is $O(mnk^2n)$, the same as for (A1), i.e., the same as for Algorithm 4.7.

Finally we give a remark regarding the computation time of the Brzozowski type algorithm for fuzzy finite automata. Let $A = (A, \sigma^A, \delta^A, \tau^A)$ be a fuzzy finite automaton with $n$ states and $m$ input letters, and suppose that the subsemiring $L^L(\delta^A, \sigma^A, \tau^A)$ of the semiring $L^L$, generated by all membership values taken by $\delta^A$, $\sigma^A$ and $\tau^A$, is finite and has $k$ elements. The first round of the application of the Brzozowski type procedure to $A$ produces the reverse Nerode automaton of $A$ having at most $k^n$ states, and the computation time of this round is $O(mnk^2n)$. The second round may start from an exponentially larger automaton, but despite that, this round produces a minimal crisp-deterministic fuzzy automaton equivalent to $A$, an automaton that is not greater than the Nerode automaton of $A$, which can not have more than $k^n$ states. Thus, the resulting transition tree can not have more than $k^n$ internal vertices, and hence, the second round has the same computation time $O(mnk^2n)$. This means that the total computation time of the Brzozowski type algorithm for the fuzzy automaton $A$ is $O(mnk^2n)$, the same as for constructions of the Nerode and the reverse Nerode automaton of $A$. Note again that the performance of the Brzozowski type algorithm can be improved if instead of the construction of the reverse Nerode automaton we use the construction of the automaton corresponding to the greatest right invariant or weakly right invariant fuzzy quasi-order on $A$, or the construction of its children automaton.

Now we provide several illustrative computational examples.

**Example 4.8.** Let $A$ be a Boolean automaton over the two-element alphabet $X = \{x, y\}$ given by the transition graph shown in Fig. 1.

The transition tree and the transition graph of the Nerode automaton $A_N$ of $A$, constructed by means of Algorithm 4.1 are presented in Fig. 2. We see that the Nerode automaton $A_N$ has 7 states.

By means of Algorithms 4.3 and 4.5 we compute the greatest right invariant fuzzy quasi-order $q^{ri}$ and the greatest weakly right invariant fuzzy quasi-order $q^{wri}$ on $A$, which are represented by the following Boolean matrices:

$$
q^{ri} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{bmatrix}, \quad q^{wri} = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 1 \\ 0 & 0 & 1 \end{bmatrix}.
$$

Then, using Algorithm 4.1 we construct automata $A_{q^{ri}}$ and $A_{q^{wri}}$, whose transition trees and graphs are presented in Fig. 3 and 4 respectively. The automaton $A_{q^{ri}}$ has 5 states, whereas the automaton $A_{q^{wri}}$ has 3 states. Finally, using Algorithm 4.7 and the transition tree of $A_N$ from Fig. 2, we construct the children automaton $A_N'$ of $A_N$ presented in Fig. 4. Clearly, $A_N'$ is isomorphic to $A_{q^{wri}}$.

According to Theorem 3.3 the number of states of the automaton $A_{q^{ri}}$ is less than or equal to the number of states of the Nerode automaton $A_N$, for every fuzzy automaton $A$. This example shows that $A_{q^{ri}}$ can be strictly smaller than $A_N$. The example also shows that the greatest weakly right invariant fuzzy quasi-order $q^{wri}$ can give better results in determinization than the greatest weakly right invariant fuzzy quasi-order $q^{ri}$.

Finally, we find that all aftersets of fuzzy quasi-orders $q^{ri}$ and $q^{wri}$ are different, which means that $q^{ri}$...
Figure 2: The transition tree (a)) and the transition graph (b)) of the Nerode automaton $A_N$ of the fuzzy automaton $A$ from Example 4.8.

Figure 3: The transition tree (a)) and the transition graph (b)) of the automaton $A_{\text{rip}}$ for the fuzzy automaton $A$ from Example 4.8.

Figure 4: The transition tree (a)) and the transition graph (b)) of the automaton $A_{\text{rip}}$ for the fuzzy automaton $A$ from Example 4.8.
and \(\phi^{ri}\) do not reduce the number of states of the automaton \(\mathcal{A}\), but despite this, they produce crisp-deterministic fuzzy automata which are smaller than the Nerode automaton of \(\mathcal{A}\).

**Example 4.9.** Let \(\mathcal{A}\) be a Boolean automaton over the two-element alphabet \(X = \{x, y\}\) given by the transition graph shown in Fig. 6a). The transition graphs of the Nerode automaton \(\mathcal{A}_N\) and its children automaton \(\mathcal{A}_{cN}\), constructed by means of Algorithms 4.1 and 4.7, are represented by Fig. 6b) and c). Clearly, the Nerode automaton \(\mathcal{A}_N\) has 7 states, and its children automaton \(\mathcal{A}_{cN}\) has 6 states.

On the other hand, both the greatest right invariant fuzzy quasi-order \(\phi^{ri}\) and the greatest weakly right invariant fuzzy quasi-order \(\phi^{wri}\) on \(\mathcal{A}\), computed using Algorithms 4.3 and 4.5, are equal to the equality relation on the set of states of \(\mathcal{A}\), so both automata \(\mathcal{A}_{\phi^{ri}}\) and \(\mathcal{A}_{\phi^{wri}}\) are isomorphic to \(\mathcal{A}_N\). Therefore, we have that \(|\mathcal{A}_{\phi^{ri}}| < |\mathcal{A}_N| = |\mathcal{A}_{\phi^{wri}}|\), which demonstrates that construction of the children automaton, applied to the Nerode automaton of \(\mathcal{A}\), can give better results in determinization of \(\mathcal{A}\) than constructions based on the greatest right invariant and weakly right invariant fuzzy quasi-orders on \(\mathcal{A}\).

**Example 4.10.** Let \(\mathcal{A}\) be a Boolean automaton over the two-element alphabet \(X = \{x, y\}\) given by the transition graph shown in Fig. 7a). The Nerode automaton \(\mathcal{A}_N\) and the children automaton \(\mathcal{A}_{cN}\) are represented by graphs in Fig. 7b) and c). Moreover, using Algorithms 4.3 and 4.5 we obtain that

\[
\phi^{ri} = \phi^{wri} = \begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 1 \\
0 & 0 & 1
\end{bmatrix},
\]
Figure 7: Transition graphs of the fuzzy automaton $A$ from Example 4.10 (a)), its Nerode automaton $A_N$ (b)), the children automaton $A_{c_N}$ of $A_N$ (c)), and the automaton $A_{\phi_{ri}} \cong A_{\phi_{wri}}$ (d)).

Figure 8: Transition graphs of the fuzzy automaton $A$ from Example 4.11 (a)), its Nerode automaton $A_N$ (b)), and the minimal crisp-deterministic fuzzy automaton equivalent to $A_N$ (c)).

so automata $A_{\phi_{qi}}$ and $A_{\phi_{wri}}$ are mutually isomorphic and are given by the transition graph in Fig. 7(d), and we conclude that $|A_{\phi_{qi}}| = |A_{\phi_{wri}}| < |A_N| < |A_{N_x}|$.

Thus, in contrast to the previous one, this example shows that there are cases where determinization of a fuzzy automaton $A$ by means of the greatest right invariant and weakly right invariant fuzzy quasi-orders can give better results than construction of the children automaton of the Nerode automaton of $A$.

Example 4.11. Let $A$ be a Boolean automaton over the two-element alphabet $X = \{x, y\}$ given by the transition graph shown in Fig. 8(a). When we compute $\phi^{ri}$ and $\phi^{wri}$ we obtain that both of them are equal to the equality relation on the set of states of $A$, and therefore, both automata $A_{\phi^{ri}}$ and $A_{\phi^{wri}}$ are isomorphic to the Nerode automaton $A_N$, which is represented by the transition graph in Fig. 8(b). Moreover, we obtain that the children automaton $A_{c_N}$ of $A_N$ is also isomorphic to the Nerode automaton $A_N$. Hence, in this case none of the methods discussed in this paper does not give an automaton with smaller number of states than the Nerode automaton $A_N$. It should be noted that the Nerode automaton $A_N$ is not minimal, the minimal deterministic automaton equivalent to $A_N$ is represented by the graph shown in Fig. 8(c).

Example 4.12. Let $A$ be a Boolean automaton over the two-element alphabet $X = \{x, y\}$ given by the transition graph shown in Fig. 9(a). The transition graph of the Nerode automaton $A_N$ of $A$ is given in
a) \[ \begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix} \]

and we can easily show that \( \mathcal{A}_{q^{ri}} \) is isomorphic to the Nerode automaton \( \mathcal{A}_N \). Note that \( q^{ri} \) has 4 different aftersets, which means that the afterset fuzzy automaton of \( \mathcal{A} \) with respect to \( q^{ri} \) has 4 states. Therefore, although \( q^{ri} \) reduces the number of states of \( \mathcal{A} \), it does not give an automaton with smaller number of states than the Nerode automaton \( \mathcal{A}_N \).

**Example 4.13.** Let \( \mathcal{A} \) be an automaton over the one-element alphabet \( X = \{x\} \) and the Goguen (product) structure given by the transition graph shown in Fig. 10(a).

It is easy to check that \( \sigma_x = [1 \ 0 \ 0], \sigma_{x^n} = [0 \ 0.5 \ 1] \), and \( \sigma_{x^n} = [0 \ 1 \ 0.5^{n-1}] \), for each \( n \in \mathbb{N}, n \geq 2 \). Therefore, the Nerode automaton of \( \mathcal{A} \) has infinitely many states.

On the other hand, using Algorithms 4.3 and 4.5 we obtain that

\[ q^{ri} = q^{wn} = \begin{pmatrix} 1 & 0 & 0.5 \\ 1 & 1 & 1 \\ 1 & 0 & 1 \end{pmatrix} \]

and we construct the automaton \( \mathcal{A}_{q^{ri}} \) which is shown in Fig. 10(b).
Therefore, although the Nerode automaton of $A$ is infinite, using the greatest right invariant fuzzy quasi-order on $A$ we obtain a finite crisp-deterministic fuzzy automaton which is equivalent to $A$.
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