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Abstract: Information dashboards are everywhere. They support knowledge discovery in a huge variety of contexts and domains. Although powerful, these tools can be complex, not only for the end-users but also for developers and designers. Information dashboards encode complex datasets into different visual marks to ease knowledge discovery. Choosing a wrong design could compromise the entire dashboard’s effectiveness, selecting the appropriate encoding or configuration for each potential context, user, or data domain is a crucial task. For these reasons, there is a necessity to automatize the recommendation of visualizations and dashboard configurations to deliver tools adapted to their context. Recommendations can be based on different aspects, such as user characteristics, the data domain, or the goals and tasks that will be achieved or carried out through the visualizations. This work presents a dashboard meta-model that abstracts all these factors and the integration of a visualization task taxonomy to account for the different actions that can be performed with information dashboards. This meta-model has been used to design a domain specific language to specify dashboards requirements in a structured way. The ultimate goal is to obtain a dashboard generation pipeline to deliver dashboards adapted to any context, such as the educational context, in which a lot of data are generated, and there are several actors involved (students, teachers, managers, etc.) that would want to reach different insights regarding their learning performance or learning methodologies.
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1. Introduction

Information is the driver of many processes and activities nowadays. Designers, managers, developers, etc., make decisions continuously with the goal of obtaining a benefit or a pursued effect on the context of application. Data-driven decision-making [1] has several advantages, but it is also a complex process in which the involved actors must understand the data they are consuming.

Data can hold underlying patterns that could go unnoticed without performing in-depth analysis. However, the great quantity of available data can make the analysis process a resource- and time-consuming task. For this reason, many tools have emerged to support and ease the discovery of insights through data from different domains [2–6].
Information dashboards are one of these tools. Information dashboards arrange data points into different views, displaying information visually, and allowing users to identify patterns, anomalies, and relationships among variables in a straightforward manner.

However, using an information dashboard does not ensure knowledge generation. There are several factors involved in the process of discovering insights through displayed data, and one of the most important factors that condition the utility of dashboards is their audience (i.e., their end-users).

People have several characteristics that could make their user experience using the same product (in this case, an information dashboard) very different from each other. For example, some users might not have enough visualization literacy (also known as graphicacy [7,8]), and thus, they might be unable to understand some charts or encodings. On the other hand, their knowledge regarding the data’s domain could be low, hindering their ability to reach meaningful insights.

Consequently, dashboards need to be adapted not only to the data they are displaying but also to their audience [9–11]. This is not a trivial task: the data domain and potential user profiles must be researched, among other factors, to obtain a visual display that is really useful for making decisions (this should be the first priority of a dashboard: to support decision-making or knowledge generation).

Tailoring a dashboard is not only complex at design-level (where several factors and design guidelines must be accounted for) but also at the implementation-level. Coding a tailored dashboard for each possible context is a time-consuming process.

Different approaches have been considered in the literature to automatize this implementation process and to decrease the development time of tailored dashboards [12]. From configuration wizards that allow users to choose the charts of their dashboards (e.g., Tableau, https://www.tableau.com/, or Grafana, https://grafana.com/) to model-driven approaches that render personalized dashboards based on formal descriptions of the domain [13–16], among other variety of solutions.

These approaches take into account mainly user preferences, but also the input data structures, business processes, user abilities, user roles, etc. [17]. These factors are extremely relevant to the design process; they can support the selection of appropriate visual metaphors, encodings, or structure of the dashboard to increase its effectiveness and usability.

In fact, users might need not only differing visual metaphors to understand the same dataset, but also a whole different composition of views that hold different data variables. This happens because users could be focused on different variables and could have different questions regarding the same dataset; that is, users have their own goals when referring to a dataset.

Accounting for a user’s information goals is essential for the development of information dashboards; they frame and contextualize the tasks that can be carried out with data, as well as the variables that should be involved within the display. However, this information needs to be properly structured to enable its analysis and processing and use it in a dashboard generative pipeline to obtain tailored dashboards automatically.

This paper discusses the main factors that need to be accounted for in dashboard design and extends a dashboard meta-model that identifies core relationships and entities within this complex domain [18–20]. The previously developed meta-model aimed at formalizing a structure for defining information dashboards based on a set of factors, such as the data structure or users’ goals, preferences, domain knowledge, visualization literacy, etc. The presented extension focuses on how to structure the users’ goals and tasks with the purpose of accounting for these factors in a generative pipeline of dashboards.

Automatizing the generation of information dashboards requires a robust conceptualization, because, in the end, the entities and attributes present in the inputs of the generative process will condition the outputs. The main outcome of this conceptualization work is the definition of a domain specific language (DSL) based on the meta-model with the purpose of using it to materialize abstract dashboard features into specific products. Relying on the meta-model facilitates not only the comprehension of the domain but also sets the first milestone for obtaining a dashboard generative
pipeline in which the input is based on the meta-model structure. The main goal is to provide information dashboards adapted to their context.

One of the contexts that could benefit from this approach is the educational context. Educational dashboards [21] are powerful tools for identifying patterns and relationships among learning variables. There could be several roles involved in this context, from students and teachers to managers. These roles can ask for different learning variables and indicators, depending on their needs [22–25]. For example, a teacher could want to reach insights regarding the performance of their students in order to improve his learning methodologies, while a student just want to track her achievements.

Furthermore, users with the same role could be interested in very different aspects of their data, hampering the whole process of designing an educational dashboard. Using a meta-model to organize the requirements of educational dashboards based on the audience could improve the development process, as well as the reuse of the gained knowledge from accounting users’ characteristics in subsequent designs.

The rest of this paper is organized as follows: Section 2 contextualizes the relevance of tailored visualizations and dashboards. Section 3 presents the methods used to carry out the study. Section 4 describes the proposed dashboard meta-model, including information about users’ goals and tasks. Section 5 discusses the meta-model, while Section 6 outlines the conclusions derived from this work.

2. Background

Information dashboards and visualizations have increased their popularity throughout the years. They enable people to understand complex datasets and gain insights into different domains. However, these tools are not suitable for any context and need to match specific requirements in different situations. Given the necessity and potential benefits of tailored dashboards, several solutions, and proposals to address dashboards’ tailoring capabilities can be found in the literature [12].

Selecting the right visual metaphor or encoding is challenging when dealing with dashboards or visualizations. However, this task is essential due to the influence of these design decisions in the effectiveness of the dashboard or visualizations, because a wrong visual metaphor or encoding could lead to mistakes when interpreting data.

Several tools have been proposed to tackle this issue by automatically recommending visualizations. These works point out different factors that influence the specific design of an information visualization, such as the tasks that will be carried out through the visualization, the users’ characteristics, the users’ behavior, or the dataset structure and characteristics [26].

How can these aspects support an automatic process for recommending the best encodings or visual metaphors to foster knowledge discovery? There are different approaches that try to ease the process of generating visualizations. For example, some methods use visual mapping and rules to recommend a certain visualization based on the target data to be displayed [26]. An algorithm could infer through hardcoded guidelines and rules which visual mark, scale, encoding, etc., suits better the target context by using information regarding the dataset characteristics, such as its structure or data types. Tableau’s Show Me [27], Manyeyes [28], or Voyager [29], are some of the tools that use visual mapping to offer tailored recommendations for information visualizations.

The context of application is also a relevant factor when designing visualizations. For example, the work presented in [30] employs a visualization ontology named VISO to annotate data and execute a ranking process. The outcomes of the ranking process are ratings that measure the suitability of visual encodings. End-users’ preferences and characteristics are also taken into account in some visualization recommendation strategies. VizDeck [31] analyzes the input data and proposes a set of visualization that the user must rank, selecting the ones that fit better her requirements. This process supports subsequent recommendations because the system learns from the users’ interactions.

On the other hand, content and collaborative filtering can also be employed to recommend visualizations [32]. These recommendation strategies yield potentially suitable visualizations for specific users.
Applications of neural networks to infer specific features of a visualization can also be found. For example, VizML [33] used data from Plotly (https://plot.ly/) to analyze graphics that were developed to visualize different datasets. Using this Plotly’s graphics corpus, they obtained a model that automatically infers the best characteristics that a visualization should have based on the input data. A similar approach is taken in Data2Vis [34], where data characteristics are “translated” into a concrete visualization specification.

However, these approaches are mainly focused on users’ or data characteristics. Some works propose to take into account visualization tasks to rank the effectiveness of two-dimensional visualization types in order to choose the best for each task [35]. As introduced before, the users’ goals are crucial to craft effective visualizations, so the potentially involved tasks to reach them must be effectively supported by the generated visualization [36].

3. Materials and Methods

3.1. Metamodelling

The model-driven development (MDD) paradigm [15,37] enables the abstraction of the requirements involved in the development process of information systems, moving both data and operations specifications away from concrete and lower-level details. The main benefit of abstracting these details is to obtain a meta-model that holds a set of structures and rules shared by any system from the modeled domain. In other words, the meta-model can be employed to drive the development of different systems by instantiating abstract features into specific features. This methodology increases the reuse of components (thus, decreasing the development time), but also the reuse of knowledge because the structures and relationships identified during the development of the meta-model can evolve to obtain better solutions.

The Object Management Group (OMG) proposes the model-driven architecture (MDA) as a guideline to implement the MDD approach. This architecture provides a framework for software development in which the process is driven by models that describe and define the target system [38]. The main difference between MDD and MDA is that MDA determines a set of standards to develop the approach, such as meta-object facility (MOF), unified modeling language (UML), XML (Extensible Markup Language) metadata interchange (XMI), and query/view/transformation (QVT).

The dashboard meta-model is also part of the four-layer meta-model architecture proposed by the OMG, in which a model at one layer is used to specify models in the layer below [39]. In particular, the first version of the dashboard meta-model [20] was an instance of MOF (i.e., an M2-model), so it can be instantiated to obtain M1-models. This meta-model was transformed in an instance of Ecore [40] using Graphical Modelling for Ecore included in Eclipse Modeling Framework (EMF), in order to leverage the different features of this modeling framework (Figure 1).

This meta-model was developed using a domain engineering approach [41,42], in which similarities and variability points were identified to obtain an abstract picture of the dashboards’ domain in terms of these tools’ elements and features.
The goal of the dashboard meta-model is to develop and deploy information dashboards in a variety of real-world contexts. Figure 2 shows a reduced version of the mentioned dashboard meta-model, which can be decomposed in three main elements: the user, the layout, and the components. Figure 3 shows the detailed view of the components’ section that was omitted in Figure 2 due to legibility reasons (the whole high-resolution meta-model is available at https://doi.org/10.5281/zenodo.3561320). As can be seen, the dashboard is composed of different pages, which, in turn, is composed of a set of containers that can be organized in rows and columns. These containers hold the dashboard components.

Figure 1. Location of the dashboard meta-model following the OMG architecture.

Figure 2. Overview of the dashboard meta-model, including the user, the layout, and the components. This image is available in high resolution at https://doi.org/10.5281/zenodo.3561320. Licensed under CC BY 4.0.
On the other hand, the user is modeled as an entity with two main elements that define her behavior: goals and characteristics. Goals refer to the purposes of the user regarding the displayed data, and they can be broken down into different lower-level analytic tasks that must be supported by the dashboard components in order to reach the identified goals.

Finally, users have different characteristics that also influence the components that form the dashboard. These characteristics include preferences, disabilities, knowledge about the data domain, visualization literacy (or graphicacy [8]), and bias. As will be discussed, it is necessary to account for these characteristics to offer users a tailored dashboard that enables them to reach their analytic goals effectively and with good user experience.

The next section presents an extension of this dashboard meta-model with the aim of holding more information regarding information visualization goals and tasks. The purpose of this extension is to draw attention to the influence that the users’ goals have on the components and the functionality of information dashboards. Including this information can support and improve the adaptation of these tools to concrete users, data domains and contexts.

3.2. Visualization Tasks’ Taxonomies

Users may have very different intentions or objectives when facing an information visualization or information dashboard. These intentions or purposes define their information goals (i.e., what does the user want to know or discover by using a visualization?). Identifying the audience of the tool and their goals is crucial to design an effective visualization or dashboard [9,11]. However, visualization goals and tasks are usually tightly coupled to their domains. In order to include this information into a meta-model, it is necessary to obtain abstract definitions of generic goals and tasks that can be instantiated into any domain.

This issue has already been tackled by visualization researchers and practitioners, trying to transform domain-specific tasks into abstract tasks to understand better the different actions that users could take when using dashboards or visualizations and evaluate them. Relying on abstract tasks can help researchers design more effective and efficient components that boost user performance in decision-making processes.

Amar et al. [43] carried out an experiment in which the participants would analyze datasets from different domains. By using affinity diagrams and grouping similar questions raised by the participants, they identified ten low-level analytic tasks, including retrieving a value, filtering, computing a derived
value, finding an extremum, sorting, determining a range, characterizing a distribution, finding anomalies, clustering and correlating. Schultz et al. [44] described five dimensions to characterize tasks: goal (the intent of the task), means (method used to reach the goal), characteristics (referring to the data aspects), target (of the analytic task) and cardinality (referring to the scope of the task). These five dimensions enable the definition of individual and compound tasks through 5-tuples. Gotz and Zhou [45] characterized analytic behavior when facing data visualization through multiple levels of granularity: tasks, sub-tasks, actions, and events. Tasks hold richer semantic value, because they represent the users’ analytic goals, while events are isolated interactions (hover, click, selections, etc.) that don’t possess semantic value, but are essential to reach the analytic goals.

Dimara et al. [46] even utilized a task-based taxonomy to organize different cognitive biases that can be associated with information visualization analytic activity. The identified experimental tasks are estimation, decision, hypothesis assessment, causal attribution, recall, opinion reporting, and others. On the other hand, Munzner described different levels of actions to define user goals regarding information visualizations [47]. In this case, there are three levels of actions: analyze, search, and query. Each of these actions is broken down into more detailed goals, such as annotate, record, discover, enjoy, derive, browse, lookup, compare, etc. [48].

In [49], an analytical goals’ classification is proposed to bridge the gap between goals (the questions asked) and tasks (the steps needed to answer the questions). The analysis goals framework consists of nine goals arranged into two axes (the specificity of the goal and the number of populations under consideration): discover observation, describe observation (item), describe observation (aggregation), identify main cause (item), identify main cause (aggregation), collect evidence, compare entities, explain differences and evaluate hypothesis. This framework can be employed along with other task taxonomies, as it provides a bridge to link analysis goals to the steps to achieve them.

Abstracting data visualization tasks is seen as a first step to select an appropriate encoding or interaction method; it is necessary to translate domain-specific questions to generic tasks [50] to provide users with effective visual analysis tools. The taxonomy employed to define the goals’ and tasks’ space in this work is Amar et al.’s [43]. The main reason for using this specific taxonomy is due to its low-level nature and its widespread use in visualization evaluation. Moreover, this taxonomy can also be used along with the analysis goals framework [49], providing a complete definition of the analysis context.

3.3. Domain Specific Language

A Domain Specific Language (DSL) has been designed to leverage the previously described dashboard conceptualization process and to obtain a powerful asset to generate dashboards. The meta-model provides an abstract but descriptive domain specification. The identified entities, relationships and attributes can be mapped to a concrete language that enables users to understand dashboards’ requirements without the necessity of having technical or programming skills. The DSL has been implemented making use of XML [51] technology. This technology provides a readable and easy-to-parse method to specify the identified domain features [52]. The grammar of the DSL can also be described through DTD or XML schema [53]. The XML schema allows the definition of rules and constraints, which are useful to ensure that the language is valid and consistent with the meta-model.

The syntax to define dashboards is completely based on the meta-model entities and relationships, ensuring the coherence between the DSL and the high-level dashboard definition. Figure 4 outlines the mapping process to create the DSL taking the meta-model as an input.

The DSL not only provides a readable manner to instantiate the meta-model into concrete dashboards, but also a structured way to identify the structure of dashboards and their components. As will be discussed, this method could allow the characterization of dashboards in terms of their primitives, and the identification of features that make visualizations effective, trustworthy or, on the other hand, misleading.
would also ease the process of defining data collection tools by determining the necessary data and
was selected to achieve an automatic generation given its flexibility and fine-grained variability [55].
Although a slight addition, having information regarding the typology of tasks and the structure of
goals is essential to build a robust model that can be instantiated into concrete products. In addition, it
would also ease the process of defining data collection tools by determining the necessary data and
structures that should be gathered.

First, to include the analysis goal framework [49] into the meta-model, four attributes have been
added to the Goal entity. These attributes are a name to identify the goal, its specificity, and its
population. The fourth attribute is a description to complement the previous information if needed.
The specificity attribute is an enumeration of the four values described in [49]: explore, describe,
explain, and confirm, while the population enumeration has two values: single or multiple. The
included attributes characterize the user’s goals and support their structuration by classifying the goal
intent through its specificity and population.

Given the flexibility of the analysis goal framework and the possibility of connecting it with other
existing lower-level task taxonomies, the Task class has been complemented with three attributes. Two
of the attributes are also a name and a description to enrich the specification of the task. The last
attribute is the task type, which can be one of the ten low-level analytical tasks depicted in [43]: retrieve
value, filter, compute a derived value, find extremum, sort, determine a range, characterize distribution,
find anomalies, cluster and correlate. The extension of the meta-model is shown in Figure 5.

## 3.4. Generation Process

The generation process leverages the DSL to map abstract entities into concrete code pieces that can
be combined following the Software Product Lines (SPL) approach [54]. A template-based approach
was selected to achieve an automatic generation given its flexibility and fine-grained variability [55].
A Python-based parser is used to read input configuration files (employing the DSL) and to inject
the concrete dashboards features into Jinja2 code templates [56]. The result of this process is a set
of JavaScript and HTML files that render a specific dashboard configuration. The following section
provides examples of the generation process outputs.

## 4. Results

### 4.1. Meta-Model Extension

The first outcome of this research is an extension of the previously described dashboard meta-model.
Although a slight addition, having information regarding the typology of tasks and the structure of
goals is essential to build a robust model that can be instantiated into concrete products. In addition, it
would also ease the process of defining data collection tools by determining the necessary data and
structures that should be gathered.

First, to include the analysis goal framework [49] into the meta-model, four attributes have been
added to the Goal entity. These attributes are a name to identify the goal, its specificity, and its
population. The fourth attribute is a description to complement the previous information if needed.
The specificity attribute is an enumeration of the four values described in [49]: explore, describe,
explain, and confirm, while the population enumeration has two values: single or multiple. The
included attributes characterize the user’s goals and support their structuration by classifying the goal
intent through its specificity and population.

Given the flexibility of the analysis goal framework and the possibility of connecting it with other
existing lower-level task taxonomies, the Task class has been complemented with three attributes. Two
of the attributes are also a name and a description to enrich the specification of the task. The last
attribute is the task type, which can be one of the ten low-level analytical tasks depicted in [43]: retrieve
value, filter, compute a derived value, find extremum, sort, determine a range, characterize distribution,
find anomalies, cluster and correlate. The extension of the meta-model is shown in Figure 5.
4.2. Dashboard DSL

As stated before, the dashboard meta-model provides a resource to design a DSL based on the identified relationships, entities and attributes. By using XML, it is possible to materialize dashboard requirements into configuration files. Arranging requirements into structured files allows for processing of the selected features and the generation of products of certain characteristics.

Following the meta-model, an example of a visualization configuration following the DSL syntax is presented in the Figure 6. This configuration would yield a scatter chart with the x-axis representing a variable named “category1”, and the y-axis representing a variable named “intensity” from the dataset selected to represent. From Figure 6, other elements represented in the meta-model are also present, such as the channels (that represent variables’ values using different encodings) or the position of the component within the dashboard.

```
<Component type="visualization" component_id="1">
  <Position>
    <x>0</x>
    <y>0</y>
    <width>5</width>
    <height>5</height>
  </Position>
  <Title>Visualization 1</Title>
  <Primitives>
    <Axis type="x" linear="true" multi="false">
      <Scale>
        <Accessor>category1</Accessor>
      </Scale>
    </Axis>
    <Axis type="y" linear="true" multi="false">
      <Scale>
        <Accessor>variable1</Accessor>
      </Scale>
    </Axis>
  </Primitives>
  <Mark type="individual" stacked="false" linear="true">
    <Shape>circle</Shape>
    <Channels>
      <Position_X>
        <Accessor>category1</Accessor>
      </Position_X>
      <Position_Y>
        <Accessor>variable1</Accessor>
      </Position_Y>
      <Color>
        <Accessor>category2</Accessor>
      </Color>
    </Channels>
    <Interactions/>
    <Style/>
  </Mark>
</Component>
```

Figure 6. Configuration of a scatter chart using the DSL.
This syntax can be employed for each component involved in the dashboard in order to describe its whole structure and features. Figure 7 shows the definition of a dashboard with three visualizations that display data from a JSON file.

```
<Dashboard>
  <Title>Test Dashboard</Title>
  <Dataset>
    <Path>data.json</Path>
    <Type>JSON</Type>
  </Dataset>
  <Page page_id="1">
    <Component type="visualization" component_id="1">
      ...<Component>
    </Component>
    <Component type="visualization" component_id="2">
      ...<Component>
    </Component>
    <Component type="visualization" component_id="3">
      ...<Component>
  </Page>
</Dashboard>
```

Figure 7. Configuration of a dashboard using the DSL.

The users' characteristics can also be structured following the meta-model. In this case, it could be possible to represent users' goals and tasks regarding their own datasets. Structuring this information is also important to infer which visual components could be more effective depending on the user characteristics and purposes.

Having such structured definition of goals and tasks can support a generative pipeline (Figure 8) in which the user purposes regarding his or her data are analyzed to yield a set of visual components model with their own features defined by the meta-model.

![Generative pipeline proposal using the metamodel-based DSL. Icons made by Freepik](www.flaticon.com/authors/freepik)

4.3. Example of Use

A dashboard generator has been implemented taking into account the structure of the DSL. The generator takes as an input the XML configuration files and yields a set of HTML and JavaScript documents holding the logic and features specified through the DSL. The generator logic is based on the software product lines paradigm [54,55,58,59]. The generation process is out of the scope of this paper, but a dashboard example resulting from this process is provided in Figure 9. This dashboard
is based on the configuration files previously presented. The visualization on the top-left corner in Figure 9 follows the specification shown in Figure 6.

![Visualization #1](image1)

![Visualization #2](image2)

![Visualization #3](image3)

**Figure 9.** A sample dashboard generated by using the DSL.

This dashboard can be easily modified only by editing the configuration file. Components’ channels, scales, styles, etc., allow new specifications to obtain different visual metaphors to convey the same information. For example, Figure 10 shows another example of a dashboard generated using the same configuration file used for the dashboard in Figure 9. The only modification was made on the second (top-right) component, which in this case shows the same information through another visual form after modifying the coordinate system of the axes and visual marks.

![Visualization #1](image4)

![Visualization #2](image5)

**Figure 10.** A sample dashboard modified by using the DSL. The second component shows the same information but using a polar coordinate system instead of a Cartesian coordinate system.
5. Discussion

Data-driven approaches can report a lot of benefits, but it is necessary to gain insights and generate knowledge from datasets to make informed decisions. Information dashboards present data in an understandable way, enabling the audience to identify patterns, clusters, outliers, etc. Information dashboards that in the past were mainly employed and reserved for technical and analytical profiles are now spreading their use across any kind of profile. However, it is necessary to understand the audience to design an effective dashboard [10,11].

In this work, a dashboard meta-model has been presented. The meta-model abstracts the main technical and visual features of information dashboards. The different visual marks, and how they encode variables or operation outputs through channels, as well as other elements such as scales, axes, legends, etc., are part of the meta-model, because these are the primitives that are shared among data visualizations.

In this case, the meta-model primarily focuses on the user. The final user, which will be the entity that would gain insights through the dashboard, can have different characteristics and goals regarding data, and they could change depending on the context. Capturing these traits through the meta-model is essential, as dashboards’ features arise from the users’ requirements and are influenced by them [10].

The end-user might be seen as an “external” entity that has almost no influence on the dashboard design or technical features, but in the end, these technical features are crucial to deliver a good user experience. This is why user preferences, as well as other characteristics, like user’s knowledge level about the data domain, visual literacy, and user’s potential biases, are represented in the meta-model and are tightly related to the dashboard elements.

This information provides the most suitable view type by configuring recognizable visual marks or visual metaphors, preferred visual design, etc. Moreover, user disabilities are also considered, such as color blindness, hand tremors, etc., because they refine the dashboards’ visual design and/or interaction methods making fonts more visible, choosing right color palettes, mouse sensibility, etc.

Assessing visualization literacy is currently an important research field [60,61], in order to know beforehand the users’ visualization knowledge level and to deliver an understandable (yet effective) set of visualizations for them. Furthermore, the users’ knowledge about the data domain should be addressed in the same manner; by providing views with understandable data dimensions and contextual information to mitigate unawareness about the domain [10].

User bias is also an important trait to account for. Users might be influenced by social or cognitive biases that could distort the discovery of knowledge. Bias could lead to valuable information loss [62,63], that not only could undermine people but also lead wrong decisions by not addressing biases when analyzing data [64].

However, one of the most important aspects is the users’ goals or intents regarding the displayed information when they analyze data. These goals provide hints about which visual metaphors or marks are needed because some charts are more effective for some goals (and tasks) than others [35,65]. A goal framework and a task taxonomy have been included in the dashboard meta-model to provide more detailed (although abstract) information regarding these two elements. Including this information has a lot of benefits, because goals and tasks are usually expressed in natural language. Using these taxonomies and classifications and arranging them into a meta-model allows the structuration of goals and tasks, thus easing their processing. Many taxonomies were available to classify goals and tasks. However, the analysis goal framework [49] was selected for characterizing goals because of the flexibility that it offers for bridging analytical goals to existing task taxonomies and its well-defined inputs and outputs.

On the other hand, for characterizing tasks, the typology developed by Amar et al. [43] was chosen. The main reason is its simplicity and widespread use in data visualization evaluation. This taxonomy is easy to integrate into the meta-model and can be used along with the analysis goal framework to describe different analytical steps with high levels of abstraction.
Because meta-models are prone to evolution, new versions can be developed with other task taxonomies or new entities that better capture the analytic activity of users, but in this case, it is necessary to take into account the impact of these changes on existing artifacts [66]. With this structuration, it was possible to design a DSL to define dashboard requirements with the aim of processing them and generating products with a configuration that supports the different tasks needed for achieving the users’ information goals, fostering knowledge discovery.

Another benefit of relying on a DSL is that the requirements of the dashboard are constrained and structured, allowing an easier specification of their functionalities. The DSL makes the dashboard design process more transparent for designers and unburdens them from technical and programming tasks and provides a user-friendlier approach to increase the readability and accessibility of the information held in the meta-model.

The possibility of designing and generating data visualizations automatically is gaining relevance due to the democratization of data. People are continuously exposed to new information, and it is necessary to provide tools to help any user profile, including non-technical profiles, to generate knowledge and gain insights. Tailoring visualizations to specific user profiles not only aims at presenting great quantities of data in a single display, but also at conveying the information, relationships and characteristics “hidden” within raw datasets, taking into account the necessities of the user [10].

Current visualization generation processes focus mainly on the structure of datasets and their variables [33,34] to develop artificial intelligence algorithms that infer proper visual encodings or visual metaphors. Focusing on datasets is crucial, because their variable types and their domains provide valuable information regarding potential visual encodings. However, there are other important user aspects to account for when dealing with information visualizations, as stated in this paper. Including this information into a generation pipeline could refine these products to increase their effectiveness and efficiency by following a user-centered approach.

That is why it is important to structure tasks and goals into a meta-model and a DSL. Tasks and goals are usually conveyed through natural language, making their processing a complex activity. For example, many machine learning (ML) algorithms need structured data as an input (e.g., random forest, decision tree, linear regression, etc.). If the goal is to make a generative pipeline that yields adapted dashboards based on a ML model, a structured set of goals, tasks and users’ characteristics must be provided to allow the algorithms to infer which visual elements could best match the users’ needs and the users’ context. By using a structured syntax to define the final user, such as the presented DSL, it is easier to train these models to seek for relationships between the users’ characteristics and the effectiveness and usability of specific visual metaphors. This generation pipeline can make decision-making processes more accessible and effective for not statistically-trained people or for non-technical profiles, increasing the outcomes and benefits derived from data-driven processes.

The main challenge of using AI to generate information visualizations and dashboards is the retrieval process of all the presented user dimensions to train the models, not only because several factors are involved, but because the information must be precise to map these characteristics into proper dashboard components successfully. Another benefit of the meta-model is that arranging all these requirements into abstract entities can assist the definition of data collection tools by using its structure and relationships to determine which data is necessary and which factors might be related. Materializing these abstract primitives into software components can support the creation of perception questionnaires, such as in [35], with the goal of testing the influence of visualization primitives (visual marks, encodings, scales, etc.) and their relationship with analytic tasks and users’ traits.

This approach can be highly valuable in contexts or domains in which different actors with different profiles are involved, like in the educational context. The diversity of roles in the educational context was analyzed in a literature review regarding educational dashboards conducted in [24]. In this literature review it was found that the majority of users are usually teachers, but students, administrators and researchers are also among the main users of these tools. Educational dashboards are also diverse in terms of their objectives; self-monitoring, monitoring of other students and
administrative monitoring [24]. In the educational context, dashboards are not only useful to inform tutors about student performance, but can also become tools to motivate students. They can even serve as tools for students to self-regulate and compare their own results [25]. For these reasons, students, teachers, managers can benefit from tailored dashboards to reach more meaningful insights regarding their data interests.

The goals and necessary steps to reach them are crucial to select the visualization primitives that will be present on the dashboard because the visual marks and encodings must support the analytic tasks. For example, not every visual metaphor is useful for identifying correlation [67], so if one of the steps of the analytic goal implies searching for correlation, the visualizations that support the goal must have encodings and visual marks that foster the effectiveness of that task.

This work is focused on the technical aspects of supporting a generative dashboard pipeline by using a high-level definition of these tools through a meta-modeling approach. However, the goal of relying on a meta-model is not only to automatically generate dashboards. Although the usefulness of these artifacts is often limited to their support in model-driven development approaches, the dashboards’ domain provides interesting application alternatives.

To develop a meta-model, it is important to shift from low-level and concrete specifications, to high-level and generic specifications. Due to the generic definition of features, meta-models can play other roles when applied to the dashboards domain. In this case, dissecting dashboards and identifying their most defining properties can support domain experts and practitioners in detecting when a dashboard is showing data in a distorted, dubious or inaccurate manner [68] by focusing on visualizations’ primitive elements and the features that make graphs potentially misleading.

6. Conclusions

This work presents a dashboard meta-model that accounts not only for the technical and structural features of these tools, but also for the goals and characteristics of their end-users. The main goal of the meta-model is to provide an input for a dashboard generative pipeline, in order to obtain tailored dashboards instantiated from the abstract and high-level characteristics of the meta-model. However, to automatize the generation of dashboards and information visualizations, it is necessary to obtain data regarding the users’ goals and characteristics. These data are crucial to generate rules to infer the most suitable dashboard features for each individual situation or context. Structuring dashboards’ and users’ characteristics into a set of abstract entities could support the definition of data collection tools with the vision of gather information regarding how users with different traits behave when facing dashboards and visualizations.

Several contexts could benefit from the adaptation of information dashboards, especially the educational context, in which data mining and analytics are becoming more widespread given their benefits in supporting decisions regarding learning methodologies [69–75]. Tailored educational dashboards could support knowledge generation through visual analysis, no matter the end user’s characteristics, improving and making decision-making processes more accessible.

Future research lines will involve the definition and application of a data collection method in real-world contexts to test which dashboard configurations are more effective depending on the end-user characteristics and goals, and also depending on the dataset domains. With this information, it could be possible to train ML models and to add rules and constraints to the meta-model with the purpose of creating a generation pipeline of tailored dashboards based on reusable software components.
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