Superconductivity in the doped bilayer Hubbard model.
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I. INTRODUCTION

Since its original formulation in the early 60th’s, the Gutzwiller variational approach1,2,3 has proved to be one of the simplest yet effective tools to deal with correlated electron systems.

The basic idea of the method is to modify variationally the weights of local electronic configurations with respect to an uncorrelated wavefunction $|\Psi_0\rangle$, for which Wick’s theorem holds, according to the local interaction terms. This is accomplished by means of the variational wavefunction:

$$|\Psi_G\rangle = \mathcal{P}|\Psi_0\rangle = \prod_{\mathbf{R}} \mathcal{P}_{\mathbf{R}} |\Psi_0\rangle,$$ (1)

where $\mathcal{P}_{\mathbf{R}}$ is an operator acting on the local Hilbert space of the unit cell $\mathbf{R}$. Both the uncorrelated wavefunction $|\Psi_0\rangle$ and the operators $\mathcal{P}_{\mathbf{R}}$ must be determined variationally by minimizing the average energy. In general the average energy can be calculated only numerically, but in the limit of infinite coordination lattices, where a lot of simplifications interven, that allow for an explicit analytical expression. This is rigorously valid only in infinite coordination lattices, nevertheless it is commonly used also in finite coordination ones, what is refereed to as the Gutzwiller approximation because in a single band model it happens to coincide with the approximation introduced by Gutzwiller himself.2

In spite of its simplicity, many important concepts in strongly correlated electron systems have originated from Gutzwiller variational calculations or, which is equivalent, from slave-boson mean-field theory. We just mention the famous Brinkmann-Rice scenario of the Mott transition. Therefore, even though more rigorous approaches have been developed meanwhile, like DMFT or LDA+$U$, there has been a continuous effort towards improving the original Gutzwiller wavefunction in finite dimensions, and extending the Gutzwiller approximation to account for the exchange interaction in multi-orbital models, for the electron-phonon coupling, for interfaces effects, and also for more ab-initio ingredients. A reason for this perseverance is that the Gutzwiller wavefunction and approximation are so simple and flexible to be adapted to many different situations and provide without big numerical efforts reasonable results.

In its simplest formulation, Eq. (1), the form of intersite correlations within the Gutzwiller wavefunction are controlled solely by the uncorrelated wavefunction $|\Psi_0\rangle$. This aspect should not be problematic if the main interest is in the gross features near a Mott transition or when a Hartree-Fock Slater determinant gives already a reasonable description of the actual ground state, which can only be improved by applying the operator $\mathcal{P}$. However, there are interesting cases where new types of correlations may arise near a Mott transition that are not explicitly present in the Hamiltonian. A known example are the $d$-wave superconducting fluctuations that are believed to emerge in the single band Hubbard model on a square lattice close to the half-filled antiferromagnetic Mott insulator, and which are often invoked to explain high $T_c$ superconductivity. A simple way to justify the emergence of superconducting fluctuations is to take the large $U$ limit of the Hubbard model, which is known to correspond in the low energy sector to the $t$-$J$ model. Here, the antiferromagnetic exchange $J$ provides an explicit attraction in the inter-site singlet channel. This reflects the tendency of neighboring sites to form spin singlets, which turns into a true antiferromagnetic long-range order at half-filling but may mediate superconductivity upon doping. Indeed, the Gutzwiller approximation and equivalently the slave-boson mean-field theory applied to the $t$-$J$ model do stabilize a $d$-wave superconducting phase away from half-filling, a result supported by direct numerical optimizations of $|\Psi_G\rangle$, with $\mathcal{P}_{\mathbf{R}}$ projecting out doubly occupied sites and $|\Psi_0\rangle$ a $d$-wave BCS-like wavefunction.
However, the simplest Gutzwiller approximation in the pure Hubbard model away from half-filling does not stabilize any superconducting phase, just because the on-site repulsion $U$ does not couple directly to the $d$-wave superconducting parameter. A way to improve the wavefunction allowing for inter-site spin-singlet correlations could be using an enlarged non-primitive unit cell, with $\mathcal{R}$ in (1) acting on a cluster of sites. With this choice the wavefunction $|\Psi_C\rangle$ breaks explicitly lattice translational symmetry, so that one should properly modify the variational scheme not to get spurious results, just like any other cluster technique.

Alternatively, one might consider different models that are manageable with the simple wavefunction (1) and which are expected to have a physical behavior similar to the one looked for in the Hubbard model on a square lattice. One case by now well known is that of two coupled Hubbard or $t$-$J$ chains. At half-filling, both models are non-magnetic Mott insulators. The insulating phase is a kind of short-range resonating valence bond (RVB) spin-liquid, i.e. a spin-gaped state without any symmetry breaking. Actually this state is adiabatically connected to the trivial insulator for very large inter-chain coupling, which is a collection of inter-chain dimers, which can be denoted as a valence bond (VB) crystal. Away from half-filling, dominant superconducting fluctuations arise, with a two-chain analog of a two-dimensional $d$-wave symmetry. The emergence of strong superconducting fluctuations appears here as the natural fate of doping the half-filled VB Mott insulator, realizing in one-dimension the RVB superconductivity scenario proposed by Anderson in the early days after the discovery of high $T_c$ superconductivity. An immediate question that arises is whether the above one-dimensional behavior survives in higher-dimensions, namely how robust is the two-chain RVB scenario upon increasing dimensionality. This is actually the content of the present work.

As a matter of fact, this question has been already addressed several times in connection with high $T_c$ superconductors, specifically analyzing a bilayer Hubbard model by various techniques, including quantum Monte Carlo (QMC) and DMFT. In section II we shall discuss more in detail these early works while introducing the model. More recently, the same problem has been studied at half-filling by an improved Gutzwiller approximation, which we present in section III together with a further improvement that we use here to extend that analysis away from half-filling. The results are presented in section IV while section V is devoted to concluding remarks.

II. THE MODEL

Throughout this work we shall be interested in a bilayer Hubbard model described by the following Hamiltonian

$$\mathcal{H} = - \sum_{\mathcal{R}\mathcal{R}'} \sum_{i=1}^{2} t_{\mathcal{R}\mathcal{R}'} c_{\mathcal{R},i\sigma}^\dagger c_{\mathcal{R}',i\sigma} + H.c.$$

where $t_{\mathcal{R}} > 0$, $c_{\mathcal{R},i\sigma}$ and $c_{\mathcal{R}',i\sigma}$ create and annihilate, respectively, an electron at site $\mathcal{R}$ in plane $i = 1, 2$ with spin $\sigma$, $n_{\mathcal{R},i} = \sum_\sigma c_{\mathcal{R},i\sigma}^\dagger c_{\mathcal{R},i\sigma}$ is the local occupation on layer $i$, and $U$ is the Hubbard repulsion on each lattice site. In order to study the doped system it is more convenient to work in the grand-canonical ensemble adding a chemical potential $-\mu \sum_{\mathcal{R},i} n_{\mathcal{R},i}$ to the model Hamiltonian.

The particle number is then controlled by tuning $\mu$. In Eq. (2) $c_{\mathcal{R},i\sigma}$ creates an electron in layer $i$ and spin $\sigma$ with momentum $\mathbf{k}$, and $c_{\mathbf{k}\sigma}(\epsilon(k)) \in [-D, D]$ is the intra-layer dispersion in momentum space, where $D$ is half the bandwidth that will be our unit of energy. The non-interacting part of the Hamiltonian is better rewritten introducing the bonding ($e$) and antibonding ($o$) combinations

$$c_{\mathbf{k},e\sigma} = \frac{1}{\sqrt{2}} \left( c_{\mathbf{k},1\sigma}^\dagger + c_{\mathbf{k},2\sigma}^\dagger \right),$$

$$c_{\mathbf{k},o\sigma} = \frac{1}{\sqrt{2}} \left( c_{\mathbf{k},1\sigma}^\dagger - c_{\mathbf{k},2\sigma}^\dagger \right),$$

through which

$$\mathcal{H}_{hop} + \mathcal{H}_{\perp} = \sum_{\mathbf{k}\sigma} \sum_{a=e,o} \epsilon_{a}(\mathbf{k}) c_{\mathbf{k},a\sigma}^\dagger c_{\mathbf{k},a\sigma},$$

where $\epsilon_{e}(\mathbf{k}) = \epsilon(\mathbf{k}) - t_{\perp} \in [-D - t_{\perp}, D - t_{\perp}]$ and $\epsilon_{o}(\mathbf{k}) = \epsilon(\mathbf{k}) + t_{\perp} \in [-D + t_{\perp}, D + t_{\perp}]$ are, respectively, the bonding and antibonding band dispersions.

If $U = 0$ and the density is one electron per site, half-filling, the model describes a metal until the two bands overlap, i.e. $t_{\perp} \leq D$, and a band insulator otherwise.

For $U > D + t_{\perp}$, the model becomes equivalent to two Heisenberg planes coupled to each other by an inter-plane antiferromagnetic exchange $J_{\perp} = 4t_{\perp}^2/U$. If each plane is a square lattice with only nearest neighbor hopping $t$, hence $D = 4t$, each Heisenberg model is characterized by a nearest neighbor antiferromagnetic exchange $J = 4t^2/U$. This model has been studied in detail by
quantum Monte Carlo, and it is known to have a quantum critical point that separates a a Neél antiferromagnet, for $J_\perp \leq 2.5520 J$, from a gapped spin-liquid phase, for larger $J_\perp$. The latter can be interpreted as a kind of VB crystal, each bond being an inter-layer singlet, adiabatically connected to the band insulator at $U = 0$. In terms of the hopping parameters of the original Hubbard bilayer, the critical point should correspond to $(t_\perp/t_c) = \sqrt{2.5520} \approx 1.5881$. This value is in good agreement with direct QMC simulations of the Hubbard bilayer, which find $(t_\perp/t_c) \approx 1.5$ to 2. According to these results, when $1.6 \leq (t_\perp/t_c) \leq 4$ one could start at $U = 0$ with a metallic phase, and, upon increasing $U$, find a direct transition into the VB Mott insulator. However, the story must become more complicated if the $U = 0$ Fermi surface at half-filling has nesting at the edge of the Brillouin zone, as it happens for a square lattice with only nearest neighbor hopping. In this case, the $U = 0$ and $t_\perp < 4t = D$ metal has a Stoner instability towards Neél antiferromagnetism for arbitrary small $U$, so that it is a priori not obvious that one could find any direct metal to VB Mott insulator transition. In reality, both cluster DMFT and QMC simulations find evidence that such a transition does exist. Nevertheless, one may always bypass this problem assuming that the intra-layer hopping is such as not to lead to any nesting, the latter being more an accident than the rule in realistic systems. In this case, which we will implicitly assume hereafter, it is safe to believe that a direct transition at half-filling from a metal to a VB Mott insulator does exist.

Within this scenario, the melting of the VB crystal into a metallic phase can therefore occur either by hopping away from half-filling but also upon decreasing $U$ below the Mott transition, still keeping half-filled density. In the latter case, a recent study has shown that, within the Gutzwiller approximation, the VB crystal first turns into a superconducting phase that eventually gives way to a normal metal upon further decreasing $U$. This finding supports the RVB superconductivity scenario and shows that the one-dimensional behavior persists in higher dimensions. It also agrees with the indication of an enhanced pairing susceptibility obtained in earlier studies by QMC. However the lowest temperatures attainable so far by QMC are still above the eventual superconducting critical temperature, so that the existence of a true superconducting phase at half-filling is numerically still an open issue. DMFT calculations, that could in principle be carried out at zero temperature, was performed but did not search explicitly for any superconducting phase.

Away from half-filling, QMC indications of enhanced pairing fluctuations are more convincing, although the existence of a superconducting phase at low temperature is still uncertain. This makes it worth addressing this issue by the Gutzwiller approximation, which is not as rigorous as QMC but at least can provide results at zero temperature.

### III. THE METHOD

In order to study the bilayer Hubbard model away from half-filling we adopt the Gutzwiller approximation scheme developed in Refs. 13 to deal with the same model at half-filling. The variational wavefunction that we use has the form as in Eq. (1) where

1. $\mathcal{P}_R$ acts on the full Hilbert space that includes site $R$ in layer 1 and site $R$ in layer 2.

2. $|\Psi_0\rangle$ is allowed to be a BCS-wavefunction with singlet order parameter in the channel $c_{R,1}^\dagger c_{R,2}^\dagger + c_{R,2}^\dagger c_{R,1}^\dagger$.

The most general expression for $\mathcal{P}_R$ is:

$$\mathcal{P}_R = \sum_{\Gamma_1,\Gamma_2} \lambda(R)_{\Gamma_1,\Gamma_2} |\Gamma_1, R\rangle \langle \Gamma_2, R|,$$

where each state $|\Gamma_1, R\rangle$ denotes a local two-site electronic configuration, and the matrix $\lambda(R)$ has to be variationally determined. Average values of operators on the wavefunction $|\Psi_0\rangle$ can be analytically computed in infinite-coordination lattices provided the following constraints are satisfied by $\mathcal{P}_R$:

$$\langle \Psi_0 | \mathcal{P}_R \mathcal{P}_R | \Psi_0 \rangle = 1,$$

$$\langle \Psi_0 | \mathcal{P}_R \mathcal{P}_R C_R | \Psi_0 \rangle = \langle \Psi_0 | C_R | \Psi_0 \rangle,$$

where $C_R$ is the local single-particle density-matrix operator with elements $c_{\alpha\beta}^\dagger c_{\alpha\beta}$ and $c_{\alpha\beta}^\dagger c_{\alpha\beta}$, $\alpha$ and $\beta$ labeling single-particle states (both layer and spin indices) and $c_{\alpha\beta}$ creating(annihilating) an electron in state $\alpha$ at site $R$. Expectation values of local operators are then computed straightforwardly as $\langle \mathcal{P}_R C_R \mathcal{P}_R \rangle_0 = \langle \mathcal{P}_R C_R \mathcal{P}_R \rangle_0$ (hereafter $\langle \, \rangle_0$ denotes averages on the uncorrelated wavefunction $|\Psi_0\rangle$, which can be easily computed by means of Wick’s theorem). When calculating the average of the inter-site density matrix, one finds that the physical single-fermion operator acting on $|\Psi_0\rangle$ is effectively replaced by a renormalized one acting on $|\Psi_0\rangle$ according to:

$$c_{\alpha\beta}^\dagger R \rightarrow \sum_\beta R(R)_{\alpha\beta} c_{\alpha\beta}^\dagger + \sum_\beta Q(R)_{\alpha\beta} c_{\alpha\beta},$$

where the renormalization matrices $R$ and $Q$ are determined by inverting the following set of equations:

$$\langle \mathcal{P}_R c_{\alpha\beta}^\dagger \mathcal{P}_R c_{\gamma\delta} \rangle_0 = \sum_\gamma R(R)_{\alpha\gamma} \langle c_{\gamma\delta}^\dagger c_{\alpha\beta} \rangle_0 + \sum_\gamma Q(R)_{\alpha\gamma} \langle c_{\gamma\delta} c_{\alpha\beta}^\dagger \rangle_0,$$

$$\langle \mathcal{P}_R c_{\alpha\beta}^\dagger \mathcal{P}_R c_{\gamma\delta} \rangle_0 = \sum_\gamma R(R)_{\alpha\gamma} \langle c_{\gamma\delta}^\dagger c_{\alpha\beta}^\dagger \rangle_0 + \sum_\gamma Q(R)_{\alpha\gamma} \langle c_{\gamma\delta} c_{\alpha\beta} \rangle_0.$$
operator and the variational problem remains still a difficult task to deal with because of the large size of the local Hilbert space, which contains 16 states so that $\lambda$ spans in principle $16 \times 16$ matrices.

A further simplification can be achieved with a proper choice of the basis set spanning the local Hilbert space. This can be done, for instance, by using from the beginning the natural basis, i.e., the single-particle basis which diagonalizes the variational density matrix $\langle C_R \rangle_{\alpha}^{\beta}$. An alternative and more efficient approach consists in defining the local operator $P_R$ in a mixed-basis representation, namely expressing $\{ R_1, R \} = \{ \Gamma, R \}$ in Eq. (4) in the original basis defined by the model Hamiltonian and assuming that $\{ R_2, R \} = \{ \{ \bar{n}_\alpha \}, R \}$ are Fock states in the natural basis, identified by the occupation numbers $\bar{n}_\alpha = 0, 1$. With this choice, one can use as variational parameters just the eigenvalues of the density matrix, because the unitary transformation that relates the natural-basis operators $d_{R, \alpha}$ to the original ones $c_{R, \alpha}$ needs not to be known explicitly. This simplifies considerably all calculations. In the mixed original-natural basis representation one introduces a new matrix

$$\phi(R) = \lambda(R) \sqrt{P^0(R)}, \quad (10)$$

where $\lambda(R)$ is the variational matrix in the mixed-basis representation and $P^0(R)$ is the uncorrelated occupation-probability matrix, with elements

$$P^0_{\{ \bar{n}_\alpha \}, \{ \bar{m}_\alpha \}}(R) \equiv \langle \{ \bar{m}_\alpha \}, R \} | \{ \bar{n}_\alpha \}, R \} \rangle_0 = \delta_{\{ \bar{n}_\alpha \}, \{ \bar{m}_\alpha \}} P^0_{\{ \bar{n}_\alpha \}}(R),$$

being

$$P^0_{\{ \bar{n}_\alpha \}} = \prod_\alpha (n^0(R)_\alpha)^{\bar{n}_\alpha} (1 - n^0(R)_\alpha)^{1-\bar{n}_\alpha}, \quad (11)$$

and $n^0(R)_\alpha$ the eigenvalues of the density matrix (to be variationally determined). In terms of $\phi$, the constraints to be imposed on the Gutzwiller wavefunction can be recast as

$$\begin{align*}
\text{Tr} \left( \phi^\dagger \phi \right) &= 1, \quad (12) \\
\text{Tr} \left( \phi^\dagger \phi d_\alpha^\dagger d_\beta \right) &= \delta_{\alpha,\beta} n^0_\alpha, \quad (13) \\
\text{Tr} \left( \phi^\dagger \phi d_\alpha^\dagger d_\beta \right) &= 0, \quad (14)
\end{align*}$$

where, to simplify notations, we dropped the site-label $R$, and we also introduced matrix representations of the fermionic single-particle operators. The average of local operators and the renormalization factors acquire very simple expressions:

$$\langle P^\dagger OP \rangle_0 = \text{Tr} \left( \phi^\dagger O \phi \right), \quad (15)$$

$$R_{\alpha\beta} = \frac{1}{\sqrt{n^0_\beta(1 - n^0_\beta)}} \text{Tr} \left( \phi^\dagger c^\dagger_\alpha \phi d_\beta \right), \quad (16)$$

$$Q_{\alpha\beta} = \frac{1}{\sqrt{n^0_\beta(1 - n^0_\beta)}} \text{Tr} \left( \phi^\dagger c^\dagger_\alpha \phi d_\beta \right). \quad (17)$$

Through Eqs. (10) and (17) single-particle fermionic operators are automatically mapped into renormalized operators in the natural basis, and Eq. (7) is replaced by:

$$c_\alpha^\dagger \rightarrow \sum_\beta R_{\alpha\beta} d_\beta^\dagger + \sum_\beta Q_{\alpha\beta} d_\beta. \quad (18)$$

Note the presence of the latter term in the rhs of Eq. (18), which makes it possible that a creation operator in the original representation turns into an annihilation operator in the natural one. Its existence is a direct consequence of allowing $|\Psi_0\rangle$ to span also BCS-like wavefunctions and/or $P_R$ to couple states with different particle numbers. Should $|\Psi_0\rangle$ describe a normal metal and $P_R$ be diagonal in the particle number, $Q_{\alpha\beta}$ would be strictly zero, as was the case in Ref. [49]. Therefore Eqs. (10), (17) and (18) extend Eqs. (A10) and (A18) of Ref. [49] to the more general case in which superconductivity is allowed.

Practically, it is convenient to generate variational matrices $\phi$ that directly satisfy Eqs. (12)-(14) hence univocally determine the parameters $n^0_\alpha$, and only after impose, by proper Lagrange multipliers, that the uncorrelated $|\Psi_0\rangle$ has an average local density matrix with eigenvalues $n^0_\alpha$. We end mentioning that the elements $\phi_{\Gamma, \{ \bar{n} \}} = \lambda_{\Gamma, \{ \bar{n} \}} \sqrt{P^0_{\{ \bar{n} \}}}$ of the matrix (10) correspond to the slave-boson saddle-point values within the mean-field scheme recently introduced by Lechermann and coworkers.

It may happen that, in spite of all the above simplifications, the variational space thus generated is still unnecessarily large. For instance, if one looks for a variational wavefunction that preserves particle number, all the elements of $\lambda$ connecting subspaces of the local Hilbert space with different particle numbers should be identically zero. Therefore it would be desirable to specialize the general procedure sketched above in such a way that symmetries can be built in the variational wavefunction from the outset. In general, given a symmetry group $G_0$ that one would like to enforce, we must require, in addition to [5] and (9), that

$$[P_R, G_0] = 0, \quad (19)$$

However, in the mixed representation there may be some symmetry operations that can not be defined without an explicit knowledge of the natural basis in terms of the
original one, which would make the whole method much less efficient. If one decides not to implement these symmetries, but only those, symmetry group $G \subset G_0$, that commute with the most general unitary transformation $U$ connecting original and natural basis, i.e.

$$[U,G] = 0,$$

compatibly with the variational ansatz, the above described variational method can be still used with the following modification.

Let us assume this case and define a unitary operator $V$ that transforms the Fock states in the original basis into states that decompose the local Hilbert space in irreducible representations of the group $G$. We define $G$ the representation of $G$ in such a basis. Because of our choice of the subgroup $G$, $V$ does right the same job even in the natural basis, although this is unknown. Since the trace is invariant under unitary transformations, all formulas from (12) to (17) remain the same even if the variational matrix $\phi$ and the matrix representation of the single fermion operators are defined in the states of the irreducible representation, both in the original and natural basis, with the additional symmetry constraint

$$[\phi, G] = 0,$$

which follows from (19). We note that the matrix representation of a single-fermion operator in these states is readily obtained once $V$ is known, and is trivially the same for both original and natural operators. Therefore it is sufficient to create and store it at the beginning of any calculation.

As an example, which is directly pertinent to this work, let us consider $G$ the group of spin $SU(2)$ transformations. In this case an irreducible representation is readily obtained and consists of states with fixed total spin $S$ and its $z$-projection $S_z$, of the general form $|\Gamma, S, S_z\rangle$, where $\Gamma$ serves as an additional label to distinguish between different states with same $S$ and $S_z$ in the original representation. The operator $V$ is thus the unitary transformation that connects Fock states in the original basis, $|\{n_o\}\rangle$ to the states $|\Gamma, S, S_z\rangle$,

$$V : |\{n_o\}\rangle \rightarrow |\Gamma, S, S_z\rangle.$$

We use the same $V$ to generate from the Fock states in the natural basis, which we remind is and remains unknown, the states $|\Gamma, S, S_z\rangle$. It follows that, in order to preserve full spin $SU(2)$ symmetry,

$$\phi_{\Gamma,S,S_z;\bar{\phi},\bar{S},\bar{S}_z} = \delta_{SS_z} \delta_{S_z\bar{S}_z} \phi_{\Gamma,S,\bar{S}_z},$$

is a block matrix.

IV. RESULTS

Let us turn now to study the bilayer Hubbard model away from half-filling. As mentioned, the filling is controlled by a chemical potential term $-\mu \sum_{R,i} n_{R,i}$ that we add to the Hamiltonian (2). We search for a variational solution that allows for singlet superconductivity and doesn’t break spin-$SU(2)$ symmetry. In this case, the unitary transformation that would connect original to natural bases, would leave spin $SU(2)$ generators invariant, so that the method described in the previous section is applicable.

We already said that the Gutzwiller operator $P_R$ in (4) acts on the whole local Hilbert space of two sites, $R$ in layer 1 and $R$ in layer 2. The variational energy to be minimized is then the sum of two terms. One is the contribution of the local, same $R$ but both layers, terms, which, according to the results of the previous section, reads:

$$E_{\text{loc}} = \text{Tr} \left[ \phi^\dagger \left( \mathcal{H}_U + \mathcal{H}_\perp - \mu \sum_{R,i} n_{R,i} \right) \phi \right],$$

where all operators are meant to be matrices in the local representation invariant under $SU(2)$ symmetry. The other contribution to the total energy is the intra-layer hopping $E_{\text{hop}}$. This can be shown to coincide with the ground-state energy of a variational single-particle Hamiltonian:

$$\mathcal{H}_{\text{hop}} = \sum_k \psi_k^\dagger \hat{T}_k \psi_k,$$

where $\psi_k^\dagger = (d_{k,1\uparrow}^\dagger, d_{k,2\uparrow}^\dagger, d_{-k,1\downarrow}^\dagger, d_{-k,2\downarrow}^\dagger)$ is the Nambu spinor in momentum space and $\hat{T}_k$ a $4 \times 4$ matrix in the natural basis that depends explicitly on momentum and on some Lagrange multipliers. These are included to enforce that the average of the single particle density matrix on the ground state – to be identified with $|\Psi_0\rangle$ in (1) – is diagonal with matrix elements satisfying

$$\langle \Psi_0 | d_{R,i\sigma}^\dagger d_{R,i\sigma} | \Psi_0 \rangle = \text{Tr} \left( \phi^\dagger \phi d_{i\sigma}^\dagger d_{i\sigma} \right) \equiv n_{i\sigma}^0.$$

The matrix $\hat{T}_k$ has the general expression:

$$\hat{T}_k = \left( \begin{array}{cc} \epsilon(k) \hat{Z} + \hat{\eta} & \epsilon(k) \hat{\Delta} + \hat{\delta} \\ \epsilon(k) \hat{\Delta}^\dagger + \hat{\delta}^\dagger & -\epsilon(k) \hat{Z}^\dagger - \hat{\eta}^\dagger \end{array} \right),$$

where the $2 \times 2$ matrices $\hat{\eta}$ and $\hat{\delta}$ are the aforementioned Lagrange multipliers, while $\hat{Z}$ and $\hat{\Delta}$ have elements (labelled by $j,l = 1,2$, the layer indices)

$$\hat{Z}_{j,l} = \sum_{i=1}^2 \left( R_{i,j} R_{i,l}^* - Q_{i,j} Q_{i,l}^* \right),$$

$$\hat{\Delta}_{j,l} = \sum_{i=1}^2 \left( R_{i,j} Q_{i,l}^* + R_{i,l} Q_{i,j}^* \right).$$

We solved numerically the variational problem assuming for simplicity a flat density of states with half-bandwidth $D$ (we do not expect the results to change
interacting system, $U/D$ different values of $U/D$ in stabilizing a genuine Mott insulating phase approach that lacks intersite charge correlations crucial think this might be a spurious result of our variational that dies out upon increasing $U$. When the chemical potential is lowered, holes are injected at half-filling and the system displays a metallic behavior. With the chosen value of $U/D = 0.5$ and solving the variational problem for different values of $U/D$ and $\mu/D$. Note that this value in the case of a square lattice with nearest neighbor hopping $t$ corresponds to $t_\perp = 2t$, above the critical value for the stability at large $U$ of the VB Mott insulator\textsuperscript{44}.

At half-filling, $\mu/D = 0$ and we recover all results of Ref.\textsuperscript{18}. Specifically, we find a first order metal to VB insulator transition. In the metallic phase just before the transition, singlet superconductivity emerges. In Fig. 1 we show as function of $U/D$ the behavior of the inter-layer, $\Delta_\perp$ and intra-layer, $\Delta_\parallel$, superconducting order parameters, defined as

$$\Delta_\perp = \langle \Psi| c_{R,1i}^{\dagger} c_{R,2j}^{\dagger} + c_{R,2j}^{\dagger} c_{R,1i}^{\dagger} | \Psi \rangle, \quad (27)$$

$$\Delta_\parallel = \langle \Psi| c_{R,1i}^{\dagger} c_{R',i}^{\dagger} + c_{R',i}^{\dagger} c_{R,1i}^{\dagger} | \Psi \rangle, \quad (28)$$

where $R$ and $R'$ are nearest neighbor sites on layer $i = 1, 2$. We find that, near the first order transition that we think identifies the actual Mott transition, both order parameters are finite and have opposite sign, the so-called $d_{x^2-y^2}$ symmetry known to be dominant in the two-chain model\textsuperscript{43,44}, and which QMC simulations\textsuperscript{43,48} indicate as the leading pairing instability. The variational energy that we obtain appears to be slightly lower than that found in Ref.\textsuperscript{18} as one could have expected due to the larger number of variational parameters. Nonetheless, the critical $U_c$ at the Mott transition is only slightly reduced to $U_c/D \approx 2.02$ for $t_\perp/D = 0.5$. We note that the phase at $U > U_c$, that we believe is Mott insulating, still shows a finite superconducting order parameter that dies out upon increasing $U$. As discussed in Ref.\textsuperscript{18} we think this might be a spurious result of our variational approach that lacks intersite charge correlations crucial in stabilizing a genuine Mott insulating phase\textsuperscript{15}.

We study finite hole doping by varying $\mu/D < 0$ at different values of $U/D$. Before discussing the variational results, we briefly sketch the behavior of the doped non-interacting system, $U/D = 0$. The inter-layer coupling gives rise to bonding and antibonding bands, see Eq. (29). With the chosen value of $t_\perp = 0.5D$, these bands overlap at half-filling and the system displays a metallic behavior. When the chemical potential is lowered, holes are injected into the system inducing a depletion of both bands until, at a given value of the chemical potential, the upper (antibonding) band empties. For the chosen $t_\perp$ and for a flat density of states the complete depletion of the antibonding band happens at $\mu = 0.5D$, corresponding to quarter filling $n = 1$. As a consequence, both the intra-layer ($E_{hop}$) and inter-layer ($E_\perp$) hopping contributions display a discontinuity in their first derivatives at quarter filling, signaling that the antibonding band is no longer contributing. The total energy however remains smooth for any value of $\mu$ (or equivalently $n$), as it should. When $U/D \neq 0$, the behavior that we find depends crucially if $U$ is smaller or greater than $U_c$, namely if the half-filled state is a metal or an insulator.

### A. Doping the metal at $U < U_c$

As long as $U < U_c$, any change of $\mu$ induces a continuous change in the total particle number; a finite compressibility signal of a metallic behavior, as shown in Fig. 2. Alike the uncorrelated case, a cusp appears in the evolution of $n$ at quarter-filling, that we explain seemingly as the depletion of the antibonding band. Indeed, when $U < U_c$, the metallic solution evolves just like the non-interacting case. The main effect of interaction is to slightly reduce inter- and intra-layer hopping contributions with respect to their uncorrelated counterparts, as shown in Fig. 3 where we plot the different contributions $E_{hop}$, $E_\perp$, and $E_U$ to the variational energy. The intra-layer hopping contribution $E_{hop}$ diminishes in absolute

FIG. 1: (Color online) Inter-plane (blue circles) and, with reversed sign, intra-plane (red triangles) superconducting order parameters at half-filling as function of $U/D$. The vertical line indicates the first order transition that we think identifies the on-set of Mott insulating behavior. Inset shows the variational energy in units of $D$

FIG. 2: (Color online) Average density $n$ summed over both layer as a function of the chemical potential $\mu < 0$ for selected values of interaction $U/D$. 

FIG. 3: (Color online) Average density $n$ summed over both layer as a function of the chemical potential $\mu < 0$ for selected values of interaction $U/D$. 

FIG. 1: (Color online) Inter-plane (blue circles) and, with reversed sign, intra-plane (red triangles) superconducting order parameters at half-filling as function of $U/D$. The vertical line indicates the first order transition that we think identifies the on-set of Mott insulating behavior. Inset shows the variational energy in units of $D$. 

A. Doping the metal at $U < U_c$

As long as $U < U_c$, any change of $\mu$ induces a continuous change in the total particle number; a finite compressibility signal of a metallic behavior, as shown in Fig. 2. Alike the uncorrelated case, a cusp appears in the evolution of $n$ at quarter-filling, that we explain seemingly as the depletion of the antibonding band. Indeed, when $U < U_c$, the metallic solution evolves just like the non-interacting case. The main effect of interaction is to slightly reduce inter- and intra-layer hopping contributions with respect to their uncorrelated counterparts, as shown in Fig. 3 where we plot the different contributions $E_{hop}$, $E_\perp$, and $E_U$ to the variational energy. The intra-layer hopping contribution $E_{hop}$ diminishes in absolute
value with increasing doping because of the depletion of the bands, as it occurs in the non-interacting system; at quarter-filling it displays a cusp and correspondingly the inter-layer hopping \( E_\perp \) starts to rapidly decrease, the effects of \( U \) being more and more negligible as the low-density regime is approached. In the right panel of Fig. 3 we show the occupancies \( n_u^0 \) and \( n_l^0 \) of the variational lower and upper bands, respectively, which are obtained by diagonalizing the associated variational Hamiltonian, Eq. (27), and actually coincide with the eigenvalues of the single-particle density matrix. As in the uncorrelated system, the occupancy of the upper band vanishes at quarter filling. We stress the fact that in the present approach these states are variationally determined and may not correspond to the even and odd combinations of the original operators. However, as long as \( U < U_c \), we find that the average values of bonding and antibonding band occupancies, \( n_e \) and \( n_a \), almost coincide with, respectively, \( n_u^0 \) and \( n_l^0 \).

Concerning superconductivity, we find that the inter-layer order parameter, Eq. (27), is extremely small, practically zero within our numerical precision, see Fig. 4. The intra-layer order parameter strictly follows the inter-layer one, hence is also zero.

**B. Doping the VB Mott insulator at \( U > U_c \)**

When \( U > U_c \), i.e. when the half-filled system is insulating, the particle number is stuck to its half-filled value \( n = 2 \) until \( |\mu| \leq |\mu^*| \approx (U - U_c)/2 \). This simply follows from the existence of the Mott gap at half-filling. Upon doping, i.e. when \( |\mu| > |\mu^*| \), a metallic behavior is clearly found. However, within our numerical precision we can not establish whether the evolution from the insulator to the metal occurs smoothly (yet with a diverging compressibility) or through a weak first-order transition. Till the largest value of \( U \) we considered, we could not find any appreciable discontinuity in the evolution of \( n \) at large doping, unlike for \( U < U_c \), where a cusp is observed at quarter filling. In addition, contrary to the case \( U < U_c \), here we find a clear superconducting signal between half and quarter filling, see e.g. the behavior of \( \Delta_\perp \), Eq. (27) shown in Fig. 4. We note that \( \Delta_\perp \) has a non-monotonous behavior, first increases quite rapidly with \( U \) and for larger values decreases. Like at half-filling, a finite \( \Delta_\perp \) produces through Eq. (18) also a finite intra-layer \( \Delta_i \), Eq. (28) not shown here, which happens to have opposite sign.
In this work we have studied by means of an extension of the Gutzwiller approximation the effect of doping a bilayer Hubbard model. We have considered a value of the inter-layer hopping $t_\perp$ such that, at half-filling, the model should undergo a direct transition at $U = U_c$ from a metal to a non-magnetic Mott insulator, a valence bond crystal consisting of inter-layer dimers. This choice offers the opportunity to study how a valence bond crystal liquefies either by reducing the Coulomb repulsion keeping the density fixed at one electron per site, or by adding mobile holes. The melting upon decreasing $U$ was already shown to lead to a superconducting phase intruding between the valence bond insulator at large $U > U_c$ and the normal metal at weak $U \ll U_c$. Here we show that superconductivity arises also upon melting the valence bond crystal by doping. In other words, the superconducting dome that exists at half-filling close to $U_c$ extends into a whole region at finite doping. The maximum superconducting signal is found at $20\%$ doping, and beyond that it smoothly diminishes, disappearing roughly at quarter filling within our choice of parameters. These results are appealing as they show that the well established behavior of a two-leg Hubbard ladder seems to survive in higher dimensions, actually in the infinite-dimension limit where our Gutzwiller approximation becomes exact. It is obvious that, in spite of all improvements of the Gutzwiller variational approach, to which we contribute a bit with this work, this method remains variational hence not exact. Therefore it is still under question if superconductivity indeed arises by metallizing the valence bond Mott insulating phase of a Hubbard bilayer, which we believe is an important issue of broader interest than the simple bilayer model we have investigated. There are actually quantum Monte Carlo simulations that partially support our results as they show a pronounced enhancement of superconducting fluctuations close to the half-filled Mott insulator. However a true superconducting phase is still unaccessible to the lowest temperatures that can be reached by quantum Monte Carlo. On the other hand, dynamical mean field calculations, that can access zero temperature phases, did not so far looked for superconductivity. Therefore we think it would be worth pursuing further this issue.

V. CONCLUSIONS

In this work we have studied by means of an extension of the Gutzwiller approximation the effect of doping a bilayer Hubbard model. We have considered a value of the inter-layer hopping $t_\perp$ such that, at half-filling, the model should undergo a direct transition at $U = U_c$ from a metal to a non-magnetic Mott insulator, a valence bond crystal consisting of inter-layer dimers. This choice offers the opportunity to study how a valence bond crystal liquefies either by reducing the Coulomb repulsion keeping the density fixed at one electron per site, or by adding mobile holes. The melting upon decreasing $U$ was already shown to lead to a superconducting phase intruding between the valence bond insulator at large $U > U_c$ and the normal metal at weak $U \ll U_c$. Here we show that superconductivity arises also upon melting the valence bond crystal by doping. In other words, the superconducting dome that exists at half-filling close to $U_c$ extends into a whole region at finite doping. The maximum superconducting signal is found at $20\%$ doping, and beyond that it smoothly diminishes, disappearing roughly at quarter filling within our choice of parameters. These results are appealing as they show that the well established behavior of a two-leg Hubbard ladder seems to survive in higher dimensions, actually in the infinite-dimension limit where our Gutzwiller approximation becomes exact. It is obvious that, in spite of all improvements of the Gutzwiller variational approach, to which we contribute a bit with this work, this method remains variational hence not exact. Therefore it is still under question if superconductivity indeed arises by metallizing the valence bond Mott insulating phase of a Hubbard bilayer, which we believe is an important issue of broader interest than the simple bilayer model we have investigated. There are actually quantum Monte Carlo simulations that partially support our results as they show a pronounced enhancement of superconducting fluctuations close to the half-filled Mott insulator. However a true superconducting phase is still unaccessible to the lowest temperatures that can be reached by quantum Monte Carlo. On the other hand, dynamical mean field calculations, that can access zero temperature phases, did not so far looked for superconductivity. Therefore we think it would be worth pursuing further this issue.
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