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Abstract

We extend the approach to $\tau$-functions as Widom constants developed by Cafasso, Gavryleko and Lisovyy to orthogonal loop group Drinfeld-Sokolov reductions and isomonodromic deformations systems. The combinatorial expansion of the $\tau$-function as a sum of correlators, each expressed as products of finite determinants, follows from using multicomponent fermionic vacuum expectation values of certain dressing operators encoding the initial conditions and dependence on the time parameters. When reduced to the orthogonal case, these correlators become finite Pfaffians and the determinantal $\tau$-functions, both in the Drinfeld-Sokolov and isomonodromic case, become squares of $\tau$-functions of Pfaffian type. The results are illustrated by several examples, consisting of polynomial $\tau$-functions of orthogonal Drinfeld-Sokolov type and isomonodromic ones with four regular singular points.
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1 Introduction

In [4, 5] a new approach to τ-functions for integrable systems, viewed as Widom constants associated to various classes of Riemann-Hilbert problems, was applied both to Drinfeld-Sokolov hierarchies and isomonodromic deformation systems. This led to an explicit combinatorial expansion of the τ-functions as sums over products of pairs of determinants characterizing the initial condition data and the deformation parameter dependence, respectively.

In this work, we develop this approach further, interpreting the τ-function, as in the Sato-Jimbo-Miwa approach [31, 32, 30, 28], in terms of fermionic free field vacuum expectation values (VEV’s), and then applying a suitable reduction procedure to obtain integrable systems in orthogonal loop groups and algebras. The determinant expansions are replaced by infinite sums over products of pairs of finite Pfaffians, with all the terms interpreted equivalently as fermionic VEV’s, or scalar products in the fermionic Fock space of suitably “dressed” elements.

Section 2 defines a family of (complex) scalar products $Q_S$ on our Hilbert space $\mathcal{H}^N$, parametrized by symmetric $N \times N$ matrices $S$ whose square is the unit matrix. These are used to define orthogonal reduction from the general loop group setting $LGL(N)$ to the orthogonal loop groups $L_S SO(N)$.

In Section 3, the Riemann-Hilbert problem definition of the Widom constant τ-function $\tau_W[J]$ associated to a loop group element $J \in LGL(N)$ is recalled [5], and expressed as
the Fredholm determinant of a trace zero perturbation of the identity operator. The upper and lower block triangular parts, when expressed in a Fourier basis, are labelled by \(N\)-tuples of \textit{Maya diagrams} (see [28] or [19], App. A) or, equivalently, \textit{charged Young diagrams}, representing pairs \((\lambda, n)\) of a partition \(\lambda\) and an integer \(n\), denoting the fermionic charge, which is the “center of gravity” of the distribution of occupied and unoccupied sites ("particles" and "holes") along the 1D half-integer lattice. The restriction (3.11) to the orthogonal loop subgroup \(L_S SO(N)\) is introduced, and the Fourier components of the upper and lower triangular blocks are similarly labelled by \(N\)-tuples of pairs, but consisting now of \textit{strict} partitions. The resulting skew symmetric conditions implied on the upper and lower triangular parts of the integral operators defining the trace zero perturbations are derived (Lemma 3.12).

The associated Clifford algebra of multicomponent fermions acting on the fermionic Fock space is introduced in Section 4.1. The upper and lower triangular blocks of the integral operators are used to define “dressed states” (4.11), (4.12), whose scalar product reproduces the \(\tau\)-function (Proposition 4.1). The combinatorial expansion (4.16) of the Widom \(\tau\)-function \(\tau_W[J]\) as a sum over products of finite dimensional determinants derived in [5] is rederived using this fermionic representation.

The two main new results of the paper are contained in Theorems 4.2 and 4.3. Theorem 4.2 expresses the Pfaffian-type \(\tau\)-function \(\tau_O[J]\), as the scalar product (4.37) of two “dressed” fermionic states, analogously to (4.11), (4.12), and shows that the corresponding determinantal Widom \(\tau\)-function \(\tau_W[J]\) is its square (4.36). Theorem 4.3 is the Pfaffian analogue of the combinatorial expansion (4.16), replacing it with the sum (4.55) over products of finite Pfaffians. The sense in which \(\tau_O[J]\) is an infinite dimensional Pfaffian is explained in the subsequent discussion, leading to formula (4.55).

In Section 5, we recall the Drinfeld-Sokolov hierarchy for simple loop Lie algebras, and in Section 6, compute some explicit examples of polynomial \(\tau\)-functions for the orthogonal loop algebras corresponding to the affine Kac-Moody algebras \(B^{(1)}_1, B^{(1)}_2\) and \(D^{(1)}_4\).

Section 7 concerns the isomonodromic case with four simple poles. It is shown, by a change of representation, how the results of [4] for the case \(SL(2)\) can be adapted to deducing the corresponding \(SO(3)\) isomonodromic \(\tau\)-function as a Pfaffian which, in turn, is the square of the \(SL(2)\) \(\tau\)-function computed in [4] in terms of sums over hypergeometric functions.

## 2 Definition of the spaces and orthogonal reductions

Consider the Hilbert space
\[
\mathcal{H}^N := L^2(S^1, \mathbb{C}^N),
\] (2.1)
with basis elements
\[ e_\alpha^r := z^{r-1/2} \hat{e}_\alpha, \quad \alpha \in \{1, \ldots, N\}, \quad r \in \mathbb{Z}' := \mathbb{Z} + \frac{1}{2}, \] (2.2)

where
\[ z := e^{i\theta} \in S^1, \] (2.3)

and \( \hat{e}_\alpha \) is the unit vector in \( \mathbb{C}^N \) with \( \alpha \)-th entry 1 and the others 0. The dual basis elements of \( \mathcal{H}^{N*} \) are denoted \( \{e_\alpha^r\} \), defined such that
\[ e_\alpha^r (e_\beta^s) = \delta^\beta_\alpha \delta^r_s. \] (2.4)

This pairing may be viewed equivalently as defining a scalar product \( Q \) on \( \mathcal{H}^N \oplus \mathcal{H}^{N*} \) by:
\[ Q : (\mathcal{H}^N \oplus \mathcal{H}^{N*}) \times (\mathcal{H}^N \oplus \mathcal{H}^{N*}) \to \mathbb{C} \]
\[ Q ((F + \mu), (G + \nu)) := \mu(G) + \nu(F), \quad F, G \in \mathcal{H}^N, \ \mu, \nu \in \mathcal{H}^{N*}, \] (2.5)

with respect to which both \( \mathcal{H}^N \) and \( \mathcal{H}^{N*} \) are totally isotropic. It also establishes an isomorphism \( \mathcal{H}^N \simeq \mathcal{H}^{N*} \) in which we identify the basis elements with their duals
\[ e_\alpha^r \simeq z^{-r-\frac{1}{2}} \hat{e}_\alpha. \] (2.6)

For any symmetric \( N \times N \) matrix involution \( S \), define two mutually orthogonal complementary subspaces \( \mathcal{H}^N_{(S)}, \mathcal{H}^{N*}_{(S)} \) as
\[ \mathcal{H}^N_{(S)} := \text{span} \left\{ f^{(S)}_{r,\alpha} \right\}, \quad \mathcal{H}^{N*}_{(S)} := \text{span} \left\{ \hat{f}^{(S)}_{r,\alpha} \right\}, \] (2.8)

where
\[ f^{(S)}_{r,\alpha} := \frac{1}{\sqrt{2}} \left( e_\alpha^{-r} + \sum_{\beta=1}^{N} S_{\alpha\beta} e_\beta^r \right), \quad \hat{f}^{(S)}_{r,\alpha} := \frac{i}{\sqrt{2}} \left( e_\alpha^{-r} - \sum_{\beta=1}^{N} S_{\alpha\beta} e_\beta^r \right). \] (2.9)

This gives an alternative direct sum decomposition
\[ \mathcal{H}^N \oplus \mathcal{H}^{N*} = \mathcal{H}^N_{(S)} \oplus \mathcal{H}^{N*}_{(S)}. \] (2.10)

Restricting \( Q \) to \( \mathcal{H}^N_{(S)} \) and \( \mathcal{H}^{N*}_{(S)} \) induces a scalar product on each
\[ Q_S := Q|_{\mathcal{H}^N_{(S)}}, \quad \hat{Q}_S := Q|_{\mathcal{H}^{N*}_{(S)}}, \] (2.11)

\[ Q_S \left( f^{(S)}_{r,\alpha}, f^{(S)}_{s,\beta} \right) = S_{\alpha\beta} \delta_{r,-s}, \quad \hat{Q}_S \left( \hat{f}^{(S)}_{r,\alpha}, \hat{f}^{(S)}_{s,\beta} \right) = S_{\alpha\beta} \delta_{r,-s}. \] (2.12)
The spaces $\mathcal{H}^N_{(S)}$ and $\hat{\mathcal{H}}^N_{(S)}$ may both be viewed as isomorphic to $\mathcal{H}^N = L^2(S^1, \mathbb{C}^N)$, through the correspondence of basis elements

$$f^{(S)}_{r,\alpha} \leftrightarrow e^\alpha_r, \quad \hat{f}^{(S)}_{r,\alpha} \leftrightarrow e^\alpha_r.$$  \hspace{1cm} (2.13)

In the following, the symbol $\oint$ denotes the positively oriented contour integral $\oint_{S^1}$ around the unit circle $S^1 = \{ e^{i\theta} \subset \mathbb{C} \}$ centred at the origin. Under the isomorphism $\mathcal{H}^N \sim \mathcal{H}^N_S$, the bilinear form $Q_S : \mathcal{H}^N \times \mathcal{H}^N \rightarrow \mathbb{C}$ is given by

$$Q_S(F, G) = \frac{1}{2\pi i} \oint F(z)^t S G(z) dz =: (F, G)_S,$$  \hspace{1cm} (2.14)

where the superscript $^t$ denotes matrix transposition. The loop group elements that preserve this scalar product consist of invertible matrix-valued functions on $S^1$ satisfying

$$J(z)^t S J(z) = S.$$  \hspace{1cm} (2.15)

We refer to the loop group arising from this reduction as the “$S$-orthogonal loop group”, and denote it by $L_S SO(N)$.

Let $\mathcal{H}^N_+, \mathcal{H}^N_- \subset \mathcal{H}^N$ denote the subspaces consisting of elements admitting analytic continuation inside and outside the circle $S^1$, respectively, with the elements of $\mathcal{H}^N_-$ vanishing at $z = \infty$. We then have the direct sum decomposition

$$\mathcal{H}^N = \mathcal{H}^N_+ \oplus \mathcal{H}^N_-,$$  \hspace{1cm} (2.16)

where each subspace is totally isotropic with respect to $Q_S$, and (2.14) defines a dual pairing between the two. Expressed as Fourier series, we have

$$F(z) = \sum_{p \in \mathbb{Z}'_+} F_p z^{-p-\frac{1}{2}} \in \mathcal{H}^N_+, \quad G(z) = \sum_{p \in \mathbb{Z}'_+} G_p z^{-p-\frac{1}{2}} \in \mathcal{H}^N_-,$$  \hspace{1cm} (2.17)

where $\mathbb{Z}'_+$ is the set of positive half-integers.

### 3 The Widom $\tau$-function and operator transposes

Following [4], we consider matrix Riemann-Hilbert problems (RHPs) on the circle $S^1$: Let

$$\Psi_+(z) \in L_+ \text{GL}(N, \mathbb{C}) \subset LGL(N, \mathbb{C})$$  \hspace{1cm} (3.1)

denote the elements of the subgroup of the loop group $LGL(N, \mathbb{C})$ that are analytic inside the circle, and

$$\Psi_-(z) \in L_- \text{GL}(N, \mathbb{C}) \subset LGL(N, \mathbb{C})$$  \hspace{1cm} (3.2)

those that are analytic outside, with $\Psi_-(\infty) = I$. The jump across the circle is denoted

$$J(z) := \Psi_-(z)^{-1}\Psi_+(z). \quad (3.3)$$

A factorization of this type will be called a direct factorization, as opposed to a factorization of the type

$$J(z) = \Psi_+(z)\Psi_-(z)^{-1}, \quad (3.4)$$

which will be called the dual factorization, and the corresponding RHP the dual RHP.

The action of an integral operator $A : \mathcal{H}^N \to \mathcal{H}^N$ with matrix kernel $A(z, w)$ is expressed as

$$A(F)(z) = \frac{1}{2\pi i} \oint A(z, w)F(w)dw, \quad F \in \mathcal{H}^N, \quad (3.5)$$

and the matrix transpose of $A(z, w)$ is denoted $A(z, w)^t$. Recall the definition of the Widom $\tau$-function [4]:

**Definition 1.** Given a RHP on the unit circle $S^1 = \{z = e^{i\theta}\}$ with jump (3.3), the Widom $\tau$-function is

$$\tau_W[J] := \det_{\mathcal{H}_+^N} (\Pi_+J^{-1}\Pi_+J) = \det_{\mathcal{H}_+^N} \left[ I + \begin{pmatrix} 0 & a \\ d & 0 \end{pmatrix} \right] = \det_{\mathcal{H}_+^N} (I - ad), \quad (3.6)$$

where $I$ is the identity operator on $\mathcal{H}_+^N$, $\Pi_+$ is the projection operator of $\mathcal{H}_+^N$ onto $\mathcal{H}_+^N$ along $\mathcal{H}_-^N$ and

$$a : \mathcal{H}_+^N \to \mathcal{H}_+^N, \quad d : \mathcal{H}_+^N \to \mathcal{H}_-^N \quad (3.7)$$

have kernels

$$a(z, w) := \frac{\Pi_N - \Psi_+(z)\Psi_+(w)^{-1}}{z - w}, \quad d(z, w) := \frac{\Psi_-(z)\Psi_-(w)^{-1} - I}{z - w}. \quad (3.8)$$

Their Fourier expansions are written as:

$$a(z, w) = \sum_{p,q \in \mathbb{Z}_+^*} a_{-p,q}z^{-\frac{p}{2}}w^{q-\frac{1}{2}}, \quad d(z, w) = \sum_{p,q \in \mathbb{Z}_+^*} d_{p,q}z^{-p-\frac{1}{2}}w^{-q-\frac{1}{2}}. \quad (3.9)$$

We use the same notation

$$a : \mathcal{H}_+^N \to \mathcal{H}_+^N, \quad d : \mathcal{H}_+^N \to \mathcal{H}_+^N \quad (3.10)$$

to denote the extension of the operators $a$ and $d$ to $\mathcal{H}_+^N$ defined by setting the restriction of $a$ to $\mathcal{H}_+^N$ and $d$ to $\mathcal{H}_-^N$ to vanish. The condition (2.15) that $J(z)$ preserve the scalar product $Q_S$ carries over to $\Psi_{\pm}$:

$$J(z)SJ(z)^t = \Psi_{\pm}(z)S\Psi_{\pm}(z)^t = S. \quad (3.11)$$

We then have the following:
Lemma 3.1. If the reduction condition (2.15) corresponding to the scalar product $Q_S$ is satisfied, the integral kernels of the operators $a, d$ in (3.8) satisfy

$$a(w, z)^t = -S a(z, w) S, \quad d(w, z)^t = -S d(z, w) S. \quad (3.12)$$

In terms of the coefficients appearing in the Fourier expansion, this is equivalent to

$$(a^p_{-q})_{\alpha\beta} = -(S a^q_{-p} S)_{\beta\alpha}, \quad (d^p_{-q})_{\alpha\beta} = -(S d^q_{-p} S)_{\beta\alpha}. \quad (3.13)$$

Proof. By direct computation:

$$a(w, z)^t = \frac{I_N - \Psi(z)^{-t} \Psi(w)^t}{w - z}$$

$$= \frac{I_N - S \Psi(z) \Psi(w)^{-1} S}{z - w} \quad (3.11)$$

$$= -S a(z, w) S, \quad (3.14)$$

$$d(w, z)^t = \frac{I_N - \Psi(z)^{-t} \Psi(w)^t}{w - z}$$

$$= \frac{I_N - S \Psi(z) \Psi(w)^{-1} S}{z - w} \quad (3.11)$$

$$= -S d(z, w) S. \quad (3.15)$$

Eq. (3.13) is just the expression of the above equations in terms of Fourier coefficients. For example, the LHS of (3.14) reads

$$a(w, z)_{\beta\alpha} = \sum_{p, q \in Z^+_+} (a^p_{-q})_{\beta\alpha} w^{p-\frac{1}{2}} z^{q-\frac{1}{2}}, \quad (3.16)$$

while the RHS is

$$-S a(z, w) S = - \sum_{p, q \in Z^+_+} (S a^q_{-p} S)_{\alpha\beta} z^{p-\frac{1}{2}} w^{q-\frac{1}{2}} \quad (3.17)$$

$$= - \sum_{p, q \in Z^+_+} (S a^q_{-p} S)_{\alpha\beta} z^{-\frac{1}{2}} w^{p-\frac{1}{2}}. \quad (3.18)$$

Equating the two we obtain

$$(a^p_{-q})_{\alpha\beta} = -(S a^q_{-p} S)_{\beta\alpha}. \quad (3.19)$$

The second equation of (3.13) follows similarly. □
4 Fermionic VEV representation and orthogonal reductions

4.1 $N$-component fermions and $\text{LGL}(N)$ $\tau$-functions

We recall the $N$-component fermionic Fock space $\mathcal{F}^N$ of charged free fermions [21]. The vacuum vector in the fermionic charge 0 sector $\mathcal{F}^N_0$ is denoted $\left| 0 \right\rangle$ and the dual vacuum vector $\langle 0 |$. The fermionic creation and annihilation operators, $\{ \psi_m^{(a)}, \psi_m^{(a)\dagger} \}_{m \in \mathbb{Z}, \ (a) \in \{1, \ldots, N\}}$, satisfy the anticommutation relations

$$
\left[ \psi_m^{(a)}, \psi_n^{(b)\dagger} \right]_+ = \delta_{a,b} \delta_{m,n}, \quad \left[ \psi_m^{(a)}, \psi_n^{(b)} \right]_+ = [\psi_m^{(a)\dagger}, \psi_n^{(b)\dagger}]_+ = 0, \quad (4.1)
$$

and the vacuum annihilation conditions

$$
\psi_{-m-1}|0\rangle = 0, \quad \psi_m^{(a)}|0\rangle = 0,
$$

$$
\langle 0|\psi_m^{(a)} = 0, \quad \langle 0|\psi_m^{(a)\dagger} = 0, \quad m \geq 0. \quad (4.2)
$$

In the following, we use a different notational convention, in which the creation and annihilation operators are labelled by $\frac{1}{2}$-integers $r \in \mathbb{Z}'$ and denoted $\{ \hat{\psi}_{r}^{\alpha}, \hat{\psi}_{r}^{\alpha\dagger} \}_{r \in \mathbb{Z}', \alpha \in \{1, \ldots, N\}}$. These are related to the ones above as follows:

$$
\hat{\psi}_{r}^{\alpha} := \psi_{-r-1/2}^{(a)} , \quad \hat{\psi}_{r}^{\alpha\dagger} := \psi_{-r+1/2}^{(a)}, \quad r \in \mathbb{Z}', \quad \alpha \in \{1, \ldots, N\}. \quad (4.3)
$$

They satisfy the anticommutation relations

$$
\left[ \hat{\psi}_{r}^{\alpha}, \hat{\psi}_{s}^{\beta} \right]_+ = \delta^{\alpha \beta} \delta_{r,s}, \quad \left[ \hat{\psi}_{r}^{\alpha}, \hat{\psi}_{s}^{\beta} \right]_+ = 0, \quad \left[ \hat{\psi}_{r}^{\alpha\dagger}, \hat{\psi}_{s}^{\beta\dagger} \right]_+ = 0, \quad (4.4)
$$

and vacuum annihilation conditions:

$$
\hat{\psi}_{r}^{\alpha}|0\rangle = 0, \quad \hat{\psi}_{r}^{\alpha\dagger}|0\rangle = 0,
$$

$$
\langle 0|\hat{\psi}_{r}^{\alpha} = 0, \quad \langle 0|\hat{\psi}_{r}^{\alpha\dagger} = 0, \quad r \in \mathbb{Z}'_+, \quad (4.5)
$$

where we denote the set of positive half-integers by $\mathbb{Z}'_+$. We also define the fermionic free fields as generating functions for these:

$$
\hat{\psi}_{r}^{\alpha}(z) := \sum_{p \in \mathbb{Z}'} \hat{\psi}_{p}^{\alpha} z^{-p-\frac{1}{2}}, \quad \hat{\bar{\psi}}_{r}^{\alpha}(z) := \sum_{p \in \mathbb{Z}'_+} \hat{\psi}_{p}^{\alpha} z^{-p-\frac{1}{2}}. \quad (4.6)
$$

We sometimes will use the notation $\hat{\psi}$ and $\hat{\bar{\psi}}$ to denote the doubly indexed components $\{ \hat{\psi}_{p}^{\alpha} \}_{\alpha \in \{1, \ldots, N\}, \ p \in \mathbb{Z}'}$ and $\{ \hat{\bar{\psi}}_{p}^{\alpha} \}_{\alpha \in \{1, \ldots, N\}, \ p \in \mathbb{Z}'_+}$, respectively, and $\mathbf{a}$ and $\mathbf{d}$ to denote the doubly indexed matrices $\{ (\mathbf{a}_{-q}^p)_{\alpha \beta} \}$ and $\{ (\mathbf{d}_{-q}^p)_{\alpha \beta} \}$, where

$$
(\mathbf{a}_{-q}^p)_{\alpha \beta} = 0, \quad (\mathbf{d}_{-q}^p)_{\alpha \beta} = 0 \quad \text{if} \ q \in -\mathbb{Z}'_+ \text{ or} \ p \in -\mathbb{Z}'_+. \quad (4.7)
$$
Denote by $a_{p,q}$ and $d_{p,q}$ the $N \times N$ matrices with elements $(a_{p,q})_{\alpha\beta}$ and $(d_{p,q})_{\alpha\beta}$.

The Clifford module (Fock space) may be viewed as the irreducible module of the Clifford algebra obtained by applying negative mode operators to the vacuum state $|0\rangle$. An orthonormal basis $\{|\{p_{\alpha,i}, q_{\beta,j}\}\}\rangle$ for the Fock space is defined by

$$
|\{p_{\alpha,i}, q_{\beta,j}\}\rangle := \prod_{\alpha=1}^{N} \left( \prod_{i=1}^{\#\{p_{\alpha,i}\}} \hat{\psi}_{p_{\alpha,i}}^{\alpha} \prod_{j=1}^{\#\{q_{\beta,j}\}} \bar{\hat{\psi}}_{q_{\beta,j}}^{\alpha} \right) |0\rangle,
$$

where $\#\{p_{\alpha,i}\}$, $\#\{q_{\beta,j}\}$ denote the cardinalities of these sets for each given $\alpha$, and the order of the factors in the product is defined to be such that $\alpha, i$ and $j$ all increase to the right. We can interpret the indices $\{p_{\alpha,i}, q_{\beta,j}\}$ as the positions of particles and holes in an $N$-tuple of Maya diagrams $\vec{m} := (m_1, \ldots, m_N)$ (see [28] or [19], App. A). Equivalently, we may represent these by charged Young diagrams $\vec{Y}_n := ((Y_1, n_1), \ldots, (Y_N, n_N))$, as illustrated in Figure 1. The fermionic charge $n_{\alpha}$ associated to the Young diagram $Y_{\alpha}$ is the difference between the number of positions occupied by particles (occupied positive 1/2 integers) and holes (unoccupied negative 1/2 integers) of the Maya diagram,

$$
n_{\alpha} := \#\{p_{\alpha,i}\} - \#\{q_{\alpha,i}\}, \quad \alpha = 1, \ldots, N,
$$

and is indicated in Figure 1 by the position of the red diagonal line.

The rule for determining the $p_{\alpha,i}$’s and $q_{\alpha,i}$’s is the following. Place the Young diagram in the 4th quadrant of the Cartesian plane, adjacent to the axes, with squares of unit size, and take its union with the 1st and 3rd quadrants. Within this region, draw the diagonal line segment of slope $-1$ through the lattice point $(-n_{\alpha},0)$. This then adds to the region of the Young diagram a right angle triangle with leg lengths $= |n_{\alpha}|$, either in the first quadrant ($n_{\alpha} < 0$) or the third quadrant ($n_{\alpha} > 0$), touching both axes, defining an extended polygon. The $p_{\alpha,i}$’s are then the horizontal areas, within the extended polygon, of each lattice row, to the right of the diagonal segment and the $q_{\alpha,i}$’s are the vertical areas of each lattice column, below the diagonal.

In the zero fermionic charge case, $n_{\alpha} = 0$, $\{p_{\alpha,i}, q_{\alpha,i}\}_{1 \leq \alpha \leq N}$ coincide with $1/2 +$ the Frobenius indices $(a_1, \ldots, a_{r_{\alpha}}|b_1, \ldots, b_{r_{\alpha}})$ of the partition $\lambda^{(\alpha)}$ corresponding to the Young diagram $Y_{\alpha}$, where $r_{\alpha}$ is the number of elements along the main diagonal (the Frobenius rank); i.e., the number of squares to the right and below the main diagonal, respectively, as in Figure 1a. In the charged case, the diagonal has to be shifted by the charge: one counts the number of squares to the right and below the shifted diagonal, including squares that lie outside of the Young diagram, as in Figure 1b.

We can thus identify a state either by the $N$-tuple of Maya diagrams $\vec{m} = (m_1, \ldots, m_N)$, or the set of half-integers $\{p_{\alpha,i}, q_{\alpha,i}\}_{1 \leq \alpha \leq N}$, or the $N$-tuple of charged Young diagrams $\vec{Y}_n := ((Y_1, n_1), \ldots, (Y_N, n_N))$:

$$
\vec{m} \sim \{p_{\alpha,i}, q_{\alpha,i}\} \sim \vec{Y}_n.
$$
(a) Young diagram corresponding to the state $\hat{\psi}_{-\frac{9}{2}} \hat{\psi}_{-\frac{5}{2}} \hat{\psi}_{-\frac{1}{2}} \hat{\psi}_{-\frac{3}{2}} |0\rangle$ of fermionic charge $n = 0$. The $p_i$’s and $q_i$’s are the areas of the horizontal and vertical strips of given colour.

(b) The same Young diagram extended to correspond to the state $\hat{\psi}_{-\frac{11}{2}} \hat{\psi}_{-\frac{7}{2}} \hat{\psi}_{-\frac{3}{2}} \hat{\psi}_{-\frac{1}{2}} \hat{\psi}_{-\frac{1}{2}} |0\rangle$ of fermionic charge $n = 1$. This is encoded in a shift of the diagonal with respect to which the $p_i$’s and $q_i$’s are computed.

(c) Extended Young diagram corresponding to the state $\hat{\psi}_{-\frac{19}{2}} \hat{\psi}_{-\frac{15}{2}} \hat{\psi}_{-\frac{11}{2}} \hat{\psi}_{-\frac{7}{2}} \hat{\psi}_{-\frac{3}{2}} \hat{\psi}_{-\frac{1}{2}} |0\rangle$ of fermionic charge $n = 5$. The areas determining the $p_i$’s and $q_i$’s are computed by extending the Young diagram by a right triangle of base and height equal to the fermionic charge.

Figure 1
To write $\tau_W[J]$ as a fermionic VEV, consider the Fourier expansions of the kernels $a(z,w)$ and $d(z,w)$ in (3.8) and define the “dressed” states
\[ |d\rangle := e^{-\hat{\psi} \cdot d \cdot \hat{\psi}} |0\rangle, \]
and
\[ \langle a| := \langle 0| e^{-\hat{\psi} \cdot a \cdot \hat{\psi}}. \]

where the abbreviated notations $\bar{\hat{\psi}} \cdot a \cdot \hat{\psi}$ and $\hat{\psi} \cdot d \cdot \bar{\hat{\psi}}$ denote
\[ \bar{\hat{\psi}} \cdot a \cdot \hat{\psi} := \sum_{\alpha,\beta=1}^{N} \sum_{p,q \in \mathbb{Z}_+^*} \bar{\hat{\psi}}^\alpha_{-q} (a_p^\beta - q) \hat{\psi}^\beta_{-p} \]
and
\[ \hat{\psi} \cdot d \cdot \bar{\hat{\psi}} := \sum_{\alpha,\beta=1}^{N} \sum_{p,q \in \mathbb{Z}_+^*} \hat{\psi}^\alpha_{-q} (d_p^\beta - q) \bar{\hat{\psi}}^\beta_{-p}. \]

We then have:

**Proposition 4.1.** The Widom $\tau$-function admits the following representation as a product of free fermion states (see [16]):
\[ \tau_W[J] = \langle a|d\rangle, \]
and admits the following combinatorial expansion as a sum of products of finite determinants
\[ \tau_W = \sum_{\#(\bar{\vec{p}}) = \#(\bar{\vec{q}})} (-)^{\#(\bar{\vec{p}})} \det \left( a_{\bar{\vec{p}}}^\bar{\vec{q}} \right) \det \left( d_{\bar{\vec{p}}}^{-\bar{\vec{q}}} \right). \]

where
\[ (\bar{\vec{p}}, \bar{\vec{q}}) = \{p_{\alpha,i}, q_{\alpha,j}\}_{\alpha=1,\ldots,N}, \quad q_{\alpha,i}, p_{\alpha,j} > 0. \]

**Proof.** First, insert a sum over a complete set of intermediate states:
\[ \langle a|d\rangle = \sum_{\vec{m}} \langle a|\vec{m}\rangle \langle \vec{m}|d\rangle, \]
and then note that
\[ \langle \vec{m}|d\rangle = \langle 0| \prod_{\alpha=1}^{N} \left( \prod_{i=1}^{\#(p_{\alpha,i})} \bar{\hat{\psi}}^\alpha_{-p_{\alpha,i}} \prod_{j=1}^{\#(q_{\alpha,j})} \hat{\psi}^\alpha_{-q_{\alpha,j}} \right) \sum_{n=0}^{\infty} \frac{(-\hat{\psi} \cdot d \cdot \hat{\psi})^n}{n!} |0\rangle. \]

Using Wick’s theorem to contract all the fermions, we obtain
\[ \langle \vec{m}|d\rangle = (-)^{\#(\bar{\vec{p}}, \bar{\vec{q}})} \det \left( d_{\bar{\vec{p}}}^{-\bar{\vec{q}}} \right), \]
and, similarly,
\[ \langle a|\vec{m}\rangle = \det \left( a_{\bar{\vec{p}}}^\bar{\vec{q}} \right), \]
labelled in terms of N-tuples $\vec{m}$ of Maya diagrams $\{m_{\alpha} = \{p_{\alpha,i}, q_{\alpha,j}\}\}_{\alpha=1,\ldots,N}$. Substituting these in (4.18) gives (4.16), which is the minor expansion of the Widom $\tau$-function from [4].
4.2 $N$-component orthogonal fermions and $L_S SO(N)$ $\tau$-functions

If the Riemann Hilbert problem takes values in an orthogonal loop group, with jump matrix and solutions satisfying (3.11), the Widom $\tau$-function is not the object of fundamental interest, since the determinant (3.6) then turns out to be the square of a Pfaffian. This is best seen by introducing a new basis for the fermionic creation and annihilation operators, which we call orthogonal fermions.

**Definition 2** (Orthogonal Fermions). Depending on the choice of matrix involution $S$ entering in the quadratic form (2.14), we define (S-)orthogonal fermion fields, \{\chi^\alpha(z; S), \hat{\chi}^\alpha(z; S)\} in terms charged fermion fields as

$$
\chi^\alpha(z; S) := \frac{1}{\sqrt{2}} \left( \hat{\psi}^\alpha(z) + (S\bar{\psi})^\alpha(z) \right), \quad \hat{\chi}^\alpha(z; S) := \frac{i}{\sqrt{2}} \left( \hat{\psi}^\alpha(z) - (S\bar{\psi})^\alpha(z) \right),
$$

(4.22)

where \((S\bar{\psi})^\alpha(z)\) denotes the $\alpha$ component of the product of the matrix $S$ with the column vector $\hat{\psi}(z)$ whose components are $\hat{\psi}^\alpha(z)$.

In terms of their Fourier expansion coefficients

$$
\chi^\alpha_p(S) = \sum_{p \in \mathbb{Z}'} \chi^\alpha_p(S) z^{-p-\frac{1}{2}}, \quad \hat{\chi}^\alpha_p(S) = \sum_{p \in \mathbb{Z}'} \hat{\chi}^\alpha_p(S) z^{-p-\frac{1}{2}},
$$

(4.23)

(4.22) is equivalent to

$$
\chi^\alpha_p(S) = \frac{1}{\sqrt{2}} \left( \hat{\psi}^\alpha_p + (S\bar{\psi})^\alpha_p \right), \quad \hat{\chi}^\alpha_p(S) = \frac{i}{\sqrt{2}} \left( \hat{\psi}^\alpha_p - (S\bar{\psi})^\alpha_p \right).
$$

(4.24)

The anticommutators between the orthogonal fermions follow from those (4.4) for charged fermions

$$
[\chi^\alpha_p(S), \chi^\beta_q(S)]_+ = [\hat{\chi}^\alpha_p(S), \hat{\chi}^\beta_q(S)]_+ = S^{\alpha\beta} \delta_{p,-q}, \quad [\chi^\alpha_p(S), \hat{\chi}^\beta_q(S)]_+ = 0,
$$

(4.25)

which generates the Clifford algebra corresponding to the quadratic form (2.14) on the space spanned by \{\chi^\alpha_p(S), \hat{\chi}^\alpha_p(S)\}. The vacuum annihilation conditions also follow from those for charged fermions:

$$
\chi^\alpha_p(S)|0\rangle = \hat{\chi}^\alpha_p(S)|0\rangle = 0, \quad p > 0.
$$

(4.26)

**Remark 4.1.** The simplest case is $S = I$. Equation (4.22) is then the change of variables between (the chiral part of) a Dirac fermion, corresponding to the field $\hat{\psi}(z)$, $\bar{\psi}(z)$, and two Weyl-Majorana fermions, known as real fermions in the physical literature, given by the fields $\chi(z; I), \hat{\chi}(z; I)$.
In the following, to simplify notation we will drop the explicit dependence of fermions on the matrix $S$ if not needed. Since the two species of orthogonal fermions $\chi$, $\hat{\chi}$ anticommute, we can define two smaller Fock spaces spanned by application of $\chi$ or $\hat{\chi}$ to $|0\rangle$. In view of the anticommutation relations (4.25) and the vacuum condition (4.26), the basis states in these smaller spaces are labeled by $N$ strictly decreasing sequences of positive half-integers

$$p_{\alpha,1} > \cdots > p_{\alpha,n_{\alpha}} \geq 1/2 \quad \alpha = 1, \ldots N$$

or equivalently, by an $N$-tuple of strict partitions (denoted $SP$), including a possible 0 part:

$$\tilde{\lambda} := (\lambda^{(1)}, \ldots, \lambda^{(N)}) \in SP, \quad \lambda^{(\alpha)} := \left(p_{\alpha,1} - \frac{1}{2}, \ldots, p_{\alpha,n_{\alpha}} - \frac{1}{2}\right),$$

where $n_{\alpha} := \#(\lambda^{(\alpha)})$ is now the cardinality of the strict partition $\lambda^{(\alpha)}$. We denote by

$$\#(\tilde{\lambda}) := \sum_{\alpha=1}^{N} n_{\alpha}$$

the total cardinality of the $N$-tuple of strict partitions $\tilde{\lambda}$. The basis states are then denoted

$$|\tilde{\lambda}\rangle = \prod_{\alpha=1}^{N} \chi_{-p_{\alpha,1}}^{\alpha} \cdots \chi_{-p_{\alpha,n_{\alpha}}}^{\alpha} |0\rangle,$$

with an identical formula for the hatted fermions $\hat{\chi}_{-p_{\alpha,i}}^{\alpha}$. The arrow over the product symbol means that the ordering is such that the $\alpha$'s are increasing to the right. For example, for $N = 2$, with strict partitions $\lambda_1 = (2, 0)$, $\lambda_2 = (1)$, the corresponding state will be

$$|\tilde{\lambda}\rangle = |(2, 0), (1)\rangle = \chi_{1/2}^{1/2} \chi_{1/2}^{1/2} |0\rangle.$$  

Define the “dressed” states

$$|d_O\rangle := e^{-\frac{i}{2} \chi \cdot dS \cdot \chi} |0\rangle, \quad |\hat{d}_O\rangle := e^{-\frac{i}{2} \hat{\chi} \cdot dS \cdot \hat{\chi}} |0\rangle,$$

$$\langle a_O| := \langle 0| e^{-\frac{i}{2} \chi \cdot S a \cdot \chi}, \quad \langle a_{\hat{O}}| := \langle 0| e^{-\frac{i}{2} \hat{\chi} \cdot S a \cdot \hat{\chi}},$$

where

$$\chi \cdot S a \cdot \chi := \sum_{\alpha,\beta=1}^{N} \sum_{p,q \in \mathbb{Z}_+^\prime} \chi_{\alpha}^{p} \left(S a_{-q}\right)_{\alpha\beta} \chi_{\beta}^{q}, \quad \hat{\chi} \cdot S a \cdot \hat{\chi} := \sum_{\alpha,\beta=1}^{N} \sum_{p,q \in \mathbb{Z}_+^\prime} \hat{\chi}_{\alpha}^{p} \left(S a_{-q}\right)_{\alpha\beta} \hat{\chi}_{\beta}^{q},$$

$$\chi \cdot dS \cdot \chi := \sum_{\alpha,\beta=1}^{N} \sum_{p,q \in \mathbb{Z}_+^\prime} \chi_{\alpha}^{q} \left(d_{-p}^{-} S a_{\beta} \chi_{-p}\right), \quad \hat{\chi} \cdot dS \cdot \hat{\chi} := \sum_{\alpha,\beta=1}^{N} \sum_{p,q \in \mathbb{Z}_+^\prime} \hat{\chi}_{\alpha}^{q} \left(d_{-p}^{-} S a_{\beta} \hat{\chi}_{-p}\right).$$
Theorem 4.2. Let $\tau_W[J]$ be the Widom $\tau$-function (3.6). If the jump $J$ in the Riemann-Hilbert factorization (3.3) satisfies the orthogonal reduction condition (3.11), then $\tau_W[J]$ can be written as a square

$$\tau_W[J] = \tau_O[J]^2,$$

(4.36)

where

$$\tau_O[J] := \langle a_0|d_0 \rangle = \langle a_0|d_0 \rangle.$$

(4.37)

Proof. We first make the change of fermionic basis (4.24) in the expression (4.15) for the $\tau$-function, using $S^{-1} = S$:

$$\sum_{\alpha, \beta} \sum_{p, q > 0} (d_q^-)_{\alpha \beta} \hat{\psi}^-_{\alpha q} \hat{\psi}^-_{\beta p} = \frac{1}{2} \sum_{\alpha, \beta} \sum_{p, q > 0} (d^-_p)_{\alpha \beta} \left( \chi^-_{\alpha q} + i \hat{\chi}^-_{\alpha q} \right) \left( (S\chi)^\beta_p - i(S\hat{\chi})^\beta_p \right)$$

$$= \frac{1}{2} \sum_{\alpha, \beta} \sum_{p, q > 0} (d^-_q S)_{\alpha \beta} \left( \chi^-_{\alpha q} \chi^-_{\beta p} + \hat{\chi}^-_{\alpha q} \hat{\chi}^-_{\beta p} \right)$$

$$- \frac{i}{2} \sum_{\alpha, \beta} \sum_{p, q > 0} (d^-_q S)_{\alpha \beta} \left( \hat{\chi}^-_{\alpha q} \hat{\chi}^-_{\beta p} - \chi^-_{\alpha q} \chi^-_{\beta p} \right).$$

(4.38)

The last line vanishes due to the antisymmetry (3.13) of $d$, stemming from the orthogonality condition (3.11), since the combination

$$\chi^-_{\alpha q} \hat{\chi}^-_{\beta p} - \hat{\chi}^-_{\alpha q} \chi^-_{\beta p} = \chi^-_{\alpha q} \hat{\chi}^-_{\beta p} + \chi^-_{\beta p} \hat{\chi}^-_{\alpha q}$$

(4.39)

is symmetric under the exchange $(q, \alpha) \leftrightarrow (p, \beta)$. By eq. (4.14), we are therefore left with

$$\hat{\psi} \cdot d \cdot \hat{\psi} = \frac{1}{2} (\chi \cdot dS \cdot \chi + \hat{\chi} \cdot dS \cdot \hat{\chi}).$$

(4.40)

A completely analogous relation holds for $a$, leading to

$$\bar{\psi} \cdot a \cdot \hat{\psi} = \frac{1}{2} (\chi \cdot Sa \cdot \chi + \hat{\chi} \cdot Sa \cdot \hat{\chi}).$$

(4.41)

We then have

$$\tau_W[J] = \langle a|d \rangle = |0|e^{-\frac{i}{2}(\chi \cdot Sa \cdot \chi + \hat{\chi} \cdot Sa \cdot \hat{\chi})}e^{-\frac{i}{2}(\chi \cdot dS \cdot \chi + \hat{\chi} \cdot dS \cdot \hat{\chi})}|0\rangle$$

$$= \langle a_0|d_0 \rangle \langle a_0|d_0 \rangle = (\langle a_0|d_0 \rangle)^2 = (\tau_O[J])^2,$$

(4.42)

where

$$\tau_O[J] := \langle a_0|d_0 \rangle = |0|e^{-\frac{i}{2}(\chi \cdot Sa \cdot \chi - \frac{1}{2}(\chi \cdot dS \cdot \chi)}|0\rangle$$

$$= \langle a_0|d_0 \rangle = |0|e^{-\frac{i}{2}(\chi \cdot Sa \cdot \hat{\chi} - \frac{1}{2}(\chi \cdot dS \cdot \hat{\chi})}|0\rangle.$$

(4.43)

The factorization of expectation values in the second line of (4.42) follows from the fact that $\{\chi^-_{\alpha p}\}$ and $\{\hat{\chi}^-_{\alpha p}\}$ are mutually anticommuting sets of fermionic operators, each leading to its own “restricted” Fock space. (See for example the factorization Lemma 2.2 in [17], and [34] for the analogue of this statement in the BKP hierarchy.)
The formulation in terms of free fermions leads to the following general form of the combinatorial expansion for this $\tau$-function:

**Theorem 4.3.** The $\tau$-function $\tau_O[J]$ has the following combinatorial expansion:

$$
\tau_O[J] = \sum_{\vec{\lambda} \in SP} \mathrm{Pf}(Sd_{\vec{\lambda}}) \mathrm{Pf}(dS_{\vec{\lambda}}),
$$

(4.44)

where $a_{\vec{\lambda}}, d_{\vec{\lambda}}$ are the $\#(\lambda) \times \#(\lambda)$ submatrices of $a, d$ labeled by the $N$-tuple of strict partition $\vec{\lambda}$.

**Proof.** Inserting an intermediate sum over a complete set of states in the fermionic expression (4.37) for $\tau_O[J]$ gives:

$$
\tau_O[J] = \sum_{\vec{\lambda} \in SP} \langle 0| e^{-\frac{1}{2} \chi \cdot S \cdot \chi} | \vec{\lambda} \rangle \langle \vec{\lambda} | e^{-\frac{1}{2} \chi \cdot dS \cdot \chi} | 0 \rangle.
$$

(4.45)

We now show that

$$
\langle \vec{\lambda} | e^{-\frac{1}{2} \chi \cdot dS \cdot \chi} | 0 \rangle = \langle 0| \prod_{\alpha=1}^{\#(\lambda)} \chi_{p_{\alpha,1}}^\alpha \sum_{n=0}^{\infty} \frac{1}{n!} \left( -\frac{1}{2} \chi \cdot dS \cdot \chi \right)^n | 0 \rangle = (-1)^{\frac{\#(\lambda)}{2}} \mathrm{Pf}(d_{\vec{\lambda}}),
$$

(4.46)

where $d_{\vec{\lambda}}$ (which is necessarily of even dimension) is the square submatrix identified by the strict $N$-tuple of partitions $\vec{\lambda}$. The Pfaffian factor comes from the Wick contractions of all the fermions, while the sign comes from the exponential. This can be computed from the Grassmann algebra valued (Berezinian) Gaussian integral

$$
\langle \vec{\lambda} | e^{-\frac{1}{2} \chi \cdot dS \cdot \chi} | 0 \rangle = \int \prod_{\alpha=1}^{N} \left[ d\chi_{p_{\alpha,n}}^\alpha \ldots d\chi_{p_{\alpha,1}}^\alpha \right] e^{-\frac{1}{2} \chi \cdot dS \cdot \chi} \left( \sum_{\alpha=1}^{N} \sum_{p,q>0} (d_{p_{\alpha,1}}^{\alpha} S_{\alpha\beta} \chi_{p_{\alpha,1}}^{\beta} - \chi_{p_{\alpha,1}}^{\alpha} (d_{q_{\beta,1}}^{\beta} S_{\alpha\beta} \chi_{q_{\beta,1}}^{\alpha} - \chi_{q_{\beta,1}}^{\beta})) k \right).
$$

(4.47)

In this sum, due to the rules of Berezinian integration, the only terms that are non-vanishing are those of order $\ell := \frac{\#(\lambda)}{2}$, where all the $\#(\lambda)$ fermions in the measure are saturated. Furthermore, each such term appears with the sign of the permutation $\pi$ that brings the fermionic insertions into the correct order. This means that

$$
\langle \vec{\lambda} | e^{-\frac{1}{2} \chi \cdot dS \cdot \chi} | 0 \rangle = \frac{(-1)^{\ell}}{2^\ell \ell!} \sum_{\pi \text{ perm. of } \vec{\lambda}} \mathrm{sgn}(\pi) \prod_{\alpha,\beta=1}^{N} \left( d_{p_{(\alpha,1)}}^{\alpha} S_{\pi(\alpha)\pi(\beta)} \pi(\alpha) \pi(\beta) \right) = (-1)^{\ell} \mathrm{Pf}(dS_{\vec{\lambda}}).
$$

(4.48)
Essentially the same computation shows that

$$(0|e^{-\frac{1}{2}\chi\cdot S\sigma\cdot \chi}|\chi) = (-1)^\ell \text{Pf}(S\sigma)\chi. \quad (4.49)$$

Combining the two, the terms of opposite sign cancel, and we have

$$\tau_O[J] = \sum_{\lambda\in(SP)^N} \text{Pf}(S\sigma)\chi \text{Pf}(dS)\chi. \quad (4.50)$$

We see that the Fredholm determinant Widom $\tau$-function $\tau_W[J]$ for orthogonal loop group elements is the square of a $\tau$-function $\tau_0[J]$, which admits an expansion in Pfaffian minors. It is natural to expect that $\tau_O[J]$ itself is the Pfaffian of a 2-form on the Hilbert space $\mathcal{H}_N$. This is most easily seen by giving an operatorial interpretation of the above fermionic construction, as follows. We can conjugate the kernel inside the Fredholm determinant to get:

$$\tau_W[J] = \det_{\mathcal{H}_N} \left( \begin{array}{cc} \mathbb{I}_+ & \mathbb{S} \\ d & \mathbb{I}_- \end{array} \right) = \det_{\mathcal{H}_N} \left( \begin{array}{cc} \mathbb{S} & 0 \\ 0 & \mathbb{I}_- \end{array} \right) \left( \begin{array}{cc} \mathbb{I}_+ & a \\ d & \mathbb{I}_- \end{array} \right) \left( \begin{array}{cc} \mathbb{S} & 0 \\ 0 & \mathbb{I}_- \end{array} \right) \quad (4.51)$$

where $\mathbb{I}_\pm := I|_{\mathcal{H}_N}\pm$, and $\mathbb{S}$ acts as a matrix $S$ on the $\mathbb{C}^N$ component of $\mathcal{H}_N = L^2(S^1) \otimes \mathbb{C}^N$ and as the identity operator on $L^2(S^1)$. To write $\tau_W[J]$ as the square of a Pfaffian, introduce the operator $\Omega : \mathcal{H}_N^\pm \to \mathcal{H}_N$ acting on the monomial basis as follows:

$$\Omega \left( z^{p-\frac{1}{2}} \right) = \begin{cases} -z^{p-\frac{1}{2}}, & p > 0, \\ z^{-p-\frac{1}{2}}, & p < 0. \end{cases} \quad (4.52)$$

Then

$$\tau_W[J] = \det_{\mathcal{H}_N} \left( \mathbb{I} + \begin{pmatrix} 0 & S\sigma \\ dS & 0 \end{pmatrix} \right) = \det_{\mathcal{H}_N} \left( \mathbb{I} + \begin{pmatrix} S\sigma \Omega_+ & 0 \\ 0 & dS\Omega_- \end{pmatrix} \right) \Omega^{-1}, \quad (4.53)$$

where $\Omega_\pm = \Omega|_{\mathcal{H}_N}$. Using a block operator version of the Fredholm Pfaffian definition from [29], we have

$$\det_{\mathcal{H}_N} \left( \mathbb{I} + \begin{pmatrix} S\sigma \Omega_+ & 0 \\ 0 & dS\Omega_- \end{pmatrix} \right) \Omega^{-1} = \text{Pf} \left( \Omega + \begin{pmatrix} S\sigma \Omega_+ & 0 \\ 0 & dS\Omega_- \end{pmatrix} \right)^2, \quad (4.54)$$

which gives the identification

$$\tau_O[J] = \pm \text{Pf} \left( \Omega + \begin{pmatrix} S\sigma \Omega_+ & 0 \\ 0 & dS\Omega_- \end{pmatrix} \right), \quad (4.55)$$
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the sign being chosen in such a way that the leading term in $\tau_O[J]$ is $+1$. In (4.55) we are, strictly speaking, making a slight abuse of notation: a Pfaffian is well-defined only for 2-forms, while $a, d, \Omega$ were introduced as endomorphisms of $H^N$, i.e. $(1, 1)$ tensors. We can however use the isomorphism (2.6) between $H^N$ and $H^N^*$ to view an endomorphism with antisymmetric Fourier coefficients as a 2-form. Under this identification,

$$\Omega \in H^N_+ \wedge H^N_+ \oplus H^N_- \wedge H^N_-,$$  
$$Sa\Omega_+ \in H^N_+ \wedge H^N_+, \quad dS\Omega_- \in H^N_- \wedge H^N_-.$$  

This also explains the geometric reason behind the appearance of the matrix $S$ multiplying our operators; to turn $a$ and $d$ into 2-forms, we have to “lower an index” with the quadratic form (2.14), while the factor $\Omega_\pm$ assures that the expression for $\tau_O[J]$, thought of as an operator, is still consistent with the $H^N_\pm$ splitting.$^1$

Figure 2 illustrates the $Sa$-Pfaffian minor corresponding to the case of the pairs of strict partitions $\vec{\lambda}_1 = ((1, 0), \emptyset)$ and $\vec{\lambda}_2 = ((0), (1))$.

(a) Pfaffian minor of the antisymmetric $2 \times 2$ block infinite matrix $Sa$ associated to the pair of strict partitions $\vec{\lambda}_1 = ((1, 0), \emptyset)$.

$$\text{Pf} (Sa)_{\vec{\lambda}_1} = \text{Pf} \begin{pmatrix} 0 & (Sa_{\frac{3}{2}})_{12} & (Sa_{\frac{1}{2}})_{11} & (Sa_{\frac{3}{2}})_{12} & \ldots \end{pmatrix}.$$  

(b) Pfaffian minor of the antisymmetric $2 \times 2$ block infinite matrix $Sa$, associated to the pair of strict partitions $\vec{\lambda}_2 = ((0), (1))$.

$$\text{Pf} (Sa)_{\vec{\lambda}_2} = \text{Pf} \begin{pmatrix} 0 & (Sa_{\frac{1}{2}})_{12} & (Sa_{\frac{1}{2}})_{11} & (Sa_{\frac{1}{2}})_{12} & \ldots \end{pmatrix}.$$  

Figure 2: $2 \times 2$ Pfaffian minors of the infinite antisymmetric block matrix $Sa$. The strict partitions label the rows and columns.

$^1\tau_O[J]$ can also be identified with the relative Pfaffian of the operators $Sa$ and $dS$, which was introduced in [20]. The definition of the relative Pfaffian is essentially the expansion (4.44).
5 Pfaffian $\tau$-function and the orthogonal Drinfeld-Sokolov hierarchy

We turn to a first application of the results of Section 4.2 and our general formalism. This will allow us to write the $\tau$-function for the Drinfeld-Sokolov hierarchy [9] as a Pfaffian, as well as providing an expansion in terms of Pfaffian minors labeled by $N$-tuples of strict partitions, where $N = 2\ell + 1$ for the $B^{(1)}_\ell$ case and $N = 2\ell$ for the $D^{(1)}_\ell$ case.

First recall some standard notation for affine Kac-Moody algebras. Let $\ell$ be the rank of the Lie algebra $\mathfrak{g} = \mathfrak{so}_N$, where either $N = 2\ell + 1$, for $B_\ell$, or $N = 2\ell$ for $D_\ell$, let $\mathfrak{h} \subset \mathfrak{so}_N$ be a Cartan subalgebra, and $\Pi := \{\alpha_1, \ldots, \alpha_\ell\}$ a set of simple roots. If $\Delta \subset \mathfrak{h}^*$ is the root system, we have the decomposition

$$\mathfrak{g} = \mathfrak{h} \bigoplus_{\alpha \in \Delta} \mathfrak{g}_\alpha. \tag{5.1}$$

For $\alpha \in \Delta$, let $h_\alpha \in \mathfrak{h}$ be defined by

$$B(h_\alpha, X) = \alpha(X), \quad \forall \; X \in \mathfrak{h}, \tag{5.2}$$

where $B$ is the Killing form, and

$$H_\alpha := \frac{2h_\alpha}{B(h_\alpha, h_\alpha)}. \tag{5.3}$$

Define the $\text{ad}^*$ and Weyl group invariant bilinear form $(\cdot | \cdot)$ on $\mathfrak{h}^*$ by

$$(\alpha | \beta) := \kappa B(H_\alpha, H_\beta), \quad \forall \; \alpha, \beta \in \Delta, \tag{5.4}$$

where $\kappa$ is determined by requiring

$$(\theta | \theta) = 2 \tag{5.5}$$

for the highest root $\theta$ with respect to $\Pi$. Let

$$E_i \in \mathfrak{g}_{\alpha_i}, \quad F_i \in \mathfrak{g}_{-\alpha_i}, \quad H_i := \frac{2H_{\alpha_i}}{(\alpha_i | \alpha_i)}, \tag{5.6}$$

be a set of Weyl generators of $\mathfrak{g}$, satisfying

$$[H_i, E_j] = A_{ij}E_j, \quad [H_i, F_j] = -A_{ij}F_j, \quad [E_i, F_j] = H_i\delta_{ij}, \quad i, j = 1, \ldots, \ell, \tag{5.7}$$

where $A_{ij}$ is the Cartan matrix. Define the Chevalley involution $S$ by

$$S(E_i) = -F_i, \quad S(F_i) = -E_i, \quad S(H_i) = -H_i, \quad i = 1, \ldots, \ell; \tag{5.8}$$

extended as an involutive automorphism of the algebra. Fix $E_{-\theta} \in \mathfrak{g}_{-\theta}$, $E_\theta \in \mathfrak{g}_\theta$ by the conditions

$$(E_\theta | E_{-\theta}) = 1, \quad S(E_{-\theta}) = -E_\theta. \tag{5.9}$$
and define

\[ E_0 := E_{-\theta}, \quad F_0 := E_{\theta}, \quad H_0 := [E_0, F_0]. \] (5.10)

A set of Weyl generators for the affine Kac-Moody algebra \( \mathfrak{g}^{(1)} \), obtained as a central extension of the loop algebra \( L\mathfrak{g} \) is\(^2\)

\[ e_i := z^{\delta_i,0} E_i, \quad f_i := z^{-\delta_i,0} F_i, \quad h_i := H_i. \] (5.11)

We use the matrix realization of \( L_{S\mathfrak{so}}(N) \) introduced in [9, 23, 7], which is recalled in Appendix B. In this representation, elements of the Lie algebra satisfy

\[ X' = -SXS = -S(X), \] (5.12)

where \( S \) is the matrix representation of the Chevalley involution, acting by conjugation, defined in eqs. (B.3) and (B.6.) We introduce the shift matrix

\[ \Lambda := \sum_{i=1}^{n} E_i + zE_{-\theta} \in L_+ \mathfrak{g}, \] (5.13)

satisfying

\[ \Lambda^{1+h} = z\Lambda, \] (5.14)

where

\[ h = \begin{cases} 2\ell = N - 1, & \text{for } B_{\ell}^{(1)}, \\ 2\ell - 2 = N - 2, & \text{for } D_{\ell}^{(1)} \end{cases} \] (5.15)

is the Coxeter number. The time evolution of the corresponding Drinfeld-Sokolov hierarchy is encoded in \( \Psi_+(z) \in L_{S+SO}(N) \), defined by: \(^3\)

\[ \Psi_+(z) := e^{Y(z, t_0)}, \quad Y(z, t_0) := \left\{ \sum_{k=1}^{\infty} t_{2k+1}^{2k+1} \Lambda^{2k+1} \right\}. \] (5.16)

where

\[ t_0 := (t_1, t_3, t_5, \ldots). \] (5.17)

The initial condition is encoded in an arbitrary negative element \( \Psi_- \in L_{S- SO}(N) \), which we write as

\[ \Psi_-(z) := e^{-X(z)}, \quad X(z) \in L_{S- \mathfrak{so}}(N). \] (5.18)

\(^2\)More generally, one could set \( h_i := H_i + \delta_{i,0}c \), where \( c \) is the central extension element. But since the central extension will play no part, we omit it, and just deal with the loop algebra \( L\mathfrak{g} \).

\(^3\)In general, the \( D_{\ell}^{(1)} \) case admits two sets of abelian flows, labeled by times \( t_{2k+1} \) and \( t'_{2k+1} \), as in [7]. For the sake of clarity of exposition, we restrict ourselves to the first only, and set \( t'_{2k+1} = 0 \).
In [5] it was shown that the Widom constant (3.6) is the square of the \( \tau \)-function of the Drinfeld-Sokolov hierarchy with time evolution defined by (5.16) and initial condition specified by (5.18), namely:

\[
\tau_W[J] = \tau_{DS}^2.
\] (5.19)

Equation (5.19) is already a strong indication that \( \tau_{DS} \) should be a Pfaffian, since it is the square root of the Widom constant \( \tau_W \)-function. In fact, this is a special instance of Theorem (4.2), following from (5.12), which means that both \( \Psi_+ \), \( \Psi_- \) satisfy our orthogonal loop group condition (3.11):

**Proposition 5.1.** The \( \tau \)-function of the Drinfeld-Sokolov hierarchy of type \( D_\ell^{(1)} \) or \( B_\ell^{(1)} \) is the Pfaffian expression (4.37), where \( S \) is the Chevalley involution of the appropriate loop algebra, where \( \Psi_+ (z) \) entering in \( a(z, w) \) is given by (5.16), and \( \Psi_- (z) \) by (5.18) where \( X_- \) is an arbitrary element of \( L_S \mathfrak{so}(N) \).

It follows from Proposition (5.1) that we have combinatorial expansions of the \( \tau \)-functions as in (4.44), which we write here for convenience:

\[
\tau_{DS} = \sum_{\lambda \in SP} \text{Pf}(a_{\lambda})\text{Pf}(d_{\lambda}).
\] (5.20)

The term term \( \text{Pf}(d_{\lambda}) \) in this context gives the Cartan coordinate\(^4\) of the point in the (isotropic) Grassmannian for \( L_S \mathfrak{so}(N) \) corresponding to the given initial condition and to the \( N \)-tuple of strict partitions \( \lambda \), while the term \( \text{Pf}(a_{\lambda}) \) specifies the time dependence.

**Remark 5.1.** Previous expressions [6, 4, 7] for Drinfeld-Sokolov \( \tau \)-functions were obtained by expanding the Widom \( \tau \)-function in minor determinants labeled by all types of partitions and then taking a square root. The expansion in terms of Pfaffians is more intrinsic, since everything is formulated directly on the isotropic Grassmannian defined by the fermions (4.24). Furthermore, it is more efficient, since the set of strict partitions is only a small subset of the full set of partitions.

### 6 Examples of polynomial Drinfeld-Sokolov \( \tau \)-functions

The simplest type of Drinfeld-Sokolov \( \tau \)-functions are polynomials, for which the initial condition matrix is \( \Psi_- (z) = e^{X(z)} \) where \( X(z) \) is nilpotent, so the expression for \( \Psi_- \) truncates at finite order and \( a, d \) are effectively finite block matrices. We compute here some examples of such polynomial \( \tau \)-functions\(^5\)

\(^4\)See [19], Appendix E, or [1, 17, 18] for the definition of Cartan coordinates in the context of the BKP hierarchy. In our context, by “Cartan coordinate”, we simply mean the Pfaffian expression \( \text{Pf}(d_{\lambda}) \), specifying the initial condition in the isotropic Grassmannian.

\(^5\)See [25, 22, 24, 33] for a thorough account of polynomial \( \tau \)-functions of KP, BKP, DKP, mKP and multicomponent KP type.
6.1 \( B_1^{(1)} \) polynomial \( \tau \)-function

A first example of a polynomial Drinfeld-Sokolov \( \tau \)-function in the case \( B_1^{(1)} = L_3 \text{SO}(3) \), is obtained by choosing the following upper or lower triangular initial condition data:

\[
X_1(z) = \frac{1}{z} \begin{pmatrix} 0 & 0 & 0 \\ a & 0 & 0 \\ 0 & a & 0 \end{pmatrix}, \quad X_2(z) = \frac{1}{z} \begin{pmatrix} 0 & b & 0 \\ 0 & 0 & b \\ 0 & 0 & 0 \end{pmatrix}.
\] (6.1)

We restrict to the first three times \( t_1, t_3, t_5 \), and take \( \Psi^+(z) \) in (5.16) to be \( e^{Y(z,t_0)} \), where

\[
Y(z,t_0) := t_1 \Lambda + t_3 \Lambda^3 + t_5 \Lambda^5
= \begin{pmatrix} 0 \\ z (z t_5 + t_3) + t_1 \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ \frac{1}{2} z [z (z t_5 + t_3) + t_1] \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ \frac{1}{2} z [z (z t_5 + t_3) + t_1] \\ 0 \end{pmatrix},
\] (6.2)

so the factorized group element is

\[
J_a(z) := e^{-X_a(z)} e^{Y(z,t_0)}, \quad a = 1, 2.
\] (6.3)

The Cartan coordinates (the coefficients in the \( Q \)-Schur function expansion) and time polynomials for the initial condition matrix \( \Psi_{+}(z) = e^{X_1(z)} \) are then

\[
\begin{array}{c|c|c}
\text{Pf}(d_\tilde{\lambda}) & \text{Pf}(a_\tilde{\lambda}) & \tilde{\lambda} \\
\hline
-a & \frac{t_1}{2} = \frac{1}{2} Q_{(1,0)}(t_0) & (\emptyset, (0), (0)) \\
-a^2 \frac{t_1}{2} & -\frac{t_1^2}{8} = -\frac{1}{4} Q_{(2,0)}(t_0) & (\emptyset, \emptyset, (1, 0))
\end{array}
\] (6.4)

and the resulting \( \tau \)-function is

\[
\tau_O[J_1] = \left(1 - a \frac{t_1}{4}\right)^2.
\] (6.5)

The Cartan coordinates and time polynomials for the initial condition matrix \( e^{X_2(z)} \) are

\[
\begin{array}{c|c|c|c}
\text{Pf}(d_\tilde{\lambda}) & \text{Pf}(a_\tilde{\lambda}) & \tilde{\lambda} \\
\hline
b & \frac{t_1^3}{12} - t_3 = \frac{1}{2} Q_{(2,0)}(t_0) & (0, 0, \emptyset) \\
-b^2 \frac{t_1}{2} & -\frac{1}{288} (t_1^3 - 12 t_3)^2 = -\frac{1}{4} Q_{(4,2)}(t_0) & (1, 0, \emptyset, \emptyset)
\end{array}
\] (6.6)

and the corresponding \( \tau \)-function is

\[
\tau_O[J_2] = \left(\frac{a}{24} \left(t_1^3 - 12 t_3\right) + 1\right)^2.
\] (6.7)
Remark 6.1. Here the $Q_x$’s are $Q$-Schur functions, labelled by strict partitions \([27, 19]\). In these examples, and others to follow, the strict partition $\lambda = \{\lambda_j\}$ labelling the $Q$-Schur function is obtained from the $N$-tuple of strict partitions $\bar{\lambda} = (\lambda^{(1)}, \ldots, \lambda^{(N)})$ through the following (empirical) rule:

$$\{\lambda_i\} = \{N - \alpha + \lambda_j^{(\alpha)}(N - 1)\}_{j=1,\ldots,n^{\alpha}}, \quad (6.8)$$

properly ordered. This is not an isomorphism, however, since the same combined strict partition can be obtained from more than one $N$-tuple of strict partitions. Moreover, there are, in principle, $N$-tuples of strict partitions that could lead to a combined partition that is non-strict. It seems, however, that those Pfaffian minors in which this occurs always vanish.

Remark 6.2. Comparing with \([5]\), eq. (4.1), the Pfaffian $\tau$-functions for the $SO(3)$ case are themselves seen to be squares of the corresponding $A_{1}^{(1)}$ Drinfeld-Sokolov polynomial $\tau$-functions with rescaled times. An explanation of this is given in Theorem 7.2.

6.2 $B_{2}^{(1)}$ polynomial $\tau$-function

We now give a much less trivial example of polynomial $\tau$-function. Specify the initial condition to be $\Psi_{-}(z) = e^{X_3(z)}$, where

$$X_3(z) := \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ \frac{a_2}{z} & 0 & 0 & 0 & 0 \\ \frac{a_3}{z} & \frac{a_2}{z} & 0 & 0 & 0 \\ \frac{a_4}{z} & \frac{a_3}{z} & \frac{a_2}{z} & 0 & 0 \\ 0 & \frac{a_4}{z} & -\frac{a_3}{z} & \frac{a_2}{z} & 0 \end{pmatrix}, \quad (6.9)$$

and the time evolution factor to be $\Psi_{+}(z) = e^{Y_3(z, t_0)}$, where

$$Y_3(z, t_0) := t_1 \Lambda + t_3 \Lambda^3 + t_5 \Lambda^5$$

$$= \begin{pmatrix} 0 & -\frac{1}{2} zt_3 & 0 & 0 & 0 \\ -(zt_5 + t_1) & 0 & -zt_3 & 0 & 0 \\ 0 & -(zt_5 + t_1) & 0 & -zt_3 & 0 \\ -t_3 & 0 & -(zt_5 + t_1) & 0 & 0 \\ 0 & -t_3 & 0 & -(zt_5 + t_1) & 0 \end{pmatrix},$$

so

$$J_3(z) := e^{-X_3(z)} e^{Y_3(z, t_0)}. \quad (6.10)$$

In this case, there are many more nonzero Cartan coordinates. For readability, we tabulate them, and the corresponding time dependant polynomial, only up to weights $|\lambda^{(\alpha)}| = 4$, in Appendix A.
The expressions for coloured strict partitions of higher order become very long, so we do not write them down explicitly. Remarkably, all the time polynomials are again multiples of $Q$-Schur polynomials, which are tabulated, together with their coefficients, in Appendices A.2 and A.1 for 5-tuples $\bar{\lambda}$ of strict partitions of lengths $\ell(\lambda^\alpha) \leq 4$. The $\tau$-function is a polynomial of degree 30, which is too long to write in detail for the general case. However, setting e.g. $a_2 = 0$ considerably simplifies the expression, which becomes

$$
\tau_0[J_3] = 1 + \frac{a_4 t_1}{2} + \frac{1}{4}a_3 t_1^2 - \frac{1}{12}a_5 t_1^3 - \frac{1}{192}a_3^2 t_1^4 + \frac{1}{192}a_3 a_5 t_1^5 - \frac{1}{720}a_5^2 t_1^6 \\
+ a_5 t_3 - \frac{1}{8}a_3 a_5 t_3 t_1 + \frac{1}{8}a_3 a_5 t_3 t_1^2 - \frac{1}{24}a_5^2 t_3 t_1^3 + \frac{1}{4}a_5^2 t_3^2 + \frac{1}{4}a_5 t_3 t_1.
$$

(6.12)

### 6.3 $D_4^{(1)}$ polynomial $\tau$-function

We conclude our list of examples with a simple polynomial $\tau$-function for the $D_4^{(1)}$ series, choosing the case of $SO(8)$. Since the size of the matrices starts to be quite large, we consider here the simplest lower triangular initial condition, and as before we consider time evolution with respect to $t_1, t_3, t_5$: choosing

$$
X_4(z) = \frac{1}{z} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
a & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & a & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad Y_4(z, t_o) = z \begin{pmatrix}
0 & \frac{t_o}{2} & 0 & \frac{t_3}{4} & \frac{t_1}{2} & 0 & \frac{t_1}{2} & 0 \\
t_1 & 0 & t_5 & 0 & 0 & t_3 & 0 & \frac{t_1}{2} \\
0 & t_1 & 0 & \frac{t_3}{2} & t_5 & 0 & t_3 & 0 \\
t_3 & 0 & t_1 & 0 & 0 & t_5 & 0 & \frac{t_3}{2} \\
\frac{t_3}{2} & 0 & \frac{t_1}{2} & 0 & 0 & \frac{t_3}{2} & 0 & \frac{t_3}{2} \\
0 & t_3 & 0 & \frac{t_1}{2} & t_1 & 0 & t_5 & 0 \\
t_5 & 0 & t_3 & 0 & 0 & t_1 & 0 & \frac{t_3}{2} \\
0 & t_5 & 0 & \frac{t_3}{2} & t_3 & 0 & t_1 & 0
\end{pmatrix}.
$$

(6.13)

with

$$
J_4(z) := e^{-X_4(z)} e^{Y_4(z, t_o)}
$$

(6.14)

The only nontrivial Cartan coordinate is

$$
Pf \left( d_{((0),(0),(0),(0),(0),(1),(1))} \right) = -a,
$$

(6.15)

so we only need

$$
Pf \left( a_{((0),(0),(0),(0),(0),(1),(1))} \right) = \frac{t_1}{2} = \frac{1}{2} Q_{(1,0)}(t_o),
$$

(6.16)

giving

$$
\tau_o[J_4] = 1 - a \frac{t_1}{2}.
$$

(6.17)
7 SO(N) linear systems and their isomonodromic deformations

Another important class of problems for which the $\tau$-function has been identified with a Widom constant (3.6) are the isomonodromic deformations of $SL(N)$ linear systems of ODEs on the Riemann sphere with punctures [4]. In the following, we show how the RH problem may be defined, in the case of four simple poles, and how the general solution for the $SO(3)$ case may be deduced from the corresponding results derived in [4] for the $SL(2)$ case, corresponding to Painlevé’s sixth transcendant $P_{VI}$.

7.1 4-point $g$-valued linear system and the Widom $\tau$-function

We illustrate first how to generalize the known construction for $SL(N)$ to the case of an arbitrary matrix representation $\rho$ of a Lie algebra $g$ corresponding to a semisimple Lie group $G$, by considering the explicit example of a Fuchsian system with four singular points $0, t, 1, \infty$:

$$\partial_z \Phi(z) = \Phi(z) A(z), \quad A(z) = \frac{A_0}{z} + \frac{A_t}{z-t} + \frac{A_1}{z-1},$$

(7.1)

where $A_0, A_t, A_1$ are $N \times N$ matrices in the representation $\rho$. The case of a more general linear systems on the sphere with rational coefficients can be studied by similar means following the construction of [4], Section 3.

In the generic case, the matrices $A_0, A_t, A_1$ can be written as

$$A_k = G_k \Theta_k G_k^{-1}, \quad k = 0, t, 1,$$

(7.2)

where $G_k \in G$ and $\Theta_k \in \mathfrak{h}$, the Cartan subalgebra of $g$. The local solution of this linear system around the singular points will be

$$\Phi^{(k)}(z) = \begin{cases} (z_k - z)^{\Theta_k} G^{(k)}(z), & k = 0, t, 1, \\ (-z)^{-\Theta_\infty} G^{(\infty)}(z), & \end{cases}$$

(7.3)

where $G^{(k)}(z) \in LG$ are holomorphic matrix functions in a neighborhood of the singular point, such that $G^{(k)}(z_k) = G_k$. Around the singular points of the equation, $\Phi(z)$ will have monodromies

$$M_k = G_k e^{2\pi i \Theta_k} G_k^{-1}, \quad k = 0, t, 1, \quad M_0 M_t M_1 M_\infty = I_n.$$

(7.4)

Now define $\mathcal{S}$ through

$$e^{2\pi i \mathcal{S}} := M_0 M_t,$$

(7.5)

which generically can be assumed to lie in the Cartan subalgebra of the Lie algebra (if needed, by applying a constant gauge transformation to the linear system (7.1)). $\mathcal{S}$
in (7.5) is defined only up to shifts in the root lattice $Q(g)$. Let $D_a$, $a = 0, 1, t$ be small discs surrounding the points $0, 1, t$, and assume for convenience that $0 < |t| < 1$. Consider the contour $\Gamma$ shown in Figure 3a. It divides the Riemann sphere with the points $0, t, 1, \infty$ removed into two regions, which we call $\mathcal{T}_\pm$, corresponding geometrically to a decomposition of the four-punctured sphere into two pairs of pants which we identify with the regions $\mathcal{T}_\pm$, as in Figure 3b. The circle $C$ of radius $R$, centered at the origin, along which the pants are glued is identified as the red circle of Figure 3, with $|t| < R < 1$.

(a) The black solid lines constitute the RHP contour $\Gamma$, dividing the complex plane in two regions $\mathcal{T}_\pm$.

(b) Pants decomposition of four-punctured sphere corresponding to the contour $\Gamma$. The two pants are glued along the circle $C$.

Figure 3

To a fundamental matrix solution of (7.1) we can associate a piecewise defined function

$$
\Psi(z) := \begin{cases} 
G^{(a)}(z), & z \in D_a, \quad a = 0, 1, t, \\
\Phi(z), & z \in \mathcal{T}_- \cup \mathcal{T}_+, \quad z \notin \Gamma, \\
(-z)^{\alpha} \Phi(z), & z \notin \Gamma.
\end{cases} \tag{7.6}
$$

This function solves a dual RHP (i.e. with appropriate jumps factorized as in (3.4)) on $\Gamma$, which we do not specify since they will not be needed in the following (see [14, 4] for further details).

To apply the Widom constant formalism, we need to reduce this dual Riemann-Hilbert problem to a direct Riemann-Hilbert problem on a circle with factorization as in (3.3), written in terms of known functions $\Psi_\pm$. To do this, consider the solutions $\Phi_\pm$ of two
auxiliary 3-point Fuchsian linear systems on the two trinions (i.e. *pairs of pants*, obtained by replacing the three punctures at the poles by oval boundaries).

\[
\partial_z \Phi_-(z) = \Phi_-(z)A_-(z) \quad A_-(z) = \frac{A_{0,-}}{z} + \frac{A_{t,-}}{z-t},
\]
\[
\partial_z \Phi_+(z) = \Phi_+(z)A_+(z) \quad A_+(z) = \frac{A_{0,+}}{z} + \frac{A_{1,+}}{z-1},
\] (7.7)

where \( A_{k,\pm} \sim \Theta_k \) are \( N \times N \) matrices in the representation \( \rho \) of \( g \), normalized as

\[
\Phi_+(z) \simeq (-z)^{S}, \quad z \to 0,
\]
\[
\Phi_-(z) \simeq (-z)^{S}, \quad z \to \infty.
\] (7.8)

By restricting the dual RHP to the pants \( T_\pm \) in Figure 3 we obtain two solutions \( \Psi_\pm \) of two three-point problems, which on the circle \( C \) are related to \( \Phi_\pm \) by

\[
\Psi_\pm(z) = (-z)^{S_\pm} \Phi_\pm(z), \quad z \in C.
\] (7.9)

Since \( \Psi_\pm \) have the same jumps as \( \Psi \) inside the trinions \( T_\pm \) respectively, the function

\[
\Psi(z) := \begin{cases} 
\Psi_+(z)^{-1}\Psi(z) := \Psi_-(z), & \text{outside } C, \\
\Psi_-(z)^{-1}\Psi(z) := \Psi_+(z), & \text{inside } C
\end{cases}
\] (7.10)

is single-valued everywhere apart from the circle \( C \), where it has a jump admitting the two factorizations\(^6\)

\[
J(z) = \Psi_+(z)\Psi_-(z)^{-1} = \Psi_-(z)^{-1}\Psi_+(z).
\] (7.11)

In [4] it was shown that the Widom \( \tau \)-function (3.6), with kernel written in terms of the functions \( \Psi_\pm \) defined above, is related to the JMU \( \tau \)-function for the linear system (7.1), defined by

\[
\partial_t \log \tau^{\text{SL}(N)}_{\text{JMU}}(t) = \frac{1}{2} \res_{z=t} \tr A(z)^2 = \frac{\tr A_0 A_t}{t} + \frac{A_t A_1}{t-1},
\] (7.12)

in the following way:

\[
\tau^{\text{SL}(N)}_{\text{JMU}}(t) = \text{const.} \, t^{\frac{1}{2}} \tau_2 \tau^2 \tau_1 \tau^1 \tau W(t).
\] (7.13)

Although the proof in [4], based on comparing the logarithmic \( t \)-derivative of \( \tau_W \) to (7.12), was given only for the \( \text{SL}(N) \) case, it applies to this more general context without any modification, if the RHP is formulated analogously to the above. For an arbitrary classical Lie group \( G \), the definition of the JMU \( \tau \)-function can be expressed as

\[
\partial_t \log \tau^G_{\text{JMU}} = \frac{\kappa}{2} \res_{z=t} \tr (A(z)^2),
\] (7.14)

\(^{6}\text{Note that in the previous sections we dealt with Riemann-Hilbert problems on the unit circle, while here the circle has radius } R. \text{ Everything is easily generalized to this case by reinserting the radius } R \text{ in the expressions where needed. All our quantities depend only on the splitting of the space } L^2(S) \text{ into the subspace } H^+_N \text{ of functions admitting analytic continuation inside the circle and those } H^-_N \text{ admitting analytic continuation outside.}\)
where $\kappa = 1$ for $\text{SL}(N)$ and $\text{Sp}(N)$ and $\kappa = \frac{1}{2}$ for $\text{SO}(N)$. Specializing to $\text{SO}(N)$, we have

$$
\partial_t \log \tau_{\text{JMU}}^{\text{SO}(N)} = \frac{1}{4} \text{res}_{z=t} \text{tr} A(z)^2 = \frac{\text{tr} A_0 A_t}{2t} + \frac{A_t A_1}{2(t-1)} = \frac{1}{2} \partial_t \log \left( t^2 \mathcal{M}(e^{2\theta} - e^{2\theta}) \tau_W(t) \right)
$$

$$
= \partial_t \log \left( t^2 \mathcal{M}(e^{2\theta} - e^{2\theta}) \tau_O(J)(t) \right),
$$

(7.15)

and

$$
\tau_{\text{JMU}}^{\text{SO}(N)} = \text{const} \cdot t^2 \mathcal{M}(e^{2\theta} - e^{2\theta}) \tau_O(J).
$$

(7.16)

This may be generalized to an arbitrary number of Fuchsian singularities, or to irregular singularities of higher Poincaré rank at 0 and $\infty$, following the $\text{SL}(N)$ construction of [4].

### 7.2 The $\text{SO}(3)$ isomonodromic $\tau$-function

In the case of an $\text{SL}(2, \mathbb{C})$ linear system, it is well-known that the solution to the 3-point problem can be written explicitly in terms of hypergeometric functions $2F_1$. We recall the expressions for the solution of the corresponding $\text{SL}(2)$ RHP, which we denote by $\Psi^{(2)}$, from [14]:

$$
\Psi^{(2)}_+(z) = \begin{pmatrix}
\Psi^{(2)}_+(z) & \Psi^{(2)}_-(z) \\
K^{+}(z) & K^{-}(z)
\end{pmatrix} = \begin{pmatrix}
1F_2\left[^{\theta_1 + \theta_\infty + \sigma, \theta_1 - \theta_\infty + \sigma; \frac{\tau}{2}}_{\mathcal{M}^{2\theta}}; z \right] & \frac{-\mathcal{M}^{2\theta}}{\mathcal{M}^{2(1+2\theta)}} 1F_2\left[^{1 + \theta_1 + \theta_\infty + \sigma, 1 + \theta_1 - \theta_\infty + \sigma; \mathcal{M}^{2+2\theta}}; \frac{\tau}{2}\right] \\
-\mathcal{M}^{-2(1-2\theta)} 1F_2\left[^{1 + \theta_1 + \theta_\infty - \sigma, 1 + \theta_1 - \theta_\infty - \sigma; \frac{\tau}{2}}_{\mathcal{M}^{2-2\theta}}; z \right] & 1F_2\left[^{\theta_1 + \theta_\infty - \sigma, \theta_1 - \theta_\infty - \sigma; \frac{\tau}{2}}_{\mathcal{M}^{2\theta}}; \frac{\tau}{2}\right]
\end{pmatrix}
$$

(7.17)

$$
\Psi^{(2)}_-(z) = \begin{pmatrix}
\Psi^{(2)}_+(z) & \Psi^{(2)}_-(z) \\
K^{+}(z) & K^{-}(z)
\end{pmatrix} = \begin{pmatrix}
1F_2\left[^{\theta_1 + \theta_\infty - \sigma, \theta_1 - \theta_\infty - \sigma; \frac{\tau}{2}}_{\mathcal{M}^{2\theta}}; z \right] & -\mathcal{M}^{2\theta} e^{-i\theta} 1F_2\left[^{1 + \theta_1 + \theta_\infty + \sigma, 1 + \theta_1 - \theta_\infty + \sigma; \frac{\tau}{2}}_{\mathcal{M}^{2+2\theta}}; \frac{\tau}{2}\right] \\
\mathcal{M}^{-2(1-2\theta)} e^{i\theta} 1F_2\left[^{1 + \theta_1 + \theta_\infty + \sigma, 1 + \theta_1 - \theta_\infty + \sigma; \frac{\tau}{2}}_{\mathcal{M}^{2(1-2\theta)}}; \frac{\tau}{2}\right] & 1F_2\left[^{\theta_1 + \theta_\infty + \sigma, \theta_1 - \theta_\infty + \sigma; \frac{\tau}{2}}_{\mathcal{M}^{2\theta}}; \frac{\tau}{2}\right]
\end{pmatrix}
$$

(7.18)

While the $\text{SO}(3)$ 3-point linear system might at first seem harder to solve, we can still express its solution in terms of hypergeometric functions, simply by changing the representation.

**Proposition 7.1.** Let $\Phi^{(2)}(z)$ be the solution to the $2 \times 2$ linear system

$$
\partial_z \Phi^{(2)}(z) = \Phi^{(2)}(z) A^{(2)}(z), \quad A(z) = \sum_{\alpha=1}^{3} A^\alpha(z) \sigma_\alpha,
$$

(7.19)
where $A^a(z)$ are rational functions and $\{\sigma_\alpha\}_{\alpha=1,2,3}$ are the Pauli matrices. The $3 \times 3$ matrix $\Phi(z)$ with components

$$\Phi_{\alpha\beta}(z) = \frac{1}{2} \text{tr} \left( \sigma_i \Phi^{(2)}(z) \sigma_j \Phi^{(2)}(z)^{-1} \right), \quad \alpha, \beta = 1, \ldots, 3$$

satisfies $\Phi(z)\Phi(z)^t = I_3$ and solves the $3 \times 3$ linear system with rational coefficients

$$\partial_z \Phi(z) = \Phi(z) A^{(3)}(z), \quad A^{(3)}(z) = -2i \sum_{\alpha=1}^3 A^\alpha(z) J_\alpha,$$  

where $\{J_\alpha\}_{\alpha=1}^3$ are the $SO(3)$ generators

$$(J_\alpha)_{\beta\gamma} = \epsilon_{\alpha\beta\gamma}.$$  

Proof. This follows from the isomorphism between representations of SL(2) and $SO(3)$ which can be verified directly using the Euler angle representation

$$\Phi^{(2)}(z) = e^{\varphi_1(z)} \sigma_3 e^{\varphi_2(z)} \sigma_2 e^{\varphi_3(z)} \sigma_3,$$  

which allows us to verify (7.21) by explicit computation. \hfill \Box

Proposition 7.1 gives a way to compute the $\tau$-function for the $SO(3)$ 4-point isomonodromic problem; just transform the SL(2) solutions $\Psi^{(2)}_\pm$ into $SO(3)$ solutions $\Psi^{(3)}_\pm$ using (7.1), which can be used to define the Pfaffian $\tau$-function (4.55) through the operators $a, d$ defined in eqs. (3.8). The resulting $3 \times 3$ kernels will have explicit expressions in terms of bilinear combinations of hypergeometric functions. Proposition 7.1 allows us to write an explicit Pfaffian $\tau$-function whenever the corresponding SL(2) kernel entering in the Widom $\tau$-function is known. This includes the case of Painlevé VI or III equations, as well as the SL(2) Schlesinger system [14, 15, 4].

In fact, there is an even more direct relation between the $SO(3)$ $\tau$-function and the SL(2) $\tau$-function:

**Theorem 7.2.** Let $\tau_W[J^{(2)}]$ be the Widom $\tau$-function (3.6), associated to a Riemann-Hilbert problem on a circle with jump $J^{(2)}(z)$, admitting direct and dual factorizations

$$J^{(2)}(z) = \Psi^{(2)}_\pm(z)^{-1} \Psi^{(2)}_\pm(z) = \bar{\Psi}^{(2)}_\mp(z) \bar{\Psi}^{(2)}_\mp(z)^{-1} \in LSL(2),$$  

and let $\tau_O[J^{(3)}]$ be the $SO(3)$ $\tau$-function (4.37), associated to a RHP whose solution is obtained from (7.24) through the map (7.20). Then

$$\tau_O[J^{(3)}] = \left( \tau_W[J^{(2)}] \right)^2.$$  
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Proof. If ξ is any parameter (which can be an isospectral or isomonodromic time, or a monodromy coordinate) that \( J^{(2)} \) depends upon, the Widom \( \tau \)-function satisfies (see Theorem 2.3 in [4]):

\[
\partial_\xi \log \tau_W[J^{(2)}] = \frac{1}{2\pi i} \oint_{S^1} \text{tr} \left\{ J^{(2)}(z)^{-1} \partial_\xi J^{(2)}(z) \left[ \partial_z \bar{\Psi}^{(2)}_-(z) \bar{\Psi}^{(2)}_+(z)^{-1} + \Psi^{(2)}_+(z)^{-1} \partial_z \Psi^{(2)}_+(z) \right] \right\} dz.
\]

(7.26)

On the other hand, the \( \tau \)-function \( \tau_O[J_3] \) will satisfy

\[
\partial_\xi \log \tau_O[J^{(3)}] = \frac{1}{4\pi i} \oint_{S^1} \text{tr} \left\{ J^{(3)}(z)^{-1} \partial_\xi J^{(3)}(z) \left[ \partial_z \bar{\Psi}^{(3)}_-(z) \bar{\Psi}^{(3)}_+(z)^{-1} + \Psi^{(3)}_+(z)^{-1} \partial_z \Psi^{(3)}_+(z) \right] \right\} dz.
\]

(7.27)

The theorem follows from the relation

\[
\text{tr} \left\{ J^{(3)}(z)^{-1} \partial_\xi J^{(3)}(z) \left[ \partial_z \bar{\Psi}^{(3)}_-(z) \bar{\Psi}^{(3)}_+(z)^{-1} + \Psi^{(3)}_+(z)^{-1} \partial_z \Psi^{(3)}_+(z) \right] \right\} = 4 \text{tr} \left\{ J^{(2)}(z)^{-1} \partial_\xi J^{(2)}(z) \left[ \partial_z \bar{\Psi}^{(2)}_-(z) \bar{\Psi}^{(2)}_+(z)^{-1} + \Psi^{(2)}_+(z)^{-1} \partial_z \Psi^{(2)}_+(z) \right] \right\},
\]

(7.28)

which implies that for any arbitrary parameter \( \xi \) on which the \( \tau \)-function depends, we have

\[
\partial_\xi \log \tau_O[J^{(3)}] = 2 \partial_\xi \log \tau_W[J^{(2)}].
\]

(7.29)

As an application of this theorem, using equations (7.12), (7.16), we obtain the isomonodromic \( \tau \)-function for the 4-point Fuchsian system on the sphere as the square of the Painlevé VI \( \tau \)-function. This also explains the remark made at the end of Section 6.1, that the Drinfeld-Sokolov polynomial \( \tau \)-functions of \( B_1^{(1)} \) are squares of the corresponding \( \tau \)-functions of \( A_1^{(1)} \).

8 Summary and future directions

We have shown that Widom \( \tau \)-functions derived from Riemann-Hilbert problems in orthogonal loop groups have Pfaffian rather than determinantal expressions, and provided an explicit formula (4.44) for their combinatorial expansion. Using the same methods one could study other types of Drinfeld-Sokolov \( \tau \)-functions, such as topological \( \tau \)-functions of Kontsevich-Witten type in the orthogonal case [11, 26]. It remains to find a deeper explanation for the appearance of \( Q \)-Schur functions in the expansions, which suggests a relation to the BKP hierarchy [21, 19] through a suitable reduction procedure.

Computing the combinatorial expansion of \( SO(N) \) isomonodromic \( \tau \)-function should yield an orthogonal variant of the “Kiev formula” [14, 13, 8], expressing isomonodromic \( \tau \)-functions for \( SL(N) \) linear systems in terms of conformal blocks of a \( W(\mathfrak{sl}_N) \) algebra. The
natural analogue would be conformal blocks of $W(\mathfrak{so}_N)$ algebras, for which no expression is available in the case of generic monodromies (see, however, [2] for $\mathfrak{so}_N$ quasi-permutation monodromies, and [3] for nonautonomous Toda chains).

Another interesting variant would be the case of Riemann-Hilbert problems taking values in *twisted* loop groups, using multicomponent *neutral* fermions. Problems of this type appear in the study of Frobenius manifolds and topological quantum field theories [10, 12].
A Appendix. A polynomial $\tau$-function of $B_2^{(1)}$ type

Recall equation (4.28) in the main text, representing the map between decreasing sequences of positive half-integers $\{p_{\alpha,i}\}_{i=1}^{n_{\alpha}}$ and strict partitions

$$\chi^{(\alpha)} = \left( p_{\alpha,1} - \frac{1}{2}, \ldots, p_{\alpha,n_{\alpha}} - \frac{1}{2} \right).$$

(A.1)

In the tables below we group the coefficients in the Pfaffian minor expansions by the total weight of the $N$-tuple of (positive) strict partitions obtained by adding 1 to each part:

$$|\vec{\lambda}| := \sum_{\alpha=1}^{N} \sum_{i=1}^{n_{\alpha}} (p_{\alpha,i} + \frac{1}{2}),$$

(A.2)

counting the overall power of $z$ (resp. $z^{-1}$) in the Fourier expansion of $a$ (respectively $d$) that contribute to the Pfaffian minor. For example

$$\text{Pf} \begin{pmatrix} 0 & (S^{\frac{1}{2}}_{a})_{12}^{\frac{1}{2}} \\ (S^{\frac{1}{2}}_{a})_{12}^{\frac{1}{2}} & 0 \end{pmatrix}$$

(A.3)

has weight $|\vec{\lambda}| = 2$, since it contains two Fourier coefficients of $a$ of weight 0 that multiply $z^0w^0$, while

$$\text{Pf} \begin{pmatrix} 0 & (S^{\frac{3}{2}}_{a})_{12}^{\frac{3}{2}} \\ (S^{\frac{3}{2}}_{a})_{12}^{\frac{3}{2}} & 0 \end{pmatrix}$$

(A.4)

has weight $|\vec{\lambda}| = 4$, since it contains two Fourier coefficients of $a$ of weight 2, that multiply $zw$. 
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A.1 The Pfaffian d coefficients

| Pf(d_λ) | λ, |λ| = 2 |
|---------|-----|-------|
| −a_2 | (0, (0), 0, 0, 0) |
| a_5 | (0, 0, (0), (0), 0) |
| −a_3 | (0, 0, (0), (0), 0) |
| −a_4 | (0, 0, 0, (0), 0) |
| 1/2 (a_3^2 - 2a_2a_4) | (0, 0, 0, (1, 0), 0) |
| −a_2a_5 | (0, 0, 0, (1), 0) |
| 1/2a_2a_5 | (0, 0, 0, (0), 1) |
| −1/2a_3a_5 | (0, 0, 0, (1), 0) |
| 1/2a_3a_5 | (0, 0, (0), (0), 0) |

A.2 The Pfaffian a coefficients

| Pf(a_λ) | λ, |λ| = 2 |
|---------|-----|-------|
| −1/12 (t_1^3 + 6t_3) = −1/2Q(3,0) | (0, 0, 0, (0), 0) |
| t_3 - t_1^2/12 = −1/2Q(2,1) | (0, 0, (0), (0), 0) |
| −t_1^2/4 = −1/2Q(2,0) | (0, 0, (0), 0, 0) |
| −t_1^2/8 = −1/2Q(1,0) | (0, 0, 0, 0, 0) |

| | λ, |λ| = 3 |
|---------|-----|-------|
| −1/360 (−t_1^6 − 30t_3t_1^4 + 180t_5t_1 + 180t_3^2) = −1/2Q(5,1) | (0, 0, 0, (1, 0), 0) |
| −1/96t_1 (t_1^3 + 24t_3) = −1/4Q(4,0) | (0, 0, 0, (1, 0), 0) |
| −t_1^6/1640 - 1/12t_3t_1^4 - t_5t_1^2 - t_3^2/4 = −1/2Q(6,0) | (0, 0, (1), 0, 0) |
| 1/576 (t_1^3 - 12t_3)^2 = 1/4Q(4,2) | (0, 0, (0), 0, 1) |
| −t_1^6/240 - 1/2t_3t_1^2 - t_5^2/2 = −1/2Q(5,0) | (0, 0, (1), 0) |
| 1/160 (t_1^3 - 80t_5) = 1/4Q(4,1) | (0, 0, 0, (0), 1) |

| | λ, |λ| = 4 |
|---------|-----|-------|
| −t_1^4/72060 - t_5t_1^4/1440 - 1/45t_5t_1^2 - 1/21t_5^2 - 1/2t_5t_1 - t_3^2/12 = −1/2Q(9,0) | (0, 0, 0, (2), 0) |
| 20t_5 - 1/2t_1^4 + 1/12t_5t_1^2 + 1/45t_5^2 - 1/2t_5t_1 - t_3^2/12 = 1/4Q(8,1) | (0, 0, 0, (0), 2) |
| −t_1^4/103680 + 1/2880t_1^2 - 1/56t_5t_1 + 1/4t_5^2 - 1/4t_5t_1 + t_3^2/6 = −1/4Q(5,4) | (0, 0, 0, (1), 1) |
| 1/1440 (t_1^3 - 60t_3t_1 + 720t_5t_1 - 720t_3^2) = 1/4Q(3,2,1,0) | (0, 0, 0, (0), 0) |
B Appendix. Matrix representation of orthogonal affine Lie algebras

In the following, $e_{ij}$ is the elementary matrix $(e_{ij})_{\alpha\beta} := \delta_{\alpha i} \delta_{\beta j}$.

B.1 Matrix realization of $B^{(1)}_\ell$

- Weyl generators:

\[
\begin{align*}
E_0 &= \frac{1}{2}(e_{1,2\ell} + e_{2,2\ell+1}), & F_0 &= 2(e_{2\ell,1} + e_{2\ell+1,2}), \\
H_0 &= e_{1,1} + e_{2,2} - e_{2\ell,2\ell} - e_{2\ell+1,2\ell+1}, \\
E_i &= e_{i+1,i} + e_{2\ell+2-i,2\ell+1-i}, & F_i &= e_{i,i+1} + e_{2\ell+1-i,2\ell+2-i}, \\
H_i &= -e_{i,i} + e_{i+1,i+1} - e_{2\ell+1-i,2\ell+1-i} + e_{2\ell+2-i,2\ell+2-i}, & i &= 1, \ldots, \ell - 1, \\
E_\ell &= e_{\ell+1,\ell} + e_{\ell+2,\ell+1}, & F_\ell &= e_{\ell,\ell+1} + e_{\ell+1,\ell+2}, & H_\ell &= -e_{\ell,\ell} + e_{\ell+2,\ell+2}.
\end{align*}
\]  

- Cartan matrix:

\[
A = \begin{pmatrix}
2 & 0 & -1 & 0 & \cdots & 0 \\
0 & 2 & -1 & \ddots & & \\
-1 & -1 & 2 & \cdots & & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & & -1 & 2 & -1 & \\
0 & \cdots & 0 & 0 & -2 & 2
\end{pmatrix}_{(\ell+1) \times (\ell+1)}
\]  

- Chevalley involution:

\[
S = \text{antidiag}(1, -1, 1, \ldots, -1, 1)_{2\ell+1 \times 2\ell+1} = \begin{pmatrix}
0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & -1 & 0 \\
0 & 0 & \cdots & 1 & 0 & 0 \\
0 & \cdots & 0 & 0 & 0 \\
0 & -1 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0
\end{pmatrix}_{2\ell+1 \times 2\ell+1}
\]
B.2 Matrix realization of $D^{(1)}_{\ell}$

- Weyl generators:

\[
E_0 = \frac{1}{2}(e_{1,2\ell-1} + e_{2,2\ell}), \quad F_0 = 2(e_{2\ell-1,1} + e_{2\ell,2}), \\
H_0 = e_{1,1} + e_{2,2} - e_{2\ell-1,2\ell-1} - e_{2\ell,2}, \\
E_i = e_{i+1,i} + e_{2\ell+1-i,2\ell-i}, \quad F_i = e_{i,i+1} + e_{2\ell-i,2\ell+1-i} \\
H_i = -e_{i,i} + e_{i+1,i+1} - e_{2\ell-i,2\ell-i} + e_{2\ell+1-i,2\ell+1-i}, \quad i = 1, \ldots, \ell - 1, \\
E_\ell = \frac{1}{2}(e_{\ell+1,\ell-1} + e_{\ell+2,\ell}), \quad F_\ell = 2(e_{\ell-1,\ell+1} + e_{\ell,\ell+2}), \\
H_\ell = -e_{\ell-1,\ell-1} - e_{\ell,\ell} + e_{\ell+1,\ell+1} + e_{\ell+2,\ell+2}. \tag{B.4}
\]

- Cartan matrix:

\[
A = \begin{pmatrix}
2 & 0 & -1 & 0 & \cdots & 0 \\
0 & 2 & -1 & & & \\
-1 & -1 & 2 & \ddots & 0 \\
0 & & \ddots & \ddots & -1 & -1 \\
& & -1 & 2 & 0 \\
0 & \cdots & 0 & -1 & 0 & 2
\end{pmatrix}_{(\ell+1) \times (\ell+1)} \tag{B.5}
\]

- Chevalley involution:

\[
S = \text{antidiag}(1, -1, 1, \ldots, (-1)^\ell, (-1)^\ell, (-1)^{\ell+1}, \ldots, -1, 1)_{2\ell \times 2\ell}. \tag{B.6}
\]
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