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Among the remarkable scattering properties of correlated disordered materials, the origin of pseudo-gaps and the formation of localized states are some of the most puzzling features. Fundamental differences between scalar and vector waves in both these aspects make their comprehension even more problematic. Here we present an in-depth and comprehensive analysis of the order-to-disorder transition in 2D resonant systems. We show with exact ab initio numerical simulations in hyperuniform media that localization of 2D vector waves can occur in the presence of correlated disorder, in a regime of moderate density of scatterers. On the contrary, no signature of localization is found for white noise disorder. This is in striking contrast with scalar waves which localize at high density whatever the amount of correlation. For correlated materials, localization is associated with the formation of pseudo-gap in the density of states. We develop two complementary models to explain these observations. The first one uses an effective photonic crystal-type framework and the second relies on a diagrammatic treatment of the multiple scattering sequences. We provide explicit theoretical evaluations of the density of states and localization length in good agreement with numerical simulations. In this way, we identify the microscopic processes at the origin of pseudo-gap formation and clarify the role of the density of states for wave localization in resonant correlated systems.

I. INTRODUCTION

Light scattering in heterogeneous media is deeply affected by the existence of spatial correlations in the material structure [1]. Transparency of the cornea [2], structural blue color of bird feathers [3], or strong anisotropic scattering in dense colloidal liquids [4] are representative examples of the impact of correlated disorder (CD) on optical properties. Remarkably, these effects can be understood in a simple manner from the dependence of the transport mean free path of light, \( \ell_t \), on the pair correlation function \( b_2 \) of the medium. For monochromatic light of wavenumber \( k = 2\pi/\lambda \) propagating in a disordered medium with number density \( \rho \), the inverse transport mean free path is \( \ell_t^{-1} \sim \rho \int_0^{2\pi} dq F(q) S(q) \), where 

\[
S(q) = 1 + \rho \frac{\pi k \ell_t}{2}
\]

for a non-absorbing material. The transmission and reflection spectra of the material:

\[
T(\lambda) = 1 - T(\lambda) = 1 - T(\lambda)
\]

for a non-absorbing medium of thickness \( L > \ell_t \).

On the other hand, other fundamental properties of CD materials still withstand simple explanation. This is the case of bandgaps or pseudo-gaps found in the photonic density of states (DOS). Although pseudo-gaps are naturally expected in photonic crystals with imperfections (as a result of partial gap filling by defect states) [6,7], their presence in 2D and 3D materials without any periodicity remains puzzling [8-10]. Contrary to the mean free path, there is no available theory predicting photonic bandgaps (PBGs) in these systems, and even no consensus on the physical mechanisms at their origin [11]. The role of stealth hyperuniformity was put forward in Ref. [12], but a recent numerical study showed that short-range order was actually sufficient to observe similar PBG [13]. The absence of a periodic lattice or long-range order makes the Bragg interference scenario unreliable. It is thus tempting to describe PBG in CD materials as the result of a tight-binding coupling between local resonances (such as Mie resonances), in a similar fashion to the computation of the electronic DOS of amorphous semiconductors [14,15]. The key role of local resonances in PBG formation has already been emphasized for photonic crystals and photonic networks [16-19], as well as for dense media made of sub-wavelength resonators where propagation is essentially ballistic and exhibits a polaritonic dispersion relation [20]. However, a theoretical and comprehensive analysis for disordered media where multiple scattering plays a prominent role is still missing.

A second remarkable feature of CD materials is their ability to induce Anderson localization of light. In recent years, localized states have been found numerically and experimentally in various amorphous correlated structures without remnant periodicity [21-24]. However, the physical origin of localization in these materials remains unclear [11]. Very recently, both pseudo-gap and localization of scalar waves have been observed in 2D hyperuniform materials, but no explanation has been provided for their concomitance [11,25]. In a first approach, localization can be thought to be related to the strong modulation of \( \ell_t \) mentioned above. Indeed, for scalar waves, reducing \( \ell_t \) by a proper choice of the form and structure factors is expected to favor wave localization both in 3D and 2D. A genuine localization transition is thought to occur in 3D for \( k\ell_t \sim 1 \), whereas in 2D, the commonly used expression of the localization length, \( \xi \sim \ell_t e^{nk\ell_t/2} \),

\[
\xi \sim \ell_t e^{nk\ell_t/2}
\]
quickly becomes larger than the system size and physically irrelevant for \( k\ell \gg 1 \) [26]. Such control of the localization length has been investigated numerically in Ref. [23]. However, the use of previous 2D formula in CD materials presenting potentially strong local resonances is questionable for two reasons. First, it ignores the strong modification of the energy velocity and diffusion coefficient of light in resonant materials [24]. Second, it fails to reveal the role of the DOS for localization, whereas localized states have been observed in the bands near the gap edge [11, 22, 23, 24]. John was the first to highlight in a seminal work the crucial role of the DOS depletion for photon localization and the necessity to modify the standard Ioffe-Regel criterion established initially for unperturbed DOS of free waves [6, 23, 26]. His initial rigorous treatment considered slightly disordered photonic crystals [6], where localization occurs in the vicinity of the original Bragg gap, and is, as such, inapplicable for CD materials where local resonances are prominent and periodicity absent. However the general frameworks of the scaling theory [23, 26] and self-consistent theory of localization [31], which explicitly involve the DOS, still apply, allowing to make an explicit connection between localization and DOS depletion.

In this work, we propose a thorough analysis of the photonic DOS and localization signatures in 2D CD materials made of resonant dipole scatterers. These materials allow an accurate representation of light scattering by atoms or local inhomogeneities supporting well-defined Mic-type resonances. They have been used in recent studies of DOS and localization for both photonic crystals [32, 34] and fully disordered materials [35, 39]. Here we probe the continuous transition from full disorder to complete order by tuning the degree of stealth hyperuniformity of the dipole pattern. Importantly, our analysis emphasizes the differences between out-of-plane and in-plane dipole excitations, respectively due to transverse magnetic (TM) and transverse electric (TE) field propagation. In the first case, the field exciting the dipoles is perpendicular to the 2D plane, so that the scatterers behave as effective in-plane monopoles and wave propagation reduces to a regular scalar problem. In the second case, the exciting field lies in the 2D plane, where the dipoles can have different orientations: we refer to this situation as a vectorial light scattering problem. Recently, it has been demonstrated that the longitudinal coupling in 3D between fully disordered point scatterers indirectly opens a new propagation channel at high density that prevents Anderson localization to occur [35, 40, 42]. For in plane propagation in 2D disordered point dipole systems, this longitudinal coupling is also present and as a result, no evidence of localized states has been reported so far [33]. These recent observations have boosted the search for vector wave localization in amorphous photonic materials with spatial correlations [11, 24].

In Sec. II, we report the observation of localized states for TE (vector) waves in CD dipole point patterns, that are clearly absent without spatial correlations. To our knowledge, such observation has not been reported before. Remarkably, TE localization occurs at moderate density and disappears at high density, whereas TM (scalar) waves are localized at high density only. In addition, we show that localization is concomitant to the formation of pseudo-gaps in the DOS. To elucidate these observations, we develop two complementary approaches, presented in Sec. III and Sec. IV respectively. The first one uses an effective photonic crystal-type framework that expounds gap formation as the result of the superposition of different polariton dispersion relations inside the effective Brillouin zone. This approach applies both for TE and TM waves and predicts accurately the critical densities for which pseudo-gap appear and disappear. In Sec. V we establish a general expression of the DOS for an assembly of high-Q resonators, that turns out to be different from the commonly accepted expression of the DOS. We then compute it theoretically for TE waves at moderate density using a diagrammatic expansion including both spatial correlation and recurrent scattering. Good agreement is found with direct numerical simulation of the DOS. This approach allows us to identify microscopic scattering processes at the origin of the DOS depletion. Finally, in Sec. IV we express the equations of the self-consistent theory of localization in 2D in terms of the DOS to reveal how the localization length \( \xi \) explicitly depends on it. This prediction turns out to be in good agreement with direct evaluation of \( \xi \) from simulation. Hence, this work clarifies both the origin of pseudo-gap and localization of vector waves in 2D correlated and locally resonant materials.

II. DENSITY OF STATES AND LOCALIZATION OF 2D VECTOR WAVES

II.1. Resonances in finite-size hyperuniform materials

In this study, we consider light propagation at frequency \( \omega = ck \) in an ensemble of \( N \) identical resonant scatterers characterized by their polarizability \( \alpha(\omega) \). The field \( \mathbf{E}_i \) exciting a scatterer \( i \) is the sum of the input external field \( \mathbf{E}_0(\mathbf{r}_i) \) and the fields radiated by scatterers \( j \neq i \):

\[
\mathbf{E}_i = \mathbf{E}_0(\mathbf{r}_i) - k^2 \mathbf{G}(\omega) \sum_{j \neq i} \mathbf{G}(\omega) \mathbf{G}(\omega) \mathbf{E}_j.
\]

Here, \( \mathbf{G}_0 \) is the free space Green’s function of the wave equation, propagating the field between different scatterers. In 2D systems (invariant along direction \( z \)), \( \mathbf{G}_0 \) is a scalar for TM polarization and a \( 2 \times 2 \) matrix for TE polarization. Explicit expressions of \( \mathbf{G}_0 \) are given in App. A. The derivation of coupled equations \( 1 \), in a semi-classical [43, 44] or full quantum framework [45, 46], shows that \( \alpha(\omega) \) also depends on the field polarization. Once the self-consistent system \( 1 \) is
solved, the field at any position \( \mathbf{r} \) is \( \mathbf{E}(\mathbf{r}) = \mathbf{E}_0(\mathbf{r}) - k^2 \alpha(\omega) \sum \mathbf{G}_0(\mathbf{r}, \mathbf{r}_i, \omega) \mathbf{E}_i \).

By definition, resonances of this scattering problem are solutions \( \omega \) in the absence of external excitation \( \mathbf{E}_0 = 0 \). According to Eq. (1), they satisfy the equation

\[
\det \left[ \mathbf{I} + k^2 \alpha(\omega) \mathbf{G}_0(\omega) \right] = 0, 
\]

(2)

where \( \mathbf{G}_0(\omega) \) is a \( \beta N \times \beta N \) matrix (\( \beta = 1 \) for scalar waves and \( \beta = 2 \) for vector waves) with \( ij \) element \( (i \neq j) \) equal to \( \mathbf{G}_0(\mathbf{r}_i, \mathbf{r}_j, \omega) \) and \( ii \) element equal to 0. Equation (2) rigorously captures all the poles of the scattering operator, except those associated to peculiar field solutions that are zero on each scatterer \( \mathbf{E}_i = 0 \) for all \( i \). The latter, which behave as free field without matter, may exist in crystals because of the periodicity [47, 48] but are unlikely for disordered materials. In the following, the polarizability of each scatterer is assumed to have a single resonance at \( \omega_0 \) and a radiative decay rate \( \Gamma_0 \). For \( |\omega - \omega_0| \ll \omega_0 \), it takes the form \( \alpha(\omega) = 4 \beta \tilde{\alpha}(\omega)/k_0^2 \), with

\[
\tilde{\alpha}(\omega) = \frac{-\Gamma_0/2}{\omega - \omega_0 + i\Gamma_0/2}. 
\]

(3)

The resonance condition (2) is then conveniently expressed in terms of an effective Hamiltonian \( \mathcal{H}(\omega) \) as \( \det (\omega \mathbf{I} - \mathcal{H}(\omega)) = 0 \), with

\[
\mathcal{H}(\omega) = \left( \omega_0 - \frac{\Gamma_0}{2} \right) \mathbf{I} - \frac{\Gamma_0}{2} \tilde{\mathbf{G}}_0(\omega), 
\]

(4)

and \( \tilde{\mathbf{G}}_0(\omega) = -4\beta(\omega/\omega_0)^2 \mathbf{G}_0(\omega) \). In this way, light-matter interaction is entirely characterized by an effective potential proportional to the Green’s matrix \( \tilde{\mathbf{G}}_0(\omega) \) [32, 16, 49]. For \( N \gg 1 \) scatterers, the frequency dependence of \( \tilde{\mathbf{G}}_0(\omega) \) makes the search of resonances a cumbersome non-linear problem, which can be treated exactly for periodic point patterns (see discussion in Sec. [11]), but not for the broad class of hyperuniform patterns considered in this work. In the following, we will address the case of scattering resonators with large quality factor \( Q = \omega_0/\Gamma_0 \gg 1 \), for which the coupling term in Eq. (4) can be treated as a perturbation. This amounts to freeze the frequency of \( \mathbf{G}_0(\omega) \) at the resonance frequency \( \omega_0 \). This is an excellent approximation for light scattering in atomic systems, which we expect to hold as well for Mie-type resonators with \( Q \gtrsim 10 \). In this situation, there are \( \beta N \) complex resonances \( \omega_n - i\Gamma_n/2 \) given by

\[
\begin{cases} 
\omega_n = \omega_0 - \frac{\Gamma_0}{2} \text{Re} \Lambda_n, \\
\Gamma_n = \Gamma_0 (1 + \text{Im} \Lambda_n), 
\end{cases} 
\]

(5)

where \( \Lambda_n \) are the eigenvalues of the Green’s matrix \( \mathbf{\tilde{G}}_0(\omega_0) \). For finite-size system, \( \Lambda_n \) occupy an extended domain in the complex plane, with \( \text{Im} \Lambda_n > -1 \) [50]. \( \text{Re} \Lambda_n \) represent collective Lamb shifts and \( \text{Im} \Lambda_n \) collective decay rates. The distribution of \( \Lambda_n \) in the complex plane has been characterized theoretically in details for scalar and vector waves in 3D fully disordered systems [35, 46, 50, 51]. In particular, finite mode lifetimes due to finite system size offer valuable information about localization properties of the corresponding eigenstates [35, 37, 49].

To probe the impact of the disorder-to-order transition on the resonances of the system, we arranged the 2D scatterers inside a disk of radius \( R \) using stealthy hyperuniform (SHU) point patterns [52, 53]. The latter are configurations \( \{\mathbf{r}_i\} \) which minimize to zero the structure factor \( S(\mathbf{q}) = 1 + p h_{2d}(\mathbf{q}) \) in a domain \( |\mathbf{q}| < K \). In practice, they are found by minimizing the two-body potential

\[
U(\{\mathbf{r}_i\}) = \int_{|\mathbf{q}| < K} d\mathbf{q} \hat{\mathbf{S}}(\mathbf{q}) = \sum_{i,j} u(\mathbf{r}_i - \mathbf{r}_j), 
\]

(6)

where \( \hat{\mathbf{S}}(\mathbf{q}) = \sum_{i,j} e^{i\mathbf{q}(\mathbf{r}_i - \mathbf{r}_j)}/N \), and \( u(\Delta r) = 2\pi K J_1(K\Delta r)/\Delta r \) in the limit \( R \to \infty \). We refer to App. [3] for more details about the pattern generation and
the explicit link between $S(q)$ and $\tilde{S}(q)$. The amount of spatial correlation is controlled by the stealthiness parameter $\chi$ defined as the ratio between the number of constrained degrees of freedom in reciprocal space ($NK^2a^2/8\pi$) and the total number of spatial degrees of freedoms ($2N$),

$$\chi = \frac{(Ka)^2}{16\pi},$$  \hspace{1cm} (7)

where $a = \rho^{-1/2} = \sqrt{\pi/NR}$ is the mean distance between scatterers. When $\chi$ is progressively increased from 0, the structure factor goes from a flat response $S(q) = 0$ for white noise disorder (see Fig. 1(a) for a typical configuration) to a peaked profile that remains isotropic as long as $\chi \lesssim 0.6$. Crystalline order is achieved for $\chi \simeq 0.7 - 0.8$ when $K$ coincides with the first Bragg peak of the crystalline lattice. As an illustration, we show a typical disorder configuration for $\chi = 0.5$ in Fig. 1(b) and the corresponding isotropic structure factor in Fig. 1(c). Such isotropic profile of $S(q)$, with a first dominant peak at $q \simeq 2\pi/a$, is very similar to the profile obtained with hard disks at sufficiently large packing fraction [13]. Since all our predictions for pseudo-gap and localization established in the following are expressed in terms of $h_2(r)$ or $S(q)$, we expect them not to be specific to SHU patterns, but rather generic for any type of correlated systems with similar structure factor.

II.2. Distribution of resonances in the complex plane and IPR

The effect of correlated disorder on scattering can be apprehended by visualizing the repartition of resonances $\omega_n - i\Gamma_n/2$ in the complex plane, as shown in Fig. 2(a). For convenience, frequencies and decay rates are expressed with normalized units, $\delta_n = 2(\omega_n - \omega_0)/\Gamma_0$ and $\gamma_n = \Gamma_n/\Gamma_0$. The degree of localization of the corresponding eigenstates $\psi_n$ (of components $\psi_{n,i}$ at positions $\mathbf{r}_i$) is also shown, using the inverse participation ratio $\text{IPR}_n = \sum_i ^N ||\psi_{n,i}||^4 / \sum_i ^N ||\psi_{n,i}||^2$ as color scale. We first analyze the IPR map of scalar waves without correlation (first line), which will serves as reference for the understanding of vector waves (second and third lines). At low density ($k_0a = 6$), resonances spread around the central frequency $\omega_0$ with decay rates covering the range $\gamma \in [10^{-3}, 4]$, while most states are delocalized (low IPR). The smallest decay rates stand for proximity resonances formed at $\delta > 0$. They are due to localized states on pairs of close scatterers ($\text{IPR}_n \sim 1/2$) and are unrelated to Anderson localization [35, 36, 51]. On the other hand, at large density ($k_0a = 2$), a long tail of resonances with very small decay rates ($\gamma \in [10^{-15}, 10^{-6}]$) is clearly visible near $\delta = 0$. It is associated to states with large IPR localized in the bulk of the scattering medium. These signatures mark the onset of Anderson localization, as already studied for scalar waves both in

FIG. 2. (a) Distribution of resonances $\omega_n - i\Gamma_n/2$ in the complex plane for different densities (columns) and degree of correlation or polarization (rows). Axes are labeled with normalized units ($\delta = 2(\omega - \omega_0)/\Gamma_0$ stands for detuning and $\gamma = \Gamma/\Gamma_0$ for decay rate). The color refers to the inverse participation ratio of the corresponding eigenvectors in log scale. The system size is $k_0R = 55$ and the number of disorder realizations adjusted to have a number of eigenvalues of the order of $10^6$. (b) and (c) Typical spatial profiles in log scale of the intensity generated by exciting selectively eigenvectors associated to the eigenvalues marked with triangle (b) and diamond (c) in the complex plane.
FIG. 3. (a) Map of the smallest normalized decay rate $\gamma_{\text{min}} \equiv \langle \min(\gamma) \rangle$ in the phase space density-detuning. Small values (warm color) correspond to states localized in the bulk of the medium, associated to long lifetime. (b) Map of the normalized density of states [see Eqs. (8) and (9) for definition]. A pseudo-gap is found in the same phase-space domain as localized states in (a). For both maps (a) and (b), the system size is kept constant ($k_0R = 55$) and the number of disorder realizations adjusted to have a number of eigenvalues of the order of $10^6$ for each $k_0a$.

3D \cite{36,37,39} and 2D \cite{38}. Here localization is triggered by a reduction of the transport mean free path $\ell_t$ at large density and small detuning \cite{20}. Approaches to localization in 3D and 2D are expected to be different since a genuine transition occurs in 3D at $k_0a \approx 2.3$ corresponding to $k_0\ell_t \sim 1$ \cite{54}, whereas in 2D, the critical density below which localization is visible ($\xi \lesssim R$) depends on the system size $R$. However, the expected exponential dependence of $\xi$ on $k_0\ell_t$ in 2D (see Sec. V for a more precise statement) makes the condition $\xi \sim R$ accessible in realistic conditions for moderate values of $k_0\ell_t$ only.

For 2D vector waves without spatial correlation [second line of Fig. 2(a)], subradiant proximity resonances are still visible, covering now both the range of positive and negative detuning, in a similar fashion to the 3D vector case \cite{36,40}. More importantly, localization signatures previously found at high density are now absent: decay rates near $\delta = 0$ are orders of magnitude larger than in the scalar case and IPR remain low. It has been shown numerically that such breakdown of localization at high density is due to near-field contributions of the Green’s tensor $G_0$ \cite{35}. Similar observations have also been reported previously with 3D vector waves \cite{36,37}. In 3D, near-field contributions present in the longitudinal part of $G_0$ become dominant precisely in the regime of high density where the Anderson transition takes place for scalar wave. The longitudinal coupling between scatterers indirectly opens a channel for energy propagation that prevents localization to occur \cite{36,42}. Should the same scenario apply in 2D, it would indicate the existence of a transition between a delocalized phase at large density and a localized phase at low density, albeit with an exponentially large localization length. In any case, no clear evidence of localization has been reported for 2D vector waves in resonant dipolar systems yet \cite{35}.

Finally, for 2D vector waves with substantial amount of spatial correlation [third line of Fig. 2(a)], proximity resonances have completely disappeared because the short-range repulsion of the pair potential $u(\Delta r)$ prevents scatterers to be too close to each other, as shown in Fig. 1(b). Apart from this difference, the complex spectrum is left unchanged at low density (compare TM spectra at $k_0a = 6$, for $\chi = 0$ and $\chi = 0.5$). But remarkably, at intermediate density ($k_0a = 4.5$), localization is established around $\delta = 0$ with states sharing small decay rates ($\gamma \in [10^{-12}, 10^{-6}]$) and strong confinement (IPR $\gtrsim 0.1$). In Fig. 2(c), we show a representative example of the spatial profile of localized states, with exponential shape bearing no resemblance to the delocalized profile found in the same frequency range without correlation [see Fig. 2(b)]. A systematic study reveals that all states with $\gamma \lesssim 10^{-6}$ are exponentially localized. We will provide a detailed study of the localization length $\xi$ in Sec. V, typical distribution of $\xi$ can be found in App. F. Increasing further the density makes the localization signatures disappear again (see panel at $k_0a = 2$). Hence, vector waves exhibit localization when scalar waves do not, and vice versa.

II.3. Localization and density of states

To cover exhaustively the properties of TE modes, we established the phase diagram of localization in the phase space density-frequency. States that are exponentially localized in the bulk of the medium necessarily have small decay rates. Hence, a good indicator of localization is the smallest decay rate $\gamma$ for fixed density and frequency, averaged over a large number of SHU configurations. It is more accurate than IPR, which can be large for states different from those localized in the bulk (see discussion below). A map of $\gamma_{\text{min}} \equiv \langle \min(\gamma) \rangle$, where $\langle \ldots \rangle$ stands
Hamiltonian \[\hat{H}(r)\]. The distribution \(p(\omega)\) is related to the distribution of detuning \(\delta = 2(\omega - \omega_0)/\Gamma_0\) as

\[p(\omega) = \frac{2\beta p}{\Gamma_0} p(\delta),\tag{9}\]

where \(p(\delta)\) is normalized to unity (\(\int d\delta p(\delta) = 1\)).

By computing the DOS \(p(\delta)\) for different values of density, we generated the map shown in Fig. 3(b). Remarkably, the DOS exhibits a strong depletion in the domain where localization is observed in the map of \(\gamma(\chi)\) [Fig. 3(a)]. A close comparison between the two maps shows a correlation between weaker features as well: when the DOS is reduced or increased, so does \(\gamma(\chi)\). These observations are corroborated by similar finding for TM polarization: DOS is depleted for \(k_0 a \lesssim 3\) and \(\delta \gtrsim 0\) in the presence of spatial correlation, in the same phase space domain where localization occurs (not shown). Moreover, the value of the DOS in the depleted area of Fig. 3(b) is small but finite, marking the existence of a pseudo-gap. The value of \(p(\delta)\) inside the pseudo-gap is independent of the system size (at fixed density), as can be expected for states localized in the bulk of the medium. However, we also found a very thin part of the phase space where \(p(\delta)\) decreases as the medium gets larger. It corresponds to the slice of modes with moderated decay rates (\(\gamma \gtrsim 10^{-3}\)) breaching the localization island in Fig. 3(a). The repartition of eigenvalues in the complex plane represented in Fig. 2(b) at \(k_0 a = 4.5\) makes it also visible. Resonances inside this slice correspond to states mostly located at the sample boundary, and thus potentially associated to relatively large IPR. They are an artefact of the finite sample size used in simulations. In the thermodynamic limit, we expect the fraction of states in this domain to vanish, revealing a real gap. Similar observations have been made for 3D disordered crystals [34, 55]. Hence, our analysis indicates that localization of vector waves occurs inside a broad pseudo-gap surrounding a thin gap identified in the map of \(\gamma(\chi)\).

In the following sections, we will provide theoretical models that explain both the appearance of a pseudo-gap in the DOS and the formation of localized states in the same phase space domain. In this regard, we will justify all the differences discussed so far for TE and TM waves.

III. EFFECTIVE PHOTONIC CRYSTAL MODEL FOR THE DENSITY OF STATES

III.1. Density of states of crystals with large packing fraction

In the previous section, we established that a pseudo-gap in the DOS of TE modes forms at a relatively large degree of spatial correlation (\(\chi \gtrsim 0.4\)). In this regime, SHU point patterns exhibit strong local order. In Fig. 3(a), the distribution \(H(r)\) of nearest neighbors at \(\chi = 0.5\) appears sharply peaked near \(r \sim a\) and the

\(\text{FIG. 4. (a) Pair correlation function } g_2(r) \text{ (left axis) and nearest neighbor distribution } H(r) \text{ (right axis) of a SHU configuration at } \chi = 0.5. \text{ The function } g_2(r) \text{ of a triangular lattice is superimposed for comparison. (b) Connected point patterns of a triangular lattice (left) and a SHU configuration at } \chi = 0.5 \text{ (right).} \)

for ensemble average over different SHU configurations, is presented in Fig. 3(a) for \(\chi = 0.5\). The localized phase corresponds to the smallest values of \(\gamma(\chi)\) marked with warm colors (\(\gamma(\chi) \lesssim 10^{-6}\)); it covers an intermediate range of density corresponding to \(k_0 a \in [4.2, 5.2]\). A systematic analysis for different degree of correlation \(\chi\) reveals that localization is preserved as long as \(\chi \gtrsim 0.4\) with a localization island that is progressively submerged as \(\chi\) is reduced. Furthermore, a similar study for TM modes (not shown) establishes localization for \(k_0 a \lesssim 3\) for any \(\chi\), confirming that vector and scalar waves exhibit localization in non-overlapping density ranges.

Although IPR maps in Fig. 2(a) give an indication of the spectral range covered by the resonances of the system, they do not provide information about the DOS. The latter is defined as

\[p(\omega) = \frac{1}{A} \left( \sum_{n=1}^{N} \delta(\omega - \omega_n) \right),\tag{8}\]

where \(A\) is the area occupied by the disordered sample. In the thermodynamic limit \((N \to \infty, A \to \infty)\), at fixed density \(\rho = N/A\), almost all complex eigenvalues \(\omega_n - i\Gamma_n/2\) collapse on the real axis and the definition \([8]\) coincides with the density of modes of the
pair correlation function $g_2(r) = 1 + h_2(r)$ is isotropic, with strong oscillations associated to the dominant peak of $S(q)$ shown in Fig. 1(c). Very similar results would be obtained with hard disks of large packing fraction instead of SHU point patterns [1, 13]. When the stealth parameter is increased further and reach $\chi \simeq 0.7 - 0.8$, the patterns crystallize in lattices with large packing fraction, such as the triangular lattice. To stress the similarities between SHU configurations at $\chi = 0.5$ and the triangular lattice, we connected points with lines to form a pattern of oblique unit cells, that preserve orientation locally. The result is compared with the tiling of the lattice with primitive cells in Fig. 4(b). In this way, a disordered pattern can be seen as an assembly of small crystals, with orientation and lattice parameters that fluctuate while preserving a large packing fraction. Earlier works noted that polycrystalline structures present bandgaps similar to those found in perfect crystals as long as the crystal domains are sufficiently large [13, 56]. It is thus instructive to compare the DOS of SHU resonant systems with the DOS of crystals made of resonators.

Using a method detailed in Sec. III.2, we first computed the map of DOS of TE modes for a triangular lattice. The result presented in Fig. 5(a) exhibits a full band gap for mostly positive detuning in a broad range of density ($k_0a \in [3.8, 6]$). The comparison with Fig. 3(b) reveals that this gap covers a phase space domain that encompasses the domain of the pseudo-gap found at $\chi = 0.5$. Performing a similar analysis for different oblique lattices, we found that the size of the gap decreases with the packing fraction — the largest packing fraction and gap corresponding to the triangular lattice. In particular, a minimal gap exists for all dense lattices, except for the square one (see Sec. III.2 for explanation).

The DOS of an effective crystal mimicking the SHU pattern can be obtained by averaging the DOS over the lattice parameter space restricted to large packing fraction. As the distance between scatterers is almost constant in SHU patterns, we considered different lattices with basis vectors of equal length $a^\ast$ and different relative angle $\theta$. The range of spanned angles is chosen to maintain a packing fraction larger than 0.78, as illustrated in Fig. 6. In these crystalline point patterns, the mean distance between points is $a = a^\ast \sqrt{|\sin(\theta)|}$. We show in Fig. 5(b) the average DOS for a broad range of $k_0a$. As expected, the gap of the triangular lattice is now partially filled, revealing a strong depletion very similar to the pseudo-gap discussed in Fig. 3(b). This analysis corroborates the idea that SHU patterns behave as effective photonic crystals, at least as far as their DOS is concerned.
III.2. Theoretical predictions for Bravais lattices

Previous considerations justify a deeper theoretical treatment of crystals with large packing fraction, such as the triangular lattice. For infinite Bravais lattice, eigenstates of the Hamiltonian \( \hat{H} \) are Bloch modes that can be labelled by a vector \( \mathbf{q} \) in the first Brillouin zone \([32]\). The corresponding eigenvalues are noted \( \omega_q \). Using the periodicity of the lattice, the eigenvalue problem reduces to\( \det(\omega_q \mathbf{1} - \hat{H}_q(\omega_q)) = 0 \), where the \( \beta \times \beta \) matrix \( \hat{H}_q(\omega_q) \) is

\[
\hat{H}_q(\omega_q) = \left( \omega_q - i \frac{\Gamma_0}{2} \right) \mathbf{1} - \frac{\Gamma_0}{2} \hat{G}_0(q, \omega_q),
\]

with \( \hat{G}_0(q, \omega) = -4\beta^2(\omega/\omega_q)^2 \sum_{\mathbf{R}} G_0(\mathbf{R}, \omega) e^{-i\mathbf{q}\cdot\mathbf{R}} \). Since the free space Green’s function \( G_0(\mathbf{R}, \omega) \) decays slowly in real space, it is not possible to perform a nearest-neighbor-type approximation of the summation involved in \( \hat{G}_0(q, \omega) \). Incidentally, this indicates that the tight-binding model used in Refs. [14][15] to compute the electronic DOS of amorphous semiconductors is not relevant for Hamiltonian of the form \([4]\). Using Poisson’s formula instead, we convert the sum over lattice positions \( \mathbf{R} \) into a sum over reciprocal lattice vectors \( \mathbf{Q} \),

\[
\hat{G}_0(q, \omega) = -4\beta^2 \frac{\omega^2}{\omega_q^2} \left[ \rho \sum_{\mathbf{Q}} G_0(q - \mathbf{Q}, \omega) - G_0(\mathbf{R} = 0, \omega) \right],
\]

where the Fourier transform of the Green’s function is \( G_0(\mathbf{q}, \omega) = 1/[(\mathbf{k}^2 - q^2)\mathbf{1} + q^2 \Delta_\parallel \delta_{\mathbf{q},\mathbf{2}]} \), with \( \Delta_\parallel \) the projector parallel to \( \mathbf{q} \). The formulation \([11]\) is more appropriate for computation because convergence is much faster in momentum space. The price to pay is the necessity to regularize \( G_0 \) since the two terms in Eq. \([11]\) diverge, whereas their difference does not \([33][38]\). This is done by convoluting \( G_0 \) in real space with a function of finite but small width that smears out the divergence of \( \text{Re}[G_0(\mathbf{R} = 0, \omega)] \). The regularization of \( G_0 \) as well as the numerical procedure used to obtain, from Eqs. \([10]\) and \([11]\), the DOS shown in Fig. 5 are detailed in App. C.

Dispersion relations, \( \omega_q \) versus \( \mathbf{q} \), for the triangular lattice \((\theta = \pi/3)\) are shown in Fig. 7(a), along the irreducible path \( \Gamma \rightarrow M \rightarrow K \rightarrow \Gamma \) of the first Brillouin zone. For consistency with previous treatment of SHU patterns, dispersion relations have been obtained, for both TM and TE polarizations, by solving the eigenvalue equation \( \det(\omega_q \mathbf{1} - \hat{H}_q(\omega_q)) = 0 \), with the large quality factor approximation \( \hat{H}_q(\omega_q) \approx \hat{H}_q(\omega_0) \). Let us first consider the high density regime \((k_0a = 2, \text{top})\), which is the simplest to analyze. TM polarization gives a single solution \( \omega_0^\parallel \), which exhibits a typical polaritonic dispersion relation (black dots), while TE polarization gives two solutions, labeled \( \omega_q^\perp \) and \( \omega_q^\parallel \) (red dots). These labels refer to the orientation of the corresponding eigenvectors, that can be either transverse or parallel to the wave vector \( \mathbf{q} \) [see Fig. 7(b) and (c)]. The band \( \omega_q^\perp \) presents a polaritonic dispersion while \( \omega_q^\parallel \) is mostly flat. These different behaviors can be understood by considering the long-wavelength limit of Eq. \([11]\), where the sum.
is dominated by the Fourier component $Q = 0$: 
\[
\tilde{G}_0(q, \omega) \simeq \frac{4\beta}{(k_0a)^2} \left( \frac{k_0^2}{q^2 - k_0^2} \mathbf{1} - q^2 \Delta_{\beta,2} \delta_{\beta,2} \right) - i \mathbf{1}. \tag{12}
\]
Inserting this expression into Eq. (10), we find that the frequencies $\{\omega^0_q, \omega^\perp_q, \omega^\parallel_q\}$ satisfy the following dispersion relations,
\[
\begin{align*}
\omega^0_q &= \omega_0 - \frac{\Gamma_0}{2} \frac{4}{(k_0a)^2} \left( \frac{(\omega^0_q/c)^2}{q^2 - (\omega^0_q/c)^2} \right), \\
\omega^\perp_q &= \omega_0 - \frac{\Gamma_0}{2} \frac{8}{(k_0a)^2} \left[ \left( \frac{(\omega^\perp_q/c)^2}{q^2 - (\omega^\perp_q/c)^2} \right) + \frac{1}{2} \right], \\
\omega^\parallel_q &= \omega_0 + \frac{\Gamma_0}{2} \frac{4}{(k_0a)^2},
\end{align*}
\tag{13}
\]
which can be interpreted as solutions of an effective medium wave equation $[-\nabla \times \nabla \times + k^2\varepsilon(\omega) \mathbf{E}(r, \omega) = 0]$. TM plane waves of vector $q$ obey the dispersion relation $q^2 = k^2\varepsilon(\omega)$, where the dielectric function, $\varepsilon(\omega) = 1 + \rho\alpha_e(\omega)$, is expressed in terms of an effective polarizability $\alpha_e(\omega) = 4\beta\alpha_e(\omega)/k_0^2$, with $\alpha_e(\omega) = -\Gamma_0/2(\omega - \omega_0)$. In addition, longitudinal and transverse TE solutions satisfy $\varepsilon(\omega) = 0$ and $q^2 = k^2\varepsilon(\omega)$, respectively, with $\varepsilon(\omega) = 1 + \rho\alpha_e(\omega)/(1 - \rho\alpha_e(\omega)/2)$. Hence, in the long-wavelength limit, the crystal rigorously behaves as an homogeneous medium of effective polarizability $\alpha_e(\omega)$.

The large quality-factor approximation of Eqs. (13) amounts to replace $\omega_q$ by $\omega_0$ in the right-hand sides. These solutions, independent of the geometry of the Brillouin zones, are in good agreement with exact results shown in Fig. 7(a) at $k_0a = 2$. In particular, $\omega^0_q$ and $\omega^\perp_q$ diverge when they cross the light circle at $|q| = k_0$, whereas $\omega^\parallel_q$ does not. As a general guiding rule, divergence occurs when the polarization of the eigenstate – shown in Fig. 7(b) and (c) for TE waves – is tangential to light circle in the plane $(q_x, q_y)$. Because of the polaritonic dispersion, the TM solution predicts the existence of a gap at high density, in the frequency range $\delta \in [0, 4/(k_0a)^2]$. This prediction matches with observations reported in Sec. II for TM waves in SHU materials. On the other hand, the TE long-wavelength approximation does not capture the closing of the gap that occurs near the point $K$. The approximation (13) for $\omega^\parallel_q$ is flat, whereas the exact solution shown in Fig. 7(a) bends in the vicinity of $K$. The degeneracy between $\omega^\perp_q$ and $\omega^\parallel_q$ at point $K$ is due to the equal contributions of the three adjacent Brillouin zones. By selecting the corresponding components $|Q = 0$ and $Q^\perp = 2\pi/a^* (1, \pm 1/\sqrt{3})$ for the triangular lattice] in Eq. (11), we find that $\tilde{G}_0(q, \omega)$ is proportional to the identity at $K$, making the distinction between longitudinal and transverse modes irrelevant. The predicted absence of gap for TE waves at high density is consistent with our findings in SHU materials [see Fig. 3(b)].

By decreasing the density of scatterers, we reduce the size of the first Brillouin zone, which may become smaller than the domain encompassed by the light circle centered in $\Gamma$. This is typically what is shown in Fig. 7(b) at $k_0a = 4.5$. As a result, the light circles belonging to adjacent zones now intersect the first Brillouin zone. The presence or absence of gap in this regime can be found by applying the general guiding rule mentioned above. By definition, TM eigenstates are always transverse to the light circles, so that the TM band diverges when crossing both the first circle along the path $\Gamma \rightarrow M$ and the second one along the path $M \rightarrow K$ [see Fig. 7(a)]. This precludes the possibility to observe a polaritonic gap for TM polarization. On the other hand, TE eigenstates cannot be transverse to both light circles. Eigenstates associated to $\omega^\parallel_q$ are transverse to the first circle, while those associated to $\omega^\perp_q$ are transverse to the second one. Having a single polaritonic divergence in each of the two bands $\omega^\perp_q$ and $\omega^\parallel_q$ allows the formation of a TE gap, while preserving the degeneracy at points $\Gamma$ and $K$. The validity of this reasoning suggests that the sum in Eq. (11) is dominated by the component $Q = 0$ and its first neigh-
bors on the reciprocal lattice. We checked numerically that a restriction of the sum to these components indeed reproduces the band structure shown in Fig. 7(a) qualitatively, with a gap found at \( k_0a = 4.5 \) for TE modes only.

According to previous analysis, the TM gap observed at high density necessarily disappears when the light circle reaches the inner edge of the first Brillouin zone (point M). This occurs at \( k_0a^* = 2\pi/\sqrt{3} \), where \( a^* = \sqrt{2}a/3^{1/4} \). On the contrary, a TE gap forms when the light circle reaches the outer edge (point K) and disappears as soon as the circles associated to two non-adjacent Brillouin zones meet. For the triangular lattice, a gap is thus found in the density window \( k_0a^* \in [4\pi/3, 2\pi] \). For more general oblique lattices, such as those considered in Sec. III, criteria for the gap formation in TM and TE polarization remain the same – only the critical values of \( k_0a \) defining the gap region are modified. We have calculated analytically and represented in Fig. 8 these critical values as function of the angle \( \theta \) between the two basis vectors of the direct lattice. These predictions are in excellent agreement with direct evaluation of the band structure from Eq. (10). In particular, for TE polarization, a minimal gap exists for all dense lattices because of the hexagonal shape of the Brillouin zone. The only exception is the square lattice, which has a square Brillouin zone and for which the conditions for gap opening and closing are the same.

Our detailed examination of the band structure for arbitrary oblique lattice reveals that geometrical arguments involving light circles and the shape of the Brillouin zone accurately capture the main features of the DOS at high or moderate density. In particular, these arguments explain the robustness of the TE gap, even after averaging over an ensemble of lattices mimicking SHU pattern, as shown in Fig. 5(b). However, they hold for SHU patterns with large degree of correlation \( \chi \) only. In the following section, we aim at characterizing theoretically the continuous evolution of \( p(\delta) \) from white-noise disorder (\( \chi = 0 \)) to strongly correlated SHU patterns (\( \chi \sim 0.5 \)).

IV. MICROSCOPIC SCATTERING MODEL FOR THE DENSITY OF STATES

Our objective is to evaluate the DOS of the effective Hamiltonian \( \mathcal{H}(\omega_0) \) defined in Eq. (1), at finite density \( \rho = N/A \) and arbitrary \( \chi \); in the limit of large system size \( (N \to \infty, A \to \infty) \). This DOS is related to the pdf of eigenvalues \( \lambda_n \) of the Green’s matrix \( \tilde{G}_0(\omega_0) \) through a simple rescaling. When increasing the area \( A \) occupied by the scatterers, most of the eigenvalues \( \lambda_n \) that lie in the upper part of the complex plane (\( \text{Im}\lambda_n > -1 \)) progressively collapse towards the line \( \text{Im}\lambda = -1 \), so that the imaginary part of most of the eigenvalues of \( \mathcal{H}(\omega_0) \) become vanishingly small while remaining negative. As a result, the distribution of detuning \( \delta = 2(\omega - \omega_0)/T_0 \) defined through Eqs. (5) and (6) can be written in the form

\[
p(\delta) = -\frac{1}{\pi \beta N} \text{Im} \left\{ \text{Tr} \left[ \frac{1}{(\delta + i)1 + \tilde{G}_0(\omega_0)} \right] \right\},
\]

where \( \text{Tr} \) stands for the trace of a matrix. The average trace involved in Eq. (14) may be evaluated theoretically by generalizing the euclidean random matrix theory framework developed in Refs. 35, 50, and 57 to correlated arrangement of scatterers. This is not the strategy adopted in the following, where we wish to establish a clear connection with quantities commonly manipulated in mesoscopic physics theory, such as the collective T-operator or the self-energy \( \Sigma \).

The collective T-operator in an ensemble of \( N \) scatterers is the sum of all possible elastic scattering sequences experienced by waves of frequency \( \omega \).

\[
\mathbf{T}(\omega) = \sum_l t_l + \sum_{m \neq l} \sum_{m \neq n} t_m G_0(\omega) t_m + \ldots,
\]

where \( t_l \) is the t-operator of the point-like scatterer \( l \) located in \( r_l \), of amplitude \( t(\omega) = -k^2 \alpha(\omega) = -4\beta k^2 \alpha(\omega)/k_0^2 \). In the momentum representation, the series (15) is recast as

\[
\mathbf{T}(q, \omega) = \frac{4\beta}{A} \sum_{l=1}^{N} \sum_{m=1}^{N} \left[ \frac{1}{(\delta + i)1 + \tilde{G}_0(\omega_0)} \right]_{lm} e^{-i\mathbf{q} \cdot (r_l - r_m)}.
\]

This expression applies for resonators of large quality factor described by the polarizability \( \beta \). Since only the components \( l = m \) contribute significantly to Eq. (16) in the limit \( q \to \infty \), we establish the following connection between \( p(\delta) \) in Eq. (14) and the average T-operator:

\[
p(\delta) = -\frac{1}{4\pi \beta \rho q^2} \lim_{q \to \infty} \text{Im} \text{Tr} \left[ \langle \mathbf{T}(q, \omega) \rangle \right].
\]

Hence, we are left with the evaluation of \( \langle \mathbf{T}(q, \omega) \rangle \). Note that the distribution \( p(\delta) \) is expressed in terms of \( \mathbf{T}(\omega) \) and not in terms of the full Green’s operator \( \mathbf{G}(\omega) = \mathbf{G}_0(\omega) + \mathbf{G}_0(\omega) \mathbf{T}(\omega) \mathbf{G}_0(\omega) \), because it accounts for the resonances of the complex system, defined as the poles of the scattering operator \( \mathbf{S}(\omega) = 1 + \mathbf{G}_0(\omega) \mathbf{T}(\omega) \). In particular, it does not reduce to the density of free states in the absence of scatterers where \( \mathbf{T}(\omega) = 0 \).

The average collective T-operator is conveniently expressed in terms of the self-energy \( \Sigma(q, \omega) \) as

\[
\langle \mathbf{T}(q, \omega) \rangle = \frac{\Sigma(q, \omega)}{1 - \mathbf{G}_0(q, \omega_0) \Sigma(q, \omega)}.
\]

By definition, \( \Sigma(q, \omega) \) is the sum of all possible irreducible scattering sequences contained in the expansion of \( \langle \mathbf{T}(q, \omega) \rangle \). In the following, we restrict our analysis to the regime of moderate density \( (k_0a \gtrsim 3) \), where it
is legitimate to perform an expansion of the self-energy in density $\rho$. By averaging Eq. (15) and keeping all irreducible diagrams up to the second order in $\rho$, we get

$$
\Sigma(q, \omega) = \rho t(\omega) I + \rho^2 t(\omega)^2 \int dr h_2(r) G_0(r, \omega)e^{-iqr} \rho t(\omega)^3 \int dr [1 + h_2(r)] \frac{G_0^2(r, \omega_0)}{1 - t(\omega)^2 G_0^2(r, \omega_0)} + \rho^2 t(\omega)^4 \int dr [1 + h_2(r)] \frac{G_0^2(r, \omega_0)}{1 - t(\omega)^2 G_0^2(r, \omega_0)} e^{-iqr}. $$

(19)

The four terms of the expansion (19) are represented schematically in Fig. 3. The first one, $\Sigma_{ISA}$, is the independent scattering approximation of the self-energy, which is the only relevant term in the limit of dilute uncorrelated system. By keeping this first order in density in Eq. (17), we find that the DOS $p(\delta)$ takes a Lorentzian profile,

$$
p(\delta) = \frac{1}{\pi} \frac{1}{1 + \delta^2},
$$

(20)

both for TM and TE waves. This result is in excellent agreement with numerical simulations at $\chi = 0$ in the dilute limit $k_0 a \gg 1$ (results not shown). The second term in Eq. (19), noted $\Sigma_C$ in Fig. 3, corresponds to scattering by two correlated scatterers, while the two last terms, $\Sigma_L$ and $\Sigma_B$, are recurrent scattering contributions involving pairs of scatterers; $\Sigma_L$ stands for scattering loops which end where they start, and $\Sigma_B$ represents boomerang-like sequences in which the last scatterer differs from the first one. For TM waves, $\Sigma_C$ and $\Sigma_B$ do not contribute to $p(\delta)$ because they vanish in the limit $q \to \infty$. On the contrary, for TE waves, they contribute to $p(\delta)$ through the singularity $\delta(r) G_0^2 G_0^2$ of $G_0(r, \omega_0)$. The corresponding weight of $\Sigma_C + \Sigma_B$ is $-\rho^2 t(\omega)^2 / 2k_0^2$, irrespectively of the amplitude of the correlation $h_2$. This term, which slightly red-shifts $p(\delta)$ by an amount $\Delta \delta \approx -4/(k_0 a)^2$, is the so-called Lorentz-Lorenz correction to the DOS, discussed in Refs. [60] and [61] for 3D uncorrelated systems. The only contribution in Eq. (19) that gives a dependence of $p(\delta)$ on the degree of spatial correlation is thus the loop term $\Sigma_L$.

We have represented in Fig. 10(a) maps of the DOS $p(\delta)$ of TE waves in the regime of moderate density $k_0 a \in [2.5, 7]$, for two degrees of spatial correlation, $\chi = 0$ (top) and $\chi = 0.5$ (bottom). Numerical distributions obtained from the diagonalization of the Hamiltonian (14) (left panels) are compared with the theoretical predictions (17), evaluated at the second order in density with Eqs. (18) and (19) (right panels). Details regarding the explicit analytical computation of Eq. (17) and Eq. (19) are given in App. D. Good agreement between numerics and theory is found over a broad range of density and detuning, all the way from uncorrelated system ($\chi = 0$) to strongly correlated one ($\chi = 0.5$). This confirms the validity of the connection established in Eq. (17) between $p(\delta)$ and the average collective $T$-operator.

Figure 10(b) shows cuts of the two maps along the line $k_0 a = 4.5$. In the absence of spatial correlation (top), $p(\delta)$ differs slightly from the Lorentzian profile (20) found in the dilute limit (dashed line). In particular, the loop correction $\Sigma_L$ is responsible for an antisymmetric contribution to $p(\delta)$ through $\text{Im} \left[t(\omega)^3\right]$, which blue-shifts the maximum of $p(\delta)$ and creates a depletion at $\delta < 0$. On the contrary, for a large degree of correlation (bottom), $\Sigma_L$ is responsible for a dip in the DOS at $\delta > 0$, which coincides with the pseudo-gap found in simulations. To understand the origin of this dip, it is sufficient to consider the single loop approximation $\Sigma_L \approx \rho^2 t(\omega)^3 \int dr g_2(r) G_0^2(r, \omega_0)$. At $\chi = 0.5$, the pair correlation function $g_2(r) = 1 + h_2(r)$ is zero for $r \lesssim a$ and presents a dominant peak at $r \approx a$. As the result, most of the scatterers involved in a scattering loop are separated by a distance $a$. For $\delta \gtrsim 0$ and $k_0 a = 4.5$, the phase accumulated along a scattering loop of length $a$ is opposite to the phase of single scattering, so that $\Sigma_{ISA}$ and $\Sigma_L$ are of opposite sign and interfere destructively. The fact that the theory does not reproduce quantitatively the pseudo-gap is attributed to the density expansion of $\Sigma$ performed above. We expect the agreement with numerical DOS to get better when including scattering loops made of more than two spatially correlated scatterers, $\Sigma_L$. 

FIG. 9. Pictorial representation of the scattering sequences included in the self-energy $\Sigma$. Open circles represent scatterers, arrows account for field propagation through $G_0$, and dashed line connecting scatterers stand for the spatial correlation function $h_2$. Diagrams are classified into four classes discussed in the text. The pseudo-gap found in the DOS $p(\delta)$ for strongly correlated systems is triggered by the destructive interference between the independent scattering contribution, $\Sigma_{ISA}$, and the scattering loops involving two spatially correlated scatterers, $\Sigma_L$. 

\[ \Sigma = \Sigma_{ISA} + \Sigma_{C} + \Sigma_{B} + \Sigma_{L} \]
correlated scatterers.

Our theoretical treatment of the DOS not only provides explicit expressions of \( p(\delta) \) for any \( \chi \), but also indicates which microscopic scattering mechanisms contribute to the formation of the pseudo-gap in correlated materials, and what should be the profile of the spatial correlation function to make the pseudo-gap prominent.

V. LOCALIZATION LENGTH IN CORRELATED RESONANT SYSTEMS

We found in Sec. II.3 that the formation of a pseudo-gap in the DOS \( p(\delta) \) of correlated materials is concomitant to a modification of the eigenstates of \( \mathcal{H}(\omega_0) \). States near the band edges become exponentially localized in the bulk of the medium, and, as a result, acquire very long lifetimes in finite-size samples. Here we want to establish, in an explicit manner, the connection between \( p(\delta) \) and the localization properties of \( \mathcal{H}(\omega_0) \). To characterize the latter, it is custom to consider the spatial properties of the intensity associated to the field operator \( \mathcal{G}(\omega) = 1/\{\omega \mathbb{1} - \mathcal{H}(\omega_0)\} \). The mean intensity is defined as

\[
I^{\alpha \gamma}(\mathbf{R}, \Omega) = \langle \mathcal{G}^{\alpha \gamma}_{ij}(\omega^+) \mathcal{G}^{*\alpha \gamma}_{ij}(\omega^-) \rangle,
\]

where \( \omega^\pm = \omega \pm \Omega/2 \), \( (i, j) \) are positions indices with \( \mathbf{r}_i = \mathbf{r}_j + \mathbf{R} \), and \( (\alpha, \gamma) \) refer to output and input polarization channels. Using Eq. (16), we can also express the intensity in terms of the collective \( \mathbf{T} \)-operator,

\[
I^{\alpha \gamma}(\mathbf{R}, \Omega) \propto \langle \mathbf{T}^{\alpha \gamma}_{ij}(\omega^+) \mathbf{T}^{\alpha \gamma}_{ij}(\omega^-)^* \rangle,
\]

where \( \mathbf{T}^{\alpha \gamma}_{ij}(\omega) = \left( \left( \delta + i \mathbb{1} + \mathcal{G}_0(\omega_0) \right)^{-1} \right)^{\alpha \gamma}_{ij} \).

One common way to find the expression of the correlator (22) is to write a Bethe-Salpeter equation for \( \langle \mathbf{T} \mathbf{T}^\dagger \rangle \) and compute its irreducible vertex at a given order in density using the expansion (16). In the long time limit \( (Q \to 0) \) and large scale limit \( (R \gg \ell_s) \), \( I^{\alpha \gamma}(\mathbf{R}, \Omega) \) is dominated by the scalar mode of the Bethe-Salpeter equation, which is independent of the polarization channels: \( I^{\alpha \gamma}(\mathbf{R}, \Omega) \equiv I(\mathbf{R}, \Omega) \). In addition, in the regime of weak scattering \( (k\ell_s) \ll 1 \), where \( \ell_s \) is the scattering mean free path discussed below), the mean intensity effectively obeys a diffusion equation. In the Fourier domain, it reads

\[
(DQ^2 - i\Omega)I(\mathbf{Q}, \Omega) = 0,
\]

with \( I(\mathbf{Q}, \Omega) \) the Fourier transform of \( I(\mathbf{R}, \Omega) \). If localization corrections are ignored, the diffusion coefficient \( D \) for 2D waves reduces to

\[
D_0 = \frac{\ell_s v_E}{2},
\]

where \( \ell_s = \ell_s/(1 - g) \) is the transport mean free path, \( g \) the scattering anisotropy factor, and \( v_E \) the energy velocity. In an ensemble of scatterers with large quality factors, \( v_E \) is much smaller than \( c \), because of the long time...
(\sim \Gamma^{-1}_s) spent for each scattering event: \(v_E \approx \Gamma_0 \ell_s\). The result (24) includes the vectorial nature of the problem at hand, in the sense that the explicit expressions of \(\ell_s\) and \(g\), which involve the self-energy and the irreducible vertex, depend on it. But it neglects other genuinely new vector effects that may show up in the regime of large density, where near field radiation carried by the longitudinal part of the Green's tensor \(G_0(q, \omega)\) becomes dominant. Specifically, it was put forward recently that the interference between the longitudinal and transverse waves contribute to the diffusive current and thus increase the value of the diffusion coefficient (22). In the regime of moderate density we are interested in \((k_0 a \geq 4)\), we checked explicitly that removing the longitudinal part of \(G_0(q, \omega)\) in the definition of the Hamiltonian (4) does not change our findings for TE waves: both pseudo-gap and localization signatures shown in Fig. 3 are preserved quantitatively.

In infinite 2D systems, localization corrections to the result (24) cannot be ignored. When a pair of complex conjugated fields evolves along a diffusive path, there is a high probability to form a scattering loop in which the two fields propagate along the same path but in opposite directions. Accounting for these loops (cooperons) self-consistently leads to a profound modification of \(D\) which becomes solution of the equation (31)

\[
D = D_0 - D P_0, \tag{25}
\]

where \(P_0\) is the return probability to the origin by diffusion,

\[
P_0 = \frac{1}{\pi p(\omega)} \int \frac{dQ}{(2\pi)^2} \frac{1}{DQ^2 - i\Omega}. \tag{26}
\]

This expression explicitly depends on the DOS \(p(\omega)\) of the Hamiltonian (4), defined in Eq. (8). The integral that appears in the expression of \(P_0\) diverges at large \(Q\), because the diffusion process breaks down at distance shorter than \(\sim \ell_s\). By introducing a cutoff \(q_{\text{max}} = 1/\ell_s\), we get

\[
P_0 = \frac{1}{(2\pi)^2 p(\omega) D} \ln \left(1 + \frac{iD}{\Omega \ell_s^2}\right). \tag{27}
\]

In the stationary limit \(\Omega \rightarrow 0^+\), the solution \(D\) of Eq. (25) is thus purely imaginary. It reads

\[
D = -i\Omega \xi^2, \tag{28}
\]

where \(\xi\) is a characteristic length defined as

\[
\xi = \ell_s e^{2\pi^2 p(\omega) D_0}. \tag{29}
\]

With the result (28), the stationary solution of Eq. (23) becomes \(I(R) \sim e^{-R/\xi}\), so that \(\xi\) can be interpreted as the localization length. By inserting the expressions of \(D_0\) and \(p(\omega)\), given by Eqs. (24) and (9), into the formal solution (28), we finally get

\[
\xi = \ell_s e^{2\pi^2 \beta \rho\ell_s p(\delta)}, \tag{30}
\]

which applies both for TM (\(\beta = 1\)) and TE (\(\beta = 2\)) waves.

To analyze the main features of the result (30), we need to specify the expression of \(\ell_s\). In the absence of absorption, \(\ell_s\) characterizes the exponential extinction of the ballistic light inside the disordered medium. At second order in density, its inverse takes the form

\[
\frac{1}{\ell_s} = \frac{\text{Im} \left[\Sigma^\perp(q = k_0, \omega)\right]}{\omega_0 v_\varphi}, \tag{31}
\]

where \(v_\varphi = c \left[1 + \text{Re} \Sigma^\perp_{\text{ISA}}(\omega)\right]\) is the phase velocity and \(\Sigma^\perp(q = k_0, \omega)\) is the transverse part of \(\Sigma(q, \omega)\) given in Eq. (19), evaluated on the shell \(|q| = k_0\). Its explicit analytical expression is given in App. D. The result (31) is based on the on-shell approximation that breaks down at large density. In that case, the dielectric constant of the effective medium is non-local and the extinction of the ballistic component is no more exponential. We checked numerically that this occurs in our systems for \(k_0 a \lesssim 4.6\).

The comparison of Eqs. (17) and (31) shows that \(p(\delta)\) and \(\ell_s\), whose product appears in the expression (30) of the localization length, are both expressed in terms of \(\Sigma(q, \omega)\). The first one however depends on both the transverse and longitudinal parts of \(\Sigma(q, \omega)\), evaluated at \(q \rightarrow \infty\) instead of \(q = k_0\). As a consequence, the term \(\Sigma_B(q, \omega)\) contributes to \(\ell_s\) but not to \(p(\delta)\). The only case where the product \(p(\delta)\) is independent of detuning and density is the one of dilute systems \((k_0 a \gg 1)\), for which \(\Sigma(q, \omega) \simeq \Sigma_{\text{ISA}}(\omega)\) (a) is independent of \(q\). Then, Eq. (30) reduces to

\[
\xi \approx \ell_s e^{\frac{\chi}{\Delta}}, \tag{32}
\]

which is the commonly used expression for the localization length in 2D (23, 31). We stress that the result (32) is not accurate as soon as spatial correlation and recurrent scattering become important. In particular, for TE waves at \(\chi = 0.5\), we find that the frequency profile of \(p(\delta)\) is strongly asymmetric [see Fig. 10(b)], whereas the theoretical prediction (31) gives an almost symmetric profile of \(\ell_s\) vs \(\delta\) (result not shown). Furthermore, the dependence of \(p(\delta)\) on \(k_0 a\) is strongly non-monotonic [see Fig. 10(a)], whereas Eq. (31) yields to a monotonic increase of \(\ell_s\) with \(k_0 a\). In this situation, the product \(p(\delta)\) is not constant and the approximation (32) of Eq. (30) does not hold.

To test the validity on the prediction (30), and in particular its explicit dependence on \(p(\delta)\), we first computed numerically the values of \(\ell_s\) and \(\xi\) in the TE polarization at \(\chi = 0.5\). For this purpose, we illuminated a disordered slab of thickness \(L\) made of resonant dipoles and studied the dependence on \(L\) of the mean field intensity measured in transmission, \(|\langle E(L)\rangle|^2\), as well as the mean of the logarithm of the intensity, \(\langle \ln |\langle E(L)\rangle|^2\rangle\). Details of the calculation are given in App. E. We also checked that the values of \(\xi\) found in this way are compatible with a direct fit of the exponential profile of the localized eigenstates.
This expression captures the impact of the disorder-to-order transition on the DOS. Strong spatial correlations force the scatterers to be at a well defined distance from each other, which allows for efficient destructive interference between elementary scattering processes involving one and two scatterers, in the density window $k_0 a \in [4.2, 5.2]$. Hyperuniformity ($\lim_{q \to 0} S(q) = 0$) is not a requisite condition for this process, which can be realized with hard disk systems as well.

We also developed a complementary model for the DOS based on an effective-crystal representation. This model captures the fundamental difference between scalar and vector waves in the regime of high density. At $k_0 a \lesssim 3$, longitudinal and transverse TE modes interact to prevent the formation of a polaritonic gap similar to the one formed by TM modes. On the other hand, at $k_0 a \gtrsim 4$, transverse and longitudinal modes exhibit independent polaritonic dispersions that result in a TE gap, whereas TM waves support a double polaritonic dispersion that closes the gap. By analyzing the mechanisms responsible for these band structures, we were able to predict accurately the non-overlapping regimes of density where TE and TM gaps are observed in strongly correlated materials.

Finally, we proved that the localization length $\xi$ in 2D correlated systems takes the general form $\xi = \frac{c}{\ell_s}$. This result explicitly shows that spatial correlations can deeply affect localization, not only by modifying the scattering mean free path $\ell_s$ and the scattering anisotropy factor $g$ as found numerically in Ref. [23] but also by depleting the DOS $p(\delta)$. In this way, we explained why it is so difficult to observe localization of TE modes in uncorrelated media of finite size and why spatial correlations turn out to be a powerful knob to reach localization. Our predictions for $p(\delta)$ and $\xi$ are supported quantitatively by extensive numerical simulations of wave propagation in hyperuniform systems.

By providing theoretical grounds as well microscopic mechanisms for the emergence of photonic gap and localization, we clarify recent experimental and numerical findings that put forward the role of short-range order for these processes [9][11][13][25]. We also establish the possibility to induce localization for 2D TM waves propagating through in-plane dipole excitations, which has not been explored experimentally so far. Finally, our theoretical treatments of the DOS and localization can, in principle, be extended to 3D systems. Although the possibility to propagate along a third dimension evidently leads to qualitative different behavior, the role of spatial correlations and the microscopic mechanisms responsible for $p(\delta)$ and $\xi$ are formally the same as in 2D. Hence, we think that our work will help to identify the key structural ingredients that affect significantly wave propagation in 2D and 3D strongly correlated materials.
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Appendix A: Electromagnetic Green function and Green matrix in 2D

Throughout this article, we have considered a translationally invariant medium along one direction so that the usual \(3 \times 3\) Green tensor splits into two independent block elements, a scalar one in the TM polarization when the excitation lies along the invariance direction, and a \(2 \times 2\) block for the TE polarization with a field perpendicular to it. For the sake of simplicity both operators will be denoted \(G_0\). For TM polarization, \(G_0\) is such that

\[
\begin{align*}
\left[\nabla^2 + k^2\right] G_0(r-r',\omega) &= \delta(r-r'), \\
G_0(R,\omega) &= -\frac{i}{4} H^{(1)}_0(k_0 R),
\end{align*}
\]

where \(H^{(1)}\) is the Hankel function of the first kind and order \(\alpha\). Similarly in the TE polarization the Green tensor \(G_0\) reads

\[
\begin{align*}
\left[-\nabla \times \nabla \times + k^2\right] G_0(r-r',\omega) &= \mathbf{1}\delta(r-r'), \\
G_0(R,\omega) &= -\frac{i}{4} \mathbf{VP}\left[\mathbf{1} - \frac{R \otimes R}{R^2}\right] H^{(1)}_0(k_0 R) \\
&\quad - \left[\mathbf{1} - 2 \frac{R \otimes R}{R^2}\right] \frac{H^{(1)}_1(k_0 R)}{k_0 R} + \frac{\delta(R)}{2k_0^2} \mathbf{1}.
\end{align*}
\]

Appendix B: Hyperuniform pattern generation and properties

In this appendix, we focus on the process used to generate stealth hyperuniform point patterns. This process is adapted from Refs. [13, 62–65] SHU patterns are such that the structure factor \(S(\mathbf{q})\) vanishes in a domain \(|\mathbf{q}| < K\). Numerically, only a finite number of points can be manipulated. To mimic an infinite medium, we thus divide the space into identical unitary cells. A square lattice is often too restrictive since it forces the point pattern to crystallize into a square lattice at large \(\chi\). For that reason, we have chosen a triangular (or hexagonal) lattice [see Fig. 12(a)].

The induced periodicity implies that the structure factor vanishes for all \(\mathbf{q}\) except the ones lying on the reciprocal lattice. The problem of generating a SHU pattern reduces now to an optimization process to minimize the structure factor for all \(\mathbf{q} \in \Omega\) where \(\Omega\) is the intersection of the reciprocal lattice and the domain \(|\mathbf{q}| < K\) [see Fig. 12(b)]. This can be translated into the determination of point positions that minimizes the potential

\[
U(\{r_j\}) = \sum_{\mathbf{q} \in \Omega} \left| \sum_j \exp(i\mathbf{q} \cdot \mathbf{r}_j) \right|^2.
\]

In practice, the first guess is a fully random configuration of points (Poisson point pattern) on which a conjugate gradient method is applied which leads to a SHU point pattern. Depending on the intended use, the unitary cell structure is then scaled and cropped to obtain a SHU pattern inside a disk of radius \(R\) and density \(\rho = a^{-2}\).

Finally, we note that the structure factors \(\tilde{S}(\mathbf{q}) = \sum_{i,j} e^{i\mathbf{q}(\mathbf{r}_i - \mathbf{r}_j)}/N\) and \(S(\mathbf{q}) = 1 + \rho h_2(\mathbf{q})\) are linked through the relation

\[
S(\mathbf{q}) = \tilde{S}(\mathbf{q}) - 4\pi^2 \rho \delta(\mathbf{q})
\]
in an infinite medium (we have to remove the forward-scattering component). In a finite-sized medium, this relation becomes

$$ S(q) = \tilde{S}(q) - \frac{N - 1}{A^2} |\Theta(q)|^2 $$

where \( A \) is the area occupied by the scattering medium and \( \Theta(q) \) is the Fourier transform of the function

$$ \Theta(r) = \begin{cases} 1 & \text{if } r \in A, \\ 0 & \text{otherwise.} \end{cases} $$

Appendix C: Regularization of the crystalline Hamiltonian and large wavelength expansion

To construct the dispersion relation in infinite crystals, we recall the Hamiltonian from Eq. (10) expressed in term of Bloch waves

$$ H_q(q, \omega_q) = \left( \omega_q - i \frac{\Gamma_0}{2} \right) - \frac{\Gamma_0}{2} \tilde{G}_0(q, \omega_q) $$

with \( \tilde{G}_0(q, \omega) = -i \beta(\omega/\omega_0)^2 \sum_{q \neq 0} G_0(q, \omega) e^{-i q \cdot R} \). Following the procedure of Refs. [33] and [48], we want to convert the sum over the lattice into a sum over reciprocal space. Poisson’s formula requires the evaluation of the Green’s function at its singularity. This has been circumvented by regularizing the Green’s function using a Gaussian cut-off in momentum space, which smoothen the real space divergence at the origin. Explicitly we used the relation derived in Eq. (B2) given by

$$ \sum_{q \neq 0} G_0(q, \omega) e^{-i q \cdot R} \simeq \frac{e^{-\frac{i b^2}{2}}}{2\pi b} \rho \sum_Q G^*_0(Q - q, \omega) $$

which becomes independent of \( b \) for \( b \ll a \). For the TM polarization, the last term of Eq. (C4) reads

$$ G^*_0(R = 0, \omega) \simeq \frac{1}{V_L} \sum_Q G^*_0(Q - q, \omega) - G^*_0(R = 0, \omega), $$

where \( \rho \) is the area occupied by the scattering medium and \( \Theta(q) \) is the Fourier transform of the function

$$ \Theta(r) = \begin{cases} 1 & \text{if } r \in A, \\ 0 & \text{otherwise.} \end{cases} $$

Here the Hankel function has been approximated at small values by

$$ H_0^{(1)}(x) \simeq 1 + \frac{i}{\pi} \left[ 2\gamma + \ln \left( \frac{x^2}{4} \right) \right], $$

where \( \gamma \) is the Euler’s constant. In the TE polarization, using \( \int_0^{2\pi} d\theta \) for \( x = r \), and \( \int_0^{2\pi} d\theta \) for \( x = 2r \), we get

$$ G_0(R = 0, \omega) = -\frac{1}{2\pi} \left[ \gamma + \ln \left( \frac{k_0^2 b^2}{2} \right) \right] - \frac{1}{4} \left( 4 - \frac{1}{4\pi k_0^2 b^2} \right). $$

In the long wavelength limit \( (q \ll 1) \), Eq. (12) can be obtained from Eq. (C6), in the same fashion as in Ref. [33] for 3D crystals. A more direct way is to go back to Eq. (C6) and to compute \( \sum_{q \neq 0} G(R) e^{-i q \cdot R} \) in the high density limit which gives

$$ \sum_{q \neq 0} G(R) e^{i q \cdot R} \simeq \frac{1}{q_{\text{in}}^2 a^2} \int dR \ G(R) e^{-i q \cdot R} - \text{Im}[G(R = 0)] $$

$$ + \frac{1}{q_{\text{in}}^2 a^2} \int_{\Delta A} dR \ Re[G(R)] $$

$$ \simeq \frac{1}{2} G(q) + \frac{1}{4} \left( \frac{i}{\pi} - \frac{\delta_{q,2}}{2k_0^2 a^2} \right) $$

where \( \delta_{q,2} \) is a small surface enclosing the origin. Taking the limit \( \Delta A \to 0 \), we obtain Eq. (12).

For small enough \( b/a \), the Hamiltonian computed with Eq. (C5) is independent of the regularization parameter \( b \). In practice, we set \( b/a = 0.01 \), and truncate the sum over the reciprocal lattice by keeping \( Q \) which satisfy \( |q - Q| \lesssim 7/b \). In order to generate dispersion relations such as shown in Fig. 8, the Hamiltonian is then diagonalized for \( q \) belonging to an irreducible path of the first Brillouin zone. Moreover, the numerical density of states \( p(\delta) \) shown in Fig. 7 is obtained by sampling an irreducible area of the first Brillouin zone and counting the number of resonances per unit frequency.

Appendix D: Computation of the self energy and \( p(\delta) \)

In order to evaluate Eq. (17), it is convenient to use the decomposition \( \Sigma(q, \omega) = \hat{\Sigma}^1(q, \omega) \Delta^\perp_q + \hat{\Sigma}^1(q, \omega) \Delta^\parallel_q + G_0(q, \omega) \Delta^\perp_q + G_0(q, \omega) \Delta^\parallel_q \), where \( \Delta^\perp_q \) and \( \Delta^\parallel_q \) are the projectors perpendicular and parallel to
where $\mathbf{q}$. We get

$$p(\delta) = -\frac{1}{4\pi \beta} \lim_{q \to \infty} \text{Im} \left[ \frac{\Sigma^\perp(\mathbf{q}, \omega)}{1 - G_0^\perp(\mathbf{q}, \omega)\Sigma^\perp(\mathbf{q}, \omega)} + \frac{\Sigma^\parallel(\mathbf{q}, \omega)}{1 - G_0^\parallel(\mathbf{q}, \omega)\Sigma^\parallel(\mathbf{q}, \omega)} \right]. \quad (D1)$$

A first simplification comes from the fact that $G_0^\perp(\mathbf{q}, \omega) \to 0$ when $q \to \infty$, reducing the first term to the numerator $\Sigma^\perp$. Then, we take into account all scattering processes involving two different scatterers in the computation of the transverse $[\Sigma^\perp(\mathbf{q}, \omega)]$ and longitudinal $[\Sigma^\parallel(\mathbf{q}, \omega)]$ self-energies. This corresponds to a second order expansion in density and gives the following diagrams:

This diagrammatic representation is similar to the one shown in Fig. 3. Circles represent scattering events and horizontal solid lines are for the free space Green functions connecting these scattering events. Also, disorder correlations are denoted by dashed curved lines and identical scatterers (recurrent scattering) are linked by solid upper and lower lines. Eq. (D2) takes the compact form

$$\Sigma(\mathbf{q}, \omega) = \Sigma_{ISA}(\mathbf{q}, \omega) + \Sigma_C(\mathbf{q}, \omega) + \Sigma_L(\mathbf{q}, \omega) + \Sigma_B(\mathbf{q}, \omega), \quad (D3)$$

where

$$\Sigma_{ISA}(\mathbf{q}, \omega) = \rho t(\omega) \mathbb{1}, \quad (D4)$$

$$\Sigma_C(\mathbf{q}, \omega) = \rho^2 t(\omega)^2 \int d\mathbf{r} h_2(\mathbf{r}) G_0(\mathbf{r}, \omega_0) e^{-i \mathbf{q} \cdot \mathbf{r}}, \quad (D5)$$

$$\Sigma_L(\mathbf{q}, \omega) = \rho^2 t(\omega)^3 \int d\mathbf{r} \left[ 1 + h_2(\mathbf{r}) \right] \frac{G_0^2(\mathbf{r}, \omega_0)}{1 - t(\omega)^2 G_0^2(\mathbf{r}, \omega_0)} \quad (D6)$$

$$\Sigma_B(\mathbf{q}, \omega) = \rho^2 t(\omega)^4 \int d\mathbf{r} \left[ 1 + h_2(\mathbf{r}) \right] \frac{G_0^3(\mathbf{r}, \omega_0) e^{-i \mathbf{q} \cdot \mathbf{r}}}{1 - t(\omega)^2 G_0^2(\mathbf{r}, \omega_0)} \quad (D7)$$

Let us first consider $\Sigma_C$. To compute this term, we expand the Green function given by Eq. (A4) into its transverse and longitudinal projections in real space and its singular part as

$$G_0(\mathbf{r}, \omega) = G^t(\mathbf{r}, \omega) \Delta^\perp + G^l(\mathbf{r}, \omega) \Delta^\parallel + \frac{\delta(\mathbf{R})}{2k_0^2} \mathbb{1} \quad (D8)$$

where $\Delta^\perp$ ($\Delta^\parallel$) is the transverse (longitudinal) projec-
In the same way we can write the loop term $\Sigma_L$ in the form
\[
\Sigma_L(q, \omega) = \Sigma_L^1(\omega, q) \Delta^1_r + \Sigma_L^\| (\omega, q) \Delta^\|_r + \Sigma_L^{LL}(q, \omega) \mathbb{1}.
\] (D15)

The first two terms follow from the decomposition
\[
\frac{1}{1 - t(\omega)^2 G_0^2(r, \omega_0)^2} = \sum_{j=0}^{\infty} \left[ t(\omega)^2 G_0^2(r, \omega_0)^2 \right]^j \Delta^1_r + \frac{1}{1 - t(\omega)^2 G_0^2(r, \omega_0)^2} \Delta^\|_r.
\] (D16)

Taking the limit $q \to 0$ in Eqs. (D9) and (D10), we get
\[
\int_0^{2\pi} d\theta \Delta^1_r e^{-ik \cdot r} = \int_0^{2\pi} d\theta \Delta^\|_r e^{-ik \cdot r} = \pi \mathbb{1},
\]
which leads to
\[
\Sigma_L^1(q, \omega) = \Sigma_L^\| (q, \omega) = \pi \rho^2 \frac{t(\omega)^3}{1 - t(\omega)^2 G_0^2(r, \omega_0)^2} \left[ \frac{G_0^I(r, \omega_0)^2}{1 - t(\omega)^2 G_0^I(r, \omega_0)^2} + \frac{G_0^s(r, \omega_0)^2}{1 - t(\omega)^2 G_0^s(r, \omega_0)^2} \right].
\] (D17)

In addition, the contribution of the singular part of $G_0(r, \omega)$ to $\Sigma_L(q, \omega)$ vanishes thanks to a simplification of the $\delta$-terms appearing in Eq. (D6). $\Sigma_L^{LL}(q, \omega) = 0$.

Finally, we consider the boomerang term $\Sigma_B$ that we write in the form
\[
\Sigma_B(q, \omega) = \Sigma_B^1(q, \omega) \Delta^1_r + \Sigma_B^\| (q, \omega) \Delta^\|_r + \Sigma_B^{LL}(q, \omega) \mathbb{1}.
\] (D18)

Using Eqs. (D16) and (D9), we obtain
\[
\Sigma_B^1(q, \omega) = 2\pi \rho^2 \int_0^{2\pi} d\theta \left[ J_0(qr) - J_1(qr) \right] + \frac{t(\omega)^4 G_0^3(r, \omega_0)}{1 - t(\omega)^2 G_0^2(r, \omega_0)^2} \left[ J_0(qr) - J_1(qr) \right],
\] (D19)
\[
\Sigma_B^\| (q, \omega) = 2\pi \rho^2 \int_0^{2\pi} d\theta \left[ \frac{t(\omega)^4 G_0^3(r, \omega_0)}{1 - t(\omega)^2 G_0^2(r, \omega_0)^2} \frac{J_1(qu)}{qr} \right] + \frac{t(\omega)^4 G_0^3(r, \omega_0)}{1 - t(\omega)^2 G_0^2(r, \omega_0)^2} \left[ J_0(qr) - \frac{J_1(qr)}{qr} \right],
\] (D20)
\[
\Sigma_B^{LL}(q, \omega) = -\frac{\rho^2 t(\omega)^3}{2k_0^2} (1 + h_2(r)).
\] (D21)

It is interesting to note that the two terms coming from the singular part of the Green function simplify which gives
\[
\Sigma_B^{LL}(q, \omega) = \Sigma_B^{LL}(q, \omega) + \Sigma_B^{LL}(q, \omega) = -\frac{\rho^2 t(\omega)^3}{2k_0^2}.
\] (D22)

At first order, this contribution is identical to the one we would obtain considering point-like repulsion between scatterers and known as Lorentz-Lorenz correction.

In the evaluation of the density of states, only the large wave-vector limit participates hence removing the contribution of $\Sigma_B$ and the wave-vector dependent part of $\Sigma_C$.

The only term which needs to be computed numerically is $\Sigma_L$. The first integrand involving $G_0^I$ is regular at the origin, but not absolutely convergent for large arguments. Indeed, $rG_0^I(r, \omega_0)$ is equivalent to $i \exp[2ik_0r]/8\pi$. The integral can be computed nonetheless by setting a cut-off $r_c$ in the following way:
\[
\int_0^{r_c} dr [1 + h_2(r)] \frac{G_0^I(r, \omega_0)^2}{1 - t(\omega)^2 G_0^I(r, \omega_0)^2}
\]
\[
= \int_0^{r_c} dr [1 + h_2(r)] \frac{G_0^s(r, \omega_0)^2}{1 - t(\omega)^2 G_0^s(r, \omega_0)^2}
\]
\[
+ \int_{r_c}^{\infty} dr [1 + h_2(r)] \frac{G_0^s(r, \omega_0)^2}{1 - t(\omega)^2 G_0^s(r, \omega_0)^2}.
\] (D23)

For a large enough value of $r_c$, the first integral is computed numerically and the second one is approximated by
\[
\int_{r_c}^{\infty} dr G_0^s(r, \omega_0)^2 \simeq \frac{i}{8\pi} \int_{r_c}^{\infty} \exp[2ik_0r] dr = \frac{\exp[2ik_0r_c]}{16\pi k_0}.
\] (D24)

The final result (D23) is independent of $r_c$.

\section*{Appendix E: Computation of the anisotropy factor $g$ for TE waves}

The transport mean free path $\ell_t$ can be linked to the scattering mean free path $\ell_s$ through the anisotropy fac-
tor \( g \). In 2D, it is given by
\[
\frac{1}{\ell_t} = \frac{1 - g}{\ell_s} = \frac{\langle (1 - \hat{q} \cdot \hat{q}') U^+(q, q', \omega) \rangle_{\hat{q}'}}{4k_0}, \tag{E1}
\]
where \( \hat{q} = q/q \) with \( q = k_0 \), \( \langle \ldots \rangle_{\hat{q}'} \) denotes an average over the direction of \( \hat{q}' \), and \( U^+(q, q', \omega) = \sum_{i,j,k,l} \Delta^2_{\hat{q},ij} U_{ij,kl}(q, q', \omega) \Delta^2_{\hat{q}',kl} \) is the transverse part of the irreducible vertex \( U(q, q', \omega) \) of the Bethe-Salpeter equation [20]. Here, we are specifically interested in the anisotropy factor evaluated on the shell \( |q| = k_0 \), which reads
\[
g = \ell_s \frac{\langle \hat{q} \cdot \hat{q}' U^+(k_0 \hat{q}, k_0 \hat{q}', \omega) \rangle_{\hat{q}'}}{4k_0}, \tag{E2}
\]
where \( \ell_s \) is given by Eq. (31). At the second order in density, the angular average in the numerator of Eq. (E2) has non-zero contributions from the following diagrams [59, 61]:

\[
U_C = \quad (E3)
\]

\[
U_L = \quad + \quad + \quad + \quad + \quad + \ldots + c.c. \quad \quad (E4)
\]

\[
U_B = \quad + \quad + \quad + \quad + \quad + \ldots + c.c. \quad \quad (E5)
\]

where the notations are identical to those used in Eq. [D2], with the upper and lower lines accounting for the propagating field and its conjugate, respectively. Explicitly, the first term reads
\[
U_C(q, q', \omega) = \rho^2 |t(\omega)|^2 h_2(q - q') I, \tag{E6}
\]
so that the angular average of its transverse part can be written in the form
\[
\langle \hat{q} \cdot \hat{q}' U_C^+(q, q', \omega) \rangle_{\hat{q}'} = \rho |t(\omega)|^2 \int_0^{2\pi} \frac{d\theta}{2\pi} h_2 (2q |\sin(\theta/2)|) \cos^3 \theta. \tag{E7}
\]

The loop and boomerang contributions, \( U_L \) and \( U_B \), are
\[
U_L(q, q', \omega) = \rho^2 |t(\omega)|^2 \int dr [1 + h_2(r)] e^{i(q - q') \cdot r} \left\{ \frac{1}{[1 - t(\omega)^2 G_0(r, \omega_0)^2]} \otimes [1 - t(\omega)^2 G_0^*(r, \omega_0)^2] - 1 \right\}, \tag{E8}
\]
\[
U_B(q, q', \omega) = \rho^2 |t(\omega)|^4 \int dr [1 + h_2(r)] e^{i(q + q') \cdot r} \left\{ \frac{G_0(r, \omega_0) \otimes G_0^*(r, \omega_0) [1 - t(\omega)^2 G_0(r, \omega_0)^2]}{[1 - t(\omega)^2 G_0(r, \omega_0)^2] \otimes [1 - t(\omega)^2 G_0^*(r, \omega_0)^2]} \right\}. \tag{E9}
\]

The angular integrations over the directions of \( r \) and \( \hat{q} \) that appear in \( \langle \hat{q} \cdot \hat{q}' U_C^+(q, q', \omega) \rangle_{\hat{q}'} \) and \( \langle \hat{q} \cdot \hat{q}' U_B^+(q, q', \omega) \rangle_{\hat{q}'} \) can be performed using the decomposition [D8] and the relation [D16]. After a lengthy
we find values of detuning for the range of density probed in Fig. (11) and different replacing the free space Green’s function $\langle \hat{q} \cdot \hat{q}' U_L(q, q', \omega) \rangle = -\rho^2 |t(\omega)|^2 \int_0^\infty dr \; r [1 + h_2(r)] \left\{ A(qr) \left\{ \frac{1}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right\}^2 + B(qr) \left\{ \frac{1}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right\}^2 \right\} + 2C(qr) \text{Re} \left\{ \left( \frac{1}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right) \left( \frac{1}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right)^* \right\} - D(qr) \right\}, \tag{E10}

\langle \hat{q} \cdot \hat{q}' U_B(q, q', \omega) \rangle = \rho^2 |t(\omega)|^4 \int_0^\infty dr \; r [1 + h_2(r)] \left\{ A(qr) \left\{ \frac{G^0_B(r, \omega_0)}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right\}^2 + B(qr) \left\{ \frac{G^0_B(r, \omega_0)}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right\}^2 \right\} + 2C(qr) \text{Re} \left\{ \left( \frac{G^0_B(r, \omega_0)}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right) \left( \frac{G^0_B(r, \omega_0)}{1 - t(\omega)^2 G^0_L(r, \omega_0)^2} \right)^* \right\} \right\}, \tag{E11}

where $A(x) = -2\pi |J_2(x) - xJ_1(x)|^2 / x^2$, $B(x) = C(x) = -2\pi J_2(x)^2 / x^2$, $D(x) = A(x) + 3B(x)$, and $J_1(x)$ and $J_2(x)$ are Bessel functions of the first kind. We note that the remaining integration over $r$ in not convergent for $r \to \infty$ because of the term $rA(qr)|G^0_B(r, \omega_0)|^2 \sim \cos(kr)^2 / r$. We regularize this logarithmic divergence by replacing the free space Green’s function $G^0_L(r, \omega_0)$ with the far-field expansion of the average Green’s function, $(G^2(r, \omega_0)) \simeq G^0(r, \omega_0) e^{-r/2\ell_s}$.

We show in Fig. 13 the anisotropy factor $g$ evaluated from Eq. (31) and Eq. (E2) with $U_L = U_L^{\perp} + U_L^{\parallel} + U_L^-$, for the range of density probed in Fig. (11) and different values of detuning $\delta$. In particular, at resonance ($\delta = 0$), we find $g \approx 0.07 - 0.13$, which gives $\ell_s \approx 1.07 - 1.15 \ell_s$.

![Anisotropy factor g for TE waves](image)

**FIG. 13.** Anisotropy factor $g$ for TE waves propagating in a highly correlated ensemble of resonators ($\chi = 0.5$), with detuning $\delta = 0$ (solid red line), $\delta = 0.5$ (dashed black line), and $\delta = -0.5$ (dotted grey line). The anisotropy factor fluctuates between 0.05 and 0.2 in the density window where localization is prominent (see Fig. 11).

**Appendix F: Numerical evaluation of $\ell_s$ and $\xi$**

The numerical estimate of the scattering mean-free path $\ell_s$ and of the localization length $\xi$ is performed through ab-initio computations using the coupled dipoles method. We place a SHU pattern into a rectangle of length $L$ (typically $kL \in [10, 60]$) and transverse size $D$. In order to mimic a slab geometry, which is the most convenient geometry to have access to estimates of $\ell_s$ and $\xi$, we choose $D \gg L$ (typically $D = 20L$, see Fig. 14). This system is shined using a gaussian beam of waist $w \gg \lambda$ (typically $kw = 200$) given by

$$E(r, \omega) = \frac{E_0}{\sqrt{1 + i\alpha}} \exp \left[ ikx - \frac{y^2}{w^2 (1 + i\alpha)} \right] \tag{F1}$$

for TE waves. $E_0$ is the amplitude and $\alpha = 2r / (kw^2)$. This specific illumination is chosen such that it smoothes the transverse finite-size effects. The transmitted electric field is computed for each disordered configurations on a screen of size $d$ lying at a distance $X$ from the output interface of the slab. We take $X > \lambda$ (typically $kX = 10$).
in order to avoid potential near-field effects close to the interface.

In order to estimate $\ell_s$, we average the transmitted field over many SHU configurations. To accelerate the numerical convergence, we also perform a spatial average over the observation screen assuming ergodicity and a size $d > \lambda$ (typically $kd = 10$). Then we compute the intensity of this average field and perform a fit with the formula

$$|\langle E \rangle|^2 = A \exp \left[ -\frac{L}{\ell_s} \right]$$  \hspace{1cm} (F2)

as a function of the thickness of the slab $L$. $A$ and $\ell_s$ are the fitted parameters.

The estimate of the localization length $\xi$ is performed from the fit of the average of the intensity logarithm as a function of $L$. The fitting formula is given by

$$\langle \ln |E|^2 \rangle = B - L / \xi$$  \hspace{1cm} (F3)

where $B$ and $\xi$ are the fitted parameters.

We also compared the value of $\xi$ found from Eq. (F3) with the length characterizing the exponential profile of the eigenstates of $\mathcal{H}(\omega_0)$. For eigenstates associated to low collective linewidth ($\gamma \lesssim 10^{-4}$), the uncertainty on the fitting parameter $\xi$ of the exponential profile is of the order of the percent, ensuring that the eigenstates are indeed exponentially localized over a length smaller than the system size. For a given value of $k_0 a$, eigenstates corresponding to a certain detuning $\delta$ do not have necessarily the same localization length $\xi$. However, in the regime of density and detuning where we expect strong localization, the distribution $p(\xi)$ becomes noticeably narrow. An example of $p(\xi)$ obtained in this way is shown in Fig. 15. The values of $\xi$ represented in Fig. 11 correspond to the most probable value of $p(\xi)$, computed for different $k_0 a$ at $\delta = 0$, using 32 SHU configurations of $N = 2000$ resonators distributed in a disk. For all $k_0 a$, the disk radius is significantly larger than $\xi$ ($k_0 R \in [100 - 150]$).
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