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Abstract
Phishing implies misdirecting the client by masking himself/herself as a reliable individual, to take the Critical material, for example, bank account number, credit card numbers, and so on; one of the noticeably utilized Phishing these days is spear phishing, and it is one of the effective phishing assaults given its social, mental boundaries. In this paper, we will mitigate the impact of spear phishing by utilizing the multi-layer approach. The multi-layer approach is the best method of managing the web interruption, as the intruder needs to experience shift levels. Practically all the scientists are dealing with the content of the email; however, this paper picks a novel method to counter the phishing messages by utilizing both the attachment and content of an email. We applied sentimental analysis on emails, including both content of the email and the attachment, to check whether they are spam or not using SVM classifier and Randomforest Classifier; the former showed 96 percent accuracy while, as later offers 97.66 percent accuracy. SVM showed false-positive 0 percent and false-negative 4 percent, while RandomForest showed 0 percent false-positive and 2.33 percent false-negative ratios. We also performed topic modeling using LDA(Latent Dirichlet Allocation) from Gensim package to get the dominant topics in our dataset. We visualized the results of our topic model using pyLDvis. The perplexity and coherence score of our topic model is -12.897670565510511 and 0.44700287476452394, respectively.
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1. Introduction
Spear phishing is a scam of email or electronic communications aimed at a particular person, organization, or company. The main difference between spear phishing and another type of Phishing is in the former, the intruder attacks the person, not the system, by using psychological, social engineering, and reverse social engineering techniques. While often meant for malicious reasons to steal information, cybercriminals may even aim to install malware on the computer of a targeted consumer. Security flaws are some type of software or hardware failure. Cybercriminals seek to steal it after acquiring knowledge of a flaw. An exploit is a concept used to characterize a program written to take advantage of the known vulnerabilities. An attack
is called the act of using an exploit against a bug. The purpose of the attack is to obtain access to a device, to the information it hosts, or to a particular resource.

A major flaw, called SYNful Knock, was found in Cisco IOS in 2015. This security breach enabled hackers to gain control of enterprise-grade routers, such as the legacy Cisco 1841, 2811, and 3825 routers. The hackers could then control all network contact and corrupt other network components. Spear phishing is mass-mail. According to industry statistics, spear phishing has a success rate of 19% compared to just 5% for standard Phishing and less than 1% for spam [1]. Mobile phones are more prone to phishing attacks because of the following reasons. Since mobile phones are always with us compared to desktop, we regularly check the emails on our phones. We will more likely click on a fresh attack that has not been discovered by IT security personnel or Security Company. Ponemon Institute has found that 29% of data breaches were linked to mobile phone usage.

The average cost of a cyber-attack in the UK was 1.9m. In 2010 HSBC was fined 3.2m for losing confidential customer information. Antivirus vendors estimate that around 60,000 new pieces of malware are created daily. It takes 11.6 days to recognize new malware [2]. We are expiring digital warfare nowadays, significant economies of the world are more exhausting more resources on cybersecurity. Spear phishing is a personal attack; we can say that it is a psychological attack. Psychologists have demonstrated that personality traits are a stronger predictor than an economic factor of certain risk-based decisions [3]. Spear-phishing is a far more focused type of Phishing. Whereas generic Phishing includes spam email sent to any arbitrary email address, spear-phishing emails are designed to look to be from someone the receiver knows and trusts—such as a colleague, business manager, or human resources department—and can include a subject line or content that is specifically tailored to the victim's known interests or industry. The RSA Security firm was attacked in 2011 is one of the most famous examples of a spear-phishing attack that succeeded despite its suspicious nature. The hackers sent two separate targeted phishing emails; for useful targets, the hackers would search their Facebook, LinkedIn, and other social networking profiles to gain knowledge about the target and choose the names of trustworthy friends in their circle to embody or the subject of concern to attract the victim and gain their confidence. Training the user is the most effective way to deal against this social engineering and reverse social engineering [17-21]

2. Results and discussion

Gartner suggests that 3.6 million users in the USA lose money each year due to phishing emails. He also suggests that this problem leads to losing 3.2 billion US dollars per year in the USA alone; in 2006, 2.3 million people fell victim to phishing emails, and in 2007, the number rose to 6 million people [1]. In this model, the features of phishing emails are extracted based on a weighing of message content and message header and select features according to priority. In this model, every email is passed as a text file to identify each header element to distinguish them from the body [4]. According to a Message lab intelligence report, spam now compromises approximately 88% of email traffic [5]. A surveillance report of October 2008 estimated that for every 5 00000 phishing emails sent to people, 2500 people were successfully smeared [5]. Understandable, authoritative [22], accurate [19], and active [23] warnings are effective. Passive warnings are easily ignored or clicked away [23-24]. The context determines whether and when to warn users [25-26].
Spear phishing is an Advanced Persistent Threat (APT) attack. Recent research by Trend Micro shows just how critical a technique spear phishing is. Having analyzed many APT-related emails, the company estimated that 91% of APT attack begins with (SP) emails. The malware is most commonly Remote Access Trojans (RATs) delivered in zip files disguised as spreadsheet or word processor document (usually .xls or .rlf formats) [6]. The first widely reported Apt was publicized by Google in January 2010. However, it is believed to have begun some six months earlier known as Operation Aurora; it targets 34 organizations, including Yahoo, Symantec, Northrop, Grumman, Morgan Stanley, and Dow chemical, and Google itself [7]. Harry Sverdlove, Bit9 says that "why to try to break into a company when you can walk through the front door" [6]. Greaux says, "people's idiosyncrasies are targeted, and attacks are designed to exploit people's emotional responses of fear, curiosity, and greed" [6].

According to Tod Beardsley. Most spear phishing invites targets to open an attachment file (94%, according to a Micro study). The remaining 6% are emails that ask targets to click on a link [6]. Several anti-phishing techniques have been proposed to protect the users [1-3] from attenuating the phishing issue. Two methodologies are fundamentally adopted among them: link-based approach and word list-based approach [4]. In a link-based process, the hyperlinks are examined through blacklist [5] Google safe browsing [6] SiteAdvisor [7], whitelist [8-10], and heuristic-based methods [10-13] to decide whether the email is a phishing email or legitimate. On the other hand, the word list-based approach examines the frequent keywords. In most instances, phishers employ these keywords to manipulate the victims [14-16]. The proposed model will work according to tiers, one tier followed by another. The different levels are:

a) Tier_1: the total number of output emails Eout from the T1 ML algorithm can be represented mathematically as

\[ E_{out} \rightarrow n (M_{1i} U M_{S1}) \]  \hspace{1cm} (1)

b) Tier_2: for the T2 ML algorithm, the output can be categorized into three different sets

\[ \text{Label}_{C_1} = \text{label}_{C_2-L} \]

\[ \text{Label}_{C_1} = \text{label}_{C_2-S} \]

\[ \text{Legitimate} \]

\[ \text{Illegitimate} \]

**Figure 1. Classifier**

In the first tier, we will analyze the contents of the attachment's mail and contents using the sentimental analysis to categorize the emails into spam and not spam; we used spam vs. not spam dataset available on Kaggle with more than 3000 emails. In the proposed model, we'll use a hashing function to check for the
authenticity of the shared file. We will verify that the file has not been tampered with or compromised during the transfer by matching the hash values.

**Table 1. Hash value of uncorrupted file before transmission**

| Hashing Algorithm | Hash Value |
|-------------------|------------|
| MD5               | 82aa432412486ce58f4d321c7250b54c |
| TIGER             | 5c67b08f2ee8de00606f2581d8fe157ea7bddd5750a3b57e8 |
| SHA1              | 89e7ded069853ba61ef33e4d74e751fde6773665 |

**Table 2. Hash value of uncorrupted file after transmission**

| Hashing Algorithm | Hash Value |
|-------------------|------------|
| MD5               | 82aa432412486ce58f4d321c7250b54c |
| TIGER             | 5c67b08f2ee8de00606f2581d8fe157ea7bddd5750a3b57e8 |
| SHA1              | 89e7ded069853ba61ef33e4d74e751fde6773665 |

**Table 3. Hash value of corrupted file before transmission**

| Hashing Algorithm | Hash Value |
|-------------------|------------|
| MD5               | 82aa432412486ce58f4d321c7250b54c |
| TIGER             | 5c67b08f2ee8de00606f2581d8fe157ea7bddd5750a3b57e8 |
| SHA1              | 89e7ded069853ba61ef33e4d74e751fde6773665 |

**Table 4. Hash value of corrupted file after transmission**

| Hashing Algorithm | Hash Value |
|-------------------|------------|
| MD5               | 5a9070eed14c65db25ea632d0f50717a |
| TIGER             | f48d1cade17d4b627a223633482e64a362ab40752e13b454 |
| SHA1              | cf31889ad5db6352d45afd6e63788cac61a4ff17 |

From the above tables, it is evident that hash value remains the same for the uncorrupted file before and after transmission; however, the values change for the corrupted file for all the hashing functions before and after transmission, so this helps us to identify the emails with malicious attachments due to which accuracy touched 98 percent almost.

We categorized the mails into two categories: With attachment and Without attachment, Emails which carry attachments will be supplied to the machine learning model for detecting phishing content, and its attachment will be extracted first and then will be fed to hashing algorithms to calculate the hash value of the attachment before and after transmission. We have used seven hashing algorithms MD5, SHA1, and TIGER. We convert the attached file into a text file for sentiment analysis. After evaluating both the email contents and its attachment, it will be further categorized into VALID and MALICIOUS. If the Email is
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VALID, it will be accepted and sent to the concerned user, and if there is malicious content, it will be categorized as spam and subsequently rejected. The Emails which are without attachments will be fed into a machine-learning algorithm trained for classifying emails into ham and spam. If it is a VALID mail, it will be accepted and sent to the concerned user, and if it contains malicious content, it will be discarded and categorized as spam.

![Diagram of proposed model]

**Figure 2. Proposed model**

Sender or intruder will send a malicious email using the machine of the head of the organization which has been compromised; the receiver will receive the mail, here we will calculate the trust level of the email using machine learning algorithm if the trust level is suspicious, it will be redirected or forwarded to
The authentication phase plays an important role, and it will send an OTP through phone number to the head of the institution to authenticate the email; if he/she has sent the mail, it will be given access and will send the mail to the receiver and if not then access will be denied, and an email will be categorized as spam. It is an additional authentication which will protect the receiver from receiving the phishing emails.

![Figure 3. Additional authentication](image)

### 2.1 SVM results

This algorithm works on a simple strategy of separating hyperplanes. Given the training data, the algorithm categorizes the test data into an optimal hyperplane\([27]\). The simplest form of data classification, the goal is to find the hyperplane of the form\(wx + b = 0\), the distance between the hyperplanes is given by \(\frac{2}{\|w\|}\), the objective is to maximize \(\frac{2}{\|w\|}\).

|                | Precision | Recall | F1-Score | Support |
|----------------|-----------|--------|----------|---------|
| 0              | 0.95      | 1.00   | 0.98     | 501     |
| 1              | 1.00      | 0.76   | 0.86     | 99      |
| accuracy       |           |        | 0.96     | 600     |
| Micro avg.     | 0.98      | 0.88   | 0.92     | 600     |
| Weighted avg.  | 0.96      | 0.96   | 0.96     | 600     |
| Total accuracy |           |        | 0.96     |         |

Accuracy = \(\frac{TP + TN}{TP + TN + FP + FN}\), where \(TP\) = True Positive, \(TN\) = True Negative, \(FP\) = False Positive, \(FN\) = False Negative

Precision = \(\frac{TP}{TP + FP}\) Precision is the fraction of correctly classified position observations over all the observations classified as positive.
Recall = \frac{TP}{TP + FN}, the fraction of correctly classified positive observations over all the positive observations.

F1-score = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}, it is the harmonic mean between precision and recall.

**Figure 4. Confusion matrix of SVM**

### 2.2 Random forest results

This algorithm is efficient in handling large datasets and thousands of input variables without their deletion. This model can deal with the over-fitting of data points [27]. Consists of multiple decision trees use mean square error (MSE) for solving regression problems, which are represented as

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (f_i - y_i)^2$$

**Table 6. RandomForest results**

|        | Precision | Recall | F1-Score | Support |
|--------|-----------|--------|----------|---------|
| 0      | 0.97      | 1.00   | 0.99     | 501     |
| 1      | 1.00      | 0.86   | 0.92     | 99      |
| accuracy |          |        | 0.98     | 600     |
| Micro avg. | 0.99      | 0.93   | 0.96     | 600     |
| Weighted avg. | 0.98      | 0.98   | 0.9      | 600     |
| Total accuracy | =0.98      |        |          |         |
2.3 Topic Modelling

Topic modeling is an unsupervised machine learning (ML) method that enables us to discover secret semantic structures in a text, allowing us to learn about text representations in a corpus. We convert all the mails into the significant corpus and find the dominant topic using our topic mode using LDA (Latent Dirichlet Allocation) from Gensim package. We visualize it using pyLDAvis. We build the topic model with several topics equal to 20, where each topic is a combination of keywords. Each keyword furnishes a certain weightage to the topic. To understand it in a better way, we will interpret first topic 0 from the dataset:

Topic 0 is represented as (0, ’0.046*”prohibit” + 0.001*”reliance” + 0.000*”recommendation” + ’0.000*”investor” + 0.000*”invest” + 0.000*”investment” + 0.000*”trading” + ’0.000*”cbyi” + 0.000*”purchase” + 0.000*”cash”’)

The interpretation of the above statement is that the top 10 words in topic 0 are ‘prohibit,’ ‘reliance,’ ‘recommendation.’ So, prohibiting having the highest weight; the weight reflects how important a keyword is essential to that topic. After observing the weightage, we can conclude that this topic is about purchasing, trading, etc. We calculated the Perplexity and Coherence of our topic model. Perplexity = -12.897670565510511 and Coherence score = 0.44700287476452394. Perplexity and coherence score are used to evaluate the model, the lower the perplexity best the model is, the higher the topic coherence, and the topic is more human interpretable.
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Figure 6. Topic model results for Topic 1

Figure 7. Topic model results for Topic 2
A topic is represented by each bubble on the left-hand side plot. The bigger the bubble, the more prevalent this topic is. A model with too many topics will typically have many overlaps, small-sized bubbles clustered in one region of the chart. It is evident from the above graphs how often topics like money, click, follow, site, etc., were used by the intruders for phishing purposes. The LDA approach to topic modeling considers each document as a set of topics and each topic as a keyword collection. Once you provide the algorithm with several topics, all it does is rearrange the distribution of topics within documents and distribute keywords within the topics to obtain a good composition of the distribution of topic-keywords. We created bigram and trigram models for topic modeling, bigram is the frequency of two words occurring together, and trigram is the frequency of three terms.

3. Conclusion

This paper analyzed the emails and categorized them into spam and non-spam using a multi-tier approach. In the first-tier, we did the sentimental analysis of the attachment’s email content and content using machine learning algorithms such as SVM and Random-forest. SVM showed 96 percent accuracy with 0 percent false-positive and 4 percent false-negative ratios. Simultaneously, Random-forest proves to be more effective with 97.66 percent accuracy and 0 percent false-positive, and 2.33 percent false-negative ratios. In the second tier, to check the attachments’ authenticity, we calculate the hash values both at the sender and receiver side; for uncorrupted files, hash values remain the same. At the same time, as it changes for
corrupted files. Topic modeling with LDA helped get the dominant topics in our dataset, which intruders use for phishing purposes. The best part of this paper is the inclusion of email attachment, most of the work has been done on the contents of the mail, but significantly less work has been done on attachment. The paper introduced a new approach to mitigating the spear-phishing attack by introducing machine learning algorithms with hash functions.
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