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Ivan Smith

Abstract: Let $\mathcal{M}$ denote the moduli space of smooth cubic threefolds. We prove that the monodromy $\pi_1(\mathcal{M}) \to Sp(10; \mathbb{Z})$ of the 3rd cohomology groups on the fibres of the universal family does not factor through the genus five mapping class group. This gives a geometric group theory perspective on the well-known irrationality of cubic threefolds, and provides evidence for a corresponding symplectic non-rationality conjecture.

1 Introduction

Clemens’ and Griffiths’ renowned proof [15] of the irrationality of smooth cubic threefolds has two main ingredients. The first, more elementary, part comprises the observation that if a threefold is rational, then its intermediate Jacobian is isomorphic as a principally polarised abelian variety to a product of Jacobians of algebraic curves. The second, deeper part, is to prove that the intermediate Jacobian of a cubic is not such a product, by showing that its $\Theta$-divisor has singularity locus of codimension 4. (The $\Theta$-divisor of a Jacobian is singular in codimension 3 for smooth non-hyperelliptic curves, in codimension 2 for smooth hyperelliptic curves, and in codimension one when reducible, i.e. for the product of Jacobians of a disjoint union of curves of positive genera.) This note suggests an alternative perspective on the second part, based on ideas of monodromy.

There are many proofs of irrationality of (general) cubic threefolds, via Hodge theory, the Weil conjectures, motivic integration, degeneration of Prym varieties etc [38, 16, 22, 35, 31]. The viewpoint presented here does not yield a new proof but seems philosophically related, and has two independent motivations:

- There is an embryonic theory of ‘symplectic rationality’ which goes back to Guillemin and Sternberg [21], and was popularised by Ruan [40] and more recently Katzarkov [29]. If one blows up and down a smooth algebraic variety in symplectic submanifolds, the resulting spaces do not in general have algebraic structures, so the question of whether two algebraic varieties are symplectically birational seems inaccessible to Hodge theory. There are some known deep constraints from Gromov-Witten theory [27], but these give no information for unirational varieties such as the cubic threefold. Our argument, and standard expectations about Fukaya categories and their behaviour under blowing up, provides evidence for the conjecture that the cubic threefold is not symplectically rational.

- There is a rich theory of constraints, in geometric group theory, on the possible homomorphisms between mapping class groups of surfaces, around a general expectation that all such are of ‘geometric origin’ (associated to inclusions of subsurfaces, covering constructions etc), see e.g. [6]; in particular there are no non-trivial homomorphisms $\Gamma_g \to \Gamma_h$ with $h < 2g - 1$ if $g \geq 6$. One can ask more generally about maps of moduli spaces of ‘different origin’: see for instance recent results in complex analytic geometry saying that ‘Teichmüller spaces and bounded symmetric domains do not mix’, cf. [4, 3]. From that viewpoint, the Clemens-Griffiths theorem and its successors show that the moduli space of cubics is closely related to a moduli space of...
Pryms and hence to a certain space of genus six curves, but not manifestly related to a moduli space of lower genus curves. Our main result shows this is reflected in some global rigidity at the level of the corresponding monodromy groups (orbifold fundamental groups of moduli spaces). It seems possible that connections, albeit partial, between rationality of threefolds and monodromy questions in geometric group theory can be exploited to suggest other non-trivial rigidity theorems.

1.1 Result

Let $\mathcal{M}_{3,3}$ denote the moduli space of smooth cubic threefolds, and $\mathcal{A}_5$ the moduli space of five-dimensional principally polarised abelian varieties. The association $X \mapsto J(X)$ of the intermediate Jacobian to a cubic threefold $X \subset \mathbb{P}^4$ defines a map $IJ : \mathcal{M}_{3,3} \to \mathcal{A}_5$, and there is an associated map on orbifold fundamental groups

$$\pi_1(\mathcal{M}_{3,3}) \to \pi_1(\mathcal{A}_5) = \text{Sp}(10;\mathbb{Z}).$$

The map (1) can also be understood purely topologically, as the monodromy action on $H^3(X;\mathbb{Z})$ (a lattice of rank 10 with its skew-symmetric intersection form) arising from parallel transport for the Gauss-Manin connection in the universal family of cubic threefolds over $\mathcal{M}_{3,3}$.

For $g > 0$, let $\Gamma_g = \pi_0 \text{Diff}^+(\Sigma_g)$ denote the mapping class group of a genus $g$ surface, which comes with a natural map $\Gamma_g \to \text{Sp}(2g;\mathbb{Z})$. More generally, if $g_i > 0$ are integers with $\sum g_i = 5$, and $\Sigma = \bigsqcup_i \Sigma_{g_i}$ is a closed surface of ‘total genus’ 5, there is a natural map $\Gamma(\Sigma) = \pi_0 \text{Diff}^+(\Sigma) \to \text{Sp}(10;\mathbb{Z})$.

Our main result is:

**Theorem 1.1** The monodromy (1) does not factor through the mapping class group.

We focus on showing it does not factor through $\Gamma_5$; the other cases are simpler, see Corollary 4.3. We remark that there is no rational cohomological obstruction to a factorization [39].

1.2 Irrational context

Let $\mathcal{M}_g$ denote the moduli space of genus $g$ curves. The Torelli map $t : \mathcal{M}_g \to \mathcal{A}_g$ is injective on geometric points, by the classical Torelli theorem. Denote the image of $t$ by $\mathcal{J}_g$, the locus of Jacobians of genus $g$ curves. Let $\overline{\mathcal{J}}_g$ denote the closure of $\mathcal{J}_g$ inside $\mathcal{A}_g$; both $\mathcal{J}_g$ and $\overline{\mathcal{J}}_g$ are singular. Let $\mathcal{M}_g^{ct}$ denote the moduli space of curves of compact type (ones whose dual graph is a tree). The Torelli map extends to a map $t : \mathcal{M}_g^{ct} \to \overline{\mathcal{J}}_g \subset \mathcal{A}_g$ which, however, is no longer injective (the Jacobian of a curve of compact type depends only on its normalization, not the points at which the component curves are glued). We have a diagram of spaces

\[
\begin{array}{ccc}
\mathcal{M}_{3,3} & \longrightarrow & \mathcal{A}_5 \\
\downarrow & & \downarrow \\
\mathcal{J}_5 & \longrightarrow & \mathcal{A}_5 \\
\downarrow & & \downarrow \\
\mathcal{M}_5^{ct} & \longleftarrow & \mathcal{M}_5 \\
\end{array}
\]
Suppose for a moment that every smooth cubic was rational, so its intermediate Jacobian was a product of Jacobians of curves. This would exactly say that the top left horizontal map $IJ$ lifts to the dotted arrow, i.e. that it lands in $\overline{J}_5$, and hence the induced map $\pi_1(M_{3,3}) \to Sp(10;\mathbb{Z})$ factors through $\pi_1(\overline{J}_5)$. This would certainly hold if the monodromy further lifted to $M_{g'}^f$ (which is a smooth orbifold, so somewhat more accessible than the singular space $\overline{J}_5$). The fundamental group of $M_{g'}^f$ is the quotient of the mapping class group by the subgroup generated by Dehn twists in separating curves. This is known through work of Johnson [28] to yield an extension (for $g > 2$)

$$1 \to \Lambda^3(H)/H \to \pi_1(M_{g'}^f) \to Sp(2g;\mathbb{Z}) \to 1$$

where $H = H^1(\Sigma_g;\mathbb{Z})$ carries its symplectic form $[\omega]$, and wedging with $[\omega]$ defines the inclusion $H \hookrightarrow \Lambda^3 H$. This extension splits rationally, since $\Lambda^3(H)/H$ is an algebraic representation; it does not split integrally, but is defined by a class of order two [37, 25]. It would be interesting to compute the pullback of this class to $\Lambda^2(\pi_1(M_{3,3}),\Lambda^3(H)/H)$.

This paper has a different goal. En route to proving irrationality, Clemens and Griffiths show that the intermediate Jacobian of a smooth cubic threefold is irreducible as a principally polarised abelian variety. If one grants this (deep) fact, then rationality would entail that $IJ(X)$ was a genus 5 Jacobian, rather than a product of Jacobians of perhaps smaller genus curves; the corresponding lift in (2) would then be to the middle of the right hand column, i.e. to $J_5 \subset \overline{J}_5$. For $g > 2$, the map $M_g \to J_g \subset A_g$ is not an immersion along the hyperelliptic locus (it is ramified as a map of stacks, or concretely as a map of varieties if one equips the curves and Jacobians with level $\ell$ structures for odd $\ell \geq 3$, essentially because the automorphism $-1$ of any Jacobian arises from an automorphism of a curve only when the curve is hyperelliptic, cf. [14]). It follows (for instance) from results of Hain [23, 24] that the orbifold fundamental group of $J_g$ differs from that of $M_g$, but a concrete description of the former does not seem to appear in the literature. One can again, however, ask if the stronger result is true: does the monodromy of the family of cubic threefolds further lift under the Torelli map, to the bottom line in (2), i.e. to $M_5$? It is exactly this which Theorem 1.1 obstructs.

**Remark 1.2** Since $M_g \to A_g$ is an immersion away from and restricted to the hyperelliptic locus, a family of irreducible Jacobians arises from a family of curves when it is disjoint from or wholly contained in the locus of hyperelliptic Jacobians, perhaps after passing to a finite cover in the former case, compare to [23]. Thus, Theorem 1.1 obstructs the (admittedly special) possibility that all smooth cubic threefolds are rational with intermediate Jacobian $IJ(X)$ having theta-divisor with singular locus of fixed codimension $\geq 2$.

**Remark 1.3** The Klein cubic $\{\sum_{j \in \mathbb{Z}/5} x_j^2 x_{j+1} = 0\} \subset \mathbb{P}^4$ has automorphism group $\mathbb{P}SL_2(\mathbb{F}_{11})$, see [1]. Beauville [10] observed that, since this group is too large to act on the Jacobian of any union of small genus curves, this threefold cannot be rational. Since $\overline{J}_5 \subset A_5$ is closed, it immediately follows that the general cubic threefold is not rational. (The deep and general recent specialisation result on rationality due to Kontsevich and Tschinkel [31] also yields irrationality of very general cubic threefolds from that of the Klein cubic.) Gwena [22] gave an obstruction to rationality from ‘local monodromy’ considerations for the Prym varieties of a family of cubics degenerating to the Segre cubic (which has the maximal number 10 of nodes of any cubic threefold), see also [12]. This, and the work of Hain [23], seem close in spirit to the viewpoint given here.
1.3 Aspirational context

The original motivation for this paper concerned ‘symplectic birationality’ – can one obtain a cubic threefold as a symplectic manifold, by blowing up and down projective space in symplectic submanifolds, and allowing deformations of the symplectic form (the latter is natural since symplectic blow-up already depends on a choice of scale, so yields a manifold well-defined up to symplectic deformation rather than symplectomorphism)? Since the intermediate pieces needn’t now be algebraic, or have Hodge structures, this is not something classical algebro-geometric techniques say anything about; and at least in higher dimensions there are plenty of symplectic non-algebraic submanifolds to blow up and down in. There is a heuristic and incomplete picture of the behaviour of the derived Fukaya category \( \mathcal{F}(X)^{\text{per}} \) of a symplectic manifold \( X \) under blowing up \([30, 44, 43]\), which informally suggests that a ‘symplectically rational’ six-manifold should have Fukaya category over a characteristic zero field which is ‘closely related’ to the Fukaya category of a possibly disconnected smooth symplectic surface \( \Sigma \), along with some benign semisimple summands (arising from \( \mathcal{F}(\mathbb{P}^3)^{\text{per}} \) and the contribution of blowing up in points). Here, ‘closely related’ should allow one to pass to a sheaf of Clifford algebras over \( \mathcal{F}(\Sigma)^{\text{per}} \), and deformations\(^2\) thereof, compare to \([43, \text{Chapter 5}]\). It seems hard to make that rigorous at the current development of the subject, because the behaviour of the Fukaya category under deformation of the symplectic form is not well-understood (note that early definitions of symplectic birationality are a little vague, dealing only with deformation equivalence classes of symplectic forms). Nonetheless, one could ask the stronger question of whether the cubic and \( \mathbb{P}^3 \) share a common symplectic blow-up without allowing intermediate deformations of the symplectic forms. If cubics were symplectically rational in this stronger sense, the symplectic parallel transport map

\[
\pi_1(M_{3,3}) \to \pi_0 \text{Symp}(X) \to \text{Aut}(\mathcal{F}(X)^{\text{per}}) \to \text{Aut} \mathcal{H}^*(\mathcal{F}(X)^{\text{per}}) = \text{Aut} \mathcal{QH}^*(X)
\]

should factor through a map

\[
\pi_1(M_{3,3}) \to \text{Aut}(\mathcal{F}(\Sigma)^{\text{per}})
\]

and the latter is known to surject onto the mapping class group \( \Gamma(\Sigma) \), cf. \([8]\). Note that in this context it does appear that the mapping class group \( \Gamma_g = \pi_1(M_g) \) is the more relevant object, and not its less accessible cousin \( \pi_1(J_g) \). Thus, we hope that Theorem 1.1 will be relevant to an eventual theory of symplectic non-rationality, and view it as evidence for the conjecture that the cubic threefold is not symplectically rational.

1.4 Actual context

Theorem 1.1 fits into general ideas of (super)rigidity for mapping class groups. We make particular use of the near-sharp constraints on homomorphisms of braid groups to mapping class groups established by Castel in \([13]\). There is a presentation of \( \pi_1(M_{3,3}) \) due to Lönne \([33]\) which realises it as the quotient of an Artin group \( G(\Gamma) \) associated to a Dynkin-type graph \( \Gamma \) coming from unfolding the isolated Fermat singularity \( \{ \sum_{j=0}^{3} z_j^3 = 0 \} \subset \mathbb{C}^4 \), cf. \([32]\). A lift of \((1)\) to \( \Gamma_5 \) (say) would yield a homomorphism \( G(\Gamma) \to \Gamma_5 \). The proof of Theorem 1.1 has two steps: to show that under this homomorphism, the generators of the Artin group \( G(\Gamma) \) corresponding to vertices of \( \Gamma \) are taken to Dehn twists in non-separating simple closed curves; and then to rule out the existence of a configuration of curves with the necessary intersection pattern, by the ‘change-of-coordinates’ principle \([18]\). (Compare also to Salter’s\(^2\) Understanding the particular class of deformations one should allow is a principal lacuna in the current theory.
work [41], which involves realising rather than obstructing interesting Brieskorn-Pham configurations of curves.) This last step amounts to saying that certain graphs don’t embed in the ‘Schmutz graph’ [42] of a small genus surface, and can be compared to similar recent investigations of the finite subgraphs of complexes of curves [5].

Ultimately, such rigidity results are applications of Thurston’s dynamical classification of mapping classes [19]. The methods are effective at constraining homomorphisms to $\Gamma_g$, but probably not to subquotients such as $\pi_1(\mathcal{J}_g)$ even given a detailed picture of that group.

**Remark 1.4** One could also envisage proving Theorem 1.1 using more information on the detailed structure of the moduli space of cubic threefolds as obtained in [2, 34]. The methods used here, which appeal instead to knowledge of mapping class groups and of discriminant complements, seem more likely to generalise to analogous situations of interest in symplectic monodromy. (For instance, non-embedding results into Schmutz graphs are prototypes for constraints on Dehn twist subgroups of symplectic mapping class groups in higher dimensions.)

**Remark 1.5** It is also interesting to ask whether the Clemens-Griffiths theorem implies Theorem 1.1. Suppose (1) did factor through the mapping class group. Since the relevant spaces are orbifold $K(\pi, 1)$’s, this would define a smooth map from $\mathcal{M}_{3,3}/\mathbb{P}GL(5)$ to $M_5 \subset A_5$. One could conceivably use negative curvature arguments in the vein of [17] to replace this with a harmonic map, and then rigidity results for harmonic maps [45] to force this to be (anti)holomorphic, contradicting [15].

**Remark 1.6** Classical algebro-geometric constructions yield non-trivial homomorphisms which might be interesting in the context of rigidity for mapping class groups. Let $\mathcal{M}_{3,L}$ be the moduli space of pairs comprising a cubic threefold $X$ with a line $\mathbb{P}^1 = L \subset X$, which maps to $\mathcal{M}_{3,3}$ with fibres the ‘Fano surfaces of lines’ on $X$. (The Fano surface $S$ of lines on $X$ has $H^1(S; \mathbb{Z}) = \mathbb{Z}^{10}$, and the fundamental group of $\mathcal{M}_{3,L}$ is very different from that of $\mathcal{M}_{3,3}$.) The intermediate Jacobian map $\mathcal{M}_{3,L} \to A_5$ factors through the space of Prym curves of genus 6, an unbranched cover of $M_6$ with fibre $H^1(\Sigma_6; \mathbb{Z}/2)^\times$. Thus, $\pi_1(\mathcal{M}_{3,L}) \to Sp(10; \mathbb{Z})$ does factor through an index 63 subgroup of $\Gamma_6$.

**Remark 1.7** Given the known results for curves [3], it is natural to consider rigidity questions for maps of moduli spaces of higher-dimensional varieties. Let $\mathcal{M}_{n,d}$ denote the moduli space of degree $d$ hypersurfaces in $\mathbb{P}^{n+1}$. There is an obvious map $\mathcal{M}_{n,d} \to \mathcal{M}_{n+1,d}$ given by associating to $X \subset \mathbb{P}^{n+1}$ the $d$-fold cyclic cover of $\mathbb{P}^{n+1}$ branched along $X$; this induces a highly non-trivial map on moduli spaces. It is much harder to associate a lower-dimensional hypersurface to a higher-dimensional one ‘canonically’, however, and it seems reasonable to ask whether there are non-cyclic homomorphisms $\pi_1(\mathcal{M}_{n,d}) \to \pi_1(\mathcal{M}_{k,d})$ when $k < n$, or non-cyclic homomorphisms from $\pi_1(\mathcal{M}_{n,d})$ to $\pi_1(\mathcal{M}_{n,d'})$ when $d' < d$. Rigidity results in this vein are the focus of a sequel paper.
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2 Background

2.1 Fundamental group of the moduli space of cubics

We summarise some results of Lönne [33]. Consider the lexicographic ordering on the sixteen element set \( \{0, 1\}^4 \). We define a graph \( \Gamma \) with vertices indexed by this set, and with an edge between \( i \) and \( j \) whenever for each \( \mu, \nu \in \{1, 2, 3, 4\} \) one has \((i_\mu - j_\mu)(i_\nu - j_\nu) \geq 0\). Thus, the obstruction to there being an edge between \((i_1, \ldots, i_4)\) and \((j_1, \ldots, j_4)\) is exactly that, for some pair of places \( \mu, \nu \subset \{1, 2, 3, 4\} \), the corresponding tuples \( i \) and \( j \) take opposite values \((0, 1)\) and \((1, 0)\). The analogous graph on \( \{0, 1\}^k \) for \( k = 3 \) is drawn below; we are interested in the four-dimensional hypercube version.

![Figure 1: The Artin graph for cubic surfaces](image)

**Remark 2.1** Daniel Allcock (private communication) suggested the following simpler description of \( \Gamma \): the vertices are subsets of \( \{1, 2, 3, 4\} \), with an edge if one subset is included in the other. Removing the empty set, this yields the one-skeleton of the first barycentric subdivision of a tetrahedron.

Consider the Artin group \( G(\Gamma) \) generated by elements \( \sigma_v \), for \( v \in \text{Vert}(\Gamma) \), and with relations

\[ [\sigma_v, \sigma_w] = 1 \text{ if } (v, w) \not\in \text{Edge}(\Gamma); \quad \sigma_v \sigma_w \sigma_v = \sigma_w \sigma_v \sigma_w \text{ if } (v, w) \in \text{Edge}(\Gamma). \]

We will call the generators \( \sigma_v \) the ‘standard generators’ of \( G(\Gamma) \).

**Remark 2.2** The vertices \((0000)\) and \((1111)\) are connected by edges to all others; we will call these two vertices extremal, and denote either by \( v_{\text{ext}} \). For any non-extremal vertex \( v \), there is another vertex \( v' \) with \( [\sigma_v, \sigma_{v'}] = 1 \).

We have a further collection of ‘triangle relations’

\[ \sigma_u \sigma_v \sigma_w \sigma_u = \sigma_v \sigma_w \sigma_u \sigma_v \text{ when } \{(u, v), (v, w), (w, u)\} \subset \text{Edge}(\Gamma). \]

Let \( \mathcal{M}_{3,3} \subset \mathbb{P}H^0(O_{\mathbb{P}^4}(3)) \) be the moduli space of smooth cubic threefolds, i.e. the complement of the discriminant divisor \( \Delta_{3,3} \) in the linear system of cubics on \( \mathbb{P}^4 \).

**Proposition 2.3** (Lönne) The fundamental group \( \pi_1(\mathcal{M}_{3,3}) \) is a quotient of \( G(\Gamma) \) by the triangle relations, and a collection of ‘non-local’ relations given in [33, Section 7].
Remark 2.4 The variety \( \{ \sum_{i=0}^{3} x_i^3 = 0 \} \) defines an isolated hypersurface singularity of Milnor number 16. The graph \( G(\Gamma) \) occurs as the intersection graph of a distinguished basis of vanishing cycles for the Milnor fibre \( X_{\text{aff}} = \{ \sum_{i=0}^{3} x_i^3 = 1 \} \), see [20]. Let \( X_{\text{aff}} \subseteq X \) denote the inclusion of the Milnor fibre in its projective closure (i.e. in a smooth projective cubic threefold). Then there is a diagram

\[
\begin{array}{ccc}
G(\Gamma) & \longrightarrow & \pi_0 \text{Symp}_{ct}(X_{\text{aff}}) \\
\downarrow & & \downarrow \\
\pi_1(\mathcal{M}_{3,3}) & \longrightarrow & \pi_0 \text{Symp}(X)
\end{array}
\]

where \( \text{Symp}_{ct}(X_{\text{aff}}) \) denotes the group of compactly supported symplectomorphisms. The relations of \( G(\Gamma) \) hold in \( \pi_0 \text{Symp}_{ct}(X_{\text{aff}}) \), whilst the ‘non-local’ relations are related to passing to the projective closure.

Remark 2.5 The precise shape of the non-local relations will not matter for this paper. Indeed, the proof of Theorem 1.1 will actually obstruct the existence of a homomorphism \( G(\Gamma) \rightarrow \Gamma_5 \) lifting the homological monodromy. Note that in principle it could have been that such lifts did exist, but there were no such which satisfied the triangle / non-local conditions.

Let \( Br_n \) denote the braid group on \( n \) strings, with standard generators \( t_1, \ldots, t_{n-1} \).

Lemma 2.6 The generators \( \sigma_v \), for \( v \in \text{Vert}(\Gamma) \), are all conjugate in \( G(\Gamma) \).

Proof Each edge of \( \Gamma \) defines a representation \( Br_3 \rightarrow G(\Gamma) \) taking the standard generators of the braid group \( t_1, t_2 \) to the generators associated to the vertices \( v, w \) at the ends of the edge. The generators \( t_i \in Br_3 \) are conjugate.

One can also view Lemma 2.6 as a consequence of the fact that the fundamental group of the discriminant complement \( \mathbb{P}^0(O_{\mathbb{P}^3}(3)) \setminus \Delta_{3,3} \) is normally generated by a meridian.

There is a universal family of cubics \( \mathbb{P}^4 \times \mathcal{M}_{3,3} \rightarrow \mathcal{X} \rightarrow \pi \rightarrow \mathcal{M}_{3,3} \), and a local system \( R^3 \pi_* \mathbb{Z} \rightarrow \mathcal{M}_{3,3} \) with fibre \( H^3(\mathcal{X}_\mathbb{C}; \mathbb{Z}) \simeq \mathbb{Z}^{10} \), equipped with the skew-symmetric intersection pairing. Monodromy of this local system defines a natural representation \( \pi_1(\mathcal{M}_{3,3}) \rightarrow Sp(10; \mathbb{Z}) \), which one can compose with the quotient map \( G(\Gamma) \rightarrow \pi_1(\mathcal{M}_{3,3}) \).

A transvection in the linear symplectic group \( Sp(2n; \mathbb{Z}) \) is any matrix conjugate to \( \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \oplus \text{Id}_{2n-2} \). We will regularly use the following.

Lemma 2.7 For the symplectic group \( Sp(2n; \mathbb{Z}) \):

1. A transvection is not conjugate to its inverse or any other power of a transvection;
2. a transvection \( A \) defines a one-dimensional subspace of \( \mathbb{Z}^{2n} \oplus \mathbb{Q} \) (the ‘direction’ of transvection), via the image of \( I - A \);
3. the fixed locus of a transvection is a hyperplane, so meets each positive-dimensional symplectic subspace of \( \mathbb{Z}^{2n} \oplus \mathbb{Q} \) non-trivially;
4. a transvection cannot induce a non-trivial permutation of the summands of a non-trivial decomposition \( \mathbb{Q}^{2n} = \bigoplus V_i \) of \( \mathbb{Z}^{2n} \oplus \mathbb{Q} \) into orthogonal symplectic subspaces.

Proof Straightforward. (Note the 3rd statement immediately implies the 4th.)
Lemma 2.8  Under $G(\Gamma) \to \text{Sp}(10; \mathbb{Z})$, each generator $\sigma_v$ is mapped to a transvection.

Proof  The generators $\sigma_v$ correspond to monodromies of families of cubics where the central fibre acquires a single ordinary double point (node) singularity. The Lagrangian sphere vanishing cycle at the node represents a non-trivial and primitive homology class in $H_3(X; \mathbb{Z})$. The result then follows from the Picard-Lefschetz formula.

Lemma 2.9  The homological monodromy $G(\Gamma) \to \text{Sp}(10; \mathbb{Z})$ is irreducible.

Proof  This follows from Beauville’s analysis [9]. He shows that the image of the monodromy comprises the subgroup of the symplectic group which preserves a quadratic refinement of the intersection pairing.

Recall from Remark 2.4 that the singularity $\{ \sum_{i=1}^4 z_i^3 = 0 \}$ has Milnor number 16, and the 16 elements of $\{0, 1\}^4$ index the vanishing cycles which form a basis of $H_3$ of the Milnor fibre. This lattice carries a skew-symmetric intersection pairing, which has kernel of rank 6; the vanishing cycles span the 10-dimensional $H_3$ of the projective closure of the Milnor fibre. We will need the following mild strengthening of this fact.

Lemma 2.10  The sublattice of $\mathbb{Z}^{10}$ spanned by the 14 non-extremal vertices has rank 10.

Proof  The intersection form amongst the vanishing cycles was computed in [26]. This is determined by skew-symmetry, along with the following rule: if $i$ and $j$ belong to $\{0, 1\}^4$, and $i < j$ in the lexicographic order, then

$$\langle v_i, v_j \rangle = \begin{cases} (-1)\sum_{\nu}(i_{\nu} - j_{\nu}) & \text{if } (i_{\mu} - j_{\mu})(i_{\nu} - j_{\nu}) \geq 0 \quad \forall \mu, \nu \\ 0 & \text{otherwise} \end{cases}$$

(compare to the definition of $G(\Gamma)$, whose definition involves the underlying unsigned pairing). Direct computation shows that the submatrix indexed by the 14 non-extremal vertices has rank 10.

Lemma 2.11  There is a sequence $v_1, \ldots, v_7 \subset \text{Vert}(\Gamma)$ and a homomorphism $\text{Br}_6 \to G(\Gamma)$ taking $t_i \mapsto \sigma_{v_i}$. In particular, for each $v \in \text{Vert}(\Gamma)$, there is a homomorphism $\text{Br}_6 \to Z(\sigma_v)$ to the centraliser of $\sigma_v$, taking standard generators of the braid group to conjugates of standard generators of $G(\Gamma)$.

![Figure 2: A copy of $\text{Br}_6$](image)
Proof An ordered sequence of vertices \( v_1, \ldots, v_k \) defines a representation \( Br_{k+1} \rightarrow G(\Gamma) \) exactly when the subgraph spanned by the \( v_i \) inside \( \Gamma \) is a linear chain, so \( v_i \) is joined by an edge to \( v_{i+1} \) for \( 1 \leq i \leq k - 1 \) and there are no other edges between these vertices. One checks the following ordered sequence of vertices has this property:

\[
(0001) \rightarrow (0101) \rightarrow (0100) \rightarrow (0110) \rightarrow (0010) \rightarrow (1010) \rightarrow (1000).
\]

The subchain spanned by the last five elements defines a copy of \( Br_5 \) which commutes with the generator associated to \( (0001) \). The graph from Figure 1 is isomorphic to the subgraph of \( G(\Gamma) \) of vertices with last co-ordinate 0; the copy of \( Br_6 \) in the centraliser of \( \sigma_y \) for \( y = (0001) \), i.e. a chain of five vertices spanning no triangles, is indicated in Figure 2.

Lemma 2.12 For each \( v \neq v_{ext} \), there is some \( i \in \{1, 3, 4, 5, 6, 7\} \) with \([\sigma_v, \sigma_{v_i}] = 1\).

Proof This is a straightforward check.

The ‘affine braid group’ \( Br_{k+1}^{aff} \) is generated by elements \( t_1, \ldots, t_k \) which braid cyclically, so in place of asking that \( t_1 \) and \( t_k \) commute, one instead imposes that \( t_1 t_k t_1 t_k = t_k t_1 t_k t_1 \).

Lemma 2.13 The representation \( Br_8 \rightarrow G(\Gamma) \) of Lemma 2.11 extends to a representation \( Br_{9}^{aff} \rightarrow G(\Gamma) \).

Proof The sequence of vertices

\[
(0001) \rightarrow (0101) \rightarrow (0100) \rightarrow (0110) \rightarrow (0010) \rightarrow (1010) \rightarrow (1000) \rightarrow (0011) \rightarrow (0001)
\]

forms a cycle in \( \Gamma \) which spans no other edges.

2.2 Rigidity results for mapping class groups

Let \( \Sigma \) be an oriented surface, perhaps with boundary. We will write \( \Sigma^b \) when we wish to specify that the surface has genus \( g \) and \( b \) boundary components. We consider simple closed curves up to isotopy, and they are assumed to be homotopically non-trivial. We say that a collection of simple closed curves \( \{\gamma_1, \ldots, \gamma_r\} \subset \Sigma \) is admissible if they are pairwise non-isotopic and may be realised simultaneously pairwise disjointly. For a simple closed curve \( \gamma \subset \Sigma \), we write \( \tau_\gamma \) for the Dehn twist along \( \gamma \).

The mapping class group \( \Gamma(\Sigma) := \pi_0 Diff^+(\Sigma) \). The maps in \( \Gamma(\Sigma) \) may permute boundary components, and isotopies are not required to fix the boundary. We write \( \Gamma(\Sigma, C) \) for a subset \( C \subset \partial \Sigma \) if we wish to consider maps which are the identity on \( C \) and isotopies fixing \( C \) pointwise; and we write \( \Gamma(\Sigma^b, C) \) the mapping class group \( \Gamma(\Sigma, \partial \Sigma) \) when \( \Sigma = \Sigma^b \). Thurston’s classification of surface diffeomorphisms [19] yields the following trichotomy for an element \( f \) of the mapping class group of \( \Sigma \):

1. (periodic) \( f \) is isotopic to a periodic diffeomorphism;
2. (pseudo-Anosov) there is no simple closed curve \( \gamma \subset \Sigma \) not isotopic to a component of \( \partial \Sigma \) and positive integer \( m > 0 \) with \( f^m(\gamma) \simeq \gamma \);
3. (reducible) \( f \) preserves a non-empty admissible system of curves.

To clarify the first case, if \( \Sigma \) has non-empty boundary, then \( f \) is isotopic to a periodic map through diffeomorphisms which don’t preserve the boundary pointwise. If \( f \) is periodic and fixes a component \( C \subset \partial \Sigma \) pointwise, then there are coprime integers \( m \) and \( l \) such that \( f^m \) is isotopic in \( Diff(\Sigma, C) \) to the Dehn twist \( \tau_C^l \) (in particular here \( l \neq 0 \)).
Lemma 2.14  The centralizer of a pseudo-Anosov map \( \psi \in \Gamma(\Sigma) \) is virtually cyclic. Each element of the centralizer is itself either pseudo-Anosov or periodic.

Proof  See [36].

A curve \( \gamma \subset \Sigma \) is a ‘reducing curve’ for \( f \) if \( f^m(\gamma) \simeq \gamma \) for some \( m \in \mathbb{Z}_{>0} \), and the collection \( \{ \gamma, f(\gamma), f^2(\gamma), \ldots, f^{m-1}(\gamma) \} \) is admissible. A reducible mapping class \( f \) has a canonical ‘essential reduction system’ of curves \( \sigma(f) \), introduced in [11]; a simple closed curve \( \gamma \) belongs to \( \sigma(f) \) precisely if it is a reducing curve for \( f \), and if no other reducing curve for \( f \) has non-trivial geometric intersection number with \( \gamma \). Note that \( \sigma(f) \) is an admissible collection, i.e. the curves in \( \sigma(f) \) have vanishing pairwise geometric intersection number.

Lemma 2.15  If \( [f, g] = 1 \) then \( g(\sigma(f)) = \sigma(f) \). Moreover, the curves of \( \sigma(f) \) and \( \sigma(g) \) have vanishing pairwise geometric intersection number, so have admissible union.

Proof  See [11].

A simple closed curve \( \gamma \subset \Sigma \) defines two (perhaps co-incident) subsurfaces \( \Sigma_l, r \subset \Sigma \) lying to the left / right of \( \gamma \). These subsurfaces may have other boundary components (which may or may not be boundary components of \( \Sigma \) itself).

Proposition 2.16  Suppose \( f \) preserves the simple closed curve \( \gamma \) and also preserves its orientation. Then \( \gamma \subset \sigma(f) \) precisely in the following three cases:

1. \( f \) is pseudo-Anosov on at least one of \( \Sigma_l \) or \( \Sigma_r \);
2. \( f \) is periodic of common period \( m \) on \( \Sigma_l \) and \( \Sigma_r \), and \( f^m|_{\Sigma_l \cup \Sigma_r} \) agrees with a non-trivial power of the Dehn twist on \( \gamma \);
3. \( f \) is periodic of orders \( m_l \neq m_r \) on \( \Sigma_l \) respectively \( \Sigma_r \).

Proof  See [13].

Let \( I(\cdot, \cdot) \) denote geometric intersection number (extended linearly to finite systems of curves in the usual way).

Lemma 2.17  Let \( \gamma \) and \( \gamma' \) be two (non-isotopic) simple closed curves on \( \Sigma \). Then

1. \( \tau_{\gamma} \tau_{\gamma'} = \tau_{\gamma'} \tau_{\gamma} \) if \( I(\gamma, \gamma') = 0 \);
2. \( \tau_{\gamma} \tau_{\gamma'} \tau_{\gamma} = \tau_{\gamma'} \tau_{\gamma} \tau_{\gamma} \) if \( I(\gamma, \gamma') = 1 \);
3. \( \langle \tau_{\gamma}, \tau_{\gamma'} \rangle \) is a free group if \( I(\gamma, \gamma') \geq 2 \).

Proof  See [18].

Remark 2.18 Further constraints are imposed by the ‘triangle’ relation (4). Let \( \gamma, \gamma', \gamma'' \) be three curves on \( \Sigma \) which meet with pairwise geometric intersection number one. One can find an essential subsurface \( \Sigma \supset \Sigma^b \supset \{ \gamma \cup \gamma' \cup \gamma'' \} \) for \( 1 \leq b \leq 3 \), i.e. one for which the boundary curves of \( \Sigma^b \) are homotopic to boundary curves of \( \Sigma \) or are not nullhomotopic in \( \Sigma \); \( b = 1 \) is the case in which \( \gamma'' \) is obtained by ‘surgery’ on \( \gamma \cup \gamma' \). Then \( \tau_{\gamma} \tau_{\gamma'} \tau_{\gamma''} = \tau_{\gamma''} \tau_{\gamma'} \tau_{\gamma} \) holds in \( \Gamma(\Sigma^b) \) exactly when \( b \in \{ 1, 2 \} \), cf. the proof of [41, Lemma 5.10].
A ‘multitwist’ is a product of non-trivial powers of Dehn twists along the curves of an admissible configuration.

**Lemma 2.19** If $T_a$ and $T_b$ are multitwists in admissible curve systems $a, b$ and $I(a, b) \neq 0$ then $[T_a, T_b] \neq 1$.

**Proof** The essential reduction system of a multitwist is the set of curves in which one is twisting [11]. If the maps commute, $T_a$ preserves $b$ and vice-versa, by Lemma 2.15.

A chain of curves in $\Sigma$ is a sequence $\gamma_1, \ldots, \gamma_l$ for which the geometric intersection numbers satisfy

$$I(\gamma_i, \gamma_{i+1}) = 1, \quad 1 \leq i \leq l - 1, \quad I(\gamma_i, \gamma_j) = 0 \text{ if } |i - j| > 1.$$  

Note that the $\gamma_i$ are necessarily non-separating; a chain of length $l$ exists on a surface of genus $g$ only when $g \geq l/2 - 1$. Lemma 2.17 shows that a chain of length $l$ on $\Sigma$ defines a representation $Br_{l+1} \to \Gamma(\Sigma)$.

**Theorem 2.20** (Castel) Let $n \geq 6$ and $\rho : Br_n \to \Gamma(\Sigma_g^f)$ be a homomorphism, with $g \leq n/2$. Then $\rho$ has cyclic image, or there is a chain $\gamma_1, \ldots, \gamma_{n-1}$ of simple closed curves, a fixed sign $\varepsilon \in \{-1, +1\}$, and an element $w \in \cap \gamma Z(\tau_{\gamma_i})$, such that $\rho(t_i) = \tau_{\gamma_i}^\varepsilon \cdot w$ for each $i$.

The second case of Theorem 2.20 can only arise if a chain exists, so when $g \geq n/2 - 1$.

The hypotheses in Theorem 2.20 are remarkably weak ($\rho$ is not assumed to be injective, $b$ is not constrained). The common centralizer $\cap \gamma Z(\tau_{\gamma_i})$ is generated by maps supported on the complement of the chain, and by the hyperelliptic involution in the subsurface neighbourhood of the chain.

Castel speculates that the result should hold whenever $g \leq n - 2$. In this paper, we will encounter the case $n = 8, g = 5$ which falls outside the known results but within the expected ones; however, we will know something about the composite homomorphism $Br_8 \to \Gamma_5 \to Sp(10; Z)$, which gives us leverage not available in the general setting.

### 3 Constraints on essential reduction systems

Suppose for contradiction that (1) lifts, i.e. that there is a factorisation of the homomorphism

$$G(\Gamma) \to \pi_1(M_{3, 3}) \to \Gamma(\Sigma) \to Sp(10; Z),$$

where $\Sigma = \cup_1 \Sigma_{g_i}$ with $g_i > 0$ for each $i$ and $g_1 + \cdots + g_r = 5$, and where the composite recovers the usual cohomological monodromy of the universal family. For most of the paper we focus on the case where $r = 1$ and the monodromy factors through $\Gamma_5$; the other (easier) cases are considered in Corollary 4.3. We write $\rho : G(\Gamma) \to \Gamma_5$ for the resulting homomorphism to the mapping class group, and will write $\rho(\sigma_v) = f_v \in \Gamma_5$, for $v \in Vert(\Gamma)$.

**Lemma 3.1** Each $f_v$ is a reducible mapping class.

**Proof** Since all the $\sigma_v$ are conjugate, they all have the same Thurston type. Lemma 2.11 and Lemma 2.14 together rule out $f_v$ being pseudo-Anosov. A periodic non-identity map of a closed surface necessarily has eigenvalues which are non-trivial roots of unity, which would contradict Lemma 2.8.

By the structure theorem, $f_v$ has an essential reduction system $\sigma(f_v)$, a finite union of pairwise disjoint and pairwise non-isotopic simple closed curves, the union of which is invariant under $f_v$. Our aim is to prove that the essential reduction system of $f_v$ comprises a single reduction curve.
3.1 The case of a single essential reduction curve

**Lemma 3.2** Suppose that \( f_v \) has a unique essential reduction curve \( \gamma \). Then \( \gamma \) is non-separating, and \( f_v \) is a positive Dehn twist in \( \gamma \).

**Proof** Suppose for contradiction that the unique essential reduction curve separates. Since \( f_v \) acts preserving \( \sigma(f_v) = \{ \gamma \} \), and \( \gamma \) separates \( \Sigma \) into subsurfaces of different genera, \( f_v \) must preserve the two subsurfaces and preserve the orientation of \( \gamma \). From Proposition 2.16, one sees that one of the following (not necessarily mutually exclusive) three cases must occur:

1. \( f_v = \tau_{\gamma}^{k} \) is a power of a Dehn twist on a separating curve;
2. \( f_v \) acts as a periodic map with non-zero period \( m \) on a subsurface of positive genus;
3. \( f_v \) acts by a pseudo-Anosov map on a subsurface of positive genus.

Both the first two cases are incompatible with the action of \( f_v \) on homology; in the first case it would act trivially, in the second case it would act by a matrix whose eigenvalues included some non-trivial \( m \)-th root of unity.

So we have a subsurface \( \Sigma_{\psi} \subset \Sigma \) on which \( f_v \) acts by a pseudo-Anosov map \( \psi \). Moreover, the complementary subsurface \( \Sigma_{\#\psi} \subset \Sigma \) contains no essential reduction curve, so the induced map on this subsurface is irreducible and hence either periodic or pseudo-Anosov. The former case is again ruled out for homological (eigenvalues of action on \( H_1(\Sigma; \mathbb{Z}) \)) reasons unless the periodic map is trivial. We conclude that if there is a unique reduction curve which furthermore separates, then \( f_v \) is either pseudo-Anosov on both subsurfaces, or pseudo-Anosov on one and trivial on the other.

Now let \( g \in Br_6 \to \mathbb{Z}(f_v) \) be an element of the braid group mapping to the centraliser of \( f_v \) as in Lemma 2.11. Then \( g(\sigma(f_v)) = \sigma(f_v) \) so \( g \) preserves \( \gamma \), and hence the corresponding subsurfaces. In particular, \( g \) induces a mapping class on \( \Sigma_{\psi} \) which commutes with \( \psi \) on \( \Sigma_{\psi} \). By Lemma 2.14, we obtain a virtually cyclic representation \( \rho : Br_6 \to \Gamma(\Sigma_{\psi}) \) for which each non-trivial element of the centraliser of \( \psi \) is either pseudo-Anosov or periodic. In both cases, the curve \( \gamma \) belongs to the essential reduction system of the centralising element.

If \( f_v \) is pseudo-Anosov on both \( \Sigma_{\psi} \) and \( \Sigma_{\#\psi} \) then we find that \( Br_6 \to \Gamma(\Sigma) \) preserves \( \gamma \) and acts virtually cyclically on both subsurfaces. This contradicts the homological monodromy. Therefore, \( f_{v_j} \) acts by \( \psi \) on one subsurface (say of genus \( a > 0 \)) and trivially on the other (of genus \( 5 - a \)).

Since \( f_{v_j} \) is conjugate to \( f_{v_1} \), it acts with a unique essential reduction curve, which separates \( \Sigma \) into a subsurface \( \Sigma_a \) on which \( f_{v_j} \) acts by a pseudo-Anosov, and a subsurface \( \Sigma_{5-a} \) on which \( f_{v_j} \) acts trivially. Since \( \gamma \subset \sigma(f_{v_j}) \), we must have equality, and since \( a 
eq 5 - a \), \( f_{v_j} \) acts trivially on the subsurface on which \( f_{v_j} \) acted trivially. Therefore, the representation \( Br_6 \to Sp(10; \mathbb{Z}) \) has virtually cyclic image, a contradiction.

Finally, suppose \( \gamma \) is indeed non-separating. By Proposition 2.16, the map \( f_v \) on \( \Sigma \setminus \gamma \) is either pseudo-Anosov, or has period \( > 1 \), or \( f_v = \tau_{\gamma}^{k} \) is a power of the Dehn twist along \( \gamma \). The first two cases lead to contradictions as before, either by considering the induced cyclic action of a centralising \( Br_6 \), or eigenvalues of the map on homology. This reduces us to \( f_v \) acting by the \( k \)-th power of a non-separating Dehn twist, and then the homological action forces \( k = 1 \).
3.2 Separating essential reduction curves are fixed

Lemma 3.3  Suppose that \( \sigma(f_v) \) contains a separating reduction curve \( \gamma^{\text{sep}} \). Then this curve, and (either choice of) its orientation, are preserved by \( f_v \).

Proof  Consider the collection of separating essential reduction curves \( \gamma^{\text{sep}}_1, \gamma^{\text{sep}}_2, \ldots, \gamma^{\text{sep}}_r \) for \( f_v \).

Since \( f_v \) preserves \( \sigma(f_v) \) it induces a permutation of these \( r \) curves. Each of the separating curves splits \( \Sigma \) into two components, either of genus one and four, or of genus two and three; the permutation of the \( \gamma^{\text{sep}}_j \) induced by \( f_v \) must preserve the splitting type. If (relabelling indices if necessary) \( f_v(\gamma^{\text{sep}}_1) = \gamma^{\text{sep}}_2 \), then the smaller genus subsurface bound by the first curve must be taken diffeomorphically to the smaller genus subsurface bound by the second. Since \( \gamma^{\text{sep}}_1 \cap \gamma^{\text{sep}}_2 = \emptyset \), these subsurfaces have disjoint interiors.

The symplectic vector space \( H_1(\Sigma; \mathbb{Q}) \) is split into orthogonal non-trivial symplectic subspaces indexed by the components of \( \Sigma \cup \bigcup_j \gamma^{\text{sep}}_j \), so \( f_v \) induces a non-trivial permutation of the corresponding block decomposition of \( H_1(\Sigma; \mathbb{Q}) \). This contradicts the final part of Lemma 2.7. Therefore, \( f_v \) preserves each \( \gamma^{\text{sep}}_j \) setwise.

Since \( f_v \) preserves \( \gamma^{\text{sep}} \), it must preserve the two complementary subsurfaces (which have different genera), so it preserves the orientation of \( \gamma^{\text{sep}} \). \( \square \)

Let \( \bar{\rho} : Br_6 \to Z(f_v) \) be the homomorphism from Lemma 2.11 to the centraliser of \( f_v \). An element \( \eta \in Br_6 \) defines a mapping class \( \bar{\rho}(\eta) := f_\eta \) which stabilises \( \sigma(f_v) \). The \( f_v \)-orbit of \( \gamma^{\text{sep}}_1 \) inside \( \sigma(f_v) \) comprises at most 5 curves in the genus 1+4 splitting case and at most two in the genus 2+3 splitting case. When \( k < n \), any homomorphism from \( Br_n \) to \( \text{Sym}_k \) has cyclic image \([7] \), so all the elements \( f_\eta \) induce the same permutation of the separating essential reduction curves for \( f_v \) and of their complementary subsurfaces. As usual, this general statement can be strengthened by using our knowledge of the underlying symplectic representation.

Lemma 3.4  The subgroup \( \bar{\rho}(Br_6) \) induces the trivial permutation of \( \{ \gamma^{\text{sep}}_j \} \).

Proof  Consider a standard generator \( f_i \) of \( \bar{\rho}(Br_6) \). If \( \{ \gamma^{\text{sep}}_j \} \) is permuted non-trivially by \( f_i \), the subsurfaces bound by the elements of the orbit are also permuted non-trivially. This again contradicts Lemma 2.7. \( \square \)

Thus \( \bar{\rho} \) induces an action of \( Br_6 \) on each of the two complementary subsurfaces to \( \gamma^{\text{sep}} \), i.e. fixing a particular separating reduction curve \( \gamma^{\text{sep}} \), we have induced representations \( \bar{\rho}_i : Br_6 \to \Gamma(\Sigma_i) \) for \( i \in \{1, 4\} \) or \( i \in \{2, 3\} \). For definiteness, we will consider the copy of \( Br_6 \) associated to the centraliser of \( f_{\bar{v}_1} \) and with generators labelled by \( t_3, \ldots, t_7 \), mapping to \( f_{\bar{v}_i} \) with \( 3 \leq i \leq 7 \).

3.3 Genus \((2, 3)\)-separating essential reduction curves

Suppose there is a separating essential reduction curve \( \gamma^{\text{sep}} \) for \( f_{\bar{v}_1} \) which separates \( \Sigma \) into pieces \( \Sigma_2 \cup \Sigma_3 \) of genus 2 and 3. The representations \( \bar{\rho}_2 \) and \( \bar{\rho}_3 \) are governed by Theorem 2.20.

Lemma 3.5  \( \bar{\rho}_2 \) is cyclic.
Proof If not, the action is associated to a chain of curves \(a_3, \ldots, a_7\) with \(f_{v_i} = \tau_{a_i}^\varepsilon \cdot w\) for some centralising element \(w\) and \(\varepsilon \in \{ \pm 1 \}\). The elements of the chain of five curves \(a_i\) on the genus two surface necessarily satisfy a homology relation. However, in the homological monodromy, the representation \(Br_6 \to Sp(10; \mathbb{Z})\) extends to a representation \(Br_8 \to Sp(10; \mathbb{Z})\). That forces the homology classes \([a_i]\in \mathbb{Z}^{10}\) supporting the transvections, for \(3 \leq i \leq 7\), to be pairwise linearly independent. \(\square\)

Remark 3.6 The previous argument shows that if \(\Sigma^a_2 \subset \Sigma\) is a subsurface preserved by a subgroup \(Br_6\) of the centraliser of \(f_{v_i}\), the induced action of \(Br_6\) on \(\Sigma^a_2\) must be cyclic. (Lemma 3.5 involves the case \(a = 1\), but its proof does not invoke that hypothesis.)

Clearly it follows that \(\bar{\rho}_3 : Br_6 \to \Gamma(\Sigma^1_3)\) is not cyclic, hence is associated to a chain of curves \(\{a_3, \ldots, a_7\}\) in \(\Sigma^1_3\).

Lemma 3.7 Each \(f_{v_i}\) has a unique separating essential reduction curve of type \((2, 3)\).

Proof Since \(\gamma^{sep}\) is a separating essential reduction curve of \(f_{v_1}\), it must be that \(f_{v_i}\) has some separating essential reduction curve of type \((2, 3)\) for each \(3 \leq i \leq 7\). Since \([f_{v_1}, f_{v_i}] = 1\), the corresponding curve for \(f_{v_i}\) is disjoint from \(\gamma^{sep}\). It cannot lie inside \(\Sigma^1_3\) and separate off a genus two subsurface, and it cannot lie inside \(\Sigma^1_3\) because of the known structure of \(\bar{\rho}_3\). It follows that the separating reduction curve of \(f_{v_i}\) must be \(\gamma^{sep}\). The argument also implies that this is the unique separating reduction curve of type \((2, 3)\) for \(f_{v_i}\), and hence each \(f_{v_i}\) has a unique such curve. \(\square\)

Lemma 3.8 The representation \(\bar{\rho}_3 : Br_6 \to \Gamma(\Sigma^1_3)\) extends to a representation \(\bar{\rho}_4 : Br_8 \to \Gamma(\Sigma^1_4)\).

Proof Consider \(f_{v_2}\). This commutes with \(Br_5 = \langle f_{v_j} \mid 4 \leq j \leq 7 \rangle\), so \(I(\sigma(f_{v_2}), \sigma(f_{v_i})) = 0\) for \(4 \leq j \leq 7\) by Lemma 2.15. In particular, \(\sigma(f_{v_2})\) is disjoint from \(a_4, \ldots, a_7\) (which are essential reduction curves of the corresponding \(f_{v_i}\), which Dehn twist non-trivially in them) and also from \(\gamma^{sep}\). Cutting \(\Sigma^1_3\) along \(a_7 \cup a_5\) yields a surface of genus 1 with five boundary components. It follows that the separating \((2, 3)\)-reduction curve of \(f_{v_2}\) cannot lie inside either this surface or inside \(\Sigma^1_4\), unless in the latter case it is boundary parallel, so it must also be \(\gamma^{sep}\).

We therefore have that each generator of \(Br_8\) preserves \(\gamma^{sep}\), and hence there is a homomorphism \(Br_8 \to \Gamma(\Sigma^1_4)\). \(\square\)

Lemma 3.9 \(\bar{\rho}_4(t_i) = \tau_{a_i} \tau_{\partial}^k\) where \(\partial = \partial \Sigma^1_3\) and \(k \in \mathbb{Z}\).

Proof The representation \(\bar{\rho}_4\) is governed by Theorem 2.20. Thus \(\bar{\rho}_4(t_i) = \tau_{a_i}^\varepsilon \cdot w\) for \(\{a_1, \ldots, a_7\}\) a chain of curves. The centralising element \(w\) is a diffeomorphism of the complementary surface to the \(A_7\)-chain; but this is just the boundary annulus (and a disc, with trivial mapping class group), so \(w\) is a power of \(\tau_{\partial}\). The sign \(\varepsilon = +1\) since a transvection is not conjugate to its inverse. \(\square\)

Lemma 3.10 If \(v \neq v_{ext}\) is not an extremal vertex, \(f_v\) preserves \(\gamma^{sep}\).

Proof By Lemma 2.12, there is \(i \in \{1, 3, 4, 5, 6, 7\}\) for which \([\sigma_v, \sigma_{v_i}] = 1 \in G(\Gamma)\). Therefore, \(f_v\) preserves \(\sigma(f_{v_i})\). Since \(\gamma^{sep}\) is the unique \((2, 3)\)-essential reduction curve for \(f_{v_i}\), by Lemma 3.7, we must have that \(f_v\) preserves \(\gamma^{sep}\). \(\square\)

Corollary 3.11 There cannot be a \((2, 3)\)-separating essential reduction curve.

Proof If such a curve exists, it is preserved by all non-extremal vertices by Lemma 3.10. This means that the subgroup of \(G(\Gamma)\) generated by the non-extremal vertices acts reducibly on \(H_1(\Sigma; \mathbb{Z})\), i.e. preserving a non-trivial symplectic splitting associated to the decomposition \(\Sigma = \Sigma^1_2 \cup \Sigma^1_3\). This contradicts Lemma 2.10. \(\square\)
3.4 Genus (1, 4)-separating essential reduction curves

Suppose \( \sigma(f_{v_i}) \) contains a separating curve yielding the other decomposition \( \Sigma = \Sigma_1 \cup \Sigma_4 \). There are now induced representations \( \tilde{\rho}_1 : Br_6 \to \Sigma_1^1 \) and \( \tilde{\rho}_4 : Br_6 \to \Sigma_4^1 \).

Lemma 3.12 The homomorphism \( \tilde{\rho}_1 : Br_6 \to \Gamma(\Sigma_1^1) \) has cyclic image, generated by an element \( \kappa \) which is a power of the Dehn twist in \( \gamma^{sep} \).

Proof Theorem 2.20 implies the cyclicity. Let \( \kappa \) denote a generator of the cyclic group image. The group \( \Gamma(\Sigma_1^1) \) is the universal \( \mathbb{Z} \)-central extension of \( SL(2; \mathbb{Z}) \). The generators of \( Br_6 \) define mapping classes which act on \( H_1(\Sigma; \mathbb{Z}) \), and hence \( H_1(\Sigma_1^1; \mathbb{Z}) \), with all eigenvalues equal to 1, which means \( \kappa \) is a multitwist — the composition of some power of the Dehn twist in \( \gamma^{sep} \) with some power of the Dehn twist in a disjoint curve \( \gamma^{int} \subset \Sigma_1^1 \) in the interior of the handle. Suppose \( \tilde{\rho}_1(t_i) \) involves the Dehn twist in the curve \( \gamma^{int} \). This is homologically essential, so to be conjugate to a transvection, \( \tilde{\rho}_4(t_i) \) must act trivially on \( H_1(\Sigma_4^1; \mathbb{Z}) \). However, then the transvections \( \rho(t_i) \) of \( H_1(\Sigma; \mathbb{Z}) \) would be equal for distinct commuting generators \( t_3, t_5 \) of \( Br_6 \), since the relevant curves \( \gamma^{int} \) would have to coincide to have the commutativity relation \( [\tilde{\rho}_1(t_3), \tilde{\rho}_1(t_5)] = 1 \) hold. This is not compatible with the homological monodromy representation. Therefore, the action on \( H_1(\Sigma_1^1) \) must be trivial.

Lemma 3.13 There cannot be two or more (1, 4)-separating reduction curves.

Proof Suppose \( f_{v_i} \) has two separating reduction curves \( \gamma_1^{sep} \cup \gamma_2^{sep} \) each splitting off a copy of \( \Sigma_1^1 \). Then there is an induced representation \( Br_6 \to \Gamma(\Sigma_2^3) \) to the complementary surface, which is governed by Theorem 2.20, so defined by an \( A_5 \)-chain \( \{a_3, \ldots, a_7\} \) and a centralising element (which must be a boundary multitwist).

We can now argue as in the previous subsection. The \( \gamma_j^{sep}, j = 1, 2 \), are preserved by \( f_{v_i} \) so have \( 3 \leq i \leq 7 \), whilst \( \sigma(f_{v_i}) \cap \Sigma_2^3 \subset a_i \cup \partial \Sigma_2^3 \); so the only possibility for the corresponding (1, 4)-separating essential reduction curves for \( f_{v_i} \) are the same \( \gamma_j^{sep} \) as arose for \( f_{v_1} \). Moreover, the \( \gamma_j^{sep} \) are preserved by \( f_{v_2} \), so are reduction curves for this map, so have trivial geometric intersection with its essential reduction curves. Since \( [f_{v_2}, f_{v_i}] = 1 \) for \( 4 \leq i \leq 7 \), the essential reduction curves of \( f_{v_2} \) are also disjoint from the \( A_4 \)-chain \( a_4 \cup \ldots a_7 \). Cutting along \( a_5 \cup a_7 \) leaves a surface \( \Sigma_1^1 \), and this cannot contain two inequivalent curves each of which bound \( \Sigma_1^1 \)-subspheres with disjoint interiors. Therefore, at least one of \( \gamma_1^{sep} \) and \( \gamma_2^{sep} \) must also be one of the essential reduction curves of \( f_{v_2} \).

Relabel so this is \( \gamma_1^{sep} \). Then all of \( \{f_{v_i}, \ldots, f_{v_7}\} \) preserve \( \gamma_1^{sep} \), so we get a representation \( \tilde{\rho}_4 : Br_8 \to \Gamma_4^1 \), to which we can apply Theorem 2.20. It follows that the only essential reduction curve of \( f_{v_1} \) in \( \Sigma_4^1 \) is the boundary \( \gamma_1^{sep} \) and the supporting curve \( a_1 \) of the transvection, in particular, there were not two separating (1, 4)-essential reduction curves.

We return to the assumption that there is a (necessarily unique) (1, 4)-separating essential reduction curve \( \gamma^{sep} \) for \( f_{v_1} \).

Lemma 3.14 \( f_{v_1} \) must have a homologically non-trivial essential reduction curve in \( \Sigma_4^1 \).
Proof Consider the case in which \( \sigma(f_{v_1}) \cap \operatorname{int}(\Sigma_4^1) = \emptyset \). We know that \( \gamma^{\text{sep}} \) cannot be the unique essential reduction curve for \( f_{v_1} \) by Lemma 3.2, so there is an essential reduction curve \( \gamma^{\text{int}} \) in the interior of \( \Sigma_4^1 \), which must be homologically essential. Proposition 2.16 implies first that \( f_{v_1} \) must act on \( \Sigma_4^1 \) by a non-trivial power of a Dehn twist in \( \gamma^{\text{int}} \) composed with a power of the twist in \( \gamma^{\text{sep}} \), and second that the action of \( f_{v_1} \) on \( \Sigma_4^1 \) would have to be a Torelli pseudo-Anosov map \( \psi \). We now argue as in the proof of Lemma 3.2. Namely, there is a copy of \( Br_6 \) in the centraliser of \( f_{v_1} \) which also acts on \( \Sigma_4^1 \), and does so virtually cyclically. This contradicts the homological monodromy.

Lemma 3.15 If \( f_{v_1} \) has a \((1, 4)\)-separating essential reduction curve, then this is the only separating essential reduction curve. Furthermore,

- either \( f_{v_1} \) has a unique non-separating essential reduction curve \( \gamma^{\text{int}} \), which lies in \( \Sigma_4^1 \); there is an \( A_5 \)-chain in \( \Sigma_4^3 = \Sigma_4^1 \setminus \gamma^{\text{int}} \) governing the \( f_{v_1} \) for \( 3 \leq i \leq 7 \);

- or \( f_{v_1} \) has 2 non-separating essential reduction curves \( \gamma_1^{\text{int}} \cup \gamma_2^{\text{int}} \subset \Sigma_4^1 \) whose union bounds a subsurface \( \Sigma_2^3 \subset \Sigma_4^1 \) separating off a pair of pants; this subsurface contains an \( A_5 \)-chain governing the \( f_{v_1} \) for \( 3 \leq i \leq 7 \).

Proof We know \( f_{v_1} \) has an essential reduction curve in the interior of \( \Sigma_4^1 \), necessarily homologically essential. Let \( \gamma_2, \ldots, \gamma_r \) denote the components of \( \sigma(f_{v_1}) \cap \Sigma_4^1 \). If \( \cup_{j=2}^r \gamma_j \) does not separate \( \Sigma_4^1 \), then \( Br_6 \) acts on the connected surface which is its complement. This action cannot be cyclic, for homological considerations. The complement must have genus \( \geq 2 \) by Theorem 2.20, but the genus two case yields a contradiction by Remark 3.6. Therefore \( r = 2 \) and there was a unique essential reduction curve in the interior of \( \Sigma_4^1 \). Then \( Br_6 \) acts via a chain of curves on \( \Sigma_3^3 = \Sigma_4^1 \setminus \gamma_2 \). For the homological action to be a transvection, rather than a product of transvections with fixed locus of higher codimension, there cannot be a further essential reduction curve in \( \Sigma_4^1 \).

Alternatively, \( \sigma(f_{v_1}) \cap \Sigma_4^1 \) separates. Note that since the \( Br_6 \)-action on \( \Sigma_4^1 \) preserves the boundary, it must preserve the component \( \Sigma_{\text{adj}} \subset \Sigma_4^1 \setminus \sigma(f_{v_1}) \) adjacent to the boundary. This component has at least two further boundary components, since the complementary surfaces of the essential reduction curves have Euler characteristic \( \leq -1 \), and all further boundaries are homologically essential in \( \Sigma \). The Euler characteristic of \( \Sigma_4^1 \setminus \Sigma_{\text{adj}} \) is \( \geq -6 \) so this has genus \( \leq 3 \); this must therefore have genus 3, as in the previous paragraph. So \( Br_6 \) acts via a chain of curves on a genus 3 subsurface. Since the Euler characteristic of \( \Sigma_4^1 \) is \( -7 \) and any subsurface bound by \( \sigma(f_{v_1}) \) has \( \chi \leq -1 \), one must have that \( r = 3 \), with a bounding pair of homologous essential reduction curves \( \gamma_{\pm} \) splitting \( \Sigma_4^1 \) into a pair of pants and a copy of \( \Sigma_2^3 \).

Lemma 3.16 The second case of Lemma 3.15 cannot occur.

Proof Suppose \( \sigma(f_{v_1}) = \{ \gamma_{\text{sep}}, \gamma_+, \gamma_- \} \) for a bounding pair \( \gamma_{\pm} \subset \Sigma_4^1 \). Consider \( f_{v_1} \). It acts on \( \Sigma_4^2 \) through an \( A_5 \)-chain, so its only possible essential reduction curves in this subsurface are the relevant element \( a_3 \) of that chain, and the boundary curves \( \gamma_{\pm} \). It also has \( \gamma_{\text{sep}} \) as essential reduction curve, and a priori could have a further reduction curve \( \sigma \) inside the complementary \( \Sigma_4^1 \). However, the map would then necessarily involve some power of a Dehn twist along \( \sigma \), incompatible with the homological action since we have a transvection in \( a_3 \). We conclude that \( f_{v_1} \) is given by a multitwist

\[
 f_{v_1} = \tau_{a_3} \circ \tau_{\gamma_+}^{k_1} \circ \tau_{\gamma_-}^{k_2} \circ \tau_{\gamma_{\text{sep}}}^{k_3}
\]
for some $k_{\pm} \in \mathbb{Z}$ and $k \neq 0$. However, since the essential reduction curves of $f_{v_1}$ are $\gamma_{\text{sep}} \cup \gamma_{\pm}$ and it cannot have a pseudo-Anosov component or periodic component for the usual homological reasons, we know

$$f_{v_1} = \tau_{\gamma_+}^u \circ \tau_{\gamma_-}^u \circ \tau_{\gamma_{\text{sep}}}^u$$

with $u, u_+, u_- \neq 0$. The shapes of (5) and (6) cannot be made equal by choosing the powers, noting that $\gamma_+ \cup \gamma_-$ bounds but $\gamma_{\pm} \cup a_3$ does not. This contradicts $f_{v_1}$ and $f_{v_3}$ being conjugate. \qed

**Corollary 3.17** There cannot be a $(1, 4)$-separating essential reduction curve.

**Proof** Suppose such a curve $\gamma_{\text{sep}}$ exists. From the previous analysis, $\gamma_{\text{sep}}$ splits $\Sigma = \Sigma_4^1 \cup \Sigma_4^1$, and $\sigma(f_{v_1}) = \{a_1 \cup \gamma_{\text{sep}}\}$ for a homologically non-trivial curve $a_1 \subset \Sigma_4^1$. Furthermore, $f_{v_1} = \tau_{a_1} \circ \tau_{\gamma_{\text{sep}}}^k$ for some $k \in \mathbb{Z}$.

We now use Lemma 2.12 again. For every $v \neq v_{\text{ext}}$, $f_v$ preserves $\sigma(f_{v_1})$ for some $i \in \{1, 3, \ldots, 8\}$, and $\sigma(f_{v_1})$ and $\sigma(f_{v_i})$ have trivial geometric intersection number. In particular, $f_v$ preserves $\gamma_{\text{sep}}$, so $\sigma(f_{v_1})$ is disjoint from $\gamma_{\text{sep}}$, and the homologically essential component $a_v \subset \sigma(f_{v_1})$ lies wholly inside $\Sigma_4^1$ or $\Sigma_4^1$. Furthermore, for each $v \neq v_{\text{ext}}$ other than $v_1$, there is some $j$ with $3 \leq j \leq 7$ with the property that $f_v$ braids with $f_{v_j}$. The corresponding braiding in the homological monodromy would not be compatible with $a_v \subset \Sigma_4^1$, since $a_j \subset \Sigma_4^1$ for $3 \leq j \leq 7$.

It follows that there is a fixed subsurface $\Sigma_4^1 \subset \Sigma$ with the property that for all non-extremal vertices $v$, the map $f_v$ acts by a transvection in a class supported in $\Sigma_4^1$. This contradicts Lemma 2.10. \qed

**Corollary 3.18** All essential reduction curves for $f_v$ are non-separating.

**Proof** Immediate from Corollary 3.11 and 3.17. \qed

### 3.5 All essential reduction curves are non-separating

**Corollary 3.19** If $G(\Gamma) \to Sp(10; \mathbb{Z})$ lifts to $\Gamma_S$, then necessarily each vertex generator is sent to a Dehn twist in a non-separating simple closed curve.

**Proof** Fix one essential reduction curve $\gamma_1$ of $f_{v_1}$ and consider its $f_{v_1}$-orbit $\{\gamma_1, \ldots, \gamma_r\} \subset \sigma(f_{v_1})$, on which $f_{v_1}$ acts by a cyclic permutation. If these curves span a subspace of rank $> 1$ in $H_1(\Sigma; \mathbb{Q})$ then $f_{v_1}$ must have a non-trivial root of unity in its spectrum, a contradiction. On the other hand, three distinct pairwise disjoint homologically essential curves necessarily span at least a two-dimensional subspace of homology. We conclude that either $r = 2$ and $\gamma_1 \cup \gamma_2$ separates $\Sigma$, or the essential reduction curve $\gamma_1$ is preserved by $f_{v_1}$.

In the first case, we have an invariant pair $\gamma_1 \cup \gamma_2$ of essential reduction curves which separate $\Sigma$ into subsurfaces $\Sigma_a^2 \cup \Sigma_{a-2}^2$ with $a \in \{1, 2\}$, so both subsurfaces have genus $\leq 3$. If $a = 2$, although the subsurfaces are homeomorphic, they cannot be permutated by $f_{v_1}$ by the last part of Lemma 2.7. Thus, both subsurfaces are individually preserved by $f_{v_1}$.

In principle, $\sigma(f_{v_1})$ could contain distinct (necessarily pairwise disjoint) such pairs $\gamma_1^j \cup \gamma_2^j$ for $j = 1, 2$, each an orbit of $f_{v_1}$ on $\sigma(f_{v_1})$. Such a second length two orbit of $f_{v_1}$ on $\sigma(f_{v_1})$ must comprise two curves entirely in one subsurface $\Sigma_a^2$ or $\Sigma_{a-2}^2$, since these are preserved by $f_{v_1}$, which forces $a = 1$. The two separating pairs together cut $\Sigma$ into pieces $\Sigma_1^2 \cup \Sigma_3^2 \cup \Sigma_1^2$. Consider as usual a centralising
copy \( \tilde{\rho} : Br_6 \to Z(f_{v_1}) \); whether or not this map swaps the two \( \Sigma_2^4 \)-subsurfaces, it must preserve \( \Sigma_2^4 \). That representation is governed by Theorem 2.20. The homological monodromy rules out that it has cyclic image, so it is associated to an \( A_5 \)-chain of curves and a centralising element \( w \). Since the maps furthermore act homologically by transvections, they can not swap the \( \Sigma_2^7 \)-summands. It follows that for \( 3 \leq i \leq 7 \), each of the \( f_{v_i} \) generators of \( \tilde{\rho}(Br_6) \) has the same pairs \( \gamma_1^i \cup \gamma_2^i \) in its essential reduction system, and these pairs are not permuted. Therefore \( \gamma_1 \cup \gamma_2 \) is preserved by \( f_v \) for all non-extremal \( v \); this contradicts Lemma 2.10 (compare to the proof of Corollary 3.17).

We conclude that \( f_{v_1} \) preserves the essential reduction curve \( \gamma_1 \), and hence \( f_{v_1} \) acts on \( \Sigma \setminus \gamma_1 = \Sigma_2^2 \). If \( \gamma_1 \) is not the unique essential reduction curve for \( f_{v_1} \), then \( \Sigma_2^2 \) contains another essential reduction curve \( \gamma'_1 \) of \( f_{v_1} \), which (by the previous step in the proof) is preserved set-wise by \( f_{v_1} \). Since these are homologically linearly independent, the maps \( f_{v_j} \) for \( 3 \leq j \leq 7 \) cannot act on \( \sigma(f_{v_1}) \) by a non-trivial permutation of its elements, since that would lead to their having an invariant subspace on \( H_1(\Sigma; \mathbb{Q}) \) on which they acted by a periodic map, incompatible with acting by a transvection on homology. We can therefore cut along \( \gamma_1 \cup \gamma'_1 \) to obtain a subsurface of genus at most three preserved by both \( f_{v_1} \) and a centralising copy of \( Br_6 \). A contradiction is then obtained as in the previous step.

We conclude that \( \gamma_1 \) is the unique essential reduction curve for \( f_{v_1} \), and the result then follows from Lemma 3.2. \( \square \)

4 Impossible curve configurations

Suppose the homological monodromy \( G(\Gamma) \to Sp(10; \mathbb{Z}) \) factors through \( \Gamma_5 \). Then each \( f_v \) is given by the positive Dehn twist in a homologically non-trivial simple closed curve \( \gamma_v \subset \Sigma_5 \). Since curve configurations can be ‘pulled tight’, we can assume that each pair of curves \( \gamma_v, \gamma_{v'} \) meet in exactly their geometric intersection number \( I(\gamma_v, \gamma_{v'}) \) of points. The geometric intersection pattern of these simple closed curves is therefore constrained by Lemma 2.17 as follows:

1. if \( v, v' \) do not belong to an edge of \( \Gamma \), the corresponding curves are disjoint;
2. if \( v, v' \) do belong to an edge of \( \Gamma \), the corresponding curves meet in one point.

In particular, the seven closed curves defining the morphism \( Br_8 \to G(\Gamma) \) from Lemma 2.11 yield an \( A_7 \)-chain in \( \Sigma_5 \), which moreover extends to an \( A_8 \)-loop corresponding to the \( Br_8^{aff} \)-extension of Lemma 2.13. Chains of simple closed curves are unique up to diffeomorphism after specifying that their homology classes are linearly independent. More precisely, the subsurface neighbourhood of an \( A_7 \)-chain is a \( \Sigma_3^3 \), but there are 3 different models for the inclusion \( \Sigma_3^3 \subset \Sigma_5^5 \):

- the two boundary components may separate off a copy of \( \Sigma_1^2 \);
- each boundary component may separate off a copy of \( \Sigma_1^1 \);
- one boundary component may separate a disc, and the other a \( \Sigma_2^1 \).

The first situation is distinguished by the 7 curves of the chain being homologically linearly independent, so \( a_1 + a_3 + a_5 + a_7 \neq 0 \in H_1(\Sigma_5; \mathbb{Z}) \).

Lemma 4.1 The curves \( a_j \) defining the \( A_7 \)-chain satisfy \( a_1 + a_3 + a_5 + a_7 \neq 0 \).
Proof In the lexicographic notation for the vertices \( \{0, 1\}^4 \), the chain of vertices \( v_1, \ldots, v_7 \) defining the braid group \( Br_8 \) is given by

\[
(0001) - (0101) - (0100) - (0110) - (0010) - (1010) - (1000) \approx v_1 - v_2 - \cdots - v_7.
\]

Consider the non-extremal vertex \( \hat{v} \) associated to \((0111)\). The associated symplectic matrix \( A_\hat{v} \) is a transvection whose defining class \( a_\hat{v} \) in \( \mathbb{Z}^{10} \) has intersection number \( \pm 1 \) with \( a_i \) for \( 1 \leq i \leq 5 \), since it bounds an edge in the Artin graph \( \Gamma \) with those vertices and the corresponding transvections should braid, but intersection number zero with \( a_6, a_7 \), since there are no edges between \((10\bullet\bullet)\) and \((01\bullet\bullet)\) for any values \( \bullet \). Therefore \( \langle a_\hat{v}, (a_1 + a_3 + a_5 + a_7) \rangle \neq 0 \) modulo 2.

The \( A_7 \)-chain therefore looks as in Figure 3, where we have relabelled the supporting curves \( \{a, b, \ldots, g\} \). Thus,

\[
(0001) \quad (0101) \quad (0100) \quad (0110) \quad (0010) \quad (1010) \quad (1000)
\]

\[
\begin{array}{cccccccc}
a & b & c & d & e & f & g \\
\end{array}
\]

![Figure 3: An \( A_7 \)-chain of curves](image)

After cutting along the curves labelled \( a, c, e, g \) one obtains a torus with 8 boundary components. The remaining curves of the configuration \( \Gamma \) can now be drawn on this bordered surface \( \Sigma_{81}^8 \). In particular, if we label by \( h \) the generator which comes from the vertex \((1001)\) and which extends the \( A_7 \)-chain to a cycle of 8 curves, as defining the \( Br_9^{aff} \)-representation of Lemma 2.13, then this looks as in Figure 4, where either of the subsurfaces into which \( h \) divides \( \Sigma_{81}^8 \) could contain the additional handle.

We now consider the two curves

\[
(0011) \quad (1100)
\]

\[
\begin{array}{cccccccc}
a & u & e & c & v & g \\
\end{array}
\]

i.e. \( u, v \) correspond to the vertices \((0011)\) respectively \((1100)\), and

- \( u \) meets \( \{a, e\} \) but is disjoint from \( \{b, c, d, f, g, h, v\} \);
- \( v \) meets \( \{c, g\} \) but is disjoint from \( \{a, b, d, e, f, h, u\} \).

Since \( u \) meets \( a \), it meets it in precisely one of the two intervals into which \( a \) has already been divided by the intersections of \( a \) with \( b \) and \( h \). These two options are shown in Figure 5. Note that since
Figure 4: The affine braid group generators after $\Sigma$ has been cut open along the $A_7$-chain (the handle may be on the other side of $h$)

Figure 5: Two possible positions $u'$ and $u''$ for the curve $u$, which meets only $\{a, e\}$

$u \cap h = \emptyset$, the curve $u$ is confined to live in one of the two regions into which $h$ divides $\Sigma_1^8$; it might wind non-trivially around the additional handle in the region which contains that handle, but that will have no bearing on the subsequent argument. The arc $v$ being disjoint from $h$ is constrained similarly, and then $u \cap v = \emptyset$ means that $u$ and $v$ live in different regions of $\Sigma_1^8 \setminus \{h\}$.

We now try to add the generator $w^+$ corresponding to $(0111)$ in Figure 6, which hits precisely the curves $\{a, b, c, d, e, u\}$ but not $\{f, g, h, v\}$; we would consider the curve $w^-$ associated to $(1110)$, which hits $\{c, d, e, f, g, v\}$ but not $\{a, b, h, u\}$, if we had the other choice of $u$ from Figure 5 (in which case $v$ lies in the regions occupied by the red copy of $u$ in Figure 5). Thus, we are now considering a subset of the graph $\Gamma$ with the following intersection pattern, which makes the symmetry between the situations
with \( \{u, w^+\} \) respectively \( \{v, w^-\} \) manifest:

The (green) \( w^+ \)-curve meets \( u \); the point of intersection is marked by • in Figure 6. Disjointness from \( \{f, g, h\} \) then forces the green curve into either \( e \) or \( a \) (again, arbitrarily, we have depicted the former case). It emerges on the other side of \( e \), and then it cannot cross \( u \) again, since the braid relation means these curves have geometric intersection number 1, nor can it meet \( \{f, g, h\} \), so it goes into \( a \), but then it enters a region where it can’t escape: thus the two dotted ends of \( w^+ \) can’t rejoin. In the other configuration, where \( u \) lies on the ‘back’ of Figure 4 but \( v \) lies on the front, following the green \( w^- \)-curve from its unique intersection with \( v \), one runs into the same problem. In both cases we arrive at a contradiction, i.e. an unrealisable configuration on \( \Sigma_5 \).

More formally, label the three regions of Figure 5 \( A, B, C \) from left to right (note that \( A \cup C \) is connected on \( \Sigma_5^8 \), despite appearances in the figure). Disjointness of \( u \) and \( v \) ensures that one of these curves lies in \( A \cup C \) and the other in \( B \). Suppose \( u \) lies in \( A \cup C \); it then separates this into two regions. The curve \( w^+ \) must also lie inside \( A \cup C \), but cross between its two regions exactly once to have geometric intersection number one with \( u \). Reversing the roles of \( u, v \) respectively \( w^+, w^- \) covers the other possible case.

**Remark 4.2** There are still four further vertices in \( \Gamma \) and we have not appealed to the triangle relation constraints of Remark 2.18, so this is far from a ‘sharp’ obstruction. We have chosen to focus on the
commuting / braid relations which define $G(\Gamma)$ since these stay closer to the usual realm of Artin and Coxeter groups.

**Corollary 4.3** The monodromy $G(\Gamma) \to Sp(10;\mathbb{Z})$ does not factor through the mapping class group of a surface $\Sigma$ of total genus 5.

**Proof** The case in which $\Sigma$ is connected follows from the preceding arguments. If $\Sigma = \sqcup_j \Sigma_j$, then $\Gamma(\Sigma)$ is built out of the mapping class groups $\Gamma_{\Sigma_j}$ of the components, together with permutations of diffeomorphic components. Suppose $\Sigma$ has more than one component of genus $g \in \{1,2\}$. When $k < n$, any homomorphism from $Br_n$ to $\text{Sym}_k$ has cyclic image [7], so all the elements $f_0 \in Br_6$ induce the same permutation of these components. Since the generators act by transvections, this must be the trivial permutation; then since all the generators $f_v$ of $G(\Gamma)$ are conjugate, they necessarily all induce the trivial permutation of $\pi_0 \Sigma$. It follows that, when $\Sigma$ is disconnected, a factorization of the monodromy through $\Gamma(\Sigma)$ is in fact through $\prod_i \Gamma_{\Sigma_i}$. If there is more than one factor, this contradicts Lemma 2.9. \qed

**Remark 4.4** Recall from Remark 1.6 that the monodromy homomorphism does factor through a certain finite index subgroup $\text{Prym}_6$ of $\Gamma_6$. Note that this does not say that if factors through $\Gamma_6$ itself, since the homomorphism $\text{Prym}_6 \to Sp(10;\mathbb{Z})$ does not extend to $\Gamma'_6$.
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