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Abstract

Reactive transport in saturated/unsaturated porous media is numerically upscaled to the space-time scale of a hypothetical measurement through coarse-grained space-time (CGST) averages. The reactive transport is modeled at the fine-grained Darcy scale by the actual number of molecules involved in reactions which undergo advective and diffusive movements described by global random walk (GRW) simulations. The CGST averages verify identities similar to a local balance equation which allow us to derive expressions for the flow velocity and the intrinsic diffusion coefficient in terms of averaged microscopic quantities. The latter are further used to verify the CGST-GRW numerical approach. The upscaling approach is applied to biodegradation processes in saturated aquifers and variably saturated soils and the CGST averages are compared to classical volume averages. One finds that if the process is characterized by slow variations in time, as in homogeneous reaction systems, the differences between the two averages are negligible. Instead, the differences are significant and can be extremely large in simulations of time-dependent biodegradation processes in both soils and saturated aquifers.
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1 Introduction

Concentrations measured in soil experiments as well as in samples pumped from monitoring wells or collected by multilevel samplers are necessarily space averages over the support scale of the sampling procedure and measuring device [29, 49, 6]. The sampling volume enters as an important parameter in analytical and numerical models because of its impact on the moments and the probability distribution of the uncertain concentration transported in heterogeneous natural porous media [3, 37, 50, 39, 5].

The spatial average over the sampling volume is accounted for in different ways depending on modeling approaches. In analytical and semianalytical approaches, the average concentration is an integral of a continuous field of concentrations [3, 37] or related probability densities [5]. The same procedure is applied to both resident and flux-weighted concentrations [37]. When the purpose is to estimate probability distributions, the resident concentration is preferred [37, 5]. The resident concentrations solve local balance equations for reactive transport which are the starting point in deriving evolution equations for the concentration probability density function [43] and the corresponding concentration moments equations [35]. These equations describe the statistics of the concentration without considering a sampling volume, which corresponds to a point sampling in volume averaging approaches [50, 39].
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However, by averaging the solution of the local balance equation with a spatial filter, a filtered density function approach is obtained, which explicitly takes into account the sampling volume, determined by the width of the spatial filter [44].

In the case of discrete descriptions of the transport process, such as sequential particle tracking [12, 39, 50, 58] and global random walk (GRW) simulations [44, 45, 46, 47], concentrations are measured by counting particles in the sampling volume. When using moderate numbers of particles, as in particle tracking approaches, the traditional counting particles produces non-smooth fields. This issue is overcome in kernel density estimations [18, 40, 41] by weighting the contributions of the individual particles with smooth kernel functions. The resulting kernel estimates are smooth concentration fields and concentration derivatives/gradients. The parameter of the kernel function is a measure of the support volume which defines the region over which a particle influences the estimate. The optimal volume support can be evaluated as function of the number of particles and it has been shown that it goes to zero for infinite number of particles [18]. The need of an optimal support volume is thus related to the relatively small numbers of particles used in particle tracking approaches, which is limited by the computational resources. In GRW methods which, instead of tracking individual particles, move groups of particles over the sites of a regular lattice, particles can be associated to molecules and a mole of solute is represented by Avogadro’s number [47].

The relation between the two spatial averaging procedures, by integrating continuous fields and by counting particles, is not trivial. In fact, this is equivalent to passing from a microscopic level of description to a macroscopic one. Such connections can be rigorously established if the spatial sampling is replaced by a space-time average [42, 55].

Considering the time scale along with the support volume is imposed by the obvious fact that any measurement is also a time average and hydrological measurements are no exception [16, 3]. Even if some flow and transport conditions (e.g. small spatial scale of concentration fluctuations [3] or steady state transport [37]) justify a sampling volume approach which disregards the measurement time scale, in most cases both the spatial and temporal scales specific to the observation method [6, 9, 16] have to be considered.

The influence of the observation method on the expected value and the variance of the locally measured concentrations has been modeled in [16] by time averages of Lagrangian concentration representations. The proposed methodology can be used for either unsaturated or saturated flow conditions and for different types of observation methods. The temporal scale may be related to a spatial scale, as for instance for constant water volume sampling or for constant soil sample length. But the temporal scale may also be independent of the spatial scale, as in case of monitoring wells, where it is related to the pumping time [6], or in lysimeter experiments [15], where the relevant scale is the effluent collection time. The analysis based on temporal averages presented in [16] does not consider the effect of the spatial averaging and the results are consistent with those reported in previously published volume sampling studies.

A theoretical approach based on spatial and temporal averages was developed to transform microscale balance equations into macroscopic equations [21]. The basic assumption in this approach is the existence of differential equations which describe the transport of the volumetric density of an extensive physical quantity at the microscale. The averaging domain consists of the set product between a representative elementary volume which may vary in space and time and a variable timescale. The space-time averaging domain can thus be thought of as a generalization of the classical “fluid molecule”. Assuming the existence of the solution of the microscale equation, averaging theorems which relate derivatives of averages to averages of derivatives are proved and further used to derive the macroscopic equation for multiphase transport in porous media [14, 21]. This equation is not closed and constitutive relations are needed to formulate well-posed problems.

Most recent papers on averaging procedures for porous media do not consider the temporal averaging, focusing mainly on volume averaging theorems for multiphase systems (see [19] and references therein). Spatial averaging procedures are used, for instance, to formulate macroscopic equations for multiphase transport [20], to understand how the internal structure of a two-fluid porous medium system influences the macroscale state [30], to account for dependencies between the size of the averaging volume and macroscale in derivations of Darcy’s law from Navier-Stokes equations [32], as well as in upscaling transport with Monod reactions to obtain effective equations for the macroscale [22].

Important achievements in deriving upscaled models for porous media were obtained by using homogenization techniques [23] which, unlike direct volume or spatio-temporal averaging, lead to closed
The CGST approach is applied to various one-dimensional problems of reactive transport solved by homogenization methods for non-periodic and random parameters of the subsurface system [31]. The concept of spatio-temporal upscaling in the context of homogenization by multiple-scale expansions, initially developed to study linear equations with coefficients oscillating in both space and time [8], has been extended to nonlinear diffusion equations [1] and to reactive transport in porous media driven by oscillating pore water velocity [56]. In this approach, spatial and temporal scales are necessarily related, which could be a limitation of the spatio-temporal homogenization from the point of view of engineering applications. Another inconvenience is that the spatial and temporal scales are related to the inverse of the small parameter of the homogenization problem and the macroscopic description obtained when this parameter goes to zero cannot be directly related to the scales of measurement instruments and methods [16, 6] or to the spatial and temporal scales of the hydrological processes [38].

In both direct spatio-temporal averaging and homogenization approaches the “microscopic” state is given by continuous fields. The alternative “counting particles” averaging approach requires a microscopic description given by trajectories of physical or computational particles. Assuming that the heterogeneity of the subsurface system can be modeled by random functions, a “microscopic” description corresponding to the local, Darcy scale of the transport process is given by trajectories of diffusion in random velocity fields [45] modeled numerically by particle tracking [58] or GRW algorithms [46]. A general method to obtain a macroscopic description at spatio-temporal scales that can be directly related to those of the measurements and hydrological observations is the coarse-grained (CG) description of corpuscular systems through space-time (ST) averages [51]. The CGST approach also yields unclosed macroscopic equations but, since a complete microscopic description is available, it provides a frame to investigate the structure of the constitutive relations through numerical simulations [52].

Upscaling reactive transport in subsurface hydrological systems aims at obtaining models that can account for small scale processes in predicting the fate of contaminants at larger scales and in designing remediation strategies for contaminated sites. Solutions proposed so far, based on either Eulerian approaches [34] or on particle tracking transport models combined with Eulerian descriptions of the reactions [58] are essentially volume averaging methods. However, it has been argued that small-scale temporal fluctuations of reacting species concentrations, in conditions of locally varying effects of advection and diffusion, propagate from local to larger spatial scales and at least an implicit temporal averaging must also be included in upscaling reactive transport [9]. In the cited paper, it is further argued that the temporal information can be included through a continuous-time random walk approach, with a power-law distribution of transition times calibrated from measurements, which accounts for temporal effects over a range of time scales.

The CGST method offers the perspective of explicitly relating the upscaled concentrations to the spatio-temporal scales of interest. The fine-grained concentrations are represented microscopically by the actual number of molecules involved in reactions, their advective-diffusive movement being described by simple discrete-time random walk processes modeled with GRW algorithms [47]. This molecular description implicitly accounts for spatio-temporal fluctuations produced by inhomogeneities of reaction and transport parameters. Moreover, by using integrated flow and transport GRW solvers for unsaturated/saturated porous media [46] the CGST approach can be applied to upscaling contaminant transport in both soil and aquifer systems.

In this article we propose a CGST upscaling approach using microscopic descriptions consisting of one- and two-dimensional GRW simulations of the reactive transport at Darcy scale. General statistical mechanics results on CGST averaging are presented in Section 2. In Section 3, theoretical formulas for the flow velocity and the intrinsic diffusion coefficient are derived as corollaries of the general result and are used to verify the Matlab codes designed for the numerical space-time upscaling. Further, in Section 4 the CGST approach is applied to various one-dimensional problems of reactive transport solved by GRW algorithms, with emphasis on biodegradation processes in saturated and unsaturated natural porous media. Two-dimensional codes for CGST upscaling are verified and applied to biodegradation in variably saturated soils in Section 5. The main results and summarized in Section 6. The proof of Proposition 1 presented in Section 2 is given in Appendix A and Appendix B illustrates the influence of the space-time scale on the discrepancy between volume and CGST averages. The codes implemented in Matlab used in this study are stored in the Git repository SpaceTimeUpscaling [48].
2 Coarse-grained space-time averages

The CGST method allows continuous modeling of corpuscular systems, without the need to use the vague notion of “fluid particle” which is small enough to be infinitesimal with respect to the size of the macroscopic system, but large enough to contain many molecules in local thermodynamic equilibrium. Continuous macroscopic fields and balance equations can be derived under the only assumption that a system of particles (e.g. molecules and other physical particles, or computational particles used in GRW and particle tracking simulations) possesses a kinematic microscopic description through piecewise analytic time functions. A general proof of this result has been obtained in [51] by considering CGST averages over spheres and symmetric time intervals. Proofs for one-dimensional systems were presented in [52, 53] and a general result for averaging on hypercubes in the phase space of the statistical mechanics, for conserved number of phase points, was achieved in [55]. Considering a kinematic description for systems with a variable number of particles, we prove in Appendix A the smoothness properties of the CGST averages over $d$-dimensional cubes and symmetric time intervals stated in the following proposition.

Proposition 1 If a discrete system of $N$ particles is described by piecewise analytic time functions $\varphi_i(t): [0,T] \mapsto \mathbb{R}$, $i = 1, \ldots, N$, representing trajectory and velocity components, $x_{ai}$, $\xi_{ai} = dx_{ai}/dt$, $a = 1, \ldots, d$, or other physical properties associated to the $i$-th particle, then

1) there exists a macroscopic description of the same system given by almost everywhere (a.e.) continuous fields through coarse-grained space-time averages

$$\langle \varphi \rangle(x, t; a, \tau) = \frac{1}{2\tau(2a)^d} \sum_{i=1}^{N} \frac{t^1+\tau}{t^1} \varphi_i(t') \prod_{\alpha=1}^{d} \chi_{\alpha}(x_{\alpha}(t'))dt',$$

where $\tau < T/2$ is the half length of the temporal averaging interval, $(2a)^d$ is the volume of the open $d$-dimensional cube $C(x, a) = \{x, y \in \mathbb{R}^d \mid |y_{\alpha} - x_{\alpha}| < a, \alpha = 1, 2, \ldots, d\}$, and $\chi_{\alpha}$ is the characteristic function of the interval $(x_{\alpha} - a, x_{\alpha} + a)$.

2) $\langle \varphi \rangle(x, t; a, \tau)$ has continuous partial derivatives a.e. in $\mathbb{R}^d \times (\tau, T - \tau)$ and satisfies the identity

$$\partial_t \langle \varphi \rangle + \nabla \cdot \langle \varphi \xi \rangle = \left\langle \frac{d\varphi}{dt} \right\rangle + \delta \varphi,$$

where $\delta \varphi$ accounts for discontinuous variations produced when a particle is created or consumed in chemical reactions or by finite jumps of the function $\varphi_i(t)$.

For $\varphi_i \equiv 1$, $i = 1 \ldots N$, the CGST average (1) counts the number of particles inside the cube $C(x, a)$ during a time interval of length $2\tau$, that is, (1) is an a.e. continuous approximation of the macroscopic concentration field. The average over the number of particles defined by $\bar{\xi} = \langle \xi \rangle/(1)$, if (1) $> 0$, and by $\bar{\xi} = 0$, if (1) $= 0$ provides an a.e. continuous approximation of the macroscopic velocity field [51, 53]. In particular, if the particles move with the constant velocity $u$, according to (1), $\bar{\xi} = u$. In the absence of chemical reactions and jump discontinuities the term $\delta \varphi$ in (2) vanishes and one obtains a continuity equation,

$$\partial_t \langle 1 \rangle + \nabla \cdot \langle 1 \rangle \bar{\xi} = 0.$$

For $\tau \to 0$ the CGST average (1) with $\varphi_i \equiv 1$ gives the estimation of the concentration by the usual volume averaging formula. The essential advantage of (1) is that the additional time average yields a.e. continuous fields obeying the identity (2), which provides a frame to close the balance equations [52, 53].

In the framework of the statistical mechanical theory of transport processes [25], the continuous concentration field $c(x, t)$ at the scale of the mathematical continuum, hereafter called “fine-grained concentration”, is defined as an average $M$ over the ensemble of realizations of the transport process,

$$c(x, t) := M \left[ \sum_{i=1}^{N} \delta(X_i(t, \omega) - x) \right],$$

where $\delta$ is the Dirac function and $X_i(t, \omega)$ denotes the realization $\omega$ of the random trajectory. Applying the averaging operator $M$ to (1), for $\varphi_i \equiv 1$, with $x_{ai}(t) = X_{ai}(t, \omega)$, and expressing the characteristic function of the cube in (1) with the aid of the Dirac functional

$$\prod_{\alpha=1}^{d} \chi_{\alpha}(X_{\alpha}(t)) = \chi_{C(x, a)}(X_i, t) = \int_{\mathbb{R}^d} \chi_{C(x, a)}(x') \delta(X_i(t, \omega) - x') dx',$$
Proposition 2  The ensemble average of the coarse-grained average \( \langle 1 \rangle(x, t; a, \tau) \) is an average of the fine-grained concentration \( c(x, t) \) over the cube \( C(x, a) \) and the time interval \( (t - \tau, t + \tau) \) given by

\[
M[(1)](x, t; a, \tau) = \frac{1}{2\tau(2a)^{D}} \int_{t-\tau}^{t+\tau} dt' \int_{C(x,a)} c(x', t') dx'.
\]

The ensemble average \( M[(1)](x, t; a, \tau) \) defines the continuous concentration field \( c(x, t; a, \tau) \) observed at the spatio-temporal scale \( (a, \tau) \). Equation (4) is a particular case of the general relation between the smooth continuous field and the CGST average of its microscopic description [42, Eq. (4.6)]. For \( \tau \to 0 \), Eq. (4) gives the relation between the “integrating continuous fields” and “counting particles” averaging procedures in sampling volume approaches.

The use of CGST averages (1) in numerical simulations is conditioned by the piecewise analyticity of \( \varphi(t) \). Random walks on lattices are eligible because the corresponding trajectories \( x_i(t) \) and velocities \( \xi_i \), are piecewise analytic functions with numerable discontinuity points at the jump instants [53]. In GRW simulations, the sum over the number of particles in (1) is equivalent to summing up the contributions of the groups of particles jumping between the same lattice sites in the interior of the cube \( C(x, a) \), in the time interval \( (t - \tau, t + \tau) \).

3 Verification of the CGST averaging procedure

The goal of the space-time upscaling will be achieved by performing CGST averages on microscopic descriptions consisting of simulations of transport in porous media performed with GRW algorithms. In this section, we consider the one-dimensional case and we verify the reliability of the averaging procedure applied to simulations of diffusion with both the unbiased GRW and its biased version, BGRW.

3.1 Implications of the CGST upscaling

In the one-dimensional case, the CGST average (1) becomes

\[
\langle \varphi \rangle(x, t; a, \tau) = \frac{1}{4\tau a} \sum_{i=1}^{N} \int_{t-\tau}^{t+\tau} \varphi_i(t') \chi(x_i(t')) dt'.
\]

and the continuity equation (3) takes the form

\[
\partial_t \langle 1 \rangle + \partial_x \langle 1 \rangle \langle \xi \rangle = 0.
\]

Considering \( \varphi_i = x_i \) and using (2), the advective flux in (6) can be expressed as

\[
\langle 1 \rangle \langle \xi \rangle = \langle \xi \rangle = \langle \frac{dx}{dt} \rangle = \partial_t \langle x \rangle + \partial_x \langle x \xi \rangle.
\]

Further, by assuming \( \langle 1 \rangle > 0 \) and by considering the average \( \bar{x} = \langle x \rangle / \langle 1 \rangle \) of particle positions in the averaging domain \( (x-a, x+a) \times (t-\tau, t+\tau) \) and the continuity equation (6), we get

\[
\partial_t \langle x \rangle = \partial_t \langle (1) \bar{x} \rangle = (1) \partial_t \bar{x} + (1) \bar{x} \partial_t \bar{x} - \partial_x \langle (1) \bar{x} \rangle
\]

and the continuity equation takes the form of Fokker-Planck equation

\[
\partial_t \langle 1 \rangle + \partial_x \left[ (1) (\partial_x \bar{x} + \bar{x} \partial_x \bar{x}) \right] = \partial_x^2 \langle (1) \bar{x} \rangle.
\]

The positivity of the coefficient \( \langle (1) \bar{x} \rangle \) in (7) is a “microscopic criterion of irreversibility” for the thermodynamic system of the \( N \) particles [42]. However, the drift coefficient \( \langle \partial_x \bar{x} + \bar{x} \partial_x \bar{x} \rangle \) differs from the Eulerian drift \( u \) and Eq. (7) cannot be generally identified with the advection-diffusion equation valid at the macroscopic scale. Instead, assuming \( \partial_t \langle x \rangle = 0 \), and \( u = 0 \), which implies \( \partial_t c = 0 \) according to (6), Eq. (7) reduces to

\[
\partial_x^2 \langle D(1) \rangle = 0,
\]

which is the stationary diffusion equation with constant diffusion coefficient \( D = -\bar{x}_\xi = -\langle x \xi \rangle / \langle 1 \rangle \).
Remark 1 If the random walkers are relatively homogeneously distributed inside the spatial averaging interval \( (x - a, x + a) \), then \( \bar{x} \approx x \), implying \( \partial_t \bar{x} = 0 \) and \( \partial_x \bar{x} = 1 \). With these, Eq. (7) becomes

\[
\partial_t (1) - \partial_x ((1) \bar{x}) - x \partial_x^2 (1) \bar{x} = \partial^2_x (D(1)),
\]

that is, an advection-diffusion equation with coefficient \( D \), introduced in Eq. (8) above, but with an unusual drift term, which is again different from that in the advection-diffusion equation known from the axiomatic formulation of the fluid dynamics, i.e. \( \partial_t u + \partial_x (cu) = \partial_x^2 (Dc) \). Actually, this advection-diffusion equation is just another reformulation, under the hypothesis \( \bar{x} \approx x \), of the continuity equation (6) verified by the CGST averaged number of particles (1). The merit of these reformulations is that they highlight the self-diffusion process with “intrinsic diffusion coefficient” \( D \) of the system of particles of the microscopic description.

The relation defining the intrinsic diffusion coefficient \( D = -\langle x\xi \rangle / \langle 1 \rangle \), as well as the average defining the macroscopic velocity, \( u = \langle \xi \rangle / \langle 1 \rangle \), will be used in the following to verify the numerical approach for computing CGST averages over microscopic descriptions consisting of systems of random walkers.

### 3.2 GRW/BGRW algorithms

The GRW algorithms can be understood as weak schemes for Itô stochastic differential equations [45]. In the above one-dimensional case, a weak scheme for solving the equation \( dX_t = ud t + \sqrt{2D}dW_t \), where \( W \) is the standard Wiener process, can be obtained by using the discrete random walk process \( X_{k+\Delta t} \) with increments \( X_{(k+1)\Delta t} - X_{k\Delta t} = (\tilde{u} + \Delta \xi) \Delta x \) consisting of jumps over \((\tilde{u} + \Delta \xi)\) steps \( \Delta x \) on a regular lattice. The integer number \( d \) is the amplitude of the diffusive displacements, \( \tilde{u} = |u\Delta t / \Delta x| \) is the truncated advective displacement, \( \xi \) is a random variable taking three discrete values with probabilities \( P(\xi = \pm 1) = r/2 \), \( P(\xi = 0) = (1 - r) \), and the real parameter \( r = 2D\Delta t/|d\Delta x|^2 \) is the dimensionless diffusion coefficient. The probability density of the Itô process \( X_t \), i.e. the normalized concentration of random walkers \( c(x, t) \) solving the Fokker-Planck equation \( \partial_t c + \partial_x (uc) = D\partial_x^2 c \), is approximated by counting the number of random walkers at lattice sites \( l \), \( c(l\Delta x, k\Delta t) \approx n_l/kN \), where \( N \) is the total number of random walkers. As in Section 2 above, by \( c(x, t) \) we denote the fine-grained concentration.

The unbiased GRW algorithm distributes the random walkers over lattice sites according to

\[
n_{l,k} = \delta n_{l+\tilde{u},k} + \delta n_{l+\tilde{u}-d,k} + \delta n_{l+\tilde{u}+d,k},
\]

where the numbers \( \delta n \) of random walkers are binomial random variables with statistics specified by the parameter \( r \). They represent the number of particles which at time \( k \) undergo jumps from a lattice site \( l \) to \( l + \tilde{u} \), \( l + \tilde{u} - d \), and \( l + \tilde{u} + d \), respectively.

An alternative weak scheme for the above Itô equation uses the random walk process with increments \( X_{(k+1)\Delta t} - X_{k\Delta t} = \xi \Delta x \) and biased jump probabilities \( P(\xi = \pm 1) = (r \pm u)/2 \), \( P(\xi = 0) = (1 - r) \). This results in a biased algorithm, BGRW, which distributes the random walkers on first-neighbor lattice sites according to

\[
n_{l,k} = \delta n_{l+\tilde{u},k} + \delta n_{l-\tilde{u},k} + \delta n_{l+1,k},
\]

The restriction \( |u| \leq r \) implies an upper bound for the local Péclet number, \( P \approx |u|\Delta x / D \leq 2 \), which imposes smaller \( \Delta x \) and \( \Delta t \), rendering the BGRW algorithm slower than the unbiased GRW algorithm.

For a general presentation of the GRW/BGRW algorithms we refer to [45, Chap. 3]. Implementation details, for more complex problems consisting of one-component reactive transport fully coupled to saturated/unsaturated flows governed by the degenerate Richards equation can be found in [46, Sect. 4.2], and for transport with multi-species Monod reactions in [47, Sect. 3].

### 3.3 Averaging procedure and verification

The CGST average (5) on the GRW/BGRW simulations is computed by summing up contributions from groups \( \delta n \) of random walkers as follows. Let \( N_a \) be the number of lattice sites inside the open interval \( (x - a, x + a) \). If the conditions \( |X_{k\Delta t} - x| \leq a \) and \( |X_{(k+1)\Delta t} - x| < a \) are fulfilled at every occupied site, the CGST average of the microscopic quantity \( \varphi \) is computed by

\[
\langle \varphi \rangle(x, t; a, \tau) = \frac{\Delta t}{4\tau a} \sum_{l=(t-\tau)/\Delta t}^{(t+\tau)/\Delta t} \sum_{k=1}^{N_a} \Phi_{l,k}(\varphi),
\]

where \( \Phi_{l,k}(\varphi) \) is the concentration of the system of particles at site \( l \) and time \( k\Delta t \).
where $\Phi_{i,k}(\varphi)$ are contributions of the quantity $\varphi$ to the CGST average.

As microscopic quantities we consider in the following $\varphi_k = 1$, for the computation of the CGST concentration (1), $\varphi_k = X_{(k+1)\Delta t}$, for the mean particle positions $\langle x \rangle$, and $\varphi_k = (X_{(k+1)\Delta t} - X_{k\Delta t})/\Delta t$, for the mean velocity $\langle \xi \rangle$. The computation of the intrinsic diffusion coefficient $D = -(\langle x\xi \rangle/\langle 1 \rangle)$ defined during the derivation of the stationary diffusion equation (8) will be also used in the following to verify the correctness of the averaging procedure. Since $D$ is a property of the thermodynamic system (Remark 1), it does not depend on the flow regime and can be computed as well for microscopic descriptions consisting of GRW simulations of advection-diffusion processes. To do that, we have to consider the velocity $\xi$ of the random walk jumps. In the case of the microscopic description provided by the unbiased GRW algorithm, $\xi$ computed by disregarding the advective displacement $\tilde{u}$ is associated to the middle of the jump interval and $\langle x\xi \rangle$ is computed for the microscopic quantity $\varphi_X = (X_{k\Delta t} + \tilde{u}\Delta x + \frac{1}{2}\zeta d\Delta x)/(\zeta d\Delta x)/\Delta t$. When using the BGRW algorithm (10), where the bias of the random walk jump probabilities accounts for advection, $\langle x\xi \rangle$ is computed with binomial random variables $\delta n_{i+1,j,k}$ representing the number of random walkers jumping on neighboring sites with unbiased probabilities $\pm r/2$, where $r$ is the same parameter as that used to compute biased jump probabilities $(r \pm u)/2$ in case of non-vanishing advection velocity $u$, and the corresponding microscopic quantity is given by $\varphi_X = (X_{k\Delta t} + \frac{1}{2}\zeta d\Delta x)/(\zeta d\Delta x)/\Delta t$.

Using (9) and (10), the CGST averages considered in this article are computed according to (11) with the functions $\Phi_{i,k}(\varphi)$ listed below:

- the concentration $\langle 1 \rangle$
  \[ \Phi_{i,k}(\varphi) = n_{i,k+1} \]
- the mean particle positions $\langle x \rangle$
  \[ \Phi_{i,k}(\varphi) = [(i + \tilde{u})\Delta x]n_{i,k} \]
  - GRW algorithm: $\Phi_{i,k}(\varphi) = [(i + \alpha)\Delta x]n_{i,k}$
  - BGRW algorithm: $\Phi_{i,k}(\varphi) = (i\Delta x)\delta n_{i+1,i,k} + [(i - 1)\Delta x]\delta n_{i+1,i,k} + [(i + 1)\Delta x]\delta n_{i+1,i,k}$
- the mean velocity $\langle \xi \rangle$
  \[ \Phi_{i,k}(\varphi) = [(i + \tilde{u})\Delta t]n_{i,k} \]
  - GRW algorithm: $\Phi_{i,k}(\varphi) = [(i + \alpha)\Delta t]n_{i,k}$
  - BGRW algorithm: $\Phi_{i,k}(\varphi) = (i\Delta x)\delta n_{i-1,i,k} + (\Delta x/\Delta t)\delta n_{i+1,i,k}$
- the product position-velocity $\langle x\xi \rangle$
  \[ \Phi_{i,k}(\varphi) = [(i + \tilde{u} - \frac{1}{2}d)\Delta x](-d\Delta x/\Delta t)\delta n_{i+\tilde{u} - d,i,k} + [(i + \tilde{u} + \frac{1}{2}d)\Delta x](d\Delta x/\Delta t)\delta n_{i+\tilde{u} + d,i,k} \]
  - GRW algorithm:
  \[ \Phi_{i,k}(\varphi) = [(i + \alpha - \frac{1}{2}d)\Delta x](-d\Delta x/\Delta t)\delta n_{i+\alpha - d,i,k} + [(i + \alpha + \frac{1}{2}d)\Delta x](d\Delta x/\Delta t)\delta n_{i+\alpha + d,i,k} \]
  - BGRW algorithm:
  \[ \Phi_{i,k}(\varphi) = (i - \frac{1}{2})\Delta x(-\Delta x/\Delta t)\delta n_{i+1,i,k}^{(unbiased)} + (i + \frac{1}{2})\Delta x(\Delta x/\Delta t)\delta n_{i-1,i,k}^{(unbiased)} \]

The averaging procedure is verified by computing the flow velocity and the intrinsic diffusion coefficient with the expressions derived by CGST averaging in Section 3.1. We shall consider the fine scale transport process described by the advection-diffusion equation with constant coefficients $D$ and $u$,

\[ \partial_t c + u\partial_x c = D\partial_x^2 c. \]  

(12)

The fine-grained concentration $c$ solving (12) is approximated numerically with biased and unbiased GRW algorithms, which also provide microscopic descriptions of the physical system. As follows from Eq. (5), in this case the macroscopic flow velocity equals the constant drift $u$. Also, one expects that the intrinsic diffusion coefficient equals the diffusion parameter $D$ of the advection-diffusion process.

For illustration and verification purposes, we consider the one-dimensional spatial domain $\Omega = (0, 1)$, a time interval of length $T = 1$, and GRW/BGRW lattices of constant $\Delta x$ and $L = 1/\Delta x + 1$ sites, denoted by $l = 1, \ldots, L$. We impose no-flux conditions $n_{1,k} = n_{2,k}$ and $n_{L-1,k} = n_{L,k}$ which ensure a steady-state solution of Eq. (12). The initial condition consists of $N = 10^{24}$ random walkers uniformly distributed on the lattice, that is, a constant concentration $n_{i,k}/N = 1/L$ mole per lattice site. Under these conditions, according to (11), one obtains the normalized CGST average concentration $\langle 1 \rangle/N = N_a/(2aL)$, which does not depend on $\tau$ and equals the spatial average over the interval $(x - a, x + a)$. With $a = 0.05$ and $\tau = 0.1$, the CGST averages are computed over 9 disjoint spatial intervals of length $2a$ and three
time intervals of length $2\tau$ centered at the sampling times $t = 0.1, 0.5, \text{ and } 0.9$. The lattice constant is progressively decreased from $\Delta x = 5 \cdot 10^{-3}$ to $\Delta x = 3.33 \cdot 10^{-4}$ and the corresponding time steps $\Delta t$ are obtained from the condition $r = 2D\Delta t/(d\Delta x)^2 \leq 1$, with $d = 1$ in case of BGRW algorithm, and with both $d = 1$ and $\tilde{u} = 1$ in case of unbiased GRW (See Section 3.2). The constant velocity is set to $u = 1$ and the diffusion coefficient is set to $D = 0.0001$.

It has been found that the steady state, as indicated by a CGST concentration almost identical to that given by the spatial average, is reached for $\Delta x \leq 5 \cdot 10^{-4}$ in case of the BGRW microscopic description (see Figs. 1 and 2) and for $\Delta x \leq 3.33 \cdot 10^{-4}$ in case of the GRW description. However, as seen in Figs. 3 and 4, the mean particle positions are stationary, with $\overline{x} \approx x$, and the coarse-grained computation of the intrinsic diffusion coefficient $c_g D$ is highly accurate, even if the coarse-grained concentration is not yet stationary. The mean diffusion coefficient $\overline{D}$, the mean velocity $\overline{v}$, and the corresponding standard deviations are calculated from sequences of $c_g D$ and $u$ values at the $N_a$ points inside the spatial averaging interval averaged over the three sampling times. The results presented in Table 1 are highly accurate for both $c_g D$ and $u$.

Since the implementation of the CGST approach with the BGRW microscopic description is simpler and free of overshooting errors in simulations of biodegradation reactions [47, Sect. 5.2], it will be used in the following to illustrate the space-time upscaling in reactive transport problems.
### Table 1: CGST computation of the intrinsic diffusion coefficient and velocity.

| $\Delta x$   | BGRW     | GRW     | BGRW     | GRW     |
|--------------|----------|----------|----------|----------|
| 5.00e-03     | 0.0001±  | 2.25e-19 | 0.0001±  | 2.51e-19 |
| 2.50e-03     | 0.0001±  | 5.07e-19 | 0.0001±  | 6.21e-19 |
| 1.25e-03     | 0.0001±  | 1.16e-18 | 0.0001±  | 1.30e-18 |
| 6.25e-04     | 0.0001±  | 1.42e-18 | 0.0001±  | 1.78e-18 |

Figure 5: Moving averages, fine-grained concentration $c_1$ (full lines) and half total concentration $(c_1 + c_2)/2$ (squares).

Figure 6: Moving averages, fine-grained concentration $c_2$ (full lines) and half total concentration $(c_1 + c_2)/2$ (squares).

### 4 CGST averaging in one-dimensional transport problems

We consider the one-dimensional advection-diffusion transport in saturated porous media of two reactive chemical species governed at the fine-grained scale by the coupled system of equations

$$
\frac{\partial c_\nu}{\partial t} + \frac{\partial}{\partial x}(c_\nu u) - D \frac{\partial^2 c_\nu}{\partial x^2} = R_\nu(c_1, c_2), \quad \nu = 1, 2.
$$

(13)

As shown in [16], the space-time scales of the experimental measurements are determined by the observation method. The application of the CGST approach in modeling real experiments is the subject of forthcoming studies. In the following, we illustrate the CGST space-time upscaling by hypothetical experiments with independent spatial and temporal scales which ensure a good resolution of the averages and are bellow the space-time scales on which the reacting species concentrations undergo significant changes. Precisely, in the examples presented below, we choose the spatial scale $a$ as 1/30 of the length of the domain in the mean flow direction and the temporal scale $\tau$ as 1/11 of the total observation time.

The discrepancy between volume and CGST averages at a given time point is quantified by relative errors computed with vector $l^2$-norms as $e_{c_\nu} = ||\tau_\nu - \langle 1_\nu \rangle||/\langle 1_\nu \rangle||$, as well as by maximum relative differences

$$
\varepsilon_{c_\nu} = \max(||\tau_\nu - \langle 1_\nu \rangle||/\langle 1_\nu \rangle)(\arg(\max(||1_\nu - \tau_\nu||))), \quad \nu = 1, 2.
$$

The influence of $a$ and $\tau$ on discrepancy is analyzed for a specific problem in Appendix B.

#### 4.1 Bimolecular reaction with conservation of the total mass

Let us begin by considering a simple reaction where the first species is consumed and the second species is augmented at the same rate. The corresponding reaction rates are given by $R_1 = -K_r c_1 c_2^2$ and $R_2 = K_r c_1 c_2^2$, with constant $K_r$. Summing up the two equations (13) one obtains an advection-diffusion equation for the passive transport of the sum $(c_1 + c_2)$, that is, the total mass is conserved.
Similarly to the derivation of Eq. (3), we find that the CGST averages of the two molecular species satisfy the particular form of Eq. (2),

$$\partial_t \langle 1_\nu \rangle + \partial_x \langle (1_\nu \xi) \rangle = \delta 1_\nu, \ \nu = 1, 2,$$

(14)

where we use the notation $1_\nu$ to specify the molecular species when integrating particle trajectories in Eq. (5) to compute the CGST average concentrations. According to (1), the terms $\delta 1_\nu$ account for creation and consumption of particles, hence, they can be interpreted as space-time upscaled reaction terms.

**Remark 2** While the fine-grained concentrations $c_\nu$ are governed by the advection-diffusion-reaction equations (13), the balance equations (14) verified by the CGST concentrations $\langle 1_\nu \rangle$ have the general form of an advection-reaction equation.

For consistency reasons, the conservation of the sum $(c_1 + c_2)$ of the fine-grained concentrations should imply the conservation of the upscaled concentrations. The latter implies $\delta 1_1 + \delta 1_2 = 0$ and the passive transport of the sum $(\langle 1_1 \rangle + \langle 1_2 \rangle)$. To verify this statement, we compute CGST averages on the BGRW description associated to Eqs. (13), with constant parameters $u = 1, D = 0.01, K = 0.1$. The two molecular species are represented, as in Section 3.3 above, by one mole of particles uniformly distributed on the one-dimensional lattice at the initial time. As boundary conditions we fix the concentration on $l = 1$ to its initial value and set no flux conditions on $l = L$. We use the domain $\Omega = (0, 1)$, total time $T = 1.1$, spatial scale $a = 0.03$, and temporal scale $\tau = 0.1$. The reactive transport is solved by a splitting scheme which alternates BGRW transport steps with reaction steps computed deterministically (a one-dimensional version of the two-dimensional splitting approach proposed in [47, Sect. 3.1]). The computations are carried out with $\Delta x = 2.50 \cdot 10^{-3}$ and $\Delta t = 1.56 \cdot 10^{-4}$.

**Table 2: Relative differences between volume and CGST averages: one-dimensional transport with bimolecular reactions.**

| t   | $e_{c_1}$ | $\varepsilon_{c_1}$ | $e_{c_2}$ | $\varepsilon_{c_2}$ |
|-----|-----------|---------------------|-----------|---------------------|
| 0.1 | 2.44e-09  | 7.54e-09            | 2.44e-09  | 7.54e-09            |
| 0.5 | 1.81e-09  | 3.99e-09            | 1.81e-09  | 3.99e-09            |
| 1   | 7.54e-10  | 2.53e-09            | 7.54e-10  | 2.53e-09            |

The fine-grained concentrations are compared in Figs. 5-6 with the particular centered moving average consisting of the arithmetic mean of the numbers of particles at the $N_\alpha$ sites inside the spatial interval.
(x – a, x + a), averaged over the time interval (t – \tau, t + \tau) and normalized by the total number N, computed with the formula 2a⟨1⟩/(N_{av}). One finds a very good agreement between the two sets of curves, as expected for slowly varying concentrations c_{av}.

Since the concentration is not vanishing in the domain during the computation, the intrinsic diffusion coefficient and the velocity can be calculated as in Section 3 above. One obtains accurate estimates D = 9.96 \times 10^{-3} \pm 1.42 \times 10^{-3} and u = 9.98 \times 10^{-1} \pm 1.70 \times 10^{-2}, which certifies the correctness of the CGST averaging procedure. In Figs. 7-8, the normalized CGST averages ⟨1⟩/N are compared to the spatial averages computed, similarly to (11), by \sigma_{\alpha} = (1/2\alpha) \sum_{i=1}^{N_{av}} n_{\alpha}, at the center t of the temporal interval. In this case, as well, the agreement is very good. The conservation of the sum of the two species concentrations is verified at both the fine- and the coarse-grained scales. As shown in Table 2, the two averages are practically indistinguishable, with relative differences of the order of 10^{-9}. Hence, for small temporal variations of the concentration, as in the example presented here, the volume average alone is an appropriate model of the experimental measurements.

4.2 Reactive transport with Monod reactions

In the following, we apply the CGST upscaling procedure to aerobic biodegradation processes in the subsurface [57]. An electron donor contaminant (e.g., benzene) of concentration c_1 is consumed by the biomass contained in the aqueous system, hereafter assumed constant in time and uniformly distributed in Ω with c_{bio} = 1, in the presence of an electron acceptor (oxygen) of concentration c_2. The electron donor and acceptor are consumed at rates \textit{R}_1 = -\theta \alpha_1 \mu c_1 and \textit{R}_2 = -\theta \alpha_2 \mu c_2, where \theta is the volumetric water content, \alpha_1 and \alpha_2 are stoichiometric constants, and

\[
\mu = \frac{c_1}{M_1 + c_1} \frac{c_2}{M_2 + c_2}
\]

is a Monod term with parameters M_1 and M_2. For the purpose of the present illustration of the CGST procedure, we consider the example used in [7, 10] and we set the parameters of the reaction system to \alpha_1 = 5, \alpha_2 = 0.5, M_1 = M_2 = 0.1, constant \theta = 1 for aquifers, and variable \theta for partially saturated soils.

4.2.1 Monod reactions in heterogeneous aquifers

We consider a one-dimensional biodegradation problem in the domain Ω = (0, 1) similar to the two-dimensional one proposed in [13] to investigate the role of transverse dispersion and used in [7, 26, 47] to verify new numerical approaches. The reactive transport is governed by the coupled system of equations (13) with constant local dispersion coefficient D = 0.01 and stationary velocity given by realizations of a random space function with ensemble mean M/|u| = 1. The flow velocity is approximated by the Kraichnan procedure described in [45, Appendix C.3.2.2] as sum of 100 cosine random modes, with amplitudes, wavenumbers and phases determined by the parameters of the random log-hydraulic conductivity field ln K. The latter is a statistically homogeneous random function with isotropic Gaussian correlation, finite correlation length λ = 0.01, and variance \sigma^2 = 0.1. The Kraichnan procedure is equivalent to a linearization of the flow equation for saturated aquifers and provides accurate approximations of the solution for small variances \sigma^2 of the statistically homogeneous ln K field [36]. The chosen number of cosine random modes ensures accurate simulations of passive transport with random velocity over traveled distances, in units of λ, of the same order of magnitude, i.e. 100λ in the present computations [17]. Since the Gaussian correlation depends on the spatial variable as \sim \exp(x/\lambda)^2 and the saturated flow problem is linear, the transport simulation in the domain Ω of unit length also represents the solution in a domain of dimension 1/\lambda = 100 [2, 46]. With meters and days as space and time units, this corresponds to a typical setup for contaminant transport at local scales in saturated aquifers [45].

The initial contaminant concentration is set to one mole uniformly distributed on the lattice sites \textit{l} = 1, \ldots, ∆L, with ∆L = (L − 1)/10, L = 1/∆x + 1, and zero otherwise. Complementary, the oxygen concentration is set to one mole uniformly distributed on the lattice sites \textit{l} = ∆L + 1, \ldots, L and zero otherwise. The condition \textit{n}_{L, k} = \textit{n}_{L−1, k} is imposed on the outflow boundary and the first ∆L sites are set to the initial condition after each time step \textit{k}. One simulates in this way a constant injection of contaminant near the inflow boundary, the consumption of the contaminant and oxygen through the biodegradation process in Ω, and the evacuation of the mixture of contaminant and oxygen at the outflow
boundary. The solution is obtained with the same scheme as in the previous section. The final time is set to $T = 1.1$ and the spatial and temporal scales are $a = 0.03$ and $\tau = 0.1$. The discretization parameters consistent with the BGRW algorithm are $\Delta x = 2.50 \cdot 10^{-3}$ and $\Delta t = 1.56 \cdot 10^{-4}$. In Figs. 9 - 16 we present the results obtained for both single-realizations and for an ensemble of 100 realizations of the random velocity field.

Figures 9 and 10 show the moving averages and the actual concentration of the two species at the selected sampling times, for the same realization of the velocity field. The coarse-grained averages are compared to the volume averages in Figs. 11 and 12. One remarks that the two averages can be significantly different mainly at the first sampling time. We also remark the much larger magnitude of the space-time upscaled concentrations as compared to the fine-grained concentrations from Figs. 9 and 10. In Figs. 13 and 14 we can see that the ensemble averaging smooths out the moving averages but not the actual concentrations, which still show oscillations after averaging over 100 realizations. The averaged concentrations remain in the same range as those for single realizations. Thus, the ensemble averaging, even combined with moving averages, does not perform an upsampling of the fine-grained concentration. Instead, as seen in Figs. 15 and 16, the ensemble averaging smooths out the upscaled concentration obtained by CGST averaging, the result being a stochastic upsampling adapted to the spatial scale $a$ and the temporal scale $\tau$ on an hypothetic measurement. Similarly to the single realization results, differences between the ensemble averaged CGST and volume averages are visible at the first sampling time. Instead, the two averages are close to each other in regions without reactions between contaminant and oxygen, e.g., contaminant concentration for $x < 0.5$ at $t = 1$ (Figs. 15 and 11) and oxygen concentration for $x > 0.5$ at $t = 0.1$ (Figs. 16 and 12). A more precise evaluation of the discrepancy is obtained by computing relative differences. Table 3 shows that while the global differences $\epsilon_{c_n}$, computed with $l^2$-norms are generally smaller than 10%, for both single realization and ensemble averages, the maximum relative differences $\epsilon_{c_n}$ are larger than 13% at all the three sampling times, up to 53% for ensemble averages, at $t = 0.1$. Thus, even though the flow is stationary, time-dependent reactions make the transport process nonstationary and the volume average alone could be an inaccurate model of the measurement.

Table 3: Relative differences between volume and CGST averages: biodegradation in one-dimensional aquifer with random hydraulic conductivity (single realization and ensemble averages).

| $t$  | $\epsilon_{c_1}$ | $\epsilon_{c_2}$ | $\epsilon_{c_1}$ | $\epsilon_{c_2}$ | $\epsilon_{c_1}$ | $\epsilon_{c_2}$ | $\epsilon_{c_1}$ | $\epsilon_{c_2}$ |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0.1  | 0.1018          | 0.1888          | 0.0848          | 0.2110          | 0.0969          | 0.1718          | 0.0607          | 0.5275          |
| 0.5  | 0.0277          | 0.3186          | 0.0323          | 0.1605          | 0.0284          | 0.3098          | 0.0347          | 0.1809          |
| 1.0  | 0.0207          | 0.3143          | 0.0510          | 0.1515          | 0.0161          | 0.2768          | 0.1775          | 0.1365          |
Figure 11: Coarse-grained contaminant concentrations compared to volume averages (full lines).

Figure 12: Coarse-grained oxygen concentrations compared to volume averages (full lines).

Figure 13: Ensemble averaged moving averages and fine-grained contaminant concentrations $c_1$ (full lines).

Figure 14: Ensemble averaged moving averages and fine-grained oxygen concentrations $c_2$ (full lines).

Figure 15: Ensemble averaged coarse-grained and volume averages (full lines) of the contaminant concentrations.

Figure 16: Ensemble averaged coarse-grained and volume averages (full lines) of the oxygen concentrations.
Remark 3 In simulations of transport in random velocity fields, a quantity of practical importance is the ensemble averaged concentration. The stochastic average $M[\cdot]$ used in Eq. (4) also estimates this quantity if the mean is computed over all the realizations of the random walk process, as well as over all the realizations of the random velocity. The GRW algorithms are self-averaging, in the sense that if the total number of particles $N$ is large enough no averages over the realizations of the random walk process are needed to obtain the desired accuracy. For instance, in [34, Fig. 5] it is shown that the GRW solution for a one-dimensional diffusion problem similar to those considered in this study reaches the accuracy of the equivalent finite difference scheme in a single realization of the random walk by using $10^8$ particles. Since in the current simulations $N$ is of the order of Avogadro's number, it follows that the averages $M[(1)_p]$ presented in Figs. 15 and 16 correspond to the space-time averages (4) of the ensemble averaged fine-grained concentrations $c_v$ plotted with full lines in Figs. 13 and 14.

4.2.2 Monod reactions in variably saturated soils

One expects that for time-dependent reactions in non stationary flow regimes the discrepancy between volume and CGST averages will be even more pronounced. As an example, we consider a one-dimensional model problem for biodegradation processes in soil columns. The water flow in variably saturated porous media is described by the one-dimensional Richards equation

$$\partial_t \theta(\psi) - \partial_z [K(\theta(\psi))\partial_z(\psi + z)] = 0,$$

where $\psi(z, t)$ is the pressure head expressed in length units, $\theta$ is the volumetric water content, $K$ stands for the hydraulic conductivity of the medium, and $z$ is the height oriented positively upward. The water flux given by Darcy’s law is $q = -K(\theta(\psi))\frac{\partial}{\partial z}(\psi + z)$. The reactive transport is now governed by Richards equation (16) coupled with the transport equations

$$\partial_t [\theta(\psi)c_v] + \partial_z (qc_v) - D\partial_z^2 c_v = R_v(c_1, c_2, \psi), \quad \nu = 1, 2.$$

We consider in the following the relationships defining the water content $\theta(\psi)$ and the hydraulic conductivity $K(\theta(\psi))$ given by the van Genuchten-Mualem model

$$\Theta(\psi) = \begin{cases} 1 + (\theta - \theta_{sat})^{1/m}, & \psi < 0, \\ \frac{\theta}{\theta_{sat}}, & \psi \geq 0, \end{cases}$$

$$K(\Theta(\psi)) = \begin{cases} \frac{K_{sat}\Theta(\psi)^{1/2}}{\Theta(\psi)^{1/2} - (1 - \Theta(\psi)^{1/2})^{m/2}}, & \psi < 0, \\ K_{sat}, & \psi \geq 0, \end{cases}$$

where $\Theta = (\theta - \theta_{res})/(\theta_{sat} - \theta_{res})$ is the normalized water content, $\theta_{res}$ and $\theta_{sat}$ are the residual and the saturated water content, $K_{sat}$ is the hydraulic conductivity of the saturated soil, and $n = 1 - 1/\alpha$ are model parameters depending on the soil type. In this example, we consider the parameters of a silt loam used in previously published studies [28, 24, 46, 47], $\theta_{sat} = 0.396$, $\theta_{res} = 0.131$, $\alpha = 0.423$, $n = 2.06$, $K_{sat} = 4.96 \cdot 10^{-2}$. The soil heterogeneity is modeled by a fixed realization of a random saturated hydraulic conductivity with mean equal to the parameter $K_{sat}$ of the loam soil model. The realization is computed with the Kraichman method described in [45, Appendix C.3.1.2], for a random $\ln K$ field with Gaussian correlation specified by the correlation length $\lambda = 0.1$ and the variance $\sigma^2 = 0.5$. The dispersion is parameterized by the constant coefficient $D = 0.001$. The system of coupled equations (16-17), parameterized by the model (18-19), with reactions governed by the Monod model (15) using the same parameters as in the saturated case presented above, is solved in the domain $\Omega = (0, 3)$ for the final time $T = 6.6$. The space-time scale of the CGST procedure is specified by $\alpha = 0.1$ and $\tau = 0.6$.

The infiltration of the contaminated water in the column is driven by the variable pressure on the top boundary given by $\psi(3, t \leq t_1) = -3 + 3.2t/t_1$ and $\psi(3, t > t_1) = 0.2$, with $t_1 = T/3$. The initial pressure corresponds to the unsaturated profile $\psi(z, 0) = -z$ and the constant pressure condition $\psi(0, t) = \psi(0, 0)$ is set on the bottom boundary. The initial contaminant concentration is set to one mole uniformly distributed on the lattice sites $l = \mathcal{L} - \Delta \mathcal{L}, \ldots, \mathcal{L}$, with $\Delta \mathcal{L} = [\mathcal{L} - 1]/10$, $\mathcal{L} = 3/\Delta z + 1$, on the top of the domain $\Omega$ and zero otherwise. The oxygen concentration is set to one mole uniformly distributed on the lattice sites $l = 1, \ldots, \mathcal{L} - \Delta \mathcal{L} - 1$ and zero otherwise. The top $\Delta \mathcal{L}$ sites are set to the
initial condition after each time step $k$ and the condition $n_{1,k} = n_{2,k}$ is imposed on the bottom boundary for both species. With these, one simulates a continuous injection of contaminant over a length $\Delta L \Delta z$ on the top of the column, assuming that the incoming contaminated water does not contain oxygen, in conditions of free drainage at the bottom of the column.

The flow equation (16) is solved with the iterative GRW algorithm for one-dimensional flows, implemented as an $L$-scheme linearization approach (see [33, 28]) capable to handle the nonlinearity and the degeneracy of the Richards equation [46, Sect. 2]. At each time step $k$, the solution $(\psi, \theta)$ of the Richards equation is transmitted to the reactive transport solver. The latter is an iterative $L$-scheme, which at each iteration step solves the system (17) with an operator splitting procedure consisting of a BGRW solution of the advection-diffusion process and a deterministic solution of the reaction step (this is the one-dimensional version of the two-dimensional iterative scheme introduced in [47, Sect. 3.2]). The spatial step is fixed to $\Delta z = 1.25 \cdot 10^{-2}$. The time steps, determined as the minimum of the time steps required by the GRW flow solver and the BGRW transport solver lay between $\Delta t = 7.42 \cdot 10^{-3}$ and $\Delta t = 7.3 \cdot 10^{-3}$. The number of iterations required for the convergence of the two $L$-schemes ranges between 100 and 450.

The flow solutions and the space-time upscaled concentrations are presented in Figs. 17-20. The pressure profiles recorded at the three sampling times shown in Fig. 17 capture the spatial heterogeneity of the flow solution and the transition from the unsaturated regime ($\psi < 0$) to the saturated regime ($\psi \geq 0$). The resulting flow velocity (Fig. 18) is strongly variable in both space and time. The complexity of the unsaturated/saturated flow impacts on the distribution of the reacting species (see Figs. 19 and 20), which inherits the heterogeneity and the spatio-temporal variability of the flow. In these conditions, the
Table 4: Relative differences between volume and CGST averages: one-dimensional model of soil column, random saturated hydraulic conductivity, unsaturated/saturated flow regimes.

| t  | $c_{c1}$ | $\varepsilon_{c1}$ | $c_{c2}$ | $\varepsilon_{c2}$ |
|----|----------|---------------------|----------|---------------------|
| 2  | 0.5054   | 0.9895              | 0.1127   | 0.5867              |
| 4  | 0.3420   | 0.6950              | 0.2392   | 0.6057              |
| 6  | 0.3136   | 0.7702              | 0.3745   | 0.6576              |

Table 5: CGST computation of the intrinsic diffusion coefficients: BGRW algorithm.

| $\Delta x$ | $D_{11}$ | $D_{12}$ | $D_{21}$ | $D_{22}$ |
|------------|----------|----------|----------|----------|
| 5.00e-03   | 0.0001±1.59e-19 | -1.59e-20±8.13e-20 | 0.00±0.00 | 0.0001±0.00 |
| 2.50e-03   | 0.0001±1.31e-19 | -1.06e-19±2.92e-19 | 0.00±0.00 | 0.0001±0.00 |
| 1.25e-03   | 0.0001±3.02e-19 | 5.93e-20±2.36e-19 | 0.00±0.00 | 0.0001±2.87e-20 |
| 6.25e-04   | 0.0001±7.47e-19 | 1.23e-19±3.02e-19 | 0.00±0.00 | 0.0001±1.44e-20 |

The discrepancy between the volume and the CGST average is dramatically large at all the tree sampling times, with maximum relative differences between 59% and 99% (Table 4). Thus, averaging over the spatial interval $(x-a,x+a)$ at given time $t$ is completely irrelevant for the observation/measurement made at the spatio-temporal scale $(a,\tau)$ centered at $(x,t)$. Excepting special situations, such as the case of almost homogeneous reactions with slow time variations presented in Figs. 7 and 8, the time average has to be considered as well in one-dimensional modeling of experimental observations.

5 CGST averaging in two-dimensional transport problems

The two-dimensional model for reactive transport with biodegradation reactions, similar to the one-dimensional model considered above, is governed by the equations

\[
\partial_t \theta(\psi) - \nabla \cdot [K(\theta(\psi))\nabla(\psi + z)] = 0, \quad (20)
\]

\[
\partial_t [\theta(\psi)c_\nu] - \nabla \cdot (D\nabla c_\nu - q c_\nu) = R_\nu(c_1,c_2,\theta), \quad q = -K(\theta(\psi))\nabla(\psi + z), \quad \nu = 1,2. \quad (21)
\]

Equations (20-21) are parameterized with the van Genuchten-Mualem model (18-19) and the same Monod reaction system as in the previous sections. The two-dimensional CGST averaging procedure, first verified by computing the velocity components and the diffusion coefficients, will be used in the following to compute space-time upscaled concentrations.

5.1 Verification of the two-dimensional CGST averaging procedure

The two-dimensional CGST averaging procedure corresponds to $d = 2$ in the general definition (1). Similarly to the derivation of the one-dimensional stationary diffusion equation (8) given in Section 3, one obtains the diffusion equation

\[
\partial_{x_\alpha}\partial_{x_\beta}(D_{\alpha\beta}c) = 0,
\]

with diffusion tensor defined by $D_{\alpha\beta} = -\langle x_\alpha x_\beta \rangle / \langle 1 \rangle$. The numerical implementation of the CGST averaging procedure is a straightforward extension of that used in the one-dimensional case.

We perform BGRW/GRW simulations in the two-dimensional domain $\Omega = (0,1) \times (0,1)$ of the advection-diffusion process defined by constant diagonal diffusion tensor with components $D_{11} = D_{22} = 0.0001$ and constant velocity $(u,v) = (1,0)$. The BGRW/GRW simulations are done with the same number of particles and space-time discretization and the CGST averages are computed with the same parameters $a = 0.05$ and $\tau = 0.1$ as in the one dimensional case. The components of the diffusion tensor (Tables 5 and 6) and of the velocity (Table 7) computed with the CGST procedure are, again, in very good agreement with the nominal coefficients of the advection-diffusion process.
Table 6: CGST computation of the intrinsic diffusion coefficients: GRW algorithm.

| $\Delta x$ | $D_{11}$ | $D_{12}$ | $D_{21}$ | $D_{22}$ |
|-----------|----------|----------|----------|----------|
| 5.00e-03  | 0.0001±1.20e-19 | -3.57e-21±7.29e-20 | 0.00±0.00 | 0.0001±1.44e-20 |
| 2.50e-03  | 0.0001±1.63e-19 | -5.21e-20±2.63e-19 | 0.00±0.00 | 0.0001±2.87e-20 |
| 1.25e-03  | 0.0001±2.46e-19 | -1.09e-19±2.73e-19 | 0.00±0.00 | 0.0001±1.44e-20 |
| 6.25e-04  | 0.0001±9.66e-19 | 2.07e-19±3.56e-19 | 0.00±0.00 | 0.0001±1.44e-20 |

Table 7: CGST computation of the velocity components.

| $\Delta x$ | BGRW | GRW | BGRW | GRW |
|-----------|------|-----|------|-----|
| 5.00e-03  | 1.00±0.00 | 1.00±0.00 | -2.71e-19±0.00 | 0.00±0.00 |
| 2.50e-03  | 1.00±1.18e-16 | 1.00±0.00 | -1.39e-19±0.00 | 0.00±0.00 |
| 1.25e-03  | 1.00±0.00 | 1.00±0.00 | 1.14e-19±2.55e-35 | 0.00±0.00 |
| 6.25e-04  | 1.00±2.36e-16 | 1.00±0.00 | -9.55e-20±1.28e-35 | 0.00±0.00 |

5.2 Application to biodegradation in variably saturated soils

To illustrate the two-dimensional CGST averaging procedure, we simulate the same biodegradation process as in the one-dimensional case in the domain $\Omega = (0,2) \times (0,3)$. We consider the same soil model, vertical profile of the pressure, the same top and bottom pressure boundary conditions, and no-flow conditions on the left and right boundaries. The initial concentrations for contaminant and oxygen in the rectangle $\Omega_{1} = [0.5,1.5] \times [2.7,3]$ and in the surrounding region take the same values as on the top $\Delta L$ sites and on the remaining sites of the lattice in the one-dimensional problem and concentrations in $\Omega_{1}$ are set to the initial condition after each time step. No-flux conditions are imposed on the bottom and left/right side boundaries for both the contaminant and the oxygen concentrations. CGST averages are computed with $\alpha = 0.1$ and $\tau = 12$, for a total simulation time $T = 132$. The flow and the BGRW solutions are computed to the flow $L$-scheme from [46, Sect. 4.1] coupled with the iterative splitting procedure introduced in [47, Sect. 3.2].

CGST averages are computed along a vertical sampling line placed at the center of the horizontal edge, as well as along a vertical line close to the right boundary of the domain. Figures 21 - 23 show the flow solution and the fine-grained contaminant and oxygen concentrations at the final time $T = 132$. Significant differences between the CGST and volume averages at the three sampling times can be observed for both contaminant and oxygen concentrations presented in Figs. 24-27 in regions where the two species interact and negligible differences outside the reaction zone (indicated by constant concentrations). One remarks also that in case of decentered sampling, near the right boundary (Figs. 26 and 27), these differences are generally larger than for centered sampling line (Figs. 24 and 25). Table 8 quantifies these differences.
Figure 22: Contaminant concentration $c_1$ at the final time $T = 132$.

Figure 23: Contaminant concentration $c_1$ at the final time $T = 132$.

Figure 24: Profiles of the CGST upscaled contaminant concentration at three sampling times compared to volume averages (full lines), sampled on a centered vertical line.

Figure 25: Profiles of the CGST upscaled oxygen concentration at three sampling times compared to volume averages (full lines), sampled on a centered vertical line through the domain.
Table 8: Relative differences between volume and CGST averages: two-dimensional model of soil column, random saturated hydraulic conductivity, unsaturated/saturated flow regimes, centered ($x = 1$) and decentered ($x = 1.75$) vertical sampling line.

|         | centered |         |         |         | decentered |         |         |
|---------|----------|---------|---------|---------|------------|---------|---------|
| $t$     | $\varepsilon_{c1}$ | $\varepsilon_{c2}$ | $\varepsilon_{c3}$ | $\varepsilon_{c1}$ | $\varepsilon_{c2}$ | $\varepsilon_{c3}$ |
| 40      | 0.3466   | 0.8041  | 0.0675  | 0.1389  | 0.6080     | 0.7670  | 0.1320  | 0.2204  |
| 80      | 0.1198   | 0.1636  | 0.0536  | 0.3479  | 0.1426     | 0.1737  | 0.0776  | 0.3547  |
| 120     | 0.0654   | 0.0880  | 0.0280  | 0.0462  | 0.0862     | 0.1062  | 0.0440  | 0.2204  |

visual observations and warns that disregarding the time average when modeling measurements through two-dimensional simulations of reactive transport in partially saturated soils may result in discrepancies up to 80% with respect to the CGST averaging approach.

5.3 Application to biodegradation in saturated aquifers

To complete the picture of the CGST averaging in two dimensions, we present the simulation of the biodegradation process in conditions of a continuous injection at the inflow boundary of a saturated aquifers contained in the domain $\Omega = (0, 20) \times (0, 10)$ and evacuation of of the solute at the outflow boundary, similar to that considered in [47]. The two-dimensional velocity field is approximated with the Kraichnan procedure described in Section 4.2.1 above, for a $\ln(K)$ field with correlation length $\lambda = 1$ m and variance $\sigma^2 = 0.5$. The 2.5 moles of contaminant are continuously injected in a square $0.5 \times 0.5$ on the middle of the inflow boundary and the initial oxygen concentration is set to 0.1 moles outside the injection domain. No-flux conditions are imposed on the outflow boundary while the concentrations on left, top, and bottom boundaries are kept at the initial values. The biodegradation is governed by the same Monod model as in the previous sections. CGST averages are computed with $a = 0.67$ and $\tau = 30$, for a total simulation time $T = 330$. The BGRW solution is computed with the iterative splitting procedure from [47, Sect. 3.2].

Figures 28 and 29 show the meandering contours of the contaminant and oxygen concentrations transported in a sample of random velocity field. The CGST and the volume concentrations compared in Figs. 30 and 31 indicate significant discrepancies negligible only for the oxygen concentrations. A more complete image of the considered simulation scenario is provided by the computed discrepancies presented in Table 9. Excepting the large maximum difference at $t = 200$ (at very small concentration values), the discrepancy for the contaminant concentrations is at most a few percents. Significant discrepancies $\varepsilon_{c2}$ and $\varepsilon_{c3}$, larger than 50%, are instead observed for the averaged oxygen concentration.
Figure 28: Contaminant concentration at $T = 330$.  
Figure 29: Contaminant concentration at $T = 330$.

Figure 30: Profiles of the CGST upscaled contaminant concentration at three sampling times compared to volume averages (full lines), sampled on the horizontal midline of the domain.  
Figure 31: Profiles of the CGST upscaled oxygen concentration at three sampling times compared to volume averages (full lines), sampled on the horizontal midline of the domain.

Table 9: Relative differences between volume and CGST averages: two-dimensional saturated aquifer.

| $t$ | $\varepsilon_{c1}$ | $\varepsilon_{c1}$ | $\varepsilon_{c2}$ | $\varepsilon_{c2}$ |
|-----|-------------------|-------------------|-------------------|-------------------|
| 100 | 0.0423            | 0.1841            | 0.0544            | 0.6610            |
| 200 | 0.0010            | 0.9984            | 0.0802            | 0.2101            |
| 300 | 0.0035            | 0.0035            | 0.0040            | 0.0410            |
6 Summary

The CGST-GRW approach proposed in this article performs the space-time upscaling adapted to the spatio-temporal scale of a hypothetical measurement. The CGST averages over symmetrical volumes and time intervals of the microscopic description of a corpuscular system given by piecewise analytic time functions are a.e. continuous fields which verify identities similar to the local balance equations of the fluid dynamics. If the averages correspond to upscaled concentrations, these identities allow us to derive theoretical expressions for the flow velocity and the intrinsic diffusion coefficients of the system of particles. The microscopic description of reactive transport in porous media consists of GRW simulations of the advective-diffusive movement of the actual number of molecules involved in reactions. The chemical reactions are modeled deterministically by solving the reaction system with concentrations expressed as mole fractions of the number of reacting molecules. The main results of this study are summarized as follows.

- The codes for the CGST-GRW numerical modeling are verified by computing the theoretical expressions for flow velocity and intrinsic diffusion coefficients and one finds an excellent agreement with the nominal values of these input parameters.
- If the reacting system consists of biomolecular reactions in a uniform flow, the initial distribution of the reacting species is uniform, and the boundary conditions force constant concentration solutions, the CGST average is practically indistinguishable from the classical volume average.
- For biodegradation reactions in heterogeneous saturated aquifers, the CGST averages may significantly differ from the volume averages even if the flow is stationary, due to the time-dependence of the reaction process.
- The discrepancy between volume and CGST averages may be dramatically increased if the biodegradation process takes place in partially saturated soils with time-dependent flow velocity.
- According to Proposition 2 and Remark 3, the CGST average concentration is equivalent to a space-time average over the continuous field of the fine-grained concentration. This renders possible comparisons with time averages of classical volume sampling solutions obtained by integrating continuous fields or with time averages over solutions provided by homogenization methods. Kernel density estimates of concentrations in particle tracking simulations averaged over symmetrical time intervals can be compared as well with CGST averages computed with the same spatial and temporal scales.

Appendix A. CGST averaging on d-dimensional cubes

We consider the evolution of a system of \( N \) particles during the time interval \( I = [0,T] \). Let \( I_i = [t_i^-, t_i^+] \), \( 0 \leq t_i^- \leq t_i^+ \), \( i = 1, \ldots, N \), be the interval of existence of each particle, where \( t_i^- \) and \( t_i^+ \) are the birth and death times, respectively. These time points could be, for instance, those of generation and time intervals of the microscopic description of a corpuscular system given by piecewise analytic functions associated to the system of particles.

Let \( C(x,a) = \{ x, y \in \mathbb{R}^d \mid \| y - x \alpha \| < a, \alpha = 1, \ldots, d \} \) be an open \( d \)-dimensional cube with side \( 2a \), centered at \( x \). Similarly to the approach for coarse-grained averaging over phase points describing ensembles in statistical mechanics, for the case \( I_i = I \), \( \forall \ i = 1, \ldots, N \), presented in [55, Chap. 5], we define the CGST average over the cube \( C(x,a) \) and the time interval \( (t - \tau, t + \tau) \), \( 0 < \tau < T/2 \),

\[
\langle \varphi \rangle (x,t; a, \tau) = \frac{1}{2\tau(2a)^d} \sum_{i=1}^{N} \int_{t-\tau}^{t+\tau} \varphi_i(t') \prod_{\alpha=1}^{d} \chi_{\alpha}(x_{\alpha}(t')) dt',
\]

(22)
where \( \chi_\alpha \) is the characteristic function of the interval \((x_\alpha - a, x_\alpha + a)\).

A particle enters (leaves) the cube \( C(x, a) \) at time instants \( u_i \) which solve the system of equations

\[
x_{\alpha i}(u_i) - x_{\alpha} \pm a = 0, \; \alpha = 1, 2, \ldots, d.
\]

We denote by \( U_i' = \{u_{i1}', u_{i2}', \ldots, u_{i\alpha}'\} \) and \( U_i'' = \{u_{i1}'', u_{i2}'', \ldots, u_{i\alpha}''\} \) the sets of time points corresponding to instances at which the \( i \)-th particles enters or leaves the cube \( C(x, a) \). It follows that, for a fixed \( x \), the integrand in Eq. (22),

\[
G_i(x, t') = \varphi_i(t') \prod_{\alpha=1}^d \chi_{\alpha}(x_{\alpha i}(t')) = \varphi_i(t') \chi_{C(x, a)}(x_i(t')) \tag{24}
\]

is a continuous time function in \((t - \tau, t + \tau)\), except at a finite number of points \( \{t_i^+, t_i^-\} \cup U_i' \cup U_i'' \cup I_i'' \) where it has finite jump discontinuities. Hence, \( G(x, t') \) is a function with bounded variation and Riemann integrable.

Using Eq. (22) and Eq. (24), the time derivative of the CGST average can be expressed as

\[
\partial_t \langle \phi \rangle(x, t; a, \tau) = \frac{1}{2\tau(2a)^d} \sum_{i=1}^N \left[ G_i(x, t + \tau) - G_i(x, t - \tau) \right]. \tag{25}
\]

The continuity of the time derivative (25) is determined by that of the function \( G_i \). According to (24), \( G_i \) is not continuous when \( \varphi_i \) is discontinuous and \( \chi_{C(x, a)} \) is nonvanishing or, conversely, \( \chi_{C(x, a)} \) is discontinuous and \( \varphi_i \) is nonvanishing. The first situation occurs if the particle is created or consumed at \( t = t_i^+ \) or undergoes discontinuous variations at times \( t \in I_i'' \) inside the cube \( C(x, a) \). The second situation occurs during the time intervals \( C(x, a) \) \( (a, b) \)

\[
\chi_{C(x, a)}(t) \begin{cases} = 1 & \text{for } t \in \Omega' \subseteq \Omega, \\ = 0 & \text{for } t \notin \Omega \end{cases}
\]

which solve the system of equations (25), \( \partial_t \langle \phi \rangle \) is discontinuous on the set \( \Omega' = \bigcup_{i=1}^N \Omega_i' \), where

\[
\Omega_i' = \left\{ \left\{ t_i^+ - \tau, t_i^+ + \tau \right\} \cap (\tau, T - \tau) \right\} \times C(x_i(t_i^+), a) \cup
\left\{ \left\{ t_i^- - \tau, t_i^- + \tau \right\} \cap (\tau, T - \tau) \right\} \times C(x_i(t_i^-), a) \cup
\left\{ \left\{ t_i^+ \pm \tau, t_i^- \pm \tau \right\} \cap (\tau, T - \tau) \right\} \times \partial C(x_i(t_i \mp \tau), a) \cup
\left\{ \left\{ t_i^+ \pm \tau, t_i \pm \tau \right\} \cup \left\{ t_i \pm \tau, t_i \pm \tau \right\} \cup \ldots
\cup \left\{ t_i \pm \tau, t_i \pm \tau \right\} \cap (\tau, T - \tau) \right\} \times \partial C(x_i(t \mp \tau), a) \right\}
\]

Since \( \Omega' \) has zero Lebesgue measure in \( \mathbb{R}^d \times (\tau, T - \tau) \), the time derivative \( \partial_t \langle \phi \rangle \) is a.e. continuous.

As a function with bounded variation, \( G_i \) may be decomposed as a sum of a continuous function and a jump function, \( G_i = G_i' + G_i'' \). Accordingly,

\[
\partial_t \langle \phi \rangle = \langle \partial_t \langle \phi \rangle \rangle' + \langle \partial_t \langle \phi \rangle \rangle''.
\] (26)

Since, except at discontinuity points, \( G_i \) is an analytic function, according to the fundamental theorem of Lebesgue integral calculus, the continuous part \( G_i' \) is absolutely continuous. Hence,

\[
\langle \partial_t \langle \phi \rangle \rangle' = \left\langle \frac{d\phi}{dt} \right\rangle.
\] (27)

The second term of Eq. (26) consists of positive contributions when particles enter into the cube \( C(x, a) \) and negative contributions when they leave the cube, as well as contributions of other three types of discontinuities, which will be described below. According to Eq. (22), \( \langle \partial_t \langle \phi \rangle \rangle'' \) can be written as

\[
\langle \partial_t \langle \phi \rangle \rangle'' = \frac{1}{2\tau(2a)^d} \sum_{i=1}^N \sum_{\alpha=1}^d \left[ \sum_{u_{i\alpha} \in W_i'} \varphi_i(u_{i\alpha}) - \sum_{u_{i\alpha} \in W_i''} \varphi_i(u_{i\alpha}) \right] + \langle \partial_t \langle \phi \rangle \rangle_{\text{gen}} + \langle \partial_t \langle \phi \rangle \rangle_{\text{disc}} + \epsilon, \tag{28}
\]

where \( W_i' = U_i' \cap (t - \tau, t + \tau) \) and \( W_i'' = U_i'' \cap (t - \tau, t + \tau) \). The term \( \langle \partial_t \langle \phi \rangle \rangle_{\text{gen}} \) accounts for generation/consumption of molecules in chemical reactions. It stems from variations of \( G_i \) when the molecule is generated/consumed in the interior of \( C(x, a) \) during the interval \((t - \tau, t + \tau)\):

\[
\Delta^+ G_i = \varphi_i(t^+) \chi_{C(x, a)}(x_i(t^+)) \chi_{(t - \tau, t + \tau)}(t^+), \quad \Delta^- G_i = \varphi_i(t^-) \chi_{C(x, a)}(x_i(t^-)) \chi_{(t - \tau, t + \tau)}(t^-),
\]
where \( \chi_{C(x,a)} \) and \( \chi_{(t-\tau,t+\tau)} \) are the characteristic functions of the cube and of the time-averaging interval, respectively. Hence,

\[
(\partial_t \langle \varphi \rangle)_{\text{gen}} = \frac{1}{2\tau(2a)^d} \sum_{i=1}^N [\Delta^+ G_i + \Delta^- G_i].
\]

The term \((\partial_t \langle \varphi \rangle)_{\text{disc}}\) describes variations due to the discontinuities of \( \varphi_i \) at points from \( I^*_i \) [52, 53]. This is, for instance, the case if \( \varphi_i = \xi_{ai} \) in random walk simulations when the velocity undergoes finite jumps at the end of each time step. In general,

\[
(\partial_t \langle \varphi \rangle)_{\text{disc}} = \frac{1}{2\tau(2a)^d} \sum_{i=1}^N \sum_{s \in I^*_i} [\varphi_i(s-0) - \varphi_i(s+0)],
\]

where \( \varphi_i(s-0) \) and \( \varphi_i(s+0) \) are the limits from the left and from the right respectively. The term \( \epsilon \) cancels spurious contributions \( \varphi_i(u_{ai}) \) which occur when the trajectory intersects an vertex or an edge of the \( d \)-dimensional cube with \( d \geq 2 \). Since \( \epsilon \) is defined on a set with zero Lebesgue measure, we assume that it is negligible. For instance in two-dimensional random walk simulations, unless in the worst case when most of the particles are located in the four corners of the square, the relative number of spurious contributions, of the order 1/\( L \), where \( L \) is the number of lattice points per side, is quite small and \( \epsilon \) can be disregarded.

The CGST average defined by (22) depends on \( x_a \) through the time points \( u'_i \) and \( u''_i \). The derivative of (23) w.r.t. \( x_a \) leads to \( \partial u_i / \partial x_a = 1/(dx_a / du_i) = 1/\xi_{ai} \). If \( u_i \in (t - \tau, t + \tau) \), then \( u'_i \) is the lower integration limit of the time integral in (22) and \( u''_i \) is the upper limit. This implies the following expression of the partial space derivative,

\[
\partial_{x_a} \langle \varphi \rangle = \frac{1}{2\tau(2a)^d} \sum_{i=1}^N \left[ \sum_{u_{ai} \in W'_i} \varphi_i(u_{ai}) \xi_{ai} + \sum_{u_{ai} \in W''_i} \varphi_i(u_{ai}) \xi_{ai} \right].
\]

As long as the particle’s velocity \( \xi_{ai} \neq 0 \) is defined and the implicit function theorem can be applied to define \( \partial u_i / \partial x_a = 1/\xi_{ai} \), the spatial derivative \( \partial_{x_a} \langle \varphi \rangle \) exists and is continuous. These conditions are not met on sets \( \Omega_i^* \) consisting of time intervals determined by \( t \pm \tau \) with \( t \in \{ t^+_i, t^-_i \} \cup I^* \) and sets \( \{ x \in \partial C(x_i(t), a) \} \) as well as in cases where particles move on the surface of the cube and Eq. (23) is identically satisfied. A detailed analysis and the construction of the sets \( \Omega_i^* \) is rather involved [55, Chap. 4] but, in the present context, it is not necessary. Indeed, since the surface \( \partial C(x_i(t), a) \) has a null Lebesgue measure in \( \mathbb{R}^d \), the union \( \Omega = \bigcup_{i=1}^N \Omega_i^* \) also has a null Lebesgue measure in \( \mathbb{R}^d \times (\tau, T - \tau) \) and the spatial derivatives \( \partial_{x_a} \langle \varphi \rangle \) are a.e. continuous. The continuity of the partial derivatives \( \partial_{x_a} \langle \varphi \rangle \) and \( \partial_t \langle \varphi \rangle \) ensures the a.e. continuity of the CGST averages \( \langle \varphi \rangle \).

From (29) and (28) one obtains

\[
(\partial_t \langle \varphi \rangle)'' = -\sum_{a=1}^d \partial_{x_a} \langle \varphi \xi_a \rangle + \langle \partial_t \langle \varphi \rangle \rangle_{\text{gen}} + \langle \partial_t \langle \varphi \rangle \rangle_{\text{disc}}.
\]

By inserting (27) and (30) into (26), one obtains the following identity verified by the CGST averages,

\[
\partial_t \langle \varphi \rangle + \nabla \cdot \langle \varphi \xi \rangle = \left\langle \frac{d}{dt} \right\rangle \delta \varphi + \delta \varphi,
\]

where \( \delta \varphi = (\partial_t \langle \varphi \rangle)_{\text{gen}} + (\partial_t \langle \varphi \rangle)_{\text{disc}} \). Equation (31) is valid in \( \mathbb{R}^d \times (\tau, T - \tau) \setminus (\Omega' \cup \Omega'') \), that is, a.e. in the space-time domain on which the CGST averages \( \langle \varphi \rangle \) are defined.

**Appendix B. Discrepancy between volume and CGST averages for different \( a \) and \( \tau \)**

Discrepancies between the volume and CGST averages are computed for the one-dimensional example of reactive transport governed by Monod model presented in Section 4.2.2. The influence of the temporal
scale $\tau$ and of the spatial scale $\alpha$ on the global relative difference $e_{c_\nu}$ is illustrated in the sub-plots from Fig. 32. Similarly, the influence of $\tau$ and $\alpha$ on $e_{c_\nu}$ is illustrated in Fig. 33.

Figure Fig. 32 shows a monotone increase of $e_{c_\nu}$ with $\tau$ for fixed $\alpha$ and a monotone decrease with $\alpha$ for fixed $\tau$. One remarks larger $e_{c_\nu}$ values for contaminant ($\nu = 1$) and smaller values for oxygen ($\nu = 2$) at the first sampling time (that is, close to the contaminant source).

Figure Fig. 33 presents a rather irregular behavior of $e_{c_\nu}$ at the first sampling time. The maximum difference is less influenced by the increase of $\tau$ and $\alpha$. This is especially notable for the contaminant, with $e_{c_1}$ values that remain almost constant with the decrease of $\tau$ and the increase of $\alpha$.
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