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Abstract: Diagnosing brain diseases possess various inbuilt complexities to the nature of the diagnostic process. Brain tumor, Stroke, and Hemorrhage are the commonly prevailing disease and comprise more complexity in diagnosing where there arises the confusion in case of high grade or low-grade tumor and acute or sub-acute stroke. In general most of the prevailing algorithms is suited for the predicted of the image only employing the MRI or CT image. The paper mainly focused on the employment of a suitable proposed algorithm to adopt both the CT and MRI images for precise segmentation and classification. The segmentation algorithm is a map (map a posterior) based graph cut method. The segmentation results are compared with the existing methods like (FCM) Fuzzy C Means and KFCM Kernel Fuzzy C Means and it is proved that our proposed system outperformed to the performance metrics. An improved VGG 16architecture is proposed for efficient classification. The overall classification results proved to be more efficient when compared with the existing R-CNN and NS-CNN methods. The paper focused on overcoming the difficulty and make a clear understanding of segmenting and classification irrespective of the nature of the diagnostic process.
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I. INTRODUCTION

The brain diseases have become a predominant hassle amongst the human beings in which the brain tumor, stroke, and hemorrhage is in most common difficulty [1]. The treatment process greatly depends on the MRI and CT forms of diagnosis for assessing those tumors, stroke and hemorrhage. This diagnostic process restricts manual segmentation in a fully cheap time with accurate quantitative measurements. But growing segmentation methods is a difficult technical process mainly due to the definition of the lesion areas through intensity adjustments. This paper segments and classifies the high grade and low-grade brain tumor image with BRATS 2015 dataset.[2] DWI Diffusion-Weighted Imaging possess a significant role in the brain stroke diagnosis by furnishing elaborative data in case of soft tissue in the brain organ. The paper proposed a segmentation and classification technique for the detection of stroke lesions on the basis of DWI with ISLES dataset by using map based Graph cut segmentation technique. [3, 4] BH has been classified as subdural hemorrhage, subarachnoid hemorrhage, intracerebral hemorrhage, and Extravascular hemorrhage. In CT imaging, the rotation of the X-ray tube around the patient’s head and captures several images. The CT images need an expertized system for precise investigation and analysis [5]. The machine learning algorithms which are suitable to train a large number of multi-layer neural networks are engaged for the classification of various automated tasks. The paper focused on overcoming the difficulty and make a clear vicinity for segmenting via map-based graph cut method and classification via improved VGG 16 architecture.

A. Objective
• To frame an efficient segmentation and classification technique which could apply to both CT and MRI brain images
• To segment, the provided image by map base Graph cut segmentation technique
• To classify the segmented image using improved VGG 16 architecture

B. The organization of the paper
The continuing subdivision of this paper is prearranged as surveys; Section II clarifies the related works on the segmentation and classification technique. Section III illuminates the implementation of the proposed segmentation and classification. Section IV presents the experimental results of the proposed data collection. Section V shows the performance analysis of the proposed approach. Finally, section VI concluded the proposed segmentation and classifier technique remarks, respectively.

II. REVIEW OF EXISTING WORKS
The following represents the survey of the literature regarding the proposed system [6] implemented the end to end architecture named RescueNet for the segmentation of the brain tumor. The paper overcame the requirement of large scale MRI data (tumor) for deep network training. The study performed discrete training for core, whole and enhance tumor with the three various networks. The system required minimum data for the process of training which could able to provide the best segmentation outcomes on large scale testing data. The scale variant approach for the processing enhances the performance of the network for accurate complete tumor segmentation. The study employed BraTS 2015 and BraTS 2017 databases for brain tumor for assessing the efficiency of the suggested network. DICE coefficient and Sensitivity measure were performed for the comparative analysis. The future perspective of the paper integrates the multitask learning method to improve accuracy. The work also utilized the same framework for other such imaging process and segmentation.[7]employed a technique that fuses the MRI sequence at various levels by utilizing wavelength Transform for obtaining the required data for the detection of the tumor.
The images are sent to CNN for the process of instinctive feature extraction and classification. The technique obtained better results on the fused images like BRATS 2012 Image(0.97 ACC), BRATS 2013 Leader board(0.96 ACC), BRATS 2013 Challenge(0.98 ACC), BRATS 2018 Challenge(0.97 ACC), BRATS 2015 Challenge(1.00 ACC) datasets. The task is on the basis of MRI fusion and the future work deals with CT and PET for analyzing the classification results.[8]proposed an assessment method to study the SPES and SISS. The study includes sixteen groups engaged in the automatic segmentation algorithm. The study made the segmentation feasible for the SPES acute perfusion lesions. But the accuracy is limited when the algorithm was implemented to the sub-acute lesion. The study recommends to optimize the existing algorithm and stated the utilization of isles-challenge as the benchmarking resource.[9]investigated a deep CNN for the segmentation of DWI acute ischemic lesions. The study validated the algorithm on a huge real dataset and proved to be effective when compared with other techniques in terms of average dice coefficient. The combination of MUSCLE Nets + EDD obtained better results with few challenges like semantic segmentation and unavailability of end to end testing and training which reduced the efficiency of the system. The study considered only false positives in the second stage. But few false negatives must also be corrected. The study can generate automatically generate ischemic lesion segmentations. The three dimensional convolutions needs the image patches to be isotropic. But the dataset image slices were simple and thick methods like resampling. And hence the study considered implementing image resolution methods for improving the 3D images thereby engaging the images on CNN.[10]presented a completely automated segmentation for individual images of the patient without dataset training. The study utilized an EM approach for the estimation of intensity for both pathological and normal issue. The process was performed based on iterative updation with respect to the best voxel intensity. The work resolved the manual levelset initialization by a convex formulation. The efficiency of the technique for the segmentation of ischemic stroke was depicted by the average Dice coefficient of 0.51 and 0.78 for the SISS and SPES 2015 training set.[11]trained three segmentation technique with the use of two dimensional image slices and images achieved in coronal, axial and sagittal aspect respectively and integrate for segmenting the brain tumors with the use of vote based fusion technique. The work segmented the images of brain slice by slice faster than image patches. The assessment was based on the imaging data given by BRATS 2016, BRATS 2013 and BRATS 2015. The results described that our technique performed a segmentation with Flair,T2 and T1C scans and obtained high efficiency.[12]explored a method named EMMA (Ensembles of Multiple Models and Architectures) for high performance by the integration of prediction from various methodologies. The method decreased the impacts of meta parameters and over fitting risk for a particular database. It could be viewed as an unbiased deep learning method for yielding extraordinary performance in BRATS 2017 competition.[13]assessed the suggested technique on BRATS 2013 dataset for obtaining the 1st position on the leaderboard dataset and 2nd position on the challenge dataset. When compared with the state of art methods the suggested technique can obtain high performance with Flair,T2 and T1 C rather than the four imaging modalities Flair,T2, T1c and T1 that decreased the storage and data acquisition cost. The work segmented slice by slice more rapid than by patch by patch. The paper obtained better results with BRATS 2016.[14]presented a deep CNN on the basis of autoencoders with the aim of segmentation of enhanced signal regions. The paper employed BRATS dataset and the performance level estimation algorithm and simultaneous truth was utilized for the provision of ground truth followed by the calculation of Jaccard coefficient, Dice coefficient, false negative fraction and true positive fraction. The suggested technique could be utilized for the production of automatic segmentations with respect to fluid-attenuated inversion recovery regions.[15]investigated the AlexNet, Resnet-18, VGG-16 and ResNet-50 pretrained models for the classification of MR images into cerebrovascular, normal, degenerative, neoplastic and inflammatory divisions. The study predicted that the model ResNet-50 achieved the high accuracy within the five divisions.[16]proposed a cascade model with two CNN for the identification of bleeding and FCN for the detection of five various subtypes of ICH and for the delineation of the lesions. Every CNN-FCN framework were trained individually on the image data that are preprocessed by various settings of window width (default window and stroke window). By their integration, the study achieved efficient results on both segmentation and binary classification of hemorrhagic lesions when compared with all the CNN and FCN model. The study obtained net segmentation efficiency at 80% accuracy and 82% recall which is greater than nearly 3.5% compared with the single FCN model.[17]addressed the issue of BH identification in the earlier stage of haemorrhage. For solving the problem a CNN approach known as AlexNet integrated with SVM classifier were trained for the brain CT images into the corresponding non-hemorrhage and hemorrhage images. This paper also studied the merits of SVM classifier in the place of three layer neural network. Apart from that the suggested model the AlexNet developed from the scratch outperformed the CNN network.[18]presented a deep learning ICHNet that determines the ICH segmentation. The medical imaging formulated the prediction biased on the basis of the background. The suggested model possessed the capability of training only with the pixels from the brain that enhanced the segmentation performance and optimization time. Further the suggested model decreased the data Skewness by the use of the objective function named dice coefficient. The study relays on the building of 3D ICHNet for various applications with CT and MRI data.

III. PROPOSED SYSTEM

An effective map based graph cut and classification based on improved VGG 16 architecture system have been briefly explained. The figure 2 represents the overall flow of the proposed system.
A. Graph Cut based Segmentation

Graphical algorithms is now being extensively utilized for resolving the issues related with image segmentation. By considering the super pixel or pixel as a nodal region and allocating an edge to the adjacent pixels or super pixels, graph cut structure could be deployed from the corresponding image. It is followed by the segmentation of the image by the division of the nodal regions into several groups with respect to the some energy minimization criteria. At this stage the segmentation of the image is characteristically framed as a problem of pixel labelling in which various labels represents various group identifiers.

Say $PL_{vec}$ represent the pixel label vector that is described as

1. $PL_{vec} \rightarrow PL_{vec1}, PL_{vec2}, ..., PL_{vecC}$

Here $C$ is the number of image pixels and $PL_{vec2}$ represents a pixel label $p$ (that is $PL_{vec_p} \neq 0$ for foreground, $PL_{vec_p} = 0$ for background). The minimized energy function is framed as

$$E(PL_{vec}) = \tau \sum_{p \in P} E_{data}(PL_{vec_p}) + \sum_{(p,q) \in \gamma} E_{smooth}(PL_{vec_p}, PL_{vec_q})$$

in which

$$\theta(PL_{vec_p}, PL_{vec_q}) = \begin{cases} 0, & \text{if } PL_{vec_p} = PL_{vec_q} \\ 1, & \text{otherwise} \end{cases}$$

In the second equation, $\gamma$ the neighbourhood system, $P$ is the set of all the pixels, and scalar value $\tau$ denotes the significance of the data term $E_{data}$ with respect to smoothness term $E_{smooth}$. The data term signifies for the label fitness $PL_{vec_p}$ at pixel $p$, which is stated as
Apart from that the colour or intensity at pixel $p$, $I_m$, fits into the histogram object or the Gaussian mixture model is calculated as a negative log-likelihood. The smoothness term is utilized to employ the same label for the adjacent pixels with same colours that is stated as

$$E_s(p, q) = \exp \left(-\frac{\|I_m - I_n\|^2}{\sigma^2}\right)$$

Here $\sigma$ represents a value of standard deviation $\|I_m - I_n\|$ is the Euclidean distance found in-between the two colour vectors.

This algorithm was extensively utilized with interactive segmentation in which the used given seeds are utilized in describing the data term. The colour image segmentation could be achieved by consolidating the equation. The depth and colour of the kinetics were observed for obtaining the image pairs. The proposed system finds the value of the standard deviation by a novel technique called map which is known as map a posterior. The obtained $\sigma$ value should be very small for high efficiency and it denotes the shape prior.

B. Proposed

Let $B_{map_n}$ represent a binary map with the same color image size whose value is 1 at pixel $p$ if $p$ is on one of the lines joining the joints of the $nth$ object. The Bayes rule stated that

$$p(PL_{vec_p} = n | I_m) \propto p \left( I_m | PL_{vec_p} = n \right) p \left( PL_{vec_p} = n \right)$$

Here $p \left( PL_{vec_p} = n \right)$ is a corresponding probability of $p$ being labelled as $n$, which is denoted as

$$p \left( PL_{vec_p} = n \right) = \exp \left( \frac{-D_{dist}^2(p, B_{map_n})}{2\sigma^2} \right)$$

In which $\sigma$ is the standard deviation and $D_{dist}^2(p, B_{map_n})$ is the distance found between $p$ and $B_{map_n}$ $PL_{vec_p}$ is the distance found between the vector $p$ and the nearest pixel $B_{map_n}$

$$p \left( PL_{vec_p} = 0 \right) = 1 - \max_{n \in \{1,2,\ldots,M\}} p \left( PL_{vec_p} = n \right)$$

$$E_t \left( PL_{vec_p} \right) = -\ln p \left( I_m | PL_{vec_p} \right) - \ln p \left( PL_{vec_p} \right)$$

In spite of video segmentation with three dimensional graph structure, the method is computationally more expensive and memory consuming. The study observed that the frame by frame segmentation is sufficiently enough for brain segmentation with respect to the shape prior which leads to shape prior given by the depth image.

C. Improved VGG - 16 architecture

VGG 16 is a CNN which had been trained on million number of images from the corresponding image Net databases. It is a sixteen layer deep network that classified the images into thousand object categories. And hence the network possess an input image size of 224 by 224. The architecture comprised of 41 layers that includes 16 layers (learnable weights), 3 fully connected layers and 13 convolution layers.

Our study changed the 37th ReLU layer into leaky ReLU layer in which the alpha value was found by Chicken Swarm Optimization algorithm. The leaky ReLU layer was created under the name ‘leaky 1’ followed by a scalar multiplier for negative input which is equal to 0.1. It included the layer in 11 layer arrays.

The flow depicted is being explained below. The brain image to be examined is subjected to preprocessing followed by MAP based Graph cut segmentation method. After the process of segmentation the study performed improved VGG 16 architecture which is described below in detail.

IV. PERFORMANCE ANALYSIS

The performance analysis have been depicted below

A. Tumour

B. Stroke

The figure 4 represents the labeled image with the help of masking operation for performing the stroke segmentation operation on the brain DWI MRI and CT. The scans with the masked ground truth are arranged to obtain the non-paired training for complete stroke segmentation. To make our study more precise towards segmentation, the segmented region with the original pixels were created.
Finally the segmented region is enhanced with the highlighted original pixel region to depict a more clear result. In the figure 3, (a) represented the input acute tumor image (b) represented the segmented region with original pixel, the figure (c) is the enhanced segmented image, (d) represented the input sub-acute image (e) represented the segmented region with original pixel and the figure (f) is the enhanced segmented image.

**C. HEMORRHAGE**

![Figure 3 Labelled Hemorrhage image](image)

The figure 5 represents the hemorrhage image (a) represented the input image (e) represented the segmented region with original pixel of the hemorrhage and the figure (c) is the enhanced segmented hemorrhage image.

The following demonstrates the segmentation and classification results with respect to the performance metrics such as Sensitivity, Specificity, recall, Jaccard_coefficient, Dice_coefficient, kappa_coefficient, Accuracy, RI, GCE, VOIb for tumor, stroke and hemorrhage.

**D. Segmentation results**

![Figure 6: Performance analysis of proposed segmentation results for tumor](image)

Table 1 describes the segmentation analysis of tumor for proposed method and existing methods K-FCM and FCM with the performance measures of Variation of Information and Global Consistency Error (GCE). The proposed method had 0.325% of VOI and 2.89% of GCE. This analysis proved that the proposed method contains minimum rate of error compared than existing methods.

![Table 1: Segmentation results of proposed method for tumor](table)

| Performance metrics | Proposed | K-FCM | FCM |
|---------------------|----------|-------|-----|
| VOI                 | 0.325    | 0.895 | 1.89|
| GCE                 | 2.89     | 3.89  | 14.27|

Figure 7 depicts the various performance analysis of proposed method segmentation results for stroke. The performance analysis are sensitivity, specificity, recall, Jaccard co-efficient, kappa-coefficient, accuracy and rand index. The proposed method provides the accuracy of 99.02% and specificity of 99.23%, sensitivity of 98.82% and recall contains 98.82%. These proposed method results are compared with existing K-FCM and FCM methods. This analysis proved that the proposed method had highest accuracy compared than existing methods.

![Figure 7: Performance analysis of proposed segmentation results for stroke](image)

Table 2 defines the segmentation analysis of Stroke for proposed method and existing methods K-FCM and FCM with the performance measures of Variation of Information and Global Consistency Error (GCE). The proposed method had 0.423% of VOI and 2.33% of GCE. This analysis proved that the proposed method contains minimum rate of error compared than existing methods.

![Table 2: Segmentation results of proposed method for stroke](table)

| Performance metrics | Proposed | K-FCM | FCM |
|---------------------|----------|-------|-----|
| GCE                 | 2.33     | 3.98  | 15.5206|
| VOI                 | 0.423    | 1.58  | 7.00 |
| RI                  |          |       | 4.3589|
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Figure 8: Performance analysis of proposed segmentation results for Hemorrhage

Figure 8 depicts the various performance analysis of proposed method classification results for Hemorrhage. The performance analysis are sensitivity, specificity, recall, Jaccard co-efficient, kappa-coefficient, accuracy and rand index. The proposed method provides the accuracy of 95.03% and specificity of 91.42%, sensitivity of 99.98% and recall contains 99.98%. These proposed method results are compared with existing K-FCM and FCM methods. This analysis proved that the proposed method had highest accuracy compared than existing methods.

Table 3: Segmentation results of proposed method for Hemorrhage

| Performance metrics | Proposed | K-FCM | FCM |
|---------------------|----------|-------|-----|
| VOI                 | 0.45     | 1.235 | 3.58|
| GCE                 | 1.01     | 5.89  | 12.05|

Table 3 represents the segmentation analysis of Hemorrhage for proposed method and existing methods K-FCM and FCM with the performance measures of Variation of Information and Global Consistency Error (GCE). The proposed method had 0.45% of VOI and 1.01% of GCE. This analysis proved that the proposed method contains minimum rate of error compared than existing methods.

E. Classification results

Figure 9: Performance analysis of proposed classification results for tumor

Figure 9 depicts the various performance analysis of proposed method classification results for tumor. The performance analysis are accuracy, sensitivity, specificity, recall, and precision. The proposed method provides the accuracy of 98.26% and specificity of 94.41%, sensitivity of 91.03%, recall contains 88.19% and precision value contains 90.63%. These proposed method results are compared with existing R-CNN, and NS-CNN methods. This analysis proved that the proposed method had highest accuracy compared than existing methods.

Table 4: Classification results of proposed method for tumor

| Performance metrics | R CNN   | NS CNN  | PROPOSED |
|---------------------|---------|---------|----------|
| Jaccard Coefficient | 0.7811  | 0.8371  | 0.9435   |
| F-score              | 0.8311  | 0.8871  | 0.9591   |
| Missed Classification| 0.1165  | 0.0478  | 0.0256   |

Table 4 represents the classification analysis of tumor for proposed method and existing methods R-CNN, and NS-CNN with the performance measures of Jaccard co-efficient, f-score, and missed classification. The proposed method had 0.7811% of Jaccard co-efficient, 0.8311% of F-score and0.1165% of missed classification. This analysis proved that the proposed method contains minimum rate of error compared than existing methods.

Figure 10: Performance analysis of proposed segmentation results for stroke

Figure 10 depicts the various performance analysis of proposed method classification results for stroke. The performance analysis are accuracy, sensitivity, specificity, recall, and precision. The proposed method provides the accuracy of 99.02% and specificity of 94.44%, sensitivity of 98.48%, recall contains 91.66% and precision value contains 94.44%. These proposed method results are compared with existing R-CNN, and NS-CNN methods. This analysis proved that the proposed method had highest accuracy compared than existing methods.

Table 5: Classification results of proposed method for stroke

| Performance metrics | R CNN   | NS CNN  | PROPOSED |
|---------------------|---------|---------|----------|
| Jaccard Coefficient | 0.8875  | 0.9191  | 0.8611   |
| F-score              | 0.9031  | 0.9347  | 0.9111   |
| Missed Classification| 0.0943  | 0.0526  | 0.0278   |

Table 5 represents the classification analysis of stroke for proposed method and existing methods R-CNN, and NS-CNN with the performance measures of Jaccard co-efficient, f-score, and missed classification. The proposed method had 0.8875% of Jaccard co-efficient, 0.9031% of F-score and0.0943% of missed classification. This analysis proved that the proposed method contains minimum rate of error compared than existing methods.
Table 5 represents the classification analysis of tumor for proposed method and existing methods R-CNN, and NS-CNN with the performance measures of Jaccard co-efficient, f-score, and missed classification. The proposed method had 0.8875% of Jaccard co-efficient, 0.9031% of F-score and 0.0943% of missed classification. This analysis proved that the proposed method contains minimum rate of error compared than existing methods.

Table 6 represents the classification analysis of tumor for proposed method and existing methods R-CNN, and NS-CNN with the performance measures of Jaccard co-efficient, f-score, and missed classification. The proposed method had 0.7635% of Jaccard co-efficient, 0.8123% of F-score and 0.215% of missed classification. This analysis proved that the proposed method contains minimum rate of error compared than existing methods.

![Classification - hemorrhage](image)

Figure 11: Performance analysis of proposed segmentation results for hemorrhage

Figure 11 depicts the various performance analysis of proposed method classification results for hemorrhage. The performance analysis are accuracy, sensitivity, specificity, recall, and precision. The proposed method provides the accuracy of 98.57% and specificity of 92.56%, sensitivity of 91.23%, and recall contains 93.78%. These proposed method results are compared with existing R-CNN, and NS-CNN methods. This analysis proved that the proposed method had highest accuracy compared than existing methods.

Table 6: Classification results of proposed method for Hemorrhage

| Performance metrics | R-CNN | NS-CNN | PROPOSED |
|---------------------|------|--------|----------|
| Jaccard Coefficient | 0.7635 | 0.7856 | 0.81     |
| F-score             | 0.8123 | 0.8256 | 0.9456   |
| Missed Classification | 0.215 | 0.125 | 0.014    |

The paper mainly focused on the employment of a suitable proposed algorithm to adopt both the CT and MRI images for precise segmentation and classification. The segmentation algorithm is a map (map a posterior) based graph cut method. The segmentation results are compared with the existing methods like (FCM) Fuzzy C Means and KFCM Kernel Fuzzy C Means and it is proved that our proposed system outperformed with respect to the performance metrics. An improved VGG 16 architecture is proposed for efficient classification. The overall classification results proved to be more efficient when compared with the existing R-CNN and NS-CNN methods. The paper focused on overcoming the difficulty and make a clear understanding in segmenting and classification irrespective of the nature of the diagnostic process.
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