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Abstract

In black-box function optimization, we need to consider not only controllable design variables but also uncontrollable stochastic environment variables. In such cases, it is necessary to solve the optimization problem by taking into account the uncertainty of the environmental variables. Chance-constrained (CC) problem, the problem of maximizing the expected value under a certain level of constraint satisfaction probability, is one of the practically important problems in the presence of environmental variables. In this study, we consider distributionally robust CC (DRCC) problem and propose a novel DRCC Bayesian optimization method for the case where the distribution of the environmental variables cannot be precisely specified. We show that the proposed method can find an arbitrary accurate solution with high probability in a finite number of trials, and confirm the usefulness of the proposed method through numerical experiments.

1. Introduction

In this study, we consider a black-box function optimization problem with two types of variables called design variables which are fully controllable and environmental variables which change randomly depending on the uncertainty of the environment. Under the presence of these two types of variables, the goal is to identify the design variables that optimize the black-box function by taking into account the uncertainty of environmental variables. In the past few years, Bayesian Optimization (BO) framework that takes the uncertain environmental variables into considerations have been studied in various setups (see §1.1). In this paper, we study one of such problems called distributionally robust chance-constrained (DRCC) problem. The DRCC problem is an instance of constrained optimization problems in an uncertain environment, which is important in a variety of practical problems in science and engineering.

The goal of a CC problem is to identify the design variables that maximize the expectation of the objective function under the constraint that the probability of the constraint function exceeding a given threshold is greater than a certain level. Let $f(x, w)$ and $g(x, w)$ be the unknown objective and constraint functions, respectively, both of which depend on the design variables $x \in X$ and the environmental variables $w \in \Omega$. For a given threshold $h \in \mathbb{R}$ and a level $\alpha \in (0, 1)$, the CC problem is formulated as

\[
\begin{align*}
\arg\max_{x \in X} \int_{\Omega} f(x, w)p^1(w)dw \quad (1a) \\
\text{subject to } \int_{\Omega} \mathbb{1}[g(x, w) > h]p^1(w)dw > \alpha, 
\end{align*}
\]

where $\mathbb{1}[\cdot]$ is the indicator function and $p^1(w)$ is the probability density function of the environmental variables $w$. When $p^1(w)$ is known, there is a method to solve the CC problem (see §1.1).

In this study, we consider the case where $p^1(w)$ is unknown as is commonly encountered in practice. Here, we formulate the uncertainty of $p^1(w)$ using a measure called distributionally robustness. Let $\mathcal{A}$ be the user-specified candidate distribution family of $w$. Then, the DRCC problem is defined as

\[
\begin{align*}
\arg\max_{x \in X} F(x) \text{ subject to } G(x) > \alpha, 
\end{align*}
\]

where $F(x)$ and $G(x)$ are defined as

\[
\begin{align*}
F(x) &= \inf_{p(w) \in \mathcal{A}} \int_{\Omega} f(x, w)p(w)dw, 
(3a) \\
G(x) &= \inf_{p(w) \in \mathcal{A}} \int_{\Omega} \mathbb{1}[g(x, w) > h]p(w)dw. 
(3b)
\end{align*}
\]

Many real-world engineering problems can be formulated as DRCC problems, including controlling the position of a robot, controlling the switching of wind turbines, and
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optimizing an infectious disease simulator. The solution of this problem is robust with respect to the misspecification of the distributions because \( F(x) \) and \( G(x) \) are defined by considering the worst case scenario among the candidate distribution families.

For the surrogate models for unknown objective function \( f(x, w) \) and the constraint function \( g(x, w) \), we employ Gaussian Process (GP) models and study the above DRCC problem in the context of BO framework. The main technical challenges in this problem is in the characterization of the posterior distributions of \( F(x) \) and \( G(x) \). In this study, we derive credible intervals of \( F(x) \) and \( G(x) \) which can be effectively used for solving the DRCC problem in BO framework. We call the proposed method Distributionally Robust Chance Constrained Bayesian Optimization (DRCC-BO) method.

1.1. Related Work

Black-box function optimization problems using a GP surrogate model (Williams & Rasmussen, 2006) have been extensively studied in the context of BO (see, e.g., (Settles, 2009; Shahriari et al., 2016)). The constraint in the form of (2) is closely related with level set estimation (LSE) problem in which a GP surrogate model is often employed (Bryan et al., 2006; Gotovos et al., 2013; Zanette et al., 2018; Inatsu et al., 2020a; Sui et al., 2015; Turchetta et al., 2016; Sui et al., 2018; Wachi et al., 2018). The problem (2) is also closely related to constrained BO, which has also been studied extensively in the literature (Gardner et al., 2014; Hernández-Lobato et al., 2016). In the past few years, various problem settings concerning uncertain environmental variables have been considered in BO and LSE problems. The most standard approach to deal with the uncertainty in environmental variables is to consider the expected value of \( f(x, w) \) or/and \( g(x, w) \). Fortunately, when the GP is employed as the surrogate model for \( f(x, w) \) and \( g(x, w) \), its expected value is also represented as a GP, so the acquisition functions (AFs) of BO and LSE problems can be easily constructed.

On the other hand, in many practical problems, the expected value is often not enough, and other risk measures that can no longer be expressed as GPs, such as variance and tail probability, need to be considered. The objective function \( F(x) \) and the constraint function \( G(x) \) of the DRCC problem (2) are also difficult to handle because they are also not represented as GPs even when \( f(x, w) \) and \( g(x, w) \) are GPs. In the past few years, there have been several studies that consider various risk measures of the uncertainty in the environmental variables \( w \) and robustness with respect to \( p^I(w) \) (Iwazaki et al., 2020; 2021a; Inatsu et al., 2020b; Bogunovic et al., 2018; Nguyen et al., 2021b; Iwazaki et al., 2021). In particular, (Amri et al., 2021) proposed a BO method for the CC problem, but they assumed that the distribution \( p^I(w) \) is known.

Distributionally robust optimization (DRO) problems have long been studied in robust optimization community for ordinary optimization problems in which the objective function and the constraint functions are explicitly formulated (in contrast to expensive black-box functions as we consider in this study) (Scarf, 1958; Rahimian & Mehrora, 2019). DRCC problem with explicitly formulated objective and constraint functions were also studied in (Xie, 2021; Ho-Nguyen et al., 2021), and they were applied to practical problems called power flow optimization (Xie & Ahmed, 2017; Fang et al., 2019). On the other hand, the study of DRO problems for black-box functions with high evaluation cost has only recently started. In (Kirschner et al., 2020; Nguyen et al., 2020), BO methods to find the design variable that maximizes \( F(x) \) in (3a) was studied in DR setting. Furthermore, in (Inatsu et al., 2021), a BO method to efficiently identify the design variables which satisfy \( G(x) > \alpha \) for \( G(x) \) in (3b) was studied in DR setting. However, to the best of our knowledge, there is no existing studies that can be used directly in the DRCC-BO problem.

1.2. Contribution

The contributions of this paper are as follows:

- A BO method for DRCC problem called DRCC-BO method is proposed. Specifically, we propose a novel AF for DRCC problem based on the credible intervals of \( F(x) \) in (3a) and \( G(x) \) in (3b) when GPs are employed as the surrogate models for \( f(x, w) \) and \( g(x, w) \).

- Under mild conditions, we showed that the proposed method can find an arbitrarily accurate solution to the DRCC problem with high probability in a finite number of trials.

- We also showed that by designing the DRCC problem with an appropriate choice of candidate distribution families, without knowing the true distribution \( p^I(w) \) the proposed method can find an arbitrary accurate solution even for the CC problem (Theorem 4.6).

- The performance of the proposed method is confirmed through numerical experiments with synthetic as well as simulator-based functions.

2. Preliminary

Let \( f: \mathcal{X} \times \Omega \rightarrow \mathbb{R} \) and \( g: \mathcal{X} \times \Omega \rightarrow \mathbb{R} \) be the expensive-to-evaluate black-box functions. We assume that \( \mathcal{X} \) and \( \Omega \) are finite sets. For each \( (x, w) \in \mathcal{X} \times \Omega \), the values of \( f(x, w) \) and \( g(x, w) \) are observed as \( g^{(f)} = f(x, w) + \varepsilon_f \)
and $y^{(g)} = g(x, w) + \varepsilon_g$, where $\varepsilon_f$ and $\varepsilon_g$ are independent Gaussian distributions following $\varepsilon_f \sim \mathcal{N}(0, \sigma^2_{f, \text{noise}})$, $\varepsilon_g \sim \mathcal{N}(0, \sigma^2_{g, \text{noise}})$. In this study, we consider the following two cases for the observation of $w$:

**Uncontrollable:** For each trial $t$, $w$ cannot be controlled, and its realization is generated from the unknown distribution $P^i$.

**Simulator:** For each trial $t$, $w$ can be chosen arbitrarily.

For example, in the robot position control and wind turbine switching problems described in §1, these settings can be formulated as the uncontrollable setting if actual values of random environment $w$ and $g$ can be obtained sequentially while actually performing the work. On the other hand, if the simulation can be performed while arbitrarily changing the value of a random environmental variable $w$ (e.g., recovery rate), as in the simulation of an infectious disease, it can be interpreted as the simulator setting. Moreover, we consider the following $A_t$ as a family of candidate distributions for $P^i$:

$$A_t = \{\text{probability function } p(w) \mid d[p(w), p_t^i(w)] \leq \varepsilon_t\},$$

where $p_t^i(w)$ is a user-specified reference distribution, $d(\cdot, \cdot)$ is a given distance function between distributions, and $\varepsilon_t > 0$. Then, under a given threshold $\eta$, the DR expectation function $F_t(x)$ and DR probability function $G_t(x)$ are defined for each $x \in \mathcal{X}$ and $t \geq 1$ as

$$F_t(x) = \inf_{p(w) \in A_t} \sum_{w \in \Omega} f(x, w)p(w),$$

$$G_t(x) = \inf_{p(w) \in A_t} \sum_{w \in \Omega} \mathbb{I}[g(x, w) > \eta]p(w).$$

The objective of this study is to efficiently find the optimal design variable $x^*_t$ that maximizes $F_t(x)$ such that $G_t(x)$ exceeds a given level $\alpha \in (0, 1)$. In other words, $x^*_t$ satisfies that

$$x^*_t = \arg\max_{x \in \mathcal{X}} F_t(x) \quad \text{subject to} \quad G_t(x) > \alpha.$$  

If the optimal solution $x^*_t$ does not exist, it is formally defined as $F(x^*_t) = \min_{x \in \mathcal{X}} F_t(x)$.

### 2.1. Gaussian Process

In this study, we use GPs as the surrogate model for the black-box functions $f$ and $g$. First, we assume that the GPs, $\mathcal{GP}(0, k^{(f)}((x, w), (x', w')))$, and $\mathcal{GP}(0, k^{(g)}((x, w), (x', w')))$. are prior distributions of $f$ and $g$, respectively. Here, $k^{(f)}((x, w), (x', w'))$ and $k^{(g)}((x, w), (x', w'))$ are positive-definite kernels. Then, under the given dataset $\{(x_i, w_i, y_i^{(f)})\}_{i=1}^t$, the posterior distribution of $f$ also follows the GP, and its posterior mean $\mu_t^{(f)}(x, w)$ and posterior variance $\sigma_t^{(f)2}(x, w)$ are given by

$$\mu_t^{(f)}(x, w) = k_t^{(f)}(x, w)\top(K_t^{(f)} + \sigma_t^{2, \text{noise}}I)^{-1}y_t^{(f)},$$

$$\sigma_t^{(f)2}(x, w) = k_t^{(f)}((x, w), (x, w)) - k_t^{(f)}(x, w)\top (K_t^{(f)} + \sigma_t^{2, \text{noise}}I)^{-1}k_t^{(f)}(x, w),$$

where $k_t^{(f)}(x, w)$ is a $t$-dimensional vector with $t$th element $k^{(f)}((x, w), (x_i, w_i))$, $y_t^{(f)} = (y_1^{(f)}, \ldots, y_t^{(f)})\top$, $I_t$, being the $t \times t$ identity matrix, and $K_t^{(f)}$ is the $t \times t$ matrix with $(j, k)$ element $k^{(f)}((x_j, w_j), (x_k, w_k))$. As in the case of $f$, under the dataset $\{(x_i, w_i, y_i^{(g)})\}_{i=1}^t$, the posterior distribution of $g$ is also a GP, and its posterior mean $\mu_t^{(g)}(x, w)$ and posterior variance $\sigma_t^{(g)2}(x, w)$ can be obtained by using the same formula as (4).

### 3. Proposed Method

In this section, we propose a BO method for efficiently solving the DRCC problem. In our setting, because $f(x, w)$ and $g(x, w)$ are random functions, $F_t(x)$ and $G_t(x)$ are also random functions. Thus, one of the natural BO methods is to use credible intervals of $F_t(x)$ and $G_t(x)$. Unfortunately, although $f(x, w)$ and $g(x, w)$ follow GPs, $F_t(x)$ and $G_t(x)$ do not follow GP. Hence, credible intervals of $F_t(x)$ and $G_t(x)$ cannot be constructed based on the property of Normal distribution. In the next section, we describe how to construct credible intervals based on (Kirschner et al., 2020) and (Inatsu et al., 2021).

#### 3.1. Credible Interval

For each input $(x, w) \in \mathcal{X} \times \Omega$ and trial $t$, we define a credible interval of $f(x, w)$ as $Q_t^{(f)}(x, w) = [l_t^{(f)}(x, w), u_t^{(f)}(x, w)]$. Here, the lower bound $l_t^{(f)}(x, w)$ and upper bound $u_t^{(f)}(x, w)$ are given by

$$l_t^{(f)}(x, w) = \mu_t^{(f)}(x, w) - \beta_t^{1/2}\sigma_t^{(f)}(x, w),$$

$$u_t^{(f)}(x, w) = \mu_t^{(f)}(x, w) + \beta_t^{1/2}\sigma_t^{(f)}(x, w),$$

where $\beta_t^{1/2} \geq 0$. Similar to the same definition of $Q_t^{(g)}(x, w)$, we define a credible interval of $g(x, w)$ as $Q_t^{(g)}(x, w) = [l_t^{(g)}(x, w), u_t^{(g)}(x, w)]$. Furthermore, we construct a credible interval of $\mathbb{I}[g(x, w) > \eta]$ by using $Q_t^{(g)}(x, w)$. Let $\eta > 0$ be a user-specified overestimation parameter. Then, we define the credible interval of
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We define a credible interval of \(\text{Gardner et al.}, 2014\). Similarly, in the CCBO framework, the second term is the probability that the DR probability \(H\) function the second term is the probability that the DR probability \(\xi > t\), and its lower and upper bounds are calculated as

\[
I_t^{(\xi)}(x) = \inf_{p(w) \in A_t} \sum_{w \in \Omega} l_t^{(\xi)}(x, w; \eta) p(w),
\]

\[
u_t^{(\xi)}(x) = \inf_{p(w) \in A_t} \sum_{w \in \Omega} u_t^{(\xi)}(x, w; \eta) p(w).
\]

Next, using \(Q_t^{(f)}(x, w)\), we define a credible interval of \(F_t(x)\) as \(Q_t^{(f)}(x) = [l_t^{(f)}(x, \eta), u_t^{(f)}(x, \eta)]\), where \(I_t^{(f)}(x)\) and \(\nu_t^{(f)}(x)\) are calculated as

\[
l_t^{(f)}(x) = \frac{1}{\sigma_t} \sum_{w \in \Omega} l_t^{(f)}(x, w; \eta) p(w),
\]

\[
u_t^{(f)}(x) = \frac{1}{\sigma_t} \sum_{w \in \Omega} u_t^{(f)}(x, w; \eta) p(w).
\]

Note that if the distance function \(d(\cdot, \cdot)\) is the L1 (or L2)-norm, (5) can be formulated as a linear (or second-order cone) programming problem. In both cases, optimization solvers exist to easily calculate \(Q_t^{(f)}(x)\). Similarly, we define a credible interval of \(G_t(x)\) as \(Q_t^{(G_t)}(x; \eta) = [l_t^{(G_t)}(x; \eta), u_t^{(G_t)}(x; \eta)]\), and its lower and upper bounds are given by

\[
l_t^{(G_t)}(x; \eta) = \inf_{p(w) \in A_t} \sum_{w \in \Omega} l_t^{(G_t)}(x; w; \eta) p(w),
\]

\[
u_t^{(G_t)}(x; \eta) = \inf_{p(w) \in A_t} \sum_{w \in \Omega} u_t^{(G_t)}(x; w; \eta) p(w).
\]

Moreover, using \(Q_t^{(G_t)}(x; \eta)\), we define an estimated upper (resp. lower) set \(H_t\) (resp. \(L_t\)) and a potential upper set \(M_t\). Let \(\xi > 0\) be a user-specified accuracy parameter. Then, we define \(H_t\), \(L_t\), and \(M_t\) as

\[
H_t = \{ x \in \mathcal{X} | l_t^{(G_t)}(x; \eta) > \alpha - \xi \},
\]

\[
L_t = \{ x \in \mathcal{X} | l_t^{(G_t)}(x; \eta) \leq \alpha - \xi \text{ and } u_t^{(G_t)}(x; \eta) \leq \alpha \},
\]

\[
M_t = \{ x \in \mathcal{X} | l_t^{(G_t)}(x; \eta) \leq \alpha - \xi \text{ and } u_t^{(G_t)}(x; \eta) > \alpha \}.
\]

3.2. Acquisition Function

We propose an AF to determine the next evaluation point. Our proposed AF is based on the following utility function:

\[
\mathbb{E}[\max\{F_t(x) - c_t^{(\text{best})}, 0\}] \times P[G_t(x) > \alpha].
\]

The first term is the expected improvement for \(F_t(x)\), and the second term is the probability that the DR probability function \(G_t(x)\) is greater than \(\alpha\). In the context of constrained BOs without environmental variables, this utility is known as the expected constrained improvement (ECI) (Gardner et al., 2014). Similarly, in the CCBO framework, (Amri et al., 2021) proposed the expected feasible improvement (EFI) AF using the same utility. Unfortunately, in the DRCC setup, both the first and second terms cannot be calculated analytically because \(F_t(x)\) and \(G_t(x)\) do not follow GPs. Moreover, numerical approximation is also expensive because it requires a re-optimization calculation (inf operation) for all generated samples. For this reason, instead of (7), we consider a CI-based utility function which mimics (7).

First, we define the current best point \(c_t^{(\text{best})}\) at trial \(t\) as

\[
c_t^{(\text{best})} = \begin{cases} 
\max_{x \in H_t} I_t^{(f)}(x) & \text{if } H_t \neq \emptyset \\
\min_{x \in M_t} I_t^{(f)}(x) & \text{if } H_t = \emptyset \text{ and } M_t \neq \emptyset \\
\min_{x \in L_t} I_t^{(f)}(x) & \text{if } H_t = \emptyset \text{ and } M_t = \emptyset 
\end{cases}
\]

Using this, we define the CI-based improvement \(a_t^{(f)}(x)\) for \(F_t(x)\) as

\[
a_t^{(f)}(x) = \max\{u_t^{(f)}(x) - c_t^{(\text{best})}, 0\}.
\]

Similarly, we define the CI-based probability \(a_t^{(G_t)}(x)\) for \(G_t(x)\) as

\[
a_t^{(G_t)}(x) = \begin{cases} 
1 & \text{if } x \in H_t \\
\frac{u_t^{(G_t)}(x; \eta) - (\alpha - \xi)}{u_t^{(G_t)}(x; \eta) - \nu_t^{(G_t)}(x; \eta)} & \text{if } x \in M_t \\
0 & \text{if } x \in L_t 
\end{cases}
\]

By combining these, we propose the following AF \(a_t(x)\):

\[
a_t(x) = a_t^{(f)}(x) \times a_t^{(G_t)}(x).
\]

Then, the next selected point is evaluated as follows:

**Definition 3.1.** The next design variable \(x_{t+1}\) to evaluate is selected by

\[
x_{t+1} = \arg\max_{x \in H_t \cup M_t} a_t(x).
\]

On the other hand, unlike the uncontrollable setting, we also need to select \(w_{t+1}\) in the simulator setting. One of the reasonable approaches is to focus on large posterior variances at the selected \(x_{t+1}\). Thus, we propose the following selection rule to evaluate \(w\):

**Definition 3.2.** The next environmental variable \(w_{t+1}\) to evaluate is selected by

\[
w_{t+1} = \arg\max_{w \in \Omega} \{\sigma_t^{(f)}(x_{t+1}, w) + \sigma_t^{(g)}(x_{t+1}, w)\}.
\]

3.3. Stopping Conditions and DRCC-BO

We formulate the stopping condition of the proposed algorithm. If it is identified that the constraint \(G_t(x) > \alpha\) is not satisfied with high confidence for all the design variables \(x\),
Algorithm 1 DRCC-BO: BO for DRCC problem

Require: GP priors \( \mathcal{GP}(0, k^{(f)}), \mathcal{GP}(0, k^{(g)}) \), threshold \( h \in \mathbb{R}, \) level \( \alpha \in (0, 1), \) overestimation parameter \( \eta > 0, \) \( \{\beta_{f,t}\}_{t \geq 1}, \{\beta_{g,t}\}_{t \geq 1} \), accuracy parameter \( \xi > 0, \) \( \mathcal{A}_t \)

\( H_0 \leftarrow \emptyset, L_0 \leftarrow \emptyset, M_0 \leftarrow \mathcal{X}, t \leftarrow 1 \)

while Both (S1) and (S2) are not satisfied do
  Compute \( Q_t^{(F_t)}(x) \) and \( Q_t^{(G_t)}(x; \eta) \) for any \( x \in \mathcal{X} \)
  Select the next evaluation point \( x_t \)
  if Uncontrollable setting then
    Generate the next evaluation point \( w_t \sim P^\dagger \)
  else
    Select the next evaluation point \( w_t \)
  end if
  Observe \( y_t^{(f)} = f(x_t, w_t) + \varepsilon_{f,t} \) and \( y_t^{(g)} = g(x_t, w_t) + \varepsilon_{g,t} \)
  Update the GPs by adding observations, and compute \( H_t, L_t, M_t \)
  \( t \leftarrow t + 1 \)
end while

Ensure: No solution exists if (S1) is satisfied, and otherwise \( \hat{x}_t = \arg\max_{x \in H_{t-1}} l_t^{(F_t)}(x) \)

then the algorithm should be stopped because there is no solution. Alternatively, the algorithm should also be stopped if the difference between the conservative maximum for \( F_t(x) \) in the points that satisfy the constraint and the optimistic maximum for \( F_t(x) \) in the points that may satisfy the constraint is sufficiently small. Based on these ideas, we define the following two stopping conditions:

(S1) \( L_t = \emptyset \)

(S2) \( H_t = \emptyset \) and \( \max_{x \in H_t \cup M_t} l_t^{(F_t)}(x) - \max_{x \in H_t} l_t^{(F_t)}(x) < \xi \)

The pseudocode of the proposed method in uncontrollable and simulator settings are given in Algorithm 1.

4. Theoretical Analysis

In this section, we show the theoretical guarantee on the accuracy and convergence in our proposed algorithm. First, we assume that the true black-box functions \( f \) and \( g \) follow GPs \( \mathcal{GP}(0, k^{(f)}((x, w), (x', w'))), \) and \( \mathcal{GP}(0, k^{(g)}((x, w), (x', w'))), \) respectively. Moreover, as a technical assumption, we assume that the posterior variances \( k^{(f)}((x, w), (x, w)) \equiv \sigma_0^{(f)^2}(x, w) \) and \( k^{(g)}((x, w), (x, w)) \equiv \sigma_0^{(g)^2}(x, w) \) satisfy

\[
\max_{(x, w) \in \mathcal{X} \times \Omega} \sigma_0^{(f)^2}(x, w) \leq 1, \quad \max_{(x, w) \in \mathcal{X} \times \Omega} \sigma_0^{(g)^2}(x, w) \leq 1, \quad 0 < \sigma_{0,\min}^{(g)^2}(x, w) = \min_{(x, w) \in \mathcal{X} \times \Omega} \sigma_0^{(g)^2}(x, w).
\]

Here, let \( \kappa_T^{(f)} \), \( \kappa_T^{(g)} \) be the maximum information gain of \( f \) and \( g \) at trial \( T \), respectively. Note that the maximum information gain is a commonly used complexity measure in the context of the GP-based BO method (see, e.g., (Srinivas et al., 2010)).

The value \( \kappa_T^{(f)} \) can be expressed as \( \kappa_T^{(f)} = \max_{S \subset \mathcal{X} \times \Omega} I(y_S^{(f)}; f) \), where \( I(y_S^{(f)}; f) \) is the mutual information between \( y_S^{(f)} \) and \( f \). Similarly, \( \kappa_T^{(g)} \) can be expressed by using \( I(y_S^{(g)}; g) \). Next, we define the goodness of the estimated \( \hat{x}_t \) as follows:

**Definition 4.1.** For a given positive constant \( C \), we define the estimated solution \( \hat{x}_t \) as the \( C \)-accurate solution if \( \hat{x}_t \) satisfies the following inequalities:

\[
F_t(x_t^*) - F_t(\hat{x}_t) < C, \quad G_t(\hat{x}_t) > \alpha - C.
\]

Then, the following theorem holds:

**Theorem 4.2.** Let \( h \in \mathbb{R}, \alpha \in (0, 1), t \geq 1, \delta \in (0, 1), \) and define \( \beta_{f,t} = \beta_{g,t} = 2 \log(2|\mathcal{X} \times \Omega|\pi^2T^2/(3\delta)) \equiv \beta_t \), for a user-specified accuracy parameter \( \xi > 0, \) define an overestimation parameter \( \eta > 0 \) as

\[
\eta = \min \left\{ \frac{\xi_{0,\min}^{(g)}}{2}, \frac{\xi^2\sigma_{0,\min}^{(g)}}{8|\mathcal{X} \times \Omega|} \right\}.
\]

Then, when Algorithm 1 is performed, with a probability of at least \( 1 - \delta \), the following holds for any \( t \) and \( \mathcal{A}_t \):

- If (S1) is satisfied, then \( G_t(x) \leq \alpha \) for all \( x \in \mathcal{X} \), that is, the DRCC problem has no solution.
- If (S2) is satisfied, then \( \hat{x}_t \) is the \( 2\xi \)-accurate solution.

Moreover, these results do not depend on whether the simulator or uncontrollable setting is used.

We would like to note that although Theorem 4.2 guarantees the returned solution by Algorithm 1 is good, but does not state whether the stopping conditions are satisfied or not. The sufficient conditions for stopping conditions to be satisfied need to be considered for the simulator and uncontrollable settings, separately. First, we give the sufficient conditions in the simulator setting.

**Theorem 4.3.** Under the same condition as in Theorem 4.2, let \( T \) be the smallest positive integer satisfying the following inequalities:

\[
\beta_T\left(C_{1,f}\kappa_T^{(f)} + C_{1,g}\kappa_T^{(g)}\right) < \min \left\{ \frac{\xi^4}{4}, \frac{\eta^2}{4} \right\}, \tag{8}
\]

where \( C_{1,f} = 2/\log(1 + \sigma_{f,\text{noise}}^2), \) and \( C_{1,g} = 2/\log(1 + \sigma_{g,\text{noise}}^2) \). Then, under the simulator setting, Algorithm 1 terminates after at most \( T^2 \) trials.
Next, we give the sufficient conditions in the uncontrollable setting. In the simulator setting, we can choose any $w$ and thus the uncertainty of $f$ and $g$ can be reduced sufficiently. In contrast, in the uncontrollable setting, we cannot choose $w$, freely. For this reason, it is desirable to be able to make the uncertainty of all points small in probability. However, if $p^i(w) = 0$ for some $w$, the uncertainty at points including this point is not reduced sufficiently. To avoid this problem, in the uncontrollable setting, we assume that the true distribution satisfies
\[
\min_{w \in \Omega} p_t^+(w) \equiv p_{\min} > 0.
\]

Then, the following theorem holds:

**Theorem 4.4.** Under the same condition as in Theorem 4.2, assume that $p_{\min} > 0$. Let $T$ be the smallest positive integer satisfying the following inequalities:
\[
\frac{\beta_T^2(C_{2,f}^p \kappa_T^{(f)} + C_{2,g} \kappa_T^{(g)} + C_3)}{T} \leq \min \left\{ \frac{\xi^4}{4}, \frac{p^2}{4} \right\}, \tag{9}
\]
where $C_{2,f} = (4p_{\min}^{-1})/\log(1 + \sigma_f^{-2}/\text{noise})$, $C_{2,g} = (4p_{\min}^{-1})/\log(1 + \sigma_g^{-2}/\text{noise})$ and $C_3 = 16p_{\min}^{-1}\log(5/\delta)$. Then, under the uncontrollable setting, with a probability of at least $1 - \delta$, Algorithm 1 terminates after at most $T^2$ trials.

Furthermore, we give a theorem that it is possible to link the DRCC problem to the CC problem by choosing $A_t$ appropriately. Specifically, it ensures that the solution to the DRCC problem is also a good solution to the CC problem. Here, we consider the following CC problem
\[
\tilde{F}(x) = \sum_{w \in \Omega} f(x, w)p_t^+(w),
\]
\[
\tilde{G}(x) = \sum_{w \in \Omega} \mathbb{I}[g(x, w) > h]p_t^+(w),
\]
\[
\hat{x}^* = \text{argmax}_{x \in X} \tilde{F}(x) \text{ subject to } \tilde{G}(x) > \alpha,
\]
where if the optimal solution $\hat{x}^*$ does not exist, it is formally defined as $\tilde{F}(\hat{x}^*) = \min_{x \in X} \tilde{F}(x)$. As with the DRCC problem, we define the goodness of the solution to the CC problem as follows:

**Definition 4.5.** For a given positive constant $C$, we define the solution $\hat{x}_t$ as the $C$-accurate solution to the CC problem if $\hat{x}_t$ satisfies the following inequalities:
\[
\tilde{F}(\hat{x}^*) - \tilde{F}(\hat{x}_t) < C, \quad \tilde{G}(\hat{x}_t) > \alpha - C.
\]

Then, the following theorem holds:

**Theorem 4.6.** Under the uncontrollable setting, let $h \in \mathbb{R}$, $\alpha \in (0, 1)$, $t \geq 1$, $\delta \in (0, 1)$, and define $\beta_{f,t} = \beta_{g,t} = 2\log(2|X| \times \Omega|\pi^2 t^2/(3\delta)) \equiv \beta_t$. For a user-specified accuracy parameter $\xi > 0$, define $\alpha' = \alpha - \xi$ and an overestimation parameter $\eta > 0$ as
\[
\eta = \min \left\{ \frac{\xi \sigma_{\text{dmin}}^{(g)}}{2}, \frac{\xi^2 \delta \sigma_{\text{dmin}}^{(g)}}{8|X| \times \Omega} \right\}.
\]

Furthermore, let $p_t^+(w)$ be an empirical distribution of $w$, and let
\[
d(p_1(w), p_2(w)) = \sum_{w \in \Omega} |p_1(w) - p_2(w)|.
\]

Then, when Algorithm 1 is performed by using $\alpha'$, with a probability of at least $1 - 2\delta$, the following holds for any $t \geq T$:

- If (S1) is satisfied, then $G(x) \leq \alpha$ for all $x \in X$, that is, the CC problem has no solution,
- If (S2) is satisfied, then $\hat{x}_t$ is the $3\xi$-accurate solution for the CC problem,

where $T$ is the smallest positive integer satisfying
\[
\forall n \geq T, 2(1 + \beta_{f,1}^{1/2})\epsilon_n < \xi.
\]

Finally, the results of the theorems obtained in this section are summarized in Table 1.

Note that the order of maximum information gains $\kappa_T^{(f)}$ and $\kappa_T^{(g)}$ is known to be sublinear under mild conditions (Srinivas et al., 2010). Therefore, noting that the order of $\beta_{f,T} = \beta_{g,T}$ is $O(\log T)$, the positive integer $T$ satisfying (8) and (9) exists.

5. Numerical Experiments

In this section, we confirm the performance of the proposed method in simulator and uncontrollable settings using synthetic functions and real-world simulations. In this experiment, both design and environment variables were set to one dimension, and the following Gaussian kernels were used as the kernel functions:
\[
k^{(f)}((x, w), (x', w')) = \sigma_{f, \text{ker}}^2 \exp(-||\theta - \theta'||_2^2/L_f),
\]
\[
k^{(g)}((x, w), (x', w')) = \sigma_{g, \text{ker}}^2 \exp(-||\theta - \theta'||_2^2/L_g),
\]
where $\theta = (x, w)$. We used the $L_1$-norm as the distance between distributions, and set $\epsilon_i = 0.15$. Here, for simplicity, we set the overestimation parameter $\eta$ to 0 and the accuracy
We evaluate the performance of the proposed method using the utility gap UG:

\[
UG_t = \begin{cases} 
F_t(x_t^*) - F_t(\hat{x}_t) & \text{if } H_t \neq \emptyset \text{ and } G_t(\hat{x}_t) > \alpha \\
F_t(x_t^*) - \min_{x \in X} F_t(x) & \text{otherwise,}
\end{cases}
\]

where \( \hat{x}_t \) is given by \( \hat{x}_t = \arg\max_{x \in H_t} u_t^{(F)}(x) \). The details of the experimental setting, which are not included in the main body, are described in Appendix B.

### 5.1. Synthetic Function

We evaluate the performance of the proposed method using a synthetic function. We used the input space \( X \times \Omega \) as a set of grid points divided by \([-10, 10] \times [-10, 10]\) into 50 \times 50 equally spaced. Moreover, we used the following black-box functions \( f \) and \( g \):

\[
\begin{align*}
  f(x, w) &= \exp(-x^2/4) + 0.6 \exp(-(x - 8)^2/3) \\
  &+ 0.3 \exp(-(x + 9)^2/5) + \exp(-w^2/4) \\
  &+ 0.6 \exp(-(w - 8)^2/3) + 0.3 \exp(-(w + 9)^2/5), \\
  g(x, w) &= 0.26(x^2 + w^2) - 0.48xw.
\end{align*}
\]

In this experiment, we performed a total of three different experiments, one with the simulator setting and two with the uncontrollable setting:

**Simulator**: Under the simulator setting, \( p_t^*(w) = 1/50 \) was used as the reference distribution.

**Fixed**: Under the uncontrollable setting, the mixture normal distribution \( 0.5N(-5, 10) + 0.5N(5, 10) \) discretized on \( \Omega \) was used as the true distribution \( \nu_{\Omega}^t(w) \). The reference distribution was set to \( p_t^*(w) = 1/50 \).

**Data-driven**: Under the uncontrollable setting, for the true distribution \( \nu_{\Omega}^t(w) \) we used the same as **Fixed**, and for the reference distribution we used the empirical distribution function of \( w \).

We compared the following seven methods:

**Random**: Select \((x_{t+1}, w_{t+1})\) randomly.

**US**: Select \((x_{t+1}, w_{t+1})\) by maximizing the maximum posterior variance of \( f \) and \( g \), i.e., \((x_{t+1}, w_{t+1})\) is given by

\[
(x_{t+1}, w_{t+1}) = \arg\max_{(x, w) \in X \times \Omega} \text{US}_t(x, w),
\]

where \( \text{US}_t(x, w) = \max\{\sigma_t^{(f)}(x, w), \sigma_t^{(g)}(x, w)\} \).

**DRBO**: Use the DRBO method proposed by (Kirschner et al., 2020), i.e., \((x_{t+1}, w_{t+1})\) is selected by \( x_{t+1} = \arg\max_{x \in X} u_t^{(F)}(x) \) and \( w_{t+1} = \arg\max_{w \in \Omega} \sigma_t^{(2)}(x_{t+1}, w) \).

**DRPTR**: Use the DRPTR method proposed by (Inatsu et al., 2021), i.e., \((x_{t+1}, w_{t+1})\) is selected by \( (x_{t+1}, w_{t+1}) = \arg\max_{x \in X} \text{EFI}(x) \) and \( w_{t+1} = \arg\max_{w \in \Omega} S(x_{t+1}, w) \), where \( \text{EFI}(x) \) and \( S(x, w) \) are given by (7) and (13) of (Amri et al., 2021).

**CCBO**: Use the CCBO method proposed by (Amri et al., 2021), i.e., \((x_{t+1}, w_{t+1})\) is selected by \( x_{t+1} = \arg\max_{x \in X} \text{EFI}(x) \) and \( w_{t+1} = \arg\max_{w \in \Omega} S(x_{t+1}, w) \), where \( \text{EFI}(x) \) and \( S(x, w) \) are given by (7) and (13) of (Amri et al., 2021).

**MVA**: Use a modified version of the MVA-BO method proposed by (Iwazaki et al., 2021b), i.e., \( x_{t+1} \) is selected by

\[
x_{t+1} = \arg\max_{x \in X} \sqrt{\text{length}_{l_t}^{(F_t)}(x)^2 + \text{length}_{l_t}^{(G_t)}(x; \eta)^2},
\]

\[
P_t = (H_t \cup M_t) \cap \{x \in X \mid u_t^{(F_t)}(x) > \max_{x \in H_t} u_t^{(F_t)}(x)\},
\]

\[
\text{length}_{l_t}^{(F_t)}(x) = u_t^{(F_t)}(x) - l_t^{(F_t)}(x),
\]

\[
\text{length}_{l_t}^{(G_t)}(x) = u_t^{(G_t)}(x; \eta) - l_t^{(G_t)}(x; \eta)
\]

and \( w_{t+1} \) is selected by Definition 3.2.

**Proposed**: Use Definition 3.1-3.2.

In the case of uncontrollable setting, we selected only \( x_{t+1} \). On the other hand, because US and DRPTR select \( x \) and \( w \) simultaneously, we modified them in the uncontrollable setting as follows:
We then applied the proposed method to the decision-making problem for simulation-based infectious diseases in the real world. Here, we used the SIR model (Kermack & McKendrick, 1927), which is a commonly used model to describe the behavior of infection. The SIR model uses the contact rate $\beta \in [0,1]$ and the isolation rate $\gamma \in [0,1]$ to model the behavior of infection over time. In this experiment, we considered the grid points that divide the interval $[0.01, 0.5]$ into 50 equal parts as $\beta$ and $\gamma$, and used them as input. Based on the SIR model, we defined the following two risk functions:

$$R_1(\beta, \gamma) = n_{infected}(\beta, \gamma) - 450\beta + 800\gamma - C_1,$$

$$R_2(\beta, \gamma) = n_{infected}(\beta, \gamma) - C_2,$$

where $n_{infected}(\beta, \gamma)$, which is calculated by using the SIR model with $(\beta, \gamma)$, is the maximum number of infected within a given period. In addition, $C_1$ (resp. $C_2$) is a shift constant to match the absolute values of the maximum and minimum of $R_1(\beta, \gamma)$ (resp. $R_2(\beta, \gamma)$). While $R_2(\beta, \gamma)$, which represents the number of infected people, is an intuitive risk function, $R_1(\beta, \gamma)$ can be interpreted as an economic risk function. In fact, as the number of infected people increases, the economic risk increases. In addition, if the contact rate is large, that is, if freedom of action is not restricted, economic activity will not stagnate and the risk will be small. On the other hand, if the isolation rate is large, economic activity will stagnate and the risk will increase. Although these risk functions should be minimized, we multiplied them by minus one in our experiments in order to match the setting of this paper. Also, $R_1(\beta, \gamma)$ can be interpreted as both an objective function and a constraint function, and the same is true for $R_2(\beta, \gamma)$. Similarly, the contact rate $\beta$ can be interpreted as both a design variable and an environmental variable, and the same is true for $\gamma$. For these reasons, we performed the following experiments:

**Case1:** Design variable $x$: $\beta$, environmental variable $w$: $\gamma$, $f(x, w) = -R_1(x, w), g(x, w) = -R_2(x, w)$.

**Case2:** Design variable $x$: $\beta$, environmental variable $w$: $\gamma$, $f(x, w) = -R_2(x, w), g(x, w) = -R_1(x, w)$.

**Case3:** Design variable $x$: $\gamma$, environmental variable $w$: $\beta$, $f(x, w) = -R_1(x, w), g(x, w) = -R_2(x, w)$.

**Case4:** Design variable $x$: $\gamma$, environmental variable $w$: $\beta$, $f(x, w) = -R_2(x, w), g(x, w) = -R_1(x, w)$.

In all experiments, the simulator setting was considered, and $p_t^*(w) = 1/50$ was used as the reference distribution.

With this setup, we took one initial point at random and ran the algorithms until the number of iterations reached 100. The simulation was repeated 100 times and the average value of the utility gap at each iteration was calculated. From Figure 1, it can be confirmed that the proposed method shows high performance.

### 5.2. Infection Simulation

We then applied the proposed method to the decision-making problem for simulation-based infectious diseases in the real world. Here, we used the SIR model (Kermack & McKendrick, 1927), which is a commonly used model to describe the behavior of infection. The SIR model uses the contact rate $\beta \in [0,1]$ and the isolation rate $\gamma \in [0,1]$ to model the behavior of infection over time. In this experiment, we considered the grid points that divide the interval $[0.01, 0.5]$ into 50 equal parts as $\beta$ and $\gamma$, and used them as input. Based on the SIR model, we defined the following two risk functions:

$$R_1(\beta, \gamma) = n_{infected}(\beta, \gamma) - 450\beta + 800\gamma - C_1,$$

$$R_2(\beta, \gamma) = n_{infected}(\beta, \gamma) - C_2,$$

where $n_{infected}(\beta, \gamma)$, which is calculated by using the SIR model with $(\beta, \gamma)$, is the maximum number of infected within a given period. In addition, $C_1$ (resp. $C_2$) is a shift constant to match the absolute values of the maximum and minimum of $R_1(\beta, \gamma)$ (resp. $R_2(\beta, \gamma)$). While $R_2(\beta, \gamma)$, which represents the number of infected people, is an intuitive risk function, $R_1(\beta, \gamma)$ can be interpreted as an economic risk function. In fact, as the number of infected people increases, the economic risk increases. In addition, if the contact rate is large, that is, if freedom of action is not restricted, economic activity will not stagnate and the risk will be small. On the other hand, if the isolation rate is large, economic activity will stagnate and the risk will increase. Although these risk functions should be minimized, we multiplied them by minus one in our experiments in order to match the setting of this paper. Also, $R_1(\beta, \gamma)$ can be interpreted as both an objective function and a constraint function, and the same is true for $R_2(\beta, \gamma)$. Similarly, the contact rate $\beta$ can be interpreted as both a design variable and an environmental variable, and the same is true for $\gamma$. For these reasons, we performed the following experiments:

**Case1:** Design variable $x$: $\beta$, environmental variable $w$: $\gamma$, $f(x, w) = -R_1(x, w), g(x, w) = -R_2(x, w)$.

**Case2:** Design variable $x$: $\beta$, environmental variable $w$: $\gamma$, $f(x, w) = -R_2(x, w), g(x, w) = -R_1(x, w)$.

**Case3:** Design variable $x$: $\gamma$, environmental variable $w$: $\beta$, $f(x, w) = -R_1(x, w), g(x, w) = -R_2(x, w)$.

**Case4:** Design variable $x$: $\gamma$, environmental variable $w$: $\beta$, $f(x, w) = -R_2(x, w), g(x, w) = -R_1(x, w)$.

In all experiments, the simulator setting was considered, and $p_t^*(w) = 1/50$ was used as the reference distribution.

With this setup, we took one initial point at random and ran the algorithms until the number of iterations reached 100. The simulation was repeated 100 times and the average value of the utility gap at each iteration was calculated. From Figure 2, it can be confirmed that the proposed method performs as well as or better than the comparison methods.

### 5.3. Hyperparameter Sensitivity

We evaluated the sensitivity of $\beta_j^{1/2}$ and $\beta_g^{1/2}$. We used the same setting as in §5.1 except for $\beta_j^{1/2}$ and $\beta_g^{1/2}$ and evaluated only the proposed method. We considered the 16 cases of $\beta_j^{1/2} = \beta_j^{1/2} \in \{0, 1, 2, 3\}$ and $\beta_g^{1/2} = \beta_g^{1/2} \in \{0, 1, 2, 3\}$. From Figure 3, it can be confirmed that utility gaps do not become zero when $\beta_j^{1/2}$ or $\beta_g^{1/2}$ is zero. On the other hand, when $\beta_j^{1/2}$ and $\beta_g^{1/2}$ are non-zero, the best performance is achieved when $\beta_j^{1/2} = 2$ and $\beta_g^{1/2} = 1$ in both settings. Thus, it can be confirmed that good performance can actually be achieved without the large $\beta_j^{1/2}$ and $\beta_g^{1/2}$ values for theoretical guarantees given in §4. Experimental results of the uncontrollable setting are described in Appendix.

### 6. Conclusion

In this paper, we proposed the BO method for efficiently finding the optimal solution to the DRCC problem for the simulator and uncontrollable settings. We showed that the proposed method can return an arbitrary accurate solution.
Figure 1. Average utility gap for each method in simulator and uncontrollable settings.

Figure 2. Average utility gap for SIR simulation experiments in the simulator setting.

Figure 3. Hyperparameter sensitivity for the proposed method in simulator and fixed settings.

with high probability in a finite number of trials. Furthermore, through numerical experiments, we confirmed that the performance of the proposed method is superior to other comparison methods.
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A. Proofs

A.1. Proof of Theorem 4.2

From the proof of Theorem 4.1 in (Inatsu et al., 2021), with a probability of at least $1 - 3\delta/4$ the following holds for any $x \in \mathcal{X}$ and $t \geq 1^2$:

$$G_t(x) \leq u_t^{(G_t)}(x; \eta), \quad G_t(x) \geq l_t^{(G_t)}(x; \eta) - \xi.$$ 

Here, if the stopping condition (S1) holds, then $u_t^{(G_t)}(x; \eta) \leq \alpha$ for any $x$. By combining this and $G_t(x) \leq u_t^{(G_t)}(x; \eta)$, we have $G_t(x) \leq \alpha$. This implies that the DRCC problem has no solution. On the other hand, if the stopping condition (S2) holds, $\hat{x}_t$ satisfies that

$$l_t^{(G_t)}(x; \eta) > \alpha - \xi.$$ 

By using this and $G_t(x) \geq l_t^{(G_t)}(x; \eta) - \xi$, we obtain $G_t(\hat{x}_t) \geq \alpha - 2\xi$. Here, if the optimal solution $x^*_t$ does not exist, from the definition it follows that $F_t(x^*_t) - F_t(\hat{x}_t) \leq 0 < \xi < 2\xi$. Therefore, $x^*_t$ is a $2\xi$-accurate solution. Next, we consider the case where the optimal solution $x^*_t$ exists. From Lemma 5.1 in (Srinivas et al., 2010), under the assumption on Theorem 4.2, with a probability of at least $1 - 3\delta/4$ the following inequality holds for any $(x, w) \in \mathcal{X} \times \Omega$ and $t \geq 1$:

$$f(x, w) \in Q_t^{(f)}(x, w).$$

Hence, it follows that $F_t(x) \in Q_t^{(F_t)}(x)$. Moreover, because $x^*_t$ satisfies $G_t(x^*_t) > \alpha$, then $G_t(x^*_t) \leq u_t^{(G_t)}(x^*_t; \eta)$ with a probability of at least $1 - 3\delta/4$. Thus, we get $x^*_t \in H_t \cup M_t$. Hence, the following holds:

$$F_t(x^*_t) \leq u_t^{(F_t)}(x^*_t) \leq \max_{x \in H_t \cup M_t} u_t^{(F_t)}(x).$$

Similarly, noting that $F_t(\hat{x}_t) \geq l_t^{(F_t)}(\hat{x}_t) = \max_{x \in H_t \cup M_t} l_t^{(F_t)}(x)$, from the stopping condition (S2) it follows that

$$2\xi > \xi > \max_{x \in H_t \cup M_t} u_t^{(F_t)}(x) - \max_{x \in H_t} l_t^{(F_t)}(x) \geq F_t(x^*_t) - F_t(\hat{x}_t).$$

Therefore, $\hat{x}_t$ is a $2\xi$-accurate solution.

A.2. Proof of Theorem 4.3

Let $T$ be the smallest positive integer satisfying (8). Also let $(x_1, w_1), \ldots, (x_{T-2}, w_{T-2})$ be points selected by the algorithm. Here, one of the following holds for $T^2$:

**Case 1** There exists a positive integer $t \leq T^2$ such that $L_t = \mathcal{X}$.

**Case 2** For any positive integer $t \leq T^2$, $L_t \neq \mathcal{X}$.

If Case 1 holds, then from the stopping condition (S1) the algorithm terminates. Next, we consider Case 2. Let

$$T_1 = \arg\min_{1 \leq t \leq T} \{\sigma_{t-1}^{(f)}(x_t, w_t) + \sigma_{t-1}^{(g)}(x_t, w_t)\}.$$ 

Then, the following inequality holds:

$$T\{\sigma_{T_1-1}^{(f)}(x_{T_1}, w_{T_1}) + \sigma_{T_1-1}^{(g)}(x_{T_1}, w_{T_1})\} \leq \sum_{t=1}^{T} \sigma_{t-1}^{(f)}(x_t, w_t) + \sum_{t=1}^{T} \sigma_{t-1}^{(g)}(x_t, w_t)$$

$$\leq C_{1_f} K_T^{(f)} + C_{1_g} K_T^{(g)},$$

where the last inequality can be derived from Lemma 5.3 and 5.4 in (Srinivas et al., 2010). Thus, it follows that

$$\sigma_{T_1-1}^{(f)}(x_{T_1}, w_{T_1}) + \sigma_{T_1-1}^{(g)}(x_{T_1}, w_{T_1}) \leq \frac{C_{1_f} K_T^{(f)} + C_{1_g} K_T^{(g)}}{T}.$$ 

---

2 They only consider the fixed candidate family $A$, but the same argument also holds in the case of $A_t \neq A_t'$. 

As with \( \sigma_{T-1}^{(g)}(x, w) \), let 
\[
\beta_{g,T} \sigma_{T-1}^{(g)}(x, w) \leq \frac{\beta_{g,T} (C_{1,f} \kappa_T^{(f)} + C_{1,g} \kappa_T^{(g)})}{T} \leq \frac{\beta_{g,T} (C_{1,f} \kappa_T^{(f)} + C_{1,g} \kappa_T^{(g)})}{T}.
\]

Hence, we have
\[
\beta_{g,T} \sigma_{T-1}^{(g)}(x, w) \lesssim \frac{\beta_{g,T} (C_{1,f} \kappa_T^{(f)} + C_{1,g} \kappa_T^{(g)})}{T} \lesssim \frac{\beta_{g,T} (C_{1,f} \kappa_T^{(f)} + C_{1,g} \kappa_T^{(g)})}{T}.
\]

Here, from the theorem’s assumption, it holds that
\[
\frac{\beta_{g,T} (C_{1,f} \kappa_T^{(f)} + C_{1,g} \kappa_T^{(g)})}{T} < \eta^2 / 4.
\]

Therefore, we have \( \beta_{g,T} \sigma_{T-1}^{(g)}(x, w) < \eta / 2 \). Furthermore, by combining this and Lemma A.3 in (Inatsu et al., 2021), we get \( u_t^{(G_{T-1})}(x_t; \eta) = l_t^{(G_{T-1})}(x_t; \eta) \). Using this and the definition of \( M_t \), it holds that \( x_t \in M_t \). Moreover, from Definition 3.1, it follows that \( x_{T_1} \in H_{T_1} \cup M_{T_1} \). Thus, we have \( x_{T_1} \in H_{T_1} \). Similarly, we consider \( (x_{T+1}, w_{T+1}), \ldots, (x_{2T}, w_{2T}) \). As with \( T_1 \), let
\[
T_2 = \arg\min_{T+1 \leq t \leq 2T} \{ \sigma_{t-1}^{(f)}(x_t, w_t) + \sigma_{t-1}^{(g)}(x_t, w_t) \}.
\]

Then, the following inequality holds:
\[
T \{ \sigma_{T-1}^{(f)}(x_T, w_T) + \sigma_{T-1}^{(g)}(x_T, w_T) \} \leq \sum_{t=T+1}^{2T} \sigma_{t-1}^{(f)}(x_t, w_t) + \sum_{t=T+1}^{2T} \sigma_{t-1}^{(g)}(x_t, w_t).
\]

Furthermore, let \( \sigma_0^{(f)}(x, w|_{m:n}, w_{m:n}) \) be a posterior variance of \( f(x, w) \) after adding \( (x_m, w_m), \ldots, (x_n, w_n) \). Then, it holds that
\[
\sum_{t=T+1}^{2T} \sigma_{t-1}^{(f)}(x_t, w_t) \leq \sigma_0^{(f)}(x_{T+1}, w_{T+1}) + \sum_{t=2}^{T} \sigma_0^{(f)}(x_{T+t}, w_{T+t}|x_{(T+1):(T+t-1)}, w_{(T+1):(T+t-1)}) \leq C_{1,f} \kappa_T^{(f)}.
\]

As with \( \sigma_{t-1}^{(f)}(x_t, w_t) \), the following holds for \( \sigma_{t-1}^{(g)}(x_t, w_t) \):
\[
\sum_{t=T+1}^{2T} \sigma_{t-1}^{(g)}(x_t, w_t) \leq C_{1,g} \kappa_T^{(g)}.
\]

Thus, the following inequality holds for \( T_2 \):
\[
T \{ \sigma_{T-1}^{(f)}(x_T, w_T) + \sigma_{T-1}^{(g)}(x_T, w_T) \} \leq C_{1,f} \kappa_T^{(f)} + C_{1,g} \kappa_T^{(g)}.
\]

Hence, from the same argument as before, we obtain \( x_{T_2} \in H_{T_2} \). By repeating this procedure up to \( T^2 \), we get the sequence \( x_{T_1}, x_{T_2}, \ldots, x_{T_T} \) satisfying \( x_{T_1} \in H_{T_1} \).

Next, from \( x_{T_1} \), it follows that \( a_{T_{1-1}}^{(G_{T-1})}(x_{T_1}) = 1 \) and \( a_{T_{1-1}}^{(F_{T-1})}(x_{T_1}) \leq u_{T_{1-1}}^{(F_{T-1})}(x_{T_1}) - l_{T_{1-1}}^{(F_{T-1})}(x_{T_1}) \). Therefore, it holds that
\[
a_{T_{1-1}}(x_{T_1}) \leq u_{T_{1-1}}^{(F_{T-1})}(x_{T_1}) - l_{T_{1-1}}^{(F_{T-1})}(x_{T_1}).
\]

Here, let \( \tilde{p}(w) \in \mathcal{A}_{T_1-1} \) be a probability function satisfying
\[
\int_{w \in \Omega} l_{T_{1-1}}^{(F_{T-1})}(x_{T_1}, w) \tilde{p}(w).
\]
Then, from the definition of \( u_{T_1-1}^{(F_{T_1-1})}(x_T) \), the following holds:

\[
u_{T_1-1}^{(F_{T_1-1})}(x_T) \leq \sum_{w \in \Omega} u_{T_1-1}^{(f)}(x_T, w) \tilde{p}(w).
\]

Thus, we get

\[
u_{T_1-1}^{(F_{T_1-1})}(x_T) - \nu_{T_1-1}^{(F_{T_1-1})}(x_T) \leq \sum_{w \in \Omega} 2\beta_{T_1-1}^{1/2} \sigma_{T_1-1}^{(f)}(x_T, w) \tilde{p}(w) \leq 2\beta_{T_1-1}^{1/2} \max_{w \in \Omega} \sigma_{T_1-1}^{(f)}(x_T, w).
\]

Hence, from Definition 3.2 it follows that

\[
a_{T_1-1}^2(x_T) \leq 4\beta_{T_1-1} \max_{w \in \Omega} \sigma_{T_1-1}^{(f)}(x_T, w)^2 \leq 4\beta_{T_1-1} \sigma_{T_1-1}^{(f)}(x_T, w) \leq 4\beta_{T_1-1} \sigma_{T_1-1}^{(f)}(x_T, w) + \sigma_{T_1-1}^{(g)}(x_T, w).
\]

Furthermore, let

\[
\hat{T} = \arg \min_{T \in \{T_1, \ldots, T_T\}} a_{T-1}^2(x_T).
\]

Then, the following inequality holds:

\[
T a_{\hat{T}-1}^2(x_{\hat{T}}) \leq 4\beta_{T-1} T^2 \sum_{i=1}^T \sigma_{T-1}^{(f)}(x_T, w) \leq 4\beta_{T-1} T^2 (C_1 f_{\hat{T}}(x_T)+C_1 g_{\hat{T}}(x_T)).
\]

This implies that

\[
a_{\hat{T}-1}^2(x_{\hat{T}}) \leq \frac{4\beta_{T-1} T^2 (C_1 f_{\hat{T}}(x_T)+C_1 g_{\hat{T}}(x_T))}{T}.
\]

On the other hand, for any \( x \in H_{T-1} \cup M_{T-1} \), from the definition of \( a_{T-1}^{(G_{T-1})}(x) \) it follows that \( a_{T-1}^{(G_{T-1})}(x) \geq \xi \). Hence, \( a_{T-1}(x) \) can be bounded as

\[
(u_{T-1}^{(F_{T-1})}(x) - \max_{x \in H_{T-1}} u_{T-1}^{(F_{T-1})}(x)) \xi = (u_{T-1}^{(F_{T-1})}(x) - c_{T-1}^{(b)\xi}) \xi \leq a_{T-1}(x).
\]

Therefore, by using the theorem’s assumption, we obtain

\[
(u_{T-1}^{(F_{T-1})}(x) - \max_{x \in H_{T-1}} u_{T-1}^{(F_{T-1})}(x))^2 \leq \frac{4\beta_{T-1} T^2 (C_1 f_{\hat{T}}(x_T)+C_1 g_{\hat{T}}(x_T))}{T} \xi^2 \leq \xi^2.
\]

Hence, \( x_{T-1} \in H_{T-1} \) and \( u_{T-1}^{(F_{T-1})}(x) - \max_{x \in H_{T-1}} u_{T-1}^{(F_{T-1})}(x) \leq \xi \) for any \( x \in H_{T-1} \cup M_{T-1} \). Thus, the stopping condition (S2) holds.

**A.3. Proof of Theorem 4.4**

The proof is almost the same as the proof of Theorem 4.3. Assume that there exists a positive integer \( t \leq T^2 \) such that \( L_t = x \). Then, the stopping condition (S1) holds.

Next, we consider the case where \( L_t \neq x \) for any \( t \leq T^2 \). For each \( i \in \{1, \ldots, T\} \), let

\[
T_i = \arg \min_{(i-1)T+1 \leq i \leq T \gamma} \{ E_{\nu} [\sigma_{T-1}^{(f)}(x_T, w)] + E_{\nu} [\sigma_{T-1}^{(g)}(x_T, w)] \}.
\]

Then, \( T_1 \) satisfies that

\[
T \{ E_{\nu} [\sigma_{T-1}^{(f)}(x_T, w)] + E_{\nu} [\sigma_{T-1}^{(g)}(x_T, w)] \} \leq \sum_{i=1}^T E_{\nu} [\sigma_{T-1}^{(f)}(x_i, w)] + \sum_{i=1}^T E_{\nu} [\sigma_{T-1}^{(g)}(x_i, w)].
\]
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Furthermore, from Lemma 3 in (Kirschner & Krause, 2018), the following uniform bound holds with a probability of at least $1 - \delta$:

$$
\sum_{t=1}^{T} \mathbb{E}_w[\sigma_{T-1}^{(f)}(x_t, w)] + \sum_{t=1}^{T} \mathbb{E}_w[\sigma_{T-1}^{(g)}(x_t, w)] \leq 2 \sum_{t=1}^{T} \sigma_{T-1}^{(f)}(x_t, w) + 2 \sum_{i=1}^{T} \sigma_{T-1}^{(g)}(x_t, w) + 16 \log(5/\delta).
$$

By combining these, we have

$$
\mathbb{E}_w[\sigma_{T-1}^{(f)}(x_{T}, w)] + \mathbb{E}_w[\sigma_{T-1}^{(g)}(x_{T}, w)] \leq \frac{2C_{1,f} \kappa_{T}^{(f)} + 2C_{1,g} \kappa_{T}^{(g)} + 16 \log(5/\delta)}{T}.
$$

In addition, noting that $p_{\min} > 0$, the following inequality holds for any $w \in \Omega$:

$$
\sigma_{T-1}^{(g)}(x_{T}, w) \leq \max_{w \in \Omega} (\sigma_{T-1}^{(f)}(x_{T}, w) + \sigma_{T-1}^{(g)}(x_{T}, w))
$$

Thus, we get

$$
\beta_{g,T} \sigma_{T-1}^{(g)}(x_{T}, w) \leq \beta_{g,T} (C_{2,f} \kappa_{T}^{(f)} + C_{2,g} \kappa_{T}^{(g)} + C_{3}).
$$

Moreover, from the theorem’s assumption, it follows that

$$
\frac{\beta_{g,T} (C_{2,f} \kappa_{T}^{(f)} + C_{2,g} \kappa_{T}^{(g)} + C_{3})}{T} < \eta^2 / 4.
$$

Thus, by using the same argument as the proof of Theorem 4.3, we obtain $x_{T_1} \in H_{T_1}$. By repeating this procedure up to $T^2$, we have the sequence $x_{T_1}, x_{T_2}, \ldots, x_{T_{T_1}}$ satisfying $x_{T_1} \in H_{T_1}$. From $x_{T_1} \in H_{T_1}$, it follows that $a_{T_1-1}^{(G_{T_1-1})}(x_{T_1}) = 1$ and $a_{T_1-1}^{(F_{T_1-1})}(x_{T_1}) \leq u_{T_1-1}^{(F_{T_1-1})}(x_{T_1}) - l_{T_1-1}^{(F_{T_1-1})}(x_{T_1})$. Therefore, from the definition of the proposed AF, $a_{T_1-1}^{(x_{T_1})}$ can be bounded as

$$
a_{T_1-1}^{(x_{T_1})} \leq u_{T_1-1}^{(F_{T_1-1})}(x_{T_1}) - l_{T_1-1}^{(F_{T_1-1})}(x_{T_1}) \leq 2 \beta_{f,T}^{1/2} \max_{w \in \Omega} \sigma_{T_1-1}^{(f)}(x_{T_1}, w).
$$

In addition, noting that $p_{\min} > 0$, we get

$$
a_{T_1-1}^{2}(x_{T_1}) \leq 4 \beta_{f,T} \left( \max_{w \in \Omega} \sigma_{T_1-1}^{(f)}(x_{T_1}, w) \right)^2 \leq 4 \beta_{f,T} \max_{w \in \Omega} \sigma_{T_1-1}^{(f)}(x_{T_1}, w)
$$

Let $\hat{T}$ be an positive integer satisfying

$$
\hat{T} = \arg\min_{T \in \{T_1, \ldots, T_T\}} a_{T-1}^2(x_T).
$$

Then, it follows that

$$
Ta_{T-1}^2(x_{\hat{T}}) \leq 4p_{\min}^{-1} \beta_{f,T}^2 \sum_{i=1}^{T} (\mathbb{E}_w[\sigma_{T_1-1}^{(f)}(x_{T_1}, w)] + \mathbb{E}_w[\sigma_{T_1-1}^{(g)}(x_{T_1}, w)]) \leq 4 \beta_{f,T}^2 (C_{2,f} \kappa_{T}^{(f)} + C_{2,g} \kappa_{T}^{(g)} + C_{3}).
$$

This implies that

$$
a_{T-1}^2(x_{\hat{T}}) \leq \frac{4 \beta_{f,T}^2 (C_{2,f} \kappa_{T}^{(f)} + C_{2,g} \kappa_{T}^{(g)} + C_{3})}{T}.
$$

Moreover, for any $x \in H_{\hat{T}-1} \cup M_{\hat{T}-1}$, from the definition of $a_{T-1}^{(G_{T-1})}(x)$ it holds that $a_{T-1}^{(G_{T-1})}(x) \geq \xi$. Hence, the following holds:

$$
(u_{T-1}^{(F_{T-1})}(x) - \max_{x \in H_{\hat{T}-1}} l_{T-1}^{(F_{T-1})}(x)) \xi = (u_{T-1}^{(F_{T-1})}(x) - c_{T-1}^{(\text{max})}) \xi \leq a_{T-1}(x).
$$
Thus, from the theorem’s assumption, it follows that
\[
(u^{(F_{T-1})}(x) - \max_{x \in H_{\tilde{T}-1}} l^{(F_{T-1})}(x))^2 \leq \frac{4\beta_{f,T_2}(C_2 f \kappa_T(f) + C_2 \alpha \kappa_T(g) + C_3)}{T} \xi^2 < \xi^2.
\]

Therefore, from \(x_{\tilde{T}-1} \in H_{\tilde{T}-1}\) and \(u^{(F_{T-1})}(x) - \max_{x \in H_{\tilde{T}-1}} l^{(F_{T-1})}(x) < \xi\) for any \(x \in H_{\tilde{T}-1} \cup M_{\tilde{T}-1}\), the stopping condition (S2) holds.

### A.4. Proof of Theorem 4.6

Let \(p^*_t(w)\) be an empirical distribution of \(w\). Then, from the Hoeffding’s inequality, the following holds for any \(w \in \Omega\):
\[
\mathbb{P}(|p^*_t(w) - p^1(w)| \geq \lambda) \leq 2 \exp(-2t\lambda^2).
\]

By letting
\[
\lambda = \sqrt{\frac{1}{2t} \log \left( \frac{|\Omega| \pi^2 t^2}{3\delta} \right)},
\]
with a probability of at least \(1 - \delta\), the following inequality holds for any \(t \leq 1\) and \(w \in \Omega\):
\[
|p^*_t(w) - p^1(w)| \leq \lambda.
\]

Moreover, from the theorem’s assumption, the distance between distributions can be expressed as
\[
d(p^*_t(w), p^1(w)) = \sum_{w \in \Omega} |p^*_t(w) - p^1(w)| \leq |\Omega| \lambda = \epsilon_t.
\]

Thus, it follows that \(p^1(w) \in \mathcal{A}_t\). Here, if the stopping condition (S1) is satisfied, from Theorem 4.2, with a probability of at least \(1 - \delta\) the inequality \(G_t(x) \leq \alpha'\) holds for any \(x \in X\). Therefore, we get
\[
\tilde{G}(x) = \{\tilde{G}(x) - G_t(x)\} + G_t(x) \leq |\tilde{G}(x) - G_t(x)| + \alpha'.
\]

Furthermore, let \(p_t(w)\) be a probability function satisfying
\[
G_t(x) = \sum_{w \in \Omega} \mathbb{I}[g(x, w) > h] p_t(w).
\]

Then, noting that \(p_t(w), p^1(w) \in \mathcal{A}_t\), \(|\tilde{G}(x) - G_t(x)|\) can be expressed as follows:
\[
|\tilde{G}(x) - G_t(x)| = \left| \sum_{w \in \Omega} \mathbb{I}[g(x, w) > h] (p^1(w) - p_t(w)) \right|
\leq \sum_{w \in \Omega} |p^1(w) - p_t(w)|
= \sum_{w \in \Omega} |p^1(w) - p^*_t(w) + p^*_t(w) - p_t(w)|
\leq \sum_{w \in \Omega} |p^1(w) - p^*_t(w)| + \sum_{w \in \Omega} |p^*_t(w) - p_t(w)|
= d(p^1(w), p^*_t(w)) + d(p^*_t(w), p_t(w)) \leq 2\epsilon_t \leq 2(1 + \beta_{f,1}^1/2)\epsilon_t < \xi.
\]

Hence, we have
\[
\tilde{G}(x) \leq |\tilde{G}(x) - G_t(x)| + \alpha' < \xi + \alpha' = \xi + (\alpha - \xi) = \alpha.
\]

Thus, it holds that \(\tilde{G}(x) < \alpha\) with a probability of at least \(1 - 2\delta\). This implies that the CC problem has no solution.

Next, if the stopping condition (S2) is satisfied, \(\tilde{x}_t\) satisfies the following inequality with a probability of at least \(1 - \delta\):
\[
G_t(\tilde{x}_t) \geq \alpha' - 2\xi = \alpha - 3\xi.
\]
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Noting that \( p^1(w) \in \mathcal{A}_i \), we obtain
\[
\tilde{G}(\hat{x}_t) \geq G_t(\hat{x}_t) \geq \alpha' - 2\xi = \alpha - 3\xi.
\]
Here, if the CC problem has no solution, then from the definition the following holds:
\[
\tilde{F}(\hat{x}) - \hat{F}(\hat{x}) \leq 0 < 3\xi.
\]
Hence, \( \hat{x}_t \) is a 3\( \xi \)-accurate solution for the CC problem. Similarly, if the optimal solution \( \tilde{x}^* \) to the CC problem exists, we get
\[
\tilde{F}(\tilde{x}^*) - \hat{F}(\tilde{x}^*) = \tilde{F}(\tilde{x}^*) - F_i(\tilde{x}^*) + F_i(\tilde{x}_t) - \hat{F}(\tilde{x}_t).
\] (10)
Because \( \tilde{x}^* \) is the optimal solution to the CC problem, we have \( \tilde{G}(\tilde{x}^*) > \alpha \). Hence, by using this we obtain
\[
G_t(\tilde{x}^*) = \tilde{G}(\tilde{x}^*) + \{G_t(\tilde{x}^*) - \tilde{G}(\tilde{x}^*)\}
> \alpha - |\tilde{G}(x) - G_t(x)| > \alpha - \xi = \alpha'.
\]
Therefore, from the definition of \( x_t^* \), it follows that
\[
F_i(\tilde{x}^*) \leq F_i(x_t^*). \tag{11}
\]
In addition, from \( p^1(w) \in \mathcal{A}_i \) and the definition of \( F_i(x) \) and \( \tilde{F}(x) \), the following inequality holds:
\[
F_i(\tilde{x}_t) - \hat{F}(\hat{x}_t) \leq 0. \tag{12}
\]
Moreover, let \( \tilde{p}_i(w) \in \mathcal{A}_i \) be a probability function satisfying
\[
F_i(\tilde{x}_t) = \sum_{w \in \Omega} f(\tilde{x}_t, w)\tilde{p}_i(w).
\]
Then, we get
\[
|\tilde{F}(\tilde{x}_t) - F_i(\tilde{x}_t)| \leq \sum_{w \in \Omega} |f(\tilde{x}_t, w)||p^1(w) - \tilde{p}_i(w)|.
\]
From Lemma 5.1 in (Srinivas et al., 2010), the following holds with a probability of at least \( 1 - \delta \):
\[
|f(\tilde{x}_t, w)| \leq \beta_{f,1}^{1/2}\sigma_0(\tilde{x}_t, w) \leq \beta^1_{f,1}.
\]
By using this, we have
\[
\tilde{F}(\tilde{x}_t) - F_i(\tilde{x}_t) \leq |\tilde{F}(\tilde{x}_t) - F_i(\tilde{x}_t)|
\leq \beta^{1/2}_{f,1}(d(p^1(w), p^*_i(w)) + d(p^*_i(w), \tilde{p}_i(w))) \leq 2\beta^{1/2}_{f,1}\epsilon_t \leq 2(1 + \beta^{1/2}_{f,1})\epsilon_t < \xi. \tag{13}
\]
By substituting (11),(12) and (13) into (10), we obtain
\[
\tilde{F}(\tilde{x}_t) - \hat{F}(\hat{x}_t) < \xi + F_i(x_t^*) - F_i(\tilde{x}_t).
\]
Finally, from Theorem 4.2, noting that the \( x_t^* \) is a 2\( \xi \)-accurate solution for the DRCC problem, we get
\[
F_i(x_t^*) - F_i(\tilde{x}_t) < 2\xi.
\]
Therefore, we get \( \tilde{F}(\tilde{x}_t) - \hat{F}(\hat{x}_t) < 3\xi. \)

B. Experimental Details

In this section, we give the details of the experiments conducted in Section 5.
Table 2. Experimental parameters for each setting in the synthetic function

| Simulator   | Parameter                        |
|-------------|----------------------------------|
| Fixed       | $\sigma_{f,\text{ker}}^2 = 1, L_f = 3, \sigma_{f,\text{noise}}^2 = 10^{-8}, \beta_{f,t}^{1/2} = 3, \sigma_{g,\text{ker}}^2 = 2500, L_g = 4, \sigma_{g,\text{noise}}^2 = 10^{-4}, \beta_{g,t}^{1/2} = 2, h = 5, \alpha = 0.53$ |
| Data-driven |                                  |

Table 3. Experimental parameters for each setting in the SIR model simulation

| Case   | Parameter                        |
|--------|----------------------------------|
| Case1  | $\sigma_{f,\text{ker}}^2 = 5000, L_f = 0.1, \sigma_{f,\text{noise}}^2 = 10^{-8}, \beta_{f,t}^{1/2} = 3, \sigma_{g,\text{ker}}^2 = 10^3, L_g = 0.01, \sigma_{g,\text{noise}}^2 = 10^{-4}, \beta_{g,t}^{1/2} = 2, h = 320, \alpha = 0.85$ |
| Case2  | $\sigma_{f,\text{ker}}^2 = 5000, L_f = 0.1, \sigma_{f,\text{noise}}^2 = 10^{-8}, \beta_{f,t}^{1/2} = 3, \sigma_{g,\text{ker}}^2 = 10^3, L_g = 0.01, \sigma_{g,\text{noise}}^2 = 10^{-4}, \beta_{g,t}^{1/2} = 2, h = 320, \alpha = 0.85$ |
| Case3  | $\sigma_{f,\text{ker}}^2 = 10^4, L_f = 0.1, \sigma_{f,\text{noise}}^2 = 10^{-3}, \beta_{f,t}^{1/2} = 2, \sigma_{g,\text{ker}}^2 = 10^3, L_g = 0.1, \sigma_{g,\text{noise}}^2 = 10^{-3}, \beta_{g,t}^{1/2} = 3, h = 100, \alpha = 0.69$ |
| Case4  | $\sigma_{f,\text{ker}}^2 = 10^4, L_f = 0.1, \sigma_{f,\text{noise}}^2 = 10^{-3}, \beta_{f,t}^{1/2} = 2, \sigma_{g,\text{ker}}^2 = 10^3, L_g = 0.1, \sigma_{g,\text{noise}}^2 = 10^{-3}, \beta_{g,t}^{1/2} = 3, h = 100, \alpha = 0.69$ |

Experimental Parameter The experimental parameters used in each experiment are given in Table 2 and 3.

True Distribution of Environmental Variables We give the details of the true distribution $p^\gamma(w)$ considered in the uncontrollable setting in the synthetic function experiment. Let $h(w; \mu, \sigma^2)$ be a probability density function of Normal distribution with mean $\mu$ and variance $\sigma^2$, and let $h(w) = 0.5h(w; -5, 10) + 0.5h(w; 5, 10)$. Then, $p^\gamma(w)$ is given by

$$p^\gamma(w) = \frac{h(w)}{\sum_{w \in \Omega} h(w)}.$$ 

DRPTR The DRPTR AF is based on the expected classification improvement for $G_i(x)$ after adding new data $(x^*, w^*, y^{(g)^*})$. Let $l_i^{\gamma(G)}(x; y|x^*, w^*, y^{(g)^*})$ be a lower of the credible interval of $G_i(x)$ at $x$ after adding $(x^*, w^*, y^{(g)^*})$. Then, the expected classification improvement is given by

$$\alpha_i(x^*, w^*) = \sum_{x \in M_i} \mathbb{E}_{y^{(g)^*}}[\mathbb{I}[l_i^{\gamma(G)}(x; y|x^*, w^*, y^{(g)^*}) > \alpha]].$$

(14)

In (Inatsu et al., 2021), they suggest combining (14) and RMILE AF proposed by (Zanette et al., 2018). The RMILE is based on the expected classification improvement for $g(x,w)$ after adding $(x^*, w^*, y^{(g)^*})$. Let $l_i^{\gamma(g)}(x,w|x^*, w^*, y^{(g)^*})$ be a lower of the credible interval of $g(x,w)$ at $(x,w)$ after adding $(x^*, w^*, y^{(g)^*})$. In our experiments, we used the following modified RMILE function:

$$\text{RMILE}_i(x^*, w^*) = \sum_{(x,w) \in M_i \times \Omega} \mathbb{E}_{y^{(g)^*}}[\mathbb{I}[l_i^{\gamma(g)}(x,w|x^*, w^*, y^{(g)^*}) > h]].$$

(15)

Then, the DRPTR AF is defined as

$$\text{DRPTR}_i(x^*, w^*) = \max\{\alpha_i(x^*, w^*), \gamma \text{RMILE}_i(x^*, w^*)\},$$

(16)

where $\gamma$ is a trade-off parameter. In all experiments, we set $\gamma = 0.1$. From GP properties, (15) can be calculated analytically (Zanette et al., 2018). In contrast, (14) can be represented in an exact form (see, (Inatsu et al., 2021)), but its computational cost is high. In Lemma 3.3 in (Inatsu et al., 2021), an arbitrary-accurate approximation method for calculating (14) is proposed. For all experiments, we used its lemma with approximation parameter $\zeta = 0.005(|\Omega| + 1)$. This implies that the calculation error between the true (14) and approximated one is at most $\zeta$.

CCBO The CCBO AF is based on the expected feasible improvement for the following CC problem:

$$\max_{x \in X} Z^{(F)}(x) \quad \text{s.t.} \quad Z^{(G)}(x) > \alpha,$$
Bayesian Optimization for Distributionally Robust Chance-constrained Problem

where $Z^{(F)}(x)$ and $Z^{(G)}(x)$ are given by

$$
Z^{(F)}(x) = \sum_{w \in \Omega} f(x, w)p^f(w), \quad Z^{(G)}(x) = \sum_{w \in \Omega} \mathbb{I}[g(x, w) > h]p^g(w).
$$

In our experiments, to define $Z^{(F)}(x)$ and $Z^{(G)}(x)$, we used the reference distribution instead of $p^f(w)$. Let $Z_t^{(F)}(x)$ and $Z_t^{(G)}(x)$ be posterior distributions of $Z^{(F)}(x)$ and $Z^{(G)}(x)$, respectively. Here, the calculation of posterior distribution is based on GP posteriors of $f$ and $g$. Then, the CCBO AF is given by

$$
CCBO_t(x) = \mathbb{E}[\max\{Z_t^{(F)}(x) - c_t^{(\text{feas})}, 0\}] \times \mathbb{P}(Z_t^{(G)}(x) > 0),
$$

where $c_t^{(\text{feas})}$ is given by

$$
c_t^{(\text{feas})} = \begin{cases} 
\max_{x \in S, \tilde{x}} \mathbb{E}[Z_t^{(F)}(x)], & \text{if } S_t \equiv \{x \in \Omega' | \mathbb{E}[Z_t^{(G)}(x)] > 0\} \neq \emptyset, \\
\mathbb{E}[Z_t^{(F)}(\tilde{x})], & \text{otherwise}
\end{cases}
$$

We select $x_{t+1}$ by maximizing $CCBO_t(x)$, that is,

$$
x_{t+1} = \arg\max_{x \in \Omega} CCBO_t(x).
$$

In CCBO, the selection of $w$ is based on the variance of $CCBO_t(x_{t+1})$ after adding $(x_{t+1}, w^*, y^{(g)*})$. Let $CCBO_t(x_{t+1}|x_{t+1}, w^*, y^{(g)*})$ be a value of $CCBO_t(x_{t+1})$ after adding $(x_{t+1}, w^*, y^{(g)*})$. Then, we consider the variance of $CCBO_t(x_{t+1}|x_{t+1}, w^*, y^{(g)*})$ with respect to $y^{(g)*}$:

$$
\text{Var}_{y^{(g)*}}[CCBO_t(x_{t+1}|x_{t+1}, w^*, y^{(g)*})] \equiv v_t(w^*).
$$

Using (18) we select $w_{t+1}$ as

$$
w_{t+1} = \arg\min_{w^* \in \Omega} v_t(w^*).
$$

Note that a part of the calculation of (17) and (18) requires a Monte Carlo approximation, we took 1000 samples and approximated them.

**Hyperparameter Sensitivity of Uncontrollable Setting** The experimental results of the hyperparameter sensitivity in the uncontrollable setting are given in Figure 4.

**SIR Model Simulation** The SIR model is often used in infectious disease modeling and is given as the following differential equation using the contact rate $\beta$ and isolation rate $\gamma$:

$$
\begin{cases}
\frac{dS}{dT} = -\beta IS, \\
\frac{dI}{dT} = \beta IS - \gamma I, \\
\frac{dR}{dT} = \gamma I,
\end{cases}
$$

where $N = S + I + R$, and $S$, $I$ and $R$ are the number of susceptible, infected and removed people, respectively. In our experiment, we considered simulations from time $T = 0$ to time $T = 15$, and initial $S_0$, $I_0$, and $R_0$ were set to 990, 10, and 0, respectively. By considering $dT \approx 0.005$ and discrete approximation of the differential equation, we calculated the number of $I_T$ for each $T \in \{0, 0.005, \ldots, 15\} \equiv T$. Using this we defined the maximum number of infected people $n_{\text{infected}}(\beta, \gamma)$ as

$$
n_{\text{infected}}(\beta, \gamma) = \max_{T \in T} I_T.
$$
Figure 4. Hyperparameter sensitivity for the proposed method in the uncontrollable setting.