Transfer deep learning approach for detecting coronavirus disease in X-ray images
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ABSTRACT

Currently, the whole world is fighting a very dangerous and infectious disease caused by the novel coronavirus, called COVID-19. The COVID-19 is rapidly spreading around the world due to its high infection rate. Therefore, early discovery of COVID-19 is crucial to better treat the infected person as well as to slow down the spread of this virus. However, the current solution for detecting COVID-19 cases including the PCR test, CT images, epidemiologically history, and clinical symptoms suffer from high false positive. To overcome this problem, we have developed a novel transfer deep learning approach for detecting COVID-19 based on x-ray images. Our approach helps medical staff in determining if a patient is normal, has COVID-19, or other pneumonia. Our approach relies on pre-trained models including Inception-V3, Xception, and MobileNet to perform two tasks: i) binary classification to determine if a person infected with COVID-19 or not and ii) a multi-task classification problem to distinguish normal, COVID-19, and pneumonia cases. Our experimental results on a large dataset show that the F1-score is 100% in the first task and 97.66 in the second task.
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1. INTRODUCTION

The whole world currently is fighting the recently discovered infectious disease known as COVID-19. The World Health Organization (WHO) [1] announced the COVID-19 outbreak as a global pandemic on February of 2020. COVID-19 causes a variety of infections related to the respiratory system with no vaccine against this virus so far. The first death caused by this virus reported on January 11 of 2020. As mentioned in [2], the infection rate of COVID-19 is 3.77, i.e., a sick person can infect about 4 other persons. Due to the fast spread of COVID-19, as of December 9 of 2020, more than 68.3 million people have been infected with COVID-19 and more than 1.5 million persons lost their lives due to this virus in 220 different countries and territories around the world. This virus caused all governments around the world to take severe actions to prevent the spreading of this virus including quarantine, partial and complete lock-down to various cities or even the whole country, moving the education to distance education, moving physical work places to virtual work environments whenever possible, and urging people to do social distancing or better stay at home.
Several ways have been followed to diagnose the COVID-19 cases. For example, COVID-19 testing kit, positive CT images, epidemiological history, and clinical symptoms (i.e., fever, cough, dyspnea, and pneumonia) \[3, 4\]. However, relying on the clinical symptoms cannot be generalized since an infected person can carry the virus for few days before the symptoms appear. Moreover, different persons respond differently to the virus based on their health condition and their immune system. However, several factors affected the accuracy of the results obtained from the testing kits such as the quality and the availability of the testing kits as well as the need for retaking the test several times, in some cases, to make sure that the person is tested negative against COVID-19. Therefore, carefully analyzing x-ray images and CT scans give medical staff better understanding of the health status of the patient including if he is being infected by COVID-19, suffer from other pneumonia, or normal \[5\]. Moreover, carefully analyzing x-rays and CT scans allow medical staff to understand the infected area and the severity of the disease. Unfortunately, determining COVID-19 from other types of pneumonia or even normal using x-ray images is not a trivial process and error-prone for many radiologists and medical staff. To that end, this research tries to help medical staff in accurately detecting COVID-19 in x-ray images using deep neural networks techniques.

In response to this global pandemic, many researchers developed several diagnosing systems depending on deep learning and machine learning techniques. Deep learning techniques are perfect candidate for medical imaging dataset since they can extract important features from the medical images including shape and spatial relation features. In particular, convolutional neural networks (CNNs) provide the best performance regarding feature extraction as well as their ability to improve learning from lowlight images extracted from videos \[6\]. Furthermore, CNN approaches have been successfully utilized to recognize several diseases, for instance, classifying polyps during colonoscopic videos as well as using x-ray images for diagnosis of pediatric pneumonia \[7, 8\]. Several features are accredited to identify the viral pathogens based on scans patterns (i.e. CT or x-ray) \[9\]. The characteristic that distinguishes COVID-19 from others are the bilateral distribution of patchy shadows and ground-glass opacity in the early stages. Moreover, multiple ground glass and infiltrates in lungs will appear in late stages \[3\]. CNN approaches may help to identify the unique features of COVID-19 pneumonia regarding the difficulty of visual recognition. In this research, we proposed a diagnostic system using deep learning technique based on convolutional neural networks (CNNs) to detect COVID-19 cases. The main contribution of this research can be summarized as:

- Novel transfer learning models; to develop our COVID-19 prediction system, we have developed a novel transfer deep learning approach. Our transfer learning relies on 3 state-of-the-art CNN models that have been pre-trained on ImageNet dataset followed by global average pooling to extract discriminative features, then batch normalization and dropout to prevent the overfitting.
- Dataset; we have collected a dataset consisting of 7,800 x-ray images from different sources. These images contains x-ray for patients with COVID-19, normal, and patients with other pneumonia. To enlarge our dataset, we have applied various data augmentation techniques and generated 499,200 labeled x-ray images. We make this dataset available to other researchers and practitioners on demand.
- Comprehensive study; we provide a comprehensive study about the available datasets for COVID-19 research as well as the related work effort in detecting COVID-19 using machine learning techniques.

To develop and evaluate our approach, we have used 7,800 X-ray images and focused on two main tasks. The first task is to develop a binary classifier that can distinguish between COVID-19 or non COVID x-ray image. The second task is to build a multi-class classifier that can determine if an x-ray image contains COVID-19, other pneumonia, or normal image. Our transfer deep learning model utilized 3 stat-of-the-art models, Inception-V3, Xception, and MobileNet. Using out dataset after data augmentation, our approach achieved 100% accuracy and 100% F-score on the first task. Regarding the second task, our best model achieved accuracy of 97.37% and an F-score of 97.66%.

The rest of this paper is organized as follows; section 2 discuss the related research effort to our research and provide a detailed discussion about the available datasets of COVID-19. Section 3 describes our method in mode details and section 4 shows the experimental results of our approach. Section 5 discusses the results. Finally, our paper concludes with avenue of future directions in section 6.

2. RELATED WORK

Due to the global pandemic caused by the novel coronavirus, COVID-19, many researchers in all fields worked very hard to study and investigate this virus and its effect of the humanity. In the machine learning filed, some researchers tried to collect datasets, textual and images, to make them available to others. While others tried to develop new techniques to detect the COVID-19 accurately. This section (1) discusses the related research efforts in the machine learning field, section 2.1 as well as (2) discussing the available COVID-19 datasets in section 2.2.
2.1. Machine learning based techniques

Although the work on the medical images is related to our work [10]-[12], due to the space limitation, in this section we will discuss the related research efforts in detecting COVID-19 using machine learning techniques. Yan et al. [13] introduced an XGBoost classifier to predict the prognostic state’s severe of COVID-19 infection using clinical data in Wuhan, China. In addition, Pal et al. [14] introduced an LSTM model to predict the long duration outbreak caused by COVID-19 and how the risk affects the countries so they can take preventive steps earlier. On the other hand, Matteo et al. [15] collected large dataset obtained from the social media platforms (e.g., Twitter, YouTube, Facebook) related to the COVID-19 and analyzed them. Wang et al. [16] introduced a diagnostic evaluation using a transfer learning based on deep learning approach (Inception network) using CT images to detect the COVID-19. Similarly, Sethy et al. [17] proposed several deep neural networks based on SVM using deep features to detect COVID-19 in x-ray images. Shan et al. [18] introduced an automatic segmentation based on deep learning to specify the infection regions of the COVID-19 based on their shapes, volumes, and percentage of infection (POI) relying on chest CT scans.

Maghdid et al. [19] presented the idea of proposing AI tools for COVID-19 diagnosis as well as performing deep learning system using CT and x-ray images. Similarly, Xu et al. [20] studied the possibility of proposing deep learning approaches to be used as a diagnostic system to predict COVID-19 or other pneumonia using CT scans. Gozes et al. [21] proposed automated CT image analysis tool aims to detect and track if the patient infected of COVID-19 disease or not. Li et al. [22] proposed deep learning approach called COVNet (COVID-19 detection neural network) that is be able to obtain visual features from the volumetric CT scans and distinguish between COVID-19 and other pneumonia. Bukhari et al. [23] proposed transfer learning using pre-trained ImageNet aims to avoid lack of dataset issue to detect one of the three classes COVID-19, pneumonia, or normal. Similarly, Apostolopoulos et al. [24] proposed transfer learning adaptation that performs CNN from scratch called MobileNet to detect types of pneumonia. Narin et al. [25] proposed 3 deep CNN models to classify a balanced dataset of x-ray images to COVID-19 or nonCOVID. Jaiswal et al. [26] proposed deep learning model to identifying pneumonia types. Arora et al. [27] presented an analysis study using deep learning regarding COVID-19. Farooq and Hafeez [28] introduced an enhancement of the previous models to detect pneumonia cases using fine-tuning ResNet50. However, Alqudah et al. [29] proposed hybrid approach based on CNN models to detect COVID-19 in earlier stages. Alom et al. [30] introduced end-to-end system to detect COVID-19 and select the infected area. Similarly, Hammondidi et al. [31] proposed an automatic CNN approach that aims to detect the estimation of infection rate using x-ray images. Rahmatizadeh et al. [32] proposed an AI-based decision-making system aims to help and manage the COVID-19 ICU patients. Moreover, Shi et al. [33] and Nguyen [34] introduced comprehensive reviews of deep learning approaches that used to detect and specify the infected area as well as how the AI can help to reduce the COVID-19 infection, spread, and detection.

All of the aforementioned research efforts supports that deep learning is a useful tool for detecting COVID-19 from various sources in order to help medical staff in diagnosing patients as well as reducing the spread of this virus. Our research is similar to these research effort but significantly different. We have leveraged transfer learning technique to make our approach faster and requires less computational specifications. We have collected x-ray images systematically from different data sources and applied various sophisticated data augmentation techniques to increase the performance of our approach.

2.2. COVID-19 available datasets

This section lists the main COVID-19 datasets to help other researchers and practitioners. Many datasets present textual information about the COVID-19 obtained from the Twitter platform including [35], with over 11OM tweets [36], with over 40M tweets [37], with over 150M tweets [38], and with over 75M tweets [39]. Moreover, provide dataset and kernels to analyze COVID-19 related tweets [40]-[42].

For real time research, this humanitarian data exchange [43] broadcasts a live map for the COVID-19. Interactive visualizations presented by Nextrain [44]. Moreover, Kaggle [45] provided chest x-ray images used for Pneumonia detection with 5,863 images. Similarly, Cohen et al. [46] presented chest x-ray and CT images to detect COVID-19, MERS, SARS, and ARDS. Yang et al. [47] built a CT images dataset to detect COVID-19. MedSeq [48] provided a COVID-19 CT segmentation dataset. Radiopaedia [49] aims to create the best radiology reference for the world for COVID-19 positive cases. Several resources are rich with information about the COVID-19 and it is updated frequently such as [50] and [51]. Finally, this website [52] provides a COVID-19 epidemiological dataset.

3. RESEARCH METHOD

3.1. Dataset preparation

To collect x-ray images for patients with positive COVID-19, we have collected x-rays images from the datasets mentioned in section 2.2. We also collected x-ray images for patients with COVID-19 diagnosed...
clinically, using symptoms such as cough, sputum, fever, dyspnea, or pleuritic chest pain, from [53]-[57]. Regarding the non COVID-19 images, we obtained x-rays images from Kaggle competitions that contain x-ray images for normal and pneumonia chest images. The ages of the patients in our dataset are between 25 and 85. Some images represent the x-ray for the same patient taken on different dates.

Figure 1 depicts examples of the x-ray images for patients with COVID-19, the images in the above row, and normal patients, the images in the below row, in our dataset. Similarly, Figure 2 shows examples of the images in our dataset used for the second task, the multi-class classification task. The figure shows x-ray images for normal patients (the lower row), patients with COVID-19 (the middle row), and patients with other types of pneumonia (the upper row). Table 1 summarizes our dataset including the number of x-ray images for training and testing.
Important for building stable and generalizable deep neural network models necessitates input classification. The model introduced by Szegedy employs a dense layer with 128 neurons, then a dropout layer with a dropout rate of 0.5. Finally, the prediction layer consists of a dense layer of 3 to classify the 19 binary images using our approach.

Table 1. Summary of the dataset used for training and evaluating our transfer deep learning model

|     | COVID-19 | Non COVID-19 | Pneumonia | Total |
|-----|----------|--------------|-----------|-------|
| Train | 865      | 1,957        | 3,418     | 6,240 |
| Test  | 216      | 489          | 855       | 1,560 |
| Total | 1,081    | 2,446        | 4,273     | 7,800 |

3.2. Data augmentation

The data augmentation process increases the number and the diversity of the dataset and hence reduces the overfitting and the memorization problems of machine learning models. Moreover, since deep learning models require large dataset, this technique is crucial for building stable and generalizable deep learning models. To that end, we have applied various data augmentation techniques, as presented in Table 2, to enlarge our dataset. The total number of images after the data augmentation is 499,200 labeled images.

Table 2. Advanced augmentation types that have used and their parameters

| Augmentation Type | Description and Parameters |
|-------------------|-----------------------------|
| Flip              | Horizontally and vertically flipping the image. |
| Scale             | Re-scale the images outward or inward. |
| Rotation          | Rotate each image by (-10, 10) degrees |
| Shearing or Shear Mapping | Displaced each pixel in the vertical direction by -16 proportional to +16 degrees. |
| Elastic and Perspective Transformation | Elastic: use the random strengths to move pixels locally around. Perspective: creates a different image captured from different camera viewpoints alpha=(0.5, 3.5), sigma=0.25 |
| Ordering          | Utilizes the nearest neighbor or bilinear interpolation (fast). [0, 1], use nearest neighbor or bilinear interpolation (fast) |
| Gaussian Blur     | Produces a blurry image, the edges become sharper using high contrast filter. Blur images with a sigma between (0, 3.0) |
| Average Blur      | Computing a simple median over neighborhoods. Blur image using local means with kernel sizes between (3, 5) |
| Median Blur       | Gets rid of the small noise in the images which caused by computing the median values over neighborhoods. |
| Sharpening        | Produces images in focus that encapsulates the important details about objects. alpha=(0, 1.0), lightness=(0.9, 1.1) |
| Emboss            | Overlays the image with the original images by tuning alpha between 0.0 and 1.0. alpha=(0, 1.0), strength=0.2 |
| Additive Gaussian Noise | It mitigates overfitting and a dishonest procedure for real valued inputs by adding noise sampled to the images. loc=0, scale=(0.0, 0.01*255), per channel=0.5 |

3.3. Transfer learning approach

This section describes our transfer deep learning approach of detecting COVID-19 images using our transfer learning model for the sake of helping medical staff accurately and confidently diagnosis COVID-19 in medical images and hence better treating the patients as early as possible. Transfer learning technique has improved the performance of image classification and computer vision research as noted in Litjens et al. [58] work. The main idea of transfer learning is to re-use a previously trained model on similar domain instead of re-training a new model from scratch. Hence boosting the performance (in terms of time and accuracy) of the transfer learning model. Moreover, transfer learning allows us to use a previously trained model that might be trained on a high specifications computing device that we might not have or above our budget. For example, the ImageNet dataset, introduced by Russakovsky et al. [59], contains thousands of images. Many neural network models have been trained on the ImageNet dataset including VGG, Inception, Xception, and ResNet.

To address our problem, we have developed a CNN approach based on transfer learning to solve the two image classification tasks of our COVID-19 detection problem. In our approach, we have utilized two state-of-the-art CNN models: the Inception model introduced by Szegedy et al. [60] and the Xception model proposed by Chollet [61]. Figure 3 depicts the architecture of our approach which starts by leveraging various data augmentation techniques (recall section 3.2.) then the resulted images fed to the pre-trained model. After that, a global average pooling 2D is performed to extract the discriminative features from the images to use them in the next layers. Next, the batch normalization layer is performed to standardize the inputs for each mini batch and to stabilize the learning process. The flatten layer is applied to convert the input data to a 1D array and fed it to the dense layer with 128 neurons, then to the dropout layer with a dropout rate of 0.5. Finally, the prediction layer consists of dense of 1 for the COVID-19 binary image classification task and dense of 3 for the second multi-task classification task with a softmax activation function for input classification.
4. EXPERIMENTAL EVALUATION

4.1. Performance metrics

Several standard measures have been used to evaluate the performance of our models.

\[
\text{Accuracy} = \frac{TP+TN}{TP+FP+TN+FN} \quad (1)
\]

\[
F_1\text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (2)
\]

Where Precision: represents the number of cases that the model predicted correctly out of the overall predicted cases. The precision measure can be computed using (3):

\[
\text{Precision} = \frac{TP}{TP+FP} \quad (3)
\]

Recall: represents the number of cases that the model predicted correctly out of the overall cases in the dataset. The recall measure can be computed using (4):

\[
\text{Recall} = \frac{TP}{TP+FN} \quad (4)
\]

- True Positives (TP): can be defined as the cases in which the predicted case diagnosed as COVID-19 and the actual diagnose is COVID-19.
- True Negatives (TN): can be defined as the cases in which the predicted case diagnosed as non-COVID-19 and the actual case diagnosed as nonCOVID.
- False Positives (FP): can be defined as the cases in which the predicted case diagnosed as COVID-19 whereas the actual case diagnosed as nonCOVID.
- False Negatives (FN): can be defined as the cases in which the predicted case diagnosed as non-COVID-19 where as the actual case diagnosed as COVID-19.

4.2. Experimental results

In order to evaluate the developed transfer learning approach, we collected COVID-19 dataset from different resources that aims to solve both problems. Several simple and advanced augmentation techniques are used to increase the number of the training dataset (recall section 3.2.). Table 3 summarizes the
evaluation results of our transfer deep learning approach using 3 different pretrained models, the Inception-V3, the Xception, and the MobileNet models. Regarding the first task, the binary classification task, Table 3 shows that our model with 3 different pre-trained models achieved the perfect score in the accuracy as well as in the F1-Score, i.e., 100%. On the other hand, regarding the multi classification task, Table 3 shows that our model achieved the best results using the Xception pre-trained model with 97.37% accuracy and 97.66% F1-Score. These high accurate results of our models make us confident that our developed models can be used by medical staff to help them in diagnosing COVID-19 cases accurately and efficiently.

Table 3. Evaluation results of our proposed approach using 3 different pre-trained models using x-ray images dataset for both tasks, the binary and the multi-class classifications

| Model     | Binary Classification | Multi-Class Classification |
|-----------|-----------------------|-----------------------------|
|           | Accuracy | F1-Score | Accuracy | F1-Score          |
| Inception-V3 | 100%     | 100%     | 97.12%   | 97.47%            |
| Xception   | 100%     | 100%     | 97.37%   | 97.66%            |
| MobileNet  | 100%     | 100%     | 96.06%   | 96.47%            |

5. DISCUSSION

Several techniques were applied to avoid the problem of overfitting in the model training as follows: i) data augmentation was applied to the dataset and the resulted data were used to train the model; ii) the callback function of Keras “EarlyStopping” [62] is used to stop the model training when the computed validation loss value is not improving during training epochs; and iii) regulation techniques such as Batch Normalization [63] and Dropout [64] were used to reduce the model overfitting and enhance the model learning capabilities.

As depicted in Figure 4, the model was trained without overfitting. Because of the techniques used to reduce overfitting, both loss values of train loss and the validation loss declined together during model training without having large gaps between their computed values over training epochs. In order to validate the proposed model achieved results, an ablation analysis was conducted on the results of the best performing model (Xception+data augmentation+Transfer Learning). As presented in Table 4, training the model without augmented learning decreased the results for binary classification in Task1 with 4.92% for the F1-score, and for the multi-class classification in Task2 with 4.78%. Ablating the transfer learning and training the Xception model alone on the augmented dataset has a higher influence on the results with a decrease of 6.13% for binary classification in Task1 and a decrease of 9.21% for the multi-class classification in Task2. It also can be noticed that the ablation of both data augmentation and transfer learning has the highest decrease on the tasks results with 11.12% for binary classification in Task1 and a decrease of 16.54% for the multi-class classification in Task2. Ablation results show the influence of the data augmentation techniques used on enhancing the results as well as the strength of the transfer learning model we applied to achieve the tasks requirements.

Figure 4. Loss values for the training and validation during each training epoch for the best achieving model
Table 4. Results for the ablation analysis for the Xception + transfer learning model

| Ablated Features | Binary Classification |  | Multi-Class Classification |  |
|------------------|-----------------------|---|-----------------------------|---|
|                  | F1-Score | Difference | F1-Score | Difference |
| without data augmentation | 95.08% | 4.92% | 92.88% | 4.78% |
| without transfer learning | 93.87% | 6.13% | 88.45% | 9.21% |
| without transfer learning + data augmentation | 88.88% | 11.12% | 81.12% | 16.34% |
| Xception + data augmentation + Transfer Learning | 100% | - | 97.66% | - |

6. CONCLUSION

In this research, we have developed a transfer deep learning approach to detect if a patient has a COVID-19 or not using x-rays images. We have leveraged state-of-the-art CNN models (Inception-V3, the Xception, and the MobileNet) as pre-trained models. All of these models have been trained on the ImageNet dataset and they achieved promising results. Our transfer learning approach enhances the performance of our models and increases their accuracy and efficiency. In this research, we focused on two tasks, the first task is a binary classification task in which the model needs to detect if a given x-ray image shows that the patient has COVID-19 or not. In the second task, the model has been trained to distinguish between COVID-19, normal, or pneumonia x-rays. Our experimental evaluations show that our models achieved high accuracy in both tasks, 100% in the first task and 97.66% on the second task. These high accuracy proofs that our models can be used by medical staff to diagnose patients with COVID-19 using their x-ray images. In the future, we will develop a transfer deep learning models to predict the stage and the severity of the COVID-19 from x-ray images.
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