Explicitly antisymmetrized neural network layers for variational Monte Carlo simulation
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The combination of neural networks and quantum Monte Carlo methods has arisen as a promising path forward for highly accurate electronic structure calculations. Previous proposals have combined equivariant neural network layers with a final antisymmetric layer in order to satisfy the antisymmetry requirements of the electronic wavefunction. However, to date it is unclear if one can represent antisymmetric functions of physical interest, and it is difficult to precisely measure the expressiveness of the antisymmetric layer. This work attempts to address this problem by introducing explicitly antisymmetrized universal neural network layers. This approach has a computational cost which increases factorially with respect to the system size, but we are nonetheless able to apply it to small systems to better understand how the structure of the antisymmetric layer affects its performance. We first introduce a generic antisymmetric (GA) neural network layer, which we use to replace the entire antisymmetric layer of the highly accurate ansatz known as the FermiNet. We then consider a factorized antisymmetric (FA) layer which more directly generalizes the FermiNet by replacing the products of determinants with products of antisymmetrized neural networks. We find, interestingly, that the resulting FermiNet-FA architecture does not outperform the FermiNet. This strongly suggests that the sum of products of antisymmetries is a key limiting aspect of the FermiNet architecture. To explore this further, we investigate a slight modification of the FermiNet, called the full determinant mode, which replaces each product of determinants with a single combined determinant. We find that the full single-determinant FermiNet closes a large part of the gap between the standard single-determinant FermiNet and FermiNet-GA on small atomic and molecular problems. Surprisingly, on the nitrogen molecule at a dissociating bond length of 4.0 Bohr, the full single-determinant FermiNet can significantly outperform the largest standard FermiNet calculation with 64 determinants, yielding an energy within 0.4 kcal/mol of the best available computational benchmark.

I. INTRODUCTION

A fundamental challenge in modeling the behavior of electrons in the many-body Schrödinger equation is that the electronic wavefunction must be antisymmetric with respect to particle exchange. When the number of electrons grows, effective parametrization of the space of such wavefunctions becomes difficult. Deep learning techniques have recently impacted \textit{ab initio} quantum chemistry by providing a new approach to the problem of tractable parameterization of high-dimensional function spaces in quantum many-body problems. Over the past few years, a growing number of works \cite{11} have demonstrated the use of neural networks in wavefunction approximation, with an increasing amount of importance placed on building symmetry constraints into models. In particular, several works \cite{5, 6, 8, 9, 11} have recently applied neural networks to model antisymmetric wavefunctions.
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The simplest ansatz for representing antisymmetric electronic wavefunctions is known as a Slater determinant, which is an antisymmetrized product of single particle orbitals. The optimization of this ansatz is the core of the Hartree-Fock (HF) method [12]. Conventionally, the representation power of the Slater determinant has been improved by including multiplicative Jastrow factors and transforming the particle coordinates via a so-called backflow transformation [13, 14], resulting in the Slater–Jastrow–backflow ansatz. While the Hartree Fock problem can be solved efficiently for a wide range of systems of interest using matrix diagonalization methods, the Slater–Jastrow and the Slater–Jastrow–backflow ansatzes are significantly more complicated and can in practice only be optimized using the quantum Monte Carlo (QMC) method known as variational Monte Carlo (VMC) [15–18]. According to the variational principle, the energy obtained by any admissible wavefunction ansatz is lower bounded by the exact ground state energy. For strongly correlated quantum systems, and even weakly correlated quantum systems when high accuracy is required, a linear combination of either a large number of Slater determinants (called the configuration interaction method (CI)) or a number of Slater–Jastrow–backflow ansatzes is needed to yield a sufficiently low, and therefore accurate, energy estimate.

Recently, these considerations have led to an active interest in leveraging neural networks to improve the construction of the backflow [5, 8, 9], the antisymmetry [6, 9], and the Jastrow factor [8] of these ansatzes. PauliNet [8] uses relatively small permutation equivariant neural networks for the backflow and invariant neural networks for the Jastrow factor. The backflow transformation in PauliNet is applied multiplicatively to the Hartree-Fock orbitals before the determinant layer is applied. The FermiNet work [9, 19], revealed around the same time as PauliNet, uses a more sophisticated equivariant backflow transformation with many more parameters. Another interesting and surprising feature of the FermiNet is that it eschews the Jastrow factor entirely. For a given system, the FermiNet often achieves lower energies than PauliNet [19].

While there has been some progress [20–24] in analyzing the expressiveness of the permutation equivariant mappings used in the backflow construction [25], the understanding of the effectiveness of the antisymmetric neural network layers remains limited [20, 23, 26]. Interestingly, Refs. [5, 9, 23] propose that a single FermiNet determinant could in theory achieve a universal representation of antisymmetric functions. However, these constructions are based on either a sorting process [5, 9] or an equivariant mapping that essentially encodes the entire wavefunction [23]. Both constructions yield discontinuous feature mappings when the ambient space dimension is larger than 1 or the number of particles is greater than 2, as opposed to the continuous neural network layers used in all works in the literature so far. Furthermore, in practice, the success of both PauliNet and FermiNet depends crucially on the quality of the permutation equivariant backflow. Therefore when the VMC energy is higher than the exact ground state energy, it is difficult to pin down the source of the error.

To address this issue, we consider wavefunction ansatzes which replace parts of the antisymmetric layer of FermiNet with explicitly antisymmetrized universal neural networks. The obvious drawback of this approach is that its computational cost increases factorially with respect to the number of electrons, and it can therefore only be applied to very small atoms and molecules. However, the use of explicit antisymmetrization can still allow us to better understand how the structure of the antisymmetric layer affects the overall performance.

We first consider a generic antisymmetric (GA) layer, which replaces the entire sum of products of determinants structure in FermiNet with an explicitly antisymmetrized feed forward neural network. When combined with the FermiNet backflow, the resulting FermiNet-GA architecture can achieve a universal representation of antisymmetric functions by construction. We also find that the FermiNet-GA structure is empirically a highly expressive ansatz. For all systems studied, the error of the correlation energy is less than 1%, and is well below chemical accuracy (1 kcal/mol
≈ 1.6 × 10⁻³ a.u.). On the other hand, at least from a practical perspective, we find that the so-called single-determinant FermiNet, which is in fact computed as a product of two determinants, is not expressive enough to represent electronic wavefunctions of interest.

To investigate further, we replace the product of determinants in the single-determinant FermiNet with a product of explicitly antisymmetrized feed forward neural networks, yielding the factorized antisymmetric neural network layer of rank 1 (FA-1). We find that FA-1 is not able to outperform single-determinant FermiNet, which suggests that the ineffectiveness of the single-determinant FermiNet is closely related to its product structure. To explore this further, we define a factorized antisymmetric neural network layer of rank \( K \) (FA-\( K \)), which generalizes the structure of \( K \)-determinant FermiNet. We find that FermiNet-FA-\( K \) does not outperform \( K \)-determinant FermiNet, which indicates that the sum-of-products structure is a key limiting feature of both architectures.

These results suggest that removing this sum-of-products structure may be a promising avenue towards developing an efficient antisymmetric layer that is more expressive than the original FermiNet architecture. We thus study a variant of the FermiNet called full determinant mode which replaces the products of determinants used in the FermiNet with single combined determinants. Our numerical results show that full single-determinant FermiNet can close a large part of the gap between standard single-determinant FermiNet and the true ground state energy on small atomic and molecular problems. We further evaluate the performance of full single-determinant FermiNet on the nitrogen molecule at a dissociating bond length of 4.0 Bohr, a challenging strongly correlated system where the standard FermiNet architecture is not able to yield accurate results even with 64 determinants. To our great surprise, we find that the full single-determinant FermiNet can outperform the standard 64-determinant FermiNet on this system, and the error of the energy can be as small as 0.4 kcal/mol compared to the best available computational benchmark.

II. PRELIMINARIES

A. Many-body electron problem

We consider isolated quantum chemical systems in \( \mathbb{R}^3 \) and use atomic units (a.u.) throughout the paper. Let \( \{r_i\}_{i=1}^N \) represent electron positions, \( \{R^{(a)}_i\}_{i=1}^M \) nuclei positions, and \( Z_I \) the \( I \)th nuclear charge. Under the Born-Oppenheimer approximation, the many body Hamiltonian with \( M \) nuclei and \( N \) electrons is

\[
H = \hat{T} + \hat{V}_{ei} + \hat{V}_{ee} + E_{II},
\]

where the Hamiltonian is partitioned into the kinetic, electron-ion potential, electron-electron, and ion-ion interaction, respectively:

\[
\hat{T} = \sum_{i=1}^N -\frac{1}{2} \Delta r_i, \quad \hat{V}_{ei} = -\sum_{i=1}^N \sum_{I=1}^M \frac{Z_I}{|r_i - R^{(a)}_I|}, \quad \hat{V}_{ee} = \sum_{i<j}^N \frac{1}{|r_i - r_j|}, \quad E_{II} = \sum_{I<J}^M \frac{Z_I Z_J}{|R^{(a)}_I - R^{(a)}_J|}.
\]


For a given atomic configuration \( \{ \mathbf{R}_i^{(a)} \} \), the ion-ion interaction simply adds a constant shift to the Hamiltonian.

Let \( \mathbf{X} = (\mathbf{x}_1, \ldots, \mathbf{x}_N) \) be the collection of spatial and spin indices of \( N \) electrons, where \( \mathbf{x}_i = (\mathbf{r}_i, \sigma_i) \), and assume the \( N \) electrons can be partitioned into \( N_u \) spin-up electrons and \( N_d \) spin-down electrons. We denote by \( \mathbf{R} = (\mathbf{r}_1, \ldots, \mathbf{r}_N) \) the collection of spatial coordinates of the electrons. We also denote by \( \mathbf{R}^{(a)} = (\mathbf{R}_1^{(a)}, \ldots, \mathbf{R}_M^{(a)}) \) the collection of atomic positions. Then the electron many-body wavefunction \( \Psi(\mathbf{X}) \equiv \Psi(\mathbf{x}_1, \ldots, \mathbf{x}_N) \) is required to be antisymmetric with respect to the natural action of the symmetric group \( S_N \) on the electron configuration \( \mathbf{X} \) (i.e., the permutation of the particle indices):

\[
\Psi(\pi(\mathbf{X})) \equiv \Psi(\mathbf{x}_{\pi(1)}, \ldots, \mathbf{x}_{\pi(N)}) = (-1)^{\pi} \Psi(\mathbf{X}),
\]

where \((-1)^{\pi}\) is the sign or parity of the permutation \( \pi \in S_N \).

Note that the Hamiltonian in Eq. (1) does not explicitly depend on the spin. As a result, the antisymmetry constraint over the spatial-spin electron configuration can be rewritten using a spin-independent wavefunction \( \Psi(\mathbf{R}) \) (abusing notation to reuse \( \Psi \)), which reduces the number of degrees of freedom in the wavefunction and improves the efficiency in quantum Monte Carlo calculations [15].

To see this, let \( \hat{O} \) be any totally symmetric spin-independent operator (e.g. electron density, energy), and assume we are interested in expectation values of \( \hat{O} \) with respect to the many body wavefunction \( \Psi(\mathbf{X}) \):

\[
\langle \hat{O} \rangle = \frac{\sum_{\sigma} \int \Psi^*(\mathbf{X}) \hat{O}(\mathbf{R}) \Psi(\mathbf{X}) \ d\mathbf{R} \sum_{\sigma} \int \Psi^*(\mathbf{X}) \Psi(\mathbf{X}) \ d\mathbf{R} \rangle.
\]

For each spin-configuration \( \sigma = (\sigma_1, \ldots, \sigma_N) \), we can always permute the particle index 1, \ldots, \( N \) so that the spin-up indices appear in front of the spin-down indices. The integrals in the numerator and denominator of Eq. (4) are independent of such a permutation operation. Therefore we may define the spatial wavefunction

\[
\Psi(\mathbf{R}) = \Psi((\mathbf{r}_1, \uparrow), \ldots, (\mathbf{r}_{N_u}, \uparrow), (\mathbf{r}_{N_u+1}, \downarrow), \ldots, (\mathbf{r}_{N_u+N_d}, \downarrow)).
\]

By renaming the integration variables,

\[
\langle \hat{O} \rangle = \frac{\sum_{\sigma} \int \Psi^*(\mathbf{R}) \hat{O}(\mathbf{R}) \Psi(\mathbf{R}) \ d\mathbf{R} \sum_{\sigma} \int \Psi^*(\mathbf{R}) \Psi(\mathbf{R}) \ d\mathbf{R} \rangle = \frac{\int \Psi^*(\mathbf{R}) \hat{O}(\mathbf{R}) \Psi(\mathbf{R}) \ d\mathbf{R}}{\int \Psi^*(\mathbf{R}) \Psi(\mathbf{R}) \ d\mathbf{R}}.
\]

We further introduce the notation \( \mathbf{R}_\uparrow \equiv (\mathbf{r}_1^\uparrow, \ldots, \mathbf{r}_{N_u}^\uparrow) \equiv (\mathbf{r}_1^\uparrow, \ldots, \mathbf{r}_{N_u}^\downarrow) \) and \( \mathbf{R}_\downarrow \equiv (\mathbf{r}_1^\downarrow, \ldots, \mathbf{r}_{N_d}^\downarrow) \equiv (\mathbf{r}_{N_u+1}^\downarrow, \ldots, \mathbf{r}_{N_u+N_d}^\downarrow) \). Then the constraint that \( \Psi(\mathbf{X}) \) is antisymmetric with respect to the action of \( S_N \) is equivalent to the requirement that

\[
\Psi(\mathbf{R}) := \Psi(\mathbf{R}_\uparrow, \mathbf{R}_\downarrow)
\]

is an antisymmetric function with respect to \( \mathbf{R}_\uparrow \) and \( \mathbf{R}_\downarrow \) separately, but not necessarily antisymmetric across the spin-up and spin-down indices. We can thus work with \( \Psi(\mathbf{R}) \) instead of \( \Psi(\mathbf{X}) \) as long as we enforce this symmetry. If needed, the original antisymmetric function \( \Psi(\mathbf{X}) \) can be recovered by antisymmetrizing the following spin-dependent function:

\[
\Psi(\mathbf{R}) \delta_{\sigma_1, \uparrow} \cdots \delta_{\sigma_{N_u}, \uparrow} \delta_{\sigma_{N_u+1}, \downarrow} \cdots \delta_{\sigma_{N_d}, \downarrow}.
\]
B. Variational Monte Carlo

In the variational Monte Carlo (VMC) method, the goal is to find the variational minimizer $\Psi$ of the energy functional

$$E[\Psi] = \frac{\int \Psi^*(R) H \Psi(R) dR}{\int \Psi^*(R) \Psi(R) dR}. \quad (8)$$

Given a wavefunction $\Psi$, which may not be normalized, we can estimate the high-dimensional integral in Eq. (8) via Markov-Chain Monte Carlo sampling. We first define the probability distribution associated with $\Psi(R)$ as

$$p(R) = \frac{|\Psi(R)|^2}{\int |\Psi(R)|^2 dR}.$$  

We then write the energy functional as a simple expectation over $p(R)$:

$$\frac{\int \Psi^*(R) H \Psi(R) dR}{\int \Psi^*(R) \Psi(R) dR} = \int_{R^{N_d}} E_L(R) p(R) dR = \tilde{L} = \frac{\int E_L(R) p(R) dR}{\int p(R) dR}.$$  

(9)

where we have defined the so-called local energy associated with $\Psi$ as

$$E_L(R) = \frac{H \Psi(R)}{\Psi(R)}.$$  

(10)

The general strategy for solving the molecular many-body problem is then to parametrize a family of real wavefunctions $\Psi_\theta \in L^2$ on some parameter domain (usually $\mathbb{R}^m$, where $m$ is the number of parameters) and combine the parameterization with Monte Carlo estimation to solve the resulting approximate eigenproblem. This is done by drawing a set of samples $\xi_\theta$ from $p_\theta(R)$ using Markov-Chain Monte Carlo and estimating the loss as

$$L(\theta) = E[\Psi_\theta] \approx \frac{1}{|\xi_\theta|} \sum_{R \in \xi_\theta} E_L(R; \theta) = \tilde{L}(\theta).$$  

(11)

In statistical machine learning parlance, $\tilde{L}$ is known as the empirical risk, and $L$ is known as the true or population risk.

III. ARCHITECTURES

In this section, we describe the architectures for the neural network-based ansatzes that we explore. We first describe the FermiNet architecture, which consists of a (generalized) backflow layer that produces permutation equivariant features, followed by an antisymmetric layer to compute the wavefunction amplitude. We then describe the other architectures that we explore, which use different antisymmetric layers but all share the same generalized backflow layer used in the FermiNet.

The overall structure of the FermiNet may be described as a composition of a general $S_{N_+} \times S_{N_-}$ equivariant feature map (see the definition below) $Y(R) \equiv (Y^+(R), Y^-(R))$, with an antisymmetric layer constructed as a sum of products of determinants of orbital matrices $\Phi^{k\sigma}$:

$$\Psi(R) = \sum_{k=1}^{K} \det \Phi^{k+}(Y^+(R)) \det \Phi^{k-}(Y^-(R)).$$  

(12)

We describe the equivariant feature map and the orbital-determinant layer separately below.
A. Permutation equivariant features in FermiNet

The FermiNet feature map $Y$ is a map from particle positions $R \in \mathbb{R}^{N \times d}$ to generalized coordinates $Y \in \mathbb{R}^{N \times d'}$. While $d = 3$ is the dimension of the physical space, $d'$ is the number of features and can be chosen arbitrarily. One particularly important symmetry of interest is given by the tensor product of the canonical permutation representations of $S_N$, and can be chosen arbitrarily. One particularly important symmetry of interest is given by the

$$
Y \equiv (Y^\uparrow, Y^\downarrow) = \left( Y_\uparrow, Y_\downarrow \right),
$$

where $N'$ is the number of features and the output of layer $l + 1$ is given by the two streams

$$
Y^\uparrow = \left( Y_\uparrow^1, \ldots, Y_\uparrow^L \right), \quad Y^\downarrow = \left( Y_\downarrow^1, \ldots, Y_\downarrow^L \right),
$$

with $L$ the total number of one-electron layers, is also $S_N \times S_{N'}$ equivariant. This is called a backflow map, which generalizes the original proposal of “backflow” by Feynman and Cohen [13].

Note that both $Y^\uparrow$ and $Y^\downarrow$ depend on the positions of all electrons. The index $\alpha$ in the notation $Y^\alpha$ does not denote a dependence of $Y$ only on the corresponding $\alpha$-spin inputs $R^\alpha$, but rather
denotes the symmetry constraint of $Y^\alpha$ as equivariant with respect to the action of $S_{N_\alpha}$ on $\mathbb{R}^\alpha$ and invariant with respect to the action of $S_{N_\beta}$ on $\mathbb{R}^\beta$. Hence in this paper, we shall refer to the index \{↑, ↓\} in the expression $(Y^\uparrow, Y^\downarrow)$ as the pseudospin index. It has been shown constructively, though without explicit error bounds, that a simplified version of this construction \cite{23} can approximate all and only the equivariant continuous functions.

**B. Antisymmetric layer in FermiNet**

Once the equivariant feature maps $Y = (Y^\uparrow, Y^\downarrow)$ are generated, they are then used to generate $K$ pairs of orbital matrices $(\Phi^k_{\uparrow}(Y^\uparrow), \Phi^k_{\downarrow}(Y^\downarrow))$. These orbital matrices are constructed using a set of per-pseudospin single particle orbitals $\varphi_{k}\sigma (\sigma \in \{\uparrow, \downarrow\})$, which are defined by applying a simple dense layer to the equivariant features and multiplying by an exponential envelope function:

$$\varphi_{k}\sigma (y_{\sigma}) = (w_{k}\sigma \cdot y_{\sigma} + b_{k}\sigma) \sum_{I} d_{k}\sigma_{I} \exp \left( - \left| \Sigma_{k}\sigma_{I} (r_{j} - R_{i}(\alpha)) \right| \right).$$  \hspace{1cm} (19)

Here $w_{k}\sigma \in \mathbb{R}^{m}$ and $b_{k}\sigma \in \mathbb{R}$ are the weights and biases of the dense layer, where $m$ is the number of dimensions in the equivariant features $y_{\sigma}$, which is chosen to be constant for all $i, \sigma$. The exponential envelopes are parameterized by $d_{k}\sigma_{I} \in \mathbb{R}$ and a matrix $\Sigma_{k}\sigma_{I} \in \mathbb{R}^{d \times d}$, which can also be set to a scaled identity matrix to simplify the ansatz. The parameters $w, b, \Sigma, d$ are trainable and dependent on the pseudospin index $\sigma$. The exponential term ensures that the wavefunction is normalizable and that the support of each orbital does not extend too far away into the vacuum. While the orbital functions $\varphi_{k}\sigma$ are applied only to single feature vectors $y_{j}$, the ansatz can express complex correlations because the feature vectors themselves depend on all of the particles in a complex way.

The orbital matrices follow naturally from these single particle orbitals as

$$\Phi^k\sigma (Y^\sigma) = \begin{pmatrix} \varphi_{1}\sigma (y_{1}^\sigma) & \cdots & \varphi_{1}\sigma (y_{N_\sigma}^\sigma) \\ \vdots & \ddots & \vdots \\ \varphi_{N_\sigma}\sigma (y_{1}^\sigma) & \cdots & \varphi_{N_\sigma}\sigma (y_{N_\sigma}^\sigma) \end{pmatrix}. \hspace{1cm} (20)$$

Once these orbital matrices are constructed, FermiNet creates an antisymmetric wavefunction using a sum of products of determinants:

$$\Psi(R) = \sum_k \det \Phi^k_{\uparrow} \det \Phi^k_{\downarrow} \hspace{1cm} (21)$$

These determinants are similar to Slater determinants except that their orbitals are general equivariant functions of all of the input particles rather than simple single particle orbitals. Such determinants are thus referred to as generalized Slater determinants. In fact, the original FermiNet architecture \cite{9} used a weighted sum of products of generalized Slater determinants by adding in a set of trainable parameters $w_k$ and letting

$$\Psi(R) = \sum_k w_k \det \Phi^k_{\uparrow} \det \Phi^k_{\downarrow}. \hspace{1cm} (22)$$

However, these trainable weights were removed by the original authors in their follow-up work \cite{19}, as they do not add extra expressiveness on top of the ability to tune the scale of the orbital matrices themselves. We follow the simplified construction.
In order to assess the effectiveness of the antisymmetric layer of the FermiNet, we can replace the product of pseudospin determinant terms with a truly universal antisymmetric neural network layer. Let us first define the antisymmetrization operator on spin $\sigma$ as

$$A_\sigma[f](R) \equiv \sum_{\pi_\sigma \in S_{N_\sigma}} (-1)^{\pi_\sigma} f(\pi_\sigma(R)), \quad (23)$$

where $S_{N_\sigma}$ is the symmetric group on $\{1, \ldots, N_\sigma\}$. Following the Leibniz formula for the determinant, the antisymmetric structure for the standard single-determinant FermiNet can be written as

$$\Psi(R) = \det \Phi^\uparrow(Y^\uparrow(R)) \cdot \det \Phi^\downarrow(Y^\downarrow(R))$$

$$= \prod_{\sigma \in \{\uparrow, \downarrow\}} \left( \sum_{\pi_\sigma \in S_{N_\sigma}} (-1)^{\pi_\sigma} \varphi^\sigma_\uparrow(y_{\pi_\sigma(1)}^\sigma) \cdots \varphi^\sigma_{N_\sigma}(y_{\pi_\sigma(N_\sigma)}^\sigma) \right), \quad (24)$$

where we have defined the orbital product function $\Xi^\sigma_{\text{FermiNet}}(Y^\sigma) = \prod_{i=1}^{N_\sigma} \varphi^\sigma_i(y_i^\sigma, \theta_i^\sigma)$.

However, we can treat the interaction between pseudospins in a more universal way by considering just a single function $f(R^\uparrow, R^\downarrow)$ of all electron positions and antisymmetrizing $f$ with respect to...
only the subsets of the input indices that correspond to the two spins:

\[ A_\uparrow A_\downarrow [f](\mathbf{R}_\uparrow, \mathbf{R}_\downarrow) = \sum_{\pi_\uparrow \in S_{N_\uparrow}} \sum_{\pi_\downarrow \in S_{N_\downarrow}} (-1)^{|\pi_\uparrow|}(-1)^{|\pi_\downarrow|} f(\pi_\uparrow(\mathbf{R}_\uparrow), \pi_\downarrow(\mathbf{R}_\downarrow)). \]  

(25)

The standard FermiNet can be written as the doubly antisymmetrized product of orbitals over all particles

\[ \Psi_{\text{FermiNet}}(\mathbf{R}) = A_\uparrow A_\downarrow [\Xi_{\text{FermiNet}}](\mathbf{Y}_\uparrow, \mathbf{Y}_\downarrow), \]  

(26)

where we define the product over all orbitals

\[ \Xi_{\text{FermiNet}}(\mathbf{Y}_\uparrow, \mathbf{Y}_\downarrow) = \varphi_1^\uparrow(y_1^\uparrow) \cdots \varphi_{N_\uparrow}^\uparrow(y_{N_\uparrow}^\uparrow) \varphi_1^\downarrow(y_1^\downarrow) \cdots \varphi_{N_\downarrow}^\downarrow(y_{N_\downarrow}^\downarrow). \]  

(27)

If we replace this all-particle product with a single feed-forward neural network (FFNN) denoted by \( \Xi_{\text{FFNN}}(\mathbf{Y}_\uparrow, \mathbf{Y}_\downarrow) \), we arrive at an architecture that we refer to as the generic antisymmetric layer (GA):

\[ \Psi_{\text{GA}}(\mathbf{R}) = A_\uparrow A_\downarrow [\Xi_{\text{FFNN}}](\mathbf{Y}_\uparrow, \mathbf{Y}_\downarrow). \]  

(28)

This ansatz can be evaluated explicitly with \( N_\uparrow! N_\downarrow! \) evaluations of \( \Xi_{\text{FFNN}} \). Importantly, due to the equivariance property of \( \mathbf{Y} \), we do not need to antisymmetrize the composed function \( \Xi_{\text{FFNN}} \circ \mathbf{Y} \), but only the comparatively small \( \Xi_{\text{FFNN}} \). We have found that we can achieve sufficient expressiveness with a very simple choice of \( \Xi_{\text{FFNN}} \), further reducing the computational cost. In our experiments, we use a single hidden layer with \( N_{\text{FFNN}} = 64 \) nodes and a single application of the tanh activation function, followed by a linear combination operation. The cost of a single evaluation of \( \Xi_{\text{FFNN}} \) with a single hidden layer and \( N_{\text{FFNN}} \) nodes is \( O(d(N_\uparrow + N_\downarrow)N_{\text{FFNN}}) \), resulting in an overall cost of \( O(d(N_\uparrow + N_\downarrow)N_\uparrow!N_\downarrow!N_{\text{FFNN}}) \). We depict the construction of the GA layer in Fig. 1.

This construction is a universal replacement for the antisymmetry layer in the original FermiNet, due to the universality of neural networks to approximate functions of various desired smoothness classes with an appropriate choice of activation function \([29–32]\). In fact, the multiplication of two numbers can be approximated to arbitrary accuracy with just four neurons \([33]\), and following equations \((19)\) and \((24)\), the FermiNet determinant is simply an antisymmetrized product of simple linear and exponential terms. In this work we choose \( \Xi_{\text{FFNN}} \) to be a one-hidden-layer feed-forward neural network for simplicity and efficiency, but one can choose any universal function class, e.g. residual neural networks.

### D. Factorized antisymmetric neural network layer

Instead of replacing the entire antisymmetric layer of the FermiNet, we can consider replacing each product function \( \Xi_{\text{FermiNet}}^\sigma \) in Eq. \((24)\) with a feed-forward neural network, arriving at the ansatz

\[ \Psi(\mathbf{R}) = \prod_{\sigma \in \{\uparrow, \downarrow\}} A_{\sigma}[\Xi_{\text{FFNN}}^\sigma](\mathbf{Y}^\sigma). \]  

(29)

We can relate this ansatz to the generic antisymmetric layer by assuming that \( \Xi_{\text{FFNN}} \) admits a functional low rank decomposition

\[ \Xi_{\text{FFNN}}(\mathbf{Y}^\uparrow(\mathbf{R}), \mathbf{Y}^\downarrow(\mathbf{R})) \approx \sum_{k=1}^K \Xi_{\text{FFNN}}^k(\mathbf{Y}^\uparrow(\mathbf{R})) \Xi_{\text{FFNN}}^k(\mathbf{Y}^\downarrow(\mathbf{R})). \]  

(30)
Figure 2: The architecture for the factorized antisymmetric of rank 1 (FA-1). Top: calculation of the wavefunction contribution from a single pseudospin $\sigma$ and permutation $\pi$, denoted by $F^\sigma_{\pi}(Y^\sigma)$. Bottom: combination of contributions for all permutations $\pi$ for both up and down pseudospin components. This is implemented as a batch calculation for each pseudospin, but we show separate arrows for each permutation to emphasize the factorial complexity of the operation. For FA-$K$ this entire computation would be copied $K$ times, with a different feed-forward-neural network in each copy, and the results would be added together.

This is called the factorized antisymmetric layer of rank-$K$ (FA-$K$). When $K = 1$, we recover the ansatz in Eq. (29). We treat this FA-1 layer, also depicted in Fig. 2 as an especially interesting case given the conjecture of [23] that a single generalized Slater determinant may be universal. We note that much like in the FermiNet pseudospin determinant terms, the electron positions of different spins do interact with each other in each FA pseudospin term due to the construction of the backflow (15).

We can evaluate the FA-1 layer using $N_\sigma!$ evaluations of $\Xi^\sigma_{\text{FFNN}}$ for each pseudospin. The cost of a single evaluation of $\Xi^\sigma_{\text{FFNN}}$ is $O(dN_\sigma N_{\text{FFNN}})$ operations for the matrix-vector multiplication, and the total cost of the explicit antisymmetrization for FA-1 is $O(d(N^+_\uparrow N_\uparrow! + N^+_\downarrow N_\downarrow!))N_{\text{FFNN}}$.
It is worth noting that both the factorized and the generic antisymmetric ansatzes have additional drawbacks beyond the obviously prohibitive factorial scaling. In our experiments with these ansatzes, we observed a great deal of numerical instability due to the massive numerical sign cancellation of the generally non-zero terms in the summations over the symmetric groups. We partially ameliorated this issue by performing the wavefunction evaluation in double precision instead of the more standard single precision (or even half precision) for modern deep learning, but even with this adjustment the numerical stability properties are far too unfavorable to scale these ansatzes as \(N_1\) and \(N_i\) grow large. Thus these ansatzes are certainly not intended to be used to directly approximate the ground state wavefunction of heavy atoms or large molecules, but are instead used in this paper as a diagnostic tool for better understanding the empirical performance of the FermiNet backflow and antisymmetry layers. More details about the practical effects of the numerical instabilities on our experiments are available in Appendix C.

E. Jastrow factors

Although the GA architecture can represent general antisymmetric functions on compact domains, we have found that without some mechanism of confining the support size of the wavefunction, the Monte Carlo sampling procedure often becomes unstable. In the standard FermiNet orbitals, this decay is handled by the simple exponential envelope terms in Eq. (19). In our generic antisymmetric layer, however, we have not directly included exponential decay terms in the antisymmetric part, so we require the presence of an additional decay term in the form of a Jastrow factor. We found that including an expressive Jastrow factor greatly increased the stability and accuracy of the ansatz, which suggests that the size of the wavefunction support and the behavior of the tails are of practical importance to the quality of the approximation.

In general, we may implement a Jastrow factor by multiplying an antisymmetric wavefunction \(\chi(I)\) with an exponential decay term \(e^{-\beta \cdot R} \chi(I)\) to capture the decay of the wavefunction, it will need to satisfy \(\chi(I) \rightarrow -\infty\) as \(|R| \rightarrow \infty\). The standard Jastrow form [16] which explicitly handles electron-nuclei, electron-electron, and electron-electron-nuclei terms is given by

\[
J(R; R^{(a)}) = \sum_{\alpha \in \{\uparrow, \downarrow\}} \sum_{i=1}^{N_{\alpha}} \sum_{I=1}^{M} \chi_I \left( |R^\alpha_i - R_{I}^{(a)}|^\frac{\alpha}{\beta} \right) + \sum_{\alpha \in \{\uparrow, \downarrow\}} \sum_{\beta \in \{\uparrow, \downarrow\}} \sum_{i=1}^{N_{\alpha}} \sum_{j=1}^{N_{\beta}} u^{\alpha\beta} \left( |R^\alpha_i - R^\beta_j|^\frac{\alpha}{\beta} \right) + \sum_{\alpha \in \{\uparrow, \downarrow\}} \sum_{\beta \in \{\uparrow, \downarrow\}} \sum_{i=1}^{N_{\alpha}} \sum_{j=1}^{N_{\beta}} f^{\alpha\beta}_{I} \left( |R^\alpha_i - R^\beta_j|^\frac{\alpha}{\beta}, |R^\alpha_i - R_{I}^{(a)}|^\frac{\alpha}{\beta}, |R^\beta_j - R_{I}^{(a)}|^\frac{\alpha}{\beta} \right),
\]

where the functions \(\{\chi_I\}\), \(\{u^{\alpha\beta}\}\), and \(\{f^{\alpha\beta}_{I}\}\) satisfy the desired behavior at infinity. One possibility is to use a simple one-body Jastrow from the first term above and let \(\chi_I\) represent multiplication by a fixed constant for each nucleus, so that \(\chi_I(r) = -a_I r\), with \(a_I > 0\). Then we have

\[
J(R; R^{(a)}) = \sum_{\alpha \in \{\uparrow, \downarrow\}} \sum_{i=1}^{N_{\alpha}} \sum_{I=1}^{M} \chi_I \left( |R^\alpha_i - R_{I}^{(a)}|^\frac{\alpha}{\beta} \right) = \sum_{\alpha \in \{\uparrow, \downarrow\}} \sum_{i=1}^{N_{\alpha}} \sum_{I=1}^{M} -a_I \left| R^\alpha_i - R_{I}^{(a)} \right|^\frac{\alpha}{\beta},
\]

Similarly, one could use the first two terms in Eq. (31) to form a simple two-body Jastrow, with a similar choice for the electron-electron interaction which is identical for the two spin species, i.e.
\[ u^{\alpha}(r) = -\gamma r, \text{ with } \gamma > 0. \] These approaches control the support size of the wavefunction, but do not allow much flexibility in the shape of the wavefunction tails outside of the asymptotic regime, where the wavefunction decay is known to be a simple isotropic exponential decay.

To build a more general Jastrow factor, we may leverage the generality of the FermiNet backflow construction to form the backflow-based Jastrow

\[ J(R; R^{(a)}) = -\frac{1}{N} \sum_{\alpha \in \{1, \ldots, N\}} \sum_{i=1}^{N} |Y_{\text{Jastrow}, i}(R)|. \] (33)

For our numerical results involving the GA and FA-K architectures, we use this general Jastrow expression. The Jastrow factor needs to be able to grow small as the electron positions move far from the nuclei, which suggests the use of an unbounded activation function. To achieve this in practice, we simply swap out the tanh activation in Eq. (16) for an approximate GeLU activation\[34],

\[ \text{GeLU}(x) = 0.5x \left( 1 + \tanh \left( \frac{\sqrt{2}}{\pi} (x + 0.044715x^3) \right) \right) \] (34)

which, like the hyperbolic tangent function, has the desirable property of being smooth everywhere.

F. Full determinant FermiNet

We also explore a variant of the FermiNet called full determinant mode which, like the GA layer, does not assume a factorized form over the two pseudospins. In the full determinant mode, the single particle orbitals take exactly the same form as those used in the regular FermiNet architecture. The difference is that instead of using \( N_\sigma \) orbitals for each spin \( \sigma \), we use \( N \) orbitals for both spins, where \( N = N_\uparrow + N_\downarrow \). The up- and down-pseudospin orbital matrices are then concatenated into a square \( N \times N \) matrix before taking the determinant. The new formula for the orbital matrices is

\[ \Phi_{\text{full}}^{k\sigma}(Y^\sigma) = \begin{pmatrix} \varphi_1^{k\sigma}(y_1^\sigma) & \cdots & \varphi_N^{k\sigma}(y_{N_\sigma}^\sigma) \\ \vdots & \ddots & \vdots \\ \varphi_N^{k\sigma}(y_1^\sigma) & \cdots & \varphi_N^{k\sigma}(y_{N_\sigma}^\sigma) \end{pmatrix}, \] (35)

where the only difference from Eq. (20) is the change of the maximum orbital index from the pseudospin-specific \( N_\sigma \) to the total particle count \( N \). Therefore \( \Phi_{\text{full}}^{k\sigma}(Y^\sigma) \) is a matrix of size \( N \times N_\sigma \). The final ansatz is then generated as the sum of the determinants of the concatenated orbital matrices:

\[ \Psi_{\text{FermiNet,full}}(R) = \sum_{k=1}^{K} \det \left[ \Phi_{\text{full}}^{k\uparrow}, \Phi_{\text{full}}^{k\downarrow} \right]. \] (36)

The idea behind this construction is to provide a more flexible way to treat the interactions between the two pseudospin components. Importantly, because \( Y \) is only equivariant with respect to permutations which exchange particles of the same spin, the concatenated determinant does not enforce an antisymmetry constraint between particles of opposite spins. We also note that it
is possible to reconstruct the original FermiNet ansatz as a special case of the full determinant ansatz, by setting \( \varphi_i^\sigma(y^\sigma_j) = 0 \) whenever \( \sigma = \uparrow \) and \( i > N_\uparrow \) or \( \sigma = \downarrow \) and \( i \leq N_\downarrow \). In that case the full matrix becomes block-diagonal and the determinant factors into a simple product of pseudospin determinants \[9\]. We are particularly interested in the evaluating the performance of this full determinant mode when \( K = 1 \), which we refer to as the full single-determinant FermiNet.

IV. OPTIMIZATION

A. Gradient calculation

When computing parameter updates, estimating the gradient of \( L(\theta) \) by directly differentiating the empirical risk \( \tilde{L}(\theta) \) defined in Eq. (11) using an automatic differentiation framework is generally difficult due to the dependence of the Monte Carlo sampling on the parameters \( \theta \). However, the following standard unbiased estimate of the gradient of the true expected energy \( E[\Psi_\theta] \equiv L(\theta) \) is available for real wavefunctions \[35\]:

\[
\partial_\theta L(\theta) = \frac{\int 2(\partial_\theta \log |\Psi_\theta|)(E_L(R; \theta) - L(\theta)) |\Psi_\theta|^2}{\int |\Psi_\theta|^2} dR \\
\approx \frac{1}{|\xi_\theta|} \sum_{R \in \xi_\theta} 2(\partial_\theta \log |\Psi_\theta|)(E_L(R; \theta) - \tilde{L}(\theta))
\]  

(37)

where \( \xi_\theta \) are a set of samples from the density \( p_\theta(R) = |\Psi_\theta(R)|^2 / \int |\Psi_\theta|^2 dR \). For completeness, the derivation of the gradient is provided in Appendix E.

The zero-variance principle \[36\] states that the eigenstates of the Hamiltonian (Eq. (1)) will have the same local energy everywhere. This improves the quality of the loss and gradient approximations as the training converges. In addition, this principle can make the variance of the local energy an attractive target for minimization. Indeed, variance minimization has an extensive history in the quantum Monte Carlo space \[37–39\]. Nonetheless, we follow the work of FermiNet \[9, 19\] and only use energy minimization to optimize our wavefunctions.

B. Optimizer

The choice of efficient optimization algorithms for parameter updates in variational Monte Carlo has historically been a complex issue and is still under active debate (see e.g. \[1, 9, 11, 18, 40–43\]). Among these works, Ref. \[9\] provided evidence that the use of the Kronecker Factorized Approximate Curvature (KFAC) method \[44\] can be advantageous when compared to standard stochastic gradient descent-like methods used in the machine learning community such as Adam \[45\]. KFAC is a method for approximating natural gradient descent efficiently by preconditioning the gradient with an approximate inverse of the Fisher information matrix. Both the overall structure of KFAC and the extra steps required to apply KFAC to an unnormalized wavefunction are described succinctly in \[9\]. For the convenience of the reader we reproduce here an overview of these topics.

In the exact natural gradient descent method, the gradient of the loss function is multiplied by the inverse of the Fisher information matrix before using the gradient to make a parameter update \[46\]. This has the effect of taking the path of steepest descent not in Euclidean parameter space,
but in the space of probability distributions defined by the model, with distance measured by the KL-divergence \[47\]. Concretely, updates in natural gradient descent take the form

\[
\theta' = \theta - \eta F^{-1} \nabla_{\theta} \mathcal{L}(\theta).
\]  

(38)

Here \(\eta \in \mathbb{R}\) is the learning rate and \(F\) is the Fisher information matrix defined as

\[
F_{ij} = \mathbb{E}_{p(R)} \left[ \frac{\partial \log p(R)}{\partial \theta_i} \frac{\partial \log p(R)}{\partial \theta_j} \right].
\]  

(39)

Note that in our case \(p(R) \propto |\Psi_{\theta}(R)|^2\), though the two are not equal as \(\Psi\) is not necessarily normalized. In fact, obtaining the Fisher information matrix requires a slightly different calculation in an unnormalized setting, which is usually referred to as stochastic reconfiguration \[18\]:

\[
F_{ij} \propto \mathbb{E}_{p(R)} \left[ (O_i - \mathbb{E}_{p(R)} [O_i]) (O_j - \mathbb{E}_{p(R)} [O_j]) \right],
\]  

(40)

where \(O_i = \partial \log |\Psi_{\theta}(R)| / \partial \theta_i\). The equivalence of this formulation is proved in Appendix C of \[9\]. In the setting of quantum information geometry, the Fisher information matrix is proportional to, and perhaps more accurately viewed as, the Fubini-Study metric tensor or quantum geometric tensor \[48\].

Directly inverting the Fisher information matrix is infeasible for large models, as the matrix dimensions scale directly with number of parameters. KFAC solves this problem by making two approximations to the Fisher matrix to allow its efficient inversion. The first is to assume that the Fisher entries for weights in different layers of the network are zero. This assumption reduces the Fisher matrix to a block diagonal form, so that inverting the remaining matrix only requires inverting each block independently. The second is based on the observation that the block corresponding to each layer of the network can be written as the mean-centered covariance of a Kronecker product of two vectors, one consisting of neuron activation values for the inputs to the layer and the other consisting of gradients of the loss with respect to the outputs of the layer. KFAC replaces this with the Kronecker product of the mean-centered covariance of the same vectors. As discussed in \[44\], this is a significant and theoretically unsupported approximation, but seems to work well in practice, at least in some use cases.

In our experiments, we rely on the JAX implementation of KFAC provided by the work of \[9\]. In using this implementation, we register all dense layers in our networks with KFAC, including those within the feed-forward neural networks of our generic antisymmetric and factorized antisymmetric layers. This ensures that we use the Kronecker product approximation of the Fisher matrix for all layers in the network, rather than defaulting to a simpler diagonal approximation.

V. NUMERICAL EXPERIMENTS

In this section, we compare the previously described architectures on small atomic and molecular systems. All numerical experiments with the factorized and generic antisymmetric layers are performed using the VMCNet repository \[49\], which is based on the JAX framework \[50\]. In Appendix \[15\] we demonstrate the comparability of the VMCNet repository with the JAX branch of the FermiNet repository \[19\]. Using JAX allows us to leverage the implementation of KFAC in \[51\], take advantage of the flexibility provided by JAX’s clean functional style, and enjoy the performance benefits granted by its excellent out-of-the-box GPU utilization and just-in-time compilation. We used A100 GPUs on the Google Cloud Platform (GCP) for any calculations that required double
Table I: Comparison of methods on atomic systems. FA stands for factorized antisymmetric layer, and GA stands for generic antisymmetric layer, as discussed in section III. The 16 determinant FermiNet and Hartree-Fock results are taken from Ref. [9].

|       | FermiNet 1 det | FA-1 | FermiNet 1 full det | FermiNet 16 det | GA | HF [9] | Reference [52] |
|-------|----------------|------|---------------------|----------------|----|--------|----------------|
| B     | -24.65236(3)   | -24.65251(2) | -24.65300(3)       | -24.65370(3)   | -24.65380(2) | -24.53316 | -24.65391     |
| corr %| 98.71(2)%      | 98.84(2)%   | 99.25(2)%          | 99.83(3)%      | 99.91(1)%  |        |                |
| C     | -37.84247(4)   | -37.84252(3) | -37.84384(4)       | -37.84471(5)   | -37.84473(3) | -37.6938  | -37.8450      |
| corr %| 98.33(3)%      | 98.36(2)%   | 99.23(3)%          | 99.81(3)%      | 99.82(2)%  |        |                |
| N     | -54.58662(5)   | -54.58664(4) | -54.58800(8)       | -54.58882(6)   | -54.58868(4) | -54.4047  | -54.5892      |
| corr %| 98.60(3)%      | 98.61(2)%   | 99.35(5)%          | 99.79(3)%      | 99.72(4)%  |        |                |
| O     | -75.06314(13)  | -75.06305(6) | -75.06510(6)       | -75.06655(7)   | -75.06506(6) | -74.8192  | -75.0673      |
| corr %| 98.32(5)%      | 98.29(3)%   | 99.11(2)%          | 99.70(3)%      | 99.10(3)%  |        |                |

* Due to the limitations of our computational resources, this result uses the simple but more restrictive one-body Jastrow from Eq. (32), and the parameters may not be fully optimized.

Throughout this section, we use the following standard notation to present our numerical results. All units are atomic units (a.u.) unless otherwise specified. The estimator of the energy used is the sample mean followed by, in parentheses, the standard error in the last digit(s) of the estimate. For example, -54.58868(4) means a sample mean of -54.58868 a.u. with a standard error of approximately $4 \times 10^{-5}$ a.u., and -75.06314(13) means a sample mean of -75.06314 a.u. with a standard error of approximately $1.3 \times 10^{-4}$ a.u.. The error of the energy is also measured by the percentage of the correlation energy recovered. The correlation energy is defined to be the difference between the Hartree-Fock energy and the exact ground state energy, so that recovering 0% of the correlation energy means that the calculation produces the Hartree-Fock energy, and recovering 100% means the calculation is exact. The correlation energy itself only contributes a tiny amount, usually less than 1%, to the ground state total energy, but capturing the correlation energy accurately is extremely important in chemistry.

### A. Performance: atomic systems

We test our generic and factorized antisymmetric architectures on a few small atoms with nuclear charge from five to eight and compare these results to the results of FermiNet with 1 determinant, FermiNet with 1 full determinant, and FermiNet with 16 determinants. In Table I, we compare the attained energies on these architectures after training with KFAC. These results are depicted as well in Figure 3.
Figure 3: Comparison of methods on atomic systems. FA stands for factorized antisymmetric layer, and GA stands for generic antisymmetric layer, as discussed in section III. The 16 determinant FermiNet numbers are taken from Ref. [9]. The GA result on the oxygen atom uses the more restrictive one-body Jastrow, and the parameters may not be fully optimized due to the limitations of our resources. Dashed line indicates 1% of the error in correlation energy.

We find that the generic antisymmetric layer attains highly accurate energies when paired with the backflow-based Jastrow, achieving greater than 99.7% of the correlation energy. For the smallest systems, i.e. boron and carbon, the FermiNet-GA ansatz does at least as well as many-determinant FermiNet. For the larger systems, the performance of FermiNet-GA in our implementation began to suffer noticeably as we hit the limitations of our computational resources. For example, our result on oxygen for the generic antisymmetric architecture used only the simple one-body Jastrow in Eq. (32) and may not have reached the lowest energy that could be attained with additional training. We provide further discussion of the challenges with numerical stability and computational cost in Appendix C.

Interestingly, we do not see a gap in the attained energy between the factorized antisymmetric layer of rank 1 and single-determinant FermiNet for any system except for boron. To explore this trend further, we compare in Figure 4 the factorized antisymmetric layers of rank 1 through 4 against the FermiNet with 1 through 4 determinants, all on the nitrogen atom. We find that FA-K performs approximately equivalently to $k$-determinant FermiNet in all cases, and in most cases it performs slightly worse. This comparison is telling since replacing each generalized Slater determinant in the $K$-determinant FermiNet with an explicitly antisymmetrized feedforward neural network yields exactly the FA-K architecture. The fact that this does not yield a performance improvement suggests that the reason $K$-determinant FermiNet is not fully general is not due to the structure of the individual generalized Slater determinants, but rather due to the sum of products structure.
Figure 4: Comparison of factorized antisymmetric layer of rank $K$ with $K$-determinant FermiNet for $K = 1, 2, 3, 4$ on the nitrogen atom. Data for FA-$K$ is presented with both the simple one-body Jastrow and the more expressive backflow based Jastrow, though results for the backflow Jastrow are limited to $K \leq 2$ due to numerical stability issues and computational resource constraints. Data for multi-determinant FermiNet represent the best of several runs to account for run-to-run variance.

Figure 5: Adam versus KFAC for the optimization of the generic and factorized antisymmetry architectures on the carbon atom. The proposed updates prior to the application of the learning rate may have different scales for the two optimizers, so we choose the largest stable initial learning rate for each from a coarse sweep of learning rates $\alpha$ with $\log_{10} \alpha \in [-4, -1]$. At each epoch, rolling averages of the previous 10% of training epochs are shown here for clarity. One epoch is one parameter update.

that is used to combine the generalized Slater determinants together. This appears to be true even though the sum of products is only taken with respect to the pseudospin components generated by the backflow rather than the original spins.

We also provide additional evidence in favor of the claim in [9] that KFAC provides an advantage over Adam when optimizing FermiNet-like architectures for small atoms and molecules. In Figure 5, we provide a log-log plot of the correlation energy error during training of the generic and factorized
Figure 6: KFAC at a few learning rates $\alpha$ for the optimization of the generic and factorized antisymmetry architectures on the carbon atom. At each epoch, rolling averages of the previous 10% of training epochs are shown here for clarity. One epoch is one parameter update. There is occasionally some initial instability within the first 10 or so epochs.

Figure 7: Atomic configuration for the square $\text{H}_4$ model. The side length is $a$.

antisymmetric architectures on the carbon atom. In this figure, the learning rate schedule for KFAC was chosen to be $5 \cdot 10^{-2} / (1 + 10^{-4} t)$. The learning rate schedule differed slightly for Adam, chosen instead to be $10^{-4} / (1 + 10^{-4} t)$. To determine the initial learning rate for both Adam and KFAC, we coarsely swept over a range of initial learning rates between $1e-4$ and $1e-1$ on the Carbon atom and picked the learning rate which resulted in the lowest final energies without encountering numerical instability or NaNs. The difference in the learning rates which we found were best for the two optimizers may be due to the different scale of the updates prior to the learning rate scaling. Figure 6 shows that the choice of learning rate is quite important, and we generally found that in our experiments, using the highest consistently stable initial learning rate resulted in the lowest energies overall. When the learning rate is chosen in this way, KFAC reaches similar energy levels to Adam with as many as two orders of magnitude fewer epochs.

B. Performance: square $\text{H}_4$ model

The square $\text{H}_4$ model (Fig. 7) provides an interesting case study as a prototypical strongly correlated system [53]. Unlike the atomic case, the simple product of a pseudospin-up and pseudospin-down antisymmetry is inadequate to capture the ground state within a few percent of the correlation
energy. In Fig. 8, we see that in both FA-1 and the standard single-determinant FermiNet, the energy attained was significantly higher than that of any of the other neural network ansatizes tested here. We find excellent agreement between multiple-determinant FermiNet, full single-determinant FermiNet, and FermiNet-GA, agreeing within the estimated Monte-Carlo error. The failure of FA-1 to capture more of the ground-state energy than the standard single-determinant FermiNet again suggests that, at least for the small atomic and molecular systems modeled here, the FermiNet architecture is already very expressive for each pseudospin antisymmetry, even without an explicit Jastrow factor. The fact that even the addition of the general backflow-based Jastrow to the FA-1 architecture does not yield better results than FermiNet suggests that the lack of expressiveness of these simple “rank-one” product wavefunction ansatizes has to do with their nodal structure.
Figure 9: Nodal surface cross-sections of various ansatzes on the lithium atom during training. The locations of two electrons are fixed, with one spin-up (same spin) electron in blue and one spin-down (opposite spin) electron in red. The fixed electrons are in random locations. The surfaces shown are produced by evaluating the sign of the wavefunction on the position of the remaining (spin-up) electron in the box \([-5, 5]^3\) on 150 points in each direction and using the Isosurface graph object of the Plotly python graphing library.

C. Comparison of nodal surfaces

Given a sufficiently general Jastrow correlation factor, the essential difficulty in the expressiveness of trial wavefunctions for quantum Monte Carlo methods lies in the accurate modeling of the nodal hypersurface \([54]\). We thus explore the nodal hypersurfaces generated by several of our ansatzes in Figures 9 and 10, taking inspiration from \([54]\). In these figures, we fix the locations of all but one electron in the lithium and beryllium atoms and plot the nodal surface of the resulting one-body functions in the final electron position for four of our ansatzes: standard single-determinant FermiNet, FA-1, full single-determinant FermiNet, and GA. This plotted nodal surface is thus a 3-dimensional cross-section of the full \((3N - 1)\)-dimensional nodal hypersurface of the many-body wavefunction, where for example for the beryllium atom \(3N - 1 = 11\).

The nodal surface of the lithium wavefunction is essentially described by the two-particle antisymmetry between the two electrons of the same spin. In this two-particle regime, Ref. \([23]\) shows...
Figure 10: Nodal surface cross-sections of various ansatzes on the beryllium atom during training. The locations of three electrons are fixed, with one spin-up (same spin) electron in blue and two spin-down (opposite spin) electron in red. The fixed spin-up electron is placed at $(2, 1, 0)$, and the two spin-down electrons are placed at $(0, \pm 2, 0)$. The surfaces shown are produced by evaluating the sign of the wavefunction on the position of the remaining (spin-up) electron in the box $[-5, 5]^3$ on 150 points in each direction and using the Isosurface graph object of the Plotly python graphing library.

the universality of the single generalized Slater determinant. Indeed, a generic antisymmetry of two particles can be exactly written as a single two-particle determinant with an appropriately general backflow, and so the architectures compared here are functionally equivalent in terms of their representation power. We see good agreement between the nodal surface cross-sections as early as epoch 2500 (Figure [9]).

However, in beryllium, we observe qualitative differences between the nodal surface cross-sections between the different architectures. If we choose random locations for the three fixed electron positions, we find that the nodal surface cross-sections look much like the smooth spheres in the lithium figure for all architectures. However, in Figure [10] we choose the two opposite-spin electrons to be placed at $(0, \pm 2, 0)$, and we see that the nodal surface cross-sections for FermiNet and FA-1 (Figure [10]) appear to be the union of two smooth surfaces. We were able to confirm that these two surfaces originate from the product structure of the pseudospin terms by removing a psuedospin
D. Nitrogen molecule: Performance of the full determinant FermiNet

We finally provide a comparison of a few different FermiNet architectures on the stretched nitrogen molecule, which is a challenging strongly correlated system. Pfau et al. [9] demonstrate that
the standard FermiNet architecture is not able to accurately model this system, particularly around
the dissociating bond length of 4.0 Bohr. We corroborate this finding on the FermiNet repository
using 1 and 16 determinants, with results reported in Figure 11. The energies may be found in
Appendix [1]. The performance of the standard multiple-determinant FermiNet is improved some-
what over the standard single-determinant FermiNet, but the energy does not approach the best
available computational benchmark obtained by the \( \text{r}_{12}\)-MR-ACPF method [56]. We are unable
to test the FA and GA architectures on this system within the constraints of our computational
resources. However, we find that the full single-determinant FermiNet is able to outperform the
standard 64-determinant FermiNet and come within chemical accuracy of the benchmark value.
We observed a non-trivial amount of run-to-run variance in our results, indicating that initializa-
tion and optimization methods for FermiNet-like architectures may require further investigation.
Nonetheless, we were able to replicate this result on several distinct optimization runs, and we
verified the energies obtained by converting the parameters to the form required by our VMCNet
repository and doing a pure MCMC evaluation with rigorous estimates of the statistical error. This
astonishing result implies the need for further exploration into the potential universality properties
of the full single-determinant FermiNet for strongly correlated problems in quantum chemistry.

VI. DISCUSSION

We show that explicitly antisymmetrized neural networks can be used to advance the understand-
ing of the performance of neural network based VMC ansatze. By replacing the antisymmetric
layer in the FermiNet with a generic antisymmetrized neural network with relatively few nodes and
a simple Jastrow factor, we find that the resulting FermiNet-GA structure is highly expressive and
can yield accurate ground state energies (error of the correlation energy is less than 1%). On the
other hand, if we replace each individual pseudospin determinant of FermiNet with an explicitly
antisymmetrized neural network, the resulting FermiNet-FA-\( K \) structure does not outperform the
\( K \)-determinant FermiNet. These observations suggest that the lack of expressiveness of the standard
single-determinant FermiNet structure may be largely due to the product structure of the two
pseudospin components of its determinant layer. This motivates us to investigate the “full determi-
nant” mode of the FermiNet, which significantly improves the accuracy compared to both standard
single-determinant FermiNet and FermiNet-FA-1. We observed a significant amount of run-to-run
variance between training runs with identical architectures, indicating that further understanding
of initialization and optimization techniques is needed.

One of our original motivations for developing FermiNet-GA was to resolve the challenges of
the stretched nitrogen molecule as discussed in Ref. [9]. This is a challenging strongly correlated
chemical system, and the use of a multiple FermiNet determinant structure is still insufficient
compared to the best computational results available. We were unable to apply the GA layer to
this system yet due to its prohibitive computational cost. However, inspired by the success of
the full determinant on smaller systems, we investigate its performance on the nitrogen molecule
around a challenging bond length of 4.0 Bohr. We find that the full single-determinant FermiNet
achieves an energy within 0.4 kcal/mol of the \( \text{r}_{12}\)-MR-ACPF method [56], which is currently the
best available computational benchmark.

As part of our work, we contribute a flexible, modular variational Monte Carlo repository called
VMCNet [19], built on the JAX machine learning framework [50]. VMCNet is inspired by the JAX
branch of the FermiNet repository [19] but uses the Flax API to facilitate developing new compo-
nents and experimenting with different components of various architectures. We keep the model
construction code in a separate submodule from the code for training, sampling, and evaluation,
and we leverage simple asynchronous logging to enable monitoring of the training process. This work focuses on VMC simulation in the first quantization, but VMCNet can also be extended to simulate quantum systems in a second quantized form \[57\] as well.

We hope this work provides a first step towards understanding the expressiveness of these FermiNet-like architectures. Our results suggest the utility of diagnostic tools such as explicitly antisymmetrized neural networks for building such understanding. They also suggest the need to further explore the potential universality properties of the full determinant mode of FermiNet. By further improvement upon the architecture and the optimization of the full determinant FermiNet, in the best case, it may be possible to consistently achieve accurate results for a large class of physical and chemical systems of interest.
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Appendix A: Hyperparameters

In Table III we list the hyperparameters used in our runs for the KFAC optimizer. For the stretched \(N_2\) geometry, to replicate the results reported by Ref. \[9\] as closely as possible, 4000 walkers were used instead of 2000, a two-electron stream width of 32 was used instead of 16, and when it resulted in lower energies, pretraining was also used for 1000 iterations.

Appendix B: Code benchmarking

To demonstrate that our results for the original FermiNet are comparable to those reported by \[9, 19\], we show that results obtained using the VMCNet repository are quantitatively comparable to that of the JAX branch of the FermiNet repository presented in \[19\] on several small systems. We compare the behavior on both the nitrogen atom and the square \(H_4\) model (Figure 7), using settings corresponding to the original FermiNet model in both repositories. For the nitrogen atom, we compare results with 1, 2, and 4 determinants, while for the \(H_4\) square we compare results with just 1 and 2 determinants, since 2 determinants already captures essentially 100% of the correlation energy. All results presented here come from our own numerical experiments with either the VMCNet repository or the publicly available JAX branch of the FermiNet repository. Since VMCNet does not support Hartree-Fock based pretraining, we turned this feature off in the FermiNet repository to make the comparison fair. Turning off pretraining reduces the consistency of the FermiNet optimization on some systems. In particular, when using multiple determinants
Table III: Table of hyperparameters for KFAC used during training.

| Hyperparameter                                      | Value                  |
|-----------------------------------------------------|------------------------|
| Dense nodes per layer in antisymmetrized part       | 64                     |
| Layers per ResNet in antisymmetrized part           | 2                      |
| One-electron stream width                           | 256                    |
| Two-electron stream width                           | 16                     |
| Number of layers in equivariant part                | 4                      |
| Kernel initializers for dense layers                | orthogonal             |
| Bias initializers for dense layers                  | random normal          |
| Backflow activation function                        | tanh                   |
| ResNet antisymmetry activation function             | tanh                   |
| Jastrow (backflow) activation function              | gelu                   |
| Number of walkers                                   | 2000                   |
| Learning rate                                       | $5 \cdot 10^{-2}/(1 + 10^{-4}t)$ |
| Optimizer                                           | KFAC                   |
| Threshold constant for local energy clipping        | 5.0                    |
| MCMC steps between updates                          | 10                     |
| Training iterations (number of parameter updates)   | 2e5                    |
| Evaluation iterations (samples collected every 10)  | 2e5                    |

Table IV: Comparison of the VMCNet repository with the FermiNet repository on the nitrogen atom, with 1, 2, and 4 determinants. Data for 2 and 4 determinants represent the best of several runs to account for run-to-run variance observed in both repositories.

| Repository  | 1 det   | corr %  | 2 det   | corr %  | 4 det   | corr %  |
|-------------|---------|---------|---------|---------|---------|---------|
| VMCNet      | -54.5864(1) | 98.48(8)% | -54.58739(4) | 99.02(2)% | -54.58891(4) | 99.85(2)% |
| FermiNet    | -54.58654(5) | 98.56(3)% | -54.58711(6) | 98.87(3)% | -54.58870(4) | 99.73(4)% |

for the nitrogen atom, we found that some runs both of our own code and of the FermiNet code without pretraining get stuck in local minima and never reach the lowest energy possible. This phenomenon may merit further investigation. For now, to account for this run-to-run variance, we have taken the best of several runs for all multi-determinant experiments on the nitrogen atom.

Representative training graphs can be found for the nitrogen atom in Figure 12 and for the H$_4$ square in Figure 13. The values of the final energies obtained are presented in Tables IV and V, respectively. On both systems, the results of VMCNet are approximately equivalent to the results of FermiNet. The two repositories behave somewhat differently in the first 1,000 epochs of training, with VMCNet often optimizing more quickly in this regime. However, the optimization trajectories are largely indistinguishable by 10,000 epochs and the final energies achieved are within a small margin of error of each other in all cases.

Appendix C: Numerical stability and computational cost of the antisymmetric layer

One challenge we faced when training the generic antisymmetric architecture was the numerical sign cancellation near the nodal hypersurface. When computing FermiNet-GA in single precision, we invariably encountered NaNs (not-a-number). Some investigation revealed that the computation
Figure 12: Training runs on VMCNet and FermiNet repositories with the FermiNet architecture on the nitrogen atom. At each epoch, rolling averages of the previous 10% of training epochs are shown here for clarity. One epoch means one parameter update. Data for 2 and 4 determinants represent the best of several runs to account for run-to-run variance observed in both repositories.

Figure 13: Training runs on VMCNet and FermiNet repositories with the FermiNet architecture on the H4 square. At each epoch, rolling averages of the previous 10% of training epochs are shown here for clarity. One epoch means one parameter update.
Table V: Comparison of the VMCNet repository with the FermiNet repository on the H$_4$ square, with 1 and 2 determinants.

| Repository | 1 det       | 2 det       |
|------------|-------------|-------------|
| VMCNet     | -1.424531(7)| -1.438804(5)|
| FermiNet   | -1.424429(7)| -1.438796(5)|

Figure 14: Wall clock hours elapsed during training for the generic antisymmetry and the factorized antisymmetrized of rank 1 with the backflow-based Jastrow for the boron, carbon, and nitrogen atoms. The training was performed for $2 \times 10^5$ epochs on 2 A100 GPUs.

of $\Psi$ could yield slightly different results depending on whether it was calculated during a simple forward pass evaluation or a gradient calculation involving a forward and backward pass. Due to this numerical inconsistency, the Metropolis-Hastings procedure would sometimes sample points on or extremely close to the nodal hypersurface. To contend with this in our experiments, we used double precision end-to-end, i.e. converted all arrays to double precision. It is possible that a more efficient implementation might use double precision only in the antisymmetric layer or only when evaluating the local energy. The use of double precision led us to use A100 GPUs, which have significantly better performance for these higher precision calculations than consumer GTX GPUs. We used GTX 2080TI GPUs for our experiments which did not require double precision. Despite these powerful GPUs, the unfavorable scaling of the brute-force antisymmetry meant that we reached the limits of our group’s resources with the calculations on the oxygen atom. On 4 A100 GPUs, training the FermiNet-GA architecture with the simplified Jastrow on the oxygen atom took 137 hours. In Figure 14, we show the wall clock time used to train the generic and factorized antisymmetric architectures for boron through nitrogen.

Appendix D: Basis set extrapolation for the square H$_4$ model

The Hartree-Fock (HF) and full configuration interaction (FCI) values for the square H$_4$ model were extrapolated to the complete basis limit using cc-pvXz basis sets using PySCF [58, 59]. For completeness, we reproduce the details of the extrapolation here.
The complete basis set Hartree-Fock energies were obtained by a fit to the function

\[ E_{\text{HF}}(X) = E_{\text{HF}}(\text{CBS}) + a \exp(-bX), \]  

(D1)

where \( E_{\text{HF}}(X) \) is the Hartree-Fock energy computed with cc-pvXz and the parameters \( E_{\text{HF}}(\text{CBS}), a, \) and \( b \) are determined with a non-linear least-squares fit. Similarly, the complete basis set correlation energies are obtained by a fit to the function

\[ E_{\text{corr}}(X) = E_{\text{corr}}(\text{CBS}) + aX^{-3}, \]  

(D2)

where \( E_{\text{corr}}(X) \) is the difference between the FCI and Hartree-Fock energies on the cc-pvXz basis and the parameters \( E_{\text{corr}}(\text{CBS}) \) and \( a \) are determined with a non-linear least-squares fit.

For RHF/UHF at bond length 1.0, we used \( X = 2, 3, 4, 5 \), as the orbital overlap matrix became too ill-conditioned for larger \( X \). For RHF/UHF at bond length 4.0, we used \( X = 5, 6, 8 \). The FCI calculations were done using restricted Hartree-Fock (RHF) as the initial reference, and the correlation energy was computed as the difference between the FCI and RHF energies. For the extrapolation of the RHF-FCI correlation energy we used \( X = 3, 4 \). Due to the relative unreliability of the data points from the small double-zeta basis set and the cost of the quintuple-zeta basis set, these points were not included in the extrapolation for the correlation energy. Judging simply from the square root of the variance of the parameter fit, the basis set extrapolation error is at least two orders of magnitude larger than that of the Monte Carlo error in the estimates of the VMC-derived energies, so fewer significant digits are reported for the RHF/UHF/FCI results.

Appendix E: Gradient calculation

In this section we derive an unbiased estimate for the gradient of the expected energy of the wavefunction. Recall that the expected energy is given by

\[ \mathcal{L}(\theta) = \frac{\int E_L(R; \theta) |\Psi_\theta|^2 \, dR}{\int |\Psi_\theta|^2 \, dR}, \]  

(E1)

For the purposes of the following derivation, we will let \( \theta \) be a real number representing any parameter. The derivative of the integrand in the denominator with respect to \( \theta \) is

\[ \partial_\theta |\Psi_\theta|^2 = (\partial_\theta |\Psi_\theta|^2) + \Psi_\theta(\partial_\theta \Psi_\theta^*) = \left( \frac{\partial_\theta \Psi_\theta}{\Psi_\theta} + \frac{\partial_\theta \Psi_\theta^*}{\Psi_\theta^*} \right) |\Psi_\theta|^2, \]  

(E2)

and the derivative of the integrand in the numerator with respect to \( \theta \) is

\[ \partial_\theta \left[ E_L(R; \theta) |\Psi_\theta|^2 \right] = \partial_\theta \left[ \Psi_\theta^* H \Psi_\theta \right] \\
= \partial_\theta \Psi_\theta^* H \Psi_\theta + \Psi_\theta^* H \partial_\theta \Psi_\theta \\
= \partial_\theta \Psi_\theta^* E_L(R; \theta) |\Psi_\theta|^2 + \Psi_\theta^* H \partial_\theta \Psi_\theta \]  

(E3)

To treat the latter term in the last expression above, we also take advantage of the following identity, which uses the essential self-adjointness of the Born-Oppenheimer Hamiltonian \( H \) [60]:

\[ \int \Psi_\theta^*(H \partial_\theta \Psi_\theta) \, dR = \int \partial_\theta \Psi_\theta(H \Psi_\theta^*) \, dR = \int \frac{\partial_\theta \Psi_\theta}{\Psi_\theta^*} E_L(R; \theta)^* |\Psi_\theta|^2 \, dR \]  

(E4)
Using these facts, the following calculation gives the derivative of the expected energy $\mathcal{L}$ with respect to $\theta$:

$$
\partial_\theta \mathcal{L}(\theta) = \partial_\theta \int E_L(R; \theta) |\Psi_\theta|^2 \, dR \quad \left/ \int |\Psi_\theta|^2 \, dR \right.
$$

$$
= \frac{\partial_\theta \int E_L(R; \theta) |\Psi_\theta|^2 \, dR}{\int |\Psi_\theta|^2 \, dR} - \frac{\partial_\theta \int |\Psi_\theta|^2 \, dR}{\int |\Psi_\theta|^2 \, dR} \int \frac{E_L(R; \theta) |\Psi_\theta|^2 \, dR}{\int |\Psi_\theta|^2 \, dR}
$$

$$
= \frac{\int (\partial_\theta \Psi_\theta^* \Psi_\theta^2 E_L(R; \theta) + (\partial_\theta \Psi_\theta^* \Psi_\theta E_L(R; \theta)^* \Psi_\theta^2 + (\partial_\theta \Psi_\theta^* \Psi_\theta E_L(R; \theta)^* \Psi_\theta^2 dR)}{\int |\Psi_\theta|^2 \, dR}
$$

$$
= \frac{\int |(\partial_\theta \Psi_\theta^* \Psi_\theta^2 (E_L(R; \theta) - \mathcal{L}(\theta)) + (\partial_\theta \Psi_\theta^* \Psi_\theta (E_L(R; \theta)^* - \mathcal{L}(\theta))) \Psi_\theta^2 dR}{\int |\Psi_\theta|^2 \, dR}
$$

(E5)

When the wavefunction is real, we may simplify this to

$$
\partial_\theta \mathcal{L}(\theta) = \frac{\int 2(\partial_\theta \Psi_\theta^* \Psi_\theta)(E_L(R; \theta) - \mathcal{L}(\theta)) \Psi_\theta^2 dR}{\int |\Psi_\theta|^2 \, dR}.
$$

(E6)

We may then use Monte Carlo sampling to estimate the gradient as

$$
\partial_\theta \mathcal{L}(\theta) \approx \frac{1}{|\xi_\theta|} \sum_{R \in \xi_\theta} 2(\partial_\theta \log |\Psi_\theta| |E_L(R; \theta) - \mathcal{L}(\theta)) dR.
$$

(E7)

where $\xi_\theta$ are a set of samples from the density $p_\theta(R) = |\Psi_\theta(R)|^2 / \int |\Psi_\theta|^2 \, dR$.

**Appendix F: Sampling and gradient clipping**

We use the Metropolis-Hastings algorithm to sample electron configurations from the distribution defined by $\Psi(X)$. We use a gaussian proposal function with an isotropic step width, which we dynamically update throughout the optimization in order to keep the average acceptance ratio near a target value, for which we use 0.5. We maintain this ratio through a simple scheme that increases the step width by a small amount if the acceptance ratio strays too far above the target, and similarly decreases it by a small amount if the ratio strays too far below the target. We perform such updates every 100 moves, averaging the acceptance ratio over the previous hundred steps in order to avoid overzealously updating the step width due to noise in the acceptance ratio.

In order to reduce the amount of correlation between the samples used for subsequent parameter updates, we take 10 walker steps between each gradient calculation and parameter update. While skipping steps theoretically does not produce a higher effective sample size than simply using every step, it is practically beneficial to skip steps because the local energy calculation required for a parameter update is significantly more computationally expensive than the wave function amplitude calculation required for each move. This means we can take a number of intermediate steps in order to produce significantly less correlated samples with a small computational overhead.

As is common in quantum Monte Carlo [61], in order to reduce the noise in the training process, we additionally clip the local energies calculated in each batch of samples to be closer to some
Table VI: Numerical results for comparison of factorized antisymmetry of rank $K$ with $K$-determinant FermiNet for $K = 1, 2, 3, 4$ on the nitrogen atom.

|        | FA-$K$, one-body Jastrow | corr% | FA-$K$, backflow Jastrow | corr% | K-det. FermiNet | corr% |
|--------|---------------------------|-------|--------------------------|-------|-----------------|-------|
| $K=1$  | 54.58637(4)               | 98.47(2) | -54.58664(4)             | 98.61(2) | -54.5864(1)   | 98.48(8) |
| $K=2$  | -54.58715(4)              | 98.89(2) | -54.58733(4)             | 98.99(2) | -54.58739(4)  | 99.02(2) |
| $K=3$  | -54.58803(3)              | 99.37(1) | -                       | -      | -54.58817(4)  | 99.44(2) |
| $K=4$  | -54.58855(5)              | 99.65(3) | -                       | -      | -54.58891(4)  | 99.85(2) |

estimator of the energy intended to reduce the effect of outliers in the gradient. Specifically, given a batch of local energies $E_1, E_2, \ldots, E_n$, we calculate the median local energy $E_M$ and then calculate the average deviation from the median (total variation) as

$$TV = \frac{1}{n} \sum |E_i - E_M|.$$  \hspace{1cm} (F1)

We then replace $E_i$ with $E_M$ whenever $|E_i - E_M| > 5 \cdot TV$. In practice, we have found that this produces a less noisy and more effective optimization process than including all of the unclipped local energies. During the final Monte Carlo evaluation of the energy after training, no local energy clipping is performed in order to avoid bias in the energy estimate.

**Appendix G: Factorized antisymmetry versus FermiNet**

We record the numerical results comparing FermiNet-FA-$K$ to the standard $K$-determinant FermiNet in Table VI, also shown in Figure 4. Due to the limits of our computational resources, we did not compute the $K = 3, 4$ results for FA-$K$ with the backflow-based Jastrow.

**Appendix H: Stretched nitrogen molecule**

We record the numerical results comparing various FermiNet architectures on the nitrogen molecule with bond length 4.0 Bohr in Table VII. These results are also depicted in Figure 11. As noted in Appendix A, we use 4000 walkers and used runs both with and without pretraining on the FermiNet repository in order to replicate the previously reported results in [9] as closely as possible. The parameters were reloaded and evaluated using the VMCNet repository to ensure reproducibility and to evaluate the quality of the sampling procedure. The UCCSD(T) and Pfau et al. results were extracted from Figure 5 in [9].
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