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\textbf{Abstract}

This paper derives a priori residual-type bounds for the Arnoldi approximation of a matrix function together with a strategy for setting the iteration accuracies in the inexact Arnoldi approximation of matrix functions. Such results are based on the decay behavior of the entries of functions of banded matrices. Specifically, a priori decay bounds for the entries of functions of banded non-Hermitian matrices will be exploited, using Faber polynomial approximation. Numerical experiments illustrate the quality of the results.
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1 Introduction

Matrix functions have arisen as a reliable and a computationally attractive tool for solving a large variety of application problems; we refer the reader to [27] for a thorough discussion and references. Given a complex \( n \times n \) matrix \( A \) and a sufficiently regular function \( f \), we are interested in the approximation of the matrix function \( f(A) \) times a vector \( v \), that is \( f(A)v \), where we assume that \( v \) has unit Euclidean norm. To this end, we consider the orthogonal projection onto a subspace \( \mathcal{V}_m \) of dimension \( m \) much smaller than \( n \), obtaining the approximation

\[
f(A)v \approx V_m f(H_m)w,
\]

with \( V_m \) an \( n \times m \) matrix whose columns form an orthonormal basis of \( \mathcal{V}_m \), \( H_m = V_m^*AV_m \), and \( w = V_m^*v \). In this paper, we will focus on the case in which \( \mathcal{V}_m \) is the Krylov subspace

\[
\mathcal{K}_m(A,v) = \text{span}\{v, Av, \ldots, A^{m-1}v\}
\]

and \( V_m \) is the orthogonal basis obtained by the Arnoldi algorithm; see, e.g., [27, chapter 13]. Arnoldi-type approximations for the matrix exponential have been deeply investigated, and estimates of the error norm \( \|e^{-tA}v - V_m e^{-tH_m}e_1\| \) for \( A \) non-normal have been given for instance by Saad [38], by Lubich and Hochbruck in [28], and recently by Wang and Ye in [42,43]. Other methods related to the Arnoldi approximation can be found in [1,17,21,22] where restarted techniques are considered. Regarding rational Krylov approximations of matrix functions, we refer the reader to the review [25] and to the black-box rational Arnoldi variant given in [26].

When \( V_m \) is the output of the Arnoldi algorithm, \( H_m \) is an upper Hessenberg matrix; that is a banded matrix with zero elements below the second lower diagonal. It can be shown that under certain assumptions the elements of \( f(H_m) \) below the main diagonal are characterized by a decay behavior. Indeed, given a square banded matrix \( B \), the entries of the matrix function \( f(B) \) for a sufficiently regular function \( f \) are characterized by a—typically exponential—decay pattern as they move away from the main diagonal. This phenomenon has been known for a long time, and it is at the basis of approximations and estimation strategies in many fields, from signal processing to quantum dynamics and multivariate statistics; for a detailed description of relevant problems and a more comprehensive list of application fields where capturing the decay is particularly important we refer the reader to [3,4,7]. The interest in \textit{a priori} estimates that can accurately predict the decay rate of matrix functions has significantly grown in the past decades, and it has mainly focused on Hermitian matrices [5,7,9,11,12,18,35,44]; the inverse and exponential functions have been given particular attention, due to their relevance in numerical analysis and other fields. Upper bounds usually take the form

\[
|(f(B))_{k,\ell}| \leq c \rho^{\lfloor k-\ell \rfloor},
\]
where $\rho \in (0, 1)$; both $\rho$ and $c$ depend on the spectral properties of $B$ and on the domain of $f$, while $\rho$ also strongly depends on the bandwidth of $B$.

In the case of a banded Hermitian matrix $B$, bounds of the Arnoldi approximation have been used to obtain upper estimates showing the decay phenomenon occurring in the entries of $f(B)$; see for instance [7] for the exponential function. Here we will exploit this connection but in the reverse direction. More precisely, we will first derive decay bounds for the entries of banded non-Hermitian matrices. Then we will apply such bounds to the matrix function $\tilde{f}(H_m)$, with $H_m$ the upper Hessenberg matrix given by the Arnoldi algorithm, obtaining a priori bounds for the quality of the approximation (1.1), when a residual-based measure is used; these bounds complement available ones in the already mentioned literature for the Arnoldi approximation. Furthermore, we will use the described bounds in the inexact Krylov approximation of matrix functions; in particular, the bounds can be used to devise a priori relaxing thresholds for the inexact matrix-vector multiplications with $A$, whenever $A$ is not available explicitly. These last results generalize the theory developed for $f(z) = z^{-1}$ and for the eigenvalue problem in [40] and [39], respectively; see also [14,31].

The analysis of the decay pattern for banded non-Hermitian matrices is significantly harder than in the Hermitian case, especially for non-normal matrices. In [6] Benzi and Razouk addressed this challenging case for diagonalizable matrices. They developed a bound of the type (1.2), where $c$ also contains the eigenvector matrix condition number. In [33] the authors derive several qualitative bounds, mostly under the assumption that $A$ is diagonally dominant. The exponential function provides a special setting, which has been explored in [29] and in [42,43]. In all these last articles, and also in our approach, bounds on the decay pattern of banded non-Hermitian matrices are derived that avoid the explicit reference to the possibly large condition number of the eigenvector matrix. Specialized off-diagonal decay results have been obtained for certain normal matrices; see, e.g., [11,20,23], and [3] for analytic functions of banded matrices over $\mathbb{C}^*$-algebras.

Starting with the pioneering work [13], most estimates for the decay behavior of the entries have relied on Chebyshev and Faber polynomials as technical tool, for two main reasons. Firstly, polynomials of banded matrices are again banded matrices, although the bandwidth increases with the polynomial degree; see Fig. 1 below for a typical example. Secondly, sufficiently regular matrix functions can be written in terms of Chebyshev and Faber series, whose polynomial truncations enjoy nice approximation properties for a large class of matrices, from which an accurate description of the matrix function entries can be deduced. Using Faber polynomials, we will present an original derivation of a family of bounds for functions of banded non-Hermitian matrices. Such family can be adapted to several cases, depending on the function properties and on the matrix spectral properties. Very similar bounds can be obtained combining Theorem 10 in [3] with Theorem 3.7 in [6]. Another similar bound is given in [33, Theorem 2.6] for the case of multi-banded matrices and in [42, Theorem 3.8] for the exponential case. We also refer the reader to [36], where the bounds presented here have been extended to matrices with a more general sparsity pattern. Our bounds and the ones just cited make use of some approximation of the field of values (numerical range) of a matrix. An accurate approximation can be computationally quite expensive unless some structural properties can be exploited, as is the case for instance for
Toeplitz matrices ([16, Section 3]) or for network adjacency matrices ([36, Section 5.3]). Fortunately, for our purposes not-too-accurate field of value approximations can suffice, limiting the computational costs.

The paper is organized as follows. In Sect. 2 we use Faber polynomials to give a bound that can be adapted to approximate the entries of several functions of banded matrices; as an example we consider the functions $e^A$ and $e^{-\sqrt{A}}$. In Sect. 3 and its subsections we first show that the derived estimates can be used for a residual-type bound in the approximation of $f(A)v$, for certain functions $f$ by means of the Arnoldi algorithm. Then we describe how to employ this bound to reliably estimate the quality of the approximation when in the Arnoldi iteration the accuracy in the matrix-vector product is relaxed. Numerical experiments illustrate the quality of the bounds. We conclude with some remarks in Sect. 4 and with technical proofs in the “Appendix”.

All our numerical experiments were performed using Matlab (R2013b) [34]. In all our experiments, the computation of the field of values employed the code in [10].

### 2 Decay bounds for functions of banded matrices

We begin recalling the definition of matrix function and some of its properties. Matrix functions can be defined in several ways (see [27, section 1]). For our presentation, it is helpful to introduce the definition that employs the Cauchy integral formula.

**Definition 2.1** Let $A \in \mathbb{C}^{n \times n}$ and $f$ be an analytic function on some open $\Omega \subset \mathbb{C}$. Then

$$f(A) = \int_{\Gamma} f(z) (zI - A)^{-1} \, dz,$$

where $\Gamma \subset \Omega$ is a Jordan curve (or a finite collection of Jordan curves) enclosing the eigenvalues of $A$ exactly once, with mathematical positive orientation.

When $f$ is analytic, Definition 2.1 is equivalent to other common definitions; see [37, section 2.3].

For $v \in \mathbb{C}^n$, we denote with $||v||$ the Euclidean vector norm, and for any matrix $A \in \mathbb{C}^{n \times n}$, with $||A||$ the induced matrix norm; that is, $||A|| = \sup_{||v|| = 1} ||Av||$. $\mathbb{C}^+$ denotes the open right-half complex plane. Moreover, we recall that the field of values (or numerical range) of $A$ is defined as the set $W(A) = \{v^*Av \mid v \in \mathbb{C}^n, ||v|| = 1\}$, where $v^*$ is the conjugate transpose of $v$. We remark that the field of values of a matrix is a bounded convex subset of $\mathbb{C}$. Throughout the paper, $\sqrt{z}$ stands for the principal square root of $z \in \mathbb{C}$. Analogously $\sqrt{A}$ indicates the principal square root of the matrix $A$, which exists and is unique when $A$ has no eigenvalues in $\mathbb{R}^-$; see, e.g., [27, Theorem 1.29].

The $(k, \ell)$ element of a matrix $A$ is denoted by $(A)_{k,\ell}$. The set of banded matrices is defined as follows.

**Definition 2.2** The notation $B_n(\beta, \gamma)$ defines the set of banded matrices $A \in \mathbb{C}^{n \times n}$ with upper bandwidth $\beta \geq 0$ and lower bandwidth $\gamma \geq 0$, i.e., $(A)_{k,\ell} = 0$ for $\ell - k > \beta$ and $k - \ell > \gamma$. 
We observe that if $A \in \mathcal{B}_n(\beta, \gamma)$ with $\beta, \gamma \neq 0$, for
\begin{align}
\xi := \begin{cases} 
\lceil (\ell - k)/\beta \rceil, & \text{if } k < \ell \\
\lceil (k - \ell)/\gamma \rceil, & \text{if } k \geq \ell 
\end{cases} \quad (2.1)
\end{align}

it holds that
\begin{align}
(A^m)_{k, \ell} = 0, \quad \text{for every } m < \xi; 
\end{align}
see Fig. 1 for a typical fill-in pattern of $A^m$.

This characterization of banded matrices is a classical fundamental tool to prove the decay property of matrix functions, as sufficiently regular functions can be expanded in power series. Since we are interested in nontrivial banded matrices, in the following we shall assume that both $\beta$ and $\gamma$ are nonzero.

Faber polynomials extend the theory of power series to sets different from the disk, and can be effectively used to bound the entries of matrix functions. Let $E$ be a continuum (i.e., a non-empty, compact and connected subset of $\mathbb{C}$) with connected complement. Then by Riemann’s mapping theorem there exists a function $\phi$ that maps the exterior of $E$ conformally onto $\{|z| > 1\}$ and such that
\begin{align}
\phi(\infty) = \infty, \quad \lim_{z \to \infty} \frac{\phi(z)}{z} = d > 0.
\end{align}

Hence, $\phi$ can be expressed by a Laurent expansion $\phi(z) = dz + a_0 + \frac{a_1}{z} + \frac{a_2}{z^2} + \cdots$.

Furthermore, for every $n > 0$ we have
\begin{align}
(\phi(z))^n = dz^n + a_{n-1}^{(n)} z^{n-1} + \cdots + a_0^{(n)} + \frac{a_{-1}^{(n)}}{z} + \frac{a_{-2}^{(n)}}{z^2} + \cdots.
\end{align}

Then the Faber polynomial for the domain $E$ is defined by (see, e.g., [41])
\begin{align}
\Phi_n(z) = dz^n + a_{n-1}^{(n)} z^{n-1} + \cdots + a_0^{(n)}, \quad \text{for } n \geq 0.
\end{align}
If $f$ is analytic on $E$, then it can be expanded in a series of Faber polynomials for $E$; that is,

$$f(z) = \sum_{j=0}^{\infty} f_j \Phi_j(z), \quad \text{for } z \in E;$$

see [41, Theorem 2, p. 52]. If the spectrum of $A$ is contained in $E$ and $f$ is a function analytic in $E$, then the matrix function $f(A)$ can be expanded as follows (see, e.g., [41, p. 272])

$$f(A) = \sum_{j=0}^{\infty} f_j \Phi_j(A).$$

If, in addition, $E$ contains the field of values $W(A)$, then for $n \geq 1$ we get

$$\|\Phi_n(A)\| \leq 2,$$

(2.3)

by Beckermann’s Theorem 1.1 in [2].

By using the properties of Faber polynomials, in the following theorem we derive decay bounds for a large class of matrix functions. Notice that the estimate in [3, Theorem 10] combined with the results presented in [6, Theorem 3.7] results in similar bounds (see also [19]); moreover, in section 2 of [33], and in particular in Theorem 2.6, analogous results are discussed. Another similar bound can be found in [42, Theorem 3.8] for the case $f(z) = e^z$. The derivation we describe differs from the ones listed above by using inequality (2.3).

**Theorem 2.3** Let $A \in S_n(\beta, \gamma)$ with field of values contained in a convex continuum $E$. Moreover, let $\phi$ be the conformal map sending the exterior of $E$ onto the exterior of the unit disk, and let $\psi$ be its inverse. For any $\tau > 1$ such that $f$ is analytic on the level set $G_\tau$ defined as the complement of the set $\{\psi(z) : |z| > \tau\}$, it holds

$$|(f(A))_{k,\ell}| \leq 2 - \frac{\tau}{\tau - 1} \max_{|z|=\tau} |f(\psi(z))| \left(\frac{1}{\tau}\right)^\xi,$$

with $\xi$ defined by (2.1).

**Proof** Properties (2.2) and (2.3) imply

$$|(f(A))_{k,\ell}| = \left| \sum_{j=0}^{\infty} f_j \left( \Phi_j(A) \right)_{k,\ell} \right| = \left| \sum_{j=0}^{\infty} f_j \left( \Phi_j(A) \right)_{k,\ell} \right| \leq 2 \sum_{j=0}^{\infty} |f_j|,$$

where the Faber coefficients $f_j$ are given by (see, e.g., [41, chapter III, Theorem 1])

$$f_j = \frac{1}{2\pi i} \int_{|z|=\tau} \frac{f(\psi(z))}{z^{j+1}} \, dz.$$
Noticing that $|f_j| \leq \frac{1}{(\tau)^j} \max_{|z|=\tau} |f(\psi(z))|$ gives

$$|(f(A))_{k,\ell}| \leq 2 \max_{|z|=\tau} |f(\psi(z))| \sum_{j=\xi}^{\infty} \left( \frac{1}{\tau^j} \right) = 2 \frac{\tau}{\tau - 1} \max_{|z|=\tau} |f(\psi(z))| \left( \frac{1}{\tau} \right)^{\xi}.$$  

The choice of $\tau$ in Theorem 2.3, and thus the sharpness of the derived estimate, depends on the trade-off between the possible large size of $f$ on the given region, and the exponential decay of $(1/\tau)^{\xi}$, and thus it produces an infinite family of bounds depending on the problem considered. In our examples, we apply Theorem 2.3 to the approximation of the functions $f(z) = e^z$ and $f(z) = e^{-\sqrt{z}}$, with $z$ in a properly chosen domain.

**Corollary 2.4** Let $A \in \mathcal{B}_n(\beta, \gamma)$ with field of values contained in a closed set $E$ whose boundary is a horizontal ellipse with semi-axes $a \geq b > 0$ and center $c = c_1 + ic_2 \in \mathbb{C}$, $c_1, c_2 \in \mathbb{R}$. Then

$$\left|\left(e^A\right)_{k,\ell}\right| \leq 2e^{c_1} \frac{\xi + \sqrt{\xi^2 + a^2 - b^2}}{\xi + \sqrt{\xi^2 + a^2 - b^2} - (a + b)} \left( \frac{a + b}{\xi} + \frac{e^{q(\xi)}}{1 + \sqrt{1 + (a^2 - b^2)/\xi^2}} \right)^{\xi},$$

for $\xi > b$, with $q(\xi) = 1 + \frac{a^2 - b^2}{\xi^2 + \xi \sqrt{\xi^2 + a^2 - b^2}}$ and $\xi$ as in (2.1).

The proof is postponed to the “Appendix”. Notice that for $\xi$ large enough, the decay rate is of the form $((a + b)/(2\xi))^{\xi}$; that is, the decay is super-exponential. Moreover, in the Hermitian case, we can let $b \to 0$ in Corollary 2.4, thus obtaining a bound that is asymptotically equivalent—up to a multiplicative constant—to the one derived in [7, Theorem 4.2(ii)].

The function $f(z) = e^{-\sqrt{z}}$ is not analytic in the whole complex plane. This property has crucial effects on the approximation.

**Corollary 2.5** Let $A \in \mathcal{B}_n(\beta, \gamma)$ with field of values contained in a closed set $E \subset \mathbb{C}^+$, whose boundary is a horizontal ellipse with semi-axes $a \geq b > 0$ and center $c \in \mathbb{C}$. Then,

$$\left|\left(e^{-\sqrt{A}}\right)_{k,\ell}\right| \leq 2q_2(a, b, c) \left( \frac{a + b}{|c|} \frac{1}{1 + \sqrt{1 - (a^2 - b^2)/c^2}} \right)^{\xi},$$

with $\xi$ defined by (2.1) and

$$q_2(a, b, c) = \frac{|c + \sqrt{c^2 - (a^2 - b^2)}|}{|c + \sqrt{c^2 - (a^2 - b^2)}| - (a + b)}.$$
The proof is given in the “Appendix”. If \( c \) is not real, then the bound in Corollary 2.5 can be further improved since the ellipses considered in the proof are not the maximal one.

**Remark 2.6** For the sake of simplicity, in the previous corollaries horizontal ellipses were employed. However, more general convex sets \( E \) may be considered. The previous bounds will change accordingly, since the optimal value for \( \tau \) in Theorem 2.3 does depend on the parameters associated with \( E \). For instance, for the exponential function and a vertical ellipse, we can derive the same bound as in Corollary 2.4 by letting \( b > a \). Notice that this is different from exchanging the role of \( a \) and \( b \) in the bound. The proof of this fact is non-trivial but technical, and it is not reported.

### 3 Residual bounds for Arnoldi and inexact Arnoldi methods

#### 3.1 The Arnoldi method

Given a matrix \( A \in \mathbb{C}^{n \times n} \) and a vector \( v \in \mathbb{C}^n \), for \( m \geq 1 \) the \( m \)th step of the Arnoldi algorithm determines an orthonormal basis \( \{v_1, \ldots, v_m\} \) for the Krylov subspace \( K_m(A, v) \), the subsequent orthonormal basis vector \( v_{m+1} \), an \( m \times m \) upper Hessenberg matrix \( H_m \), and a nonnegative scalar \( h_{m+1,m} \) such that

\[
AV_m = V_m H_m + h_{m+1,m} v_{m+1} e_1^T,
\]

where \( V_m = [v_1, \ldots, v_m] \); note that \( h_{m+1,m} = 0 \) if and only if the algorithm stops, i.e., \( K_m(A, v) \) is an invariant subspace of \( A \). Due to the orthogonality of the columns of \( [V_m, v_{m+1}] \), the matrix \( H_m \) is the projection and restriction of \( A \) onto \( K_m(A, v) \); that is, \( H_m = V_m^* A V_m \). Throughout the paper we assume exact arithmetic. As commonly performed, in our numerical computations we generated the matrix \( V_m \) by means of the modified Gram-Schmidt method with reorthogonalization, which ensures good orthogonality properties of the constructed basis in finite precision arithmetic; see, e.g., [24]. Without loss of generality assume that \( \|v\| = 1 \). Then the Arnoldi approximation to \( f(A)v \) is given as \( V_m f(H_m)e_1 \); see, e.g., [27, chapter 13]. The quantity

\[
|e_m^T f(H_m)e_1| = |(f(H_m))_{m,1}|
\]

– the last entry of the first column of \( |f(H_m)| \) – is commonly employed to monitor the accuracy of the approximation \( \|f(A)v - V_m f(H_m)e_1\| \); see, e.g., [38] and a related discussion in [30]. In the case of the exponential, \( e^{-tA}v \), the quantity

\[
r_m(t) = |h_{m+1,m} e_m^T e^{-tH_m} e_1|
\]

can be interpreted as the “residual” norm of an associated differential equation; see [8] and references therein. This interpretation can be shown to be true also for other functions; see, e.g., [15, section 6]). Indeed, assume that \( y(t) = f(tA)v \) is the solution to the differential equation \( y^{(d)} = Ay \) for some \( d \)th derivative, \( d \in \mathbb{N} \) and specified
initial conditions for \( t = 0 \). Let \( y_m(t) = V_m f(t H_m) e_1 =: V_m \hat{y}_m(t) \). The vector \( \hat{y}_m(t) \) is the solution to the projected differential equation \( \hat{y}_m^{(d)} = H_m \hat{y}_m \) with initial condition \( \hat{y}_m(0) = e_1 \). The differential equation residual \( r_m = A y_m - y_m^{(d)} \) can be used to monitor the accuracy of the approximate solution as follows: using the definition of \( y_m \) and the Arnoldi relation, we obtain

\[
\begin{align*}
  r_m(t) &= A y_m - y_m^{(d)} = AV_m f(t H_m) e_1 - y_m^{(d)} \\
  &= V_m H_m f(t H_m) e_1 - V_m (f(t H_m))^{(d)} e_1 + \nu_{m+1} h_{m+1, m} e_m^T f(t H_m) e_1 \\
  &= V_m (H_m \hat{y}_m - \hat{y}_m^{(d)}) + \nu_{m+1} h_{m+1, m} e_m^T f(t H_m) e_1 \\
  &= \nu_{m+1} h_{m+1, m} e_m^T f(t H_m) e_1.
\end{align*}
\]

Therefore \( r_m(t) = \| r_m(t) \| \).

Without loss of generality, in the following we consider \( t = 1 \). Hence, for simplicity, we denote \( r_m = r_m(1) \), and \( r_m = r_m(1) \). We remark that the property \( H_m = V_m^* AV_m \) ensures that the field of values of \( H_m \) is contained in that of \( A \), so that our theory can be applied using \( A \) as reference matrix to individuate the spectral region of interest.

We also remark that the inclusion of \( h_{m+1, m} \) in \( r_m(t) \) does not influence the actual behavior of the quantity. On the one hand, it holds that \( h_{m+1, m} \leq \| A \| \), so that \( h_{m+1, m} \) could in principle be eliminated from the bound. On the other hand, \( h_{m+1, m} \) is not going to be small, unless the Krylov subspace is close to an invariant subspace of \( A \), so that \( AV_m \approx V_m H_m \). The strength of Krylov subspaces precisely relies on being able to obtain good approximations to the sought after quantities far before an invariant subspace is determined. Hence our analysis is of interest for \( m \) such that the Krylov subspace is still far from being an invariant subspace of \( A \), for which \( h_{m+1, m} \) is not small. This implies that the behavior of \( h_{m+1, m} e_m^T f(t H_m) e_1 \) is fully determined by the quantity under examination; that is, \( |e_m^T f(t H_m) e_1| \).

Let \( a, b \) be the semi-axes and \( c = c_1 + i c_2 \) the center of an elliptical region \( E \) containing the field of values of \( A \). For the entry \( (k, \ell) \equiv (m, 1) \) of \( f(t H_m) \) and lower bandwidth \( \beta = 1 \) of \( H_m \), the definition in (2.1) yields \( \xi = m - 1 \). Hence, from Corollary 2.4 and \( m > b + 1 \) we deduce the inequality

\[
|r_m| \leq h_{m+1, m} 2 e^{-c_1} p(m) \frac{e^{q(m-1)(a + b)}}{m - 1 + \sqrt{(m - 1)^2 + (a^2 - b^2)}}^{m-1}, \quad (3.1)
\]

with

\[
q(m-1) = 1 + \frac{(a^2 - b^2)}{(m - 1)^2 + (m - 1) \sqrt{(m - 1)^2 + (a^2 - b^2)}}
\]

and

\[
p(m) = \frac{m - 1 + \sqrt{(m - 1)^2 + (a^2 - b^2)}}{m - 1 + \sqrt{(m - 1)^2 + (a^2 - b^2)} - (a + b)}.
\]
Example 3.1. Approximation of $e^{-A}v$, with $v = (1, \ldots, 1)^T / \sqrt{n}$. Top: $A = \text{Toeplitz}(-1, 1, 2, 0, 1) \in B_{200}(1, 2)$. Bottom: matrix pde225. Left: $W(A)$ (yellow area), eigenvalues of $A$ (blue asterisk), and enclosing ellipse $E$ (red dashed line). Right: residual norm as the Arnoldi iteration proceeds in the approximation (black solid line), and residual bound in (3.1) (blue “×”).

In [42,43], a similar bound is proposed, where, however, a continuum $E$ with rectangular shape is considered, instead of the elliptical one we take in Corollary 2.4.

Example 3.1 Figure 2 shows the behavior of the bound in (3.1) for the residual of the Arnoldi approximation of $e^{-A}v$ with $v = (1, \ldots, 1)^T / \sqrt{n}$. The top plots refer to $A \in B_{200}(1, 2)$ with Toeplitz structure, $A = \text{Toeplitz}(-1, 1, 2, 0, 1)$, where the underlined element is on the diagonal, while the previous (resp. subsequent) values denote the lower (resp. upper) diagonal entries. The bottom plots refer to the matrix pde225 of the Matrix Market repository [32]. The left figure shows the field of values of the matrix $A$ (yellow area), its eigenvalues (blue asterisks), and the horizontal ellipse used in the bound (red dashed line). On the right, we plot the residual associated with the Arnoldi approximation as the iteration proceeds (black solid line), and the corresponding values of the bound (blue “×”). Matrix exponentials were computed by the $\text{expm}$ Matlab function.
### 3.2 The inexact Arnoldi method

In an inexact Arnoldi procedure, \( A \) is not known exactly (we consider inexactness under the assumptions and in the context of [40]). This may be due for instance to the fact that \( A \) is only implicitly available via functional operations with a vector, which can be approximated at some accuracy. To proceed with our analysis, we can formalize this inexactness at each iteration \( k \) as

\[
\tilde{v}_{k+1} = Av_k + w_k \approx Av_k.
\]

Typically, some form of accuracy criterion is implemented, so that \( \|w_k\| < \epsilon \) for some \( \epsilon \). In practice, a different value of this tolerance may be used at each iteration \( k \), i.e., \( \epsilon = \epsilon_k \); for this reason, in the following we assume that this tolerance depends on the iteration. The new vector \( \tilde{v}_{k+1} \) is then orthonormalized with respect to the previous basis vectors to obtain \( v_{k+1} \). In compact form, the original Arnoldi relation becomes

\[
(A + \delta_m)V_m = V_mH_m + h_{m+1,m}v_{m+1}e^T_m,
\]

where \( h_{m+1,m} \) is again upper Hessenberg; however, \( H_m = V_m^*(A + \delta_m)V_m \). Moreover, \( \delta_m \) changes as \( m \) grows.

The quantities \( y_m = V_m f(H_m)e_1 \) and \( r_m = Ay_m - y^{(d)}_m \) can still be defined as in the exact case; however the inexact Arnoldi relation should be considered to proceed further. Indeed,

\[
\begin{align*}
\mathbf{r}_m &= Ay_m - y^{(d)}_m = AV_m f(H_m)e_1 - y^{(d)}_m \\
&= -\delta_m V_m f(H_m)e_1 + V_m H_m f(H_m)e_1 - y^{(d)}_m + v_{m+1}h_{m+1,m}e^T_m f(H_m)e_1 \\
&= -[w_1, \ldots , w_m]f(H_m)e_1 + v_{m+1}h_{m+1,m}e^T_m f(H_m)e_1.
\end{align*}
\]

We can still define \( r_m = |h_{m+1,m}e^T_m f(H_m)e_1| \), but we observe that now \( r_m \neq \|r_m\| \).

Moreover, while \( r_m \) is computable, the quantity \( \|r_m\| \) is not available, since \( A \) is not known exactly. With the previous notation we can write \( \|r_m\| \leq \|r_m\| - r_m \) where

\[
\|r_m\| - r_m \leq \|[w_1, \ldots , w_m]f(H_m)e_1\|.
\]

Therefore, if \( \|[w_1, \ldots , w_m]f(H_m)e_1\| \) is smaller than the tolerance for the final requested accuracy, then \( r_m \) provides a good measure in a computable stopping criterion.

Following a similar discussion in [39,40], we write

\[
\|[w_1, \ldots , w_m]f(H_m)e_1\| = \| \sum_{j=1}^{m} w_j e_j^T f(H_m)e_1 \| \leq \sum_{j=1}^{m} \|w_j\| \|e_j^T f(H_m)e_1\|,
\]

where \( \|w_j\| < \epsilon_j \). As a consequence, \( \|[w_1, \ldots , w_m]f(H_m)e_1\| \) is small when either \( \|w_j\| \) or \( \|e_j^T f(H_m)e_1\| \) is small, and not necessarily both. By recalling the exponential
decay of the entries of \( f(H_m)e_1 \), \( \|w_j\| \) is in fact allowed to grow with \( j \), in a way that is inversely proportional to the exponential decay of the corresponding entries of 
\( f(H_m)e_1 \), without affecting the overall accuracy. A priori bounds on \( |e_j^Tf(H_m)e_1| \) can be used to select \( \epsilon_j \) when estimating \( Av_j \). This relaxed strategy can significantly decrease the computational cost of matrix function evaluations whenever applying \( A \) accurately is expensive. However, notice that the field of values of \( H_m \) is contained in the field of values of \( A + \epsilon_m \). Hence if \( W(A) \) is contained in an ellipse \( \partial E \) of semi-axes \( a, b \) and center \( c \), then \( W(A + \epsilon_m) \subseteq W(A) + W(\epsilon_m) \). Since

\[
\sup_{\|z\| = 1} |z^*\epsilon_mz| \leq \sup_{\|z\| = 1} \|\epsilon_mz\| \leq \sqrt{\sum_{j=1}^{m} \|w_j\|^2} \leq \sqrt{\sum_{j=1}^{m} \epsilon_j^2} =: \epsilon^{(m)},
\]

the set \( W(\epsilon_m) \) is contained in the disk centered at the origin and radius \( \epsilon^{(m)} \). Therefore \( W(A) + W(\epsilon_m) \) is contained in any set whose boundary has minimal distance from \( \partial E \) not smaller than \( \epsilon^{(m)} \). One such set is contained in the ellipse \( \partial E_m \) with semi-axes \( a(1 + \epsilon^{(m)}/b), b + \epsilon^{(m)} \) and center \( c \). Indeed, \( z \in \partial E_m \) can be parameterized as

\[
z = \left(1 + \frac{\epsilon^{(m)}}{b}\right)\frac{\rho}{2} \left(Re^{i\theta} + \frac{1}{Re^{i\theta}}\right) + c, \quad 0 \leq \theta \leq 2\pi,
\]

with \( \rho = \sqrt{a^2 - b^2} \), \( R = (a + b)/\rho \). The distance between \( z \) and the ellipse \( \partial E \) is

\[
\left|\frac{\epsilon^{(m)}}{b}\frac{\rho}{2} \left(Re^{i\theta} + \frac{1}{Re^{i\theta}}\right)\right| \geq \left|\frac{\epsilon^{(m)}}{b}\frac{\rho}{2} \left(R - \frac{1}{R}\right)\right| = \epsilon^{(m)}.
\]

With these definitions and notations we can introduce the following relaxation strategy for the inexactness in the Arnoldi procedure.

**Theorem 3.2** Let \( r_m \) be the (uncomputable) residual in (3.3) after \( m \) steps of the inexact Arnoldi algorithm and associated function \( f \). Let \( \epsilon^{(m)} > 0 \) be the maximum allowed inexactness tolerance and let \( tol > 0 \).

If for every \( j \leq m \) we have \( \|w_j\| \leq \bar{\epsilon}_j \) with

\[
\bar{\epsilon}_j = \begin{cases} 
\frac{tol}{m} \max \left\{ 1, \frac{1}{s_j} \right\}, & \text{if } \frac{tol}{m_{s_j}} < \frac{1}{m-j+1} \sqrt{(\epsilon^{(m)})^2 - \sum_{k=1}^{j-1} \epsilon_k^2} \\
\frac{1}{m-j+1} \sqrt{(\epsilon^{(m)})^2 - \sum_{k=1}^{j-1} \epsilon_k^2}, & \text{otherwise}
\end{cases}
\]

then

\[
\|r_m\| - r_m \leq tol,
\]

and \( \left(\sum_{j=1}^{m} \bar{\epsilon}_j^2\right)^{\frac{1}{2}} \leq \epsilon^{(m)} \). Here \( s_j \) is the upper bound for \( |e_j^Tf(H_m)e_1| \) from Theorem 2.3 if \( j \) is such that this bound can be determined, otherwise \( s_j = 1 \); \( W(A) \) in
Theorem 2.3 is contained in an ellipse with semi-axes $a \geq b > 0$ and center $c$, and $E$ is the ellipse with semi-axes $a(1 + \epsilon^{(m)}/b)$, $b + \epsilon^{(m)}$ and center $c$.

The bound of Theorem 3.2 can be specialized for the functions $f(z) = e^z$ and $f(z) = e^{-\sqrt{z}}$ using respectively Corollaries 2.4 and 2.5.

In the following, we report on some experiments illustrating our findings. We consider the norm of the differential equation residual at time $t = 1$, that is

$$
\|Ay_m - y^{(d)}_m\|,
$$

where $y_m = V_m f(H_m)e_1$ is computed with an inexact Arnoldi procedure. Clearly, the matrices $V_m$, $H_m$ differ as we allow $\epsilon_j$ to vary at each iteration $j$. Hence, we compared two different strategies for choosing $\epsilon_j$:

(i) A fixed small tolerance $\epsilon_j \equiv tol/m$ for all $j$s, denoting the associated residual norm (3.6) by $||r_j||$;

(ii) A variable accuracy $\epsilon_j \equiv \overline{\epsilon}_j$ obtained from (3.5), denoting the associated residual norm in (3.6) by $||\overline{r}_j||$.

We anticipate that our numerical experiments do not emphasize any visible degradation in the differential residual norm, if we relax the accuracy in the construction of the Krylov space as it is done in (ii) above, and the two residual norms stagnate at the same level.

Example 3.3 We consider the approximation of $\exp(-A)v$ by the inexact Arnoldi procedure. The inexact matrix-vector product is implemented as in (3.2), with $\|w_j\| = \epsilon_j$. Figure 3 reports our results for $v = (1, \ldots, 1)^T/\sqrt{n}$ and the same matrices as in Example 3.1: $A = \text{Toeplitz}(-1, 1, 2, 0.1) \in B_{200}(1, 2)$ (left), and $\text{pde225}$ from the Matrix Market repository [32] (right). For this set of experiments, we considered $tol = 10^{-10}$ and $\epsilon^{(m)} = 10^{-1}$. The solid line shows the residual norm $||r_j||$ as the iteration $j$ proceeds for $\epsilon_j \equiv tol/m$ (dashed line in the plot). The circles display the residual norm $||\overline{r}_j||$ for the variable accuracy $\epsilon_j \equiv \overline{\epsilon}_j$ (increasing asterisk curve in the plot) obtained from (3.5). The maximum number of iterations $m$ was chosen as the smallest value for which the bound (3.1) is lower than $tol$, respectively $m = 20$ and $m = 31$. A larger, more conservative value could have been considered. The fields of values of the matrices can be obtained starting from those reported in the left plots of Fig. 2, where now the original semi-axes $a$, $b$ of the elliptical sets considered for the computation of $s_j$ are increased by $\epsilon^{(m)}/b$ and $\epsilon^{(m)}$ respectively. The plots show visually overlapping residual norm histories for the two choices of $\epsilon_j$, illustrating that in practice no loss of information takes place when using the relaxation strategy.

Consider the second order differential equation $y^{(2)} = Ay$, with $y(0) = v$. Its solution can be expressed as $y(t) = \exp(-t\sqrt{A})v$, and our results can be applied. This time the upper bound $s_j$ for $|e^{(m)}_m f(H_m)e_1|$ is obtained from Corollary 2.5.

Example 3.4 For the same experimental setting as in Example 3.3, we consider approximating $\exp(-\sqrt{A})v$, for the matrix $A = \text{Toeplitz}(-1, 1, 2, 0.1) \in B_{200}(1, 2)$, the vector $v = (1, \ldots, 1)^T/\sqrt{200}$ and $m = 35$ iterations ($W(A)$ is given by translating by 1 the field of values of the Toeplitz matrix in Example 3.1). Figure 4 reports
Fig. 3 Example 3.3. Approximation of $e^{-A}v$ with $v = (1, \ldots, 1)^T / \sqrt{n}$. Residual norm $||r_j||$ with constant accuracy $\varepsilon_j = \text{tol}/m$, and residual norm $||\tilde{r}_j||$ with $\varepsilon_j = \tau_j$ by (3.5) as the inexact Arnoldi method proceeds. Left: For $A = \text{Toeplitz}(-1, 1, 2, 0.1) \in \mathcal{B}_{200}(1, 2)$. Right: For matrix pde225 from the Matrix Market repository [32].

Fig. 4 Example 3.4. Approximation of $\exp(-\sqrt{A})v$ with $A = \text{Toeplitz}(-1, 1, 3, 0.1) \in \mathcal{B}_{200}(1, 2)$ and $v = (1, \ldots, 1)^T / \sqrt{n}$. The residual norm $||r_j||$ is obtained with constant accuracy $\varepsilon_j = \text{tol}/m$; the residual norm $||\tilde{r}_j||$ is obtained with $\varepsilon_j = \tau_j$ given by (3.5).

on our findings, with the same description as for the previous example. Here $s_j$ in (3.5) is obtained from Corollary 2.5, and it is used to relax the accuracy $\varepsilon_j$. Similar considerations apply.
4 Conclusions

We have considered the approximation of $f(A)v$ by means of the inexact Arnoldi method, in which matrix-vector products with $A$ cannot be computed exactly. We have first derived computable bounds for the off-diagonal decay pattern of functions of non-Hermitian banded matrices. The accuracy of the bounds depends on the quality of the set enclosing and approximating the field of values of $A$. Then we have used these estimates to devise a new relaxation strategy for inexact matrix-vector operations, that does not influence the convergence of the residual norm in the matrix function approximation, while decreasing the computational cost for the inexact matrix-vector product. Similar results can be obtained for other Krylov-type approximations whose projection and restriction matrix $H_n$ has a semi-banded structure. This is the case for instance of the Extended Krylov subspace approximation; see, e.g., [30] and references therein.
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A Technical proofs

Proof of corollary 2.4

Let $\rho = \sqrt{a^2 - b^2}$ be the distance between the foci and the center of the ellipse (i.e., the boundary of $E$), and let $R = (a + b)/\rho$. Then a conformal map for $E$ is

$$\phi(w) = \frac{w - c - \sqrt{(w - c)^2 - \rho^2}}{\rho R},$$  \hfill (A.1)

and its inverse is

$$\psi(z) = \frac{\rho}{2} \left( Rz + \frac{1}{Rz} \right) + c; \hfill (A.2)$$

see, e.g., [41, chapter II, Example 3]. Notice that

$$\max_{|z| = \tau} |e^{\psi(z)}| = \max_{|z| = \tau} e^{\Im(\psi(z))} = e^{\frac{\rho}{2} \left( R \tau + \frac{1}{R \tau} \right) + c_1}.$$  

Hence by Theorem 2.3 we get

$$\left| e^{A} \right|_{k, \ell} \leq 2 \frac{\tau}{\tau - 1} e^{c_1} e^{\frac{\rho}{2} \left( R \tau + \frac{1}{R \tau} \right) \left( \frac{1}{\tau} \right)^{\ell}}.$$
The optimal value of $\tau > 1$ that minimizes $e^{\frac{\rho}{\tau}}\left(R\tau + \frac{1}{R}\tau\right)\left(\frac{1}{\tau}\right)^{\xi}$ is

$$\tau = \frac{\xi + \sqrt{\xi^2 + \rho^2}}{\rho R}.$$  

Moreover, the condition $\tau > 1$ is satisfied if and only if $\xi > \frac{\rho}{2}(R - \frac{1}{R}) = b$. Finally, noticing that

$$\psi\left(\frac{\xi + \sqrt{\xi^2 + \rho^2}}{\rho R}\right) - c_1 = \frac{1}{2} \left(\xi + \sqrt{\xi^2 + \rho^2} + \frac{\rho^2}{\xi + \sqrt{\xi^2 + \rho^2}}\right) = \xi q(\xi),$$

and collecting $\xi$ the proof is completed. $\square$

**Proof of corollary 2.5**

The function $f(z) = \exp(-\sqrt{z})$ is analytic on $\mathbb{C} \setminus (-\infty, 0)$. Since we consider the principal square root, then $\Re(\sqrt{z}) \geq 0$, and

$$|\exp(-\sqrt{z})| = \exp(-\Re(\sqrt{z})) \leq 1.$$  

Hence, by Theorem 2.3 we can determine $\tau$ for which

$$\left|\left(e^{-\sqrt{A}}\right)_{k,\ell}\right| \leq 2\frac{\tau}{\tau - 1} \left(\frac{1}{\tau}\right)^{\xi}.$$  

For every $\varepsilon > 0$ close enough to zero, we set the parameter

$$\tau_\varepsilon = |\phi(\varepsilon)| = \left|\frac{c - \varepsilon + \sqrt{(c - \varepsilon)^2 - \rho^2}}{\rho R}\right|,$$

with $\phi(w)$ as in (A.1) and $\psi(z)$ its inverse (A.2). Then the ellipse $\{\psi(z), |z| = \tau_\varepsilon\}$ is contained in $\mathbb{C} \setminus (-\infty, 0]$. Letting $\varepsilon \to 0$ concludes the proof. $\square$
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