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Abstract

Model Order Reduction (MOR) methods enable the generation of real-time-capable digital twins, which can enable various novel value streams in industry. While traditional projection-based methods are robust and accurate for linear problems, incorporating Machine Learning to deal with nonlinearity becomes a new choice for reducing complex problems. Such methods usually consist of two steps. The first step is dimension reduction by projection-based method, and the second is the model reconstruction by Neural Network. In this work, we apply some modifications for both steps respectively and investigate how they are impacted by testing with three simulation models. In all cases Proper Orthogonal Decomposition (POD) is used for dimension reduction. For this step, the effects of generating the input snapshot database with constant input parameters is compared with time-dependent input parameters. For the model reconstruction step, two types of neural network architectures are compared: Multilayer Perceptron (MLP) and Runge-Kutta Neural Network (RKNN). The MLP learns the system state directly while RKNN learns the derivative of system state and predicts the new state as a Runge-Kutta integrator.
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1 Introduction

Physics-based simulation has been an integral part of product development and design as a cheaper alternative to physical prototyping. As the requirements for better simulation performance, the simulation models are usually complex. On the one hand, large computational resource enables the use of such complex models in the design phase. On the other hand, small form-factor hardware is also readily available, enabling "edge computing", i.e. deploying compact computing devices in factories and smart buildings to enable data analysis. The existence of such hardware opens up the possibility of transferring the physics-based models from design phase into the operation phase. This is a key part of the digital twin vision. A digital twin running next to the device can enable novel industrial solutions such as model-based predictive maintenance or model-based optimization.
However, bringing highly complex simulation models into operation phase presents several challenges, which are not present in the design phase. Firstly, the memory footprint of such models needs to be reduced to fit within the limited memory of edge devices, alongside the rest of the other potential data-analysis processes. Secondly, the models need to run at or faster than real-time on the limited hardware of edge devices. The methods that transform simulation models to comply with such requirements are known under the umbrella term model order reduction (MOR) [Antoulas (2005); Hinze and Volkwein (2005); Willcox and Peraire (2002)].

Most MOR techniques rely on mapping the high-dimensional state of the full order model (FOM) into a lower dimensional space where the reduced order model (ROM) is to be solved. Within this contribution, we look into Proper Orthogonal Decomposition (POD), one of the most widely used for finding such mapping [Hinze and Volkwein (2005); Willcox and Peraire (2002)]. POD is based on performing Principal Component Analysis (PCA) on model trajectories generated by the original FOM, known as snapshots.

For linear models, knowing the dimension-reduction mapping and the equations that define the FOM is enough to obtain a working ROM through projection. However, this cannot be done for complex models with nonlinearity. In this case, a model-reconstruction step is needed in order to reproduce nonlinear behavior in the reduced space. There are several methods perform this step, such as Discrete Empirical Interpolation [Chatantabut and Sorensen (2010)], Operator Inference [Pecherster and Willcox (2016)], and Long-short-term-memory Neural Networks [Mohan and Gaitonde (2018)]. Besides, Recurrent Neural Networks [Kosmatopoulos et al. (1995); Wang et al. (2020); Kani and Elsheikh (2017)], have also been extensively used for this purpose. As universal approximator, vanilla Multilayer Perceptron (MLP) can be used for this purpose. Besides MLP, we notice a Neural Network model named Runge-Kutta Neural Network (RKNN) which was proposed by Wang and Lin in Wang and Lin (1998) should also be able to work as a surrogate model. This kind of network specializes in non-intrusively modelling the solution of Ordinary Differential Equation (ODE) or Partial Differential Equation (PDE). The RKNN model can simulate the right hand side (RHS) of ODE directly in its sub-networks and step forward in a similar way as a $4^{th}$-order Runge-Kutta integrator, rather than learning the mapping between two successive system states directly.

The combination of POD for dimension reduction and Neural Network represent a purely-data-driven MOR framework. The main contribution of this work consists in exploring methodological variations to this framework. On the one hand, the impact of using two different Neural Network architectures is explored.

The paper is organized as follows. The introduction for Proper Orthogonal Decomposition is given in Section 2. The principle and architecture of Runge-Kutta Neural Network is described in Section 3. Numerical experiment evaluating the proposed MOR framework is given in Section 4, and their results are shown in Section 5. Finally, the conclusions follow in Section 6. As supplement, some figures are provided in Section A.

## 2 Introduction to Proper Orthogonal Decomposition

In the last decades, there have been many efforts to develop different techniques in order to obtain compact low-dimensional representations of high dimensional datasets. These representations, in general, encapsulate the most important information while discarding less important components. Some applications include image compression using Principal Component Analysis [Du and Fowler (2007)], data visualisation using t-SNE [Maaten and Hinton (2008)] and structural description of data using Diffusion Maps [Coifman et al. (2005)]. Here the focus will be on Proper Orthogonal Decomposition, which is a variant of Principal Component Analysis in the field of Model Order Reduction.

POD can find a reduced basis $V$ of arbitrary dimension that optimally represents (in a least square sense) the trajectories of the FOM used as snapshots. This basis can be used to project such snapshots into this low-dimensional space.

### 2.1 Problem statement

The full-dimensional problem that we are intending to reduce in this work is generalized Ordinary Differential Equation (ODE). This ODE is frequently used as governing equation for many engineering problems. Its equation can be written as:

$$\dot{y}(t) = f(y(t); \mu(t))$$

(1)

where $y \in \mathbb{R}^N$ is the state vector of the FOM, $N$, the number of variables in state vector will be called the size of FOM. And $\mu \in \mathbb{R}^{n\mu}$ is the vector of system parameters which can influence the solution of ODE, where $n\mu$ is the number of influencing parameters. The target of MOR is to find a reduced model, whose size is $N_r \ll N$, that can reproduce the solution of the FOM with given system parameters to a certain accuracy. This goal will be achieved by
mapping the FOM into a reduced space with the help of a reduced basis $V$. As briefly described before, the reduced basis is constructed from the snapshots of the FOM. Snapshots are nothing but a set of solutions, $y_1, y_2, \ldots, y_{N_s}$, to the FOM Equation [1] with corresponding system parameter configurations $\mu_1, \mu_2, \ldots, \mu_{N_s}$. Here, $N_s$ is number of snapshots taken for the FOM. Often, these snapshots will present in the form of a matrix called snapshot matrix $Y = [y_1, y_2, \ldots, y_{N_s}] \in R^{N \times (N_s \times k)}$, where $k$ is the number of time steps in each simulation.

**2.2 Taking Snapshots: static-parameter sampling (SPS) and dynamic-parameter sampling (DPS)**

Since the reduced basis $V$ is constructed based on the snapshot matrix $Y$ and later the snapshot will also get involved into training ANN, the quality of the snapshot itself is crucial to the performance of the whole framework. The conventional way of capturing snapshots is designed for data-based intrusive MOR techniques which exploit all information in the internal space of numerical solvers. However, as training data for non-intrusive MOR methods, it shows its limitation of providing more information for model reconstruction. This drives the need of improving snapshot capturing strategy for ANN-based MOR techniques. Here in this paper, we propose a new sampling strategy, Dynamic Parameter Sampling (DPS), for taking snapshots to capture the dynamics of the FOM as much as possible.

The simplest way to choose the values for the system parameters $\mu$ is to choose constant values $\mu(t) = \mu(t_0)$ using some sparse sampling technique such as Sparse Grids, Latin Hypercube Sampling [Helton and Davis (2003), Hammersley Sampling and Halton Sampling [Wong et al. (1997)]. Despite these approaches can often catch enough dynamic modes of the system, the obtained dataset are lacking of diversity of parameter configurations and cannot account for cases in which the parameters are time-dependent. Here, we will additionally explore the use of time-dependent parameters for generating the snapshots.

$$\dot{y}_i = f(y_i; \mu_i(t))$$ (2)

In Equation (2) the ODE solved for snapshot $i$ has time-dependent parameter configuration $\mu_i(t)$. This dependency can be any function of time, here to take advantage of sparse sampling techniques, a sinusoidal function is used for dynamic sampling. The following steps explain how DPS works:

1. Define the parameter space $\mu \in [\mu_1^{min}, \mu_1^{max}] \times [\mu_2^{min}, \mu_2^{max}] \times \cdots \times [\mu_{n_{\mu}}^{min}, \mu_{n_{\mu}}^{max}]$ for sampling
2. Use any multivariate sampling to select $N_s$ parameter configurations $\{\mu_1, \mu_2, \ldots, \mu_{N_s}\}$, where $\mu_i = [\mu_1^i, \mu_2^i, \ldots, \mu_{n_{\mu}}^i]$
3. Derive $N_s$ sinusoidal parameter configurations from the result in last step: $\mu_i(t) = (\mu_i - \mu_{min}) \sin(\omega t) + \mu_{min}$, where $\mu_{min} = [\mu_1^{min}, \mu_2^{min}, \ldots, \mu_{n_{\mu}}^{min}]$
4. Solve the ODE with $N_s$ selected parameter configurations and get $N_s$ solutions $y_1, y_2, \ldots, y_{N_s}$. Each solution has $k$ time points on the solution trajectory.

These $N_s$ solutions are so called snapshots. The snapshots contain the dynamic response of the system with certain parameter configurations. And more dynamic modes are included in the snapshots, more essential information about
the system is available to the reduction. Moreover, since the input-output response of the system will be fed into the neural network in Section 3, diversity of the snapshots will strongly influence the training procedure. In this aspect, DPS can provide us with more diverse observation to the system’s response.

2.3 Singular Value Decomposition

With the snapshots obtained in the Section 2.2, the goal is to find an appropriate reduced basis \( \{ \mathbf{v}_i \}_{i=1}^{N_r} \) which minimizes the approximation error Chaturantabut and Sorensen (2010):

\[
\epsilon_{\text{approx}} = \sum_{j=1}^{N_s} \left\| \mathbf{y}_j - \sum_{i=1}^{N_r} (\mathbf{y}_j^T \mathbf{v}_i) \mathbf{v}_i \right\|_2^2
\]

where \( \mathbf{y}_i \) stands for \( y(\mu_i) \).

The minimization of \( \epsilon_{\text{approx}} \) in Equation 3 can be solved by Singular Value Decomposition (SVD) of the snapshot matrix \( \mathbf{Y} = [\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_{N_s}] \in \mathbb{R}^{N_s \times (N_r \times k)} \):

\[
\mathbf{Y} = \mathbf{V} \Sigma \mathbf{W}^T
\]

(4)

If the rank of the matrix \( \mathbf{Y} \) is \( k \), then the matrix \( \mathbf{V} \in \mathbb{R}^{N_s \times k} \) consists of \( r \) column vectors \( \{\mathbf{v}_i \}_{i=1}^{r} \), matrix \( \Sigma \) is a diagonal matrix \( \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_r) \). \( \sigma_i \) is called \( i^{th} \) singular value corresponding to \( i^{th} \) singular vector \( \mathbf{v}_i \).

Essentially, each singular vector \( \mathbf{v}_i \) represents a dynamic mode of the system. And the corresponding singular value \( \sigma_i \) of singular vector \( \mathbf{v}_i \) can be seen as the "weight" of the dynamic mode \( \mathbf{v}_i \). Since the greater the weight, the more important the dynamic mode is, \( N_r \) singular vectors corresponding to the greatest \( N_r \) singular values will be used to construct the reduced basis \( \mathbf{V}_r = [\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_{N_r}] \in \mathbb{R}^{N_s \times N_r} \).

Theoretically, the reduced model will have better quality if more dynamic modes are retained in \( \mathbf{V} \), but this will also increase the size of the reduced model. And since some high frequency noise with small singular value might also be observed in snapshots and later included in the reduced model, the reduced dimension must be selected carefully. There are some research Josse and Husson (2012), Valle et al. (1999) regarding this topic, and we will not further study it in this work.

3 Runge-Kutta Neural Network

After finding the projection into the lower dimensional space, we need a way to reproduce the projected dynamics which is governed by Equation 1 in the full order space. In this work, we look into Neural Networks with two architectures named Multilayer Perceptron (MLP) and Runge-Kutta Neural Network (RKNN) respectively.

In both cases the training data uses the snapshots projected into the reduced space.

\[
\mathbf{Y}_r = \mathbf{V}^T \mathbf{Y} = \mathbf{V}^T [\mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_{N_s}] = [\mathbf{y}_{r,1}, \mathbf{y}_{r,2}, \ldots, \mathbf{y}_{r,N_r}]
\]

(5)

where

\[
\mathbf{y}_{r,i} = [\mathbf{y}_{r,i}(t_1), \ldots, \mathbf{y}_{r,i}(t_k)]^T
\]

(6)

corresponds to the projected trajectories corresponding to the parameter \( \mu_i(t) \) and \( k \) is the number of timesteps used for each of the simulation and if we denote the step size with \( \tau \), we will have

\[
t_i = t_0 + j \tau \text{ for } 0 \leq j \leq k
\]

(7)

We also note that \( \mathbf{Y}_r \in \mathbb{R}^{N_s \times (N_r \times k)} \).

An MLP Network learns to predict the evolution of the system by learning the relation between each pair of neighboring state vectors directly as shown in Figure 2.

\[
\mathbf{y}_{r,i}(t_{j+1}) \approx g_{\text{dMLP}}(\mathbf{y}_{r,i}(t_j), \mu(t_j)) \text{ for } 0 \leq i \leq N_s, 0 \leq j < k
\]

(8)
From Equation 11, we know that an RKNN is essentially a variant of residual network He et al. (2016) which learns will be linearly scaled by the output layer and becomes the approximation for $h$. As we can see, the scheme requires the ability to evaluate the right hand side (R.H.S.) $f$ as alternative, one can embed a numerical integration scheme into the Neural Network based approach. In this work we focus on the Runge-Kutta 4th order scheme and construct so called RKNN based on it. The $4^	ext{th}$ order Runge-Kutta integration can be represented as follows:

$$y_{r,i}(t_{j+1}) = y_{r,i}(t_j) + \frac{1}{6}(h_1 + 2h_2 + 2h_3 + h_4)$$  \hspace{1cm} (9)$$

where:

$$h_1 = \tau f(y_{r,i}(t_j); \mu(t_j)), \quad h_2 = \tau f(y_{r,i}(t_j) + \frac{h_1}{2}; \mu(t_j))$$

$$h_3 = \tau f(y_{r,i}(t_j) + \frac{h_2}{2}; \mu(t_j)), \quad h_4 = \tau f(y_{r,i}(t_j) + h_3; \mu(t_j)).$$

As we can see, the scheme requires the ability to evaluate the right hand side (R.H.S.) $f(y, \mu)$ four times per time step. The alternative learning scheme is based on using a multilayer perceptron neural network to approximate this function

$$f(y; \mu) = g_{\text{rkMLP}}(y; \mu)$$  \hspace{1cm} (10)$$

Then this MLP can be integrated into the Runge-Kutta scheme as sub-network to obtain an integrator

$$y_{r,i}(t_{j+1}) = g_{\text{RKNN}}(y_{r,i}(t_j); \mu(t_j)) = y_{r,i}(t_j) + \frac{1}{6}(h_1^{\text{RKNN}} + 2h_2^{\text{RKNN}} + 2h_3^{\text{RKNN}} + h_4^{\text{RKNN}})$$  \hspace{1cm} (11)$$

where

$$h_1^{\text{RKNN}} = \tau g_{\text{rkMLP}}(y_{r,i}(t_j); \mu(t_j)), \quad h_2^{\text{RKNN}} = \tau g_{\text{rkMLP}}(y_{r,i}(t_j) + \frac{h_1^{\text{RKNN}}}{2}; \mu(t_j))$$

$$h_3^{\text{RKNN}} = \tau g_{\text{rkMLP}}(y_{r,i}(t_j) + \frac{h_2^{\text{RKNN}}}{2}; \mu(t_j)), \quad h_4^{\text{RKNN}} = \tau g_{\text{rkMLP}}(y_{r,i}(t_j) + h_3^{\text{RKNN}}; \mu(t_j)).$$

In Figure [3] we present a schematic on how the MLP sub-network is embedded into the larger RKNN based on Equation [11]. From Equation [11] we know that an RKNN is essentially a variant of residual network [He et al., 2016] which learns the increment between two system states instead of learning to map the new state directly from the old state. This leads to a potential advantage of RKNN that we can use deeper network for approximating more complex nonlinearity.

Let’s take the computation of $h_1^{\text{RKNN}}$ in Equation [11] as an example. We consider an MLP as sub-network with one input layer, 2 hidden layers and one output layer and all fully interconnected. The input layer receives the previous state vector $y_{r,i}(t_j)$ and the parameter vector $\mu_k$, i.e. the number of input neurons is set according to the number of components in the reduced space and the number of parameters. That is, the amount of neurons will depend exclusively on the model and it might change radically for different models. The output from input layer enters two hidden layers using Rectified Linear Unit (ReLU) [Li and Yuan, 2017] as activation function. Finally, the output from the last hidden layer will be linearly scaled by the output layer and becomes the approximation for $h_1$. The way sub-network computing $h_2^{\text{RKNN}}, h_3^{\text{RKNN}}$ and $h_4^{\text{RKNN}}$ are similar and the only difference is the reduced state vector $y_{r,i}(t_j)$ in the input will be replaced by $y_{r,i}(t_j) + c_i h_i^{\text{RKNN}}$, where $c_i$ is the coefficient in Equation [9] and $h_i^{\text{RKNN}}$ is computed in previous iteration. The parameters of the sub-network are updated using backpropagation [Rumelhart et al., 1986].
For the activation function, there are also multiple choices besides ReLU, e.g. Sigmoid or tanh \cite{Karlik_and_Olgac_2011}. The decision should be made for the Neural Network individually. But for most cases ReLU produced faster convergence. Due to this it is suggested to use ReLU as activation function for all hidden layers. A problem of ReLU units is "dead" neuron. That means once the input of a neuron is 0, due to "zero-gradient" in the non-positive region of ReLU function, the parameters of this neuron will never be updated. Some dead neurons can give Neural Network suitable sparsity. But it can be trouble if most of neurons are dead. In this case a variant of ReLU called Leaky ReLU \cite{Dubey_and_Jain_2019} can be considered as alternative.

Similar to explicit integrators, implicit ones can be used \cite{Rico-Martinez_and_Kevrekidis_1993}. Due to their recurrent nature, or the dependence of predictions on themselves, the architecture of this type of neural network will have recurrent connections and offer an alternative to the approach taken here.

4 Numerical Examples

In this section, the three numerical examples used for testing are described. The first one is a computer heat sink, which is governed by thermal equation without any nonlinear contribution. The second one is a gap-radiation model whose physics equation is thermal equation including 4\textsuperscript{th}-order nonlinear radiation terms. And the last example is a thermal-fluid model simulating a heat exchanger, which includes the effects of fluid flow.

All test cases are all firstly reduced by POD method and then ROMs are evaluated by both MLP and Runge-Kutta neural networks. And to validate the ROMs, each example will be assigned two test cases, one is a constant-load test dynamic-load test.

The numerical experiments are performed on a computer with Intel Xeon E5-2640 CPU and 48GB Memory. The reference solution is provided by Thermal/Flow Multi-physics module in simulation software Siemens Simcenter NX \footnote{https://www.plm.automation.siemens.com/global/en/products/simcenter/}. 

Figure 3: Picture of a Runge-Kutta Neural Network (RKNN). RKNN has MLPs as sub-networks which approximate the R.H.S. of Equation 1. The output of each sub-network is assembled as described in \cite{Karlik_and_Olgac_2011}. The output of each sub-network is assembled as described in \cite{Karlik_and_Olgac_2011}.
### 4.1 Heat Sink Model

The first FEM model simulates a chip cooled by attached heat sink. The chip will be the heat source of the system and heat flux travels from the chip to the heat sink then released into the environment through fins. Since all material used in the model is not temperature-dependent, the system is governed by the linear heat transfer equation as Equation (12).

\[ C_p \dot{T} = K T + B u \]  

where \( C_p \) is thermal capacity matrix, \( K \) is thermal conductivity matrix, \( B \) is generalized load matrix, \( T \) is state vector of temperature and \( u \) is the input heat load vector.

The meshed model is sketched in Figure 4a. The model consists of two parts, the red part is a chip made from copper whose thermal capacity is \( 385 \, \text{J/} (\text{kg} \cdot \text{K}) \) and thermal conductivity is \( 387 \, \text{W/} (\text{m} \cdot \text{K}) \). The green part represents the attached heat sink made from aluminum. The relevant material properties are \( 963 \, \text{J/} (\text{kg} \cdot \text{K}) \) thermal capacity and \( 151 \, \text{W/} (\text{m} \cdot \text{K}) \) thermal conductivity.

![Picture of the heat sink model](image)

In the designed space there are two variable parameters: initial temperature \( T_0 \) and input heat load \( u \). The range of initial temperature is from \( 20 \, \text{°C} \) to \( 50 \, \text{°C} \). The power of the volumetric heat source in the chip has range from \( 0.05 \, \text{W/} (\text{mm}^3) \) to \( 0.15 \, \text{W/} (\text{mm}^3) \). Parameter coordinates sampled in parameter space are shown in Figure 4b.

Both test cases have uniform initial temperature of \( 20 \, \text{°C} \). The volumetric heat source used by constant-load test has fixed power \( 0.1 \, \text{W/} (\text{mm}^3) \) and the one used by dynamic-load test has power as function of time \( u(t) = 0.15 - 0.1 \frac{t}{3600} \, \text{W/} (\text{mm}^3) \).  

### 4.2 Gap-radiation Model

The model presented here is a thermal model including radiative coupling. This model can be thought of as a proxy for other radiation-dominated heat transfer models such as those occurring in aerospace, energy and manufacturing. The discrete governing equation is as Equation (13).

\[ C_p T = K T + R T^4 + B u \]  

in addition to Equation (12) \( R \) is the radiation matrix.

The 3D model is sketched in Figure 5a. As shown, The upper plate is heated by thermal flow. When the temperature equilibrium between the two plates is broken due to an increment of the temperature of the upper plate, radiative flux due to the temperature difference between two surface of the gap takes place.

Both plates are made of steel, whose thermal capacity is \( 434 \, \text{J/} (\text{kg} \cdot \text{K}) \) and thermal conductivity is \( 14 \, \text{W/} (\text{m} \cdot \text{K}) \). The initial temperature \( T_0 \) and the applied heat load \( u \) are the variable parameters. The time scale of the whole simulated process is from \( 0 \) to \( 3600 \) seconds.
Assuming operation condition where the input heat load of the system has the lower limitation \( u_{\text{min}} = 40 \text{W} \) and upper limitation \( u_{\text{max}} = 60 \text{W} \) and the initial temperature has the lower limitation \( T_{0,\text{min}} = 20^\circ\text{C} \) and upper limitation \( T_{0,\text{max}} = 300^\circ\text{C} \) is investigated. So the parameter space to take snapshots is defined as \([20^\circ\text{C}, 300^\circ\text{C}] \times [40 \text{W}, 60 \text{W}]\). And parameter configurations used for snapshots are given in Figure 5b.

The test scenarios includes a constant-load test and a dynamic-load test. The constant-load test has fixed load magnitude of 50 W, while the dynamic-load test has a time-dependent load magnitude \( u(t) = 60 - 20 \left( \frac{t - 1800}{1800} \right)^2 \) W.

### 4.3 Heat Exchanger Model

In this example, we model the temperature profile of a solid that is in contact with a fluid channels to cool it down. The flow-field is governed by the Navier-Stokes equations written in integral form \cite{Kassab2003}:

\[
\int_{\Omega} \frac{\partial W}{\partial t} d\Omega + \int_{\Gamma} (F - T) \cdot n d\Gamma = \int_{\Omega} S d\Omega
\]

where \( \Omega \) denotes the volume, \( \Gamma \) denotes the surface bounded by the volume \( \Omega \), and \( n \) is the outward-drawn normal. The conserved variables are contained in \( W = (\rho, \rho u, \rho v, \rho w, \rho e, \rho k, \rho \omega) \), where, \( \rho, u, v, w, e, k, \omega \) are the density, the velocity in x-, y- and z-directions, and the specific total energy. \( F \) and \( T \) are convective and diffusive fluxes, respectively, \( S \) is a vector containing all terms arising from the use of a non-inertial reference frame as well as in the production and dissipation of turbulent quantities.

The governing equation for heat-conduction field in the solid is:

\[
\nabla \cdot [k_s(T_s) \nabla T_s] = 0
\]
here $T_s$ denotes the temperature of the solid, and $k_s$ is the thermal conductivity of the solid material. Finally the equations should be satisfied on the interface between fluid and solid are:

$$T_f = T_s k_f \frac{\partial T_f}{\partial n} = -k_s \frac{\partial T_s}{\partial n}$$

(16)

here $T_f$ is the temperature computed from N-S solution Equation 14 and $k_f$ is thermal conductivity of fluid.

The liquid flowing in the cooling tube is water whose thermal capacity is $4187 \, J/(kg \cdot K)$ and thermal conductivity is $0.6 \, W/(m \cdot K)$. The fluid field has an inlet boundary condition which equals to $1m/s$. The solid piece is made of aluminum whose thermal capacity is $963 \, J/(kg \cdot K)$ and thermal conductivity is $151 \, W/(m \cdot K)$.

The initial temperature in the designed parameter space is from $20 \, ^\circ C$ to $50 \, ^\circ C$ and the heat load applied on the solid component varies from $80$ to $120 \, W$, as shown in Figure 6b. Therefore, we will use a constant heat load whose magnitude is $100 \, W$ and a variant heat load whose magnitude is a function of time $u(t) = 120 - 0.8t \, W$ to validate the ROM respectively.

5 Results

In this section, the results of the numerical tests in Section 4 are presented. The comparison will be made along two dimension: the first dimension is sampling method, i.e. Static Parameter Sampling (SPS) versus Dynamic Parameter Sampling (DPS). The other dimension is architecture of neural network, i.e. Multilayer Perceptron versus Runge-Kutta Neural Network. Some qualitative and quantitative conclusion will be drawn based on comparison.

In Section 5.1, we will investigate how sampling strategy influences construction of reduced basis. And in Section 5.2.1 and Section 5.2.2 we will focus on how dataset and architecture influences the learning quality respectively.

5.1 POD Reduction

With SPS and DPS respectively, 30 snapshots are taken for each system with 30 different heat-load magnitude and initial temperature. Each snapshot is transient analysis from 0 to $T_{end}$ with 100 time points solved by NX 12.

For DPS, $\omega = \pi/T_{end}$ is chosen to be a sinusoidal parameter function. In this case, parameter configuration $\mu$ will change sinusoidally between $\mu_{\text{min}}$ and $\mu_{\text{max}}$. Both values are defined by SPS.

The first 30 singular values found from SPS snapshots and DPS snapshots are shown in Figure 7, Figure 8 and Figure 9 for each test case respectively. In Heat sink test model, the curves of $\sigma$ from calculated from different sampling strategies seem to exactly overlap on each other. And in Figure 8 and Figure 9 only slight difference can be found between two curves.

![Singular Values of Snapshot Matrix](image-url)

Figure 7: Heat sink model: Singular values of SPS snapshots and DPS snapshots
Figure 8: Gap radiation model: Singular values of SPS snapshots and DPS snapshots

Figure 9: Heat exchanger model: Singular values of SPS snapshots and DPS snapshots
However, this does not mean the reduced basis constructed by different dataset has the same quality. To quantitatively measure the quality of reduced basis, here we perform re-projection test to calculate the error generated by each reduced basis. In the test, the reference trajectory is firstly projected into then reduced space then back-projected into the full space. This process can be done by using \( \hat{Y}_{ref} = VV^T Y_{ref} \). Depending on re-projected trajectory, we can calculate the relative re-projection error using \( E_{pod} = \frac{1}{N_s k} \frac{||Y_{ref} - \hat{Y}_{ref}||_2}{||Y_{ref}||_2} \), where \( N_s \) is number of snapshot simulations and \( k \) is the number of time points in each simulation.

The POD error with different size of reduced basis is shown in Figure 10 - 12. Similar to summarized above, in most situations, POD error curves generated by different sampling strategies can converge to similar values when the size of ROM is large enough. Nevertheless, in Figure 10b, the re-projection error of SPS-ROM converges to a value greater than DPS-ROM’s. This means the reduced basis calculated by DPS snapshots has higher quality.

It is observed that, SPS-ROM can have smaller projection error in some cases. This suggests that hybrid datasets (including static and dynamic parameters) may be needed to improve this aspect even further. We propose to study this possibility in future works.

5.2 ANN-based ROM

The quality of the ROM is affected by the reduced basis constructed by POD and the neural network trained in the reduced space. In Section 5.1, by comparing singular values calculated from snapshot matrices sampled in different approaches, we did not see different sampling strategies have huge impact on discovering latent physics. But they can still make difference on training neural network. This will be investigated in Section 5.2.1. And the performance of RKNN in the reduced space will be shown in Section 5.2.2.

5.2.1 Static-Parameter Sampling versus Dynamic-Parameter Sampling

In Section 2.2, we introduced two approaches for taking snapshots. In conventional static-parameter sampling, the parameter configuration assigned to the system is constant during the simulation time, i.e. \( \mu(t) = \mu_0 \). To include more parameter diversity in training data, we designed new sampling strategy named dynamic-parameter sampling whose parameter configuration is function of time. Datasets sampled by different strategies influence not only the quality of reduced basis but also the training of the neural network. In this section, how different datasets can affect the training is investigated.

To measure the prediction quality of neural network correctly, the influence of reduction projection will be removed from measurement. In other words, the approximation error should be evaluated in the reduced space. Therefore, the reference trajectory is reduced by \( Y_{rref} = V^T Y_{ref} \). With the prediction \( \hat{Y}_r \) made by neural network, the relative approximation error is calculated as \( E_{ann} = \frac{1}{N_s k} \frac{||Y_{ref} - \hat{Y}_r||_2}{||Y_{ref}||_2} \), where \( N_s \) is number of snapshot simulations and \( k \) is the number of time points in each simulation.

By observing Table 1 - 3, in most cases ROMs trained by DPS data have better prediction in both test cases. But unlike many other MOR methods, the simulation error does not monotonically decrease while increasing the size of ROM. When the ROM size is very small, the simulation error is mainly caused by POD projection error. In this region, simulation error will decrease with increasing ROM size. Because the most dominant POD components are the most important physics modes of the system, by adding them the ROM knows more about the original system. However, POD components with smaller singular values might be trivial information in snapshots, e.g. noise from numerical integration. These trivial information also becomes noise in training data and disturbs the learning process. This also reminds us to be careful to choose the size of ROM while using ANN-based MOR technique.

The tests here are considered as independent test since test datasets are provided by new NX simulation with different parameter configuration from the simulations used in the snapshots. The independent test is optimal if the two datasets originate from different sampling strategies [Ozesmi et al., 2006]. Here dynamic-load test can be considered to be optimal independent test for SPS-ROM and vice versa for DPS-ROM. As shown in Table 1 - 3, the ANNs trained by DPS data have better performance on its optimal independent tests. But ANNs trained by SPS data also outperforms in some test cases. This result reminds us again that using dataset obtained from diverse sources should be considered.

5.2.2 Multilayer Perceptron versus Runge-Kutta Neural Network

To further improve the capability of predicting ODE systems, we propose to use network architecture inspired by Runge-Kutta integrator in Section 3. Although it has been previously seen that RKNN can be used to make long-term predictions for ODE system [Wang and Lin, 1998], it is still not clear if such approach can work for POD-projected
### Table 1: SPS versus DPS: heat sink model, Relative error(%)  

| $N_t$ | MLP + SPS | MLP + DPS |
|-------|-----------|-----------|
| 1     | 0.09      | 0.16(+0.07) |
| 2     | 0.05      | 0.19(+0.14) |
| 3     | 0.11      | 0.13(+0.02) |
| 4     | 0.10      | 0.16(+0.06) |
| 5     | 0.30      | 0.18(--0.12) |
| 10    | 0.19      | 0.19(--0.00) |
| 15    | 0.10      | 0.16(+0.06) |
| 20    | 0.11      | 0.15(+0.04) |
| 25    | 0.19      | 0.16(--0.04) |
| 30    | 0.17      | 0.16(--0.01) |

### Table 2: SPS versus DPS: gap radiation model, Relative error(%)  

| $N_t$ | MLP + SPS | MLP + DPS |
|-------|-----------|-----------|
| 1     | 0.50      | 0.59(+0.09) |
| 2     | 0.59      | 0.27(--0.32) |
| 3     | 0.25      | 0.28(+0.03) |
| 4     | 0.17      | 0.27(+0.10) |
| 5     | 0.22      | 0.18(--0.04) |
| 10    | 0.13      | 0.14(+0.01) |
| 15    | 0.17      | 0.22(+0.05) |
| 20    | 0.22      | 0.13(--0.10) |
| 25    | 0.19      | 0.18(--0.01) |
| 30    | 0.16      | 0.16(--0.00) |

### Table 3: SPS versus DPS: heat exchanger model, Relative error(%)  

| $N_t$ | MLP + SPS | MLP + DPS |
|-------|-----------|-----------|
| 1     | 0.20      | 0.27(+0.07) |
| 2     | 0.31      | 0.27(--0.04) |
| 3     | 0.25      | 0.25(--0.00) |
| 4     | 0.24      | 0.24(--0.00) |
| 5     | 0.13      | 0.16(--0.03) |
| 10    | 0.17      | 0.11(--0.05) |
| 15    | 0.12      | 0.16(+0.04) |
| 20    | 0.14      | 0.12(--0.02) |
| 25    | 0.15      | 0.15(--0.00) |
| 30    | 0.17      | 0.13(--0.04) |

(a) Constant-load Test  
(b) Dynamic-load Test
ODE systems. A possible challenge arises from the highly variable scale differences between the reduced dimensions. Typically, the reduced snapshot will have much larger component in some of the reduced dimensions (those with large singular values) than in others (small singular values). This presents a challenge for NN-based learning methods.

The structure of MLP and RKNN is the same as described in Figure 2 and Figure 3, but in detail, the number of input neurons \( n_{in} \) depends on the size of ROM and number of system parameters, i.e. \( n_{in} = N_r + n_\mu \). The number of neurons on each hidden layers is chosen to be 32, this value is always greater than input features, i.e. \( N_r + n_\mu \). This is important for neural network to interpret the underlying dynamics. And same as depicted in the figures, each network has 1 input layer, 2 hidden layers and 1 output layer, which enables network to approximate any kind of mathematical function.

The prediction error \( E_{\text{nn}} \) is measured in the same way as in section 5.2.1. Since it is known from the last comparison that DPS dataset is considered to be better training dataset, here both types of neural networks are trained with DPS dataset.

![Image](https://via.placeholder.com/150)

| \( N_r \) | MLP + DPS | RKNN + DPS |
|---|---|---|
| 1 | 0.16 | 0.16(−0.01) |
| 2 | 0.19 | 0.15(−0.04) |
| 3 | 0.13 | 0.12(−0.01) |
| 4 | 0.16 | 0.16(−0.01) |
| 5 | 0.18 | 0.17(−0.01) |
| 10 | 0.19 | 0.17(−0.02) |
| 15 | 0.16 | 0.15(−0.00) |
| 20 | 0.15 | 0.17(−0.02) |
| 25 | 0.16 | 0.21(+0.05) |
| 30 | 0.16 | 0.24(+0.08) |

**Table 4: MLP versus RKNN: Heat sink model, Relative error(%)**

| \( N_r \) | MLP + DPS | RKNN + DPS |
|---|---|---|
| 1 | 0.59 | 0.47(−0.13) |
| 2 | 0.27 | 0.24(−0.03) |
| 3 | 0.28 | 0.21(−0.07) |
| 4 | 0.27 | 0.19(−0.08) |
| 5 | 0.18 | 0.21(+0.02) |
| 10 | 0.14 | 0.19(+0.04) |
| 15 | 0.22 | 0.19(−0.03) |
| 20 | 0.13 | 0.19(+0.06) |
| 25 | 0.18 | 0.24(+0.06) |
| 30 | 0.16 | 0.21(+0.05) |

**Table 5: MLP versus RKNN: Gap radiation model, Relative error(%)**

In Table 4 and Table 5, we can observe that RKNN can predict the solution of reduced ODE system with acceptable accuracy. But there is no indication that RKNN predicts the system behavior better in any certain type of tests. In contrast, MLP is evaluated to be better at approximating larger-size ROM. One possible explanation is that compared to a simple MLP, an RKNN can be considered as a deeper network which is harder to train. A solution could be to train large amount of networks for each architecture with different randomized initialization. Then evaluating the average performance of all trained networks of each architecture. Here in this paper, due to the limitation of time and computational resource, we only train 10 networks for each type of architecture, which might not be sufficient to eliminate the random effect.

Although RKNN does present consistently smaller errors in our tests, it still has some advantages over the simple use of MLP. RKNN can be use to integrate a learned systems using a different time step in evaluation phase. According to Equation (11), the knowledge learned by RKNN is the R.H.S. function \( f(y_r; \mu) \) instead of the relation between \( y_r(t_j) \) and \( y_r(t_{j+1}) \). We can use different \( \tau \) to calculate the increment \( \Delta y_r(t_j) = f(y_r(t_j); \mu(t_j)) \) without additional training process. Figure 13 and 14 show how using different time interval can influence the prediction by both neural networks. An
solution allowing MLP to predict with different step size is to include $\tau$ as a feature in the input of the MLP, according to Equation [8] this can be written as:

$$y_{r,i}(t_{j+1}) \approx g_{dMLP}(y_{r,i}(t_j), \tau; \mu(t_j))$$  \hspace{1cm} (17)$$

However, in Equation[17] $\tau$ contributes nonlinearly to the update of the state because of the nonlinear activation function in MLP, which is inconsistent to the pre-knowledge that the step size should contribute to the the update linearly $\tau f(y; \mu)$. Therefore, MLP can only approximate the relation, while RKNN exploits this pre-knowledge and embeds it into its structure.

### 6 Conclusions

In this paper, we proposed two modification for Model Order Reduction (MOR) based on Artificial Neural Network (ANN). The first modification is including more information of system parameters into training data by using Dynamic Parameter Sampling (DPS). The second is replacing conventional Multilayer Perceptron (MLP) with Runge-Kutta Neural Network (RKNN). The workflow of this technique is similar to conventional ANN-based MOR. Firstly we use POD reduction techniques to obtain an optimal reduced space from the snapshots and then, with the help of a neural network-based model, describes the dynamics of the system in such subspace. This approach is tested with two different data sampling strategies and neural network architectures respectively. The test cases are designed and simulated within NX 12.

As discussed in Section [5] DPS shows positive influence on the quality of Reduced Order Model (ROM). Based on observation, adding DPS snapshots into dataset can enrich the dynamics contained in snapshots. This can help with constructing better POD basis. Moreover, neural network trained by DPS dataset is more sensitive to system’s parameters. However, it is also seen that in some specific tests, network trained by DPS data performs worse than network trained by Static Parameter Sampling (SPS) data, which are usually found to be in constant-load tests.

As for applying RKNN instead of MLP, through error analysis, it is known that MLP and RKNN has similar capability to learning dataset in reduced space. However, some great potential of using RKNN to predict ODE system should be considered. For example, by learning the right hand side of the ODE system, RKNN becomes better architecture at enabling simulation with different step sizes from the training step size. This feature has been proven by results in Figure [13]-[18]. Moreover, it is also mentioned in [Wang and Lin, 1998], since the RKNN models the right hand side of ODE in its sub-networks directly, some known continuous relationship (physical laws) of the identified system can be incorporated into the RKNN to cut down the network size, speed up its learning, and enhance its long-term prediction capability.

Although this MOR framework was tested only on thermal-flow models, it could be easily adapted to other kinds of models, since it is non-intrusive and only relies on measured data to learn the dynamics of the system. However, there is still more work to be done before these methods can be applied to big scale and more general models.

Some further potential improvements for the approach discussed in this work include:

- Investigating the influence of using SPS-DPS-mixed snapshots.
- Investigating different methods of constructing reduced space other than POD, e.g. Auto-encoder.

| $N_r$ | MLP + DPS | RKNN + DPS |
|-------|-----------|-------------|
| 1     | 0.27      | 0.27(+0.01) |
| 2     | 0.27      | 0.13(-0.13) |
| 3     | 0.25      | 0.15(-0.10) |
| 4     | 0.24      | 0.20(-0.04) |
| 5     | 0.16      | 0.13(-0.03) |
| 10    | 0.11      | 0.18(+0.07) |
| 15    | 0.16      | 0.20(+0.05) |
| 20    | 0.12      | 0.16(+0.04) |
| 25    | 0.15      | 0.17(+0.02) |
| 30    | 0.13      | 0.17(+0.04) |

Table 6: MLP versus RKNN: Heat exchanger model, Relative error(%)
• Implementing implicit integration scheme with neural networks as in [Anderson et al. (1996)] allowing more accurate long-term prediction.
• Implementing integration scheme with multiple history states as part of input, which might also enable more stable long-term prediction.
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A Additional Figures

Figure 10: Projection error: heat sink model

(a) Constant load test
(b) Dynamic load test

Figure 11: Projection error: gap radiation model

(a) Constant load test
(b) Dynamic load test
Figure 12: Projection error: heat exchanger model

Figure 13: ANN predictions: constant-load test, heat sink model
Figure 14: ANN predictions: dynamic-load test, heat sink model

(a) Time interval: $dt=5\text{s}$

(b) Time interval: $dt=2.5\text{s}$

Figure 15: ANN predictions: constant-load test, gap radiation model

(a) Time interval: $dt=36\text{s}$

(b) Time interval: $dt=18\text{s}$
Figure 16: ANN predictions: dynamic-load test, gap radiation model

(a) Time interval: $dt=36\text{s}$

(b) Time interval: $dt=18\text{s}$

Figure 17: ANN predictions: constant-load test, heat exchanger model

(a) Time interval: $dt=0.5\text{s}$

(b) Time interval: $dt=0.25\text{s}$
Figure 18: ANN predictions: dynamic-load test, heat exchanger model