Boundary Guidance Hierarchical Network for Real-Time Tongue Segmentation

Xinyi Zeng, Qian Zhang, Jia Chen, Guixu Zhang, Aimin Zhou and Yiqin Wang

Abstract—Automated tongue image segmentation in tongue images is a challenging task for two reasons: 1) there are many pathological details on the tongue surface, which affect the extraction of the boundary; 2) the shapes of the tongues captured from various persons (with different diseases) are quite different. To deal with the challenge, a novel end-to-end Boundary Guidance Hierarchical Network (BGHNet) with a new hybrid loss is proposed in this paper. In the new approach, firstly Context Feature Encoder Module (CFEM) is built upon the bottom-up pathway to confront with the shrinkage of the receptive field. Secondly, a novel hierarchical recurrent feature fusion module (HRFFM) is adopt to progressively and hierarchically refine object maps to recover image details by integrating local context information. Finally, the proposed hybrid loss in a four hierarchy—pixel, patch, map and boundary guides the network to effectively segment the tongue regions and accurate tongue boundaries. BGHNet is applied to a set of tongue images. The experimental results suggest that the proposed approach can achieve the latest tongue segmentation performance. And in the meantime, the lightweight network contains only 15.45M parameters and performs only 11.22GFLOPS.
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I. INTRODUCTION

Tongue is a unique vital organ. There are significant differences in tongue images among twins. According to Traditional Chinese Medicine (TCM), the tongue has a certain distribution rule for internal organ lesions, such as spleen, stomach, hepatobiliary left, hepatobiliary right, kidney, and cardiopulmonary regions [1], as shown in Fig. 1. Therefore, the tongue is a potentially important body sign in clinical diagnosis and treatment, especially in TCM [2]. Doctors observe the shape and color of the tongue to judge human health or disease development [3], [4]. Tongue diagnosis is a noninvasive, effective method of auxiliary diagnosis anytime anywhere, which meets the needs of primary health care systems around the world. However, traditional tongue diagnosis has its limitations. First, the clinical competence of tongue diagnosis is determined by the experience, knowledge and thinking mode of the physicians. Second, environmental factors, such as differences in position and brightness of light, have an influence on the tongue diagnosis results. Finally, traditional tongue diagnosis is intimately related to the identification of diseases, and it is not well understood by western medicine and modern biomedicine. Moreover, making full use of medical resources to meet the needs of the patients always remains an urgent concern [5]. In order to avoid the malpractice of traditional tongue diagnosis, such as misdiagnosis, uncertainty and non-quantification, and to help people obtain cheap and high-quality medical services [6]-[10], it is necessary to build an objective, scientific and quantitative diagnostic standards for tongue diagnosis.

Therefore, in recent years, with the development of various technologies, image-based tongue diagnosis has attracted much attention. The tongue image shows the color, texture, and geometric features of the tongue, which can be used for automatic tongue diagnosis. The complete and accurate segmentation of tongue from tongue image plays a key role in tongue image automatic diagnosis, which directly affects the accuracy of tongue diagnosis [11], [12]. Nevertheless, the collected images not only show the tongue, but also teeth, lips, face and other materials, as shown in Fig. 2. Tongue appearance shows great differences among individuals, and the data is unbalanced, which make segmentation more difficult. For automatic disease diagnosis, it is very important to accurately segment the tongue area from the complex backgrounds.

A lot of efforts have been dedicated to tongue segmentation. Aplenty methods have been proposed in the past for the segmentation of tongue. Most of those are based on classical and commonly used image segmentation techniques. However, when the tongue area (the blue solid line shown in Fig. 3) is similar to the non-tongue area, some have poor segmentation [12]-[14], some are sensitive to noise or clustered backgrounds [15], [16], and some achieve relatively promising segmentation...
results but their segmentation quality largely depends on some prior knowledge [17], [18]. Recently, convolutional neural networks (CNNs) have shown remarkable performance in tongue image segmentation [20], [21]. Although these CNNs-based methods achieve significant results compared with traditional methods, their tongue segmentations are still defective in fine structures and boundaries, as shown in Fig. 3. For the problem of object structures, most of semantic image methods use the U-shape structure to gradually increase the spatial resolution and fill some missing details [21]-[23]. Although these methods have achieved good performance, there are still many areas to be improved. For example, [22] has expensive computation with 30× more parameters than ENet [21], which drops the last stage of the model in pursuit of an extremely tight framework. PSPNet [23] and Deeplab v2 [25] use the dilated convolution to enlarge the receptive field, which preserves the spatial size of the feature map. Besides, most methods focus on region accuracy and ignore the boundary accuracy of the object. In order to get precise boundaries, some methods employ time-consuming CRF (Conditional Random Field) to refine the final predicted maps [24], [25]. Some methods specifically formulate the problem statement as binary or category-aware semantic edge detection [26]-[29], [48]. However, these methods did not monitor the boundaries of the final segmentation result of the network. They train the object boundary detection and object segmentation separately. For example, Discriminative Feature Network (DFN) [29] contains Smooth Network and Border Network. Smooth Network handles the object segmentation issue and Border Network handles the boundary detection issue. DFN's boundary detection can only be used as an auxiliary training for object segmentation, but cannot make the segmented object boundary be significantly improved.

Based on the above analysis, a novel Boundary Guidance Hierarchical Network (BGHNet) is proposed for real-time tongue segmentation in this paper. BGHNet contains two parts: a Context Feature Encoder Module (CFEM) and a novel Hierarchical Feature Refinement Module (HFRM). The CFEM is devised to confront with the shrinkage of the receptive field, and the HFRM hierarchically and progressively object maps to recover image details respectively. For CFEM, a lightweight CNN is adopted for feature extraction, and then several average pooling layers are appended on top of the backbone to capture global guidance information (where the tongue is). In the end, different levels of global average-pooled features are extracted to compute channel-wise attention at different level feature maps. For HFRM, the fusion of global (coarse) and local (fine) contexts as well as the refinement of object maps are investigated to achieve better accuracy without loss of speed. The Hierarchical recurrent connections are incorporated into each layer to generate high-resolution object maps. Inspired by [32], [42], this paper also proposes a hybrid loss, which combines four parts, namely, Binary Cross Entropy (BCE) [36], Structural SIMilarity (SSIM) [45], F1-score(F1) [31] and Boundary F1-score (BF1) [32] loss. The network is guided by the proposed hybrid loss to learn from ground truth in four hierarchies—pixel, patch, map and boundary levels. A series of ablation experiments are designed to allow readers to better understand the impact of each component in the proposed architecture, and to show how joint training with boundary detection can help to enhance boundary details of predicted results. To the best of our knowledge, such lightweight and boundary-quality network have not been used in medical image segmentation field yet.

The remainder of this paper is organized as follows. The details of the proposed method are introduced in Section II. Experiments and results are reported in Section III. Conclusions are drawn in Section IV.

II. METHODS

The proposed BGHNet consists of two modules: the Context Feature Encoder Module (CFEM) and the Hierarchical Feature
Refinement Module (HFRM), as shown in Fig. 4. The CFEM first coarsely detects the target in a global perspective, then the HFRM hierarchically and progressively refines the details of the object map step by step. BGHNet is trained end-to-end. In the test, the predicted segmentation results can be concluded through the proposed network, without using any post-processing and other methods. Therefore, BGHNet is not only lightweight but also efficient.

A. Context Feature Encoder Module

The CFEM is designed to provide sufficient receptive field. In the semantic segmentation task, the receptive field is of great significance for the performance [33]. As the receptive field expands, the position of the target becomes more and more precise. However, at the same time, spatial details are also ignored. Therefore, different levels of feature maps extracted in the CFEM are utilized in the HFRM to refine the high-level features with the local information. Since the contributions of different level local spatial information to high level feature information are different, a specific Global refinement block (GRB) [34], [35], which is an improved version of SE block [34], is proposed to refine features at various stages. The specific structure is shown in Fig. 5(a). Its role at different layers is different throughout the network. GRB can learn to use global information to selectively filter informative features. In shallower layers, it stimulates informative features in a class-agnostic way, reinforcing the shared low-level representations. In deeper layers, it becomes more specialized and responds to different inputs in a highly class-specific way. This is a top-down structure. The top-down pathway of BGHNet is built upon the bottom-up light backbone. However, there is a problem with this structure that the high-level features will be gradually diluted when they are transmitted to lower layers. [23] shows that the theoretical receptive fields of CNNs are far bigger than theoretical receiving fields, particularly for deeper layers. Therefore, the receptive fields of the whole networks are smaller and the global information of the input image cannot be captured. Regarding the lack of high-level semantic information for fine-level feature maps in the top-down pathway, a context Guidance Module (CGM) containing a modified version of the Pyramid Pool Model (PPM) [23] and the Global Feature Pyramid Model (GFPM) was proposed to accurately capture the precise position of the highlighted objects.

Light Backbone: the proposed architecture consists of downsampled-split-shuffle-non-bottleneck unit (DSS-nbt) and split-shuffle-non-bottleneck (SS-nbt). The structure of DSS-nbt is shown in Fig. 5(d). Inspired by [43], downsampled unit and split-shuffle-non-bottleneck (SS-nbt) are employed in the design of DSS-nbt, which is approaching to the representational power of large and dense layers, but the computational complexity is greatly reduced. Each DSS-nbt with stride 2 enables more deeper network connection context and reduce computation simultaneously. There are four stages in total. Except for the second stage that is composed of DSS-nbt and two SS-nbt, each stage is composed of one DSS-nbt and three SS-nbt. Moreover, the usage of dilated convolutions [44] in the last two stages of SS-nbt can effectively reduce the parameters and computational cost compared to the use of larger kernel sizes [43].

Global Refinement Block: Global Refinement Block (GRB) is designed to change the weights of feature maps of each stage in the feature network, as illustrated in Fig. 5(a). The first component of GRB is a global average pooling layer to capture global context, then the following is a 1 × 1 convolution layer. The number of channels is set according to the number of channels in the feature of each layer. GRB can combine the information across all global context. Finally, there is an activation function. GRB can learn to use global information to selectively stress informative features and suppress relatively useless ones.

Context Guidance Module: Context Guidance Module (CGM) is composed of PPM, GFPM and Sliced Concatenation (SC). SC is a modified version of Sliced Concatenation [27], reducing parameters and increasing information exchange. The CGM structure is shown in Fig. 5(c). The PPM consists of four sub-branches to capture the context information of the input images. The first and second sub-branches are the identity maps selected by the GRB layer and a global average pooling layer, respectively. For the last two middle sub-branches, adaptive average pooling layer are used to ensure the spatial sizes of output feature maps are 3×3 and 5×5, respectively. In a way to generate a feature pyramid containing global information, shuffle concatenation is used for information fusion, and group convolution is used to reduce the computation of concatenation. The flow of information between channel shuffle is caused by group convolution, so channel shuffle is used to enhance the ability of information representation. The modified SC structure is shown in Fig. 5(b). The Context Feature Pyramid Module (CFPM) consists of four sub-branches that are delivered to feature maps at various levels. Every branch adopts convolution layer and efficient sub-pixel convolution layer [38] to obtain feature maps of global information at different scales, such as 32, 64, 128 and 256.

B. Hierarchical Feature Refinement Module

To further combine these features effectively and improve predicted object maps in details, a novel Hierarchical Feature Refinement Module is proposed to progressively and hierarchically render image details by integrating local context information. The core of the HFRM is the Feature Fusion Amplifier Block (FFAB). FFAB incorporates hierarchical connections into each layer and generates high-resolution object maps. As shown in Fig. 4. The first FFAB combines feature maps of 32×32 in CFPM with the fourth layer of the same scale feature maps in the backbone to generate object maps of 64×64. The second FFAB combines object maps of
64x64 in the first FFAB with feature map of 64x64 in CFPM and the third layer of the same scale feature maps in the backbone generates object maps of 128x128 (the subsequent further refined object maps are denoted in the same way). In Fig. 4, the detailed framework of a refinement step is shown. FFAB is adopted to combine the coarse object maps, feature maps of global information and the local features in the backbone, and enlarge the object maps one by one. HFRM refines the object maps in a coarse to fine and global to local way.

**Feature Fusion Amplifier Block:** features at different levels convey different information, so these features are not simply summed up. The spatial information captured by the backbone encodes most rich detail information. Moreover, the output feature of the Context Feature Pyramid Module mainly encodes context information. Therefore, given the different level of the features, Feature Fusion Amplifier Block (FFAB) is designed to combine the feature information effectively. After effective fusion of features, the fused feature map needs to be decoded into object maps. Decoder can recover the pixelwise prediction from the lower-resolution feature maps. In previous works [39]-[41], decoder generally consists of a few deconvolutional layers or bilinear upsampling. However, deconvolutional has too many parameters to train. And, Bilinear upsampling has limited capability in recovering the pixel-wise prediction accurately, due to it does not consider the correlation among the prediction of each pixel.

In a way to solve the above upsampling issue, the proposed FFAB also contains a simple and effective data-dependent upsampling method, namely PixelShuffle [38], which can recover the pixelwise segmentation prediction from lower-resolution feature maps. PixelShuffle is originally proposed to solve the problem of image super resolution [38]. The main function of PixelShuffle is to obtain high resolution feature maps through convolution and multi-channel recombination of low-resolution object maps. Instead of directly generating the high-resolution object maps through interpolation, the process first obtains the feature maps of r2 channels through convolution, and then obtains the object maps through periodic shuffling, where r is the upsampling factor, that is the enlargement ratio of the object maps, as is shown in Fig. 6(b). No special coding is required, and the resolution of the fused low-level features can be decoupled from the final predicted resolution. This decoupling extends the design space of the decoder's feature aggregation so that arbitrary feature aggregation can be used to improve the segmentation performance as much as possible.

**C. Hybrid Loss**

The training loss is defined as follows:

$$\text{Loss} = \sum_{k=1}^{N} \text{loss}^{(k)}$$

where, \(\text{loss}^{(k)}\) is the loss of the \(k\)-th output, \(N\) the outputs’ total number. The different losses are used to supervise the different
output. As described above, our model has four outputs, three for sides and one for final. T stands for side or final output.

The side loss of hybrid loss is designed as equation (2) to obtain high quality of region segmentation and accurate boundaries:

$$loss_{side}^{(k)} = loss_{bce}^{(k)} + loss_{F1}^{(k)} + loss_{BF1}^{(k)}$$  \hspace{1cm} \text{(2)}$$

where $loss_{bce}^{(k)}$, $loss_{F1}^{(k)}$, $loss_{BF1}^{(k)}$ denote BCE loss [36], F1 loss [31], BF1 loss [32], respectively.

Although the loss function of side output can better explicitly supervise the training of the area and boundary, the boundary obtained by directly using the loss function of side output is more concave and convex. Therefore, the hybrid loss for the final outputs use SSIM which can focus on both boundary accuracy and regional accuracy to obtain a smoother and more detailed boundary, as defined below:

$$loss_{F \text{final}}^{(k)} = loss_{bce}^{(k)} + loss_{F1}^{(k)} + loss_{ssim}^{(k)}$$  \hspace{1cm} \text{(3)}$$

where $loss_{ssim}^{(k)}$ denote SSIM loss [45]. BCE loss [36] is defined as:

$$loss_{BCE} = \sum_{i,j} \left| G(i,j) \log(P(i,j)) \right| + (1 - G(i,j)) \log(1 - P(i,j))$$  \hspace{1cm} \text{(4)}$$

where for pixel(i, j) the ground truth label G(i, j) is in the \{0, 1\} and P(i, j) is the predicted probability of target object.

F1-score is a measure usually used to classify problems. It is the average of the accuracy rate and the recall rate. F1 loss is defined as:

$$loss_{F1} = 1 - \frac{2 \times P \times R}{P + R}$$  \hspace{1cm} \text{(5)}$$

Here $P$ refers to the ratio of positive examples to the total number of positive examples that the pixel is predicted. R is the ratio of positive examples to the total number of positive examples that the pixel is ground truth label. P and R are defined as:

$$P = \frac{\text{sum}(P \cdot GT)}{\text{sum}(P)}$$

$$R = \frac{\text{sum}(P^* \cdot GT)}{\text{sum}(GT)}$$  \hspace{1cm} \text{(6)}$$
where, \* denotes pixel-wise multiplication of two binary maps, and \( \sum \) (\( \cdot \)) summation of a binary map. \( Pt \in \{0,1\} \) and \( Gt \in \{0,1\} \) denote the binary map of predicted and ground truth for an arbitrary class \( c \) of one image, respectively.

The binary boundary mapping is needed to be extracted in order to construct various of BF1. The definition of boundary is as follows:

\[
Pt^b = \text{pool}(1 - Pt^b, \theta) - (1 - Pt^b) \\
Gt^b = \text{pool}(1 - Gt^b, \theta) - (1 - Gt^b)
\]

(7)

where pool (\( \cdot \)) denotes pixel-wise max-pooling operation with a sliding window of size \( \theta \). The boundary width is \( \frac{3}{2} \), and \( \theta \) is usually set to 3. The extended boundary map should be obtained in order to compute Euclidean Distances from pixels to boundary, and it is defined as:

\[
P_{t_{ext}}^b = \text{pool}(P_t^{b_{ext}}, \theta') \\
G_{t_{ext}}^b = \text{pool}(G_t^{b_{ext}}, \theta')
\]

(8)

The value of hyperparameter \( \theta' \) can be set as not greater than the minimum distance between neighboring segments of the binary ground truth map. After that \( P_{t_{ext}}^b \) and \( R_{t_{ext}}^b \) can be calculated as follows:

\[
p_b = \frac{\text{sum}(P_t^{b_{ext}} \circ G_t^{b_{ext}})}{\text{sum}(P_t^b)} \\
R_b = \frac{\text{sum}(P_t^{b_{ext}} \circ G_t^b)}{\text{sum}(G_t^b)}
\]

(9)

Finally, the boundary loss function is defined as:

\[
\text{loss}_{BF1} = 1 - \frac{1}{C + 1} \sum_{c=0}^{C} 2 \times p_b \times R_b
\]

(10)

SSIM [45] can capture the structural information in images. Given two images \( Pt \) and \( Gt \), the structural similarity loss of predicted binary map and ground truth label can be calculated as follows:

\[
\text{loss}_{SSIM} = 1 - \frac{(2\mu_{Pt}\mu_{Gt} + c_1)(2\sigma_{PtGt} + c_2)}{(\mu_{Pt}^2 + \mu_{Gt}^2 + c_1)(\sigma_{Pt}^2 + \sigma_{Gt}^2 + c_2)}
\]

(11)

where \( \mu_{Pt} \) and \( \mu_{Gt} \) are the mean of \( Pt \) and \( Gt \), respectively, \( \sigma^2_{Pt} \) and \( \sigma^2_{Gt} \) are the variance of \( Pt \) and \( Gt \), respectively, \( \sigma_{PtGt} \) is the covariance of \( Pt \) and \( Gt \), \( c_1 \) and \( c_2 \) are generally equal to 0.01 \( \times 2.0 \) and 0.03 \( \times 2.0 \), in order to avoid dividing by zero.

The visual impact of SSIM losses in image segmentation is illustrated. \( \text{loss}_{SSIM}^{(k)} \) is used for final outputs, the boundary of the target is more concave and convex, as shown in Fig. 7(b). \( \text{loss}_{final}^{(k)} \) is used for all outputs, the boundary of the target is smooth and fine, as shown in Fig. 7(c).

BCE loss is pixel-level measure, which considers each pixel and maintains smooth gradient for all pixels. SSIM loss can measure patch-level by consider each pixel’s local neighborhood, and assigns higher weights to the boundary, even when the boundary predicted probabilities are the same with the rest of foreground. BF1 loss is a boundary-level measure, which keeps attention mainly on a boundary and can better handles edge effects. F1 loss is a map-level, which gives more focus on the foreground. As the confidence of the network prediction of the foreground grows, the loss of the foreground reduces eventually to zero.

III. EXPERIMENT

A. Datasets and Implementation details

To verify the proposed method, two datasets are used for experiments. Segmentation experiments are conducted on two tongue datasets to evaluate the performance of our proposed BGHNet.

1) Tongue Datasets: We use two datasets in the experiments. The first one, called Dataset1, is from an open tongue dataset, which contains 300 images with the size published by BioHit [49]. The second one, called Dataset2, is a self-built tongue, which is collected by us from the hospital and contains 1538 images with different sizes of 2304×3456, 1419×777 and so on. Tongue images in this Dataset2 were captured from thousands of patients, most of whom had large differences in color, texture and geometric features. Due to the different postures of patients, the shooting angles are different. Some tongue photos are positive, and some are on the side. Therefore, rotation data enhancement is performed for Dataset2 to train a more robust model. The number of datasets has been expanded to 4,614 images. We use 80% of the patients in Dataset1 and Dataset2 for training and the rest for testing. During training, after the shortest side of each image is scaled up to 512, the longest side is scaled by a multiple of the shortest side and randomly cropped to 512×512.

2) Implementation Details: the network is trained by using the mini-batch stochastic gradient descent (SGD) [46] with batch size 12, momentum 0.9 and weight decay 0.0001. Inspired by [25], [46], we use the “poly” learning rate policy is used, where the learning rate is multiplied by \( (1 - \frac{\text{iter}}{\text{max_iter}})^\text{power} \) with power = 0.9 and initial learning rate 0.01. The proposed network is implemented in Pytorch. All the weights of the convolution layers are initialized randomly. The validation dataset does not use during training. A GTX 2080 GPU is used for both training and testing.

B. Evaluation Metrics

To evaluate algorithms’ performance, three widely used and standard metrics are adopted, namely, mean intersection-over-union (MIOU), pixel-accuracy (PA) and F1-score(F1). In addition, BF1 is used to evaluate target boundary.

1) Mean Intersection over Union (MIOU): it calculates a ratio between the intersection and the union of two sets, which in our case is the ground truth and predicted segmentation.

\[
\text{MIOU} = \frac{TP}{(FP + FN + TP)}
\]

(12)

2) Pixel Accuracy (PA): it simply calculates a ratio between the number of correctly classified pixels and the number of pixels in the entire image.
TABLE I
ABLATION ANALYSIS FOR THE PROPOSED ARCHITECTURE ON DATASET2

| No | Architecture | Dataset2 | MIoU | PA   | F1  | θ=3 | θ=5 | θ=7 |
|----|--------------|----------|------|------|-----|-----|-----|-----|
| 1  | ✓            | ✓        | 0.9911 | 0.9985 | 0.9955 | 0.9391 | 0.9758 | 0.9860 |
| 2  | ✓            | ✓        | 0.9899 | 0.9984 | 0.9952 | 0.9402 | 0.9768 | 0.9866 |
| 3  | ✓            | ✓        | 0.9906 | 0.9984 | 0.9952 | 0.9415 | 0.9774 | 0.9870 |
| 4  | ✓            | ✓        | 0.9901 | 0.9983 | 0.9950 | 0.9233 | 0.9741 | 0.9856 |

TABLE II
ABLATION ANALYSIS FOR THE PROPOSED LOSS ON DATASET2

| No | Loss       | Dataset2 | MIoU | PA   | F1  | θ=3 | θ=5 | θ=7 |
|----|------------|----------|------|------|-----|-----|-----|-----|
| 1  | loss_all = BCE | 0.9863 | 0.9977 | 0.9930 | 0.5819 | 0.6796 | 0.7149 |
| 2  | loss_all = BCE + F1 + BF1 | 0.9908 | 0.9985 | 0.9954 | 0.9412 | 0.9772 | 0.9870 |
| 3  | loss_side = BCE + F1 + BF1, loss_final = BCE + F1 + BF1 + SSIM | 0.9911 | 0.9985 | 0.9955 | 0.9391 | 0.9758 | 0.9860 |

where TP, FP, TN and FN represent the number of true positives, false positives, true negatives and false negatives.

3) F1-score: it comprehensively considers region precision and region recall.

\[
F1 = \frac{2 \times P \times R}{P + R}
\]  

4) BF1-score: it comprehensively considers boundary precision and boundary recall.

\[
BF1 = \frac{2 \times P^b \times R^b}{P^b + R^b}
\]

C. Ablation study

In this section, the effectiveness of each key components used in our model is validated. The ablation study contains two parts: architecture ablation and loss ablation.

1) Architecture ablation: to verify the effectiveness of BGHNet, the quantitative comparison results of our model against other related architectures are reported. Except for different combinations of GRM, CGM and FFAB, all the other configurations are the same. TABLE I shows the performance on Dataset2.

- Effectiveness of GRM: in an effort to demonstrate the effectiveness of GRM, the GRM at different levels is removed. The results are listed in the 2nd row of TABLE I. There is a significant decrease on MIoU while BF1 gets a slight decrease. This shows that the removal of GRM has a greater impact on the overall segmentation and a certain loss in the boundary segmentation. It demonstrates the superiority of adopting GRB in the image overall segmentation problem.

- Effectiveness of CGM: in an effort to demonstrate the effectiveness of the deployed CGM, CGM is removed. The results are listed in the 3rd row of TABLE I. There is a decrease on MIoU and BF1. This might be because the pooling operations inside CGM enlarge the receptive field of the whole network compared to the light backbone, while the light backbone still needs to merge feature maps from different levels, indicating that our CGM is effective for solving the aliasing effect of upsampling. It also demonstrates the superiority of adopting CGM in the image overall segmentation problem.

- Effectiveness of FFAB: in an effort to demonstrate the effectiveness of the deployed FFAB, FFAB is substituted with concatenation and traditional convolutional layers. The results are listed in the 4th row of TABLE I. There is a significant decrease on MIoU and BF1. It shows that the fusion and amplification of effective information at different levels plays an important role in segmentation, which proves the effectiveness of FFAB.

2) Loss ablation: TABLE II and Fig.7 show the loss
The proposed method in dealing with the challenges of the tongue segmentation.

### IV. Conclusion

Bilateral Guidance Hierarchical Network (BGHNet) is proposed in this paper to improve the lightweight and accuracy of real-time semantic tongue image segmentation. The proposed BGHNet is a hierarchical and progressive prediction-refine architecture. It consists of two components: a Context Feature Encoder Module (CFEM) and a novel Hierarchical Feature Refinement Module (HFRM). Both components are lightweight that fast training and deployment are possible. Combined with a hybrid loss, BGHNet can not only capture object structures of different scales and fine object structures, but also produce object maps with clear boundaries. Experimental results on two tongue datasets demonstrate that our model outperforms other methods in terms of both region-based and boundary-aware measures. The proposed method can be employed to solve complicated medical image analysis problems, even with limited training data. Additionally, our proposed network architecture is modular. Hence it can be flexibly and easily extended or adapted to other tasks by replacing either the predicting network or the refinement module.
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