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Abstract

This paper presents an adaptive waveform design method using Multi-Tone Sinusoidal Frequency Modulation (MTSFM). The MTSFM waveform’s modulation function is represented using a Fourier series expansion. The Fourier coefficients are utilized as a discrete set of design parameters that may be modified to adapt the waveform design. The MTSFM’s design parameters are adjusted to shape the spectrum, Auto-Correlation Function (ACF), and Ambiguity Function (AF) shapes of the waveform. The MTSFM waveform model additionally synthesizes constant envelope and spectrally compact waveforms that are well suited for transmission on practical radar/sonar transmitters which utilize high power amplifiers. The MTSFM has an exact mathematical definition for its time-series using Generalized Bessel Functions which allow for deriving closed-form analytical expressions for its spectrum, AF, and ACF. These expressions allow for establishing well-defined optimization problems that finely tune the MTSFM’s properties. This adaptive waveform design model is demonstrated by optimizing MTSFM waveforms that initially possess a “thumbtack-like” AF shape. The resulting optimized designs possess substantially improved sidelobe levels over specified regions in the range-Doppler plane without increasing the Time-Bandwidth Product (TBP) that the initialized waveforms possessed. Simulations additionally demonstrate that the optimized thumbtack-like MTSFM waveforms are competitive with thumbtack-like phase-coded waveforms derived from design algorithms available in the published literature.
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I. INTRODUCTION

Waveform diversity has been a topic of great interest, particularly in the radar community, for the last two decades [1]. This interest has been motivated by an increasing demand to efficiently utilize spectral bands, the availability of highly capable digital Arbitrary Waveform Generators (AWG), and the preeminence of cognitive and Multiple-Input Multiple-Output (MIMO) radar/sonar systems that utilize entire families of diverse waveforms. Cognitive systems seek to leverage information gathered from earlier interactions with the environment to inform the selection of system parameters at the transmit and receive ends that optimize system performance for the given target environment [2], [3]. The overall goal of these systems is to possess a capability to detect and localize targets of interest in a manner similar to the natural echolocation systems of bats and dolphins which are able to detect prey items in the midst of challenging noise and clutter limited environments [4], [5]. MIMO systems transmit orthogonal waveforms from each antenna element or sub-array to achieve a greatly increased virtual aperture compared to phased-arrays [6]. This increase in virtual aperture results in enhanced bearing estimation performance [7]. Both cognitive and MIMO systems exploit parameterized waveform models that enable synthesizing a set of diverse waveforms with unique properties. There are a number of waveform properties that may be adjusted to optimize system performance including the waveform’s operational band of frequencies, pulse-length, and transmit power to name a few. One property of particular interest, commonly referred to as waveform shape, might be the most adaptable. Waveform shape refers to either the time-frequency characteristics of the waveform’s modulation function which in turn informs its overall spectral shape or the shape of its Ambiguity Function (AF) and its zero Doppler counterpart, the Auto Correlation Function (ACF). These metrics for waveform shape are often utilized due to their foundational applicability to many practical systems and further reinforced by the rigorous mathematical results that exist to describe their structure [8]–[10].

The ability to adapt waveform shape requires a waveform model that facilitates adaptation according to some set of optimality metrics. Since Woodward’s seminal work which introduced the AF [11], there has been a wealth of research dating back to the 1950’s focusing on the problem of optimizing a waveform to possess specific spectral and AF/ACF shapes. Work by [12], [13] developed least squares synthesis methods for designing waveforms with a desired
AF by representing the waveform as an expansion of orthogonal basis functions. This was later expanded upon in [14], [15] using numerical optimization techniques where AF volume was minimized over sub-regions in the range-Doppler plane. The vast majority of waveform shape design research has focused on developing a wide variety of algorithms to generate Phase-Coded (PC) waveforms [16]. A PC waveforms' pulse-length is divided into equal length sub-pulses known as chips. The phases of the individual chips are then assigned different phase values in a manner that generates a waveform which produces the desired AF/ACF shape [10]. Theoretically there exists a nearly endless combination of phase codes that can be employed making PC waveforms an extremely versatile parameterized waveform model. There continues to be extensive research on designing optimal PC waveforms for MIMO applications [6], [17], [18] and cognitive radar applications [19]–[21]. Additionally, the general study of developing algorithms to design PC waveforms with specific AF/ACF shape is still a problem of interest to the radar and sonar communities [22]–[26].

However, waveform design does not solely focus on AF/ACF shape. There are a number of design issues to consider when transmitting waveforms on practical systems. It is generally desirable for a waveform to possess a constant envelope which translates to having a low Peak-to-Mean Envelope Power Ratio (PMEPR). This is required to reduce the distortion that amplitude modulation introduces to a saturated power amplifier, a common electronic component in most radar/sonar transmitters. Additionally, since most of the transmitter components are peak power limited, a constant envelope waveform produces the maximum amount of energy for a given duration thus maximizing the Signal to Noise Ratio (SNR) of a return echo signal. This directly translates to improved detection performance in noise-limited conditions. Another challenge is to design a waveform whose energy resides in a compact band of operational frequencies with little energy residing outside of that band. This is an important property as most practical transmitters either have a limited bandwidth which filters out of band energy or have a frequency response that is not an ideal all-pass system. Transmitted waveforms with substantial spectral extent on such systems will distort the resulting signal that is transmitted into the medium and risks degrading their waveform shape properties. This spectral compactness property is referred to as Spectral Efficiency (SE) and there exist explicit mathematical definitions to measure this waveform property [1], [27]. High SE is most readily accomplished by a waveform whose phase/frequency modulation functions are smooth and do not contain any abrupt transitions in
instantaneous phase or frequency.

Most Frequency Modulated (FM) waveforms naturally possess both a constant envelope (i.e., a low PMEPR) and high SE making them well suited for transmission on practical devices. However, most FM waveform models also possess very few design parameters that allow for adapting waveform shape which places strict limits on their design versatility. While PC waveforms possess tremendous design versatility and are generally constant envelope, they do not naturally possess high SE. PC waveforms have substantial spectral extent due to the transient-like phase transitions between chips [10]. This has motivated the development of Continuous Phase Modulation (CPM) techniques to improve upon their spectral characteristics [28]–[30] by introducing continuity in the first few derivatives of the waveform’s instantaneous phase. These CPM methods must also deal with minimizing the distortion of the waveform’s AF shape [31], [32] that naturally arises from modifying the waveform’s instantaneous phase. Nevertheless, the design versatility of PC waveforms is an attractive feature as long as the SE issues can be mitigated.

The CPM methods aimed at improving the SE of PC waveforms [29], [30] effectively transform PC waveforms into parameterized FM waveforms by introducing continuity in the first few derivatives of the waveform’s instantaneous phase. This raises the intriguing question of whether a parameterized FM waveform model can be directly developed. Such a model would allow for synthesizing adaptive waveforms in a manner similar to that of PC waveforms while also naturally possessing the constant amplitude and high SE of FM waveforms. This paper explores this idea by designing waveforms using Multi-Tone Sinusoidal Frequency Modulation (MTSFM). The MTSFM waveform’s modulation function is represented as a finite sum of weighted sinusoidal functions expressed as a Fourier series expansion. The Fourier coefficients are then utilized as a finite discrete set of design parameters. These design parameters are then adjusted to modify the waveform shape. Moreover, the MTSFM waveform’s time-series can be expressed in a precise analytical form using Generalized Bessel Functions (GBF) [33]. This model allows for deriving exact closed form expressions that precisely describe the MTSFM’s waveform shape properties. These expressions aid in defining appropriate optimization problems that finely tune the MTSFM’s properties enabling physically realizable adaptive waveforms. The rest of this paper is organized as follows: Section [1] defines the waveform signal model and metrics for waveform shape. Section [11] defines the MTSFM waveform model and demonstrates the model
via illustrative design examples. Section IV more thoroughly evaluates the performance of the MTSFM and compares it to other established PC waveform design methods available in the published literature. Lastly, Section V presents the conclusions of the paper.

II. TRANSMIT WAVEFORM SIGNAL MODEL AND MEASURES OF PERFORMANCE

This section describes the waveform complex analytic signal model, AF and ACF. It additionally describes the main measures of performance that determines a waveform’s SE as well as desirable AF/ACF characteristics. This model assumes a mono-static radar/sonar system where the target of interest is a point target undergoing constant velocity motion.

A. The Complex Analytic Model

The transmit waveform signal $s(t)$ is modeled as a complex analytic signal with total energy $E$ and pulse-length $T$ defined over the interval $-T/2 \leq t \leq T/2$ expressed as

$$ s(t) = a(t) e^{j\varphi(t)} e^{j2\pi f_c t} $$

(1)

where $\varphi(t)$ is the phase modulation function of the waveform, $f_c$ is the carrier frequency, and $a(t)$ is a real-valued and positive amplitude tapering function [9]. For all the design examples in this paper, a Tukey window with shape parameter $\alpha_T$ [34] will be utilized as the amplitude tapering function. The shape parameter $\alpha_T$ allows for smoothly trading off between a rectangular window ($\alpha_T = 0.0$) and a Hann window ($\alpha_T = 1.0$). Unless otherwise specified, the waveform model (1) will utilize a shape parameter $\alpha_T = 0.0$. The waveform model in (1) then simplifies to

$$ s(t) = \frac{\text{rect}(t/T)}{\sqrt{T}} e^{j\varphi(t)} e^{j2\pi f_c t} $$

(2)

where the $1/\sqrt{T}$ term normalizes the waveform to possess unit energy. The model (2) will be used throughout the paper to derive closed form expressions for various performance measures of the MTSFM waveform model. Additionally, the waveform that results from (2) has an instantaneous frequency function that does not possess any AM contributions and is therefore solely determined by its modulation function. The waveform’s modulation function is expressed as

$$ m(t) = \frac{1}{2\pi} \frac{d[\varphi(t)]}{dt}. $$

(3)
The transmitter electronics of a radar or sonar system are generally peak power limited and operate efficiently when the transmit waveform possesses a constant envelope. The degree to which a waveform’s envelope is constant can be measured using the Peak to Mean Envelope Power Ratio (PMEPR) [10]. The PMEPR is defined as the square of the Crest Factor (CF) expressed in dB as

\[
PMEPR = 10 \log_{10} \left\{ \left( \frac{\max_t \{|s(t)|^2\}}{\frac{1}{T} \int_{-T/2}^{T/2} |s(t)|^2 dt} \right) \right\}
\]

(4)

The PMEPR provides a measure of the total energy of waveforms with the same duration \(T\). A low PMEPR translates to a high average power and therefore higher total energy. Using a rectangular amplitude tapering function as in [2] results in a minimum PMEPR of 0 dB. Any tapering of the waveform (i.e., increasing the Tukey window shape parameter \(\alpha_T\)) will increase its PMEPR from this optimal value resulting in a waveform with less total energy. An additional requirement for a waveform to be transmittable on practical electronics is for it to possess high SE. For FM waveforms, Carson’s bandwidth rule [35] states that roughly 98% of a FM waveform’s energy resides in a bandwidth \(W\) expressed as \(W = \Delta f + f_h\) where \(\Delta f\) is the peak frequency deviation of the waveform (i.e., swept bandwidth) and \(f_h\) is the highest frequency component of the waveform’s IF function. Similar rules exist for Frequency Shift Keying (FSK) and PC waveforms [35]. One commonly utilized method of measuring SE that provides a fair means of comparison between waveforms is that of [1], [27] which defines the SE \(\Theta (W)\) as the ratio of waveform energy in a specific band of frequencies \(W\) centered on \(f_c\) to the total energy of the waveform across all frequencies expressed as

\[
\Theta (W) = \frac{\int_{f_c-W/2}^{f_c+W/2} |S(f)|^2 df}{\int_{-\infty}^{\infty} |S(f)|^2 df} = \frac{\int_{-W/2}^{W/2} |S(f)|^2 df}{W/2}.
\]

(5)

where \(S(f)\) is the waveform’s Fourier transform. Note that the second integral results from the assumption that the waveform’s energy in the denominator is unity and that \(f_c = 0\) (i.e., the waveform is basebanded).

B. The Ambiguity Function

This signal model assumes a Matched Filter (MF) receiver is used to process target echoes. The MF, also known as a correlation receiver, is the optimal detection receiver for a known signal
embedded additive white Gaussian noise \[8\]. In a simple system where the receiver utilizes
the transmit waveform as its MF, the MF it will only be matched exactly to the target echo
signal when that target is stationary relative to the system platform. Targets with non-zero radial
velocity known as range-rate \(\dot{r}\) with respect to the system platform introduce a Doppler effect
to the echo signal. The general Doppler effect for broadband transmit waveforms compresses or
expands the waveform in the time domain when the target is closing (\(\dot{r}\) is positive) or receding
(\(\dot{r}\) is negative) respectively. The Broadband Ambiguity Function (BAF) measures the response
of the waveform’s MF to its Doppler scaled versions and is defined as \[36\]
\[
\chi(\tau, \eta) = \sqrt{\eta} \int_{-\infty}^{\infty} s\left(t - \frac{\tau}{2}\right) s^*\left(\eta\left(t + \frac{\tau}{2}\right)\right) dt
\] (6)
where \(\tau\) represents time-delay and \(\eta\) is the Doppler scaling factor expressed as
\[
\eta = \left(1 + \frac{\dot{r}}{c}\right) \left(1 - \frac{\dot{r}}{c}\right)
\] (7)
where \(c\) is the speed of propagation in the medium. The BAF is the general model for analyzing
the Doppler effect of broadband waveforms. The fractional bandwidth \(\Gamma\) is a common measure
of how broadband a waveform is and it is expressed as
\[
\Gamma = \frac{\Delta f}{2f_c}
\] (8)
where \(\Delta f\) is the waveform’s swept bandwidth. The fractional bandwidth takes on the values
\(0 < \Gamma \leq 1.0\) where larger \(\Gamma\) translates to a more broadband waveform.

When \(\Gamma\) is small (i.e, \(\leq 0.1\)) and the ratio \(\frac{\dot{r}}{v}\) is small, the Doppler effect is well approximated
as a narrowband shift in the spectral content of the transmit waveform. This is modeled by
the Narrowband Ambiguity Function (NAF) which measures the response of the MF to the
waveform’s Doppler shifted versions and is defined as \[8, \ 9\]
\[
\chi(\tau, \nu) = \int_{-\infty}^{\infty} s\left(t - \frac{\tau}{2}\right) s^*\left(t + \frac{\tau}{2}\right) e^{j2\pi\nu t} dt
\] (9)
where \(\nu\) is the doppler shift expressed as \(\nu = \frac{2\nu}{c} f_c\). While the BAF encompasses a more general
model for the response of a waveform’s MF to echos undergoing a Doppler effect, this paper
will focus primarily on the NAF. The NAF possess more convenient mathematical properties
than the BAF which simplifies the analysis of the MTSFM waveform design model. The NAF
can be further generalized to the cross correlation of one waveform’s MF to the Doppler shifted echoes of another waveform known as the Cross-AF (CAF) and is expressed as

\[ \chi_{m,n}(\tau, \nu) = \int_{-\infty}^{\infty} s_m\left( t - \frac{\tau}{2} \right) s_n^*\left( t + \frac{\tau}{2} \right) e^{j2\pi\nu t} dt. \] (10)

Lastly, the ACF and Cross Correlation Function (CCF) are the zero Doppler cuts of the AF and CAF

\[ R_{m,n}(\tau) = \chi(\tau, \nu)|_{\nu=0} = \int_{-\infty}^{\infty} s_m\left( t - \frac{\tau}{2} \right) s_n^*\left( t + \frac{\tau}{2} \right) dt \] (11)

with the ACF arising from the case when \( m = n \). This paper, like most results in the published literature, will focus on the modulus squared of the AF \( |\chi(\tau, \nu)|^2 \) and ACF \( |R(\tau)|^2 \). There exist explicit mathematical properties describing the distribution of the volume of \( |\chi(\tau, \nu)|^2 \) in the range-Doppler plane and a similar analysis can be performed on the modulus of the ACF \( |R(\tau)|^2 \).

It is also important to note that there are minor differences in terminology of the AF from a wide variety of sources \[8\]–\[10\], \[36\]. Many references define the AF as \( |\chi(\tau, \nu)|^2 \) and refer to \( |\chi(\tau, \nu)| \) as the uncertainty function \[36\]. Other references \[9\] however will call both relations the AF. While this paper specifically focuses on the function \( |\chi(\tau, \nu)|^2 \), this paper adopts the terminology used by \[9\] which applies the AF term to both relations while also specifying whether the NAF or BAF is being analyzed.

Waveforms may possess a wide variety of AF shapes with mainlobe and sidelobe structure that are intimately linked with the time-frequency characteristics of the waveform’s modulation function \[8\], \[9\], \[36\]. This paper will specifically focus on the design of waveforms that possess a thumbtack-like AF. These waveforms attain an AF with a mainlobe whose width in range and Doppler is inversely proportional to the waveform’s bandwidth and pulse-length respectively. There is ideally zero or at worst non-zero but negligibly small coupling between the range and Doppler mainlobe structure. This allows for resolving multiple targets distributed in the range-Doppler plane. The rest of the AF’s bounded volume is spread uniformly in the range-Doppler plane \[8\]–\[10\] resulting in a pedestal of sidelobes whose height is inversely proportional to the waveform’s Time-Bandwidth Product (TBP).

The uncoupled mainlobe structure and uniform distribution of sidelobe levels of the thumbtack AF shape simplifies the analysis and comparison of waveform designs and is the primary reason why this paper focuses on thumbtack-like waveforms. Optimizing a thumbtack-like waveform
is of practical interest as well. The TBP establishes the height of the pedestal of sidelobes that is evenly distributed in the range-Doppler plane. For large TBP waveforms, the sidelobe levels may be acceptably low enough to distinguish a weak target in the presence of a much stronger one. However, many systems are limited in how large a TBP waveform they can reliably generate. This means the pedestal of sidelobes can become unacceptably high and weak targets get masked by return from stronger ones. Reducing the pedestal height of a thumbtack-like waveform’s AF over sub-regions in the range-Doppler plane could help alleviate this issue for small TBP waveforms.

C. AF and ACF Waveform Shape Design Metrics

There are two main considerations when evaluating waveform performance based off of the AF/ACF; the mainlobe width which determines target resolution, and sidelobe structure which determines the waveform’s ability to distinguish a weak target in the presence of a stronger one. For thumbtack-like waveforms whose time-delay (range) and Doppler (range-rate) measurements are uncoupled, the AF mainlobe width is inversely proportional to the RMS bandwidth $\beta_{rms}^2$ and pulse-length $\tau_{rms}^2$ respectively. The RMS bandwidth is expressed as

$$\beta_{rms}^2 = \int_{\infty}^{\infty} (f - f_0)^2 |S(f)|^2 df$$ (12)

where $f_0$ is the waveform’s spectral centroid $\langle f \rangle$ and $S(f)$ is the waveform’s Fourier transform. The RMS pulse-length term is expressed as

$$\tau_{rms}^2 = 4\pi^2 \int_{\Omega_t} (t - t_0)^2 |s(t)|^2 dt$$ (13)

where $t_0$ is the first time moment $\langle t \rangle$ of the waveform $s(t)$ and is zero for waveforms such as (1) and (2) which are even-symmetric in time. The RMS bandwidth effectively measures the spread of the waveform’s spectrum about its spectral centroid and the RMS pulse-length measures the spread of the waveform’s envelope about its time centroid. Increasing both of these measures increases the TBP resulting in a narrower mainlobe in range and Doppler.

Several design metrics can be used to characterize a waveform’s AF sidelobe structure. While the Peak Sidelobe Level (PSL) provides a worst case bound on a waveform’s ability to distinguish a weaker target in the presence of a larger one, it does not fully encompass the entire AF sidelobe structure. A more useful metric is AF volume. Volume under the AF across the entire region of
support in range and Doppler is $E^2$ where $E$ is the waveform’s total energy which is equal to 1 for the unit energy waveforms defined by (1) and (2). This means that when pushing volume down in one region of the range-Doppler plane, that volume must appear elsewhere in another region of the range-Doppler plane. Therefore, the waveform designer can at best remove AF volume from a sub-region $\Omega_{\tau,\nu}$ in the range-Doppler plane

$$V_{\Omega_{\tau,\nu}} = \int \int_{\Omega_{\tau,\nu}} |\chi(\tau,\nu)|^2 d\tau d\nu.$$ \hspace{1cm} (14)

Generally speaking, reducing AF volume tends to not only reduce average sidelobe levels but also reduces the PSL as well. For this reason, AF volume is the primary metric used in this paper to optimize a waveform’s AF shape.

There are established bounds on how large volume free regions of the NAF can be. Work by Price and Hofstetter \footnote{[37]} established bounds on the volume-free regions of the AF in the range-Doppler plane near the origin and height distributions of the AF over sub-regions in the range-Doppler plane. For sub-regions in the range-Doppler plane with area less than 4, the AF may be volume free minus the volume contained in the mainlobe region. For sub-regions with area larger than 4, the AF must contain some volume in addition to the volume contained in the mainlobe region. From these volume distribution bounds Price and Hofstetter \footnote{[37]} were able to derive bounds on average sidelobe levels over these specified sub-regions in the range-Doppler plane. These bounds establish the best possible performance a waveform may attain and this paper uses these results as a reference point to evaluate the performance of the MTSFM waveform model.

The area under the ACF, like volume for the AF, provides a useful measure to describe ACF sidelobe structure. However, there is not a strict bound on ACF area as is the case for AF volume. For unit energy waveforms, ACF area can be much less than unity. As a result of this the waveform designer has greater freedom to manipulate ACF sidelobe structure. One particularly useful metric which provides a joint measure of mainlobe width and sidelobe structure is the Integrated Sidelobe Ratio (ISR). The ISR is defined as the ratio of area $A_{\tau}$ under $|R(\tau)|^2$ excluding the mainlobe to the area $A_0$ under the mainlobe of $|R(\tau)|^2$ \footnote{[29]} and is expressed as

$$ISR = \frac{A_\tau}{A_0} = \frac{\int_{\tau_m}^{T_m} |R(\tau)|^2 d\tau}{\int_{0}^{\tau_m} |R(\tau)|^2 d\tau}$$ \hspace{1cm} (15)
where $\tau_m$ denotes the location in time-delay of the first null of $|R(\tau)|^2$. The mainlobe width is therefore $2\tau_m$. As is shown in [9], the ISR can be well approximated as

$$ISR \cong \left( \frac{2\beta_{rms}}{\pi} \right) \int_{-\infty}^{\infty} |S(f)|^4 \, df = \frac{\int_{0}^{T} |R(\tau)|^2 \, d\tau}{\int_{\tau_m}^{T} |R(\tau)|^2 \, d\tau} = 1 + ISR. \quad (16)$$

The ISR approximation in (16) intuitively captures the principles regarding trading off mainlobe width and sidelobe height in a waveform’s ACF. The RMS bandwidth provides a measure of the spread of the waveform’s EDS $|S(f)|^2$ in frequency about it’s first order spectral centroid of which the inverse determines the ACF mainlobe width. Since the EDS follows Parseval’s relation, shaping a unit energy waveform’s EDS will not change the area. However, shaping the EDS will change the spread of $|S(f)|^2$ in frequency. Reducing the higher frequency content of the EDS will reduce $\beta_{rms}^2$. This in turn widens the mainlobe of the ACF. The $|S(f)|^4$ expression in (16) does not follow a Parseval relation and thus reducing the higher frequency content of a waveform’s EDS has the effect of reducing the area of $|S(f)|^4$. This translates to reducing the area under $|R(\tau)|^2$ which corresponds to reduced sidelobe levels. These two effects combine to produce a reduction in ISR. The reduced ISR therefore translates to lower sidelobe levels and/or a widened mainlobe, the main design trade-off in a waveform’s overall ACF structure. For this reason, this paper uses the ISR as the primary metric to optimize waveform ACF shape. Finally, this paper will also use a more general ISR metric for sub-regions $\Omega_{\tau}$ of the ACF

$$ISR = \frac{A_{\Omega_{\tau}}}{A_0} = \int_{\Omega_{\tau}} |R(\tau)|^2 \, d\tau \int_{\tau_m}^{T} |R(\tau)|^2 \, d\tau. \quad (17)$$

III. THE MULTI-TONE SINSUDOIAL FREQUENCY MODULATED WAVEFORM MODEL

This section first describes the general waveform synthesis problem and then describes the MTSFM model and how it can be used to synthesize waveforms with desired AF/ACF shapes. Finally, this section demonstrates the MTSFM model via illustrative design examples.

A. The Waveform Synthesis Problem

There is a wealth of literature focused on designing a waveform with a specific AF shape, see [12]–[16] for a detailed overview. One of the earliest and well known attempts at waveform
synthesis came from Wilcox [12] who showed that any transmit waveform can be represented by an expansion of orthonormal basis functions expressed as

$$s(t) = \sum_m c_m \phi_m(t)$$  \hspace{1cm} (18)

where $\phi_m(t)$ are the orthonormal basis functions and $c_m$ are the waveform coefficients. The frequency domain representation of (18) is

$$S(f) = \sum_m c_m \Phi_m(f)$$  \hspace{1cm} (19)

where $\Phi_m(f)$ is the Fourier transform of each basis function $\phi_m(t)$. The waveform’s NAF is expressed as a combination of the Auto and Cross NAFs of the basis functions

$$\chi(\tau, \nu) = \sum_{m,n} c_m c_n^* \psi_{m,n}(\tau, \nu),$$  \hspace{1cm} (20)

where $\psi(\tau, \nu)$ is the CAF between the $m^{th}$ and $n^{th}$ orthonormal basis functions $\phi_m(t)$ and $\phi_n(t)$ respectively. The NAF also follows a Parseval relation in the range-Doppler domain which is another way of establishing the volume invariance property of the NAF. The BAF may also be defined as the broadband auto and cross AFs of the basis functions $\phi_m(t)$ as well. However, this BAF representation does not form an orthonormal basis in the range-Doppler plane but rather a tight frame. The frame bounds establish the volume under the BAF and vary as a function of fractional bandwidth $\Gamma$ [38]. The variability of BAF volume complicates analysis and is one of the primary reasons why this paper focuses on the more mathematically convenient NAF.

The design problem is to now choose an appropriate orthonormal basis to represent the waveform and modify the corresponding coefficients $c_m$ to synthesize a waveform with a desired AF shape. Wilcox specifically focused on fitting the representation in (20) to explicitly defined functions in the range-Doppler plane. This is problematic as it is often hard to define functions that satisfy the conditions for being an AF much less finding an exact closed form AF expression. Wilcox’s work was expanded upon by Sussman [13] who minimized the integrated square error between an arbitrary desired function and a realizable AF. Sussman additionally established theorems describing the necessary conditions for synthesizing realizable Auto and Cross AFs. Later work by Chebanov and Gladkova [15] expanded upon Wilcox’s method by developing numerical techniques that minimized the volume of the AF over a region of range and Doppler closely following the bounds established by Price and Hofstetter [37].
Most of the results in the literature have focused on using Hermite polynomials as the waveform orthonormal basis [12], [13], [15], [37]. Chebanov and Gladkova in [14] also used Prolate Spheroidal Wave Functions (PSWF) as a waveform orthonormal basis. Both Hermite polynomial and PSWFs produce adaptive waveform designs that are spectrally compact, but do not guarantee constant envelope (i.e, low PMEPR). In fact, [15] specifically had to impose a low PMEPR constraint in their optimization algorithms to synthesize nearly constant envelope waveforms. One of the goals of this paper is to derive a new waveform orthonormal basis and corresponding coefficients that naturally produces spectrally compact adaptive waveforms with constant envelope.

B. The MTSFM Waveform Model

The MTSFM waveform is created by representing the modulation function (3) as a Fourier series expansion. The modulation function is expressed in terms of even and odd symmetric harmonics as

\[ m(t) = m_e(t) + m_o(t) \]

\[ = \frac{a_0}{2} + \sum_{k=1}^{K} a_k \cos\left(\frac{2\pi kt}{T}\right) + b_k \sin\left(\frac{2\pi kt}{T}\right). \]

(21)\hspace{1cm} (22)

where \( m_e(t) \) and \( m_o(t) \) are respectively the even and odd symmetric components of the Fourier series expansion

\[ m_e(t) = \frac{a_0}{2} + \sum_{k=1}^{K} a_k \cos\left(\frac{2\pi kt}{T}\right), \]

(23)

\[ m_o(t) = \sum_{k=1}^{K} b_k \sin\left(\frac{2\pi kt}{T}\right). \]

(24)

Integrating with respect to time and multiplying by \( 2\pi \) yields the phase modulation function of the waveform expressed as

\[ \varphi(t) = \varphi_e(t) + \varphi_o(t) \]

\[ = \pi a_0 t + \sum_{k=1}^{K} \alpha_k \sin\left(\frac{2\pi kt}{T}\right) - \beta_k \cos\left(\frac{2\pi kt}{T}\right) \]

(25)\hspace{1cm} (26)
where \( \varphi_e(t) \) and \( \varphi_o(t) \) are the instantaneous phase functions derived from the even and odd modulation functions (23) and (24)

\[
\varphi_e(t) = \pi a_0 t + \sum_{k=1}^{K} \alpha_k \sin \left( \frac{2\pi k t}{T} \right),
\]

(27)

\[
\varphi_o(t) = - \sum_{k=1}^{K} \beta_k \sin \left( \frac{2\pi k t}{T} \right)
\]

(28)

and \( \{\alpha_k, \beta_k\}_{k=1}^{K} \) are the waveform’s modulation indices expressed as \( \left\{ \left( \frac{a_k T}{k} \right), \left( \frac{b_k T}{k} \right) \right\}_{k=1}^{K} \). This paper will simply denote the set of modulation indices \( \{\alpha_k, \beta_k\}_{k=1}^{K} \) as \( \{\alpha_k, \beta_k\} \). The even/odd modulation and instantaneous phase functions are explicitly defined here because MTSFM waveforms with either even or odd symmetry in their modulation functions have distinct AF/ACF characteristics. These properties will be demonstrated later in the paper. The more general model (26) blends these characteristics thus obscuring their unique symmetry properties. Inserting (26) into the basebanded version of the waveform signal model (2) yields the MTSFM waveform time-domain representation

\[
s(t) = \text{rect} \left( \frac{t}{T} \right) \frac{1}{\sqrt{T}} \exp \left\{ j \sum_{k=1}^{K} \alpha_k \sin \left( \frac{2\pi k t}{T} \right) - \beta_k \cos \left( \frac{2\pi k t}{T} \right) \right\}.
\]

(29)

However, this direct implementation of (2) results in an expression that does not readily allow for solving closed form expressions for waveform shape properties. It is preferable to represent the MTSFM as an orthonormal expansion of basis functions using (18)-(20) and finding the corresponding design coefficients \( c_m \), ideally in some exact closed form. This representation would then facilitate deriving closed form expressions for waveform shape properties such as the spectrum, AF, and ACF.

This can be readily achieved by expressing (29) as a complex Fourier series expansion

\[
s(t) = \text{rect} \left( \frac{t}{T} \right) \frac{1}{\sqrt{T}} \sum_{m=-\infty}^{\infty} c_m e^{j2\pi m t} e^{j\pi a_0 t}.
\]

(30)

The basis functions \( \phi_m(t) \) are simply complex exponentials. The Fourier coefficients, as shown in Appendix A, can be expressed in exact closed form in terms of three types of GBFs depending on the symmetry of the waveform’s modulation function

\[
c_m = \begin{cases} 
\mathcal{J}_m^{1:K} \left\{ \{\alpha_k, -j \beta_k\} \right\}, & \varphi_e(t) \\
\mathcal{J}_m^{1:K} \left\{ \{\alpha_k\} \right\}, & \varphi_o(t) \\
\mathcal{J}_m^{1:K} \left\{ \{-\beta_k\}, \{-j^k\} \right\}, & \varphi_o(t)
\end{cases}
\]

(31)
where \( \mathcal{J}_{m}^{1:K} (\{\alpha_k, -j\beta_k\}) \) is the \( K \)-dimensional GBF of the mixed-type, \( \mathcal{J}_{m}^{1:K} (\{\alpha_k\}) \) is the cylindrical \( K \)-dimensional GBF, and \( \mathcal{J}_{m}^{1:K} (-\beta_k, \{j^{k}\}) \) is the \( K \)-dimensional \( K-1 \) parameter GBF \[39\]. The expression in (30) represents the MTSFM in terms of Wilcox’s model described by (18)-(20) where the orthonormal basis functions are the complex exponentials \( e^{j2\pi mt/T} \) and the Fourier coefficients \( c_m \) are the \( m^{th} \) order GBFs shown in (31). This representation of the MTSFM now readily allows for deriving closed form expressions for a wide variety of performance metrics including PMEPR, spectrum, NAF/BAF, and ACF.

Utilizing the expression in (29), the PMEPR of the rectangularly windowed MTSFM waveform, derived in Appendix B, is 0 dB like any FM waveform \[10\]. The MTSFM waveform naturally possesses a constant envelope which satisfies the first primary requirement for transmitting waveforms on practical electronics. Additionally, the MTSFM’s modulation function is expressed as a finite Fourier series. Any finite Fourier series is continuous and infinitely differentiable \[40\]. Therefore the modulation function is smooth and does not contain any transient-like discontinuities unlike PC waveforms. The smoothness of the MTSFM’s modulation function would require several stages of CPM to approximate. As a result of these smoothness properties, the vast majority of the MTSFM waveform’s energy will be densely concentrated in its swept bandwidth \( \Delta f \) with very little energy residing outside of that band.

The spectrum of the MTSFM waveform is expressed as \[27\], \[41\]

\[
S(f) = \sqrt{T} \sum_{m=-\infty}^{\infty} \mathcal{J}_{m}^{1:K} (\{\alpha_k, -j\beta_k\}) \text{sinc} \left[ \pi T \left( f - \frac{m}{T} \right) \right]. \tag{32}
\]

The BAF of the MTSFM waveform, derived in Appendix C is expressed as

\[
\chi (\tau, \eta) = \frac{(T - |\tau|)}{\sqrt{\eta} T} \sum_{m,n} \mathcal{J}_{m}^{1:K} (\{\alpha_k, -j\beta_k\}) (\mathcal{J}_{n}^{1:K} (\{\alpha_k, -j\beta_k\}))^* \times \nonumber \\
e^{-j \frac{\pi (m + \eta n)}{T}} \text{sinc} \left[ \pi \left( \frac{T - \eta |\tau|}{\eta} \right) \left( \frac{(m + \eta n)}{T} - \nu' \right) \right] \tag{33}
\]

where \( \nu' = (\eta - 1) f'_c + f'_c = f_c + a_0/2. \) The NAF of the MTSFM waveform, also derived in Appendix C, is expressed as

\[
\chi (\tau, \nu) = \frac{(T - |\tau|)}{T} \sum_{m,n} \mathcal{J}_{m} (\{\alpha_k, -j\beta_k\}) (\mathcal{J}_{n} (\{\alpha_k, -j\beta_k\}))^* \times 
onumber \\
e^{-j \frac{\pi (m + n)}{T}} \text{sinc} \left[ \pi \left( \frac{T - |\tau|}{T} \right) (\nu T + (m - n)) \right]. \tag{34}
\]
The ACF of the MTSFM is obtained by setting $\nu = 0$ or $\eta = 1$ and is expressed as

$$R(\tau) = \chi(\tau, \nu)|_{\nu=0} = \left(\frac{T - |\tau|}{T}\right) \sum_{m,n} J_{m}^{1:K} (\{\alpha_k, -j\beta_k\}) \left( J_{n}^{1:K} (\{\alpha_k, -j\beta_k\}) \right)^* \times$$

$$e^{-j\frac{\pi(m+n)\tau}{T}} \text{sinc} \left[ \pi \left( \frac{T - |\tau|}{T} \right) (m - n) \right]. \quad (35)$$

To the best of the author’s knowledge, the result in (33) appears to be novel and a more precise expression than the one obtained in [41], [42]. The result in (34) is a special case of that obtained by Auslander and Tolimieri [43].

The expressions (32)-(35) additionally show that the MTSFM’s waveform shape metrics possess contraction/expansion symmetry properties for varying pulse-length $T$ and swept bandwidth $\Delta f$ so long as the TBP $= T\Delta f$ remains fixed. Consider a MTSFM waveform with TBP $= T\Delta f$ and modulation indices $\{\alpha_k, \beta_k\}$. Now consider a second MTSFM waveform derived from the first with a new pulse-length $\tilde{T} = T/\xi$ and swept bandwidth $\tilde{\Delta f} = \xi\Delta f$ where $\xi$ is some non-zero scaling factor. The scaling factor contracts or expand the waveform’s duration and correspondingly will expand or contract the swept bandwidth in order to keep the TBP fixed TBP $= \left(\frac{T}{\xi}\right)\xi\Delta f = T\Delta f$. The waveform’s corresponding design coefficients $\{a_k, b_k\}$, which determine the waveform’s swept bandwidth, are therefore scaled by $\xi$. The second MTSFM waveform’s resulting modulation indices are now expressed as

$$\tilde{\alpha}_k = \frac{\xi a_k T}{k\xi} = \frac{a_k T}{k} = \alpha_k,$$

$$\tilde{\beta}_k = \frac{\xi b_k T}{k\xi} = \frac{b_k T}{k} = \beta_k. \quad (36)$$

This means that for a fixed TBP and set of waveform modulation indices $\{\alpha_k, \beta_k\}$ the waveform shape characteristics of the MTSFM waveform possess the same structure but can be stretched or contracted in both duration and bandwidth. Put another way, the modulation indices specify the waveform shape characteristics for a fixed TBP without explicitly defining the pulse-length $T$ or swept bandwidth $\Delta f$. This property is loosely analogous to the way the order $N$ of a phase code is utilized to describe the waveform shape characteristics of PC waveforms with a specified TBP regardless of the pulse-length and bandwidth of the physical waveform that is transmitted [10], [16].

The MTSFM can be viewed as a special case of Constant Envelope Orthogonal Division Multiplexing (CE-OFDM) which has seen use in the radar community as a waveform for
communication/radar spectrum sharing \cite{44}. CE-OFDM uses a standard OFDM signal as either the frequency or phase modulation modulation function. Data symbols are embedded into each orthogonal carrier in the modulation/phase function which share a common modulation index. The data symbols can be chosen not only to transmit data but to also modify the resulting CE-OFDM’s waveform shape properties. The MTSFM’s modulation and phase functions are also composed of orthogonal carriers albeit without the embedded data symbols and each carrier possesses its own unique modulation index. The MTSFM and CE-OFDM waveform models are similar in that they provide waveform design versatility while also possessing the constant amplitude and high SE properties required for efficient operation on radar transmitters.

The idea to utilize the MTSFM model as a waveform for radar/sonar waveform synthesis is new to the best of the author’s knowledge. However, the MTSFM waveform model itself is not entirely new. The MTSFM model appeared several times in the published literature dating back to the 1930’s and 1940’s when FM methods were being developed for analog communications systems. Perhaps the most notable contribution to the published literature from that time is the work of Giacoletto \cite{45} who used a similar model to \cite{22}-\cite{29} to analyze the spectrum of FM signals. There, the MTSFM waveform’s spectrum was derived in closed-form using a product of sums of ordinary 1-D Bessel functions. Work by \cite{46} used a similar model to that of \cite{45} in a form of paired echo analysis \cite{8} to analyze the the impact of Doppler effects on the ACF sidelobe structure of Non-Linear FM (NLFM) waveforms \cite{10}. Additionally, work by the author in \cite{41}, \cite{42} used equations similar to \cite{22}-\cite{29} for the analysis of a family of thumbtack-like FM waveforms as well as several established waveforms in the literature. There, exact closed form expressions were derived for the waveform’s spectrum and NAF as well as an approximate expression for the BAF using GBFs which to the best of the author’s knowledge are all novel. The results in this paper differ from these previous efforts primarily in that the MTSFM waveform model utilized in this paper uses equations \cite{22}-\cite{29} for waveform synthesis rather than analysis. Additionally, this paper also provides novel exact closed-form expressions for the MTSFM waveform’s BAF, NAF and ACF using GBFs rather than a product of sums of 1-D Bessel functions which greatly simplifies analysis.
C. Some Illustrative Design Examples

As mentioned earlier, while the MTSFM can synthesize a rich class of waveform types and AF shapes, this paper specifically focuses on the optimization and further refinement of thumbtack-like waveforms. One efficient method to synthesize thumbtack-like waveforms involves initializing the design coefficients $a_k$ and $b_k$ with i.i.d. Gaussian random variables as described in [47]. The resulting pseudo-random modulation function is continuous throughout its duration producing a spectrally compact thumbtack-like waveform. Figure 1 shows the spectrogram, EDS, AF, and ACF of an example MTSFM waveform whose modulation function is composed of $K = 32$ cosine harmonics resulting in an even-symmetric modulation function. The corresponding waveform design coefficients $a_k$ are realized as i.i.d Gaussian random variables scaled so that the modulation function occupies a desired swept bandwidth $\Delta f$. The waveform’s TBP is 200 and its fractional bandwidth is $\Gamma = 0.05$ (narrowband). The waveform time-series is tapered with a Tukey window with shape parameter $\alpha_T = 0.05$. This mild tapering helps to reduce spectral leakage outside the waveform’s swept bandwidth $\Delta f$ in exchange for a mild increase in PMEPR of 0.14 dB. This is commonly employed in many sonar/ultrasound applications [27], [48] where the gradual ramping up of the waveform time-series amplitude helps to reduce distortion at the output of a piezoelectric transducer, a common artifact resulting from the transducer’s transient response.

From the figure, it is clear that the MTSFM’s modulation function is smooth and without any transient like artifacts in instantaneous frequency. As a result of this, the majority of the waveform’s energy is concentrated in its swept bandwidth $\Delta f$. Using Carson’s bandwidth rule, this MTSFM waveform should concentrate more than 98% of it energy in a bandwidth $W = \Delta f + 32/T$. Directly computing the waveform’s SE using (5) shows that this MTSFM waveform concentrates 99.54% of its energy in that band. The pseudo-random nature of the waveform’s modulation function results in a waveform with a thumbtack-like AF. This method of synthesizing families of thumbtack-like waveforms as was described in [47] is generally robust and provided an efficient method to generate entire families of thumbtack-like MTSFM waveforms. However, the MTSFM waveforms synthesized in [47] were never optimized. It is now the goal of this paper is to modify the waveform design coefficients to further refine their performance characteristics.

The following design example demonstrates the ability of the MTSFM model to finely control
Fig. 1: Spectrogram (a), EDS (b), NAF (c), and ACF (d) of an example MTSFM with TBP of 200 and fractional bandwidth $\Gamma = 0.05$. The waveform is generated by initializing the Fourier design coefficients $a_k$ as i.i.d Gaussian random variables and scaled to occupy a desired swept bandwidth $\Delta f$. The waveform resulting from this smooth pseudo-random modulation function possesses a thumbtack-like AF with a SE of 99.54% across the band $W = \Delta f + 32/T$. The EDS of a PC with equivalent range resolution is also displayed in (b). The PC waveform’s EDS has substantial spectral extent compared to the MTSFM resulting in a noticeably lower SE of 88.97% over the same band as that of the MTSFM.

waveform shape and assess the impact of increasing the number of design coefficients $K$. In this scenario, the objective is to modify the waveform coefficients to reduce the sidelobe levels across a region of time-delays in the magnitude-square of the waveform’s ACF $|R(\tau)|^2$. The metric to be optimized is the generalized ISR metric shown in (17) with the constraint that the waveform’s RMS bandwidth remains within 20% of it’s initial value. Formally, the optimization
problem can be stated as

$$\min_{\alpha_k} \left[ \int_{\Omega} |R(\tau)|^2 d\tau \right] \quad \text{s.t.} \quad \beta_{\text{rms}}^2 (\{\alpha_k\}) \leq (1 \pm \delta) \beta_{\text{rms}}^2 (\{\alpha_k^{(0)}\})$$

(38)

where $0 < \delta \leq 1$ is a unitless parameter and $\alpha_k^{(0)}$ is the initialized waveform’s modulation indices (i.e., the zeroth iteration of the optimization problem), and $\beta_{\text{rms}}^2 (\{\alpha_k^{(0)}\})$ is the MTSFM waveform’s RMS bandwidth expressed as [49]

$$\beta_{\text{rms}}^2 = 2\pi^2 \sum_{k=1}^{K} \alpha_k^2 + b_k^2 = \left( \frac{2\pi}{T} \right)^2 \sum_{k=1}^{K} k^2 \left( \alpha_k^2 + \beta_k^2 \right)$$

(39)

For this example, the initial modulation indices $\alpha_k^{(0)}$ were the same ones that generated the waveform seen in Figure 1. The region $\Omega_\tau$ where the generalized ISR is to be optimized is $\tau_m \leq |\tau| \leq 0.2T$ and $\delta = 0.2$. This particular design problem is loosely analogous to adaptive beamforming where one wishes to reduce the sidelobes of the array response in a particular region while minimizing distortion elsewhere. The `fmincon` function in MATLAB’s Optimization Toolbox [50] is used to minimize (39). This optimization function utilizes a Sequential Quadratic Programming (SQP) method in order to handle the nonlinear constraints in (39). The routine does not guarantee convergence to a global minimum, but rather a local minimum. The structure of the objective surface defined by (39) will be discussed in the next section.

This optimization problem was run four times each with a different number of design coefficients $K$. The first run utilized the original $K = 32$ coefficients for optimization. The three subsequent runs initialized the optimization problem with the 32 original design coefficients and then zero padded an additional 32, 64, and 96 coefficients resulting in $K = 64, 96, \text{ and } 128$ coefficients respectively. Increasing $K$ allows for more degrees of freedom in the problem and generally produces a waveform with better waveform shape characteristics. However, there is a point of diminishing returns when increasing $K$. Recall that the RMS bandwidth constraint weighs higher order coefficients more heavily. When running (39), the RMS bandwidth tends to increase more rapidly with increasing $K$. This results in the RMS bandwidth constraint being active during the optimization routine and limiting the values that $\alpha_k$ may take on. Another consideration when increasing $K$ involves the waveform’s SE. The rate at which the spectral leakage of the waveform’s EDS falls off tends to have a small but noticeable impact on the waveform’s SE. This falloff rate decreases with increasing $K$. Therefore, as $K$ is increased, the SE of the waveform can be reduced by a few percent.
Figure 2 illustrates the results of this design problem. As can be clearly seen in the figure, each optimal waveform with increased $K$ resulted in noticeably lower sidelobes over the region of time-delays $\Omega_{\tau}$. Additionally, zooming in near the origin of the ACF shows that the mainlobe width of the optimal waveforms’ ACFs have stayed essentially the same thus preserving the waveform’s original range resolution. This result is significant; usually the only option to reduce the sidelobe levels of waveforms with a thumbtack-like AF/ACF is to increase the waveform’s TBP. However, the waveforms shown in Figure 2 have their pulse-lengths fixed and the RMS bandwidth constraint ensured that the waveform did not sweep through a wider band of frequencies thus preserving the waveform’s TBP. Modifying the MTSFM’s modulation indices $\alpha_k$ reduced the ACF pedestal over a region of time-delays without increasing the resulting waveforms’ TBP.

There is however a cost to optimizing the waveforms’ ACFs in this way. As mentioned earlier, increasing $K$ tends to decrease the rate at which the waveform’s spectral leakage falls off which results in a slightly reduced SE. The decreased spectral falloff rate can be clearly seen in Figure 2 (b). However, the reduction in SE is not severe. Table I lists several design characteristics of the resulting optimal MTSFM waveforms for each value of $K$ utilized in the optimization. In addition to $\tilde{I}\tilde{S}R$ and SE computed over $W = \Delta f + 32/T$, the reduction of ACF area $G$ is also displayed since the primary contributing factor to $\tilde{I}\tilde{S}R$ improvement was the reduction of ACF sidelobe area component of the $\tilde{I}\tilde{S}R$ metric. The effect of increasing $K$ clearly had a substantial impact on improving $G$ and therefore $\tilde{I}\tilde{S}R$, especially for $K = 64$ and 96. The degree of improvement in $\tilde{I}\tilde{S}R$ was less for $K = 128$. For the case where $K = 128$, it is likely that the RMS bandwidth constraint restricted the coefficients from being modified to further improve the $\tilde{I}\tilde{S}R$ metric. From Table I, it is also clear that the optimal waveforms’ SE was reduced slightly from the initial waveform which is due to the reduced falloff rate of the spectral leakage outside the swept bandwidth $\Delta f$.

The same principles can be applied to minimizing the MTSFM waveform’s AF sidelobes over a region in range and Doppler. As mentioned earlier, reducing the volume $V$ of a waveform’s AF in a region $\Omega_{r,\nu}$ in the range-Doppler plane will accordingly reduce the sidelobe levels in that region. The waveform design design process should also implement constraints on the AF mainlobe structure such that it stays nearly the same width in both range and Doppler. For MTSFM waveforms with an even-symmetric modulation function, the optimization problem can
Fig. 2: ACFs of the original and optimized waveforms displayed over their entire duration (a), their respective EDS (b), and their ACFs zoomed in at the origin (c). The optimized waveform ACFs possess drastically reduced sidelobes in the region $\Omega_\tau$ (denoted by the red dashed lines) without substantial distortion of the sidelobe and mainlobe structure outside the region $\Omega_\tau$. Increasing $K$ resulted in further reduced ACF sidelobes at the expense of a reduced spectral leakage falloff rate resulting in lower SE compared to the initialized waveform.

be stated as

$$\min_{\alpha_k} \left[ \iint_{\Omega_{\tau,\nu}} |\chi(\tau, \nu)|^2 d\tau d\nu \right] \quad \text{s.t.} \quad \beta_{rms}^2 (\{\alpha_k\}) \leq (1 \pm \delta) \beta_{rms}^2 (\{\alpha_k^{(0)}\})$$

(40)

where $\Omega_{\tau,\nu}$ is a sub-region of the range-Doppler plane excluding the mainlobe region. The only AF mainlobe constraint is the RMS bandwidth. This is because modifying the modulation indices $\alpha_k$ only influences the RMS bandwidth. The waveform’s RMS pulse-length remains unchanged since the pulse-length stays fixed throughout the optimization routine.

Figure 3 shows the initial MTSFM waveform and the result of running (40) on that initial waveform over three different ellipsoidally shaped regions $\Omega_{\tau,\nu}$ in the range-Doppler plane. These
TABLE I: Reduction $G$ of ACF area over $\Omega_\tau$, $I\tilde{S}R$, and SE $\Theta(W)$ of the optimized MTSFMs using $K = 32, 64, 96,$ and $128$ respectively. As $K$ increases, the $I\tilde{S}R$ is drastically improved. However, the resulting waveforms’ SE are less than the initial waveform’s SE.

| $K$ | $G$  | $I\tilde{S}R$ (dB) | $\Theta(W)$ (%) |
|-----|------|--------------------|-----------------|
| 32  | 16.61| -14.71             | 96.81           |
| 64  | 162.15| -24.54             | 95.59           |
| 96  | 1392.51| -33.79             | 97.33           |
| 128 | 4024.91| -38.34             | 97.39           |

ellipsoidally shaped regions were computationally shown to perform best with the thumbtack-like MTSFM waveform designs. Each region is outlined by the white dashed lines in Figure 3. The first region, denoted $\Omega^1_{\tau,\nu}$ is an ellipse centered about the origin. The second region denoted by $\Omega^2_{\tau,\nu}$ is an ellipse centered away from the origin. The third region denoted $\Omega^2_{\tau,\nu}$ is an annulus centered about the origin. Each of these regions were of area less than 4, which as Price and Hofstetter show are necessary conditions for having volume free regions. In each case, while the optimized waveform’s NAF does not possess a completely volume free region, the volume in each of those regions were reduced by more than an order of magnitude. This translated to reducing the sidelobe levels in those regions by more than 10 dB. Most importantly, the mainlobe width in range and Doppler was not modified suggesting that the TBP has remained essentially fixed. This shows that the MTSFM can be adaptive to reduce the NAF sidelobe pedestal over sub-regions in the range-Doppler place while retaining a fixed TBP product.

IV. PERFORMANCE EVALUATION OF THE MTSFM MODEL

This section evaluates the MTSFM waveform model for the design and optimization of thumbtack-like waveforms and describes the metrics of performance for the waveform designs. Specifically, this sections describes the structure of the objective functions defined in (39) and (40) and compares optimized thumbtack-like MTSFM waveforms to thumbtack-like PC waveforms derived from design algorithms available in the published literature.
Fig. 3: NAF of the initialized MTSFM waveform (a) and resulting optimized waveforms’ NAFs (b)-(d) whose volume was minimized over the three sub-regions in the range-Doppler plane. While the resulting optimized NAF regions are completely volume free, the volume in each case was reduced by more than an order of magnitude. This was achieved while keeping the mainlobe width of each NAF essentially the same thus preserving the TBP of the initialized waveform.

A. An Analysis of MTSFM Optimization Objective Functions

The design examples shown in Figures 2 and 3 show that the waveform design coefficients can be finely controlled to reduce ACF/AF sidelobes in a specified region of time-delays and Doppler values without compromising on mainlobe width. However, each of the design examples are just one set of initial design coefficients. These examples do not provide any insight into the structure of the objective functions described in (39) and (40). Figure 4 provides a simple visual of the structure of (39) and evaluates the area $A_{\tau}$ across all time-delays for a MTSFM waveform.
composed of two-tones with modulation indices $\alpha_1$ and $\alpha_2$ which are varied across a wide array of values. This produces a plot of ACF area as a function of $\alpha_1$ and $\alpha_2$. The plot $A_\tau$ in Figure 4 shows that there are multiple local extrema across a wide array of values for the modulation indices. Depending on the initial values, the optimization routine will converge to different local minimums. Similar results were obtained for the AF volume minimization problem defined in (40). This is likely due to the oscillatory nature of the GBFs. Much like their 1-D counterparts, the GBFs of order $m$ and sums of GBFs over order $m$ have a highly oscillatory structure across the arguments $\{\alpha_k, \beta_k\}$ with specific regions of symmetry in the $K-$ dimensional plane [39], [51]. This necessitates running a set of trials with waveforms whose initial modulation indices span across a wide variety of values to fully evaluate the effectiveness of the resulting waveform designs derived from either of the MTSFM optimization problems defined in (39) and (40).

![Graph showing ACF area as a function of $\alpha_1$ and $\alpha_2$.]

Fig. 4: Area under $|R(\tau)|^2$ as a function of the two design parameters $\alpha_1$ and $\alpha_2$ (left panel) and a zoomed in version of the same plot (right panel) over the region depicted by the white solid box in (a). This and many other MTSFM design objective functions are multi-modal and the initial values for $\alpha_1$ and $\alpha_2$ have a profound impact on the resulting optimal design.

The following simulation generated 100 realizations of MTSFM waveforms with both even and odd symmetry in their modulation functions. The waveforms possess a TBP of 200 and are composed of 32 modulation indices initialized using the method developed in reference [52].
The optimization problem described in (39) was run this time to optimize the standard ISR (15) metric across all time-delays. Like the $I\tilde{S}R$ optimization examples from the last section, the sidelobe region area $A_{\tau}$ had the most profound impact on minimizing the ISR as the RMS bandwidth barely varied for any of the trials. Therefore, an effective measure of performance of these simulations is to directly analyze ACF area. The analysis of these trials use two performance metrics. The first is the reduction of area of each trail denoted as $G_{i}$ and is expressed as

$$G_{i} = \frac{A_{0}(i)}{A_{\text{opt}}(i)}$$  \hspace{1cm} (41)

where $A_{0}(i)$ and $A_{\text{opt}}(i)$ are the initial and optimized waveform’s area. Since the initial waveforms’ modulation indices are randomly initialized, the initial areas over $\Omega_{\tau}$ are different for each waveform trial. The metric $G_{i}$ therefore only gives a partial description of performance improvement. To account for the variation in initial area for each waveform trial, these simulations also measure a normalized version of area reduction denoted as $\tilde{G}_{i}$ and is expressed as

$$\tilde{G}_{i} = \frac{A_{0}(i)}{A_{\text{opt}}(i)} = \frac{\min\{A_{\text{opt}}\}}{A_{\text{opt}}(i)}$$  \hspace{1cm} (42)

where $\min\{A_{\text{opt}}\}$ is the lowest area of all the 100 optimized waveforms for that set of waveform trials. Ideally $\min\{A_{\text{opt}}\}$ should be the global minimum of (39) that satisfies the RMS bandwidth constraints. However, since this value is unknown, the minimum from the 100 trial waveforms is used instead.

Figure 5 shows the area reduction $G_{i}$ and normalized area reduction $\tilde{G}_{i}$ for the even-symmetric MTSFM trials. Additionally, the initial and optimized waveform ACFs from two of the trials (waveforms 35 and 99 respectively) are also displayed. The optimal designs possess ACF areas that are on average 4.24 times lower than their initialized versions. The greatest area reduction was 5.82 achieved by waveform 99 resulting in an ISR of -7.47 dB. However, waveform 99 only achieved a $\tilde{G}_{i}$ of 0.87 implying that its ACF area was not the lowest of all the trials. Waveform 35 on the other hand, which achieved an area reduction of only 4.64, achieved a lower ISR of -8.32 dB $\tilde{G}_{i}$ of 0.99, much closer to the lowest ACF area value of the trial waveforms. This means that waveform 35 achieved a lower overall ACF area than waveform 99 even though waveform 99 achieved the greatest reduction in ACF area $G_{i}$. This is because waveform 35 was initialized with coefficients that were close to a local minimum in the ACF area objective function that was lower than the region where waveform 99 was initialized. This can even be
seen in Figure 5 where the ACF sidelobes of waveform 99 are on average slightly higher than waveform 35’s, specifically for time-delays greater than $|\tau| \geq 0.5T$. This single set of trials demonstrates the multi-modal structure of the multi-dimensional ACF area objective function.

\[ G_i = \frac{A_0(i)}{A_{opt}(i)} \]

\[ \tilde{G}_i = \frac{A_0(i)}{\min\{A_{opt}(i)\}} \]

\[ G_{99} = 5.82 \]

\[ G_{35} = 4.64 \]

\[ \tilde{G}_{99} = 0.87 \]

\[ \tilde{G}_{35} = 0.99 \]

Fig. 5: Area reduction $G_i$ (a) and normalized area reduction $\tilde{G}_i$ (b) for the 100 waveform trials. The initial and optimized ACFs of waveforms 99 and 35 are displayed in (c) and (d) respectively. Waveform 99 had the greatest reduction in area, but started with a larger initial area than waveform 35. On the other hand, waveform 35 was initialized with lower ACF area than waveform 99 and its resulting optimized version achieved the lowest ACF area overall.

Figure 6 shows box plots of resulting ISR values for a set of 100 trials of MTSFM waveforms with even and odd symmetry in their modulation functions and an increasing number of design coefficients $K$. The box in each box plot represents the 2nd and 3rd quartile of the trial data. The whiskers represent the inner fence of the data (i.e 1.5 times the inter-quartile range (IQR)). The circles denote statistical outliers in the results for each trial. Both the $ISR$ and $\tilde{ISR}$ were optimized using (39). As was explained in the previous section, increasing $K$ increases the
degrees of freedom that the objective function may explore which generally results in more refined waveform designs at the expense of a slightly reduced SE. The results show the clear advantage of increasing $K$ up to a point of diminishing returns. As mentioned earlier, for (39), these diminishing returns are a result of the RMS bandwidth constraint restricting the design coefficients from achieving further optimal designs. The results also show that the odd-symmetric MTSFM waveforms generally possess notably lower ACF sidelobes when optimized for either the $ISR$ or $I\tilde{S}R$. The even-symmetric MTSFM only shows nearly comparable performance in the $I\tilde{S}R$ metric for large $K$. The intuition for why this occurs can be derived from considering the structure of the modulation functions for the two versions of MTSFM. The odd-symmetric modulation functions, while still possessing a thumbtack-like AF, have small but non-zero coupling between their range and Doppler measurements [8], [36]. This coupling has the effect of shearing the AF volume out to non-zero Doppler values in a manner loosely analogous to how a LFM waveform shears the AF volume of a simple pulse out to high non-zero Doppler values [10]. During optimization, it is likely that the odd-symmetric MTSFM designs exploit this characteristic to reduce ACF sidelobes more aggressively than the even-symmetric MTSFM. This highlights the primary difference between even and odd symmetric MTSFM modulation functions, the odd-symmetric MTSFM has the ability to shear AF volume to non-zero Doppler values.

B. Comparing the MTSFM to other Waveform Optimization Methods

The previous sections demonstrated the ability of the MTSFM model to adapt its waveform shape characteristics by modifying the modulation indices $\{\alpha_k, \beta_k\}$ and described the structure and behavior of the objective functions derived from (39) and (40). While the MTSFM has a clear advantage in higher SE compared to standard PC waveforms, it is not clear how optimized thumbtack-like MTSFM waveforms compare to PC waveforms designed for the same application. This section explores this comparison by running a set of optimization trials of thumbtack-like MTSFM and PC waveforms across four TBP values of 32, 64, 128, and 256. The values were chosen as it is convenient to generate PC waveforms as the number of chips $N$ defines the TBP. Some of the algorithms used to generate the phase-codes used in this analysis require a value of $N$ that is a power of two. The waveform design trials analyze even and odd MTSFM waveforms and used initial modulation indices that generated thumbtack-like waveforms. Two forms of PC
Fig. 6: Box plots of ISR (a) and $I\tilde{S}R$ (b) versus $K$ for MTSFM waveforms with even and odd symmetric modulation functions respectively. Optimized MTSFM waveforms with odd symmetry tend to have substantially lower ACF sidelobes than MTSFMs with even-symmetry.

PC waveforms were used to compare to the two variants of MTSFM waveforms. The time-series model for a PC waveform is expressed as

$$s_{pc}(t) = \sum_{i=1}^{N} a(t - iT/N) e^{j2\pi f_c t + \theta_i},$$  \hspace{1cm} (43)$$

where $a(t - iT/N)$ is the real-valued and positive amplitude tapering function of each chip in the PC waveform and $\theta_i$ is the phase of each chip (i.e, the phase code) of the PC waveform.

PC waveforms using Maximal-Length Shift Register (MLSR) sequences, also known simply as M-Sequences, where used to compare against even MTSFM waveforms. PC waveforms designed using the Cyclic-Algorithm New (CAN) algorithm [16], [53], [54] which also leverages an ISR-like metric for optimizing phase-codes, were used to compare against odd-symmetric MTSFM waveforms. It is important to note that the ISR figure of merit defined by [16], [53] only computes the sum of squares of the phase-code sidelobes at discrete points in time, rather than directly compute the ISR via (15) as defined in this paper. However, this paper will evaluate the ISR as defined in (15) of the physical PC waveform in order to provide a fair comparison between the optimized MTSFM and PC waveforms. A similar analysis comparison can be performed for
the AF volume metric over sub-regions in the range-Doppler plane. However, as mentioned earlier, there exist strict bounds on the size of clear regions of the NAF. Both waveforms exhibit essentially the same ability to suppress AF volume; as long as the region $\Omega_{\tau,\nu}$ is of area less than 4, the NAF’s possessed essentially no volume in the region except for the volume contribution from the mainlobe. This bound is not waveform specific and therefore does not provide a meaningful comparison between the MTSFM and PC waveforms. However, since the ISR, and more specifically ACF area, do not follow such strict bounds, it is more likely that ISR will provide a more meaningful comparison between the two waveform types.

Fig. 7: Box plot of ISR values for the Even/Odd symmetric MTSFM waveform trials compared against M-Sequence and CAN optimized PC waveforms across four different TBP values. The even-symmetric MTSFM performs similarly to that of a PC waveform with an M-Sequence code across TBPs. The odd-symmetric MTSFM waveforms on average out performed the CAN optimized PC waveforms for smaller TBPs.

Figure 7 shows box plots of ISR values derived from 100 trials for each of the four waveform types and four TBP values. The even MTSFM and M-Sequence based PC waveforms performed very closely across TBP, though the M-Sequence based PC waveforms display larger variation in ISR and the even MTSFM median ISR values were slightly higher. The opposite behavior is observed for the odd MTSFM and CAN based PC waveforms. For all TBPs, the odd MTSFM’s
median ISR was less than or equal to that of the CAN based PC waveforms. However, the odd MTSFM also display greater variation in ISR across all TBPs. Overall, the MTSFMs ISR is at least competitive with and at times better than well the analyzed established PC waveform design methods. This coupled with their spectral efficiency and constant envelope makes the MTSFM an attractive adaptive waveform design model.

V. CONCLUSION

This paper introduced the MTSFM model as an adaptive FM waveform design method that synthesizes constant envelope and spectrally compact waveforms that are well suited for transmission on practical transmitter electronics. The MTSFM waveforms’ modulation function is represented as a finite Fourier series expansion where the Fourier coefficients are utilized as a finite discrete set of design parameters. These design parameters are adjusted to modify the waveform shape characteristics of the waveform. The MTSFM has an exact mathematical definition for its time-series using GBFs which allow for deriving analytical expressions for the MTSFM’s waveform shape characteristics. These expressions allow for establishing well-defined optimization problems that finely tune the MTSFM’s properties while naturally possessing the constant envelope and high SE properties necessary for efficient transmission on realistic transmitter electronics.

The primary goal of this paper was to demonstrate the fundamental properties of the MTSFM waveform model and demonstrate them via illustrative design examples with a specific focus on thumbtack-like waveforms. Simulations specifically focused on the design of thumbtack-like waveforms and demonstrated the MTSFM’s ability to reduce area or volume in a specified region of the waveforms AF or ACF respectively. This is accomplished while minimizing the distortion elsewhere in the AF/ACF and maintaining the initialized waveform’s TBP. The performance characteristics of the MTSFM are competitive with other optimal PC waveform design methods in terms of their ACF shapes while clearly out-performing PC waveforms with a noticeably higher SE.

Thumbtack-like waveforms were chosen for this analysis as they are perhaps the simplest waveform type to demonstrate many of the properties that an adaptive waveform model like the MTSFM possesses. However, there are likely numerous other problems of interest to the radar and sonar communities that the MTSFM model may provide insight into. Representing the
MTSFM waveform in (30) and (31) establishes a special case of the model developed by Wilcox [12] as well as an even specific model developed by Auslander and Tolimieri [43] to describe waveforms and their respective NAFs. The GBFs provide an exact expression to describe the mainlobe and sidelobe structure of the NAF. The expression for the MTSFM’s NAF (34) may provide further intuitive insight into the results of Price and Hofstetter [37] on volume free regions of the NAF. This analysis can then be extended to describe the volume distribution and volume free regions of the BAF using the expression in (33). The waveform design methods described in this paper can be readily extended to design waveforms that possess non-zero range-Doppler coupling, also known as Doppler tolerance waveforms. Optimizing these waveform types result in NLFM waveforms with finely tuned ACF properties with very low sidelobe levels. This was demonstrated in [55] and will be discussed in greater detail in an upcoming paper. Lastly, this paper focused on optimizing a single waveform’s design characteristics. Many systems employ entire families of waveforms with specific ACF and Cross-Correlation Function (CCF) properties with one another. Such a problem requires the optimization of a more complex multi-objective function with a greater number of design parameters. Understanding the structure of that multi-objective function would likely provide insight into the waveform family design problem. In fact, the MTSFM could be optimized across an entire collection of design metrics. In some cases, optimizing one design metric will degrade another. Studying Pareto front boundaries for these multi-objective optimization problems could enable a truly adaptive waveform method for cognitive radar and sonar systems.

APPENDIX A

THE MTSFM AND THE GBF JACOBI-ANGER EXPANSION

Starting with the complex Fourier series representation in (30) and making the substitution \( \theta = \frac{2\pi t}{T} \) where \(-\pi \leq \theta \leq \pi\) results in the expression

\[
s(\theta) = \frac{\text{rect}(\theta/2\pi)}{\sqrt{2\pi}} \sum_m c_m e^{j\theta} ,
\]

resulting in a general complex Fourier series with period \(2\pi\). Solving for the complex Fourier series coefficients \(c_m\) results in the integral expression

\[
c_m = \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp\left\{ j \left[ m\theta - \sum_{k=1}^{K} \alpha_k \sin (k\theta) - \beta_k \cos (k\theta) \right] \right\} d\theta ,
\]
which is the integral representation of the MT-GBF [33], [56]. Thus, using (45) and re-substituting \( \theta = \frac{2\pi t}{T} \) back into (44), the complex Fourier series representation for the MTSFM model in (29) is expressed as

\[
s(t) = \frac{\text{rect}(t/T)}{\sqrt{T}} \sum_{m=-\infty}^{\infty} J_m^{1:K} \left( \{\alpha_k; -j\beta_k\} \right) e^{j2\pi mt/T}.
\] (46)

The result in (46) may also be derived via inspection of the MT-GBFs generating function [56]

\[
\exp \left\{ \frac{1}{2} \sum_{k=1}^{K} \alpha_k \left( \ell^k - \frac{1}{\ell^k} \right) - j \beta_k \left( \ell^k + \frac{1}{\ell^k} \right) \right\} = \sum_{m=-\infty}^{\infty} J_m^{1:K} \left( \{\alpha_k; -j\beta_k\} \right) \ell^m.
\] (47)

Setting \( \ell = e^{j\theta} \) yields the Jacobi-Anger identity for MT-GBFs

\[
\exp \left\{ j \sum_{k=1}^{K} \alpha_k \sin (k\theta) - \beta_k \cos (k\theta) \right\} = \sum_{m=-\infty}^{\infty} J_m^{1:K} \left( \{\alpha_k; -j\beta_k\} \right) e^{jm\theta}.
\] (48)

Finally, setting \( \theta = \frac{2\pi t}{T} \) results in the complex Fourier series representation of the MTSFM waveform model.

\[
s(t) = \exp \left\{ j \sum_{k=1}^{K} \alpha_k \sin \left( \frac{2\pi kt}{T} \right) - \beta_k \cos \left( \frac{2\pi kt}{T} \right) \right\}
= \sum_{m=-\infty}^{\infty} J_m^{1:K} \left( \{\alpha_k; -j\beta_k\} \right) e^{j2\pi mt/T}.
\] (49)

For the case of a MTSFM waveform with an even-symmetric modulation function, the odd modulation indices \( \beta_k \) are all zero. The representation in (49) still holds, but now the complex Fourier series coefficients are cylindrical GBFs with arguments \( \{\alpha_k\} \). The cylindrical GBF has a similar integral representation as (45) as well as generating function and Jacobi-Anger identity but with only \( \{\alpha_k\} \) as arguments. For the case of a MTSFM waveform with an odd-symmetric modulation function, the even modulation indices \( \alpha_k \) are all zero. The representation in (49) then uses \( K \)-dimensional, \( K - 1 \) parameter cylindrical GBFs. This type of GBF again has a similar integral expression as the other two versions but has a modified generating function

\[
\exp \left\{ \frac{\beta_1}{2} \left( \ell - \frac{1}{\ell} \right) + \frac{\beta_2}{2} \left( \ell^2 \gamma - \frac{1}{\ell^2 \gamma} \right) + \frac{\beta_K}{2} \left( \ell^K \gamma^{K-1} - \frac{1}{\ell^K \gamma^{K-1}} \right) \right\}
= \sum_{m=-\infty}^{\infty} J_m^{1:K} \left( \{z_k, \gamma_k-1\} \right) \ell^m.
\] (50)
Letting $\ell = j e^{j\theta}$ and $\gamma$ follow the periodic sequence about the unit circle $\{j^{(k-1)}\}_{k=1}^{K}$ yields the Jacobi-Anger identity for $K - 1$ parameter $K$ dimensional GBFs

$$\exp \left\{ j \sum_{k=1}^{K} \beta_k \cos (k\theta) \right\} = \sum_{m=-\infty}^{\infty} J^{1:K}_m \left( \{\beta_k, j^{(k-1)}\} \right) e^{jm\theta}. \quad (51)$$

Thus, the MTSFM’s complex Fourier coefficients can be expressed in exact closed form in terms of different version of GBFs depending on the symmetry of the MTSFM’s modulation function

$$c_m = \begin{cases} 
J^{1:K}_m \left( \{\alpha_k, -j\beta_k\} \right), & \varphi(t) \\
J^{1:K}_m \left( \{\alpha_k\} \right), & \varphi_e(t) \\
J^{1:K}_m \left( \{\beta_k, j^{(k-1)}\} \right), & \varphi_o(t)
\end{cases} \quad (52)$$

APPENDIX B
THE PMEPR OF THE MTSFM WAVEFORM

Inserting the complex Fourier series representation of the MTSFM (29) into the PMEPR expression (4) yields

$$\text{PMEPR} = 10 \log_{10} \left\{ \left( \max_{\ell} \left\{ \frac{\frac{1}{T} \sum_{m,n} c_m c_n^* e^{j2\pi(m-n)\frac{t}{T}}} {\frac{1}{T} \int_{-T/2}^{T/2} \sum_{m,n} c_m c_n^* e^{j2\pi(m-n)\frac{t}{T}} dt} \right\} \right) \right\} \quad (53)$$

where $c_m$ represents the various forms of GBFs used in the MTSFM waveform model. The maximum value for a rectangularly windowed MTSFM normalized by $\sqrt{T}$ is $1/T$. The PMEPR can now be expressed as

$$\text{PMEPR} = 10 \log_{10} \left\{ \left( \frac{1} {\frac{1}{T} \int_{-T/2}^{T/2} \sum_{m,n} c_m c_n^* e^{j2\pi(m-n)\frac{t}{T}} dt} \right) \right\} \quad (54)$$

The integral in the denominator evaluates to

$$\sum_{m,n} c_m c_n^* \text{sinc} \left[ \pi (m - n) \right] = \sum_{m} |c_m|^2 \quad (55)$$

where the last expression results because the sinc function will only be non-zero when $m = n$. Using the GBF identity $\sum_{m=-\infty}^{\infty} |J_m (\{\alpha_k; \beta_k\})|^2 = 1$, the PMEPR simplifies to $10 \log_{10} (1) = 0$ dB. This is the lowest possible PMEPR achievable.

APPENDIX C
DERIVATION OF THE MTSFM’S BAF AND NAF

This section derives exact closed-form expressions for the MTSFM’s NAF, BAF, and ACF.
A. Derivation of the MTSFM’s NAF

Using the baseband MTSFM time-series expression (29) and the NAF defined in (9)
\[
\chi(\tau, \nu) = e^{-j\pi a_0 \tau} \sum_{m,n} c_m c_n^* e^{-j\pi (m+n)\tau T} \int_{-\infty}^{\infty} \text{rect} \left( \frac{t - \tau/2}{T} \right) \text{rect} \left( \frac{t + \tau/2}{T} \right) e^{j2\pi A t} dt
\] (56)

where \(A = \left[ \nu + \frac{(m-n)}{T} \right] \) and \(c_m\) and \(c_n^*\) represent \(K\)-dimensional GBFs. The rectangular window functions establish the limits of integration \(|t| \leq \left( \frac{T - |\tau|}{2} \right)\). The expression in (56) then simplifies to
\[
\chi(\tau, \nu) = \frac{1}{T} \sum_{m,n} c_m c_n^* e^{-j\pi (m+n)\tau T} \int_{-\frac{T - |\tau|}{2}}^{\frac{T - |\tau|}{2}} e^{j2\pi A t} dt
\] (57)

The integral in (57) evaluates to
\[
(T - |\tau|) \text{sinc} \left[ \pi \left( T - |\tau| \right) \left( \nu T + \frac{(m-n)}{T} \right) \right].
\] (58)

Inserting this expression back in to (57) results in the final expression for the NAF of the MTSFM waveform
\[
\chi(\tau, \nu) = \left( \frac{T - |\tau|}{T} \right) \sum_{m,n} J_{1,K}^m \left( \{\alpha_k, -\beta_k\} \right) \left( J_{1,K}^n \left( \{\alpha_k, -\beta_k\} \right) \right)^* e^{-j\pi (m+n)\tau T} \times
\text{sinc} \left[ \pi \left( \frac{T - |\tau|}{T} \right) \left( \nu T + (m-n) \right) \right].
\] (59)

B. Derivation of the MTSFM’s BAF

Using the MTSFM time-series expression (29) with a carrier term and the BAF defined in (6)
\[
\chi(\tau, \eta) = \frac{\sqrt{\eta} e^{-j2\pi f_c^c \tau}}{T} \sum_{m,n} J_{1,K}^m \left( \{\alpha_k, -\beta_k\} \right) \left( J_{1,K}^n \left( \{\alpha_k, -\beta_k\} \right) \right)^* e^{-j\pi (m+n)\tau T} \times
\int_{-\infty}^{\infty} \text{rect} \left( \frac{t - \tau/2}{T} \right) \text{rect} \left( \frac{\eta (t + \tau/2)}{T} \right) e^{-j2\pi A t} dt.
\] (60)

where \(A = \left[ \frac{(m + \eta n)}{T} \right] - (\eta - 1) f_c^c \) and \(f_c^c = f_c + a_0/2\). The \(e^{-j2\pi f_c^c \tau}\) term will be cancelled out when taking the modulus of the BAF and is thus excluded henceforth. For simplicity, letting \(c_m\) and \(c_n^*\) denote the \(K\)-dimensional GBFs and defining the limits of integration to be \(|t| \leq \frac{(T - |\tau|)}{2\eta}\) simplifies (60) to
\[
\chi(\tau, \eta) = \frac{\sqrt{\eta}}{T} \sum_{m,n} c_m c_n^* e^{-j\pi (m+n)\tau T} \int_{-\frac{(T - |\tau|)}{2\eta}}^{\frac{(T - |\tau|)}{2\eta}} e^{j2\pi A t} dt.
\] (61)
Evaluating this integral results in the expression
\[
\left( \frac{T - \eta |\tau|}{\eta} \right) \text{sinc} \left[ \pi \left( \frac{T - \eta |\tau|}{\eta} \right) \left( \frac{(m + \eta n)}{T} - (\eta - 1) f'_c \right) \right]. \tag{62}
\]

Finally, inserting (62) into (61) and replacing \(c_m\) and \(c^*_n\) with the GBFs results in the final expression for \(\chi(\tau, \eta)\) for the MTSFM
\[
\chi(\tau, \eta) = \left( \frac{T - |\tau|}{\sqrt{\eta T}} \right) \sum_{m,n} \mathcal{J}_m^{K} \left( \{\alpha_k, -\beta_k\} \right) \left( \mathcal{J}_n^{K} \left( \{\alpha_k, -\beta_k\} \right) \right)^* e^{-j\frac{\pi (m + n) \tau}{T}}
\times \text{sinc} \left[ \pi \left( \frac{T - \eta |\tau|}{\eta} \right) \left( \frac{(m + \eta n)}{T} - (\eta - 1) f'_c \right) \right]. \tag{63}
\]

Reassuringly, when evoking the narrowband conditions that \(\dot{r}/c\) and the fractional bandwidth \(\Gamma = 2B/f_c\) are both small, the BAF converges back to the NAF. For small \(\dot{r}/c\), the Doppler scaling factor \(\eta\) is well approximated by the Taylor series expansion \(\eta \approx 1 + \frac{2\dot{r}}{c}\) and is nearly 1 for relevant values of \(\dot{r}\). A small \(\Gamma\) implies that \(f_c\) is very large and dominates the \(f'_c\) term such that \(f'_c \approx f_c\). Additionally, this also means the \((\eta - 1) f_c \approx \left(\frac{2\dot{r}}{c}\right) f_c\) term cannot be neglected. Inserting \(\eta \approx 1\) into (63) while retaining the \((\eta - 1) f_c\) term results in the expression
\[
\chi(\tau, \eta) \approx \left( \frac{T - |\tau|}{T} \right) \sum_{m,n} \mathcal{J}_m^{K} \left( \{\alpha_k, -\beta_k\} \right) \left( \mathcal{J}_n^{K} \left( \{\alpha_k, -\beta_k\} \right) \right)^* e^{-j\frac{\pi (m + n) \tau}{T}}
\times \text{sinc} \left[ \pi \left( \frac{T - |\tau|}{\eta} \right) \left( \frac{(m + n)}{T} - \left(\frac{2\dot{r}}{c}\right) f_c \right) \right]. \tag{64}
\]

Note that the term \((\frac{2\dot{r}}{c}) f_c\) is the narrowband Doppler shift \(\nu\). Again noting that the measure of interest is the \(|\chi(\tau, \nu)|^2\) and leveraging the NAF property \(\chi(\tau, -\nu) = \chi^*(\tau, \nu)\) or equivalently \(|\chi(\tau, -\nu)|^2 = |\chi(\tau, \nu)|^2\), and inserting \(\nu\) into (64) yields the NAF
\[
\chi(\tau, \nu) = \left( \frac{T - |\tau|}{T} \right) \sum_{m,n} \mathcal{J}_m^{K} \left( \{\alpha_k, -\beta_k\} \right) \left( \mathcal{J}_n^{K} \left( \{\alpha_k, -\beta_k\} \right) \right)^* e^{-j\frac{\pi (m + n) \tau}{T}}
\times \text{sinc} \left[ \pi \left( \frac{T - |\tau|}{T} \right) \left( \nu T + (m + n) \right) \right]. \tag{65}
\]
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