Abstract—The level of challenge in stroke rehabilitation has to be carefully chosen to keep the patient engaged and motivated while not frustrating them. This paper presents a simulation where this level of challenge is automatically optimized using iterative learning control. An iterative learning controller provides a simulated stroke patient with a target task that the patient then learns to execute. Based on the error between the target task and the execution, the controller adjusts the difficulty of the target task for the next trial. The patient is simulated by a nonlinear autoregressive network with exogenous inputs to mimic their sensorimotor system and a second-order model to approximate their elbow joint dynamics. The results of the simulations show that the rehabilitation approach proposed in this paper results in more difficult tasks and a smoother difficulty progression as compared to a rehabilitation approach where the difficulty of the target task is updated according to a threshold.

I. INTRODUCTION

It is understood that a stroke patient’s motivation can affect the outcome of their rehabilitation [1]. Physical therapists and other rehabilitation professionals have reported that they try to motivate a patient by controlling the task difficulty and therefore helping the patient gain confidence in their abilities [2]. If a task is too easy, the patient might become bored, whereas if it is too difficult, they might become frustrated [2].

In robotic rehabilitation, the level of challenge is often maintained by the assist-as-needed approach, where the robot only applies as much assistance as the patient needs to successfully complete a task, thus avoiding slacking and reducing the level of assistance as the patient regains their abilities [3]. Once virtual reality or serious games are involved in rehabilitation, the actual task is commonly adapted based on a rule-based system or using machine learning [4].

Using a robot or exoskeleton is not always feasible and increasing the task difficulty in fixed steps, as is often done in rule-based approaches, might not lead to an optimal level of challenge. That is why this paper presents how the level of challenge in stroke rehabilitation can be optimized using iterative learning control (ILC), where the update step is adjusted according to the patient’s ability, based on a simulation. ILC is typically applied to repetitive systems, such as industrial robots, that repeat the same task over several trials. It uses the tracking error and input of past trials to compute the input for the next trial, thus eventually eliminating the tracking error [5]. In the past, ILC has been applied to stroke rehabilitation to control the level of functional electrical stimulation applied to the patient’s affected limb [6], or to control the assistance provided by a robot [7]. In [8], a heuristic approach that resembles ILC has been used to control the time a patient has to complete a task.

Fig. 1 shows an overview of the simulation, which consists of two parts; the iterative learning controller and the simulated stroke patient. The iterative learning controller provides the simulated patient with a target task for their affected upper limb, which the patient then attempts to learn. This task is a cyclical movement of the forearm on a planar surface, so that it is represented by a sine wave. The amplitude of the sine wave is trial-varying with a maximum amplitude of 0.2 radians, whereas its angular frequency remains constant at \( \frac{3}{2} \pi \) radians per second. The controller evaluates the position error between the target task and the patient’s movement and provides a new target task based on this error, the previous target task and the exercise goal to achieve in the rehabilitation session. In this simulation, the patient’s sensorimotor system is simulated by a nonlinear autoregressive network with exogenous inputs (NARX) and their elbow joint dynamics are approximated by a second-order model. Visual perception models have not been included in the simulation as they are believed to have minor effects on the overall system since human motion, which is simulated in this study, is well within the visible spatio-temporal range of humans [9] and perception is not the focus of this study.

II. SIMULATED STROKE PATIENT

The simulated stroke patient processes the target task given by the ILC controller in the sensorimotor system, which is simulated by a NARX network. This system then provides a motor command to the second-order elbow joint model, which executes the learned movement.

A. Sensorimotor System

Two ‘sensorimotor’ NARX neural networks have been implemented. They differ only in the number of hidden layers and the number of nodes per layer as the overall number of nodes is consistent in both networks.

The inputs to the NARX networks are the target motor command, which is derived from the target task, and past...
values of its output. The output time-series is the motor command, which is passed to the elbow joint model. \( \text{NARX}_1 \) has one hidden layer with 7 nodes and \( \text{NARX}_2 \) has two hidden layers, where the first layer consists of 4 nodes and the second layer consists of 3 nodes. The hidden layer(s) use the sigmoid activation function and the output layer uses a linear activation function. Both networks are trained with Bayesian regularization backpropagation for 100 epochs and in a closed-loop fashion.

Network lesioning, where a node or edge is removed from a graph, has been used in the past to study the effects of stroke [10], [11]. In [12], cortical lesions were simulated by removing nodes in an artificial neural network.

As the number of nodes in the input and output layers of the NARX are fixed, network lesioning can only be applied to the hidden layer(s). Table I shows the number of nodes that were removed to simulate a stroke. The nodes were removed after the networks were fully trained on the ultimate target task.

|                  | Nodes removed in 1st layer | Nodes removed in 2nd layer |
|------------------|---------------------------|---------------------------|
| \( \text{NARX}_1 \) | 3                         | N/A                       |
| \( \text{NARX}_2 \) | 2                         | 1                         |

### B. Elbow Joint Model

The output of the ‘sensorimotor’ NARX, in the form of a motor command, is passed to the elbow joint model. While Hill’s muscle model [13] is commonly preferred over a second-order model for human joint dynamics, due to its increased accuracy and detail on muscle-level [14], a second-order model is sufficient for this simulation as the focus of this work is on the improvement of motor learning, rather than the study of human movement. The model of the elbow joint dynamics used in this simulation is based on [15] but modified to exclude any gravitational effects as the task is a horizontal movement on a planar surface, with friction ignored. Therefore, the model equation is

\[
\tau(t) = J \ddot{\theta} + B \dot{\theta} + K \theta
\]  

(1)

where \( \tau(t) \) is the motor torque command, \( \theta \) is the joint angle and \( J, B \) and \( K \) are the inertia, (linearised [16]) viscosity and stiffness of the joint, respectively. Table II gives the values used in the model. These are the mean values of the elbow-apparatus system identified in [15]. Since a general elbow joint model is sufficient for the simulations presented in this paper, the effects of the apparatus on the model parameters have been ignored.

|                  | Value   |
|------------------|---------|
| Inertia \( J \) (kg m\(^2\)) | 0.144 ± 0.014 |
| Viscosity \( B \) (Nms/rad)   | 0.22 ± 0.10 |
| Stiffness \( K \) (Nm/rad)    | 4.96 ± 1.16 |

### III. Iterative Learning Controller

After each trial, the ILC controller uses the instantaneous position error between the target task and actual movement to update the target task. The update law is

\[
r_k = r_{k-1} + (\alpha r^*)(1 - \beta ||e_{k-1}||_2)
\]

(2)

where \( k \) denotes the trial number, \( r \) is the target task and \( r^* \) refers to the ultimate target task to achieve in the rehabilitation session, \( ||e||_2 \) is the \( \ell_2 \)-norm of the error, and \( \alpha \) and \( \beta \) are adjustable parameters.

\( \alpha \) controls the maximum update step that happens only when there is zero error. It is expressed as a percentage of the ultimate target task. Table III shows how \( \alpha \) affects the update step in simulations with a pre-trained \( \text{NARX}_1 \), when \( \beta \) is kept at 1.0 and the simulated patient is healthy, i.e. no nodes in the network have been removed. The \( \ell_2 \)-norm of the error of the previous trial, \( ||e_{k-1}||_2 \), is shown in brackets. It should be noted that there is no previous error in the first trial as there is no previous data, it is always nominally set to \( \frac{1}{\beta} \).

\( \beta \) controls how much effect the error has on the update step. The term \( \beta ||e_{k-1}||_2 \) is capped at unity so that, if the
TABLE III: Amplitude of target task (in rad) for different $\alpha$ values

| $\alpha$ | Trial 1 | Trial 2 | Trial 3 | Trial 4 | Trial 5 |
|---------|---------|---------|---------|---------|---------|
| 0.2     | 0.040   | 0.071   | 0.095   | 0.114   | 0.128   |
|         | (1.00)  | (2.22)  | (3.39)  | (5.33)  | (6.38)  |
| 0.3     | 0.040   | 0.087   | 0.118   | 0.138   | 0.152   |
|         | (1.00)  | (2.22)  | (4.86)  | (6.59)  | (7.73)  |

error is large, the target task does not shrink to zero. Table IV shows how different $\beta$ values affect the update of the target task, when $\alpha$ is kept at 0.2 and the simulated patient is healthy. Again, the $\ell_2$-norm of the previous error is shown in brackets.

TABLE IV: Amplitude of target task (in rad) for different $\beta$ values

| $\beta$ | Trial 1 | Trial 2 | Trial 3 | Trial 4 | Trial 5 |
|---------|---------|---------|---------|---------|---------|
| 0.5     | 0.040   | 0.076   | 0.107   | 0.135   | 0.160   |
|         | (2.00)  | (2.22)  | (4.23)  | (6.00)  | (7.57)  |
| 1.5     | 0.040   | 0.067   | 0.084   | 0.096   | 0.104   |
|         | (0.67)  | (2.22)  | (3.74)  | (4.72)  | (5.39)  |

IV. Results

To evaluate the use of ILC to optimize the level of challenge in stroke rehabilitation, the ILC approach described in this paper has been compared to a rule-based approach [4], where the target task is updated only if the $\ell_2$-norm of the error in the previous trial is below a certain threshold, in this case 0.7. Therefore, the update law for the rule-based approach is

$$r_k = \begin{cases} r_k - 1 + (\alpha r^*), & \text{if } ||e_{k-1}||_2 \leq 0.7 \\ r_{k-1}, & \text{otherwise} \end{cases} \quad (3)$$

where the terms are the same as in (2).

All simulations were run for 20 trials with $\alpha = 0.2$ and $\beta = 1.0$. The target task was a 30 second sine wave sampled at 100 Hertz with varying amplitude and a frequency of $\frac{2}{3}\pi$ radians per second.

The simulations were repeated for 100 different sets of initial weights and biases of both NARX networks, respectively. Fig. 2 illustrates the mean $\ell_2$-norm of the error between the target task and the actual movement over trials for $NARX_1$. The shaded areas without border indicate the standard deviation for a simulated healthy patient and the shaded areas with border show the standard deviation for a simulated stroke patient.

The mean $\ell_2$-norm of the error that was achieved with $NARX_2$ can be seen in Fig. 3 and the mean target task amplitude that was used in each trial is shown in Fig. 4 for all scenarios. The average standard deviations for the scenarios in Fig. 4 can be found in Table V.

Figs. 2, 3 and 4 illustrate that, on average, the simulated stroke patient performs better, i.e. lower mean errors and therefore higher target task amplitudes, than the healthy patient in almost all cases, which does not represent reality.

Fig. 5 shows a specific example of the $\ell_2$-norm of the error over target task amplitudes for $NARX_1$. Where the same
amplitude was used in several trials, the mean of the errors is shown. An example of simulation results for NARX$_2$ is illustrated in Fig. 6.

|               | Healthy patient | Stroke patient |
|---------------|-----------------|----------------|
|               | ILC             | rule-based     |
| NARX$_1$      | 0.032           | 0.033           |
| NARX$_2$      | 0.039           | 0.040           |

The errors produced by the healthy and the stroke patients for both the ILC and rule-based approaches follow a similar pattern, however, the ILC algorithm results in smaller update steps and a greater final task amplitude as it keeps updating the reference until the error exceeds $\frac{1}{2}$, or in this case unity, whereas the rule-based approach stops updating once the error exceeds 0.7.

V. CONCLUSIONS

This paper presents an ILC-based approach to optimally adapt the level of difficulty of a target task in stroke rehabilitation. While the simulation results show that NARX networks in combination with network lesioning are not ideal for simulating stroke as the lesioned networks resulted in better performances than the healthy networks on average, it has been shown that the ILC-based approach leads to more difficult final tasks and smaller update steps, especially as the error approaches unity, compared to a rule-based approach. These results indicate that a stroke patient may become more frustrated with the latter approach as the task difficulty is increased in large steps, even if the patient is already starting to struggle with the task. In contrast, the ILC-based rehabilitation approach reduces the update step as the error increases, i.e. as the patient begins to struggle with the task. This is believed to improve patient motivation and confidence. Human experiments need to be conducted to test this hypothesis.
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