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Smart cities are a relatively recent phenomenon that has rapidly grown in the last decade due to several political, economic, environmental, and technological factors. Data-driven artificial intelligence is becoming so fundamentally ingrained in these developments that smart cities have been called artificially intelligent cities and autonomous cities. The COVID-19 pandemic has increased the physical isolation of people and consequently escalated the pace of human migration to digital and virtual spaces. This paper investigates the use of AI in urban governance as to how AI could help governments learn about urban governance parameters on various subject matters for the governments to develop better governance instruments. To this end, we develop a case study on online learning in Saudi Arabia. We discover ten urban governance parameters using unsupervised machine learning and Twitter data in Arabic. We group these ten governance parameters into four governance macro-parameters namely Strategies and Success Factors, Economic Sustainability, Accountability, and Challenges. The case study shows that the use of data-driven AI can help the government autonomously learn about public feedback and reactions on government matters, the success or failure of government programs, the challenges people are facing in adapting to the government measures, new economic, social, and other opportunities arising out of the situation, and more. The study shows that the use of AI does not have to necessarily replace humans in urban governance, rather governments can use AI, under human supervision, to monitor, learn and improve decision-making processes using continuous feedback from the public and other stakeholders. Challenges are part of life and we believe that the challenges humanity is facing during the COVID-19 pandemic will create new economic, social, and other opportunities nationally and internationally.
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INTRODUCTION

Smart cities and societies are characterized by our desire for innovation and advancements, and our aim to achieve environmental, social, and economic sustainability. The “smartness” in these environments is realized through engaging with these environments at fine-grained levels, in both space and time, analyzing these environments, and making informed decisions under sustainability constraints, all in a timely manner (Alotaibi et al., 2020; Yigitcanlar et al., 2020a). We engage with these environments through various physical and virtual sensors such as the Internet of Things (IoT), smartphones, and social media. These devices produce “big data” that is characterized by four Vs, Volume, Velocity, Variety, and Veracity (Chen et al., 2014). The data is analyzed using mathematical and computational methods that provide artificial intelligence (AI) for the city brains (Cugurullo, 2020; Yigitcanlar et al., 2020a, 2021a). Various physical and virtual devices provide the actuation ability for the smart environments using edge and fog computing (Janbi et al., 2020; Khan et al., 2020; Wang et al., 2020).

A key to this “smartness” is data-driven artificial intelligence that is becoming so fundamentally ingrained in these developments that smart cities have been called artificially intelligent cities (Yigitcanlar et al., 2020a,b), autonomous cities (Cugurullo, 2020), etc. Most applications, systems, and platforms we use today, non-stop, are powered by AI; Alexa, Cortana, Siri, Google Maps, and the list goes on. AI is helping us increasingly in everything we do, or, we may say, it is making decisions for us in many spheres of our life. It tells us what toothbrush to buy. It defines health and fitness for us, and how to achieve those health and fitness goals. It selectively brings information to us about our beliefs, culture, and values. It is our teacher, and spiritual leader, it tells us what is good knowledge, what to believe in through YouTube, news websites, and other information media. AI helps us even in finding the “true love” of our life and select the “significant other” (Janbi et al., 2020).

The COVID-19 pandemic has shown us that a tiny virus can gravely affect our lives, societies, economies, and planet (Alam et al., 2021). As of 24th July 2021, nearly 200 million people have been infected by the SARS-CoV-2 virus causing over 4.14 million deaths worldwide (Johns Hopkins University, 2020). Governments have used physical distancing as a measure to prevent the spread of infection among people. This has increased the physical isolation of people and consequently furthered the pace of human migration to digital and virtual spaces. One of the most important public issues and economic sectors affected due to this physical distancing is the education sector. In many parts of the world, countries have made transitions from in-class, in-person, or face-to-face learning to distance or online teaching and learning (we use the term online learning from hereon).

Social media has emerged over the last decade as the key “engagement” platform between people and service providers, be it businesses or governments (Kemp, 2019). Twitter is among the most popular social media due to it providing microblogs, called tweets, that are brief messages used for sharing product and service information, news, events, government decisions and news, personal status, and more (Lin, 2019). With 330 million active users every month and a 5.79 average tweets every second (Lin, 2019), Twitter is a lifeline of urban life and could provide key information about public and other matters. With Saudi Arabia among the top counties in terms of Twitter users in the world, Twitter data provides a fertile and important source of information on research and practice in smart societies.

This paper investigates the use of AI in urban governance as to how AI could help governments learn about urban governance parameters on various subject matters including the public reactions, concerns, and preferences, for the governments to develop better governance policies, strategies, programs, and procedures. To this end—considering the significance of the education sector in general, and during the COVID-19 pandemic, in particular—we develop a case study on online learning in Saudi Arabia. Specifically, using Twitter data in the Arabic language, we discover 10 urban governance parameters for online learning in Saudi Arabia as seen during the COVID-19 pandemic using unsupervised machine learning. These governance parameters represent the most discussed topics by the Saudi society, including their needs and concerns, the government’s measures to combat the pandemic-induced challenges, as well as their efforts to make the education process successful.

We group these ten governance parameters into four macro-parameters namely Strategies and Success Factors, Economic Sustainability, Accountability, and Challenges. The first macro-parameter touches upon strategies and success factors including developing social sustainability and enhancing educational performance through supporting families, students, teachers, and other stakeholders. The second macro-parameter reports on new economic opportunities enabled by individuals and SMEs in providing services to fill the service gaps created through the rapid transition of in-class learning to online learning. The third macro-parameter touches on governance accountability and provides evidence for the government to have successfully managed the pandemic-induced emergency for transitioning the whole national education delivery system from in-class to online learning. The fourth macro-parameter touches upon the challenges that the people faced during the online learning period and the government’s strategies to manage those challenges.

The process of discovering these parameters involves the automatic detection of 20 most discussed topics using LDA-based topic modeling of Twitter data. Subsequently, we merge some of these 20 topics into topic clusters based on their relationships to others and call them urban governance parameters. The terms topic cluster, cluster, and governance parameter are used interchangeably in the paper. These ten governance parameters are then grouped into four governance macro-parameters based on their relationship to the macro themes.

We have developed a software tool from scratch for this work. The tool implements a complete machine learning pipeline including data collection, pre-processing, clustering, validation, and visualization components. The dataset contains 128,805 tweets related to online learning in the Arabic language collected for the period beginning October 1st to December 6th, 2020. The translation of the keywords and other Arabic content (sample
tweets, etc.) given in this paper is deliberately made contextual to allow English readers to understand the contextual use of the keywords.

Many works have been reported on modeling COVID-19 related issues using natural language processing (NLP) methods. Some of these works are related to government measures and public matters such as a study on detecting symptoms of stress due to COVID-19 in the US (Li et al., 2020) and a study on detecting government measures and public concerns in Saudi Arabia (Alomari et al., 2021a). Both these works used Twitter data, the first work analyzes tweets in English and the second work in Arabic. The works using NLP with a focus on education during COVID-19 are not many. For example, Duong et al. have investigated the differences in responses to the COVID-19 pandemic between university students and the general public in the US (Duong et al., 2020a). Their focus and findings are very different from our work. They focused on comparing responses of students and the general public on seven topics about discussions on politics, national and international news, racism against Chinese related to COVID-19, physical distancing, and closures of colleges. In the Arabic language, we did not find any work that has focused on online learning. The only work remotely related to our paper is a sentiment analysis study of closures of seven types of public and private facilities to manage the pandemic in Saudi Arabia (Alhajji et al., 2020). One of these seven types of facilities was schools and universities. The focus of the paper was to find sentiment polarities whether the people were happy or unhappy about the closure of these seven types of facilities. Further description of these works and other related works is provided in Section Literature Review. In short, the study developed in this paper differs from the existing works in several ways including the context, focus, time period, geography, data, language, design, and findings of the study. Moreover, the particular perspective on the use of AI in urban governance that we have presented in this paper would be a trendsetter for many more works to come in the future and significantly impact research and practice in this field.

The case study in this paper shows that the use of AI does not have to necessarily replace humans in urban governance, rather governments can use AI, under human supervision, to monitor, learn and improve decision-making processes using continuous feedback from the public and other stakeholders.

The rest of the paper is organized as follows. Section Literature Review reviews the related works. Section Methodology and Design describes the methodology and design. Section 4 explains the results. Section Results and Findings provides a discussion of results including potential utilization of the research. We conclude in Section Discussion and present directions for future work.

**LITERATURE REVIEW**

This section provides a literature review on the topics related to this research study. Section Twitter Data Analytics (General Literature) reviews general literature (not specific to COVID-19) on analytics of Twitter data in the Arabic language (because Arabic is the focus of this paper). In Section Twitter Data Analytics and COVID-19, we review the works on Twitter data analytics that focus on COVID-19 (because COVID-19 is a focus of our paper). Section Twitter Data Analytics in Teaching and Learning reviews the works on Twitter data analytics that focus on teaching and learning (because this is the focus of our paper). Section Twitter Data Analytics Using Topic Modeling reviews the literature related to topic modeling of Twitter data (because this is the method we have used in this paper). Section AI and Online Learning presents the studies related to the use of AI in online learning. Section Research Gap highlights the research gap.

**Twitter Data Analytics (General Literature)**

Sentiment analysis of text in Arabic is one of the research areas that has recently gained increasing attention from the research community (Alotaibi et al., 2020; Alomari et al., 2021a). Sentiment analysis is known as the process of extracting phrases or words that refer to polarity of a specific topic. It reveals whether a phrase is positive, negative, or neutral. The objective behind sentiment analysis is to discover the polarity in reviews and comments of people. It is very important where valuable information can be obtained about a particular idea, product, or topic (Oueslati et al., 2020). It is useful for organizations, institutions, and companies where it can be used for evaluating the provided services or products (Duwairi and Qarqaz, 2016). It can also be used by governments to understand peoples’ opinions about certain matters including government policies and procedures or detect events such as in transportation (Alomari et al., 2020a).

A number of works have reported Twitter data analytics using machine learning methods. Duwairi and Qarqaz (2016) developed a framework for detecting sentiments and the polarity of user’s Arabic reviews on Twitter and Facebook. The researchers focus on preparing a suitable dataset for sentiment analysis by collecting and labeling the data. The dataset that was obtained consists of 2,591 tweets/comments. Crowdsourcing technology was employed for the labeling and annotating of the dataset. Furthermore, they investigate how various functions or techniques of term weighting could affect the model accuracy. Moreover, they investigate the accuracy of various classifiers including support vector machines (SVM), k-nearest neighbors (KNN), and Naïve Bayes (NB) textual analysis, and detecting the polarity of the comments. The authors conducted the study using the RapidMiner tool. The obtained results indicate that NB and SVM performed better compared to KNN. The results also showed that varying between the weighting schemes BM, TF, and TFIDF will affect the classification results. The results also showed that using a classifier with different weighting schemes will have different results. For example, the best results of KNN were obtained when it was used with BM, while SVM provided its best results when used with the TFIDF scheme. For NB, the best results were achieved when it was used with TF. The best accuracy over all the algorithms they achieved was 69.97%, which was for the NB algorithm combined with TF.

Altawaier and Tiu (2016) studied the performance of machine learning-based sentiment analysis of Twitter data in Arabic including Decision Trees (DT), NB, and SVM. They used...
Arabic stemming and simple features including TF-IDF (Term Frequency-Inverse Document Frequency). The experiments were conducted on a Modern Arabic Corpus dataset obtained from the UCI repository containing 2,000 annotated tweets (50% positive and negative each) with different tweets in politics and arts. The experiments were carried out using the Weka machine learning tool. The evaluation of the classification performance was based on three metrics including F-measure, recall, and precision. Their experiments suggested that DT (with 78% for F-measure) provided better results than the other techniques. Therefore, sentiment analysis on Arabic texts with two classes of opinions, DT will perform better than SVM and NB techniques. Baker et al. (2020) proposed an approach for detecting Influenza from Arabic tweets in Arab countries. The research was conducted using machine learning techniques. The dataset was prepared for this study with many steps including collecting Arabic tweets related to influenza, labeling, and finally filtering. For analysis purposes, various classifiers were used including SVM, NB, KNN, and DT. The experimental results reveal that the highest accuracy obtained was 89.06%, for the Naive Bayes classifier, and 86.43% for K-Nearest Neighbor.

Among the few works that have used deep learning for Arabic sentiment analysis includes the study by Gwad et al. (2020) on classifying sentiment reviews in Arabic collected from Twitter using LSTM, a type of deep learning Recurrent Neural Networks (RNNs). The experimental results showed that LSTM provides higher accuracy, requires less calculation, and a shorter period for working compared to traditional recognition techniques. They obtained 89.8% accuracy on average.

The literature on corpus-based sentiment analysis of Arabic tweets includes a method that combined stemming, TF-IDF, DMINB (Discriminative multinomial Naïve Bayes), and 4-grams tokenizer (Alsalman, 2020). The experiments were conducted on a Twitter corpus dataset, with 2000 Arabic tweets already labeled as negative or positive. WEKA machine learning software was used as the analysis tool. Their approach obtained 0.3% higher accuracy compared to other works.

Some works have used the SAP HANA in-memory platform for Twitter data analytics. In Alsalam and Mehmood (2018), the authors proposed a model for sentiment analysis of Arabic tweets. The research goal was to detect the opinions of users about the Ministry of Education services in Saudi Arabia. The study focused on finding what the users think about the new university system in Saudi Arabia. They used the in-memory platform SAP HANA for processing and analyzing Arabic Tweets. Alomari et al. (2020b) proposed an approach for classifying the feelings and emotions of car drivers using Arabic sentiment analysis. The proposed sentiment analysis mechanism was based on a lexicon approach. The study also provides analysis for Saudi dialectic comments on Twitter about the conditions of road traffic. The dataset was collected for the Jeddah and Makkah cities, two large cities, during Ramadan. The data storage and analysis were performed using the SAP HANA platform. The obtained results were validated using data from news media.

A recent survey on sentiment analysis of Twitter data in Arabic can be found in Oueslati et al. (2020). It provides a review of sentiment analysis research focussing on approaches, resources, and open challenges. The authors divide the approaches for classifying the texts into corpus-based, lexicon-based, and hybrid approaches. The hybrid and corpus-based approaches have primarily used machine learning. NB and SVM are the most used algorithms for Arabic sentiment analysis. Deep learning approaches are scarcely explored. The authors state that the performance of sentiment analysis depends on the quality of data. The data available for sentiment analysis is not good due to Arabic dialectical content that is difficult to process. However, for data in other languages, findings are promising albeit challenges.

Some other works related to the analysis of Twitter data in the Arabic language are reviewed in Alomari et al. (2020a) and Alotaibi et al. (2020).

**Twitter Data Analytics and COVID-19**

This section reviews the works on Twitter data analytics that focus on COVID-19. First, we discuss works that use Twitter posts in any language other than Arabic. Subsequently, in Section Twitter Data Analytics and COVID-19 (The Arabic Language), we review the works on Twitter data analytics that focus on COVID-19 in the Arabic language.

**Twitter Data Analytics and COVID-19 (Any Language)**

Recently, COVID-19 has become one of the hot research fields. Twitter is one of the widely available and most useful resources. With the huge increase in social media usage such as Twitter during the pandemic, numerous opportunities are provided for the research community. Different fields are utilizing the data obtained from Twitter including health, education, and policy. We provide in this subsection a review of the most notable works related to COVID-19 that use Twitter data.

A number of works have looked into thematic analysis of Twitter data. For example, Samuel et al. (2020a) investigated the sentiment associated with COVID-19 pandemic from Twitter data. Coronavirus related Twitter posts were analyzed using the sentiment analysis packages of R statistical software and the NB and LR (Logistic Regression) algorithms. A comparison between the algorithms was conducted with varying lengths of tweets. The experimental results demonstrated that both algorithms have relatively weaker accuracy with longer tweets as compared to shorter tweets. NB and LR provided 91 and 74% accuracy on shorter tweets. They extended their earlier work in Samuel et al. (2020b) and analyzed the sentiment on Twitter posts to find the dominant trends related to the debate on reopening the US economy during COVID-19. They implemented an innovative and useful approach for sentiment polarity. The approach could handle data from different social media sources and perform analysis beyond COVID-19. It was designed based on public sentiment scenarios (PSS). The study employed Twitter API and well-known packages in R such as rTweet and Syuzhet for classifying the tweets. The results revealed an overall trend with positive sentiment where fear and sadness have lower levels of sentiment as compared to trust and anticipation sentiments.

Duong et al., 2020a,b investigated the implications of COVID-19 on society by sentiment analysis of Twitter data. They utilized topic modeling methods to find the topical patterns...
on Twitter. Latent Dirichlet Allocation (LDA) was used for topical analysis of COVID-19 tweets. RoBERTa model was used for topic-based sentiment analysis, the transformers library by Hugging Face for training and evaluation, with SemEval-2017 Task 4A dataset evaluation. They found seven topics related to the concerns of college students and general society about the pandemic. These topics related to discussions on politics, national and international news, racism against Chinese related to COVID-19, physical distancing, and closures of colleges. Their results revealed that the response of college students to COVID-19 was more negative than the general population. Abdulaziz et al. (2021) provided a model for analysis of COVID-19 tweets in which it extracts the most popular topics related to COVID-19 and then it provides an analysis for the sentiment of the extracted topics. LDA was utilized for finding the important topics and lexicon-based approaches were used for sentiment analysis.

Abd-Alrazaq et al. (2020) reported sentiment analysis of tweets to identify major topics related to coronavirus disease (COVID-19). The authors used Twitter's search API, PostgreSQL database, and Python libraries including Tweepy. The analysis was performed using LDA and recurrences of words (unigrams and bigrams). The interaction for each topic is obtained by extracting the average number of retweets, likes, and followers. As a result of the analysis, 12 topics were identified and grouped into four classes: the virus origin, sources, the effect of the virus on countries, the economy, and the people, the ways to reduce and control the spread of the infection. The results also revealed that the overall sentiment was positive in which it was positive for 10 topics and for the remaining 2 (deaths and racism) it was negative.

Other studies that reported thematic analysis of COVID-19 related tweets include (Das and Dutta, 2020; Jimenez-Sotomayor et al., 2020). Some other COVID-19 related works on social media data analysis including Twitter were reviewed in Alomari et al. (2021a).

**Twitter Data Analytics and COVID-19 (The Arabic Language)**

The existing research studies related to COVID-19 based on the data analytics using social media in the Arabic language are limited. Most of the current research studies using social media in the Arabic language have used Twitter as a data source since it is one of the most active social media and highly rich with COVID-19 related data.

Several studies have focused on studying various topics related to COVID-19. Essam and Abdo (2021) investigated the reactions of Arab communities on Twitter against the pandemic of COVID-19. The authors study the linguistic expressions used to reveal the feelings on the pandemic using Twitter data. The objectives were to perform thematic analysis to find the dominant COVID-19 related topics and to explore the effects of these topics from the psychological aspect and find how these implications and the causes of the pandemic are related. The analysis was lexicon-based, and it was conducted using corpus tools, R language's stylo, and LIWC. The results showed that 30.6% of the community discussions on Twitter were around news about the epidemic in general in addition to the number of people who got infected. 6.8% of the discussions were about the signs and symptoms of Coronavirus, and 6% were around Economy. The experimental results also show the causes of the pandemic from the perspective of Arab tweeters. Alsdueas and Rayson (2020) reported an analysis of COVID-19 related Arabic tweets with a focus on rumor detection. The study aimed to provide analysis results aimed at Arab World governments, as well as Public Health Organizations. Multiple machine learning algorithms including k-means algorithm, Support Vector Classification, NB, and LR were utilized in the study to identify the topics of the discussions related to COVID-19 on Twitter, to perform rumor detection, and to predict the class the source of tweets about COVID-19. They found that the rumor was correctly identified with an accuracy of 84% by Logistic Regression, when used with count vector, and Support Vector Classification, when used with TF-IDF. The results also indicate that around 60% of the tweets that were detected with incorrect information were written in a language style of academics and health specialists. Alnazi et al. (2020) presented a study on the Arabic tweets to recognize the most common syndromes associated with COVID-19 cases and the order with their appearance. The Twitter data used in the study was for the period March to May 2020. The experimental results demonstrate that 66% of the users have experienced some symptoms and provided sequential order of their appearance. The results showed that fever, headache, and anosmia were the top three symptoms experienced by patients.

Some researchers have also looked at government measures and public concerns related to COVID-19 using Twitter data in Arabic. Alhajji et al. (2020) presented a sentiment analysis study of closures of seven types of public and private facilities to contain the virus in Saudi Arabia. These seven types of facilities included Grand Mosque, universities, schools, and shopping malls. They extracted tweets related to the sentiments over the closure of these seven types of public and private facilities from various hashtags. They used the Naïve Bayes machine learning model. Their results show the overall positivity regarding the preventive measures in the Saudi community except for shopping malls closure. Alomari et al. (2021a) presented a study reporting an analysis of Arabic Twitter data to detect concerns of the public and the pandemic measures of the Saudi Arabia government during the COVID-19 pandemic. They collected a dataset of Arabic tweets from Saudi Arabia for the period February to June 2020. They developed a software tool consisting of the LDA topic modeling algorithm, visualization and spatio-temporal techniques, and other natural language processing (NLP) techniques. Various technologies were utilized such as Apache Spark, Spark ML, Spark SQL, Parquet, and MongoDB. The paper provides data analysis from the information-structural perspective, temporal perspective, and spatio-temporal perspective. The experimental results revealed 15 government pandemic measures and public concerns in which they were grouped into six macro-concerns including daily livelihood, and economic, social, and environmental sustainability.
A review of other COVID-19 related studies that use Twitter data in the Arabic language is given in Alomari et al. (2021a).

**Twitter Data Analytics in Teaching and Learning**

We review here the works related to online learning where social media is used for machine learning-based data analytics. First, we review works that are not related to COVID-19 and subsequently, in Section Twitter Data Analytics in Teaching and Learning (COVID-19), we will review works on online learning during COVID-19.

Verma et al. (2016) provided a survey on analyzing students’ learning by utilizing social media data. They stated that analyzing social media data that is related to students’ learning experience could provide transparent results (such as emotions and opinions) which could be valuable for organizations and educational administration. According to their survey, Naïve Bayes algorithms need less time for computation and a smaller amount of pre-defined data (Clark et al., 2008) and they provide the best performance with most of the feature extraction techniques. It also indicates that the Support Vector Machine algorithm has some limitations in terms of complexity, speed, and size (Go et al., 2009). Lande and Dalal (2016) provided an analysis for Twitter data under certain hashtags related to engineering students. The aim was to explore the issues that affect the learning process of students and help improve the educational system. Naïve Bayes Multi-label classifier was used in the study. The experimental results classified the tweets into six main categories including the heavy load of study, diversity issues, lack of social engagement, sleep problems, negative emotions, and others.

Other studies on utilizing social media applications such as Twitter and Facebook for improving the learning process include (Kechaou et al., 2011; Chen et al., 2014; Verma et al., 2016).

**Twitter Data Analytics in Teaching and Learning (COVID-19)**

Researchers have focused on various issues related to education during COVID-19. Some have focused on studying students and their attitudes while others have focused on teachers and other stakeholders. Adnan and Anwar (2020) developed a study to find the attitudes of higher education students about online education in Pakistan during the pandemic. They used an online survey for collecting data from 126 higher education students (with a two-third of them females). The results demonstrated that online learning cannot provide the required results in Pakistan due to various issues including technical and monetary issues of Internet access. The study also highlighted some challenges and obstacles related to distance learning such as the absence of face-to-face interaction and lack of classroom socialization. Bestiantono et al. (2020) presented an exploratory study to discover high school students’ perspectives and viewpoints toward online learning in Indonesia during the pandemic. The data was collected with online surveys including 180 Indonesian secondary school students (90 female, 90 male). The results showed that online learning cannot provide the expected outcomes where a large number of students cannot get Internet access due to financial issues. The results also highlighted various issues related to online learning including the absence of eye contact of instructor and the usual schoolroom socialization.

Rasmitadila et al. (2020) presented a case study about the perceptions of online learning during COVID-19 from primary school teachers’ perspectives. The data collected from surveys and interviews. They used inductive and thematic analytics. The results demonstrated four major themes, specifically, instructional strategies, teachers’ motivation, challenges, and support. They found that the success of online learning was determined by the collaboration and support of teachers, schools, parents, the government, and the community. Harron and Liu (2020) studied Twitter posts of K-12 teachers in the English language during the pandemic of COVID-19. They analyzed the posts related to online learning. The results show that most of the teacher’s tweets were on the actions of political leaders, transition to online learning, and sharing free advice and resources. Carpenter et al. (2020) provided an analysis study for education-related hashtags on Twitter. The study included 2.6 million tweets in English posted on 16 different hashtags during a 13-month period. They explored the trends among the 16 hashtags, the similarities, and the differences. They found significant differences in the traffic related to the hashtags.

**Twitter Data Analytics Using Topic Modeling**

We review in this section the studies related to Twitter data analytics using topic modeling with a focus on the Latent Dirichlet Allocation (LDA) topic modeling algorithm.

Zahra (2020) developed a topic modeling algorithm for focused analysis to obtain semantic relations on a targeted aspect from COVID-19 related Twitter data. Data collection was performed in two phases with the use of a list of stop words that are frequently occurring and the geo-labels. Text pre-processing, as well as lemmatization, were performed using hand-crafted rules due to the lack of text processing resources for Levantine Arabic. The model learns topics from Twitter data expressed in various dialects of Levantine Arabic. The experimental results demonstrated the model’s capability of capturing topics within the required scope. The results were compared to a baseline model as well as another targeted topic model that is designed to serve the same purpose. Korshunova et al. (2019) proposed a supervised learning model used for classification or regression. The proposed model can also provide unsupervised learning by exploiting the structure in the data. It can be used with groups of images, in addition to, arbitrary text embeddings. Alomari et al. (2021a) used the LDA topic modeling algorithm for analyzing Arabic Tweets related to COVID-19 with the aim to detect public concerns and government measures.

Elaraby and Abdul-Mageed (2018) developed various classifiers to identify the dialect using a dataset for online comments in Arabic. The classifiers are based on neural networks including CNNs, LSTM, RNN, and gated recurrent unit (GRU). The results indicated that attention-based BiLSTMs achieved the best accuracy on dialect identification, if it is used with a large dialect-specific model for word embeddings.
Magatti et al. (2009) proposed an algorithm to provide automatic labeling for topics based on a hierarchy obtained through a tree. The best label is selected by utilizing a set of labeling rules. The rules for labeling are created to get the labels that are best agreed among the topic and the hierarchy. The results indicated the effectiveness of the proposed algorithm in mapping the extracted topic to topics labels associated with a topic hierarchy. Onan et al. (2016) presented an empirical study on the performance of the Latent Dirichlet Allocation (LDA) algorithm with sentiment classification. They examined the performance of various classification algorithms when LDA-based representation is used. Based on the analysis, they found that SVM, KNN, NB are used as the weak learners, while other algorithms such as AdaBoost, Voting, and Stacking, and Bagging are used as the ensemble learning methods. A review of other studies related to topic modeling using LDA can be found in Alomari et al. (2021a).

**AI and Online Learning**

Artificial intelligence technologies are important tools in the education industry to improve and reform the educational systems. It helps in understanding the stakeholders’ needs and issues. For example, it helps educators in understanding the details of students’ needs which helps making targeted adjustments to the content, cater to learners’ individual learning styles and content needs, and teach students based on their aptitude (Hou et al., 2021). AI has accelerated distance education’s modernization due to its rapid development (Gao et al., 2021). We review here in this the studies related to the use of AI in online learning. The works on social media analysis using AI for online learning are reviewed in Section Twitter Data Analytics in Teaching and Learning. Online learning is an active area of research. Utilizing artificial intelligence approaches in the learning domain has also gained researchers attention (Gao et al., 2021).

Some works have looked into recommendation systems in online learning using machine and deep learning methods. For example, Ai et al. (2019) introduce a system for online learning that provides personalized recommendations to students on specific exercise they should attempt. The system aims to improve the efficiency of the online learning experience. An online self-directed learning system (IPS) was used to analyze 5th grade students’ interactions in the math curriculum. The proposed recommendation algorithm utilizes deep reinforcement learning techniques. The experimental findings indicate that the proposed system achieves better performance than existing policies in terms of optimizing the knowledge level of students. A recent review of recommendation systems in online learning and the utilization of AI technologies can be found in Khanal et al. (2019).

Other works have focused on understanding users’ experiences about online learning. Ai and Laffey (2007) presented an experiment with pattern classification as a means of predicting the performance of students in the WebCT learning system. They aim to investigate whether data can be used to predict students’ achievements in online learning, and examine how Web mining can be applied to online learning. The paper finds that Web mining is a useful approach for building knowledge about online learning and that it can improve learning performance in the long run. Mehmood et al. (2017) proposed a teaching and learning big data framework to improve lifelong learning in smart societies. They used eleven widely used datasets to evaluate various functions of the proposed framework. The ML techniques they used included DLANNs, Random Forests, and Naive Bayes classifier.

**Research Gap**

The literature review presented in this paper has clearly established the research gap and novelty of our work. The study developed in this paper differs from the existing works in several ways including the context, focus, time period, geography, data, language, design, and findings of the study. Moreover, the particular perspective on the use of AI in urban governance that we have presented in this paper would be a trendsetter for many more works to come in the future and significantly impact research and practice in this field.

**METHODOLOGY AND DESIGN**

The architecture of the proposed system is shown in Figure 1. It consists of five phases including data collection, preprocessing, governance parameters discovery, results validation, and visualization. The dataset has been collected using Twitter REST API.

**Research Design and System Overview**

We built the system using Twitter data analytics in the Arabic language. The architecture of the proposed system consists of five phases: data collection, pre-processing, parameters discovery, validation, and visualization. First, we collected the Arabic tweets related to online learning using Twitter REST API and the Tweepy library. The tweets extracted from the Twitter API were in the JSON (JavaScript Object Notation) format. Subsequently, we converted and saved the collected JSON file to XLXS format using a parser algorithm that we implemented in python. In the Pre-Processing phase, the collected data are cleaned and preprocessed to make it ready for the analysis stage. For stop-words removal, we used the Natural Language Toolkit (NLTK) library with an additional list of dialectical Arabic stop-words to remove from text. Then, we used the scikit-learn Python library to build the discovery module using Latent Dirichlet Allocation (LDA). Then, we provide visualizations of the discovered parameters using inter-topic distance map and term frequency diagrams. We have used the Python pyLDAvis library (Sievert and Shirley, 2014; Mabey, 2015) for computing and plotting the map and the term frequency diagrams. The inter-topic distances and the scaling for the set of inter-topic distances are computed using the default options Jensen-Shannon divergence and Principal Components, respectively. The term frequency diagrams show the corpus-wide and topic-specific frequencies represented by the widths of the blue and maroon bars, respectively. Finally, we validated the results using both internal and external validation. Internal validation was done by finding tweets that support the discovered urban governance parameters and findings. For example, in
Section Results and Findings, New Economic Opportunities parameter was validated internally by many tweets, found by our tool, providing information about various educational services offered by individuals and small businesses for students and other stakeholders. For external validation, the parameters are validated by finding external online sources such as online newspapers and reports. For instance, Evaluation governance parameter was validated by two different studies conducted by six international organizations including Harvard University, UNESCO, and IITE (See Section Results and Findings).

The Dataset
We collected the Arabic tweets related to online learning using Twitter REST API and the Tweepy library which is a python library that provides easy access to Twitter API (Roesslein, 2022b). The data was extracted during the period from October 1st to December 6th, 2020. The total number of collected tweets is around 128,805 tweets.

Firstly, we download tweets using a set of predefined parameters such as the “Arabic” language, the “extended” mode for extracting the entire text of the Tweet without truncation, and a set of search hashtags related to online learning in Saudi Arabia. For example, we used the hashtags #التعليم_حضورى (in-class education or face-to-face education), #التعليم_عبر_الإنترنت (online education). The list of the hashtags used for our data collection is listed in Table 1. For simplicity, we refer to Twitter hashtags as H. H1 hashtag was used to discuss in-class learning. H2 and H3 hashtags were used for discussing online learning. H4 and H5 hashtags were used by people who were requesting in-class learning and were not supportive of online learning.

The tweets extracted from the Twitter API were in the JSON (JavaScript Object Notation) format which is the default Twitter API response format. Each tweet is retrieved with several attributes (Twitter, 2022) such as “id” which reflects a unique id for each tweet, “created_at” which represents the time of posting the tweet, “text” which provides the actual tweet message, and other attributes related to the geographical location including “place,” “geo,” and “coordinates.” Furthermore, “entities” attribute encapsulates a number of attributes e.g., “media,” “links,” “hashtags,” and “user_mentions.” The user_mentions attribute refers to other tweeters mentioned...
in the Tweet’s text. An example of a tweet object is shown in Figure 2. The “full_text” field contains the complete untruncated text of the tweet [the explanation of the “full_text” field can be found in Roesslein (2022)]. Note that the full_text attribute is returned instead of the text attribute because we used the extended mode. Note that all personal information in the figure has been replaced with “XYZ” or “ABC” letters for English text which means “hidden,” and that is for preserving privacy. We also replaced the fields that have integers with an equal number of “0” digits.

Managing tweets in the JSON format involves certain programming and computational challenges. Therefore, we created a parser algorithm in python to iterate over all the tweets and extract the important attributes e.g., tweet id, date, time, and text from JSON format, get clean text by invoking pre-processing module (see Figure 1), and finally store the results in the XLSX format. Duplicate tweets were removed based on Tweet “Id” using Panda package. An example of the output of JSON parser is shown in Table 2. The JSON parser algorithm is shown in Algorithm 1.

### Data Pre-processing
Data pre-processing is a very important step for data analytics. It involves employing various techniques on the obtained data to clean data, remove noise, enhance the quality, and accordingly, improve the accuracy of data analysis. There are some libraries for pre-processing of textual data such as Natural Language Toolkit (NLTK) library. Data pre-processing includes various tasks including tokenization, removal of irrelevant words and characters, normalization (letter replacement), and stemming.

After converting the extracted tweets from the JSON format to excel format, we started pre-processing by removal of irrelevant words and characters including hashtags, mentions, URLs, numbers, whitespaces, smiley faces, and emojis. Emoji faces used in tweets could hold some meaning. Some studies are replacing it with a suitable word describing the emotion behind using it. However, in this paper, we removed them. Furthermore, we replaced the new line and the colon symbol (:) with whitespace for readability. Removing the repeating characters was also performed for readability.

Moreover, we removed all punctuations such as mathematical notations (÷, ×, −, +, %), different types of brackets {, [ ], ( ), colons and semi-colons (: ;), question marks (?) slashes, ad symbols such as “, &, ∨, $, >, >, <, <, ∼. Furthermore, we removed the non-Arabic letters and kept only the Arabic letters.

Normalization is another pre-processing task. PyArabic is one of Python libraries that can help with the normalization task. It provides support for the Arabic language, and it offers various functions for letters and texts detecting characters, removing diacritics. It also involves Tashphyne library for the normalization task (Harron and Liu, 2020). We removed all the forms of diacritics including Tashhid (ـ), Fatha (ً), Tanwin Fath (‘), Damma (’), Tanwin Damm (‘), Tanwin Kasr (‘) Sukun (‘) are removed. Furthermore, we normalized the letters in the words into consistent form. For example, “Taa marbutah” (ا) was replaced with “haa maftohah” (ا), Alif” with three shapes (ی ہ ی) to “bare Alif” “Yaa” (ي) to “dotless Yaa” (ي).

For text mining, stop-words are not significant, and removing them will reduce the volume of the feature set. The Natural Language Toolkit (NLTK) library was used with some...
modifications that suit the needs. For example, the stop-word list provided by NLTK is for modern standard Arabic (Alomari et al., 2021b), and accordingly a list of words in the dialectical Arabic is needed. After manual observation of the tweets, we added a new list for stop words which are usually used in dialectical Arabic such as in the following list "ﻻﻛﻦ، ﻋﻼ، ﻣﻮ، ﺑﺎ، ﺍﻳﺶ، ﻣﻮ، ﺍﻳﺶ، ﻋﻼ، ﻣﻮ، ﺑﺎ". The original list was extended with the list provided in Alrefaie and Bazine (2019), which contains 750 stop words.

Tokenization is important in the pre-processing phase. It aims to split the text into a sequence of words (tokens) separated by punctuation characters or whitespaces. Split () is an available method in python ad it was utilized for this task.

**Governance Parameters Discovery**

We report here the process of discovering urban governance parameters using topic modeling of Twitter data. Modeling of topics is an AI approach that is frequently used for topics discovery and data analysis. It consists of a set of algorithmic methods that seek to identify structural patterns within a corpus of documents, producing clusters of word terms that identify the central themes of the documents (Mortenson and Vidgen, 2016). Latent Dirichlet Allocation algorithm (LDA) is an unsupervised machine learning technique, a commonly used algorithm for topic modeling. It is a statistical approach that is used to find the most common topics in a collection of documents. It helps in finding clusters in a collection of documents. LDA can be used to map a given set of documents (such as tweets in our case) to a set of topics or clusters and each document in the set is associated with a topic by a certain probability.

We used the scikit-learn Python library to build the discovery module using Latent Dirichlet Allocation (LDA).

Modeling the distributions required determining the number of topics. We ran LDA multiple times to explore different cluster sizes e.g., 10, 15, 20, and other numbers, and we found that 20 topics provided the best results for identifying important urban governance parameters. Subsequent to the extraction of clusters, we manually assigned names to the clusters based on the keywords, tweets, and the domain knowledge. We first looked at the key terms of each cluster and then we gave a name. When the key terms were not clear, we then looked at the context of the tweets. This was an iterative process. The clusters’ names are a reasonable representation of the LDA keywords and the tweets in the cluster. Then, we removed the clusters that are not related, and we merged some of these 20 topics into 10 topic clusters that we call urban governance parameters. The merging of topics was based on their relationships to other topics. We further group these ten governance parameters into four governance macro-parameters based on their relationship to the macro themes. The macro-parameters are higher (broader) level parameters. This whole process created a set of 10 parameters and 4 macro-parameters.

For example, we found that the keywords and the tweets for both topics 5, 10, and 14 refer to the nature of exams during COVID-19 and the concerns of attending in-class exams due to the fear of COVID-19 infection. Some of the keywords are “Exams,” “Physical Attendance,” “Infection,” “Health,” and “Physical Distancing.” For this reason, we merged the three topics and named them as the Exam Procedures. Since conducting exams during COVID-19 whether online or in-class has many challenges, these three topics were listed under the fourth macro-parameter, Challenges.

**Evaluation and Validation**

For validating the discovered parameters obtained from the extracted topics using the LDA model, two methods were used, following the approach used by Alomari et al. (2021a). The first method provides external validation and uses digital media such as online newspapers (e.g., the Okaz and Al Madina newspapers) and other online reports and information to verify the identified parameters. The second method provides internal validation using the collected Twitter data including the tweets posted by the official accounts of schools, universities, or the Ministry of Education.

**RESULTS AND FINDINGS**

Online learning currently is a key public issue due to the ongoing pandemic requiring physical isolation of people and in turn the migration of many aspects of our life to cyberspaces. Given the importance of this subject, we investigate in this section the use of AI in urban governance as to how AI could help governments learn about various urban governance parameters for online learning in Saudi Arabia. These governance parameters include government policies and strategies on the subject matter as well as the public reactions and concerns. Specifically, we report the process of discovering 10 urban governance parameters using LDA-based topic modeling of Twitter data. The process involved extracting 20 topics from the Twitter data using the LDA algorithm and then merging some of these topics into topic clusters that we call urban governance parameters. We will use the terms topic cluster,
Table 3 | Urban governance parameters (online learning during COVID-19, October–December 2020).

| Macro-Parameters | Urban governance parameters | Topics | Keywords (%) | Keywords |
|------------------|----------------------------|--------|--------------|---------|
| Strategies and success factors | Supporting online learning | 1 | 11% | In-Class, Students, Ministry, Continuation, Better, Decision |
| | Supporting families | 12 | 4.1% | Semester, Remaining, Exams, Order, University, Training, Technical, Safety, Health |
| | Competitions and incentives | 4 | 7.4% | Election, Electronic, Matter, Guardian, Participate, Digital, Dear, Part, System, Studying, Madrasati Platform, Ministry, Competitions, Experience, Upbringing |
| | Nurturing positive behavior | 9 | 4.6% | Education, Electronic, Education, Platform, Elementary (School), Electronic, School, Strengthening, Digital, Lecturer, Student |
| | Commending stakeholders | 19 | 2.7% | Program, Children, Sunday, Week, Adviser, Starting, Corresponding Behavior, International, Health, Activation, Positive, General, Platform, Guidance |
| Economic sustainability | New economic opportunities | 6 | 5.8% | Design, Graphics, Video, Logo, Motion |
| | | 15 | 3.3% | Project, Income, Private, Photos, Discount |
| Accountability | Evaluation | 2 | 8.9% | Solution, Presentations, Assignments, Research, Exams |
| Challenges | Exam procedures | 5 | 6.4% | Exams, Physical Attendance, Term, Decision, COVID-19 |
| | School timings | 7 | 5.6% | Ministry, Universities, Schools, Final, Minister, System |
| | Digital services | 8 | 4.9% | Infection, Health, Request, Risk, Physical Distancing |

We further group these ten governance parameters into four governance macro-parameters. The methodology of detecting these topics using LDA has already been described in the previous section. The software is developed completely in the Python language.

Table 3 lists the urban governance parameters and related data. The four governance macro-parameters are listed in Column 1 of the table. These are Strategies and Success Factors, Economic Sustainability, Accountability, and Challenges. Column 2 lists the ten governance parameters that include Supporting Online-Learning, Supporting Families, and others. Note that each governance macro-parameter includes one or more governance parameters. For example, the fourth macro-parameter (Challenges) includes three governance parameters namely Exam Procedures, School Timings, and Digital Services. Column 3 lists the topic numbers. As we have
mentioned earlier that we extracted 20 topics from the Twitter data using LDA and some of these topics that are related to each other are merged to form governance parameters. An example of this merging is the first governance parameter (Supporting Online-Learning) that is formed from merging Topic 1 and Topic 12 (see Column 3, Row 2, and Row 3). Column 4 gives the percentage number of keywords for the topics in the table rows. Topic 1 is the biggest topic and contains 11% of the total number of keywords. Topic 12 contains 4.1% of the total number of keywords. Column 4 in the fourth row gives the total number of keywords for the first governance parameter (Supporting Online-Learning). Column 5 in the table lists 15 keywords (in total for all the topics in a cluster) for each governance parameter. Originally, we have collected the top 30 keywords for each topic. These 15 keywords listed in the table are selected manually (using domain expertise) from the initial 30 keywords based on their significance to the topics.

The keywords are listed in Arabic along with their English translation. The translation of these keywords and other Arabic content (sample tweets, etc.) is deliberately contextual to allow English readers to understand the contextual use of the keywords. A literal translation of certain keywords would not convey the contextual meaning of the keywords and may confuse or give a completely different meaning to the reader.

We now digress from explaining Table 3 and explain the topics using graphical data. Figure 3 plots the inter-topic distance of the 20 topics using multidimensional scaling. The bottom-left of the figure gives a key to the size of the topics. Note that Topic 1 is represented by the largest circle implying the largest topic in terms of the number of keywords (as mentioned earlier it contains 11% of the total number of keywords, also see Table 3). Figure 4 plots the top 30 most relevant keywords (or key terms) for Topic 1. The keywords are ordered by decreasing frequency of these keywords within Topic 1 (see the maroon bars). The blue bars give the overall term frequency for each keyword. The software (LDAVis tool) analyses Arabic text and creates graphs for Arabic keywords. The keywords are shown in the Arabic language. The English translation for the Arabic keywords in the figure is provided in Table 4. Note that the overall frequency of the keyword “التعليم” (Education) is very near to the total frequency which shows that this keyword has significant weight. Furthermore, the keywords “الإلكتروني” (Electronic) and “حضورى” (In-Class) have very similar overall item frequency, however, “الإلكتروني” has a higher frequency within Topic 1 which is about electronic learning (E-learning or online learning). Now that we have given a general introduction to the table and topic diagrams, we move on to discuss in detail each of the governance parameters along with supporting data from the collected tweets and external sources. During these discussions, we will also elaborate further on the topic diagrams related to the governance parameter.

The first urban governance parameter (see Table 3) is Supporting Online-Learning and it belongs to the first macro-parameter Strategies and Success Factors. We have mentioned earlier that it is a merged parameter and includes Topic 1 and Topic 12. Figure 4 plots the top 30 most relevant keywords for Topic 1 (we are unable to include these diagrams for all the 20 topics, avoiding an excessive number of figures and conform to the publisher’s article guidelines). The selective keywords in Column 5 of Row 2 (Topic 1) and Row 3 (Topic 12) characterize the governance parameter. The parameter relates to the government’s decision, strategies, and efforts to continue online learning for all the school and university levels in Saudi Arabia. Before the beginning of the academic year (in August 2020) the Ministry of Education announced that the schools and universities will be online for the first 7 weeks of the first semester (Saudi Ministry of Education, 2020f). People actively discussed during this time this decision to migrate to online learning and whether it should be continued after the seventh week. Later on, due to the continuing COVID-19 pandemic, the government decided to continue online learning (note the keywords, e.g., “Continuation”) over the whole semester (Fall Semester, 2020–2021) (Saudi Ministry of Education, 2020d) that created mixed emotions from the people, though the people applauded the government’s decision to continue (the keyword “better”). The keywords “Safety” and “Health” show the government’s reasoning for the decision and care for citizens. The keywords “Technical,” “Training,” and “University” represent the type of educational institutions involved in these discussions. The tweets related to this cluster were posted...
The second governance parameter is Supporting Families (see Row 3, *Table 3*) represented by key terms such as Guardian, Participate, Digital, Part, Madrasati Platform, Experience, and Upbringing. Family participation is very important for the success of online learning. Therefore, one of the strategies used by the Ministry of Education was to strengthen the family involvement in supporting their children for online learning. For this purpose, the ministry arranged some online activities and involved the families in these activities. These activities were organized on the online learning platform “Madrasati” (an Arabic word meaning “My School”). Many schools posted tweets related to this parameter. We found more than 500 tweets in our dataset similar to the following tweet that was posted by a school in Makkah.

"Dear Guardian, participate with us because you are part of the e-learning system."

The Saudi Ministry of Education in August 2020 stressed the importance of parents and families supporting their children..."
in transitioning to online learning to make the transition successful (Saudi Ministry of Education, 2020c). Recently, on 27th May 2021, the Minister of Education applauded the parents’ involvement and support that enabled the educational process to successfully continue online (Saudi Ministry of Education, 2021a).

"Parents contributed to creating a partnership with the Ministry of Education, and supported the continuation of the educational process online for their children."

The third governance parameter is Competitions and Incentives (Row 4, Table 3) represented by key terms such as Madrasati Platform, Class, School, Competition, Teacher, Strengthening, and Digital. Developing certain competition exercises among the students was one of the strategies that have been followed by the Ministry of Education to strengthen distance learning. It aimed to encourage students, promote hard work, and reduce laziness among them. Some competitions were on the level of the schools, others were on the level of cities. For example, the "Digital Madrasati Platform Competition" (المسابقة الرقمية مدرستي) was provided by the Saudi Ministry of Education in which every school had its own competition (Alatiq, 2021). It was aimed at highlighting the importance of e-learning and enhancing the participation of the citizens in educational activities. For example, the following tweet found in our dataset was posted on Oct 2, 2020, by a school in Arar city.

"We launched the ‘Digital Madrasati Platform Competition’ to encourage students to participate in online learning and enhance the digital content."

The fourth governance parameter is Nurturing Positive Behavior (see Row 5, Table 3) represented by key terms such as Program, Children, Sunday, Week, Behavior, Positive, and Guidance. Developing and strengthening good attitudes in students is essential for the success of online learning. This is because with online learning there are a lot of issues including the children’s motivation and honesty when the teacher is not present in the physical space to supervise them. Therefore, one of the strategies applied by the Ministry of Education was to strengthen the students’ positive behavior. For this objective, the ministry activated the “Schools Promoting Positive Behavior” program. The program was executed by the guidance and counseling departments of schools, and it was for 1 week starting on Sundays (a working day in Saudi Arabia) (Alyaum Newspaper, 2020; Alhadwari, 2021) and this is why “Week” and “Sunday” are the key terms in this cluster. The program, with all its activities and events, aimed to create an institutional environment that stimulates positive behavior to achieve psychological and social compatibility for the student by adopting specialized and attractive methods, emphasizing the strengthening of the relationship between the students, schools, the families, and the local communities. Many schools in the country posted tweets related to this cluster, for example, the following tweet is taken from our dataset that was posted on October 14, 2020, by a secondary school in Jazan city.

"In order to encourage students to enter the Madrasati platform, ... to ensure the progress of the educational process online, the school administration will continue the Stars Rehab competition with monthly valuable prizes."

The fifth governance parameter is Commending Stakeholders (see Row 6, Table 3) represented by keywords e.g., Mission, Results, Honesty, Thanks, Experience, Challenges, Pandemic, Continuous, Difficulties, Successful, and Excellence. During the COVID-19 pandemic the teachers’ efforts became more evident because the students’ families and other stakeholders realized the efforts that the teachers had put into teaching the kids despite the rapidly appearing challenges during the pandemic including migration to online learning. With the efforts of the teachers, online learning became successful. This cluster represents peoples’ appreciation for teachers and other stakeholders. Due to this, International Teachers’ Day was celebrated more than before. The following
The sixth governance parameter is New Economic Opportunities (Rows 7–9, Table 3) that is included in the second macro-parameter Economic Sustainability. It is a merged parameter and includes Topics 6, 15, and 17. Figure 5 plots the top 30 most relevant keywords for Topic 6 (we limit presenting one topic diagram rather than for all the three merged clusters to conform to the publisher’s article guidelines). Topic 6 contains 5.8% of the total number of keywords. The Arabic keywords in the figure are translated into English in Table 5. Note that some of the keywords e.g., Graphics, Logo, and Motion, are only significant within Topic 6 since the overall term frequency is equal to the term frequency within Topic 6. The selected keywords from the three topics listed in Column 5 of Rows 7–9 (Table 3) characterize the governance parameter and include Design, Graphics, Video, Logo, Motion, Project, Income, Private, Photos, Discount, Solution, Presentations, Assignments, Research, and Exams. Many businesses were severely affected due to the COVID-19 related lockdowns causing many people to lose their jobs or their salaries to be reduced (Alomari et al., 2021a). This governance parameter relates to the new economic opportunities in online learning that people have developed as a result of these adverse effects of the pandemic. The economic opportunities include various educational services for students and instructors. These services are provided by individuals and small businesses including providing tuition and other services to help students with research papers, solving assignments and exams, designing logos and photos, and developing PowerPoint slides. Some services were also made available to the other stakeholders such as families, teachers, and other management staff to facilitate their migration to the online mode of learning. The following tweet posted on October 4, 2020, is an example of the many tweets related to this governance parameter.

"Thank you, teachers of 2020. You overcame the difficulties and the challenges and delivered the most beautiful message on the earth with honesty and excellence. Distance learning became successful with your efforts. So, thank you."
Table 5 | The keywords and their English translation for Figure 5.

| Keywords                                | Translation                                                                 |
|-----------------------------------------|-----------------------------------------------------------------------------|
| مسؤولية، التعلم،mono, التعلم، تصميم، الإلكتروني على الأتصلك، جر. الفيدهو. | Learning, Platform, Educational, Design, Electronic, Graphics, Madrasati Platform, Logo, Titled, Through, Teacher, School, Office, Manager, Video, Motion, Applications, Logo, Websites, We Have, Books, Learning, Language, Management, Presentations, Operation, Communication, Workshop, Progress, Montage |

"We provide a range of (tuition) services to help students with their undergraduate research, preparing PowerPoint presentations, projects, and assignments"

Some services were also made available to the other stakeholders such as families, teachers, and other management staff who lack technical and digital skills. These services aim to facilitate the migration to the online mode of learning. The following tweet highlights some of the services provided to teachers.

"We offer everything related to (online learning) electronic services e.g., electronic tests, interactive games, worksheets, montage of educational videos and photos... a lot more through our account in Snap..."

Below are some tweets related to the private services provided.

"...student services: designing electronic questionnaires, statistical analysis SPSS, ... research papers, translation, ... writing articles, ... convert the audio content to a Word file, formatting Word file...

The seventh governance parameter is Evaluation that is included in the third macro-parameter Accountability and is represented by the keywords from Topic 2 including Teacher, Student, Experience, Success, Thank, Process, Kingdom, Technology, Level, Skills, and Efforts. Figure 6 plots the top 30 most relevant keywords for Topic 2. It shows that Topic 2 includes 8.9% of the total number of keywords. The English translation of the Arabic keywords is depicted in Table 6. The governance parameter relates to the evaluation of the online learning programs in Saudi Arabia that, according to the National eLearning Center (NELC) in Saudi Arabia, was carried out by six international organizations in two different studies (Saudi National eLearning Center, 2020). The studies reported on the experience of public and higher education in the Kingdom during the pandemic. The aim of these studies was to analyze the experiences of online learning during the pandemic and suggest initiatives for improvements. These studies benefitted from the participation of 342,000 students, parents, teachers, and other staff from schools and higher education institutions.

The first study was conducted by the Organization of the E-Learning Consortium (OLC), along with the International Society for Educational Technologies (ISTE), Quality Matters (QM), UNESCO, the National Center for Research on Distance Learning and Advanced Technologies in the United States of America (DETA), and the Institute of Information Technology in Education (IITE). The second study was conducted by the Organization for Economic Co-operation and Development (OECD) together with Harvard University. OLC applauded NELC Saudi Arabia particularly for the diversity of options available to the students and stakeholders (free access to lectures through Satellite TV, Internet, exceptional support to equip teachers with the required skills and access to various digital platforms, etc.) and the speed of response in ensuring a successful transition to online learning. The tweets detected under this governance parameter included the tweets reporting the outcome of these two evaluation studies and people and various institutions responding to the topic. For example, King Abdulaziz University, Jeddah, posted the following tweet.

"King Abdulaziz University is proud of its contribution in the successful experience of Saudi Arabia in transitioning to electronic learning, assessed by two studies conducted by six international organizations, the studies demonstrated strong aspects of the Saudi experience including fast response, diversity of options, and continuous improvements."

We now discuss the governance parameters related to the fourth macro-parameter, Challenges. It includes three governance parameters, Exam Procedures, School Timings, and Digital Services. The eighth parameter, Exam procedures, is a merged governance parameter created from three topics, Topics 5, 10, and 14. Figure 7 plots the top 30 most relevant keywords for Topic 5. The Arabic keywords in Figure 7 are translated into English in Table 7. Note that the key word "الاختبارات" (Exams) is at the top of the list of the key terms which shows the importance of it in this parameter which is about Exam procedures. The selected keywords from the three topics listed in Column 5 of Rows 9–11 characterize the governance parameter. The keywords include Exams, Physical Attendance, COVID-19, Ministry, Universities, Schools, Infection, Health, Demand, Risk, and Social Distancing. Exam procedures during COVID-19, whether these should be online or in-class, were a major concern for people and were vehemently discussed on Twitter by students, parents, instructors, and others. Some
universities required students to physically attend the final exams so people were afraid that it created risks for higher infection rates during exams. While the public concern was valid, the universities view on physical attendance in final exams also seems to be valid because of the inability of the current eLearning systems to detect cheating during exams and enforce honesty on the students’ part. This challenge creates opportunities for the development of digital systems that provide better online learning and assessment capabilities.

The ninth governance parameter is School Timings part of the fourth macro-parameter Challenges and is represented by the keywords from Topic 7 including Time, Platform, Studying, Teacher, Better, Excessive, Problem, Consider, Elementary, and Difficult. Online school timings in Saudi Arabia were scheduled based on the school levels. The intermediate and high school classes were scheduled in the mornings while the elementary school classes were scheduled in the afternoons. This became a problem for many families particularly mothers with children in multiple school levels who had to supervise their kids throughout the day. Tweets such as the following were found in our dataset.

"... التعليم عن بعد جميل للأسه، ولكن منصب المدرسة الإدارية جدًا. مثلك خاصه إذا كنت معلم وام يضع اليوم وحداً المتصرف وبعده خبرك معلومات أخرى ارهاق.

"... distance education is good, however, the school timings for the elementary stage are very exhausting, especially if you are a teacher and a mother, the entire day is wasted while we are on the platform, and after that, you have other responsibilities. That is exhausting."

While the parents and mothers had valid reasons to be exhausted, we believe that school timings were decided considering a number of factors. Scheduling the senior school students in the mornings allowed working parents to carry...
Figure 7 | The top 30 most relevant keywords/key terms by frequency (topic 5).

Table 7 | The keywords and their English translation for Figure 7.

| Keywords          | Translation |
|-------------------|-------------|
| الامتحانات، حضور، التعليم، الذكاء، كورونا، الجامعة، الاختبارات، الجامعات، احصاء، اقتصاد، تجارة، MERIDIAN، قرار، الطلاب، طالب، للاماكن، الاختبار، جامعه، SUSAM، الأكاديمية | Exams, In Class, Education, Not, Term, Corona, University, Because, And Exams, Universities, We, Studying, Certainly, General, Disease, Decision, The Students, We Want, Students, For God’s Sake, Exams, We, Means, Enough, The Exams, University, We Don’t Understand, Ok, Praise |

Alomari et al. (2021a) demonstrated a fine example of good governance during the pandemic in terms of managing the pandemic and managing education. In terms of managing the pandemic, the government had used good practices from around the world including quarantine, social distancing, closure of public and private facilities to contain the virus, curfew, cleaning services, financial incentives for the public and private sector to keep the economy afloat, and effective return to normal strategy once the infection rate reached a certain low (Alomari et al., 2021a).

We studied governments approach toward education governance during the pandemic by automatically detecting services and digital platforms, we believe the Saudi government managed the situation very well. This was evident from the two studies carried out by six international organizations that we have mentioned earlier (Saudi National eLearning Center, 2020).

Finally, note that Topics 16, 20, 18, 11, and 13 were excluded from these discussions because these were related to Iraq, Jordan, and Kuwait, and these were not our focus in this study.

**DISCUSSION**

This paper investigates the use of AI in urban governance as to how AI could help governments learn about urban governance parameters on various subject matters in order for the governments to develop better governance. Saudi Arabia has demonstrated a fine example of good governance during the pandemic in terms of both managing the pandemic and managing education. In terms of managing the pandemic, the government had used good practices from around the world including quarantine, social distancing, closure of public and private facilities to contain the virus, curfew, cleaning services, financial incentives for the public and private sector to keep the economy afloat, and effective return to normal strategy once the infection rate reached a certain low (Alomari et al., 2021a).

We studied governments approach toward education governance during the pandemic by automatically detecting
twenty topics related to urban governance of online learning using the LDA algorithm. We merged these topics into ten governance parameters and then structured these ten parameters into four governance macro-parameters, Strategies and Success Factors, Economic Sustainability, Accountability, and Challenges. We found that regarding online learning, the government's stance was similar to its approach in managing the pandemic. The government was cautious not to open public facilities that could lead to an increase in the infection rate and therefore schools and universities provided online learning services.

The first macro-parameter Strategies and Success Factors touches upon strategies and success factors including developing social sustainability and enhancing educational performance through supporting families, students, teachers, and other stakeholders. In August 2020, before the beginning of the academic year, the Ministry of Education announced that the schools and universities will be online for the first 7 weeks of the first semester and later on decided to continue online learning over the whole Fall Semester of 2020–2021. The Ministry of Education used various strategies for supporting the transition to online learning. It provided free access to lectures through Satellite TV, Internet, exceptional support to equip teachers with the required skills, and access to various digital platforms. The ministry strengthened the family involvement in supporting their children for online learning and arranged some online activities and involved the families in these activities using the online learning platform “Madrasati.” The ministry also developed at the school and city levels certain competition exercises among the students to strengthen distance learning, aiming to encourage students, promote hard work, and reduce laziness among them. The government also launched the “Schools Promoting Positive Behavior” program that aimed to nurture positive behavior such as honesty among students, create an institutional environment that stimulates positive behavior to achieve psychological and social compatibility for the student, and emphasize the strengthening of the relationship between the students, schools, the families, and the local communities. The teachers and other stakeholders were commended for their hard work to show them appreciation, create a positive and motivating environment for all, and enhance the overall performance of online learning.

The financial crisis throughout the world due to the COVID-19 pandemic is well-known. For example, in our earlier work where we attempted to public concerns and government measures in Saudi Arabia during the COVID-19 pandemic, we found that many businesses were severely affected due to the COVID-19 related lockdowns causing many people to lose their jobs or their salaries to be reduced (Alomari et al., 2021a). The second macro-parameter reports on new economic opportunities enabled by individuals and SMEs in providing services to fill the service gaps created through the rapid transition of in-class learning to online learning. The economic opportunities include various educational services made available for students and other stakeholders such as teachers and families to facilitate their migration to the online mode of learning. These services are provided by individuals and small businesses including providing tuition and other services to help students with research papers, solving assignments and exams, and designing logos and photos.

The third macro-parameter touches on governance accountability and provides evidence through two studies for the government to have successfully managed the pandemic-induced emergency for transitioning the whole national education delivery system from in-class to online learning. The studies involved 342,000 students and other stakeholders in education and were carried out by international organizations including OLC, ISTE, QM, UNESCO, DETA, IIITE, OECD, and Harvard University (Saudi National eLearning Center, 2020). The aim of these studies was to analyze the experiences of online learning during the pandemic and suggesting initiatives for improvements (see Section Results and Findings for details about this evaluation exercise). OLC applauded Saudi Arabia for the diversity of options available to the students and stakeholders including free access to lectures through Satellite TV, Internet, etc. and the speed of response in ensuring a successful transition to online learning.

The fourth macro-parameter touches upon the challenges that the people faced during the online learning period and the government's strategies to manage those challenges. The matter whether the school and university exams during the pandemic should be online or in-class was a major concern for people and was vehemently discussed on Twitter by students, parents, instructors, and others. While some citizens justifiably felt the exams should not be in-person due to health and safety, the universities’ view on physical attendance in final exams, under strict physical distancing, also seems to be valid because of the inability of the current eLearning systems to detect cheating during exams and enforce honesty on the students’ part. The school timings where classes were scheduled in the mornings and afternoons based on school grades was another issue for parents because it required parents to supervise their kids throughout the day. However, the school timings scheduled by the government had several advantages including sharing of computing and internet resources and allowing senior kids to attend classes in the mornings to allow working parents to carry out their jobs. People also encountered challenges associated with the quality of digital services during the online learning sessions including a lack of response or delays in accessing the online platforms. These issues did exist initially, however, were managed well by the government over some time into the semesters as became evident from the results of the two studies carried out by international organizations that we have mentioned earlier.

Comparing our work with other works in the literature, we are able to make significant contributions to the literature. The differences include in the context, focus, time period, geography, data, language, design, findings, and the particular perspective on the use of AI in urban governance presented in this study. The existing studies on modeling COVID-19 related issues using NLP methods have focused on detecting symptoms of stress due to COVID-19 in the US (Li et al., 2020), detecting government measures and public concerns in Saudi Arabia (Alomari et al., 2021a), investigating the differences in responses to the pandemic between university students and the general public in the US (Duong et al., 2020a), and sentiment analysis of closures of seven
types of public and private facilities containing the pandemic in Saudi Arabia (Alhajji et al., 2020) (see Section Literature Review for a detailed literature review). Our work complements significantly to these works as it holistically studies a specific government function (online learning during COVID-19) in greater detail touching upon the success factors, accountability, challenges, social sustainability, and economic sustainability.

The data-driven approach proposed in this paper and the urban governance parameters for online learning during COVID-19 discovered in this work align with the smart cities and urban governance literature in multiple ways. The governance parameters and macro-parameters discovered for online learning in this work align with general urban governance policies, strategies, and methods. These include continuing education via support for online learning, supporting families to help them and their children to adapt to the changing (learning) environments, developing competitions and incentives to achieve (learning) objectives, nurturing positive behavior, commending stakeholders, government allowing or facilitating people to find new economic opportunities, evaluation of government policies, strategies and actions, developing new (exam) procedures to manage the changing environments, developing (school) timings and schedules that are convenient to the public, providing digital services to facilitate the public in performing the desired actions. It is clear that while these parameters are specific to online learning, these broadly fall into the general policies and methods used in urban governance. Secondly, it supports the premise that research and practice in smart cities and urban governance should be driven by data (Liu et al., 2017; Bibri, 2021; Yigitcanlar et al., 2021b) and confirms that digital media including social networks data are important sources of data that could be used for smart urban governance (Barns, 2020; Ahmad et al., 2022; Alahmari et al., 2022; Yigitcanlar et al., 2022).

Governance involves the processes of making and implementing decisions (ESCAP, 2009). The study in this paper and the analysis of the findings have provided vital information about the urban governance decision-making and implementation processes concerning online learning during COVID-19 in Saudi Arabia. Evaluating the urban governance parameters discovered from our case study against widely used characteristics of good governance (ESCAP, 2009), we make the following observations. The Saudi governments’ response could be considered exceptional on several good governance metrics including participation, responsiveness, equity and inclusiveness, accountability, responsibility, transparency, and consensus-orientation. The government was efficient and effective in implementing measures that allowed a successful transition to online learning (Saudi National eLearning Center, 2020) without affecting the educational goals while keeping people safe through physical distancing and other pandemic measures (Alomari et al., 2021a) [for example, evidenced by the low number of infections and deaths in the country (Worldometer, 2022)]. The government provided all the citizens access to online learning through free TV lectures (Ministry of Education, 2022; Saudi Ministry of Education, 2022) and other financial incentives (Saudi Ministry of Education, 2020a) that support equity and social sustainability. Several initiatives and programs were devised by the government to nurture responsibility, honesty, and positive behavior among students (Madrastati, 2020; Saudi Ministry of Education, 2020e, Saudi Ministry of Education, 2021b). Noteworthy was also the government's efforts in creating appreciation and harmony among teachers, families, and other stakeholders (Saudi Ministry of Education, 2020b). We did not detect any issues raised by people related to the lack of equity of treatment by the government in providing access to online educational resources. No issues were detected related to lack of food, security, or other basic needs of people. Relatedly, the government provided free COVID-19 treatment and vaccination for all citizens facilitating people to focus on education without worrying about food, healthcare, and vaccinations (Unified National Platform GOV.SA., 2022).

Finally, the case study presented in this paper shows that the use of data-driven AI can help governments learn about public feedback and reactions on government matters, the effectiveness of government policies, strategies, programs, and procedures, the challenges people are facing in adapting to the government measures, new economic, social, or other opportunities arising out of the situation, and so on. These parameters could help the Saudi government to learn about the design and operations space of its various functions and state services and improve these through participatory governance incorporating public and other stakeholders’ feedback and consultation. For example, some of the parameters that have touched upon economic sustainability can be used to improve sustainability of economy such as by learning about new economic opportunities from the natural responses and behaviors of people and supporting these opportunities to form into economic instruments, institutions, and outputs specific to pandemic responses or also for normal times. Similarly, governments can learn about better social sustainability instruments from the case study. The case studies can be focused on specific sustainability or other matters. The focused case studies can be enhanced through focused data collection and deeper analytics on the matter under study to develop effective instruments. We did not focus on environmental sustainability in this paper but this could be done by adding filters for data collection. The developed methods can be applied to learn from specific countries, or on a global scale, such as analyzing various governance parameters for countries that have shown success, failure, or poor performance in education, COVID-19, or other sectors to find the best practices and pitfalls. Good governance characteristics can be incorporated into the design of our proposed method, for example in the data collection process to investigate those specific governance characteristics for a specific government service under study. Good governance characteristics can also be included in the design of the proposed method, such that automated comparison and evaluation of a government’s services are made against established standards of good governance. The government could use the knowledge gained through this data-driven AI process to develop better urban governance instruments and this whole process could be implemented as a perpetual loop for real-time urban governance with much finer levels of engagement with the public.
CONCLUSIONS AND FUTURE WORK

Data-driven artificial intelligence is becoming so fundamentally ingrained in smart city developments that cities have been called artificially intelligent cities and autonomous cities. AI is helping us increasingly in everything we do and making decisions for us in many spheres of our life. The study in this paper demonstrated that the use of data-driven AI can help governments learn about public feedback on government matters, the effectiveness of government instruments, and the challenges and opportunities arising out of a situation. The method can be applied to learn best practices and pitfalls of government instruments nationally and internationally on any governance matter, to develop new or better instruments (such as for new economic opportunities) and to evaluate governance against international standards.

Moreover, we argue through the case study that the use of AI does not have to necessarily replace humans in urban governance and other decision-making tasks, rather the use of AI, under human supervision, could allow governments to monitor and improve—in real-time and at a much finer level—the effectiveness of government policies, strategies, programs, and procedures in light of continuous feedback from the public and other stakeholders. Many of the functions in urban governance requiring human expertise could be automated using data-driven AI to a large extent and the whole process of urban governance can become more and more autonomous. This automation and autonomy will make humans contribute to higher cognitive levels in the urban governance life cycle using the information provided by AI. How much AI-driven autonomy urban governance would have, would ultimately be determined by us humans. Until humans continue to believe in the superiority of the designer—i.e., we humans—we will manage AI to act autonomously but within a certain bound defined by us. Certainly, it will also depend on political empowerment of masses as opposed to human masses being controlled by a few of them. And if this happens (AI becomes autonomous and controls humans), then it is the fault of humans whose majority feels no or little concern about themselves and they have left their fate to a few among them without any restraints.

Our earlier work on NLP-based social media big data analytics has developed a number of tools and focused on its methodological and computational aspects for various applications. We have looked at distributed machine learning to manage big data (Alomari et al., 2021a), automatic labeling (Alomari et al., 2021b), developing an improved stemmer for Arabic NLP (Alomari et al., 2020a), in application areas including healthcare (Alotaibi et al., 2020), logistics (Suma et al., 2017, 2020), detecting general public concerns during COVID-19 (Alomari et al., 2021a), and government services’ analysis (Alsulami and Mehmood, 2018). We plan to extend the case study presented in this paper by improving its breadth and depth in terms of the machine learning methods to enhance its functionality and usability, data and computing scalability, real-time functionality, and the novelty and utilization of its findings in urban governance. The tool currently works for the Arabic language but the broader methods developed in this work are applicable to other languages.

The whole of humanity has faced great trials during this pandemic and this adversity is continuing. The people and governments have shown great resilience during the pandemic and we will come out of it stronger and united. Challenges are part of life and a cause for improvements and innovations. There is no life in this world without challenges and no one is perfect. We believe that these challenges (discovered and reported in this paper) will allow the development of new industries nationally and internationally, providing new opportunities for economic developments and reducing unemployment by creating new jobs. For example, the challenge of online learning and assessments detected in this study creates opportunities for the development of digital systems that provide better online learning and assessment capabilities. The shortcomings in the required quality of internet services and digital platforms in terms of dealing with the QoS (delay, bandwidth, response time, functionalities of the online learning platforms, etc.) also present technological and business development opportunities. Looking into challenges and finding opportunities to accelerate innovation will form another direction of our research.
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