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**ABSTRACT**  
In Natural Language Processing (NLP), topic modeling is the technique to extract abstract information from documents with huge amount of text. This abstract information leads towards the identification of the topics in the document. One way to retrieve topics from documents is keyphrase extraction. Keyphrases are a set of terms which represent high level description of a document. Different techniques of keyphrase extraction for topic prediction have been proposed for multiple languages i.e. English, Arabic, etc. However, this area needs to be explored for other languages e.g. Urdu. Therefore, in this paper, a novel unsupervised approach for topic prediction for Urdu language has been introduced which is able to extract more significant information from the documents. For this purpose, the proposed TOP-Rank system extracts keywords from the document and ranks them according to their position in a sentence. These keywords along with their ranking scores are utilized to generate keyphrases by applying syntactic rules to extracts more meaningful topics. These keyphrases are ranked according to the keywords scores and re-ranked with respect to their positions in the document. Finally, our proposed model identifies top-ranked keyphrases as topical significance and keyphrase with the highest score is selected as the topic of the document. Experiments are performed on two different datasets and performance of the proposed system is compared with existing state-of-the-art techniques. Results have shown that our proposed system outperforms existing techniques and holds the ability to produce more meaningful topics.

**INDEX TERMS**  
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**I. INTRODUCTION**  
In the last two decades, with the enhancement in the use of World Wide Web (WWW), several news forums such as news channels, reporters or column writers broadcast their daily news and articles on their websites. This evolution in online news and other electronic forums has provided numerous challenging tasks for researchers where they have to find useful information from trillions of unstructured data records.  
On the basis of the latest research in natural language processing (NLP) and statistics, researchers have developed several new techniques for extraction of valuable information from a collection of documents using hierarchical or probabilistic models called topic model [1]. The key benefit of topic modeling is to determine patterns among words or phrases and clustering documents which share similar patterns. In other words, topic modeling is a reproductive model for documents which identifies a simple probabilistic technique by which documents can be produced. Furthermore, topic modeling is a statistical method that facilitates for organizing, summarizing and understanding large amount of textual data [2].  
Topic modeling and keyphrase extraction techniques assist to identify the title of the document which helps readers to choose most relevant documents with the help of the title. However, to assign a title for the document one has to read the whole document and then assign the most appropriate title.
This is a time consuming task and requires manual interaction by a human. Therefore, there is a need to build such a system which can automatically read the document and assign the most appropriate title. A lot of efforts have been performed for topic prediction for different languages. In different applications, topic modeling has been applied for detecting and retrieving information [3]. Moreover, topic modeling has been applied to countless fields including text clustering, document tagging, film genre identification, sentiment analysis, etc. [4]–[6]. There are several techniques available for topic modeling to identify or to extract latent information from a text document e.g. Latent Semantic Analysis (LSA) [7] Probabilistic Latent Semantic Analysis (PLSA) [8] and Latent Dirichlet Allocation (LDA) [9]. However, very limited work has been performed for Urdu language due to its complex structure [10]–[12]. Furthermore, topic modeling with keyphrase extraction has been studied for languages like English, Chinese, Arabic, etc. but no such technique exists in the literature for Urdu language.

Urdu is a morphologically rich but resourced poor language [13]. It is Pakistan’s national language and more than 170 million people all over the world use it for the communication 1. It is a language enriched with grammar and has a wide range of derivations and inflections in a single word which makes it a difficult language to process. Since Urdu is new in the field of NLP and information retrieval (IR), very few amounts of research work has been performed on it. Many models and tools developed for other languages cannot operate with Urdu language because of the completely distinct language structure [14]. English language is written from left to right but Urdu writing script is written from right to left. Recognition of phrases in English language is simple as compared to Urdu because English language follows some standards i.e. space insertion, notion of capitalization, etc. However, in the Urdu language there is no standard for space insertion and notion of word capitalization. Hindi and Urdu are closer only to the speakers of both languages, but the writing style of both languages is distinct.

Urdu text classification problem has been studied by several researcher in recent years [15]–[20]. However, these approaches relies on the classification of the documents and did not consider the title prediction. Assigning a title to the document is different from classification problem. As it deals with the title prediction for a single document and each document may have different title on the basis of information provided in the document, even for the same domain. On the other hand, documents classification categorized similar documents in one class, based on the similarity among text in the document and assumes that all the documents belong to the same domain. This is why assigning a title to the document becomes more challenging.

Building on above explanation, in this paper we have proposed a novel TOP-Rank approach for topic prediction by extracting top-ranked keyphrases in Urdu language. In the first step, the proposed approach pre-processes the text to remove invalid characters, stop words and sentence boundary identification. After preprocessing, our system identifies keywords and assigns rank (score) to each extracted keyword on the basis of its position in a sentence. After ranking keywords, proposed system extracts keyphrases of different sizes from the document based on the extracted keywords and these keyphrases are ranked by adding score of each keyword in the phrase. Once keyphrases are ranked, top-ranked keyphrases are selected and re-ranked by re-visiting the document and score of these keyphrases is updated based upon their occurrence in the document. Finally, keyphrase with the highest score is assigned as topic of the document. We have conducted experiments on Urdu language datasets which contains multiple documents from several different domains. The effectiveness of our proposed model is evaluated on these datasets and compared with the topic modeling-based state-of-the-art approaches. Experimental results have shown that our proposed model outperformed topic modeling-based approaches and have shown promising results on Urdu language dataset.

The rest of the paper is organized as follows: section two highlights related work and section three presents the proposed methodology. Explanation of dataset and experimental evaluations is given in section four and finally we conclude our work in section five.

II. RELATED WORK
Several supervised and unsupervised approaches have been developed for the topic modeling for different languages. In supervised line of research, classifiers are trained on the textual data and annotated with keyphrases that determine whether the document or phrase is a topical keyphrase or not. Huang et al. [21] proposed a supervised topic modeling technique Siamese Labeled Topic Model (SLTM) for English language at sentence level. The working mechanism was similar to the pLSA in which they distributed words on the basis of their labels and used artificial neural networks for training perspective. Wang et al. [22] proposed hierarchical Dirichlet process-based inverse regression (HDP-IR) model for the evaluation of e-commerce reviews. HDP-IR contained three components - non-parametric component, inverse regression and coupling component. The first component was used to build HDP to capture the uncertainty of data concerned with topics. Second component influenced by multinomial inverse regression (MNIR) model, while third component combined the first two components and integrated the topics into the logistic regression within MNIR model. Zeng et al. [23] proposed expectation-maximization algorithm for topic modeling by computing maximum likelihood. For distribution of the topics from document, they demonstrated the fast online expectation maximization (FOEM) which was able to converge LDA’s probability function at local stationary point. By dynamically scheduling fast speed and streaming parameters for low memory use, FOEM was more efficient for lifelong topic modeling for big amounts of data. Li et al. [24]
designed generative modeling for multi-labeled classification of documents and trained two different extensions of LDA named as frequency LDA (FLDA) and dependency frequency LDA (DFLDA) for multi-label documents categorization task. These two models aimed to incorporate observations of labeled frequency and labeled dependency into the traditional LDA. FLDA used label frequency information to generate labeled Dirichlet prior to each document, while DFLDA introduced a topic-layer to capture co-occurrence relationships among labels.

In unsupervised approaches, various measures such as TF-IDF and topic proportions are used to identify topic associated terms. In topic prediction, keywords are ranked based on their relevance to the topic [25]. Latent semantic analysis (LSA) was developed for analyzing the relationships between a set of documents and the terms contained. Documents are compared by taking the angle cosine such that values closed to 1 represents documents are similar, whereas values closed to 0 represents different documents [7]. Bastani et al. [26] developed an intelligent system to analyze consumer complaints and labeled each document with different keywords and trained LDA model for topic prediction from these complaints. Venkatesaramani et al. [27] proposed two-step approach for topic modeling for short text collected from tweets and YouTube comments. They used TF-IDF based clustering to find similarity between comments. Zhang & He [28] proposed an approach for extracting topics for events on social media using reinforcement knowledge. Their methodology consisted of three steps: first they run their topic model based on word embedding and the structure of the conversation for mining preceding topic of each event. In the second step, they mined set of reinforced knowledge from previously extracted topic. Finally by using the reinforced knowledge sets they extracted the final topic for every event. Wang et al. [29] proposed a system for news-topic recommendation by extracting keywords from news articles. They proposed rapid automatic keyword extraction (RAKE) method for extracting keywords from online news and then ranking these extracted keywords by using position rank algorithm on the basis of syntactic rules. Alhawarat & Hegazi [30] proposed topic modeling technique for Arabic language news data set. They used LDA and k-means clustering algorithms. For topic prediction they reduced vector space model and then extracted the hidden topic from the document as a feature selector.

Several approaches have adopted keyphrase extraction method. Bougouin et al. [31] proposed an approach for keyphrase extraction for topic prediction and used a topic-based model with clustering. After making the clusters of topics, a graph was generated where topic clusters were considered as vertices and edges created by calculating keyphrases in the clusters that appeared together. Distance was calculated between clusters and this distance created edges between two clusters. They used text rank algorithm to rank their topics and finally keyphrase having higher rank considered as topic. Danilevsky et al. [32] did not consider the length of the keyphrase and identified topics and grouped them in clusters. Each cluster is assigned words from the document and these words are formed into keyphrases and ranked based on purity, completeness, and coverage and finally, the topmost keyphrases were selected as topic. Parveen et al. [33] proposed a graph-based model where they considered every node as a topic. For each edge in the graph, they normalized according to their length so that long sentences do not get any benefit. Furthermore, they utilized Hyperlink-induced topic search (HITS) algorithm to rank sentences. Boudin [34] extracted keyphrases by using multipartite graphs and sentence clusters to incorporate the topical knowledge, and Alfarfa and Alfarfa [35] proposed a graph-based technique for extracting keyphrases in a single document which utilized phrases and terms in a sentence rather than focusing structure of the document.

Wan et al. [36] proposed an unsupervised graph-based approach for both summarization and keyword extraction. They generated sentence-to-sentence graph, sentence-to-word graph and word-to-word graph. Another graph based approach was proposed by Danesh et al. [37] which used TF-IDF, term length and position of first occurrence (PFO) of keywords for ranking mechanism. The main contribution was to use PFO which ranked keyphrases passes on a certain threshold and decreases the term frequency score if it appears in other terms. Ali, Wang and Haddad [38] assigned each word a syntactic category (i.e. noun, adjective, etc.) and identified several syntactic patterns, and phrases were extracted according to the syntactic pattern. Furthermore, these keyphrases were ranked using TF-IDF and text rank algorithm. Corina and Cornelia [39] developed position rank graph-based approach for keyphrase extraction. They build graphs where words represent nodes and edges represent weights. The edges were assigned weights based on how many times these words appear together.

Shakeel et al. [10] proposed a topic modeling technique for Urdu language based upon standard LDA as Urdu-LDA (ULDA). They utilized Gibbs sampling technique along with Markov Chain Monte Carlo (MCMC) algorithm for extracting topics from Urdu text document. Rehman et al. [11] proposed probabilistic topic model with statistical variational Bayes approach for Urdu documents (VB-ULDA). They described two versions of VB-ULDA, with stemmer VB-ULDA (WS) and without stemmer VB-ULDA (WiS) for topic modeling of Urdu text article. Rehman et al. [12] proposed non parametric Bayesian Hierarchical (hLDA) model for topic modeling in Urdu text articles (uhlLDA). For statistical and probabilistic inference, they used Gibbs Sampling algorithm and extracted topics based on the hierarchies of the terms used in documents.

There exist several approaches for document classification in Urdu language. Ahmed et al. [16] proposed a SVM based classifier for Urdu news headline classification. They used predefined classes to group similar headlines in a single class. Zia, Akhtar and Abbas [17] presented a comparative study of different classification algorithms on Urdu
document classification. They analyzed the classification algorithms with respect to the selected features to classify text. Akhtar et al. [19] used Single-layer Multisize Filters Convolutional Neural Network (SMFCNN) to classify Urdu documents and presented a comparison with several machine learning algorithms. Akhtar et al. [20] presented another comparison of deep learning algorithms where they selected four deep learning algorithms and compared their performance over Urdu document classification along with four machine learning algorithms. Rasheed, Banka and Khan [40] proposed a feature selection approach for Urdu news articles classification. They used LSI model to extract useful features from the news articles and used SVM for the classification.

III. PROPOSED MODEL

This section provides an overview of the proposed methodology for topic prediction using positioned-based top-ranked keyphrase extraction. Figure 1 illustrates the architecture of the proposed model which is divided into several steps: first step is the preprocessing of text data, second step is to extract positions of each word from the target document, generating keyphrases with the help of syntactic rules and ranking these keyphrases. Third step performs extraction of higher position rank keyphrases. To extract the most relevant and important keyphrases from an article, proposed system re-ranks keyphrases in step four and extracts top-rank keyphrases in step five and selects topic for the target document.

A. TEXT PREPROCESSING

Text pre-processing is an important step in NLP tasks as it transforms text into a more digestible form to achieve better performance of the algorithms. To achieve this, part-of-speech (POS) tagging is performed to allow syntactic filters because it helps for extraction of nouns, adjectives or pronoun phrases from the text document. For this purpose, we use well known POS tagger for Urdu language CLE2. After generating POS tags, several steps to clean the dataset have been performed e.g. removal of invalid characters, stop word removal and sentence segmentation as explained in upcoming subsections.

1) INVALID CHARACTER REMOVAL

In pre-processing, the first step is to remove invalid symbols like punctuation marks, links and special characters like !, ?, @, /, $, %, ^, &, *, (, ), etc. from the text as these are unnecessary elements and hence it is better to remove all these invalid characters.

2) STOP WORD REMOVAL

In Urdu language, there are different kind of stop words known “حروف جاڑ” (Haroof-e-Jaar or post position) similar to prepositions in the English language which appears before the object. Table 1 elaborates the difference between preposition in English and postposition in Urdu language.

| Table 1. Postposition in urdu language. |
|----------------------------------------|
| The book is on the table.              |
| Boy is writing on the paper.           |

In English, on (“on”) comes before the object table (“table”) but in Urdu “تخت” (on) comes after the object “میز” (table).

Table 2 shows some Urdu Haroof-e-Jaar (Postposition). These words provide no meaningful information about the document and therefore must be removed from the target documents.

2www.tech.cle.org.pk/services/text/pos
Other than "حروف جذر" (Haroof-e-Jaar), there are also some words that are used to link two words in Urdu and known as "حروف اضافہ" (Haroof-e-Izafat) as in Table 3.

Haroof-e-Izafat are the words which create relationship between nouns and adjectives. Table 4 illustrate examples for the use of Haroof-e-Izafat within a sentence. This can be observed that Haroof-e-Izafat are adding more explanation to understand meanings of the phrases. Therefore, proposed technique will remove all the stop words (Haroof-e-Jaar) and does not remove Haroof-e-Izafat as they express information useful for the identification of topics.

3) SENTENCE SEGMENTATION
In any language, a collection of words makes sentences and sentences create the document. Each sentence in a document contains significant information. To extract this information, the proposed system splits sentences on the basis of dash "-" having <SM> tag in the POS tagger for Urdu language. The position of each keyword will be counted from the start of each sentence because important keywords that contain significant information about the document occur on the starting positions of each sentence. Figure 2 highlights the impact of keywords positioning in the sentence. Although keyword "حکومت" is also frequent but "بندگی قانونی الیکشن" has more importance in the document due to its position in a sentence and represent more meaningful topic.

B. WORD POSITION RANKING
After completing preprocessing, position of each keyword in a document is extracted by using proposed technique. The proposed system aggregates information from all positions of word occurrences in the document. The main idea behind the position ranking is to assign higher weight (or probability) to those words which are at the start of a sentence. For example, if a word appeared at 2nd, 5th, and 10th position in a document then its weight will be calculated as $1/2 + 1/5 + 1/10 = 0.8$. Equation 1 shows how the weight of each word $w$ is calculated, where $w_i$ is the particular word, $j$ is the position of the word. Summing up the positional weights for a given word aims to grant more confidence for frequently occurring words by taking into account the position weight of each occurrence.

$$w_i = \sum_{j=1}^{\text{pos}} \frac{1}{j}$$ (1)
However, it is to be noted that weight will remain same at every position in a document once it is calculated. For example, if the aggregated weight of the word “Pakistan” (Pakistan) is calculated as 1.6 in the target document then its aggregated weight will remain the same at every position wherever word “Pakistan” (Pakistan) occurs.

**C. KEYPHRASE GENERATION**

Keyphrases describe the most important topics about document, therefore to identify keyphrases, nouns and adjectives are considered as candidate words because they hold key information in a sentence for the identification of a topic. These words combined can represent more valuable information than their independent usage. The proposed system generates keyphrases by following some syntactic rules. These rules are:

**R1:** Each keyphrase will be comprised of a given size

**R2:** Each keyphrase will never start and end with Haroof-e-Izafat, e.g. “کی”, “کی”, “کی”, “کی”, “کی”, “کی”, “کی”, “کی”, “کی”, “کی”.

**R3:** After the first noun or adjective, if Haroof-e-Izafat is associated in the sentence then it will be included in the keyphrase.

Algorithm 1 highlights the process for the generation of keyphrases. Algorithm takes POS tagged file as input and preprocesses it. This includes invalid character removing, stop word removal and sentence segmentation. First of all, algorithm ensures that keyphrase starts or ends with noun or adjective and Haroof-e-Izafat (“کی”, “کی”, “کی”, “کی”, “کی”) do not appear at the start or end of any keyphrase. Line 10-11 will check that the start or end of the keyphrase and ensure that there should not be Hroof-e-Izafat (according to rule R2) and if any appears at these positions then such keyphrases will be discarded. The proposed system will never generate keyphrases like “کی پاکستان کی” because it does not produce any meaningful information. If the system is in the start or end of the keyphrase then line 12-18 generate keyphrases by joining nouns and adjectives. Lines 21-26 generate keyphrases if the system is not at the end or start of the keyphrase. Here rule R3 is applied and if any Hroof-e-Izafat appears after the first noun of adjective of the keyphrase then it is considered as the part of the keyphrase. The algorithm generates several keyphrases from each sentence. The algorithm repeats itself for each sentence and generates the list of keyphrases as an output. At the end all keyphrases are extracted which start and end with a noun or adjective like “پاکستان کی وزیراعظم،”.

**D. KEYPHRASE RANKING**

Figure 3 illustrates the mechanism for keyphrase ranking where each keyword contains aggregated weight (calculated in subsection B) based upon its position in the document i.e. keyword “پاکستان” has the positional weight 1.6. Similarly keyword “وزیراعظم،” have weight 0.2 and “وزیراعظم” (The Prime Minister of Pakistan) has been ranked by adding the weight of each keyword which is 3.1.

**Algorithm 1 Keyphrase Generation**

```
1: Input: Tagged_Document
2: D = {} // list of keyphrases initially empty
3: keyphrase = Null // String type variable for storing a single keyphrase
4: window_size = n // Size of keyphrase
5: phrase_position = 1
6: Preprocessed_document ← Preprocess (Tagged_Document)
7: for each Sentence in Preprocessed_document do
8:     for each Word in a Sentence do
9:         if phrase_position == 1 OR phrase_position == window_size
10:             if word is Haroof-e-Izafat then
11:                 break
12:             else if word is tagged noun OR adjective then
13:                 keyphrase = keyphrase + word
14:                 phrase_position += 1
15:             if length(keyphrase) == window_size then
16:                 D ← keyphrase
17:                 keyphrase ← Null
18:             end if
19:         end if
20:     end if
21: else if word is noun OR adjective OR Haroof-e-Izafat then
22:     keyphrase = keyphrase + word
23:     phrase_position += 1
24:     if length(keyphrase) >= window_size then
25:         D ← keyphrase
26:         keyphrase ← Null
27:     end if
28: end if
29: end for
30: end for
31: Output: Set of keyphrases D
```

**FIGURE 3. Keyphrase Ranking Mechanism.**

The complete steps of keyphrase ranking are shown in Algorithm 2. This algorithm takes input the list of keyphrases generated by Algorithm 1 and score of keywords calculated in subsection B. The algorithm calculates the keyphrase rank by adding positional weight of each word and generates a list of ranking of all keyphrases as output. Line 5-7 add score of each word in a keyphrase to generate an overall score of the keyphrases.

**E. EXTRACTING HIGHER RANK KEYPHRASES AND RE-RANKING**

Keyphrases are comprised up with multiple words. To extract higher rank keyphrases from the target document, the
proposed system sorts keyphrases on the basis of their scores, extracts 10 higher rank keyphrases and further uses them for re-ranking.

After extracting higher rank keyphrases, next task is to extract most relevant keyphrase from the document. For this purpose, we have defined a novel re-ranking mechanism which revisits the document with keyphrase perspective and re-rank keyphrases based upon their occurrence in the document. For example, a keyphrase “پاکستان کے وزیراعظم” has initial rank 3.1 however on revisiting document if this keyphrase has been identified more than once then it means this keyphrase contains more abstract information about the document. Therefore, there is a need to re-rank this keyphrase by increasing its score based on its occurrence in the document and this helps to extract more relevant keyphrases from the document. The proposed model revisits the document for all top ten keyphrases. If any keyphrase appears more than one in the document then the rank of the keyphrase is incremented by one for each occurrence. By doing this the system will obtain top-rank keyphrases which are more accurate predicted topics of the target document. Algorithm 3 highlights the mechanism to re-rank keyphrases. If a keyphrase appears more than once in the document then against each occurrence its score is incremented by one.

IV. EXPERIMENTAL EVALUATION

This section presents the explanation of the experimental evaluation for the proposed model and elaborates our results including a comparison with related techniques.

TABLE 5. Summary of dataset D1.

| Domain       | No. Documents | Percent | Words  |
|--------------|---------------|---------|--------|
| Politics     | 120           | 19%     | 45,704 |
| Sports       | 125           | 19%     | 43,717 |
| Entertainment| 140           | 22%     | 57,840 |
| Health       | 135           | 21%     | 51,318 |
| Economy      | 120           | 19%     | 41,144 |
| Total        | 640           |         | 2,39,723 |

TABLE 6. Summary of dataset D2.

| Domain          | No. Documents | Percent | Words   |
|-----------------|---------------|---------|---------|
| Business        | 3,328         | 31%     | 1,125,706 |
| Crime           | 847           | 8%      | 210,021  |
| Entertainment   | 1,913         | 18%     | 549,117  |
| Politics        | 1,636         | 15%     | 573,786  |
| Science & Tech  | 1,655         | 15%     | 779,331  |
| Sports          | 1,440         | 13%     | 373,801  |
| Total           | 10,819        |         | 3,611,756 |
collected from news websites and annotated manually by human annotators. Table 5 and 6 present the domains of documents along with total number of documents in each domain, percentage of each domain in the dataset and total number of words in all documents in the domain for both D1 and D2 datasets respectively.

B. RESULT ANALYSIS

To evaluate the proposed system, documents from both datasets D1 and D2 were executed multiple times to extract top-rank keyphrase as topics for documents. Accuracy of the proposed system is measured by following equation.

$$\text{Accuracy} = \frac{\text{no. of true predicted documents}}{\text{total no. of documents}} \times 100 \quad (2)$$

The topics predicted by the system are evaluated by TOP-Rank (proposed model), position rank and TF-IDF predictions on different window sizes (keyphrase length). To check the correctness of the proposed system, systematic procedure marked the true predicted topic if it fulfills the condition that topical keyphrase should be on the top out of the top ten predicted keyphrases for all three mechanisms TOP-Rank, position rank and TF-IDF.

For result analysis, keyphrases with different sizes are selected which are (k = 1) unigram, (k = 2) bigram, (k = 3) trigram, and (k = 4 and k = 5) considered as n-gram. Unigram contains single word e.g. “پاکستان” (Pakistan), bigram contains two words e.g. “پاکستان وزیراعظم” (Prime Minister of Pakistan), trigram contains three words e.g. “پاکستان کی وزیراعظم” (Prime Minister of Pakistan) and
keyphrases contains four or five words are considered as n-gram e.g. “Prime Minister of Pakistan Imran Khan” respectively. Keyphrases with different window sizes (k) are compared with higher positional rank keyphrase and TF-IDF. The averaged keyphrase relevance with document is given in Table 7 and 8 for each window size, i.e. unigram, bigram, trigram and n-gram for datasets D1 and D2 respectively. Each document contains an average forty original assigned keyphrases but the system will extract only the top ten higher ranked phrases.

Table 7 and 8 represent average top-rank keyphrase relevance with target document for all classes at each window size i.e. unigram, bigram, trigram and n-gram over dataset.
D1 and D2 respectively. It can be noted that TF-IDF performs better in some cases for unigram due to the single keyword extraction. However, its accuracy starts decreasing when size of keyphrases increases and produces more inaccurate results as compared to position rank and TOP-Rank keyphrases. The main reason is that it extracts keyphrases only based on the frequency of the words instead of its positional influence in the document. Position rank produces lower accuracy as compared to TOP-Rank because its contains only positional weights of the words in keyphrases but in some cases positional rank keyphrases performed better than TOP-Rank on different window sizes in different classes due to the limitation of re-ranking mechanism. Because in TOP-Rank, we re-ranked keyphrases for some cases which resulted in some irrelevant keyphrases to become top-rank which is considered as false predicted topic for TOP-Rank mechanism. But for overall evaluation, it can be noted that TOP-Rank outperformed both positional rank keyphrase and TF-IDF.

We can observe from Table 7 and 8 that against unigram TOP-Rank, position rank and TF-IDF produced similar results but as a whole TF-IDF performs better at unigram. Position rank performs better at trigram in politics and health in D1 and entertainment and similarly it performs better for science and technology and entertainment in NPUU. After increasing the window size for keyphrase prediction, it is clearly indicated that TOP-Rank performs better as compared to the both datasets and produces more accurate and meaningful topics. Moreover, it is to be noted that more accurate results were found on tri-gram and n-gram because when the window size was increased, keyphrases provide more accurate information about the document while single keywords i.e. unigram cannot deliver the accurate information about the document. Further, it is evident that TOP-Rank performs better as compared to position rank and TF-IDF resultanty producing more accurate topics for documents in both the datasets.

Figure 4 and 5 present an overall comparison of the proposed TOP-Rank model with position rank and TF-IDF for both D1 and D2 datasets respectively. This is clear from the diagram that TF-IDF has the highest accuracy for unigram however, position rank and TOP-Rank have also produced comparable performance. On the other hand, as we increase the length of the keyphrases, our proposed model TOP-Rank shows highest accuracy. These figures clearly depicts that on unigram all three yield similar results but when increasing window size at trigram and n-gram, TOP-Rank outperforms the other two and extracts more accurate results. From the diagrams it is evident that TOP-Rank outperformed both position rank and TF-IDF and produced better results. This establishes the effectiveness of the re-ranking mechanism adopted in TOP-Rank model.

V. CONCLUSION

Topic modeling is the key method in machine learning and NLP to extract significant information from a document. This information helps to identify important topics from the document which further could be used for topic prediction. Topic modeling has been widely explored in different languages however, there is limited work for topic modeling for Urdu documents. In this research we have introduced a framework to extracts meaningful topics from Urdu documents by using TOP-Rank keyphrase extraction based on their positional weight. There exists no technique on keyphrase-based topic extraction for Urdu language and re-ranking of keyphrase has not applied before. The framework first extracts the positions of each keyword from the target document and ranks these keywords according to their positions. After ranking positional weights to each keyword in document, keyphrases of different sizes are generated by applying several syntactic rules. Furthermore, these generated keyphrases are ranked according to the scores of keyword and higher ranked keyphrases are extracted. For the extraction of more relevant keyphrases, a re-ranking of the keyphrases is introduced which extracts top-ranked keyphrases as potential topics of the target document where the one with the highest score is selected as the topic of the document. We have conducted experiments on two dataset of Urdu language which contains multiple documents from several different domains. Our framework produces better results and generates more meaningful topics for Urdu language as compared with existing techniques. Our system is capable to extract more accurate and meaningful topics and outperformed the existing approaches. Our methodology has some limitations like the efficiency and accuracy of the POS tagger etc. In future, the proposed approach will be enhanced by using graph based ranking of the keyphrases and improving the results of POS Tagger for Urdu language.
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