Non-Markovian temporal networks with auto- and cross-correlated link dynamics
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Many of the biological, social and man-made networks around us are inherently dynamic, with their links switching on and off over time. The evolution of these networks is often non-Markovian, and the dynamics of their links correlated. Hence, to accurately model these networks, predict their evolution, and understand how information and other quantities propagate over them, the inclusion of both memory and dynamical dependencies between links is key. We here introduce a general class of models of temporal networks based on discrete autoregressive processes. As a case study we concentrate on a specific model within this class, generating temporal networks with a specified underlying backbone, and with precise control over the dynamical dependencies between links and the strength and length of their memories. In this network model the presence of each link is influenced by its own past activity and the past activities of other links, as specified by a coupling matrix, which directly controls the causal relations and correlations among links. We propose a method for estimating the models parameters and how to deal with heterogeneity and time-varying patterns, showing how the model allows for a more realistic description of real world temporal networks and also to predict their evolution. We then investigate the role that memory and correlations in link dynamics have on processes occurring over a temporal network by studying the speed of a spreading process, as measured by the time it takes for diffusion to reach equilibrium. Through both numerical simulations and analytical results, we are able to separate the roles of autocorrelations and neighbourhood correlations in link dynamics, showing that the speed of diffusion is non-monotonically dependent on the memory length, and that correlations among neighbouring links can speed up the spreading process, while autocorrelations slow it down.

I. INTRODUCTION

Much of the world we experience is governed by interactions. Networks provide a natural way of modelling these interactions, and as such the study of networks has been central to the understanding of both natural phenomena and man-made systems. Observably, many of the networks around us change over time, as the interactions and connections that define them come and go. Human contacts and social interactions do not last forever [1–3], roads between towns and cities can be closed or new ones build [4, 5], financial or economic agents trade each day with different counterparts [6], and even our brains undergo significant changes throughout our lives [7–10]. Real-world examples of temporal networks are often found to have a set of very well defined structural and temporal features, many of which play key roles in determining the dynamics and functioning of the systems for which they form the backbone [11–18]. Various models have been recently proposed to replicate such features. For instance, models of human face-to face interactions often rely on the assumption that the agents move as random walkers in a physical space and create a link whenever they are closer than a certain distance [2, 19]. Other models take a slightly more abstract approach, introducing the notion of node activity to control the presence of links [20–22]. The adaptations and extensions of these models do directly specify the presence of empirically observed features such as memory, by which we here mean a dependence on some finite number of past states. Indeed, memory has been seen to play an important role in many real-world networks [8, 23–25]. It can affect the dynamics of social interactions [26] and the controllability of temporal networks [27], and can also turn useful in the definition of flow based communities [28–30]. An area of study in which memory has received a large attention is its relation to spreading processes [31, 32]. When considering the spreading of an infection over a network, the presence of memory in the link activities can have a considerable effect on the rate of spreading of the disease, and can even cause dramatic changes to the epidemic threshold [33–36]. In diffusive processes, memory directly induces the slow-down, or speed-up, of the spread of information over the network [30, 31, 37–40]. This has been studied in the context of higher-order networks, and is often understood to be a result of the correlated bursts, and the induced lasting interactions that the non-exponential inter-event times, which define memory, necessitate [31, 41–45]. What has been done,
The presence of memory in the links that make up a network naturally means that the state of each of these links at a given time can depend on the past activity of the link. It is common in real networks to have pairs of links which are correlated with each other. Indeed, it seems natural to assume that links in a temporal network can have memory of each other’s past, rather than simply their own. The connections between the rate at which information spreads across a network and the memory of links are deep, as are the connections between memory and link correlations. However, the way in which inter link correlations and memory interact, and the effects this interaction has on spreading and other dynamical processes occurring over temporal networks is not well understood.

The goal of this article is twofold. We first introduce a novel and general class of models of temporal networks, which are based on a discrete autoregressive mechanism for link dynamics. Then, as a case study, we concentrate on a specific generative model for temporal networks within this class in which the backbone structure, temporal correlations and memory are all taken into account, but can be precisely and separately controlled. We will also present a method for inferring the key parameters of the model from empirical data, simultaneously highlighting both time the ability of the model to describe real systems, and the role played by both memory and cross-interactions of links in the dynamics of real-world networks and in the forecasting of links. Then, we extend further the range of applicability by showing how to account for heterogeneity and time-varying patterns in link dynamics, again validating the proposed generalization on data. The second goal of the article is to investigate how the interplay of the three key properties of a temporal network, namely the structure of its underlying backbone, the correlations between the evolution of its links, and the memory of its own past states, impact dynamical processes over the network. In particular, we will study the way in which these properties affect a process of diffusion over a temporal network.

This paper is organised as follows. In Section II we introduce a general class of models of temporal networks based on discrete autoregressive processes. As a concrete case, in Section III we consider a specific model within this class that allows a controlled description and treatment of the cross-interactions in link dynamics, the so-called Correlated Discrete Auto-Regressive Network model of order \( p \), or in short the CDARN\((p)\) model. We discuss our model in the context of other existing generative models for temporal networks, and we explain how the controllability, flexibility and analytical tractability of the model fills an important gap in the literature. In Section IV, we show how the CDARN\((p)\) can be applied to model real temporal networks presenting a maximum likelihood estimation framework to infer the key parameters of the model from empirical data. In this section the role played by both memory and cross-interactions of links in the dynamics of real-world networks will be evident, as well as the ability of the CDARN\((p)\) model to effectively reproduce real features of temporal networks. Hence, we point out that including cross interactions allows us to better describe the evolution of real-world temporal networks, specifically by better predicting the appearance of a link between a given couple of nodes. Moreover, we show how heterogeneous or time-varying parameters can be considered in our setting thanks to the flexibility of maximum likelihood approach. In particular we show the role played by both heterogeneous and time-varying patterns in estimation of and forecasting with the CDARN\((p)\) model. In Section V, we consider processes occurring over temporal networks. As an example of a network process, we study diffusion over temporal networks generated by the the CDARN\((p)\) model. We implement the CDARN\((p)\) model on a number of backbone topologies taken from real-world systems, and we present numerical and analytical results concerning how the various features of the temporal network affect the diffusion process occurring over it. In particular, we show that the average time taken for diffusion to reach equilibrium on these networks is generally non-monotonically dependent on the memory length, in agreement with recent findings regarding a different type of process, namely epidemic spreading in temporal networks with only self-correlated links activities [35]. Here, however, we find that the time taken to reach equilibrium is additionally highly dependent on how links in the temporal network are correlated. Moreover, and more importantly, we study in detail the effects of link cross correlations on diffusion. We are able to explain the dependence of the time to reach equilibrium on the types of correlations between the activities of links in the temporal network. Specifically we find that when correlations between neighbouring links are strengthened when compared to link autocorrelations, diffusion speeds up. This is a surprising complement to some recent works: while autocorrelation in links slows down diffusion, as explained by the induced burstiness of the link processes, correlations between neighbour links speeds it up [30, 31, 35, 37–39, 41, 46–48].

Overall, our results demonstrate that the topology of a temporal network interacts in a complex way with the dynamical properties (correlation and memory) of its links. Our model provides a novel framework for systematic investigation of this delicate interplay, and for the description of real systems: its simplicity allows for efficient numerical simulation and analytical tractability, and its flexibility allows us to explore and understand a wide range of observable phenomena relating to diffusion over temporal networks. Further to this it proves to be useful when investigating temporal networks observed in the real world, where we cannot assume any ability to study the effects of temporal correlations and memory in isolation, thus making it an ideal building block for further studies of empirical systems.
II. A GENERAL CLASS OF DISCRETE AUTOREGRESSIVE NETWORK MODELS

Models for temporal networks in which links are governed by a possibly correlated set of stochastic processes allow for a great deal of control over various aspects of their output, but can run the risk of being too abstract, and thus their use in describing empirical systems can be limited. For example, temporal networks in which links are specified to have an inter-event time with a Weibull distribution have been seen to reflect empirical findings with respect to infection spreading, and clearly imply memory in the network, however it is not clear that they are a good model for temporal networks in more general settings [49]. Activity-driven network models [50], in particular those versions with link reinforcement process [21], allow us to describe non-Markovian memory in links. Nevertheless, it is unclear how to estimate activity-driven models on empirical data. State-space models of temporal networks, see for example [51–53], describe nodes as evolving in a latent Euclidean space and interacting depending on their ‘physical’ distances in such a space. The resulting link dynamics can display both non-Markovian memory and cross-correlations among links. However, there is no explicit control on both features. Modelling temporal networks as Markov chains of generic memory order [18, 34] allows us to characterise the memory patterns displayed by empirical data, however at the expense of high computational costs and the use of a large number of parameters. Finally, maximum entropy models of temporal networks [54] permit, in principle, to describe many patterns of link dynamics, also having a high level of control on the features of the output network, as well as allowing applications to empirical data. Recently introduced Markovian models of temporal networks [6, 35] based on some opportune generalization of the Discrete AutoRegressive process [56] are to all effects maximum entropy models, as shown in [55]. Here, we show how the multivariate and non-Markovian generalization of the Discrete AutoRegressive mechanism [56] is suited for a general description of the auto- and cross-correlation structure of temporal networks described as time series of adjacency matrices. Such a generalization allows us to define an entirely new class of models of temporal networks, which is highly flexible, largely controllable, and analytically tractable at the same time.

The Discrete AutoRegressive process DAR(p) [56], whose properties have been largely studied in the statistics and econometrics literature [57–59], describes the persistence pattern of a stochastic process by means of the discrete autoregressive (copying) mechanism as

\[ X_t = Q_t X_{t-1} + (1 - Q_t) Y_t, \]  

with:

1. \( Q_t \sim B(q) \) Bernoulli random variable with success probability \( q \);
2. non-Markovian memory described by a random variable \( Z_t \) which picks value \( \tau \) running from 1 to \( p \) with probability \( z_\tau \) (i.e. memory kernel), such that \( \sum_{\tau=1}^{p} z_\tau = 1 \);
3. Bernoulli marginal \( Y_t \sim B(y) \) with success probability \( y \).

The DAR(p) model in Eq. (1) captures the positive autocorrelation of a binary time series with memory of generic order \( p \) by means of the copying mechanism mediated by the Bernoulli random variable \( Q_t \).

It is quite natural moving from the description of a single binary time series to the multivariate case of adjacency matrices, thus exploiting the flexibility of the framework, to account also for the cross-interactions of links and time-varying patterns in temporal networks. For practical reasons, the multivariate generalization of the DAR(p) process in Eq. (1) allows to define a new class of temporal networks, the so-called Discrete AutoRegressive Network models, which combine the mechanism of copying from the past with the sampling of links according to some marginal, which is Bernoulli in the simplest case. In particular, the latter can be interpreted to all effects as the non-Markovian dynamic generalization of the Erdős-Rényi random graph model when one parameter is controlling for the density of the network.

In order to precisely define the Discrete AutoRegressive Network models, let us consider a temporal adjacency matrix \( A_t = \{a_{ij}^t\} \), with \( t = 1, 2, \ldots \). If each link \((i, j)\) is labeled by a single index \( \ell \equiv (i, j) \), we can consider the vectorization \( X_t \equiv \{a_{ij}^t\}_{i=1}^{L} \) of the adjacency matrix \( \{a_{ij}^t\}_{i,j=1}^{L} \) of the network snapshot at time \( t \), where \( L \) is the number of possible links belonging to some subset \( B \) (i.e. the so-called backbone of the temporal network) of all the \( N(N-1)/2 \) couples of nodes. We then consider, the following discrete autoregressive multivariate process (\( \ell = 1, \ldots, L \)):

\[ X_t^\ell = Q_t^\ell X_{t-1}^\ell + (1 - Q_t^\ell) Y_t^\ell, \]  

with

1. \( Q_t^\ell \sim B(q_t^\ell) \) Bernoulli random variable with, in general, link-specific time-varying probability \( q_t^\ell \);
2. non-Markovian memory described by a set of random variables \( Z_{t,\ell}^\ell \) which pick value \( \tau \) running from 1 to \( p \) with probability \( z_\tau \) (i.e. memory kernel), such that \( \sum_{\tau=1}^{p} z_\tau = 1 \);
3. link cross-interactions described by a set of random variables \( M_{t,\ell}^\ell \) which pick values from 1 to \( L \) according to each row of a coupling matrix \( C \equiv \{c_{\ell,\ell'}\} \), a row stochastic (i.e. \( \sum_{\ell'} c_{\ell,\ell'} = 1 \)) matrix, which characterises the correlations between pairs of links.
4. Bernoulli marginals \( Y_t^\ell \sim B(y_t^\ell) \) with, in general, link-specific time-varying probability \( y_t^\ell \).
The formulation in Eq. (2) is very general, accounting for time-dependent persistence patterns of links, with non-Markovian memory, cross-interactions mediated by the coupling matrix $C$, and possibly time-varying marginal probabilities. In practice, some parametrization needs to be considered, and it is possible to reduce the complexity of the model and use it to focus, one by one, on the various specific features of temporal networks.

Previous works have started to investigate the role of non-Markovian memory in models of temporal networks that can now be seen as extreme limiting cases of the most general framework proposed in Eq. (2). However, a very important aspect, which has not yet received the deserved attention is the modelling of cross-interactions of links. For instance, the dynamics of spreading processes on temporal networks with memory has been investigated in the DARN model, a non-Markovian model that can be seen as a limiting case of the model in Eq. (2) with constant parameters and with diagonal coupling matrix $C$, i.e. under the very strong assumption that only autocorrelations in the link dynamics are present [35]. The authors of Ref. [6] have instead proposed an empirical application of link inference to the interbank market. They have considered a model similar to that in Eq. (2) with Markovian link-persistence patterns, again without explicit cross-correlations of links, but combined with node-specific time-varying marginals. Finally, Granger causality has been investigated in a model with two time series, which corresponds to a bivariate case (i.e. $\ell = 1, 2$) of the model in Eq. (2) with constant parameters [60].

Here, we focus on a crucial feature of real-world temporal networks that has received less attention from a modelling point of view, namely the cross-interactions of links (i.e. the presence of dependencies in the time evolution of pairs of different links). In particular, we will consider the model in Eq. (2) with general memory kernels and opportune parametrizations of the coupling matrix $C$. In this way we will be able to study auto- and cross-correlated link dynamics combined with non-Markovian memory, and in the presence of a backbone network defining which links may be present or not.

We point out the richness, versatility and controllability of our model of temporal networks, together with its low computational costs (thanks to maximum likelihood methods for inference) in empirical applications. In Section 3, we will first consider the CDARN model, a simplified version of the model in Eq. (2) with constant parameters $q_{t,\ell} = q$ and $y_{t,\ell} = y$ $\forall t,\ell$. Then, in Section IV, thanks to the high flexibility of the proposed framework, we will relax the last assumption by allowing for heterogeneous parameters (i.e. link-specific $q^t$ and $y^t$) and we will exploit local likelihood methods [61] to deal with time-varying parameters $q_t$, $c_t$, and $y_t$. Finally, the analytical tractability of our approach will come to light in Section V in the study of the dynamics of spreading processes over temporal networks generated by the model.

### III. THE CDARN($p$) MODEL OF TEMPORAL NETWORKS

Here, we consider a simplified version of the general model of temporal networks in Eq. (2), which is rich enough to describe non-Markovian memory patterns, with precisely controlled strength and length of the memory, while also reproducing a key feature of real-world networks, namely correlations between the evolutions of links over time, as produced by dependencies between their dynamics. Furthermore, we want to keep such a model as simple as possible, with a small number of parameters, thus permitting also easy application to empirical data by fitting the parameters of the model on graph sequences from the real world. Hence, we take the general setting given by Eq. (2) and consider a particular parametrization that reflects the presence of two key features of real systems [3, 7, 8, 38, 62]: 1) the existence of an underlying restriction, a so-called network “backbone” on which links can occur; 2) the presence of cross-correlations in link dynamics, i.e. of dynamical dependencies in the temporal activities of different links. The model we introduce, the so-called Correlated Discrete Auto-Regressive Network model of order $p$, or in short the CDARN($p$) model, describes the dynamics of links with an included mechanism for copying from the past: at each time, a link (or no-link) can be copied from the past, either of the link itself or of the past of some other link on the backbone, or sampled according to a Bernoulli marginal (Erdős-Rényi model). Which point in the past, from 1 to $p$ steps behind, is then randomly selected with uniform probability. The model is, in effect, the multivariate generalisation of the DARN($p$) model [35] with non-Markovian memory and both self- and cross-interactions of links. In the following, for clarity, we briefly review DARN($p$) before reintroducing the CDARN($p$) model, while in the next section we show how to estimate the model on real data, to infer the key parameters of the network dynamics. Once estimated on data, the model can be used also for link prediction. Moreover in Section V we will show how the model parameters can be varied to study in a systematic and controlled way the role that memory in the underlying temporal network has on the rate at which information, or some other quantity spreads throughout a system whose interactions change over time.

#### A. The basic model

The DARN($p$) model, originally introduced in [35], generates a temporal network with precisely controlled memory features in the temporal sequence of each link. Namely, the model considers $N$ nodes and assigns to each of the $N(N-1)/2$ pairs of nodes the presence or absence of a link as ruled by independent, identical DAR($p$) processes (Discrete Auto-Regressive processes of order $p$) [6, 56, 63, 64]. In this way each link will, at each time.
step, either be generated randomly with some fixed probability, or will copy a randomly chosen state from its past $p$ iterations. In terms of random variables, this gives us a temporal adjacency matrix $A_t = \{a^{ij}_t\}$, with $t = 1, 2, \ldots$, where each link $(i, j)$, with $i, j = 1, \ldots, N$ is governed by the process:

$$a^{ij}_t = Q^{ij}_t a^{ij}_{t-\tau^{ij}_t} + (1 - Q^{ij}_t)Y^{ij}_t,$$  \hspace{1cm} (3)

where, for each link $(i, j)$ and time $t$, $Q^{ij}_t$, $Y^{ij}_t$ and $Z^{ij}_t$ are random variables. In particular, $Q^{ij}_t \sim \mathcal{B}(y)$ and $Y^{ij}_t \sim \mathcal{B}(y)$ are Bernoulli random variables, while $Z^{ij}_t$ is some random variable which picks integers in the range $\{1, \ldots, p\}$. Note that no restrictions are imposed to the memory kernel controlling for the probability of picking the integers in the range $\{1, \ldots, p\}$, as long as the probability sums to one. For example, an uniform kernel describes equal probabilities of picking past observations, from lag 1 to lag $p$, whereas an exponential kernel describes probabilities exponentially decaying to zero as the lag is increasing. Without loss of generality, here we take $Z^{ij}_t \sim \text{Uniform}(1, p)$. The networks created by the DARN($p$) model are undirected, and clearly non-Markovian, with precise memory $p$.

The DARN($p$) model assumes that links can occur between any two nodes. This is not always the case in real world networks, where certain links may be unfeasible, or simply impossible. For example, a plane may not be allowed to fly between two particular airports, or a doctor may be responsible for a small number of patients, and therefore not interact with others. We therefore say that these temporal networks have a “backbone”: a fixed set of possible links which restrict the networks evolution. With this in mind we make our first modification leading to a more general framework. First, we define a backbone network with $L$ links described by a static $N \times N$ adjacency matrix $B = \{b^{ij}\}$. Then a temporal network on this backbone is represented by a $N \times N$ time-varying adjacency matrix $A_t = \{a^{ij}_t\}$, so that $a^{ij}_t = 0$ for all $t$ if $b^{ij} = 0$, while if $b^{ij} = 1$ then the link $(i, j)$ can exist for any value of $t$. In this way the presence of links can be appropriately limited to reflect reality.

Since links in the DARN($p$) model are generated by independent processes, there can be auto-correlations in the temporal activity of each link, but no cross-correlations between different links. Conversely, correlations among different links are a natural feature of many systems. To further our earlier analogy, an airline is unlikely to schedule two flights between the same airports in close proximity to each other, but may prefer to schedule flights at appropriate times to make connections. Similarly doctors may see patients in a particular order each day, even if the duration of each interaction is not so consistent. In order to allow for such correlations, we introduce our second modification: when a link in a DARN($p$) model would pick from its own memory, we now allow it to pick a link from the network at random, possibly itself again, and copy a randomly chosen state of that link instead. In this way, the dynamics of each link $(i, j)$ that belongs to the network backbone is governed by the process:

$$a^{ij}_t = Q^{ij}_t a^{ij}_{(t-\tau^{ij}_t)} + (1 - Q^{ij}_t)Y^{ij}_t,$$  \hspace{1cm} (4)

with $i, j = 1, \ldots, N$ and such that $b^{ij} = 1$, and where at each time $t$, $M^{ij}_t$ is a (categorical) random variable which associates to link $(i, j)$ another link $(i', j')$ among links which are present in the backbone $B$, with an assigned probability distribution. Note that for each time $t$ and link $(i, j)$, $M^{ij}_t$ is independent and identically distributed. That is to say, if a link is copied from the past of another link, then which link it chooses is completely independent on either the time, or the existence of any other link.

Hence, the CDARN($p$) model in Eq. (4) relies on the following input parameters. The first ingredient is the $N \times N$ adjacency matrix $B$ describing the structure of the underlying network backbone of $N$ nodes and $L$ links, i.e. defining, which pairs of nodes can be connected by links and which pairs cannot. The backbone has density $D = 2L/N(N-1)$, if the network is undirected. However at each time not all the links of the backbone are necessarily present, and the average link density within the backbone is controlled by the parameter $0 < y < 1$. Moreover $0 \leq q \leq 1$ and $p = 1, 2, \ldots$ are respectively the strength and length of the memory component of the dynamics of the temporal network. Finally, the structure of interactions among links is captured by the random variable $M^{ij}_t$, which can be described by a $L \times L$ link coupling matrix $C$, characterising the correlations between pairs of links. Labelling links with a linear index $(i,j) \mapsto \ell$, $(i',j') \mapsto \ell'$, with $\ell,\ell' = 1, 2, \ldots, L$ (see Appendix A for a full explanation), then $M^{ij}_t$ can be characterised by the probabilities:

$$\text{Prob}(\ell \text{ draws from } \ell') = c^{\ell \ell'}$$

These probabilities define a $L \times L$ row-stochastic matrix $C = \{c^{\ell \ell'}\}$, which we call the coupling matrix. By tuning the entries of this matrix we can specify the dependencies among links existing in our temporal network. In practice, for each possible link $(i, j)$ and at each time $t$, $M^{ij}_t$ will select another link $(i', j')$ among a set of possible links associated to $(i, j)$, as given by matrix $C$. Then, the presence of the term $a^{\ell \ell'}_{(t-\tau^{ij}_t)}$ in Eq. (4), represents the state of link $(i', j')$ at one of the previous $p$ temporal steps, and so will allow link $(i, j)$ to copy its state at time $t$ from one of the $p$ past states of link $(i', j')$. This is similar to building the line graph associated with the original network, but in the temporal case and restricting to pairs of links which are on the backbone. The choice of the coupling matrix $C$ is a crucial part of the CDARN($p$) model, as this defines which links dynamics are correlated. Since the matrix has a large number of entries, it is advisable to choose a parsimonious representation depending on a small number of parameters. There are many ways one could structure the matrix $C$. 
which we refer to as “coupling models”. Here, we will focus on the following three simple approaches: (i) only link autocorrelations but no cross correlations between different links, (ii) links are coupled to all other neighbouring links in the network backbone (as defined by $B$) with equal strength, (iii) links are coupled to all other links in the backbone with equal strength.

To summarise, given a backbone $B$ with $L$ links, we have the three following coupling models:

1. The no cross correlation (NCC) coupling model, where the coupling matrix reads $C = I_L$ (the identity matrix).

2. The local cross correlation (LCC) coupling model, where the entries of the coupling matrix can be written as: $c_{i,j}^B = (1 - c)\delta(i, j) + \chi(i, j) \in \partial_B \ell$ or $\partial_B \ell$, for coupling strength $c$. Here, $\chi$ is the indicator function, $\delta(i, j) = 1$ if $i = j$ and $0$ otherwise, and $\partial_B \ell$ is the neighbourhood of link $\ell$ in backbone $B$, i.e. for $\ell = (i, j)$ $\partial_B \ell = \{\ell' = (i', j') : b_{i'j'} = 1$ and $i' \in i \& j' \in j\}$.

3. The uniform cross correlation (UCC) coupling model, where the entries of the coupling matrix can be written as $c_{i,j}^B = (1 - c)\delta(i, j) + (1 - \delta(i, j))c/(L - 1)$, for coupling strength $c$.

Notice that the parameter $0 \leq c \leq 1$ in the second and third coupling model allows us to tune the contribution of the cross correlations with respect to that of the auto-correlations. In particular the NCC model is the special case of the LCC and UCC models with coupling strength $c = 0$.

Considering all the building blocks, we then have our full model, which we name the \textit{Correlated Discrete Auto-Regressive Network} model of order $p$, or in short CDARN($p$) model. This model has the advantage of being able to introduce both auto- and cross-correlations in the link activities in a controlled way, allowing for a more realistic description of real world systems. It also retains a lot of the simplicity and tractability of the DARN($p$) model. Indeed, three of the key features of the DARN($p$) model that allow us to study a range of phenomena are exactly the same. Namely, the (unconditional) probability of observing a link (restricted to the feasible connections over the backbone) is $y$, similarly to ER graphs (See Appendix B) [65]. Moreover, in the limit of long memory, as given by large $p$, the model is identical to a sequence of uncorrelated ER graphs (see Appendix C). Finally, the inter-event time distribution, also known as inter-contact time in human communication networks, is (approximate) exponential, with a time scale that is bounded from above by the DARN($p$) model. (see Appendix VII R)

In summary, our model generates temporal networks $A_t$, $t = 1, 2, \ldots$, with precisely controlled coupling among links, given the following set of control parameters: network backbone as specified by matrix $B$, link density $y$, memory strength $q$, memory length $p$, and link coupling matrix $C$. For our purposes we will assume that the links in the temporal network are undirected, we do this by identifying $a_{i,j}^t = a_{j,i}^t$. Implicitly the backbone in any network will be taken as undirected, implying that only symmetric matrices $B$ will be considered. The extension to directed networks is, however, straightforward. Finally, an important assumption of the CDARN($p$) model is that the parameter $p$, $g$, and $y$ are the same for all the links of the backbone. Of course this choice is a simplification only motivated by the need for control over the dynamics with a small number of parameters, for both empirical application to real-world networks and analytical study of the dynamics of spreading processes over temporal networks. The CDARN($p$) model can in fact be easily generalised to the case of link-specific or time-varying parameters, as done in the section below or, for instance, in the simpler DARN(1) model presented in [6].

\section{Possible generalisation of the model}

Real-world networked systems can be characterized by heterogenous, \textit{i.e.} link- or node-specific, and/or time-varying patterns for link dynamics. Realistic models of temporal networks need to be able to capture such patterns when we aim to replicate empirically observed network dynamics. Such a generalization can easily be accounted for within our framework by considering link-specific parameters $y \rightarrow y^\ell$ and $q \rightarrow q^\ell$, or promoting constant parameters $q, c$, and $y$ to time-varying parameters $q_t, c_t$, and $y_t$, then introducing a method to estimate them.

Below, we generalize the simplified version of the CDARN($p$) model by relaxing, step by step, some homogeneity assumptions:

1. \textit{ceteribus paribus}, the probability of success $y$ of the Bernoulli marginal is not anymore equal for all links, but each link $\ell$ is described by a different probability $y^\ell$, thus allowing for densities that change link by link;

2. \textit{ceteribus paribus}, the probability of copying from the past $q$ is not anymore equal for all links, but each link $\ell$ is more or less persistent depending on a specific parameter $q^\ell$;

3. parameters $q$, $c$, and $y$ are not constant anymore during the evolution of the network, but they can change in time, in order to capture the presence of time-varying, possibly non-stationary, patterns in link dynamics, \textit{e.g.} link density and/or correlations depending on the time of the day.
IV. NETWORK MODEL INFERENCE AND LINK PREDICTION

In this section we present a method for estimating the model parameters of the CDARN(p) from real data. To this end, the strength of our approach comes to light, since the CDARN(p) model defined in Eq. (4) can be estimated on data by using maximum likelihood methods [61], thus inferring case by case the role played in real world by both auto- and cross- correlations of links. Then, thanks to the flexibility of maximum likelihood approach for inference, we show that our methodology can easily accomodate for heterogeneous or time-varying parameters, thus better capturing the dynamics of real-world networked systems. Last but not least, we prove empirically that the inclusion of cross-interactions in the description of the link dynamics is no small matter: cross-interactions of links are essential in describing various types of real-world temporal networks. In particular, we show, through a link prediction study, that such correlation patterns are, indeed, present in networks from the real world.

A. Parameter estimation

Assume we have observed a time series of network snapshots \( \{a_{t}^{ij}\}_{i,j=1,\ldots,N}^{t=p+1,\ldots,T} \) with given initial \( p \) conditions \( \{a_{1}^{ij}\}_{i,j=1,\ldots,N}^{t=p+1,\ldots,T} \), then we ask for the values of parameters in Eq. (4) which best describe the evolution of the temporal network. Here, we aim to obtain a point estimate of the parameters, which is, from a Bayesian inference perspective, the value maximizing the posterior probability of parameters given the data. By referring to the set of parameters as \( \theta \), thanks to the Bayes theorem, we can write:

\[
P(\theta|A) \propto P(A|\theta)P(\theta)
\]

where \( A = \{A_{t}\}_{t=1,\ldots,T} \). Without prior information on the parameters, we can assume uniform prior distribution \( P(\theta) \). Thus, the point estimation corresponds to maximizing the likelihood of data under the model with parameters \( \theta \), i.e. \( P(A|\theta) \), namely the Maximum Likelihood Estimator (MLE) of the CDARN(p) model. The likelihood of data under the CDARN(p) model reads as

\[
P(A_{p+1}, \ldots, A_{T}| A_{1}, \ldots, A_{p}, q, c, y) &= \prod_{t=p+1}^{T} P(A_{t}| A_{t-1}, \ldots, A_{t-p}, q, c, y), \tag{5}
\]

by using the Markov property, and with \( \{q, c, y\} \) the model parameters. The likelihood of the Markov chain then corresponds to the product of \( T-p \) conditionally independent transition probabilities, each one describing the likelihood of a network snapshot given the previous \( p \) observations, because of the non-Markovian memory of the process. The MLE of the parameters is thus obtained by maximising Eq. (5), or equivalently the log-likelihood

\[
L(q, c, y) \equiv \log P(\{A_{t}\}_{t=p+1,\ldots,T}| \{A_{t}\}_{t=1,\ldots,T})
\]

that is

\[
\arg \max_{y,c,q} \sum_{t=p+1}^{T} \log P(A_{t}| A_{t-1}, \ldots, A_{t-p}, q, c, y), q, c, y \in [0, 1]. \tag{6}
\]

The solution to Eq. (6) is the MLE \( \{\hat{q}, \hat{c}, \hat{y}\} \) of the CDARN(p) model. The explicit formulas for the MLE are in the Appendix Section VII O. Notice that the order \( p \) of the memory of the Markov chain can be selected by finding the integer value which maximises the likelihood of data under CDARN(p), since the number of parameters of the CDARN(p) model is the same, independently from the order \( p \) and thus there is no need to penalise the use of more parameters. See [66] for a study on the optimal selection of the (non-Markovian) memory in temporal networks.

In empirical applications, some networked systems may display some time-varying density pattern, related for example to the activity of nodes, which may, crucially, affect the estimation of the parameters \( q \) and \( c \). For example, in the presence of a seasonality pattern, i.e. a network density depending on the time of the day, considering a constant density parameter tends to overestimate correlations, thus the MLE \( \hat{q} \) and \( \hat{c} \). In our framework, any variation of network density can be taken into account by letting \( y \) become a time-varying parameter, \( y \rightarrow y_{t} \), and using the (suboptimal) estimator \( \hat{y}_{t} = L^{-1} \sum_{(i,j) \in B} q_{ij} \). Hence, when network density is clearly not constant, a two-step estimation procedure can be implemented. First, we estimate the time series of density parameters \( \{y_{t}\}_{t=p+1,\ldots,T} \). Second, the MLE \( \hat{q} \) and \( \hat{c} \) are obtained by solving Eq. (6), but conditioning on the values \( \{\hat{y}_{t}\}_{t=p+1,\ldots,T} \). In the presence of some density pattern, we use this method to obtain a genuine estimation of the memory parameters.

B. Heterogenous and time-varying parameters

In the case of heterogenous parameters, the MLE problem in Eq. (6) can be generalized and solved, similarly to what has been done in [6]. We study explicitly such MLE problem in the appendix section VII P.

In the case of time-varying parameters, we can use a nonparametric technique based on local likelihood estimation to infer the dynamics of \( q_{t}, c_{t} \), and \( y_{t} \). The main idea relies on considering observation weights, which are decaying in time, in the maximum likelihood equations. Thus, to obtain a local (in time) estimate of parameters at time \( t \), we fit the model by using those observations that are closer to the time snapshot \( t \). This localization is achieved via a weighting function or kernel \( K_{\lambda}(t, s) \) with bandwidth \( \lambda \), which assigns a weight to \( s \) based on the time difference \( |s-t| \). Here, we use the Epanechnikov
quadratic kernel

\[ K_\lambda(t, s) = \begin{cases} \frac{1}{\lambda} \left(1 - \left(\frac{|s-t|}{\lambda}\right)^2 \right) & \text{if } \frac{|s-t|}{\lambda} < 1 \\ 0 & \text{otherwise} \end{cases} \]

with \( \lambda = 40 \). For further details on the local likelihood method see Ref. [61], while for a study on the optimization of the bandwidth of the kernel see Ref. [67].

Hence, the local MLE problem at time \( t \) reads as

\[
\arg \max_{q_t, c_t, y_t} \sum_{k=p+1}^T K_\lambda(t, s) \log \mathbb{P}(A_t | A_{t-1}, \ldots, A_{t-p}, q_t, c_t, y_t),
\]

with \( q_t, c_t, y_t \in [0, 1] \). The maximum likelihood equations to solve follow as similar to the standard ones. Then, by rolling the kernel over time \( t \), a nonparametric reconstruction of the dynamics of time-varying parameters is obtained.

C. Application to real temporal networks

In this empirical Section, we consider the application of the CDARN(\( p \)) model to temporal networks, described as time series of adjacency matrices, each one capturing the links between the nodes of the network, within a given time resolution. Each link describes a particular interaction, typical of the networked system under investigation. The following data sets are considered:

1. Transportation networks, i.e. bus (B), (underground) rail (R), and train (T), designed for the public transport in Berlin (B), Dublin (D), Helsinki (H), Paris (P), Rome (R), Sydney (S), Venice (V), Winnipeg (W), namely records for the movements of public transport systems from stop to stop[68], with time resolution of 1 minute. In particular, a connection between two stops is associated with a time interval, from the departure to the arrival, thus, within our framework, a link appears at the network snapshot corresponding to departure, then lasts up to the snapshot which includes the arrival;

2. Online social communication networks, in particular
   (a) text message interactions between 101 college students (MSG), namely messages sent between (anonymised) student users of an online communication platform at the University of California, Irvine, over a period of seven months, with a time resolution of one hour;
   (b) email communications (EM), namely internal e-mail communications between 65 employees of a mid-sized manufacturing company over a period of nine months, with time resolutions of 5, 10, 30 minutes, 1 hour, and 24 hours;

3. Social interaction or contact network (CN), which can be seen also as a off-line social communication network, namely the interactions (measured by Bluetooth devices - phones - carried by) of 94 students at MIT over eight months, with time resolutions of 10, 30, 60, 120 minutes. Here, a link is a contact between two nodes, lasting for the time of the interaction, measured as the number of network snapshots at which the link is present;

4. Football networks, i.e. the temporal networks formed by footballers (F) over a match, for two different games (1,2), and for both sides separately (home h, away a), with time resolutions of 1, 2, 10, 30, and 60 seconds. A link is a contact between two players, measured as a physical distance between each other below a threshold of 10 meters. Thus, a link is described by an entry of the adjacency matrix associated with the network snapshot at which the contact occurs. Then, a link lasts for all the time snapshots at which the contact is present.

Finally, the backbone is built by considering the network of all pairs connected at least once in the whole time period, for each temporal network.

We then estimate the CDARN(\( p \)) model on these network datasets, by considering the correction for the seasonality or non-stationarity patterns displayed by link density for the first three types of temporal networks, see the left panels of Figs. 1, 2, and 3, while no correction is applied to the football networks, as supported by empirical evidence (see the left panel of Fig. 4), but we have nevertheless solved the original problem stated in equation (6). The maximum likelihood estimators of the parameters \( q \) and \( c \) are shown in the right panels of Figs. 1, 2, 3, and 4, for both the Uniform Cross Correlation (UCC) and Local Cross Correlation (LCC) coupling models. In both cases, the order \( p \) is selected by maximising the likelihood of observing the given data under the CDARN(\( p \)) model.

1. For transportation networks, the mechanism of copying from the past captures the observed link persistence patterns (long-lasting connections between two stops) as well as cross interactions (transport connections at the stop), as testified by the large values of \( q \). However, cross interactions become significant only restricting to neighbour links over the backbone, see the estimated values of \( c \) (red points) in the right panels of Fig. 1, which are close to zero for UCC, significantly larger than zero for LCC (for almost all datasets). This behaviour is consistent with the underlying dynamics of the considered transportation systems, where a link is a
FIG. 1. Link density as a function of time (left) and MLE of the parameters $q$ and $c$ of the CDARN(p) model (right), considering both UCC (top right) and LCC (bottom right) coupling models, for the transportation network datasets (as described in the main text).

FIG. 2. Link density as a function of time (left) and MLE of the parameters $q$ and $c$ of the CDARN(p) model (right), considering both UCC (top right) and LCC (bottom right) coupling models, for the online social communication network datasets (as described in the main text).

connection between two physical stops, and interactions may arise only between incoming or outgoing transport connections at the same stops. Furthermore, we can notice a significant positive correlation between the estimated parameters $q$ and $c$ in this case. Finally, the order $p$ of the CDARN(p) model is estimated as one (generating a Markovian network), for all types of transportation and for all cities.

2. Online social networks display less important memory patterns, as testified by small values of $q$ and $c$, see the right panels of Fig. 2. Here, differently from above, we do not notice much difference between UCC and LCC coupling models. However, non-Markovian effects characterise such networks. In fact, for the UCC model we obtain $p = 4$ for the MSG network, $p = 5$ for the EM dataset with 5 minutes resolution, $p = 4$ for the EM with 10 minute resolution, $p = 2$ for the EM with 30 minute resolution, $p = 1$ for the EM with both 1 hour and
FIG. 3. Link density as a function of time (left) and MLE of the parameters $q$ and $c$ of the CDARN(p) model (right), considering both UCC (top right) and LCC (bottom right) coupling models, for the contact network datasets (as described in the main text).

FIG. 4. Link density as a function of time (left) and MLE of the parameters $q$ and $c$ of the CDARN(p) model (right), considering both UCC (top right) and LCC (bottom right) coupling models, for the football network datasets (as described in the main text).

1 day resolutions. For the LCC we obtain $p = 5$ (MSG), $p = 2$ (EM5m), $p = 2$ (EM10m), $p = 3$ (EM30m), $p = 1$ (EM1h and EM1d), respectively.

3. Contact networks display a very important link persistence pattern, as opposed to very small or zero cross interactions between links, at any time resolution, as verified by values of $q$ close to one, but $c$ close to zero (for both UCC and LCC), see the right panels of Fig. 3. In fact, this social network is
an example of the stability pattern characterising some social ties, such as friendship. Furthermore, such social system are described by Markovian dynamics \( p = 1 \).

4. Football networks display both link-specific persistence and cross interactions between links, with the two patterns which are inversely correlated as functions of the time resolution. For high resolution (1-2 sec), we measure large values of \( q \), as opposed to small values of \( c \). This is the result of contacts between players lasting for longer than the typical resolution and resulting in links persistent over several network snapshots, thus described by the mechanism of copying (itself) from the past. However, when time resolution becomes lower than the typical duration of a contact, link-specific persistence patterns disappear, in favour of some cross interactions between links, probably related to game strategies in football which appear evident at that specific time scale. In particular, this behaviour results in lagged cross correlations for the link dynamics which are thus captured by large values of the parameter \( c \). This is an example of how including cross-interactions is crucial to capture the dynamics of the system. This is further confirmed with a simple exercise of link prediction, see below. Finally, when time resolution is too low (1 min), the temporal information is destroyed and the estimated parameters \( q \) and \( c \) are small or close to zero for almost all datasets. For the football networks, we do not notice much difference between the UCC and the LCC coupling models, because of an almost full backbone graph. Finally, the order of the CDARN(p) model is selected equal to \( p = 1 \), for all football matches at any time resolution.

D. Heterogenous and time-varying patterns in real networks

Real-world networked systems may display heterogeneous patterns in link dynamics and stationary properties. First of all, the probability for the appearance of a link is, in general, link-specific. For example, transports connecting different parts of a city are more or less frequent depending on people traffic, thus there are many buses crossing the main streets, while few buses connect the periphery. Second, auto- and cross-correlations of links may in general differ link by link. For example, in football contacts between midfielders tend to be persistent in time since the game is played largely in the midfield, while any contact between the forward and the defensive players is likely to be quick and short, both for scoring and defence.

In our framework, we can study such behaviors in link dynamics by considering the version of CDARN model with heterogeneous parameters. In order to point out the relevance of the heterogeneous generalization, in the following we consider the Local Cross Correlation coupling CDARN(1) model with Markovian memory (as suggested by previous results) with heterogeneous parameters \( y^\ell \) and \( q^\ell \) applied to four network datasets: BD, MSG, CN30min, and F1h10s. The estimation method in such cases is described in the Appendix Section VII P. The results are shown in Fig. 5. It is interesting to notice that some networked systems display a similar marginal link probability among links, such as football or contact networks, while others, such as transportation and online social communication networks, are characterized by some degree of heterogeneity. A similar result is obtained by looking at the autocorrelation structure of networks, with similar autocorrelations of links for transportation and contact networks, while link-specific autocorrelation properties are observed in the other cases. An analysis such that suggests time by time when the approximation with global parameters is enough or not for the precise description of a given network dataset.

Heterogeneity in networked systems can be spatial as well as temporal. In general, the correlation structure of a network as well as link probability may change over time, thus displaying time-varying patterns in link dynamics. This behavior can be captured by using the CDARN model with time-varying parameters. In particular, we consider the LCC coupling model with Markovian memory and exploit local likelihood methods to estimate the dynamics of parameters. The results for three network datasets (BD, CN30min, and F1h10s) are shown in Fig. 6. Such method is able to capture the (smooth) dynamics of the marginal link probability, see left panels of Fig. 6, similarly to the results of the previous section. Moreover, now we are able to describe the time-varying patterns of both auto- and cross-correlations of link dynamics, see right panels of Fig. 6. It is interesting to notice that some systems, such as transportation and contact networks, display quite constant (around some mean value) correlation structure (except for the periods of no link activity when the estimation results are noisy, e.g. during night hours for transports). On the contrary, systems like football networks display significant time-varying patterns of link correlations, likely related to the different phases of the game.

E. The role of cross-interactions and time-varying patterns in link prediction

Cross-interactions of links shape the dynamics of real-world networks in many ways. A preliminary indication of this comes from the values of the key parameter \( c \) we have obtained above. Moreover, real-world systems may display non-stationary patterns in link density as well as link correlations, which can be captured by time-varying parameters, as shown above. Such effects are significant not only for description, but also for forecasting. This can be made more evident by devising a simple study
FIG. 5. **Distribution of** $y^l$ *(left)* and $q^l$ *(right)* of the heterogeneous CDARN(1) (LCC) model estimated on temporal network data built for four datasets as indicated in the legend. Parameters are estimated by solving Eqs. (92) and (93), respectively.

FIG. 6. **Estimated dynamics of time-varying parameters of the CDARN(1) model**, i.e. $y_t$ in the left panels, while $q_t$ and $c_t$ in the right panels, by using local likelihood methods, as explained in the main text, for 3 network datasets: BD, CN30min, and F1h10s.

of link prediction in empirical networks based on the CDARN(p) model with constant and homogenous parameters $q$, $c$, and $y$, opposed to the case of heterogenous or time-varying parameters, as follows.

Assume that we have observed a temporal network up to time $t$ (and also that the backbone does not change in time) and to try to predict the appearance of a link $(i,j)$ at time $t+1$ based on the information up to time $t$. The one-step-ahead forecast (or prediction) is defined as the probability projected at time $t+1$ of observing the link $(i,j)$, that is

$$S^{ij}_{t+1} \equiv \mathbb{P}(a^{ij}_{t+1} = 1|\{A_s\}_{s=t-1,...,t-p+1}, q, c, y),$$

for the CDARN(p) model with homogeneous and con-
constant parameters. In the case of heterogenous parameters, it is
\[
S_{t+1}^{ij} \equiv P(a_{t+1}^{ij} = 1|\{A_{ij}\}_{s=t-1,\ldots,t-p+1}, q^{ij}, c, y^{ij}),
\]
with link-specific parameters, as described above. In the case of time-varying parameters, it is
\[
S_{t+1}^{ij} \equiv P(a_{t+1}^{ij} = 1|\{A_{ij}\}_{s=t-1,\ldots,t-p+1}, q^t, c, y^t),
\]
making sure to use a causal kernel (i.e. weighting only observations up to time \(t\)) in the estimation procedure.

For the related explicit formulas, see the Appendix Section VII Q. The time series of forecasts \(\{S_{t}^{ij}\}\), together with the realisations \(\{a_{t}^{ij}\}\), allow us to characterise the forecasting performance of the model by using some binary classifier. Here, we consider the Receiving Operating Characteristic (ROC) curve [61], which is the plot of the True Positive Rate (TPR) (sensitivity) against the False Positive Rate (FPR) (specificity) at various threshold values. In practical terms, the better the model performs in the forecasting, the higher the associated ROC curve is in the unit square, or, equivalently, the larger the Area Under the Curve (AUC), see the Appendix Section VII Q for further details.

As case study we have considered the football matches network data set. We will show the results of the prediction analysis for the network of game 2 away, although similar results have been obtained for other matches. We aim to validate the model performance, in particular to verify the effect of including cross interactions to better capture the network dynamics of real-world systems, together with the role played by heterogenous and time-varying patterns in link prediction. Thus, we compare the No Cross Correlation (NCC) coupling model, i.e. the DARN model, with the Local Cross Correlations (LCC) specification of the CDARN model, with either homogenous, heterogenous, or time-varying parameters.

The link prediction study is as follows: (i) we split the sample period in two, the first half of the match is used as a training set and the second half as out-of-sample period, then (ii) we estimate the parameters of each coupling model on network data of the first half, by solving the MLE problem (6) for \(q, c, y\) with data \(\{A_{ij}\}_{t=1,\ldots,T_{half}}\) (or the corresponding problems for heterogeneous or time-varying parameters), finally (iii) we construct the time series of forecasts, snapshot by snapshot, by considering a rolling window over the second half, i.e. from \(T_{half} + 1\) to \(2T_{half}\), thus obtaining \(\{S_{t}\}_{t=T_{half} + 1,\ldots,2T_{half}}\). Notice that in this exercise the model parameters \(q, c, y\), or \(q^t, c^t, y^t\) in the heterogenous case, are estimated by using only data from the first period, and not updated each time the window rolls over new snapshots of the second half. On the contrary, in the case of time-varying parameters, every time the window rolls over a new observation the estimate of \(q^t, c^t, y^t\) is updated. The link prediction exercise is restricted to all pairs which can be connected on the backbone. In conclusion, we compare the time series of forecasts \(\{S_{t}\}_{t=T_{half} + 1,\ldots,2T_{half}}\) with the realisations \(\{X_{t}\}_{t=T_{half} + 1,\ldots,2T_{half}}\), by evaluating the ROC curve. The results are summarised in Fig. 7, for match 2-away with time resolution equal to 10 sec (however, similar results are obtained for different matches and time resolution). We can notice that the LCC coupling specification of the CDARN model (blue line in the left panel of Fig. 7), which accounts for both auto-correlations and cross interactions, always outperforms the DARN model (black line), accounting only for the auto-correlation of links. Moreover, accounting for the heterogeneity pattern of link probability \(y^t\) (red line) plays an important role in link prediction of football data, largely outperforming the case with heterogeneous correlations \(q^t\) (magenta line). The underperformance of the CDARN model with heterogeneous \(q^t\) parameters w.r.t. the DARN model is a signal of overfitting for the specific case of football networks. Finally, when comparing the forecasting performances of CDARN with constant or time-varying parameters, see the right panel of Fig. 7, the benefit of accounting for time-varying patterns in link prediction depends on the degree of specificity, i.e. false positives, we are willing to accept to obtain some given degree of sensitivity, i.e. true positives. In any case, a more timely estimation of parameters, associated with a tighter kernel bandwidth \(\lambda\), tends to produce a better forecasting. In conclusion, the football network is an example of the importance of taking into consideration lagged cross-correlations of links, together with heterogenous or time-varying patterns, in the description of the dynamics of networked systems.

V. DIFFUSION PROCESSES ON CORRELATED TEMPORAL NETWORKS

One of the most important points when modelling a networked system is understanding how information, or some other quantity, spreads throughout the system, in particular the rate of the diffusion and the time in reaching the equilibrium. When links between nodes change over time, then the first interest is on the role either memory and link dynamics play in the diffusion process.

In order to study this in a systematic way, in this Section we will exploit the flexibility of the CDARN\((p)\) model introduced in Section III which, as shown in Section IV, allows to generate realistic temporal networks. The model allows to fine tune the strength and length of some other quantity, spreads throughout the system, in particular the rate of the diffusion and the time in reaching the equilibrium. When links between nodes change over time, then the first interest is on the role either memory and link dynamics play in the diffusion process.

A. Quantifying diffusion on a temporal network

Diffusion is, in its original sense, the physical process by which atoms and molecules move from regions of high concentration to regions of low concentration. This pro-
cess has been seen as an analogue to processes in several other areas, such as opinion formation [69], the motions and social interactions of people [70], and the movements of capital through a financial system [71], and as such is amongst the most common ways of describing spreading phenomena in these areas. Indeed, diffusion finds uses in many other areas, where it is used as a linear approximation to non-linear systems, such as the Kuramoto model [72].

Complex networks often form the backbone of many real world systems, and so it is natural to study diffusion over them [73, 74]. In a diffusive process on a network the flow of information, or some material, over a link is proportional to the difference in its concentrations at the two nodes. The natural way to study diffusion on a network is in terms of the so called Laplacian matrix, which forms the network analogue of the Laplace operator, which governs continuous time, continuous space, diffusion. Suppose we have a static undirected network with $N$ nodes and adjacency matrix $A = \{a_{ij}\}$. The equation that governs the diffusion of some node related quantity $d(s) \in \mathbb{R}^N$ over (continuous) time $s$ can be written as:

$$\dot{d}(s) = -\mu L d(s)$$

where $\mu$ is the diffusion coefficient, which controls the time scale of the diffusion process, and $L = \{L^{ij}\}$ is the graph Laplacian matrix, whose entries can be written in terms of the entries of $A$ as $L^{ij} = \delta(i, j)k_i - a^{ij}$, where $k_i = \sum_j a^{ij}$ is the degree of node $i$ [74]. Notice that this equation is in continuous time; as a convention when a variable is continuously dependent on time $s$, the time will be in brackets (e.g. $A(s)$), and for discrete time $t$ it will be given as an index (e.g. $A_t$). On a temporal network the only thing that needs to be changed in this equation is that the Laplacian matrix must be allowed to vary over time, hence $L \rightarrow L(s)$ where $L(s)$ is the Laplacian matrix associated with the continuous time adjacency matrix $A(s)$. This system exists in continuous time, and so the temporal network that underlies it must also exist in continuous time. The solution of the above equation is then clearly

$$d(T) = \exp\left(-\mu \int_0^T L(s)ds\right) d(0)$$

However, the vast majority of models for temporal networks are discrete in time, and so, given a model for a discrete time temporal network, we must first embed the network in continuous time. To this end, we assume that the adjacency matrix changes at discrete time steps of length $\Delta t$, taken, without loss of generality, to be equal to 1. Thus the Laplacian $L(s)$ is piecewise constant and, according to the above notation, will be denoted by $L_t$ ($t = 1, ..., T$). The solution of the diffusion equation hence becomes

$$d_T = \exp\left(-\mu \sum_{t=1}^T L_t\right) d_0.$$  

As stated, our purpose here is to study the effects that memory in a temporal network has on diffusion over that network. This is a very general aim, and so we must be more specific about what we wish to analyse. Rather
than studying spreading in terms of the full dynamics of diffusion on a temporal network, i.e. the concentrations \( d_i \) of material at each node at each time step \( t \), we can instead ask about how long it takes for this diffusion to reach equilibrium. In particular, since the changes in the network are responsible for any changes in the rate of spreading, we focus on the number of network evolutions (number of time steps \( \Delta t \)) before equilibrium. To formalise this concept we first note that in general we will not reach equilibrium in a finite number of timesteps, and so we instead fix some small positive \( \epsilon \), so that the time to equilibrium is then defined as:

\[
\tau = \min_{t \in \mathbb{N}} (t : |d(t) - u| < \epsilon),
\]

(13)

where the vector \( u \) is the uniform vector with \( u^i = 1/N \), which corresponds to the equilibrium state of the diffusion process on a connected network with \( N \) nodes. For our purposes the norm \( | \cdot | \) will be taken to be the Euclidian norm. For our purposes we will keep the value of \( \epsilon \) fixed as \( \epsilon = 10^{-3} \). The temporal networks we will use here are generated by discrete-time random processes, and so \( \tau \) will be a random variable. Given this, we will focus on finding the average of this value, \( \langle \tau \rangle \), over several realisations of the system. Unfortunately, \( \langle \tau \rangle \) will be highly dependent on the structure or size of any temporal network being studied, and so it would be impossible to draw conclusions about the influence of any model parameters in these systems. Our goal here is to study the effects of memory on spreading rate, and so we must introduce some way of comparing the time to equilibrium as a function of this memory as given by different networks. To this end we normalise \( \tau \) by expressing it in terms of the time taken for a diffusion to reach equilibrium on the same backbone, but with a memoryless temporal network. In other words, we define the rescaled time to equilibrium, \( \mathfrak{T}^p \), given memory length \( p \), in terms of \( \langle \tau^p \rangle \), the average time to equilibrium given memory length \( p \), as:

\[
\mathfrak{T}^p = \frac{\langle \tau^p \rangle}{\langle \tau^0 \rangle}.
\]

(14)

Notice that the CDARN(\( p \)) model does not directly allow for \( p = 0 \), and so we define \( \tau^0 \) to be the case where \( q = 0 \), and so no memory is ever used. This allows us to compare the effects that changing the memory length \( p \) and the coupling matrix \( C \) have on different backbones.

### B. Numerical results

We have first investigated the rescaled time to equilibrium of a diffusion process on CDARN(\( p \)) temporal network models with different backbones by means of an extensive set of numerical simulations. The value of the parameter \( \mu \) allows to tune the time scale of the diffusion process, while the three parameters controlling the link density \( y \), memory strength \( q \), memory length \( p \), and the two matrices network backbone \( B \), and link coupling matrix \( C \) control the properties of the temporal network. To construct the backbones \( B \) we have taken three real-world temporal networks, each with different structural properties, and we have aggregated their links over the extent of the available network data and discarded the link weights. The three real temporal networks we have considered are: (i) Flights between US airports (Airport) [75]. (ii) Email interactions between employees at a manufacturing company (Email) [76]. (iii) Journeys on the London underground (Tube) [77]. The key features of the three resulting backbones are summarised in Table I. The number of nodes in the three networks ranges from about 100 to 300. With 302 nodes and an average degree \( \langle k \rangle = 2.3 \) the Tube is the backbone with the smallest link density, while Email is a very dense backbone with links connecting 23% of the possible pairs of nodes. Our aim here it to study not only the effects of memory, but also the interplay between memory and correlations in the dynamics of links. In order for us to clearly observe the effects of these features we must be able to compare different models: one in which the evolution of links is correlated, and one in which links are independent. As such we have simulated our system on each of the three different backbones \( B \) for a range of different parameters \( p, q, y, \mu \) and \( \lambda \), and, for the three different forms of the coupling matrix \( C \), see Section III A.

In our simulations, for each instance of diffusion on a CDARN(\( p \)) model, i.e. for each different set of parameters \( \mu \), and \( p, q, y, B, C \) and \( \lambda \), we compute \( \mathfrak{T}^p \). This is done directly by estimating \( \langle \tau^p \rangle \) and \( \langle \tau^0 \rangle \), where the averages are taken from multiple realisations of the diffusion process. In each case the initial condition for the diffusion \( d_0^j \) is such that all of the material to be diffused is placed at a random node \( j \): \( d_0^j = \delta(i, j) \), where \( j \in \{1, ..., N\} \). In this way we avoid any bias that might be introduced by repeatedly choosing the same starting node. Before any diffusion takes place on the temporal network, we allow the CDARN(\( p \)) temporal model to evolve until it has reached a steady state (see Appendix G).

In Fig. 8 we report the rescaled time to equilibrium \( \mathfrak{T}^p \) given memory length \( p \) as a function of \( p \), for each backbone and with a number of different sets of model parameters. Note that a semi-log scale has been used. To ensure that memory plays a significant part in the evolution of the temporal network we have fixed the memory strength \( q = 0.95 \), and to ensure that the system has

| Backbone | \( N \) | \( \langle k \rangle \) | \( D \) | \( \lambda_N \) | \( \lambda_2 \) |
|-----------|-----|-----|-----|-----|-----|
| Airport   | 143 | 2.030 | 0.0143 | 31.02 | 0.01696 |
| Email     | 167 | 38.93 | 0.2345 | 140.0 | 0.3811 |
| Tube      | 302 | 2.311 | 0.0078 | 8.4322 | 0.005918 |

**TABLE I. Key structural features for each backbone.**

The number of nodes (\( N \)), average degree (\( \langle k \rangle \)), density (\( D \)), and dominant (\( \lambda_N \)) and smallest non-zero (spectral gap, \( \lambda_2 \)) eigenvalues of the Laplacian matrix for each backbone.
FIG. 8. Rescaled time to equilibrium for diffusion on different network backbones as a function of the memory length \( p \) for a CDARN\((p)\) model with local (solid lines, LCC), and no (grey line, NCC) cross correlations between different links. Memory strength \( q \) is kept constant at 0.95 to ensure that memory plays a significant role in the evolution of the network and link density \( y \) is kept at 0.1 to ensure that there is sufficient time for any effects of memory to be observed. The coupling strength \( c \) and diffusion speed \( \mu \) are varied. The backbones were taken from a collection of real data sets. Averages were taken over \( 2 \cdot 10^4 \) realisations of the process. Note that a semi-log scale has been used.

enough time for the effects of memory to be observable we have fixed the link density \( y = 0.1 \). We then vary the diffusion speed \( \mu = 0.1, 0.5 \). All of these results are shown for both the local cross correlation model, with the three values of the coupling strength \( c = 0.5, 0.3, 0.1 \), and the no cross correlation model, i.e. the case \( c = 0 \). For \( \mu = 0.1 \), and hence slow diffusion, we observe that the equilibrium time is non-monotonically dependent on the memory length for all backbones, coupling strengths, and for both coupling models. This non-monotonicity is most prominent when \( c = 0.1 \), but far less so when the coupling is stronger. When we consider \( \mu = 0.5 \), and hence faster diffusion, the observed non-monotonicity is far less apparent in all but the NCC model, there is however still a clear dependence on memory, particularly for lower values of \( c \). Unsurprisingly, there is a significant difference between the results for the no correlation model and those with correlations: in all cases local correlations speed up diffusion. What we do notice though is that there is no marked difference between different backbones. Since we have normalised each set of results this is not entirely unexpected.

In summary, the rescaled equilibrium time shows a number of interesting features as a function of the memory length \( p \), the coupling matrix \( C \) and the backbone \( B \). Most notable among these features are:

- The rescaled time to equilibrium \( \bar{T}^p \) is generally a non-monotonic function of the memory length \( p \).
- Stronger local correlations, i.e. larger values of the coupling strength \( c \) speed up diffusion.
- Correlations have a considerable effect on the influence of memory: when the coupling strength \( c \) is high then diffusion properties are weakly dependent on the memory properties of the network.

As we will show in the following, by understanding the behaviour in the limit of no cross correlations, and by isolating the effects of temporal correlations, we can get a clear picture of the causes of our observations.

C. Analytical results in the no cross correlations limit

In light of our numerical results, we now study the theory which underpins both the CDARN\((p)\) model and the diffusion of material over it. We first study diffusion on the simplest form of the CDARN\((p)\) model, the limit of no cross correlation between the dynamics of links. This is precisely the NCC coupling model that was previously introduced. In such a limit the links of the CDARN\((p)\) model are independent processes, and so we can study them in isolation. In this case, as we will show below, the model is analytically tractable and it is possible to
derive an analytical expression for the rescaled time to equilibrium.

In order to analyse the dynamics of diffusion over a single link of the CDARN(p) model, let us consider two nodes, one of which has an amount of material, and the other of which has some other amount. The diffusion of this material out of the first node is given by:

\[ d^1_t(s) = -\mu (d^1_t(s) - d^2_t(s)) a_1^2. \]  

(15)

where \( t = \lfloor s \rfloor \), and the random variable \( a_1^2 \) describes the presence of the link between node 1 and node 2 at discrete time \( t = 0, 1, \ldots \) as governed by the DAR(p) process defined in Eq. 3. When combined with the conservation dynamics of the diffusion process. Given any set of initial conditions we can first find the number \( \tau \) of time steps before equilibrium is reached. By noticing that, since when the link is not present there can be no diffusion, we only need to count the number of times that the link is present. If we were to take \( a_1^2 = 1 \) for all \( t \), then we can easily find \( \tau = n \), and express \( n \) in terms of \( \mu, \Delta t \) and \( \epsilon \) (see Appendix D). Now let us associate with \( a_1^2 \) the counting process \( F_t = \sum_{k=0}^{t} a_1^2 \). We can then see that for a link that changes in time \( \tau = \min_{t>0}(t : F_t = n) \). This allows us to re-phrase our problem: we now want to find the average time taken until a link governed by a DAR(p) process has occurred \( n \) times. The DAR(p) process that governs the link can be thought of as a \( p \)-th order Markov process with the following transition matrix (see Appendix E for a full explanation and discussion):

\[
T_{\alpha,\beta} = \left[ \begin{array}{c}
\frac{h(\alpha)}{p} + (1-q)y \\
1 - \frac{h(\alpha)}{p} - (1-q)y
\end{array} \right] \delta \left( \beta, 2^{p-1} + \left\lfloor \frac{\alpha}{2} \right\rfloor \right) + \left( 1 - \frac{h(\alpha)}{p} - (1-q)y \right) \delta \left( \beta, \left\lfloor \frac{\alpha}{2} \right\rfloor \right)
\]

(16)

Here \( \alpha \) and \( \beta \) represent some indexing of the \( S = 2^p \) possible memory states, \( h(x) \) is the Hamming weight of the number \( x \) (the number of 1’s in its binary representation), \( \delta(x, y) = 1 \) if \( x = y \) and 0 otherwise, and \( \lfloor x \rfloor \) is the largest integer value smaller than \( x \). If we break this matrix up into two parts, \( T_{L} = \left[ 1 - \frac{h(\alpha)}{p} - (1-q)y \right] \delta \left( \beta, \left\lfloor \frac{\alpha}{2} \right\rfloor \right) \) and \( T_{R} = T - T_{L} \), then we can find the average time \( k_\alpha \in \mathbb{R}_{\geq 1} \) taken for a link to occur given that it started in state \( \alpha \) as \( [78, 79] \)

\[
k = \left( I - T_{L} \right)^{-1} \mathbb{1}.
\]

(17)

and the probability \( h_{\alpha,\beta} \) that when a link occurs it will occur in state \( \beta \), given that it started in state \( \alpha \) as

\[
h = \left( I - T_{L} \right)^{-1} T_{R}.
\]

(18)

Now let us define \( \omega_\omega \) as the probability that a link starts in state \( \alpha \). We can then find the average time taken until the \( n \)-th link in a \( p \)-th order system as:

\[
<\tau^p> = \omega^{T} \left( \sum_{t=0}^{n-1} h^{t} \right) k.
\]

(19)

We now have an explicit formula for the average number of time steps to equilibrium. However, it is impossible to compare values of \( \langle \tau^p \rangle \) directly, as such values will be heavily dependant on parameters of the model other than the memory length \( p \). Because of this, we look at the rescaled time to equilibrium as defined in Eq. 14. The limiting behaviour of this quantity can be studied analytically. First, we note that \( \langle \tau^0 \rangle \) can be found directly as \( n/y \). Then, we observe that as \( p \to \infty, \langle \tau^p \rangle \to n/y \) (see Appendix C and H), meaning that our large memory limit is exactly the same as the no memory case, and because of this \( \mathcal{T}^p \) is not intrinsically bounded above (see appendix H). We can also directly solve for \( p = 1 \), and in principle extend these calculations to solve for small \( p \) (see appendix H). Finally we can show that, when \( y \) is “small enough”, as it is in all of our cases, \( \langle \tau^p \rangle \geq \langle \tau^\infty \rangle \), and hence that

\[
\mathcal{T}^p \geq 1.
\]

(20)

Hence the rescaled equilibrium time in the large memory limit acts as a lower bound for the case of arbitrary \( p \) (see Appendix I), explaining the similar behaviour observed in the full system. It should be noted that in cases where \( y \) is not “small enough” we will observe the opposite effect: the large memory limit will be an upper bound.

When plotting this rescaled time to equilibrium as a function of \( p \) for various \( \mu \) and \( y \), as in Fig. 9, we observe many of the same traits we found in Section V B for the full CDARN(p) model with cross correlations. Principally, the following two similarities needs to be noted. Firstly we see evidence for the previously explained large memory limit, i.e. the rescaled time to equilibrium is bounded below by the value obtained in the limit of large \( p \). Secondly we see that \( \mathcal{T}^p \) can be highly non-monotonic as a function of \( p \).

In summary, the study of the CDARN(p) model in the limit of no-cross correlations provides us with a good understanding of the causes for two of the most notable phenomena observed in the full network systems, and allows us to focus on the role of correlations in inducing the remaining effects.

D. Derivation of the temporal correlation matrix

We will now present a general analytical approach to finding the lagged cross and autocorrelations for an arbitrary coupling matrix \( C \), which we will use in Section V E to explore the interplay between correlations and memory in more depth than would be possible through simulations alone. In particular, we will use it to isolate the effects that correlations among neighbouring links in the LCC coupling model have on the time taken for diffusion processes on the temporal network to reach equilibrium.

The results of Section VB clearly indicate that the presence of coupling in the temporal dynamics of different links plays an important role in the behaviour of the rescaled time to equilibrium for a diffusion process on a
The system can be greatly simplified in special cases (see Appendix K, L, M, N). For example, in the case of the UCC coupling model, we show that $\rho^{\ell\ell'}$ is constant for all $\ell$, and similarly $\rho^{\ell\ell''}$ is constant for all pairs $\ell, \ell'$ such that $\ell \neq \ell'$, thus reducing the calculation of the correlation coefficients to solving a pair of linear simultaneous equations. Given this set of equations for $\rho^{\ell\ell'}$, we can also then find the correlations $\langle a^\dagger_\ell a^{\prime\prime \dagger}_{\ell'} \rangle = \rho^{\ell'\prime\prime}_{00}$ when $\ell \neq \ell'$ as

$$\rho^{\ell'\prime\prime}_{00} = q \sum_{\ell''=1}^L \Delta^{\ell'\ell''} \rho^{\ell''\ell'}.$$  \hfill (24)

This gives us a full picture of the correlations present in the CDARN($p$) model and allows us to calculate them directly.

### E. Cross-interactions speed up the diffusion

We saw in our study of diffusion in the limit of no cross correlations that the rescaled time to equilibrium $\bar T_p$ is a non-monotonic function of the memory length $p$. It is also widely understood that a way of characterising memory of a time series is by using the autocorrelation function. We find for a CDARN($p$) process the memory $p$ is precisely the value for the time lag $k$ after which the correlation function $\rho_k$ decays exponentially (see Appendix H and results in [35]). With this in mind we can now focus on the comparison between autocorrelation coefficients of links in a CDARN($p$) temporal model and the cross correlation coefficients of neighboring links. This is done by studying the constant values for the auto and cross correlation coefficients at time lags $k \leq p$. In order to do this effectively for large networks we will average these quantities over all links (and neighbours where appropriate) to gain the averaged autocorrelation coefficient $\rho_{ac}$ and the averaged neighbourhood correlation coefficient $\rho_{ncc}$. These are defined, given the matrix of correlation coefficients $\rho^{\ell\ell'}$ for a backbone $B$ with $L$ links derived in Section V D, as

$$\rho_{ac} = \frac{1}{L} \sum_{\ell=1}^L \rho^{\ell\ell},$$  \hfill (25)

$$\rho_{ncc} = \frac{1}{L} \sum_{\ell=1}^L \sum_{\ell' \in \partial B_{\ell}} \rho^{\ell\ell'}.$$
where as before $\partial_B \ell$ is the set of links in the neighbourhood of $\ell$ on the network backbone $B$.

For clarity, let us now re-state our claim, as based on our observations of the numerical simulations displayed in Fig. 8, while autocorrelation of links slows down diffusion, correlations between neighbouring links speeds up diffusion. While in Fig. 8 we do see that diffusion is faster in the LCC model than in the NCC model, the autocorrelations of links in the two models are different. Further to this, while it would be possible to tune the parameters of the NCC model so that it produced links with the same autocorrelation coefficient as the LCC model, as the NCC model does not have a coupling strength, this could only be achieved by changing either the memory strength $\rho$ or the memory length $p$. Because of this we can not judge the influence of neighbourhood correlations from our previous results, and we cannot use the NCC model to explore the effects of neighbourhood correlations further. In order to give a valid point of comparison, we can now make use of our third coupling model, which allows us to precisely control the average link autocorrelation, but also removes any correlations between neighbouring links. To recall, for a backbone with $L$ links, the coupling matrix in the UCC model $C = \{c_{\ell,\ell'}\}$ is given by $c_{\ell,\ell'} = (1-c)\delta(\ell, \ell') + (1-\delta(\ell, \ell'))c/(L-1)$. The simplicity of this model lends itself well to analytical calculations, and so we can now use this model to isolate the effects of neighbourhood correlations. Indeed we can show that in the limit of large numbers of links $L$ this model reduces to a DARN($p$) temporal network on a fixed backbone, in which links are independent (see Appendix N). First we fix the parameters $p, q$ and $y$ for both the LCC and UCC models, this ensures that there is the same memory strength and length, and the average degree of the temporal networks produced are the same. We can then fix the value of $c$ for the LCC model, as shown in Fig. 10 (first row), and calculate the resulting value of $\rho_{ac}$ and $\rho_{ncc}$, as defined by Eq. 22, 23 and 25. By then varying the value of $c$ used in the corresponding UCC model we obtain precisely the same value for $\rho_{ac}$, while leaving $\rho_{ncc} \approx 0$, because in the considered network backbones the number of links $L$ is large. In figure 10 we plot both the values for $\rho_{ac}$ and $\rho_{ncc}$, along with the rescaled time till equilibrium for a diffusion process on the corresponding temporal network. Note that the LCC and UCC models have, by construction, exactly the same value of $\rho_{ac}$, and so only LCC is plotted in the upper panels, and the NCC model must always have $\rho_{ncc} = 0$, and so it is not plotted in the lower panels.

We observe here that, as expected, the value of $\rho_{ac}$ in the NCC model is significantly higher than for the LCC model. We also see that both $\rho_{ac}$ and $\rho_{ncc}$ decay as the memory length $p$ increases, consistent with the DARN($p$) temporal network model. Most notably, there are significant differences between the values of $\rho_{ncc}$ given for each backbone. While both the Airport and Tube backbones display significant neighbourhood correlations in the LCC coupling model (though the values are larger for the Tube backbone), the Emails backbone only has notable neighbourhood correlations for low values of $p$, and indeed at $p = 30$ is practically indistinguishable from the NCC model. Also, as expected the value of $\rho_{ncc}$ for the UCC model is always approximately 0. We have tested our hypothesis by comparing the rescaled time to equilibrium (see the lower two rows of Fig. 10) $T^p$ for both the LCC and UCC models, both generated and plotted in exactly the same way as was done for Fig. 8. It is clear that when the value of $\rho_{ncc}$ is large, as in the Tube backbone, diffusion on the LCC coupling model is always faster. When $\rho_{ncc}$ is lower, as in the Airports backbone, this is still true. Finally, when there are little to no correlations between neighbours, as with the Email backbone, diffusion on the LCC coupling model is only faster than on the UCC model for small values of $p$, after this point the value of $\rho_{ncc}$ is so small that its effects are no longer apparent. While the results for the Email backbone indicate that correlations among neighbours are not the only influence on behaviour, it is clear that their presence does act to speed up diffusion processes over the temporal network.

VI. CONCLUSIONS

The influence that memory in temporal networks has on the link dynamics of the networks themselves as well as on processes that run on them is increasingly seen as key to our understanding of the way that our highly networked world operates. In the context of spreading processes on temporal networks, such as the passage of infections or the diffusion of information, it has been observed that the presence of memory can either speed up or slow down the spreading relative to some memoryless case. This result has been observed here in a manner reminiscent of other recent findings. What is generally less well understood is precisely how memory causes this change in the speed of spreading and the role of the multivariate structure of interactions of the link dynamics. A great deal of work has gone into the studying of how the correlated bursts in link activity that are the result of non-exponential inter link times, and hence memory, slow down spreading processes. This however does not yet give us a full picture.

Here we have introduced a novel, flexible and controlable generative model for temporal networks which allows for arbitrary backbone topologies, and precise control over the memory strength, memory length, average degree, and coupling strength. The new model can be interpreted as the temporal generalisation of the Erdős-Renyi random graph with non-Markovian memory, backbone structure, and both self- and cross- interactions of links. Not only this, but the model is simple enough to allow applications to empirical data by using maximum likelihood estimation methods.

Hence, first of all, we have empirically proved that,
FIG. 10. Average autocorrelation and neighbourhood correlation of a link, and rescaled time to equilibrium for diffusion for both the LCC and UCC coupling models on different backbones as a function of the memory length $p$. The value of the average $\rho_{ac}$ (first row), and $\rho_{ncc}$ (second row), where averages are taken over links in a CDARN($p$) temporal network with local cross correlation (solid line, LCC), uniform cross correlation (dashed line, UCC), and no cross correlation (dash/dot line, NCC) coupling, for each backbone. The third and fourth rows display the rescaled average time till equilibrium for a diffusion process on these networks with diffusion constants $\mu = 0.1$ and $\mu = 0.5$ respectively. Note that UCC is not included in the first row ($\rho_{ac}$) as its values are, by construction, precisely the same as those of the LCC model. The NCC model is not included in the second row ($\rho_{ncc}$) as its value is always zero. Memory strength $q$ is kept constant at 0.95 to ensure that memory plays a significant role in the evolution of the network and link density $y$ is kept at 0.1 to ensure that there is sufficient time for any effects of memory to be observed. The coupling strength $c$ and diffusion speed $\mu$ are varied. Note that for the UCC model we assign the curves the value $c_{equiv}$ rather than $c$, this is because we chose the values of $c$ to match the value of $\rho_{ac}$ for the UCC and LCC coupling models, as such $c_{equiv}$ refers to the value of $c$ in the LCC model that is being matched. The backbones were taken from a collection of real data sets. The rescaled times to equilibria were averaged over $2 \cdot 10^4$ realizations of the process.

despite the simplicity of the model, it is possible to infer many memory patterns observed in the real world. By estimating the model on a number of datasets, we have shown that: transportation networks are Markovian systems with significant cross-correlations of links capturing the presence of transport connections between the physical nodes, i.e. stops, of the network; social networks (both online and offline) are in general non-Markovian with a memory order larger than one, and display auto-correlations of links, as a result of the stability pattern characterising some social ties, such as friendship; football networks are Markovian and display both link-specific persistence and cross interactions between links, with the two memory patterns which are inversely correlated as functions of the time resolution, as a result of the underlying contact dynamics of the game. Finally, within our framework, we have further validated the importance of describing the cross-interactions of links with
a study of link prediction, thus showing how we are able to improve significantly the forecasting performance when such effects are included.

The model is rich but flexible enough to allow the analytical treatment of a number of theoretical problems, including finding the exact correlations between any two links. Given this we have been able to study exactly how the memory and coupling of the dynamics of different links in our model influence a spreading processes on the network. In doing this we have provided a solution to the time taken for a diffusion process to reach equilibrium in the limit of no cross correlations and as a function of the memory length $p$. This shows us that the spreading time is non-monotonically dependent on $p$, and allows us to infer that the equivalent memoryless process provides the fastest possible diffusion in our model. Looking at networks we have shown that correlations play a subtler role than might previously been expected. While we find, in accordance with previous works, that non-exponentially decaying autocorrelations among links do slow down diffusion, we, surprisingly, see that the opposite is true of local correlations. When links that share a node are correlated, this tends to speed up diffusion. This is made clear by the fact that when we observe a system in which links have fixed autocorrelation, but the correlations between neighbouring links varies (while all other parameters are kept constant), then diffusion is faster when correlations among neighbours are higher. This has strong implications for real world systems. While it is understood that memory and correlations between links have an effect on the spreading of information, the observation that correlations between neighbours and autocorrelations behave in opposite ways directly contributes to our understanding of many empirical systems. For example, when considering the diffusion of information over a social network, and any consequent formation of opinions, correlations between two different social ties must be considered as important as the correlation of a social tie with its own history. In a more general sense our findings also suggest that considering the evolution of links as independent processes in a temporal network means we loose a significant amount of information. Hence, when assessing the properties of an empirical network, correlations between the evolutions of links must be taken into account. Finally, we have been able to test our model using as backbones the topologies of real-world systems. The differences in spreading behaviour demonstrated among these backbones show the important role that such topologies play. It is clear that memory, correlations and backbone interact in a complex manner, and when considering the study of real world systems one can not assume to study of any of these features in isolation. Here, however, we have provided a framework in which the interplay between these features can be studied systematically, and how surprising results occur when we do.
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VII. APPENDIX

A. Linear indexing for links

Throughout this work we frequently make use of a linear indexing for links in a network, and, equivalently, entries in a matrix. In practice this is a way to take a pair of indices for either network nodes, or rows and columns of the adjacency matrix, say $(i, j)$, and map it to a single number $\ell$. As only requirement we need for such a mapping to be bijective, that is each unique pair $(i, j)$ corresponds to a unique value $\ell$. As an example, the simplest way this can be done, assuming $i, j \in \{1, ..., N\}$ for some value $N$, is to take $\ell = N(i - 1) + j$ element of a matrix as $1$, then proceeding left to right line by line.
B. Average degree of the CDARN(\(p\)) network

Our aim is to show that a CDARN(\(p\)) network on a complete backbone has the same average degree as a DARN(\(p\)) network, and hence as an Erdős-Renyi (ER) random graph. To do this we need only show that the average value of an arbitrary link is given by 
\[
\langle a_{ij} \rangle = q \langle a^{(t)}_{ij} \rangle + (1-q)y,
\]
where the symbols \(< \cdot >\) denote temporal averages. If we now label the link \((i,j)\) with its linear index \(t = 1, 2, \ldots, L\), we obtain the following
\[
\langle a_t \rangle = \frac{q}{p} \sum_{i=1}^{p} \sum_{t=1}^{L} c^{(t)} \left( a^t_{i-s} \right) + (1-q)y, \tag{27}
\]
where \(c^{(t)}\) are the entries of the coupling matrix \(C\). In the above we have made use of the stationarity of the sequence \(a^t\) to say that \(\langle a^t_{i-s} \rangle = \langle a^t_{i} \rangle\). One can see also that \(\langle a^t_{i} \rangle = \bar{a}\), for some constant \(\bar{a}\), is a solution to the above equations. The fact that \(C\) is row stochastic, and so its rows sum to 1, then gives us that \(\bar{a} = y\) is the unique solution. Hence, we have obtained \(\langle a^t_{i} \rangle = y\), that is we have shown that the CDARN(\(p\)) produces networks with the same average degree of the DARN(\(p\)) model.

C. The infinite memory limit

One of the key features of the DARN(\(p\)) model is that, as \(p \to \infty\), it produces temporal networks that are indistinguishable from a sequence of independent ER graphs. Our aim now is to show that this is true for the CDARN(\(p\)) model as well. We start by writing the conditional probability for a single link with linear index \(t\):

\[
\text{Prob} \left( a^t_{i} = 1\big| (A_s)_{s=t-1} \right) = (1-q)y + q\phi_t(p), \tag{28}
\]
where \(\{A_s\}\) is the random matrix representing the adjacency matrix at time \(s\), which we say has observed values \(a^t_{i}\). We hence see that our problem can be reduced to a study of the properties of some kernel function \(\phi\), defined as the probability that a 1 is drawn from any point in the memory, i.e.

\[
\phi_t(p) = \sum_{i} c^{(t)} \frac{1}{p} \sum_{k=1}^{p} a_{i-k}^{(t)} \tag{29}
\]
We recognise the sample expectation over the past \(p\) steps of the time series, and so can see that \(\phi_t(p) \to y\) as \(p \to \infty\). For completeness we must also check that any fluctuations away from the mean can be ignored at finite times. First we see the following

\[
\phi_{t+1}(p) - \phi_t(p) = \frac{1}{p} \sum_{k=1}^{p} \left( a_{t-k+1}^{(t)} - a_{t-k}^{(t)} \right) ,
\]

\[
= \frac{1}{p} \sum_{k=1}^{p} c^{(t)} \left( a_{t-k+1}^{(t)} - a_{t-k}^{(t)} \right) . \tag{30}
\]
We then have that \(a_{t-k+1}^{(t)} - a_{t-k}^{(t)} \in \{-1, 0, 1\}\), and so

\[
\frac{1}{p} \leq \phi_{t+1}(p) - \phi_t(p) \leq \frac{1}{p} , \tag{31}
\]

\[
\implies \quad y - \frac{t}{p} \leq \phi_t(p) \leq y + \frac{t}{p} . \tag{32}
\]
Hence, in the large \(p\) limit then the memory kernel \(\phi\) tends to 0, and so the system is equivalent to one in which there is no memory. This displays exactly the same behaviour as is found for the DARN(\(p\)) model: the CDARN(\(p\)) model does indeed tend to a memoryless model in the limit of large memory. In the memoryless case we note that \(\text{Prob} (a^t_{i} = 1) = y\), and so must have an expected inter-link time of \(1/y\), and correspondingly the expected time until the \(n\)-th link is \(n/y\).

D. Time to equilibrium in a two node system with a permanent link

Consider the equations defining diffusion in continuous time between two nodes, for which the link between them is permanent (always present):

\[
\dot{d}^1(t) = -\mu \left( d^1(t) - d^2(t) \right) . \tag{33}
\]
If we impose conservation, i.e. \(d^2(t) = 1 - d^1(t)\), and drop the 1 so that \(\dot{d}(t) \to d(t)\) we can rewrite this as

\[
\dot{d}(t) = \mu - 2\mu d(t) . \tag{34}
\]
Assuming \(d(0) = 1\), the solution is

\[
d(t) = \frac{1}{2} \left( e^{-2\mu t} + 1 \right) . \tag{35}
\]
We say that this system has reached equilibrium at the first time (in a continuous sense) \(t = \tau_c\) where \(|d^1(t) - d^2(t)| < \epsilon\) for some small positive \(\epsilon\). Again, imposing conservation this can be rewritten as the first value of \(t\) such that \(2d(t) - 1 = \epsilon\). With Eq. 35 we can then find the (continuous) time to equilibrium directly as

\[
\tau_c = \frac{- \log \epsilon}{2\mu} . \tag{36}
\]
Hence the number of full time steps \(\tau\) of length \(\Delta t\) which must occur before equilibrium is reached is given by

\[
\tau = \left[ \frac{- \log \epsilon}{2\mu \Delta t} \right] . \tag{37}
\]
Note that for this system, for any given values of $\mu$ and $\Delta t$ we can always find $\bar{\mu} = \mu \Delta t$, meaning that we may fix $\Delta t = 1$ and still recover the full range of possible values for $\bar{\mu}$ by varying $\mu$.

E. The transition matrix for a DAR($p$) variable

Consider a stochastic process where the random variable $X_t$ is governed by the the DAR($p$) model:

$$X_t = Q_t X_{t-2} + (1 - Q_t) Y_t$$  \hspace{1cm} (38)

where, for each $t$, $Q_t \sim B(q)$ and $Y_t \sim B(y)$ are Bernoulli random variables, while $Z_t$ picks integers uniformly from the set $\{1, ..., p\}$. This can be thought of as a $p$-th order Markov chain, and so is equivalent to a first order Markov chain in an enlarged state space [80]. Accordingly, we define the so-called "p-state" of link $(i, j)$ at time $t$, by combining the state of the link at time $t$ along with its previous $p − 1$ states in the vector $S_t = (X_t, X_{t-1}, ..., X_{t-p+1})$. If we now define the set $S$ as the set containing all $2^p$ possible $p$-states, then for any $\alpha, \beta \in S$ we can look at the conditional probability $\text{Prob}(S_{t+1} = \beta | S_t = \alpha)$. This defines the entries $T_{\alpha \beta}$ of the $p$-th order $2^p \times 2^p$ transition matrix. More details on the transition matrix of the DAR($p$) model can be found in [35].

F. State indexing

When writing the matrix element $T_{\alpha \beta}$ we are implicitly associating an index to the $p$-states $\alpha$ and $\beta$. Since elements of a matrix are usually labeled by values $i, j \in \{0, ..., I - 1\}$ (or $i, j \in \{1, ..., I\}$) for some value of $I$, we must hence impose an ordering on the states $\alpha, \beta \in S$. This is done by associating a linear index $l(\alpha)$ to each possible state $\alpha \in S$ (and similarly for $\beta$). The simplest form of this labelling function in our case, given a memory length of $p$, is

$$l(\alpha) = \sum_{k=0}^{p} 2^k \alpha_k,$$  \hspace{1cm} (39)

where $\alpha_k$ is the $k_{th}$ entry in the $p$-state vector associated with $\alpha$. In practice this is equivalent to consider the sequence of 0’s and 1’s, representing the link history corresponding to state $\alpha$, as a binary number and converting in into a decimal number. We will implicitly assume that wherever we use $\alpha$, or any state in $S$, we are referring to the label $l(\alpha)$, and that the labelling function is as given in Eq. 39.

G. Initialising CDARN($p$) model simulations

When generating realisations of the CDARN($p$) model for the purposes of Monte-Carlo simulation (or any other simulation) it is important to ensure that the model is appropriately initialised. In all of the simulations and calculations here we require that the model be in a steady state, and so before any simulated diffusion starts we do the following:

- For each link $\ell \in \{1, ..., L\}$ and for each time $s \in \{0, ..., p - 1\}$ assign to link state $a_\ell^s$ the value taken by a random variable $X^\ell_s \sim B(y)$. This gives us a set of pre-initial conditions from which simulation can be started.

- Simulate the CDARN($p$) model for times $p, ..., T_0$ using the previously generated states of the network, for some large $T_0$. $T_0$ is chosen so that the network has reached a steady state, as approximated by the point where the autocorrelations $\langle a_\ell^t a_\ell^{t+y} \rangle$ have decayed below some suitable threshold. Functionally this has been set at approximately $T_0 = 500$.

- Any simulation on top of the network can now start. This process must be repeated for every simulated realisation.

H. Average time to equilibrium for a single Markov link

The value $\langle \tau^1 \rangle$ of the average time until diffusion across a single DAR(1) link reaches equilibrium, is central to any analysis of the rescaled times to equilibrium. Hence, we calculate it explicitly here. We know that, given the value $\tau = n$ from Eq. 37 giving the number of time steps until equilibrium in the two node system where the link is always present, $\langle \tau^1 \rangle$ will be precisely the time taken for a DAR(1) link to occur $n$ times. This can be found as the solution to the following equation:

$$\langle \tau^1 \rangle = \omega^T \left( \sum_{i=0}^{n-1} h_i \right) k,$$  \hspace{1cm} (40)

where $h_i^T$ denotes the $t_{th}$ power of the matrix $h$, $\omega$ and $k$ will be two dimensional vectors. Given the definition of $h_{\alpha \beta}$ as the probability that a system starting in state $\alpha$ ends in state $\beta$, we can easily see that the following must be true:

$$h = \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix},$$  \hspace{1cm} (41)

and so

$$\sum_{i=0}^{n-1} h_i^T = \begin{pmatrix} 1 & n - 1 \\ 0 & n \end{pmatrix}.$$  \hspace{1cm} (42)

Similarly we may find that $\omega_1 = 1 - y$ and $\omega_2 = y$, and $k_1 = ((1 - q) y)^{n-1}$ and $k_2 = y^{-1}$. Giving us the equation

$$\langle \tau^1 \rangle = \left( \frac{1}{1 - q} + n - 1 \right) \frac{1 - y}{y} + n.$$  \hspace{1cm} (43)
It is then a simple matter to extend this result and calculate the value of the rescaled time to equilibrium \( \bar{T}^1 \) directly. Given that we know \( \langle \tau^p \rangle \to n/y \) as \( p \to \infty \), and this is precisely the value of \( \langle \tau^0 \rangle \), we then find:

\[
\bar{T}^1 = \frac{\langle \tau^1 \rangle}{\langle \tau^0 \rangle} = \left( \frac{1}{1-q} + n - 1 \right) \frac{1-y}{n} + y.
\] (44)

It is easy to see that the maxima and minima of this function in terms of \( n \) and \( y \) are finite and occur at their limiting values (\( y = 0,1 \) and \( n = 1, \infty \) respectively) if \( q \neq 1 \). However in the limit \( q \to 1 \) we see that \( \bar{T}^1 \to \infty \). In the \( q = 0 \) limit we obtain the value \( \bar{T}^\infty = 1 \), as expected.

I. Rescaled time to equilibrium in the limit of large \( p \)

In the main text we claim that \( \bar{T}^p \geq 1 \) for suitably sparse initial conditions, i.e. when \( y \) is small, but that for \( y \approx 1 \) the opposite can be true. To understand this we first formalise our statement: given an initial probability vector \( \omega \), we have \( \langle \tau^p \rangle \geq \langle \tau^\infty \rangle \), provided that the entries representing states in which no link is present (in our case \( \omega_{\alpha} \) for \( \alpha \in \{0, \ldots, 2^{p-1}\} \)) contain the majority of the probability mass. Recall first that we are implicitly labelling our states \( \alpha \in \mathcal{S} \) according to the labelling function given in Eq. 39. Now, notice that, since \( \omega \) is a probability vector, and \( k \) is a stochastic matrix, we can define a vector \( k^0 \) such that \( k^0_{\alpha} = 1/y \) for all \( \alpha \), and we can write the following equation:

\[
\langle \tau^\infty \rangle = \omega^T \left( \sum_{t=0}^{n-1} h^t \right) k^0.
\] (45)

Hence we can write

\[
\langle \tau^p \rangle - \langle \tau^\infty \rangle = \omega^T \left( \sum_{t=0}^{n-1} h^t (k - k^0) \right).
\] (46)

By construction \( h_{\alpha \beta} = 0 \) if \( \beta < 2^{p-1} \), and so if we define

\[
\tilde{\omega}^T = \omega^T \left( \sum_{t=0}^{n-1} h^t \right),
\] (47)

then, when \( \beta < 2^{p-1} \), we have \( \tilde{\omega} = \omega_{\beta} \). Hence, we see that if \( \omega_0 \approx 1 \) (the entry in \( \omega \) representing an initial state with no links), then we need only check that \( k_0 > 1/y \) to show that \( \bar{T}^p \geq 1 \). This can be checked directly by analysing the average time taken to reach equilibrium \( k_0 \), given some starting state \( \alpha \), as defined by the following set of linear equations:

\[
k_\alpha = 1 + T_{\alpha \alpha'} k_{\alpha'},
\] (48)

where \( \alpha' = \left\lfloor \alpha/2 \right\rfloor \). From this we can directly obtain

\[
k_0 = \frac{1 - qp^{-1}}{(1-q)y},
\] (49)

and hence confirm that \( k_0 > 1/y \) when \( \omega_0 \approx 1 \). We now want to understand the conditions in which this breaks down, and we instead observe \( \bar{T}^p < 1 \). One can manually check that, for any values of \( p \) or \( q \), \( k_0 > 1/y \) for \( \alpha = 0,1 \), but that this inequality does not generally hold for \( \alpha = 4 \).

As a specific example of this, if we fix \( p = 3 \), \( y = 0.01 \) and \( q = 0.1 \), then \( 1/y = 100 \), but \( k_4 \approx 98.52 \). To understand this behaviour, we can then make use of the following two facts about \( k_\alpha \). Given a memory state \( \alpha \in \mathcal{S} \),

- If by \( \alpha_n \) we indicate the memory state with a 1 in the \( n \)-th entry, and zeros elsewhere, then the values of \( k_{\alpha_n} \) are given by solutions to the equation \( x_{n+1} = 1 + ax_n \), with appropriate values for \( a \) and \( x_1 \).
- If \( \beta \) is the memory state obtained by taking memory state \( \alpha \) and replacing any of its 0 states with 1, then \( k_\beta < k_\alpha \).

To prove the first of these statements, we directly analyse Eq. 48. This equation, in our notation becomes \( k_{\alpha_{n+1}} = 1 + T_{\alpha_{n+1}, \alpha_n} k_{\alpha_n} \), but we also notice that \( T_{\alpha_{n+1}, \alpha_n} \) is invariant of \( n \), always taking the value \( T_{\alpha_{n+1}, \alpha_n} = 1 - q/p - (1-q)y \), which we will now denote as \( T \). To obtain the desired form of difference equation, we now simply identify \( x_n = k_{\alpha_n} \) and \( a = T \). This can be easily solved to give the following:

\[
k_{\alpha_n} = \frac{T^n}{(1-q)y} + \frac{1 - T^n}{1-T}.
\] (50)

This equation must clearly be decreasing with \( n \).

To prove the second of these statements consider two possible memory states \( \alpha \) and \( \beta \), where \( \beta \) is given by taking \( \alpha \) and replacing one of the zeros in its memory with a one. Let us label the position of the state which we change with \( t \). Now let us now denote \( \alpha^{(n)} = \lfloor \alpha^{(n-1)}/2 \rfloor \), where \( \alpha^0 = \alpha \), and similarly for \( \beta \). To clarify, we can think of \( \alpha^{(n)} \) as being the memory state \( \alpha \) shifted back \( n \) times, or similarly what happens to the memory state of a DAR(\( p \)) process if it starts in state \( \alpha \) and generates \( n \) zeros. We can then write the following equation directly from Eq. 48:

\[
k_{\alpha^{(n-1)}} - k_{\beta^{(n-1)}} = T_{\alpha^{(n-1)}, \alpha^{(n+1)}} k_{\alpha^{(n+1)}} - T_{\beta^{(n-1)}, \beta^{(n+1)}} k_{\beta^{(n+1)}}.
\] (51)

Given our definition in Eq. 16, and the fact that \( \beta = \alpha \) with a 1 added, we can rearrange this to give

\[
k_{\alpha^{(n-1)}} - k_{\beta^{(n-1)}} = T_{\alpha^{(n-1)}, \alpha^{(n+1)}} (k_{\alpha^{(n+1)}} - k_{\beta^{(n+1)})} + q/p k_{\beta^{(n+1)}}.
\] (52)

From this we can see that if \( k_{\alpha^{(n+1)}} \geq k_{\beta^{(n+1)}} \) then we must have \( k_{\alpha^{(n-1)}} \geq k_{\beta^{(n-1)}} \). Now, by construction we know that \( \alpha^{(n)} = \beta^{(n)} \forall n \geq t \), since this is the point at which the additional 1 in the memory is removed. In turn this means that \( k_{\alpha^{(n)}} = k_{\beta^{(n)}} \forall n \geq t \). Inductively this gives us that

\[
k_{\alpha^{(t-1)}} \geq k_{\beta^{(t-1)}}, \ldots, k_{\alpha^{(n+1)}} \geq k_{\beta^{(n+1)}}.
\] (53)
Thus we have that \( k_{a(n)} > k_{b(n)} \). Hence we have proved that \( k_a \) is decreased by adding a one at any point in the memory, and, equally, increased by adding a zero at any point in the memory.

The first statement gives us that, since we can not guarantee that \( k_a > 1/y \), we can not guarantee that, for any state \( \alpha \) with a single one in any position other than 1, \( k_a > 1/y \). The second statement then tells us that, since any state \( \alpha \) can be generated by taking a state with only a single 1 somewhere, and adding more 1’s to it, we can never guarantee that \( k_a > 1/y \) for any \( \alpha \geq 4 \).

Because of this we see that for small \( y \) we must have \( \langle \tau_p \rangle \geq \langle \tau_\infty \rangle \), and hence we must have \( \langle \tau_p \rangle \geq \langle \tau_0 \rangle \), finally giving us that \( \tau_p \geq 1 \). However, for larger \( y \) this may not be the case.

J. Correlations in the CDARN(\( p \)) model

By introducing the possibility that a link in a DARN(\( p \)) network can draw from the memory of another link, and hence creating the CDARN(\( p \)) model, we have introduced correlations among the activities of different links. As we will show in this appendix, the extent of these correlations can be completely characterised analytically. If we have a network with \( L \) possible links, each with its own linear index, let us denote the correlations between link \( \ell \) and \( \ell' \) at time lag \( k \) as \( \langle a_{\ell} a_{\ell'-k} \rangle = \rho_{k_{\ell \ell'}} \).

Following the procedures in [35, 56], we can derive the Yule-Walker equations:

\[
\rho_{k_{\ell \ell'}} = \frac{q}{p} \sum_{a=1}^{L} \sum_{\ell''} c_{\ell''} \rho_{k_{\ell''-a}},
\]

where the elements \( c_{\ell''} \) are taken from the coupling matrix assigning the probability of a link \( \ell \) drawing from the memory of link \( b \). This can be written more compactly in terms of the corresponding matrices \( \bar{\rho}_{\ell \ell'} = \{ \rho_{k_{\ell \ell'}} \} \) and \( \bar{C} = \{ c_{\ell' \ell''} \} \) as

\[
\bar{\rho}_{\ell \ell'} = \frac{q}{p} \bar{C} \sum_{a=1}^{L} \bar{\rho}_{k_{\ell''-a}}.
\]

These equations can be solved given a suitable closure. Following [35], we can re-write this expression for values of \( k < p \) as

\[
\bar{\rho}_{\ell \ell'} = \frac{q}{p} \bar{C} \left( \sum_{a=1}^{k-1} \rho_{k_{\ell''}} + \sum_{a=1}^{p-k} \rho_{k_{\ell''}} + \rho_{0_{\ell \ell'}}} \right).
\]

for some value \( \rho_{0_{\ell \ell'}} \). This equation can be seen to have a constant solution \( \bar{\rho}_a \), which satisfies:

\[
\bar{\rho}_{0_{\ell \ell'}} = \frac{q}{p} \bar{C} \left( (p-1)\rho_{0_{\ell \ell'}} + \rho_{0_{\ell \ell'}} \right).
\]

Now we need to find a suitable expression for \( \bar{\rho}_{0_{\ell \ell'}} \). We know that, by definition, \( \rho_{0_{\ell \ell'}} = 1 \). The off diagonal entries however are given by the Yule-Walker equation

\[
\rho_{0_{\ell \ell'}} = \frac{q}{p} \sum_{a=1}^{L} \sum_{\ell''} c_{\ell''} \rho_{k_{\ell''-a}}.
\]

But, we know that the value of \( \rho \) must be a constant \( \bar{\rho}_a \), and so the off-diagonal elements of \( \bar{\rho}_{0_{\ell \ell'}} \) will be the same as the off-diagonal elements of

\[
\bar{\rho}_{0_{\ell \ell'}} = \frac{q}{p} \sum_{a=1}^{L} \bar{C} \rho_{k_{\ell''-a}}.
\]

Putting everything together we get the equation

\[
\bar{\rho}_{0_{\ell \ell'}} = \frac{q}{p} \left( (p-1) \sum_{\ell''} c_{\ell''} \rho_{k_{\ell''-a}} + \sum_{b \neq \ell''} \sum_{\ell'''} \bar{c}_{\ell'''} \bar{c}_{\ell''} \rho_{k_{\ell''-a}} \right) + c_{\ell \ell'}.
\]

This can be rearranged to give

\[
\bar{\rho}_{0_{\ell \ell'}} = \frac{q}{p} \left( (p-1) \bar{c}_{\ell \ell'} + \sum_{b \neq \ell''} \sum_{\ell'''} \bar{c}_{\ell'''} \bar{c}_{\ell''} \right) \rho_{k_{\ell''-a}} + c_{\ell \ell'}.
\]

This can be further simplified by constructing the tensor \( \Delta \) as

\[
\Delta_{\ell \ell''} = \frac{q}{p} \left( (p-1) \bar{c}_{\ell \ell''} + \sum_{b \neq \ell''} \sum_{\ell'''} \bar{c}_{\ell'''} \bar{c}_{\ell''} \right),
\]

The system of equations given in Eq. 57 can then be written as

\[
\bar{\rho}_{0_{\ell \ell'}} = \sum_{\ell''} \Delta_{\ell \ell''} \rho_{k_{\ell''-a}} + \frac{q}{p} \bar{c}_{\ell \ell'}.
\]

This form is more easily dealt with in numerical applications, as a simple dimensional reduction (flattening) yields a more traditional form for a system of linear equations. Importantly, this solution relies on no properties of the coupling matrix other than stochasticity, which it must have by definition. In special cases, such as those where coupling is uniform or symmetric, we can simplify these equations further by analysing the symmetries that arise in \( \bar{C} \) and \( \Delta \).

K. Evolution of the autocorrelation function

We wish to now show that the full extent of the auto-
correlations in our model are described by the constant
value \( \rho_k \) given over the first \( p \) time steps. We first notice that from Eq. 55 we can obtain the following:

\[
\rho_k - \rho_{k-1} = \frac{q}{p} \left( \rho_{k-1} - \rho_{k-p-1} \right),
\]

and hence

\[
\rho_k - \left( l_k + \frac{q}{p} C \right) \rho_{k-1} = -\frac{q}{p} C \rho_{k-p-1}. \tag{65}
\]

However, we know that for \( k \in \{1, \ldots, p\} \) the autocorrelation is a constant \( \rho_{\leq k} = \rho_\leq \), meaning that for \( k \in \{p+1, \ldots, 2p+1\} \) Eq. 65 becomes

\[
\rho_k - \left( l_k + \frac{q}{p} C \right) \rho_{k-1} = -\frac{q}{p} C \rho_{k-p-1}. \tag{66}
\]

This is now a first order inhomogeneous difference equation with solution

\[
\rho_k = \rho_{\leq} e^{k \log \left( 1 + \frac{q}{p} C \right)} R^k,
\]

where \( R \) is a constant matrix. By noticing that \( \rho_{\leq p+1} = q C \rho_{\leq} \) we obtain the expression

\[
R = (1 - q) \rho \left( 1 + \frac{q}{p} \right)^{-(p+1)}.
\]

With this solution we see that the equation governing the values of \( \rho_{\leq k} \), for \( k \) in the range \( p+1 \) to \( 2p+1 \), is of the form

\[
\rho_{\leq k} - \bar{q} \rho_{\leq k-1} = -\bar{A} + e^{-\bar{A} k} \bar{B},
\]

where \( \bar{q}, \bar{A}, \bar{B} \) and \( \bar{\lambda} \) are constant matrices. This equations has a general solution

\[
\rho_{\leq k} = \bar{A}' - e^{-\bar{A} k} \bar{B}'.
\]

where \( \bar{A}' \) is a constant matrix, and \( \bar{B}' \) is a matrix that is constant over every interval \( k \in [np+1, (n+1)p+1] \). Moreover, in our specific case we find that \( \bar{A}' = \bar{\rho} \) and \( \bar{\lambda} = \log \left( 1 + \frac{q}{p} C \right) \). This implies that not only is the autocorrelation function for the CDARN(\( p \)) process exponentially decreasing for all values of \( k \) larger than \( p+1 \), but also that this decay varies according to a single parameter \( \bar{B}' \) every \( p \) time steps. This gives us a full picture of the autocorrelations for a CDARN(\( p \)) process.

### L. Special case: totally symmetric cross correlation

The simplest type of correlation in the CDARN(\( p \)) model occurs when the coupling matrix \( C_{\leq} \) is such that \( \ell \ell' = 1/L \forall \ell, \ell' \), i.e. regardless of the pair of links in question. We can immediately notice that our tensor \( \Delta \) now takes the form:

\[
\Delta \ell \ell' = \frac{q}{p} \left( (p-1) \frac{1}{L} + \frac{L}{L^2} \right),
\]

which is invariant over the three indexes \( \ell, \ell' \) and \( \ell'' \). Consequently \( \rho_{\ell \ell'} \) must be invariant over \( \ell \) and \( \ell' \). Hence all of the lagged correlations have the same value, and we can write \( \rho_{\ell \ell'} = \rho \) and \( \Delta \ell \ell' = \Delta \), giving us the following equation:

\[
\rho = L \Delta \rho + \frac{q}{Lp}.
\]

Solving for \( \rho \) gives

\[
\rho = \left( Lp \left( \frac{1}{q} - 1 \right) + (1 - q)L + q \right)^{-1}.
\]

This provides a full picture of the lagged correlations present in the system. All that remains is to find the time 0 correlations \( \rho_{0 \ell} \) when \( \ell \neq \ell' \). This can be done as follows:

\[
\rho_{0 \ell} = \frac{q}{Lp} \sum_{a=1}^{L} \sum_{b=1}^{L} \rho_{a \ell} \rho_{b \ell'} = \frac{q}{Lp} \sum_{a=1}^{L} \rho_{a} = q \rho.
\]

Where the last line is given by the fact that for \( a = 1, \ldots, p \) we have \( \rho_a = \rho \), the constant value given in Eq. 73. Hence when \( \ell \neq \ell' \), \( \rho_{\ell \ell'} = q \rho \).

Note first that if \( L = 1 \) then we recover the autocorrelation function of a DAR(\( p \)) process. Also note that as \( L \) increases this value must decrease, meaning that for large networks both correlations and autocorrelations are removed, and so memory no longer has any effect on the evolution of the system.

### M. Special case: Uniform Cross Correlation (UCC)

The second special case we will consider is that of uniform cross correlation (UCC), as induced by a symmetric coupling matrix. Specifically this means that we require \( C_{\leq} \) be symmetric, with \( c^\ell = 1-c \) for all values of \( \ell \) and some given value of \( c \), and \( c^\ell = c \) for \( \ell \neq \ell' \) with \( c = c/(L-1) \). Going back to the general case in Eq. 63 we notice that these conditions ensure that \( \rho_{\ell \ell'} \) is invariant with respect to \( \ell \), and when \( c = c' = c/(L-1) \). This means that all of the values of \( \rho_{\ell \ell'} \) can be found as the solutions to the two following equations (note that \( \ell \neq \ell' \) is assumed here)

\[
\rho_{\ell \ell'} = \sum_{\ell'' \neq \ell, \ell'} \Delta_{\ell \ell''} \rho_{\ell'' \ell'} + \Delta_{\ell \ell'} \rho_{\ell \ell'} + \frac{q}{p} (1-c),
\]

\[
\rho_{\ell \ell'} = \sum_{\ell'' \neq \ell, \ell'} \Delta_{\ell \ell''} \rho_{\ell'' \ell'} + \Delta_{\ell \ell'} \rho_{\ell \ell'} + \Delta_{\ell \ell'} \rho_{\ell \ell'} + \frac{q}{p} (1-c),
\]

(75)
Hence we need only find the relevant values of $\Delta$ to proceed. Given the definition of $\Delta$ and $c$ and $\bar{c}$ we can find the following:

$$\Delta^\ell \equiv \frac{q}{p}((p-1)(1-c)+q(L-1)\bar{c}^2) =: \Delta^1,$$

$$\Delta^\ell\ell' \equiv \frac{q}{p}((p-1)\bar{c}+q\bar{c}((1-c)+(L-2)\bar{c})) =: \Delta^2,$$

$$\Delta^\ell\ell'' \equiv \frac{q}{p}((p-1)(1-c)+q((1-c)^2+(L-2)\bar{c}^2)) =: \Delta^3,$$

$$\Delta^\ell\ell\ell' \equiv \Delta^\ell\ell'' =: \Delta^2,$$

$$\Delta^\ell\ell\ell'' = \frac{q}{p}((p-1)\bar{c}+q\bar{c}(2(1-c)+(L-3)\bar{c})) =: \Delta^4.$$

Noticing that $\Delta^\ell\ell''$ and $\Delta^\ell\ell\ell'$ are invariant of $\ell, \ell'$ and $\ell''$ (down to excluded values) we then obtain the following pair of equations:

$$\rho^\ell = (L-1)\Delta^2 \rho^\ell + \Delta^1 \rho^\ell + \frac{q}{p}(1-c),$$

$$\rho^\ell\ell' = (\Delta^3 + (L-2)\Delta^2) \rho^\ell\ell' + \Delta^2 \rho^\ell\ell' + \frac{q}{p} \bar{c}. \tag{77}$$

This gives us a simple, solvable pair of equations. Note that while the full solution in terms of $q, p, c$ and $L$ is easy to obtain now, we will not write it down here due to its length. To find the time 0 correlations we can use Eq. 59 to obtain

$$\rho^\ell_0 = q \left((1-c)+(L-2)\bar{c}\right) \rho^\ell\ell' + c \rho^\ell\ell' \tag{78}.$$ 

Competing the description of the correlations for the UCC model.

N. Uniform cross correlation in the large network limit

The uniform cross correlation (UCC) model for CDARN($p$) networks was introduced to evenly distribute any temporal cross correlations between links over the entire network. In doing this we minimise the cross correlations, i.e. $\rho^\ell\ell'$ where $\ell \neq \ell'$, for fixed values of $p, q, y$ and $c$. In turn this minimises the influence that any such cross correlations have on the diffusion process over the network. What we now show is that when the backbone of the temporal network has a large number of links then the UCC model is indistinguishable from a DARN($p$) model that has been restricted to the same backbone, and hence temporal cross correlations between links are completely removed.

Consider a temporal network given by time varying adjacency matrix $A$ with observed value $\{a^\ell\}$, and with $L$ links, generated by the CDARN($p$) model with link density $y$, memory strength $q$, memory length $p$ and coupling matrix $C$ as in the UCC case. The conditional probability of a link $\ell$ occurring at time $t$, given the past $p$ states of the network can be thought of in terms of contributions from the memory of the link itself, the memory of all other links, and some background contribution. This can hence be written as follows

$$\text{Prob}(a^\ell_t|\{A^\ell_{s\neq t}\}) = (1-q)y + q ((1-c)\phi_{\text{self}} + c\phi_{\text{other}}), \tag{79}$$

where $\phi_{\text{self}}$ and $\phi_{\text{other}}$ represent the contributions to the conditional probability $\text{Prob}(a^\ell_t|\{A^\ell_{s\neq t}\})$ from the past $p$ states of the link $\ell$ and every other link respectively. For links to be effectively independent then we require that as $L \to \infty$, $\phi_{\text{other}}$ tends to a constant, and hence the link $\ell$ has no memory of the past states of any other link. To show this we study the memory kernels $\phi_{\text{self}}$ and $\phi_{\text{other}}$ directly as:

$$\phi_{\text{self}} = \frac{(1-c)}{p} \sum_{k=1}^{p} a^\ell_{t-k},$$

$$\phi_{\text{other}} = \frac{c}{(L-1)p} \sum_{k=1}^{p} \sum_{k \neq \ell} a^\ell_{t-k}. \tag{80}$$

We need only focus on $\phi_{\text{other}}$. First, let us consider the average value $\langle a^\ell_{t-k} \rangle$. The CDARN($p$) network is taken to be in a stationary state, and so the symmetry of the links under any relabelling guarantees us that $\text{Prob}(a^\ell_{t-k})$ is the same for each link $\ell'$ and for each time $t-k$. Hence we can write $\text{Prob}(a^\ell_{t-k}) = \bar{a}$ $\forall \ell'$ for some constant $\bar{a}$. Then we must have, for any of the $L-1$ possible values of $\ell'$,

$$\langle a^\ell_{t-k} \rangle = \text{Prob}(a^\ell_{t-k}) = \bar{a}. \tag{81}$$

Now, $\phi_{\text{other}}$ can be re-written as follows:

$$\phi_{\text{other}} = \frac{1}{p} \sum_{k=1}^{p} \frac{1}{L-1} \sum_{k \neq \ell} a^\ell_{t-k}. \tag{82}$$

Then, by the law of large numbers we can express this in terms of the sample average:

$$\phi_{\text{other}} = \frac{1}{p} \sum_{k=1}^{p} \langle a^\ell_{t-k} \rangle, \tag{83}$$

$$= \frac{1}{p} \sum_{k=1}^{p} \bar{a}, = \bar{a}. \tag{84}$$

Hence $\phi_{\text{other}} \to \bar{a}$ as $L \to \infty$. Indeed, we can further see that $\bar{a} = y$. Since there are no terms containing links other than $\ell$ in $\phi_{\text{self}}$, then we can conclude that the conditional probability is such that, in the same limit $L \to \infty$,

$$\text{Prob}(a^\ell_t = 1|\{A^\ell_{s\neq t}\}) \to \text{Prob}(a^\ell_t = 1|\{a^\ell_{s\neq t}\}). \tag{84}$$

and so any memory of other links is lost. To show that this is equivalent to a DARN($p$) network we need only
look at the conditional probability of obtaining a link in such a network with memory strength \( \bar{q} \), memory length \( p \), link density \( \bar{y} \) and adjacency matrix \( \mathbf{E}_t \) with observed values \( \{e^t_i\} \):

\[
\text{Prob}(e^t_i = 1|\{\mathbf{E}_s\}_{s=1}^{t-p}) = (1 - \bar{q})\bar{y} + \frac{\bar{q}}{p} \sum_{k=1}^{p} e^t_{i-k}.
\]  

(85)

Now, by setting the values of \( \bar{q} \) and \( \bar{y} \), in terms of the values \( q \), \( y \) and \( c \) from the CDARN(p) model, to be

\[
\bar{q} = q(1 - c),
\bar{y} = y,
\]  

(86)

we obtain that

\[
\text{Prob}(e^t_i = 1|\{a^t_i\}_{i=1}^{t-p}) = \text{Prob}(a^t_i = 1|\{a^s_i\}_{s=1}^{t-p}).
\]  

(87)

Hence the UCC model is precisely a DARN(p) model in the limit of \( L \to \infty \).

O. MLE of the CDARN(p) model

The CDARN(p) model can be estimated by the maximum likelihood method. First of all, consider the vectorization \( \mathbf{X}_t = \{a^t_i\}_{i=1,...,L} \), with \( L \) the number of links on the backbone, of the adjacency matrix \( \{a^t_{ij}\}_{i,j} \) of the network snapshot at time \( t \). That is, \( \{\mathbf{X}_t\}_{t=1,...,T} \) describes the binary random sequences associated with the dynamics of the \( L \) links on the backbone. Then, the log-likelihood of data (by conditioning on the first \( p \) observations) under CDARN(p), as defined in Section IV, reads as:

\[
L(q, c, y) = \log \mathbb{P}(\{\mathbf{X}_t\}_{t=p+1,...,T}|\{\mathbf{X}_s\}_{s=1,...,p}, q, c, y) = \sum_{t,\ell} \log \left[ q((1-c)D^t_{\ell} + cC^t_{\ell}) + (1-q)yX^t_{\ell}(1-y)^{1-X^t_{\ell}} \right],
\]  

(88)

where \( t \) runs from \( p + 1 \) to \( T \), while \( \ell \) from 1 to \( L \), with

\[
D^t_{\ell} = \sum_{\tau=1}^{p} z_\tau \delta(X^t_{\ell}, X^t_{\ell-\tau}),
\]

\[
C^t_{\ell} = \sum_{\ell' \neq \ell} \lambda^{\ell\ell'} \sum_{\tau=1}^{p} z_\tau \delta(X^t_{\ell}, X^t_{\ell'-\tau}),
\]

where \( \delta(a, b) \) is the Kronecker delta, taking value equal to one if \( a = b \), zero otherwise, \( z_\tau \) is the probability of picking \( \tau \) in the range of integers \( (1,...,p) \) (it is \( z_\tau = 1/p \) if we assume uniform probability), and \( \lambda^{\ell\ell'} \) is:

1. \( \lambda^{\ell\ell'} = 0 \) \( \forall \ell, \ell' = 1,...,L \) with \( \ell \neq \ell' \), for the no cross correlation (NCC) coupling model;
2. \( \lambda^{\ell\ell'} = 1/|\partial_B\ell| \) with \( |\partial_B\ell| \) the number of neighbours of link \( \ell \) if \( \ell' \in \partial_B\ell \), zero otherwise, for the local cross correlation (LCC) coupling model;
3. \( \lambda^{\ell\ell'} = 1/(L - 1) \) with \( \ell \neq \ell' \), for the uniform cross correlation (UCC) coupling model.

The MLE of the CDARN(p) model can be then obtained by maximising the log-likelihood in Eq. (88), or, equivalently, by solving the following system of non-linear equations:

\[
\left\{ \begin{array}{l}
\frac{\partial \ell}{\partial q} = \sum_{t,\ell} \frac{2X^t_{\ell}-1}{q((1-c)D^t_{\ell} + cC^t_{\ell}) + (1-q)yX^t_{\ell}(1-y)^{1-X^t_{\ell}}} = 0, \\
\frac{\partial \ell}{\partial y} = \frac{\sum_{t,\ell} (1-c)D^t_{\ell} + cC^t_{\ell}) - yX^t_{\ell}(1-y)^{1-X^t_{\ell}}}{cC^t_{\ell}-D^t_{\ell}} \frac{q((1-c)D^t_{\ell} + cC^t_{\ell}) + (1-q)yX^t_{\ell}(1-y)^{1-X^t_{\ell}}} = 0, \\
\frac{\partial \ell}{\partial c} = \frac{\sum_{t,\ell} (1-c)D^t_{\ell} + cC^t_{\ell}) + (1-q)yX^t_{\ell}(1-y)^{1-X^t_{\ell}}}{cC^t_{\ell}-D^t_{\ell}} = 0.
\end{array} \right.
\]  

(89)

The system of non-linear equations can be solved iteratively by adopting an iterative proportional fitting procedure. This consists in solving one by one each equation for each parameter, but conditioning on the values of the other parameters, up to convergence. Such procedure can be initialized randomly in the parameter space, however a natural initialization for the parameter \( y \) is the average link density of the network. For further details on the method see also [6].

P. MLE of the heterogeneous CDARN(p) model

In the case of link-specific parameters \( y^t \) or \( q^t \) with \( \ell = 1,...,L \), the log-likelihood of data under CDARN(p) with heterogenous parameters is generalized quite naturally as

\[
L(q, c, y) = \log \mathbb{P}(\{\mathbf{X}_t\}_{t=p+1,...,T}|\{\mathbf{X}_s\}_{s=1,...,p}, q^t, c^t, y^t)
\]  

(90)

and

\[
L(q, c, y) = \log \mathbb{P}(\{\mathbf{X}_t\}_{t=p+1,...,T}|\{\mathbf{X}_s\}_{s=1,...,p}, q^t, c^t, y^t)
\]  

(91)

respectively for \( y^t \) and \( q^t \). Then, similarly to before, the MLE of the CDARN(p) model with heterogenous parameters is obtained by solving

\[
\left\{ \begin{array}{l}
\frac{\partial \ell}{\partial q} = \sum_{t,\ell} \frac{2X^t_{\ell}-1}{q((1-c)D^t_{\ell} + cC^t_{\ell}) + (1-q)(y^t)^1X^t_{\ell}(1-y^t)^{1-X^t_{\ell}}} = 0, \\
\frac{\partial \ell}{\partial y} = \frac{\sum_{t,\ell} (1-c)D^t_{\ell} + cC^t_{\ell}) - y^tX^t_{\ell}(1-y^t)^{1-X^t_{\ell}}}{cC^t_{\ell}-D^t_{\ell}} \frac{q((1-c)D^t_{\ell} + cC^t_{\ell}) + (1-q)(y^t)^1X^t_{\ell}(1-y^t)^{1-X^t_{\ell}}} = 0, \\
\frac{\partial \ell}{\partial c} = \frac{\sum_{t,\ell} (1-c)D^t_{\ell} + cC^t_{\ell}) + (1-q)(y^t)^1X^t_{\ell}(1-y^t)^{1-X^t_{\ell}}}{cC^t_{\ell}-D^t_{\ell}} = 0.
\end{array} \right.
\]  

(92)
and

\[
\begin{align*}
\frac{\partial q}{\partial t} &= \sum_{\ell,t} q^{((1-c)D_{\ell}^{t}+cC_{\ell}^{t})+(1-q)p}X_{t,\ell}^{t}(1-y)^{1-x_{t}^{t}} = 0, \\
\frac{\partial q}{\partial t^{2}} &= \sum_{\ell,t} q^{((1-c)D_{\ell}^{t}+cC_{\ell}^{t})}yX_{t,\ell}^{t}(1-y)^{1-x_{t}^{t}} = 0, \\
\frac{\partial q}{\partial c} &= \sum_{\ell,t} q^{((1-c)D_{\ell}^{t}+cC_{\ell}^{t})}yX_{t,\ell}^{t}(1-y)^{1-x_{t}^{t}} = 0,
\end{align*}
\]

respectively.

**Q. Link prediction in the CDARN(p) model**

Once estimated on data by solving the MLE problem (6), the CDARN(p) model can be used for link prediction: assume that we observe a temporal network up to time \(t\) and are asking for the prediction of the network snapshot at time \(t+1\) (by using only the information up to time \(t\)). The one-step-ahead forecast (or prediction) of link \(\ell\) is defined as

\[
S_{t+1}^{\ell} \equiv P(X_{t+1}^{\ell} = 1 | \{X_{s}^{\ell}\}_{s=t-1,...,t-p+1}, q, c, y) = q((1-c)h_{t+1}^{\ell} + cC_{t+1}^{\ell} + (1-q)y),
\]

with

\[
\begin{align*}
h_{t+1}^{\ell} &= \sum_{\tau=1}^{p} z_{\tau} \delta(1, X_{t+\tau}^{\ell}), \\
C_{t+1}^{\ell} &= \sum_{\ell' \neq \ell} \lambda^{\ell \ell'} \sum_{\tau=1}^{p} z_{\tau} \delta(1, X_{t+\tau}^{\ell'}).\end{align*}
\]

The one-step-ahead forecast in Eq. (94) is described by a real value in the unit interval, representing the probability projected at time \(t+1\) of observing a link, then the prediction itself, namely the binary value \(X_{t+1}^{\ell} \in \{0,1\}\), is obtained according to some threshold value. The time series of forecasts \(\{S_{t}^{\ell}\}\), together with the realisations \(\{X_{t}^{\ell}\}\), allow us to characterise the forecasting performance of the model by using some binary classifier. A possibility is constructing the Receiving Operating Characteristic (ROC) curve [61], which is the plot of the True Positive Rate (TPR) (sensitivity) against the False Positive Rate (FPR) (specificity) at various threshold values of the link probability. In particular, the threshold values are selected implicitly by the inputs themselves: by moving from zero to one in the unit interval, each time the sensitivity is increasing or the specificity is decreasing, the corresponding value is considered as a threshold.

In practical terms, the better the model performs in the forecasting, the higher the associated ROC curve is in the unit square, or, equivalently, the larger the Area Under the Curve (AUC).

**R. Network statistics**

Once estimated on data, the CDARN(p) model in the standard version with constant parameters and for a specific coupling specification, captures the average link density of a temporal network, together with the average auto- and cross-correlations of links, in particular the cross-correlations of links interacting on the backbone, e.g. all links that are incident to the same nodes (neighbours links) for the LCC specification. Thus, the observed statistics match (on average) their expectations according to the CDARN(p) model, eventually computed by using simulations. For validation purpose, this is shown in Fig. 11 for all the datasets described in Section IV by considering the CDARN(1)-LCC model with constant parameters, which are estimated on data by using maximum likelihood methods described above.

More interestingly, other networks statistics that are not explicitly described by CDARN models, can be computed within the proposed framework, in particular the inter-event time between the occurrence of two subsequent links between two nodes at two different times. For instance, for temporal networks of human communication, it has been observed that the duration between two contacts is often bursty, deviating from a uniform distribution expected by some memoryless process [12]. This quantity is of great interest, e.g. when studying any spreading process taking place on temporal networks, such as diffusion as in the present work. In our setting, the inter-event time can be defined as the number \(\tau\) of observed time snapshots \(X_{t+1}^{\ell}, \ldots, X_{t+\tau}^{\ell}\) for which the generic link \(\ell\) is zero, after an observation \(X_{t}^{\ell} = 1\). The distribution of \(\tau\) conditional to the observation \(X_{t}^{\ell} = 1\) for the CDARN(1) model (with constant parameters) is equivalent to compute the following joint probability

\[
P(\tau | X_{t}^{\ell} = 1) = P(X_{t+1}^{\ell} = 0, \ldots, X_{t+\tau}^{\ell} = 0 | X_{t}^{\ell} = 1) = \\
P(X_{t+1}^{\ell} = 0 | X_{t}^{\ell} = 1) \prod_{i=1}^{\tau-1} P(X_{t+i+1}^{\ell} = 0 | X_{t+i}^{\ell} = 0) = \\
q^{c \sum_{\ell' \neq \ell} \lambda^{\ell \ell'} \delta(0, X_{t}^{\ell'})} + \beta) \times \\
\prod_{i=1}^{\tau-1} \left[ q \left( (1-c) + c \sum_{\ell' \neq \ell} \lambda^{\ell \ell'} \delta(0, X_{t+i}^{\ell'}) \right) + \beta \right],
\]

with \(\beta = (1-q)(1-y)\).

In general, a closed form solution cannot be obtained because of non-diagonal interaction terms mediated by the couplings matrix \(\lambda\). Except for the NCC specification of the model, i.e. the DARN(1) model, which sets to zero the cross-correlations, i.e. \(c = 0\). In this case, the probability distribution of the inter-event time is

\[
p(\tau) = e^{-\frac{\tau}{1+\sigma}}, \quad \tau = 1, 2, \ldots, 
\]

with \(\sigma = (\log \frac{1}{1+\beta})^{-1}\), as follows from simple computations.

Notice that the probability distribution (96) of the DARN(1) model represents an upper bound for the
CDARN(1) model: when $c > 0$ in Eq. (95), there exists always a probability larger than zero of copying one past neighbour link (whatever the coupling matrix $\lambda$), instead of copying the past itself, i.e. a zero, with probability one. This reduces the probability of observing a number $\tau$ of successive zeros, thus resulting in an (approximate) exponential distribution of inter-event times with a time scale smaller than $\sigma$, see the left panel of Fig. 12. Finally, the non-Markovian case $p > 1$ is not analytically tractable as long as $p$ increases further and further. However, for the NCC specification of the CDARN(p) model, i.e. DARN(p), it is easy to gather that $p(\tau) = O[\exp(-(\tau - p)/\sigma)]$ when $\tau \gg p$, by following similar computations leading to Eq. (95). This is confirmed numerically in the right panel of Fig. 12. We can conclude that the inter-event time distribution of the CDARN(p) model is approximate exponential with a time scale equal or smaller than $\sigma$.

Finally, in Fig. 13 we show the empirical distribution of the inter-event time of four real-world temporal networks, compared with the corresponding distribution for the CDARN(1) model with LCC coupling specification, obtained numerically by means of simulations, and with the theoretical one (96) for the DARN(1) model. In both cases, the parameters of the model has been obtained by maximum likelihood estimation. In all cases, the CDARN(1) can be seen as an approximation of the empirical distributions of the inter-event time for small $\tau$, while the fatter tails (excluding the football network) are not captured by the model.
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