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Abstract

Generating answers to complex questions in the form of multi-document summaries requires access to question decomposition methods. In this paper we present three methods for decomposing complex questions and we evaluate their impact on the responsiveness of the answers they enable.

1. Introduction

Complex questions cannot be answered by a single entity or even a single sentence. Typically, complex questions address a topic that relates to many entities, events and complex relations between them. For example, when asking about international organized crime many concepts, such as criminals, gangs and their organized crimes come to mind. To convey information related to such complex topics, multiple sentences need to be used and organized in a summary if all relevant data is extracted from a document collection. Since such summaries need to be informative and to respond to complex questions, they constitute a good basis for evaluating the state-of-the-art of multi-document summarization. This was the goal of DUC-2005.

The complex question-focused summarization task in DUC 2005 required systems to piece together information from multiple documents. The multi-document summaries (MDS) produced by such systems had to answer a question or a set of questions as posed by a DUC topic. NIST Assessors developed a total of 30 DUC topics to be used as test data. For each topic, the assessor selected 25-50 related documents from the Los Angeles Times and Financial Times of London and formulated a DUC topic statement, which was a request for information that could be answered using the selected documents. The topic statement could be in the form of a question or a set of related questions and could include background information that the assessor thought would help clarify his/her information need. An example of a DUC 2005 topic is provided in Figure 1(a).

We argue that the quality of question-focused summaries like the ones evaluated in DUC 2005 depends in part on how complex questions are decomposed. In order to provide summary answers that are both accurate and responsive, we feel that complex questions need to be decomposed into a set of simpler questions that they entail. This can be accomplished in two ways. First, complex questions can be decomposed syntactically by extracting each of the overlying-mentioned subquestions included in a complex question. Since complex questions are used seek multiple types of information simultaneously, it is not uncommon to see complex questions that feature coordinated entities or clauses. For example, the complex question $Q^2$ in Table 1 features two instances of syntactic coordination. There is one coordination between two imperative verbs: $V_1=[\text{identify}]$ and $V_2=[\text{describe}]$. There is also a coordination in the relative clause between the verb phrases. $VP_1=[\text{crosses borders}]$ and $VP_2=[\text{involves more than one country}]$. The coordinated expressions are derived from the syntactic parse of the complex question, enabling us to generate four question decompositions, listed in Table 1. It is interesting to note that each question decomposition corresponds to a different dimension of the original question’s information need.

Table 1: Syntactic Decomposition of a Complex Question.

Additional question decompositions can be identified by utilizing sources of semantic and pragmatic information. In this paper we present two novel methods used for decomposing complex questions that employ: (1) the expected an-
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The Document Understanding Conferences (DUC) are conference series run by the National Institute of Standards and Technology (NIST) to further progress in summarization and enable researchers to participate in large-scale experiments.
Question Decomposition

In this section, we describe three techniques for automatic question decomposition that we have implemented in order to create answer summaries for complex questions. In Subsection 2.1, we discuss how questions can be decomposed syntactically, while in Subsections 2.2 and 2.3, we introduce two complementary techniques for decomposing questions semantically.

2.1 Syntactic Question Decomposition

Complex questions often include multiple requests for information in the same sentence. In an analysis of 125 complex questions taken from the 2004 AQUAINT Relationship Q/A Pilot, the 2005 TREC Q/A Track Relationship Task and the 2005 DUC Question-Focused Summarization task, we found that 49 questions included more than one overt, simple question. We refer to complex questions that feature coordination of their stems as syntactically complex questions. We have identified three types of syntactically complex questions: (1) questions that feature coordination (of question stems, predicates, arguments, or whole sentences), (2) questions that feature lists of arguments or clauses, and (3) questions that feature embedded or indirect questions. Examples of each of these three types are provided in Table 2.

Table 2: Syntactic Question Decompositions.

Questions that feature coordination of their stems are the easiest to decompose. For example, question Q1: “When and where did Fidel Castro meet the Pope?” is decomposed into Q11: “When did Fidel Castro meet the Pope?” and Q12: “Where did Fidel Castro meet the Pope?” by simply selecting one of the question stems and following the surface realization of the dependencies in the original complex question.

Figure 3: Complex Question.

Syntactic question decomposition requires often the resolution of anaphora. We begin by identifying the antecedents of all referential expressions found in a complex question. For example, the complex question illustrated in Figure 3 requires the resolution of the NP “these governments” to the set: \{the Cuban government; the Congolese government\}. The coreference resolution algorithm we use was described in (Harabagiu et al., 2001). Once coreference is established, we process questions by using a set of syntactic patterns to extract embedded questions and to split questions that featured conjoined phrases or lists of terms into individual questions. For example, the complex question illustrated in Figure 3 is broken down in:

1. “What attempts have been made by \{the Cuban and Congolese governments\} to form trade alliances?”
2. “What attempts have been made by \{the Cuban and Congolese governments\} to form military alliances?”

2.2 Top-Down Question Decomposition

Even after syntactic question decomposition is performed, most complex questions still need to be decomposed semantically before they can be submitted to a traditional Q/A system. In this subsection, we present a method for semantic question decomposition which utilizes relations that exist between questions in order to break down complex questions into the set of simpler questions that they entail.

Figure 2: Top-Down Question Decomposition.

swerb (EAT), (2) possible discourse relations between questions; and (3) the semantic dependencies revealed by the predicate-argument structures discovered in questions. We define an expected answer type (EAT) as the set of concepts, events, and relations that represent the range of information sought by a question. In the case of question Q1, the expected answer type consists of a list of events that pertain to the topic of international organized crime. The topic of a question is provided by the semantic signatures generated automatically with the method reported in (Harabagiu, 2004). (An example of one automatically-generated semantic signature is illustrated in Figure 1(b).) The remainder of this paper is organized as follows. In Section 2 we describe three methods for automatically decomposing questions. In Section 3 we report the usage of question decompositions for generating answer summaries. Section 4 presents the results of our evaluations, whereas Section 5 summarizes the conclusions.
What pharma companies research new drugs?  

Despite the FDA's ban on new drug development, what pharma companies don't produce new drugs?  

What are the procedures for generating new drugs?  

How many new drugs are being produced?  

What pharma companies produce affordable drugs?  

What pharma companies are producing new drugs in 2006?  

How do pharma companies produce new drugs?  

How beneficial/detrimental was pharma companies' production of new drugs?  

What was the greatest number of new drugs that pharma companies produced?  

What happened because pharma companies produced new drugs?  

What advantages resulted from pharma companies producing new drugs?  

Why did pharma companies produce new drugs?  

What pharma companies produce vaccines?  

When are new drugs being produced?  

Where are new drugs being produced?  

How much has pharma companies' production of new drugs increased or decreased?  

Are pharma companies producing new drugs?  

What pharma companies have produced no (new) drugs?  

How many new drugs did pharma companies produce in 2006?  

How many new drugs were produced in 2006?  

Figure 4: Relations between questions and examples. The examples were obtained when decomposing the complex question “What pharmaceutical companies produce new drugs?”.  

We believe that the relations that exist between a question and its decompositions may be of semantic nature (e.g. definitions, generalizations) or of discourse nature (e.g. elaborations, causes, effects, parallelisms). Furthermore, unlike discourse relations introduced by various coherence theories, the relations between questions have an argument. This argument may take any of the values: (1) PREDICATE, (2) EVENT, (3) ARGUMENT, (4) ATTRIBUTE, or (5) HYPERnym/HYPOnymY. The first four values refer to a predicate, event, argument or attribute detected in the mother-question, which will also be referred by the daughter-question. The last value (hypernymy/hyponymy) indicates that there is such a semantic relation (defined in WordNet) between a pair of concepts, one for the mother-question, which will also be referred by the daughter-question. For example, in Figure 2 we illustrate several relations between questions that are labeled EFFECT(Event). This type of relation indicates (1) that the EAT of the decomposed question is a class of concepts that are caused by some event; and (2) the event is explicit in both questions. In Figure 2, the referred event is the 1982 war between Argentina and Great Britain. We have considered eight different classes of relations between questions that can be used to perform semantic question decompositions. The relations are illustrated in Figure 4.  

When decomposing complex questions in a top-down manner, we need to have access to five forms of information:  

1. the predicate-argument structures of current question;  
2. the EAT of the current question;  
3. the most relevant relations obtained from the topic signature of the text collection;  
4. association-information connecting the question to the most likely decompositions.  

Predicate-argument structures are provided by shallow semantic parsers trained on PropBank2 and NomBank3. The EAT of the question is discovered with the technique reported in (Pasca and Harabagiu, 2001). The most relevant relations from the question topic are identified by the enhanced representations of topic signatures reported in (Harabagiu, 2004). For each EAT we have created a large set of 4-tuples \((e_1, r, e_2, A)\), that we call association information. The association information consists of (1) \(e_1\), the EAT of the mother-question; (2) \(r\), the relation between the pair of questions; (3) \(e_2\), the EAT of the daughter-question; and (4) \(A\), the alignment information between the two questions. To produce the alignment information, we have used a lexical alignment module that was built for our Textual Entailment system called GROUNDHOG, which was described in (Hickl et al., 2006). The lexical alignment module, trained on 460,000 alignment pairs, uses a maximum entropy classifier that generates alignment information with a precision of 90.2% and recall of 94.4%. Figure 5 illustrates the association information relating two questions from Figure 2.

When generating a decomposition, we use the association information to build association rules similarly to the method introduced in (Nahm and Mooney, 2000). The association information is akin to the fillers of a template. Therefore, by representing it as binary features that are provided to a decision tree classifier (C5.0 (Quinlan, 1998)), we generate automatically association rules from the decision rules of the classifier. In order to find the new informa-
In previous work (Harabagiu et al., 2005b) we have described an approach that used syntactic patterns – in identifying the potential decomposition relations that may exist between sets of factoid questions related to the same topic.

2.3. Bottom-Up Question Decomposition

In contrast to the Top-Down question decomposition described in Subsection 2.2, complex questions can also be semantically decomposed in a Bottom-Up fashion by identifying the potential decomposition relations that may exist between sets of factoid questions related to the same topic. In previous work (Harabagiu et al., 2005b) – we have described an approach that used syntactic patterns – in conjunction with semantic dependency and named entity information – to generate factoid questions automatically from large text corpora. This approach is illustrated in Figure 8. Figure 6 illustrates a bottom-up decomposition produced by the procedure from Figure 8. In Figure 6, all dashed arrows correspond to further produced decompositions that are not distancing themselves semantically from the complex question (Step 10 in Figure 8).

3. Using Question Decompositions for MDS

Multiple Document Summaries (MDS) that meet the information needs of a complex question can be created when we have access to question decompositions. We have devised three methods for selecting sentences that are incorporated in the MDS. The first method extracts keywords from the question decompositions in order to rank the sentences. This method was employed in our DUC-2005 evaluation system (Lacatusu et al., 2005). The second method has used the decomposed questions for finding their answers with a Q/A system which ranked the answer passages. The third Method used textual entailment to select the sentences for MDS.
3.1. Method 1

Each complex question is associated with a cluster of documents from which the MDS needs to be produced. For each cluster of documents, two topic signatures $T S_1$ and $T S_2$ are automatically devised. $T S_1$ were introduced in (Lin and Hovy, 2000) as a list of ranked terms that are relevant to the topic discussed in the document cluster. Each relevant term received a weight, given by likelihood ratios. $T S_2$, introduced in (Harabagiu, 2004), represent a topic by its relevant binary relations (between concepts). Each relation is also weighted. In this method, keywords were extracted automatically from each subquestion, and stopwords were removed. These keywords were then associated with sets of alternations originally developed for the automatic Q/A system (Harabagiu et al., 2005a). A sample of these alternations for two different terms is provided in Figure 9. All the keywords extracted from all decomposed questions and their alternations are collected in a set $K_s$. Each sentence $S$ from the document cluster receives a score which is equal to the sum of (a) the number of topic-relevant terms from $T S_1$ encountered in $S$; (b) the number of topic-relevant relations from $T S_2$ encountered in $S$; and (c) the number of keywords from $K_s$ which are recognized in $S$.

Figure 9: Alternations for the question keywords benefit and problem

Summary answers were generated by merging the top-ranked sentences selected from each subquestion into a single paragraph. Two simple optimizations were then performed to improve the overall quality and legibility of summaries. In order to reduce redundancy, we used a semantic parser to create predicate-argument structures for each sentence included in the summary; lower-ranked sentences that featured the same predicate-argument structure as higher-ranked sentences were dropped from the summary. In addition, we attempted to resolve pronouns in summary sentences by including the immediately preceding sentence from the sentence’s original document; if this immediately preceding sentence also contained a pronoun, both sentences were dropped from the summary. This process was repeated until the summary reached a total of 250 words.

3.2. Method 2

Top-down question decompositions do not have any sentences associated with them as answer. Bottom-up question decompositions have such sentence-answers known, due to the process in which they were created. However, it is not clear whether the answers selected from the bottom-up question decomposition are the most informative answers for the complex question. This observation is important, since, as detailed in Section 4, less than 25% of the questions produced by the two decomposition methods are identical or overlap. Therefore, we chose to use all question decompositions and to find their answers with a Q/A system that was tuned such that it ranks on the first place the known answers of the questions devied by the bottom-up process. To achieve this goal, we tuned the parameters of the density score for the answer extraction detailed in (Harabagiu et al., 2005a). The rank of each sentence is given by the Density.Value(sentence) = Density(keywords) × Match.quality(keywords) × Match.proximity(keywords). Density(keywords) is the ratio $k_s$, where $k_s$ counts the number of keywords and alternations extracted from any question decomposition that are matched in the sentence, whereas $k_Q$ is the cardinal of the set of keywords. The match-quality score uses three values for each keyword matching: (a) 1.0 for perfect match, (b) 0.8 for morphological variation, and (c) 0.6 for semantic synonyms. The match-quality score adds these corresponding values for every keyword matching. Finally, the keyword-proximity score takes pairs of keywords and it favors keywords matched in the same clause (value = 1.0) over keywords matched in the same sentence (value = 0.7), or keywords matched in the same paragraph (value = 0.5). Sentences ranked with this method were sent to the summary generator that proceeded similarly to Method 1.

3.3. Method 3

Textual Entailment evaluated in the PASCAL RTE challenges was used as another method for selecting sentences for MDS. We have used the textual entailment system described in (Hickl et al., 2006) to decide whether a sentence can be entailed or not from a decomposed question. The TE system generates a YES/NO answer as well as a confidence score in the entailment decision. We have ranked each sentence from the document cluster that was entailed by at least one question decomposition by the entailment confidence. After this ranking was produced, sentences were sent to the summary generator that continued the processing similarly to Method 1.

4. Evaluation Results

Multi-Document Summarization can be evaluated by several scores: (1) the ROUGE metric (Lin, 2004), (2) the Pyramid score (Nenkova and Passonneau, 2004), and (3) the responsiveness score. We selected to evaluate the impact of question decompositions by using the responsiveness score. The responsiveness score, is given by a computational linguist who selects an integer value between 1 and 5 to assess his/her satisfaction with the information contained in the summary as an answer to the question. A score of 1 represents the least responsive summary and 5 is given to the most responsive summary.

Table 3: Description of Experiments.

To be able to evaluate the impact of question decomposition on multi-document summarization, we have performed
twelve different experiments, which are listed in Table 3. The results of the experiments for the 50 topics from DUC-2005 are illustrated in Figure 10. The best results were obtained for 14 topics.

Figure 10: The responsiveness score for the 50 topics, using the twelve summarization methods.

When we wanted to measure the impact of question decomposition on multi-document summarization, we compared the results of the experiments listed in Table 3 against three baseline experiments in which no question decomposition is available. \( BE_1 \) is the baseline experiment in which Method 1 uses only the keywords extracted from the complex question. \( BE_2 \) is the baseline experiment in which the density value of sentences is measured by using only keywords extracted from the complex question. \( BE_3 \) is the baseline experiment in which textual entailment is performed between the sentences and the complex question. By computing the difference in responsiveness score between the results obtained in the experiments listed in Table 3, and the baseline experiments, we have found that the largest impact (25%) of question decomposition for MDS was obtained in experiment \( E_9 \) for the seven topics that included topics D385 – “Electric Automobile Development”, and D401 – “Foreign minorities in Germany”. The least impact (8%) was obtained in experiment \( E_1 \), which however produced competitive scores in the DUC-2005 evaluations.

5. Conclusions

In this paper we presented three methods for question decomposition that enable improved results for question-driven multi-document summarization. The first method decomposes questions based on syntactic information, whereas the other two use semantic and coherence information for question decomposition. One of the semantic question decomposition methods operated in a top-down manner, whereas the other operates in a bottom-up manner. In experimental results, we have found that by combining the two semantic-based question decomposition methods we achieved the highest responsiveness scores, which were improved by 25% from results that are produced by baseline methods that have no access to question decompositions.
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