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Abstract—This letter presents a detailed performance analysis of the intelligent reflecting surface (IRS) aided single-input single-output communication systems, taking into account of the direct link between the transmitter and receiver. A closed-form upper bound is derived for the ergodic capacity, and an accurate approximation is obtained for the outage probability. In addition, simplified expressions are presented in the asymptotic regime. Numerical results are provided to validate the correctness of the theoretical analysis. It is found that increasing the number of reflecting elements can significantly boost the ergodic capacity and outage probability performance, and a strong line-of-sight component is also beneficial. In addition, it is desirable to deploy the IRS close to the transmitter or receiver, rather than in the middle.

Index Terms—Intelligent reflecting surface, ergodic capacity, outage probability, Rician fading

I. INTRODUCTION

The intelligent reflecting surface (IRS), which can manipulate the propagation channel into a favorable shape, has been regarded as a promising technology for the next generation wireless communication systems. As such, it has received considerable interests from both the industry and academia [1], [2].

Thus far, most of the works on IRS focus on the design of the phase shift matrix and the transmit beamformer [3]—[9]. For multiple-input single-output (MISO) systems, the joint active and passive beamformer design problem was studied in [3], and the impact of discrete phase shift was further considered in [4]. Meanwhile, the energy efficiency of the systems was characterized in [5]. Later on, a statistical channel state information (CSI) based design framework was proposed in [6]. The more general multiple-input multiple-output (MIMO) system was considered in [7], while the multi-cast MISO scenario was addressed in [8], [9].

While the aforementioned works have improved our knowledge of IRS-aided communication systems, few works have studied the analytical performance of IRS aided systems. In [10], [11], the outage probability and ergodic spectral efficiency of the MISO systems was studied, assuming that the channel between the transmitter and IRS is deterministic. In [12], [13], the outage probability and achievable rate of single-input single-output (SISO) system was considered, assuming that the direct link between the transmitter and receiver does not exist.

In practice, the IRS is usually deployed in a position with line-of-sight (LOS) to both transmitter and receiver, it is desirable to adopt the Rician fading model. Motivated by this,
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in this letter, we present a detailed performance analysis of IRS-aided SISO systems in Rician fading channels, taking into account of the direct channel between the transmitter and receiver. Closed-form expressions are derived for the ergodic capacity upper bound and outage probability approximation of the system. In addition, simplified expressions are obtained in the asymptotic regime. The findings of the letter suggest that the IRS can provide an effective signal-to-noise ratio (SNR) gain of $N^2$, where $N$ is the number of reflecting elements, and a diversity order of $N + 1$ can be achieved.

II. SYSTEM MODEL

We consider a three-node communication system consisting of a single antenna transmitter $T$, a single antenna receiver $R$ and an IRS with $N$ reflecting elements, as illustrated in Fig. 1.

Since the receiver can overhear the signal from both the $T$-IRS-$R$ and $T$-$R$ links, the received signal $y$ at the $R$ can be expressed as

$$y = \sqrt{P} \left( \mathbf{h}_1^T \Phi \mathbf{h}_1 + g \right) x + n,$$

(1)

where $x$ denotes the normalized transmit signal with unit energy, $g$ denotes the $T$-$R$ channel, the $N \times 1$ vectors $\mathbf{h}_1$ and $\mathbf{h}_2$ denote the $T$-IRS and IRS-$R$ channels, respectively. Also, the $N \times N$ matrix $\Phi = \text{diag}(\theta)$ denotes the phase shift matrix, where $\theta = [e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N}]$ with $\theta_l \in [0, 2\pi)$ representing the phase shift of the $l$-th IRS reflecting element. Finally, $n$ represents the additive white Gaussian noise with zero mean and variance $N_0$.

Since the IRS is deployed at a position that has LOS to both $T$ and $R$, $\mathbf{h}_1$ and $\mathbf{h}_2$ are modeled by Rician fading. In contrast, there is no LoS path between $T$ and $R$, hence, $g$ is modeled by Rayleigh fading. Therefore, the channel coefficients can be expressed as

$$\mathbf{h}_l = \frac{1}{\sqrt{d_{Tl}^2}} \left( \sqrt{\frac{K_l}{K_l + 1}} \hat{\mathbf{h}}_l + \sqrt{\frac{1}{K_l + 1}} \mathbf{h}_l \right), \quad l = 1, 2,$$

$$g = \frac{1}{\sqrt{d_{3R}^2}} \hat{\mathbf{h}}_3,$$
C_{up} = \log_2 \left\{ 1 + \gamma_0 \left[ \frac{1}{d_1^{a_1}} + \frac{N}{d_1^{a_1} d_2^{a_2}} + \frac{N(N-1)\pi^2}{16d_1^{a_1^2} d_2^{a_2^2} (K_1 + 1)(K_2 + 1)} \left( L_2(-K_1) L_2(-K_2) \right)^2 + \sqrt{\frac{N^2\pi^3}{8d_1^{a_1^2} d_2^{a_2^2} (K_1 + 1)(K_2 + 1)}} L_2(-K_1) L_2(-K_2) \right] \right\} \tag{5}

where $d_i$ and $a_i$, $i \in \{1, 2, 3\}$, denote the distance and path loss exponent of the corresponding channel, while $K_i$, $i \in \{1, 2\}$ denotes the Rician factor. Also, $\bar{h}_i$, $i \in \{1, 2\}$, denotes the normalized LoS component, and $\tilde{h}_i$, $i \in \{1, 2, 3\}$ denotes the normalized non-LoS component.

Assuming perfect CSI at the IRS, the optimal phase shift matrix $\Phi$ maximizing the received SNR is given by \cite{14}:

$$\theta_n = \frac{\angle x}{h_{2,n} h_{1,n}}, \tag{6}$$

where $\angle x$ denotes the phase of complex number $x$, $h_{1,n}$ and $h_{2,n}$ are the $n$-th element of vector $\bar{h}_1$ and $\bar{h}_2$, respectively. Then, the maximum SNR of the system can be obtained as

$$\gamma_{\text{max}} = \gamma_0 \left( \sum_{n=1}^{N} |h_{2,n}| |h_{1,n}| + |g| \right)^2, \tag{7}$$

where $\gamma_0 = P/N_0$ represents the transmit SNR.

### III. PERFORMANCE ANALYSIS

In this section, we provide a detailed analysis of the achievable systems performance. Specifically, two important metrics, i.e., ergodic capacity and outage probability, are considered. We start with the ergodic capacity.

#### A. Ergodic Capacity

The ergodic capacity of the system can be expressed as

$$C = \mathbb{E} \left\{ \log_2 \left( 1 + \gamma_{\text{max}} \right) \right\}. \tag{8}$$

Since the exact distribution of $\gamma_{\text{max}}$ is intractable, it is challenging to characterize the exact ergodic capacity. Therefore, we resort to a tractable bound with the help of Jensen’s inequality, and have the following key results:

**Theorem 1.** The ergodic capacity of the system is upper bounded by $C_{up}$ given in Eq. (5), shown on the top of the next page, where $L_2(\cdot)$ denotes the Laguerre polynomial \cite{12}.

**Proof:** See Appendix A.

Theorem 1 provides a closed-form expression involving only elementary functions, which is applicable for arbitrary system configurations, thereby enabling efficient evaluation of the ergodic capacity performance. In addition, it also facilitates the characterization of the impact of key parameters on the ergodic capacity. In particular, we have the following observations:

**Remark 1.** The ergodic capacity upper bound increases monotonically with $N$. For sufficiently large $N$, the ergodic capacity $C_{up}$ is mainly dominated by the term $\log_2(\gamma_1 N^2)$, where $\gamma_1 = \gamma_0 n \left[ \frac{L_2(-K_1) L_2(-K_2) \pi}{16d_1^{a_1^2} d_2^{a_2^2} (K_1 + 1)(K_2 + 1)} \right]$, indicating an effective SNR gain of $N^2$. This can be explained by the fact that IRS not only achieves the beamforming gain, but also attains the inherent aperture gain by collecting more signal power.

**Remark 2.** Observing that $L_4(-K)$ is a monotonically increasing function of $K$, which suggests that a strong LoS component would enhance the ergodic capacity. In addition, the ergodic capacity upper bound $C_{up}$ is a symmetric function with respect to the $K_1$ and $K_2$, indicating the identical impact of the two hop channels.

#### B. Outage Probability

In this subsection, we analyze the outage probability of the system, which is defined as the probability of the instantaneous SNR that falls below a pre-defined threshold $\gamma_{\text{th}}$. Mathematically, it is given by

$$P_{\text{out}} = \text{Prob}(\gamma_{\text{max}} \leq \gamma_{\text{th}}). \tag{9}$$

Since the exact distribution of $\gamma_{\text{max}}$ is unknown, we resort to tight approximations of the outage probability, and we have the following important result:

**Theorem 2.** When $N \to \infty$, the outage probability can be approximated as Eq. (3) shown on the top of the next page, where

$$\mu = \frac{\pi}{4 \sqrt{d_1^{a_1^2} d_2^{a_2^2} (K_1 + 1)(K_2 + 1)}} L_2(-K_1) L_2(-K_2),$$

and

$$\sigma^2 = \frac{1}{d_1^{a_1^2} d_2^{a_2^2}} \left[ 1 - \frac{\pi^2 (L_2(-K_1) L_2(-K_2))^2}{16(K_1 + 1)(K_2 + 1)} \right]. \tag{10}$$

**Proof:** See Appendix B.

Theorem 2 presents a closed-from approximation for the outage probability, which consists of only elementary functions, hence can be efficiently evaluated. Also, we observe that both $\mu$ and $\sigma^2$ are symmetric functions with respect to $K_1$ and $K_2$, which implies $K_1$ and $K_2$ have identical impact on the outage probability. In addition, although Theorem 2 is obtained with the assumption of large $N$, as will be shown through numerical results, the approximation turns out to be sufficiently tight even for moderate $N$.

To gain further insight, we now look into the high SNR regime, and we have the following important result:
for moderate value of $\gamma_0$. It can be observed that the approximation works well, even with respect to $\alpha$. The minimum is achieved when the IRS is deployed in the vicinity of $T$ or $R$ to obtain higher capacity. The above result indicates that it better to deploy the IRS in the middle of the $T$ and $R$. The above result indicates that it better to deploy the IRS in the vicinity of $T$ or $R$ to obtain higher capacity.

Theorem 3. When $\gamma_0 \rightarrow \infty$, the outage probability can be accurately approximated by

$$P_{out,2} \approx \frac{\sqrt{\pi a^N \alpha_0^N \alpha_1^N \alpha_2^N \alpha_3^N}}{\Gamma \left( N + \frac{3}{2} \right) (N + 1)!} \left( \frac{\gamma_0}{\gamma_{th}} \right)^{-(N+1)},$$

where

$$a = (K_1 + 1)(K_2 + 1)e^{-(K_1 + K_2)} \left[ \text{Ei}(K_1) + \text{Ei}(K_2) - 2\gamma \right] - \ln K_1 - \ln K_2 + 2K_0 \left( 2\sqrt{(K_1 + 1)(K_2 + 1)} \right) \left( \frac{1}{\alpha_0^2} \alpha_1^2 \alpha_2^2 \gamma_0 \right).$$

$\gamma$ denotes the Euler’s constant, $\text{Ei}(x)$ is the exponential integral \([16]\), and $K_0(x)$ is the modified Bessel function of the second kind \([16]\).

Proof: See Appendix [C].

Theorem 3 suggests that a diversity order of $N + 1$ is achieved. Moreover, the impact of LOS component is mainly reflected on the achievable coding gain of the system.

IV. SIMULATION RESULTS

In this section, numerical results are presented to validate the theoretical analysis in the previous section. Unless otherwise specified, the following set of parameters are used in the simulations. As in [5], we focus on the sub-6G scenario, the system has a bandwidth of 180KHz, and the noise power spectrum density is -173 dBm/Hz. The distances are set to be $d_1 = 150$ m, $d_2 = 150$ m and $d_3 = 200$ m, with path loss exponents given by $\alpha_0 = 3.5$, $\alpha_1 = \alpha_2 = 2.0$, respectively. The reference path loss at the reference distance $d_0 = 1$ m is set to be $-30$ dB and the outage threshold $\gamma_{th} = 10$ dB. Also, we set $K_1 = K_2 = K$.

Fig. 2 illustrates the ergodic capacity of the system with different $N$. As can be readily observed, the ergodic capacity upper bound is tight for all configurations, indicating the accuracy of the closed-form expression in Theorem 1. In addition, we observe the intuitive result that the ergodic capacity increases monotonically with the number of IRS reflecting elements $N$ and Rician factor $K$.

Fig. 3 shows the impact of IRS location on the ergodic capacity assuming the IRS is deployed between the line segment of $T$ and $R$, i.e., $d_1 + d_2 = 300$ m. As can be readily observed, the ergodic capacity is a symmetric function with respect to $d_1$ and $d_2$. The minimum is achieved when the IRS is deployed in the middle of the $T$ and $R$. The above result indicates that it better to deploy the IRS in the vicinity of either $T$ or $R$ to obtain higher capacity.

Fig. 4 plots the outage probability of the system with $K = 1$. It can be observed that the approximation works well, even for moderate value of $N$. In addition, we see that the outage
probability decreases sharply when the SNR increases, and the decreasing rate is faster with a larger $N$.

Fig. 5 validates the accuracy of $P_{\text{out,2}}$ in the high SNR regime when $K = 1$. As readily can be seen, the high SNR approximation is quite accurate, thus validates the correctness of $P_{\text{out,2}}$. Also, a diversity order of $N + 1$ is observed, indicating the great benefit of increasing $N$ in terms of outage performance.

V. CONCLUSION

This paper has studied the ergodic capacity and outage probability of IRS-aided SISO systems under mixed Rayleigh and Rician fading channels. Closed-from expressions are derived for the ergodic capacity upper bound and outage approximation, which provide efficient means to evaluate the system performance. Moreover, concise expressions are obtained in the asymptotic regime, which sheds lights on the impact of key parameters on the system performance. It is revealed that the use of IRS contributes to an effective SNR gain of $N^2$, and the diversity order can be increased to $N + 1$. Also, the position of IRS also has significant impact on the system performance, it is desirable to deploy the IRS close to the transmitter or receiver, and with strong LOS path.

APPENDIX A

PROOF OF THEOREM 1

Applying the Jensen’s inequality, we have the upper bound of the capacity as

$$C \leq C_{\text{up}} = \log_2 (1 + \mathbb{E} \{y_{\max}\}).$$

(10)

The remaining task is to compute $\mathbb{E} \{y_{\max}\}$. Using the relationship in (3) and applying the binomial expansion theorem, we have

$$\mathbb{E} \{y_{\max}\} = \mathbb{E} \{|g|^2\} + \mathbb{E} \left( \sum_{n=1}^{N} |h_{2,n}|^2 |h_{1,n}|^2 \right) +$$

$$2\mathbb{E} \left( \sum_{n=1}^{N} |h_{2,n}| |h_{1,n}| |g| \right) +$$

$$x_1$$

$$x_2$$

$$x_3$$

$$2\mathbb{E} \left( \sum_{n=1}^{N} |h_{2,n}| |h_{1,n}| |g| \right).$$

(11)

We now calculate $x_1$, $x_2$ and $x_3$ one-by-one.

1) Computing $x_1$: Obviously, we have $x_1 = \frac{1}{d_1^j d_2^j}$.

2) Computing $x_2$: Using the binomial expansion, $x_2$ can be further expanded as

$$x_2 = \mathbb{E} \left( \sum_{n=1}^{N} |h_{2,n}|^2 |h_{1,n}|^2 \right) +$$

$$\mathbb{E} \left( \sum_{n=1}^{N} \sum_{j=1}^{N} |h_{2,n}| |h_{1,n}| |h_{2,j}| |h_{1,j}| \right).$$

(12)

It is easy to see that $\mathbb{E} \left( \sum_{n=1}^{N} |h_{2,n}|^2 |h_{1,n}|^2 \right) = \frac{N}{d_1^j d_2^j}$. Regarding $\mathbb{E} \left( \sum_{n=1}^{N} \sum_{j=1}^{N} |h_{2,n}| |h_{1,n}| |h_{2,j}| |h_{1,j}| \right)$, noticing that, for the Ricean variable $|h_{l,n}|$, $l \in \{0, 1\}$,

$$\mathbb{E} \{|h_{l,n}|\} = \frac{\pi}{4 d_1^{l^2}} L_{\frac{1}{2}}(-K_l),$$

(13)

and observing the fact that $h_1$ and $h_2$ are independent, we obtain

$$\mathbb{E} \left( \sum_{n=1}^{N} \sum_{j=1}^{N} |h_{2,n}| |h_{1,n}| |h_{2,j}| |h_{1,j}| \right)$$

$$= \frac{N(N-1)\pi^2}{16 d_1^{l^2} d_2^{l^2}} \left( L_{\frac{1}{2}}(-K_1) \right)^2 \left( L_{\frac{1}{2}}(-K_2) \right)^2.$$ 

(14)

3) Computing $x_3$: For the Rayleigh variable $|g|$, we have

$$\mathbb{E} \{|g|\} = \frac{\pi}{2 d_3^{l^2}}.$$

(15)

As such, $x_3$ can be calculated as

$$x_3 = \sqrt{8 d_1^{l^2} d_2^{l^2} d_3^{l^2} (K_1 + 1)(K_2 + 1) L_{\frac{1}{2}}(-K_1) L_{\frac{1}{2}}(-K_2)}.$$ 

(16)

To this end, pulling $x_1$, $x_2$ and $x_3$ together yields the desired result.

APPENDIX B

PROOF OF THEOREM 2

According to the definition, the outage probability can be transformed into

$$P_{\text{out}}(\gamma_{\text{th}}) = \text{Prob} \left( z < \sqrt{\frac{\gamma_{\text{th}}}{\gamma_0}} \right),$$

(17)

where $z \triangleq u + |g|$ with $u \triangleq \sum_{n=1}^{N} |h_{2,n}| |h_{1,n}|$. For sufficiently large $N$, $u$ can be accurately approximated by the normal distribution according to the central limit theorem, i.e., $u \sim \mathcal{N}(N \mu, N \sigma^2)$, where

$$\mu = \mathbb{E} \{|h_{2,n}| |h_{1,n}|\} = \frac{\pi}{4 d_1^{l^2} d_2^{l^2} (K_1 + 1)(K_2 + 1)} L_{\frac{1}{2}}(-K_1) L_{\frac{1}{2}}(-K_2).$$ 

(18)
\[ \sigma^2 = D([h_{2,n}||h_{1,n}]) = \frac{1}{d_1^{n_1}d_2^{n_2}} \] (19)

\[ 1 - \frac{\pi^2}{16(K_1 + 1)(K_2 + 1)} \left( L_1(-K_1)L_2(-K_2) \right)^2. \]

Since \( z \) is the sum of independent random variable \( u \) and \(|g|\), its cumulative distribution function (CDF) can be calculated via

\[ F_z(z) \approx \int_{-\infty}^{\infty} f_u(x) - x)F_{|g|}(x)dx, \]

where \( f_u(x) = \frac{1}{2\pi \sigma^2} e^{-\frac{-(x-Np)^2}{2\sigma^2}} \) is the probability density function (PDF) of \( u \) and \( F_{|g|}(x) = 1 - \exp\left(-\frac{d_1^{n_1}x^2}{2}\right) \) denotes the CDF of Rayleigh variable \(|g|\).

To this end, the desired result can be obtained after some algebraic manipulations.

**APPENDIX C**

**PROOF OF THEOREM 3**

Recall \( \gamma_{\text{max}} \) in Eq. (2), it can be interpreted as the effective SNR of an equal gain combining SIMO system. Then, according to [17], in order to obtain the outage approximation in the high SNR regime, it is sufficient to characterize the behavior of the probability density function (PDF) of the SNR of individual branch near the origin. Specifically, let \( \beta \) denote the SNR of the branch. \( f(\beta) \) denote the PDF of \( \beta \).

\[ \lim_{\beta \to 0} f_\beta(\beta) = a\beta^t + O(\beta^{t+\epsilon}), \]

where \( O(\cdot) \) is the big \( O \) notation, then the high SNR outage probability can be accurate characterized by the parameters \( a \) and \( t \).

Therefore, the main task is to obtain the behavior of the PDF of \(|g|^2\) and \(|h_{2,n}h_{1,n}|^2|h_{1,n}|^2 \) near the origin. Since \(|g|^2\) follows the exponential distribution, its behavior near the origin can be easily obtained. Hence, we focus on \(|h_{2,n}h_{1,n}|^2|h_{1,n}|^2 \) in the following.

Capitalizing on the results of [18], the PDF of random variable \( \beta = d_1^{n_1}d_2^{n_2}|h_{2,n}|^2|h_{1,n}| \) can be derived as

\[ f_\beta(\beta) = \begin{cases} 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} & \text{for } n > p, \\ 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} \sum_{n=p+1}^{\infty} \binom{K^n}{n} \binom{K^n}{n} e^{-(K_1+K_2)} & \text{for } n = p. \end{cases} \]

(22)

With the following relationships of Bessel-K function [16, Eq. 10.30.2]

\[ \lim_{z \to 0} K_\nu(z) \approx \frac{1}{2} \Gamma(\nu) \left( \frac{1}{2} \right)^\nu, \quad \Re \nu > 0, \]

\[ K_\nu(z) = K_{-\nu}(z), \]

where \( \Re \nu \) represents the real part of \( \nu \). We find it is convenient to consider three separate cases depending on the relationship of \( n \) and \( p \), namely,

\[ \lim_{\beta \to \infty} f_\beta(\beta) = P_{n>p} + P_{n<p} + P_{n=p}. \]

1) For \( n > p \), we have

\[ P_{n>p} \approx 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} \sum_{n=p+1}^{\infty} \binom{K^n}{n} \binom{K^n}{n} e^{-(K_1+K_2)} \approx 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} \sum_{n=p}^{\infty} \binom{K^n}{n} \binom{K^n}{n} e^{-(K_1+K_2)}. \]

(26)

It is easy to see that \( P_{n>p} \) is mainly determined by \( p = 0 \), hence we have

\[ P_{n>p} \approx 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} \sum_{n=1}^{\infty} \binom{K^n}{n} \binom{K^n}{n} e^{-(K_1+K_2)}. \]

(27)

2) For \( n < p \), exploiting the symmetric property in Eq. (24), we can similarly derive

\[ P_{n<p} \approx 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} \sum_{n=1}^{\infty} \binom{K^n}{n} \binom{K^n}{n} e^{-(K_1+K_2)}. \]

(28)

3) For \( n = p \), we observe that \( P_{n=p} \) is dominated by the term \( n = p = 0 \), thus we have

\[ P_{n=p} \approx 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} \approx 2(K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} K_0 \left( 2\sqrt{(K_1+1)(K_2+1)} \right). \]

(29)

Combining the above three parts, we have \( t = 0 \) and

\[ a = (K_1 + 1)(K_2 + 1)e^{-(K_1+K_2)} \left[ \mathcal{E}(K_1) + \mathcal{E}(K_2) - 2\gamma \right] - \ln K_1 - \ln K_2 + 2K_0 \left( 2\sqrt{(K_1+1)(K_2+1)} \right). \]

(30)

To this end, invoking [17] Eq. (12), the desired results can be obtained after some algebraic manipulations.
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