Abstract—Unmanned aerial vehicle (UAV)-to-ground (U2G) channel models play a pivotal role in reliable communications between UAV and ground terminal. This paper proposes a three-dimensional (3D) non-stationary hybrid model including large-scale and small-scale fading for U2G multiple-input-multiple-output (MIMO) channels. Distinctive channel characteristics under U2G scenarios, i.e., 3D trajectory and posture of UAV, fuselage scattering effect (FSE), and posture variation fading (PVF) are incorporated into the proposed model. The channel parameters, i.e., path loss (PL), shadow fading (SF), path delay, and path angle, are generated incorporating machine learning (ML) and ray tracing (RT) techniques to capture the structure-related characteristics. In order to guarantee the physical continuity of channel parameters such as Doppler phase and path power, the time evolution methods of inter- and intra-stationary intervals are proposed. Key statistical properties, including temporal auto-correction function (ACF), power delay profile (PDP), level crossing rate (LCR), average fading duration (AFD), and stationary interval (SI), are analyzed with the impact of the change of fuselage and posture variation. It is demonstrated that both posture variation and fuselage scattering have crucial effects on channel characteristics. The validity and practicability of the proposed model are verified by comparing the simulation results with the measured ones.
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I. INTRODUCTION

With emerging global connectivity requirements, the space-air-ground-sea integrated networks are proposed to provide seamless coverage, ultra-reliable connection and user diversity [1]. Owing to the low cost, high mobility and versatility, unmanned aerial vehicles (UAVs) have been considered to be a promising paradigm for establishing air-ground communication networks [2]. Thus, the research of UAV-to-ground (U2G) wireless communication has become an essential part of the pre-research work of next generation mobile communication systems [3]. Unlike terrestrial communication nodes, UAVs have unique characteristics, including three-dimensional (3D) arbitrary trajectory, 3D antenna arrangement, and 3D rotational posture [4]. These new features would cause different non-stationarity that conventional channel models cannot precisely present. To better design and evaluate future air-ground communication systems, it is critical to provide a realistic and reliable U2G channel model [5].

A. Related Works

From the perspective of modeling approaches, modern U2G channels can be modeled by the statistical method, geometrical method, and machine learning (ML)-enabled method [6]. The statistical channel models employ mathematical formulas from empirical observations such as field measurements or ray-tracing (RT) simulations. These models are usually employed for link-level analysis due to the lack of implicit temporal and spatial continuity. The shortcomings of pure statistical models are solved by incorporating geometrical information, and the improved models are usually referred to as geometry-based stochastic channel models (GBSMs). In fact, many standardized channel models utilize the geometrical method assuming different geometry shapes or unique channel characteristics [7]. By assuming that the scatterers obey diverse 3D geometric distributions, such as cylinder [8], ellipsoid [9],
A non-stationary wideband U2G MIMO channel model is presented by thoroughly considering the impact of UAV posture variation and fuselage scattering effect (FSE). The model describes both large-scale and small-scale fading in three segments, i.e., near-UAV segment (NUS), free space link (FSL), and near-ground segment (NGS). The posture variation fading (PVF) coefficient and the deterministic scattering caused by FSE are considered. Based on these improvements, the realistic U2G channel can be characterized by the proposed model.

2) Generation and time-evolution procedure of segmented time-variant channel parameters, including the path loss (PL), shadow fading (SF), delay, power, angle, and phase, are given. The RT method and ML technology are employed to
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modify the traditional empirical and geometry-based parameter calculation method. By introducing the jerk-limited function to describe the path power ramp and utilizing the propagation distance variation to capture the Doppler effect, the time-evolution continuity of the channel parameters is achieved, which describes the channel non-stationarity more accurately.

3) Statistical properties of the proposed U2G channel model are given and simulated. The simulated channel characteristics, including temporal auto-correction function (ACF), power delay profile (PDP), level crossing rate (LCR), average fading duration (AFD), and stationary interval (SI) are analyzed and compared with results from other channel models, which verifies the effectiveness of the proposed model.

4) The practicability of the proposed model is validated by measurement data. Measured results from the measurement campaigns or referred literature are compared with simulation results of the proposed model, including PL, ACF, SI, and PVF coefficient. Moreover, the PL, ACF and PVF coefficient show that UAV posture variation and fuselage scattering have vital impacts on channel characteristics.

The remainder of this paper is organized as follows. Section II describes a 3D non-stationary U2G channel model incorporating posture variation and FSE. Section III studies the generation and time-evolution of the model parameters. Statistical properties of proposed model are presented and analyzed in Section IV. Section V compares and discusses the analytical, simulated, and measured results. Conclusions are finally drawn in Section VI.

II. CHANNEL MODEL INCORPORATING POSTURE VARIATION AND FSE

A typical U2G communication scenario is shown in Fig. 1. The transmitter (Tx) on the UAV equips with P antenna elements, and the receiver (Rx) on the ground vehicle equips with Q antenna elements. Note that $x$-$y$-$z$ and $x$-$y$-$z$ are two independent coordinate systems for Tx and Rx, respectively. The origin position of the coordinate system is located on the first element of the equipped antenna array. The communication channel consists of the line-of-sight (LoS) component and non-LoS (NLoS) components. Moreover, posture angles for pitch, roll, and yaw are defined to describe the time-variant posture variation of UAV. For clarity, the time-variant roll, yaw, and pitch angles are marked as $\omega$, $\varphi$, and $\gamma$, respectively. Roll angle rotates around $x$ axis and $\omega \in (-\pi, \pi]$, pitch angle rotates around $y$ axis with respect to the horizontal plane and $\gamma \in (-\pi, \pi]$, and yaw angle rotates around $z$ axis in the horizontal plane with a counter-clockwise increasing mode and $\varphi \in [0, 2\pi)$. The detailed parameters are listed in Table I.

In most U2G channel models, an aircraft is usually regarded as a point without the shape and posture for simplicity. However, ignoring FSE and time-varying posture may lead to distortion of channel characteristics. In addition, the channel characteristics in the free space segment can be considered separately. According to the different scattering environments, the propagation scenario is divided into three parts, i.e., NUS, FSL, and NGS.

The entire communication link includes one LoS path and numerous NLoS paths. The former represents a direct connection from Tx to Rx without any obstacles, while the latter experienced three different transmission links. Due to the FSE in NUS, part of the transmitted signal is first reflected by the fuselage and then reaches FSL. Then, the propagation direction of the NLoS path in FSL is assumed to be the same as that of the LoS path until the signal reaches the NGS. Finally, the NLoS path signal in NGS is reflected to Rx through its surrounding clusters.

The U2G MIMO fading channel between UAV and the ground terminal is affected by both large-scale fading and small-scale fading, and it can be defined as

$$H_{PQ} = [PL \cdot SF]^{1/2} \cdot [h_{pq}(t, \tau)]_{P \times Q}$$

(1)

where variable $PL$ represents the PL with respect to the propagation distance, angle, observing height, and fuselage structure, and variable $SF$ denotes SF due to obstacles in the path of propagation. PL and SF are usually referred to as large-scale fading parameters and will be discussed in detail in the next chapter. The channel impulse response (CIR)
between the \( p \)-th transmitting antenna element and the \( q \)-th receiving antenna element is represented as \( h_{pq}(t, \tau) \), which can be expressed as the superposition of the LoS and NLoS components, i.e.,

\[
h_{pq}(t, \tau) = \sqrt{\frac{K(t)}{K(t)+1}} h_{pq}^{\text{LoS}}(t) \delta(\tau - \tau_{pq}^{\text{LoS}}(t)) + \sqrt{\frac{1}{K(t)+1}} \sum_{n=1}^{N(t)} \sum_{m=1}^{M} h_{pq}^{\text{NLoS}}(t)_{n,m} \delta(\tau - \tau_{pq,n,m}^{\text{NLoS}}(t))
\]

(2)

where \( K(t) \) denotes the time-variant Rice factor, \( N(t) \) is the total number of effective scattering paths, \( M \) is the number of sub-paths within the \( n \)-th NLoS path, \( \tau_{pq}^{\text{LoS}}(t) \) and \( \tau_{pq,n,m}^{\text{NLoS}}(t) \) denote the delays for the LoS and NLoS path, respectively. The channel coefficient \( h_{pq}^{\text{LoS}}(t) \) and \( h_{pq,n,m}^{\text{NLoS}}(t) \) in (2) can be further modeled as (3) and (4), as shown at the bottom of the page, where \( C^p(t) \) is the posture-related power coefficient for describing the PVF, \( F_{p/q,V}^{\text{Tx/Rx}}(\cdot) \) and \( F_{p/q,H}^{\text{Tx/Rx}}(\cdot) \) denote the antenna pattern components in the vertical and horizontal planes, respectively, \( s_{i}^{\text{Tx/Rx}}(t) \) and \( s_{n,m}^{\text{Tx/Rx}}(t) \) are the angle unit vectors of the LoS and NLoS paths at the Tx (or Rx), which can be obtained by converting angles of departure (AoDs) and angles of arrival (AoAs) to Cartesian coordinates [19]. In (4), \( P_{pq,n,m}^{\text{NLoS}}(t) \) is the normalized relative power of the \( n,m \)-th sub-path within \( n \)-th path. \( \Phi_{pq}^{\text{LoS}}(t) \) and \( \Phi_{pq,n,m}^{\text{NLoS}}(t) \) are the phase shifts of LoS and NLoS paths, respectively.

III. CHANNEL PARAMETERS GENERATION AND TIME-EVOLUTION

The generation and time-evolution of channel parameters are crucial to the channel model. By comprehensively considering 3D scattering space, 3D arbitrary trajectory, 3D antenna layout, and 3D rotational posture, the corresponding channel parameters can be generated more realistically, including PL, path angle, path phase, path delay, and path power. Fig. 2 shows the channel generation flow chart of the proposed model.

A. Path Loss and Shadow Fading

Due to the different propagation environment in the NUS, FSL, and NGS, PL not only varies with distance, but also is highly correlated with height. For example, PL in NGS is affected by scatterers such as buildings and trees, while PL in NUS is only affected by the fuselage structure. The traditional PL model cannot capture this feature. This paper uses deterministic data, empirical formula and ML methods to obtain the \( PL_{\text{NUS}} \) in the NUS, \( PL_{\text{FSL}} \) in the FSL, and \( PL_{\text{NGS}} \) in the NGS, respectively.

In the NUS, \( PL_{\text{NUS}} \) is determined by fuselage structure and propagation distance. Therefore, it can be obtained by deterministic approaches, such as field measurement or RT method. The RT method is chosen in this step because it can provide massive data to support model analysis more conveniently than field measurement. In addition, the RT method is preferred for its ability to capture more realistic channel behavior, especially in complex environments.
procedure can also provide the propagation length in the NUS, which will be employed in calculation of delay and phase parameters.

In the NUS, the height of the propagating signal $h$ satisfies condition $h_{\text{Tx}} - \xi_{\text{NUS}} \leq h$. The distance $\xi_{\text{NUS}}$ can be determined by the constraint that the fuselage scattering having a sufficient effect on PL. The PL considering the physical structure will have 10% additional loss compared with the unconsidered case at $\xi_{\text{NUS}}$ below the UAV. Several types of UAVs, such as fixed-wing UAV, quadrotor UAV, hexacopter UAV, have been simulated, and the results show that $\xi_{\text{NUS}}$ values are ranging from a few tens to a hundred meters.

By reproducing all rays between Tx and Rx, specific rays are selected according to the electric field strength to represent the NLoS paths of signal propagation. For the $m$-th reflection ray, i.e. the $m$-th sub-path in proposed model, the electric field vector can be calculated by \cite{36}

$$E_{n,m}(d_{n,m}) = \frac{E_1 R e^{-j2\pi d_{n,m}/\lambda}}{d_{n,m}}$$  \hspace{1cm} (6)

where $d_{n,m}$ is the propagation distance of $m$-th ray, $E_1$ is the unit electric vector, $R$ is reflection coefficient, $\lambda$ is signal wavelength. All rays are superimposed coherently at a specified distance, and the total electric field intensity of the receiving point can be expressed as

$$E^{\text{RT}}(d) = \left| \sum_{n=1}^{N(d)} \sum_{m=1}^{M(d)} E_{n,m}(d_{n,m}) \right|$$  \hspace{1cm} (7)

where $N(d)$ and $M(d)$ denotes the number of paths and sub-paths at the point where propagation distance is $d$ in RT procedure, respectively. Finally, PL is the ratio of transmit power to received power, thus $P_{\text{L,NUS}}$ can be expressed as

$$P_{\text{L,NUS}}(d) = 20 \log_{10} \left( E_0 / E^{\text{RT}}(d) \right)$$  \hspace{1cm} (8)

where $E_0$ is the total electric field intensity of emitting rays.

There is no scattering in the FSL, thus $P_{\text{FSL}}$ can be acquired by the empirical formula

$$P_{\text{FSL}}(d) = 20 \log_{10} d + 20 \log_{10} f_c + 32.4$$  \hspace{1cm} (9)

where $f_c$ is frequency of the carrier wave. Note that the constant is 32.4 when the unit of frequency is GHz and the unit of distance is m.

In the NGS, the characteristics of $P_{\text{L,NGS}}$ are close to those of traditional ground scenarios, but the Tx is assumed at the height of $\xi_{\text{NGS}}$. The parameter $\xi_{\text{NGS}}$ is highly-related to the height of ground buildings, and can be set to different values depending on scenarios. Typical values of building height are listed in the ITU-R urban deployment model \cite{37}. For suburbs, cities, dense cities, and high-rise cities, the average building height is 8 m, 15 m, 20 m, and 50 m, respectively.

In order to obtain a more accurate PL in NGS, this paper introduces the ML algorithm into the PL model. Firstly, by fixingTx at the height $\xi_{\text{NGS}}$, a large number of propagation distance $d$ and AoA data are obtained by RT method. Then, a back propagation neural network (BPNN) based on $P_{\text{L,NGS}}$, $d$, $\alpha$ and $\beta$ is constructed. Note that the input training data contains the information about the scattering environment near the receiver. By using the internal relationship between the data and the parameters such as distance and AoA, PL can be predicted as

$$P_{\text{L,NGS}}(d, \alpha, \beta) = F_{\text{BPNN}} \left( d, \alpha, \beta; w, b, \sigma \right)$$  \hspace{1cm} (10)

where $\alpha$ and $\beta$ denote the azimuth and elevation angle, $F_{\text{BPNN}}(\cdot)$ is the transfer function of BPNN determined by the network, $w$, $b$ and $\sigma$ are the weight matrix, bias matrix, and activation matrix of BPNN, respectively. After obtaining the original data set $\{ P_{\text{L,NGS}}, d_{n,m}, \alpha_{\text{Rx},n,m}, \beta_{\text{Rx},n,m} \}$, the elements in the data set are divided into training set and validation set according to the ratio of 7:3. The training set $\{ P_{\text{L,NGS}}, d_{n,m}, \alpha_{\text{Rx},n,m}, \beta_{\text{Rx},n,m} \}$ is used to train the parameters of neural network, and the validation set $\{ P_{\text{L,NGS,va}}, d_{n,m}, \alpha_{\text{Rx,va},n,m}, \beta_{\text{Rx,va},n,m} \}$ is used to verify whether the trained network has over-fitting or under-fitting problems. Taking a neural network with an input layer, a hidden layer with $\chi$ neurons, and an output layer as an example, the PL output prediction model is expressed as (11), as shown at the bottom of the page. where $w_{ij}^{(k)} \in w$ is the connection weight between the $j$-th neuron in the $k$-th layer and the $i$-th neuron in the former layer, $b_{ij}^{(k)} \in b$ is the bias of the $j$-th neuron in the $k$-th layer, and $\sigma_{ij}^{(k)}(\cdot) \in \sigma$ is the activation function of the $j$-th neuron in the $k$-th layer. In this paper, $\sigma_{\text{hid}}(x) = 1/(1 + e^{-x})$ is applied in the hidden layer, and $\sigma_{\text{out}}(x) = \max(x, 0) + s_n \min(0, x)$ is applied in the output layer, where $s_n$ is a nonzero slope.

Based on the above analysis, the segmented PL can be modeled by (12), as shown at the bottom of the page, where $C_1$ and $C_2$ are constants to ensure the spatial consistency of PL calculations. When the signal propagates at a height

$$F_{\text{BPNN}}(d, \alpha, \beta; w, b, \sigma) = \sigma_1^{(2)} \left( \sum_{i=1}^{\chi} w_{1i}^{(2)} \sigma_j^{(1)} (w_{1i}^{(1)} d_{n,m} + b_{1i}^{(1)}) + b_{1i}^{(2)} \right)$$

$$+ \sigma_2^{(2)} \left( \sum_{i=1}^{\chi} w_{1i}^{(2)} \sigma_j^{(1)} (w_{1i}^{(1)} d_{n,m} + b_{1i}^{(1)}) + b_{1i}^{(2)} \right) + \sigma_3^{(2)} \left( \sum_{i=1}^{\chi} w_{1i}^{(2)} \sigma_j^{(1)} (w_{1i}^{(1)} d_{n,m} + b_{1i}^{(1)}) + b_{1i}^{(2)} \right)$$  \hspace{1cm} (11)

$$P_{\text{L}}(d, h, \alpha, \beta) = \begin{cases} 20 \log_{10} \left( E_0 / E^{\text{RT}}(d) \right), & h_{\text{Tx}} - \xi_{\text{NUS}} \leq h \\ 20 \log_{10} d + 20 \log_{10} f_c + C_1, & \xi_{\text{NGS}} \leq h \leq h_{\text{Tx}} - \xi_{\text{NUS}} \\ F_{\text{BPNN}}(d, \alpha, \beta; w, b, \sigma) + C_2, & h \leq \xi_{\text{NGS}} \end{cases}$$  \hspace{1cm} (12)
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above \( h_{\text{Tx}} - \xi_{\text{NUS}} \), the relation between \( PL \) and the propagation distance \( d \) is obtained by ray tracing method. The propagation distance in \( \text{NUS} \) is \( d_1 = \xi_{\text{NUS}} / \sin (\beta_{\text{Tx}}^{\text{NGS}}(t)) \). When the signal propagates at a height below \( \xi_{\text{NGS}} \), the relation between \( PL \) and the propagation distance \( d \) is obtained by machine learning method. Here, the propagation distance in \( \text{NGS} \) is \( d_2 = \xi_{\text{NGS}} / \sin (\beta_{\text{Rx}}^{\text{NGS}}(t)) \). The height-dependent model aims to consider the effects of fuselage structure and ground environment on \( PL \). Note that the \( PL \) of LoS path can be regarded as a special case of (12) and simplified as (9).

On the other hand, \( SF \) occurs when the signal is shadowed or blocked by obstacles between the Tx and Rx, which will lead to a reduction in signal strength. In the proposed model, \( SF \) only occurs in the \( \text{NGS} \). \( SF \) can be modeled as a log-normal distribution according to the measurement results in various environments. The probability density function (PDF) of \( SF \) can be denoted as

\[
f_{\text{SF}}(SF) = \frac{1}{\sqrt{2\pi}\sigma_{\text{SF}}} \exp \left( -\frac{(\ln SF - \mu)^2}{2\sigma^2} \right), \quad 0 \leq SF < \infty
\]

where \( \sigma \) is the standard deviation of \( SF \) in dB, and \( \mu \) is the mean value of \( SF \) in dB. Note that the standard deviation and mean value of \( SF \) are determined by the scenario. Based on the channel measurements under the urban scenario, \( \sigma \) is set as 8.1 dB, and \( \mu \) is set as 19.5 dB [39]. However, for different U2G scenarios, \( \sigma \) and \( \mu \) are not supposed to be fixed values. In order to describe \( SF \) more accurately, this paper improves the parameter calculation method. RT method is employed to obtain a large amount \( SF \) data under a specific scenario. Note that electromagnetic wave losses in RT simulations arise from interaction with the environment and atmospheric losses, thus we set atmosphere to vacuum during the simulation to interact with the environment and atmospheric losses, which will be regarded as a special case of (12) and simplified as (9).

Finally, substitute the corresponding to the given scenario. The delay of LoS path in NGS is obtained from the measured delay spread, and the relation between \( PL \) and the propagation distance \( d \) is

\[
\tau_{\text{pq}}^{\text{NGS}}(t) = \left( h_{\text{Tx}} - \xi_{\text{NGS}} \right) / (c \sin \beta_{\text{Tx}}^{\text{NGS}}(t))
\]

where \( h_{\text{Tx}} \) is the height of the Tx on UAV \( h_{\text{Tx}} \) is naturally greater than \( \xi_{\text{NGS}} \) in the U2G scenario.

The calculation of path delays in the \( \text{NGS} \) is based on the plane wave assumption where the location vector \( \mathbf{L}_{\text{TX,NGS}}(t) \) is determined by the location vector \( \mathbf{L}_{\text{TX}}(t), \mathbf{L}_{\text{RX}}(t), \) and \( \xi_{\text{NGS}} \). For different Tx positions with respect to the last-bounce scatterer (LBS), there is a triangle topology relationship during a stationary interval as shown in Fig. 3. The initial length of the NLoS path is generated from the measured delay spread, and the time-evolution process can be expressed as

\[
d_{\text{pq}}^{\text{NGS}}(t) = \| \mathbf{b}_{p,n,m}(t) \| + \| \mathbf{a}_{q,n,m}(t) \|
\]

where \( \mathbf{b}_{p,n,m}(t) \) and \( \mathbf{a}_{q,n,m}(t) \) are the distance vector pointing to the LBS from the Tx and Rx, respectively, \( c \) is the wave velocity [35].

The delay of NLoS path \( \tau_{\text{pq}}^{\text{NLoS}}(t) \) is the sum of three parts, i.e., \( \tau_{\text{pq},n,m}^{\text{NUS}}(t), \tau_{\text{pq},n,m}^{\text{FSL}}(t), \) and \( \tau_{\text{pq}}^{\text{NGS}}(t) \). The delay in the \( \text{NUS} \) is determined by the fuselage and can be calculated by

\[
\tau_{\text{pq}}^{\text{NUS}}(t) = d_{n,m}/c
\]

where \( d_{n,m} \) can be found in (6) from the RT procedure. Due to all the signals are assumed to propagate along the direction of LoS path, thus the delays for all NLoS components in the FSL are the same, and can be determined by

\[
\tau_{\text{pq},n,m}^{\text{FSL}}(t) = \left( h_{\text{Tx}} - \xi_{\text{NGS}} \right) / (c \sin \beta_{\text{tx}}^{\text{NGS}}(t))
\]

where the height of the Tx on UAV \( h_{\text{Tx}} \) is naturally greater than \( \xi_{\text{NGS}} \) in the U2G scenario.

B. Path Delays and Powers

Path delay describes the length of time that the signal reaches the Rx through different propagation paths. In the proposed model, the delay of the LoS component is assumed to be deterministic. In order to obtain the correct channel parameters for the MIMO system, the calculations must be done for each element of an array antenna. First, the instantaneous location vector of Tx and Rx can be expressed as

\[
\mathbf{L}_{\text{TX/RX}}^{\text{TX/RX}}(t) = \mathbf{L}_{\text{TX/RX}}^{\text{TX/RX}}(t_0) + \int_{t_0}^{t} \mathbf{v}_{\text{TX/RX}}^{\text{TX/RX}}(t') \, dt'
\]

where \( \mathbf{L}_{\text{TX/RX}}^{\text{TX/RX}}(t_0) \) indicates the initial location of Tx and Rx. Combined with topology information, the delay of LoS path can be expressed directly by the ratio of distance to wave speed as

\[
\tau_{\text{pq}}^{\text{LoS}}(t) = \left\| \left( \mathbf{L}_{\text{TX}}(t) + \mathbf{e}_{\text{p}}(t) \right) - \left( \mathbf{L}_{\text{RX}}(t) + \mathbf{e}_{\text{q}}(t) \right) \right\| /c
\]
After all the delay parameters are generated, the power parameter of each path can be calculated. In the proposed model, the LoS path power is controlled by the time-variant Ricean factor $K(t)$, which describes the power ratio between LoS and NLoS paths. Then, the power allocation for each NLoS path can be obtained by

$$
P_{pq,n,m}^{NLoS}(t) = \exp \left( -\tau_{pq,n,m}(t) \frac{r_{\tau} - 1}{\tau_{\sigma}} \right) 10^{-\frac{SF_c}{10}}$$

(22)

where $r_{\tau}$ is the delay scalar, and $\sigma_{\tau}$ is the delay spread, $SF_c$ is the cluster shadow fading in dB and obeys the Gaussian distribution [40]. Finally, the powers of sub-paths need to be normalized, and the final relative power of NLoS path can be expressed as

$$P_{pq,n,m}^{NLoS}(t) = \frac{P_{pq,n,m}^{NLoS}(t)}{\sum_{n=1}^{N(t)} \sum_{m=1}^{M} P_{pq,n,m}^{NLoS}(t)}.$$  

(23)

Based on the above expression, it can be found that the time-variant power changes with the delay parameter. Note that the location vectors and the geometric relations shown in Fig. 3 are valid only in the wide-sense-stationary condition. The stationary interval determines the length of a stationary segment, which will be discussed in the next chapter. At the beginning of each stationary segment, the initial delay will be generated in a stochastic approach, which leads to the inconsistency of power variation. To deal with that, transitions of path power between the adjacent stationary segments are modeled by a squared sine function as

$$w_{[\text{lin}]}(t) = \sin^2 \left( \pi w_{[\text{lin}]} / 2 \right)$$

(24)

where $w_{[\text{lin}]}$ is the linear ramping from 0 to 1, and $w_{[\text{sin}]}$ is the corresponding sine-shaped ramp with a constant slope at the beginning and the end, more detail can be found in [35].

In addition, PVF effect describe the phenomenon of signal being obstructed fuselage by the UAV posture variations. In that case, the ground receiver cannot receive the LoS path signal, which is shown in Fig. 4.

Furthermore, depending on the locations of the UAV and the ground terminal, the LoS direction $s_{1}^T(t)$ and the angle $\beta^T(t)$ can be obtained. We define a vector set $\Theta^E$ which contains all the direction vectors between the edge of fuselage and antenna elements. $\Theta^E (s_{1}^T(t))$ is the vector with the same azimuth angle of $s_{1}^T(t)$, which determines the angle $\theta^E(t)$. The posture variation is involved in the angle $\theta^P(t)$, which depends on the posture matrix $R^P(t)$. On this basis, the PVF effect can be modeled as

$$C^P(t) = \begin{cases} 1, & \theta^E(t) + \theta^P(t) \geq \beta^T(t) \\ 0, & \text{else} \end{cases}$$

(25)

where $\theta^E(t)$ can be obtained by $\theta^E(t) = \langle \Theta^E (s_{1}^T(t)) , e \rangle$, $e$ is the base vector of the $z$ axis, $\theta^P(t)$ can be obtained by $\theta^P(t) = \langle -e, R^P(t) - e \rangle$. Note that the PVF effect considers not only the posture variation but also the fuselage structure and locations of the transceiver and receiver.

C. Path Angles and Phases

The proposed model determines the NLoS AoDs and AoAs in different propagation sectors, i.e., the NUS and the NGS, respectively. The corresponding angles can be calculated through the geometric relationship between Tx and the first-bounce scatterers (FBS), or the LSB and Rx, respectively.

Different from the conventional stochastic models such as the twin-cluster model [33], the proposed model calculates the AoDs in a deterministic way based on the RT procedure. The FBSs in the proposed model are assumed to be distributed deterministically as $L(t) = \alpha_{n,m}(t)$ and $\beta_{n,m}^T(t)$ in (3) and (4), is barely accessible in measurement due to limited spatial angle resolution in the existing multi-antenna system. Thus, the RT technique could be adopted as an alternative method to aid the angle calculation.

In the process of RT, the sub-paths reflected by the scatterers on the fuselage can be tracked, and the FSE directional vector of UAV can be defined as

$$D_{n,m}(t) = L^T(t) - L_{n,m}(t)$$

(26)

where $L_{n,m}(t)$ denotes the location of the scattering point on UAV for the $m$-th sub-path. Then, NLoS AoDs of fuselage-scattered sub-paths and the LoS path angles can be determined deterministically as

$$\alpha_{n,m}^T(t) = \arctan_2 \left( \frac{e_y \cdot D_{n,m}(t)}{e_z \cdot D_{n,m}(t)} \right)$$

(27)

$$\beta_{n,m}^T(t) = \arcsin \left( \frac{e_z \cdot D_{n,m}(t)}{\|D_{n,m}(t)\|} \right)$$

(28)

$$\alpha_{l,n,m}^T(t) = \arctan_2 \left( \frac{e_y \cdot L^R_{n,m}(t) - e_y \cdot L^T(t)}{e_x \cdot L^R_{n,m}(t) - e_x \cdot L^T(t)} \right)$$

(29)

$$\beta_{l,n,m}^T(t) = \arcsin \left( \frac{e_z \cdot L^R_{n,m}(t) - e_z \cdot L^T(t)}{\sqrt{\|L^R_{n,m}(t) - L^T(t)\|}} \right)$$

(30)

$$\alpha_{l,n,m}^R(t) = \pi - \alpha_{l,n,m}^T(t)$$

(31)

$$\beta_{l,n,m}^R(t) = \pi - \beta_{l,n,m}^T(t)$$

(32)

where $\arctan_2 (\cdot)$ denotes the four-quadrant inverse tangent operation, and $e_x$, $e_y$ and $e_z$ are the coordinate axis base.
vectors, ||·|| denotes the Euclidean distance of a location vector. The proposed model can adequately describe the scattering environment near the fuselage based on the FSE vectors provided by deterministic methods, e.g., the RT method. Besides, the AoDs will also be influenced by UAV velocity and posture, the associated effect will be compensated when computing the phase.

Although AoAs can be obtained by the location vector of LBS using a similar approach, they are usually generated from a stochastic process with a specified PDF. For example, the wrapped Gaussian PDF and the wrapped Laplacian PDF in [7], the uniform PDF in [35], and the cosine PDF in [41]. In this paper, the initial AoAs are generated by a uniform PDF.

After angle parameters are generated, the geometric relationship between Tx, Rx, and scatterers is determined, then the phase parameter of each path can be calculated. In the proposed model, the LoS and NLoS phases consist of three parts, i.e.,

\[ \Phi_{\text{LoS}}^{pq}(t) = \Phi_{\text{LoS}}^{l, pq}(t) + \Phi_{\text{D, pq}}^{\text{LoS}}(t) + \Phi_{\text{A, pq}}^{\text{LoS}}(t) \]
\[ \Phi_{\text{NLoS}}^{pq,n,m}(t) = \Phi_{\text{NLoS}}^{l, pq,n,m}(t) + \Phi_{\text{D, pq,n,m}}^{\text{NLoS}}(t) + \Phi_{\text{A, pq,n,m}}^{\text{NLoS}}(t) \]

(33)

(34)

where \( \Phi_{\text{LoS/NLoS}}^{l, pq,n,m} \) are the initial random phases for each LoS path and NLoS sub-path, \( \Phi_{\text{D, pq}, \text{D, pq,n,m}}^{\text{LoS/NLoS}}(t) \) are the Doppler phases caused by the distance variation, and \( \Phi_{\text{A, pq}, \text{A, pq,n,m}}^{\text{LoS/NLoS}}(t) \) are the spatial modified phases for MIMO antennas. The initial phases of LoS and NLoS component can be expressed as

\[ \Phi_{\text{LoS}}^{l, pq}(t) = \begin{bmatrix} e^{j_{\Phi_{\text{VV}}^{pq,l, \text{LoS}}}} \\ 0 \\ e^{j_{\Phi_{\text{HH}}^{pq,l, \text{LoS}}}} \end{bmatrix} U(0, 2\pi) \]
\[ \Phi_{\text{NLoS}}^{l, pq,n,m}(t) = \begin{bmatrix} e^{j_{\Phi_{\text{VV}}^{pq,n,m}} (\kappa_{n,m} - e^{j_{\Phi_{\text{HV}}^{pq,n,m}}})} \\ e^{j_{\Phi_{\text{HH}}^{pq,n,m}} \sqrt{\kappa_{n,m}}} \\ e^{j_{\Phi_{\text{HV}}^{pq,n,m}}} \end{bmatrix} U(0, 2\pi) \]

(35)

(36)

where \( \Phi_{\text{VV}}, \Phi_{\text{HH}}, \Phi_{\text{HV}}, \text{and } \Phi_{\text{HV}} \) are initial phases of different polarization combinations, which describe the polarization phase variation for the LoS and NLoS paths, and \( \kappa_{n,m} \) is the cross polarization power ratio. Besides, \( U(0, 2\pi) \) is the random variable obeying the uniform distribution over \( [0, 2\pi] \), which describes the initial signal phase. Note that the \( \Phi_{\text{LoS}}^{l, pq}(t) \) and \( \Phi_{\text{NLoS}}^{l, pq,n,m}(t) \) have considered the random polarization phase for each path.

The time-variant Doppler phase is a fundamental variable to consider channel non-stationarity, which usually be expressed as the product of frequency shift and time. However, it is physically inconsistent due to the discrete and stochastic generated angles [32]. Therefore, this study defines the Doppler phases as the phase change caused by relative distance variation. The corresponding Doppler phase components of LoS and NLoS paths can be obtained by

\[ \Phi_{\text{D, pq}}^{\text{LoS}}(t) = \frac{2\pi}{\lambda} \| (L^{\text{Tx}}(t) - e_p(t)) - (L^{\text{Rx}}(t) - e_q(t)) \| \]

(37)

Note that the Doppler phase constantly changes with the path length variation caused by the movement of both Tx and Rx. The Doppler effect on each path is reflected by uniformly pairing the transceivers in the calculation.

After considering the non-stationarity caused by distance variation, the rotation of the MIMO antenna array should be regarded as due to not only the 3D arbitrary velocity but also the fuselage posture change. The modified antenna phase terms for LoS and NLoS paths are given as

\[ \Phi_{\text{A, pq}, \text{A, pq,n,m}}^{\text{LoS}}(t) = \frac{2\pi}{\lambda} (r_{\text{p, Tx}}^{\text{T}}(t) e_{\text{p, Tx}}^{\text{Tx}}(t) + r_{\text{q, Rx}}^{\text{T}}(t) e_{\text{q, Rx}}^{\text{Rx}}(t)) \]
\[ \Phi_{\text{A, pq}, \text{A, pq,n,m}}^{\text{NLoS}}(t) = \frac{2\pi}{\lambda} (r_{\text{p, Tx}}^{\text{T}}(t) e_{\text{p, Tx}}^{\text{Tx}}(n,m) + r_{\text{q, Rx}}^{\text{T}}(t) e_{\text{q, Rx}}^{\text{Rx}}(n,m)) \]

(39)

(40)

where \( r_{\text{p, Tx}} \) and \( r_{\text{q, Rx}} \) are the position vectors of the \( p \)-th transmitting antenna and the \( q \)-th receiving antenna relative to the center of the antenna array, respectively, the velocity rotation matrix \( R^{\text{Rx}}(t) \) aims to correct the position vector under different movement direction and keep consistent with the original definition [19]. Note that even if the velocity is zero, the UAV can have a posture change, which also causes a rotation of the coordinate system. Therefore, a specific posture matrix \( R^{\text{P}}(t) \) is introduced to describe the posture of UAV. The definition of roll, yaw, and pitch angles, i.e., \( \omega, \varphi, \text{and } \gamma \) in the proposed posture matrix, the posture variation of

\[ \Phi_{\text{D, pq,n,m}}^{\text{NLoS}}(t) = \frac{2\pi}{\lambda} (d_{n,m} + (h - \xi_{\text{NGS}})/\sin \beta_{\text{fa}}^{\text{Tx}}(t) + \| b_{p,n,m}(t) \| + \| a_{q,n,m}(t) \|) \]

(38)

\[ [x \ y \ z]^T = R^{\text{P}}(t)[\hat{x} \ \hat{y} \ \hat{z}]^T = \begin{bmatrix} \cos \omega & \cos \varphi & \cos \omega \sin \varphi \sin \gamma - \sin \omega \cos \varphi \sin \gamma + \sin \omega \cos \gamma & \cos \varphi \cos \gamma \\ -\sin \omega \cos \varphi & \sin \omega \sin \varphi \sin \gamma & -\sin \omega \sin \varphi \sin \gamma + \cos \omega \cos \gamma & \cos \omega \sin \gamma \\ \sin \varphi & \sin \gamma & \cos \varphi \cos \gamma & \cos \varphi \sin \gamma \end{bmatrix} \]

(41)

\[ R^{\text{NLoS}}_{\text{pq,n,m}}(t; \Delta t) = E \left[ \sum_{n=1}^{M} h^{\text{NLoS}}_{\text{pq,n,m}}(t) h^{\text{NLoS}}_{\text{pq,n,m}}(t + \Delta t) e^{j_{\Phi_{\text{NLoS}}^{\text{pq,n,m}}(t + \Delta t)} - \Phi_{\text{NLoS}}^{\text{pq,n,m}}(t)} \right] \]

(44)
UAV can be incorporated into the channel model. Thus, it can describe the posture variation of UAV and modify the spatial phase variation correctly.

IV. STATISTICAL PROPERTIES ANALYSIS

A. ACF

The channel fading sensitivity with respect to the time difference can be estimated from the fluctuation of temporal ACFs. ACF can be calculated by the summation of LoS and NLoS components as

$$R_{pq}(t;\Delta t) = R_{pq}^{\text{LoS}}(t;\Delta t) + R_{pq,n}^{\text{NLoS}}(t;\Delta t)$$  \hspace{1cm} (42)

where the LoS component of ACF $R_{pq}^{\text{LoS}}(t;\Delta t)$ and the NLoS component $R_{pq,n}^{\text{NLoS}}(t;\Delta t)$ are assumed independent with each other, and can be expressed as (43) and (44), as shown at the bottom of the previous page, where $E[\cdot]$ denotes the expectation operator.

$$R_{pq}^{\text{LoS}}(t;\Delta t) = h_{pq}^{\text{LoS}}(t)^* h_{pq}^{\text{LoS}}(t+\Delta t)e^{j(\Phi_{pq}^{\text{LoS}}(t+\Delta t)-\Phi_{pq}^{\text{LoS}}(t))}$$  \hspace{1cm} (43)

B. PDP

The time-variant PDP describes the power distribution under the delay of multi-path components, and it can be expressed by

$$S_{pq}(t;\tau) = \int E[H_{pq}^*(t,f)H_{pq}(t,f+\Delta f)] e^{j2\pi\Delta f}\,d\Delta f$$  \hspace{1cm} (45)

where $H_{pq}^*(t,f)$ and $H_{pq}(t,f+\Delta f)$ are channel transfer functions. Note that arbitrary trajectories and velocities of Tx, as well as the fuselage posture, will have an effect on channel transfer functions.

C. LCR and AFD

The LCR is the expected rate of a stochastic process crosses a given signal $r$ with a positive or negative slope within one second, which can be used to evaluate the communication quality of the channel. The LCR of a channel can be calculated by

$$N_\zeta(r,t) = \int_0^{+\infty} \tilde{r} p_\zeta(r,\tilde{r},t)d\tilde{r}$$  \hspace{1cm} (46)

where $r$ is a given level greater than $0$, $p_\zeta(r,\tilde{r},t)$ denotes the joint PDF of the time-variant channel fading envelope $\zeta(t)$ and its time derivative $\dot{\zeta}(t)$. The AFD is the expected value of the length of the time duration in which a stochastic process is below a given signal level $r$, and can be calculated by means of [42]

$$T_\zeta(r,t) = \int_0^r p_\zeta(x)\,dx \quad / \quad N_\zeta(r,t)$$  \hspace{1cm} (47)

where $p_\zeta(x, t)$ is the PDF of the time-variant channel fading envelope.

D. SI

For non-stationary channels, the SI needs to be defined, which indicates the maximum time duration over which the wide-sense-stationary condition is valid. Here, method of local region of stationary is used to calculate the SI [43]. First, the correlation coefficient between two PDPs at $t$ and $t+\Delta t$ is obtained by

$$c(t,\Delta t) = \frac{\int S_{pq}(t;\tau) S_{pq}(t+\Delta t;\tau)\,d\tau}{\max\left\{\int S_{pq}(t;\tau)^2\,d\tau, \int S(t+\Delta t;\tau)^2\,d\tau\right\}}.$$  \hspace{1cm} (48)

Then the stationary interval can be calculated as the largest interval within which the correlation coefficient beyond a certain threshold $c_{\text{thresh}}$, i.e.,

$$T_s(t) = \max\left\{\Delta t|c(t,\Delta t) \geq c_{\text{thresh}}\right\}.$$  \hspace{1cm} (49)

In most current channel investigations, the correlation coefficient threshold is empirically set to 80% and this value can be adjusted according to specific requirements [43].

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, the statistical properties of the proposed U2G model are analyzed through numerical simulations. We study the effects of FSE, UAV posture, and PVF on U2G channel characteristics. In addition, the practicability of the model is verified by comparing the measured data with the simulation results.

In the simulation, the hexacopter UAV and the ground vehicle are equipped with the typical dipole antenna, and the antenna pattern is shown in Fig. 5. The carrier frequency is 2.4 GHz, the height of the UAV is 150 m, and the UAV moves in a curve around a semicircle with a radius of 100 m at a speed of 30 m/s. The ground vehicle moves in a straight line at a constant velocity of 20 m/s. The trajectories of the two terminals are also shown in Fig. 5. Based on the massive RT simulation results on the hexacopter UAV, the AAoD and EAoD of the first NLoS path are set to $\pi/3$ and $\pi/12$, respectively. In addition, we simulated the changes of the pitch angle and roll angle during the flight of the UAV. The rotation trajectories are also shown in the figure, where the posture...
Fig. 6. PLs of proposed model, free space model, and RT method.

Fig. 7. Channel coefficient of proposed model and conventional model.

Fig. 8. ACF of proposed model and conventional model.

Fig. 9. PDP of proposed model and conventional model.

Fig. 10. (a) LCR and (b) AFD of proposed model and conventional model.

The rotation speed is set to $\dot{\gamma} = \pi/4$ rad/s in the Simulation 1 and $\dot{\omega} = \pi/4$ rad/s in the Simulation 2, respectively.

Taking the first NLoS path as an example, the proposed PL model and the free-space model are compared in Fig. 6. The PL of the proposed model is obtained by (12). Fig. 6 shows a case when NUS propagation distance $d_1$ and NGS propagation distance $d_2$ are fixed. In this case, $\xi^{\text{NUS}}$ is set to 18 m and $\xi^{\text{NGS}}$ is set to 20 m. $h$ represents the height of the propagating signal. When $h^{\text{Tx}} - \xi^{\text{NUS}} \leq h$, the UAV fuselage makes a part of propagation signals reflected, resulting in a slightly higher receiving power compared with the free-space model. When $\xi^{\text{NGS}} \leq h \leq h^{\text{Tx}} - \xi^{\text{NUS}}$, the trend of proposed PL is consistent with the free-space model. When $h \leq \xi^{\text{NGS}}$, the near-ground scattering effect is considered in a stochastic way and it results in a rapid attenuation of receiving power. Additionally, we use the RT method to obtain the PL of the UAV channel in the same scenario. The simulated PL has a good agreement with the RT data, which proves the practicability of the proposed model.

The normalized channel coefficients of the proposed model and the conventional model in [19] are shown in Fig. 7. We choose the pitch angle $\gamma$ as an example to illustrate the impact of UAV posture variation. Compared with the model in [19], the channel coefficient of the proposed model exhibits periodic fluctuations. In the periods of 0.9 s to 2.7 s, 3.8 s to 5.2 s, and 7.2 s to 8.7 s, the channel coefficient firstly decreases and then increases due to the 3D antenna pattern effect with the posture variation.
In order to verify the influence of UAV posture variation and FSE on channel characteristics, the temporal ACFs of the proposed model and the conventional model in [19] are provided in Fig. 8. The analytical results can be calculated by (42)-(44). The decline rate of ACF with FSE is slower than that without FSE because FSE incorporates more deterministic information into the modeling and reduces the randomness. Besides, different roll angles result in various trends of ACFs. The pattern change of ACF has a regular relationship with the variation of roll angle. The ACF of the proposed model approaches the result of the model in [19] when the posture variation becomes smaller. The simulated ACFs have a good consistency with the corresponding analytical results, which proves the correctness of the proposed channel model and ACF derivations. In addition, the same simulations are conducted with pitch variation and the conclusion is similar to that of roll angle.

Fig. 9 shows the normalized PDPs of the proposed model and the conventional model at different moments. In the conventional model, the strongest receiving power can be determined to be the LoS component, and the power decreases with the evolution of time delay. It is worth noting that 1.8 s and 7.5 s are the moments when the transmitting antenna of UAV rotates away from the receiving terminals. At these moments, the LoS component of proposed model is occluded by fuselage seriously. Thus, the receiving power is significantly attenuated, and the LoS and NLoS components cannot be distinguished in Fig. 9. It is proved that the UAV posture variation has a significant impact on the channel, which helps guide the design of the U2G communication system.

In order to explain the time fluctuation of UAV channel envelope, LCR and AFD of the proposed model and conventional model are shown in Fig. 10. The fading envelope tends to be smaller than the level most of the time when the threshold level increases. The rate at which the fading envelope breaks through the level decreases, while the average duration of the fading envelope below the level increases. Thus, the LCR decreases while the AFD increases as the threshold level increases. The results in Fig. 10(a) show that the LCR of the proposed model is higher than that of the conventional model when the fuselage posture changes. That is because the UAV posture rotation increases the propagation complexity and makes the channel fading more serious. On the other hand, the LCR of the proposed model considering FSE is lower than that of the conventional model. The possible reason is that the scattering points are fixed on the fuselage, making the channel fade relatively gentle. We can get the same conclusion from AFD in Fig. 10(b).

To illustrate the compatibility of proposed model, we change the channel parameters to the scenario of the measurement campaign in [44] and [45], respectively. The comparison of ACFs is shown in Fig. 11(a), where the measured result is obtained with variant flown distances, and the simulated result is obtained from the proposed model. The carrier frequency is 2.5 GHz, and the speed of UAV and vehicle are 40 m/s and 10 m/s, respectively. It can be found that the ACF of
proposed model matches well with the measurement data. Fig. 11(b) shows the SI of the proposed model and measured results, where the simulated and measured SI are close, and the mean SI is highly consistent. Therefore, the proposed model is compatible with simulating U2G channels under different scenarios.

In order to further verify the non-stationary characteristics caused by UAV posture variation in the proposed model, we conduct a measurement campaign to capture the SI with different roll angles \( \omega \), as shown in Fig. 12(a) and (b). Note that the SI in Fig. 12(b) reaches the larger value when the roll angle is between \(-10^\circ\) to \(10^\circ\), and the larger roll angle leads to the smaller SI. Both simulated and measured SI varies with the roll angle, which indicates that the SI is closely related to posture variation. The simulation results are in good agreement with the measured ones, which shows that the proposed model can reflect the non-stationary characteristics of U2G channel caused by posture variations.

VI. CONCLUSION

This paper has proposed a non-stationary U2G MIMO channel model by thoroughly considering the impact of UAV posture variation and FSE. By applying the hybrid parameter generation approach, the generation procedure of segmented time-variant channel parameters have been given. The PL has shown different trends from conventional models in the NUS and NGS. The UAV posture variation has been considered by transforming the coordinate system and introducing the posture matrix. Meanwhile, the impact of PVF on the channel parameters has been modeled by a segmented function. Based on these improvements, the time-evolution continuity of the channel parameters has been achieved and the realistic U2G channel can be characterized by the proposed model. Besides, the critical statistical properties have been analyzed and compared with conventional channel models. Posture variation and FSE have been proven to significantly impact the ACF, PDP, LCR, and AFD. Furthermore, the practicability of the proposed model is validated by the PVF coefficient and SI from the corresponding measurement campaign. The proposed model can be applied to diverse U2G communication scenarios by adjusting parameters, i.e., UAV to vehicle, UAV to pedestrian, and UAV to base station. Thus, it may have the potential value for designing, optimizing, and evaluating UAV MIMO communication systems.
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