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Chapter 1

Introduction

1.1 Adversaries

A deep learning model is trained on certain training examples for various tasks such as classification, regression etc. By training, weights are adjusted such that the model performs the task well not only on training examples judged by a certain metric but has an excellent ability to generalize on other unseen examples as well which are typically called the test data. Despite the huge success of machine learning models on a wide range of tasks, security has received a lot less attention along the years. Robustness along various potential cyber attacks also should be a metric for the accuracy of the machine learning models. These cyber attacks can potentially lead to a variety of negative impacts in the real world sensitive applications for which machine learning is used such as medical and transportation systems. Hence, it is a necessity to secure the system from such attacks. In this report, I focus on a class of these cyber attacks called the adversarial attacks in which the original input sample is modified by small perturbations such that they still look visually the same to human beings but the machine learning models are fooled by such inputs. These modified input examples are called adversarial examples or adversaries. This has become an active research topic since the first adversarial example was suspected by Amodei et al. [2]

1.2 Adversarial attacks

These are a special category of potential cyber attacks that can be made in which the attacker modifies the input examples such that they visually look the same ad appealing to the human being but the machine learning model gets fooled into mis-classifying it or mis-predicting the output value by a higher margin that too with very high probability. These attacks can be divided into white box and black box attacks. In the white box attacks, the attacker has the access to the machine learning model and its weights. In the following case, the attacks are mostly derived from using the model weights for back propagation
and getting a small perturbation along the gradient direction to get the desired change in output. The second class of attacks are called black box attacks in which the attacker doesn’t have access to the model but only the sample inputs and outputs to the model. These attacks typically use some characteristic properties to modify input that drives it considerably away from the input distribution or use the input and output data to construct the approximate parameters of the model and then devise a white box attack for it.

1.3 Adversarial Attack Models and Methods

For a test example \( X \), an attacking method tries to find a perturbation, \( \Delta X \) such that \( |\Delta X|_k \leq \epsilon_{atk} \) where \( \epsilon_{atk} \) is the perturbation threshold and \( k \) is the appropriate order, generally selected as 2 or \( \infty \) so that the newly formed perturbed image, \( X_{adv} = X + \Delta X \). Here, each pixel in the image is represented by the \( \langle R, G, B \rangle \) tuple, where \( R, G, B \in [0, 1] \).

In this paper, we consider only white-box attacks, i.e. the attack methods which have access to the weights of the target classifier model. However, we believe that our method should work much better for black-box attacks as they need more perturbation to attack and hence should be more easily detected by our framework. For generating the attacks, we use the library by [33].

1.3.1 Random Perturbation (RANDOM)

Random perturbations are simply unbiased random values added to each pixel ranging in between \(-\epsilon_{atk}\) to \(\epsilon_{atk}\). Formally, the randomly perturbed image is given by,

\[
X_{rand} = X + U(-\epsilon_{atk}, \epsilon_{atk})
\]  

(1.1)

where, \( U(a, b) \) denote a continuous uniform distribution in the range \([a, b]\).

1.3.2 Fast Gradient Sign Method (FGSM)

Earlier works by [16] introduced the generation of malicious biased perturbations at each pixel of the input image in the direction of the loss gradient \( \Delta X L(X, y) \), where \( L(X, y) \) is the loss function with which the target classifier model was trained. Formally, the adversarial examples with \( l_{\infty} \) norm for \( \epsilon_{atk} \) are computed by,

\[
X_{adv} = X + \epsilon_{atk}.\text{sign}(\Delta X L(X, y))
\]  

(1.2)

FGSM perturbations with \( l_2 \) norm on attack bound are calculated as,

\[
X_{adv} = X + \epsilon_{atk}.\frac{\Delta X L(X, y)}{|\Delta X L(X, y)|_2}
\]  

(1.3)
1.3.3 Projected Gradient Descent (PGD)

Earlier works by [28] propose a simple variant of the FGSM method by applying it multiple times with a rather smaller step size than $\epsilon_{atk}$. However, as we need the overall perturbation after all the iterations to be within $\epsilon_{atk}$-ball of $X$, we clip the modified $X$ at each step within the $\epsilon_{atk}$ ball with $l_{\infty}$ norm.

\[
X_{adv,0} = X, \quad (1.4a)
\]

\[
X_{adv,n+1} = \text{clip}_{X}^{\epsilon_{atk}} \left\{ X_{adv,n} + \alpha \cdot \text{sign}(\Delta X L(X_{adv,n}, y)) \right\} \quad (1.4b)
\]

Given $\alpha$, we take the no of iterations, $n$ to be $\left\lceil \frac{2\epsilon_{atk}}{\alpha} + 2 \right\rceil$. This attacking method has also been named as Basic Iterative Method (BIM) in some works.

1.3.4 Carlini-Wagner (CW) Method

[6] proposed a more sophisticated way of generating adversarial examples by solving an optimization objective as shown in Equation 1.5. Value of $c$ is chosen by an efficient binary search. We use the same parameters as set in [33] to make the attack.

\[
X_{adv} = \text{clip}_{X}^{\epsilon_{atk}} \left\{ \min_{\epsilon} \|\epsilon\|_2 + c.f(x + \epsilon) \right\} \quad (1.5)
\]

1.3.5 DeepFool method

DeepFool [37] is an even more sophisticated and efficient way of generating adversaries. It works by making the perturbation iteratively towards the decision boundary so as to achieve the adversary with minimum perturbation. We use the default parameters set in [33] to make the attack.

1.4 Detection of adversaries

There has been an active research in the direction of adversaries and the ways to avoid them. There are many statistical, as well as machine learning based algorithms which have been put forth for the systematic detection as well as fixing them so that they get classified into the right class or give the desired output. However, mostly the literature and study has been into the adversaries in classification neural networks. This report will specifically focus on the detection of the adversaries for the classification neural networks. In other words, the focus of this report is to briefly discuss and review the state of the art methods which are used to classify the adversaries from a pool of input examples.
Chapter 2

Early Statistical Methods

Some of the early works in this domain which mark the starting of research are from Hendrys [21] and Gimpel [20]. They investigated 3 statistical methods which can be used to characterize adversaries from non-adversaries and hence based on these statistics identify adversaries based on threshold or machine learning techniques.

2.1 Using PCA

The first method proposed was to analyze the principal components using the SGD decomposition of the co-variance matrix to get the matrix U which can be used for finding the PCA components given the input. This modified input is called the PCA whitened input. The author proposes that for the adversaries, the magnitude of the larger PCA coefficients is very less as compared to the non adversaries. Hence by putting a threshold or some other statistical adaptive measure on the variance of the last PCA coefficients, the adversaries can be identified. This was tested for the MNIST dataset. The PCA component value variations can be seen from fig 1. The threshold based technique demonstrated the identification of FGSM [17], BIM [29] adversaries on MNIST, Tiny-ImageNet datasets when the attacker is not aware of the defense strategy.

An extension to this work [32] used the PCA components of deep layers instead of the input. In this work, a deep learning classifier was used for each layer of the architecture with the inputs as the PCA coefficients, max and min values and 25%, 50% and 75% medians of the PCA coefficient values. For combining the result from each layer, they used a cascaded boosting. With this setup, for a sample to be identified as a non adversary, it has to be identified as non adversary at each stage. The algorithm for the following is given in fig 2.
Further, Hendrycks and Gimpel [21] [20] proposed that the distribution after softmax on logits are different between clean and adversarial inputs, and thus can be analyzed to perform adversarial detection. The analysis measure can be done from the Kullback-Leibler divergence between uniform distribution and the softmax distribution. Then threshold-based detection or similar statistical differentiation can be made on it. It was found that the softmax distribution of normal examples are usually further away from uniform distribution compared to adversarial examples. This can be understood as a model tends to predict an input with a high confidence tend to have a uniform distribution as they essentially have equal no of training samples and thus do not differentiate on any dimension, while for adversaries generated by attack methods, do not care about the output distribution hence there is a high chance that they form a non uniform biased distribution.

This method seems to only applicable to specific class of attacks that stop as soon as an
input becomes adversarial such as the JSMA \[40\], which may be predicted by the model with a low confidence score. Furthermore, evaluation on ImageNet models is needed which is currently incomplete since the softmax probability on ImageNet dataset usually is less confident due to the large number of classes. However, it is also not clear whether or not this strategy would work against adversarial attacks that also target specific confidence score such as the C&W attack \[5\].

### Figure 2.4: Constraints degrade the pathology of fooling images. Value $\sigma$ is standard deviation

| Distance from mean KL-Div | $\ell_1$  | $\ell_2$  | $\ell_\infty$ | Creation Success |
|---------------------------|----------|----------|----------------|------------------|
| $r = \infty$             | 23.4     | 0.43     | 0.081          | 100%             |
| $r = \sigma_{KL[p|\psi]}$ | 32.3     | 1.38     | 0.103          | 83%              |
| $r = \frac{1}{2}\sigma_{KL[p|\psi]}$ | 30.9     | 1.08     | 0.101          | 63%              |
| $r = \sigma_{KL[p|\psi]}$ | 44.2     | 2.82     | 0.153          | 70%              |

### 2.3 Using Input Reconstructions From logits

Finally, Hendrycks and Gimpel proposed that by analyzing the input reconstructions obtained by adding an auxiliary decoder \[233\] to the classifier model that takes the logits as an input, adversarial examples can be detected. The decoder and classifier are jointly trained only on clean examples. The detection can be done by creating a detector network which takes as input the reconstruction, logits, and confidence score, and outputs a probability of an input being adversarial or not. Here, the detector network is trained on both clean and adversarial examples. They evaluated this method on MNIST model and demonstrated that this method is successful in detecting adversarial examples generated by FGSM and BIM. They showed qualitatively how reconstruction of adversarial examples are noisier compared to normal inputs (see fig 3), allowing one to compute the
differences as a way to detect adversarial examples. The differences can be calculated using smoothness loss between input and reconstructed image.

![Adversarial image reconstruction are of lower quality than clean image reconstructions](image.png)

Figure 2.5: Adversarial image reconstruction are of lower quality than clean image reconstructions

### 2.4 Limitations

Carlini and Wagner [7] in their work showed that all of these methods are not robust and ineffective against strong attacks and also inconsistent with other datasets.

For the PCA method, they found that it can be bypassed easily if the attacker knows the defense strategy by setting a constraint on the magnitude of the magnitude of last PCA components. This can be achieved using C&W attacks by adding this constraint to the adversary generation process. Also, they showed that the PCA method was effective on MNIST as most of the pixels are black on all images for eg the corner points but in adversaries they are changed resulting into larger magnitudes at higher PCA components. However, they argued that this was due to the aforementioned artifact in the dataset itself which made it to succeed on the MNIST dataset but however showed poor performance on the Cifar10 dataset.

The decoder and classifier networks are fully differentiable, hence can be used to pose a white box attack bypassing them. To summarize, these methods did show good result for some specific datasets against FGSM and BIM adversaries but however fail to identify complex adversary attacks like C&W
Chapter 3

Network Based Methods

3.1 Adversary detector network

Metzen et al. [36] proposed augmenting a pretrained neural network with a binary detector network at each layer of the network. The detector network D is a binary classifier network that is trained to classify an example real and adversarial example. It takes the output neurons of the pre-trained network at a certain layer as an input and outputs the probability of an input being adversarial (i.e., $D(f_l(x)) = y_{adv}$ or $y_{clean}$, where $f_l(x)$ denotes the output of classifier f at the l-th layer). For the training, adversary examples are generated from the pretrained model and augmented to the dataset. In order to account for future attacks with the assumption that attacker have access to both the classifier and detector networks, The author generated examples which specifically attempted to fool the detector. They generated adversarial examples according to the following eqn(1) :

$$x_{i+1}^t = \text{Clip}_\epsilon x_i^t + \sigma[(1 - \alpha)\text{sign}(\delta x L_{\text{classifier}}(x_i^t, y)) + \alpha\text{sign}(\delta x L_{\text{classifier}}(x_i^t, y_{adv}))]$$

where $x_0^t = x$, and $\alpha$ denotes the weight factor that controls whether the attacker’s objective is to attack the classifier or the detector, chosen randomly at every iteration.

The training is first done for normal examples, the adversarial training

This method was found to be giving satisfactory results against FGSM, DeepFool and BIM attacks tested on CIFAR10 and 10-class Imagenet. Placing the detector network at different depths of the network gave different results for different attacks demonstrating the characteristic difference of the attacks. The author further proposed booging of detector networks at each of the individual layer

Gong et al. [15] proposed a similar method by training a binary classifier network to differentiate between adversarial and clean examples. However, the binary classifier here is a completely separate network from the main classifier. However, rather than generating adversarial examples against the detector, they generate adversarial examples for a pretrained classifier, and augment these adversarial examples to the original training data to train explicitly the binary classifier freezing the weights of the model. The author observed several limitations on the generalization of this method. First, they found that the detector network is sensitive to the $\epsilon$ value used to generate FGSM and BIM adver-
saries, in the sense that detector trained on adversarial examples with $\epsilon_2$ cannot detect adversarial examples with $\epsilon_2$, especially when $\epsilon_2 \mid \epsilon_1$. They also discovered that training a detector was even not able to generalize on other adversaries noting that adversaries generated by different methods have different characteristics. For example, a detector trained on FGSM adversaries was found to not be able to detect JSMA adversaries correctly.

3.2 Additional Class Node

Another similar method was proposed by Grosse et al. [15], a detection method that works by augmenting a classifier network with an additional class node that represents adversarial class. Given a pretrained model, a new model with an extra class node is trained on clean examples and adversarial examples generated for the pre-trained model itself and setting the ground truth for the newly created adversaries as the new additional node.

Grosse et al. showed that this method can be used to detect adversaries generated by FGSM and JSMA robustly on MNIST. They also showed how this method can reliably detect SBA, particularly FGSM-SBA and JSMA-SBA variants also.
Concurrent work from Hosseini et al. proposed a very similar method with slight difference in the detail of the training procedure where the classifier is alternatively trained on clean and adversarial examples (i.e., via adversarial training). Furthermore, the labels used for training the model were carefully assigned by performing label smoothing. Label smoothing sets a probability value to the correct class and distributes the rest uniformly to the other classes. Having a slightly different goal than Grosse et al. [15], Hosseini et al. [23] evaluated their method in the blackbox settings and showed how their method is especially helpful to reduce the transferability rate of adversarial examples. Although the detection method proposed by Hosseini et al. was not evaluated by Carlini and Wagner, the method appears to be similar with the method proposed by Grosse et al. Since the evaluation of this method was only done on MNIST and grayscaled GTSRB, it is doubtful whether this method will also exhibit high false positive rate when tested on CIFAR10 or other datasets with higher complexity and on other whitebox attacks. See the fig 6 for the visual diagram showing the algorithm

![Figure 3.3: Training procedure](image)

### 3.3 Limitations

First of all, detector networks are differentiable, hence if their weights are accessible to the attacker in a whitebox attack, the constraint problem can be changed accordingly to bypass them. Later, Carlini and Wagner found out that these methods have a high false positive rate against complex attacks C&W. Also, these methods are highly sensitive to the $\epsilon$ values, if they are adversarially trained to avoid attacks for a particular value of $\epsilon$, they fail to give similar results for a slightly higher value of $\epsilon$. Also, Carlini and Wagner [5] showed that similar results are not replicable on other complex datasets like CIFAR10 as on simple datasets like MNIST, hence authenticity of these methods is questionable.
Chapter 4
Distribution Based Methods

4.1 Kernel Density and Bayesian Uncertainty Estimates

Assuming that adversarial examples are from a different distribution than the normal examples i.e. they do not lie inside the non-adversarial data manifold, Feinman et al. [11] proposed 2 methods namely Kernel Density Estimates (KDE), where the objective is to identify a data point being in class manifold and Bayesian Uncertainty Estimates (BUE), where the objective is to find the data points in the low confidence region where the KDE is not effective. KDE works on using the logit vector distribution of clean examples to find the density estimate. The mathematical formulation of KDE is given below:

\[
KDE(x) = \sum_{x_t \in X_t} e^{-\frac{||Z(x) - Z(x_t)||^2}{\sigma^2}}
\]

where \( Z(x) \) denotes the logits vector given \( x \) as the input, \( X_t \) is a set of data with output class \( t \) and \( \sigma \) is the bandwidth or the variance of the kernel. Note that the kernel function used is the Gaussian kernel is evaluated from the logits vector instead of the input vector. The use of the logits is inspired from the work by Bengio et al. [3] and Gardner et al. [14], which demonstrated how the manifold learned by the network becomes increasingly linear and flatter which makes it easier to work with the logit space than the input space. An adversarial example \( x' \) will have low KDE value if \( x' \) is far from the target class manifold in the logits space, and thus can be detected using threshold based or similar approach.

Later, the author suggested that this method fail to work when \( x' \) is near the target class manifold.

They proposed another similar method using dropout at inference time to measure uncertainty. They mathematically quantify the uncertainty \( U(x) \) of the network by performing \( N \) stochastic passes by applying dropouts with the same setting, and using the average value of the logits as the estimate. The intuition here is that for the adversarial examples, the dependence on some specific features is quite high, hence if by dropout those deep features are dropped, a high change in value of the output is caused leading
to more variance, hence a threshold can be kept on this variance to differentiate between normal and adversarial examples. Mathematically:

\[ U(x) = \frac{1}{N} \sum_{i=1}^{N} f(x)_i^T f(x)_i - \left( \frac{1}{N} \sum_{i=1}^{N} f(x)_i \right)^T \left( \frac{1}{N} \sum_{i=1}^{N} f(x)_i \right) \]

where \( f(x)_i \) denotes the i-t stochastic prediction. Intuitively, this uncertainty measure should be large for adversaries. The author showed that the ratio \( \frac{U(x')}{U(x)} \) was significantly more than 1 in most case when evaluated against MNIST, CIFAR10 datasets with FGSM, BIM, JSMA and also with complex adversaries from C&W attacks. The ratio can be used to identify adversaries by putting up a simple threshold. KDE was also shown to be able to detect adversaries, but especially indicative when evaluated against a variant of BIM that stops the attack process following a fixed number of iterations. This is indicated by the ratio being less than 1 in most cases.

Based on these findings, the authors proposed a combined threshold based detection method, using both metrics to perform adversarial detection. This is done by putting threshold values on the uncertainty measurement and on the negative log of the kernel density estimates of a sample. The combined method was shown to be superior than both methods individually against FGSM, BIM, JSMA, and C&W on MNIST, CIFAR10, and SVHN.

Carlini and Wagner [5] evaluated this method and concluded that the KDE method alone does not work well on CIFAR10 and can be fooled with modified C&W attacks by including an additional objective term defined by \( \max(-\log(KDE(x'))-\epsilon, 0) \) both in whitebox and blackbox settings. They also showed that BUE can be circumvented by C&W attacks on the expectation values of different models sampled during dropout. However, they noted that the distortions required to generate adversarial examples that fool BUE are quite larger compared to other detection methods that they evaluated. As a result, Carlini and Wagner [5] concluded that BUE was the hardest detection method to fool compared to the other methods known to it so far. It is also relatively straightforward and easy to implement as an add-on to an existing network architecture.

### 4.2 Maximum Mean Discrepancy

This particular work [x] argued that the adversaries form a different characteristic distribution as per the input samples. Hence the adversaries can be detected by finding the prior mean and variance of the cluster formed on input by the adversaries and non adversaries and using these to identify the new input sample as an adversary or non adversary. The max distance along all dimensions in the means of these 2 clusters denotes the statistical difference in the distributions of adversaries from non adversaries. This is called the Maximum Mean Discrepancy (MMD), mathematically expressed as:

\[ MMD_b(F, X_1, X_2) = sup_{f \in F} \left( \frac{1}{N} \sum_{i=1}^{N} f(x_{1i}) - \frac{1}{M} \sum_{i=1}^{M} f(x_{2i}) \right) \]
4.3 Using Distribution from Deep Layers

PixelDefend was proposed which considered the deep layers of a pretrained network for Bayesian inference instead of input or output logit vectors. The original work is a defense technique but is related to finding a distribution for train samples and then bringing the input sample closer to that distribution for defense, hence it can be used for detection as well with the same idea using thresholding on the obtained probability value. It uses the deep representations of PixelCNN which is used for classification of images for deriving the distribution of the train samples. The probability of the sample to be non-adversarial is obtained using Bayesian inference from the obtained distribution assuming it to be Gaussian. Mathematically, probability is expressed as:

\[ p_{CNN}(X) = \Pi_{i} p_{CNN}(x_{i} | x_{1:(i-1)}) \]

To normalize the value for thresholding, Bits Per Dimension (BPD) is used which is obtained by scaling the negative of log of probability values by the dimension, as follows:

\[ BPD(X) = \frac{-\log p_{CNN}(X)}{IJK \log(2)} \]

The BPD values were consistently different and characteristic for different adversaries, normal examples had less values, adversaries have higher values, strong adversaries like C&W and DeepFool had less difference in the values, hence had higher error rates as shown in fig 4.2
4.4 Feature Squeezing

Xu et al. [45] argued that with the large dimensionality of input features, yields a large attack surface. They proposed a detection strategy in which they compare the predictions of squeezed i.e. scaled down input for eg downscaled input image and unsqueezed inputs. As the name suggests, the goal of feature squeezing is to remove unnecessary features from an input by reducing the dimensionality. Two feature squeezing methods were evaluated: color bit-depth reduction and spatial smoothing, both with local and non-local smoothing. The input is labelled as adversarial if the L1 difference (absolute difference) between the model’s prediction on squeezed and unsqueezed inputs is larger than a certain threshold value T. Different levels of squeezing can be combined by bagging i.e. taking the max of L1 difference from all of them. Figure 4.3 illustrates this method.

For color depth reduction, The author experimented with various i-bit depth where 1 \leq i \leq 8. For local smoothing, median filtering was found to be more effective than Gaussian and mean smoothing. In the case of non-local smoothing, non-local means denoising was used. There is no strong motivation for this choice of squeezers as mentioned by the authors, future work on the most effective squeezers is still needed. They also suggested using multiple feature squeezing methods as part of the detection model, since different squeezers are more effective on certain types of adversaries than others and taking the max of the difference outputs given by each of them. Given n squeezers the output of the detector is defined as follows :-

![Figure 4.3: Procedure for squeezing model](image-url)
Detector(x) = \begin{cases} 
  \text{Adversarial}, & \text{if } \max(||f(x) - f(s_1(x))||_1, \ldots, ||f(x) - f(s_n(x))||_1) > T \\
  \text{Benign}, & \text{otherwise}
\end{cases}

where f(x) is the output vector given by the softmax layer of a deep neural network.

The author also showed that feature squeezing can also be used to increase robustness along adversaries. This is similar to the work from Chuan Guo [18] which also attempted to enhance adversarial robustness through various input transformations. Furthermore, the author also argued that the robustness can be increased by coupling feature squeezing with adversarial training. Feature squeezing demonstrated excellent results in detecting FGSM, DeepFool, JSMA and C&W attacks on MNIST, CIFAR10 and ImageNet datasets when the attacker is not aware of the strategy used. The author found that this technique does well for $L_2$ and $L_{\infty}$ based attacks and gave poor results on $L_0$ derived attacks. Intuitively, $L_0$ attacks cause perturbations that can be thought of as salt-and-pepper noise, in which median filtering has often been used to remove this type of noise. These findings support the need of using joint squeezers configuration to take into account different types of adversarial examples.

The author also considered a case where the attacker is aware of the detection model. In this setting, the attacker would typically find adversaries that fool the classifier and minimize the $L_1$ score between squeezed and unsqueezed according to the squeezing model used. To avoid these type of whitebox attacks, the author suggested to introduce randomness for eg randomizing the threshold value as $T \pm \text{rand}(\delta T)$. 

Chapter 5

Some special methods

5.1 Reverse Cross Entropy

Pang et al. [38] proposed a novel detection method by introducing a new objective function called the Reverse Cross-Entropy (RCE). For C no of classes, RCE loss is defined as:

\[ L_{RCE} = -y_r \log f(x) \]

Where \( y_r \) is called the reversed label and is defined as:

\[ y_r(i) = \begin{cases} 
0, & \text{if } i = y(\text{truelabel}) \\
C - 1, & \text{otherwise} 
\end{cases} \]

On training a model, to minimize \( L_{RCE} \) will produce a special type of classifier called reverse classifier which will output logits such the the one with lowest value will be the predicted class. Thus, Pang et al. [38] suggested to negate the logits such that \( f(x) = \text{softmax}(-Z(x)) \). After the model is trained, adversarial detection on the model can be performed based on threshold for some measures like Kernel density estimate (as discussed in section 4.1). They also introduced a new metric called the non maximum element (non-ME) defined as:

\[ \text{non-ME}(x) = -\sum_{i\neq y} \hat{f}(x)_i \log(\hat{f}(x)_i) \]

where \( \hat{f}(x)_i \) denotes the normalized on-max elements in \( f(x) \). For detection, the value is compared by a threshold \( T \). If the value is less than threshold, it is classified as an adversary else as a normal valid example.

This method was demonstrated to be robust when evaluated on MNIST and CIFAR10 datasets against FGSM, BIM/ILLCM [29], JSMA [4], C&W [5] and modified C&W that takes into account the use of KDE; which is referred to as MCW. Furthermore, this method was also evaluated in blackbox settings against MCW-SBA [39] and showcased how the adversarial examples generated by SBA suffer from poor transferability. Even when adversarial examples that fool both detector and classifier models were found, the adversarial examples usually exhibit larger distortions which are visually perceptible to a human.
Finally, the author argued that the use of RCE not only allows one to perform adversarial detection, but also increases robustness of a model in general compared to using standard cross-entropy as the objective function. They also did the comparison of t-SNE embeddings between a model trained with RCE and non-RCE objectives, and showed how the t-SNE [34] visualization of the model that was trained with RCE objective achieved higher separability. The use of new objective functions such as RCE which constrains the ability of attacker to generate adversarial examples making it robust seems to be an interesting research area to be explored in the future.

5.2 Adversarial Examples Detection in Features Distance Spaces

The authors for this work [8] put forth a very interesting way to detect adversaries. The authors argued that the adversaries trace a certain path when considered in the feature space through all the deep layers of network. These paths can be used as a criteria to determine whether the input is an adversary is not. The set of all paths taken by the normal examples are used to determine the mean paths. The mean vector values are pre-calculated at each layer to get a 2D vector of the mean feature vectors for each sample class. Using these means at each layer, an M dimensional vector is obtained at each layer where M is the no of classes as the L2 distance from these M mean vectors at each layer. These N distance vectors are passed through sequential neural networks like LSTM or MLP. The output of this sequential network is used to predict whether the input is an adversary or not.

![Figure 5.1: Intuition on distance feature paths followed by normal samples and adversaries](image)

Basically, this method tries to find patterns in the sequential inference through deep layers to detect the presence of adversarial example. It tries to encode sequential flow of inference within layers into training an LSTM network which outputs the probability.
Hence the trained LSTM network tries to find similarities in the inference patterns which it fails to in case of adversarial examples, hence able to detect them. The basic procedure can be described as :-

1. Calculate the principle centers for each class for each layer as the centroid of all the examples: 
   \[ p_{c,i}^l = \frac{\sum_{j=1}^{K_c} o_{c,j}^l}{K_c} \]

2. For the input, derive C neuron embedding for each layer by taking L2 distance from each of the principal centre : 
   \[ e^l = (d(o', p_{1}^l), d(o', p_{2}^l), \ldots d(o', p_{C}^l)) \]

3. Feed the L layer embedding to train a time series network like LSTM to find patterns in the sequential embedding

![Figure 5.2: Network architecture](image)

The model demonstrated excellent results on large no of adversary attacks including L-BFGS, FGSM, BIM, PGD, MI-FGSM. Also it was observed that using LSTM yielded better results than MLP due to the inherent sequential nature of the patterns which are better recorded by the LSTM. True Positive Rate (TPR) and False Positive Rate (FPR) ratio results can be seen from fig 5.3

![Figure 5.3: True positive and false positive rates for adversaries and normal samples](image)
Chapter 6

Use of conditional Variational AutoEncoder (CVAE)

6.1 Introduction

Many recent works have presented effective ways in which adversarial attacks can be avoided as we discussed in earlier chapters. To re-iterate, adversarial attacks can be classified into whitebox and blackbox attacks. White-box attacks [1] assume access to the neural network weights and architecture, which are used for classification, and thereby specifically targeted to fool the neural network. Hence, they are more accurate than blackbox attacks [1] which do not assume access the model parameters. Methods for detection of adversarial attacks can be broadly categorized as – (i) statistical methods, (ii) network based methods, and (iii) distribution based methods. Statistical methods [22] [32] focus on exploiting certain characteristics of the input images or the final logistic-unit layer of the classifier network and try to identify adversaries through their statistical inference. A certain drawback of such methods as pointed by [6] is that the statistics derived may be dataset specific and same techniques are not generalized across other datasets and also fail against strong attacks like CW-attack. Network based methods [36] [15] aim at specifically training a binary classification neural network to identify the adversaries. These methods are restricted since they do not generalize well across unknown attacks on which these networks are not trained, also they are sensitive to change with the amount of perturbation values such that a small increase in these values makes this attacks unsuccessful. Also, potential whitebox attacks can be designed as shown by [6] which fool both the detection network as well as the adversary classifier networks. Distribution based methods [11] [13] [44] [46] [26] aim at finding the probability distribution from the clean examples and try to find the probability of the input example to quantify how much they fall within the same distribution. However, some of the methods do not guarantee robust separation of randomly perturbed and adversarial perturbed images. Hence there is a high chance that all these methods tend to get confused with random noises in the image, treating them
as adversaries.

To overcome this drawback so that the learned models are robust with respect to both adversarial perturbations as well as sensitivity to random noises, we propose the use of Conditional Variational AutoEncoder (CVAE) trained over a clean image set. At the time of inference, we empirically establish that the input example falls within a low probability region of the clean examples of the predicted class from the target classifier network. It is important to note here that, this method uses both the input image as well as the predicted class to detect whether the input is an adversary as opposed to some distribution based methods which use only the distribution from the input images. On the contrary, random perturbations activate the target classifier network in such a way that the predicted output class matches with the actual class of the input image and hence it falls within the high probability region. Thus, it is empirically shown that our method does not confuse random noise with adversarial noises. Moreover, we show how our method is robust towards special attacks which have access to both the network weights of CVAE as well as the target classifier networks where many network based methods falter. Further, we show that to eventually fool our method, we may need larger perturbations which becomes visually perceptible to the human eye. The experimental results shown over MNIST and CIFAR-10 datasets present the working of our proposal.

In particular, the primary contributions made by our work is as follows.

(a) We propose a framework based on CVAE to detect the possibility of adversarial attacks.

(b) We leverage distribution based methods to effectively differentiate between randomly perturbed and adversarially perturbed images.

(c) We devise techniques to robustly detect specially targeted BIM-attacks using our proposed framework.

To the best of our knowledge, this is the first work which leverages use of Variational AutoEncoder architecture for detecting adversaries as well as aptly differentiates noise from adversaries to effectively safeguard learned models against adversarial attacks.

6.2 Proposed Framework Leveraging CVAE

In this section, we present how Conditional Variational AutoEncoders (CVAE), trained over a dataset of clean images, are capable of comprehending the inherent differentiable attributes between adversaries and noisy data and separate out both using their probability distribution map.

6.2.1 Conditional Variational AutoEncoders (CVAE)

Variational AutoEncoder is a type of a Generative Adversarial Network (GAN) having two components as Encoder and Decoder. The input is first passed through an encoder
to get the latent vector for the image. The latent vector is passed through the decoder to get the reconstructed input of the same size as the image. The encoder and decoder layers are trained with the objectives to get the reconstructed image as close to the input image as possible thus forcing to preserve most of the features of the input image in the latent vector to learn a compact representation of the image. The second objective is to get the distribution of the latent vectors for all the images close to the desired distribution. Hence, after the variational autoencoder is fully trained, decoder layer can be used to generate examples from randomly sampled latent vectors from the desired distribution with which the encoder and decoder layers were trained.

**Figure 6.1: CVAE Model Architecture**

Conditional VAE is a variation of VAE in which along with the input image, the class of the image is also passed with the input at the encoder layer and also with the latent vector before the decoder layer (refer to Figure 6.1). This helps Conditional VAE to generate specific examples of a class. The loss function for CVAE is defined by Equation (6.1). The first term is the reconstruction loss which signifies how closely can the input $X$ be reconstructed given the latent vector $z$ and the output class from the target classifier network as condition, $c$. The second term of the loss function is the KL-divergence ($\mathcal{D}_{KL}$) between the desired distribution, $P(z|c)$ and the current distribution ($Q(z|X,c)$) of $z$ given input image $X$ and the condition $c$.

$$L(X,c) = \mathbb{E}\left[\log P(X|z,c)\right] - \mathcal{D}_{KL}[Q(z|X,c) \parallel P(z|c)]$$  \hspace{1cm} (6.1)

### 6.2.2 Training CVAE Models

For modeling $\log P(X|z,c)$, we use the decoder neural network to output the reconstructed image, $X_{\text{rcn}}$ where we utilize the condition $c$ which is the output class of the image to get the set of parameters, $\theta(c)$ for the neural network. We calculate Binary Cross Entropy (BCE) loss of the reconstructed image, $X_{\text{rcn}}$ with the input image, $X$ to model $\log P(X|z,c)$. Similarly, we model $Q(z|X,c)$ with the encoder neural network which takes as input image $X$ and utilizes condition, $c$ to select model parameters, $\theta(c)$ and outputs mean, $\mu$ and log of variance, $\log \sigma^2$ as parameters assuming Gaussian distribution for the conditional distribution. We set the target distribution $P(z|c)$ as unit Gaussian distribution with mean 0 and variance 1 as $N(0, 1)$. The resultant loss function would be
as follows,

\[
L(X, c) = \text{BCE}[X, \text{Decoder}(X, \theta(c))] - \\
\frac{1}{2} \left[\text{Encoder}^2_a(X, \theta(c)) + \text{Encoder}^2_a(X, \theta(c))
- 1 - \log(\text{Encoder}^2_a(X, \theta(c)))\right]
\] (6.2)

The model architecture weights, \(\theta(c)\) are a function of the condition, \(c\). Hence, we learn separate weights for encoder and decoder layers of CVAE for all the classes. It implies learning different encoder and decoder for each individual class. The layers sizes are tabulated in Table 6.1. We train the Encoder and Decoder layers of CVAE on clean images with their ground truth labels and use the condition as the predicted class from the target classifier network during inference.

| Attribute | Layer | Size |
|-----------|-------|------|
| Encoder   | Conv2d | Channels: (c, 32) Kernel: (4,4,stride=2,padding=1) |
|           | BatchNorm2d | 32 |
|           | Relu | |
|           | Conv2d | Channels: (32, 64) Kernel: (4,4,stride=2,padding=1) |
|           | BatchNorm2d | 64 |
|           | Relu | |
|           | Conv2d | Channels: (64, 128) Kernel: (4,4,stride=2,padding=1) |
|           | BatchNorm2d | 128 |
| Mean      | Linear | (1024, z_dim=128) |
| Variance  | Linear | (1024, z_dim=128) |
| Project   | Linear | (z_dim=128,1024) |
|           | Reshape | (128,4,4) |
| Decoder   | ConvTranspose2d | Channels: (128, 64) Kernel: (4,4,stride=2,padding=1) |
|           | BatchNorm2d | 64 |
|           | Relu | |
|           | ConvTranspose2d | Channels: (64, 32) Kernel: (4,4,stride=2,padding=1) |
|           | BatchNorm2d | 64 |
|           | Relu | |
|           | ConvTranspose2d | Channels: (32, c) Kernel: (4,4,stride=2,padding=1) |
|           | Sigmoid | |

Table 6.1: CVAE Architecture Layer Sizes. \(c\) = Number of Channels in the Input Image (\(c = 3\) for CIIFAR-10 and \(c = 1\) for MNIST).

### 6.2.3 Determining Reconstruction Errors

Let \(X\) be the input image and \(y_{\text{pred}}\) be the predicted class obtained from the target classifier network. \(X_{\text{rcn,y_{\text{pred}}}}\) is the reconstructed image obtained from the trained encoder and decoder networks with the condition \(y_{\text{pred}}\). We define the reconstruction error or the reconstruction distance as in Equation 6.3. The network architectures for encoder and
decoder layers are given in Figure 6.1.

\[
\text{Recon}(X, y) = (X - X_{rcn,y})^2
\]  \hspace{1cm} (6.3)

Two pertinent points to note here are:

- For clean test examples, the reconstruction error is bound to be less since the CVAE is trained on clean train images. As the classifier gives correct class for the clean examples, the reconstruction error with the correct class of the image as input is less.

- For the adversarial examples, as they fool the classifier network, passing the malicious output class, \( y_{pred} \) of the classifier network to the CVAE with the slightly perturbed input image, the reconstructed image tries to be closer to the input with class \( y_{pred} \) and hence, the reconstruction error is large.

As an example, let the clean image be a cat and its slightly perturbed image fools the classifier network to believe it is a dog. Hence, the input to the CVAE will be the slightly perturbed cat image with the class dog. Now as the encoder and decoder layers are trained to output a dog image if the class inputted is dog, the reconstructed image will try to resemble a dog but since the input is a cat image, there will be large reconstruction error. Hence, we use reconstruction error as a measure to determine if the input image is adversarial. We first train the Conditional Variational AutoEncoder (CVAE) on clean images with the ground truth class as the condition. Examples of reconstructions for clean and adversarial examples are given in Figure 6.2 and Figure 6.3.

![Figure 6.2: Clean and Adversarial Attacked Images to CVAE from MNIST Dataset](image)

![Figure 6.3: Clean and Adversarial Attacked Images to CVAE from CIFAR-10 Dataset](image)
6.2.4 Obtaining $p$-value

As already discussed, the reconstruction error is used as a basis for detection of adversaries. We first obtain the reconstruction distances for the train dataset of clean images which is expected to be similar to that of the train images. On the other hand, for the adversarial examples, as the predicted class $y$ is incorrect, the reconstruction is expected to be worse as it will be more similar to the image of class $y$ as the decoder network is trained to generate such images. Also for random images, as they do not mostly fool the classifier network, the predicted class, $y$ is expected to be correct, hence reconstruction distance is expected to be less. Besides qualitative analysis, for the quantitative measure, we use the permutation test from [10]. We can provide an uncertainty value for each input about whether it comes from the training distribution. Specifically, let the input $X'$ and training images $X_1, X_2, \ldots, X_N$. We first compute the reconstruction distances denoted by $\text{Recon}(X, y)$ for all samples with the condition as the predicted class $y = \text{Classifier}(X)$. Then, using the rank of $\text{Recon}(X', y')$ in $\{\text{Recon}(X_1, y_1), \text{Recon}(X_2, y_2), \ldots, \text{Recon}(X_N, y_N)\}$ as our test statistic, we get,

\[
T = T(X'; X_1, X_2, \ldots, X_N)
\]

\[
= \sum_{i=1}^{N} I[\text{Recon}(X_i, y_i) \leq \text{Recon}(X', y')]
\]  

(6.4)

Where $I[\cdot]$ is an indicator function which returns 1 if the condition inside brackets is true, and 0 if false. By permutation principle, $p$-value for each sample will be,

\[
p = \frac{1}{N+1} \left( \sum_{i=1}^{N} I[T_i \leq T] + 1 \right)
\]  

(6.5)

Larger $p$-value implies that the sample is more probable to be a clean example. Let $t$ be the threshold on the obtained $p$-value for the sample, hence if $p_{X,y} < t$, the sample $X$ is classified as an adversary. Algorithm 1 presents the overall resulting procedure combining all above mentioned stages.

**Algorithm 1** Adversarial Detection Algorithm

1: function DETECT_ADVERSARIES ($X_{train}, Y_{train}, X, t$)
2:    recon ← Train($X_{train}, Y_{train}$)
3:    recon_dists ← Recon($X_{train}, Y_{train}$)
4:    Adversaries ← φ
5: for $x$ in $X$ do
6:    $y_{pred}$ ← Classifier($x$)
7:    recon_dist_x ← Recon($x, y_{pred}$)
8:    pval ← $p$-value($recon_dist_x, recon_dists$)
9:    if pval ≤ $t$ then
10:       Adversaries.insert($x$)
11: return Adversaries
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Algorithm 1 first trains the CVAE network with clean training samples (Line 2) and formulates the reconstruction distances (Line 3). Then, for each of the test samples which may contain clean, randomly perturbed as well as adversarial examples, first the output predicted class is obtained using a target classifier network, followed by finding its reconstructed image from CVAE, and finally by obtaining its $p$-value to be used for thresholding (Lines 5-8). Images with $p$-value less than given threshold ($t$) are classified as adversaries (Lines 9-10).

6.3 Experimental Results

We experimented our proposed methodology over MNIST and CIFAR-10 datasets. All the experiments are performed in Google Colab GPU having 0.82GHz frequency, 12GB RAM and dual-core CPU having 2.3GHz frequency, 12GB RAM. An exploratory version of the code-base will be made public on github.

6.3.1 Datasets and Models

Two datasets are used for the experiments in this paper, namely MNIST [31] and CIFAR-10 [27]. MNIST dataset consists of hand-written images of numbers from 0 to 9. It consists of 60,000 training examples and 10,000 test examples where each image is a $28 \times 28$ gray-scale image associated with a label from 1 of the 10 classes. CIFAR-10 is broadly used for comparison of image classification tasks. It also consists of 60,000 image of which 50,000 are used for training and the rest 10,000 are used for testing. Each image is a $32 \times 32$ coloured image i.e. consisting of 3 channels associated with a label indicating 1 out of 10 classes.

We use state-of-the-art deep neural network image classifier, ResNet18 [19] as the target network for the experiments. We use the pre-trained model weights available from [25] for both MNIST as well as CIFAR-10 datasets.

6.3.2 Performance over Grey-box attacks

If the attacker has the access only to the model parameters of the target classifier model and no information about the detector method or its model parameters, then we call such attack setting as Grey-box. This is the most common attack setting used in previous works against which we evaluate the most common attacks with standard epsilon setting as used in other works for both the datasets. For MNIST, the value of $\epsilon$ is commonly used between 0.15-0.3 for FGSM attack and 0.1 for iterative attacks [43] [15] [46]. While for CIFAR10, the value of $\epsilon$ is most commonly chosen to be $\frac{8}{255}$ as in [44] [46] [12]. For DeepFool [37] and Carlini Wagner (CW) [6] attacks, the $\epsilon$ bound is not present. The standard parameters as used by default in [33] have been used for these 2 attacks. For $L_2$ attacks, the $\epsilon$ bound
is chosen such that success of the attack is similar to their $L_{\infty}$ counterparts as the values used are very different in previous works.

**Reconstruction Error Distribution**

The histogram distribution of reconstruction errors for MNIST and CIFAR-10 datasets for different attacks are given in Figure 6.4. For adversarial attacked examples, only examples which fool the network are included in the distribution for fair comparison. It may be noted that, the reconstruction errors for adversarial examples is higher than normal examples as expected. Also, reconstructions errors for randomly perturbed test samples are similar to those of normal examples but slightly larger as expected due to reconstruction error contributed from noise.

![Figure 6.4: Reconstruction Distances for different Grey-box attacks](image)

**p-value Distribution**

From the reconstruction error values, the distribution histogram of p-values of test samples for MNIST and CIFAR-10 datasets are given in Figure 6.5. It may be noted that, in case of adversaries, most samples have p-value close to 0 due to their high reconstruction error; whereas for the normal and randomly perturbed images, p-value is nearly uniformly distributed as expected.

**ROC Characteristics**

Using the p-values, ROC curves can be plotted as shown in Figure 6.6. As can be observed from ROC curves, clean and randomly perturbed attacks can be very well classified from all adversarial attacks. The values of $\epsilon_{atk}$ were used such that the attack is able to fool the target detector for at-least 45% samples. The percentage of samples on which the attack was successful for each attack is shown in Table 6.2.
Statistical Results and Discussions

The statistics for clean, randomly perturbed and adversarial attacked images for MNIST and CIFAR datasets are given in Table 6.2. Error rate signifies the ratio of the number of examples which were misclassified by the target network. Last column (AUC) lists the area under the ROC curve. The area for adversaries is expected to be close to 1; whereas for the normal and randomly perturbed images, it is expected to be around 0.5.

| Type    | Error Rate (%) | Parameters | AUC     |
|---------|----------------|------------|---------|
| MNIST   | CIFAR-10       |            |         |
| NORMAL  | 2.2            | 8.92       | 0.5     | 0.5     |
| RANDOM  | 2.3            | 9.41       | 0.52    | 0.514   |
| FGSM    | 90.8           | 40.02      | 0.99    | 0.91    |
| FGSM-L2 | 53.3           | 34.20      | 0.95    | 0.63    |
| R-FGSM  | 91.3           | 41.29      | 0.99    | 0.91    |
| R-FGSM-L2| 54.84         | 34.72      | 0.95    | 0.64    |
| PGD     | 82.13          | 99.17      | 0.974   | 0.78    |
| CW      | 100            | 100        | 0.98    | 0.86    |
| DeepFool| 97.3           | 93.89      | 0.962   | 0.75    |

Table 6.2: Image Statistics for MNIST and CIFAR-10. AUC: Area Under the ROC Curve. Error Rate (%): Percentage of samples mis-classified or Successfully-attacked

It is worthy to note that, the obtained statistics are much comparable with the state-
of-the-art results. Interestingly, some of the methods [44] explicitly report comparison results with randomly perturbed images and are ineffective in distinguishing adversaries from random noises, but most other methods do not report results with random noise added to the input image. Since other methods use varied experimental setting, attack models, different datasets as well as $\epsilon_{atk}$ values and network model, exact comparisons with other methods is not directly relevant primarily due to such varied experimental settings. However, the results are mostly similar to our results while our method is able to statistically differentiate from random noisy images.

In addition to this, since our method does not use any adversarial examples for training, it is not prone to changes in value of $\epsilon$ or with change in attacks which network based methods face as they are explicitly trained with known values of $\epsilon$ and types of attacks. Moreover, among distribution and statistics based methods, to the best of our knowledge, utilization of the predicted class from target network has not been done before. Most of these methods either use the input image itself [26] [44] [46], or the final logits layer [11] [22], or some intermediate layer [32] [12] from target architecture for inference, while we use the input image and the predicted class from target network to do the same.

6.3.3 Performance over White-box attacks

In this case, we evaluate the attacks if the attacker has the information of both the defense method as well as the target classifier network. [36] proposed a modified PGD method which uses the gradient of the loss function of the detector network assuming that it is differentiable along with the loss function of the target classifier network to generate the adversarial examples. If the attacker also has access to the model weights of the detector CVAE network, an attack can be devised to fool both the detector as well as the classifier network. The modified PGD can be expressed as follows :-

$$X_{adv,0} = X,$$

$$X_{adv,n+1} = \text{Clip}_{\epsilon_{atk}} \left\{ X_{adv,n} + \alpha \cdot \text{sign} \left( (1 - \sigma) \cdot \nabla_X L_{cls}(X_{adv,n}, y_{target}) + \sigma \cdot \nabla_X L_{det}(X_{adv,n}, y_{target}) \right) \right\}$$

Where $y_{target}$ is the target class and $L_{det}$ is the reconstruction distance from Equation 6.3. It is worthy to note that our proposed detector CVAE is differentiable only for the targeted attack setting. For the non-targeted attack, as the condition required for the CVAE is obtained from the target classifier output which is discrete, the differentiation operation is not valid. We set the target randomly as any class other than the true class for testing.
Effect of $\sigma$

To observe the effect of changing value of $\sigma$, we keep the value of $\epsilon$ fixed at 0.1. As can be observed in Figure 6.7, the increase in value of $\sigma$ implies larger weight on fooling the detector i.e. getting less reconstruction distance. Hence, as expected the attack becomes less successful with larger values of $\sigma$ and gets lesser AUC values, hence more effectively fooling the detector. For CIFAR-10 dataset, the detection model does get fooled for higher $c$-values but however the error rate is significantly low for those values, implying that only a few samples get attacks on setting such value.

![ROC Curves for different values of $\sigma$. More area under the curve implies better detectivity for that attack. With more $\sigma$ value, the attack, as the focus shifts to fooling the detector, it becomes difficult for the detector to detect.](image)

(a) MNIST dataset  
(b) CIFAR-10 dataset

Figure 6.7: ROC Curves for different values of $\sigma$. More area under the curve implies better detectivity for that attack. With more $\sigma$ value, the attack, as the focus shifts to fooling the detector, it becomes difficult for the detector to detect.

![Success rate for different values of $\sigma$. More value of $\sigma$ means more focus on fooling the detector, hence success rate of fooling the detector decreases with increasing $\sigma$.](image)

(a) MNIST dataset  
(b) CIFAR-10 dataset

Figure 6.8: Success rate for different values of $\sigma$. More value of $\sigma$ means more focus on fooling the detector, hence success rate of fooling the detector decreases with increasing $\sigma$.

Effect of $\epsilon$

With changing values of $\epsilon$, there is more space available for the attack to act, hence the attack becomes more successful as more no of images are attacked as observed in Figure 6.10. At the same time, the trend for AUC curves is shown in Figure 6.9. The initial dip in the value is as expected as the detector tends to be fooled with larger $\epsilon$ bound. From both these trends, it can be noted that for robustly attacking both the detector and target classifier for significantly higher no of images require significantly larger attack to be made for both the datasets.
6.4 Comparison with State-of-the-Art using Generative Networks

Finally we compare our work with these 3 works [35] [24] [43] proposed earlier which uses Generative networks for detection and purification of adversaries. We make our comparison on MNIST dataset which is used commonly in the 3 works (Table 6.3). Our results are typically the best for all attacks or are off by short margin from the best. For the strongest attack, our performance is much better. This show how our method is more effective while not being confused with random perturbation as an adversary.

6.4.1 Use of simple AutoEncoder (AE)

MagNet [35] uses AutoEncoder (AE) for detecting adversaries. We compare the results with our proposed CVAE architecture on the same experiment setting and present the comparison in AUC values of the ROC curve observed for the 2 cases. Although the paper’s claim is based on both detection as well as purification (if not detected) of the adversaries. MagNet uses their detection framework for detecting larger adversarial perturbations which cannot be purified. For smaller perturbations, MagNet proposes to purify the adversaries by a different AutoEncoder model. We make the relevant compari-
Table 6.3: Comparison in ROC AUC statistics with other methods. More AUC implies more detectability. 0.5 value of AUC implies no detection. For RANDOM, value close to 0.5 is better while for adversaries, higher value is better.

| Type      | AUC       | MagNet | PuVAE | DefenseGAN | CVAE (Ours) |
|-----------|-----------|--------|-------|------------|-------------|
| RANDOM    | 0.61      | 0.62   | 0.72  | 0.52       | 0.52        |
| FGSM      | 0.98      | 0.96   | 0.97  | 0.97       | 0.99        |
| FGSM-L2   | 0.98      | 0.96   | 0.60  | 0.60       | 0.95        |
| R-FGSM    | 0.98      | 0.96   | 0.78  | 0.987      | 0.987       |
| R-FGSM-L2 | 0.98      | 0.96   | 0.62  | 0.95       | 0.95        |
| PGD       | 0.98      | 0.98   | 0.98  | 0.97       | 0.97        |
| CW        | 0.98      | 0.92   | 0.94  | 0.96       | 0.96        |
| DeepPool  | 0.86      | 0.86   | 0.92  | 0.96       | 0.96        |
| Strongest | 0.84      | 0.60   | 0.60  | 0.95       | 0.95        |

6.4.2 Use of Variational AutoEncoder (VAE)

PuVAE [24] uses Variational AutoEncoder (VAE) for purifying adversaries. We compare the results with our proposed CVAE architecture on the same experiment setting. PuVAE however, does not propose using VAE for detection of adversaries but in case if their model is to be used for detection, it would be based on the reconstruction distance. So, we make the comparison with our proposed CVAE architecture. ROC curves for different adversaries are given in Figure 6.11.

6.4.3 Use of Generative Adversarial Network (GAN)

Defense-GAN [43] uses Generative Adversarial Network (GAN) for detecting adversaries. We used $L = 100$ and $R = 10$ for getting the results as per our experiment setting. We compare the results with our proposed CVAE architecture on the same experiment setting and present the comparison in AUC values of the ROC curve observed for the 2 cases.
Although the paper’s main claim is about purification of the adversaries, we make the relevant comparison for the detection part with our proposed method. We used the same architecture as mentioned in [43] and got comparable results as per their claim for MNIST dataset on FGSM adversaries. As this method took a lot of time to run, we randomly chose 1000 samples out of 10000 test samples for evaluation due to time constraint. The detection performance for other attacks is considerably low. Also, Defense-GAN is quite slow as it needs to solve an optimization problem for each image to get its corresponding reconstructed image. Average computation time required by Defense-GAN is $2.8s$ per image while our method takes $0.17s$ per image with a batch size of 16. Hence, our method is roughly 16 times faster than Defense-GAN. Refer to Figure 6.11 for the ROC curves for Defense-GAN.
Chapter 7

Use of Variational AutoEncoder (VAE) for Purification

7.1 Introduction

After detecting adversaries next net logical thing to do is to purify the images before passing to the target classifier. The idea of purification is to neutralise or reduce the threat of any adversary attack if made on the image. There are various existing works doing this. MagNet .... PuVAE..... PixelDefend..... DefenseGAN....... We however propose use of Variational AutoEncoder similar to MagNet but however with a modified form similar to DefenseGAN and PixelDefend.

7.2 Training of Variational AutoEncoder (VAE)

The proposed Variational AutoEncoder is trained similar to MagNet on only clean images. The network architecture consists of an Encoder and a Decoder. Encoder outputs mean, $\mu$ and variance, $\sigma$ of size, latent dimension, $z$. A value is sampled from the obtained value of $z$ and is fed to the decoder to output a reconstructed image $X_{recon}$ the same size as $X$. The training loss, $L$ is described as follows :-

$$L(X) = BCE[X, \text{Decoder}(z)] - \frac{1}{2}E[\text{Encoder}^2_\sigma(X) + \text{Encoder}^2_\mu(X) - 1 - \log(\text{Encoder}^2_\sigma(X))]$$

(7.1)

(7.2)

7.3 Purification of Input Images

For purification of an input image, unlike MagNet instead of directly taking the reconstructed image, $X_{recon}$ as the purified image to feed to the classifier, we propose solving the following objective to achieve the same where $X_{purified}$ is the resultant purified
\[ X_{\text{purified}} = \min_{\epsilon} c \cdot \|\epsilon\|_2^2 + \|X + \epsilon - \text{recon}(X + \epsilon)\|_2^2 \quad (7.3) \]

where \( c \) is a constant parameter chosen accordingly. We use ADAM optimizer with \( n \) iterations for each image.

### 7.4 Results on MNIST and Comparison With Other Works on MNIST dataset

We present the comparison in results for MNIST dataset \(^{31}\) with the 2 methods discussed earlier MagNet and DefenseGAN. Results for adversarial training are generated in the same way as described in MagNet \(^{35}\). All results are with \( \epsilon = 0.1 \).

| Attack | No defense | Adversarial training | DefenseGAN | MagNet | Ours |
|--------|------------|---------------------|------------|--------|------|
| Clean  | 0.974      | 0.822               | 0.909      | 0.95   | 0.97 |
| FGSM   | 0.269      | 0.651               | 0.875      | 0.63   | 0.887|
| R-FGSM | 0.269      | 0.651               | 0.875      | 0.63   | 0.887|
| PGD    | 0.1294     | 0.354               | 0.83       | 0.65   | 0.886|
| CW     | 0.1508     | 0.28                | 0.656      | 0.85   | 0.907|

Table 7.1: Comparison in results. Values reported are classifier success rate (in fraction out of 1)

### 7.5 Variations for CIFAR-10 Dataset

MNIST dataset is a simple dataset with easily identifiable number shapes which can be easily and robustly learned by a neural network. It is therefore very easy to correct a perturbed image with a simple back-propagation method with fixed no of iterations. For CIFAR-10 dataset however, due to the inherent complexity in classifying objects, it is very easy to attack and thus simple defenses with fixed no of iterations is not enough to give a reasonably good purification result on attacks.

#### 7.5.1 Fixed no of iterations

First, we evaluate the results with fixed no of iterations. The results are listed on Table 7.2. As can be observed with more no of iterations clean accuracy gets reduced and adversarial accuracy improves. The drawback with such method is that it is not essentially using any discrimination for the update rule for adversarial and non adversarial examples. As a result of this, reconstruction errors of both adversarial and clean images (see Figure 7.1a) are reduced leading to disappearance of important features. Formally, the purified example, \( X_{\text{pur}} \) can be expressed as follows where \( X_{\text{adv}} \) is the adversarial image, \( n \) is the fixed no of iterations, \( \alpha \) is the constant learning rate and \( \text{purifier} \) is the Purifier autoencoder function.
\[ X_{\text{pur},0} = X_{\text{adv}} \]
\[ X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{pur},i}))}{\partial X_{\text{pur},i}} \text{ for } i \in \{1, 2, ..., n\} \] (7.4)

Where \( L(X, Y) = (X - Y)^2 \)

### 7.5.2 Fixed no of iterations with using ADAM optimizer for update

Major drawback with using constant learning rate is that both clean and adversarial examples are updated for fixed no of pixels in the image space meaning the distance between input and purified image is same irrespective if the input is adversarial or not. To counter it, we use ADAM optimizer to achieve the minima quickly, with same no of iterations. In this case, the update amount varies for adversarial and clean image as clean image has less reconstruction error (see Figure 7.1b). Formally, the update is defined as follows where \( X_{\text{adv}} \) is the adversarial image, \( X_{\text{pur}} \) is the purified image, \( n \) is the no of iterations, \( \alpha \) and \( \beta \) are parameters for ADAM optimizer.

\[ X_{\text{pur},0} = X_{\text{adv}} \]
\[ X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha w_i \]

Where \( w_i = \beta w_{i-1} + (1 - \beta) \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{pur},i}))}{\partial X_{\text{pur},i}} \text{ for } i \in \{1, 2, ..., n\} \) (7.5)

Where \( L(X, Y) = (X - Y)^2 \)

### 7.5.3 Variable learning rate based on the current reconstruction error

Usually for adversarial images, the initial reconstruction error is high as compared to clean image. Based on the following, an advantage can be taken to purify mostly only the adversarial images and not the clean images. No of iterations can be varied based on the reconstruction error of the input sample. First, the mean value, \( \mu \) and variance, \( \sigma \) of the distribution of reconstruction errors for the clean validation samples are determined. Then, the probability of falling within the equivalent gaussian distribution of reconstruction distances of clean validation samples is determined. The learning rate is varied accordingly linear to this probability. Formally, update rule can be defined as follows where \( X_{\text{adv}} \) is the adversarial image, \( X_{\text{pur}} \) is the purified image, \( n \) is the no of iterations, \( \alpha \) and \( \beta \) are parameters for ADAM optimizer.
\[ X_{\text{pur},0} = X_{\text{adv}} \]
\[ X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha_i w_i \]
Where \( \alpha_i = \alpha (1 - \exp\left(-\frac{(X_{\text{pur},i} - \mu)^2}{\sigma^2}\right) \)
And \( w_i = \beta w_{i-1} + (1 - \beta) \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{pur},i}))}{\partial X_{\text{pur},i}} \) for \( i \in \{1, 2, ..., n\} \)
Where \( L(X, Y) = (X - Y)^2 \)

7.5.4 Set target distribution for reconstruction error

Major drawback with earlier variations is that even though they discriminate in purifying already clean and adversarial images, they still try to purify clean images by bringing down the reconstruction error. One drawback to this is on doing so, the important features of the image are lost as the purification model sees them as perturbations to the images giving rise to the reconstruction error. Back-propagating through them smoothens them leading to less reconstruction error but confuses the classifier leading to wrong predictions.

To avoid this, we first find the mean, \( \mu \) and variance, \( \sigma \) of the clean image validation set. The objective for the update rule is kept to increase the probability mass function value with respect to the target distribution. Formally, the update rule is defined as follows :-

\[ X_{\text{pur},0} = X_{\text{adv}} \]
\[ X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha w_i \]

Where \( w_i = \beta w_{i-1} + (1 - \beta) \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{pur},i}))}{\partial X_{\text{pur},i}} \) for \( i \in \{1, 2, ..., n\} \) (7.7)

Where \( L(X, Y) = \frac{|\text{dist}(X, Y) - \mu|}{\sigma} \)
Where \( \text{dist}(X, Y) = (X - Y)^2 \)

7.5.5 Set target distribution for reconstruction error with modified update rule

Drawback of the above method is that it tries to increase the reconstruction error (see Figure 7.1c) of the samples with less reconstruction error belonging to clean image set. Due to this, classification model gives less accuracy. To avoid this, we change the update rule as follows which ultimately leads to no change for clean images with reconstruction error less than \( \mu \) (see Figure 7.1c).
\[ X_{\text{pur},0} = X_{\text{adv}} \]
\[ X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha w_i \]

Where \( w_i = \beta w_{i-1} + (1 - \beta) \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{pur},i}))}{\partial X_{\text{pur},i}} \) for \( i \in \{1, 2, ..., n\} \) \hspace{1cm} (7.8)

\[ \text{Where } L(X, Y) = \frac{\max(\text{dist}(X, Y) - \mu, 0)}{\sigma} \]

\[ \text{Where } \text{dist}(X, Y) = (X - Y)^2 \]

### 7.5.6 Add random noise at each update step

Just adding random noise has been observed to improve the classification accuracy for adversarial examples as it changes the overall perturbation to near random breaking the targeted perturbation created by the adversarial attack to the corresponding clean sample. This technique can be used in conjunction to our method where random perturbation is added at each update step. This leads to slightly better results as observed in Table 7.2. Formally the update rule is defined as follows where \( \gamma \) is the amount of noise to be added at each update step.

\[ X_{\text{pur},0} = X_{\text{adv}} \]
\[ X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha w_i \]

Where \( w_i = \beta w_{i-1} + (1 - \beta) \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{noise, pur},i}))}{\partial X_{\text{noise, pur},i}} \) for \( i \in \{1, 2, ..., n\} \) \hspace{1cm} (7.9)

\[ \text{Where } X_{\text{noise, pur},i} = X_{\text{pur},i} + \gamma r_X, r_X \mathcal{N}(0, I_X) \]

\[ \text{Where } L(X, Y) = \frac{\max(\text{dist}(X, Y) - \mu, 0)}{\sigma} \]

\[ \text{Where } \text{dist}(X, Y) = (X - Y)^2 \]

### 7.5.7 Add random transformation at each update step

Adding random rotate and resize transformations to the input image has also been observed to improve the classification accuracy for adversarial examples [41]. This technique can be used in conjunction to our method where random transformation is added at each update step. This leads to slightly better results as observed in Table 7.2. Formally the update rule is defined as follows where \( t \) is the transformation function taking the resize factor \( f \) and rotation \( \theta \) as input.

\[ X_{\text{pur},0} = X_{\text{adv}} \]
\[ X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha w_i \]

Where \( w_i = \beta w_{i-1} + (1 - \beta) \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{noise, pur},i}))}{\partial X_{\text{noise, pur},i}} \) for \( i \in \{1, 2, ..., n\} \) \hspace{1cm} (7.9)
Figure 7.1: Reconstruction errors change for different variations

(a) Fixed no of iterations

(b) Fixed no of iterations with using ADAM optimizer for update

(c) Set target distribution for reconstruction error

(d) Set target distribution for reconstruction error with modified update rule

\[ X_{\text{pur}, 0} = X_{\text{adv}} \]

\[ X_{\text{pur}, i+1} = X_{\text{pur}, i} - \alpha w_i \]

Where \( w_i = \beta w_{i-1} + (1 - \beta) \frac{\partial L(X_{\text{pur}, i}; \text{purifier}(X_{\text{trans}, \text{pur}, i}))}{\partial X_{\text{trans}, \text{par}, i}} \) for \( i \in \{1, 2, ..., n\} \)

Where \( X_{\text{trans}, \text{par}, i} = t(X_{\text{pur}, i}; f, \theta) \)

Where \( L(X, Y) = \max \left( \frac{\text{dist}(X, Y) - mu}{\sigma}, 0 \right) \)

Where \( \text{dist}(X, Y) = (X - Y)^2 \)

7.6 Variations for ImageNet Dataset

ImageNet dataset is the high resolution dataset with cropped RGB images of size 256X256. For our experiments we use pretrained weights on ImageNet train corpus available from [9]. For test set we use the 1000 set of images available for ILSVRC-12 challenge [42] which is commonly used by many works [46] for evaluating adversarial attack and defense methods. This test set consists of 1000 images each belonging to a different class. The pre-trained weights of ResNet-18 classifier are also provided by ILSVRC-12 challenge [42].
| Attack   | No-defense | Adversarial training | MagNet | A \((n=12)\) | A \((n=15)\) | A \((n=18)\) | B | C | D | E | F | G | H (Ours) |
|----------|------------|----------------------|--------|--------------|--------------|--------------|---|---|---|---|---|---|---------|
| Clean    | 0.954      | 0.871                | 0.790  | 0.879        | 0.853        | 0.845        | 0.872| 0.892| 0.924| 0.907| 0.908| 0.858| 0.905   |
| Random   | 0.86       | -                    | 0.793  | 0.889        | 0.875        | 0.867        | 0.885| 0.874| 0.90      | 0.873| 0.893| 0.846| 0.889   |
| FGSM     | 0.533      | 0.650                | 0.661  | 0.73         | 0.769        | 0.774        | 0.776| 0.769| 0.782        | 0.834| 0.818| 0.825| 0.825   |
| R-FGSM   | 0.528      | 0.640                | 0.655  | 0.73         | 0.747        | 0.764        | 0.772| 0.762| 0.767        | 0.817| 0.811| 0.814| 0.615   |
| SIM      | 0.002      | 0.483                | 0.367  | 0.632        | 0.694        | 0.702        | 0.706| 0.692| 0.684        | 0.702| 0.729| 0.711| 0.735   |

Table 7.2: Comparison of results for different variations on Cifar-10 dataset. A: Fixed no of iterations, B: Fixed no of iterations with using ADAM optimizer for update, C: Variable learning rate based on the current reconstruction error, D: Set target distribution for reconstruction error, E: Set target distribution for reconstruction error with modified update rule, F: Add random noise at each update step, G: Add random transformation at each update step, H: Add random noise + transformation at each update step.

The 1000 images are chosen such that the classifier gives correct class for all of them.

### 7.6.1 Attack method

The attack method for ImageNet dataset is different as the classification accuracy for ImageNet dataset comprising of 1000 classes is defined by the top-1 accuracy which means a prediction is correct if any of the top 1% of total classes or 10 class predictions in this case are correct. Hence, the iterative attack (which is used as baseline by all methods) is defined mathematically as follows where \( J(.) \) is the cross entropy loss, \( classifier(.) \) is the target classifier neural network, \( \alpha \) is the step size and \( \pi_{X,\epsilon}(.) \) function restricts value within \([X - \epsilon, X + \epsilon]\).

\[
X_{\text{attacked},0} = X_{\text{clean}}
\]
\[
X_{\text{attacked},i+1} = \pi_{\epsilon}[X_{\text{attacked},i} + \alpha \frac{\partial J(classifier(X_{\text{attacked},i}), y)}{\partial X_{\text{attacked},i}}] \quad \text{for} \quad i \in \{1, 2, ..., n\} \quad (7.11)
\]

### 7.6.2 Noise remover network

We use autoencoder with skip connections and blind spot architecture for noise removal [30]. The network is trained as self-supervised task in N2V manner with the task of outputting a clean image given a noisy image. For additional details regarding the training settings for unknown noise form and magnitude, readers are referred to [30].

### 7.6.3 No of iterations

Effect of varying the no of iterations of update for purifying adversarial examples can be seen in Table 7.3. As can be observed, increasing no of iterations lead to better classification accuracy for purified adversaries but leads to drop in clean accuracy. Results
for adversaries created with different no of iterations are also reported. The value of $\epsilon = \frac{8}{255}$ and update step, $\alpha = \frac{1}{255}$ are chosen as standard values for comparison with [46].

### 7.6.4 Purification variations

We further explore different variations to the base version with fixed no of iterations and constant update rate $\alpha$.

#### Random noise at each step

Similar to Cifar-10 dataset, adding random noise to input leads to increase in classification accuracy. Hence, we conjunct this by adding random noise at each update step. As evident from Table 7.3 there is a slight surge in classification of purified adversaries with this addition. Mathematically, update rule is defined as follows where $\gamma$ is the amount of noise to be added at each update step.

$$X_{\text{pur},0} = X_{\text{adv}}$$

$$X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{noise, pur},i}))}{\partial X_{\text{noise, pur},i}} \text{ for } i \in \{1, 2, ..., n\}$$

(7.12)

Where $X_{\text{noise, pur},i} = X_{\text{pur},i} + \gamma r_X \mathcal{N}(0, I_X)$

Where $L(X, Y) = (X - Y)^2$

#### Random transformation at each step

Similar to Cifar-10 dataset, we add random rotate and resize transformation before each update step. This too results in a subsequent increase in classification accuracy of purified adversaries as observed in Table 7.3. The reason for the rise in accuracy is that the transformation leads to change in the locality of the features where targeted attack was made. The classification network however has been trained to act robustly if the image is resized or rotated, hence the classified class for clean images doesn’t change, while for attacked images due to relocation of targeted perturbations, the resultant perturbation tends towards non-targeted random noise leading to increased accuracy. Mathematically, update rule can be expressed as follows where $t$ is the transformation function taking the resize factor $f$ and rotation $\theta$ as input.

$$X_{\text{pur},0} = X_{\text{adv}}$$

$$X_{\text{pur},i+1} = X_{\text{pur},i} - \alpha \frac{\partial L(X_{\text{pur},i}, \text{purifier}(X_{\text{trans, pur},i}))}{\partial X_{\text{trans, pur},i}} \text{ for } i \in \{1, 2, ..., n\}$$

(7.13)

Where $X_{\text{trans, pur},i} = t(X_{\text{pur},i}, f, \theta)$

Where $L(X, Y) = (X - Y)^2$
| Attack | No defense | Adversarial training | MagNet | A  | B  | C  |
|--------|------------|----------------------|--------|----|----|----|
| Clean  | 1.0        | 0.912                | 0.916  | 0.902 | 0.895 | 0.892 |
| Random | 0.969      | 0.901                | 0.911  | 0.907 | 0.887 | 0.884 |
| BIM ($\epsilon = \frac{1}{255}$) | 0.361 | 0.441 | 0.539 | 0.670 | 0.705 | 0.726 |
| BIM ($\epsilon = \frac{25}{255}$) | 0.002 | 0.254 | 0.312 | 0.580 | 0.665 | 0.681 |

Table 7.3: Comparison of results for different variations on Imagenet dataset. A : Ours, B : Ours (With random noise), C : Ours (With random transformations)

7.7 Possible Counter Attacks

Based on the attack method, adaptive attacks can be developed to counter the attack. We study the 2 types of attacks in detail. For a detailed review on how to systematically determine an adaptive attack based on the category of defense, readers are referred to [30].

7.7.1 Counter attack A

The first adaptive attack possible is designed by approximating the transformation function i.e. the function of the output image obtained by modifying the input image through the update rule by the differentiable function obtained by autoencoder end-to-end output given the input. Intuitively this can be thought of as the near output obtained by backpropagating through the reconstruction error loss between the input and end-to-end purified output after passing through autoencoder purifier network. We observe (see Table 7.4) that on applying this counter attack, the accuracy for direct purifier output method drops drastically while ours method gives better robust results against this attack. Mathematically, we can express the attacked image, $X_{\text{attacked}}$ as follows where $X_{\text{cln}}$ is the original clean image, $n$ is the no of iterations, $\text{classifier}(.)$ is the target classifier network, $J(.)$ is the cross entropy loss, $\text{purifier}(.)$ is the purifier autoencoder, $\alpha$ is the update rate and $\pi_{X,\epsilon}(.)$ function restricts value within $[X - \epsilon, X + \epsilon]$.

$$
X_{\text{attacked},0} = X_{\text{cln}}
$$

$$
X_{\text{attacked},i+1} = \pi_{X_{\text{cln}},\epsilon} [X_{\text{attacked},i} + \alpha \text{sign} \left( \frac{\partial J(\text{classifier}(X_{\text{attacked},i}), y)}{\partial X_{\text{attacked},i}} \right)]
$$

(7.14)

for $i \in \{1, 2, ..., n\}$

7.7.2 Counter attack B

The second adaptive attack possible here is by modifying the loss function of the BIM attack by including new weighted term getting less reconstruction error from the purifier. This way we attack both the classifier as well as purifier. The purifier method relies on reconstruction error as a measure to update the input to get less reconstruction error
similar to clean images but if the attack is made with this consideration to fool the purifier method by giving similar reconstruction error to clean image while also fooling the classifier, the attack is successful as it bypasses the purifier method. For this attack, the attacked image seems to be attacked more at the edges as modifying those do not change the reconstruction error for purifier much. As observed from Table 7.4, the adaptive counter attack is successful to an extent but needs a larger value of $\epsilon$ to make the attack have a considerably successful attack rate. Mathematically this attack is defined as follows where Mathematically, we can express the attacked image, $X_{\text{attacked}}$ as follows where $X_{\text{cln}}$ is the original clean image, $n$ is the no of iterations, $\text{classifier}(.)$ is the target classifier network, $J(.)$ is the cross entropy loss, $\text{purifier}(.)$ is the purifier autoencoder, $\alpha$ is the update rate, $\beta$ is the weighing factor for the reconstruction error in the combined loss function, and $\pi_{X,\epsilon}(.)$ function restricts value within $[X - \epsilon, X + \epsilon]$.

$$X_{\text{attacked},0} = X_{\text{cln}}$$
$$X_{\text{attacked},i+1} = \pi_{X,\epsilon}[X_{\text{attacked},i} + \alpha \text{sign} \left( \frac{\partial J(X_{\text{attacked},i}; y) + \beta (X_{\text{attacked},i} - \text{purifier}(X_{\text{attacked},i}))^2}{\partial X_{\text{attacked},i}} \right)$$

for $i \in \{1, 2..., n\}$

(7.15)

| Attack          | No defense | Adversarial training | MagNet | Ours |
|-----------------|------------|----------------------|--------|------|
| Counter attack A| 0.004      | 0.122                | 0.199  | 0.680|
| Counter attack B| 0.009      | 0.151                | 0.275  | 0.507|

Table 7.4: Comparison of results for counter attacks
Chapter 8

Future Work

Further, I plan to complete experimentation with the proposed VAE method for purifying adversaries and try to beat the benchmark for results on other datasets like CIFAR-10, CIFAR-100, especially high dimensional ImageNet etc. Also, I would extend my proposed CVAE for detection to test on ImageNet. ImageNet has been especially challenging to get good results because of the high dimensional images, the attack perturbation is quite less.

Apart from this, the recent work by Pang et al. [38] suggests that training the network using RCE is much more robust than the currently use cross entropy loss. This opens a completely new direction for research. There can be a separate RCE trained network for the sake of robustness as the detector. There can be a corresponding research along these lines by training a generator network from logits with this new loss function as it is relatively robust against adversaries.

Also, the use of LSTM for detecting abnormal paths taken by adversaries along the distance vector spaces seems to be an interesting research direction. The idea can be further explored by using maybe transformers instead of LSTM to model the pattern in the path taken. Also, instead of taking mean vectors from the class distribution, clustering methods like K means clustering can be used to get mean vectors for the clusters. Also, Instead of using distant spaces, PCA or similar method can be used to map to a low dimensional representation from each layer.

Another interesting approach would be using representation learning for bayesian inference. Currently for the distribution based methods, logits vector, deep representations or input have been used for bayesian inference. What would be interesting is the use of unsupervised representation learning to get mapping of the input to a distribution which can be used for figuring out whether a given sample falls within the normal sample distribution or the adversarial examples.
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