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Abstract
Using multiple unmanned surface vehicle swarms to implement tasks cooperatively is the most advanced technology in recent years. However, how to find which swarm the unmanned surface vehicle belongs to is a meaningful job. So, this article proposed an artificial potential field-based swarm finding algorithm, which applies the potential field force directly to unmanned surface vehicles and leads them to their belonging swarm quickly and accurately. Meanwhile, the proposed algorithm can also maintain the formation stable while following the desired path. Based on the swarm finding algorithm, the artificial potential field-based collision avoidance method and the International Regulations for Preventing Collisions at Sea-based dynamic collision avoidance strategy are applied to the swarm control of multi-unmanned surface vehicles to enhance the performance in the dynamic ocean environment. Methods in this article are verified through numerical simulations to illustrate the feasibility and effectiveness of proposed schemes.
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Introduction
Benefiting from the improvement of the intelligent control, networks and sensors, the unmanned aerial vehicle, the unmanned surface vehicle (USV), and the unmanned underwater vehicle have become the most advanced technologies.¹–⁶ Among them, USVs are widely used in both military and civilian.¹–⁶ There also have been increasing interests in grouping multi-USVs into a formation to accomplish mission goals cooperatively because of limitations of the single USV operation, such as small mission area and insufficient fault-tolerant resilience.

One of the key issues in the cooperation of multiple USVs is the formation control. Nowadays, there are three dominant approaches being employed to realize the formation control of USVs, including the behavior-based method,⁷–⁹ the virtual structure approach,¹⁰,¹¹ and the leader–follower method.¹²–¹⁶

The fundamental idea of the behavior-based method is to specify various behaviors for all members in the formation and to keep the desired formation by performing prescribed behaviors. This method allows decentralized
implementation, but the mathematic model is difficult to build. As for the second approach, all USVs in the formation are seen as a single rigid structure, which is effortless to model but has high requirements of the communication. The third method, namely, the leader–follower method, is used not only in USVs but also in the formation control of mobile robots and autonomous underwater vehicles. The leader sails along a predefined route and the followers maintain prescribed distance and orientation with respect to the leader. This method is simple to carry out; however, once the leader is invalid, the entire formation will lose control.

In the three formation control approaches mentioned above, the formation needs to be designed in advance, which limits the flexibility of the formation, and members also lack the autonomy. Whereas the swarm control theory proposed in recent years emphasizes the autonomy and intelligence of members in the formation. Swarm control theory originates from studies of colonies of ants and bees in nature, which has higher flexibility, autonomy, and robustness. Compared with the leader–follower method, a malfunction of one member in the swarm will not cause the loss of the entire formation. So the swarm control theory is more appropriate for the cooperation of multiple USVs in practical applications.

In the formation control of multi-agents, how to find the formation that each agent belongs to and integrate it into its formation are needful jobs. It is also a meaningful issue in the swarm control of multi-USVs, especially the multiple USV swarms (USVSs). The artificial potential field (APF) method is a classic method with a very wide range of applications due to its characteristics of easy modeling, simple mathematic principles, fast response time, and high real-time performance. Moreover, the path calculated by the APF method has good characteristics of smoothness and continuity, which is more suitable for a USV to track. Therefore, in this article, the APF method is used as the core algorithm for the swarm finding of multiple-USVs. Meanwhile, the dynamic collision avoidance (DCA) combined with the International Regulations for Preventing Collisions at Sea (COLREGs) are integrated into the swarm control method to enhance the swarm performance in the dynamic ocean environment.

The main contributions of this article are as follows: (1) the APF-based swarm finding algorithm is proposed to lead USVs to their belonging swarms quickly and accurately, it is a needful job especially in the control of multiple USVSs; (2) the path following scheme of the USVS based on the line-of-sight (LOS) guidance law used for the single USV is designed suitable for both straight and curve paths.

The rest of the article is organized as follows: after this “Introduction,” the swarm control strategy composed of the APF-based swarm finding algorithm and the path following scheme are presented in the second section. The COLREGs-based DCA strategy is described in the third section. Numerical simulations are illustrated in the fourth section and conclusions are drawn afterward.

**Swarm control strategy**

In this article, vectors are bold. \( \| \mathbf{A} \| \) denotes the Euclidean norm of vector \( \mathbf{A} \). \( \frac{d \mathbf{A}}{dt} \) is the derivative of \( \mathbf{A} \) with respect to time and \( \frac{d}{dt} \) is the partial derivative. Angles satisfy the condition \( (-\pi, \pi] \).

**Mathematic model**

In this article, USVs are divided into two categories, free-USVs and member-USVs. We consider a USVS is composed of \( n \) member-USVs \((n \geq 2)\) and there are \( m \) obstacles \((m \geq 0)\) in the environment including the static and the dynamic obstacles. The 3-degree of freedom (DOF) mathematic model of the \( i \)th USV in the swarm can be formulated as follows:

\[
\begin{align*}
\frac{dx_i}{dt} &= u_i \cos \psi_i - v_i \sin \psi_i \\
\frac{dy_i}{dt} &= u_i \sin \psi_i + v_i \cos \psi_i \\
\frac{d\psi_i}{dt} &= r_i \\
\frac{du_i}{dt} &= \frac{1}{m_{11}} \left[ m_{22} v_i r_i - d_r u_i - d_{\|u\|} u_i \|u_i\| + \tau_{u2} + \xi_{iu} \right] \\
\frac{dv_i}{dt} &= \frac{1}{m_{22}} \left[ m_{11} u_i r_i - d_v v_i - d_{\|v\|} v_i \|v_i\| + \xi_{iv} \right] \\
\frac{dr_i}{dt} &= \frac{1}{m_{33}} \left[ (m_{11} - m_{22}) u_i v_i - d_r r_i - d_{\|r\|} \|r_i\| + \tau_{r2} + \xi_{ir} \right]
\end{align*}
\]  

(1)

where \( \mathbf{r}_i = (x_i, y_i, \psi_i) \) is the position vector and \( \psi_i \) is the heading angle of the \( i \)th USV in the earth-fixed frame. \( u_i, v_i, \) and \( r_i \) denote linear velocities and the angular velocity in the body-fixed frame. \( m_{11}, m_{22}, \) and \( m_{33} \) represent inertial masses. \( d_r, d_{\|u\|}, d_v, d_{\|v\|}, d_{\|r\|}, \) and \( d_{\|r\|} \) denote hydrodynamic damping terms. \( \tau_{u2} \) and \( \tau_{r2} \) are the surge force and yaw moment. \( \xi_{iu}, \xi_{iv}, \) and \( \xi_{ir} \) are external environmental disturbances given as follows:

\[
\begin{align*}
\xi_{iu} &= m_{11} h(s) w_u(s) \\
\xi_{iv} &= m_{22} h(s) w_v(s) \\
\xi_{ir} &= m_{33} h(s) w_r(s)
\end{align*}
\]  

(2)

where \( w_u(s), w_v(s), \) and \( w_r(s) \) are Gaussian white noises with zero mean, and the noise power spectral densities are 0.01, 0.005, and 0.1, respectively. \( h(s) \) is the second-order transfer function.

The illustration and the system configuration of the USVS are shown in Figures 1 and 2. The function of the desired center position of the swarm (CPS) is given by waypoints and the human supervisor in the form as follows:

\[
\mathbf{y}_{\text{CPS}} = [\bar{x}_d, \bar{y}_d, \sigma_d]^T
\]  

(3)
where \( \mathbf{P}_{\text{CPS}} = (\bar{x}, \bar{y})^T \) is the position vector of the desired CPS and \( \sigma_d \) is the desired distance variance (DV) of each USV to the desired CPS.

The swarm finding algorithm is utilized according to the function of the desired CPS to attract each free-USV to its swarm. According to the swarm control theory, the intelligence of each USV is emphasized, and the shape of the formation is more flexible. In the work of Tan et al.,\(^3\) the USVS is constructed by the proposed gathering strategy, whereas in this article, an APF-based swarm finding method is utilized to the swarm control of multi-USVs. In the work of Tan et al.,\(^3\) the USVS is built by making the error \( e \) between two position vectors \( X_d \) and \( X_e \) converge to 0, then the desired speeds and headings are obtained according to \( e \). However, in this article, the potential field force is applied to each free-USV directly to make it find the belonging swarm. Once the swarm is formed and each USV in the swarm has a stable position, the free-USV can be regarded as a member-USV, and the function of the actual CPS is calculated as follows

\[
\eta_{\text{CPS}} = [\bar{x}, \bar{y}, \sigma]^T
\]

(4)

where

\[
\begin{align*}
\bar{x} &= \frac{\sum_{i=1}^{n} x_i}{n} \\
\bar{y} &= \frac{\sum_{i=1}^{n} y_i}{n} \\
\sigma &= \sqrt{\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2 + (y_i - \bar{y})^2}{n}}
\end{align*}
\]

(5)

Here, \( \mathbf{P}_{\text{CPS}} = (\bar{x}, \bar{y})^T \) is the position vector of the actual CPS and \( \sigma \) is the average DV of each USV to the actual CPS.

Then, the path following scheme and the CA strategy are used to decide the desired speed and heading of each USV. Surge forces and yaw moments of USVs are obtained through the motion planning model and input to the USV dynamics model to calculate their actual positions, velocities, and heading vectors, which are feedback to make the overall system a closed loop.

The swarm control of multi-USVs is mainly based on the APF method to implement the swarm finding and the CA. The total potential field \( \phi_i \) of the \( i \)th USV in the swarm is given as follows

\[
\phi_i = k_{i1} \phi_{\text{CPS}}^i + k_{i2} \sum_{j \neq i} \phi_{ij}^j + k_{i3} \sum_{ob \in m} \phi_{ob}^i
\]

(6)

where \( k_{i1}, k_{i2}, \) and \( k_{i3} \) are positive scaling factors. \( \phi_{\text{CPS}}^i \) is the first potential field to lead the \( i \)th USV to its swarm which is described in the “Swarm finding algorithm” section. The second component \( \phi_{ij}^j \) and the third \( \phi_{ob}^i \) are designed in the “Collision avoidance method” section to achieve the CA.

**Swarm finding algorithm**

The swarm finding algorithm is used to attract each free-USV to its desired CPS and makes it a member-USV. The illustration of the potential field used in the swarm finding algorithm is presented in Figure 3.

In this article, each member-USV is required to sail around the desired CPS \((\bar{x}, \bar{y})\) maintaining the distance \( \sigma_d \). So, an attractive potential field and a repulsive potential field are set separately in the range of \( \sigma_d \) and outside \( \sigma_d \) to
make each member-USV at the equilibrium position, where the attractive and repulsive forces balance. The free-USV, which is far away from the desired CPS, is attracted by the potential field and eventually keeps stable at the distance \( \sigma_d \) to the desired CPS. Therefore, the swarm finding of the free-USV is achieved.

The potential field \( \Phi_i^{\text{CPS}} \) in equation (6) is defined as

\[
\Phi_i^{\text{CPS}} = \begin{cases} 
  V_i^{\text{CPS}} - f(U_i, U_i^{\text{CPS}}), & \text{if } i\text{th USV belongs to the swarm} \\
  0, & \text{otherwise}
\end{cases}
\]

\[ d_i^{\text{CPS}} = \sqrt{(x_i - x_d)^2 + (y_i - y_d)^2} \]  

where \( k_{i1}^{\text{CPS}}, k_{i2}^{\text{CPS}}, \) and \( k_{i3}^{\text{CPS}} \) are all positive gains to accelerate the formation of the USVS and \( n_i^{\text{CPS}} = \left( \frac{p_i - p_i^{\text{CPS}}}{\| p_i - p_i^{\text{CPS}} \|} \right) \) is the unit vector from the position vector of the \( i \)th USV to the desired CPS. If the distance \( d_i^{\text{CPS}} > \sigma_d \), an attractive force is needed to lead the free-USV to the swarm, and when \( d_i^{\text{CPS}} < \sigma_d \), a repulsive force is generated to make the USV at the equilibrium position \( d_i^{\text{CPS}} = \sigma_d \), where the total potential field force is zero. So, the swarm finding of the free-USV is achieved and the free-USV becomes the member-USV eventually.

\[ F_i^{\text{CPS}} = \begin{cases} 
  -2k_{i1}^{\text{CPS}}(d_i^{\text{CPS}} - \sigma_d)n_i^{\text{CPS}}, & \text{if } d_i^{\text{CPS}} \geq \sigma_d \\
  2k_{i2}^{\text{CPS}} \left( \frac{1}{d_i^{\text{CPS}}} - \frac{1}{\sigma_d} \right) \frac{1}{(d_i^{\text{CPS}})^2} - k_{i3}^{\text{CPS}}(d_i^{\text{CPS}} - \sigma_d) \right) n_i^{\text{CPS}}, & \text{if } d_i^{\text{CPS}} < \sigma_d
\end{cases} \]

where \( f(U_i, U_i^{\text{CPS}}) \) is a function of the relative velocity between the \( i \)th USV and the desired CPS, in which \( U_i = \sqrt{u_i^2 + v_i^2} \) and \( U_i^{\text{CPS}} = \sqrt{(dx/dt)^2 + (dy/dt)^2} \) are their respective velocity, and given as follows

\[ f(U_i, U_i^{\text{CPS}}) = k_n^{\text{CPS}}(U_i - U_i^{\text{CPS}}) \]  

Here, \( f(U_i, U_i^{\text{CPS}}) \) is used as a damping term with a positive scaling factor \( k_n^{\text{CPS}} \).

The potential field function \( V_i^{\text{CPS}} \) is given as

\[ V_i^{\text{CPS}} = \begin{cases} 
  k_{i1}^{\text{CPS}}(d_i^{\text{CPS}} - \sigma_d)^2, & \text{if } d_i^{\text{CPS}} \geq \sigma_d \\
  k_{i2}^{\text{CPS}} \left( \frac{1}{d_i^{\text{CPS}}} - \frac{1}{\sigma_d} \right)^2 + k_{i3}^{\text{CPS}}(d_i^{\text{CPS}} - \sigma_d)^2, & \text{if } d_i^{\text{CPS}} < \sigma_d
\end{cases} \]  

Taking the gradient of the potential field function \( V_i^{\text{CPS}} \) in equation (10), and the attractive/repulsive field force is obtained as follows

\[ \text{Inter-USV CA}. \]  

Based on the swarm finding algorithm, the APF-based collision avoidance (CA) method is incorporated into the swarm control strategy in this article to accomplish the CA of the inter-USV and the outer-static obstacle.

The schematic of the APF-based CA method used in this article is shown in Figure 4. The fundamental idea in this section is to establish repulsive potential fields \( \Phi_i^c \) and \( \Phi_i^o \) around each USV and static obstacle, respectively. Such potential fields construct a forbidden area and a warning area, as shown in Figure 5(a) and (b), to repel the USV when it approaches other USVs or obstacles, and finally keep a safe distance between them. The repulsive potential fields \( \Phi_i^c \) and \( \Phi_i^o \) are described in “Inter-USV CA” and “Outer-static obstacle CA” sections.
The repulsive force is given by the gradient of the potential field shown in equation (12) as

\[
\Phi_i^j = \begin{cases} 
    k_i^j \left[ \frac{(R_j^i)^2 - (r_j^i)^2}{(d_j^i)^2 - (r_j^i)^2} \right]^2, & \text{if } r_j^i < d_j^i < R_j^i \\
    0, & \text{otherwise}
\end{cases}
\]  

where \( k_j^i \) is the positive scaling factor and \( n_j^i = \frac{p_i - p_j}{\|p_i - p_j\|} \) denotes the unit vector from the \( i \)th USV to the \( j \)th USV.

The distance between these two USVs, which is given as follows

\[
d_j^i = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}
\]

\( r_j^i \) is the radius of the forbidden area, which is the minimum allowable distance between two USVs. And the warning area is a ring-shaped area in the region of \( r_j^i < d_j^i < R_j^i \). When the USV enters the warning area of the other USV, it will be repelled by the force \( F_j^i \),
which increases rapidly when \( d_i^i \) decreases, to keep a safe distance from the forbidden area. If \( d_i^i > R_i^p \), it seems that there is no collision risk, so the repulsive force is no longer needed.

**Outer-static obstacle CA.** The APF-based method similar to the CA between USVs is adopted to achieve the CA between the USV and static obstacle. The potential field \( \Phi_i^{ob} \) in equation (6) is defined as

\[
\Phi_i^{ob} = V_i^{ob} - f\left( \frac{d_i^{pob}}{dt} \right)
\]

where \( f\left( \frac{d_i^{pob}}{dt} \right) \) is a function of the relative velocity between the \( i \)th USV and the obstacle, which is used as a damping term, and has the form as

\[
f\left( \frac{d_i^{pob}}{dt} \right) = \begin{cases} k_i^{ob} \cdot \arctan\left(-\frac{d_i^{pob}}{dt}\right), & \text{if } \nu_i^{ob} < d_i^{pob} < R_i^{ob} \\ 0, & \text{otherwise} \end{cases}
\]

In equation (16), \( k_i^{ob} \) is a positive damping factor to control the effect of the damping term. \( \frac{d_i^{pob}}{dt} \) represents the relative velocity between the \( i \)th USV and the obstacle, which is obtained by the derivative of \( d_i^{pob} \) with respect to time. \( d_i^{pob} \) denotes the Euclidean distance between the USV and the static obstacle, which is given as

\[
d_i^{pob} = \sqrt{(x_i - x_{ob})^2 + (y_i - y_{ob})^2}
\]

where \( P_{ob} = (x_{ob}, y_{ob})^T \) is the position vector of the static obstacle.

The potential function \( V_i^{ob} \) is given as

\[
V_i^{ob} = \begin{cases} \frac{k_i^{ob} \left[ \left( R_i^{ob} \right)^2 - \left( r_i^{ob} \right)^2 \right]^2}{\left( \left( \frac{d_i^{pob}}{dt} \right)^2 - \left( r_i^{ob} \right)^2 \right)^2}, & \text{if } \nu_i^{ob} < d_i^{pob} < R_i^{ob} \\ 0, & \text{otherwise} \end{cases}
\]

And the repulsive force is given according to the gradient of the potential field function \( V_i^{ob} \) as

\[
F_i^{ob} = \begin{cases} 4k_i^{ob} \left[ \left( R_i^{ob} \right)^2 - \left( r_i^{ob} \right)^2 \right] \frac{1}{\left( \left( \frac{d_i^{pob}}{dt} \right)^2 - \left( r_i^{ob} \right)^2 \right)^2} \frac{n_i^{ob}}{n_i^{ob}}, & \text{if } \nu_i^{ob} < d_i^{pob} < R_i^{ob} \\ 0, & \text{otherwise} \end{cases}
\]

where \( k_i^{ob} \) is the positive scaling factor and \( n_i^{ob} = (\mathbf{P}_i - \mathbf{P}_{ob}) / \| \mathbf{P}_i - \mathbf{P}_{ob} \| \) denotes the unit vector from the \( i \)th USV to the obstacle. \( r_i^{ob} \) and \( R_i^{ob} \) are radii of the forbidden area and the warning area around the static obstacle, respectively.

When the USV enters the warning area of the obstacle and continues to approach it, that is, \( r_i^{ob} < d_i^{pob} < R_i^{ob} \cup \left( \frac{d_i^{pob}}{dt} \right) < 0 \), the repulsive potential field considering the damping term is needed to repel the USV away from the obstacle. Once the USV starts to move away from the obstacle \( \left( \frac{d_i^{pob}}{dt} \right) \geq 0 \), the damping term is not required and equals to zero. The repulsive force \( F_i^{ob} \) without the damping term is used and applied to the USV until it sails away from the warning area of the obstacle. Similar to \( F_i^i \), \( F_i^{ob} \) will also increase when \( d_i^{pob} \) decreases.

Based on the APF-based swarm finding algorithm and CA method described beforehand, the overall potential field \( \Phi \) of the USVS is designed according to equation (6) as follows

\[
\Phi = \sum_{i=1}^{n} \Phi_i \geq 0
\]

**Path following scheme**

The fundamental idea of this section is the LOS guidance law, which is used in the path following of the single USV. In the path following scheme of the USVS, the actual CPS, which is regarded as a virtual USV, instead of each single USV in the swarm, is used to track the desired path. Combined with the swarm finding algorithm, each USV can find its swarm and the actual CPS can be calculated using equation (4). The actual CPS tracks the desired path in the light of the LOS guidance law so that the path following of the overall USVS is achieved. The schematic diagram is shown in Figure 6.

Consider a desired path as \( \eta_d = [x_d(\theta), y_d(\theta), \alpha_d(\theta)]^T \), where \( \alpha_d(\theta) \) is the path-tangential angle defined as

\[
\alpha_d(\theta) = \text{atan2}\left(y'_d(\theta), x'_d(\theta)\right)
\]

where \( x'_d(\theta) = \partial x_d(\theta) / \partial \theta, y'_d(\theta) = \partial y_d(\theta) / \partial \theta \), and \( \theta \) is the path parameter.

\( \Delta \) represents the look-ahead distance, which is a positive constant. The following error \( e_{LOS} \) of the actual CPS is defined as follows

\[
e_{LOS} = \begin{bmatrix} x_c \sin \alpha_d(\theta) - \cos \alpha_d(\theta) \\ y_c \cos \alpha_d(\theta) + \sin \alpha_d(\theta) \\ 0 \end{bmatrix} = \begin{bmatrix} \dot{x} - x_d(\theta) \\ \dot{y} - y_d(\theta) \end{bmatrix}
\]

\[
\psi_{CPS} - \alpha_d(\theta)
\]
where $x_e$ and $y_e$ are the along-following error and the cross-following error, respectively, and $\psi_e$ is the error between the heading angle of the actual CPS and the path-tangential angle of the desired path.

By differentiating equation (22) with respect to time

$$
\begin{align*}
\frac{dx_e}{dt} &= \frac{d}{d\theta} \left( U_{\text{actual}}^{\text{CPS}} \cos \psi_e + \frac{d\alpha_d(\theta)}{dt} \right) \times y_e - u_p \\
\frac{dy_e}{dt} &= \frac{d}{d\theta} \left( U_{\text{actual}}^{\text{CPS}} \sin \psi_e - \frac{d\alpha_d(\theta)}{dt} \right) \times x_e \\
\frac{d\psi_e}{dt} &= \frac{d}{d\theta} \left( \psi_{\text{LOSM}}^{\text{CPS}} - \alpha_d(\theta) \right)
\end{align*}
$$

(23)

where $U_{\text{actual}}^{\text{CPS}} = \sqrt{(\frac{dx}{dt})^2 + (\frac{dy}{dt})^2}$ is the velocity of the actual CPS and $u_p$, which is an ideal velocity used as a virtual input for stabilizing $x_e$ in the LOS guidance law, has the form as

$$
u_p = (\frac{d\theta}{dt}) \times \sqrt{(x'_{\theta}(\theta))^2 + (y'_{\theta}(\theta))^2}
$$

(24)

The LOS guidance law of the USVS suitable for both straight and curve paths is designed as follows

$$
\begin{align*}
\frac{d\theta}{dt} &= \frac{U_{\text{actual}}^{\text{CPS}} \cos \psi_e + k_{\text{LOS}} x_e}{\sqrt{(x'_{\theta}(\theta))^2 + (y'_{\theta}(\theta))^2}} \\
\psi_{\text{CPS}} &= \alpha_d(\theta) + \arctan(-y_e/\Delta)
\end{align*}
$$

(25)

where $k_{\text{LOS}}$ is a positive control parameter and $\psi_{\text{CPS}}$ is the desired heading angle of the actual CPS.

Based on the designed LOS guidance law, the actual CPS, which is regarded as a virtual USV, can track the desired path so that the path following of the entire USVS is accomplished.

**COLREGs-based DCA strategy**

**Mathematic model**

To enhance the safety of the overall USVS in the dynamic ocean environment, the DCA strategy based on the COLREGs is incorporated into the swarm control theory. The illustration of the COLREGs-based DCA strategy is shown in Figure 7.

Similar to the APF-based CA scheme described before, in the DCA strategy, two areas are also constructed around member-USVs in swarm, namely, the forbidden area and the warning area. However, to achieve the DCA, position vectors and orientations rather than the APF method are used to keep the closest point of approach (DCPA) greater.
than a threshold value when the USV encounters a moving obstacle ship. The minimum threshold value of the DCPA is defined as DCPAs. If the DCPA less than the DCPAs, it can be considered the USV is in a risk of collision, and the DCA strategy should be adopted to eliminate the collision danger.

As shown in Figure 7, the ith USV with the speed of \( U_i \) and the heading angle \( \psi_i \) encounters the jth moving obstacle ship with the velocity \( U_j^{\text{dynamic}} \) and the heading angle \( \psi_j^{\text{dynamic}} \). The Euclidean distance \( d_{ij}^{\text{dynamic}} \) between these two vessels is defined as

\[
d_{ij}^{\text{dynamic}} = \sqrt{(x_i - x_j^{\text{dynamic}})^2 + (y_i - y_j^{\text{dynamic}})^2}
\]

(26)

where \( p_{ij}^{\text{dynamic}} = (x_j^{\text{dynamic}}, y_j^{\text{dynamic}})^T \) is the position vector of the jth obstacle ship.

\( \alpha_{ij}^{\text{dynamic}} \) is the relative azimuth angle between the two vessels, which has the form as

\[
\alpha_{ij}^{\text{dynamic}} = \arctan2(y_j^{\text{dynamic}}, x_j^{\text{dynamic}}) - \psi_i
\]

(27)

\( \varphi_{ij}^{\text{dynamic}} \) denotes the relative heading angle in the form as

\[
\varphi_{ij}^{\text{dynamic}} = \psi_j^{\text{dynamic}} - \psi_i
\]

(28)

The relative velocity of these two vessels is given as

\[
\Delta U_{ij}^{\text{dynamic}} = \sqrt{(U_j^{\text{dynamic}} \cos \varphi_{ij}^{\text{dynamic}} - U_i)^2 + (U_j^{\text{dynamic}} \sin \varphi_{ij}^{\text{dynamic}})^2}
\]

(29)

And the angle of the relative velocity is

\[
\alpha_{ij}^{'} = \arctan2(U_j^{\text{dynamic}} \sin \varphi_{ij}^{\text{dynamic}}, U_j^{\text{dynamic}} \cos \varphi_{ij}^{\text{dynamic}} - U_i)
\]

(30)

The value of DCPA\(_{ij}\) is in the form as

\[
\text{DCPA}_{ij} = d_{ij}^{\text{dynamic}} \sin|\pi - |\alpha_{ij}^{\text{dynamic}} - \alpha_{ij}^{'}||
\]

(31)

And the value of TCPA\(_{ij}\), the time to the closest point of approach, is given as

\[
\text{TCPA}_{ij} = d_{ij}^{\text{dynamic}} \cos|\pi - |\alpha_{ij}^{\text{dynamic}} - \alpha_{ij}^{'}|| \Bigg/ \Delta U_{ij}^{\text{dynamic}}
\]

(32)

There may be a high probability the USV could encounter moving obstacle ships continuously in the complex marine environment. So, to decide which obstacle ship the USV should avoid first, the DCA priority \( P_{ij}^{\text{dynamic}} \) in the light of DCPA\(_{ij}\) and TCPA\(_{ij}\) is given as

\[
P_{ij}^{\text{dynamic}} = \frac{1}{(a \times \text{DCPA}_{ij})^2 + (b \times \text{TCPA}_{ij})^2}
\]

(33)

where \( a \) and \( b \) are two positive weight factors. Conclusion could be given as the smaller DCPA\(_{ij}\) and TCPA\(_{ij}\), the higher the priority \( P_{ij}^{\text{dynamic}} \) of the ith USV to avoid the jth moving obstacle ship.

**DCA maneuvers**

Based on the priority \( P_{ij}^{\text{dynamic}} \) given in equation (33), the DCA maneuvers are defined in this section. As previously stated, two areas similar to that in the APF-based CA scheme are constructed around each USV in the swarm. Radii \( r_{ij}^{\text{dynamic}} \) and \( R_{ij}^{\text{dynamic}} \) of the forbidden area and the warning area are set to DCPAs and the radar detection range, respectively. When DCPA\(_{ij}\) is less than DCPAs and the obstacle ship lies in the warning area of the USV \( (d_{ij}^{\text{dynamic}} \leq R_{ij}^{\text{dynamic}}) \), the USV will be at the risk of collision and the DCA maneuvers will be employed.

DCA maneuvers proposed in this article are designed mainly according to the rules 13–17 of COLREGs, which are given in five cases as follows:

1. **Head-on** \( \left( \alpha_{ij}^{\text{dynamic}} \in (-15^\circ, 15^\circ) \right) \): The obstacle ship sails directly to the USV. The USV is designed to turn right 30° (\( \Delta \psi = 30^\circ \)) to bypass the obstacle ship on its left side.

2. **Crossing from right** \( \left( \alpha_{ij}^{\text{dynamic}} \in (15^\circ, 112.5^\circ) \right) \): The obstacle ship sails from the starboard of the USV. According to the COLREGs, the USV is in the state of “give-way” and should turn right \( (\Delta \psi = \alpha_{ij}^{\text{dynamic}} + 30^\circ) \) to let the “stand-on” obstacle ship pass by.

3. **Crossing from left** \( \left( \alpha_{ij}^{\text{dynamic}} \in (-112.5^\circ, -15^\circ) \right) \): The obstacle ship sails from the port of the USV, and the USV is in the state of “stand-on” so no DCA maneuvers are required in this situation. However, if the obstacle ship does not abide by the COLREGs and there is a collision danger, the USV is designed to turn left \( (\Delta \psi = \alpha_{ij}^{\text{dynamic}} - 30^\circ) \) to give way initially.

4. **Overtaking** \( \left( \alpha_{ij}^{\text{dynamic}} \in (-15^\circ, 15^\circ) \right) \): The USV overtakes an obstacle ship. COLREGs state that a safe distance must be maintained during the overtaking, however, which side the USV should bypass is not specified. So, in this article, the turning angle of the USV is designed to 30° \( (\Delta \psi = 30^\circ) \) opposite to the heading of the obstacle ship to overtake it.

5. **Being overtaken** \( \left( \alpha_{ij}^{\text{dynamic}} \in (-180^\circ, -112.5^\circ) \cup (112.5^\circ, 180^\circ) \right) \): Overtaken by the obstacle ship, the USV is in the state of “stand-on” but designed to turn 30° \( (\Delta \psi = 30^\circ) \) similar to the case of “overtaking” if there is a collision risk.
Two computer-based numerical simulations have been implemented using MATLAB (R2016b) to verify the performance of the proposed algorithms. The first simulation focused on testing the effect of the APF-based swarm finding algorithm combined with the CA method and the path following scheme of two USVSs in the static environment. Then, all these algorithms are applied to a USVS united with the COLREGs-based DCA strategy in a realistic environment of two moving obstacle ships in the second simulation to validate the feasibility of the overall USVS in the dynamic environment. Dimensions and movement parameters of the USVs used in these two simulations are shown in Table 1, and general parameters of simulations are listed in Table 2.

### Table 1. Dimensions and movement parameters.

| Dimensions         | Value |
|--------------------|-------|
| Overall length (m) | 5.2   |
| Beam (m)           | 1.9   |
| Initial velocity (m s\(^{-1}\)) | 4     |

### Table 2. General parameters of the simulations.

| Parameter | Value |
|-----------|-------|
| \(k_1\)  | 0.01  |
| \(k_2\)  | 10    |
| \(k_3\)  | 10    |
| \(k_{CPS}\) | 1     |
| \(k_{CPS}\) | 1     |
| \(k_{CPS}\) | 1     |
| \(R_j\)  | 30 m  |
| \(r_j\)  | 10 m  |
| \(k_j\)  | 1     |
| \(R_{ij}\) | 50 m  |
| \(r_{ij}\) | 10 m  |
| \(k_{ij}\) | 1     |

#### Numerical simulations

Two computer-based numerical simulations have been implemented using MATLAB (R2016b) to verify the performance of the proposed algorithms. The first simulation focused on testing the effect of the APF-based swarm finding algorithm combined with the CA method and the path following scheme of two USVSs in the static environment. Then, all these algorithms are applied to a USVS united with the COLREGs-based DCA strategy in a realistic environment of two moving obstacle ships in the second simulation to validate the feasibility of the overall USVS in the dynamic environment. Dimensions and movement parameters of the USVs used in these two simulations are shown in Table 1, and general parameters of simulations are listed in Table 2.

#### Simulation in the static environment

In the process of performing tasks via multiple USVSs corporately, how to find the swarm that the USV belongs to quickly and accurately is a meaningful job, especially in the case when the USV sails from one swarm to another during the execution of tasks. So, for the purpose of verifying the performance of the APF-based swarm finding algorithm in the situation mentioned above, eight USVs are divided into two swarms to perform different missions sailing along two perpendicular desired paths separately, and during this process, four USVs change their tasks and enter each other’s swarm at the intersection of paths. Two static obstacles are set in this process to test the effect of the CA method.

Sailing trajectories of eight USVs are presented in Figure 8, and six detailed plots of specific locations on the trajectories are given in Figure 9.

![Figure 8. Sailing trajectories in the static environment. USV: unmanned surface vehicle; CPS: center position of the swarm.](image)
To perform different tasks, eight USVs are divided into two groups sailing from the initial positions at (150,300), (150,350), (150,400), (150,450), (100,300), (100,350), (100,400), (100,450), respectively. As shown in Figure 9(a), actual CPSs of these two groups locate at (125,425), (125,325), and average DVs are about 36.36 m.

Under the effect of the proposed swarm finding algorithm, two groups of free-USVs are attracted to their desired CPS given by the waypoints of the desired paths, which are (150,1000), (550,1000), (950,1000), (1350,1000) of swarm1 and (750,400), (750,800), (750,1200), (750,1600) of swarm2, separately. Stable formations of two USVSs are formed quickly at the initial stage and the actual

Figure 9. Detailed plots: (a) t = 0 s, (b) t = 120–220 s, (c) t = 120–220 s, (d) t = 240–350 s, (e) t = 400–450 s, and (f) t = 400–450 s. USV: unmanned surface vehicle; CPS: center position of the swarm.
CPS, which is viewed as a virtual leader, is utilized to guide the path following of the USVS according to the LOS guidance law. As shown in Figure 8, formations of member-USVs are always maintained while sailing along the desired path, except for some slight deformations near the obstacles.

In this simulation, two static obstacles are set on the way of desired paths to test the performance of the CA method and two detailed views are represented in Figure 9(b) and (c). It can be seen from figures that actual CPSs of two swarms lie on the desired paths and member-USVs in swarm sail around the actual CPS so that the path following of each USVS is achieved. When the USV approaches the obstacle, it is repelled by the potential field so that the sailing trajectory keeps safe distance to the obstacle. After passing by the obstacle, average DVs of two swarms increase from 36.36 m to about 46 m. So there are slight deformations in the process of the CA. However, the formation is stabilized gradually afterward. So, USVs in the swarm have good security and high performance of the CA. After the avoidance of static obstacles, two swarms continue to sail until they reach the intersection of two desired paths.

Figure 10. (a) Course and (b) speed of USV2 in group 2. USV: unmanned surface vehicle.

Figure 11. Distances between USV2 in group 2 and other USVs. USV: unmanned surface vehicle.
paths. At this moment, USV3, USV4 in the group1 and USV1, USV2 in the group2 exchange the tasks they perform so that these four USVs change their formations and enter each other’s swarm as shown in Figure 9(d). Afterward, two swarms, which are swarm1 composed of USV1, USV2 in the group1 united with USV1, USV2 from the group2 and swarm2 composed of USV3, USV4 in the group2 united with USV3, USV4 from the group1, continue to carry out their missions sailing along the desired paths. USVs that change their missions can find the swarm they belong to accurately and new swarms are formed quickly under the effect of the swarm finding algorithm. Because of the effect of the inter-USV CA method, there are no collision risks in the process of integrating new USVs into the swarm.

As shown in Figure 9(e) and (f), new USVSs continue to sail along the desired paths until arriving at the target points after exchanging their tasks. And average DVs of two swarms are about 33 and 34 m.

Time history curves of course and speed of the USV2 in group2 are shown in Figure 10(a) and (b). Curves remain stable at most of the time but vary greatly in the time span of 150–220 s and 260–340 s, in which the USV2 avoids the static obstacle and is guided from the swarm2 to the swarm1 under the effect of the swarm finding algorithm, separately.

Time history curves of distances between USV2 in group2 and other USVs are shown in Figure 11. In the first 150 s, distances between USV2 and USV1, USV3, USV4 in group2 remain stable, which means that these four USVs maintain a stable formation so that the swarm2 is constructed in this process. Then at about 200 s, distances between USV2 and USV3, USV4 increase but distance between USV2 and USV1 decreases, which is due to the CA of the static obstacle in the time span of 150–220 s. Afterward, at about 300 s, distances between USV2 and USV3, USV4 in group2 start to increase significantly, whereas distances between USV2 in group2 and USV1, USV2 in group1 keep a low level until they reach the target point. It means that in the last 150 s, USV1, USV2 in group2 and USV1, USV2 in group1 form a new stable swarm and sail along the desired path together toward the target.

From all results of the first simulation presented before, it can be concluded that the USV can find its swarm accurately and the formation can be constructed quickly under the effect of the proposed swarm finding algorithm. The CA between inter-USVs and static obstacles in this process is accomplished, and the straight line path following of the USVS is also realized. The overall USVS is stable and has a good performance of security in the static environment.

**Simulation in the dynamic environment**

The feasibility of the overall USVS in the dynamic environment is validated in this section. All algorithms aforementioned united with the COLREGs-based DCA strategy are applied to a swarm of four USVs sailing along a desired path in an environment of two moving obstacle ships. Under the effect of the swarm finding algorithm, four USVs are attracted to their belonging swarm from the start point and sail along the desired path toward the target; in this process, two moving obstacle ships and three static obstacles are set to verify the safety of the USVS.

Sailing trajectories of four USVs are given in Figure 12, and three detailed plots are shown in Figure 13.

Four free-USVs start from points (50,0), (0,100), (100,50), (50,250) and are attracted to their desired CPS under the effect of the swarm finding algorithm. It is clearly seen that changes in the sailing trajectories of four USVs in the swarm finding process. Then, these four USVs have stable positions in the formation, so they become the member-USVs and the swarm is constructed.
Figure 13. Detailed plots: (a) $t = 40–90$ s, (b) $t = 350–420$ s, and (c) $t = 150–280$ s. USV: unmanned surface vehicle; CPS: center position of the swarm.

Figure 14. (a) Course and (b) speed of USV2 in swarm. USV: unmanned surface vehicle.
As shown in Figure 13(a), the USVS tracks the desired path until meeting the first moving obstacle ship, which sails from the right side of the swarm. As described in the “DCA maneuvers” section, all USVs are in the state of “give-way” and are required to turn to their starboards to avoid the obstacle ship. As can be seen in the figure, USV1, USV2, and USV4 perform the DCA behaviors but USV3 does not. It is because that when the USVS encounters the first moving obstacle ship, the obstacle ship does not lie inside the warning area of the USV3, so it can be considered that there is no danger of collision for the USV3. After avoiding the first obstacle ship, the actual CPS locates near the desired path and the average DV of the USVS is about 38 m.

Then, the USVS passes a desired curve path and sails through three static obstacles, as shown in Figure 13(c). All USVs in the swarm avoid obstacles successfully and their sailing trajectories keep safe distances to obstacles. There is a deviation in the path following because of avoiding static obstacles, and the average DV is about 42 m. Same as the situation in the first simulation, σ increases slightly and there is a deformation of the formation after avoiding static obstacles.

Afterward, the USVS passes a desired curve path again and continues to sail until meeting the second moving obstacle ship which sails toward the swarm, as shown in Figure 13(b). In this article, for the purpose of simplifying the simulation, movements of all obstacle ships will not change. So, it can be seen that USV1 and USV2 turn to their starboards to avoid the obstacle ship on its port side, however, USV3 and USV4, which are in no collision risks, do not employ DCA behaviors. The average DV in this process is about 31 m.

Time curves of course and speed of the USV2 in swarm are shown in Figure 14(a) and (b). There is a salutation in the course at about 225 s when the USV2 avoids the third static obstacle and the course exceeds π radian. However, all angles in this article are defined to satisfy the condition ($-\pi, \pi$), so the course changes suddenly from 3.1342 radian to $-3.1396$ radian in this process.

Errors of the USVS path following in the dynamic environment, namely, the along-following error, the cross-following error, and the error between $\sigma$ and $\sigma_d$, are shown in Figure 15. At the initial stage of the simulation, there are large errors because all USVs are free-USVs and far away from the desired path. As USVs find their swarm and sail along the desired path, errors become smaller gradually. However, there are relative large errors in the along-following error and the cross-following error in the process of avoiding three static obstacles in the time span of 150–280 s. All errors decrease gradually after this process and maintain about 0 at the final stage of the simulation showing that the USVS can remain stable, and the proposed path following scheme of the USVS in this article has a good performance in both straight and curve paths.

**Conclusions**

This article presents an APF-based swarm finding approach for multi-USVs in both static and dynamic environment. LOS-based path following scheme and COLREGs-based DCA maneuvers are integrated to enhance the performance of the USVS. All algorithms proposed in this article are verified by numerical simulations. From the results of two simulations, the free-USVs can find their belonging swarm quickly under the proposed swarm finding algorithm and can form a stable formation sailing along the desired path. Combined with multiple CA methods defined in this article, the USVS has a good performance of security and can strictly adhere to the COLREGs in the dynamic marine environment.
However, in this article, only moving obstacle ships of regular movements are considered for the sake of simplifying the simulation. Therefore, in our future research, the prediction and acquisition of the movement of obstacle ships via neural networks will be focused on.
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