Abstract: At zero temperature, the charge current operator appears to be conserved, within linear response, in certain holographic probe brane models of strange metals. At small but finite temperature, we analytically show that the weak non-conservation of this current leads to both a collective “zero sound” mode and a Drude peak in the electrical conductivity. This simultaneously resolves two outstanding puzzles about probe brane theories. The nonlinear dynamics of the current operator itself appears qualitatively different.

1 Introduction

One of the earliest applications of the AdS/CFT correspondence to condensed matter physics was to study holographic “probe branes” at finite density [1, 2]. The holographic dual of such models is (in the simplest cases) widely believed to be \( \mathcal{N} = 2 \) supersymmetric fundamental matter (analogous to quarks),
localized on a defect within the $\mathcal{N} = 4$ supersymmetric Yang-Mills plasma \cite{3}. Because electrical transport in strongly interacting quantum systems remains a challenging problem in condensed matter, much of the work on these probe brane models focuses on the transport of the conserved U(1) baryon number. Unfortunately, the probe limit, where the background plasma is unaffected by the dynamics of the baryon matter, leads to certain simplifying features of transport that are absent in more “realistic” holographic models for strange metals \cite{4, 5}.

It is still important to understand the transport properties of the probe brane models, however; they remain rare examples of solvable interacting quantum systems in higher dimensions. And at low temperature, the behavior of probe branes has remained rather mysterious for almost a decade. Firstly, at low temperatures one often finds a collective, propagating “sound mode” \cite{6, 7, 8, 9, 10}. This cannot be ordinary sound, as the energy-momentum tensor is dominated by the ‘decoupled’ $\mathcal{N} = 4$ plasma; it also cannot be (superfluid) second sound as the U(1) symmetry is not broken. From this line of thought, \cite{6} subsequently concluded that this propagating mode was analogous to zero sound: the sloshing of the Fermi surface in a Fermi liquid at low temperature \cite{11}. While there is no strong evidence for a well-defined baryonic Fermi surface, save for finite momentum spectral weight \cite{12}, we will follow the literature and call this propagating mode zero sound. Furthermore, when the zero sound waves are present, the low frequency electrical conductivity \(\sigma(\omega)\) has an apparent Drude peak at low temperature \cite{13}. Such a Drude peak would normally be associated with approximate conservation of momentum \cite{14, 5}, but as we have already mentioned, that cannot be the case in probe brane models.

We demonstrate below that within linear response in probe brane holography, the charge current operator itself appears to be conserved at zero temperature when the dynamical critical exponent $z$ of the background plasma obeys $z < 2$. This emergent conservation law, and the resulting “hydrodynamics”, is responsible for the Drude singularity in the electrical conductivity, as well as the propagation of the zero sound mode. At small but finite temperature, the charge current decays at a rate $\sim T^{2/z}$; this decay is responsible for both the breakdown of zero sound modes as well as the broadening of the Drude peak. We also emphasize that this low temperature hydrodynamics is distinct from the high temperature hydrodynamics of probe branes, which is conventional, and describes a single diffusive mode for charge.

This mechanism is analogous to the behavior of electrical conductivity \cite{5, 14, 15} and ordinary sound waves \cite{16} in a normal fluid with weak momentum relaxation; such similarity was qualitatively observed before \cite{17}. Here, of course, the conserved momentum is replaced by the charge current operator itself. Unlike the hydrodynamics of ordinary fluids, we find that the nonlinear hydrodynamics of the current operator is often ill-posed: the gradient expansion always fails at low enough temperatures. Thus, as we resolve the mysteries of the zero sound modes and the Drude conductivity which arise within linear response, our work also calls into question the ultimate fate of the zero sound mode, and of electrical transport more broadly, at the nonlinear level.

## 2 Probe Branes at Finite Density

Consider a large $N$ quantum field theory (QFT) in $d$ spatial dimensions with a conserved U(1) current $J^\mu$. If this QFT has a holographic dual, then $J^\mu$ is dual to a bulk gauge field $A^a$ ($ab\cdots$ denote bulk indices; $\mu\nu\cdots$ denote boundary indices). For probe brane models, the generating functional for correlators of $J^\mu$ is simply the exponential of the Dirac-Born-Infeld (DBI) action for $A^a$:

\[
S = \mathcal{K} \int d^{d+2}x \sqrt{-\det (g_{ab} + 2\pi \alpha' F_{ab})}
\]

where $F = dA$, $g_{ab}$ is the bulk spacetime metric and $\alpha'$ is the string tension, a dimensionful constant arising from the string theory interpretation of the holographic dual \cite{5}. The constant $\mathcal{K}$ is related to the
brane tension and the volumes of any compact wrapped spaces, and is unimportant for us. In this paper, we consider background metrics of “Lifshitz” form [18]:

\[ ds^2 = \frac{L^2}{r^2} \left[ \frac{dr^2}{f(r)} - \frac{f(r)}{r^{2z-2}} dt^2 + dx^i dx_i \right] \] (2)

The parameter \( z \) is called the dynamical critical exponent, and is related to the relative scaling of time and space in the dual critical theory; we restrict to theories with \( z \geq 1 \) [5]. The function \( f(r) \) encodes a finite temperature \( T \), and is given by

\[ f(r) = 1 - \left( \frac{r}{r_h} \right)^{d+z} \] (3)

with

\[ r_h^z = \frac{d + z}{4\pi T}. \] (4)

In the probe brane limit, \( g_{ab} \) is a fixed, non-dynamical background field.

If we are interested in studying matter at finite density, then we must look for saddle points of the action (1). These are solutions to

\[ \partial_a \left( \sqrt{-\det(g + 2\pi \alpha' F)(g + 2\pi \alpha' F)^{ab}} \right) = 0. \] (5)

In the above equation, \( (g + 2\pi \alpha' F)^{ab} \) refers to components of the matrix inverse of \( g_{ab} + 2\pi \alpha' F_{ab} \).

3 Hydrodynamics of the Conserved Current

Now, let us look for a solution to (5) in which \( \rho \) is a slowly varying function of the boundary theory coordinates \( x^\mu \). In other words, we perform a gradient expansion, keeping track of terms only to lowest order in the number of \( x^\mu \)-derivatives (\( r \)-derivatives, denoted with \( t \), will not be treated as perturbatively small). Working in radial gauge \( A_r = 0 \), we find that the \( \mu \)-components of (5) give

\[ \left( \frac{1}{L} \left( \frac{L}{r} \right)^{2d} A'_t \right)' = \mathcal{O} \left( \partial^2 \rho \right), \] (6a)

\[ \left( \frac{1}{L} \left( \frac{L}{r} \right)^{2d} \frac{f}{r^{2z-2}} A'_i \right)' = \mathcal{O} \left( \partial^2 \rho \right), \] (6b)

where

\[ \mathcal{L} = \frac{L^{d+2}}{r^{d+1+z}} \sqrt{1 - \frac{(2\pi \alpha')^2}{L^4} \left[ r^{2z-2} A_t^2 - f r^4 A_x^2 \right] + \mathcal{O} \left( \partial^2 \rho \right)} \] (7)

Note that either the presence of finite temperature \( T \), or \( z > 1 \), breaks the symmetry between \( t \) and \( x^i \). These equations can be exactly solved by

\[ A'_t = -\rho(x^\mu) \frac{r^{2d} \mathcal{L}}{L^{d+2}}, \] (8a)

\[ A'_i = J_i(x^\mu) \frac{r^{2d} \mathcal{L}}{L^{d+2} f} r^{2z-2}, \] (8b)

where we can also write

\[ \mathcal{L} = \frac{L^{d+2}}{r^{d+1+z}} \sqrt{ \frac{1}{1 + C^2 \left( \rho^2 - \frac{r^{2z-2}}{f} (J^i)^2 \right) r^{2d}} } \] (9)
with
\[ C^2 = \frac{(2\pi\alpha')^2}{L^4}. \tag{10} \]

Here \( \rho(x^\mu) \) and \( J^i(x^\mu) \) can be interpreted as the charge density and charge current in the dual theory through a rescaling of \( K \); we will assume this henceforth.

So far, this solution is “exact”. However, it is clear that if \( z > 1 \) or \( T > 0 \), the nonlinear solutions with any finite \( J^i \) are not well-posed. This will lead to the breakdown of hydrodynamics at nonlinear order, but we defer this discussion to Section 3.4. At \( T = 0 \) and \( z = 1 \), we recover the “boost” solutions of [19], whose existence is demanded by Lorentz covariance.

### 3.1 Linear Response

To proceed farther, let us assume that \( J^i \) is infinitesimally small, and only consider first order terms in \( J^i \). This is a rather artificial limit to ensure that the solution (8) exists. However, this linear response regime is precisely where both zero sound and the Drude peak are observed, and so a careful understanding of this regime is sufficient to understand these phenomena. Thus, we proceed. We will see that within this linear response limit, we should treat \( J^i \) and \( \partial_\mu \rho \) as infinitesimal quantities, and so they need only be kept to linear order.

Let us first perform the integral over \( r \) in \( A'_t \):

\[
A_t(r) = A^0_t - \rho \int_0^r ds \frac{s^{d-1-z}}{\sqrt{1 + C^2 \rho^2 s^{2d}}} = A^0_t - C^{-1+z/d} \rho^{z/d} \mathcal{F}_1 \left( (C\rho)^{1/d} r \right) \tag{11}
\]

where \( A^0_t \) is a constant of integration, physically dual to a background gauge field coupled to the current operator \( J^\mu \) in the dual theory, and

\[
\mathcal{F}_1(x) \equiv \int_0^x dy \frac{y^{d-z-1}}{\sqrt{1 + y^{2d}}}. \tag{12}
\]

Implicitly, of course, \( \rho \) and \( J^i \) depend on \( x^\mu \), and we will drop the explicit dependence henceforth. For large \( x \), we find the asymptotic expansion

\[
\mathcal{F}_1(x) = c_1 - \frac{b_1}{x^z} + \cdots \tag{13}
\]

with positive coefficient

\[
c_1 = \frac{1}{2\sqrt{\pi d}} \Gamma \left( \frac{d-z}{2d} \right) \Gamma \left( \frac{z}{2d} \right) \tag{14}
\]

and \( b_1 > 0 \); this will come in handy soon. Note that \( A^0_t \) is not arbitrary, and should be chosen so that \( A_t \) vanishes on the horizon [5].

We now perform the \( r \) integral in \( A'_t \):

\[
A_t(r) = A^0_t + J^i \int_0^r ds \frac{s^{d+z-3}}{f(s) \sqrt{1 + C^2 \rho^2 s^{2d}}} \]

\[
= A^0_t + J_i (C\rho)^{(2-z-d)/d} \mathcal{F}_2 \left( (C\rho)^{1/d} r \right) + J_i \int_0^r ds \frac{s^{d+z-3}}{\sqrt{1 + C^2 \rho^2 s^{2d}}} \left[ 1 - \left( \frac{s}{r_h} \right)^{d+z} \right]^{-1} \tag{15}
\]

\[
\frac{\rho}{\sqrt{1 + C^2 \rho^2 s^{2d}}} \left[ 1 - \left( \frac{s}{r_h} \right)^{d+z} \right]^{-1} \tag{16}
\]
where
\[ F_2(x) = \int_0^x dy \frac{y^{d+z-3}}{\sqrt{1+y^{2d}}}. \] (16)

Depending on the value of \( z \), \( F_2 \) has qualitatively different behavior. For \( z < 2 \), this integral is convergent and one finds
\[ F_2(x) = c_2 - \frac{b_2}{x^{2-z}} + \cdots \] (17)
with
\[ c_2 = \frac{1}{2\sqrt{\pi} d} \Gamma \left( \frac{d+z-2}{2d} \right) \Gamma \left( \frac{2-z}{2d} \right) \] (18)

In the limit of low temperatures \(((C\rho)^{1/d} r_h \gg 1)\), the second term of (15) has a logarithmic divergence near the horizon, and so for \( r \approx r_h \) we cannot neglect the second term:
\[ \int_0^r ds \frac{ds^{d+z-3} \left( \frac{s}{r_h} \right)^{d+z}}{\sqrt{1+C^2 \rho^2 s^{2d}}} \approx \frac{1}{C\rho} \int_0^r ds \frac{s^{d+z-3}}{r_h^{d+z} - s^{d+z}} + O \left( \frac{T^{2d/z}}{\rho^2} \right) \]
\[ \approx \frac{r_h^{2-z}}{C\rho} \log \frac{r}{r_h - r} + \text{constant.} \] (19)

The coefficient \( r_* \) is a constant which is not important. For \( z \geq 2 \), \( F_2 \) diverges at large \( x \). The coefficient of the logarithmic term in (19) also diverges in this limit. Thus when \( z \geq 2 \) our gradient expansion fails, and we will explain what happens in this limit briefly in Section 3.3.

Not every \( A_t \) given by (11) and \( A_x \) given by (15) is a solution of (5). We now must go to first order in the gradient expansion to find the physically allowed solutions. Using the \( r \)-component of (5), we obtain
\[ 0 = -\partial_t \left( \frac{1}{L} \left( \frac{L}{r} \right)^{2d} A_t' \right) + \partial_i \left( \frac{f}{L r^{2z-2}} \left( \frac{L}{r} \right)^{2d} A_i' \right). \] (20)

Using (8) we immediately find
\[ \partial_t \rho + \partial_i J^i = 0, \] (21)
which implies that the expectation value of the current operator \( J^\mu \) is conserved in the dual theory. This is of course a physical requirement, and not surprising.

A more subtle point is that the presence of a logarithmic divergence in \( A_i \) at any finite \( T \) would lead to a breakdown of our linear response theory. However, this is an artifact of the approximation (6). In fact, we will show that when \( r \to r_h \), the time derivatives in the \( x^i \)-components of (6) cannot be neglected. So we must treat the near horizon region more carefully: in this region we must replace (6b) with
\[ \left( \frac{1}{L} \left( \frac{L}{r} \right)^{2d} f \right)' = \partial_i \left( \frac{1}{L} \left( \frac{L}{r} \right)^{2d} \frac{\partial_t A_i - \partial_i A_t}{f} \right). \] (22)

It is easiest to proceed by defining a gauge-invariant quantity
\[ \mathcal{E}_i = \partial_i A_t - \partial_t A_i, \] (23)
which obeys an approximate near-horizon equation of motion
\[ \left( \frac{1}{L} \left( \frac{L}{r} \right)^{2d} f \right)' \approx \partial_i \left( \frac{1}{L} \left( \frac{L}{r} \right)^{2d} \frac{\partial_t \mathcal{E}_i}{f} \right). \] (24)
We have dropped subleading contributions in \( f \sim r_h - r \). In particular, using (20), we observe that \( A'_t \) is generally small compared to \( A'_x \) near the horizon, which justifies taking a time derivative of (22) to obtain (24).

To linear order in \( E_i \) and \( \partial_t E_i \), we may simplify this equation in the near-horizon limit \( r \approx r_h \):

\[
E_i = \frac{d}{r_h} (r_h - r) + \cdots .
\]

Defining

\[
R \equiv \frac{1}{4\pi T} \log \frac{r_h}{r_h - r},
\]

and using (4) and (26), (25) becomes

\[
\partial_r^2 E_i = \partial_t^2 E_i.
\]

The solution obeying the physical boundary conditions (falling into the black hole) can be written as a Fourier transform

\[
E_i \approx \int d\omega \, H_i(\omega)e^{i\omega(R-t)}.
\]

Note that \( E_i \) is completely regular near the horizon.

Following [20], let us now consider – for fixed \( R \) – the limit where \( H_i(\omega) \) only has support for vanishingly small frequencies. In this limit, we may Taylor expand (29) in the near-horizon limit:

\[
E_i(t, r, x^i) \approx H_i(t, r, x^i) - \frac{\partial_r H_i(t, r, x^i)}{4\pi T} \log \frac{r_h}{r_h - r} + O(\partial_t^2) .
\]

This formula for \( E_i \) is valid for \( r_h \exp[-4\pi T/\omega] \lesssim r_h - r \lesssim r_h \). In the limit where \( \omega \to 0 \), the regime of validity of (11) and (15) is \( r_h - r \gtrsim O(\omega) \). Therefore, we can obtain a non-trivial constraint on the dynamics by demanding that the values of \( E_i \) obtained using (11) and (15) are consistent with (30). In particular, consider the approximation

\[
E_i \approx \partial_t A'_0 - \partial_t A'_0 - \frac{c_1}{(C\rho)^{1-z/d}} \frac{z}{d} \partial_t \rho - \frac{c_2}{(C\rho)^{(d+z-2)/d}} \partial_t J_i - \frac{r_h}{C\rho} \partial_r J_i \log \frac{r}{r_h - r}.
\]

We have dropped all terms which are subleading in powers of \( T \) in the above expression, for simplicity. Comparing (30) to (31) we conclude that

\[
\partial_t A'_0 - \partial_t A'_0 - \frac{c_1}{(C\rho)^{1-z/d}} \frac{z}{d} \partial_t \rho - \frac{c_2}{(C\rho)^{(d+z-2)/d}} \partial_t J_i = 4\pi T \frac{r_h}{C\rho} \partial_r J_i + q_i(x)
\]

where \( q_i(x) \) is a \( t \)-independent function. In physical circumstances, we must have \( q_i = 0 \) – consider sources which are switched off at \( t = -\infty \), when the fluid is at rest. Then we clearly have \( q_i = 0 \), which will continue to hold for all times, even if we begin to turn on non-trivial \( A'_\mu \).

Recognizing the source terms as simply the externally applied electric field \( E_i \), we conclude that the ideal linearized hydrodynamics on probe branes is

\[
\partial_t J^i + v^i \partial_t \rho = \chi \frac{E^i}{\tau} - \frac{J^i}{\tau},
\]

\[
\partial_t \rho + \partial_t J^i = 0,
\]

\[\text{The precise prefactor can depend on the value of } z.\]
where the decay rate of the weakly non-conserved $J^i$ is

$$\frac{1}{\tau} = \frac{(4\pi T)^{2/z}}{(d + z)(2-z)^{2-z}/2}$$

(34)

the current-current susceptibility is

$$\chi = (C\rho)(d+z-2)/d,$$

(35)

and the speed of sound is

$$v^2 = \frac{zc_1}{dc_2(C\rho)^{(2-2z)/d}}$$

(36)
in agreement with [9]. Note that if $z = 1$, $c_1 = c_2$ and $v^2 = 1/d$ [6].

(33) is our main result. It demonstrates that the linearized low temperature hydrodynamics in probe brane models is mathematically equivalent to the hydrodynamics of an ordinary fluid with weak momentum relaxation [5, 16]. This proves a “conjecture” of [5, 17]. It will now be straightforward to see the emergence of the Drude peak and zero sound, and how both are linked to the same emergent conservation law.

### 3.2 The Drude Peak

We begin with the Drude peak in the conductivity. To compute the electrical conductivity, we apply a spatially homogeneous time-dependent electric field $E_i(\omega)e^{-i\omega t}$. Using (33) together with Ohm’s law:

$$J_i(\omega) = \sigma(\omega)E_i(\omega)$$

(37)

we obtain

$$\sigma(\omega) = \frac{\chi \tau}{1 - i\omega \tau}.$$  

(38)

This functional form is called the Drude peak, and was numerically observed in [13]. The temperature dependence of $\tau$ is consistent with that found in [10, 13]. (38) is consistent with the predictions of the memory matrix formalism [5, 14, 15], when the charge current itself is an almost conserved quantity.

### 3.3 Zero Sound

Next, we turn to the zero sound modes. Looking for $\rho$ and $J^i$ proportional to $e^{ikz - i\omega t}$ which solve (33) when $E_i = 0$, we immediately find the dispersion relation

$$\omega \left(\omega + \frac{i}{\tau}\right) = v^2k^2.$$  

(39)

As already advertised, the speed of zero sound agrees with previous analytic results [6, 9], and the finite temperature decay rate is consistent with the $z = 1, d = 3$ numerics of [10]. While our derivation above implicitly assumed that $\omega \ll T$, so that the Taylor expansion (30) was justified, we observe that the zero sound speed is not sensitive to whether $T = 0$ or $T > 0$, as numerically found in [10].

Let us now briefly turn to the fate of zero sound when $z > 2$. This was described in [9], and we repeat the result:

$$\omega = \eta k^{2z/(z+2)} + \cdots$$  

(40)

with $\eta$ a complex-valued coefficient with $\text{Im}(\eta) < 0$. There are two important features of this result. Firstly, the fact that $\eta$ is complex implies that the zero sound modes are no longer truly long-lived collective excitations; they are strongly damped. Secondly, for $z > 2$, this dispersion relation is not analytic in $k$, and this is associated directly with the breakdown of the gradient expansion that we observed in Section 3.1. The real-space equations governing these strongly damped modes will be nonlocal, in contrast to (33). When $z = 2$, the dispersion relation is of the form $k \sim \omega \sqrt{\log \omega}$, and so is also nonlocal; furthermore, the zero sound will be a purely dissipative mode as $\omega \to 0$.  
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3.4 | Nonlinear Dynamics

We now turn to the fate of this hydrodynamics at the nonlinear level. While we focus on the case \( z = 1 \) for simplicity, our comments are valid for \( z > 1 \) as well. We begin by discussing the \( T = 0 \) limit, and analyze the nonlinear corrections to the linearized equations of motion (6). (7) is replaced by

\[
\mathcal{L} = \frac{L^{d+2}}{r^{d+2}} \sqrt{1 + C^2 r^4 A_\mu A^{\mu} + C^2 r^4 \partial_\mu A_{ij} \partial^{\mu} A^{ij}} + O(a^3),
\]

(41)

Let us now consider a small but finite perturbation \( a_\mu \) around the background

\[
\tilde{A}_i = 0, \quad \tilde{A}_t = \int_0^\infty dr \frac{\rho r^{d-2}}{\sqrt{1 + C^2 \rho^2 r^{2d}}};
\]

(42)

thus \( A_\mu = \tilde{A}_\mu + a_\mu \). On the background solution, \( 1 - C^2 r^4 \tilde{A}_t^2 \sim r^{-2d} \) at large \( r \). So following [2], analysis of (5) within linear response at \( T = 0 \) yields the following linear differential equation for \( a_\mu \) at large \( r \):

\[
(r^2 a'_\mu) + \partial^\nu \left( r^2 (\partial_\nu a_\mu - \partial_\mu a_\nu) \right) \approx 0,
\]

(43)

which is approximately solved by

\[
a_\mu \sim \text{Re} \int d^{d+1} q \ A_\mu(q) \ e^{i q \cdot x - \sqrt{q^2} r}
\]

(44)

for \( q_\mu A^\mu = 0 \), in the long wavelength limit. Unfortunately, a straightforward check reveals that for certain solutions \( \mathcal{L} \) becomes imaginary on this ansatz. In particular,

\[
C^2 r^4 a'_\mu a^{\mu} + C^2 r^4 \partial_\mu a_{ij} \partial^{\mu} a_{ij} \propto r.
\]

(45)

as \( r \to \infty \), with a coefficient of arbitrary sign. At \( T = 0 \), the geometry extends to \( r = \infty \), and so we conclude that a non-perturbative correction to \( a_\mu \) must be made in order for the dynamics to be well-posed: without such a correction, the argument of the square root in (41) is not always positive.\(^2\)

We stress that there is almost certainly a solution to the nonlinear equations of motion for \( A_\mu \) which is real-valued; however, such a solution must necessarily differ non-perturbatively from the zero sound waves in the IR. As such, we do not expect (33) to be correct – even qualitatively – beyond linear response. We expect that the resulting equations of motion for \( J^\mu \) in the boundary theory are nonlocal in space and time.

At finite temperature, we find a cure for the divergence observed in (45). In this limit, the geometry truncates at \( r = r_h < \infty \). Very close to the horizon, the dominant nonlinearities in \( \mathcal{L} \) for small but finite amplitudes \( a_\mu \) are (at \( z = 1 \))

\[
\mathcal{L} = \frac{L^{d+2}}{r^{d+2}} \sqrt{1 + C^2 r^4 \left[ -a_t'^2 - \frac{(\partial_i a_i - \partial_i a_i - f a'_i)(\partial_t a_i - \partial_t a_i + f a'_i)}{f} + \partial_\mu a_{ij} \partial^{\mu} a_{ij} \right]} + O(a^3).
\]

(46)

Upon first glance, there is a term above proportional to \( 1/f \) that diverges at the horizon. However, following our discussion near (29), we observe that the infalling boundary conditions are given by

\[
f a'_x - \partial_t a_x + \partial_x a_t = 0,
\]

(47)

\(^2\)One might ask whether this breakdown of the nonlinear dynamics could be cured by switching to infalling boundary coordinates, as in the conventional fluid-gravity correspondence [21]. Such a coordinate choice will not alleviate the problem here, however, because the metric is not dynamical.
and this removes the divergence at the horizon in (46). This cancellation generalizes to \( z > 1 \). Hence, we expect that the resulting theory of nonlinear zero sound waves is better behaved. Still, we do not know if the resulting nonlinear corrections to (33) admit a sensible hydrodynamic interpretation. In particular, following the same logic as (45), we observe that the amplitude of \( \partial_\nu a_\mu \) at which the nonlinearities will qualitatively change the nature of the dynamics vanishes as \( T \to 0 \).

The breakdown of nonlinear hydrodynamics in the probe brane models at \( T = 0 \) appears analogous to the fact that the hydrodynamic gradient expansion in the Einstein-Maxwell holographic theory becomes singular as \( T \to 0 \), despite “appearances” that the mean free path is finite even at \( T = 0 \) [22]. In fact, in the Einstein-Maxwell system, one finds hydrodynamic sound and diffusion poles (for a conventional charged fluid) even at \( T = 0 \) [23, 24], but also observes non-analytic corrections to the gradient expansion at a finite subleading order. Such non-analytic corrections also arise in probe brane models, at least when \( z > 1 \) [9]. It is not clear whether the breakdown of the gradient expansion at subleading orders in derivatives is related to the failure of the perturbative expansion for small perturbations. More work to resolve these puzzles is warranted.

4 Conclusion

At low temperature, the total charge current is a long-lived quantity in holographic probe brane models with \( z \leq 2 \). Solving the bulk equations of motion in a derivative expansion, we found an emergent hydrodynamics of the current operator, analogous to the response of weakly disordered fluids with almost conserved momentum. This hydrodynamics is responsible for both the holographic zero sound mode and the resulting Drude peak. In particular, this proves that the decay of zero sound at finite temperature is governed by the same decay rate as the Drude peak. This also leads to a curious example of a quantum field theory with two different “hydrodynamic” limits: one at high temperature, and a qualitatively different one at low temperature.

The nonlinear generalization of this novel low temperature hydrodynamics does not appear to be well-behaved. It is possible that the full, nonlinear equations of motion for the conserved current \( J_\mu \) are non-local on the longest length scales. It will be interesting to determine the fate of zero sound at the nonlinear level, and the resulting nonlinear equations of motion for \( J_\mu \).
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