The 8Pmmn borophene sheet: A solid-state platform for space-time engineering
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We construct the most generic Hamiltonian of the 8Pmmn structure of borophene sheet in presence of spin-orbit, as well as background electric and magnetic fields. In addition to spin and valley Hall effects, this structure offers a framework to conveniently manipulate the resulting "tilt" of the Dirac equation by applying appropriate electric fields. Therefore, the tilt can be made space-, as well as time-dependent. The border separating the low-field region with under-tilted Dirac fermions from the high-field region with over-tilted Dirac fermions will correspond to a black-hole horizon. In this way, space-time dependent electric fields can be used to design the metric of the resulting space-time felt by electrons and holes satisfying the tilted Dirac equation. Our platform offers a way to generate analogues of gravitational waves by electric fields (instead of mass sources) which can be detected in solid state spectroscopies as waves of enhanced superconducting correlations.

PACS numbers:

I. INTRODUCTION

The dynamics of elementary particles is severely restricted by imposing the symmetry of vacuum, namely the Lorentz symmetry on them. However elementary excitations in solid-state systems are mounted on a lattice. As such, the low-energy (long wave-length) effective electronic degrees of freedom in solid-state systems are not obliged to satisfy the Lorentz symmetry, although they might do so, as in graphene sheets [1, 2] and 3+1 dimensional Dirac materials [3, 4]. There are 230 possible symmetry structures on lattices [5], some of which have non-symmetric symmetry elements, namely elements that are a combination of point group operations with fractional translation. The Bloch phase resulting from the shift can, for example, give rise to a class of fermions dubbed nexus fermions which have no counterpart in the realm of elementary particles, as they boldly contradict the famous spin-statistics theorem according to which all fermions must have half-integer spins [6, 7].

The non-symmetric symmetry elements have at least one more interesting effect which is the subject of present work: The resulting Dirac theory on the background of such lattices is specified by two velocity scales, (i) the major velocity $v_F$ (that replaces the light velocity of high-energy relativistic theories), and (ii) the tilt velocity $v_t$. The ratio between these two parameters $\eta = v_t/v_F$ determines the type of tilted Dirac cone. The situation with $0 < \eta < 1$ ($1 < \eta$) in Fig. 1 is under-tilted (over-tilted). Trying to tilt the Dirac equation in symmetric structures such as graphene by applying strains will only produce very little tilt [8, 9], while the pristine tilt in borophene is $\eta \sim 0.4$ [10]. This signifies the importance of underlying non-symmetric lattice structure which serves to produce a substantial tilt even in the non-strained structure. Not only that, as we will show in this paper, the peculiar symmetry of 8Pmmn borophene forces the background electric (and magnetic) fields to couple to electronic degrees of freedom in such a way that the tilt velocity $v_t$ can be directly tuned by the electric field.

To set the stage for our work, let us start by the minimal form of tilted Dirac equation in two space dimensions [11–13].

$$H = \hbar v_F \begin{pmatrix} \eta k_x & k_x - i k_y \\ k_x + i k_y & \eta k_x \end{pmatrix} = \hbar v_F (\eta k_x \tau_0 + \mathbf{k} \cdot \mathbf{\tau}),$$

(1)

where $\tau_0$ is the unit 2 × 2 matrix and $\tau_{i=1,2}$ are Pauli matrices. In order to make the physics transparent, we have used our freedom to choose a coordinate system such that the $k_x$ axis is along the tilt direction. From the effective theory of 8Pmmn-borophene it follows that the effective Hamiltonian around the other valley is obtained by $\eta \rightarrow -\eta$. So the valley degrees of freedom can be labeled by $\zeta = \pm 1$ (see SM). The possible anisotropy of the Fermi velocity $v_F$ [14] can be removed by a rescaling of momenta (or coordinates) which will give rise to a constant Jacobian and does not alter the physics. The dispersion relation for this tilted Dirac cone Hamiltonian are given by,

$$E_s(k) = k (s + \eta \cos \theta_k),$$

(2)

where $s = \pm 1$ refers to positive ($E_+$) and negative ($E_-$) energy states, and $\theta_k$ is polar angle of the two-dimensional wave vector, $k$, with respect to the $x$ axis.

Following Volovik [15–17], let us view the dispersion of a tilted Dirac cone as a null-surface in a Painlevé-Gullstrand (PG) space-time,

$$ds^2 = -v_t^2 dt^2 + (dr - v_t dt)^2.$$  

(3)

The $v_t$ can have arbitrary dependence on space-time coordinates. When $v_t$ is inversely proportional to the radial coordinate, i.e. $\eta = v_t/v_F = r_h/r$ (where $r_h = 2GM/v_F$ is the solid-state horizon radius), the resulting PG metric will be a coordinate transformation of celebrated Schwartzchild space-time [18] that remains regular at the horizon [19]. In our work $v_t$ can be arbitrary, and we will show that it is solely controlled by the perpendicular electric field. Therefore in 8Pmmn borophene, the geometry of such a generic
PG space-time can be engineered via engineering the space-time profile of \(v_t\) or equivalently \(\eta\). The dispersion of massless particles in this space-time is given by \(g_{\mu\nu}k^\mu k^\nu = 0\), or equivalently, \((E - \mathbf{k} \cdot \mathbf{v}_t)^2 - v_F^2 k^2 = 0\) which is equivalent to the dispersion relation (2). When the tilt-velocity is allowed to depend on the radial coordinate as \(v_t/v_F = r_h/r\), the over-tilt condition \(v_t > v_F\) corresponds to \(r < r_h\) which defines the baclk-hole in this space-time geometry as in Fig. 1.

Unlike existing proposals of black-hole physics [20] in condensed matter systems based on liquid Helium [21] or Bose-Einstein condensates in three space dimensions [22, 23], which require very low-temperature or high pressures, the 8Pmmn borophene sheet offers a solid-state system at ambient conditions with additional tunability to explore black-hole physics on the table top. Recent solid-state proposals in 3+1 dimensions employ the external strain [24] or intrinsic inhomogeneity [25] where a type-III Weyl material with \(\eta \geq 1\) (right at the horizon) can slightly change to either \(\eta < 1\) or \(\eta > 1\) (see Fig. 1). In our proposal, apart from dealing with a 2+1 dimensional space-time which makes our system a unique space-time laboratory on the table-top, the electric field offers 2+1 dimensional space-time which makes our system a unique 8Pmmn borophene apart from hosting the tilted Dirac cones [38], is that the low-energy degrees of freedom in both systems is built from molecular orbitals [36] rather than the atomic orbitals. However, their essential difference is that the organic conductor is a layered material, while 8Pmmn borophene is an atom-thick two-dimensional material. In symmorphic structures such as graphene, the amount of tilt that can be extrinsically produced by applying an appropriate strain on it is negligible. Furthermore, the electric field tunability of the tilt parameter of borophene is not available in graphene. Therefore we are left with only one suitable choice among the present three possible 2+1-dimensional tilted Dirac cone systems. Search for other 2+1-dimensional systems with substantial intrinsic tilt deformation of the Dirac equation remains an open problem.

\[ H = \sum_{\mathbf{i}, \mathbf{j}} k_{ij} \epsilon_{ij} (\lambda^{R}_{\mathbf{i} 0} \tau_0 + \lambda^{R}_{\mathbf{j} 3} \tau_3) + \sum_{\mathbf{i}} B_i \tau_0 \tau_0 + M^\text{int}_{\mathbf{i}} \]  

II. RESULTS

A. Candidate material

As pointed out earlier, the non-symmorphic structure of the lattice is essential to produce substantial tilt in the pristine form [26]. Boron is the light element with the atomic number \(Z = 5\) which is in the left of Carbon in periodic table of elements. It has a number of structures [27] some of which are synthesized [28–33]. We will be dealing with the 8Pmmn structure shown in Fig. 2 which is predicted to be stable [34–37]. Earlier layered material hosting tilted Dirac cone was the \(\alpha\)-BEDT organic conductor [14]. The common features of 8Pmmn borophene apart from hosting the tilted Dirac cones [38], is that the low-energy degrees of freedom in both systems is built from molecular orbitals [36] rather than the atomic orbitals. However, their essential difference is that the organic conductor is a layered material, while 8Pmmn borophene is an atom-thick two-dimensional material. In symmorphic structures such as graphene, the amount of tilt that can be extrinsically produced by applying an appropriate strain on it is negligible. Furthermore, the electric field tunability of the tilt parameter of borophene is not available in graphene. Therefore we are left with only one suitable choice among the present three possible 2+1-dimensional tilted Dirac cone systems. Search for other 2+1-dimensional systems with substantial intrinsic tilt deformation of the Dirac equation remains an open problem.

B. Effective Hamiltonian

The most generic 8Pmmn-invariant \(4 \times 4\) Hamiltonian in the basis of molecular orbitals, \(|\psi^c, \frac{1}{2}\rangle, |\psi^o, \frac{1}{2}\rangle, |\psi^o, -\frac{1}{2}\rangle, |\psi^c, -\frac{1}{2}\rangle\) is given by (see SM for details),

\[ H = f(\mathbf{k}) \sigma_0 \tau_0 + m(\mathbf{k}) \sigma_0 \tau_3 + t_0 k_x \sigma_0 \tau_2 + \Delta_{\text{KM}} k_y \sigma_3 \tau_1 + \sum_{i,j=1}^{2} k_{ij} \epsilon_{ij} (\lambda^{R}_{0,i} \tau_0 + \lambda^{R}_{3,i} \tau_3) + (\lambda_2 \sigma_2 + \lambda_1 k_x \sigma_0) \tau_2 + \sum_{i=1}^{3} B_i \sigma_1 g_{0,i} \tau_0 + M^\text{int}_{\text{3,i}} g_{3,i} \tau_3 \]  

where \(f(\mathbf{k}) = f_0 + f_1 k_x^2 + f_2 k_y^2, m(\mathbf{k}) = m_1 k_x^2 + m_2 k_y^2 - m_0\) and we have used the explicit form of \(\Gamma\) matrices in terms of direct product of Pauli matrices \(\sigma\) (in spin-space) and \(\tau\) (in molecular orbital space), \(\Delta_{\text{KM}}\) is spin-orbit coupling of the Kane-Mele [39]-type, \(\lambda^{R}_{0,i}\) and \(\lambda^{R}_{3,i}\) for \(i = 1, 2\) are anisotropic Rashba spin-orbit coupling. \(\lambda^{R}_{0,i}\) is proportional to external electric field [40] while \(\lambda^{R}_{3,i}\) is similar to “buckling” term of
Silicene structure [27]. \( \lambda_1, \lambda_2 \) are forms of spin-orbit coupling which are specific to the 8Pmnm structure. The \( \lambda \) couplings are proportional to the coordinate \( z \) itself. Similarly, in the last line, we have two types of Zeeman coupling. The term containing \( \tau_0 \) are related to coupling to external field \( B \), and the term containing \( \tau_3 \) is due to internal exchange fields which roots in the orbital angular momentum of the molecular orbitals involved. In both electric and magnetic field related terms, those couplings carrying the subscript 3 which are coupled to \( \tau_3 \) arise from internal fields specific to 8Pmnm structure. The lack of symmetry under \( z \to -z \) prevents them from vanishing.

C. Spin Hall effect in borophene

The first line of equation (4) is what gives the long-wave length limit in equation (1). As long as only the first line is concerned, a pair of tilted Dirac cones at \( \vec{k} \) = (0, \( \zeta k_D \)) along the \( \Gamma Y \) line are obtained, where \( k_D = \sqrt{m_0/m_2} \) and \( \zeta = \pm \) is the valley index. The tilt is then controlled by \( f_2 \) parameter. The second line is related to spin-orbit coupling. Generically this term generates a gap in the tilted Dirac cone spectrum. The reason is simple, because in the first line \( \tau_0 \) and \( \tau_2 \) are already used, and the second line being containing \( \tau_1 \) in two space dimensions will always generate a gap. To see this, let us define \( \vec{\rho} = \vec{k} - \vec{k}' \) and linearize the above Hamiltonian when only the first two lines are present:

\[
H = F_0 \tau_0 + F_1 \sigma_3 \tau_1 + F_2 \tau_2 + F_3 \tau_3
\]

where \( F_0 = 2\zeta f_2 k_D p_y \), \( F_1 = \zeta \Delta_{Km} k_D + \Delta_{Km} p_y \), \( F_2 = t_0 p_x \) and \( F_3 = 2\zeta m_2 k_D p_y \). The spectrum of the above Hamiltonian for two eigenvalues \( \sigma_3 = \pm 1 \) (for \( \uparrow \) and \( \downarrow \) states) is given by

\[
2\zeta f_2 k_D p_y \pm \sqrt{\Delta_{Km}^2 (\zeta k_D + p_y)^2 + (t_0 p_x)^2 + 4(m_2 k_D p_y \sigma_3)^2}
\]

As can be seen, the tilt is controlled by \( \zeta f_2 k_D \) and is therefore opposite for the two valleys. Moreover at Dirac nodes \( \vec{k}' = 0 \), we have \( \vec{\rho} = 0 \) and therefore the resulting mass term is a Haldane mass and will be given by \( \zeta \Delta_{Km} k_D \) [41] which will give rise to SHE [42–44]. Hydrogenation brings in some \( sp^3 \) component which enhances the spin-orbit term (\( \Delta_{Km} \) in our case). The valley and spin dependence of the gap lies at the core of proposal by Kane and Mele [39]. Observation of this effect for hydrogenated graphene has been discussed by Balakrishnan and coworkers [45]. The further control parameter in the case of borophene is that in addition to the extrinsic enhancement of spin-orbit coupling (\( \Delta_{Km} \)), one can also use the strain to manipulate \( k_D \) [46, 47].

A very important property of borophene in contrast to graphene is that, while in graphene both topologically trivial Dirac mass and topologically non-trivial Haldane mass are allowed by symmetries of the lattice, in the case of borophene, as long as it remains in the 8Pmnm symmetry group, the Haldane mass is the only possible form of gap. To see this, let us try to add a gap opening term proportional to \( \tau_1 \). If it is not of the \( \sigma_3 \tau_1 \) form, then it must be proportional to \( \sigma_0 \tau_1 = \Gamma_{45} \) which belongs to \( B_{3u} \) representation (see SM) and is even with respect to time-reversal. But the basis functions in this representation are odd with respect to TR. This means that only spin-orbit coupling is able to gap out the tilted Dirac cone spectrum of 8Pmnm borophene. Indeed this has been confirmed by ab-initio calculations. In the case of pristine borophene where only intrinsic spin-orbit coupling exists, the spin-orbit induced gap is \( \sim 0.03 \) meV, while for hydrogenated borophene the buckling arising from \( sp^3 \) nature of the bonds will give extrinsic contribution to spin-orbit coupling [48] which then generates two orders of magnitude larger spin-orbit gap \( \sim 2.25 \) meV [10]. Note that, although the gap opening comes from \( \sigma_3 \) term, the two spin sub-bands corresponding to \( \uparrow \) and \( \downarrow \) spins remain degenerate as \( \sigma_2^2 = (\pm 1)^2 = +1 \). The effect of spin-orbit coupling in 8Pmnm group is different from e.g. \( P4/nmm \) group where even spin-orbit coupling is not able to gap out the resulting two-dimensional Dirac cone [49].

A further prediction of the first two lines of our effective Hamiltonian, equation (4) which maybe relevant to 8Pmnm crystals other than borophene is that if a material in this group happen to have \( m_0 = 0 \), we will have \( k_D = 0 \) and therefore the Dirac cone will move to \( \Gamma \) point. This will have two consequences: (i) The gap which is controlled by Haldane mass \( \zeta \Delta_{Km} k_D \) vanishes. (ii) The tilt which is controlled by the \( \zeta f_2 k_D \) combination also vanishes. Therefore as \( m_0 \to 0 \), the two tilted gapped Dirac spectrum with opposite tilt move towards each other, and collide at \( \Gamma \) point, whereby both gap and tilt are destroyed. Since the \( \Delta_{Km} \) term being related to spin-orbit coupling is non-zero for extrinsic or intrinsic reasons, the only way to diminish the Haldane mass will be to require \( k_D = 0 \). But this will also diminish the tilt. In this way, the SHE and tilt are locked to each other and always go hand in hand. This suggests a possible connection between the tilt and the \( Z_2 \) index of the resulting SHE state.

D. Electric field effects

Now let us discuss the third and fourth line of our effective Hamiltonian, equation (4). The spin structure is of the Rashba form \( \vec{k} \times \vec{\sigma} \vec{\varepsilon} \) where \( \vec{\varepsilon} = z\hat{z} \) is a vector perpendicular to the crystal sheet. This term being proportional to the real space coordinate \( z \) is related to a linear electrostatic profile which is equivalent to a constant electric field, \( E_z \) perpendicular to the borophene sheet. Having a Rashba spin-orbit coupling form can be potentially useful in spintronic applications [44]. The origin of the electric field can be extrinsic or intrinsic. The externally applied electric field couples to both conduction and valence states on equal footing. Therefore it will be isotropic in \( r \) space and hence will be coupled through \( \tau_0 \). This accounts for the first term in the third line where Rashba parameters \( \lambda_{R,i}^{\parallel} \) are introduced and they are related to external electric field by \( E_{ext,i} \alpha_i = \lambda_{R,i}^{\parallel} \) where \( \alpha_i \) with \( i = 1, 2 \) accounts for the anisotropy of the crystal. In the isotropic approximation, this constant will not depend on the direction \( i \). The second term \( \lambda_{R,3}^{\parallel} \) is coupled via \( \tau_3 \), meaning that it cou-
ples asymmetrically to molecular orbital degrees of freedom forming the conduction and valence bands. This can be traced back to the lack of symmetry under $z \rightarrow -z$ of the crystal in Fig. 2 which gives rise to staggered polarization pattern.

This staggered polarization when projected in the space of low-energy molecular orbitals $|\psi^e\rangle$ and $|\psi^v\rangle$, generates $\tau_3$ term as in the third line of equation (4). Similar arguments apply to the fourth line. Therefore couplings $\lambda_{3,i}^R$, $\lambda_2$ and $\lambda_1$ arise from internal polarization fields and are fixed by materials parameters. Progress in the calculation of polarization for periodic solids [50, 51] can be employed to obtain ab-initio estimates of these couplings for $8Pmmn$ borophene.

The matrix structure of the third line in the space of molecular orbitals is $\lambda_{0,1}^R \tau_0 + \lambda_{3,1}^R \tau_3 = \text{diag}(\lambda_{0,1}^R, \lambda_{3,1}^R, \lambda_{0,1}^R - \lambda_{3,1}^R)$. Since $\lambda_0^R$ can be externally tunned by applied electric field, it can be used to tune either of the upper or lower diagonal components to zero. In this way the resulting (anisotropic) Rashba term will become orbital-selective [52]. A uniaxial strain is expected to distort the low-energy molecular orbitals whereby the intrinsic $\lambda_{3,i}^R$ couplings can be changed [46, 47].

**E. Tunable tilt: a tool for space-time engineering**

Now we are ready to discuss the most important message of our work which is the tuning of the tilt parameter by electric fields in $8Pmmn$ borophene sheets. The role of the $\lambda$ terms in equation (4) is to generate spin-orbit gaps (see the next subsection). But since Boron is a very light element, the intrinsic spin-orbit gaps are on the scale of 0.02 meV [10]. Therefore we can ignore the mass terms. To look into the velocity scales in $x$-direction we set $p_y = 0$ in equation (9) to obtain,

\begin{align}
\varepsilon_r(p_x) &= sp_x \sqrt{t_0^2 + u^2 + 2\tau w^2} \\
v^2 &= \lambda_0^2 k_D^2 + (\lambda_{3,1}^R)^2 + (\lambda_{0,1}^R)^2 \\
w^4 &= \lambda_1^2 k_D^2 (\lambda_{3,1}^R)^2 + t_0^2 \left[ (\lambda_{0,1}^R)^2 + (\lambda_{3,1}^R)^2 \right]
\end{align}

where $s = \pm 1$ are eigenvalues of $\sigma_3$ and $\tau = \pm 1$ refer to the eigenvalues of $\tau_3$ matrix. Now define the tilt and major velocity scale by $v_L = \frac{\sqrt{u^2 + \tau w^2}}{2}$, $v_F = \frac{\sqrt{u^2 + \tau w^2}}{2}$ from which we get, in the limit of very large electric fields such that $\lambda_{0,1}^R \gg t_0$ we obtain,

\begin{align}
v_{Lx} \approx (t_0^2 + u^2)^{1/2}, \quad v_{Fx} \approx \frac{w^2}{\sqrt{t_0^2 + u^2}}
\end{align}

In this limit the major Fermi velocity $v_{Fx}$ is saturated, while $v_{Lx}$ is remarkably linearly controlled by the electric field. Similarly to investigate the velocity scales related to $y$ direction, we ignore the gap and set $p_x = 0$ which gives,

\begin{align}
v_{Ly} = 2\zeta f_2 k_D + s\lambda_{0,2}^R, \quad v_{Fy} = 2\zeta m_2 k_D + s\lambda_{3,2}^R
\end{align}

This again shows a linear dependence of the $v_{Ly}$ to electric field, while the $v_{Fy}$ does not change by electric field.

Therefore the major Fermi velocities $v_{Li}$ determining the solid angle subtended by the Dirac cone are essentially controlled by intrinsic parameters and intrinsic (albeit anisotropic) Rashba couplings $\lambda_{3,i}^R$, while the corresponding tilt velocity $v_{Lz}$ is controlled by external electric field $\lambda_{0,1}^R$. The intrinsic Rashba spin-orbit energy scales for pris-
tine borophene are $\lambda_{3,i}^R \sim 10^{-2}$ meV. By hydrogenation and introducing $sp$ component, it can be enhanced up to $\sim 2$ meV [10]. At energy scales well above these scales, the spin-orbit gap can be ignored, and we are essentially dealing with a gapless (two-space dimensional) Dirac node. When the external electric field is zero, the cone is given by the tilt parameter $\eta = 3.4/8$ $\approx 0.4$ [10]. By increasing the external electric field, this value will keep increasing. Beyond the point corresponding to $\eta_0 = 1$, it will be overtitled [15, 53]. The reason we have used the subscript $h$ (for “horizon”) rather than $c$ (for “critical”) is to emphasize gravitational analogy [15, 21, 53]. Therefore $8Pmmn$ borophene is a promising solid-state platform where a background electric field can manipulate the tilt velocity scales. The ability to tune the tile of a Dirac cone is already interesting by itself. Larger tilt enhances the effect of Landau quantizations and makes the ultra quantum limit much more accessible than the upright Dirac cone [11]. Also when it comes to plasmon oscillations, the tilt gives rise to a kink in the plasmon spectrum [12, 13]. An interesting amplification of magnetic fields by crossed electric fields can also be achieved in tilted Dirac cone systems where the effective “tilt-boosted” magnetic fields felt in the two valleys are reciprocally related [54].

Equipped with the gravitational analogy, $8Pmmn$ borophene can be used as a “black-hole on the table top”\footnote{In the same spirit that graphene is thought of as CERN on the table top}. One can apply strong enough perpendicular electric field to a portion of borophene sample. The region with the strong field will correspond to overtitled Dirac cone, while the low-field region will be described by undertilted Dirac equation. The strong-field region will correspond to the interior of the black-hole, while the low-field region will correspond to the exterior of the black-hole as in Fig. 1.

Moving across the horizon in Fig. 1, corresponds to the Lifshitz transition of the Dirac dispersion which will leave a signature in superconducting correlations [55]. Letting the electric field profile oscillate with time will cause the horizon to oscillate. This will act like a source of gravitational waves which describes the oscillatory behavior of the metric. Within Einstein equation, the “source” determining the metric is the mass content of space time, while in our case the metric is determined by background electric field. Fixing a location for the tip of scanning tunneling microscope can detect that oscillations of the metric in the form of oscillatory superconducting correlations. Any time a distortion of space-time in the form of a “tilt-hump” with $\eta \approx 1$ reaches the STM tip, it will detect an enhancement of superconducting correlations [55]. Therefore the condensed matter analogue of ”gravitational waves” of our simulated space-time are the waves of superconducting correlations.

Another effect of the horizon in condensed matter applications would be that, the electron-hole pairs created by e.g.,
sun light near the horizon will have some chance to enter the black hole. Even a small in-plane electric field bias can encourage e.g. holes more than electrons to dive into black hole where their future light cone is limits them to $\eta > 1$ region. Therefore the horizon is a barrier for the recombination of electron-hole pairs. Given the two space dimensional nature of our system, this effect may find potential applications in solar cells where reduction of electron-hole recombination is a merit.

### F. Valley Hall Effect

Now let us discuss the physics of $\lambda$ terms which are Rashba-type and $8P_{mnm}$ generalizations of Rashba. Typical scale of $\lambda^R_0$ terms arising from electric fields in Germanene is $\sim 10$ meV [56] while in the intrinsic case $\Delta_{KM} \sim 0.03$ meV [10]. Therefore let us ignore the Kane-Mele term, and focus on the $\lambda$-terms only. The essential role of $\lambda$ terms is to open spin-orbit gaps, whereby to generate Dirac mass for the fermions of type and $8$ labeled by $\sigma$. The effective Hamiltonian around Dirac valley labeled by $\zeta = \pm 1$ is given by $(\Delta_{KM} = 0, B = 0)$

$$H = (F_0 + \lambda^R_{0,1} p_x \sigma_2 - \lambda^R_{0,2} p_y \sigma_1 - \zeta \lambda^R_{0,2} k_D \sigma_1) \tau_0 + (F_2 + \zeta \lambda^R_{2,1} p_x \sigma_1 + \lambda^R_{2,3} k_D \sigma_2) \tau_2 + (F_3 + \lambda^R_{3,1} p_x \sigma_2 - \lambda^R_{3,2} p_y \sigma_1 - \zeta \lambda^R_{3,2} k_D \sigma_1) \tau_3$$

(9)

where $F_\mu$ coefficients are given below equation (5). Setting $p_x = p_y = 0$, we obtain the "gap matrix" as

$$g = -\zeta \lambda^R_{0,2} k_D \sigma_1 \tau_0 + \lambda^R_{3,2} k_D \sigma_1 \tau_3.$$  

(10)

Note that the only $\lambda^R_{0,2}$ and $\lambda^R_{3,2}$ appear in the gap matrix. The other two Rashba terms corresponding to $x$ direction, namely $\lambda^R_{1,2}$ and $\lambda^R_{4,2}$ appear as coefficients of $p_x$ term. Their role is to renormalize the Fermi velocity and the velocity scale associated with the tilt which was discussed in previous next subsection. Corresponding to two eigenvalues $s = \pm 1$ of matrix $\sigma_3$, the eigenvalues of the above matrix are

$$-d \pm \zeta \lambda^R_{3,2} k_D, \quad +d \pm \zeta \lambda^R_{3,2} k_D, \quad d = \sqrt{\lambda^2 + (\zeta \lambda^R_{3,2} k_D)^2}.$$  

Now there are two situations: (i) $|\lambda_2| < |\lambda^R_{3,2} k_D|$ and (ii) $|\lambda_2| > |\lambda^R_{3,2} k_D|$. These are schematically shown in Fig. 3. As can be seen from the schematic level diagram, the spectral gap in case (i) is given by $2(d - \zeta \lambda^R_{3,2} k_D)$ (see Fig. 3.b). The valley symmetry is explicitly broken, which in turn will give rise to valley Hall effect. As can be seen by turning on the external field $\lambda^R_{0,2}$ and increasing it, the gap always increases, and the valley asymmetry becomes less important. Therefore in case (i), the valley Hall effect is decreased by turning on perpendicular electric field and increasing it. Case (ii) is more interesting. In this case the gap will be given by $-2(d - \zeta \lambda^R_{3,2} k_D)$. This quantity is positive when the external electric field is absent. At a critical value of $\lambda^R_{0,2}$, this gap vanishes, and beyond this point, the gap changes sign (see Fig. 3.c). In either case, the valley Hall effect arising from the asymmetry between the Rashba gaps in the two valleys

is present. But now by increasing the externally applied perpendicular electric field, the sign of valley Hall effect can be changed.

### G. Magnetic field effects

The last line contains the effect of Zeeman coupling. In table II of supplementary material, we have assumed that the "world" is composed of $8P_{mnm}$ crystal and the apparatus generating the $\vec{B}$. In this way, under time-reversal $\vec{B}$ changes sign, and therefore to construct TR invariant Hamiltonian for the "world" (which is equivalent to breaking TR of the "system") it has to couple to appropriate $\Gamma$ matrices which are odd with respect to TR. In this way, we have obtained the last line of equation (4). The first term of the last line is similar to the standard Zeeman coupling which couples evenly to the molecular orbital degrees of freedom $(\propto \tau_0)$. However, the second term which contains $\tau_3$, asymmetrically couples to orbital degrees of freedom. Similar to electric field case, the $g_{0,i}$ couplings are related to the externally applied field (or exchange field) while $g_{3,i}$ couplings are intrinsic and arise from the orbital angular momenta of the molecular orbitals involved. When the couplings are turned to satisfy $g_{0,i} = \pm g_{3,i}$, the Zeeman coupling will be orbital selective.

To understand the physics of this line, let us assume that $\Delta_{KM} \approx 0$ and $B \neq 0$.

$$H = (F_0 + \sum_{i=1}^{3} B_i \sigma_1 g_{0,i}) \tau_0 + F_2 \tau_2 + (F_3 + \sum_{i=1}^{3} M_{i}^{int} \sigma_1 g_{3,i}) \tau_3$$

The magnetic field has no effect on the Fermi and tilt velocities, as there is no term related to $B$ or $M$ in coefficients of $p_x$.
and $p_y$ in Hamiltonian. Zeeman terms generation gaps as,

$$\varepsilon_g = s\sqrt{(B_z + \tau M^{\text{int}})^2}$$  \hspace{1cm} (12)

These gaps arising from magnetic field interplay with the Kane-Mele gap and will enrich the phase diagram [56].

III. SUMMARY AND DISCUSSION

We have obtained effective Hamiltonian of the non-symmorphic $8Pmn$ borophene sheet which has a substantial intrinsic tilt in the spectrum of its Dirac fermions. Due to the non-symmorphic nature of the underlying lattice, a perpendicular electric field couples to the system in such a way that it can tune the tilt parameter $\varepsilon_t = \eta v_F$. The tilt parameter $\eta$ on the other hand can be regarded as a parameter in the effective space-time felt by the electrons and holes of the $8Pmn$ graphene (Fig. 1). In this analogy, the border between the high field region with tilted Dirac cone and a low-field region with undertilted Dirac cone will correspond to a horizon. For an electron moving near the horizon the particle content of the states will be different from the one which is away from the horizon. Those approaching the horizon will feel more particle fluctuations which correspond to enhanced superconducting correlations in a superconducting proximity set up. Letting the electric fields coupling the tilt $\eta$ to dance, will act like a source of "gravitational" waves which translate into waves of superconducting correlations. As such they can be detected as a wave of enhanced superconducting correlations in solid state spectroscopies.

The ability to engineer the metric felt by electrons promotes our borophene system as a space-time simulator, albeit in 2+1 dimensions. Given that our real world is 3+1 dimensional, our proposal offers a unique solid-state platform to explore 2+1 dimensional space-time which can not be found in cosmos.

We also discussed valley Hall effect arising from the asymmetry $\eta \rightarrow -\eta$ of the two tilts. Extrinsically enhancing the spin-orbit coupling by e.g. hydrogenation will generate spin Hall effect which would be perhaps comparable to the same effect in hydrogenated graphene [57].
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Appendix A: The nonsymmorphic $8Pmn$ group

To be self-contained, in this section we present details of the $8Pmn$ group and its representations. The lattice structure of borophene is shown in Fig. 4. The symmetry group of Borophene is $8Pmn$, where the 8 stands for the number of atoms in the units cell. The $8Pmn$ is point group number 59 [58]. The generators (minimal set of elements from which all other members of the group can be constructed) are given by [5, 58], $\tilde{C}_{2x} = \{C_{2x}|\frac{a}{2}00\}$, $C_{2y} = \{C_{2y}|0\frac{b}{2}0\}$, $\tilde{I} = \{I|00\}$, where the notation $\{C_{2x}|t\}$ is a nonsymmorphic element meaning the two-fold rotation $C_{2x}$ around the $x$ axis is followed by a translation $t$. All other symmetry operations of the $8Pmn$ group can be constructed from the above generators as follows: $\tilde{C}_{2x} = C_{2x} \tilde{C}_{2y} = \{C_{2x}|\frac{a}{2}\frac{b}{2}0\}$, $M_z = \tilde{I}C_{2z} = \{M_z|\frac{a}{2}\frac{b}{2}0\}$, $M_x = \tilde{I}C_{2x} = \{M_x|\frac{b}{2}0\}$ and $M_y = \tilde{I}C_{2y} = \{M_y|0\frac{a}{2}0\}$ [58]. This group has 8 commuting elements and therefore being Abelian, admits 8 one-dimensional irreducible representations [59] given in Table. A. Extensions beyond the double-planes are related to the double group which is obtained by taking the spin of the electrons into account and that upon a $2\pi$ rotation, the spinor goes into its negative [5]. The double group admits two-dimensional representations which are not relevant to our minimal $4 \times 4$ matrix representations of the effective Hamiltonian of borophene.

Nonsymmorphic elements such as "gline planes and screw axes cause the bands to stick together on the special surface lines and planes" [60]. Following Kittel [60] let us see how does it work for the $8Pmn$ group. In the Brillouin zone of the system (Fig. 5) let $\psi(x,y)$ be some basis wave function on the boundary line $Z$ of the BZ. Then the screw rotation operation $C_{2z}$ acts as $C_{2z}\psi(x,y) = \psi(x + \frac{a}{2},-y)$ while the inversion $\tilde{I}$ is defined by the operation $\tilde{I}\psi(x,y) = \psi(-x,-y)$.

![FIG. 4. (Color online) Borophene lattice structure (a) top view (b) side view. The screw symmetry axes for $c_{2z}$, $c_{2x}$ and $c_{2y}$ indicated by brown. Green rectangular is the selected unit cell.)](image-url)
TABLE I. Character table of $8pmmn$ double group

|   | $E$ | $c_{2x}$ | $c_{2y}$ | $I$ | $M_x$ | $M_y$ | $M_z$ | $CE$ | $CT$ |
|---|-----|---------|---------|-----|-------|-------|-------|------|------|
| $A_g$ | 1   | 1       | 1       | 1   | 1     | 1     | 1     | 1    | 1    |
| $A_u$ | 1   | 1       | 1       | 1   | -1    | -1    | -1    | 1    | -1   |
| $B_{3g}$ | 1   | 1     | 1      | -1  | -1    | 1     | 1     | 1    | -1   |
| $B_{3u}$ | 1   | 1     | -1     | 1   | -1    | -1    | -1    | 1    | -1   |
| $E_{u/2}$ | 2   | 0      | 0      | 2   | 0     | 0     | -2    | 0    | -2   |
| $E_{u/2}$ | 2   | 0      | 0      | -2  | 0     | 0     | 2     | 0    | 2    |

FIG. 5. (Color online) Rectangular first Brillouin zone.

On other hand $\tilde{M}_x$ acts as $\tilde{M}_x\psi(x,y) = \psi(-x + \frac{a}{2}, y)$ which means,

$$\tilde{C}_{2x}\psi(x,y) = \tilde{M}_x\tilde{I}\psi(x,y) \quad (A1)$$

Now the argument by Kittel works by showing that assumption of non-degeneracy on $Z$ line leads to contradiction [60]. So let us assume that on the $Z$ line, the representation is one dimensional. From $\tilde{I}^2\psi(x,y) = \psi(x,y)$ it follows that $\tilde{I}\psi(x,y) = \pm \psi(x,y)$. The same story holds for $\tilde{M}_x\psi(x,y) = \pm \psi(x,y)$. Therefore by Eq. (A1) we must have,

$$\tilde{C}_{2x}^2\psi(x,y) = \tilde{M}_x\tilde{I}\tilde{M}_x\tilde{I}\psi(x,y)$$

$$= (-1)^2(-1)^2\psi(x,y) = \psi(x,y) \quad (A2)$$

However from the very definition of $\tilde{C}_{2x}$ we have,

$$\tilde{C}_{2x}^2\psi(x,y) = \tilde{C}_{2x}\psi(x + \frac{a}{2}, -y) = \psi(x + a, +y)$$

$$= e^{ik_xa}\psi(x,y) = e^{i\pi}\psi(x,y) = -\psi(x,y) \quad (A3)$$

which contradicts Eq. (A2). Now, assuming that the states are $\psi$, again a similar argument by Kittel shows that both $\psi$ and $\tilde{C}_{2x}\tilde{T}\psi$ where $T$ is the time-reversal operator, are degenerate. The same considerations apply to the $YM$ line.

1. Elementary band representation

In this section by considering the Brillouin zone of the system, we obtain all the ways that are possible for energy bands to be connected in order to obtain realizable band structure [62–64]. In the band theory, the symmetry-enforced semimetal is realized when the number of electrons is a fraction of the number of connections that forms an elementary band representation (EBR). The possible candidate for semimetallic materials are identified from EBRs [62–64].

The possible decomposition of elementary band representation of the $8pmmn$ group with time reversal symmetry is illustrated in Fig. 6. As shown in Fig. 6-a the disconnected components of EBR correspond to the insulating phase of $8pmmn$ group materials. Fig. 6-b and Fig. 6-c show a graph with connected EBR which indicate the symmetrical and time reversal protected topological semimetal. In these two figures (Fig. 6-b and Fig. 6-c) Dirac nodes along the $\Gamma X$ and $\Gamma Y$ are obtained. According to EBR, there is yet another possibility shown in Fig. 6-d which corresponds to two pairs of Dirac points along the $\Gamma X$ and $\Gamma Y$ path in BZ. However, as will become clear in the following sections and in agreement with ab-initio calculations related to "borophene" [36], the most general Hamiltonian constructed from irreducible representations will correspond Fig. 6-b. There can be other possible materials with the same $8pmmn$ which may realize three other possibilities in Fig. 6.

Appendix B: Molecular orbitals and effective Hamiltonian

The first known example of tilted Dirac cone material is the organic conductor $\alpha$-(BEDT-TTF)$_2$I$_3$, which is composed of molecular orbitals [65]. It was noted by Zhou and coworkers that in the case of borophene the charge density for the states at the bottom of the conduction band and top of valence band are enhanced on some bonds [36]. On the other hand, ab-initio calculation of Ref. [10] shows that the eigenvalues of operators ($\tilde{C}_{2x}, \tilde{C}_{2y}, \tilde{I}$) for bottom of conduction and top of valence band states are $(+1, +1, +1)$ and $(+1, -1, -1)$ respectively. This information is sufficient to let us construct most general molecular orbital consistent with the above eigenvalues. To do this, let us start from Fig. 4. The pink atoms correspond to "inner" (I) and blue atoms correspond to "ridge" (R) borons [37]. Both type of atoms are labeled by $1, 2, 3, 4$. As can be seen in Fig. 4, at the level of point group, we have following actions for the generators of $8pmmn$ group: $\tilde{C}_{2x}$ replace $(1^1 \leftrightarrow 3^1, 2^1 \leftrightarrow 4^1), (1R \leftrightarrow 2R, 3R \leftrightarrow 4R)$. For $\tilde{C}_{2y}$ we have $(1^1 \leftrightarrow 2^1, 3^1 \leftrightarrow 4^1)$ and $(1R \leftrightarrow 2R, 3R \leftrightarrow 4R)$. Finally $\tilde{I}$ acts as, $(1^1 \leftrightarrow 2^1, 3^1 \leftrightarrow 4^1)$ and $(1R \leftrightarrow 2R, 3R \leftrightarrow 4R)$. At the next level, depending on whether the relevant orbital in each of the above positions is $p_x, p_y$ or $p_z$, we have:

$$\tilde{C}_{2x}\{p_x\} = p_x, \tilde{C}_{2x}\{p_y,z\} = -p_{y,z}$$
$$\tilde{C}_{2y}\{p_y\} = p_y, \tilde{C}_{2x}\{p_x,z\} = -p_{x,z}$$
$$\tilde{I}\{p_x,y,z\} = -p_{x,y,z}$$

\[\] See page 214-215 of Kittel [60].
It should be noted that the inversion center is located at the crossing point of two screw axis as plotted in Fig. 4. Imposing the eigenvalues (+1, +1, +1) and (+1, −1, −1) for the conduction and valence states, we obtain the most general molecular orbitals composing the bottom of conduction band (|Ψ^c⟩) and those at the top of valence band (|Ψ^v⟩) as follows:

\[
|Ψ^\text{mol}_\text{I}⟩ \propto \alpha' (p_{x1}^2 + p_{x2}^2 + p_{y}^2) + \beta' (p_{y1}^2 + p_{y2}^2 + p_{y}^2) + \gamma' (p_{z1}^2 + p_{z2}^2 + p_{z}^2) + \gamma'' (p_{z1}^2 + p_{z2}^2 + p_{z}^2)
\]

where a tensor product ⊗ is understood. T is the time-reversal, and K is the complex conjugation. This representation is on the space of four states |Ψ^mol_1⟩, |Ψ^mol_2⟩, |Ψ^mol_3⟩, and |Ψ^mol_4⟩. In this space, the most general 4 × 4 Hamiltonian can be written as,

\[
H = d_0(k) \mathbb{I} + \sum_i d_i(k) \Gamma_i + \sum_{ij} d_{ij}(k) \Gamma_i \Gamma_j,
\]

where \( \mathbb{I} \) denotes the 4 × 4 identity matrix and the \( \Gamma \)'s are suitable basis in the space of 4 × 4 matrices. One possible explicit representation is given by [66],

\[
\begin{align*}
\Gamma_1 &= \sigma_x \otimes \tau_x \\
\Gamma_2 &= \sigma_y \otimes \tau_x \\
\Gamma_3 &= \sigma_z \otimes \tau_x \\
\Gamma_4 &= 1 \otimes \tau_y \\
\Gamma_5 &= 1 \otimes \tau_z \\
\Gamma_{ij} &= [\sigma_i \otimes \tau_x, \sigma_j \otimes \tau_y]/2i = \epsilon_{ijk} \sigma_k \otimes 1 \\
\Gamma_{14} &= [\sigma_i \otimes \tau_x, 1 \otimes \tau_y]/2i = \sigma_i \otimes \tau_3 \\
\Gamma_{15} &= [\sigma_i \otimes \tau_x, 1 \otimes \tau_z]/2i = -\sigma_i \otimes \tau_y \\
\Gamma_{45} &= [1 \otimes \tau_y, 1 \otimes \tau_z]/2i = 1 \otimes \tau_x
\end{align*}
\]

Functions \( d_0(k) \), \( d_i(k) \) and \( d_{ij}(k) \) are polynomials in \( k \). Now using Eq. (B3) one can construct the effect of all symmetry operators \( g \) of the \( 8P_{mmn} \) group on the above set of \( \Gamma \) matrices by \( g : \Gamma \rightarrow g\Gamma g^{-1} \).

The properties of \( \Gamma \) matrices under the generators of \( 8P_{mmn} \) group operators and time reversal symmetry operator \( T \) are given in the following. For \( \tilde{C}_{2x} \) we have,

\[
\begin{align*}
\tilde{C}_{2x} \Gamma_{1} &= \Gamma_{1}, & \tilde{C}_{2x} \Gamma_{2} &= -\Gamma_{1}, & \tilde{C}_{2x} \Gamma_{3} &= \Gamma_{3} - \Gamma_{3} \\
\tilde{C}_{2x} \Gamma_{4} &= \Gamma_{4}, & \tilde{C}_{2x} \Gamma_{5} &= \Gamma_{5}, & \tilde{C}_{2x} \Gamma_{45} &= \Gamma_{45} \\
\tilde{C}_{2x} \Gamma_{15} &= \Gamma_{15}, & \tilde{C}_{2x} \Gamma_{23} &= -\Gamma_{23}, & \tilde{C}_{2x} \Gamma_{35} &= -\Gamma_{35} \\
\tilde{C}_{2x} \Gamma_{14} &= \Gamma_{14}, & \tilde{C}_{2x} \Gamma_{24} &= -\Gamma_{24}, & \tilde{C}_{2x} \Gamma_{34} &= -\Gamma_{34} \\
\tilde{C}_{2x} \Gamma_{12} &= -\Gamma_{12}, & \tilde{C}_{2x} \Gamma_{13} &= \Gamma_{13}, & \tilde{C}_{2x} \Gamma_{23} &= \Gamma_{23}
\end{align*}
\]

where \( \tilde{C}_{2x} \) is the unit matrix in this space.
For $\tilde{C}_{2y}$ we obtain,
\[
\begin{align*}
\tilde{C}_{2y} \Gamma_4 \tilde{C}_{2y} &= -\Gamma_4, \\
\tilde{C}_{2y} \Gamma_5 \tilde{C}_{2y} &= \Gamma_5, \\
\tilde{C}_{2y} \Gamma_4 \tilde{C}_{2y} &= -\Gamma_4, \\
\tilde{C}_{2y} \Gamma_5 \tilde{C}_{2y} &= \Gamma_5,
\end{align*}
\]

Under inversion they behave as,
\[
\begin{align*}
\bar{\Gamma}_1 &= \Gamma_1, \\
\bar{\Gamma}_2 &= \Gamma_2, \\
\bar{\Gamma}_3 &= -\Gamma_3, \\
\bar{\Gamma}_4 &= \Gamma_4, \\
\bar{\Gamma}_5 &= -\Gamma_5, \\
\bar{\Gamma}_6 &= \Gamma_6.
\end{align*}
\]

Finally under time-reversal they are transformed as,
\[
\begin{align*}
TT_i T^{-1} &= -\Gamma_i, \\
TT_{ij} T^{-1} &= -\Gamma_{ij}, \\
TT_{ij} T^{-1} &= -\Gamma_{ij}.
\end{align*}
\]

Then using the character table A the $\Gamma$ matrices can be classified in terms of the irreducible representations. We have summarized the result of this procedure in table B.

The middle column denotes the irreducible representations of the $8Pmnm$ group. It turns out that all the 16 $\Gamma$-matrices belong to one-dimensional representations of the $8Pmnm$ group. These are denoted in the right column, along with their signature under TR operation. Corresponding basis functions up to third order polynomials along with their signature under TR are given in the left column. Since none of the matrices belongs to $B_{1g}$ representation, the corresponding entry is empty.

**TABLE II.** Basis functions (polynomials up to third order) and $\Gamma$ matrices transforming in every irreducible representation. The values of $T = \pm$ denotes the signature under time reversal operation. As for the $B$ field itself, $T = -$ indicates that the TR operates on the whole world.

| (basis; $T$) | representation | ($\Gamma$ matrices; $T$) |
|--------------|----------------|--------------------------|
| $\{1, k_x^2, k_y^2, z^2; +\}$ | $A_y$ | $\{1, \Gamma_5; +\}$ |
| $\{k_x, k_y; z^2; +\}$ | $A_u$ | $\{1, \Gamma_5; +\}$ |
| $\{k_z; +\}$ | $B_{1g}$ | $\{3\}$ |
| $\{B_z; +\}$ | $B_{2g}$ | $\{1, \Gamma_3; +\}$ |
| $\{B_z; z; -\}$ | $B_{2g}$ | $\{1, \Gamma_3; -\}$ |
| $\{k_x, k_y, k_z; z^2; -\}$ | $B_{3g}$ | $\{1, \Gamma_3; +\}$ |
| $\{B_z, k_z; z^2; -\}$ | $B_{3g}$ | $\{1, \Gamma_3; -\}$ |
| $\{k_z, k_x^2, k_y^2, z^2; -\}$ | $B_{2g}$ | $\{1, \Gamma_3; +\}$ |
| $\{k_z, k_x^2, k_y^2, z^2; -\}$ | $B_{2g}$ | $\{1, \Gamma_3; -\}$ |
| $\{k_z, k_x^2, k_y^2, z^2; -\}$ | $B_{2g}$ | $\{1, \Gamma_3; +\}$ |
| $\{k_z, k_x^2, k_y^2, z^2; -\}$ | $B_{2g}$ | $\{1, \Gamma_3; -\}$ |
| $\{k_z, k_x^2, k_y^2, z^2; -\}$ | $B_{2g}$ | $\{1, \Gamma_3; +\}$ |
| $\{k_z, k_x^2, k_y^2, z^2; -\}$ | $B_{2g}$ | $\{1, \Gamma_3; -\}$ |

In $A_w$ and $B_{1u}$ representations in rows number 10 and 11, the basis functions can only have "+" signature under the TR. So there is no basis function with "-" TR signature to couple to $\Gamma_1$ and $\Gamma_2$ matrices. Similarly, in $B_{2u}$ and $B_{3u}$ irreducible representations of the last two rows, the basis functions are odd under TR, and there is no TR-even basis function to couple to $\Gamma_{35}$ and $\Gamma_{45}$ matrices. Now it is straightforward to construct invariant Hamiltonian: Simply multiply basis functions from the left column in their corresponding matrices in the right column.

Therefore the most generic $8Pmnm$-invariant $4 \times 4$ Hamiltonian $|\phi^c, \frac{1}{2}\rangle, |\phi^v, \frac{1}{2}\rangle, |\phi^c, -\frac{1}{2}\rangle, |\phi^v, -\frac{1}{2}\rangle$ basis is given by,

\[
H = f(\bar{k}) \tau_0 + m(\bar{k}) \sigma_0 \tau_3 + t_0 k_x \sigma_0 \tau_2 \\
+ \Delta_{KM} k_y \sigma_2 \tau_1 \\
\sum_{i,j=1}^{2} k_i \sigma_j \epsilon_{ij} (\lambda^{R}_{0,i} \tau_0 + \lambda^{R}_{3,i} \tau_3) \\
+ (\lambda_{2} \sigma_2 + \lambda_1 k_x k_y \sigma_1) \tau_2 \\
\sum_{i=1}^{3} B_{i} \sigma_{1} \tau_0 + M^{int}_{i} g_{3,i} \tau_3
\]
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