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Abstract

The sizes of pretrained language models make them challenging and expensive to use when there are multiple desired downstream tasks. In this work, we adopt recent strategies for model pruning during finetuning to explore the question of whether it is possible to prune a single encoder so that it can be used for multiple tasks. We allocate a fixed parameter budget and compare pruning a single model with a multitask objective against the best ensemble of single-task models. We find that under two pruning strategies (element-wise and rank pruning), the approach with the multitask objective outperforms training models separately when averaged across all tasks, and it is competitive on each individual one. Additional analysis finds that using a multitask objective during pruning can also be an effective method for reducing model sizes for low-resource tasks.

1 Introduction

NLP models typically use pretrained text encoders like BERT (Devlin et al., 2019), which perform well when finetuned across many downstream NLP tasks. At the same time, these models are often overparameterized for the downstream task, leading to a surge of interest in reducing encoder size while retaining most of its performance on downstream tasks (Sun et al., 2020; Sanh et al., 2020a).

Meanwhile, there has been interest in adapting a single model to multiple downstream tasks through the use of a small number of additional, task-specific parameters (Houlsby et al., 2019; Shin et al., 2020; Hu et al., 2021). These techniques are useful for efficiently sharing large base models during training by freezing the underlying encoder and finetuning parameters dependent on the target task. Switching between tasks is also cheap: only a small component is changed. These methods for extending models of size $N$ with $\epsilon$ parameters per task can perform well on $t$ tasks at the cost of $N+\epsilon t$ instead of $tN$ parameters, and architectural innovations have led to smaller $\epsilon$ (Karimi Mahabadi et al., 2021a,b). In practice, this allows for deployment of models for multiple tasks at the cost of a single model in terms of memory or disk space.

In this work, we explore the possibility of further reducing the number of parameters used by these multitask models to be substantially smaller than $N$. Specifically, we aim to do so by pruning multitask models using a multitask training objective. In addition to the benefits described above, we aim for the best of both worlds: a substantially pruned model that also performs well on multiple tasks. We also ask whether individual task performances can be improved by leveraging data from the other tasks, which is a strategy employed by general-purpose language modeling (Liu et al., 2019; Aghajanyan et al., 2021).

We present an empirical study specifically for pruning in the multitask scenario. In this paper:

- We extend both structured and unstructured pruning methods to the multitask setting.
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• Under both methods, we find that a multitask model consistently outperforms a combination of single-task models for a given budget.
• Using a multitask objective does not necessarily lead to a loss in performance on any individual task, and in some cases, can improve upon a single-task objective.
• A multitask objective enables improved performance for tasks with smaller dataset sizes.

2 Approach

2.1 Pruning Methods

We explore 8 settings for model pruning, varying pruning method (magnitude vs. movement), what gets pruned (element-wise (unstructured) pruning vs. rank (structured) pruning), and where (global vs. local). Table 1 summarizes the differences.

Magnitude vs. movement pruning We consider two pruning heuristics. **Magnitude pruning** is a well-studied method which incrementally removes the smallest-magnitude weights during training, until only the top-\(k\) largest weights remain at completion (LeCun et al., 1990; Han et al., 2015; Zhu and Gupta, 2018). In this work, \(k\) refers to a fraction of the weights, and so it directly controls the sparsity level and size of the pruned model.

**Movement pruning** (Sanh et al., 2020b) is a first-order method which prunes by using learned importance scores that correspond to the direction of growth of the weights. Formally, for a weight \(W\), this method associates with it a set of scores \(S\). In the forward pass, a binary mask \(M = \text{Top}_k(S)\) is applied to the weight, and so for an input \(x\), \((W \odot M)x\) is used instead, where \(\odot\) is the element-wise product. In the backward pass, all weights are updated as \(\text{Top}_k\) is ignored and its gradient is approximated using a straight-through estimator (Bengio et al., 2013). [Sanh et al.](2020b) showed this to be effective during finetuning when the model’s pretraining objective is different from that of a downstream task.

There are extensions to both methods which use an minimum threshold rather than top-\(k\); however, controlling the sparsity then requires a sweep per task to discover the best threshold, which is expensive especially in the multitask setting.

Unstructured vs. structured pruning In prior work, comparisons for which weights to prune are done element-wise (e.g. top-\(k\)), which can lead to arbitrary, unstructured, sparsity patterns. It can be difficult to realize practical efficiency gains from doing so as arbitrary locations in weight matrices will be set to zero. Storing such sparse matrices does not lead to immediate gains and sparse matrix multiplication is not always faster, especially on GPUs (Gale et al., 2020). As such, other work considers structured pruning of entire rows or columns of the matrices, which makes it much easier to realize efficiency gains (Fan et al., 2021; Lagunas et al., 2021). We explore an alternative structured pruning approach, **rank pruning** (Yang et al., 2020).

Starting with a weight \(W \in \mathbb{R}^{m \times n}\), we use SVD to approximate \(W = U\Sigma V\) where \(U \in \mathbb{R}^{m \times k}\), \(\Sigma \in \mathbb{R}^{k \times k}\) is diagonal, and \(V \in \mathbb{R}^{k \times n}\). Initially, \(k = \min(m, n)\). By pruning values from the diagonal of \(\Sigma\), we reduce its rank from \(k\) to \(k'\). Consequently, entire rows or columns from \(U\) and \(V\) are pruned, resulting in three reduced matrices: \(U', \Sigma', \) and \(V'\).

The resulting matrices can be stored as \(U'\Sigma' \in \mathbb{R}^{m \times k'}\) and \(V' \in \mathbb{R}^{k' \times n}\), which uses \(k'(m + n)\) parameters. If \(k' < \frac{k}{2}\), this is smaller than the original \(m \times n\) size of \(W\). Similarly, decomposing \(W\) and pruning in this way would lead to faster inference – for an input \(x \in \mathbb{R}^{m \times l}\), \(W^T x\) costs \(O(lmn)\) while \((W'\Sigma'V')^T x\) only needs \(O(lk'(m + n))\).

The elements in \(\Sigma\) are initially the singular values of \(W\), and so their magnitudes are interpretable as the importance of a particular dimension. [Yang et al.](2020) prune directly on the magnitudes while enforcing orthogonal regularizers to constrain \(\Sigma\) to be close to the singular values. In contrast, we only use SVD as initialization and use no additional regularizers. Since it is not obvious that

\[\text{If } k' > \frac{k}{2}, \text{ we can recover the unfactorized form, } W' = U'\Sigma'V'. \text{ Thus, rank pruning would never use more parameters or computation than element-wise pruning.}\]
Table 1: Summary of the 8 settings for model pruning we explored. There are 3 variables with 2 choices each, leading to $2^3 = 8$ combinations. In all settings, the pruning methods all iteratively prune the model to keep a constant fraction of parameters.

Interpreting the weights as singular values is valid after finetuning, we also try movement pruning as it is empirically effective for finetuning.

**Global vs. local pruning** We experiment with pruning both *locally* (each parameter is pruned to a target sparsity) and *globally* (the entire model is pruned to a target sparsity). Pruning globally allows for more aggressive pruning of less useful model components or layers. However, it could also be harmful if the weights are not globally comparable. In particular, each Transformer layer has self-attention and feedforward weights that are not normalized to the same scale, especially after SVD.

### 2.2 Multitask extension

Extending these methods to the multitask setting is straightforward. We train separate, unpruned classification heads for each task while sharing a common set of pruned encoder weights (and learned importance scores, in the case of movement pruning) across all tasks.

Alternatively, one could selectively prune or modify weights (and learn importance scores) based on the specific task ([Liang et al., 2021](https://www.example.com) [Guo et al., 2021](https://www.example.com)). In preliminary experiments, we explore this idea by considering three methods of creating the task-specific mask: 1) *shared*, in which $M_t = M_{t_i}$ for all tasks $t_i, t_j$, and so there would only be one set of scores, $S$; 2) *separate*, in which for a task $t$, a separate scores $S_t$ is learned and updated, which can then produce a corresponding $M_t$; 3) *hybrid*, in which both a shared $S$ and a task-specific $S_t$ are learned and the corresponding mask $M_t = \max(\text{Top}_k(S), \text{Top}_k(S_t))$.

However, we found both *separate* and *hybrid* to be expensive or slow during training when there are too many tasks, as a separate $S_t$ needs to be stored, possibly outside of limited GPU memory. At the same time, we found that they did not lead to performance improvement. Especially under *separate*, there was minimal sharing of parameters between tasks. Furthermore, this idea cannot be easily extended to magnitude pruning. Therefore, for the remainder of the study, we focus on the simplest *shared* setting.

In multitask pruning, each task is sampled uniformly at random and optimized for that task’s objective. While there may be some benefits to smoothing the sampling based on the dataset size (e.g. see Section 3.5.2 of [Raffel et al., 2020](https://www.example.com)), we focus on the simplest setting for this proof-of-concept study.

### 2.3 Model and Datasets

Like prior work ([Jiao et al., 2020](https://www.example.com) [Sun et al., 2020](https://www.example.com) [Sanh et al., 2020b](https://www.example.com)), we prune the BERT-base model ([Devlin et al., 2019](https://www.example.com)) and evaluate on a variety of downstream NLP benchmarks. We report pruning fraction relative only to the 12-layer Transformer, and we consider the embedding and output classification layers a fixed cost. This is also the treatment in [Sanh et al., 2020b](https://www.example.com). We use their code with the same hyperparameters for all main experiments, with the exception of rank pruning for which we increase the learning rate of $\Sigma$ to $5 \times 10^{-3}$. Like that work, we also primarily benchmark on MNLI ([Williams et al., 2018](https://www.example.com)), SQuADv1.1 ([Rajpurkar et al., 2016](https://www.example.com)), and QQP ([Iyer et al., 2017](https://www.example.com)).
3 Experiments and Results

First, we benchmark each of the 8 pruning methods on a single dataset (Section 3.1). The goal is to identify task and practical tradeoffs between structured and unstructured pruning and the best settings for each. In Section 3.2, we compare a model pruned with a multitask objective against an ensemble of single-task models to explore whether a multitask objective can be effective. Finally, we ask whether a multitask objective can provide benefits as an auxiliary objective even in the single-task setting (Section 3.3).

3.1 Comparing Pruning Strategies

We establish the relative task performance difference between element-wise and rank pruning. We prune BERT-base to different sparsity levels while finetuning on MNLI for each of the parameter combinations described in Section 2.1. We perform this in the single-task setting to compare the possible benefits that can be derived from rank pruning and to find the best configuration for both methods. Figure 1a presents both task performance (averaged F1) and inference speed.

**Task performance** These results in element-wise pruning once again corroborate the superiority of global movement pruning found by Sanh et al. (2020b). In contrast, we find that for rank pruning, local magnitude pruning is generally the best strategy. The poor performance of global pruning can be explained by the fact that it is possible to prune some parameters marginally (i.e. not beyond the $\frac{k}{2}$ threshold needed to see improvements) and so some of the budget allocated towards pruning is unused. Furthermore, the magnitudes of the singular values of the feedforward and self-attention layers are not necessarily comparable, as we find that attention weights are pruned more aggressively.

Comparing between the best settings for unstructured (element-wise) and structured (rank) pruning, we find that unstructured pruning retains performance better when the parameter count is low.

**Runtime comparison** To compare the runtime of element-wise and rank pruning, we make a simplifying assumption that unstructured pruning does not shrink the size of any individual matrix, and so the runtime at any sparsity level would be equal to that of an unpruned model. Under this assumption, we find in Figure 1b that rank pruning offers substantial speedups and is almost immediately (at around 10% sparsity) faster than the dense model.

However, sparsifying a matrix can lead to specialized hardware and algorithmic optimizations as demonstrated by sparse multiplication libraries (Gale et al., 2020), Lagunas et al. (2021) optimize element-wise unstructured pruning in a simple manner by removing entirely pruned rows, columns or attention heads. They show that even at high sparsities (more than 90%), this strategy achieves at
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most around a 1.5× speedup. Meanwhile, rank pruning achieves a comparable speedup at just 50% and almost a 2.5× speedup at 90%. While rank pruning has lower F1 under a fixed parameter budget, it is a competitive option given a fixed latency budget.

**Global rank pruning** One limitation of global rank pruning is that the initialization is not normalized across weights. Specifically, we observe that the with magnitude as our selection heuristic, attention weights are pruned more aggressively because most of their singular values are smaller than those of the feedforward parameters. This could result in important weights in the attention layers being pruned before less important ones in the feedforward layers, and it could explain why global rank pruning performs poorly at high sparsities (as shown in Figure 1a). The opposite behavior is observed for rank movement pruning, where pruning globally is slightly preferred over pruning locally. This suggests that first-order information might be more comparable globally.

Future work can investigate finding a balance between using the interpretability of the magnitudes of the singular values and first-order information from the finetuning process. Alternatively, one could explore a hybrid pruning strategy: with magnitude pruning, separate thresholds (or k) for the attention and the feedforward parameters.

### 3.2 Multitask pruning

With the above baseline established, we conduct experiments in a multitask setting with MNLI, QQP, and SQuAD. Our goal is to answer: given a fixed parameter budget, is it better to train (and prune) three specialized models or one multitask model for all three tasks?

Concretely, we prune models to different sparsity levels using four separate objectives: MNLI, QQP, SQuAD, and multitask. We compare the best mixture of single-task models to a single model pruned with a multitask objective. The best mixture is determined by the Pareto frontier of all possible ensembles of models. Figure 2 shows that the multitask model outperforms the mixture on a macro-averaged 3-task metric. In addition, it matches or exceeds the performance on individual tasks.

---
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Table 2: Individual task performance (dev.) of a model pruned using rank pruning with the multitask objective. The size of the training set for each task is also listed. RP-9 is trained on all nine tasks, RP-3 is the three-task model from Section 3.2, and RP-1 represents 9 separate single-task baseline models. BNG (Ben Noach and Goldberg, 2020) is three separate single-task low-rank models tuned using knowledge distillation.

We find that multitask pruning outperforms the mixture with both element-wise pruning and rank pruning, suggesting that the ability to leverage a multitask objective during pruning may extend to other, novel methods for pruning. This also provides evidence that in encoders, there exist smaller shared subnetworks that can be leveraged across multiple tasks.

3.3 Multitask training as an auxiliary pruning objective

In Section 3.2, we find that in some cases, a multitask pruning objective is helpful even when only one task (e.g. QQP) is of interest. This finding, along with prior work demonstrating the effectiveness of multitask training (Wang et al., 2019; Liu et al., 2019; Aghajanyan et al., 2021), motivates our next question: if we only care about a single task, should we still use a multitask objective?

To test this hypothesis, we expand the three tasks to 9 and prune a model with a 9-task objective, sampling each task uniformly at random. In addition to the three aforementioned tasks, we include CoLA (Warstadt et al., 2019), SST-2 (Socher et al., 2013), MRPC (Dolan and Brockett, 2005), STSB (Cer et al., 2017), and QNLI (Rajpurkar et al., 2016), and RTE (Dagan et al., 2005). For comparison, we also prune a model for each task separately. These additional models are pruned for 10 epochs, keeping other hyperparameters the same as the multitask model.

Table 2 shows the performance on each of the tasks when using local magnitude rank pruning. We find that the multitask models (RP-9) perform well on the smaller datasets of RTE, CoLA, and STSB, outperforming the single-task baseline (RP-1) and coming close larger models from prior work which relied on a hyperparameter search for each task (Ben Noach and Goldberg, 2020). In contrast, we perform no hyperparameter tuning (beyond finding the best combinations in Section 3.1). These results collectively suggest that multitask-based pruning offers a way to effectively prune models for low-resourced tasks without extensive hyperparameter search.

Complementary to our approach of using multitask training is a set of methods in which a small number of additional task-specific parameters are directly embedded in the model, such as prefix embeddings (Keskar et al., 2019; Li and Liang, 2021), adapters (Houlsby et al., 2019), diff parameters (Guo et al., 2021), and LoRa layers (Hu et al., 2021), among others. These parameters and specialized toward a specific task and can cheaply provide additional benefits. Future work can explore incorporating these task-specific modules into (or after) the pruning process.

4 Conclusion

We explore multitask pruning, which aims to perform well on multiple tasks with a given parameter budget smaller than the size of single-task model. Using methods for both unstructured (element-wise) pruning and structured (rank) pruning strategies, we find that pruning with a multitask objective outperforms combining multiple models pruned separately on individual task objectives. Additionally, we find that pruning with a multitask objective (without additional hyperparameter tuning) can help further prune tasks with low-resource datasets. We hope that these lessons learned guide future work in compressing multitask models.
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