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Abstract

Machine Learning Inter-atomic Potentials (MLIPs) have become a common tool in use by computational chemists due to their combination of accuracy and speed. Yet, it is still not clear how well these tools behave at or near transitions states found in complex molecules. Here we investigate the applicability of MLIPs in evaluating the transition barrier of two, complex, molecular motor systems: a 1st generation Feringa motor \cite{1} and the 9c alkene 2nd generation Feringa motor \cite{2}. We compared paths generated with the Hierarchically Interacting Particle Neural Network (HIP-NN), the PM3 semi-empirical quantum method (SEQM), PM3 interfaced with HIP-NN (SEQM+HIP-NN), and Density Functional Theory calculations. We found that using SEQM+HIP-NN to generate cheap, realistic pathway guesses then refining the intermediates with DFT allowed us to cheaply find realistic reaction paths and energy barriers matching experiment, providing evidence that deep learning can be used for high precision computational tasks such as transition path sampling while also suggesting potential application to high throughput screening.
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Introduction

Since the awarding of the 2016 Nobel Prize in Chemistry, molecular motors and other molecular-mechanical devices have been a huge interest due to their application to nanomachinery and drug synthesis. In nature, common examples of molecular motors are found in the ATP synthase enzyme in cells that synthesize the energy molecule adenosine triphosphate via a rotary motion as well as the kinesin proteins that utilize molecular motors to “walk” along microtubules to transport cellular products. As such, studies of molecular motors, switches, gears, propellers and many more mechanical analogues on the nanoscale allow computational chemistry to inform related disciplines ranging from biology and medicine to nanorobotics. By computationally modeling the behavior of such mechanical molecules, tasks such as high throughput screening can be optimized for experimental application.

However, a fundamental problem in computational chemistry today is finding methods that model chemical properties while striking a reasonable balance between computational cost and accuracy. \textit{Ab initio} methods such as Coupled Cluster \cite{3,4} or Density Functional Theory (DFT) \cite{5} are popular choices for generating accurate solutions, but scale poorly in cost with increasing electron number. Alternatively, tight binding \cite{6,7} or semi-empirical quantum methods are more efficient that come at the cost of reduced accuracy or generality. These methods utilize empirical parameters fit to either experimental data or quantum calculations to reduce the number electrons in a given simulation. Although successful at accelerating molecular dynamics simulations, the methods often transfer poorly to accurately describing other systems. With recent advances in machine learning (ML) for scientific computing, chemists are now able to find more favorable compromises between accuracy and efficiency. ML models are capable of automatically constructing potentials with training times that scale linearly to datapoints. Please see recent review articles for more details \cite{8,9}.

The promise of ML in chemical modeling allows previously costly simulations of system dynamics to become far cheaper, opening the door for simulations of more complex systems. Transition path sampling focuses on accurately modeling the mechanisms by which molecular systems undergo rare transitions between stable states. Sampling can be done by identifying saddle points on the energy landscape and examining paths that cross these states. However with complex landscapes with many degrees of freedom, there may be far too many saddle points to examine, making the task of identifying important transition states too difficult and costly. Common sampling practice involves Monte Carlo shooting and shifting schemes \cite{10,11} that require only specifying endpoint states and constructing an ensemble of random walks weighted with appropriate probabilities so that probable transition states are explored more frequently. Due to the expensive nature of path sampling, it is of utmost importance to calculate atomic and molecular energies with high accuracy and low cost during the sampling process.

In this paper we examine the applicability of a variety of ML, semi-empirical, and full quantum models to correctly compute the transition state for two different molecular motor species. For the pure ML based approach, we use the newly developed
HIP-quad tensor architecture [15]. For the pure semi-empirical based approach, we utilize PM3 [16]. In addition, we also include the newly released ML modified semi-empirical method, SEQM+HIP-NN [17]. Finally, we utilize BP86/def2-XVP as implemented in ORCA as a reference DFT methodology. In Molecular Motors we discuss the specific molecular systems examined in this paper. In Methods we discuss the various methodologies used to determine transition barriers of the molecular motors. In Results we show how each of these methods compare at finding the transition barrier, compare the optimized geometries they find, and discuss the implications of these results.

Molecular Motors

1st Generation Motor

The 1st generation motors [1,18–20] rotate as a result of alternating photochemical and thermal stimuli. The photochemical steps enable the molecule to under go cis-trans isomerizations about the central carbon double bond, while the thermal steps cause helical inversion, preventing the molecule from reverse rotation. In the original molecule, four steps were required to undergo a full 360° rotation, with two photochemical steps stimulating cis-trans isomerizations and two thermal steps causing helical inversion [1]. These trajectories were non-linear in nature, with each side twisting out of the plane whenever they passed by each other. We modeled a related 1st generation motor shown in Fig. 1 with no experimental data published. In Molecular Motors we discuss the various geometries they find, and discuss the implications of these results.

2nd Generation Motor

As shown in Fig. 1, the 2nd generation molecular motors [21–24] have a rotating side that is symmetric about the carbon=carbon bond it rotates about. As such, energetic barriers were lowered for the transition, and modeling the rotation was reduced to a problem of only modeling a 180° rotation relative to the other side, because the exact same initial configuration was achieved after the molecule had passed through three of the four stimuli required to achieve a full rotation. The experimental barrier for the entire transition we modeled was recorded as 0.698 eV [2].

Methods

HIP-NN

HIP-NN is a neural network architecture capable of predicting molecular properties and energies. Molecules are passed in as a collection of atomic species and coordinates and HIP-NN creates a representation of each atom’s chemical environment in order to then make predictions on on-site layers and interaction layers (discussed below). HIP-NN obtains total energy \( E \) by considering the total energy of a molecule as an approximate sum of atomic energies \( \hat{E}_i \) over all atoms within the molecule:

\[
E = \sum_{i=1}^{N_{\text{at}} \text{atoms}} \hat{E}_i
\]

In this consideration, the atomic energy \( \hat{E}_i \) is composed of a sum of hierarchical energy terms (blue boxes in Fig. 1) of order \( n = 0 \) up to the number of interaction layers in the network \( N_{\text{interaction}} \) in the form:

\[
\hat{E}_i = \sum_{n=0}^{N_{\text{interaction}}} \hat{E}_i^n
\]

By tracking the relative \( \hat{E}_i^n \) magnitudes at each hierarchical level \( n \), HIP-NN is able to estimate the reliability of its predictions. Correct energy predictions will typically have rapidly decaying \( \hat{E}_i^n \) with increasing \( n \) in the network. If such decay is not observed (i.e. non-hierarchicality), HIP-NN is able to convey a lack of confidence in its energy prediction.

As a molecule pass through the network, each composite atom is represented by a set of features characterizing its environment in which a single feature of an atom can be represented as \( \hat{z}_{i,a}^l \), where \( i \) denotes layer, \( a \) denotes feature index, and \( l \) denotes feature index. Molecules enter the network and are subsequently one-hot encoded by atomic species which is represented by the 2-D array \( \hat{z}^l \). As the molecule representation passes through the network, on-site layers build features for each individual atom while interaction layers account for atom-atom interactions and pass information between atoms that fall within a certain locality.

On-site layers (red boxes in Fig. 1) act as operators on individual atoms’ features by taking in an atom’s features \( \hat{z}_{i,a}^l \) and outputting transformed features \( \hat{z}_{i,a}^{l+1} \) according to the rule:

\[
\hat{z}_{i,a}^{l+1} = f_l \sum_b W_{a,b} \hat{z}_{i,b}^l + B_a^l
\]

Here, \( f(x) \) is the softplus activation function \( \log(1+e^x) \), \( b \) is the atomic feature index in layer \( l \), \( a \) is the atomic feature index in
layer \( l + 1 \), \( W^l \) is a tensor of learnable parameters, and \( B^l \) is a bias vector of learnable parameters.

Interaction layers (green boxes in Fig. 1) also behave as operators with the additional function of passing information between nearby atoms. The coordinates of each atom in the molecule are used to encode the pairwise distances between nearby atoms. The coordinates of each atom in the molecule are used to encode the pairwise distances between nearby atoms. The coordinates of each atom in the molecule are used to encode the pairwise distances between nearby atoms. The coordinates of each atom in the molecule are used to encode the pairwise distances between nearby atoms. The coordinates of each atom in the molecule are used to encode the pairwise distances between nearby atoms.

Here, \( j \) refers to other atoms around atom \( i \) (green circles in Fig. 1) and \( v^l_{a,b}(r_{ij}) \) regulates the influence of a nearby atom \( j \) based on the pairwise distance \( r_{ij} \) from atom \( i \). This is done according to:

\[
v^l_{a,b}(r_{ij}) = \sum_j V_{v,a,b}^l s^l_j(r_{ij}) \tag{5}
\]

\( V_{v,a,b}^l \) are learnable parameters and \( s^l_j(r_{ij}) \) is a sensitivity function given by:

\[
s^l_j(r) = \exp[-\frac{(r^{-1} - \mu_v)^2}{2\sigma_{v,j}^2}] \varphi_{cut}(r) \tag{6}
\]

\( \mu_v \) and \( \sigma_{v,j} \) are additional learnable parameters while the smooth cutoff function \( \varphi_{cut}(r) \) is defined as:

\[
\varphi_{cut}(r) = \begin{cases} 
\cos^2\left(\frac{r}{2 R_{cut}}\right) & r_{ij} \leq R_{cut}, \\
0 & r_{ij} > R_{cut}.
\end{cases} \tag{7}
\]

After the molecule is processed throughout the entire HIP-NN structure, the hierarchical energy terms for each atom \( \hat{E}_i \) are summed to obtain individual energies for each atom \( \hat{E}_i \). In turn, total molecular energy \( E \) is obtained by summing atomic energies \( \hat{E}_i \) over each atom in the molecule.

**PM3**

For a semi-empirical model, we utilize the PM3 semi-empirical Hamiltonian [16] as implemented in the PYSEQM software package [26]. The PM3 method assumes that the total energy can be expressed in terms of electronic energy and nuclear energy. Electronic energy is in turn represented by one-electron core Hamiltonians that are parametrized, with each atomic element having a corresponding 18 parameters except for hydrogen which has 7 parameters. Nuclear energy is likewise parameterized. PM3 uses these core hamiltonians and the nuclear energy to then generate the complete Hamiltonian using SCF procedure. The PM3 method relies on obtaining optimal parameter sets by fitting these parameters to minimize reference functions describing the discrepancy between PM3 calculation of molecular properties and reference experimental results or even high-level \textit{ab initio} calculations.

**DFT**

For the DFT methodology we utilize the BP86 level of theory as implemented in the ORCA software package [27] in conjunction with the def2-XVP basis sets. The method uses Density Functional Theory in which one-electron Kohn-Sham equations are utilized alongside interelectronic interactions to model the electric behavior of the system by using electron density to construct effective potentials. BP86 then utilizes revised functionals to refine exchange and correlation energy approximations. Exchange energy utilizes gradient-based corrections to achieve an approximation with correct asymptotic potential in large systems using a one-parameter functional [28]. The correlation energy term is likewise obtained using a functional providing strong approximations to experimental results, while also extending robustly to slowly varying electron gas densities [29].

**SEQM + HIP-NN**

The PYSEQM module [26] interfaced with HIP-NN has proven to regularly surpass the energy prediction accuracy of HIP-NN on organic molecules. PYSEQM utilizes the HIP-NN architecture to generate dynamic parameters for a Hamiltonian that is then iteratively refined according to SCF procedure using the PM3 method to obtain a density matrix and final Hamiltonian which are then used to calculate electronic, nuclear, and correlation energy terms [17]. The entire model was trained via backpropagation through the structure against a subselction of the ANI-1x dataset [30] of Density Functional Theory calculations on small organic molecules.
**Path Generation**

Both molecules being studied achieved their motor function by rotating about the central carbon-carbon bond which behaved as an "axle". To define the state of the motors, we used this axle and two directly connected carbon atoms to compose a dihedral angle. The difference between the dihedral at the initial and final geometries was used to guide the molecule through its transition. If $C_i$ and $C_f$ are the set of coordinates of initial and final structures respectively, and $D(C)$ is the operator that returns the value of the dihedral angle for a set of coordinates, then

$$\theta_i = D(C_i)$$
$$\theta_f = D(C_f)$$
$$\Delta \theta = \theta_f - \theta_i$$

where $\theta_i$ and $\theta_f$ are the dihedral angles of the initial and final states respectively. The dihedral angles of intermediate states are subsequently generated by

$$\theta_{i+1} = \theta_i + \alpha \Delta \theta$$

such that if $I$ is the desired number of intermediates, $\alpha$ is

$$\alpha = (I + 1)^{-1}$$

Then if $C_i$ is defined as the set of coordinates composing an intermediate, then each subsequent set of coordinates $C_{i+1}$ is generated from the previous set $C_i$ by imposing the constraint that

$$D(C_{i+1}) = \theta_{i+1}$$

We used the trust region constrained optimization algorithms in the SciPy package alongside HIPNN and PYSEQM to find $C_{i+1}$ from $C_i$ by shifting $C_i$ to find a local energy minima that satisfies the dihedral constraint. Because PYSEQM and HIPNN are built with PyTorch, automatic differentiation enabled calculations of gradients of energy with respect to position. Conservative forces are defined by

$$F = -\nabla E$$

so whenever one of the model structures generated an energy prediction, the gradients of the energy with respect to positions allowed us to obtain forces behaving on each atom. The optimization algorithms used the jacobian to find minima on the energy landscape, physically translating to pushing atoms in the direction of the net forces acting on them.

In order to generate a path from scratch, we used the SEQM+HIP-NN model with two adjacent dihedral angle constraints to force the molecule through the transition while optimizing, then optimized each intermediate again with only the guiding dihedral angle held as a constraint.

After an initial trajectory was generated, we allowed the pure HIP-NN model and pure PM3 method optimize and evaluate the energy of the intermediates on the existing path. Additionally, we ran DFT constrained geometry optimization using the ORCA quantum chemistry package.

**Results and Discussion**

**Energy Surfaces**

Fig. 3 gives a comparison of HIPNN, PM3, SEQM+HIPNN, and DFT and their relative energy evaluations and optimizations. For the 1st generation molecular motor, each method identified approximately the same energetic saddle point at which the transition state occurred. Although HIP-NN was able to evaluate the endpoint state energies relatively accurately, it suffered when attempting to predict energies of intermediates. This suggests that for this molecule, HIP-NN is still unstable at evaluating non-equilibrium configurations. SEQM+HIP-NN generated a very continuous reaction path but failed to correctly evaluate the energy of the final state whereas the pure PM3 method more or less traced out the SEQM+HIP-NN energy profile until it attempted to optimize geometries past the transition state. The experimental activation energy for the original 1st generation motor in [1] was 1.14 eV and all four methods found paths with similar activation energies that are slightly lower than 1.14 eV as can be expected due to the omission of a third ring on each side of the molecule: HIP-NN peaked at 0.95 eV, SEQM+HIP-NN at 1.01 eV, PM3 at 0.86, and DFT at 0.98 eV.

The same procedure yielded very different results when applied to the 2nd generation molecular motor. DFT and the SEQM+HIP-NN model identified different dihedral angles than the HIP-NN model at which the transition state occurred. Each method also identified different barrier heights for the reaction, with the SEQM+HIPNN model identifying the lowest energy path for the transition. The experimental energetic barrier reported in [2] was 0.698 eV and the path optimized with DFT was closest with a barrier height of 0.662 eV. All four methods identified endpoints that were essentially the same energy as each other when allowed to converge the energy with unconstrained optimization. These initial and final endpoints had the same energy as a result of all three methods identifying an optimized final geometry that is a spatial reflection of the optimized initial geometry.

Generating an initial optimized path with the SEQM+HIP-NN model required between 2-5 hours of computation time on a single CPU node to generate 19 intermediates in addition to optimizing endpoint structures. HIP-NN required 30 minutes to optimize all structures on the generated path. For reference, pure PM3 took between 15-30 minutes per geometry and optimization jobs on ORCA required between 1-2 hours on a single node to optimize each geometry. An additional consideration is that PYSEQM has GPU capabilities that were not utilized for most of the study and considerably accelerated calculation times and SCF convergences. The energy surfaces of the transition paths generated with each method are displayed in Fig. 3 while visuals of the initial, final, and transition state geometries are given in Fig. 4.

**Path Differences**

Fig. 4 displays the differences between intermediates generated using each method by measuring the Root Mean Squared Distances between atoms in intermediates generated with each method. As Fig. 3 demonstrates, HIP-NN evaluates several
Figure 3: Energy profiles for geometries on initial trajectory of the 1st generation molecular motor and the 2nd generation motor optimized with dihedral angle at each intermediate.
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Figure 4: Top Row: 1st Generation Molecular Motor. Bottom Row: 2nd Generation Molecular Motor. Red atoms in each row indicate the atoms composing the dihedral angle which was used as the collective variable to guide the transition. Only the carbon backbone is shown; hydrogen atoms have been omitted for visualization purposes.
of its generated intermediates as having much higher energies than the other methods. However, Fig. 5 shows that the HIP-NN geometries don’t significantly differ from those generated with DFT relative to those generated with other methods. This suggests that HIP-NN is capable of generating realistic non-equilibrium geometries, but is poor at evaluating their energies. After the transition state is crossed, the RMSD spikes however. PM3 and SEQM+HIPNN both optimized to very similar geometries as shown by the RMSD plots in Fig 5 and the energy surfaces in Fig. 3, although after the transition state in the 1st generation motor the reaction paths began to diverge.

Conclusions

In the study of both molecular motors, reasonable transition paths with viable physical geometries were generated using ML methods that greatly accelerated computation time. As discussed, ORCA optimization jobs near an energy minima required 1-2 hours of computational time on a node using DFT calculations to optimize a geometry generated and optimized with the SEQM+HIP-NN model. HIP-NN required even less time (30 minutes), but suffered from poor accuracy in evaluating energies. On the contrary, the SEQM+HIP-NN structure achieved strong agreements with DFT in energy evaluations, particularly when modeling the transition path of the 1st generation motor. With the 2nd generation motor, SEQM+HIP-NN chose optimized intermediates that found the transition state at different dihedral angles while still achieving similar energy evaluations to DFT calculations. Particularly noteworthy is the fact that the activation energies discovered in both molecules reflected experimental results, indicating that the paths discovered were strong representations of what actually occurs on the molecular scale.

Albeit not perfectly matched to DFT calculations, SEQM+HIP-NN was able to find strong guesses for intermediates at cheap computational costs that could then be refined with ab initio calculations. As such, we have demonstrated that deep learning can be leveraged to accelerate high cost calculations while maintaining agreeable accuracy, even when applied to volatile tasks such as path sampling that can easily find unphysical geometries or destroy the molecule attempting to reach an endpoint state. Computational costs to generate a similar path with purely ab initio calculations can be avoided using the SEQM+HIP-NN model to quickly generate reasonable initial guesses and then refine with DFT. Probability-based sampling techniques such as Monte Carlo shooting and shifting schemes may be able to enhance this process by incorporating ML models such as HIP-NN or SEQM+HIP-NN into their explorations of high-dimensional search space; this is one of the many promising future steps forward.
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