CONFIDENCE DISC AND SQUARE FOR CAUCHY DISTRIBUTIONS
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Abstract. We will construct a confidence region of parameters for a sample of size $N$ from Cauchy distributed random variables. Although Cauchy distribution has two parameters, a location parameter $\mu \in \mathbb{R}$ and a scale parameter $\sigma > 0$, we will infer them at once by regarding them as a single complex parameter $\gamma := \mu + i\sigma$. The region should be a domain in the complex plane, and we will give a simple and concrete formula to give the region as a disc and a square.

1. Introduction

The Cauchy distribution is one of typical bell-shaped and stable laws that has a longer and flatter tail, which makes mathematical handling difficult. But for that reason, typical samples from the Cauchy distribution concentrate on its centre except for a few “outliers” so that there might be cases that to model in Cauchy distribution rather than Gaussian is preferable. From this point of view, in preceding articles [2, 3], we have investigated estimators for the parameters of Cauchy distributions from observations. They are point estimations. We are, however, in the present paper, concerned with an interval estimation, that is, to construct confidence regions. Confidence regions are not only practically often used but also relate to statistical hypothesis testing (see e.g., [15, §7.1.2]), so it goes without saying its statistical importance.

On the other hand, to our knowledge, no concrete regions for Cauchy distributions have been known, while few studies examined them. One of them is a paper by Haas, Bain and Antle [6] which is based on [7]. They discussed mainly the maximal likelihood estimators for Cauchy distributions and proposed confidence intervals for the location parameter $\mu$; but unfortunately, the explicit formula for the maximal likelihood estimator is known only for the case of sample sizes of 3 and 4, and furthermore, there is no algebraic closed-form formula for the case of sample size of 5. See [6] and [13]. If the explicit formula is not known, then, the Newton–Raphson method has often been used. Hinkley [8 (2.12)] gives confidence regions for the pair of the location and scale by using the maximal likelihood estimator. It is related to the likelihood ratio test, however, it is complicated, and we are hard to imagine the concrete shape of the region. Vrbik also obtained confidence
regions based on the maximal likelihood estimator. See also for related inference methods for Cauchy distributions.

We also would like to point out that, though it is certainly true those numerical simulations using a computer have been becoming an effective method for statistically testing or even constructing confidence intervals, it is not trivial to apply them for Cauchy distributions. To see it, we see, for example, a simple arithmetic mean of the Cauchy random variables still obeys the Cauchy distribution which is independent of the number of the sizes of samples: we emphasize here that to choose a simple and nice estimator for Cauchy distributions is non-trivial. Let us also mention that few unbiased estimators were known so far except, for instance, using MLEs or trimmed average which actually eliminates the outliers from the observations.

In this situation, we would like to propose in the present paper to take a geometric mean (see Remark for the terminology). There are several reasons why it is nicer than other quantities, but since this problem belongs to the theory of point estimation, we would not like to go in this direction further here. We point out here only that the geometric mean has enough high integrability, and is unbiased. See for some additional properties of the geometric mean. Also since the geometric mean is an exponential of the arithmetic mean of the logarithms, it is harmless to compute the quantity. We, however, note that the geometric mean \[ \prod_{j=1}^{N} \frac{X_j}{N} \] is a product of \( \frac{1}{N} \)-th power of (probably negative) observations. So we are naturally led to treating all the quantities as complex numbers. In particular, \( X^p \) \( (0 < |p| < 1) \) and \( \log X \) are all complex random variables. Therefore, we will gather some basic quantities—mainly expectations of such random variables—in Section 2.

It is well known that, if \( X \) obeys a Cauchy distribution, \( E[|X|^p] \) exists so that \( E[X^p] \) also exists for \( |p| < 1 \). The explicit formula of \( E[|X|^p] \) is given by [18, (3.0.3)]. However, the derivation of [18, (3.0.3)] is very complicated, so we will give another way of calculations of them along with \( E[X^p] \) in Section 2. They are rather simple and direct. We also would like to expect that, through these manipulations, it becomes clear that considering in the complex plane is not a technical restriction but an essential tool for the Cauchy distributions. In particular, we hope it will be natural to regard the location parameter \( \mu \) and the scale parameter \( \sigma > 0 \) of the Cauchy distribution as a single complex parameter \( \gamma = \mu + i\sigma \) but two distinct real parameters; note that this idea was executed by McCullagh [12]. Thus, our statistical inference for the parameters of Cauchy distributions will be actually a problem for a single complex parameter, that is, we guess naturally the location parameter and the scale parameter at once.

Then we will indeed show that a central limit theorem holds for the geometric mean (Lemma 3.3), and then modify it to fit it to derive our confidence region (Lemma 3.4) in the complex plane. It is a standard procedure. Finally, based on the central limit theorem we obtain the confidence region for the Cauchy parameters; as a disc in the complex plane (Theorem 3.5). We will conclude the paper by showing several numerical examples for our confidence disc in Section 4.
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2. Auxiliary quantities for Cauchy distribution

In this section, we will gather some basic quantities which will be used in the following sections. In the sequel of the paper, we will denote by $C(\mu, \sigma)$ a Cauchy distribution whose location parameter is $\mu \in \mathbb{R}$ and scale parameter is $\sigma > 0$. We also denote by $X \sim C(\mu, \sigma)$ a real valued random variable $X : \Omega \rightarrow \mathbb{R}$ when the push forward measure $P_X = P X^{-1}$ on $\mathbb{R}$ is $C(\mu, \sigma)$, where $(\Omega, \mathcal{F}, P)$ is a probability space that $X$ is defined on. The expectation of $X$ with respect to $P$ will be denoted by $\mathbb{E}[X]$.

For non-integer real number $p \in \mathbb{R}$, we almost surely define $X^p$ by $\exp(p \log X)$ as usual when $P(X = 0) = 0$. Here the logarithmic function $\log$ is defined on a Riemann surface $\{(z, \theta); z \in \mathbb{C}^*, \theta = \arg z\} \subset \mathbb{C}^* \times \mathbb{R}$, $\mathbb{C}^* := \mathbb{C} \setminus \{0\}$, that is, $\log : (z, \theta) \mapsto \log |z| + i\theta$ using the usual $\log : \mathbb{R}_+ \rightarrow \mathbb{R}$; $\log$ is a single-valued holomorphic function. We may simply write $\log z$ as a function on $\mathbb{C}^*$ for $\log(z, \arg z)$ if there is no confusion. In this case, we regard the logarithmic function has branches, that is, $\log z = \log |z| + (\arg z + 2k\pi)i$, $0 \leq \arg z < 2\pi$, $k \in \mathbb{Z}$, is a multivalued function on $\mathbb{C}^*$.

Remark 2.1. Since we have an option to take a branch of log, the values of $1^p$ and $(-1)^p$ may differ, for instance if $p = 1/3$,

| branch | $k = \ldots, -3, 0, 3, \ldots$ | $k = \ldots, -2, 1, 4, \ldots$ | $k = \ldots, -1, 2, 5, \ldots$ |
|--------|-------------------------------|-----------------------------|-------------------------------|
| $1^{1/3}$ | $e^{0\pi i} = 1$ | $e^{2/3\pi i} = -\frac{1}{2} + \frac{\sqrt{3}}{2}i$ | $e^{4/3\pi i} = -\frac{1}{2} - \frac{\sqrt{3}}{2}i$ |
| $(-1)^{1/3}$ | $e^{1/3\pi i} = \frac{1}{2} + \frac{\sqrt{3}}{2}i$ | $e^{\pi i} = -1$ | $e^{5/3\pi i} = \frac{1}{2} - \frac{\sqrt{3}}{2}i$ |

Note that, even if $x > 0$, $x^p$ may not be a real number but contains an imaginary part. It does not affect any result while we keep arbitrariness to choose a branch.

Let us emphasise that both $1^{1/3} = 1$ and $(-1)^{1/3} = -1$ never hold together at the same time. If we prefer $1^{1/3} = 1$ then $(-1)^{1/3}$ is no more real and if we prefer $(-1)^{1/3} = -1$ then $1^{1/3}$ becomes complex. Otherwise, neither $1^{1/3}$ nor $(-1)^{1/3}$ is real.

Hence, it is natural to handle complex valued random variables. For such a complex valued random variable $Z$, the expectation is defined as usual: $\mathbb{E}[Z] := \mathbb{E}[\text{Re}(Z)] + i\mathbb{E}[\text{Im}(Z)]$. We can also define a variance as a non-negative real number: $\text{Var}(Z) := \mathbb{E}[|Z - \mathbb{E}[Z]|^2] = \mathbb{E}[|Z|^2] - |\mathbb{E}[Z]|^2$. Moreover, we may define pseudo-variance $\text{PV}(Z) := \mathbb{E}[|Z - \mathbb{E}[Z]|^2] = \mathbb{E}[|Z|^2] - (\mathbb{E}[Z])^2$. If a complex random variable $Z$ satisfies (1) $\mathbb{E}[Z] = 0$, (2) $\text{Var}(Z) < \infty$ and (3) $\mathbb{E}[|Z|^2] = 0$, it is called proper. A proper random variable has a vanishing pseudo-variance. We set $\gamma := \mu + i\sigma$, and we also write $C(\gamma)$ in place of $C(\mu, \sigma)$.

Proposition 2.1. Let $f : \mathbb{C} \setminus \{0\} \rightarrow \mathbb{C}$ be holomorphic and sublinear growth, that is, $\lim_{R \rightarrow \infty} \frac{1}{R} \sup_{|z| = R} |f(z)| = 0$ and $\lim_{\varepsilon \rightarrow 0} \varepsilon \sup_{|z| = \varepsilon} |f(z)| = 0$. For $X \sim C(\gamma)$, we see that $\mathbb{E}[f(X)] = f(\gamma)$. In particular, the following hold:

1. $\mathbb{E}[X^p] = \gamma^p$ for $|p| < 1$;
\[(\log X)^p = (\log \gamma)^p \text{ for all } p \geq 0.\]

**Proof.** Note that the probability density function for Cauchy distribution is
\[(1) \quad p_\gamma(x) = \frac{\sigma}{\pi (x-\mu)^2 + \sigma^2} = \frac{1}{2\pi i} \left( \frac{1}{x-\gamma} - \frac{1}{x-\bar{\gamma}} \right).\]

Since \(\sigma > 0\), \(1/(z-\bar{\gamma})\) is holomorphic on the upper half plane. Therefore, the assertion follows immediately from Cauchy’s integral formula. \(\square\)

**Corollary 2.2.** If \(X_1, X_2, \ldots, X_N \sim C(\gamma), N \geq 2\), are independent, then
1. their geometric mean is an unbiased estimator for \(\gamma = \mu + i\sigma\), that is, \(\mathbb{E} \left[ \prod_{j=1}^N X_j^{1/N} \right] = \gamma;\)
2. \(\exp \left\{ \mathbb{E} \left[ \frac{1}{N} \sum_{j=1}^N \log X_j \right] \right\} = \gamma.\)

**Remark 2.2.** In this paper, we call \(\prod_{j=1}^N X_j^{1/N}\) the geometric mean. Note that \(\prod_{j=1}^N X_j^{1/N}\) is not equal to \(\left( \prod_{j=1}^N X_j \right)^{1/N}\) which may be usually referred to as the geometric mean.

**Corollary 2.3.** If \(X \sim C(\gamma)\), then
1. pseudo-variances \(\text{PV}(X^p) = 0\) \((0 < p < 1/2)\) and \(\text{PV}(\log X) = 0;\)
2. \(X^p - \gamma^p\) \((0 < p < 1/2)\) and \(\log X - \log \gamma\) are proper complex random variables.

**Proposition 2.4.** If \(X \sim C(\gamma)\) and \(|p| < 1\), then,
1. \(\mathbb{E}[X^p, X > 0] = \frac{\gamma^p - \bar{\gamma}^p}{1-e^{2\pi pi}} = |\gamma|^p \frac{\sin(p(\pi - \arg \gamma))}{\sin(p\pi)};\)
2. \(\mathbb{E}[|X|^p] = \frac{\gamma^p + (\bar{\gamma})^p}{1+e^{2\pi pi}} = |\gamma|^p \frac{\cos(p(\arg \gamma - \pi/2))}{\cos(p\pi/2)};\)
3. \(\mathbb{E}[\log |X|] = \log |\gamma|;\)
4. \(\mathbb{E}[(\log |X|)^2] = (\log |\gamma|)^2 + \arg \gamma(\pi - \arg \gamma);\)
5. \(\text{Var}(\log |X|) = \arg \gamma(\pi - \arg \gamma);\)
6. \(\text{Var}(\log X) = 2\text{Var}(\log |X|) = 2 \arg \gamma(\pi - \arg \gamma).\)

**Proof.** We will use the probability density of the Cauchy distribution in a form given by [1].

![Figure 1. Integral curve for \(\int_0^\infty\)](image)
First, we will compute an integration along a curve like Figure [1]. Using Cauchy’s integral formula and letting $R \to \infty$ and $\varepsilon \to 0$, we clearly get

$$\int_0^\infty x^p p_\gamma(x) \, dx + \int_0^\infty e^{2\pi i x} x^p p_\gamma(x) \, dx = \gamma^p - \tilde{\gamma}^p;$$

we note that two poles $\gamma$ and $\tilde{\gamma}$ stay on the same leaf but each segment in the left-hand side integrals stays on different leaves. Thus, we get (1):

$$\int_0^\infty x^p p_\gamma(x) \, dx = \frac{\gamma^p - \tilde{\gamma}^p}{1 - e^{2\pi i}} = |\gamma|^p \sin p(\arg\gamma - \pi) \sin p\pi.$$

Then, to compute (2), we first note that

$$\text{Var}(\log X) = \mathbb{E}[|X|^p] = \mathbb{E}[e^{p \log |X|}]$$

Similarly to (1), we get, by Cauchy’s integral formula again,

$$(1 - e^{2\pi i})\mathbb{E}[|X|^p] = \gamma^p - \tilde{\gamma}^p + (-\tilde{\gamma})^p - (-\gamma)^p.$$

Noting that with setting $\theta := \arg \gamma$,

$$\gamma^p + (-\tilde{\gamma})^p = |\gamma|(e^{i\theta} + e^{ip(\pi - \theta)})$$

and

$$\tilde{\gamma}^p + (-\gamma)^p = e^{ip\pi}(\gamma^p + (-\gamma)^p),$$

we finally have (2):

$$\mathbb{E}[|X|^p] = |\gamma| \frac{e^{i\theta} + e^{ip(\pi - \theta)}}{1 + e^{p\pi i}}.$$

Now, we note that $g(p) := \mathbb{E}[|X|^p] = \mathbb{E}[e^{p \log |X|}]$ is the moment generating function of $\log |X|$. We also note that $z \mapsto \alpha z$, $\alpha \in \mathbb{C}$ and $z \mapsto 1 + e^{\pi i}$ are holomorphic. Therefore, expanding them as

$$\alpha^p = 1 + (\log \alpha)p + \frac{1}{2!}(\log \alpha)^2 p^2 + \frac{1}{3!}(\log \alpha)^3 p^3 + \cdots,$$

$$\frac{1}{1 + e^{p\pi i}} = \frac{1}{2} - \frac{1}{4} \pi ip - \frac{1}{48} \pi^3 p^3 + \cdots,$$

allows us the following expansion:

$$g(p) = \frac{\gamma^p + (-\tilde{\gamma})^p}{1 + e^{p\pi i}} = 1 + \frac{1}{2}(\log \gamma + \log(-\tilde{\gamma}) - \pi i)p$$

$$+ \frac{1}{4}((\log \gamma)^2 + (\log(-\tilde{\gamma}))^2 - (\log \gamma + \log(-\tilde{\gamma}))\pi i)p^2 + \cdots,$$

so that $\log \gamma + \log(-\tilde{\gamma}) = \log(-\gamma^2) = 2 \log |\gamma| + \pi i$ and $g'(0) = \log |\gamma| = \mathbb{E}[\log |X|]$ provides (3). To show (4) is routine; letting $\gamma = |\gamma| e^{i\theta}$, $\log \gamma = \log |\gamma| + i\theta$ and $\log(-\gamma) = \log |\gamma| + i(\theta - \pi)$; $\log |\gamma| \in \mathbb{R}$. Since $g''(0) = (\log |\gamma|)^2 - \theta(\theta - \pi) = \mathbb{E}[(\log |X|)^2]$, (1) also follows.

To show (5), we first note that

$$\text{Var}(\log X) = \mathbb{E}[|\log X - \log \gamma|^2] = |\mathbb{E}[\log X]|^2 - \mathbb{E}[|\log X|^2] = |\mathbb{E}[\log X]|^2 - |\mathbb{E}[\log X]|^2 = \mathbb{E}[|\log X|^2] - |\log \gamma|^2$$

from the definition. Now we may fix a primary branch, that is, $\log X = \log |X| + 1_{\{X < 0\}} \pi i$. Hence, $|\log X|^2 = (\log |X|)^2 + 1_{\{X < 0\}} \pi^2$. Thus,$\mathbb{E}[|\log X|^2] = (\log |\gamma|)^2 + \arg \gamma (\pi - \arg \gamma) + \pi \arg \gamma$. Since $\log \gamma^2 = (\log |\gamma|^2 + (\arg \gamma)^2)$, we have the conclusion. □

For the geometric mean, we obtain explicit values of the covariances of the real and imaginary parts.
Proposition 2.5. If \( n \geq 3 \), then,
\[
\text{Var}(\text{Re}(X_1^{1/n} \cdots X_n^{1/n})) = \text{Var}(\text{Im}(X_1^{1/n} \cdots X_n^{1/n})) = \frac{r^2}{2} \left( \frac{\cos \left( \frac{(2 \arg \gamma - \pi)}{n} \right)}{\cos(\pi/n)} \right)^n - 1
\]
and
\[
\text{Cov} \left( \text{Re}(X_1^{1/n} \cdots X_n^{1/n}), \text{Im}(X_1^{1/n} \cdots X_n^{1/n}) \right) = 0.
\]

Proof. Let \( \mu := \text{Re}(\gamma) \) and \( \sigma := \text{Im}(\gamma) \). By the unbiasedness, we see that
\[
\text{Var}(\text{Re}(X_1^{1/n} \cdots X_n^{1/n})) = E \left[ \text{Re}(X_1^{1/n} \cdots X_n^{1/n})^2 \right] - \mu^2
\]
and
\[
\text{Var}(\text{Im}(X_1^{1/n} \cdots X_n^{1/n})) = E \left[ \text{Im}(X_1^{1/n} \cdots X_n^{1/n})^2 \right] - \sigma^2.
\]
Since \( X_1, \ldots, X_n \in \mathbb{R} \),
\[
\left( X_1^{1/n} \cdots X_n^{1/n} \right)^2 = (X_1^{1/n} X_1^{1/n}) \cdots (X_n^{1/n} X_n^{1/n}) = X_1^{2/n} \cdots X_n^{2/n}.
\]
Since
\[
\text{Re}(X_1^{1/n} \cdots X_n^{1/n})^2 - \text{Im}(X_1^{1/n} \cdots X_n^{1/n})^2 = \text{Re}(X_1^{2/n} \cdots X_n^{2/n}),
\]
we see that
\[
E[\text{Re}(X_1^{1/n} \cdots X_n^{1/n})^2] - E[\text{Im}(X_1^{1/n} \cdots X_n^{1/n})^2] = \mu^2 - \sigma^2.
\]
Hence,
\[
\text{Var}(\text{Re}(X_1^{1/n} \cdots X_n^{1/n})) = \text{Var}(\text{Im}(X_1^{1/n} \cdots X_n^{1/n})).
\]
By this and Proposition 2.4 (3), we see that \( \text{Var}(\text{Re}(X_1^{1/n} \cdots X_n^{1/n})) \) and \( \text{Var}(\text{Im}(X_1^{1/n} \cdots X_n^{1/n})) \) are both equal to \( \frac{r^2}{2} \left( \frac{\cos \left( \frac{(2 \arg \gamma - \pi)}{n} \right)}{\cos(\pi/n)} \right)^n - 1 \).
Since
\[
2\text{Re}(X_1^{1/n} \cdots X_n^{1/n})\text{Im}(X_1^{1/n} \cdots X_n^{1/n}) = \text{Im}(X_1^{2/n} \cdots X_n^{2/n}),
\]
we see that
\[
E \left[ \text{Re}(X_1^{1/n} \cdots X_n^{1/n})\text{Im}(X_1^{1/n} \cdots X_n^{1/n}) \right] = \mu \sigma.
\]

3. Central limit theorem and asymptotic confidence disc and square for geometric mean

To state a central limit theorem for the geometric mean of the Cauchy random variables, let us begin with recalling that a complex random variable \( Z_{0.1} \) is standard complex normal if \( \text{Re} Z_{0.1} \) and \( \text{Im} Z_{0.1} \) are independent, and both \( \text{Re} Z_{0.1} \) and \( \text{Im} Z_{0.1} \) obey \( N(0, 1/2) \). Now let us assume that \( X_1, X_2, \ldots \) are independent and identically distributed random variables with \( \mathbb{E}[X_1] = m \) whose real and imaginary parts have variance \( v/2 \) and covariance 0. Then, it holds that as \( n \to \infty \), \( Z_N = \left( \sum_{j=1}^{n} X_j \right) - nm / (\sqrt{Nv}) \) converge in law to the standard complex normal random variable (Example 2.18).

We already know from Corollary 2.3 that, if \( X \sim C(\gamma) \), \( \log X - \log \gamma \) is proper, that is, the real part and the imaginary part are independent and have a same distribution with mean 0. And we also have computed in Proposition 2.4 (1) that the variance of \( \log X \) is \( v \equiv 2 \arg \gamma (\pi - \arg \gamma) \).
Therefore, we get the following central limit theorem for the logarithms of the Cauchy random variables.

**Lemma 3.1.** Let $X_1, X_2, \ldots \sim C(\gamma)$ be independent. Then it holds that

$$\frac{\sqrt{N}}{\sqrt{v_\gamma}} \left( \frac{1}{N} \sum_{j=1}^{N} \log X_j - \log \gamma \right) \to Z_{0,1},$$

as $N \to \infty$ in law.

To get a central limit theorem for the geometric mean around $\gamma = \mu + i\sigma$, we need the following complex version of the delta-method [15, Theorem 1.12], for which the proof is omitted since it is straightforward.

**Lemma 3.2.** Let $X_1, X_2, \ldots$ and $Y$ be complex random variables satisfying

$$b_n(X_n - m) \to Y$$

as $n \to \infty$ in law, where $m \in \mathbb{C}$ and $\{b_n\}$ is a sequence of positive numbers with $b_n \to \infty$. Let $f : \mathbb{C} \to \mathbb{C}$ be a holomorphic function on a domain containing $m \in \mathbb{C}$, then

$$b_n[f(X_n) - f(m)] \to f'(m)Y$$

as $n \to \infty$ in law.

Applying the complex delta method for a complex function $f(z) := e^z$, we get the following version of the central limit theorem.

**Lemma 3.3.** Let $X_1, X_2, \ldots \sim C(\gamma)$ be independent. Then it holds that

$$\left( 2 \right) \quad \frac{\sqrt{N}}{\sqrt{v_\gamma}} \left( \prod_{j=1}^{N} X_j^{1/N} - \gamma \right) \to Z_{0,1},$$

as $N \to \infty$ in law.

Unfortunately Lemma 3.3 above could not be applied to get a confidence disc for Cauchy distributed random variables. We will derive the following variant of the central limit theorem.

**Lemma 3.4.** Let $X_1, X_2, \ldots \sim C(\gamma)$ be independent. Setting

$$P_N := \prod_{j=1}^{N} X_j^{1/N},$$

and

$$V_N := \frac{1}{N - 1} \sum_{j=1}^{N} \left| \log X_j \right|^2 - \left| \frac{1}{N} \sum_{j=1}^{N} \log X_j \right|^2,$$

which is an unbiased and consistent estimator for $v := \text{Var}(\log X_1) = 2 \arg \gamma (\pi - \arg \gamma)$, we have

$$\frac{\sqrt{N}}{\sqrt{V_N P_N}} (P_N - \gamma) \to Z_{0,1},$$

as $N \to \infty$ in law.
Proof. Since \( V_N \) converges to \( 2 \arg(\pi - \arg \gamma) \) and \( P_N \) converges to \( \gamma \) as \( N \to \infty \) in probability, Lemma 3.3 implies the conclusion. \( \square \)

Now we can state a formula for our asymptotic confidence disc.

**Theorem 3.5.** Let \( X_1, X_2, \ldots, X_N \) be independent Cauchy random variables with location \( \mu \in \mathbb{R} \) and scale \( \sigma > 0 \). Set \( P_N \) and \( V_N \) as in Lemma 3.4. Then, we have

\[
\lim_{N \to \infty} \mathbb{P} \left( \gamma \in B \left( P_N, \frac{\sqrt{V_N}}{\sqrt{N}} |P_N| \right) \right) = 1 - \alpha,
\]

for \( 0 < \alpha \leq 1 \), where \( R_\alpha = \sqrt{-\log \alpha} \) and \( B(p, r) \) denotes a disc in \( \mathbb{C} \) with centre \( p \) and radius \( r \).

**Proof.** We first note that \( \mathbb{P}(|Z_{0,1}| \leq \sqrt{-\log \alpha}) = 1 - \alpha \). Combining it with Lemma 3.4 asserts that

\[
\lim_{N \to \infty} \mathbb{P} \left( \left| \frac{\sqrt{N}}{\sqrt{V_N}P_N} (P_N - \gamma) \right| \leq R_\alpha \right) = 1 - \alpha,
\]

which immediately leads to the conclusion. \( \square \)

A similar argument enables us to derive an asymptotic confidence square that is slightly smaller than the disc.

**Corollary 3.6.** We denote by \( Q(p, r) \) a square in the complex plane whose centre is \( r \) and the length of one side is \( 2r \), namely, \( Q(p, r) = \{ p - r, p + r \} \times i \{ p - r, p + r \} \). Let \( \rho_\alpha \) be the upper \( \alpha \)-quantile of standard real normal distribution, that is,

\[
\int_{-\infty}^{\rho_\alpha} \frac{1}{\sqrt{2\pi}} \exp\left\{ -\frac{x^2}{2} \right\} dx = 1 - \alpha.
\]

Under same settings of Theorem 3.5 and \( \beta = \frac{1}{2} \sqrt{1 - \sqrt{1 - \alpha}} \), we have

\[
\lim_{N \to \infty} \mathbb{P} \left( \gamma \in Q \left( P_N, \frac{\sqrt{V_N}}{\sqrt{2N}} |P_N| \rho_\beta \right) \right) = 1 - \alpha.
\]

**Proof.** Recall that \( Z_{0,1} \) is rotation invariant in law, that is, for any complex number \( w \) with \( |w| = 1 \), \( Z_{0,1} \) and \( wZ_{0,1} \) share a same distribution. This fact guarantees that we may take an absolute value in the coefficient of (2), that is, we have

\[
\frac{\sqrt{N}}{\sqrt{V_N} |\gamma|} (P_N - \gamma) \to Z_{0,1}
\]

as \( N \to \infty \) in law. Therefore, a same argument with Lemma 3.4 leads

\[
\lim_{N \to \infty} \mathbb{P} \left( \gamma \in Q \left( P_N, \frac{\sqrt{V_N} |P_N|}{\sqrt{2N}} \rho_\beta \right) \right) = \mathbb{P} \left( Z_{0,1} \in Q \left( 0, \rho_\beta / \sqrt{2} \right) \right).
\]

Since \( \text{Re}(Z_{0,1}) \) and \( \text{Im}(Z_{0,1}) \) are independent, and obeys \( N(0, 1/2) \), the right-hand side equals to \( (1 - 2\beta)^2 = 1 - \alpha \). \( \square \)

We can apply the idea of Corollary 3.6 to get confidence intervals for \( \mu \) and \( \sigma \), respectively.
Corollary 3.7. Under the same settings of Corollary 3.2, we have

\[
\lim_{N \to \infty} P \left( \Re(P_N) - \frac{\sqrt{N}}{\sqrt{2N}} \rho_{\alpha/2} \leq \mu \leq \Re(P_N) + \frac{\sqrt{N}}{\sqrt{2N}} \rho_{\alpha/2} \right) = 1 - \alpha
\]

\[
\lim_{N \to \infty} P \left( \Im(P_N) - \frac{\sqrt{N}}{\sqrt{2N}} \rho_{\alpha/2} \leq \sigma \leq \Im(P_N) + \frac{\sqrt{N}}{\sqrt{2N}} \rho_{\alpha/2} \right) = 1 - \alpha
\]

\[
\text{Proof. Since we have } P(Z_{0.1} \in [-\rho_{\alpha/2}/\sqrt{2}, \rho_{\alpha/2}/\sqrt{2}] \times i\mathbb{R}) = 1 - \alpha, \text{ the results follow from the same computation with Corollary 3.2} \].

4. Numerical examples

In this section we will show several numerical examples of Theorem 3.5.

| centre        | log-variance | radius |
|---------------|--------------|--------|
| -0.067 + 0.968i | 5.271        | 0.124  |
| 0.028 + 0.985i  | 5.130        | 0.124  |
| -0.105 + 0.925i | 4.762        | 0.113  |
| 0.003 + 1.042i  | 4.683        | 0.125  |
| 0.024 + 0.962i  | 5.037        | 0.120  |
| -0.047 + 0.884i | 5.428        | 0.115  |
| 0.063 + 1.049i  | 4.710        | 0.127  |
| 0.038 + 1.002i  | 5.233        | 0.127  |
| 0.044 + 1.069i  | 4.947        | 0.132  |
| -0.027 + 1.083i | 4.966        | 0.134  |
| 0.124 + 1.091i  | 5.087        | 0.138  |

Figure 2. \( \mu = 0, \sigma = 1, N = 1000, \alpha = 0.05, 10 \) trials

4.1. \( \mu = 0, \sigma = 1, N = 1000, \alpha = 0.05, 10 \) trials. Figure 2 shows 10 confidence discs; each of the samples has of size 1,000. Namely, we generated samples of \( X_1^1, X_2^1, \ldots, X_{1000}^1, X_1^2, X_2^2, \ldots, X_{1000}^2, \ldots, X_1^{10}, X_2^{10}, \ldots, X_{1000}^{10} \sim C(0, 1) \). Then we computed the geometric mean \( P_{1000}^i := \prod_{j=1}^{1000} (X_j^i)^{1/1000} \) by the formula \( P_{1000}^i = \exp\{\frac{1}{1000} \sum_{j=1}^{1000} \log X_j^i\} \), and sample variance \( V_{1000}^i \) by (3). We drew 10 discs \( B^1, \ldots, B^{10} \) using these quantities and (4). A symbol \( \bullet \) indicates the true value \((\mu, \sigma) = (0, 1)\). Symbols \( \circ \) point the centre of the disc containing the true value, while \( \square \) is the point that fails.

4.2. \( \mu = 5, \sigma = 1, N = 1000, \alpha = 0.05, 10 \) trials. Figure 3 also shows the same size of trials and samples, but \( \mu = 5 \) and \( \sigma = 1 \) for larger true values; we fix \( \sigma = 1 \) to compare with Figure 2 easily. Note that, since \( \arg(5 + i) = \tan^{-1} \frac{1}{5} \approx 0.197 \), \( \text{Var}(\log X) \sim 1.162 \). Note that \( \text{Var}(\log X) \) is small if \( |\mu| \) is large but the radius of the confidence discs increases as \( |\mu| \) increases.

4.3. \( \mu = 0, \sigma = 1, N = 30, \alpha = 0.05, 1000 \) trials. Since the formula (4) to compute our confidence disc is based on a central limit theorem (Theorem 3.4), therefore, we may fail to guess the parameters if \( N \) is small. Figure 4 (omitting to draw circles) shows the case \( N = 30 \) with \( (\mu, \sigma) = (0, 1) \). In
this example, computed $\alpha = 0.05$, only 925 trials of 1,000 contain the true value.

4.4. Large $\mu$ and small $\sigma$. When $|\mu|$ is much larger than $\sigma$, all data may have the same sign. In such a case, there is a possibility that the geometric mean has the vanishing imaginary part so that we shall guess $\sigma$ as zero. Figure 5 shows such a case. One practical way to avoid the situation is to subtract a constant from each datum. It is clear that, putting $Y_i := X_i - c$, an estimate using $Y_i$’s plus $c$ is equal to that of $X_i$’s. We also emphasise that subtracting a constant may decrease the absolute value of the geometric mean so that our estimated discs may be smaller, i.e., we may improve the estimation. However, it is impossible to get a suitable constant to make

| centre     | log-variance | radius |
|------------|--------------|--------|
| 4.835 + 0.970i | 1.162        | 0.292  |
| 4.969 + 1.029i | 1.257        | 0.313  |
| 4.995 + 1.084i | 1.200        | 0.308  |
| 4.911 + 0.841i | 0.958        | 0.268  |
| 5.078 + 0.969i | 1.080        | 0.295  |
| 4.896 + 0.950i | 1.188        | 0.299  |
| 5.046 + 0.962i | 1.110        | 0.297  |
| 4.964 + 1.142i | 1.312        | 0.321  |
| 4.955 + 0.817i | 1.079        | 0.287  |
| 5.131 + 1.181i | 1.306        | 0.331  |
the data consist of both positive and negative values. Therefore, practically speaking, it may be a candidate to subtract the median \( \text{med}(X_1, \ldots, X_N) \) from all \( X_i \)'s. Then the data will consist of same numbers of positive and negative ones. Figure 6 shows the effect of such manipulations. Let us,

\[
\begin{array}{ccc}
\text{centre} & \text{log-variance} & \text{radius} \\
99.934 + 0.939i & 4.922 & 0.116 \\
100.026 + 1.052i & 4.597 & 0.125 \\
100.019 + 1.003i & 5.104 & 0.126 \\
99.906 + 0.999i & 4.628 & 0.119 \\
100.059 + 1.021i & 5.030 & 0.127 \\
100.062 + 0.942i & 5.007 & 0.117 \\
100.038 + 0.935i & 5.305 & 0.120 \\
100.007 + 0.970i & 4.982 & 0.120 \\
99.983 + 1.051i & 5.050 & 0.131 \\
100.020 + 1.008i & 5.057 & 0.126 \\
\end{array}
\]

**Figure 6.** Same data with Figure 5 with subtracting the median

however, mention that \( X_i - \text{med}(X_1, \ldots, X_N) \) are neither Cauchy nor independent though the central limit theorem may still hold. It seems difficult for us to get a suitable random variable to subtract from each datum. Figure 6 is shown just for convenience; we will not provide any detailed mathematically reasonable explanation for this sort of manipulations.

4.5. **Outlier and Gaussian estimation.** Here we deal with one-dimensional location-scale families and consider the estimation of the location when the scale is not known. It is common to assume the data are Gaussian distributed if the shape of the frequency forms a bell shape. But when the data have some outliers, using \( t \)-distributions may give an inappropriate confidence interval. But it should be noted that the Cauchy distribution often gives such “outliers” due to its heavy tail of the density so that we may expect that an inference that is applicable to the Cauchy distribution is more robust.

Here we show a numerical example, which consists of 10 samples; each of them contains 100 values from a standard normal distribution. Then we replace each 100th datum with “5” to mimic an outlier. Tables 1 and 2 below exhibit these differences. The left parts of those tables are the original data, and the right parts are the modified data containing the outliers.

Table 1 shows how such contamination varies the confidence intervals when we use the \( t \)-distribution with the degree of freedom 99, while Table 2 shows those by using Corollary 3.7. Here the AM and GM denote the arithmetic mean and the real part of the geometric mean, respectively.

It can be seen that the confidence intervals computed using Corollary 3.7 are not so affected by outliers.

4.6. **Remark about subtraction.** As we see in subsection 4.4 above, the manipulation of subtracting the median works well when the location is far from the origin. However, subtraction entails a delicate problem.
Let $\mu$ and $\sigma$ be the real and imaginary parts of $\gamma$. Consider

$$Z_N := Y_N + \prod_{i=1}^{N}(X_i - Y_N)^{1/N}.$$  

There is a sequence of random variable $Y_N$ such that $Y_N \to \mu$ a.s. and $Z_N$ in the above does not converge to $\gamma$ in probability as $N \to \infty$.

This occurs if we let $Y_N := X^{([N/2]+1)}$, where $\{X_1, \cdots, X_N\} = \{X^{(1)} \leq \cdots \leq X^{(N)}\}$ and $[r]$ denotes the integer part of $r \in \mathbb{R}$. In that case we see that $Z_N = Y_N$ and in particular $\text{Im}(Z_N) = 0$. $Y_N$ is the median of $\{X_1, \cdots, X_N\}$ if $N$ is odd. In the above subsection, we deal with the case that $N$ is even.

Let $I$ be a closed interval containing the location $\mu$ in its interior. Then,

$$\sup_{\theta \in I} \left| \theta + \prod_{j=1}^{N}(X_j - \theta)^{1/N} - \gamma \right| \geq \sigma.$$
Proposition 4.1. Let $I$ be a closed interval. Then,

$$
\left( \sup_{\theta \in I} \theta + \prod_{j=1}^{N} (X_j - \theta)^{1/N} - \gamma \right)_N
$$

is uniformly integrable.

Proof. Let $M := \max\{|\theta - \mu| : \theta \in I\}$. Then, for every $\theta \in I$,

$$
\left| \theta + \prod_{j=1}^{N} (X_j - \theta)^{1/N} - \gamma \right| \leq |\gamma| + M + \prod_{j=1}^{N} (|X_j - \mu| + M)^{1/N}.
$$

Hence,

$$
E \left[ \sup_{\theta \in I} \left| \theta + \prod_{j=1}^{N} (X_j - \theta)^{1/N} \right| \right] \leq M + E \left[ (|X_1 - \mu| + M)^{1/N} \right]_N.
$$

Since

$$
\lim_{N \to \infty} E \left[ (|X_1 - \mu| + M)^{1/N} \right]_N = \exp \left( E \left[ \log (|X_1 - \mu| + M) \right] \right),
$$

we see that

$$
\sup_{\theta \in I} E \left[ (|X_1 - \mu| + M)^{1/N} \right]_N < +\infty.
$$

On the other hand, if we let $Y_N := (X^{([N/2]+1)} + X^{([N/2])})/2$, then, for even number $N$, $Y_N$ is the median of $\{X_1, \ldots, X_N\}$, and by numerical computations, $Z_N$ approximates $\gamma$ well, and we conjecture that $\lim_{N \to \infty} Z_N = \gamma$, a.s. However, we do not have any proofs of it. We do not see why the case that $Y_N = X^{([N/2]+1)}$ is bad, but, on the other hand, the case that $Y_N = (X^{([N/2]+1)} + X^{([N/2])})/2$ is good, although $X^{([N/2]+1)}$ and $(X^{([N/2]+1)} + X^{([N/2])})/2$ are close to each other with high probability if $N$ is large.

One way to resolve this delicate issue is to consider the estimator

$$
\theta - \epsilon i + \prod_{j=1}^{N} (X_j - \theta + \epsilon i)^{1/N}
$$

for some $\epsilon > 0$. This is also an unbiased estimator of $\gamma$. This is easier to handle due to the following.

Proposition 4.2. Let $I$ be a closed interval. Then,

$$
\sup_{\theta \in I} \left| \theta - \epsilon i + \prod_{j=1}^{N} (X_j - \theta + \epsilon i)^{1/N} - \gamma \right|
$$
converges to 0 a.s. and in $L^1$ as $N \to \infty$.

Proof. The a.s. convergence follows from the uniform law of large numbers for $(\log(X_N - \theta + \epsilon i) - \log(\mu - \theta + (\sigma + \epsilon)i))_N$.

In the same manner as in the proof of Proposition 4.1 we can show that

$$\left(\sup_{\theta \in I} \left| \theta - \epsilon i + \prod_{j=1}^{N} (X_j - \theta + \epsilon i)^{1/N} - \gamma \right| \right)_N$$

is uniformly integrable. Thus, we see the $L^1$ convergence. □

There is also a problem in this resolution because there are many possibilities of $\epsilon > 0$, and we do not see which $\epsilon > 0$ should be taken. We do not delve into this issue in this paper.
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