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ABSTRACT

In the recent years, the penetration of photovoltaics (PV) has obviously been increased in unbalanced power distribution systems. Driven by this trend, comprehensive simulation tools are required to accurately analyze large-scale distribution systems with a fast-computational speed. In this paper, we propose an efficient method for performing time-series simulations for unbalanced power distribution systems with PV. Unlike the existing iterative methods, the proposed method is based on machine learning. Specifically, we propose a fast, reliable and accurate method for determining energy losses in distribution systems with PV. The proposed method is applied to a large-scale unbalanced distribution system (the IEEE 906 Bus European LV Test Feeder) with PV grid-connected units. The method is validated using OpenDSS software. The results demonstrate the high accuracy and computational performance of the proposed method.
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I. INTRODUCTION

The high increase in the demand for electricity has no longer been satisfied by the non-renewable energy sources [1]. The hybrid renewable energy system (e.g. solar and wind turbine) is one of the most employed renewable energy sources to fulfil the high energy demand, in addition to their friendly nature to the environment [2], [3]. The consumption of renewable energy sources has a positive impact on economic growth [4]. Estimation of losses in the distribution systems is affected by the fluctuated output power of renewable energy sources. The impact of photovoltaics (PV) fluctuation cannot be ignored due to its high capacity at the large power grids.

The impact of PV on the electrical distribution network can be analyzed by comparing the output of the system before and after connecting the PV source through different PV scenarios. The effect of PV on the losses and voltages is studied by using Digsilent power factory software [5]. The Digsilent power factory depends on making a balance between the load and the production of the PV system. When the generation of the PV is more than the load power, the excess power is migrated to the grid. On the other hand, when the load power is more than the PV generation, the excess power is fed by the grid.

In the literature, a day-ahead method for loss estimation depending on insufficient historical data mining is proposed in [6]. This method is based on creating a similar day matrix that is obtained using the statistical analysis of different weather conditions. The impact of the PV system in a low voltage network has been tested through three scenarios [7]. Based on this study, the penetration of the PV system should not exceed 50% with respect to the total load; otherwise, it will contribute to unbalancing voltage and high network losses. For achieving the lowest penetration of the PV, it should be allocated along with the feeders. The deviation in the maximum power point (MPP) in the grid-connected PV system occurs due to the loss factors that are caused by the various variations in frequency-voltage, irradiance, DC load, and solar cell characteristics [8]. Indeed, the level of penetration of the PV system greatly affects the system losses. In [9], three tests have been applied to different IEEE systems (13, 30 and 69 bus systems) with four different simulation cases. For reducing the losses, the PV system is placed at the bus that is containing the peak value rather than the average value. Implementing different PVs in the systems can contribute to increased energy losses and voltage fluctuation. In [10], the annual energy losses with variant generators are computed, and the impact of different types of DGs at energy losses is analyzed.

Several methods are used for power flow calculations in distribution systems, e.g. Newton Raphson and Gauss-Seidel methods, which are used for non-linear loss calculations [11]-[13]. A fast and accurate method for loss calculation in balanced distribution systems is discussed in [14], which is based on the machine learning techniques. The model is constructed using the Regression Tree technique for various generations of load profiles. Another machine learning method for state estimation of the system using neural methods is discussed...
in [15]. This method is applied to small-scale balanced distribution systems without renewable energy. In spite of the previous machine learning-based methods could overcome the computational burden of the iterative methods, they were applied to small systems.

Modern distribution systems require simulation algorithms for estimating energy losses with renewable energy sources, such as PV. In this paper, we propose a machine learning-based method for performing real-time simulations for unbalanced power distribution systems with PV. In our approach, the losses of the large scale systems have been calculated in a very short time and high accuracy using a neural network model. Unlike the existing iterative methods, the proposed method can deliver accurate results in a very short time. The proposed method is applied to a large-scale unbalanced distribution system (the IEEE 906 Bus European LV Test Feeder) with a PV grid-connected unit.

The rest of this paper is organized as follows. Section II explains the proposed methodology. Section III presents the results. Section IV concludes the paper and provides some lines of future work.

II. PROPOSED METHOD

A. Data Structure and Preparation

In the proposed method, machine learning algorithms are utilized to model the relationship between the input and its corresponding output. In our case, the inputs are active and reactive power profiles of all loads and PVs for the three-phases in the per-unit scale for different time instants.

The active and reactive power profiles for each phase are expressed by (1), and (2), respectively. The $P_{ph}$ matrix involves the values of active power of all PV units and loads for all time instants $\{t_1 \ldots t_n\}$ in phase $p h \in \{A, B, C\}$ of the distribution system. While the $Q_{ph}$ matrix involves the values of reactive power of all PV units and loads for all time instants $\{t_1 \ldots t_n\}$ in phase $p h \in \{A, B, C\}$ of the distribution system. $N_L$ and $N_P$ stand for the total numbers of loads and PV units in the distribution system, respectively.

On the other hand, the output of the machine learning algorithm is the power losses for all the branches of the distribution system. If we consider that the output is represented by a matrix $P_{L_{ph}}$ as expressed in (3), each element in this matrix ($P_{ph}$) represents the total system losses at time instant $t_n$ for phase $p h$ of the distribution system.

Note that a power flow tool is required to construct the output matrix $P_{L_{ph}}$ based on the input $P_{ph}$ and $Q_{ph}$ matrices. Indeed, there are available tools that can be used for loss calculations in distribution systems. The OpenDSS supports all frequency domains that relate to the smart grids with renewable energy systems. To validate our approach, we employed OpenDSS software [16] as a benchmark.

B. Constructing A Machine Learning Model

Indeed, there are many machine learning algorithms that can be utilized to model the energy losses in distribution systems, for example, regression trees, Gaussian processes, logistic regression, support vector machines, and XGBoost. In this paper, we use neural networks because it is simple to use, the availability of the neural network tools with graphical user interface (GUI), allowing reproducibility of the studied cases.

In short, neural networks could deal with complex systems, and so they are widely used in data modelling and statistical analysis [17]. The training process of the network is performed by adjusting the weights and biases until reaching the minimum threshold. The techniques of learning neural networks are based on minimizing errors between the output and the desired target. There are different learning techniques such as feed-forward backpropagation (where the errors are directed back to the network input until achieving the network goal) and cascade forward backpropagation.

Here, we describe the architecture of the neural network model while highlighting the way to train the model. For this purpose, Fig. 1 shows the utilized neural network model for the IEEE 906 Bus European LV Test Feeder. The model includes one hidden layer (10 neurons and one output layer). Note that the dimension of the input is 907, which represents the loads, and the output is the total system losses. We build the model using the feed-forward neural networks with initial parameters. The learning algorithm for training the network is the Levenberg Marquardarable (LM) algorithm [18], [19] that has high efficiency. In the training phase, the actual losses are compared with the model output until the network stopping goal is accomplished (maximum number of 300 epochs, minimum 5% gradient, 1e-3 goal error). If the set goal is not met, the weights and biases are updated with the learning machine rate until the error is equal or less than the set goal. We use the MATLAB Neural Network Toolbox to construct the neural network model.

![Fig. 1. The architecture of the neural network model (MATLAB 2014a, The MathWorks, Natick, 2014).](image-url)
C. Solution Steps

Fig. 2 shows the steps for loss estimation using a neural network model in distribution systems with PV. The model is constructed using a synthetic dataset (one-month dataset of loads and PV generation). Specifically, we generate the possible scenarios of loads (43200 load points with 15 minutes time step). Another option is to utilize the reliable forecasting models for PV proposed in [20], [21] to generate the datasets. The corresponding power losses of these datasetes are computed offline using OpenDSS. The input (load factors and PV power) and output data (power losses) of the OpenDSS are fed into the neural network to construct the model. Once the training process is completed, the model would be ready for solving the power losses for any input data rapidly and accurately without iterative processes employed in state-of-the-art methods. For testing the proposed model, we use a one-day dataset (1440 samples) at six different resolutions.

Specifically, the following steps are carried out for constructing the offline model and estimating the losses:

a) Read the data of the distribution system interconnected with PV.

b) Read the load and PV states for which the losses are required to be estimated.

c) Generate/read the synthetic dataset and use OpenDSS to calculate the corresponding power losses.

d) Train the neural network and save the model
   - Initialize and create a network model.
   - Train the created network with its parameters, where the input and the output are being compared until reaching the minimum value of error (5% threshold).

e) Call the model for estimating the losses.

f) The output of the network is simulated and compared to the OpenDSS output for assessing the accuracy of the proposed method.

g) Print the analytical and graphical results.

D. Evaluation Metrics

The efficacy of the proposed method is quantified by how close the estimated losses are to the exact ones calculated by OpenDSS. Here, different types of errors are computed:

- The mean square error (MSE) in which the average of the squared difference between the estimated and actual values of the power loss is measured by the following formula:

\[ \text{MSE}_{ph} = \frac{1}{L} \sum_{i=1}^{L} (Y_{ph,i}^n - Y_{ph,i}^e)^2 \quad \forall ph \in \{A, B, C\} \]

- The root means square error (RMSE), where the square root of the average of the squared values of the difference between the actual and the estimated values are calculated using the following formula:

\[ \text{RMSE}_{ph} = \sqrt{\frac{1}{L} \sum_{i=1}^{L} (X_{ph,i}^n - X_{ph,i}^e)^2} \quad \forall ph \in \{A, B, C\} \]

- The mean absolute error (MAE) where the average difference between the two methods is calculated using the following formula:

\[ \text{MAE}_{ph} = \frac{1}{L} \sum_{i=1}^{L} |X_{ph,i}^n - X_{ph,i}^e| \quad \forall ph \in \{A, B, C\} \]

- The mean absolute percentage error (MAPE) where the accuracy of the proposed method is expressed as a percentage defined by the following equation:

\[ \text{MAPE}_{ph} = \frac{1}{L} \sum_{i=1}^{L} \left| \frac{X_{ph,i}^n - X_{ph,i}^e}{X_{ph,i}^e} \right| \quad \forall ph \in \{A, B, C\} \]

- The sum of the squared error (SSE) which is the measure of the scale of variation between the two methods, given by the following equation:

\[ \text{SSE}_{ph} = \sum_{i=1}^{L} (X_{ph,i}^n - X_{ph,i}^e)^2 \quad \forall ph \in \{A, B, C\} \]

- The relative error (RE) which is provided by the following equation:

\[ \text{RE}_{ph} = \frac{1}{L} \sum_{i=1}^{L} \left| \frac{X_{ph,i}^e - X_{ph,i}^n}{X_{ph,i}^e} \right| \quad \forall ph \in \{A, B, C\} \]

All of these errors are calculated for the proposed method to evaluate its accuracy rate compared to the exact one. We have utilized different error formulae (4)-(9) to test the accuracy of the proposed method sufficiently.

III. Results and Discussion

A. Test System and Dataset

Here, the performance of the proposed method is tested for estimating the energy losses on the MATLAB environment. The results are implemented at Intel® Core™ i5-5200U CPU @ 2.20GHz, 4.00 GB RAM, and 64-bit Operating System. The IEEE European low voltage test feeder [22] with 907 bus and 50 Hz frequency (Fig. 3) is used to validate the accuracy and the computational efficiency of the proposed method. Two PV units are connected at busses 639 and 906, and 55 single-phase loads with different daily load shapes (1400 load points per minute step) are distributed along with the system.
To construct the offline loss model, we used a dataset of load and PV generation profiles that contains 43200 samples. For analyzing the performance of the proposed method, we have performed the following experiments:

- The power loss is analyzed for six different time resolutions for phases A, B and C, separately. The estimated losses are compared to the exact power loss of OpenDSS software.
- For accuracy validation, MSE, RMSE, MAE, MAPE, and SSE are calculated for all the three-phases.
- To highlight the computational efficiency of the proposed method, the execution time of the proposed method for estimating losses is computed and compared to the execution time of the exact approach.

**B. Performance Analysis**

The performance of the proposed method is compared to the exact iterative time-series power flow approach (OpenDSS) for phases A, B, and C. Specifically, we estimate the power loss profile for a day with six different time resolutions (1min, 5min, 10min, 15min, 30min and 1hr). For example, the numbers of samples in datasets for the day per 1 min and 1 hr are 1440 samples (24*60) and 24, respectively.

Table I, Table II and Table III summarize the values of MSE, RMSE, MAE, MAPE, and SSE for phases A, B, and C, respectively at the six resolutions. It is obvious that the values of all errors are very small with respect to the exact solutions of the losses. Further, they are low at 1h resolution (coarse resolution) while they are high at 1m resolution (finest resolution). The lowest value of MSE appeared at 1h resolution for phase A (6.1190e-07) while the largest value appears at 1m resolution for phase B (3.2222e-04). The same trend is noticed for
MAE, MAPE, and SSE. For the three phases, the RE values are less than 0.05. Note that for this test system, the estimated results of phase A are more accurate than those of phase B and C, but this is not a general rule for distribution systems.

C. Computational Performance of the Proposed Method

For a further description of the contribution of the proposed machine learning-based method, the execution times for solving the losses during the day with six resolutions are computed for the proposed method and exact method (OpenDSS). Table IV shows the computational times of the two methods. The execution time required for the OpenDSS is very long compared to the proposed method. For 1hr resolution, the OpenDSS takes approximately 1.5 sec while the proposed method takes only 0.02 seconds for obtaining the results. The execution time of OpenDSS is greatly increased with the data resolution, for example, in the case of 1min resolution, the OpenDSS takes around 41 sec. However, our proposed method takes less than 0.04 sec.

D. Comparison

To demonstrate the performance of the NN model, we compare it with a support vector regression (SVR) model. Table V, Table VI and Table VII show the MSE, RMSE, MAE, MAPE, SSE and RE values of the SVR model for phases A, B, and C, respectively at the six resolutions. For phase A, the SVR model achieves MMSE of 0.0028 and 3.3389e-04 with 1m and 1h resolutions, receptively. With phase B, it gives MSE of 0.0031 and 3.8189e-04 with 1m and 1h resolution, respectively. In the case of phase C, the SVR model gives a MSE less than 7e-04 with all resolutions. For the three phases, the RE values are less than 0.23, which are much higher than those of the NN model (RE values < 0.05).

In general, the comparison between the errors of the NN model shown in Tables I-III and the errors of the SVR model shown in Tables V-VII reveals that the NN model achieves prediction errors much lower than those of the SVR model. Therefore, it seems that the NN model is more suitable for this task.

### Table I. MSE, RMSE, MAE, MAPE, and SSE for Phases A by the Proposed Method

| Errors | 1min  | 5 min  | 10min | 15min | 30min | 1hr |
|--------|-------|--------|-------|-------|-------|-----|
| MSE    | 1.1678e-04 | 5.3016e-05 | 2.0496e-05 | 5.5643e-07 | 4.8525e-07 | 6.1190e-07 |
| RMSE   | 0.0108 | 0.0073  | 0.0045 | 7.4594e-04 | 6.9660e-04 | 7.8224e-04 |
| MAE    | 0.2661 | 0.0579  | 0.0390 | 0.0033 | 0.0017 | 0.0017 |
| MAPE   | 0.0305 | 0.0280  | 0.0243 | 0.0189 | 0.0180 | 0.0180 |
| SSE    | 0.1682 | 0.0153  | 0.0300 | 5.3417e-05 | 2.3292e-05 | 1.4686e-05 |
| RE     | 0.0262 | 0.0232  | 0.0234 | 0.0167 | 0.0166 | 0.0150 |

### Table II. MSE, RMSE, MAE, MAPE, and SSE for Phases B by the Proposed Method

| Errors | 1min  | 5 min  | 10min | 15min | 30min | 1hr |
|--------|-------|--------|-------|-------|-------|-----|
| MSE    | 3.2222e-04 | 2.0802e-04 | 1.9646e-04 | 1.7727e-06 | 1.5828e-06 | 1.2248e-06 |
| RMSE   | 0.0179 | 0.0144  | 0.0140 | 0.0048 | 0.0023 | 0.0024 |
| MAE    | 0.3525 | 0.1071  | 0.1071 | 0.0048 | 0.0025 | 0.0024 |
| MAPE   | 0.0504 | 0.0449  | 0.0416 | 0.0309 | 0.0295 | 0.0280 |
| SSE    | 0.4640 | 0.0599  | 0.0283 | 1.7018e-04 | 7.5975e-05 | 2.9395e-05 |
| RE     | 0.0435 | 0.0395  | 0.0348 | 0.0289 | 0.0276 | 0.0258 |

### Table III. MSE, RMSE, MAE, MAPE, and SSE for Phases C by the Proposed Method

| Errors | 1min  | 5 min  | 10min | 15min | 30min | 1hr |
|--------|-------|--------|-------|-------|-------|-----|
| MSE    | 2.2134e-04 | 1.457e-04 | 1.0609e-04 | 1.7281e-06 | 1.0019e-06 | 8.8531e-07 |
| RMSE   | 0.0149 | 0.0121  | 0.0103 | 0.0013 | 0.0010 | 9.4091e-04 |
| MAE    | 0.1639 | 0.1041  | 0.1040 | 0.0054 | 0.0025 | 0.0019 |
| MAPE   | 0.0482 | 0.0431  | 0.0388 | 0.0294 | 0.0262 | 0.0232 |
| SSE    | 0.3187 | 0.0420  | 0.0153 | 1.6590e-04 | 4.8089e-05 | 2.1248e-05 |
| RE     | 0.0421 | 0.0374  | 0.0338 | 0.0275 | 0.0243 | 0.0211 |

### Table IV. Computational Performance Of the Proposed Method (Time in Seconds)

| Method  | 1min  | 5min  | 10min | 15min | 30min | 1hr |
|---------|-------|-------|-------|-------|-------|-----|
| OpenDSS | 41.490263 | 7.521413 | 3.939896 | 2.685175 | 1.570552 | 1.40819 |
| NN phase A | 0.037296 | 0.018610 | 0.017173 | 0.016421 | 0.014474 | 0.02584 |
| NN phase B | 0.034559 | 0.014244 | 0.013253 | 0.011219 | 0.012274 | 0.02462 |
| NN phase C | 0.039015 | 0.014491 | 0.013141 | 0.010945 | 0.021032 | 0.02186 |
IV. Conclusion

In this paper, an efficient method has been proposed for performing time-series simulations for unbalanced power distribution systems with PV. Unlike the related iterative methods, our proposed method is based on machine learning algorithms. The proposed method has been applied to the IEEE 906 Bus European LV Test Feeder with PV grid-connected units. The proposed method is validated using OpenDSS software. The test of the proposed method has been carried out at six different resolution times (1hr, 30min, 15min, 10min, 5min, and 1min). When comparing between the trained model and OpenDSS, the calculated results have a strong matching. The calculation time required by the OpenDSS for computing losses is too long compared to the proposed method, especially at the high resolution (i.e. 1 min). The experimental results show that the NN model outperforms the SVR model for time-series simulations. The results demonstrate the effectiveness of the proposed method.

The main goal of this work is to show that the application of machine learning is a promising approach to estimate energy loss in large-scale distribution systems. So, the contribution of this work is to demonstrate the applicability this approach while not trying to choose the most proper machine learning technique. Further, we believe that the results of an efficient machine learning technique can yield acceptable results for this application. The future work will be directed to consider diverse renewable energy sources, such as wind turbine generating systems.

TABLE V. MSE, RMSE, MAE, MAPE, and SSE for Phases A by SVR

| Errors | 1min | 5min | 10min | 15min | 30min | 1hr   |
|--------|------|------|-------|-------|-------|-------|
| MSE    | 0.0028 | 0.0014 | 0.0017 | 6.3287e-04 | 8.3239e-04 | 3.3839e-04 |
| RMSE   | 0.0533 | 0.0370 | 0.0415 | 0.0252 | 0.0289 | 0.0183 |
| MAE    | 1.1800 | 0.4249 | 0.4249 | 0.1630 | 0.1626 | 0.0548 |
| MAPE   | 0.2061 | 0.1841 | 0.1747 | 0.1528 | 0.1526 | 0.1532 |
| SSE    | 4.0875 | 0.3936 | 0.2480 | 0.0608 | 0.0400 | 0.0080 |
| RE     | 0.1173 | 0.0988 | 0.0801 | 0.0927 | 0.0932 | 0.0607 |

TABLE VI. MSE, RMSE, MAE, MAPE, and SSE for Phases B by SVR

| Errors | 1min | 5min | 10min | 15min | 30min | 1hr   |
|--------|------|------|-------|-------|-------|-------|
| MSE    | 0.0031 | 0.0012 | 8.4249e-04 | 0.0010 | 4.1261e-04 | 3.8189e-04 |
| RMSE   | 0.0555 | 0.0346 | 0.0290 | 0.0324 | 0.0203 | 0.0195 |
| MAE    | 1.1540 | 0.2367 | 0.2064 | 0.2218 | 0.0800 | 0.0546 |
| MAPE   | 0.3222 | 0.2917 | 0.2705 | 0.2671 | 0.2374 | 0.2053 |
| SSE    | 4.4408 | 0.3455 | 0.1213 | 0.1008 | 0.0198 | 0.0092 |
| RE     | 0.2206 | 0.1858 | 0.1603 | 0.1526 | 0.0892 | 0.0082 |

TABLE VII. MSE, RMSE, MAE, MAPE, and SSE for Phases C by SVR

| Errors | 1min | 5min | 10min | 15min | 30min | 1hr   |
|--------|------|------|-------|-------|-------|-------|
| MSE    | 6.6348e-04 | 4.1257e-04 | 5.1903e-04 | 3.0905e-04 | 3.3014e-04 | 2.4974e-04 |
| RMSE   | 0.0258 | 0.0203 | 0.0228 | 0.0176 | 0.0182 | 0.0158 |
| MAE    | 0.5486 | 0.1541 | 0.1541 | 0.0636 | 0.0635 | 0.0355 |
| MAPE   | 0.2707 | 0.2502 | 0.2382 | 0.2292 | 0.2235 | 0.2385 |
| SSE    | 0.9554 | 0.1188 | 0.0747 | 0.0297 | 0.0158 | 0.0060 |
| RE     | 0.2129 | 0.1986 | 0.1900 | 0.1885 | 0.1839 | 0.1884 |
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