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Abstract

We present two new combinatorial tools for the design of parameterized algorithms. The first is a simple linear time randomized algorithm that given as input a $d$-degenerate graph $G$ and an integer $k$, outputs an independent set $Y$, such that for every independent set $X$ in $G$ of size at most $k$, the probability that $X$ is a subset of $Y$ is at least $\left( \frac{(d+1)^k}{k} \cdot k(d+1) \right)^{-1}$. The second is a new (deterministic) polynomial time graph sparsification procedure that given a graph $G$, a set $T = \{ \{s_1, t_1\}, \{s_2, t_2\}, \ldots, \{s_\ell, t_\ell\} \}$ of terminal pairs and an integer $k$, returns an induced subgraph $G^*$ of $G$ that maintains all the inclusion minimal multicuts of $G$ of size at most $k$, and does not contain any $(k + 2)$-vertex connected set of size $2^{O(k)}$. In particular, $G^*$ excludes a clique of size $2^{O(k)}$ as a topological minor. Put together, our new tools yield new randomized fixed parameter tractable (FPT) algorithms for Stable s-t Sep- arator, Stable Odd Cycle Transversal and Stable Multicut on general graphs, and for Stable Directed Feedback Vertex Set on $d$-degenerate graphs, resolving two problems left open by Marx et al. [ACM Transactions on Algorithms, 2013]. All of our algorithms can be derandomized at the cost of a small overhead in the running time.
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1 Introduction

We present two new combinatorial tools for designing parameterized algorithms. The first is a simple linear time randomized algorithm that given as input a $d$-degenerate graph $G$ and an integer $k$, outputs an independent set $Y$, such that for every independent set $X$ in $G$ of size at most $k$, the probability that $X$ is a subset of $Y$ is at least \( \left( \binom{k(d+1)}{k} \cdot k(d+1) \right)^{-1} \). Here, an independent set in a graph $G$ is a vertex set $X$ such that no two vertices in $X$ are connected by an edge, and the degeneracy of an $n$-vertex graph $G$ is the minimum integer $d$ such that there exists an ordering $\sigma : V(G) \to \{1, \ldots, n\}$ such that every vertex $v$ has at most $d$ neighbors $u$ with $\sigma(u) > \sigma(v)$. Such an ordering $\sigma$ is called a $d$-degeneracy sequence of $G$. We say that a graph is $d$-degenerate, if $G$ has a $d$-degeneracy sequence. More concretely, we prove the following result.

**Lemma 1.1.** There exists a linear time randomized algorithm that given as input a $d$-degenerate graph $G$ and an integer $k$, outputs an independent set $Y$, such that for every independent set $X$ in $G$ of size at most $k$ the probability that $X$ is a subset of $Y$ is at least \( \left( \binom{k(d+1)}{k} \cdot k(d+1) \right)^{-1} \).

**Proof.** Given $G$, $k$ and a $d$-degeneracy sequence $\sigma$ of $G$ the algorithm sets $p = \frac{1}{d+1}$ and colors the vertices of $G$ black or white independently with the following probability: a vertex gets color black with probability $p$ and white with probability $1 - p$. The algorithm then constructs the set $Y$ which contains every vertex $v$ that is colored black and all the neighbors $u$ of $v$ with $\sigma(u) > \sigma(v)$ are colored white. We first show that $Y$ is an independent set. Suppose not. Let $u, v \in Y$, such that $\sigma(u) < \sigma(v)$ and $uv \in E(G)$. Since $u \in Y$, $v$ has to be colored white. This contradicts that $v \in Y$ because every vertex in $Y$ is colored black.

We now give a lower bound on the probability with which a given independent set $X$ of size at most $k$ is contained in $Y$. Define $Z$ to be the set of vertices $u$ such that $u$ has a neighbor $x \in X$ with $\sigma(x) < \sigma(u)$. Since every $x \in X$ has at most $d$ neighbors $u$ with $\sigma(x) < \sigma(u)$, it follows that $|Z| \leq kd$. Observe that $X \subseteq Y$ precisely when all the vertices in $X$ are colored black and all the vertices in $Z$ are colored white. This happens with probability

\[
p^{|X|}(1-p)^{|Z|} \geq \left( \frac{k}{k(d+1)} \right)^k \cdot \left( \frac{kd}{k(d+1)} \right)^{kd} \geq \left( \binom{(d+1)k}{k} \cdot k(d+1) \right)^{-1}.
\]

Here, the last inequality follows from the fact that binomial distributions are centered around their expectation. This concludes the proof. \( \square \)

Lemma 1.1 allows us to reduce many problems with an independence constraint to the same problem without the independence requirement. For an example, consider the following four well-studied problems:

- **Minimum $s$-$t$ Separator:** Here, the input is a graph $G$, an integer $k$ and two vertices $s$ and $t$, and the task is to find a set $S$ of at most $k$ vertices such that $s$ and $t$ are in distinct connected components of $G - S$. This is a classic problem solvable in polynomial time [14, 41].
- **Odd Cycle Transversal:** Here, the input is a graph $G$ and an integer $k$, and the task is to find a set $S$ of at most $k$ vertices such that $G - S$ is bipartite. This problem is $\text{NP}$-complete [7] and has numerous fixed-parameter tractable ($\text{FPT}$) algorithms [39, 24]. For all our purposes, the $O(4^k \cdot k^{O(1)} \cdot (n + m))$ time algorithms of Iwata et al. [18] and Ramamujan and Saurabh [38] are the most relevant.
• **Multicut:** Here, the input is a graph $G$, a set $T = \{\{s_1, t_1\}, \{s_2, t_2\}, \ldots, \{s_\ell, t_\ell\}\}$ of terminal pairs and an integer $k$, and the task is to find a set $S$ on at most $k$ vertices such that for every $i \leq \ell$, $s_i$ and $t_i$ are in distinct connected components of $G - S$. Such a set $S$ is called a multicut of $T$ in $G$. This problem is NP-complete even for 3 terminal pairs, that is, when $\ell = 3$ [10], but it is FPT [2, 32] parameterized by $k$, admitting an algorithm [27] with running time $2^{O(k^2)} \cdot mn \log n$.

• **Directed Feedback Vertex Set:** Here, the input is a directed graph $D$ and an integer $k$, and the task is to find a set $S$ on at most $k$ vertices such that $D - S$ is acyclic. This problem is also NP-complete [19] and FPT [4] parameterized by $k$, admitting an algorithm [27] with running time $O(k! \cdot 4^k \cdot k^3 \cdot (n + m))$.

In the “stable” versions of all of the above-mentioned problems, the solution set $S$ is required to be an independent set$^1$. Fernau [11] posed as an open problem whether Stable Odd Cycle Transversal is FPT. This problem was resolved by Marx et al. [31], who gave FPT algorithms for Stable $s$-$t$ Separator running in time $2^{2^{O(1)}} \cdot (n + m)$ and Stable Odd Cycle Transversal running in time $2^{2^{O(1)}} \cdot (n + m) + O(3^k \cdot nm)$. Here, the $O(3^k \cdot nm)$ term in the running time comes from a direct invocation of the algorithm of Reed et al. [39] for Odd Cycle Transversal. Furthermore, Marx et al. [31] gave an algorithm for Stable Multicut with running time $f(k, |T|) (n + m)$ for some function $f$. They posed as open problems, the problem of determining whether there exists an FPT algorithm for Stable Multicut parameterized by $k$ only, and the problem of determining whether there exists an FPT algorithm for Stable Odd Cycle Transversal with running time $2^{k^{O(1)}} \cdot (n + m)$.

Subsequently, algorithms for Odd Cycle Transversal with running time $4^k k^{O(1)} \cdot (n + m)$ were found, independently by Iwata et al. [18] and Ramanujan and Saurabh [38]. Replacing the call to the algorithm of Reed et al. [39] in the algorithm of Marx et al. [31] for Odd Cycle Transversal by any of the two $4^k \cdot k^{O(1)} \cdot (n + m)$ time algorithms for Odd Cycle Transversal yields a $2^{4^{k^{O(1)}}} \cdot (n + m)$ time algorithm for Stable Odd Cycle Transversal. However, obtaining a $2^{k^{O(1)}} (n + m)$ time algorithm still a remained open problem.

Using Lemma 1.1, we directly obtain randomized FPT algorithms for Stable $s$-$t$ Separator, Stable Odd Cycle Transversal, Stable Multicut and Stable Directed Feedback Vertex Set on $d$-degenerate graphs. It is sufficient to apply Lemma 1.1 to obtain an independent set $Y$ containing the solution $S$, and then run the algorithms for the non-stable version of the problem where all vertices in $V(G) \setminus Y$ are not allowed to go into the solution. For all of the above-mentioned problems, the existing algorithms can easily be made to work even in the setting where some vertices are not allowed to go into the solution.

Lemma 1.1 only applies to graphs of bounded degeneracy. Even though the class of graphs of bounded degeneracy is quite rich (it includes planar graphs, and more generally all graphs excluding a topological minor) it is natural to ask whether Lemma 1.1 could be generalized to work for all graphs. However, if $G$ consists of $k$ disjoint cliques of size $n/k$ each, the best success probability one can hope for is $(k/n)^k$, which is too low to be useful for FPT algorithms.

At a glance the applicability of Lemma 1.1 seems to be limited to problems on graphs of bounded degeneracy. However, there already exist powerful tools in the literature to reduce certain problems on general input graphs to special classes. For us, the treewidth reduction of Marx et al. [31] is particularly relevant, since a direct application of their main theorem reduces Stable $s$-$t$ Separator and Stable Odd Cycle Transversal to the same problems on graphs of bounded treewidth. Since graphs of bounded treewidth have bounded degeneracy, we

---

$^1$Independent sets are sometimes called stable sets in the literature. In this paper we stick to independent sets, except for problem names, which are inherited from Marx et al. [31].
may now apply our algorithms for bounded degeneracy graphs, obtaining new FPT algorithms for Stable $s$-$t$ Separator and Stable Odd Cycle Transversal on general graphs. Our algorithms have running time $2^{k^\Theta(1)} \cdot (n + m)$, thus resolving, in the affirmative, one of the open problems of Marx et al. [31].

One of the reasons that the parameterized complexity of Stable Multicut parameterized by the solution size was left open by Marx et al. [31] was that their treewidth reduction does not apply to multi-terminal cut problems when the number of terminals is unbounded. Our second main contribution is a graph sparsification procedure that works for such multi-terminal cut problems. Given a graph $G$ and a set $T$ of terminal pairs, a multicut $S$ of $T$ in $G$ is called a minimal multicut of $T$ in $G$ if no proper subset of $S$ is a multicut of $T$ in $G$. A vertex set $X$ in $G$ is vertex-$k$-connected (or just $k$-connected) if, for every pair $u, v$ of vertices in $X$, there are $k$ internally vertex disjoint paths from $u$ to $v$ in $G$.

**Theorem 1.** There exists a polynomial time algorithm that given a graph $G$, a set $T = \{\{s_1, t_1\}, \{s_2, t_2\}, \ldots, \{s_\ell, t_\ell\}\}$ of terminal pairs and an integer $k$, returns an induced subgraph $G^*$ of $G$ and a subset $T^*$ of $T$ which have the following properties.

- every minimal multicut of $T$ in $G$ of size at most $k$ is a minimal multicut of $T^*$ in $G^*$,
- every minimal multicut of $T^*$ in $G^*$ of size at most $k$ is a minimal multicut of $T$ in $G$,
- $G^*$ does not contain a $(k + 2)$-connected set of size $O(64^k \cdot k^2)$.

We remark that excluding a $(k + 2)$-connected set of size $O(64^k \cdot k^2)$ implies that $G^*$ excludes a clique of size $O(64^k \cdot k^2)$ as a topological minor. In fact, the property of excluding a large $(k + 2)$-connected set puts considerable extra restrictions on the graph, on top of being topological minor free, as there exist planar graphs that contain arbitrarily large $(k + 2)$-connected sets.

The proof of Theorem 1 uses the irrelevant vertex technique of Robertson and Seymour [40], however, instead of topological arguments for finding an irrelevant vertex we rely on a careful case distinction based on cut-flow duality together with counting arguments based on important separators.

Theorem 1 reduces the Stable Multicut problem on general graphs to graphs excluding a clique of size $2^{\Theta(k)}$ as a topological minor. Since such graphs have bounded degeneracy [1, 20], our algorithm for Stable Multicut on graphs of bounded degeneracy yields an FPT algorithm for the problem on general graphs, resolving the second open problem posed by Marx et al. [31].

We remark that a sparsification for directed graphs similar to Theorem 1 powerful enough to handle Directed Feedback Vertex Set is unlikely, since Stable Directed Feedback Vertex Set on general graphs is known to be W[1]-hard [34], while our algorithm works on digraphs where the underlying undirected graph has bounded degeneracy.

The algorithms based on Lemma 1.1 are randomized, however they can be derandomized using a new combinatorial object that we call $k$-independence covering families, that may be of independent interest. We call an independent set of size at most $k$ a $k$-independent set, and we call a family of independent sets an independent family. An independent family $\mathcal{F}$ covers all $k$-independent sets of $G$, if for every $k$-independent set $X$ in $G$ there exists an independent set $Y \in \mathcal{F}$ such that $X \subseteq Y$. In this case, we call $\mathcal{F}$ a $k$-independence covering family. An algorithm based on Lemma 1.1 can be made deterministic by first constructing a $k$-independence covering family $\mathcal{F}$, and then looping over all sets $Y \in \mathcal{F}$ instead of repeatedly drawing $Y$ at random using Lemma 1.1.

Since a graph $G$ contains at most $n^k$ independent sets of size at most $k$, drawing $O((k^{(d+1)}) \cdot kd \log n)$ sets using Lemma 1.1 and inserting them into $\mathcal{F}$ will result in a $k$-independence covering family with probability at least $1/2$. Hence, for every $d$ and $k$, every graph $G$ on $n$ vertices of
degeneracy at most \( d \) has a \( k \)-independence covering family of size at most \( \mathcal{O}(\binom{k(d+1)}{k} \cdot kd \cdot \log n) \).

By direct applications of existing pseudo-random constructions (of lopsided universal sets [13] and perfect hash families [15]) we show that given a graph \( G \) of degeneracy \( d \) and integer \( k \) one can construct a \( k \)-independence covering family of size not much larger than \( \mathcal{O}(\binom{k(d+1)}{k} \cdot kd \cdot \log n) \) in time roughly proportionate to its size.

Additionally, we give an efficient construction of \( k \)-independence covering families of size at most \( f(k)n \) for nowhere dense class of graphs [35, 36], based on low treedepth colorings of such graphs. This construction immediately yields FPT algorithms for the considered problems on nowhere dense classes of graphs.

1.1 Proof sketch for Theorem 1.

Towards the proof of Theorem 1, we describe an algorithm that given \( G \), the set \( T \) of terminal pairs, an integer \( k \) and a \((k+2)\)-connected set \( W \) of size at least \( 64^k+1 \cdot (k+2)^2 \), computes a vertex \( v \) that does not appear in any minimal multicut of size at most \( k+1 \). One can show that such a vertex \( v \) is irrelevant in the sense that \( G \) has exactly the same family of minimal multicut of size at most \( k \) as the graph \( G - v \) with the terminal set \( T' = \{ \{s_i, t_i\} \in T : v \notin \{s_i, t_i\} \} \). The proof of Theorem 1 then follows by repeatedly removing irrelevant vertices, until \( |W| \leq 64^{k+1} \cdot (k+2)^2 \).

Degree 1 Terminals Assumption. In order to identify an irrelevant vertex it is helpful to assume that every terminal \( s_i \) or \( t_i \) has degree 1 in \( G \), and that no vertex in \( G \) appears in more than one terminal pair. To justify this assumption one can, for every pair \( \{s_i, t_i\} \in T \), add \( k+2 \) new degree 1 vertices \( s_i^1, s_i^2, \ldots, s_i^{k+2} \) and make them adjacent to \( s_i \), and \( k+2 \) new degree 1 vertices \( t_i^1, t_i^2, \ldots, t_i^{k+2} \) and make them adjacent to \( t_i \). Call the resulting graph \( G' \), and make a terminal pair set \( T' \) from \( T \) by inserting for every pair \( \{s_i, t_i\} \in T \) the set \( \{\{s_i^j, t_i^j\} : 1 \leq j \leq k+2\} \) into \( T' \). It is clear that the set of (minimal) multicuts of \( T' \) in \( G' \) of size at most \( k+1 \) is the same as the set of (minimal) multicuts of \( T \) in \( G \) of size at most \( k+1 \).

Detecting Irrelevant Vertices. In order to identify an irrelevant vertex we investigate the properties of all vertices \( v \in W \) for which there exists a minimal multicut of size at most \( k+1 \) containing \( v \). We will call such vertices relevant. Let \( v \in W \) be a relevant vertex and let \( S \) be a minimal multicut of size at most \( k+1 \) containing \( v \). Since \( W \) is a \((k+2)\)-connected set and \( |S| \leq k+1 \), \( W \setminus S \) is contained in some connected component \( C \) of \( G - S \). Since \( S \) is a multicut we also have that \( S \) is a pair cut for \( T \) with respect to \( W \) in the following sense: for each terminal pair \( \{s_i, t_i\} \) at most one of \( s_i \) and \( t_i \) can reach \( W \setminus S \) in \( G - S \). This is true because all vertices of \( W \setminus S \) lie in the same connected component of \( G - S \). Furthermore \( S \setminus \{v\} \) can not be a pair cut for \( T \) with respect to \( W \), because if it happened to be a pair cut, then we can show that \( S \setminus \{v\} \) would also have been a multicut, contradicting the minimality of \( S \). We say that \( v \in W \) is essential if there exists some pair cut \( S \) for \( T \) with respect to \( W \) such that \( |S| \leq k+1 \), \( v \in S \) and \( S \setminus \{v\} \) is not a pair cut for \( T \) with respect to \( W \). The above argument shows that every relevant vertex is essential, and it remains to find a vertex \( v \in W \) which is provably not essential.

The algorithm that searches for a non-essential vertex \( v \) crucially exploits important separators, defined by Marx [30]. Given a graph \( G \) and two vertex sets \( A \) and \( B \), an \( A-B \)-separator is a vertex set \( S \subseteq V(G) \) such that there is no path from \( A \setminus S \) to \( B \setminus S \) in \( G - S \). An \( A-B \)-separator \( S \) is called a minimal \( A-B \)-separator if no proper subset of \( S \) is also an \( A-B \)-separator. Given a vertex set \( S \), we define the reach of \( A \) in \( G - S \) as the set \( R_G(A, S) \) of vertices reachable from \( A \) by a path in \( G - S \). We can now define a partial order on the set of minimal \( A-B \) separators as follows. Given two minimal \( A-B \) separators \( S_1 \) and \( S_2 \), we say that \( S_1 \) is “at least as good as” \( S_2 \) if \( |S_1| \leq |S_2| \) and \( R_G(A, S_2) \subseteq R_G(A, S_1) \). In plain words, \( S_1 \) “costs
less” than $S_2$ in terms of the number of vertices deleted and $S_1$ “is pushed further towards $B$” than $S_2$ is. A minimal $A$-$B$-separator $S$ is an important $A$-$B$-separator if no minimal $A$-$B$-separator other than $S$ is at least as good as $S$. A key insight behind many parameterized algorithms [4, 5, 6, 9, 21, 23, 25, 26, 28, 32] is that for every $k$, the number of important $A$-$B$-separators of size at most $k$ is at most $4^k$ [3]. We refer the reader to Marx [30] and the textbook by Cygan et al. [8] for a more thorough exposition of important separators.

The algorithm that searches for a non-essential vertex $v$ makes the following case distinction. Either there exists a small $T$-$W$-separator $Z$, or there are many vertex disjoint paths from $T$ to $W$. Here, we have abused notation by treating $T$ as a set of vertices in the terminal pairs rather than a set of terminal pairs. In the first case, when there exists a $T$-$W$-separator $Z$ of size at most $\zeta = 16^{k+1} \cdot 64(k + 2)$, we show that every relevant vertex $v \in W$ is contained in some important $z$-$W$-separator of size at most $k + 1$, for some $z \in Z$. Since there are at most $4^{k+1}$ such important separators and we can enumerate them efficiently [3], the algorithm simply marks all the vertices in $W$ appearing in such an important separator and outputs one vertex that is not marked.

**Many Disjoint Paths.** If there are at least $16^{k+1} \cdot 64(k + 2)$ vertex disjoint paths from $T$ to $W$ we identify a terminal pair $\{s_i, t_i\}$ such that, for every minimal multicut $S$ of size at most $k + 1$ for the instance $G$ with terminal set $T \setminus \{\{s_i, t_i\}\}$, $S$ is also a minimal multicut for $G$ with terminal set $T$. Such a terminal pair is irrelevant in the sense that removing $\{s_i, t_i\}$ from $T$ does not change the family of minimal multicuts of size at most $k + 1$. Thus, if we later identify a vertex $v \in W$ that is irrelevant with the reduced terminal set, then $v$ is also irrelevant with respect to the original terminal set. We will say that a terminal pair that isn’t irrelevant is relevant.

To identify an irrelevant terminal pair we proceed as follows. Without loss of generality, there are $\zeta/2$ vertex disjoint paths from $A = \{s_1, s_2, \ldots, s_{\zeta/2}\}$ to $W$. Thus, for any set $S$ of at most $k + 2$ vertices, all of $A$ except for at most $k + 2$ vertices can reach $W \setminus S$ in $G - S$. Let $B = \{t_1, t_2, \ldots, t_{\zeta/2}\}$. We have that for every pair cut $S$ for $T$ with respect to $W$, at most $k + 2$ vertices of $B \setminus S$ are reachable from $W$ in $G - S$.

Consider a pair $\{s_i, t_i\}$ with $s_i \in A$ and $t_i \in B$. If $\{s_i, t_i\}$ is relevant, then there must exist a set $S$ of size at most $k + 1$ that is a minimal pair cut for $G$ with terminals $T \setminus \{\{s_i, t_i\}\}$ with respect to $W$, but is not a pair cut with terminal pair set $T$. We have that $t_i$ is reachable from $W$ in $G - S$, and that $S \cup \{t_i\}$ is a pair cut for $T$. Let $\hat{B} \subseteq B$ be the set of vertices in $B$ that are reachable from $W$ in $G - (S \cup \{t_i\})$. From the discussion in the previous paragraph it follows that $|\hat{B}| \leq k + 2$. Thus, $S \cup \{t_i\} \cup \hat{B}$ is a $W$-$B$ separator of size at most $2(k + 2)$. Pick any minimal $W$-$B$ separator $\hat{S} \subseteq S \cup \{t_i\} \cup \hat{B}$.

We argue that $t_i \in \hat{S}$. To that end we show that there exists a path $P$ from $W$ to $t_i$ in $G - (S \cup \hat{B})$. Thus, if $t_i \notin \hat{S}$ then $\hat{S}$ would be a subset of $S \cup \hat{B}$ and $P$ would be a path from $W$ to $B$ in $G - \hat{S}$, contradicting that $\hat{S}$ is a $W$-$B$-separator. We know that there exists a path $P$ from $W$ to $t_i$ in $G - S$ and that $P$ does not visit any vertex in $\hat{B}$ on the way to $t_i$ because all vertices in $\hat{B}$ have degree 1. Hence $P$ is disjoint from $\hat{S}$, yielding the desired contradiction. We conclude that $t_i \in \hat{S}$.

With all of this hard work we have, under the assumption that $\{s_i, t_i\}$ is a relevant pair with $t_i \in B$, exhibited a minimal $W$-$B$-separator $\hat{S}$ that contains $t_i$. There must exist some important $W$-$B$-separator $S^*$ that is at least as good as $\hat{S}$. Since all the vertices of $P$ (except $t_i$) are reachable from $W$ in $G - \hat{S}$ it follows that $t_i \in S^*$. We have now shown that if $\{s_i, t_i\}$ is a relevant pair with $t_i \in B$, then there exists a $W$-$B$ important separator of size at most $2(k + 2)$ that contains $t_i$. The algorithm goes over all $W$-$B$ important separators of size at most $2(k + 2)$ and marks all vertices appearing in such important separators. Since $\zeta/2 > 4^{2(k+2)} \cdot 2(k + 2)$ it follows that some vertex $t_i$ in $B$ is left unmarked. The pair $\{s_i, t_i\}$ is then an irrelevant pair.
This concludes the proof sketch that there exists a polynomial time algorithm that given \( G, T, k \) and \( W \) finds an irrelevant vertex in \( W \), provided that \( W \) is large enough.

**Finding a Large \((k+2)\)-Connected Set.** We have shown how to identify an irrelevant vertex given a \((k+2)\)-connected set \( W \) of large size. But how to find such a set \( W \), if it exists? Given \( G \) we can in polynomial time build an auxiliary graph \( G^* \) that has the same vertex set as \( G \). Two vertices in \( G^* \) are adjacent if there are at least \( k + 2 \) internally vertex disjoint paths between them in \( G \). Clearly \( k + 2 \)-connected sets in \( G \) are cliques in \( G^* \) and vice versa. However, finding cliques in general graphs is \( W[1]\)-hard, and believed to not even be approximable in FPT time. To get around this obstacle we exploit the special structure of \( G^* \).

A \((k+2)\)-connected set \( W \) in \( G \) of size at least \( 64k+2 \cdot 4(k+2)^2 \) induces a subgraph of \( G^* \) where every vertex has degree at least \( (k+2) \). Thus the degeneracy of \( G^* \) is at least \( 64k+2 \cdot 4(k+2)^2 \). A modification of a classic result of Mader [29] (see also Diestel [12] and lecture notes of Sudakov [42]) shows that every graph of degeneracy at least \( 4d \) contains a \((d+1)\)-connected set of size at least \( d+2 \), and that such a set can be computed in polynomial time. We apply this result with \( d = 64k+2 \cdot (k+2)^2 - 1 \) to obtain a \((64k+2 \cdot (k+2)^2)\)-connected set in \( W^* \) in \( G^* \) of size at least \( 64k+2 \cdot (k+2)^2 \). A simple argument shows that \( W^* \) is also a \((k+2)\)-connected set in \( G \). We may now apply the algorithm to detect irrelevant vertices using \( W^* \). This concludes the proof sketch of Theorem 1.

**Guide to the paper.** In Section 2 we introduce basic notations and some well known results needed for our work. In Section 3 we define independence covering families and give constructions of such families. This allows to derandomize algorithms based on Lemma 1.1. We then construct independence covering families for nowhere dense classes of graphs, and show some barriers to further generalizations of our results. A reader content with randomized FPT algorithms may skip this section altogether. In Section 4 we show the applicability of Lemma 1.1 (or independence covering families) by designing FPT algorithms for Stable \( s-t \) Separator, Stable Odd Cycle Transversal, Stable Multicut and Stable Directed Feedback Vertex Set on \( d \)-degenerate graphs. In Section 5, we explain how the algorithms from Section 4 combined with the treewidth reduction procedure of Marx et al. [31] lead to FPT algorithms for some of the considered problems on general graphs. In Section 6 we prove Theorem 1. This is the most technically challenging part of the paper, and may be read independently of the other sections.

**2 Preliminaries**

We use \( \mathbb{N} \) to denote the set of natural numbers starting from 0. For \( t \in \mathbb{N} \), \( \lfloor t \rfloor \) is a shorthand for \( \{1, \ldots, n\} \). The symbol \( \log \) denotes natural logarithm and \( e \) denotes the base of natural logarithm. For a set \( U \) and \( t \in \mathbb{N} \), we use \( 2^U \) and \( \binom{U}{t} \) to denote the power set of \( U \) and the set of subsets of \( U \) of size \( t \), respectively. For a function \( f : D \to R \), \( X \subseteq D \) and \( Y \subseteq R \), we denote \( f(X) = \{f(x) : x \in X\} \) and \( f^{-1}(Y) = \{d : f(d) \in Y\} \).

**Fact 2.1.** \[ \frac{n}{k} \left( \frac{k}{n} \right)^{-k} \left( \frac{n-k}{n} \right)^{-(n-k)} \right] \leq \binom{n}{k} \leq \left( \frac{k}{n} \right)^{-k} \left( \frac{n-k}{n} \right)^{-(n-k)} \].

**Graphs** Throughout our presentation, given a (di)graph \( G \), \( n \) denotes the number of vertices in \( G \) and \( m \) denotes the number of (arcs)edges in \( G \). We use the term **graphs** to represent undirected graphs. For a (di)graph \( G \), \( V(G) \) denotes its vertex set, \( A(G) \) denotes arc set in case of digraphs, and \( E(G) \) denotes edge set in case of graphs. For any positive integers \( a, b \), we denote by \( K_{a,b} \) the complete bipartite graph with \( a \) vertices in one part and \( b \) vertices in the other part. Let \( G \) be a (di)graph. For any \( X \subseteq V(G) \), \( G[X] \) denotes the induced graph on the
vertex set $X$. By $G - X$, we denote the (di)graph $G[V(G) \setminus X]$. When $X = \{v\}$, we use $G - v$ to denote the graph $G - \{v\}$. For a set $Y \subseteq E(G)$, $G - Y$ denotes the (di)graph obtained from $G$ by deleting the edges in $Y$. For any $u, v \in V(G)$, $d_G(u, v)$ denotes the number of (arcs)edges on the shortest path from $u$ to $v$ in $G$. For a graph $G$, for any $u, v \in V(G)$, $uv$ denotes the edge with endpoints $u$ to $v$. For any $v \in V(G)$, $N_G(v)$ denotes the neighbors of $v$ in $G$, that is, $N_G(v) = \{u : uv \in E(G)\}$. The degree of a vertex $v$ in $G$, denoted by $\deg_G(v)$, is equal to the number of neighbors of $v$ in $G$, that is, $\deg_G(v) = |N_G(v)|$. The minimum degree of $G$ is the minimum over the degrees of all its vertices. If $D$ is a digraph, then for any $u, v \in V(D)$, $uv$ denotes the arc from $u$ to $v$. By $\overrightarrow{D}$, we denote the digraph obtained from $D$ by reversing each of its arcs. For any $v \in V(D)$, $N_D^+(v)$ denotes the out-neighbors of $v$ in $D$ and $N_D^-(v)$ denotes the in-neighbors of $v$ in $D$, that is, $N_D^+(v) = \{u : vu \in A(D)\}$ and $N_D^-(v) = \{u : uv \in A(D)\}$. For any $X \subseteq V(D)$, $N_D^+(X) = \{u : u \in V(D) \setminus X \text{ and there exists } v \in X \text{ such that } vu \in A(D)\}$ and $N_D^-(X) = \{u : u \in V(D) \setminus X \text{ and there exists } v \in X \text{ such that } uv \in A(D)\}$. For a graph $G$, $tw(G)$ denotes the treewidth of $G$.

For a non-negative integer $d$, a graph $G$ is called a $d$-degenerate graph if for every subgraph $H$ of $G$ there exists $v \in H$ such that $\deg_H(v) \leq d$. The degeneracy of a graph, denoted by $\text{degeneracy}(G)$, is the least integer $d$, for which $G$ is $d$-degenerate. If there exists a subgraph $H$ of $G$ such that the minimum degree of $H$ is at least $d$, we say that the degeneracy of $G$ is at least $d$. For a $d$-degenerate graph $G$, a $d$-degeneracy sequence of $G$ is an ordering of the vertices of $G$, say $\sigma : V(G) \to [[|V(G)|]]$, such that $\sigma$ is a bijection and, for any $v \in V(G)$, $|N_G(v) \cap \{u : \sigma(u) > \sigma(v)\}| \leq d$. For a given degeneracy sequence $\sigma$ and a vertex $v \in V(G)$, the vertices in $N_G(v) \cap \{u : \sigma(u) > \sigma(v)\}$ are called the forward neighbors of $v$ in $\sigma$, and this set of forward neighbors is denoted by $N_{G,\sigma}^+(v)$. The following proposition says we can find $d$-degeneracy sequence of a graph in linear time.

**Proposition 2.1 ([33]).** If $G$ is a $d$-degenerate graph, for some non-negative integer $d$, then a $d$-degeneracy sequence of $G$ exists and can be found in time $O(n + m)$.

**Graphs Separators** For (di)graph $G$, $X, Y \subseteq V(G)$, an $X$-$Y$-separator in $G$ is a subset $C \subseteq V(G)$, such that there is no path from a vertex in $X \setminus C$ to a vertex in $Y \setminus C$ in $G - C$. For (di)graph $G$, $s, t \in V(G)$ an $s$-$t$-separator in $G$ is a subset $C \subseteq V(G) \setminus \{s, t\}$ such that there is no path from $s$ to $t$ in $G - C$. Similarly, for $X, Y \subseteq V(G)$, a $(X, Y)$ separator is a subset $C \subseteq V(G)$ such that there is no path from any vertex of $X$ to any vertex of $Y$ in $G - C$. The size of a separator is equal to the cardinality of the separator. A minimum $s$-$t$-separator in $G$ is the one with the minimum number of vertices. A set $Y \subseteq V(G)$ is a min vertex cut (mincut) of $G$ if $G - Y$ has at least two components.

Since, checking whether there is an $s$-$t$-separator of weight at most $k$ (here there is an integer weight function on $V(G)$ is given) can be done by running at most $k$ rounds of the classical Ford-Fulkerson algorithm, Proposition 2.2 follows.

**Proposition 2.2.** Given a (di)graph $G$, $s, t \in V(G)$, an integer $k$ and $w : V(G) \to \mathbb{N}$, an $s$-$t$-separator of weight at most $k$, if it exists, can be found in time $O(k \cdot (n + m))$. Also, a minimum $s$-$t$-separator can be found in time $O(mn)$.

**Proposition 2.3 ([41]).** A mincut of a (di)graph $G$ can be found in time $O(m + n \log n)$.

### 3 Tool I: Independence Covering Lemma

In this section we give constructions of $k$-independence covering families, which are useful in derandomizing algorithms based on Lemma 1.1. Towards this we first formally define the notion
of \( k \)-independence covering family – a family of independent sets of a graph \( G \) which covers all independent sets in \( G \) of size at most \( k \).

**Definition 3.1** (k-Independence Covering Family). For a graph \( G \) and \( k \in \mathbb{N} \), a family of independent sets of \( G \) is called an independence covering family for \((G, k)\), denoted by \( \mathcal{F}(G, k) \), if for any independent set \( X \) in \( G \) of size at most \( k \), there exists \( Y \in \mathcal{F}(G, k) \) such that \( X \subseteq Y \).

Observe that for any pair \((G, k)\), there exists an independence covering family of size at most \( \binom{k}{d} \) containing all independent sets of size at most \( k \). We show that, if \( G \) has bounded degeneracy, then \( k \)-independence covering family of “small” size exists. In fact, we give both randomized and deterministic algorithms to construct such a family of “small” size for graphs of bounded degeneracy. In particular, we prove that if \( G \) is \( d \)-degenerate, then one can construct an independent set covering family for \((G, k)\) of size \( f(k, d) \cdot \log n \), where \( f \) is a function depending only on \( k \) and \( d \). We first give the randomized algorithm for constructing \( k \)-independence covering family. Towards this we use the algorithm described in Lemma 1.1. For an ease of reference we present the algorithm given in Lemma 1.1 here.

---

**Lemma 3.1** (Randomized Independence Covering Lemma). There is an algorithm that given a \( d \)-degenerate graph \( G \) and \( k \in \mathbb{N} \), outputs a family \( \mathcal{F}(G, k) \) such that (a) \( \mathcal{F}(G, k) \) is an independence covering family for \((G, k)\) with probability at least \( 1 - \frac{1}{m} \), (b) \( |\mathcal{F}(G, k)| \leq \binom{k(d+1)}{k} \cdot 2k^2(d+1) \cdot \log n \), and (c) the running time of the algorithm is \( \mathcal{O}(|\mathcal{F}(G, k)| \cdot (n+m)) \).

**Proof.** Let \( t = \binom{k(d+1)}{k} \cdot k(d+1) \). We now explain the algorithm to construct the family \( \mathcal{F}(G, k) \) mentioned in the lemma. We run Algorithm 1 (Lemma 1.1) \( \gamma = t \cdot 2k \log n \) times. Let \( Z_1, \ldots, Z_\gamma \) be the sets that are output at the end of each iteration of Algorithm 1. Let \( \mathcal{F}(G, k) = \{Z_1, \ldots, Z_\gamma \cdot 2k \log n\} \). Clearly, \( |\mathcal{F}(G, k)| = t \cdot 2k \log n = \binom{k(d+1)}{k} \cdot 2k^2(d+1) \cdot \log n \). Thus condition (b) is proved. The running time of the algorithm (condition (c)) follows from Lemma 1.1.

Now we prove condition (a) of the lemma. Fix an independent set \( X \) in \( G \) of cardinality at most \( k \). By Lemma 1.1, we know that for any \( Z \in \mathcal{F}(G, k) \), \( \Pr[X \subseteq Z] \geq \frac{1}{2} \). Thus the probability that there does not exist a set \( Z \in \mathcal{F}(G, k) \) such that \( X \subseteq Z \) is at most \((1 - \frac{1}{2})^{\gamma} = e^{-2k \log n} = n^{-2k} \). The last inequality follows from a well-known fact that \((1 - a) \leq e^{-a} \) for any \( a \geq 0 \). Since the total number of independent sets of size at most \( k \) in \( G \) is upper bounded by \( n^k \), by the union bound, the probability that there exists an independent set of size at most \( k \) which is not a subset of any set in \( \mathcal{F}(G, k) \) is upper bounded by \( n^{-2k} \cdot n^k = n^{-k} \leq 1/n \). This implies that \( \mathcal{F}(G, k) \) is an independence covering family for \((G, k)\) with probability at least \( 1 - \frac{1}{n} \). \( \square \)

Together with Fact 2.1, Lemma 3.1 implies the following corollary.

**Corollary 1.** The cardinality of the family \( \mathcal{F}(G, k) \) constructed by the algorithm of Lemma 3.1 is at most \((e(d+1))^k \cdot 2k^2(d+1) \cdot \log n \).
Proof. From Lemma 3.1,

$$|\mathcal{F}(G, k)| = \binom{k(d + 1)}{k} \cdot 2k^2(d + 1) \cdot \log n$$

$$\leq (d + 1)^k \left( \frac{1 + d}{d} \right)^{kd} \cdot 2k^2(d + 1) \cdot \log n \quad \text{(By Fact 2.1)}$$

$$= \left[ (d + 1) \left( 1 + \frac{1}{d} \right)^d \right]^k \cdot 2k^2(d + 1) \cdot \log n$$

$$\leq (e(d + 1))^k \cdot 2k^2(d + 1) \cdot \log n \quad \text{(Because } \left( 1 + \frac{1}{d} \right)^d \leq e, \forall d > 0).$$

This completes the proof. □

**Deterministic Constructions.** The two deterministic algorithms, that we give, are obtained from the randomized algorithm presented in Lemma 3.1 by using the \( n-p-q \)-lopsided-universal family [13] and the \( (n, \ell, \ell^2) \)-perfect hash family [15], respectively. Both of our deterministic constructions basically replace the random coloring of the vertices in Line 2 of Algorithm 1 by a coloring defined by \( n-p-q \)-lopsided universal family and the \( (n, \ell, \ell^2) \)-perfect hash family, respectively. In the following, we first define the \( n-p-q \)-lopsided-universal family, state Proposition 3.1 (an algorithm to construct an \( n-p-q \)-lopsided family of) which is followed by our first deterministic algorithm (Lemma 3.2).

**Definition 3.2** \( (n-p-q \text{-lopsided-universal family} [13]) \). A family \( \mathcal{F} \) of sets over a universe \( U \) is an \( n-p-q \text{-lopsided-universal family} \) if for every \( A \in \binom{U}{p} \) and \( B \in \binom{U}{q} \), there is an \( F \in \mathcal{F} \) such that \( A \subseteq F \) and \( B \cap F = \emptyset \).

**Proposition 3.1** (Lemma 4.2, [13]). There is an algorithm that given \( n, p, q \in \mathbb{N} \) and a universe \( U \), runs in time \( O((\frac{p+q}{p}) \cdot 2^{\frac{1}{p}}(p+q) \cdot n \log n) \), and outputs an \( n-p-q \text{-lopsided universal family } \mathcal{F} \) of size at most \( (\frac{p+q}{p}) \cdot 2^{\frac{1}{p}}(p+q) \cdot \log n \).

**Lemma 3.2** (Deterministic Independence Covering Lemma). There is an algorithm that given a \( d \text{-degenerate graph } G \) and \( k \in \mathbb{N} \), runs in time \( O\left(\binom{k(d+1)}{k} \cdot 2^{\log \left(\binom{k(d+1)}{k}\right)} \cdot (n + m) \log n\right) \), and outputs a \( k \text{-independence covering family for } (G, k) \) of size at most \( \binom{k(d+1)}{k} \cdot 2^{\log \left(\binom{k(d+1)}{k}\right)} \cdot \log n \).

Proof. Let \( S \) be the \( n-p-q \text{-lopsided-universal family constructed using Proposition 3.1 for } n = |V(G)|, p = k \) and \( q = kd \). For each \( S \in S \), we run Algorithm 1, where Line 2 is replaced as follows: for each vertex in \( S \), we color it black and we color all the other vertices white. More precisely, we run Algorithm 1 for each \( S \in S \), replacing Line 2 by the procedure just defined, and output the collection \( \mathcal{F}(G, k) \) of sets returned at the end of each iteration. The size bound on \( |\mathcal{F}(G, k)| \) follows from Proposition 3.1 and the running time of the algorithm follows from the fact that each run of Algorithm 1 takes \( O(n + m) \) time.

We now show that \( \mathcal{F}(G, k) \) is, indeed, an independent set covering family for \( (G, k) \). Let \( X \) be an independent set of cardinality at most \( k \) in \( G \). Let \( \sigma \) be the \( d \text{-degenerate sequence constructed in Line 1 of Algorithm 1} \). Let \( Y = \bigcup_{v \in X} N_{G, \sigma}(v) \). Since \( X \) is independent, \( X \cap Y = \emptyset \).

Furthermore, since \( \sigma \) is a \( d \text{-degeneracy sequence} \) and \( |X| \leq k \), we have that \( |Y| \leq kd \). By the definition of \( n-p-q \text{-lopsided-universal family} \), there is a set \( S \in S \) such that \( X \subseteq S \) and \( S \cap Y = \emptyset \).

Consider the run of Algorithm 1 for the set \( S \). In this run, we have that \( X \subseteq B \) and \( Y \subseteq W \). From the definition of \( X, Y \) and \( Z \) (set constructed in Line 4), we have that \( X \subseteq Z \). This implies that \( \mathcal{F}(G, k) \) is an independence covering family of \( (G, k) \). This completes the proof. □
Note that when the algorithm of Lemma 3.2 gets as input a graph $G$ whose degeneracy is polynomial in $k$, the algorithm of Lemma 3.2 returns an independence covering family $\mathcal{F}$ of size that is single-exponential in $k$. If the degeneracy of the input graph is exponential in $k$, then the algorithm of Lemma 3.2 can not guarantee a single-exponential sized family. In such cases, our next deterministic algorithm gives better guarantees. The next deterministic algorithm for computing “small” sized independence covering family for graphs of bounded degeneracy uses the notion of $(n, \ell, \ell^2)$-perfect hash family. The algorithm is described in Lemma 3.3.

**Definition 3.3** ($(n, \ell, q)$-perfect hash family). For non-negative integers $n$ and $q$, a family of functions $f_1, \ldots, f_t$ from a universe $U$ of size $n$ to a universe of size $q$ is called a $(n, \ell, q)$-perfect hash family, if for any $S \subseteq U$ of size at most $\ell$, there exists $i \in [t]$, such that $f_i$ is injective on $S$.

**Proposition 3.2** ([15]). For any non-negative integers $n$ and $\ell$, and any universe $U$ on $n$ elements, a $(n, \ell, \ell^2)$-perfect hash family of size $\ell O(1) \cdot \log n$ can be computed in time $\ell O(1) \cdot n \log n$.

**Lemma 3.3.** There is an algorithm that given a $d$-degenerate graph $G$ and $k \in \mathbb{N}$, runs in time $O((k^2(d+1)^2) \cdot (k(d+1))^{O(1)} \cdot (n+m) \log n)$, and outputs an independence covering family for $(G, k)$ of size at most $(k^2(d+1)^2) \cdot (k(d+1))^{O(1)} \cdot \log n$.

**Proof.** Let $\ell = k(d+1)$. Let $S$ be the $(n, \ell, \ell^2)$-perfect hash family constructed by the algorithm of Proposition 3.2. The algorithm replaces the random coloring of vertices in Line 2 of Algorithm 1, by colorings defined by the $(n, \ell, \ell^2)$-perfect hash family, $S$. In particular, for each $f \in S$ and $A \in \binom{[n]}{\ell}$, we run Algorithm 1, where Line 2 is replaced as follows: all vertices in $f^{-1}(A)$ are colored black and the remaining vertices are colored white. More precisely, we run Algorithm 1 for each $f \in S$ and $A \in \binom{[n]}{\ell}$, replacing Line 2 by the procedure just defined, and output the collection $\mathcal{F}(G, k)$ of sets returned at the end of each iteration. Clearly, the size of the family constructed at the end of this procedure, is $|S| \cdot \binom{[n]}{\ell}$. The total running time for this algorithm is $O(|\mathcal{F}(G, k)| \cdot (n+m))$. Thus, the total running time of this algorithm and the size of the output family as claimed in the lemma follows from Proposition 3.2.

We now show that $\mathcal{F}(G, k)$ is, indeed, an independence covering family for $(G, k)$. Let $X$ be an independent set of cardinality at most $k$ in $G$. Let $\sigma$ be the $d$-degeneracy sequence constructed in Line 1 of Algorithm 1. Let $Y = \bigcup_{v \in X} N_{G, \sigma}^f(v)$. Since $X$ is independent, $X \cap Y = \emptyset$. Since $\sigma$ is a $d$-degeneracy sequence and $|X| \leq k$, we have that $|Y| \leq kd$. Let $P$ and $Q$ be sets of vertices such that, $X \subseteq P, Y \subseteq Q, |P| = k, |Q| = kd$ and $P \cap Q = \emptyset$. By the definition of $(n, \ell, \ell^2)$-perfect hash family, there exists a function, say $f$, in $S$, such that $f$ is injective on $P \cup Q$. Now consider the iteration of the algorithm corresponding to $f$ and $f(P)$. In this iteration, the algorithm colors all vertices of $P$ with black and all the remaining vertices with white. Since $X \subseteq P$ and $P \cap Q = \emptyset$, the algorithm colors all vertices of $X$ with black color and all vertices of $Y$ with white color. From the definitions of $X, Y$ and $Z$ (set constructed in Line 4), we have that $X \subseteq Z$. This implies that $\mathcal{F}(G, k)$ is an independence covering family of $(G, k)$. This concludes the proof.

Together with Fact 2.1, Lemma 3.3 implies the following corollary.

**Corollary 2.** The size of the family $\mathcal{F}(G, k)$ constructed by the algorithm of Lemma 3.3 is at most $k^k \cdot (d+1)^{2k} \cdot e^{-\frac{k}{(d+1)^2}} \cdot (k(d+1))^{O(1)} \cdot \log n$. 
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Proof. Let $\ell = k(d+1)$. From Lemma 3.3,

$$|\mathcal{F}(G, k)| = \left(\frac{\ell^2}{k}\right) \cdot \ell^{\mathcal{O}(1)} \cdot \log n$$

$$\leq \left(\frac{\ell^2}{k}\right)^k \cdot \left(\frac{\ell^2}{\ell^2 - k}\right)^{\ell^2 - k} \cdot \ell^{\mathcal{O}(1)} \cdot \log n \quad \text{(By Fact 2.1)}$$

$$= k^k \cdot (d+1)^{2k} \cdot \left(1 - \frac{k}{\ell^2}\right)^{k - \ell^2} \cdot \ell^{\mathcal{O}(1)} \cdot \log n$$

$$\leq k^k \cdot (d+1)^{2k} \cdot e^{-\frac{k^2 + 2k}{(d+1)^2}} \cdot (k(d+1))^{\mathcal{O}(1)} \cdot \log n \quad \text{(Because } (1 + p) \leq e^p, \forall p > 0)$$

$$= k^k \cdot (d+1)^{2k} \cdot e^{-\frac{k^2 + 2k}{(d+1)^2}} \cdot (k(d+1))^{\mathcal{O}(1)} \cdot \log n \quad \text{(Because } \ell = k(d+1))$$

This completes the proof. \qed

3.1 Extensions

For some graphs, whose degeneracy is not bounded, it may still be possible to find a “small” sized independence covering family. This is captured by the Corollary 3.

Corollary 3. Let $d, k \in \mathbb{N}$ and $G$ be a graph. Let $S \subseteq V(G)$ be such that $G - S$ is $d$-degenerate. There are two deterministic algorithms which given $d, k \in \mathbb{N}$, $G$ and $S$, run in time $\mathcal{O}(2^{|S|} \cdot (k(1+d))^\mathcal{O}(1) \cdot (n+m) \log n)$ and $\mathcal{O}(2^{|S|} \cdot k^2 \cdot (k(1+d))^\mathcal{O}(1) \cdot (n+m) \log n)$, and outputs an independence covering family for $(G, k)$ of size at most $2^{|S|} \cdot (k(1+d))^\mathcal{O}(1) \cdot (n+m) \log n$ and $2^{|S|} \cdot (k(1+d))^\mathcal{O}(1) \cdot \log n$ respectively.

Proof. Let $G' = G - S$. By the property of $S$, we know that $G'$ is $d$-degenerate. We first apply Lemma 3.2 and get a $k$-independent set covering family $\mathcal{F}'$ for $(G', k)$. Then we output the family

$$\mathcal{F}(G, k) = \{(A \cup B) \setminus N_G(B) \mid A \in \mathcal{F}', B \subseteq S \text{ is an independent set in } G\}.$$ 

We claim that $\mathcal{F}(G, k)$ is a $k$-independence covering family for $(G, k)$. Towards that, first we prove that all sets in $\mathcal{F}(G, k)$ are independent sets in $G$. Let $Y \in \mathcal{F}$. We know that $Y = (A \cup B) \setminus N_G(B)$, for some $A \in \mathcal{F}'$ and $B \subseteq S$ which is an independent set in $G$. By the definition of $\mathcal{F}'$, $A$ is an independent set in $G$. Since $A$ and $B$ are independent sets in $G$, $Y = (A \cup B) \setminus N_G(B)$ is an independent set in $G$. Now we show that for any independent set $X$ in $G$ of cardinality at most $k$, there is an independent set containing $X$ in $\mathcal{F}(G, k)$. Let $X = X' \cup X''$, where $X' = X \setminus S$ and $X'' = X \cap S$. By the definition of $\mathcal{F}'$, there is a set $Z \in \mathcal{F}'$ such that $X' \subseteq Z$. Then the set $(Z \cup X'') \setminus N_G(X'') \in \mathcal{F}(G, k)$ is the required independent set containing $X$. Observe that $|\mathcal{F}(G, k)| \leq |\mathcal{F}'| \cdot 2^{|S|}$. Also, the running time of this algorithm is equal to the time taken to compute $\mathcal{F}'$ plus $|\mathcal{F}(G, k)| \cdot (n+m)$. Thus, the running time and the bound on the cardinality of $\mathcal{F}(G, k)$ as claimed in the lemma follows from Lemmas 3.2 and 3.3. \qed

3.2 Nowhere Dense Graphs

In this section, we give an efficient construction of $k$-independence covering families of size at most $f(k) \cdot n$ for every nowhere dense class of graphs [35, 36], based on low treedepth colorings of such graphs. The class of nowhere dense graphs is a common generalization of proper minor
closed classes, classes of graphs with bounded degree, graph class locally excluding a fixed graph $H$ as minor and classes of bounded expansion (see [36, Figure 3]).

In order to define the class of nowhere dense graphs, we need several new definitions.

**Definition 3.4 (Shallow minor).** A graph $M$ is an $r$-shallow minor of $G$, where $r$ is an integer, if there exists a set of disjoint subsets $V_1, \ldots, V_{|M|}$ of $V(G)$ such that

1. each graph $G[V_i]$ is connected and has radius at most $r$, and
2. there is a bijection $\psi: V(M) \to \{V_1, \ldots, V_{|M|}\}$ such that for every edge $uv \in E(M)$ there is an edge in $G$ with one endpoint in $\psi(u)$ and second in $\psi(v)$.

The set of all $r$-shallow minors of a graph $G$ is denoted by $G \triangleright r$. Similarly, the set of all $r$-shallow minors of all the members of a graph class $\mathcal{G}$ is denoted by $\mathcal{G} \triangleright r = \bigcup_{G \in \mathcal{G}} (G \triangleright r)$.

We first introduce the definition of a nowhere dense graph class; let $\omega(G)$ denotes the size of the largest clique in $G$ and $\omega(\mathcal{G}) = \sup_{G \in \mathcal{G}} \omega(G)$.

**Definition 3.5 (Nowhere dense).** A graph class $\mathcal{G}$ is nowhere dense if there exists a function $f_\omega: \mathbb{N} \to \mathbb{N}$ such that for all $r$ we have that $\omega(\mathcal{G} \triangleright r) \leq f_\omega(r)$.

We will mostly rely on the low treedepth colorings of nowhere dense graph classes. Towards that, we first define the notion of treedepth.

**Definition 3.6 (Treedepth of a graph).** A treedepth decomposition of a graph $G$ is a rooted forest $F$ on the vertex set $V(G)$, that is $V(F) = V(G)$, such that for every edge $uv \in E(G)$, the endpoints $u$ and $v$ are in ancestor-descendant relation. The height of a rooted forest $F$, denoted by $\height(F)$, is the maximum number of vertices on a simple path from the root of $F$ to a leaf in $F$. The treedepth of $G$, denoted $\treedepth(G)$, is the least $d \in \mathbb{N}$ such that there exists a treedepth decomposition $F$ of $G$ with $\height(F) = d$.

**Proposition 3.3.** Let $G$ be a graph. Then, $\deg(G) \leq \tw(G) \leq \treedepth(G) - 1$.

Next we define the notion of treedepth colorings and state a result that shows that nowhere dense graph classes admit low treedepth colorings.

**Definition 3.7 (Treedepth coloring).** An $r$-treedepth colouring of $G$ is a colouring such that any $r' \leq r$ color classes induce a subgraph with treedepth at most $r' - 1$. The minimum number of colors of such a coloring of $G$ is denoted by $\treedepthcol_r(G)$.

**Proposition 3.4** (Theorem 5.6,[36]). Let $\mathcal{G}$ be a nowhere dense graph class. Then there is a function $f(r, \varepsilon)$ such that $\treedepthcol_r(G) \leq f(r, \varepsilon) \cdot n^r$ for every integer $r \geq 0$, $G \in \mathcal{G}$, and real $\varepsilon > 0$. Furthermore, a $f(r, \varepsilon) \cdot n^r$-treedepth colouring of $G$ can be obtained in time $O(f(r, \varepsilon) \cdot n^{1+o(1)})$.

We refer readers to the book by Nešetril and Ossona de Mendez [37] for a detailed exposure to nowhere dense classes of graphs, their alternate characterization and several properties about it. See also [16].

We present two algorithms for the construction of “small” sized independence covering family for $(G, k)$, where $G$ belongs to the class of nowhere dense graphs. There are two core ingredients of these algorithms - the first one are the deterministic algorithms of Lemmas 3.2 and 3.3 that compute an independence covering family for bounded degeneracy graphs, and the second one is Proposition 3.4 that states that for any integer $r$, the vertices of the graph belonging to the nowhere dense graph class, can be partitioned in such a way that the graph induced on any of the $i \leq r$ parts of this partition has treedepth bounded by $i$. Since bounded treedepth implies bounded degeneracy [37, Proposition 6.4], we can compute independence covering family for
each such subgraph (that has bounded treedepth) using the algorithms of Lemmas 3.2 and 3.3. We can then combine these independent set covering families of such subgraphs to obtain an independence covering family for the whole graph. This whole idea is formalized in Lemma 3.4.

**Lemma 3.4.** Let $G$ be a graph such that $G \in \mathcal{G}$, where $\mathcal{G}$ is a class of nowhere dense graphs. For any $k \in \mathbb{N}$, there are two deterministic algorithms that run in time

$$O\left(f(k, \frac{1}{k}) \cdot n^{1+o(1)} + g(k) \cdot \left(\frac{k(1+d)}{k}\right)^n \cdot 2^{o(k(1+d))} \cdot n(n + m) \log n\right)$$

and

$$O\left(f(k, \frac{1}{k}) \cdot n^{1+o(1)} + g(k) \cdot \left(\frac{k^2(1+d)^2}{k}\right)^n \cdot (k(1+d))^{O(1)} \cdot n(n + m) \log n\right),$$

and output a $k$-independence covering family for $(G, k)$ of size $O(g(k) \cdot \left(\frac{k(1+d)}{k}\right)^n \cdot n \log n)$ and $O(g(k) \cdot \left(\frac{k^2(1+d)^2}{k}\right)^n \cdot (k(1+d))^{O(1)} \cdot n \log n)$ respectively, where $f$ is a function defined in Proposition 3.4 and $g(k) = (f(k, \frac{1}{k}))^k$.

**Proof.** For the given graph $G$, and an integer $k$, set $\epsilon = \frac{1}{k}$. Now compute the partition of $V(G)$ into $p = O(f(k, \frac{1}{k}) \cdot n^{1/(k)})$ parts, say $V_1, \ldots, V_p$, using the algorithm of Proposition 3.4. For all $A \in \binom{[p]}{k}$, let $G_A = G[\bigcup_{i \in A} V_i]$. Let $F_A$ be an independence covering family for $(G_A, k)$. Let $F(G, k) = \bigcup_{A \in \binom{[p]}{k}} F_A$. We claim that $F(G, k)$ is a $k$-independence covering family for $(G, k)$.

Let $X$ be an independent set in $G$ of size at most $k$. We show that there exists a set $Y \in F(G, k)$ such that $X \subseteq Y$. Let $A' \subseteq [p]$ such that for any $i \in [p]$, $X \cap V_i \neq \emptyset$ if and only if $i \in A'$. Let $A \subseteq [p]$ such that $A' \subseteq A$ and $|A| = k$. Observe that $X$ is an independent set in $G_A$ and then there exists $Y \in F_A$ such that $X \subseteq Y$. Since $F(G, k) = \bigcup_{A \in \binom{[p]}{k}} F_A$, $Y \in F(G, k)$.

Thus, to compute $F(G, k)$, one needs to compute the partition $V_1, \ldots, V_p$ and $F_A$ for each $A \in \binom{[p]}{k}$. From Proposition 3.4, $\text{td}(G_A) \leq k - 1$ and thus, the degeneracy of $(G_A) \leq k - 1$ ([37, Proposition 6.4]). Thus, from Proposition 3.4 and Lemmas 3.2 and 3.3, there are deterministic algorithms that run in time

$$O\left(f(k, \frac{1}{k}) \cdot n^{1+o(1)} + \left(\frac{p}{k}\right) \cdot \left(\frac{k(1+d)}{k}\right)^n \cdot 2^{o(k(1+d))} \cdot (n + m) \log n\right)$$

and

$$O\left(f(k, \frac{1}{k}) \cdot n^{1+o(1)} + \left(\frac{p}{k}\right) \cdot \left(\frac{k^2(1+d)^2}{k}\right)^n \cdot (k(1+d))^{O(1)} \cdot (n + m) \log n\right),$$

and output an independence covering family for $(G, k)$ of size $O((\frac{p}{k}) \cdot \left(\frac{k(1+d)}{k}\right)^n \cdot 2^{o(k(1+d))} \cdot \log n)$ and $O((\frac{p}{k}) \cdot \left(\frac{k^2(1+d)^2}{k}\right)^n \cdot (k(1+d))^{O(1)} \cdot \log n)$, respectively. Here, $f$ is the function described in Proposition 3.4. Observe that $(\frac{p}{k}) \leq (f(k, \frac{1}{k})n^{1/k})k \leq g(k) \cdot n$, where $g(k) = (f(k, \frac{1}{k}))^k$. This concludes the proof.

### 3.3 Barriers

In this subsection we show that we can not get small independence covering families on general graphs. We also show that we can not get small covering families when we generalize the notion of “independent set” to something similar even on graphs of bounded degeneracy.
Independence covering family for general graphs. Let $k$ be a positive integer. Consider the graph $G$ on $n$ vertices, where $n$ is divisible by $k$, which is a disjoint collection of $k$ cliques on $\frac{n}{k}$ vertices each. Let $C_1, \ldots, C_k$ be the disjoint cliques that comprise $G$. Let $\mathcal{F}(G,k)$ be a $k$-independence covering family for $(G,k)$. Then, we claim that, $|\mathcal{F}(G,k)| \geq \left(\frac{n}{k}\right)^k$. Consider the family $\mathcal{I}$ of independent sets of $G$ of size at most $k$ defined as $\mathcal{I} = \{\{v_1, \ldots, v_k\} : \forall i \in [k], v_i \in C_i\}$. Note that $|\mathcal{I}| = \left(\frac{n}{k}\right)^k$. We now prove that, it is not the case that there exists $Y \in \mathcal{F}(G,k)$ such that for two distinct sets $X_1, X_2 \in \mathcal{I}$, $X_1, X_2 \subseteq Y$. This would imply that $|\mathcal{F}(G,k)| \geq \left(\frac{n}{k}\right)^k$.

Induced matching covering family for disjoint union of stars. We show that if we generalize independent set to induced matching, then we can not hope for small covering families even on the disjoint union of star graphs, which are graphs of degeneracy one.

Definition 3.8 (Induced Matching Covering Family). For a graph $G$ and a positive integer $k$, a family $\mathcal{M} \subseteq 2^{V(G)}$ is called an induced matching covering family for $(G,k)$ if for all $Y \in \mathcal{M}$, $G[Y]$ is a matching, that is, each vertex of $Y$ has degree exactly one in $G[Y]$, and for any induced matching $M$ in $G$ on at most $k$ vertices, there exists $Y \in \mathcal{M}$ such that $V(M) \subseteq Y$.

Let $k$ be a positive integer. Consider the graph $G$ on $n$ vertices, where $2n$ is divisible by $k$, which is a disjoint collection of $k$ stars on $\frac{2n}{k}$ vertices ($K_{1,\frac{n}{k}-1}$). That is each connected component of $G$ is isomorphic to $K_{1,\frac{n}{k}-1}$. Let $\mathcal{R}$ be the set of all maximal matchings in $G$.

Each matching in $\mathcal{R}$ consists of $\frac{k}{2}$ edges, one from each connected component. Observe that all these matchings are induced matchings in $G$. Union of any two distinct matchings in $\mathcal{R}$ will have a $P_3$. This implies that the cardinality of any induced matching covering family for $(G,k)$ is at least $|\mathcal{R}| = \left(\frac{2n}{k} - 1\right)^{\frac{k}{2}}$.

$r$-scattered covering family for disjoint union of stars. Let $G$ be a graph. For any $r \in \mathbb{N}$, $X \subseteq V(G)$ is called an $r$-scattered set in $G$, if for any $u, v \in V(G)$, $d_G(u,v) > r$. An independent set in $G$ is a 1-scattered set in $G$.

Definition 3.9 ($r$-scattered Covering Family). For any $r \in \mathbb{N}$, for a graph $G$ and a positive integer $k$, a family $\mathcal{S} \subseteq 2^{V(G)}$ is called a $r$-scattered covering family for $(G,k)$ if for all $Y \in \mathcal{S}$, $Y$ is an $r$-scattered set in $G$ and for any $X \subseteq V(G)$ of size at most $k$ such that $X$ is an $r$-scattered set in $G$, there exists $Y \in \mathcal{S}$ such that $X \subseteq Y$.

Let $k$ be a positive integer. Consider the graph $G$ on $n$ vertices, where $n$ is divisible by $k$, which is a disjoint collection of $k$ stars on $\frac{n}{k}$ vertices ($K_{1,\frac{n}{k}-1}$). That is each connected component of $G$ is isomorphic to $K_{1,\frac{n}{k}-1}$. Notice that $G$ is a 1-degenerate graph. Let $C_1, \ldots, C_k$ be the components of $G$. Define $\mathcal{I} = \{\{v_1, \ldots, v_k\} : \forall i \in [k], v_i \in C_i\}$. Clearly each set in $\mathcal{I}$ is a $r$-scattered set for any $r \in \mathbb{N}$. Moreover, union of any two distinct sets in $\mathcal{I}$ is not a 2-scattered set. This implies that the cardinality of any $r$-scattered covering family for $(G,k)$ is at least $|\mathcal{I}| = \left(\frac{n}{k}\right)^k$ for any $r \geq 2$.

Acyclic covering family for 2-degenerate graphs. We show that covering families for induced acyclic subgraphs on 2-degenerate graphs will have large cardinality.
Definition 3.10 (Acyclic Set Covering Family). For a graph $G$ and a positive integer $k$, a family $A \subseteq 2^{V(G)}$ is called an acyclic set covering family for $(G, k)$ if for all $Y \in M$, $G[Y]$ is a forest and for any $X \subseteq V(G)$ of size at most $k$ such that $G[X]$ is a forest, there exists $Y \in A$ such that $X \subseteq Y$.

Let $k$ be a positive integer. Consider the graph $G$ on $n$ vertices, where $3n$ is divisible by $k$, which is a disjoint union of $\frac{3n}{k}$ complete bipartite graphs $K_{2, \frac{n}{k}}$. The degeneracy of $G$ is 2. Without loss of generality assume that $\frac{3n}{k}$ is strictly more than 2. Let $H_1, \ldots, H_{\frac{3n}{k}}$ be the connected components of $G$. Let $H_i = (L_i \cup R_i, E_i)$, where $|L_i| = 2$. Now consider the family of sets $\mathcal{I} = \{L_1 \cup \ldots \cup L_k \cup \{v_1, \ldots, v_k\} \mid v_i \in R_i\}$. Each set in $\mathcal{I}$ induces a collection of induced paths on 3 vertices ($P_3$). Also, union of any two sets in $\mathcal{I}$ contains a cycle on 4 vertices and hence, not acyclic. This implies that the cardinality of any acyclic set covering family for $(G, k)$ is at least $|\mathcal{I}| = \left(\frac{3n}{k} - 2\right)^{\frac{k}{2}}$.

4 Applications I: Degenerate Graphs

In this section we give FPT algorithms for Stable s-t Separator, Stable Odd Cycle Transversal, Stable Multicut and for Stable Directed Feedback Vertex Set on $d$-degenerate graphs, by applying Lemmas 1.1, 1.2 and 3.3. All these algorithms, except the one for Stable Directed Feedback Vertex Set, are later used as a subroutine to design FPT algorithms on general graphs.

4.1 Stable s-t-Separator

In this subsection, we study the problem of Stable s-t Separator on graphs of bounded degeneracy. The problem is formally defined below.

| Stable s-t Separator (SSTS) | Parameter: $k$ |
|----------------------------|---------------|
| **Input:** A graph $G$, $s, t \in V(G)$ and $k \in \mathbb{N}$. |               |
| **Question:** Is there an $s$-t-separator $S$ in $G$ of size at most $k$ such that $S$ is an independent set in $G$? |               |

In [31], the authors showed that SSTS is FPT by giving an algorithm that runs in time, that is roughly, $2^{\alpha(n)} \cdot n \cdot \alpha(n, n)$, where $\alpha$ is the inverse Ackermann function. In this section, we give improved algorithm for SSTS when the input graph is $d$-degenerate, for some non-negative integer $d$. In particular, we give a randomized algorithm for SSTS, when the input graph is $d$-degenerate, that runs in time $O((\binom{k+1+d}{k} \cdot k^2(1+d) \cdot (n+m))$ and a deterministic algorithm for the same that runs in time $\min\{O((\binom{k+1+d}{k} \cdot 2^{\alpha(k+1+d)} \cdot k \cdot (n+m) \log n)), O((\binom{k+1+d}{k} \cdot (k+1+d)^2 \cdot (k(1+d))^{O(1)} \cdot (n+m) \log n))\}$.

The core idea behind both the algorithms is that, with an independent set covering family for $(G, k)$ at hand, the independent solution to the problem lies inside one of the set in this family. Thus, instead of looking for an independent $s$-t-separator separator in a graph, one can look for an $s$-t-separator separator that is contained inside one of the sets in this family. To shave off the log factor in the randomized algorithm, that we would get if we construct an independent set covering family using the algorithm of Lemma 3.1, we use Algorithm 1 in our algorithm instead of constructing the whole $\mathcal{F}(G, k)$ before hand using multiple rounds of Algorithm 1. We now define the annotated version of the $s$-t-separator separator problem, which will eventually be the core problem that we would be required to solve, in order to give an algorithm for SSTS.
Lemma 4.1. ASTS can be solved in time $O(k \cdot (n + m))$.

Proof Sketch. To prove the lemma, we apply Proposition 2.2 on $(G, s, t, w, k)$, where $w$ is defined as follows: $w(v) = 1$ if $v \in Y$ and $k + 1$ otherwise.

Theorem 2. There is a randomized algorithm which solves SSTS on $d$-degenerate graphs with a worst case running time of $O((\binom{k(1+d)}{k}) \cdot k^2(1 + d) \cdot (n + m))$. If the input is a Yes instance, then the algorithm output Yes with probability at least $1 - 1/e$ and if it is a No instance, then the algorithm always outputs No.

Proof. Our algorithm runs the following two step procedure $(\binom{k(1+d)}{k}) \cdot k(1 + d)$ many times.

1. Run Algorithm 1 on $(G, k)$ and let $Z$ be its output.

2. Run the algorithm of Lemma 4.1 on the instance $(G, s, t, k, Z)$ of ASTS.

Our algorithm will output Yes, if Step 2 returns Yes at least once. Otherwise, our algorithm will output No. We now prove the correctness of our algorithm. Since, in Step 1, the output set $Z$ is always an independent set of $G$, if the algorithm returns Yes, the input instance is a Yes instance. For the other direction, suppose the input instance is a Yes instance. Let $X$ be a solution to it. Since $X$ is an independent set, from Lemma 1.1, $X \subseteq Z$ with probability at least $p = \frac{1}{(\binom{k(1+d)}{k}) \cdot (k(d+1))}$. Thus, the probability that in all the executions of Step 1, $X \not\subseteq Z$ is at most $(1 - p)^{1/p} \leq 1/e$. Therefore, the probability that in at least one execution of Step 1, $X \subseteq Z$, is at least $1 - 1/e$. Now, consider the iteration of the algorithm when $X \subseteq Z$. For this iteration, $(G, s, t, k, Z)$ is a Yes instance of ASTS, and thus, our algorithm will output Yes in this iteration. Therefore, if the input instance is a Yes/instance, our algorithm will output Yes with probability at least $1 - 1/e$.

The running time of our algorithm follows from Lemmas 1.1 and 4.1.

Theorem 3. There is a deterministic algorithm which solves SSTS on $d$-degenerate graphs in time $\min\{O((\binom{k(1+d)}{k}) \cdot 2^{o(k(1+d))} \cdot k \cdot (n + m) \log n), O((\binom{k(1+d)}{k}) \cdot (k(1 + d))^{O(1)} \cdot (n + m) \log n)\}$.

Proof Sketch. Let $\mathcal{F}(G, k)$ be an independent set covering family obtained by the algorithm of Lemma 3.2 or Lemma 3.3. Our algorithm runs Step 2 of the procedure described in the proof of Theorem 2 for all $Z \in \mathcal{F}(G, k)$. It outputs Yes if at least one execution gives a Yes answer. Otherwise, it outputs No. The correctness of the algorithm follows from the definition of independent set covering family and Lemma 4.1. The running time of the algorithm follows from Lemmas 3.2, 3.3 and 4.1.

4.2 Stable Odd Cycle Transversal

In this section, we study the problem of Stable Odd Cycle Transversal (also named as Stable Bipartization in [31]) where the input graph has bounded degeneracy. The problem is formally defined below.

\textbf{Stable Odd Cycle Transversal (SOCT)}

\textbf{Input:} A graph $G$ and $k \in \mathbb{N}$.

\textbf{Question:} Is there a set $X \subseteq V(G)$ of size at most $k$ such that $X$ is an independent set in $G$ and $G - X$ is acyclic?
In [31], the authors showed that SOCT is FPT by giving an algorithm that runs in time $2^{O(n)} \cdot n \cdot \alpha(n, n)$, where $\alpha$ is the inverse Ackermann function. In this section, we give an improved algorithm for SOCT when the input graph is $d$-degenerate, for some non-negative integer $d$. In particular, we give a randomized algorithm for SOCT on $d$-degenerate graphs that runs in time $\mathcal{O}(4^k \cdot (k^{1+d}) \cdot k^7(1+d) \cdot (n+m))$ and a deterministic algorithm for the same that runs in time $\min \{ \mathcal{O}(4^k \cdot k^6 \cdot (k^{1+d}) \cdot 2^{o(k(1+d))} \cdot (n+m) \log n) , \mathcal{O}(4^k \cdot k^2(1+d)^2) \cdot (k(1 + d))^{O(1)} \cdot (n+m) \log(n) \}$. As was the case with SSTS, the core idea behind both the algorithms is that, with an independent set covering family for $(G,k)$ at hand, the independent solution to the problem lies inside one of the set in this family. We now define the annotated version of the OCT problem.

**Annotated Odd Cycle Transversal (AOCT)**

**Input:** A graph $G$, $Y \subseteq V(G)$, and $k \in \mathbb{N}$.

**Question:** Is there a set $X \subseteq Y$ of size at most $k$ such that $G - X$ is acyclic?

When $Y = V(G)$ in AOCT, the problem is well-known by the name of Odd Cycle Transversal (OCT). We will need the following result about OCT.

**Proposition 4.1** ([38]). **OCT can be solved in time** $\mathcal{O}(4^k \cdot k^4 \cdot (n + m))$.

Using Proposition 4.1, we can get the following result about AOCT.

**Lemma 4.2.** **AOCT can be solved in time** $\mathcal{O}(4^k \cdot k^6 \cdot (n + m))$

**Proof sketch.** We give a polynomial time reduction from AOCT to OCT as follows. We replace each $v \in V(G) \setminus Y$, with $k+1$ vertices $v_1, \ldots, v_{k+1}$ with same neighbourhood as $v$, that is, the neighbourhood of $v_1, \ldots, v_{k+1}$ are same in the resulting graph (see Figure 1 for an illustration). Let $G'$ be the resulting graph. Then any minimal odd cycle transversal which contain a vertex from $\{v_1, \ldots, v_{k+1}\}$ will also contain all the vertices in $\{v_1, \ldots, v_{k+1}\}$. Thus to find a $k$ sized solution for AOCT, it is enough to find an odd cycle transversal of size $k$ in $G'$. The total number of vertices in $G'$ is at most $k|V(G)|$ and the total number of edges in $G'$ is at most $(k+1)^2|E(G)|$. Thus the running time of the algorithm follows from Proposition 4.1.

By applying Lemma 4.2, instead of Lemma 4.1, in Theorems 2 and 3, we get the following theorems.

**Theorem 4.** There is a randomized algorithm which solves SOCT on $d$-degenerate graphs with a worst case running time of $\mathcal{O}(4^k \cdot (k^{1+d}) \cdot k^7(1+d) \cdot (n+m))$. If the input is a Yes instance, then the algorithm output Yes with probability at least $1 - 1/e$ and if it is a No instance, then the algorithm always outputs No.
Theorem 5. There is a deterministic algorithm which solves SOCT on \( d \)-degenerate graphs in time \( \min \{ O(4^k \cdot k^6 \cdot (k^{(1+d)/k}) \cdot 2^{o(k(1+d))} \cdot (n+m) \log n), O((4^k \cdot k^6 \cdot (k^{(1+d)/k}) \cdot (k(1+d))^2) \cdot (n+m) \log n) \} \).

4.3 Stable Directed Feedback Vertex Set

In this section, we study the problem of STABLE DIRECTED FEEDBACK VERTEX SET (SDFVS). SDFVS was shown to be \( \text{W}[1] \)-Hard in [34]. We study SDFVS restricted to the case where the input graph has bounded degeneracy. The problem is formally defined below.

| STABLE DIRECTED FEEDBACK VERTEX SET (SDFVS) | Parameter: \( k \) |
|------------------------------------------|---------------------|
| **Input:** A digraph \( D \) and \( k \in \mathbb{N} \). | **Question:** Is there a set \( X \subseteq V(D) \) of size at most \( k \) such that \( S \) is an independent set in \( D \) and \( D - S \) is a directed acyclic graph? |

As with the algorithms in the previous sections, the algorithm for this problem follows the same outline.

We need to use the known algorithm for DIRECTED FEEDBACK VERTEX SET (DFVS) - the same problem as SDFVS where the solution need not be an independent set.

Lemma 4.3 ([27]). DFVS can be solved in time \( O((k + 1)! \cdot 4^k \cdot k^5 \cdot (n + m)) \).

Theorem 6. There is a randomized algorithm which solves SDFVS on \( d \)-degenerate graphs with a worst case running time \( O((k + 1)! \cdot 4^k \cdot (k^{(1+d)/k}) \cdot k^6(1 + d) \cdot (n + m)) \). If the input is a Yes instance, then the algorithm outputs Yes with probability at least \( 1 - 1/e \) and if it is a No instance, then the algorithm always outputs No.

**Proof.** The algorithm runs the following two step procedure \( (k^{(1+d)/k}) \cdot k(1 + d) \) many times.

1. Run Algorithm 1 on \((G,k)\) and let \( Z \) be its output.

2. Construct \( G' \) as in Lemma 4.2, that is, add \( k+1 \) copies for each vertex in \( V(G) \setminus Z \) to the graph \( G \) such that all of them have the same neighborhood in the resulting graph. Then apply Lemma 4.3 on \((G',k)\).

The proof of correctness of this algorithm is similar in arguments to the proofs of Lemma 4.2 and Theorem 2.

The running time of the algorithm follows from Lemmas 1.1 and 4.3. \(\square\)

By arguments similar to the proof of Theorem 3, one can prove the following theorem.

Theorem 7. There is a deterministic algorithm which solves SDFVS on \( d \)-degenerate graphs in time \( \min \{ O((k + 1)! \cdot 4^k \cdot k^5 \cdot (k^{(1+d)/k}) \cdot 2^{o(k(1+d))} \cdot (n + m) \log n), O((k + 1)! \cdot 4^k \cdot (k^2(1+d)^2) \cdot (k(1+d))^2) \cdot (n+m) \log n) \} \).

4.4 Stable Multicut

For a graph \( G \) and a set of terminal pairs \( T = \{(s_1,t_1), \ldots, (s_p,t_p)\}, S \subseteq V(G) \) is a multicut of \( T \) in \( G \) if \( G - S \) has no path from \( s_i \) to \( t_i \) for any \( i \in [p] \). We say that \( S \) is an independent multicut of \( T \) in \( G \), if \( S \) is an independent set in \( G \) and \( S \) is a multicut of \( T \) in \( G \). In this section we prove that the problem of finding an independent multicut (formally defined below) in a bounded degeneracy graph is \( \text{FPT} \) when parameterized by the solution size.
Stable Multicut

**Input:** An undirected graph $G$, a set of terminal pairs $T$ and $k \in \mathbb{N}$.

**Question:** Is there an independent multicut of $T$ in $G$ of size at most $k$?

Using Lemmas 3.2 and 3.3, and the known algorithm for Multicut $[30, 27]$ (the problem where we do not demand that the multicut to be an independent set), we prove the main theorem of this section. Before that, we state an algorithmic result for Multicut that is crucually used by our algorithm.

**Lemma 4.4** ([30, 27]). Multicut can be solved in $2^{O(k^3)} \cdot mn \log n$ time.

We now define the annotated version of the Multicut problem, the way we defined it for the previously considered problems.

**Annotated Multicut**

**Input:** An undirected graph $G$, a set of terminal pairs $T$, $Y \subseteq V(G)$ and $k \in \mathbb{N}$.

**Question:** Is there a multicut $S$ of $T$ in $G$ of size at most $k$ such that $S \subseteq Y$?

The following lemma give an algorithm for solving Annotated Multicut using the algorithm of Lemma 4.4.

**Lemma 4.5.** Annotated Multicut can be solved in time $2^{O(k^3)} \cdot mn \log n$.

**Proof sketch.** We first give a polynomial time reduction from Annotated Multicut to Multicut which is described below.

Let $(G, T, Y, k)$ be an instance of Annotated Multicut. Construct a graph $G'$ from $G$ by replace each $v \in V(G) \setminus Y$, with $k + 1$ vertices $v_1, \ldots, v_{k+1}$ with same neighbourhood as $v$. That is, the neighbourhood of $v_1, \ldots, v_{k+1}$ are same in the resulting graph $G'$. We call the set of vertices that are added for $v$ in $G'$ as the block for $v$. We now construct the set of terminal pairs $T'$ from the set of terminals $T$ as follows. If $\{s, t\} \in T$ and $\{s, t\} \subseteq Y$, we add $\{s, t\}$ to $T'$. Suppose $\{s, t\} \subseteq T$ and $\{s, t\} \cap Y = \{t\}$. Let $s_1, \ldots, s_{k+1}$ be the be the box for $s$ in $G'$. We add $\{s_1, t\}, \ldots, \{s_{k+1}, t\}$ to $T'$. Suppose $\{s, t\} \subseteq T$ and $\{s, t\} \subseteq V(G) \setminus Y$. Let $s_1, \ldots, s_{k+1}$ and $t_1, \ldots, t_{k+1}$ be the blocks for $s$ and $t$, respectively. We add $\{s_i, t_j \mid i, j \in [k + 1]\}$ to $T'$.

We will now show that $(G, T, Y, k)$ is a Yes instance of Annotated Multicut if and only if $(G', T', k)$ is a Yes instance of Multicut. For the forward direction, let $C$ be a multicut of size at most $k$ in $G$ such that $C \subseteq Y$. We claim that $C$ is a multicut of $T'$ in $G'$. Suppose not. Then, there is a path from $s'$ to $t'$ in $G' - C$, where $\{s', t'\} \subseteq T'$. Let $s$ and $t$ be the vertices in $V(G)$ such that $s'$ and $t'$ are the vertices corresponding to them, respectively, that is, if $s' \in Y$, then $s = s'$, otherwise let $s$ be the vertex such that $s'$ is in the block of vertices constructed for the replacement of $s$ in $G'$. By replacing each vertex in the $s' - t'$ path in $G'$ by the corresponding vertex in $G$, we get a walk from $s$ to $t$ in $G - C$, which contradicts the fact that $C$ is a multicut of $T$. For the backward direction, suppose $C'$ is a minimal multicut of $T'$ in $G'$ of size at most $k$. Since, for any $v \in V(G) \setminus Y$, the neighbourhood of $v_1, \ldots, v_{k+1}$ in $G'$ is the same as that of $v$ in $G$ and $|C'| \leq k$, $C' \cap \{v_1, \ldots, v_{k+1}\} = \emptyset$. Thus, $C' \subseteq Y$. Since $G'$ is a supergraph of $G$ and $T \subseteq T'$, $C'$ is a multicut of $T$ in $G$.

Thus, to find a $k$ sized multicut of $T$ in $G$ which is fully contained in $Y$, it is enough to find a multicut of $T'$ in $G'$. The total number of vertices in $G'$ is at most $k|V(G)|$ and the total number of edges in $G'$ is at most $(k + 1)^2 |E(G)|$. Thus, the running time of the algorithm follows from Lemma 4.4. This completes the proof sketch of the lemma.

**Theorem 8.** Stable Multicut can be solved in time

$$\min \{2^{O(k^3)} \cdot \left(\frac{k(1 + d)}{k}\right) \cdot 2^{O(k(1+d))} \cdot mn \log^2 n, 2^{O(k^3)} \cdot \left(\frac{k^2(1 + d)^2}{k}\right) \cdot d^{O(1)} \cdot mn \log^2 n\}.$$
Proof. Let \((G,T,k)\) be an instance of STABLE MULTICUT. The algorithm first computes an independent set covering family \(\mathcal{F}(G,k)\) using the algorithm of Lemma 3.2 or Lemma 3.3. By the definition of independent set covering family, any independent set \(S\) of \(G\) of cardinality at most \(k\) is contained in an independent set \(I \in \mathcal{F}(G,k)\). In particular, if \((G,T,k)\) is a \text{Yes} instance, then there is a solution which is fully contained in some \(I \in \mathcal{F}(G,k)\) (moreover, the set \(I\) is independent in \(G\)). Therefore, to test whether \((G,T,k)\) is a \text{Yes} instance or not, it is enough to test whether there is a multicut (not necessarily independent) of size at most \(k\) contained in some \(I \in \mathcal{F}(G,k)\). Hence, for each \(I \in \mathcal{F}(G,k)\), the algorithm runs the algorithm of Lemma 4.5, and check whether there is a multicut of size at most \(k\) in \(I\) or not. If even one application of the algorithm of Lemma 4.5 gives a positive answer, the algorithm outputs \text{Yes}, otherwise it outputs \text{No}. The running time of this algorithm follows from Lemmas 3.2, 3.3 and 4.5. \(\square\)

5 Applications II: General Graphs

In this section, we solve STABLE s-t SEPARATOR and STABLE ODD CYCLE TRANSVERSAL on general graphs. The core of our algorithms is the Treewidth Reduction Theorem of \([31]\) and our algorithms for SSTS and SOCT on bounded degeneracy graphs from Sections 4.1 and 4.2, respectively. We begin by stating the Treewidth Reduction Theorem.

**Theorem 9** (Treewidth Reduction Theorem, Theorem 2.15 \([31]\)). Let \(G\) be a graph, \(T \subseteq V(G)\) and \(k \in \mathbb{N}\). Let \(C\) be the set of all vertices of \(G\) participating in a minimal \(s\)-t-separator of cardinality at most \(k\) for some \(s,t \in T\). For every \(k\) and \(|T|\), there is an algorithm that computes a graph \(G^*\) having the following properties, in time \(2^{(k+|T|)}O^{(1)} \cdot (n+m)\).

1. \(C \cup T \subseteq V(G^*)\),
2. for every \(s,t \in T\), a set \(K \subseteq V(G^*)\) with \(|K| \leq k\) is a minimal \(s\)-t-separator of \(G^*\) if and only if \(K \subseteq C \cup T\) and \(K\) is a minimal \(s\)-t-separator of \(G\),
3. the treewidth of \(G^*\) is at most \(2^{(k+|T|)}O^{(1)}\), and
4. \(G^*[C \cup T]\) is isomorphic to \(G[C \cup T]\).

We remark here that Theorem 2.1 in \([31]\) does not state explicit dependency on \(k\) and \(|T|\) in both, the running time of the algorithm and the treewidth of \(G^*\) obtained.

**Stable s–t Separator** Let \((G,k)\) be an instance of SSTS. To solve SSTS on general graphs, we first apply the Treewidth Reduction Theorem (Theorem 9) on \(G,T = \{s,t\}\) and \(k\) to obtain a graph \(G^*\) with treewidth is upper bounded by \(\cdot \). We then show that for SSTS, it is enough to work with this new graph \(G^*\) whose treewidth is bounded \(2^{kO^{(1)}}\). By conditions 2 and 4, to find a minimal independent \(s\)-t-separator separator in \(G\), it is enough to a minimal independent \(s\)-t-separator in \(G^*\). By Proposition 3.3, we know that the degeneracy of \(G^*\) is at most \(2^{kO^{(1)}}\), and hence we apply Theorem 2 or Theorem 3 to get a solution of SSTS on \((G,k)\). That is, we get the following theorem.

**Theorem 10.** There is a randomized algorithm that solves SSTS in time \(2^{kO^{(1)}(n+m)}\) with success probability at least \(1 - \frac{1}{e}\). There is a deterministic algorithm that solves SSTS in time \(2^{kO^{(1)}(n+m) \log n}\).

**Stable Odd Cycle Transversal** By using the Theorem 10 and Proposition 4.1 we get a \(2^{kO^{(1)}(n+m)}\) time (FPT linear time) algorithm for SOCT. Towards that, in the Theorem 4.2 of Marx et al. \([32]\) we replace the algorithm of Kawarabayashi and Reed \([17]\) with Proposition 4.1 and the algorithm for SSTS with Theorem 10. For completeness we include the proof here.
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Proposition 5.1 (Lemma 4.1, [31]). Let $G$ be a bipartite graph and let $(B', W')$ be a proper 2-coloring of the vertices. Let $B$ and $W$ be two subsets of $V(G)$. Then, for any $S \subseteq V(G)$, the graph $G - S$ has a 2-coloring where $B \setminus S$ is black and $W \setminus S$ is white if and only if $S$ separates $X := (B \cap B') \cup (W \cap W')$ and $Y := (B \cap W') \cup (W \cap B')$.

Theorem 11. There is a randomized algorithm that solves SOCT in time $2^{kO(1)}(n + m)$ with success probability at least $1 - \frac{1}{n}$. There is a deterministic algorithm that solves OCT in time $2^{kO(1)}(n + m) \log n$.

Proof. Using the algorithm of Proposition 4.1, find a set $S_0 \subseteq V(G)$ of size at most $k$ such that $G \setminus S_0$ is a bipartite graph. Observe that if such a set does not exist then $(G, k)$ is No instance of SOCT. Thus, henceforth, we can assume that such a set $S_0$ exists. We next branch into $3^{|S_0|}$ cases, where each branch has the following interpretation. If we fix a hypothetical solution $S$ and a proper 2-coloring of $G - S$, then each vertex of $S_0$ is either removed (that is, belongs to $S$, a fixed hypothetical solution), colored with the first color, say black, or colored with the second color, say white. For a particular branch, let $R$ be the the vertices of $S_0$ to be removed (in order to get the hypothetical solution $S$) and let $B_0$ (respectively $W_0$) be the vertices of $S_0$ getting color black (respectively white) in a proper 2-coloring of $G - S$. A set $S$ is said to be compatible with the partition $(R, B_0, W_0)$, if $S \cap S_0 = R$ and $G \setminus S$ has a proper 2-coloring, with colors black and white, where the vertices in $B_0$ are colored black and the vertices in $W_0$ are colored white. Observe that $(G, k)$ is a YES instance of SOCT, if and only if for at least one branch corresponding to a partition $(R, B_0, W_0)$ of $S_0$, there is a set $S$ compatible with $(R, B_0, W_0)$ of size at most $k$ and $S$ is an independent set. Note that we need to check only those branches corresponding to the partition $(R, B_0, W_0)$ where $G[B_0]$ and $G[W_0]$ are edgeless graphs.

The next step is to transform the problem of finding a set compatible with $(R, B_0, W_0)$ into a separation problem. Let $(B', W')$ be a 2-coloring of $G - S_0$. Let $B = N(W_0) \setminus S_0$ and $W = N(B_0) \setminus S_0$. Let $X$ and $Y$ be the sets as defined in Proposition 5.1. That is, $X = (B \cap B') \cup (W \cap W')$ and $Y = (B \cap W') \cup (W \cap B')$. Construct a graph $G'$ that is obtained from $G$ by deleting the set $B_0 \cup W_0$, adding a new vertex $t$ adjacent with $X \cup R$ and adding a new vertex $s$ adjacent with $Y \cup R$. Notice that every $s$-$t$-separator in $G'$ contains $R$. By Proposition 5.1, a set $S$ is compatible with $(R, B_0, W_0)$ if and only if $S$ is an $s$-$t$ separator in $G$. Thus, we need to decide whether there is an $s$-$t$ separator $S$ of size at most $k$ such that $G'[S] = G[S]$ is an edgeless graph and this step can be done by Theorem 10.

Towards the run time analysis, we run the algorithm of Proposition 4.1 once, which takes time $2^{O(k)}(m + n)$. Then we apply Theorem 10 at most $3^k$ times. Thus, we get the required running time. 

6 Tool II: Multicut Covering Graph Sparsification

This section starts by showing how to efficiently find some vertices that are irrelevant to “small” digraph pair cuts (defined in Section 6.1), assuming that the input graph has a sufficiently large number of vertices that are in-neighbors of the root. Afterwards, having a method to identify such irrelevant vertices at hand, we develop (in Section 6.2) an efficient algorithm that given a graph $G$, a set of terminal pairs $T$ and a positive integer $k$, outputs an induced subgraph $G^*$ of $G$ and a subset $T^* \subseteq T$ such that the following conditions are satisfied. First, any set $S \subseteq V(G)$ of size at most $k$ is a minimal multicut of $T$ in $G$ if and only if $S \subseteq V(G^*)$ and it is a minimal multicut of $T^*$ in $G^*$. Second, $G^*$ does not contain any “large” $(k + 2)$-connected set. Using this algorithm, we later give an FPT algorithm for STABLE MULTICUT on general graphs.
6.1 Vertices Irrelevant to Digraph Pair Cuts

The notion of a digraph pair cut was defined by Kratsch and Wahlström in [22]. This notion was used to derive randomized polynomial kernels for many problems, including ALMOST 2-SAT and MULTIWAY CUT WITH DELETABLE TERMINALS. Towards defining which vertices are irrelevant to “small” digraph pair cuts, we first formally define what is a digraph pair cut.

Definition 6.1. Let \( D \) be a digraph, \( T \) be a set of pairs of vertices (called terminal pairs), and \( r \in V(D) \). We say that \( S \subseteq V(D) \setminus \{r\} \) is an \( r-T \)-digraph pair cut if for every terminal pair \( \{s,t\} \in T \), \( S \) is an \( s-r \)-separator or a \( t-r \)-separator.\(^2\)

The problem DIGRAPHPAIR CUT takes as input a digraph \( D \), a set of terminal pairs \( T \), \( r \in V(D) \) and \( k \in \mathbb{N} \), and the task is to output \text{Yes} if and only if there is an \( r-T \)-digraph pair cut in \( G \) of size at most \( k \). We say that a vertex \( v \in V(D) \) is irrelevant to the instance \( (D,T,r,k) \) if there is no minimal \( r-T \)-digraph pair cut of size at most \( k \) in \( D \) that contains \( v \). If a vertex is not irrelevant to \( (D,T,r,k) \), then we say that it is relevant to \( (D,T,r,k) \). In the following lemma, which is the main result of this subsection, we show that for an instance \( (D,T,r,k) \) of DIGRAPHPAIR CUT, the number of in-neighbours of \( r \) that belong to at least one minimal \( r-T \)-digraph pair cut of size at most \( k \) is upper bounded by \( 64(k+1)^2 \). In other words, we bound the number of in-neighbors of \( r \) that are relevant.

Lemma 6.1. Let \( (D,T,r,k) \) be an instance of DIGRAPHPAIR CUT. The number of vertices in \( N_D^{-}(r) \) that are relevant to \( (D,T,r,k) \) is at most \( 64(k+1)^2 \). Moreover, there is a deterministic algorithm that given \( (D,T,r,k) \), runs in time \( O(|T| \cdot n(n^2 + m)) \), and outputs a set \( R \subseteq N_D^{-}(r) \) of size at most \( 64(k+1)^2 \) which contains all relevant vertices to \( (D,T,r,k) \) in \( N_D^{-}(r) \).\(^3\)

Towards the proof of Lemma 6.1, we first define which terminal pairs are irrelevant.

Definition 6.2. Let \( (D,T,r,k) \) be an instance of DIGRAPHPAIR CUT. A terminal pair \( \{s,t\} \in T \) is irrelevant to \( (D,T,r,k) \) if any minimal \( r-(T \setminus \{s,t\}) \)-digraph pair cut in \( D \) of size at most \( k \) is also a minimal \( r-T \)-digraph pair cut in \( D \).

The following observation directly follows from the definition of irrelevant terminal pairs.

Observation 6.1. Let \( D \) be a digraph, \( T \) be a set of terminal pairs, \( r \in V(D) \) and \( k \in \mathbb{N} \). If \( \{s,t\} \in T \) is a terminal pair irrelevant to \( (D,T,r,k) \), then any vertex relevant to \( (D,T,r,k) \) is also a vertex relevant to \( (D,T \setminus \{s,t\},r,k) \).

We now define important separators, which have played an important role in the context of existing literature concerning cut related problems.

Definition 6.3 (Important Separators, [30]). Let \( D \) be a digraph. For subsets \( X,Y,S \subseteq V(D) \), the set of vertices reachable from \( X \setminus S \) in \( D - S \) is denoted by \( R_D(X,S) \). An \( X-Y \)-separator \( S \) dominates an \( X-Y \)-separator \( S' \) if \( |S| \leq |S'| \) and \( R_D(X,S') \subseteq R_D(X,S) \). A subset \( S \) is an important \( X-Y \)-separator if it is minimal, and there is no \( X-Y \)-separator \( S' \) that dominates \( S \). For two vertices \( s,t \in V(D) \), the term important \( s-t \)-separator refers to an important \( N_D^{-}(s) \)-separator in \( D - \{s,t\} \). For \( r \in V(D) \) and \( Y \subseteq V(D) \), the term important \( r-Y \)-separator refers to an important \( N_D^{+}(r) \)-separator in \( D - r \).

Lemma 6.2 ([3, 30]). Let \( D \) be a digraph, \( X,Y \subseteq V(D) \), and \( k \in \mathbb{N} \). The number of important \( X-Y \)-separators of size at most \( k \) is upper bounded by \( 4^k \), and these separators can be enumerated in time \( O(4^k \cdot k \cdot (n + m)) \).

\(^2\)The definition of digraph pair cut used here is same as that of Kratsch and Wahlström [22] where we reverse the directions of the arcs of the graph.

\(^3\)In other words, the vertices in \( N_D^{-}(r) \setminus R \) are irrelevant are irrelevant to \( (D,T,r,k) \).
returns a set will be executed and Algorithm outputs a set thus, by Lemma 2

Proof. We prove that $R$ contains all relevant vertices in $N_D(r)$. Towards this, we show

Case 1: $|Z| \leq 16^k \cdot 64(k + 1)$. In this case, Lines 6-8 will be executed and Algorithm 2 will output a set $R$. We prove that $R$ contains all relevant vertices in $N_D(r)$. Towards this, we show
Algorithm 2: Input is \((G', T', r, k)\), where \(T'\) is pairwise disjoint

1. if \(|T'| = 0\) then
   2. return \(\emptyset\)
   3. \(T := \{s', t' \mid \{s', t'\} \in T'\}\).
   4. Compute a minimum \(\hat{T}\)-\(r\)-separator \(Z\).
5. if \(|Z| \leq 16^k \cdot 64(k + 1)\) then
   6. For each \(z \in Z\), compute all important \(z\)-\(r\)-separators of size at most \(k\).
   7. Mark all the vertices in \(N_{\hat{D}'}(r)\), which are either part of the computed important separators or part of \(Z\).
   8. return the set of marked vertices (call it \(R\))
9. else
   10. Compute a maximum set \(\mathcal{P}\) of vertex disjoint paths from \(\hat{T}\) to \(r\) (any pair of paths intersects only at \(r\)).
   11. Let \(X = V(\mathcal{P}) \cap \hat{T}\). Let \(A\) be a maximum sized subset of \(X\) such that for any \(\{s', t'\} \in T'\), \(|A \cap \{s', t'\}| \leq 1\).
   12. Let \(B = \{w \mid \text{there exists } w' \in A \text{ such that } \{w, w'\} \in T'\}\). That is, \(B\) is the set of vertices that are paired with vertices of \(A\) in the set of pairs \(T'\).
   13. Compute all important \(r\)-\(B\)-separators of size at most \(2k + 2\) in \(\hat{D}'\).
   14. Mark all vertices from \(B\) which are part of the computed important separators.
   15. Let \(q \in B\) be an unmarked vertex and let \(\{q, q'\} \in T'\).
   16. \(T' := T' \setminus \{\{q, q'\}\}\) and repeat from Step 2.

that if \(S\) is a minimal \(r\)-\(T'\)-digraph pair cut of size at most \(k\) and \(v \in N_{\hat{D}'}(r) \cap S\), then \(v\) belongs to \(R\). Let \(S' = S \setminus \{v\}\). Since \(S\) is a minimal \(r\)-\(T'\)-digraph pair cut, \(S'\) is not a \(r\)-\(T'\)-digraph pair cut. Since \(S\) is a \(r\)-\(T'\)-digraph pair cut and \(S'\) is not a \(r\)-\(T'\)-digraph pair cut, there is a vertex \(t \in \hat{T}\) such that (i) \(v\) is reachable from \(t\) in \(D' - S'\), and (ii) \(r\) is not reachable from \(t\) in \(D' - S\).

If \(v \in Z\), then \(v\) is marked and belongs to \(R\). Therefore, if \(v \in Z\), we are done. Thus, from now on, assume that \(v \notin Z\).

**Claim 6.1.** There is a vertex \(z \in Z\) that belongs to \(R_{D'}(t, S)\).

**Proof.** From (i), we have that \(v \in R_{D'}(t, S')\). Since \(Z\) is a minimum \(\hat{T}\)-\(r\)-separator, \(t \in \hat{T}\), and \(v \in R_{D'}(t, S')\), we have that all paths from \(t\) to \(v\) passes through some vertex in \(Z\). Also, since \(v \in N_{\hat{D}'}(r)\) and \(v \in R_{D'}(t, S')\) and \(v \notin Z\), there is a vertex \(z \in Z\) that belongs to \(R_{D'}(t, S)\). \(\Box\)

Let \(R_t = R_{D'}(t, S)\) and \(C = N_{\hat{D}'}(R_t)\). Observe that \(C \subseteq S, v \in C\) and \(v\) is reachable from \(z\) in \(D' - (C \setminus \{v\})\). We claim that \(C\) is a \(z\)-\(r\)-separator. If \(C\) is not a \(z\)-\(r\)-separator, then there is a path from \(z\) to \(r\) in \(D' - S\). Also, since \(z \in R_{D'}(t, S)\), there is a path from \(t\) to \(z\) in \(D' - S\). This implies that there is a path from \(t\) to \(r\) in \(D' - S\) which is a contradiction to the statement (ii). Since \(v\) is reachable from \(z\) in \(D' - (C \setminus \{v\})\), there is a minimal \(z\)-\(r\)-separator that contains \(v\) and is fully contained in \(C\). Let \(C' \subseteq C\) be a minimal \(z\)-\(r\)-separator that contains \(v\). Since \(v \in N_{\hat{D}'}(r)\) and \(C'\) is a minimal \(z\)-\(r\)-separator, either \(C'\) is an important \(z\)-\(r\)-separator or there is an important \(z\)-\(r\)-separator of size at most \(k\) containing \(v\) which dominates \(C'\). In either case, \(v\) is marked in Line 8 and hence, it will be in the set \(R\) (see Figure 3 for an illustration).

**Case 2:** \(|Z| > 16^k \cdot 64(k + 1)\). In this case, we prove that there, indeed, exists an unmarked vertex \(q \in B\) and the pair \(\{q, q'\}\) is an irrelevant terminal pair. Notice that in Line 13, we have
computed all important \( r \)-\( B \)-separators of size at most \( 2k + 2 \) for some \( B \). By Lemma 6.2, the total number of vertices in all these separators together is at most \( 16^k \cdot 32(k + 1) \). So we should have marked at most \( 16^k \cdot 32(k + 1) \) vertices in \( B \). We first claim that \( |B| > 16^k \cdot 32(k + 1) \), which ensures the existence of an unmarked vertex in \( B \). By the definition of \( A \), the size of \( A \) is at least \( |Z|/2 > 16^k \cdot 32(k + 1) \), because there are \( |Z| \) vertex disjoint paths from \( \hat{T} \) to \( r \), only intersecting at \( r \). By the definition of \( B \), \( |B| = |A| > 16^k \cdot 32(k + 1) \). Since we proved that we have only marked at most \( 16^k \cdot 32(k + 1) \) vertices in \( B \), this implies that there is an unmarked vertex \( q \) in \( B \). Let \( q' \) be the unique vertex such that \( \{q, q'\} \in T' \) (such a unique vertex exists because \( T' \) is pairwise disjoint).

Now we show that \( \{q, q'\} \) is an irrelevant terminal pair. Let \( S \) be a minimal \( r \cdot (T' \setminus \{q, q'\}) \)-digraph pair cut of size at most \( k \). We need to show that \( S \) is also a \( r \cdot T' \)-digraph pair cut. We know that there are \( |Z| \) vertex disjoint paths \( P \) from \( \hat{T} \) to \( r \), where the paths intersect only at \( r \). Since \( Z \) is a minimum \( \hat{T} \)-\( r \)-separator, \( |\hat{T}| \geq |Z| \). Recall the definition of \( A \) and \( B \) from the description of the algorithm. Let \( A_r \) be the set of vertices in \( A \setminus \{q'\} \) such that \( r \) is reachable from each vertex in \( A_r \) in \( D' - S \), that is, \( A_r = \{u \in A \setminus \{q'\} \mid r \in R_{D'}(u, S)\} \). Let \( B_r \) be the set of vertices in \( B \) such that \( r \) is reachable from any vertex in \( B \) in \( D' - S \), that is, \( B_r = \{u' \in B \mid r \in R_{D'}(u', S)\} \). Since there are \( |A| \) vertex disjoint paths from \( A \) to \( r \) (which intersect only at \( r \)) and \( |S| \leq k \), \( |A_r| \geq |A| - (k + 1) \). Since \( S \) is an \( r \cdot (T' \setminus \{q, q'\}) \)-digraph pair cut, the vertices in \( B \) which are paired with a vertex in \( A_r \) are not reachable from \( r \) in \( D' - S \). This implies that \( |B_r| \leq k + 1 \). Let \( Q = S \cup B_r \cup \{q\} \). Notice that \( q \in Q \) and \( Q \) is a \( r \cdot B \)-separator in \( D' \) of size at most \( 2k + 2 \). If \( q \) is not reachable from \( r \) in \( D' - S \), then \( S \) is, indeed, a \( r \cdot T' \)-digraph pair cut, because \( S \) is a \( r \cdot (T' \setminus \{q, q'\}) \)-digraph pair cut. In what follows we show that it is always the case, that is, \( q \) is not reachable from \( r \) in \( D' - S \). Suppose not. Since \( q \) is reachable from \( r \) in \( D' - S \) and all the vertices in \( Q \setminus \{q\} \) have no out-neighbours in \( D' \) (by construction of \( D' \)), any path from \( r \) to \( q \) in \( D' - S \) will not contain any vertex from \( Q \setminus \{q\} \). This implies that there is a minimal \( r \)-\( B \)-separator \( Q' \subseteq Q \) containing \( q \). Hence, either \( Q' \) is an important \( r \)-\( B \)-separator of size at most \( 2k + 2 \) or all the important \( r \)-\( B \)-separators which dominate \( Q' \) will contain \( q \). This is implies that \( q \) is marked, which is a contradiction.

Thus, we have shown that in this case there is an irrelevant terminal pair \( \{q, q'\} \in T' \), and by Observation 6.1 and induction hypothesis, Algorithm 2 will output the required set.

**Lemma 6.4.** Algorithm 2 runs in time \( O(|T'| \cdot n(\sqrt{n} + m)) \).
Proof. The number of times each step of the algorithm will get executed is at most $|T'|$. By Proposition 2.2, Line 4 takes time $O(mn)$. By Lemma 6.2, the time required to enumerate important separators in Lines 6 and 13 is bounded by $O(4^{2k} \cdot k \cdot (n + m))$. The time required compute $\mathcal{P}$ in Line 13 is $O(mn)$ by Proposition 2.2. Thus, the total running time of Algorithm 2 is $O(|T'|(mn + 4^{2k} \cdot k \cdot (n + m)))$. Recall that, we could safely assume that $|V(D')| = n > 64^{k+1}(k + 1)^2$. Since, $n > 64^{k+1}(k + 1)^2$, $4^{2k} \cdot k < n^\frac{2}{3}$. Hence, the claimed running time of the algorithm follows. \qed

6.2 Covering Small Multicuts in a Subgraph without Highly Connected Set

In this section, we prove that given a graph $G$, a set of terminal pairs $T = \{(s_1, t_1), \ldots, (s_\ell, t_\ell)\}$ and an integer $k$, there is a polynomial time algorithm which finds a pair $(G^*, T^*)$, where $G^*$ is an induced subgraph of $G$ such that it has no $(k + 2)$-connected sets of size $2^{O(k)}$ and $T^* \subseteq T$ such that for any $S \subseteq V(G)$ of size at most $k$, $S$ is a minimal multicut of $T$ in $G$ if and only if $S$ is a subset of $V(G^*)$ and $S$ is a minimal multicut of $T^*$ in $G^*$. This statement is formalized in Lemma 6.5. Before stating Lemma 6.5, we give definitions of a $k$-connected set and graphs.

Definition 6.4 ($k$-connected set and graphs). For any $k \in \mathbb{N}$ and a graph $G$, a subset $Y$ of the vertices of $G$ is called a $k$-connected set in $G$, if for any $u, v \in Y$ there are at least $k$ internally vertex disjoint paths from $u$ to $v$ in $G$. The graph $G$ is called a $k$-connected graph if $V(G)$ is a $k$-connected set in $G$. Equivalently, the graph $G$ is $k$-connected, if the size of a mincut in $G$ is at least $k$.

Lemma 6.5 (Degeneracy Reduction Lemma). Let $G$ be a graph, $T$ be a set of terminal pairs and $k \in \mathbb{N}$. Let $C$ be the set of all minimal multicuts of $T$ of size at most $k$ in $G$. There is a deterministic algorithm which runs in time $O(|T| \cdot n^2(n^{\frac{2}{3}} + m) + kn^3(n + m))$ and outputs an induced subgraph $G^*$ of $G$ and a subset $T^* \subseteq T$ such that

1. for any $S \subseteq V(G)$ with $|S| \leq k$, $S$ is a minimal multicut of $T$ in $G$ if and only if $S \subseteq V(G^*)$ and $S$ is a minimal multicut of $T^*$ in $G^*$, and

2. there is no $(k + 2)$-connected set of size at least $64^{k+2} \cdot 4(k + 2)^2$ in $G^*$.

The proof of Lemma 6.5 requires some auxiliary lemmas which we discuss below. Recall the definition of the problem MULTICUT from Section 4.4. Let $(G, T, k)$ be an instance of MULTICUT. We say that a vertex $v \in V(G)$ is irrelevant to $(G, T, k)$ if no minimal multicut of $G$ of size at most $k$ in $G$ contains $v$. Lemma 6.6 states that if a graph has a sufficiently large $(k + 2)$-connected set, then many of its vertices are irrelevant to the given MULTICUT instance. Such a statement is deduced by establishing a relation between the multicuts of the given instance and the digraph pair cuts of practically the same instance. This relationship then relates the irrelevant vertices to the instance of MULTICUT with the irrelevant vertices to the instance for DIGRAPH PAIR CUT.

Lemma 6.6. Let $G$ be a graph, $T$ be a set of terminal pairs, $k \in \mathbb{N}$ and $Y$ be a $(k+1)$-connected set in $G$. Let $D$ be a digraph obtained by adding a new vertex $r$, whose in-neighbours are the vertices of $Y$, and replacing each edge of $G$ by two arc, with the same endpoints, in opposite orientations. Any irrelevant vertex to the instance $(D, T, r, k)$ of DIGRAPH PAIR CUT is also an irrelevant vertex to the instance $(G, T, k)$ of MULTICUT.

Proof. The construction of $D$ from $G$ is illustrated in Figures 2a and 2b. To prove the lemma it is enough to show that any multicut of $T$ of size at most $k$ in $G$ is an $r$-$T$-digraph pair cut.
in $D$. Let $C$ be a multicut of $T$ of size at most $k$ in $G$. We claim that $C$ is an $r$-$T$-digraph pair cut in $D$. Suppose not. Then, there is a pair $\{s, t\} \in T$ such that there is a path from $s$ to $r$ and $t$ to $r$ in $D - C$. Since the in-neighbors of $r$ are the vertices of $Y$, there exist $u_1, u_2 \in Y$, $u_1$ may be equal to $u_2$, such that there are two paths, one from $s$ to $u_1$ and other from $t$ to $u_2$, in $G - C$. If $u_1 = u_2$, then $s$ and $t$ are in the same connected component of $G - C$, which is a contradiction. Otherwise, since $Y$ is a $(k + 1)$-connected set in $G$ and $u_1, u_2 \in Y$, there are $k + 1$ internally vertex disjoint paths from $u_1$ to $u_2$. Since $|C| \leq k$, there exists a path between $u_1$ and $u_2$ in $G - C$, and hence a path between $s$ and $t$ in $G - C$, which is a contradiction. 

Using Lemmas 6.1 and 6.6, one can find irrelevant vertices to the given instance of Multicut, if the graph in the instance has a $(k + 1)$-connected set $Y$ of size strictly more than $64^{k+1}(k+1)^2$ and the set $Y$ is explicitly given as input. So the next task is to design an algorithm that finds a $(k + 1)$-connected set in a graph of a given size, if it exists. This algorithm comes from Lemma 6.7.

**Lemma 6.7.** There is an algorithm which given a graph $G$ and $k, d \in \mathbb{N}$, $k \leq d$, runs in time $O(k \cdot n^2(n + m))$, and either concludes that there is no $k$-connected set of size at least $4d$ in $G$ or outputs a $k$-connected set in $G$ of size at least $d + 1$.

The proof of Lemma 6.7 requires an auxiliary lemma (Lemma 6.9) which we prove next. Lemma 6.9 is an algorithmic version of the following famous result of Mader [29] which says that if a graph has large average degree (or degeneracy), then it contains a $(d + 1)$-connected subgraph.

**Lemma 6.8 ([29]).** Let $d \in \mathbb{N} \setminus \{0\}$. Every graph $G$ with average degree at least $4d$ has a $(d + 1)$-connected subgraph.

The proof of Lemma 6.8 given in [12, 42] can be modified to get a polynomial time algorithm. The following lemma, an algorithmic version of Lemma 6.8, is written in terms of the degeneracy of the graph.

**Lemma 6.9.** There is an algorithm which, for any $d \in \mathbb{N} \setminus \{0\}$, given a graph $G$ with degeneracy at least $4d$, runs in time $O(mn + n^2 \log n)$, and outputs a $(d + 1)$-connected subgraph of $G$.

**Proof.** The algorithm first constructs a subgraph $H$ of $G$ which has minimum degree at least $4d$. To do so, first set $H := G$. If the minimum degree of $H$ is at least $4d$, then we are done. Otherwise, let $v$ be a vertex of $H$ of degree at most $4d - 1$. Set $H := H - v$ and repeat this process. Since the degeneracy of $G$ is at least $4d$, the procedure will end up in a subgraph of $G$ that has minimum degree at least $4d$. The naive implementation of the above procedure takes time $O(mn)$.

**Claim 6.2.** For any $d \in \mathbb{N} \setminus \{0\}$, if the minimum degree of a graph $H$ is at least $4d$, then $|V(H)| \geq 2d + 1$ and $|E(H)| \geq 2d|V(H)| - d - \frac{1}{2}$.

**Proof.** Since minimum degree of $H$ is at least $4d$, clearly $|V(H)| \geq 4d + 1 \geq 2d + 1$. Also, since $\sum_{v \in V(H)} \deg_G(v) = 2|E(H)|$ and for all $v \in V(H)$, $\deg_G(v) \geq 4d$, $|E(H)| \geq 2d|V(H)| \geq 2d(|V(H)| - d - \frac{1}{2})$. 

From Claim 6.2, we conclude that $|V(H)| \geq 2d + 1$ and $|E(H)| \geq 2d(|V(H)| - d - \frac{1}{2})$. Thus, from the following claim (Claim 6.3), one can infer that $H$ has a $(d + 1)$-connected subgraph. Using this claim, we will later give an algorithm that actually computes a $(d + 1)$-connected subgraph of $H$, whose correctness will follow from the proof of Claim 6.3.
Claim 6.3. Let $H$ be any graph and $d \in \mathbb{N} \setminus \{0\}$ such that $|V(H)| \geq 2d + 1$ and $|E(H)| \geq 2d(|V(H)| - d - \frac{1}{2})$. Then $H$ has a $(d+1)$-connected subgraph.

Proof. We prove the claim using induction on $|V(H)|$. The base case of the induction is when $|V(H)| = 2d+1$. From the premises of the claim, if $|V(H)| = 2d+1$, $|E(H)| \geq 2d(2d+1-d-\frac{1}{2}) = 2d(\frac{2d+1}{2})$. Since a graph on $2d+1$ vertices can have at most $\binom{2d+1}{2}$ edges, $H$ is a clique on $2d+1$ vertices, which is a $(d+1)$-connected graph. Now consider the induction step where $|V(H)| > 2d + 1$. Suppose there is a vertex $v \in V(H)$ such that $\deg_H(v) \leq 2d$. Then $|V(H-v)| \geq 2d+1$ and $|E(H-v)| \geq |E(H)| - 2d \geq 2d(|V(H-v)| - d - \frac{1}{2})$. Thus, from the induction hypothesis, there is a $(d+1)$-connected subgraph in $H-v$. From now on, we can assume that the degree of each vertex in $H$ is at least $2d + 1$. Suppose $H$ itself is a $(d+1)$-connected graph, then we are done. If not, then there exists a mincut, say $Z$, of $H$, of size at most $2d$. Let $U_1 \uplus U_2$ be a partition of $V(G) \setminus Z$ such that there is no edge between a vertex in $U_1$ and a vertex in $U_2$, and $U_1, U_2 \neq \emptyset$. Let $A = Z \cup U_1$ and $B = Z \cup U_2$. We claim that either $H[A]$ or $H[B]$ satisfy the premises of the claim. Notice that all the neighbors of any vertex $s \in U_1$ are in $A$ and all the neighbors of any vertex $t \in U_2$ are in $B$. Also since, $\deg_H(s), \deg_H(t) \geq 2d + 1$, we have that $|A| \geq 2d + 1$ and $|B| \geq 2d + 1$. Thus, the vertex set cardinality constraint stated in the premise of the claim is met for both $H[A]$ and $H[B]$. Suppose that, the edge set cardinality constraint stated in the premise of the claim is not met for both $H[A]$ and $H[B]$. Then we have the following.

\[
|E(H)| \leq |E(H[A])| + |E(H[B])| \\
< 2d(|A| - d - \frac{1}{2}) + 2d(|B| - d - \frac{1}{2}) \\
= 2d(|A| + |B| - 2d - 1) \\
\leq 2d(|V(H)| + d - 2d - 1) \\
< 2d(|V(H)| - d - \frac{1}{2}).
\]

This is a contradiction to the fact that $|E(H)| \geq 2d(|V(H)| - d - \frac{1}{2})$. Therefore, either $H[A]$ or $H[B]$ satisfy the premises of the claim. Moreover, notice that $|A| < |V(H)|$ and $|B| < |V(H)|$, because $U_1, U_2 \neq \emptyset$. Thus, by the induction hypothesis the claim follows.

The above proof can easily be turned in to an algorithm. This is explained below. Our algorithm for finding a $(d+1)$-connected subgraph of $H$ works as follows. It first tests whether $H$ itself is a $(d+1)$-connected graph - this can be done by computing a mincut of $H$ (using the algorithm of Proposition 2.3) and then testing whether the size of a mincut of $H$ is at least $d+1$. If $H$ is a $(d+1)$-connected graph, then our algorithm outputs $H$. Otherwise, if there is a vertex of degree at most $2d$ in $H$, then it recursively finds a $(d+1)$-connected subgraph in $H-v$. If all the vertices in $H$ have degree at least $2d+1$, then it finds a mincut $Z$ in $H$ (using the algorithm of Proposition 2.3). It then constructs vertex sets $A$ and $B$ as mentioned in the proof of Claim 6.3. It is proved in Claim 6.3 that either $H[A]$ or $H[B]$ satisfy the premises of Claim 6.3, and it can be tested in linear time whether a graph satisfies the premises of Claim 6.3. If $H[A]$ satisfies the premises of Claim 6.3, then our algorithm recursively finds a $(d+1)$-connected subgraph in $H[A]$. Otherwise, our algorithm recursively finds a $(d+1)$-connected subgraph in $H[B]$.

Note that this algorithm makes at most $n$ recursive calls and in each recursive call it runs the algorithm of Proposition 2.3 and does some linear time testing. Thus, given a graph $H$ of minimum degree at least $2d$, this algorithm runs in time $O(n(m + n \log n))$ and outputs a $(d+1)$-connected subgraph of $H$. The algorithm claimed in the lemma first constructs a subgraph $H$
of $G$ of minimum degree at least $2d$, as described earlier, in time $O(mn)$ and takes additional $O(mn + n^2 \log n)$ time to output a $(d + 1)$-connected subgraph of $H$. Thus, the total running time of this algorithm is $O(mn + n^2 \log n)$. ☐

We are now equipped to give the proof of Lemma 6.7.

**Proof of Lemma 6.7.** The algorithm first constructs an auxiliary graph $G^*$ as follows. The vertex set of $G^*$ is $V(G)$ and for any $u, v \in V(G^*), uv \in E(G^*)$ if and only if the size of a minimum $u$-$v$-separator in $G$ is at least $k$ (that is, there are at least $k$ internally vertex disjoint paths from $u$ to $v$ in $G$). It then checks whether the degeneracy of $G^*$ is at least $4d - 1$ or not. If the degeneracy of $G^*$ is strictly less than $4d - 1$, then the algorithm outputs that there is no $k$-connected set in $G$ of size at least $4d$. Otherwise, the degeneracy of $G^*$ is at least $4d - 1 \geq 4(d - 1)$. In this case, the algorithm applies the algorithm of Lemma 6.9 for $(G^*, d - 1)$, which outputs a $d$-connected subgraph $H$ of $G^*$. Since $H$ is a $d$-connected subgraph, $|V(H)| \geq d + 1$. Since, $k \leq d$, $H$ is $k$-connected in $G^*$. The algorithm outputs $V(H)$ as the $k$-connected set in $G$.

To prove the correctness of the algorithm, we need to prove the following two statements.

1. When our algorithm reports that there is no $k$-connected set in $G$ of size at least $4d$, that is, when degeneracy of $G^*$ is at most $4d - 2$, then the graph $G$ has no $k$-connected set of size at least $4d$.

2. When our algorithm outputs a set, that is, when degeneracy of $G^*$ is at least $4d - 1$, then the set outputted is a $k$-connected set in $G$ of size at least $d + 1$. In other words, if degeneracy of $G^*$ is at least $4d - 1$, then the set $V(H^*)$ is $k$-connected in $G$ and has size at least $d + 1$.

For the proof of the first statement, observe that when $G$ has a $k$-connected set, say $Y$, of size at least $4d$, then $G^*[Y]$ is a clique. Hence, the degeneracy of $G^*$ is at least $4d - 1$. For the proof of the second second, we have already argued that the size of $V(H)$ is at least $d + 1$ and that $H$ is a $k$-connected subgraph in $G^*$. We will now prove $V(H)$ is a $k$-connected set in $G$.

**Claim 6.4.** $V(H)$ is a $k$-connected set in $G$.

**Proof.** Observe that, it is enough to show that for any $u, v \in V(H)$ and any $C \subseteq V(G) \setminus \{u, v\}$ of size strictly less than $k$, there is a path from $u$ to $v$ in $G - C$. Since $H$ is a $k$-connected subgraph of $G^*$, there is a path from $u$ to $v$ in $G^* - C$. Let $w_1w_2 \ldots w_\ell$, where $w_1 = u$ and $v = w_\ell$, be a path from $w_1$ to $w_\ell$ in $G^* - C$. Since for any $i \in [\ell - 1]$, $w_1w_{i+1} \in E(G^*)$, there are at least $k$ vertex disjoint paths from $w_i$ to $w_{i+1}$ in $G$. Also, since $|C| < k$, there is a path from $w_i$ to $w_{i+1}$ in $G - C$. This implies that there is a path from $w_1 = u$ to $w_\ell = v$ in $G - C$, proving that $H$ is a $k$-connected set in $G$. ☐

This finishes the proof of correctness of our algorithm. We now analyse the total running time of the algorithm. The graph $G^*$ can be constructed in time $O(k \cdot n^2(n + m))$ using Proposition 2.2. Also, checking whether the graph has degeneracy at least $4d - 1$ can be done in time $O(mn)$. Since $G^*$ could potentially have $O(n^2)$ edges, by Lemma 6.9, the subgraph $H$ can be computed in time $O(n^3)$. Thus the total running time of our algorithm is $O(k \cdot n^2(n + m))$. ☐

**Lemma 6.10.** There is an algorithm that given a graph $G$, a set of terminal pairs $T$ and $k \in \mathbb{N}$, runs in time $O(|T| \cdot n(n^2 + m) + kn^2(n + m))$ and, either correctly concludes that $G$ does not contain a $(k + 1)$-connected set of size at least $64k + 1 \cdot 4(k + 1)^2$ or finds an irrelevant vertex for the instance $(G, T, k)$ of MULTICUT.
Proof. Let $d = 64^{k+1}(k + 1)^2$. Our algorithm first runs the algorithm of Lemma 6.7 on the instance $(G, k + 1, d)$. If this algorithm (of Lemma 6.7) concludes that there is no $(k + 1)$-connected set in $G$ of size at least $4d$, then our algorithm returns the same. Otherwise, the algorithm of Lemma 6.7 outputs a $(k + 1)$-connected set $Y$ in $G$ of size at least $d + 1$. Our algorithm then creates a digraph $D$ as mentioned in Lemma 6.6. It then applies the algorithm of Lemma 6.1 and compute a set $Z$ of irrelevant vertices for the instance $(D, T, r, k)$ of DIGRAPH PAIR CUT in the set $Y$. From Lemma 6.6, $Z$ is also a set of irrelevant vertices for the instance $(G, T, k)$ of MULTICUT. Since $|Y| \geq d + 1$ and the number of relevant vertices for $(D, T, r, k)$ in the set $Y$ is at most $d$ (from Lemma 6.1), $Z \neq \emptyset$. Our algorithm then outputs an arbitrary vertex $v$ from the set $Z$ as an irrelevant vertex for $(G, T, k)$.

By Lemmas 6.1 and 6.7, the total running time of our algorithm is $O(|T| \cdot n(n^{3/2} + m) + kn^2(n + m))$. 

Lemma 6.11. There is an algorithm which given as input a graph $G$, a set of terminal pairs $T$ and $k \in \mathbb{N}$, runs in time $O(|T| \cdot n(n^{3/2} + m) + kn^2(n + m))$ and, either concludes that there is no $(k + 2)$-connected set of size at least $64^{k+1} \cdot 4(k+2)^2$ in $G$, or outputs a vertex $v \in V(G)$ such that for any $S \subseteq V(G)$ with $|S| \leq k$, $S$ is a minimal multicut of $T$ in $G$ if and only if $S \subseteq V(G) \setminus \{v\}$ and $S$ is a minimal multicut of $T' = \{\{s, t\} \in T \mid v \notin \{s, t\}\}$ in $G - v$.

Proof. This algorithm runs the algorithm of Lemma 6.10 on the instance $(G, T, k + 1)$. If the algorithm of Lemma 6.10 outputs that there is no $(k + 2)$-connected set of size $64^{k+1} \cdot 4(k+2)^2$ in $G$, then our algorithm reports the same. Otherwise, let $v$ be the vertex returned by the algorithm of Lemma 6.10, which is irrelevant for $(G, T, k + 1)$ (from Lemma 6.10), then it also returns $v$. The running time of our algorithm follows from Lemma 6.10.

We now prove the correctness of this algorithm. For the forward direction, $S \subseteq V(G)$ such that $|S| \leq k$ and $S$ is a minimal multicut of $T$ in $G$. By the definition of an irrelevant vertex for the instance $(G, T, k + 1)$, we conclude that $S \subseteq V(G) \setminus \{v\}$. Since $T' \subseteq T$ and $G$ is a supergraph of $G - v$, $S$ is a multicut of $T'$ in $G - v$. Suppose, for the sake of contradiction, that $S$ is not a minimal multicut of $T'$ in $G - v$. Then, there exists $S' \subset S$ such that $S'$ is a minimal multicut of $T'$ in $G - v$. If $S'$ is multicut of $T$ in $G$, then we contradict the fact that $S$ is a minimal multicut of $T$ in $G$. Otherwise, there exists $S'' \subseteq S \cup \{v\}$ and $v \in S''$, such that $S''$ is a minimal multicut of $T$ in $G$, which contradicts that $v$ is an irrelevant vertex for $(G, T, k + 1)$. Hence we have proved that $S$ is a minimal multicut of $T'$ in $G - v$.

For the backward direction, let $S \subseteq V(G) \setminus \{v\}$ such that $S$ is a minimal multicut of $T'$ in $G - v$. If $S$ is a multicut of $T$ in $G$, then $S$ has to a minimal multicut of $T$ in $G$ else it would contradict that $S$ is a minimal multicut of $T'$ in $G - v$. Otherwise, $S' \cup \{v\}$ is a multicut of $T$ in $G$, because all the terminal pairs in $T \setminus T'$ contains $v$. Let $S' \subseteq S \cup \{v\}$ be a minimal multicut of $T$ in $G$. Note that $v \in S'$ and $|S'| \leq k + 1$. This contradicts the fact that $v$ is an irrelevant vertex for $(G, T, k + 1)$.

Lemma 6.5 can easily be proved by applying Lemma 6.11 at most $n$ times.

Stable Multicut on General Graphs. With the power of our Independent Set Covering Lemmas (Lemmas 3.1, 3.2 and 3.3) and the Degeneracy Reduction Lemma (Lemma 6.5) in hand, we are now ready we prove that STABLE MULTICUT is FPT. Towards that, we first prove the following lemma which establishes a relationship between the degeneracy of the graph and the $k$-connected sets in the graph.

Lemma 6.12. Let $k, d \in \mathbb{N}$ such that $k \leq d + 1$. Let $G$ be a graph which does not contain a $k$-connected set of size at least $d$. Then, the degeneracy of $G$ is at most $4d - 1$. 
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Proof. For the sake of contradiction, assume that the degeneracy of $G$ is at least $4d$. Then, by Lemma 6.9, there is a $(d+1)$-connected subgraph $H$ of $G$. Since $k \leq d+1$ and $|V(H)| \geq d+2$, we have that $V(H)$ is $k$-connected set in $G$ of size at least $d+2$, which is a contradiction. \hfill \Box

Theorem 12. Stable Multicut can be solved in time $2^{O(k^3)} \cdot n^3(n+m)$.

Proof. Let $(G, k)$ be an instance of Stable Multicut. First, we apply Lemma 6.5 and get an equivalent instance $(G^*, T^*)$, where $G^*$ does not contain any $(k+2)$-connected set of size $64^{k+2} \cdot 4(k+2)^2$. Then, by Lemma 6.12, the degeneracy of $G^*$ is at most $64^{k+2} \cdot 16(k+2)^2 - 1$. Now, we apply Theorem 8 and get the solution. The running time of the algorithm follows from Lemma 6.5 and Theorem 8. \hfill \Box

7 Conclusion

In this paper we presented two new combinatorial tools for the design of parameterized algorithms. The first was a simple linear time randomized algorithm that given as input a $d$-degenerate graph $G$ and integer $k$, outputs an independent set $Y$, such that for every independent set $X$ in $G$ of size at most $k$ the probability that $X$ is a subset of $Y$ is at least $\left(\frac{(d+1)^k}{k} \cdot k(d+1)\right)^{-1}$. We also introduced the notion of a $k$-independence covering family of a graph $G$. The second tool was a new (deterministic) polynomial time graph sparsification procedure that given a graph $G$, a set $T = \{\{s_1, t_1\}, \{s_2, t_2\}, \ldots, \{s_t, t_t\}\}$ of terminal pairs, and an integer $k$ returns an induced subgraph $G^*$ of $G$ that maintains all of the inclusion minimal multi-cuts of $G$ of size at most $k$, and does not contain any $(k+2)$-vertex connected set of size $2^{O(k)}$. Our new tools yielded new FPT algorithms for Stable $s$-$t$ Separator, Stable Odd Cycle Transversal, and Stable Multicut on general graphs, and for Stable Directed Feedback Vertex Set on $d$-degenerate graphs, resolving two problems left open by Marx et al. [31]. One of the most natural direction to pursue further is to find more applications of our tools than given in the paper. Apart from this there are several natural questions that arise from our work.

1. In the Stable Multicut problem we ask for a multicut that forms an independent set. Instead of requiring that the solution $S$ is independent, we could require that it induces a graph that belongs to a hereditary graph class $\mathcal{G}$. Thus, corresponding to each hereditary graph class $\mathcal{G}$, we get the problem $\mathcal{G}$-Multicut. Is $\mathcal{G}$-Multicut FPT? Concretely, let $\mathcal{S}$ be the set of forests then is $\mathcal{S}$-Multicut FPT?

2. Given a hereditary graph class $\mathcal{G}$, we can define the notion of $k$-$\mathcal{G}$ covering family, similar to $k$-independence covering family. Does there exist other hereditary families, apart from the family of independence sets, such that $k$-$\mathcal{G}$ covering family of FPT size exists?

3. Observe that for all the problems whose non-stable version admit $2^{O(k)} n^{O(1)}$ time algorithm on general graphs, such as $s$-$t$ Separator and Odd Cycle Transversal, we get $2^{O(k)} n^{O(1)}$ time algorithm for these problems on graphs of bounded degeneracy. As a corollary, we get $2^{O(k)} n^{O(1)}$ time algorithm for these problems on planar graphs, graphs excluding some fixed graph $H$ as minor or a topological minor and graphs of bounded degree. A natural question is whether these problems admit $2^{O(k)} n^{O(1)}$ time algorithm on general graphs.
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