Abstract: With applications ranging from metabolomics to histopathology, quantitative phase microscopy (QPM) is a powerful label-free imaging modality. Despite significant advances in fast multiplexed imaging sensors and deep-learning-based inverse solvers, the throughput of QPM is currently limited by the speed of electronic hardware. Complementarily, to improve throughput further, here we propose to acquire images in a compressed form such that more information can be transferred beyond the existing electronic hardware bottleneck. To this end, we present a learnable optical compression-decompression framework that learns content-specific features. The proposed differentiable quantitative phase microscopy (\( \partial \mu \)) first uses learnable optical feature extractors as image compressors. The intensity representation produced by these networks is then captured by the imaging sensor. Finally, a reconstruction network running on electronic hardware decompresses the QPM images. In numerical experiments, the proposed system achieves compression of \( \times 64 \) while maintaining the SSIM of \(~0.90\) and PSNR of \(~30\) dB on cells. The results demonstrated by our experiments open up a new pathway for achieving end-to-end optimized (i.e., optics and electronic) compact QPM systems that may provide unprecedented throughput improvements.

1. Introduction

Among the label-free imaging modalities, quantitative phase microscopy (QPM) is a simple but powerful approach, providing important biophysical information by quantifying optical phase differences [1, 2]. From the phase map, one can further yield quantitative information about the morphology and dynamics of the examined specimens [3, 4]. In addition to morphology, the measured phase maps can be converted to dry mass of the cells with accuracy that is of the order of femtograms per square microns [5, 6]. QPM has found many important applications in biomedicine [7] including pathogen screening [8], cancer cell classification [9], and label-free analysis of histopathology specimens [10, 11]. Importantly, label-free histopathology based on QPM has been shown to capture subtle, nanoscale morphological properties of tissues that could lead to early detection of cancer [12]. This technique also preserves the tissue sample for further molecular-specific pathological analysis [13]. Moreover, recently quantitative phase imaging has even been extended to image the structures of thick biological systems such as zebrafish larval [14]. QPM has also been demonstrated for stain-free quantification of chromosomal dry mass in living cells [15], quantification of different growth phases of chondrocytes [16], identification of biophysical markers of sickle cell drug responses [17] and quantification of
nuclear mechanical properties that may play roles in cancer metastasis [18].

The first phase imaging mechanism was introduced by Zernike in his phase contrast microscopy [19]. Here the phase shifts due to the refractive indices and depth differences in the specimen are converted into detectable intensity variations. Zernike's original design consisted of a phase filter which directly displays phase information by interfering scattered portion of light from an image, with its unscattered portion. Even though the work improved with several extensions [20, 21], due to the non-linear dependency between phase and intensity, direct phase contrast techniques are incapable of quantitative phase measurements. QPM techniques overcome this problem by computational inverse reconstruction [7]. A typical quantitative phase microscope consists of an optical system (forward model) and a computational phase retrieval algorithm (inverse model) [22]. The forward optical system converts undetectable phase information into detectable fringe patterns; from the fringe patterns, the inverse reconstruction algorithm retrieves phase and intensity maps of the specimen. Recent developments in QPM have mostly been focused on improving the inverse reconstruction using GPU acceleration [23–25], deep-learning-based inverse solvers [26–31], and illumination patterns optimization [32, 33].

Orthogonal to the current developments, the main bottleneck of QPM-based imaging cytometry is the image acquisition speed, which is fundamentally governed by the pixel rate of image sensors. Currently, the pixel rate of a state-of-the-art camera is around $1 \times 10^{10}$ pixels/sec. However, the pixel throughput of the front-end optics is virtually unlimited. An image passes through optics at the speed of light and has been the rationale for developing optical signal processing technologies [34]. Here we propose to exploit this property to optically compress an image in order to measure the compressed form of the image using a high-speed light detector (such as a high-speed camera). Thus the pixel throughput of the original image would be increased at a rate proportional to the degree of compression. Compressive imaging of biological specimens has been demonstrated before, using random sampling of the linearly projected image space [35]. Better compression, however, may be achieved through learning dataset-specific features of images. To this end, here we propose differentiable microscopy ($\delta \mu$) to identify important image features for compression, learned through machine learning approaches [36]. First, we modeled the compression and de-compression as a single auto-encoder neural network. Afterward, with a large set of target images, we trained the neural network to find a low-dimensional compressed representation of the images. Once trained, the decoder part of the network acts as a decompression algorithm. We then model the encoder part of the network as a learnable optical system to be used as an optical phase feature extractor. More specifically, the optical phase feature extractor encodes phase information at the compressed latent intensity field. The intensity field is then acquired by a photodetector array. The detected intensity feature map is decoded as the phase image by an electronic phase reconstruction network.

Our optical phase feature extractor is motivated by the previous work on all-optically retrieving the phase information through learnable optics [37]. This work modeled phase retrieval as an optimization problem where the optical network’s physical parameters were optimized by minimizing the pixel distance between the input phase and the output intensity. The main limitation of this previous work is the lack of non-linearity of the all-optical method. In contrast, here we treat the all-optical linear network as a feature extractor which can extract features from both phase and amplitude of the input field. The optical model only has to learn a faithful representation that contains sufficient information to reconstruct the original phase. Combining this all-optical phase feature extractor with the non-linear phase reconstruction network, we realize an end-to-end-learnable non-linear function for the phase retrieval task. In the following sections, we first introduce the proposed end-to-end differentiable compressive QPM (section 2.1). Second, we assess the feasibility of phase retrieval using linear compression and non-linear decompression functions (section 2.2). Third, we demonstrate Compressed QPM using an optical encoder and an electronic decoder. We use learnable Fourier filters (LFFs) [37] or PhaseD2NNs [37] as the
Fig. 1. **End-to-end pipeline**: Input field with high contrast phase information is fed into the proposed optical phase feature extraction network. The resultant compressed output intensity field which contains the phase features is captured by the detector. The electronic phase reconstruction network utilizes these features to reconstruct phase information.

Optical feature extractors. We use SwinIR [38], a state-of-the-art super-resolution pipeline, as the electronic reconstruction network. Our experiments with experimental datasets suggest that the proposed method can perform orders of magnitude faster QPM on cells than the current state of the art through \( \times 64 \) – \( \times 256 \) compression.

2. **Results**

2.1. **End-to-end Differentiable Compressive Quantitative Phase Microscopy**

We model the QPM system as a combination of an optical and electronic network that learns the task of reconstructing phase information of the input light field at the output of the electronic network. The optical network converts useful morphological features to an intensity field which is then captured by the detector array placed at the output plane of this network. Then, the electronic network constructs the phase map of the input light field from the captured features. This task is embedded in a loss function, and the entire network is parameterized in a differentiable manner. The parameters of the network are optimized to reduce the loss for a particular dataset. We follow a 3-stage optimization criteria for the improved stability of the end-to-end optimization; 1) optimize the all-optical phase extraction network; 2) optimize the electronic phase reconstruction network; 3) end-to-end fine-tuning.

**Optimize the all-optical phase extraction network.** Here the optical network is optimized to reconstruct the phase at its output intensity. For an input optical field \( x_{in} = A_{in} e^{j\phi_{in}} \) we train an optical model \( H_O \) through which the input field is propagated to produce the output field \( x_{out} = A_{out} e^{j\phi_{out}} = H_O(x_{in}) \). The **phase reconstruction loss**, \( L_\phi \) introduced in previous work [37] is utilized here as,

\[
L_\phi = \mathbb{E}_{x_{in} \sim P_X} \left[ L1(\{|A_{out}|^2, \phi_{in}/(2\pi))\right],
\]

where, \( P_X \) and \( L1(.) \) respectively represent the probability distribution of phase objects and the L1 loss.

**Optimize the electronic phase reconstruction network.** At this stage, we consider the end-to-end network, however, only the weights of the electronic network are optimized. The pretrained optical network discussed earlier is utilized as a feature extractor to encode the input phase. We demagnify the output field of the optical network to compress the intensity representation.
The electronic super-resolution network reconstructs the input phase from the compressed intensity representation. The reconstructed phase information is given by \( \hat{\phi} = H_E(D(|A_{out}|^2)) \). Here \( H_E(.) \) and \( D(.) \) represent the electronic phase reconstruction network and the optical demagnification layer, respectively. \( D(.) \), the optical demagnification layer is implemented through a stack of \( 2 \times 2 \) average pooling operations [39]. Similar to previous work [38], we consider \( \mathcal{L}_{\text{swin}} \), a combination of loss functions for this optimization,

\[
\mathcal{L}_{\text{swin}} = \mathbb{E}_{x_{in}} - P_X \left[ L1(\hat{\phi}, \phi_{in}/(2\pi)) + \mathcal{L}_{\text{perceptual}}(\hat{\phi}, \phi_{in}/(2\pi)) + \mathcal{L}_{\text{adversarial}}(\hat{\phi}, \phi_{in}/(2\pi)) \right],
\]

where, \( \mathcal{L}_{\text{perceptual}} \) and \( \mathcal{L}_{\text{adversarial}} \) represent the perceptual loss [38] and adversarial loss [38], respectively.

**End-to-end fine-tuning.** As the final stage, we finetune the entire optical-electronic network to reconstruct the phase at the output of the network. To improve the reconstruction in terms of capturing fine cell structures, we incorporate the negative structural similarity index measure (SSIM) [40] as the loss function.

\[
\mathcal{L}_{\text{SSIM}} = \mathbb{E}_{x_{in}} - P_X - \frac{1}{M} \sum_{j=1}^{M} \frac{(2\mu_{X_j}\mu_{Y_j} + C_1)(2\sigma_{X_j,Y_j} + C_2)}{(\mu_{X_j}^2 + \mu_{Y_j}^2 + C_1)(\sigma_{X_j}^2 + \sigma_{Y_j}^2 + C_2)},
\]

where, \( X_j \) and \( Y_j \) represent equal-sized windows from a normalized input phase image \( (\phi_{in}/2\pi) \) and the corresponding reconstructed phase output \( (\hat{\phi}) \), respectively, for \( M \) number of windows for an image. \( P_X \) represents the probability distribution of input phase objects. \( \mu_{X_j}, \mu_{Y_j}, \sigma_{X_j}, \sigma_{Y_j}, \sigma_{X_j,Y_j} \) are the means, variances and the covariance of the \( X_j \) and \( Y_j \) windows, respectively. \( C_1 = (k_1 \times L)^2 \) and \( C_2 = (k_2 \times L)^2 \) are regularization parameters with \( L = 1.0, k_1 = 0.01 \) and \( k_2 = 0.03 \).

In our formulation, since the input to the model is a complex-valued optical field, we only require input optical fields as training data. For the experiments, we utilize optical fields that are experimentally measured from phase objects. We consider a HeLa Cell dataset as our primary dataset. The optical fields in this dataset (i.e. full fields of view (full FoVs)) are 250\( \mu m \times 250 \mu m \). Each full FoV is 789 \times 789 pixel grid where each pixel is 316.4 nm \times 316.4 nm. The dataset with full FoVs is divided into train and test sets. We cropped full FoVs into 256 \times 256 sized patches (i.e. patch FoVs) for the end-to-end training of the proposed methods. Further details of the dataset are presented in the methods (section 5). Using the above loss functions and training data, we train optical-electronic networks that consist of either an LFF or a PhaseD2NN (see section 2.3) as the optical network. To further improve the realisticity of the proposed method, we also conduct experiments with detector noise. In the next sections, we discuss these models and their results.

**2.2. Linear Encoding Does not Degrade Compressibility**

The optical feature extractor is a linear system. We therefore first established the feasibility of linear compression in comparison to nonlinear compressor models.

**Linear Encoding and Non-linear Decoding Allow Compression.** Prior to experimentation with an optical-electronic neural network, we first investigated the computational capabilities of the optics-based encoder and electronics-based decoder. Due to the linear nature of the optical encoder, we experimented on an autoencoder (AE) network [41] with a linear encoder followed by a non-linear decoder. The reconstruction results obtained from this network were compared with a fully linear autoencoder and a fully nonlinear autoencoder. The qualitative results in Fig. 2 show that the autoencoder network with a linear encoder and non-linear decoder performs on par with the fully nonlinear autoencoder.
Complex-valued Linear Encoding and Non-linear Decoding Allow Compression of Phase Information. While we assessed the computational feasibility of a linear encoder followed by a non-linear decoder to perform reconstruction, in QPM, another main hurdle is that information of interest is in the phase of the light field. Therefore, we further assessed the ability of an autoencoder network (complex-valued linear encoder + non-linear decoder) to extract, compress, and reconstruct information encoded in the phase. Similar to previous results, Fig. 3 shows that a complex-valued linear encoder with a nonlinear decoder achieves similar qualitative performance as the complex-valued nonlinear encoder and nonlinear decoder.

These results suggest the computational feasibility of a linear optical network (encoder) followed by a nonlinear electronic network (decoder) to reconstruct information in the phase of the light field.

2.3. Optical Encoding and Electronic Decoding Enable Compressed QPM

Our results in section 2.2 show that an autoencoder with a linear encoder and a non-linear decoder (AE:LE+NLD) can reconstruct images as good as a fully nonlinear model. In this section, we propose our model with an all-optical feature extractor (linear encoder) and an electronic image reconstruction network (non-linear decoder) for QPM.
Fig. 4. **Qualitative performance comparison**: Amplitude of input field (A1), phase of the input field (A2) (i.e. patch FoV) from the test set, all-optical phase to intensity conversion results [37] (i.e. baselines) using LFF (B1), PhaseD2NN (B2), Phase reconstructions from our approach 1: LFF + SwinIR with ×64 compression without fine-tuning (C1), with fine-tuning (C2), LFF with ×256 compression without fine-tuning (C3), with fine-tuning (C4), Phase reconstructions from our approach 2: PhaseD2NN + SwinIR with ×64 compression without fine-tuning + 1 optical layer (C5), without fine-tuning + 3 optical layers (C6), without fine-tuning + 5 optical layers (C7), with fine-tuning + 5 optical layers (C8), Corresponding compressed output intensity fields of optical feature extractor (D1-8). Phase values along the L1 and L2 lines show the local and global resolving power of the proposed methods.

**Learnable Fourier Filter (LFF) + SwinIR.** Based on previous work [37], we first used a Learnable Fourier Filter (an LFF) as the optical feature extraction network. The LFF contained an optical 4-f system with a learnable circular Fourier filter. Similar to previous work [37], the transmission coefficients of the circular Fourier filter were treated to be learnable. The input and output fields were 256 × 256 squared aperture grids. The circular Fourier filter had a radius of 128 grid points. The coefficients of the filter were randomly initialized. We used SwinIR [38], a state-of-the-art super-resolution network, as the electronic reconstruction network. We observed that directly training the end-to-end model (optical and electronic) was not ideal as the gradient flow between the optical and electronic networks was weak. Therefore, we employed the 3-stage criteria for the optimization of the end-to-end model (as discussed in section 2.1). We tested compression levels ×64 and ×256 for the compressed optical output intensity field in our experiments.

Table 1 shows the performances at ×64, ×256 compression levels for the tested HeLa dataset (section 5). For each compression level, performances are reported with and without the fine-tuning step. The corresponding qualitative results are shown in Figs. 4 and 5. All proposed methods outperformed all-optical baselines (B1, B2) with a significant margin in terms of SSIM (structural similarity index) and PSNR (peak signal-to-noise ratio) [42]. End-to-end fine-tuning showed a considerable improvement in the performance for all the cases. Our best method achieved PSNR = 29.76 dB, SSIM = 0.90 performance at ×64 compression, indicating that the proposed method is suitable for high-throughput QPM. Even at ×256 compression, the proposed method outperformed all-optical baselines by a considerable margin with PSNR = 27.62 dB and SSIM = 0.83. We further tested our approach by including a noise model with Poisson noise and...
Fig. 5. **Performance comparison of best methods:** a) The phase reconstructions. b) Compressed intensity fields at the detector. c) SSIM maps of reconstructions. d) The resolving power of the phase reconstructions is shown. Phase of the input field (A2) of a full FoV from the test set, all-optical phase to intensity conversion results [37] (i.e. baselines) using LFF (B1), PhaseD2NN (B2), Phase reconstructions from our approach 1: LFF + SwinIR with ×64 compression, with fine-tuning (C2), LFF with ×256 compression with fine-tuning (C4), phase reconstructions from our approach 2: PhaseD2NN + SwinIR with ×64 compression, with fine-tuning + 5 optical layers (C8).

We fine-tuned the best model (C2) with noise. A read noise with a standard deviation of 6.0 and a detector maximum photon count of 10000 were used. The proposed method with detector noise (E1) performed on par with the best model indicating that our LFF + SwinIR QPM is robust to real-world noise conditions. We further discuss the effect of the detector noise in the discussion (see section 3).
PhaseD2NN + SwinIR. Second, we tested a PhaseD2NN [37] as the optical network in the proposed end-to-end framework. Similar to the previous section, the SwinIR super-resolution network was used for reconstruction. We selected the operating range of the PhaseD2NN as the visible wavelength ($\lambda = 632.8$ nm) on the same HeLa cell dataset (see section 5).

The optical network consisted of 5 optical layers each having $256 \times 256$ optical neural grid. The size of each neuron was $\frac{\lambda}{2} \times \frac{\lambda}{2}$ (316.4 nm x 316.4 nm). Therefore, the size of the optical layer was $80.998\mu m \times 80.998\mu m$. Optical layers were separated with $3.373\mu m$ distance between each other. The distance between the input plane and the first optical layer was $3.373\mu m$ while the distance between the last optical layer and the detector plane was $5.904\mu m$. Since the pixel size matched the PhaseD2NN neuron size, we could train the end-to-end network directly on the patch FoVs from the dataset. We followed the optimization criteria presented in section 2.1 for the end-to-end training. Notably, we observed that in step 1, PhaseD2NN training was not stable due to the large number of physical parameters with a larger grid size (e.g., $256 \times 256$). To increase the stability and gradient flow of this optimization step, we used a sub-optimization-schedule (shown in Supplementary algorithm S1). We compressed the output intensity from the optical model $\times 64$ to obtain a higher throughput.

Table 1 shows the performances for $\times 64$ compression level. We report the performances while selecting different layers of the PhaseD2NN as the output layer. The corresponding learned power value was given by the algorithm S1 (Supplementary). The final model with 5 layers was fine-tuned according to the proposed optimization steps. Similar to section 2.3, fine-tuning improved the performance. We explored different numbers of diffractive layers for the PhaseD2NN without the fine-tuning step and the results are presented in Table 1.

We performed further experiments with the 5 layer PhaseD2NN (C8 and E2). Our method achieved the best performance of PSNR= 27.24 dB, SSIM= 0.86 with $\times 64$ compression which was considerably higher than the all-optical baselines. Similar to the previous section, we injected detector noise with similar specifications of a maximum photon count of 10000 and detector read noise standard deviation of 6.0. The resultant performance with the detector noise (E2) was on par with the best model without the noise (C8). This indicates that our PhaseD2NN + SwinIR QPM is robust to real-world noise conditions.

3. Discussion

Overall Comparison. Fig. 5 presents the qualitative results for best-performing models. Fig. 5(d) shows that the proposed differentiable optical-electronic QPM systems have a higher resolving capability compared to all-optical baselines. Fig. 5(c) SSIM maps show how our methods perform for different regions of full field-of-view (FoV). Low SSIM in edges indicates that there is room to improve the proposed QPM just by refining the edges of generated patches. We observed that, even though both proposed methods: i.e, LFF with SwinIR; and PhaseD2NN with SwinIR outperformed the all-optical baselines by a considerable margin, the LFF-based method performed better than the PhaseD2NN-based one. Further studies are needed to investigate the reason for this behavior.

Stability of PhaseD2NN Training. We observed that the optimization step 1, i.e., all-optical reconstruction (see section 2.1), is not stable for the PhaseD2NN. We suspect that the reason for this instability is the large FoV (of $256 \times 256$) resulting in a large number of learnable parameters. To overcome this, we used a sub-optimization-schedule for the PhaseD2NN training motivated by progressive growing learning principles [43] (see algorithm S1 in the supplementary). Instead of training the PhaseD2NN in an end-to-end fashion, here we optimize the PhaseD2NN layer by layer progressively with the phase reconstruction loss. With this schedule, we could efficiently train the optical network. Even though one can argue that the proposed schedule leads to a sub-optimal solution, we achieved a sufficient performance for QPM [31] with this schedule.
Nevertheless, an interesting future direction is to explore more efficient methods to train large D2NNs.

**Resolving Power of Differentiable Optical-Electronic QPM.** We analyzed the resolving power of the proposed differentiable optical-electronic QPM in Fig. 4(d). The plots demonstrate the phase value variations along lines L1 and L2 on the patch FoV. Phase variations along L1 and L2 further show the superior resolving ability of the proposed methods for local and global features respectively. Furthermore, fine-tuning improved the resolving capability for most of the models.

**Effect of Photodetector Noise.** To further evaluate the behavior of the proposed method with detector noise, we evaluated the method with maximum photon counts of 100 and 10000, and read noise standard deviations of 4.0 and 6.0. Table 2 shows that differentiable optical-electronic QPM is robust to noise when the maximum photon count is 10000 (for most QPM applications high light conditions can be used). Even though the proposed method performs worse for lower photon counts (e.g., 100), it still performs far better than all-optical baselines. We further note that the performance degradation due to higher read noise is insignificant for larger photon counts (e.g., 10000).

**Compressibility limitations.** Last, we tested our LFF-based approach on a QPM dataset of tissue with much more complex features (see section 5). The goal of this experiment was to investigate the limitations of our approach at high compression levels. We observed that our method failed to reconstruct high-resolution features at both \( \times 64 \) and \( \times 256 \) (see supplementary Fig. S1). There could be two potential reasons for the subpar performance. It could be the case that the optical compressor cannot efficiently convert phase information to the latent intensity field at the detector. Alternatively, it could be the case that the reconstruction network is not capable of reconstructing highly compressed information from images with complex features. To investigate the latter we tested our reconstruction network on a simple resolution enhancement task on the same tissue dataset. As shown in supplementary Fig. S1, here too the reconstruction network failed. Thus we conclude that in our method, the compressibility is limited in the presence of complex features. Further studies are required to establish the compressibility bounds for data distributions of interest.

### 4. Conclusion

Quantitative phase microscopy (QPM) is an emerging label-free imaging modality with a wide range of biological and clinical applications. Recent advances in QPM are focused on developing fast instruments through better detectors and fast deep-learning-based inverse solvers. However, currently, the QPM throughput is fundamentally limited by the pixel throughput of the imaging detectors. Orthogonal to current advances, to improve QPM throughput beyond the hardware bottleneck, here we propose to use content-aware compressive data acquisition. Specifically, we utilize learnable optical front-ends to extract compressed phase features. A state-of-the-art transformer deep network then decodes the captured information to quantitatively reconstruct the phase image. The proposed pipeline inherently improves the imaging speed while achieving high-quality reconstructions. Moreover, the advances presented in this work can lead to similar developments in a wide range of label-free coherent imaging modalities such as photothermal, coherent anti-Stokes Raman scattering (CARS), and stimulated Raman scattering (SRS).
5. Methods

5.1. Datasets

In our numerical experiments, we used two datasets.

**HeLa Cell Dataset**: We used a HeLa cell dataset [37] as the primary dataset for our experiments. We followed the sample preparation procedure explained in previous work [37]. The initial dataset contained 501 complex-valued images (i.e. detected FoVs). Each detected FoV was obtained by a camera with a $2304 \times 2304$ pixel grid where the pixel size was $6.5 \mu m \times 6.5 \mu m$. The light field from the specimen was magnified $\times 60$ before imaging onto the detector.

To pre-process the dataset, we first calculated the side length of the light fields before the magnification ($= \frac{2304 \text{pixels} \times 6.5 \mu m/\text{pixel}}{60} = 249.6 \mu m$). Second, we calculated the number of $316.4 \text{nm} \times 316.4 \text{nm}$ sized pixels in these light fields ($= \text{round}(\frac{249.6 \mu m}{316.4 \text{nm/\text{pixel}}} = 789\text{pixels})$). Finally, we resized the detected FoVs (i.e. $2304 \times 2304$ pixel grids) into $789 \times 789$ pixel grids. This resulted in the light field before the magnification with a pixel size of $316.4 \text{nm} \times 316.4 \text{nm}$. We refer to these FoVs as full FoVs. We obtained train and test sets by dividing the full FoV dataset into 401 and 100 sets. For the training of the proposed networks, we used $256 \times 256$ cropped patches (i.e. patch FoVs) from the full FoVs.

**Tissue Dataset**: We also acquired a tissue dataset to further validate our observations and to derive an empirical upper bound for the results. We followed preparation, acquisition, and preprocessing procedures similar to HeLa cells, with a magnification of $\times 20$. There were 470 detected FoVs. Camera had $2367 \times 2367$ pixel grid where the pixel size was $6.5 \mu m \times 6.5 \mu m$. Side length of the light fields before the magnification was, $= \frac{2304 \text{pixels} \times 6.5 \mu m/\text{pixel}}{20} = 748.8 \mu m$. Number of $316.4 \text{nm} \times 316.4 \text{nm}$ sized pixels in these light field was $= \text{round}(\frac{748.8 \mu m}{316.4 \text{nm/\text{pixel}}} = 2367\text{pixels})$. We resized the detected FoVs (i.e. $2304 \times 2304$ pixel grids) into $2367 \times 2367$ pixel grids to match the pixel sizes of the light fields and the algorithm (full FoVs). The full FoV dataset was divided into 470 and 117, train and test sets.

5.2. Implementation Details

We implemented the proposed optical-electronic networks with Python version 3.6.13. We used auto differentiation in PyTorch [44] framework version 1.8.0 for the joint optimization/training of the proposed optical-electronic networks. All experiments were conducted on a server with 12 Intel(R) Xeon(R) Platinum 8358 (2.60 GHz) CPU Cores, an NVIDIA A100 Graphics Processing Unit with 40 GB memory running on the Centos operating system.

We used batch size 32, learning rates of 0.1, 0.001 respectively for LFF and PhaseD2NN in the optimization stage 1. LFF was trained for 1500 epochs with multi-step learning rate scheduler [44] (milestones : [50, 400, 650, 1000, 1400], y = 0.1). PhaseD2NN was trained for 1500 epochs after each optimizer initialization step in algorithm S1. For joint multi-layer optimizations in algorithm S1, a learning rate of 0.00005 was used for better stability. For the optimization stage 2, we followed similar training configurations used in SwinIR [38]. Lastly, for the final optimization stage (i.e. end-to-end fine-tuning), we fine-tuned the LFF + SwinIR and PhaseD2NN + SwinIR for 24000 and 3000 epochs with a learning rate of $5 \times 10^{-6}$, respectively. We used Adam [45] as the optimizer for all optimizations.
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| Experiment | Detector Noise | Optical Net | Compression | Finetune | # layers | full FoV/ patch FoV | Metrics |
|------------|----------------|-------------|-------------|----------|----------|---------------------|---------|
|            |                |             |             |          |          |                     | PSNR/ SSIM |
| B1         | All optical LFF |             |             |          |          |                     | 16.1565/ 0.5880 |
|            |                |             |             |          |          |                     | 16.9761 0.6008 |
| B2         | All optical PhaseD2NN |             |             |          |          |                     | 12.3730/ 0.3163 |
|            |                |             |             |          |          |                     | 12.6631 0.3320 |
| C1         |                | LFF         | 64          | ×        | -        |                     | 23.8267/ 0.8225 |
|            |                |             |             |          |          |                     | 25.7840 0.8278 |
| C2         |                | LFF         |             | ✓        | -        |                     | 27.2579/ 0.8967 |
|            |                |             |             |          |          |                     | 29.7608 0.9031 |
| C3         |                | Phase-D2NN  | 256         | ×        | -        |                     | 22.5457/ 0.7470 |
|            |                |             |             |          |          |                     | 23.9536 0.7548 |
| C4         |                | Phase-D2NN  |             | ✓        | -        |                     | 26.0003/ 0.8223 |
|            |                |             |             |          |          |                     | 27.6129 0.8302 |
| C5         |                | Phase-D2NN  |             | ×        | 1        |                     | 22.6495/ 0.7808 |
|            |                |             |             |          |          |                     | 23.8566 0.7889 |
| C6         |                | Phase-D2NN  | 64          | ×        | 3        |                     | 24.7560/ 0.8224 |
|            |                |             |             |          |          |                     | 26.0716 0.8313 |
| C7         |                | Phase-D2NN  |             | ×        | 5        |                     | 24.8015/ 0.8107 |
|            |                |             |             |          |          |                     | 26.0551 0.8185 |
| C8         |                | Phase-D2NN  |             | ✓        | 5        |                     | 25.8617/ 0.8519 |
|            |                |             |             |          |          |                     | 27.2449 0.8602 |
| E1         |                | LFF         | 64          | ×        | -        |                     | 27.3794/ 0.8935 |
|            |                |             |             |          |          |                     | 29.8110 0.8998 |
| E2         |                | Phase-D2NN  | 64          | ✓        | 5        |                     | 25.7665/ 0.8477 |
|            |                |             |             |          |          |                     | 27.0651 0.8558 |

Table 1. **Performance comparison**: Best results for optical feature extraction networks **LFF, PhaseD2NN** are highlighted. These best models are further fine-tuned end-to-end with the detector noise simulation (noise specifications of the detector: read noise standard deviation= 6.0, maximum photon count= 10000) to improve reality. We calculate the patch and full FoV metrics on the test patch FoVs and full FoVs respectively. We reconstruct the full FoVs by tiling the reconstructed patch FoVs.
|                | Noise Specifications | full FoV | metrics | max. photon count | \( \sigma_{\text{read}} \) | PSNR | SSIM |
|----------------|---------------------|---------|---------|------------------|-----------------|------|------|
| Optical Net    |                     |         |         |                  |                 |      |      |
| LFF            | 100                 | 4       | 23.4928/0.777/ | 25.0266/0.7834 |
|                | 6                   | 22.5004/0.7606/ | 24.1487/0.7663 |
|                | 10000               | 4       | 27.4122/0.8935/ | 29.8110/0.8997 |
|                | 6                   | 27.3794/0.8935/ | 29.8110/0.8998 |
| Phase-D2NN     | 100                 | 4       | 17.8942/0.6441/ | 18.7526/0.6502 |
|                | 6                   | 16.8953/0.6094/ | 17.7111/0.6158 |
|                | 10000               | 4       | 25.7193/0.8478/ | 27.0456/0.8559 |
|                | 6                   | 25.7665/0.8477/ | 27.0651/0.8558 |

Table 2. **Performance of our method for different detector noise conditions**: Our best models (C2, C8 in table 1) are further fine-tuned with the corresponding noise specifications.
1. SUB-OPTIMIZATION-SCHEDULE FOR STABLE ALL-OPTICAL PHASED2NN TRAINING

We observe that using PhaseD2NN as the optical network hinders the convergence of the optimization step-1 (section 2.1 in the manuscript). To improve the stability of this step, we consider a sub-optimization-schedule in algorithm S1.

Algorithm S1. Sub-optimization-schedule for stable all-optical PhaseD2NN training

Data: $P_X$

Result: $H_O(.)$; /* Optimal PhaseD2NN all-optical model */

$H_O(.) \leftarrow (f_n \circ f_{n-1} \circ ... \circ f_1)(.)$; /* Define PhaseD2NN. $f_n$ is the $n^{th}$ layer */

$P_1, P_2, ..., P_n \leftarrow 1.0$; /* Define learnable power values for each layer */

for $i \in [1, n]$ do

Initializing optimizers, schedulers

for each epoch do

for each data batch $x_{in} \sim P_X$ do

$A_{out} = ||P_i \times (f_i \circ f_{i-1} \circ ... \circ f_1)(x_{in})||$

$\mathcal{L}_\phi$ calculated according to section 2.1

$f_i^*, P_i^* = \text{argmin}_{f_i, P_i} (\mathcal{L}_\phi)$

end

end

if $i \neq 1$ then

Initializing optimizers, schedulers

for each epoch do

for each data batch $x_{in} \sim P_X$ do

$A_{out} = ||P_i \times (f_i \circ f_{i-1} \circ ... \circ f_1)(x_{in})||$

$\mathcal{L}_\phi$ calculated according to section 2.1

$f_i^*, f_{i-1}^*, ..., f_1^*, P_i^* = \text{argmin}_{f_i, f_{i-1}, ..., f_1, P_i} (\mathcal{L}_\phi)$

end

end

end

2. COMPARISON WITH EMPIRICAL UPPER BOUND

We further tested our method on a tissue dataset (section 5). All the hyper-parameters were similar to the HeLa experiments. We compared our method with a baseline we call PhaseSR. PhaseSR is a hypothetical phase reconstruction method that assumes perfect phase-to-intensity transformation. This removes the bottleneck of converting phase to intensity optically. Therefore only bottleneck the end-to-end pipeline has to handle is reconstructing missing information due to the downsampling of the field. The input to the super-resolution network was a downsampled phase distribution where the phase values were distributed in $[0, 2\pi]$. We considered $\times 64$ and $\times 256$ downsampling and compared the qualitative (Fig. S1) and quantitative (Table S1) results with our method. Due to the ideal phase-to-intensity transformation in PhaseSR, we considered it as the empirical upper bound for the results.
Poor performances in all-optical baselines indicate that phase retrieval of the tissue dataset is more challenging than that of the HeLa cell dataset. The proposed methods also exhibited lower performance on this dataset. Furthermore, as anticipated, PhaseSR demonstrated higher quantitative performance compared to the proposed method. However, the qualitative performance similarity between the proposed method and PhaseSR suggests that compression plays a more significant role in degrading performance than phase-to-intensity conversion.

| Experiment | Optical Net | Compression | Finetune | Metrics |
|------------|-------------|-------------|----------|---------|
|            |             | full FoV/ patch FoV |          | PSNR    | SSIM    |
| B          | All optical LFF | 11.5446/ 12.3976 | 0.0640/ 0.0632 |
| C1         | 64 LFF      | ✓           | 22.1981/ 24.2548 | 0.7134/ 0.7147 |
| C2         | 256 LFF     | ✓           | 19.5154/ 21.1397 | 0.5555/ 0.5563 |
| D1         | 64 -        |             | 24.8808/ 27.6686 | 0.7759/ 0.7735 |
| D2         | PhaseSR     | -           | 22.539/ 23.7128  | 0.6043/ 0.6036 |

**Table S1. Performance comparison on tissue dataset:** We compare the performance of our method with PhaseSR, for ×64 and ×256 compressions. Since PhaseSR assumes a perfect all-optical phase-to-intensity transformation, we treat it as the empirical upper bound for our results. Refer to Fig. S1 for qualitative comparison.
Fig. S1. Performance comparison on QPM tissue dataset: a) A sample from test dataset. b) Reconstructions from our method and PhaseSR for ×64 and ×256 compressions. PhaseSR assumes a perfect all-optical phase to intensity transformation. The reconstruction network takes a (×64 or ×256) downscaled ground truth phase as the input. Due to the perfect all-optical phase-to-intensity assumption, we treat PhaseSR as the empirical upper bound for our results. c) Magnified ground truth and corresponding results. Figure B shows the all-optical LFF reconstruction. d) Phase fluctuations along two lines on small field of views (C). e) Phase fluctuations along two lines on large field of views (B). Colors A-D2 are ground truth, all-optical LFF, ours with ×64 compression, ours with ×256 compression, PhaseSR with ×64 compression, PhaseSR with ×256 compression (please refer to table S1).