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Abstract—A common approach in the literature when obtaining surrogate models of reflectarray unit cells is to include, among other variables, the angles of incidence as input variables to the model. In this work, we used support vector regression (SVR) to compare this approach with a new strategy which consists in grouping the reflectarray elements under a small set of angles of incidence and train surrogate models per angle of incidence pair. In this case, the dimensionality of the SVR decreases in two with regard to the former approach. In both cases, two geometrical variables are considered for reflectarray design, obtaining 4-D and 2-D SVRs, respectively. In contrast to the common approach in the literature, the comparison between the 4-D and 2-D SVRs shows that a proper discretization of the angles of incidence is more competitive than introducing the angles as input variables in the SVR. The 2-D SVR offers a shorter training time, faster reflectarray analysis, and a similar accuracy than the 4-D SVR, making it more suitable for design and optimization procedures.
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I. INTRODUCTION

Surrogate models for reflectarray analysis have been proposed to speed-up the analysis, design, and optimization of this kind of antenna using different machine learning techniques (MLTs) such as artificial neural network [1]–[6], support vector machines for regression (SVR) [7] and ordinary kriging (OK) [8]. The first efforts were aimed at predicting the phase shift of the reflectarray element [1]–[4], which corresponds to the phase of the complex direct coefficients. This is useful since this phase mainly controls the shape of the copolar far-field pattern [9]. In addition, it can also be used to obtain the reflectarray layout [10]. However, an accurate prediction of the crosspolar pattern requires the characterization of the full reflection coefficient matrix [11]. Thus, later works on MLTs applied to reflectarrays have also considered the cross-coefficients [5]–[8]. An example of application in which this is critical is contoured beams for space applications, where cross-polarization requirements are very tight and the crosspolar pattern is more than 30 dB below the copolar pattern in the region of interest [10].

In the abovementioned MLTs, the behavior of a reflectarray unit cell is characterized by four complex numbers known as reflection coefficients. These coefficients mainly depend on the geometrical features of the unit cell, although they are also affected by frequency and the angles of incidence [12], [13]. Thus, it is common practice to consider one or more geometrical features, the angle of incidence and frequency as input parameters to the MLT citeRo-bustilloANN,FreniANNRA,KrigingTAP. However, in order to keep a constant sampling density the number of training samples grows exponentially with the number of input space dimensions. As a consequence, the higher the dimensionality of the input space, the greater the workload to obtain the surrogate model.

Dimensionality may be reduced by training one surrogate model per incidence angle (θ, ϕ). In this way, the dimensionality is reduced by two dimensions, potentially improving performance of the MLT. However, each reflectarray element experiences a different angle of incidence, and having one model per reflectarray element may deem ineffective the time savings from the reduced dimensionality. Instead, the number of models may be reduced by grouping a number of reflectarray elements under the same angle of incidence. This was the strategy followed in [7] and [10]. Nevertheless, there exists no study in the literature that compares these different approaches with regard to angles of incidence: including them as input variables in the model, or generating one model per considered angle of incidence. Currently, it is a question open to debate in the community which approach is more interesting to use.

In this work, a systematic study comparing the two methodologies concerning the use of angles of incidence in surrogate models with SVR is presented. Two geometrical features of a reflectarray unit cell are used as input variables of the SVR in both cases, thus obtaining a 4-D SVR model when the angles of incidence are also considered as input variables, and a 2-D SVR model per angle of incidence. In both cases, the training process is based on cross-validation to find the optimum model. A 2-D SVR model is compared with the 4-D SVR at both the surrogate model level and the antenna level (by evaluating different radiation patterns). This comparison comprises two aspects: accuracy and computational efficiency. In all instances, the errors are computed with regard to the reference simulations provided by a full-wave analysis tool based on local periodicity (FW-LP) employed to generate the electromagnetic samples and analyze the reflectarray.

II. PROBLEM STATEMENT

A. Introduction

For reflectarray antennas, the final goal of employing surrogate models is to predict the electromagnetic response of the unit cell for a fast and accurate analysis of the antenna. In this work, the single-offset configuration shown in Fig. 1 is considered. The antenna comprises a flat panel with an array of K reflecting elements available online at https://ieeexplore.ieee.org.
A 4-D input vector is formed as \( \vec{\rho} \) is defined for the \( k \)th element in Fig. 1. From these parameters, the most important are the geometrical features, since they allow to perform array design to obtain a certain copolar pattern. The periodicity and substrate are usually fixed beforehand.

The importance of using the real angle of incidence at each element for reflectarray analysis has been known for many years and used in the design of reflectarrays [12], [13]. On the one hand, the copolar pattern is not very sensitive to the angle of incidence thanks to the angular stability of the direct coefficients. This is the reason why it is possible to achieve copolar designs using the normal incidence curve [14]–[16]. On the other hand, the cross-coefficients exhibit a highly nonlinear behavior with the angle of incidence which motivates the use of a good approximation of the real angle of incidence for the analysis of the crosspolar pattern. This general behavior is expected for common reflectarray unit cells in the literature.

In light of the previous considerations, we analyze two approaches to include the angle of incidence in surrogate models for reflectarray unit cells. In the first approach, two geometrical features of the unit cell (noted as \( T_x \) and \( T_y \)) along with \( \theta \) and \( \phi \) are considered as input variables to the model. These variables may be grouped into a 4-D input vector \( \vec{x} = (T_x, T_y, \theta, \phi) \) which is used to produce a single 4-D SVR model that characterizes each component of the reflection coefficients in (1). In the second approach, the input vector is formed as \( \vec{x} = (T_x, T_y) \). Thus, one 2-D SVR model should be produced per considered angle of incidence to characterize the reflection coefficients.

### B. Surrogate Modeling Based on SVR

The basic SVR theory applied to reflectarray analysis and the training strategy employed in this work can be both consulted in [7]. Here, we will review some basic concepts and define the errors which will be used in Sections III and IV to compare the different models.

In the problem at hand, the training procedure uses a set comprised of \( N \) inputs \( (\vec{x}_i \in \chi \subseteq \mathbb{R}^k) \) and outputs \( (\rho_i \in \mathbb{R}) \), where \( \rho_i \) denotes the real part, imaginary part, or magnitude of the reflection coefficients, \( T = [\vec{x}_i, \rho_i]_{i=1,2,\ldots,N} \), to obtain a function \( f \) that estimates the value of \( \rho \), corresponding to any new input \( \vec{x} \in \chi \). Here, the selection of the optimal SVR model follows an efficient grid search in addition to a cross-validation procedure, as detailed in [7]. This is accomplished by dividing the whole data set into three disjoint subsets: training \( (N_t \leq 0.7N) \), validation \( (N_v = 0.15N) \), and test \( (N_t = 0.15N) \).

In addition, we use the following definition of the relative error to measure the accuracy of the model

\[
\text{RE}_{\text{SVR}} = 20 \log_{10} \left( \frac{\| \vec{e} \|}{\| \vec{p} \|} \right) \quad (\text{dB})
\]

where \( \vec{p} = (\rho_1, \rho_2, \ldots, \rho_M) \) is a vector of \( M \) samples of the actual output of the FW-LP, and \( \vec{e} = (e_1, e_2, \ldots, e_M) \) is a vector of \( M \) samples of the difference between the predicted output and the real FW-LP output, i.e., \( e_i = \rho_i - f(\vec{x}_i), i = 1, 2, \ldots, M \).

At the antenna level, we employ the following relative error as a figure of merit:

\[
\text{RE}_{\text{FF}} = 100 \cdot \frac{G_{\text{FW-LP}} - G_{\text{SVR}}}{G_{\text{FW-LP}}} \quad (\%)
\]

where \( G \) is either the copolar or the crosspolar gain pattern, which was obtained either analyzing the antenna with a FW-LP (a MoM-LP in the present case [17]) and the real angles of incidence for each element, or estimating (1) with the SVR and a reduced set of angles.

Finally, it is interesting to highlight that in the 4-D case, since the angle of incidence is considered an input variable, 10 SVR models are necessary to characterize \( \vec{R}_k, \forall k = 1, 2, \ldots, K \). These are the magnitudes of two direct coefficients and the real and imaginary parts of the four coefficients. Meanwhile, in the 2-D case, each angle of incidence requires ten models, making a total number of \( 10M_a \) models, where \( M_a \) is the number of considered angles of incidence.

### C. Penalties of Dimensionality

In light of what is said above, it seems that the 4-D case should outperform the 2-D case since the latter requires a higher number of surrogate models to characterize all the elements in the reflectarray. Nevertheless, this may not be the case since the number of training samples, \( N_t \), and the training time complexity dependence over \( N_t \) might be very different for each procedure. For common training strategies, the time complexity varies between \( O(N_t^2) \) and \( O(N_t^3) \) [18], depending on the value of the hyperparameters, including the LibSVM library [19], [20] used here. This dependence on the hyperparameters was verified by experiments in previous works [7, Fig. 4].

The use of angle information as two extra input dimensions of the SVR associates a noticeable growth in the number of training samples to maintain a comparable accuracy to the 2-D case. Let us assume that the number of samples is multiplied by factor \( M_D > 1 \) when producing a 4-D SVR model instead of a 2-D SVR model. Let us also assume that this factor \( M_D \) is similar to the number of considered incidence angles for the 2-D case, \( M_a \). Therefore, the computational time to produce the FW-LP samples is approximately the same for both types of SVR. Nevertheless, the computational time required to produce the SVR models does not follow this pattern. The training...
of the $M_D$, 2-D SVR models is proportional to $M_D N_r^2$, in the best case, and to $M_D N_r^3$, in the worst case. Meanwhile, the training of the 4-D SVR model is proportional to $M_D^2 N_r^2$, in the best case, and to $M_D^3 N_r^3$, in the worst case. Thus, the time complexity of the 4-D SVR is considerably larger than its 2-D SVR counterpart, unless $M_D \ll M_a$. This preliminary analysis is corroborated by the numerical results in Sections III and IV.

D. Discretization of the Angles of Incidence

There are three possibilities to generate the 2-D SVR. First, we can generate models only for normal incidence. However, as discussed in Section II-A, this is only suitable for the direct coefficients in (1) due to their good angular stability. Thus, a second method may be to generate models for each reflectarray element, considering the real angle of incidence at each unit cell. This would be the most accurate method at the expense of generating 10k models in total. Since reflectarrays are usually comprised of hundreds or even thousands of elements ($k$), we deem this approach unsuitable. Instead, we consider a third possibility that is a compromise between the previous two. By defining a reduced set of angles of incidence, much smaller than the total number of unit cells in the antenna, the reflectarray elements can be assigned to the closest angle of incidence, thus reducing the total number of $(\theta, \phi)$ pairs and SVR models.

A study was carried out to select the best discretization of $(\theta, \phi)$ with the same testing conditions as in [10]. From this study, a few conclusions were drawn. First, although the copolar pattern is robust against the discretization, the crosspolar pattern is not. In fact, when using normal incidence, the error for the copolar pattern is lower than 1.7%, but it is around 80% for the crosspolar pattern. To achieve an overall low error in the prediction of the far-field, a proper discretization of $\theta$ and $\phi$ is required. A uniform discretization with steps of $\Delta \theta = 5^\circ$ and $\Delta \phi = 10^\circ$ provides an error lower than 1% for the copolar pattern and lower than 10% for the crosspolar pattern. These values guarantee acceptable errors in the prediction of the radiation patterns. For this work, we have chosen a nonuniform discretization in which the selected training angle for $\theta$ is given by the set $\{5^\circ, 10^\circ, 17^\circ, 23^\circ, 29^\circ, 35^\circ, 40^\circ\}$ and $\phi$ is discretized uniformly in steps of $\Delta \phi = 10^\circ$, giving a total of 152 $(\theta, \phi)$ pairs. With this discretization, the error of the copolar pattern is 0.33% and for the crosspolar pattern is 4.58%.

III. CELL MODELING PERFORMANCE

From here on, we employ the same unit cell and substrate as in [10]. This unit cell comprises two sets of parallel dipoles in two layers of metallization and analyzed with the MoM-LP of [17].

A. Training Performance

First, we will compare the training performance of the 2-D and 4-D SVRs. In order to do so, we will split each set of samples into three different subsets as indicated in Section II-B. In addition, we will focus on the time cost and on the accuracy. The latter will be measured in terms of the relative error of the regression over the test set as given by (2). For the 2-D SVR, the number of considered angles will be $M_a = 76$, which is halved from 152 pairs using symmetry in $\phi$, and the number of samples per angle will be 2500. Thus, the total amount of samples will be $N = 190\,000$ for the 2-D case. Meanwhile, $N = 65\,000$ for the 4-D case.

Fig. 2 shows the total training time cost, $t_{\text{train}}$, for both 2-D and 4-D SVRs against the percentage of training samples ($N_r$) with respect to the total number of samples, i.e., $N_r/N \cdot 100\%$. For the 2-D approach, this time cost is the sum of the time costs of the training of every output variable and angle of incidence. For the 4-D approach, this time cost is the sum of the time costs of the training of every output variable. As expected, $t_{\text{train}}$ increases with $N_r$ for both approaches. Nevertheless, the time cost of the 4-D approach is much higher than for the 2-D case. Indeed, except for the three lefmost points of the curve, the time cost of the 4-D training is around 50 times higher.

Fig. 3 plots the average value of the relative test error given by (2) of the direct coefficients magnitude, the real and the imaginary parts of all the reflection coefficients versus the percentage of training patterns with respect to the total number of samples, $N_r/N \cdot 100\%$, for both the 2-D and 4-D SVRs. $N$ for 4-D SVR is 65000, while for 2-D SVR is 190000.

Fig. 4 plots the average value of the relative test error given by (2) of the direct coefficients magnitude, the real and the imaginary parts of all the reflection coefficients versus the percentage of training patterns with respect to the total number of samples, $N_r/N \cdot 100\%$, for both the 2-D and 4-D SVRs. $N$ for 4-D SVR is 65000, while for 2-D SVR is 190000.

All the results given in this section have been obtained using, in sequential mode, a workstation with 2 Intel Xeon E5-2650v3 CPU at 2.3 GHz and 256 GB of RAM.
SVR becomes slower when the cross-coefficient \( \rho_{\text{cross}} \) using numbers are 3.81. The magnitude, the MAD for a novel fastest 4-D SVR, with the 4-D SVR is much slower (between 10 and 20 times slower), accuracy. Nevertheless, for a similar accuracy as the 2-D SVR, the number of support vectors per coefficient increases to obtain a higher level of the magnitude and phase for the direct coefficient shows a comparison between the MoM-LP, 2-D SVR and 4-D SVR materialize in accurate predictions of the reflection coefficients. Fig. 4

B. Reflection Coefficients

The low error achieved in the surrogate model training should materialize in accurate predictions of the reflection coefficients. Fig. 4 shows a comparison between the MoM-LP, 2-D SVR and 4-D SVR of the magnitude and phase for the direct coefficient \( \rho_{\text{yy}} \) and for the cross-coefficient \( \rho_{\text{yx}} \) at oblique incidence \((\theta, \phi) = (36^\circ, 50^\circ)\) and using \( N_r = 0.3N \). As can be seen, there is a high degree of accuracy for both SVRs when compared with MoM-LP. In fact, for the curves shown in Fig. 4, the mean absolute deviation (MAD) for the phase of \( \rho_{\text{yy}} \) is 0.45° and 0.41° for the 2-D and 4-D SVRs, respectively. Those numbers are 3.81° and 1.93° for the cross-coefficient \( \rho_{\text{yx}} \). Regarding the magnitude, the MAD for \( \rho_{\text{yy}} \) is –77.43 and –68.84 dB for the 2-D and 4-D SVRs, respectively, while for \( \rho_{\text{yx}} \) they are –56.96 and –57.54 dB, respectively. Similar results were obtained for the coefficients \( \rho_{\text{xx}} \) and \( \rho_{\text{yy}} \) in both magnitude and phase.

The relative error over the test set was calculated for all coefficients for both SVRs using (2). For the 2-D SVR it includes the coefficients for all angles of incidence. The average value of the relative error is –40.47 dB for the 2-D SVR and –36.94 dB for the 4-D SVR.

IV. RADIATION PATTERNS

The most immediate result of the SVR is the accurate prediction of the reflection coefficients in (1). However, the ultimate goal is to use the SVR for the efficient analysis of reflectarrays. This encompasses two aspects: the acceleration with regard to MoM-LP simulations and the accuracy in the prediction of the far-field. For this section, details on the antenna optics are the same as those in [10].

A. Acceleration of Reflectarray Analysis

Fig. 5 shows the acceleration results for the 2-D and 4-D SVRs for different values of \( N_r/N \cdot 100\% \). It can be observed how the SVR becomes slower when \( N_r \) increases. This is expected since the number of support vectors per coefficient increases to obtain a higher accuracy. Nevertheless, for a similar accuracy as the 2-D SVR, the 4-D SVR is much slower (between 10 and 20 times slower), and even the fastest 4-D SVR, with \( N_r = 0.01N \), is more than two times slower than the slowest 2-D SVR and presents worse accuracy in the prediction of the reflection coefficients than the 2-D SVR.

B. Accuracy in the Radiation Pattern Computation

Fig. 6 shows the relative error (3), for both the 2-D and 4-D SVRs, as a function of the percentage \( N_r/N \cdot 100\% \). It has been obtained with the same large reflectarray with European contoured-beam as in [10]. For all cases, it can be seen that the error rapidly decreases with \( N_r \). For the 4-D SVR, the error of the copolar pattern stagnates around 1%, and around 2% for the crosspolar pattern. In contrast, for the 2-D SVR the relative error for the copolar pattern is more stable and lower, with a value around 0.3%, but the crosspolar pattern presents a relative error around 4%. It is interesting to note that the error stagnates very quickly when increasing the number of training samples in contrast to the test error shown in Fig. 3. This means that there is a point in which obtaining better accuracy in the prediction of the reflection coefficients does not translate into a lower error in the prediction of the radiation pattern. It is also noteworthy that the test error achieved by the 2-D SVR model is lower than the test error for the 4-D SVR model (see Fig. 3). This shows the effect of the angles of incidence discretization on the prediction of the radiation pattern, which affects more the crosspolar component than the copolar pattern. Since the 4-D SVR includes the angles of incidence as input variables, it does not suffer from this problem. However, the error for the copolar pattern using the 2-D SVR is lower.

C. Evaluation of Different Radiation Patterns

Here, we will graphically compare the different approaches. To that end, a dual-linear reflectarray will be designed by following the steps detailed in [10]. Please note that according to Fig. 1, the vertical polarization (V) corresponds to the field aligned to the \( \hat{z}_r \) axis. In addition, the following tools will be compared. The MoM-LP...
TABLE I
SUMMARY OF THE SELECTED SVRS FOR THE FINAL COMPARISON. TIMES WERE MEASURED IN PARALLEL MODE

| SVR  | \( N_r \) | \( t_{\text{gen. pat.}} \) (s) | \( t_{\text{train}} \) (s) | Speed-up |
|------|----------|-------------------------------|-----------------|----------|
| 4D   | 19 500   | 132                          | 32 363          | 271      |
| 2D   | 19 000   | 128                          | 55              | 7 462    |

Fig. 7. Comparison of the MoM-LP simulation and SVR predictions for (a) copolar and (b) crosspolar patterns for polarization V of a very large reflectarray with European coverage for direct-to-home (DTH) application.

will serve as the baseline. Then, attending to the results of Fig. 6, the 4-D SVR with \( N_r = 0.3 N \) and the 2-D SVR with \( N_r = 0.1 N \) will be compared. With these values of \( N_r \), the total number of training samples considering all \((\theta, \phi)\) pairs is approximately the same (19 500 for the 4-D SVR and 19 000 for 2-D SVR). This will make the comparison fairer while guaranteeing a low error for the copolar and crosspolar patterns. Table I gathers information about the selected SVRs. Please note that despite the similar number of training patterns, the 4-D SVR training is much slower.

Fig. 8 shows, for polarization V, the radiation pattern for the very large reflectarray with European coverage used for the study of Fig. 6. The accuracy in the prediction of the copolar pattern for both SVR is very high, with very slight discrepancies for the 4-D SVR for the 10 dBi curves and below. The 4-D SVR is only slightly better for the prediction of the crosspolar pattern. The 2-D SVR has high accuracy for the high levels of the crosspolar pattern, although presents some minor discrepancies for lower levels.

The comparison has also been carried out with a different radiation pattern than the one employed in the study of Section IV-B: a shaped-beam reflectarray with a sectored beam pattern in azimuth and a squared-cosecant pattern in elevation. This radiation pattern presents a dynamic range in the coverage zone of almost 15 dB in elevation, where the copolar component has to smoothly decrease over an angular span of 50\(^\circ\). Fig. 8 shows the main cuts for this radiation pattern. The copolar component is predicted with a high degree of accuracy by the 2-D SVR. The 4-D SVR presents deeper...
nulls as well as slightly higher ripple in the coverage zone of the squared-cosecant beam in elevation. For the crosspolar pattern, both SVRs present similar results and model with high accuracy the region of maximum crosspolar gain, but present some deviation for values lower than $-30$ dBi ($50$ dB below peak gain).

Finally, Table II summarizes the errors obtained for the previous patterns, including also a pencil beam. For all examples, similar results were obtained in both linear polarizations. As can be seen, the 2-D SVR model offers lower error in the copolar pattern, although the 4-D SVR is slightly better at predicting the crosspolar pattern. In light of these results, it is clear that the 4-D SVR, which includes the angles of incidence $(\theta, \phi)$ as input variables, offers slightly more accuracy in the prediction of the crosspolar pattern than the 2-D SVR. However, this higher accuracy is achieved at the expense of greater training time and lower computational efficiency in the analysis of reflectarray antennas. Thus, a compromise might be achieved to greatly accelerate training and analysis time by employing a 2-D discretization of the angles of incidence at the expense of slightly decreasing the accuracy of the crosspolar pattern while also maintaining and even increasing the accuracy in the prediction of the copolar pattern.

### V. Conclusion

In this work, we have carried out a study on the use of the angles of incidence in surrogate models based on support vector regression (SVR) for reflectarray design. Two approaches were considered: including the angles of incidence plus two geometrical features of the unit cell as input variables, obtaining a 4-D SVR; and grouping different angles of incidence into discrete sets and obtaining 2-D SVR models per set. When the 2-D and 4-D SVRs are compared, the 2-D SVR is considerably faster than the 4-D SVR. It is between one and two orders of magnitude faster to train and more than one order of magnitude faster to accelerate the reflectarray analysis. Moreover, the copolar pattern presents a higher degree of accuracy with regard to MoM-LP simulations. Only in the prediction of the crosspolar pattern is the 4-D SVR slightly more accurate, although both approaches (2-D and 4-D) achieve errors below 4%. In addition, it has also been shown that there is a point at which obtaining better accuracy in the prediction of the reflection coefficients does not translate into a lower error in the prediction of the radiation pattern. In contrast to the common approach in the literature, this work has shown that it is more competitive to group the reflectarray elements under a small set of angles of incidence and train surrogate models per each angle of the set than using the angles of incidence as input variables to the surrogate models. The presented methodology provides faster trainings and reflectarray analyses without significantly compromising the analysis accuracy.

### TABLE II

| Tool       | Contoured-beam | Shaped-beam | Pencil beam |
|------------|----------------|-------------|-------------|
|            | CP             | XP          | CP          | XP          | CP          | XP          |
| 2D SVR     | 0.51           | 4.00        | 0.91        | 3.47        | 0.21        | 2.14        |
| 4D SVR     | 1.25           | 1.81        | 2.08        | 2.53        | 0.40        | 1.01        |
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