Learning grasping interaction with geometry-aware 3D representations
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Abstract

Learning to interact with objects in the environment is a fundamental AI problem involving perception, motion planning, and control. However, learning representations of such interactions is very challenging due to a high dimensional state space, difficulty in collecting large-scale data, and many variations of an object’s visual appearance (i.e., geometry, material, texture, and illumination). We argue that knowledge of 3D geometry is at the heart of grasping interactions and propose the notion of a geometry-aware learning agent. Our key idea is constraining and regularizing interaction learning through 3D geometry prediction. Specifically, we formulate the learning process of a geometry-aware agent as a two-step procedure: First, the agent learns to construct its geometry-aware representation of the scene from 2D sensory input via generative 3D shape modeling. Finally, it learns to predict grasping outcome with its built-in geometry-aware representation. The geometry-aware representation plays a key role in relating geometry and interaction via a novel learning-free depth projection layer. Our contributions are threefold: (1) we build a grasping dataset from demonstrations in virtual reality (VR) with rich sensory and interaction annotations; (2) we demonstrate that the learned geometry-aware representation results in a more robust grasping outcome prediction compared to a baseline model; and (3) we demonstrate the benefits of the learned geometry-aware representation in grasping planning.

1 Introduction

Learning to interact with objects is a fundamental and challenging problem in artificial intelligence that involves perception, motion planning, and control. The problem is challenging because it not only requires understanding geometry (global shape of object, local surface around interaction) but it also requires estimating physical properties, such as weight of object, density and friction. Furthermore, it requires invariance to illumination, objects’ location and viewpoint. To handle this, current data-driven approaches use thousands of examples and learn end-to-end models. But collecting such large-scale data is extremely difficult and time-consuming. Is it possible to constrain the learning process somehow so that we can learn representation for interaction with less data?

We argue that geometry is at the heart of this type of interaction and propose the concept of geometry-aware learning agent with the following properties: (1) agent has a clear notion of the geometry: the location, orientation, and shape of object from visual input. Therefore, the agent is able to distinguish its ego-motion from the motions in the environment. (2) agent is able to relate the geometry of novel object with its previous experience and (3) agent is able to reason about the relationship between interaction and feedback (i.e., success or failure) by taking the geometry factors into consideration.

†The work was done while interning at Google Brain.
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Figure 1: Learning grasping interactions from demonstrations.

Compared to a learning agent that does not have explicit notion of geometry, we believe that the geometry-aware agent will learn a better understanding of interaction, feedback and geometry.

In this work, we propose a two-stage procedure for learning grasping interaction from demonstrations. First, the agent learns to build the geometry-aware representation from 2D visual input. Second, the agent learns to predict grasping interaction from demonstrations with the built-in geometry-aware representation. More specifically, we design an encoder-decoder deep neural network for learning this representation. Our geometry-aware encoder-decoder network has two components: a shape prediction network and a grasping outcome prediction network. The shape prediction network has an image encoder, a 3D shape decoder, and a learning-free OpenGL projection layer. The image encoder transforms the 2D visual data into the high-level geometry representation. The shape decoder network takes in the geometry representation and outputs the 3D volume of the object. To enable supervision with only 2D visual data, we propose a novel learning-free OpenGL projection layer similar to Yan et al. [2016], Rezende et al. [2016]. The grasping outcome prediction network has a state encoder and an outcome predictor. The state encoder network transforms the current visual state (e.g., object and gripper) to a high-level state representation. The outcome predictor network takes in an action, a state, and the geometry representations to produce an outcome (e.g., success or failure) of the grasping interaction.

We have built a large database consisting of 101 everyday objects with more than 150K grasping demonstrations in Virtual Reality (VR) with both human and artificial interactions. For each object, we collect 10-20 grasping attempts with a 1-DoF virtual gripper from right-handed users. For each attempt, we record a pre-grasp status which includes the location and orientation of the object and gripper, as well as the grasping outcome (e.g., success or failure). Additionally, we augment the data by perturbing the gripper location and orientation based on grasping demonstrations in the Bullet Physics simulator.

Our main contributions are summarized below:

- We build a database with rich visual sensory data and grasping annotations.
- We demonstrate that the proposed geometry-aware encoder-decoder network is able to learn the shape as well as grasping outcome better than models without notion of geometry.
- We demonstrate that the proposed model has advantages in guiding grasping exploration and achieves better generalization to novel viewpoints and novel object instances.

2 Related Work

A common approach for robotic grasping is to detect the optimal grasping location from 2D visual input (RGB or RGBD images) Saxena et al. [2008], Montesano and Lopes [2012], Lenz et al. [2015].
3 Multi-objective framework with geometry-aware representation

In this section, we develop a two-stage learning framework that performs 3D shape prediction and grasping outcome prediction with geometry-aware representation. Being able to generate 3D object shapes (e.g., volumetric representation) from any scene given 2D sensory input is a very important feature of our geometry-aware agent. More specifically, in our formulation, the geometry-aware representation is (1) an occupancy grid representation of the scene centered at camera target in the world frame and (2) invariant to camera viewpoint and distance.

3.1 Learning generative 3D geometry-aware representation from 2D sensory input

For simplicity, we begin with a single-view formulation. If the ground-truth 3D volumetric representation $V$ is given, we can fit a functional mapping $f^V : I \rightarrow V$ that approximates the 3D object shape from 2D sensory input $I$. However, the ground-truth 3D object shape (e.g., explicit supervision of 3D volume or occupancy grid) is not always directly available. Inspired by Rezende et al. [2016], Yan et al. [2016], we tackle the 3D shape learning in a weakly supervised manner without explicit 3D shape supervision. In Yan et al. [2016], an in-network projection layer is introduced for 3D shape learning from 2D masks (e.g., 2D silhouette of object). However, a 2D silhouette is an insufficient supervision signal (e.g., consider the concave shape) in robotic grasping. Therefore, we also consider a 2D depth map $D$ as the supervision signal for learning the object geometry. To find the correspondence between a 3D shape and 2D depth map, we introduce a learning-free projective operator similar to Yan et al. [2016] that implements the exact rendering procedure for 2D depth estimation from the 3D world.

We formulate the projective operation by $f^D : V \times P \rightarrow D$ that transforms a 3D shape into a 2D depth map with the camera transformation matrix $P$. Here, the camera transformation matrix decomposes as $P = K[R; t]$, where $K$ is the camera intrinsic matrix, $R$ is the camera rotation matrix, and $t$ is the camera translation vector. In our implementation, we also use a 2D silhouette as an object mask $M$ for learning. Empirically, we found that this additional objective makes the learning easier during training. Finally, given a 2D observation $I$ from a single-view, the loss function is defined as follows:

$$L^{single}_\theta = \lambda_D L^{depth}_\theta(D; D) + \lambda_M L^{mask}(\hat{M}; M)$$  \hspace{1cm} (1)

\footnote{Our design choice of using RGBD as an input signal is also motivated from the common availability of RGBD sensors in most robot platforms.}
Here, \( \lambda_D \) and \( \lambda_M \) are the constant coefficients for the depth and mask prediction terms, respectively.

**Learning-free projective operator for depth estimation.** Following the OpenGL camera transformation standard, for each point \( p_i^s = (x_i^s, y_i^s, z_i^s, 1) \) in 3D world frame, we compute the corresponding point \( p_i^m = (x_i^m, y_i^m, z_i^m, 1) \) in the normalized device coordinate system \((-1 \leq x_i^m, y_i^m, z_i^m \leq 1\)) using the transformation: \( p_i^m \sim Pp_i^s \). Here, the conversion from depth buffer \( z_i^s \) to real depth \( z_i^m \) is given by \( z_i^m = f^r(z_i^s) = -1/\alpha + z_i^m + \beta \) where \( \alpha = z_{near} - z_{far} / 2(z_{near} + z_{far}) \) and \( \beta = 2z_{near}z_{far} / (z_{near} + z_{far}) \). Here, \( z_{near} \) and \( z_{far} \) represents the far and near clipping planes of the camera.

Similar to the transformer network proposed in [Yan et al. 2016], Jaderberg et al. [2015], our learning-free projection can be considered as: (1) performing dense sampling from input volume (in the 3D world frame) to output volume (in normalized device coordinates); and (2) flattening the 3D spatial output across one dimension. Again, each 3D point \((x_i^n, y_i^n, z_i^n)\) in input volume \( V \in \mathbb{R}^{H \times W \times D} \) and corresponding point \((x_i^m, y_i^m, z_i^m)\) in output volume \( U \in \mathbb{R}^{H' \times W' \times D'} \) is related by the transformation matrix \( P \). Here, \((W, H, D)\) and \((W', H', D')\) are the width, height, and depth of the input and output volume, respectively. We summarize the dense sampling step and channel-wise flattening step in Eq. 2.

\[
U_j = \sum_{n} \sum_{m} \sum_{l} V_{nm} \max(0, 1 - |x_i^m - m|) \max(0, 1 - |y_i^m - n|) \max(0, 1 - |z_i^m - l|) \\
\mathcal{M}_{n'm'} = \max_{l'} U_{n'm'l'}
\]

\[
D_{n'm'} = \begin{cases} 
Z_{far}, & 
\text{if } \mathcal{M}_{n'm'} = 0 \\
\beta(n', l') - 1 \text{ where } l' = \arg \min_{l'}(U_{n'm'l'} > 0.5), & \text{otherwise}
\end{cases}
\]

Intuitively, the learning-free projective operator is performing ray-tracing along the projection axis.

**Learning from multi-view observations.** Learning to predict 3D shape from single-view 2D sensory input is a challenging task in computer vision due to shape ambiguity. To reduce ambiguity in shape prediction, we assume multiple observations of the scene are available during model training. From the interaction perspective, multi-view observations also provide useful additional input to the system. Given a series of \( n \) observations \( I_1, I_2, \ldots, I_n \) of the scene, the 3D reconstruction can be formulated as \( f^V : \{I_i\}_{i=1}^{n} \rightarrow V \). Similarly, the projective operation from \( i \)-th viewpoint is \( f^D : V \times P_i \rightarrow D_i \), where \( D_i \) and \( P_i \) are the depth and camera transformation matrix from corresponding viewpoint, respectively. We define the multi-view loss \( \mathcal{L}_{\text{multi}} \) in Eq. 3 with an emphasis on the shape prediction consistency across viewpoints.

\[
\mathcal{L}_{\theta}^{\text{multi}} = \lambda_D \sum_{i=1}^{n} \mathcal{L}_{\theta}^{\text{depth}}(\hat{D}_i, D_i) + \lambda_M \sum_{i=1}^{n} \mathcal{L}_{\theta}^{\text{mask}}(\hat{M}_i, M_i)
\]

**3.2 Learning predictive grasping interaction with geometry-aware representation.**

In general, motion planning and control for grasping is very challenging due to many factors involved. In this work, we focus on modeling the pre-grasp status as fine-grained motion planning becomes increasingly important when the gripper reaches close to target object. In our formulation, we assume grasping outcome is binary: either success or failure. The interaction is classified as success only if the action results in a valid grasp. Based on our formulation, the grasping success probability can be directly inferred from the visual observation \( I \) of current state and proposed action \( a = [p, o] \).

Inspired by previous work [Oh et al. 2015], [Finn et al. 2016], [Dosovitskiy and Koltun 2016], [Yang et al. 2015], [Pinto et al. 2016], where outcomes are high-order mappings from observations and actions, a straight-forward approach is to fit a functional mapping \( f_{\text{vanilla}} : I \times a \rightarrow l \). We refer to this model as a vanilla grasping interaction prediction model (see Figure 3 (a)).

Building upon the vanilla prediction model, we propose a novel geometry-aware prediction model. That is, the agent learns to predict the grasping interaction by taking the geometry-aware representation as an additional input. The benefits of such geometry-aware representation are two-folds:

- The geometry-aware representation provides a global shape prior for interaction predictions.
- The geometry-aware representation provides 3D information about the local surface centered around the interaction event.
Local shape inference via projection. In our implementation, we reuse the learning-free projection operator to obtain the local depth given the gripper position and orientation.

Finally, given a current observation $I$, proposed action $a$, and inferred 3D shape representation $V$, we fit a functional mapping $f_{\text{geometry-aware}} : I \times a \times V \rightarrow l$, where $l$ is the binary label of whether it is a valid grasp.

3.3 Deep geometry-aware encoder-decoder network

To implement the two components proposed in the previous sections, we introduce a deep geometry-aware encoder-decoder network (see Figure 2). Our model is composed of a shape prediction network and a grasping outcome prediction network. The shape prediction network has a 2D convolutional shape encoder and a 3D deconvolutional shape decoder followed by a global projection layer. Our shape encoder network takes RGBD images of resolution 128 $\times$ 128 and corresponding 4-by-4 camera view matrices as input; the network and outputs identity units as an intermediate representation. Our shape decoder is a 3D deconvolutional neural network that outputs voxels at a resolution of 32 $\times$ 32 $\times$ 32. We implemented the projection layer (with camera view and projection matrix) that transforms the voxels back into foreground object silhouettes and depth maps at an input resolution (128 $\times$ 128). Here, the purpose of generative pre-training is to learn viewpoint invariant units (e.g., object identity units) through object segmentation and depth prediction. The outcome prediction network has a 2D convolutional state encoder and a fully connected outcome predictor with an additional local shape projection layer. Our state encoder takes RGBD images (pre-grasp scene) of resolution 128 $\times$ 128 and corresponding actions (position and orientation of the gripper end-effector) and outputs state unit as intermediate representation. Our outcome predictor takes both current state (e.g., pre-grasp scene and action) and shape features (e.g., global shape from identity units and the local surface from the local shape projection layer) into consideration. Note that the local dense sampling transforms the surface around the gripper fingers into a foreground silhouette and a depth map at resolution 48 $\times$ 48. For the purpose of better shape representation during training, we feed observations taken from multiple viewpoints to the neural networks. During evaluation, we only provide single-view observation for the model as input.

4 Experiments

4.1 Dataset collection

VR-Grasping-101. We collected grasping demonstrations on seven categories of objects, which include a total of 101 everyday objects. To collect grasping demonstrations, we setup the HTC Vive system in Virtual Reality (VR) and assign target objects randomly to five right-handed users (three males and two females). In total, 1597 human grasps are demonstrated, with an average of 15 grasps per object (with lowest and highest number of grasps at 7 and 39 for a plate and a wine glass, respectively). We randomly split 101 objects into three sets (e.g., training, validation and testing) and make sure each set covers the seven categories (70% for training, 10% for validation and 20% for testing).
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Figure 3: Visualization: 3D shape prediction from single-view RGBD. (a) The performance on training (seen) objects. (b) The performance on testing (novel) objects.

Grasping data perturbation. In order to collect sufficient grasping demonstrations for model training and evaluation, we generate more grasps by perturbing the human demonstrations using Bullet Physics engine. In total, we collected 150K grasping demonstrations covering 101 objects. For each demonstration, we take a snapshot of the pre-grasp scene (e.g., before closing the two gripper fingers). To minimize the bias introduced from the data generation pipeline, we randomly posit the camera at a distance ranging between 35 centimetres and 45 centimetres. We draw a camera target position from a normal distribution with its mean as the object center and a desired variance (in our experiment, we use 3 centimetres as standard deviation). Furthermore, we rotate the camera position from 8 different azimuth angles (with steps of 45 degrees) and adjust the elevation from 4 different angles (e.g., 15, 30, 45, and 60 degrees). Here, we include only two elevation angles (e.g., 15 and 45 degrees) in the training set while leaving the other two angles for evaluation. Finally, we also save a state of the scene without a gripper, which is used for shape pre-training; this will be referred to as the static scene for the rest of the paper.

4.2 Implementation details

Baseline model. We adopt the vanilla prediction model as our grasping baseline. We trained the model using the ADAM optimizer with a learning rate of $10^{-5}$ for 200K iterations and a mini-batch of size of 4. As an ablation study, we added view and static scene as an additional input channel on top of the baseline model but didn’t observe significant improvements.

Geometry-aware model. As mentioned previously, we adopted the two-stage training procedure. First, we pre-trained the shape prediction model (shape encoder and shape decoder) using the ADAM optimizer with a learning rate of $10^{-5}$ for 400K iterations and a mini-batch of size of 4. In each batch, we sample 4 random viewpoints as our multi-view training. We observed that this setting led to a more stable shape prediction performance compared to single-view training. In addition, we used $L_1$ loss for foreground depth prediction and $L_2$ loss for silhouette prediction with coefficients $\lambda_D = 0.5$ and $\lambda_M = 10.0$. In the second stage, we fine-tuned the static encoder and outcome predictor using ADAM optimizer with a learning rate of $3 \times 10^{-6}$ for 200K iterations and a mini-batch of size of
4. We used cross-entropy as our objective function since the grasping prediction is formulated as a binary classification task.

In our experiments, all the models are trained using 20 GPU workers and 32 parameter servers with asynchronized updates. Both baseline and our geometry-aware model adopt convolutional encoder-decoder architecture with residual connections. The bottleneck layer (e.g., the identity unit in the geometry-aware model) is a 768 dimensional vector.

4.3 Visualization: 3D shape prediction

To evaluate the quality of generative shape prediction model, we performed inference using the shape encoder and decoder network. In our evaluations, we used single-view RGBD image and corresponding camera view matrix as input to the network. As shown in Figure 3(a), our shape prediction model is able to generate fine-grained 3D voxels from single-view input without explicitly providing 3D voxels as supervision during training. As shown in Figure 3(b), our model demonstrates reasonable generalization ability even when applying to novel object instances.

4.4 Model evaluation: grasping outcome prediction

With a learned geometry-aware representation, our model achieves better classification performance in predicting the grasping outcome. We compared the classification accuracy of the baseline model and our geometry-aware model by conducting extensive evaluations on novel objects (from the testing set) from multiple observation viewpoints. For each human demonstration, we prepared 100 random grasps through perturbation (among which 50% of them are success grasps) and computed the average accuracy on 100 grasps (i.e., random guess achieves 50% accuracy). To investigate the model performance due to viewpoint changes, we repeat the evaluation experiment for four different elevation angles (e.g., 15, 30, 45, and 60 degrees). The results are summarized in Table 1 and Table 2.

Overall, the geometry-aware model performs consistently better than baseline model in outcome classification. As we can see, “teapot” and “plate” are comparatively more challenging categories for outcome prediction, since “teapot” has irregular shape parts (e.g., tip and handle) and “plate” has a fairly flat shape. When it comes to novel elevation angles (e.g., compare Table 1 and Table 2), our geometry-aware model is less affected, especially for categories like “teapot” and “plate” where viewpoint invariant shape understanding is crucial.

Analysis: local shape inference via projection. One advantage of our generative shape prediction component is that we can obtain additional local shape information via projection (see the red-dashed box in Figure 2(c)). At testing time, our shape prediction component first generates the 3D voxels given 2D observation (at a distance). With the 3D voxels as part of the intermediate representation, we can further acquire the local shape by running a projection from the gripper’s perspective (i.e., simply treat the gripper as another virtual camera). To further understand the advantages of our generative shape prediction component, we visualized the intermediate local shape representation projected from predicted 3D voxels. As shown in Figure 3, our generative shape prediction component provides reasonably accurate local shape estimation that is useful for grasping outcome prediction.

Application: analysis-by-synthesis grasping optimization. With improved prediction over the grasping outcome, a natural question is whether this improvement can be used to guide better grasping
| Method / Category | bottle | bowl | cup | plate | mug | sugarbowl | teapot | all |
|------------------|--------|------|-----|-------|-----|----------|-------|-----|
| baseline (15)    | 72.81  | 73.36 | 73.26 | 66.92 | 72.23 | 70.45 | 66.13 | 71.42 |
| geo-aware (15)   | 78.83  | 79.32 | 77.60 | 68.88 | 78.25 | 76.09 | 73.69 | 76.55 |
| baseline (45)    | 71.02  | 74.16 | 73.50 | 63.31 | 74.23 | 72.70 | 64.19 | 71.32 |
| geo-aware (45)   | 78.77  | 80.63 | 78.06 | 70.13 | 79.29 | 77.52 | 72.88 | 77.25 |

Table 1: Outcome prediction accuracy from seen elevation angles.

| Method / Category | bottle | bowl | cup | plate | mug | sugarbowl | teapot | all |
|------------------|--------|------|-----|-------|-----|----------|-------|-----|
| baseline (30)    | 71.15  | 72.98 | 71.65 | 61.90 | 71.01 | 70.06 | 61.88 | 69.50 |
| geo-aware (30)   | 79.17  | 77.71 | 77.23 | 67.00 | 75.95 | 75.06 | 70.66 | 75.27 |
| baseline (60)    | 68.45  | 73.05 | 72.50 | 61.27 | 74.40 | 71.30 | 63.25 | 70.18 |
| geo-aware (60)   | 77.40  | 78.52 | 76.24 | 68.13 | 79.39 | 76.15 | 70.34 | 75.76 |

Table 2: Outcome prediction accuracy from novel elevation angles.

| Method / Category | bottle | bowl | cup | plate | mug | sugarbowl | teapot | all |
|------------------|--------|------|-----|-------|-----|----------|-------|-----|
| baseline + CEM   | 48.60  | 64.28 | 55.44 | 45.99 | 61.00 | 63.97 | 63.08 | 55.85 |
| geo-aware + CEM  | 56.73  | 68.84 | 60.31 | 50.09 | 67.21 | 59.87 | 69.22 | 61.46 |
| rel. improvement (%) | 16.72 | 7.09 | 8.77 | 8.92 | 10.18 | 9.73 | 10.03 |

Table 3: Grasping optimization on novel objects: success rate by optimizing for up to 20 steps.

planning. Given a seed grasping proposal, we conducted grasping optimization by sequentially proposing grasping locations until a grasp success. For grasping optimization, we performed a simplified version of cross-entropy method (CEM) \cite{rubinstein2004cross,levine2016end}. We initialized with a failure grasp in order to force the model to find better grasping location (e.g., position and orientation). At each iteration, we sample 10 random directions and selected the top one based on the score returned by the neural network (output of outcome predictor). We repeat the iterations until success with an upper bound of 20 steps. We ran the same evaluation for both the baseline model and our geometry-aware model. To account for the variations in observation viewpoints and initial seeds, we repeat the evaluation for eight times per testing demonstration in our dataset and reported the average success rate after 20 iterations (marked as failure only if there is no success in 20 steps). As shown in Table 3, CEM guided our geometry-aware model performance consistently better than baseline model. We believe that the improvement results from the explicit use of modeling the object shape in our geometry-aware model. Our model achieved the most significant improvement in the “bottle” category, since a bottle shape is relatively easy to reconstruct. Our improvement in the “bowl” category is less significant, partly due to the failure in predicting its concave shape for testing object instances. Figure 5 shows example grasping optimization trials with different types of objects. The baseline model was stuck at the local region while our geometry-aware model was able to transit from one side of the object to the other optimal position and orientation.

5 Conclusions

In this work, we studied the grasping interaction from a geometry-aware learning agent’s perspective. We proposed an encoder-decoder network that performs shape prediction as well as grasping outcome prediction with a learning-free OpenGL projection layer. Compared to the baseline, experimental results demonstrated improved performance in outcome prediction thanks to generative shape training. Guided by the improved outcome predictor, we achieved better planning via analysis-by-synthesis grasping optimization. We have demonstrated the benefits of having geometry-aware representation in perception and motion planning. In the future, we will explore possibilities that performs robotic control with our geometry-aware representation.
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Figure 5: Visualization: grasping optimization with CEM based on the grasping prediction output. In each row, we selected three representative steps in grasping optimization (in sequential order from left to right). Red box represents a failure grasp while green box represents a successful grasp.
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