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Abstract: Accurate wind power forecasts highly contribute to the integration of wind power into power systems. The focus of the present study is on large-scale offshore wind farms and the complexity of generating accurate probabilistic forecasts of wind power fluctuations at time-scales of a few minutes. Such complexity is addressed from three perspectives: (i) the modeling of a nonlinear and non-stationary stochastic process; (ii) the practical implementation of the model we proposed; (iii) the gap between working on synthetic data and real world observations. At time-scales of a few minutes, offshore fluctuations are characterized by highly volatile dynamics which are difficult to capture and predict. Due to the lack of adequate on-site meteorological observations to relate these dynamics to meteorological phenomena, we propose a general model formulation based on a statistical approach and historical wind power measurements only. We introduce an advanced Markov Chain Monte Carlo (MCMC) estimation method to account for the different features observed in an empirical time series of wind power: autocorrelation, heteroscedasticity and regime-switching. The model we propose is an extension of Markov-Switching Autoregressive (MSAR) models with Generalized AutoRegressive Conditional Heteroscedastic (GARCH) errors in each regime to cope with the heteroscedasticity. Then, we analyze the predictive power of our model on a one-step ahead exercise of time series sampled over 10 min intervals. Its performances are compared to state-of-the-art models and highlight the interest of including a GARCH specification for density forecasts.
1. Introduction

Climate change calls for the reduction of greenhouse gas emissions and thus a growing development of renewable energy sources. Benefiting from favorable governmental policies and large wind resources, countries in the north-west of Europe are rapidly increasing their wind power capacities. Historically, onshore installations have prevailed, but offshore wind energy is now growing significantly. In Denmark, the latest figures stated that wind power accounted for about 22% of the domestic electricity supply and, out of 3802 MW wind power capacity, 868 MW were installed offshore [1]. The current trend is towards the development of large-scale offshore projects capable of generating several hundreds of MW each. Indeed, sitting wind farms out at sea has substantial advantages of (i) more space available; (ii) a decrease of the frequency and duration of low wind speeds and (iii) an increased persistence for high wind speeds. Offshore wind farms are then expected to have higher capacity factors (i.e., the ratio of the actual power output over a given period of time to the maximum output if the wind farm had been operated at full capacity) [2].

However, in practice, integrating significant amounts of wind power into power systems remains a challenge and requires dedicated prediction tools for real-time monitoring, operation scheduling and energy trading. While most of these applications requires wind power forecasts in an hourly resolution, the recent deployment of large-scale offshore wind farms has increased the concern for forecasts with particular lead times of 5–10 min [3]. Indeed, power generation at large offshore wind farms turns out to be highly volatile, increasing the risk of imbalance in the power system, in the very short-term. This originates from the specific design of these wind farms which concentrate a large amount of wind power capacity within a relatively small area, increasing the impact of local meteorological phenomena (wind and rain fronts among others) on their short-term power production. For instance, measurements from the offshore site of Horns Rev reveal changes in the output power that may reach an amplitude of 60% the wind farm maximum capacity, within 15–20 min [4]. Such levels of fluctuations can rarely be observed onshore where similar capacities would be spread over a much wider area, smoothing out the effects of the weather instabilities [5]. Consequently, maintaining the short-term balance of the transmission system (i.e., matching the power supplied by the wind farm and the electricity demand) and the stability of the power system has become a critical issue and needs to be handled carefully to prevent potential damages (blackouts, etc.).

At time-scales of a few minutes, wind power forecasts are preferably generated with statistical models, based on historical data only [6]. In the present paper, our aim is to introduce a case study of statistical modeling and forecasting of offshore wind power fluctuations and its related complexity from three perspectives:
• the modeling of a nonlinear and non-stationary stochastic process for which we propose a model
that allows to capture up to three different time series effects: autocorrelation, heteroscedasticity
and regime switching (the generic name of our model is MS-AR-GARCH),
• the numerous issues linked to the practical implementation of such model as it requires an advanced
estimation method based on a Markov Chain Monte Carlo (MCMC) algorithm,
• the gap between applying such model to synthetic data and real world observations.

This paper is organized as follows. Section 2 summarizes the latest achievements in wind power
meteorology for very short-term applications and states the motivations for this study. Section 3
introduces the data and shows some of their major features. Then, in Section 4, specifications for the
model we propose are discussed throughout a brief overview of the literature on Markov-Switching
models which constitute a special class of regime switching models, and on GARCH models which
are generalized forms of heteroscedastic models. Section 5 gives a detailed description of the estimation
method based on a Markov Chain Monte Carlo algorithm and the reasons for such a choice. Applications
to both synthetic and real data are presented and the accuracy and robustness of the estimation method
are assessed. A forecast evaluation on real data is performed in Section 6 where the performances of
our model are compared with current benchmark models for very short-term wind power fluctuations.
Finally, Section 7 delivers concluding remarks.

2. Motivations Based on the State-of-the-Art

First, with the planned deployment of large-scale offshore wind farms, there is an urging need to
build up on the existing knowledge on these wind power fluctuations by characterizing the dynamics and
identifying the factors which drive the wind power fluctuations in the very short-term. As a first step
towards this understanding, Akhmatov et al. [7] reported that at a temporal resolution of 10 min, certain
weather conditions at Horns Rev and in particular north-westerly winds very much favored large wind
power fluctuations. Then, Sørensen et al. [8] proposed an aggregated model of individual wind turbines
and showed its relative ability to simulate consistent wind power fluctuations at different time scales,
from a few minutes up to 2 h ahead. Very recently, a spectral analysis of wind speed measurements at
Horns Rev led to the identification of specific seasonal cycles as key features of wind variability [9].

Second, most of the state-of-the-art statistical methods gives focus to large prediction horizons,
from 1 h to a couple of days, and show limited forecasting skills for very short-term horizons, within
tens of a minute, at which large wind power fluctuations must be monitored [10]. This low level
of predictability is due to the complex nonlinearities in the output power dynamics which cannot be
captured by conventional models. Hence, there is a need for dedicated statistical methods capable of
generating accurate forecasts for very short-term horizons. In that regard, our approach on forecasting
is probabilistic and the respective performance of the models presented in this paper will be evaluated
accordingly [11].

As a first attempt to deal with the low predictability of the output power of large-scale offshore wind
farm, regime-switching approaches and more specifically Markov-Switching models have received a
growing interest within the wind power community. Since their very first introduction in econometrics
by [12], they have been commonly used in many disciplines such as speech recognition [13] or
computational biology [14], for instance. This class of models is prized for its ability to account for structural breaks or sudden changes in the process dynamics. In meteorology, Markov-Switching models are often used to estimate an unobservable climate state which ideally governs other climate variables such as wind speed or wind direction. For the specific case of large-scale offshore wind farms, the inferred states or regimes can be interpreted as changes of the wind farm behavior, in terms of power generation. Besides that, Markov Switching AutoRegressive (MSAR) models are shown to have better point forecast performances than AutoRegressive Moving Average (ARMA), Smooth Transition AutoRegressive (STAR) and Self-Exciting Threshold AutoRegressive (SETAR) [15]. Alternatively, a MSAR model is proposed in [16] with adaptive estimation of the parameters which allows parameter estimates to change over time to better account for the long-term variations of the wind characteristics. Density forecasts generated with that method are shown to be much sharper and have a better calibration than those generated with AR models.

Nevertheless, one can argue that keeping the variance constant over time within each regime stands as a strong limitation for the forecasts sharpness when periods of different volatility levels alternate. This may mistakenly lead to over-determination of the optimal number of states when fitting the model to the data. One class of models capable of relaxing the constant variance assumption is the Generalized AutoRegressive Conditional Heteroscedasticity (GARCH) model, allowing the conditional variance in each regime to follow an ARMA process [17]. The GARCH class of models is appealing because it can cope with volatility clustering which is a clear issue when studying offshore wind power generation at high frequencies. Therefore, the present study proposes to extend MSAR models with a GARCH specification for the conditional variance dynamic in each regime (hence the resulting model name MS-AR-GARCH). This extension of the original MSAR model is expected to allow for a better identification of the volatility clustering effect and to a more parsimonious parametrization regarding the number of regimes.

3. Data from Large Offshore Wind Farms

The data considered in the present study cover the time period from 16 February 2005 to 25 January 2006 and were recorded at Horns Rev I, the second largest offshore wind farm in operation in the world at that time. Horns Rev I is located 15 km away from the west coast of Jutland (Denmark) and consists of 80 turbines of 2 MW, for a nominal capacity of 160 MW. Original data were provided as individual time series of wind power measurements for each of the 80 turbines at one second time intervals. The original data are averaged in order to generate an aggregated time series of wind power fluctuations for the entire wind farm. A 10 min resolution is arbitrarily chosen within the range of values over which significant power fluctuations are observed [4]. Another reason to justify this choice is that grid operators monitor offshore wind farms at similar temporal resolutions [10]. The sampling procedure first consists in producing spatio-temporal averages over 10 min intervals for which a minimum of 75% of the data are of good quality. These averages are then normalized by the nominal capacity of the wind farm, following [18]. No attempt is made to fill in missing data points and many gaps remain present in the data. A 10 day episode of this time series is depicted on Figure 1. It can be noticed that the power generation is a double-bounded process, below and above. As a matter of fact, the power generation of a wind farm can neither be negative nor exceed its maximum capacity.
Figure 1. Time series of normalized wind power generation at Horns Rev I over a 10 day episode in August 2005. The time series is sampled with a temporal resolution of 10 min.

Moreover, technical specificities and constraints of wind turbines make that wind power generation is not a linear function of the wind speed. The relationship between wind speed and power generation is described by the so-called power curve. This relationship is often estimated to convert wind speed forecasts into wind power forecasts. For a more detailed description of its use in practice, we refer to [19]. More generally, the power curve is considered a function of both the wind speed and the wind direction and must be estimated for every single wind farm. Nevertheless, wind speed and wind direction are not the only two factors that are believed to govern wind farm behavior. In the specific case of large offshore wind farms, it is also commonly assumed that complex local meteorological phenomena have a strong impact on the power generation. Ongoing research works on these phenomena are still in an early stage, and identifying them would require to combine both meteorological and statistical approaches which is not the purpose of this study. As for now, early assumptions based on empirical observations have described these phenomena as combinations of intense precipitations and wind gusts [20].

From Figure 1, one can see periods characterized by very different dynamics alternate with various frequencies and durations. This latter observation reveals the non-stationary behavior of this wind power time series, whatever the time scale one considers. This issue is further discussed in [9]. Non-stationarity is one of the reasons why most linear time series models show limited prediction skills. This feature is further illustrated on Figure 2 which plots the squared residuals of the best autoregressive model (of order 3), the associated autocorrelation function (ACF) and the partial ACF (PACF) for the wind power time series. The model was fitted to the whole time series, but to enhance visualization of the results, the squared residuals are only plotted for the period of time spanning from 1 August 2005 to 26 January 2006. First, a look at the squared residuals highlights the volatility clustering effect, meaning that large errors tend to be followed by large errors and similarly, small errors tend to be followed by small errors. It is a feature often observed for data sampled at a high frequency. Then, the ACF of the squared residuals indicates that the autocorrelation is significant up to very large lags which reveals the heteroscedastic behavior of the errors. Finally, the PACF allows one to evaluate the number of significant lags for the time series of squared residuals. It indicates that the conditional variance should be modeled as the weighted sum of approximately the last 20 squared errors. However, for the sake of parsimony, an
ARCH process of large order can well be substituted by a GARCH specification [17]. This well spread empirical approach offers the double advantage of drastically reducing the number of coefficients to be estimated while conserving the model adequacy. It also introduces a decreasing weight structure, from the most recent to the oldest past squared errors, for the computation of the conditional variance.

**Figure 2.** Volatility clustering and heteroscedasticity of the wind power time series. (a) Squared residuals obtained after fitting an AR(3) model to the wind power time series; (b) Autocorrelation function of the squared residuals; (c) Partial autocorrelation function of the squared residuals.
4. Model Specifications

4.1. Wind Power Predictive Density

As mentioned in the previous section, the time series of wind power is nonlinear and non-stationary. The smoothing effect outlined when considering a collection of wind turbines scattered over a wide area does not apply in the case of a single large-scale offshore wind farm. Furthermore, wind turbines do not generate electricity for wind speeds below the so called cut-in speed ($\sim 4 \text{ m s}^{-1}$) or above the cut-off speed ($\sim 25 \text{ m s}^{-1}$). In addition, for wind speeds ranging from $15 \text{ m s}^{-1}$ to $25 \text{ m s}^{-1}$, wind turbines operate at full capacity and produce a constant level of power. Consequently, the power generation drops to 0 or reaches its maximum in a significant number of occasions. From a statistical modeling perspective, it means that the process does meet its lower and upper bounds which generates mass points at the extremities of the wind power distribution. This prevents the use of a logistic transformation as adopted in [21] since the mass points would remain, even after transformation. In view of these limitations, truncated and censored normal distributions stand as appealing alternatives to the more classical Normal distribution. Recent developments that use the two former distributions applied to wind data include [22,23]. However, Markov-Switching models imply the computation of distribution mixtures. For the sake of the estimation method simplicity, we choose to consider neither the truncation nor the censoring of the Normal distribution since mixtures of these distributions would be too cumbersome to compute. For similar reasons, the Generalized Logit-Normal distribution as proposed in [24] was not considered. Finally, we focused on 2 symmetric distributions, namely the Student-t and Normal distributions. The Student-t distribution has the advantage of being more heavy-tailed than the Normal distribution, making the regimes more stable [25]. Its drawback is that it has one extra parameter (its degree of freedom) which is difficult to estimate [26]. The use of the Normal distribution, though
known as not optimal for wind power time series, is therefore considered as a natural starting point for testing the model in this study. We leave questions on more appropriate distributions for further research.

4.2. GARCH Models in Meteorology

An overview of the time series analysis literature shows that GARCH models have been extensively used in econometrics and finance but remains rather unpopular in other fields. In meteorology, GARCH models are often employed in a single regime framework and applied to wind speed or air temperature time series for characterizing their volatility. Tol [27] first fitted an AR-GARCH model to daily wind speed measurements from Canada and illustrated the better in-sample performance of his heteroscedastic model over homoscedastic ones in presence of high volatility in the data. A bivariate GARCH model was then used in [28] to characterize the wind components (u,v) and their variability at a time scale of 1 min and relate them to local meteorological events in the Sydney harbor. Another meteorological application of GARCH models presented the usefulness of a ARMA-GARCH-in-mean model to estimate the persistence in the volatility of wind speed measurements at different heights [29].

In contrast to these latter studies whose primary focus is in-sample estimation, Taylor and Buizza [30,31] use AR-GARCH models to generate point and density forecasts for temperature and weather derivative pricing, respectively. In addition, the recent work by [32] also presents out-of-sample results. It extends the methodology developed in [30] and used several types of GARCH models to generate daily wind speed density forecasts and converts them into wind power forecasts. This work demonstrates the good ability of GARCH models for generating density forecasts when compared to atmospheric models for early look ahead horizons, from 1 up to 4 days. Another methodology is proposed by [21] in which an ARIMA-GARCH model is used to generate multi-step density forecasts of wind power, outperforming current benchmark models in the short-term, from 15 min up to 6–12 h. Interestingly, all these studies give empirical evidence of the strong potential of using the GARCH class of models for predicting weather related variables in the very short-term when these variables are highly volatile.

4.3. Existing Markov Switching Models with GARCH Errors

Seminal references of combining Markov-Switching and AutoRegressive Conditional Heteroscedasticity (MS-ARCH) include [33] and [34]. In practice, capturing time-varying variance with a reasonable number of ARCH terms remains an issue. It often calls for a GARCH specification instead in order to reduce the number of coefficients to be estimated. The difficulty that arises when generalizing MS-ARCH to MS-GARCH relates to the historical path dependency of the conditional variance which is intractable, making that generalization almost computationally infeasible.

Nevertheless, there exist a few approaches to avoid that problem. Regarding maximum likelihood methods, the idea consists in approximating the conditional variance as a sum of past conditional variance expectations as in [26]. This model was later extended by [25] yielding improved volatility forecasts. Alternatively, Haas et al. [35] suggested a new formulation for MS-GARCH models by disaggregating the overall variance process into separate processes in each regime. Another way of tackling the path dependency problem consists in using Monte Carlo Markov Chain (MCMC)
simulations to infer that path by sampling from the conditional distribution of the states of the Markov chain. This can be implemented by data augmentation as described in [36]. The strength of this approach is that it can be applied for the estimation of many variants of Markov-Switching models. Closer to our problem, Henneke et al. [37], Chen et al. [38], and Bauwens et al. [39] proposed three different MCMC algorithms for the Bayesian estimation of MS-ARMA-GARCH, MS-ARX-GARCH and MS-GARCH models, respectively.

Some other difficulties arise when estimating MS-GARCH models. They may be caused by the structural specification of the model or else by the numerical tools used for parameter estimation. For instance, maximum likelihood estimation methods implemented with a numerical optimizer often encounter specific optimization problems due to starting values, inequality constraints or else local minima. Besides, the two formulations of the MS-GARCH model developed in [26] and [25] are based on an approximation for the recursive update of the conditional variance which leads to further estimation complexity. As for the MS-GARCH model in [35], it loses its initial appeal of being analytically tractable along with the inclusion of autoregressive terms in the conditional mean equation which does not match with our model specification to combine AR and GARCH effects with Markov-Switching. Along that last comment, it is important to emphasize that most of the studies involving likelihood estimation of MS-GARCH models have as a prime concern the capture of the heteroscedasticity present in the time series and were not designed to cope with data also featuring strong autocorrelation.

In comparison, Bayesian inference offers an alternative framework which allows to overcome most of likelihood estimation problems:

- the robustness of MCMC samplers to starting values can be evaluated by running several Markov chains with different starting values and tested for differences in their outputs,
- inequality constraints can be handled through the definition of prior distributions (Gibbs sampler) or through a rejection step when the constraint is violated (Metropolis–Hastings sampler),
- theoretically, local minima pitfalls are avoided by simulating the Markov chain over a sufficiently large number of iterations (law of large numbers),
- misspecification of the number of states of the Markov chain can be assessed by a visual inspection of the parameter posterior distributions (check for multiple modes).

Moreover, model parametrization limitations linked to the integration of autoregressive terms in the mean equation do not apply in Bayesian estimation and there is no fundamental implementation differences in estimating a MS-GARCH and a MS-ARMA-GARCH model. Of course, the present study would be very partial if the main bottlenecks in using MCMC simulations such as computational greediness or the tuning of the prior distributions were not mentioned. Therefore, we refer to Subsection 4.4 for a detailed description of the main implementation issues of MCMC samplers. In addition, studies on the respective advantages and drawbacks of maximum likelihood and Bayesian estimation methods are available in [40]. To conclude this discussion, let us say that our goal is not to contribute to the pros and cons debate of maximum likelihood against Bayesian estimation but rather to find the method that is the most suitable for our problem. In this light, our choice to estimate the MS-AR-GARCH model in a Bayesian fashion was motivated by the enhanced flexibility in combining AR and GARCH effects under the assumption of structural breaks in the process.
4.4. The Model Definition

To model the stochastic behavior of a given time series of wind power \( \{y_t\} \), a MS\((m)\)-AR\((r)\)-GARCH\((p,q)\) model is proposed as follows:

\[
y_t = \theta_{0(S_t)} + \sum_{i=1}^{r} \theta_{i(S_t)} y_{t-i} + \sqrt{h_t} \varepsilon_t
\]

\[
h_t = \alpha_{0(S_t)} + \sum_{i=1}^{q} \alpha_{i(S_t)} \varepsilon_{t-i}^2 + \sum_{j=1}^{p} \beta_{j(S_t)} h_{t-j}
\]

where \( \{h_t\} \) is the conditional variance at time \( t \), \( \{\varepsilon_t\} \) is a sequence of independently distributed random variables following a Normal distribution \( N(0,1) \) and \( S = (S_1, \ldots, S_T) \) is a first order Markov chain with a discrete and finite number of states \( m \) and transition probability matrix \( P \) of elements:

\[
Pr(S_t = j|S_{t-1} = i) = p_{ij} \quad \text{for} \quad i, j = \{1, \ldots, m\}
\]

For full flexibility, all AR and GARCH coefficients are chosen to be state dependent. In addition, to ensure positivity of the conditional variance, constraints on the model coefficients are imposed as follows:

\[
\alpha_{0(k)} \geq 0, \quad \alpha_i^{(k)} > 0, \quad \beta_j^{(k)} \geq 0 \quad \text{for} \quad i = \{1, \ldots, p\}, \ j = \{1, \ldots, q\}, \ k = \{1, \ldots, m\}
\]

Finally, the following inequality constraints are applied to ensure covariance stationarity:

\[
0 < \sum_{i=1}^{q} \alpha_i^{(k)} + \sum_{j=1}^{p} \beta_j^{(k)} < 1 \quad \text{for} \quad k = \{1, \ldots, m\}
\]

From here on, we adopt the following notations:

\[
y = (y_1, y_2, \ldots, y_T)
\]

\[
y_{[1,t]} = (y_1, \ldots, y_t)
\]

\[
S_{[1,t]} = (S_1, \ldots, S_t)
\]

\[
S_{\neq t} = (S_1, \ldots, S_{t-1}, S_{t+1}, \ldots, S_T)
\]

\[
\pi_k = (p_{k1}, \ldots, p_{km})' \quad \text{for} \quad k = \{1, \ldots, m\}
\]

\[
\theta^{(k)} = [\theta_{0(k)}, \ldots, \theta_{r(k)}]' \quad \text{for} \quad k = \{1, \ldots, m\}
\]

\[
\alpha^{(k)} = [\alpha_0^{(k)}, \ldots, \alpha_q^{(k)}, \beta_1^{(k)}, \ldots, \beta_p^{(k)}]' \quad \text{for} \quad k = \{1, \ldots, m\}
\]

\[
\Theta = [\theta^{(1)}, \ldots, \theta^{(m)}, \alpha^{(1)}, \ldots, \alpha^{(m)}, \pi_1, \ldots, \pi_m]
\]

5. MCMC Implementation

Bayesian inference applied to complex models and large amounts of data has been strongly enhanced by the development of computational methods such as Markov chain simulations. Besides providing a robust and easy-to-implement solution to circumvent the path dependency problem when estimating the MS-GARCH class of models, MCMC techniques offer broader possibilities such as incorporating
existing information on the parameter distributions and estimating their full conditional posterior distributions, for instance. Their major interest is the possibility to divide the set of unknown parameters $\Theta$ into smaller blocks to sample from the block conditional posterior distributions instead of sampling from the complex and joint posterior of the full set of parameters. For a practical presentation of MCMC techniques, we refer to [41].

Estimating MS-AR-GARCH models in a Bayesian framework is a procedure that implies sampling from the augmented parameter distribution $p(S, \Theta | y)$:

$$p(S, \Theta | y) \propto p(y | S, \Theta) p(S | \Theta) p(\Theta)$$  

(14)

This can be achieved through a 3 step procedure by implementing a MCMC algorithm that iterates as follows:

- sample the regime sequence by data augmentation,
- sample the transition probabilities from a Dirichlet distribution,
- sample the AR and GARCH coefficients with the Griddy-Gibbs sampler.

5.1. Sampling the Regime Sequence

Generating sample paths of the regime sequence $S$ for Markov-Switching models is facilitated by a class of techniques known as data augmentation. The early idea by [42] is to recursively consider each of the latent state variables $S_t$ of the hidden Markov chain as missing and compute its conditional distribution $p(S_t | S_{\neq t}, \Theta)$. It becomes then possible to generate a random draw from that conditional distribution with the Gibbs sampler as in [43]. This procedure is called single-move sampling and requires the number of regimes $m$ to be known and finite. Later variants for Hidden Markov Models (HMM) and Markov-Switching models are respectively reviewed in [44] and [36].

At a given time $t$, the conditional distribution of the latent state variable $S_t$ is obtained as follows:

$$\forall \ k \in \{1, \ldots, m\}, \quad P(S_t = k | y, S_{\neq t}, \Theta) = \frac{P(y, S_t = k, S_{\neq t}, \Theta)}{P(y, S_{\neq t}, \Theta)} = \frac{P(y | S_t = k, S_{\neq t}, \Theta) P(S_t = k, S_{\neq t}, \Theta)}{P(y | S_{\neq t}, \Theta) P(S_{\neq t}, \Theta)}$$  

(15)

And after discarding the scaling factor $P(y | S_{\neq t}, \Theta)$, we obtain:

$$P(S_t = k | S_{\neq t}, y, \Theta) \propto P(y | S_t = k, S_{\neq t}, \Theta) P(S_t = k | S_{\neq t}, \Theta)$$  

(16)

In the equation above, 2 different quantities have to be computed. First, $P(y | S_t = k, S_{\neq t}, \Theta)$ is the complete data likelihood, conditioned on the chain being in state $k$ at time $t$ and given the full set of parameters $\Theta$ and can be calculated as follows:

$$P(y | S_t = k, S_{\neq t}, \Theta) = \prod_{t=\text{max}(r,p,q)}^{T} P(y_t | S_t = k, S_{[1,t-1]}, y_{[1,t-1]}, \Theta)$$  

$$= \prod_{t=\text{max}(r,p,q)}^{T} \frac{1}{\sqrt{2\pi h_t}} \exp \left( -\frac{(y_t - \theta_0^{(S_t)})^2 + \sum_{i=1}^{r} \theta_i^{(S_t)} y_{t-i})^2}{2h_t} \right)$$  

(17)
with $h_t$ being defined as in Equation (2).

Second, the Markov property applies on $P(S_t = k|S_{\neq t}, \Theta)$. Given a sample $S_{\neq t}$ of the entire regime sequence but at time $t$, the state variable $S_t$ only depends on $S_{t-1}$, and $S_{t+1}$ only depends on $S_t$:

$$P(S_t = k|S_{\neq t}, \Theta) = P(S_t = k|S_{t-1} = i, S_{t+1} = j)$$

$$= \frac{p_{ik}p_{kj}}{\sum_{k=1}^m p_{ik}p_{kj}}$$

Finally, the Gibbs sampler [45] is used to generate a random sample of the latent state variable $S_t$ from its updated conditional distribution. The state of the Markov chain at time $t$ can then be updated and this sampling procedure is recursively repeated for the remaining state variables of the hidden Markov chain.

Because of the path dependency structure of MS-GARCH models, computing marginal likelihood of the state variables is not feasible as it is for MSAR or MS-ARCH models [36]. Hence, the posterior distributions of the state variables can only be obtained in the form of smoothed probabilities. Let us recall that one can derive different quantities for the optimal inference of the regime sequence:

- **the filtered probabilities** $P(S_t = k|y_{1,t}, \Theta)$ which infer the state variable $S_t$ conditioning upon the vector of parameters and all past and present information $y_{1,t}$,
- **the smoothed probabilities** $P(S_t = k|y, \Theta)$ which are the outputs of the inference of $S_t$ using the past, present and future information $y = y_{1,T}$,
- **the predicted probabilities** $P(S_{t+1} = k|y_{1,t}, \Theta)$ which correspond to the one-step ahead inference $S_{t+1}$ at time $t$ and only use past information $y = y_{1,t}$.

For a given state variable $S_t$, its posterior distribution $P(S_t = k|y)$ is computed by averaging the number of occurrences of the Markov chain being in state $k$ at time $t$ over the $N$ iterations of the algorithm:

$$P(S_t = k|y) = \frac{1}{N} \sum_{n=1}^N 1\{S_{t}^{(n)} = k\} \quad \text{for} \quad k = \{1, \ldots, m\}$$

with $S_t^{(n)}$ being the draw of $S_t$ at the $n^{th}$ iteration of the MCMC algorithm.

### 5.2. Transition Probability Matrix Sampling

Sampling the transition probability matrix $P$ is done by using a Dirichlet distribution [36]. The key assumption is that the rows of $P$ are mutually independent since $P$ only depends on the regime sequence $S$. Therefore, they can be sampled in a random order. Given an independent prior distribution $p(\pi_k)$ and using Bayes’ theorem, we obtain the conditional distribution of the $k^{th}$ row of $P$ as follows:

$$p(\pi_k|y, S, \Theta_{-\pi_k}) \propto p(\pi_k)p(\pi_k|S)$$

$$\propto p(\pi_k) \prod_r (d_{k1})^{\eta_{k1}} \cdots (d_{km})^{\eta_{km}}$$

where the $\eta_{ki}$’s correspond to the numbers of one-step transitions from regime $k$ to regime $i$ in the hidden Markov chain and the $d_{ki}$’s are the parameters of the multivariate distribution modelling the transition probabilities.
For a 2 state Markov chain, the beta distribution is traditionally used as prior for binomial proportions, with parameters $d_{k1}$ and $d_{k2}$, resulting in the conditional distribution of the $k^{th}$ row of $P$ being Beta distributed:

$$p(\pi_k | y, S, \Theta_{-\pi_k}) \sim B(\eta_{k1} + d_{k1}, \eta_{k2} + d_{k2})$$ (21)

For a $m$ state Markov chain, and $m \geq 2$, the posterior Beta distribution can be generalized to a Dirichlet distribution [46]:

$$p(\pi_k | y, S, \Theta_{-\pi_k}) \sim D(\eta_{k1} + d_{k1}, \eta_{k2} + d_{k2}, \ldots, \eta_{km} + d_{km})$$ (22)

with $d_{k1}, d_{k2}, \ldots, d_{km}$ being the parameters of the Dirichlet distribution used as prior.

The posterior estimates of the transition probabilities are obtained as the empirical means of the posterior densities:

$$\hat{p}_{ij} = \frac{1}{N} \sum_{n=1}^{N} p_{ij}^{(n)} \quad \text{for} \quad i, j = \{1, \ldots, m\}$$ (23)

with $p_{ij}^{(n)}$ being the random draw of $p_{ij}$ at the $n^{th}$ iteration of the MCMC algorithm.

5.3. AR and GARCH Coefficient Sampling

Existing MCMC algorithms for the estimation of MS-AR-GARCH models are proposed in [37] and [38]. Alternatively, it is possible to apply a MCMC algorithm for MS-GARCH models presented in [39] and include extra autoregressive terms in the mean equation, instead of a single intercept. The difference in those three algorithms lays in the sampler used for the estimation of the autoregressive and heteroscedastic coefficients. The two formers sample the posterior distributions of the model coefficients with the Metropolis–Hastings sampler (MH) whereas the latter uses the Griddy Gibbs sampler (GG). The MH sampler [47] is based on an acceptance/rejection rule and was designed to generate samples from a target distribution. However, the rate of acceptance can turn out to be very small for complex models and slow down the convergence of the chain. As for the GG sampler [48], it is based on a principle similar to the Gibbs sampler. The key idea is to discretize the support of the parameter to be estimated. At each knot point, the likelihood of the parameter is evaluated and by a numerical integration rule, the conditional distribution of the parameter can then be approximated.

Unlike the MH sampler, the GG sampler does not require to define the analytical form of the posterior distribution a priori. It is notably useful when the conditional posterior to sample from has a complex shape (multimodality, strongly skewed, heavy tails) or when one does not want to impose a shape a priori because of a lack of knowledge. Its implementation fully relies in the informativeness of the data likelihood $p(y|S, \Theta)$ and all priors are uniform, even for short time series. Tips for implementing the GG sampler for accurate estimation of posterior distributions are given in [48]. Its main drawback is its high computational cost because of the many likelihood evaluations at each iteration but this can be overcome by parallelization of the code. Empirical results presented in [49] and [50] for the classical GARCH model are consistent and conclude that estimation methods based on the MH or the GG sampler lead to posterior estimates of similar accuracy. One of the most notable differences is that the MH sampler does
not fully explore the distribution tails. This is due to the shape of the target distribution chosen which in some cases may mislead the exploration of the posterior distribution. This type of problems is avoided when estimating posterior distributions with a GG sampler because it does not require the posterior density to be known in closed form. Taking these considerations into account, it was chosen to follow the methodology presented in [39] which uses the GG sampler for estimating MS-GARCH models. Adding extra autoregressive terms for the estimation of MS-AR-GARCH models is then straightforward.

Conditional posterior distributions of our model coefficients are derived from the Bayes’ theorem. Let us consider the case of an unknown AR or GARCH coefficients that will be noted \( \gamma \), and \( p(\gamma) \) its prior. Its conditional posterior distribution is defined as follows:

\[
p(\gamma|y, S, \Theta_{-\gamma}) \propto p(\gamma)p(y|S, \Theta)
\]

The conditional density and cumulative distribution function (cdf) of \( \gamma \) are noted \( g_\gamma \) and \( G_\gamma \). Their numerical approximation are noted \( f_\gamma \) and \( F_\gamma \), respectively. At each iteration, the GG sampler builds a numerical approximation of the conditional posterior density of each AR and GARCH coefficient. The support of \( \gamma \) is first discretized with \( n \) knot points \( (x_1, \ldots, x_n) \). Further details on how to set up \( n \) are discussed in the next subsection. Then, the complete data likelihood \( P(y|\gamma = x_i, S, \Theta_{-\gamma}) \) is evaluated for each knot point \( x_i \) and by a numerical rule of integration, we obtain an approximation \( f_\gamma(x_i) \) of the conditional density \( g_\gamma \). Linear interpolation in between 2 successive knot points was found to be satisfactory in term of accuracy. Therefore, we use the trapezoidal integration method to compute \( f_\gamma \). From there, approximating the cdf \( G_\gamma \) is direct. Finally, a random number is uniformly generated on \([0, 1]\) and by inverse transformation of \( F_\gamma \), we obtain a random sample of \( \gamma \). The principle of the GG sampler is graphically summarized on Figure 3. The posterior estimates of the AR and GARCH coefficients are obtained by computing the means of the posterior densities.

**Figure 3.** The conditional density \( g_\gamma \) of a given coefficient \( \gamma \) is approximated by numerical integration over a grid of points (left). An approximation \( F_\gamma \) of the cdf \( G_\gamma \) can then be computed. Finally, a random number is uniformly generated on \([0, 1]\) and by inverse transformation of \( F_\gamma \), a random draw of \( \gamma \) is obtained (right).
5.4. Implementation Details

The most simple version of the GG sampler can be coded within a few lines. However, for complex models with many parameters to be estimated, there is a number of issues that have to be handled carefully and makes it implementation less straightforward: choice of prior distributions, label switching, grid shape, mixing efficiency.

5.4.1. Prior Distributions

First, prior distributions have to be defined for sampling the transition probabilities. For a given regime $k \in \{1, \ldots, m\}$, setting the parameters $d_{kk} > d_{ki}$ with $i \neq k$ is one way to reflect the prior knowledge that the probability of persistence (staying in the same regime) is larger than the probability of switching from regime $k$ to $i$. For instance, a $B(8, 2)$ distribution is used as prior in [38] whereas a uniform $B(1, 1)$ is preferred in [39]. Several simulations with various values for the $d_{ij}$ parameters were run on synthetic time series with more than 1000 data points. The influence of the prior distributions was noticeable for $d_{ij}$ of very high orders of magnitude, due to the length of the time series. For instance, a $B(80, 20)$ clearly influences the posterior distribution estimates of the transition probabilities while a $B(8, 2)$ almost not, even though these 2 distributions have equal means. Arguably, we found it relatively risky to favor some regimes over others. Therefore, we favored the approach with uniform priors, meaning that $d_{k1} = d_{k2} = \cdots = d_{km} = 1$.

Secondly, and most importantly, uniform distributions are required for the GG sampler. Defining these priors consists in setting their bounds which is all the more difficult when one has very little prior knowledge of the process being considered. For each AR and GARCH coefficient, one has to make sure that the bounds of the uniform prior encompass the entire support of the true conditional density. Poor settings of the prior bounds may either prevent the convergence of the Markov chain or lead to wrong posterior density and mean estimates. One solution is to use a coarse-to-fine strategy for the MCMC simulation which is divided into 3 phases:

- a burn-in phase whose draws are discarded until the Markov chain reaches its stationary distribution,
- a second phase at the end of which posterior density estimates are computed and prior bounds are refined (the draws generated during this second phase are also discarded),
- a last phase with adjusted prior bounds at the end of which the final posterior densities are computed.

Refinement of the prior bounds consists in computing the posterior mean and the standard deviation of the densities. The priors are then adjusted and centered around their respective mean with their radius set to 5 standard deviations. That way the uniform priors are shrunk when they were initially too large and enlarged when too small. This approach proved to be robust enough even in case of fat-tailed posterior densities.
5.4.2. Label Switching

Not least, fine settings of the prior bounds can prevent the label switching problem affecting HMM models estimated with Bayesian methods. Since posterior densities are invariant to relabeling the states, that problem can cause erroneous multimodal posterior densities. This can be circumvented by imposing structural constraints on the regimes which can be identified with the permutation sampler presented in [36]. For the specific case of MS-AR-GARCH models, the most effective constraint against label switching was set on the intercept parameters of the GARCH equation as follows: \( \alpha_0^{(1)} < \alpha_0^{(2)} < \cdots < \alpha_0^{(m)} \). At each iteration, the inequality is checked and if not true, regimes are permutated. Another way to make sure that this constraint is true is to define the bounds of the uniform priors of the \( \alpha_0^{(k)} \) such that they do not fully overlap.

5.4.3. Grid Shape

Support discretization for the GG sampler implies choosing a suitable structure for the grid along with a fine number of knot points \( n \). As for the structure, Ritter and Tanner [48] advised to use an evolutive grid with more knot points over areas of high mass and fewer knot points over areas of low mass. Simulations on synthetic data show that this type of grid is difficult to implement in practice and that it yields relatively low gains in accuracy. The use of such a grid is not necessary in this study and instead a grid with equidistant knot points is preferred. A grid made of 42 knot points is generated for each coefficient to be estimated, with the likelihood of the 2 knot points at the extremities of the grid being set to 0, by default. This number was found sufficiently large to accurately approximate conditional densities and is comparable to the 33 knot points used in [39].

5.4.4. Mixing of the MCMC Chain

MCMC simulations on synthetic time series reveal that, within a same regime, AR coefficients are strongly correlated with each others, resulting in a poorly mixing chain, slow convergence rate and significant estimation errors. The same observations were made for the GARCH parameters. In order to improve the mixing of the chain, the GG sampler is implemented with random sweeps [51]. At each iteration of the MCMC algorithm, instead of updating the AR and GARCH coefficients in a deterministic order, we generate a random permutation of the sequence \( \{1, \ldots, m(2 + r + p + q)\} \) to determine which coefficients to update first, second and so on. For the empirical study on the wind power time series, it was found that the mixing of the chain could be further improved by repeating the sampling of the AR and GARCH coefficients a given number of times for every update of the state sequence. These implementation details positively enhance the well mixing behavior of the chain and lead to much sharper posterior densities (i.e., smaller estimation errors and standard deviations) of the AR and GARCH coefficients, notably.

5.4.5. Implementation Summary

In order to enhance the implementation understanding and to summarize the key steps of our method, we report its structure in Algorithm 1. For the sake of the notation simplicity, let us note \( \gamma_i \) the \( i^{th} \)
AR or GARCH coefficients of the vector of parameters \((\theta^{(1)}, \ldots, \theta^{(m)}, \alpha^{(1)}, \ldots, \alpha^{(m)})\). The vector of parameters is now noted \((\gamma_1, \ldots, \gamma_{m(2+r+p+q)})\).

**Algorithm 1 MCMC procedure for the estimation of MS-AR-GARCH models**

- Initialize prior distribution: \(p(\gamma_1), \ldots, p(\gamma_{m(2+r+p+q)})\)
- Initialize regime sequence and parameter: \(S^{(0)}, \Theta^{(0)}\)

\[n = 0\]

while Convergence of the Markov chain is not reached do

\[n = n + 1\]

for \(t = 1\) to \(T\) do

Sample \(S_t^{(n)}\) from \(p(S_t^{(n)} = k|S_1^{(n)}, \ldots, S_{t-1}^{(n)}, S_{t+1}^{(n)}, \ldots, S_T^{(n-1)}, \Theta^{(n-1)}, y)\) by the single-move procedure

end for

Compute the Dirichlet parameters \(\eta_{11}^{(n)}, \ldots, \eta_{mm}^{(n)}\)

for \(k = 1\) to \(m\) do

Sample \(\pi_k^{(n)}\) from \(D(\eta_{k1}^{(n)} + 1, \eta_{k2}^{(n)} + 1, \ldots, \eta_{km}^{(n)} + 1)\)

end for

Generate a random permutation \(\rho\) of \(\{1, \ldots, m(2+r+p+q)\}\)

for \(i = 1\) to \(m(2+r+p+q)\) do

Sample \(\gamma_{\rho(i)}^{(n)}\) from \(p(\gamma_{\rho(i)}^{(n)}|S^{(n)}, P^{(n)}, \gamma_1^{(n)}, \ldots, \gamma_{\rho(i-1)}^{(n)}, \gamma_{\rho(i+1)}^{(n)}, \gamma_{\rho(m(2+r+p+q))}^{(n-1)}, y)\) with the Griddy-Gibbs sampler

end for

if End of the second phase is reached then

Adjust/update the prior distributions

end if

end while

5.5. Simulation on Synthetic Time Series

Before moving on to the time series of wind power, the MCMC estimation procedure is tested on a synthetic MS-AR-GARCH process that is plotted on Figure 4 and whose coefficients are reported in Table 1. This process is composed of 2 regimes, each one of them combining an autoregressive structure of order 2 for the conditional mean equation along with a GARCH(1,1) specification for the conditional variance. The values of its coefficients are chosen so as to generate a simplistic series with two well differentiated dynamics for the 2 regimes. The values of the autoregressive coefficients are set so that the autoregressive process in each regime is stationary. The GARCH coefficients in each regime are defined so that the constraint ensuring a finite variance holds. Finally, the errors are normally distributed. The process simulated hereafter neither aims at recreating nor mimicking the wind power fluctuations presented in Section 3. It simply stands for a test case to assess the robustness and the efficiency of our estimation method.
**Figure 4.** Simulation of a MS(2)-AR(2)-GARCH(1,1) whose coefficients and transition probability values are given in Table 1. Top: simulated process $y = (y_1, \ldots, y_T)$; Bottom: regime sequence $S = (S_1, \ldots, S_T)$.

**Table 1.** Statistics on the posterior estimates for a synthetic MS(2)-AR(2)-GARCH(1,1) process, for 1 and 50 samples: Posterior means, standard deviations and coverage probabilities (CP).

| Param. | True Value | Initial prior support | 50 samples | 1 sample |
|--------|------------|-----------------------|------------|----------|
|        |            |                       | Posterior mean | Posterior std. dev. | CP | Refined prior support | Posterior mean | Posterior std. dev. |
| $\theta_0^{(1)}$ | 0.5 | [−0.2 ; 1.2] | 0.500 | 0.072 | 96% | [0.20 ; 0.78] | 0.488 | 0.050 |
| $\theta_1^{(1)}$ | 0.5 | [−0.2 ; 1.2] | 0.502 | 0.054 | 98% | [0.26 ; 0.72] | 0.495 | 0.037 |
| $\theta_0^{(2)}$ | 0.2 | [−0.5 ; 0.9] | 0.197 | 0.051 | 98% | [−0.01 ; 0.43] | 0.212 | 0.035 |
| $\alpha_0^{(1)}$ | 0.1 | [0 ; 0.5] | 0.109 | 0.041 | 94% | [0 ; 0.17] | 0.084 | 0.020 |
| $\alpha_1^{(1)}$ | 0.2 | [0 ; 0.5] | 0.195 | 0.068 | 94% | [0 ; 0.38] | 0.175 | 0.046 |
| $\beta_1^{(1)}$ | 0.6 | [0 ; 1] | 0.593 | 0.101 | 94% | [0.36 ; 0.88] | 0.621 | 0.059 |
| $\theta_0^{(2)}$ | 0 | [−0.7 ; 0.7] | −0.015 | 0.041 | 94% | [−0.44 ; 0.36] | −0.038 | 0.100 |
Table 1. Cont.

| Param. | True Value | Initial prior support | 50 samples | 1 sample |
|--------|------------|-----------------------|------------|----------|
|        |            |                       | Posterior mean | Posterior std. dev | CP | Refined prior support | Posterior mean | Posterior std. dev |
|        |            |                       |              |                      |     |                      |              |                      |
| $\theta_1^{(2)}$ | 0.7 | [0 ; 1.4] | 0.689 | 0.081 | 98% | [0.55 ; 0.99] | 0.764 | 0.051 |
| $\theta_2^{(2)}$ | −0.3 | [−1 ; 0.2] | −0.308 | 0.081 | 98% | [−0.59 ; −0.17] | −0.381 | 0.052 |
| $\alpha_0^{(2)}$ | 0.4 | [0.1 ; 0.8] | 0.512 | 0.189 | 98% | [0 ; 0.82] | 0.373 | 0.105 |
| $\alpha_1^{(2)}$ | 0.1 | [0 ; 0.5] | 0.114 | 0.073 | 92% | [0 ; 0.33] | 0.135 | 0.041 |
| $\beta_1^{(2)}$ | 0.85 | [0 ; 1] | 0.813 | 0.087 | 96% | [0.62 ; 1] | 0.831 | 0.044 |
| $p_{11}$ | 0.98 | [0 ; 1] | 0.977 | 0.009 | 90% | [0 ; 1] | 0.983 | 0.005 |
| $p_{22}$ | 0.96 | [0 ; 1] | 0.950 | 0.023 | 92% | [0 ; 1] | 0.961 | 0.012 |

50 series of 1500 data points are generated. Following the coarse-to-fine strategy described in the previous subsection, the bounds of the uniform prior distributions are set coarsely so as not to be too informative on the true coefficient values. The goal is to check whether the MCMC method is robust enough not to get trapped by local minima. The coefficient supports are then discretized with 42 equidistant points. Starting values for the regime sequence and all 16 parameters are randomly initialized within the range of possible values defined by their respective prior support. 50,000 iterations of the MCMC algorithm are run, of which the last 30,000 iterations are used for posterior inference, the first 10,000 being discarded as burn-in and the second 10,000 being used to refine the prior supports. For each simulation, convergence of the chain is assessed with the diagnostic proposed in [52] by running 3 chains in parallel, with different starting values. No evidence of non-convergence was noticed. When considering single sample, large estimation bias can be observed on both AR and GARCH coefficients. More satisfactorily, when considering 50 samples, absolute estimation errors for all parameters are smaller than their corresponding posterior standard deviations. As observed in [38], the largest estimation errors are found for the posterior distributions of the GARCH coefficients whereas AR coefficients are estimated with a much higher accuracy. In each of the two regimes, $\beta_1$ is biased downwards and $\alpha_0$ is biased upwards, which is a known issue with MS-GARCH models. For a given parameter, the coverage probability (CP) corresponds to the probability of its true value being encompassed within the interval defined by the 2.5% and 97.5% quantiles of its posterior distribution. In other words, these probabilities are the nominal 95% confidence intervals of the posterior estimates. Large deviations could indicate recurrent failure of the estimation method for some parameters. Globally, the estimated CP are all close to 95% and no large deviation is observed which is satisfactory. The grid refinement procedure shows that the supports of the AR coefficients are significantly smaller than the initial supports coarsely set. As for the final supports of GARCH coefficients, they consist of small adjustments of their initial supports. The verification for label switching is performed by analyzing the full posterior densities displayed in Figure 5 where no bimodality is observed. We can also add that the sampler performs quite well in terms of mixing since the densities are rather peaky and have small tails.
Figure 5. Estimated posterior densities of the simulated MS(2)-AR(2)-GARCH(1,1).

Inference on the regime sequence can also be performed. However, methods for global decoding such as the Viterbi algorithm [53] are not applicable to MCMC outputs since the sole smoothed probabilities of the regime sequence can be computed. Instead, we use a simple labelling rule to infer the regime
sequence: state variables with a smoothed probability of being in regime \( k \) larger than 0.5 are classified as being in regime \( k \). Following that rule, we can compute the successful regime inference rate and the probability of regime retrieval (the probability of the true regime being \( k \) knowing that the inferred regime is \( k \)). Results are reported in Table 2. Ideally, these quantities should be as close to 1 as possible. The rate of successful inference is higher for regime 1 (96%) than for regime 2 (90%). The same result holds for the probability of successful regime retrieval. These results are reasonably good according to the complexity of the model dynamics. Three of the model features may explain these differences: (i) regime 1 is characterized by a higher persistence probability than regime 2 \((p_{11} > p_{22})\); (ii) the unconditional variance \( \sigma(k) = \alpha_0^{(k)}/(1 - \alpha_1^{(k)} - \beta_1^{(k)}) \) in regime 1 \( (\sigma^{(1)} = 0.5) \) is lower than in regime 2 \( (\sigma^{(2)} = 8) \) and (iii) persistence of shocks measured by \( \alpha_1^{(k)} + \beta_1^{(k)} \) is also lower in regime 1 than in regime 2. Because of the higher persistence probability, parameters defining the first regime can be estimated over a larger number of data points and over longer time intervals clear off any structural break, on average, which leads to more accurate posterior estimates. The lower unconditional variance combined to the lower persistence to shocks in regime 1 makes the autoregressive and the conditional variance dynamics easier to identify and to separate. These latter comments are confirmed by the estimated posterior standard deviations of the model parameters (see Table 1) which are smaller in regime 1 than in regime 2, for corresponding parameters.

**Table 2.** Statistics on the inferred regime sequence.

| Rate of successful regime inference | Probability of regime retrieval |
|------------------------------------|---------------------------------|
| \( P(\hat{S}_t = 1|S_t = 1) = 0.96 \) | \( P(S_t = 1|\hat{S}_t = 1) = 0.95 \) |
| \( P(\hat{S}_t = 2|S_t = 2) = 0.90 \) | \( P(S_t = 2|\hat{S}_t = 2) = 0.91 \) |

**5.6. Study on an Empirical Time Series of Wind Power**

One of the main issue that arises when fitting Markov-Switching models to an empirical time series is the determination of the number of states \( m \) of the Markov chain. Theoretically, its determination is not to be separated of the autoregressive and conditional variance structure (orders \( r, p \) and \( q \) in Equations (1) and (2)). Along that idea, Psaradakis and Spagnolo [54] review different penalized likelihood criteria for the joint determination of the number of hidden states and autoregressive order for MSAR models. However, in practise, misspecification in the parametrization of the model may result in overestimation of the optimal number of regimes. For instance, ignored volatility clustering effects can falsely be reported as regime-switching effects [55].

The model identification approach taken in this study is to define the autoregressive and conditional variance orders a priori and determine the optimal number of regimes accordingly. Most studies involving Markov-Switching test a limited number of regimes, from 1 to 4. The underlying theoretical reason is that regime switchings occur infrequently. The more practical reason is that the number of parameters to be estimated grows quadratically with respect to the number of regimes, and constraints for regime identification become more difficult to define.
One reason to proceed that way and not by computing the Bayesian Information Criterion is that there is no method for computing the marginal likelihood of MS-GARCH models to our knowledge. An empirical cross-validation procedure is used instead. The time series of interest is the one presented in Section 3 for which measurements from the Horns Rev 1 wind farm are averaged over 10 min intervals. All available observations from August 2005 (i.e., 4125 observations) are used for estimating the posterior distributions of the MS-AR-GARCH model. Several parametrizations with respect to $m$, $r$, $p$ and $q$ are tested. Then, all available observations from September 2005 (i.e., 4320 observations) are used for cross-validation and the parametrization resulting in the best one-step ahead Continuous Ranked Probability Score [11] was chosen. The best performances were obtained for models with 3 autoregressive lags and a GARCH(1,1) structure for the conditional variance in each regime. The autoregressive order is in agreement with previous studies on the same data set [16,56]. To keep the computational complexity and burden reasonable, only models defined with 1 and 2 regimes were tested. Furthermore, no constraint for regime identification could be found for a number of regimes larger than 2. Posterior estimates for MS(m)-AR(3)-GARCH(1,1) with $m = 1$ and $m = 2$ are reported in Table 3. Posterior densities for the MS(2)-AR(3)-GARCH(1,1) are shown in Figure 6.

One of the reason why we prefer the GG over the MH sampler is that it can estimate posterior densities of various shape without prior knowledge of their closed form. From Figure 6, it can be noticed that the posterior densities of the GARCH equation are asymmetric, more notably in regime 2. This is due to the constraints imposed in Equations (4) and (5) and the asymmetry becomes stronger as the posterior mean of a given parameter is close to the bounds of the constraints. $\alpha^{(1)}_0$ is numerically close to 0 and its posterior density has the shape of a mass point. Omitting this parameter for fitting the model makes the regimes less stable and it is decided to keep it in the formulation of the MS(2)-AR(3)-GARCH(1,1) model. The posterior densities of the AR equation have symmetric shapes. However, they are characterized by large posterior standard deviations and rather flat shapes which is the consequence of the strong autocorrelation between coefficients within a same regime, as mentioned earlier in this Section. That problem was neither encountered in our simulations on synthetic data nor in other studies such as [38], [39] or [37], since the parametrization of the conditional mean equation is restricted to one lag at most. Since it may affect the final posterior mean estimates used for prediction, further research will be dedicated to investigate potential techniques to overcome it.

In addition, analyzing the posterior estimates of our model may reveal interesting features on the very short-term wind power fluctuations of the Horns Rev 1 wind farm. The low (respectively high) frequency wind power fluctuations are captured by the AR (respectively GARCH) coefficients of the model and different profiles of fluctuations are expected across regimes. In addition, transition probability estimates may indicate whether one regime is more persistent over time than the other.
Table 3. Statistics on the posterior estimates of the AR(3)-GARCH(1,1) and MS(2)-AR(3)-GARCH(1,1) model fitted to the time series of wind power.

| 1 Regime: AR(3)-GARCH(1,1) | 2 Regimes: MS(2)-AR(3)-GARCH(1,1) |
|-----------------------------|----------------------------------|
| **Initial prior support**   | **Revised prior support**        | **Posterior mean** | **Posterior std. dev.** | **Initial prior support** | **Revised prior support** | **Posterior mean** | **Posterior std. dev.** |
| $\theta_0^{(1)}$ [-0.01 ; 0.01] | [-0.007 ; 0.006]               | $-2 \times 10^{-4}$ | 0.002                         | [-0.04 ; 0.04]             | [-0.004 ; 0.004]                 | $-3 \times 10^{-5}$ | 6 $\times 10^{-4}$ |
| $\theta_1^{(1)}$ [1 ; 1.7] | [0.68 ; 2.11]                | 1.358               | 0.232                         | [1 ; 1.8]                  | [0.64 ; 2.18]                    | 1.417                   | 0.273 |
| $\theta_2^{(1)}$ [-0.85 ; -0.05] | [-1.33 ; 0.34]               | -0.460              | 0.284                         | [-0.95 ; -0.15]            | [-1.36 ; 0.21]                  | -0.574                   | 0.304 |
| $\theta_3^{(1)}$ [-0.15 ; 0.35] | [-0.52 ; 0.72]               | 0.107               | 0.206                         | [-0.35 ; 0.55]            | [-0.67 ; 0.99]                  | 0.156                   | 0.300 |
| $\alpha_0^{(1)}$ [0 ; $3 \times 10^{-4}$] | [0 ; $3 \times 10^{-4}$]     | $7 \times 10^{-5}$ | $6 \times 10^{-5}$          | [5 $\times 10^{-6}$ ; $10^{-4}$] | [2 $\times 10^{-5}$ ; $10^{-5}$] | $3 \times 10^{-6}$ | 2 $\times 10^{-7}$ |
| $\alpha_1^{(1)}$ [0.2 ; 1] | [0.03 ; 1]                  | 0.513               | 0.161                         | [0 ; 1]                     | [0.23 ; 0.74]                    | 0.499                   | 0.077 |
| $\beta_1^{(1)}$ [0 ; 0.7] | [0 ; 0.95]                 | 0.467               | 0.161                         | [0 ; 1]                     | [0.25 ; 0.74]                    | 0.489                   | 0.074 |
| $\theta_0^{(2)}$ - | -                          | -                   | -                             | [-0.06 ; 0.10]             | [-0.04 ; 0.09]                 | 0.011                   | 0.013 |
| $\theta_1^{(2)}$ - | -                          | -                   | -                             | [0.7 ; 1.7]                | [0.27 ; 2.02]                   | 1.178                   | 0.285 |
| $\theta_2^{(2)}$ - | -                          | -                   | -                             | [-0.7 ; 0.3]               | [-1.22 ; 0.58]                 | -0.323                  | 0.341 |
| $\theta_3^{(2)}$ - | -                          | -                   | -                             | [-0.4 ; 0.6]               | [-0.76 ; 1.01]                 | 0.126                   | 0.284 |
| $\alpha_0^{(2)}$ - | -                          | -                   | -                             | [1 $\times 10^{-3}$ ; $8 \times 10^{-3}$] | [0 ; $4 \times 10^{-3}$]        | $5 \times 10^{-4}$ | 3 $\times 10^{-4}$ |
| $\alpha_1^{(2)}$ - | -                          | -                   | -                             | [0 ; 1]                     | [0 ; 0.54]                      | 0.079                   | 0.080 |
| $\beta_1^{(2)}$ - | -                          | -                   | -                             | [0 ; 1]                     | [0 ; 1]                        | 0.892                   | 0.088 |
| $p_{11}$ - | -                          | -                   | -                             | [0 ; 1]                     | [0 ; 1]                        | 0.913                   | 0.029 |
| $p_{22}$ - | -                          | -                   | -                             | [0 ; 1]                     | [0 ; 1]                        | 0.783                   | 0.114 |
Figure 6. Estimated posterior densities of the MS(2)-AR(3)-GARCH(1,1) model fitted to the time series of wind power.
Regarding the model with one regime, AR(3)-GARCH(1,1), we report its posterior estimates in order to illustrate the transition from a single regime model to a two regime model and appraise how the posterior estimates of the 2 regime model may relate to those of the single regime model. Initial prior bounds were defined based on the estimates obtained by numerical maximization of the likelihood function (NML). The posterior estimates of the AR coefficients are in close agreement with those obtained by NML while the posterior estimates of the GARCH coefficients deviate more. After verification, this can be due to a bimodality on the posterior density of the $\alpha_0$ coefficient, which makes its estimated posterior mean larger than the one estimated by NML. These results are not presented here in order to save space but are available upon request.

As for the MS(2)-AR(3)-GARCH(1,1), the autoregressive dynamics are rather similar in the two regimes but for the intercept terms $\theta_0^{(1)}$ and $\theta_0^{(2)}$ which confirms the earliest results in [16]. More interestingly, the dynamics of the conditional variance in the two regimes differ in several ways. First, the intercept terms in regime 1 is significantly lower than in regime 2 ($\alpha_0^{(1)} \ll \alpha_0^{(2)}$), which means that regime 2 can be interpreted as the regime for which the amplitude of the wind power fluctuations are the largest. Then the posterior mean estimates of the GARCH coefficients in regime 1, $\alpha_1^{(1)}$ and $\beta_1^{(1)}$, are approximately equal, which indicates that small prediction errors are followed by fast decreases of the conditional variance value while large errors give rise to sudden explosions. In regime 2, because $\beta_1^{(2)} \gg \alpha_1^{(2)}$, the conditional variance level is more stable between successive observations and has a longer memory of large errors. Finally, one can also notice that $p_{11} > p_{22}$, which translates into regime 1 being more persistent than regime 2 (i.e., periods of low volatility last longer than periods of high volatility).

An illustration of the estimated sequence of smoothed probabilities for the MS-AR-GARCH model is given in Figure 7. In particular, it depicts the smoothed probabilities of being in regime 1. It can be noticed that the 2 regimes do not seem to be well separated but for periods where the wind power generation is null or close to its nominal capacity $P_n$, with smoothed probabilities close to 1. Even though a clear separation of the regimes is a very desirable feature, it does not automatically translate into a loss of predictive power of the Markov-Switching model. This aspect will be further addressed in the next section of this study.

First, simulations on synthetic data have allowed us to design and tune our estimation method for MS-AR-GARCH models. Then, its applicability to an empirical time series of wind power is tested and demonstrated a good ability to estimate posterior densities of various shapes despite some limitations regarding the posterior densities of the autoregressive coefficients. Nevertheless, our will is not to identify the best class of models for the modeling of very short-term wind power fluctuations but rather to investigate new alternatives such as the proposed MS-AR-GARCH model for (i) providing additional insights on these wind power fluctuations and (ii) investigating on their potential predictive power.
Figure 7. Time series of wind power and estimated sequence of smoothed probabilities of being in regime 1 (i.e., low volatility regime).

6. Wind Power Forecast Evaluation

Forecasting wind power fluctuations of large offshore wind farms at a time scale of a few minutes is a relatively new and difficult challenge. The difficulty stems from the lack of meteorological observations in the neighborhood of the wind farm. The consequences are that state-of-the-art models often fail in predicting wind power fluctuations of large amplitude caused by sudden changes in the weather conditions nearby the wind farm. In practice, naive forecasts are difficult to significantly outperform [15].

The literature on short-term wind power forecasting is abundant and a recent overview is available in [6]. Originally, the quality and accuracy of statistical forecasts of wind power were evaluated with respect to point prediction scores. From a decision making perspective, the drawback of such an approach is that it clearly neglects the uncertainty associated with the forecast, often leading to sub-optimal control strategies. Therefore, quantifying the probability of all potential outcomes greatly
enhances the usefulness of wind power forecasts [57]. These probabilistic forecasts can either take the form of density functions or prediction intervals when numerically approximated and should preferably be evaluated with respect to their calibration and sharpness [11]. Accurate quantification of the uncertainty associated with a point forecast is an information as valuable as the value of the forecast itself. It could first assist wind farm operators in anticipating the risks of unexpected wind power fluctuations when point forecast fails in doing so. And, ultimately, it could help them in determining backup strategies based on available energy reserves.

One of the drawbacks of MS-GARCH models is that the conditional variance becomes intractable with the addition of autoregressive terms in the model formulation. This stands as a clear limitation for the use of such class of models for prediction applications. To bypass that problem, the approach chosen in [38] is to repeat the estimation of the model over a sliding window and generate one-step ahead forecasts based on the new set of estimates. We think that this approach is too computationally intensive and instead, we prefer to use the recursive update formula of the conditional variance as presented by Gray in [26].

6.1. Approximating the Conditional Variance for Prediction Applications

The formula developed in [26] recursively approximates the conditional variance as the weighted average of past conditional variances. One of its advantages is that it is flexible and it can be extended to include autoregressive terms. One may then argue and wonder why we did not use that formula to estimate our MS-AR-GARCH model. We did investigate the possibility of using it with an estimation method based on numerical maximization of the Likelihood function. Nevertheless, due to the complexity of the Likelihood function, parameter either ended up on the bounds of the constraints Equations (4) and (5) or convergence could not be reached, which prevented its use for the estimation step of the study.

For a MS(m)-AR(r)-GARCH(1,1) model, the approximated conditional variance at time $t$, $h_t$, is defined as follows:

$$h_t = E[y_t^2|y_{1,t-1}, \Theta] - E[y_t|y_{1,t-1}, \Theta]^2$$

(25)

First, the term $E[y_t|y_{1,t-1}, \Theta]$ is the optimal one-step predictor and, under normality conditions, can be calculated as the weighted sum of the predictions in each regime:

$$E[y_t|y_{1,t-1}, \Theta] = \hat{y}_{t|t-1} = \sum_{k=1}^{m} \frac{\xi_{t|t-1}^{(k)}}{\beta_0^{(k)}} + \sum_{i=1}^{r} \theta_i^{(k)} y_{t-i}$$

(26)

Second, the term $E[y_t^2|y_{1,t-1}, \Theta]$ can be computed as follows:

$$E[y_t^2|y_{1,t-1}, \Theta] = \sum_{k=1}^{m} \frac{\xi_{t|t-1}^{(k)} (h_t^{(k)} + (\theta_0^{(k)} + \sum_{i=1}^{r} \theta_i^{(k)} y_{t-i})^2)}{2}$$

(27)

with $h_t^{(k)}$ the one-step ahead predicted conditional variance in regime $k$ computed as follows:

$$h_t^{(k)} = \alpha_0^{(k)} + \alpha_1^{(k)} \varepsilon_{t-1}^2 + \beta_1^{(k)} h_{t-1}$$

(28)
and $\hat{\xi}^{(k)}$ the predictive probability of being in regime $k$ at time $t$, given all information available at time $t-1$. The vector of predictive probabilities $\hat{\xi}_{t|t-1} = [\hat{\xi}_{1|t-1}, \ldots, \hat{\xi}_{m|t-1}]^T$ can be computed in a recursive manner as follows:

$$\hat{\xi}_{t|t-1} = P^T \hat{\xi}_{t-1|t-1}$$

(29)

with $\hat{\xi}_{t-1|t-1} = [\hat{\xi}_{1|t-1}, \ldots, \hat{\xi}_{m|t-1}]^T$ the vector of filtered probabilities at time $t-1$ whose elements can be computed as follows:

$$\hat{\xi}_{k|t-1} = \frac{\sum_{k=1}^{m} \hat{\xi}_{k|t-2} \times f(y_{t-1}|S_{t-1} = k, y_{[1,t-2]}), \Theta)}{\sum_{k=1}^{m} \hat{\xi}_{k|t-2} \times f(y_{t-1}|S_{t-1} = k, y_{[1,t-2]}), \Theta)}$$

(30)

where $f(y_{t-1}|S_{t-1} = k, y_{[1,t-2]}), \Theta)$ is the conditional density of $y_{t-1}$ given the set of information available at time $t-2$.

We are aware that the approximation presented here above is not optimal for prediction applications, since it may introduce a permanent bias in the computation of the conditional variance. It is a choice governed by the necessity to bypass a problem not yet solved and to minimize its computational cost. It could then be expected that the prediction skills of our model would benefit from advances towards a better tracking of the conditional variance for MS-AR-GARCH models. As for now, we can proceed to the evaluation of the prediction skills of our model.

6.2. Evaluation of Point Forecasts

The out-of-sample predictive power of our MS-AR-GARCH model is evaluated based on its performance on one-step ahead forecasts. Point forecast skills are first considered and compared to common benchmark models for very short-term wind power fluctuations as well as state-of-the-art models. Common benchmark models include persistence (i.e., $\hat{y}_t = y_{t-1}$) and the simple but robust AR model. State-of-the-art models include the class of MSAR models as initially applied to wind power time series in [15]. MSAR models were not estimated with the method presented in the previous section since more robust estimation methods exist for that type of models. Instead, they were estimated by numerical maximization of the Likelihood function. Following the standardized framework for the performance evaluation of wind power forecasts discussed in [18], the proposed score functions to be minimized are the Normalized Mean Absolute Error (NMAE) and Root Mean Square Error (NRMSE). A higher importance is given to the NRMSE over the NMAE in the final evaluation of point forecast skills because the RMSE is a quadratic score function and is more likely to highlight the power of a given model to reduce large errors. Reducing these large prediction errors is indeed a very desirable ability of prediction models that we aim at developing. The out-of-sample evaluation is performed over approximately 17,000 data points of which more than 3000 are missing (from October 2005 to January 2006). The optimal parametrization for each of the models cited here above was defined by cross validation in the same way as for the MS-AR-GARCH model. NMAE and NRMSE scores are computed for all models and reported in Tables 4 and 5. For Markov-Switching models, the optimal one-step ahead predictor is given by Equation (26).
Table 4. NMAE score given in percentage of the nominal capacity of the Horns Rev 1 wind farm. Results are given for persistence, an AR model with 3 lags AR(3), a MSAR model with 2 regimes and 3 lags in the conditional mean equation MSAR(2,3), a MSAR model with 3 regimes and 3 lags in the conditional mean equation MSAR(3,3), an AR-GARCH model with 3 lags in the conditional mean equation and a GARCH(1,1) specification for the conditional variance, and finally for the MS-AR-GARCH model estimated in Section 5.

| Model                        | Oct. | Nov. | Dec. | Jan. | Total |
|------------------------------|------|------|------|------|-------|
| Persistence                  | 2.41 | 2.58 | 3.01 | 2.47 | 2.55  |
| AR(3)                        | 2.36 | 2.64 | 2.98 | 2.46 | 2.53  |
| AR(3)-GARCH(1,1)             | 2.29 | 2.60 | 2.95 | 2.41 | 2.49  |
| MS(2)-AR(3)-GARCH(1,1)       | 2.27 | 2.50 | 2.89 | 2.38 | 2.44  |
| MSAR(2,3)                    | 2.28 | 2.49 | 2.89 | 2.37 | 2.44  |
| MSAR(3,3)                    | 2.26 | 2.49 | 2.89 | 2.36 | 2.42  |

Table 5. NRMSE score given in percentage of the nominal capacity of the Horns Rev 1 wind farm. Results are given for the same models as for the NMAE.

| Model                        | Oct. | Nov. | Dec. | Jan. | Total |
|------------------------------|------|------|------|------|-------|
| Persistence                  | 4.17 | 6.22 | 5.76 | 4.28 | 5.02  |
| AR(3)-GARCH(1,1)             | 4.00 | 6.18 | 5.72 | 4.24 | 4.93  |
| AR(3)                        | 3.98 | 5.99 | 5.56 | 4.17 | 4.83  |
| MS(2)-AR(3)-GARCH(1,1)       | 3.96 | 6.00 | 5.55 | 4.15 | 4.82  |
| MSAR(2,3)                    | 3.98 | 5.95 | 5.55 | 4.17 | 4.81  |
| MSAR(3,3)                    | 3.96 | 5.95 | 5.55 | 4.17 | 4.80  |

As it could have been expected, MSAR models, with 2 or 3 regimes, outperform all other models for both the NMAE and NRMSE. The best improvement in NMAE over persistence is about 5.1% while it is 4.4% for the NRMSE. These levels of improvement agree with earlier results in [15] and [56]. If moving from AR to MSAR models leads to appreciable improvements, moving from AR to AR-GARCH models results in the opposite effect. However, moving from single regime AR-GARCH to regime switching AR-GARCH has a significant positive effect, more notably for the NRMSE. The relatively good performances of the MS-AR-GARCH model are comparable to those of the MSAR model with 2 regimes. All these results tend to indicate that the MSAR class of models, explicitly designed to capture regime switching and autocorrelation effects, has better point prediction skills.

If accounting for heteroscedastic effects in regime switching models makes that part of the dynamics originally captured by the AR component of MSAR models is instead captured by the GARCH component and results in lower performances in point forecasting. It can then be expected that this will translate into better performances for probabilistic forecasts of models explicitly designed to capture the heteroscedastic effects, such as the AR-GARCH and MS-AR-GARCH models.
6.3. Evaluation of Interval and Density Forecasts

Probabilistic forecasts are very useful in the sense that they provide us with a measure of the uncertainty associated with a point forecast. They can either take the form of density or interval forecasts. For their evaluation we follow the framework presented in [58].

First, we consider the overall skill of the probabilistic forecasts generated by the proposed MS-AR-GARCH model. The traditional approach consists in evaluating the calibration and sharpness of the density forecasts. The calibration of a forecast relates to its statistical consistency (i.e., the conditional bias of the observations given the forecasts). As for the sharpness of a forecast, it refers to its concentration or, in other words, to its variance. The smaller the variance, the better, given calibration. One score function known to assess both the calibration and sharpness of density forecasts simultaneously is the Continuous Ranked Probability Score (CRPS), as defined in [58]. The exercise consists in generating one-step ahead density forecasts. For the single regime model, these density forecasts take the form of Normal density functions, while for Markov-Switching models they take the form of mixtures of conditional Normal distributions weighted by the predictive probabilities of being in each of the given regime. The CRPS criterion is computed for the same models as for the point prediction exercise and the results are reported in Table 6.

Table 6. CRPS criterion given in percentage of the nominal capacity of the Horns Rev 1 wind farm. Results are given for the same models as for the point prediction exercise.

| Model                  | Oct. | Nov. | Dec. | Jan. | Total |
|------------------------|------|------|------|------|-------|
| AR(3)                  | 1.99 | 2.33 | 2.48 | 2.02 | 2.15  |
| MSAR(2,3)              | 1.81 | 2.01 | 2.26 | 1.88 | 1.94  |
| MSAR(3,3)              | 1.78 | 1.98 | 2.24 | 1.85 | 1.91  |
| AR(3)-GARCH(1,1)       | 1.76 | 1.99 | 2.24 | 1.85 | 1.91  |
| MS(2)-AR(3)-GARCH(1,1) | 1.76 | 1.95 | 2.20 | 1.83 | 1.88  |

From Table 6, it can noticed that the proposed MS-AR-GARCH model has the best overall skill. Its improvement over AR models is about 12.6%. More generally, GARCH models outperform non-GARCH models even though the improvements are very small in some cases. The relatively good performance of the MSAR model with 3 regimes tend to indicate that the volatility clustering effect captured by GARCH models may partly be captured as a regime switching effect by MSAR models. This may appear as a paradox but it is not, in our opinion. As noticed in [16], the respective dynamics in the three regimes of the MSAR model can be more easily characterized with respect to the values of their respective variance rather than their respective conditional mean dynamics. While GARCH models are explicitly designed for capturing the heteroscedastic effect, the formulation of MSAR models makes that the same effect can be captured in an implicit manner by the combination of several dynamics with different variances. The consequence of these findings is that MS-AR-GARCH models which combine both a Markov-Switching and GARCH formulation are not very powerful for separating the regimes (see Figure 7), since there may be a conflict in their formulation. However, it does not automatically affect
their predictive power since a clear separation of the regimes may not automatically translate into better prediction skills. Instead, it is reflected in a more parsimonious parametrization of the MS-AR-GARCH models regarding the optimal number of regimes.

In order to better evaluate the contribution of the calibration to the overall skill of probabilistic forecasts, one can compare the empirical coverage rates of intervals forecasts to the nominal ones. Intervals forecasts can be computed by means of two quantiles which define a lower and an upper bound. They are centered around the median (i.e., the quantile with nominal proportion 0.5). For instance, the interval forecast with a coverage rate of 0.8 is defined by the two quantiles with nominal proportion 0.1 and 0.9. Empirical coverage rates of interval forecasts generated from an AR, MSAR and MS-AR-GARCH are computed and reported in Table 7. A graphical example of the dynamical shape of these interval forecasts is given in Figure 8, for the MS-AR-GARCH model and a coverage rate of 90%. From Table 7, recurrent and large positive deviations are observed for the interval forecasts generated from the AR model, indicating that the intervals are too wide. In contrast, the empirical coverage rate of the interval forecasts generated from the MSAR model exhibits a relatively good match with the nominal coverage rates. The maximum deviation is around 6%. While these intervals seem too wide for small nominal coverage rates (i.e., from 10 up to 50%), they become too narrow for large nominal coverages. As for the intervals generated from the MS-AR-GARCH models, the agreement is excellent for the smallest nominal coverage rates (i.e., from 10 up to 40%) and the largest one (i.e., 90%), whereas it significantly deviates from the nominal coverage of intermediate widths. This latter result may be the consequence of a bias introduced by the approximation of the conditional variance as presented earlier. This also tends to indicate that the relatively good overall skill of probabilistic forecasts generated from MS-AR-GARCH models are more likely to be the result of sharp rather than consistent forecasts.

Table 7. Nominal coverage rates and empirical coverage rates of interval forecasts generated by the following three models: AR(3), MSAR(3,3) and MS(2)-AR(3)-GARCH(1,1). The coverage rates are expressed in %.

| Nom. cov. | Emp. cov. | Emp. cov. | Emp. cov. |
|-----------|-----------|-----------|-----------|
|           | AR(3)     | MSAR(3,3) | MS(2)-AR(3)-GARCH(1,1) |
| 10        | 13.2      | 7.1       | 9.4       |
| 20        | 42.6      | 25.8      | 20.7      |
| 30        | 55.5      | 35.2      | 31.3      |
| 40        | 64.3      | 43.9      | 42.3      |
| 50        | 71.4      | 52.4      | 63.2      |
| 60        | 77.2      | 60.3      | 71.2      |
| 70        | 81.6      | 68.8      | 78.1      |
| 80        | 89.9      | 77.7      | 84.4      |
| 90        | 90.0      | 86.9      | 90.0      |
**Figure 8.** Example of time series of normalized wind power generation (red dots) along with one step-ahead forecasts (blue line) and the prediction interval of 90% coverage rate (shaded area in gray) defined with the two quantiles with nominal proportions 5 and 95%. The forecasts were generated with a MS(2)-AR(3)-GARCH(1,1) model.

7. Discussion and Concluding Remarks

We presented a general framework for the modeling and forecasting of very-short term wind power fluctuations at large offshore wind farms. The dynamics of these fluctuations are very complex and developing models for prediction applications is an ongoing challenge within the wind power community. The interest of the proposed MS-AR-GARCH model is that it extends the state-of-the-art methodology based on MSAR models and specifies the conditional variance in each regime as a GARCH model in order to better account for heteroscedastic effects. This calls for an advanced estimation method to overcome the problem linked to the historical path dependency of the conditional variance. In that regard, Bayesian methods offer an alternative framework to methods based on Maximum Likelihood Estimation. In particular, they allow to break down the complexity of the global estimation problem into a set of smaller problems for which practical approach exists.

In a first stage, we gave a thorough introduction on the estimation method based on a MCMC algorithm. Then, we identified issues linked to its implementation and presented some solutions to overcome them. In a second stage, the estimation method for the proposed MS-AR-GARCH model was tested on both synthetic and empirical time series. It was successfully applied to synthetic time series. The results on the empirical time series of wind power are more mixed. In particular, the method encountered clear problems in dealing with the high correlation of the AR coefficients of the model, which resulted in rather flat posterior densities. On the opposite, it seemed to work well for the other model parameters (i.e., GARCH coefficients and transition probabilities). In that respect,
directions for future research could include the investigation of more appropriate sampling methods for the AR coefficients.

The predictive ability of the MS-AR-GARCH model was evaluated on a one-step ahead forecasting exercise of wind power time series sampled over 10 min intervals. Empirical comparisons of its performances against common benchmark and state-of-the-art models showed that (i) it is slightly outperformed by MSAR models for point forecasts according to NMAE and NRMSE criteria; (ii) it outperforms all other models in terms of overall skill of probabilistic forecasts evaluated with the CRPS criterion. However, these results need to be put into a broader perspective. First, both point forecast improvements of MSAR and MS-AR-GARCH models over the simple but robust AR model are very small for the NRMSE score function, while they are larger for the NMAE score function. This tends to indicate that Markov-Switching models contribute to reducing point forecast errors over periods where the wind power fluctuations are characterized by small rather than large amplitude. Second, and more interestingly, all three MSAR, AR-GARCH and MS-AR-GARCH models are able to capture periods characterized by different volatility levels of wind power fluctuations at the Horns Rev 1 wind farm. Having said that, the overall merit of the proposed MS-AR-GARCH model is to generate improved probabilistic forecasts with respect to their calibration and sharpness. This is important since only a complete description of all potential outcomes, and hence their probability distribution, may lead to optimal decisions in wind energy, as shown in [57].

The concerns raised in Section 4.1 about the sub-optimality of the Normal assumption were recently addressed in [24] which proposed the use of a Generalized Logit-Normal distribution instead. One aspect of this distribution is that it is more appropriate for modeling the skewness of the errors and the heteroskedastic effects near the bounds of the process. It led to substantial improvements in terms of calibration, sharpness and overall reliability of density forecasts. For instance, the additional improvement in the CRPS criterion for a simple AR model is about 7%–8%. These results are in line with those reported in [21–23] which showed the potential of using a truncated Normal distribution for wind speed and wind power prediction applications. Similarly, the use of the Generalized Logit-Normal distribution for Markov-Switching will be investigated with a particular focus on multi-step ahead forecasts.

For the time being and in the absence of meteorological observations to explain the origin of the volatility observed at Horns Rev, statistical models do not have the ability to anticipate the most abrupt changes in the dynamics of the wind power fluctuations. Future approaches based on the integration of observations of local weather conditions are likely to fill in that gap. A first step was achieved in [56] with the integration of on-site wind speed and direction measurements into prediction models, resulting in appreciable improvements of wind power fluctuation predictability. Another lead was given in [20] with the observations of convective rain cells during episodes of extreme wind speed variability. Following these observations, a weather radar capable of measuring rain reflectivity at high spatio-temporal resolution is currently operated at the offshore site of Horns Rev in order to provide additional insights on these wind power fluctuations and help improving their predictability.
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