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ABSTRACT

This is the first in a series of papers presenting methods and results from the Young Solar Analogs Project, which began in 2007. This project monitors both spectroscopically and photometrically a set of 31 young (300–1500 Myr) solar-type stars with the goal of gaining insight into the space environment of the Earth during the period when life first appeared. From our spectroscopic observations we derive the Mount Wilson S chromospheric activity index (Smw), and describe the method we use to transform our instrumental indices to Smw without the need for a color term. We introduce three photospheric indices based on strong absorption features in the blue-violet spectrum—the G-band, the Ca i resonance line, and the Hydrogen-γ line—with the expectation that these indices might prove to be useful in detecting variations in the surface temperatures of active solar-type stars. We also describe our photometric program, and in particular our “Superstar technique” for differential photometry which, instead of relying on a handful of comparison stars, uses the photon flux in the entire star field in the CCD image to derive the program star magnitude. This enables photometric errors on the order of 0.005–0.007 magnitude. We present time series plots of our spectroscopic data for all four indices, and carry out extensive statistical tests on those time series demonstrating the reality of variations on timescales of years in all four indices. We also statistically test for and discover correlations and anti-correlations between the four indices. We discuss the physical basis of those correlations. As it turns out, the “photospheric” indices appear to be most strongly affected by emission in the Paschen continuum. We thus anticipate that these indices may prove to be useful proxies for monitoring emission in the ultraviolet Balmer continuum. Future papers in this series will discuss variability of the program stars on medium (days–months) and short (minutes to hours) timescales.
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1. INTRODUCTION

The Young Solar Analogs Project is a long-term spectroscopic and photometric effort to monitor a sample of young solar analogs (YSAs) in order to gain a deeper understanding of their magnetically related stellar activity. YSAs give us a window into the conditions in the early solar system when life was establishing a foothold on the Earth. That early life had to contend with a hostile space environment, including strong ultraviolet fluxes from a young active sun (without the benefit of an ozone layer), an enhanced solar wind, strong and frequent flares, as well as significant variability in the solar irradiance. By studying solar-type stars with ages corresponding to this period (~0.3–1.5 Gyr) in the history of the solar system, we can gain insight not only into the conditions on the early Earth, but a better understanding of the space environment experienced by Earth analogs, and the implications that might have for the development of life on those worlds.

Stellar activity is closely related to the dynamics of the magnetic field of the star. The existence of the chromosphere and corona and the associated far-ultraviolet (FUV), extreme-ultraviolet (EUV) and X-ray emissions of a solar-type star are the result of magnetic heating, and solar and stellar active regions are associated with strong local enhancements in the stellar magnetic field. The direct detection of the magnetic fields of solar-type stars is difficult and direct measurement of FUV (both emission-line and Balmer continuum), EUV, and X-ray fluxes requires space-based observations, so the monitoring of magnetic activity and FUV, EUV, and X-ray fluxes in those stars depends upon more easily measured proxies such as, traditionally, the chromospheric flux in the cores of the Ca ii H & K lines. Recent studies have shown that Ca ii H & K fluxes are correlated in solar-type stars with both X-ray luminosities (Hempelmann et al. 2003, 61 Cyg A & B); (Favata et al. 2004, HD 81809) and FUV excesses (Smith & Redenbaugh 2010; Gray et al. 2011). Thus ground-based monitoring of Ca ii H & K fluxes has played and continues to play a vital role in the study of stellar magnetic activity, and serves as a valuable proxy for the direct measurement of ultraviolet and X-ray fluxes.

Long-term monitoring of the Ca ii H & K fluxes in a sample of F-, G-, and K-type dwarfs began at Mount Wilson in 1966 (Wilson 1978; Baliunas et al. 1995), and continued until 2003. That program monitored about 100 stars on a continuous basis. The stars in the Mount Wilson program range from young stars with very active chromospheres to old stars with minimal activity. The program discovered stellar activity cycles similar to that of the Sun in about 60% of the sample, with a further 25% varying with no well-defined cycle, and the remainder showing little variation at all.

The Lowell Observatory SSS (solar-stellar spectrograph) program started in 1988 and continues today (Hall et al. 2009). It employs a fiber-fed spectrograph that enables Ca ii H & K measurements to be carried out on both the Sun and stars with the same instrument. That program, unlike the Mount Wilson
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Table 1
Young Solar Analog Stars Basic Observational Data

| Name   | SpTa | V    | B − V | Duplicityb | Programc |
|--------|------|------|-------|------------|----------|
| HD 166 | G8 V | 6.10 | 0.75  | s, a       | ...      |
| HD 5996 | G9 V (k) | 7.67 | 0.75  | s          | ...      |
| HD 9472 | G2+V | 7.63 | 0.68  | s          | ...      |
| HD 13531 | G7 V | 7.36 | 0.70  | s          | ...      |
| HD 16673 | F8 V | 5.78 | 0.52  | s          | ...      |
| HD 27685 | G4 V | 7.84 | 0.67  | s, c       | ...      |
| HD 27808 | F8 V | 7.13 | 0.52  | s, c       | ...      |
| HD 27836 | G0 V (k) | 7.61 | 0.60  | s, c       | ...      |
| HD 27859 | G0 V (k) | 7.80 | 0.60  | s, c       | ...      |
| HD 28394 | F8 V | 7.02 | 0.50  | SB, c      | ...      |
| HD 42807 | G5 V | 6.44 | 0.66  | s          | SSS      |
| HD 76218 | G9-V (k) | 7.69 | 0.77  | s          | ...      |
| HD 82885 | G8+V | 5.41 | 0.77  | V(B+4) MtW, | SSS      |
| HD 96064 | G8+V | 7.64 | 0.77  | V(B+ M0+ Ve) | ...      |
| HD 101501 | G8 V | 5.32 | 0.72  | s          | MtW, SSS |
| HD 113319 | G4 V | 7.55 | 0.65  | s          | ...      |
| HD 117378 | F9.5 V | 7.64 | 0.56  | s          | ...      |
| HD 124694 | F8 V | 7.19 | 0.52  | cpm        | ...      |
| HD 130322 | G8.5 V | 8.04 | 0.78  | Exchj      | ...      |
| HD 131511 | K0 V | 6.01 | 0.83  | SB         | ...      |
| HD 138763 | F9 V | 6.51 | 0.58  | s          | ...      |
| HD 149661 | K0 V | 5.76 | 0.83  | V ?        | MtW      |
| HD 152391 | G8.5 V (k) | 6.64 | 0.76  | s          | MtW      |
| HD 154417 | F9 V | 6.01 | 0.58  | s          | MtW      |
| HD 170778 | G0-V (k) | 7.52 | 0.59  | s          | ...      |
| HD 189733 | K2 V (k) | 7.65 | 0.93  | V, Exchj   | ...      |
| HD 190771 | G2 V | 6.17 | 0.64  | V          | ...      |
| HD 206860 | G0 V | 5.94 | 0.59  | V (T2.5°), Exj | MtW      |
| HD 209393 | G5 V (k) | 7.97 | 0.68  | s          | ...      |
| HD 217813 | G1 V | 6.64 | 0.60  | s          | ...      |
| HD 222143 | G3 V (k) | 6.58 | 0.65  | s          | ...      |

Notes.

a Spectral types from Gray et al. (2003, 2006) unless otherwise indicated.

b Key to duplicity notes: s—single, a—member of association, c—member of cluster, SB—spectroscopic binary, V—visual binary (along with spectral types of companions, if known), cpm—common proper motion companion, Ex—exoplanet host: hi—hot Jupiter; j—Jupiter-mass planet.

c The stars indicated are in common with other spectroscopic activity programs, in particular MtW—Mount Wilson project (Balunis et al. 1995) and the Solar/Starlar spectrograph project (Hall et al. 2009).

For the purpose of this project, we define a YSA as an F8–K2 dwarf with an age between 0.3 and 1.5 Gyr. A sample of 40 candidate YSAs north of −10° decl., and sufficiently bright (V < 8.0) that they may be observed at high signal-to-noise ratio (S/N ≥ 100) on a routine basis in a reasonable length of time with our equipment (see Section 2) and (3) they should have ages approximately between 0.3 and 1.5 Gyr, for the reasons explained above. Initial ages were estimated on the basis of the “snapshot” Ca II H & K activity measures provided by the Nearby Stars project, and the calibration of Soderblom et al. (1991) and, later, when it became available, and we had derived better average activity measures of our program stars, that of Mamajek & Hillenbrand (2008). Some ages were also refined via the determination of rotational periods (Barnes 2007). The list was thus culled to 31 YSAs (see Table 1). Many of these stars have been monitored.
spectroscopically since 2007. We note that this list includes the star HD 189733, even though that star apparently has an age >4 Gyr. The activity age of HD 189733 is approximately 600 Myr (Melo et al. 2006), but this young age is inconsistent with the low X-ray flux of its M-dwarf companion (Pillitteri et al. 2011). Its rapid rotation and high activity presumably derives from the transfer of angular momentum from a close-orbiting hot Jupiter (Pillitteri et al. 2011; Santapagga et al. 2011). We have retained this star in our program not only because of its intrinsic interest, but because insights may come from comparing its activity behavior to young stars with similar rotation periods and activity levels.

The Lowell SSS project has shown the importance and value of contemporaneous photometry, and so we added a photometric component to our project in 2011. We monitor our program stars in 5 photometric bands, the Strömgren-\(v\) (\(\lambda_{\text{eff}} = 4100\) Å), Johnson–Cousins \(B\) (4450 Å), \(V\) (5510 Å), and \(R\) (6530 Å) bands, and a 3 nm wide passband centered on the H\(\alpha\) line (6563 Å). This photometric system is optimized to detect stellar-activity variations. For instance, it is well-known that late-type active stars show greater variability at shorter wavelengths; this is related to a greater contrast between the photosphere and the spots, and a similar increase in the contrast between the photospheric faculae and the photosphere at those wavelengths. During flare events, emission in the Paschen continuum rises sharply with decreasing wavelength. For both these reasons, it is expected that photometric variability will be more apparent in the Strömgren-\(v\) filter than in the Strömgren-\(b\) (\(\lambda_{\text{eff}} = 4670\) Å) filter employed by the Lowell SSS project. Variation in stellar activity, especially during flare events, should also be apparent in the H\(\alpha\) line. We will examine the relationship between these photometric data and the spectroscopic indices we present in this paper in Paper II of this series.

2. OBSERVATIONS

2.1. Spectroscopy

Spectroscopic observations for this project have been carried out primarily with the G/M spectrograph on the Dark Sky Observatory (Appalachian State University) 0.8-m reflector. Except for early in the endeavor, observations for this project on that instrument have been obtained with the 1200 \(\text{g mm}^{-1}\) grating in the first order. That grating gives a spectral range of 3800–4600 Å, with a resolution of 1.8 Å/2 pixels (\(R \sim 2300\)). This spectral range includes the Ca \(\text{II}\) H & K lines as well as the Ca \(\text{I}\) resonance line, the G-band, and the H\(\gamma\) line. Exposures have been calculated to give a S/N of at least 100 in the continuum near the Ca \(\text{II}\) H & K lines, which means that the S/N near the G-band is consistently better than 150. A few early observations were made with the 600 \(\text{g mm}^{-1}\) grating (used in the first order), yielding a resolution of 3.6 Å/2 pixels and the 1000 \(\text{g mm}^{-1}\) grating (used in the second order) giving a resolution of \(\sim\)1 Å/2 pixels. Before 2009 April, our spectra were recorded on a thinned, back-illuminated 1024 × 1024 pixel Tektronics CCD operated in the multipinned-phase mode. Since 2009 April, we have been using an Apogee camera with a 1024 × 256 pixel e2v technologies CCD30-11 chip with enhanced ultraviolet sensitivity. These two chips have very similar pixel sizes and spectral sensitivities, and we have detected only minor changes in the instrumental systems (detailed below) in the transition between the two CCDs.

An Fe–Ar hollow-cathode comparison lamp was observed for wavelength calibrations, and the spectroscopic data were reduced with IRAF\(^4\) using standard techniques.

Since 2013 January the VATTspec spectrograph on the Vatican Advanced Technology Telescope (VATT; 1.8-m, located on Mount Graham, Arizona) has also been used for this project, primarily for high-cadence, high-S/N observations designed to detect flares and other short-term events on these stars. Those observations will be discussed in a later paper in this series. For these observations, the VATTspec is used with a 1200 \(\text{g mm}^{-1}\) grating which gives a resolution of 0.75 Å/2 pixels in the vicinity of the Ca \(\text{II}\) H & K lines, with a spectral range of 3640–4630 Å. The spectra are recorded on a low-noise STA0520A CCD with 2688 × 512 pixels (University of Arizona Imaging Technology serial number 8228). Two hollow cathode lamps, Hg and Ar, were observed simultaneously for wavelength calibrations, and the spectroscopic data were again reduced with IRAF using standard techniques.

We have also obtained high-resolution echelle data for six of our stars with the FIES spectrograph on the Nordic Optical Telescope (Telting et al. 2014). These data, which were obtained under the Nordic Optical Telescope Service Observing Program employed the FIES spectrograph with the high-resolution fiber, yielding a resolution of 65,000, and a spectral range from 3640 to 7560 Å. Spectra from the FIES spectrograph were reduced with FIEStool.

2.2. Photometry

An important component of the Young Solar Analogs project is concurrent multiband photometry of our program stars. The analysis of this photometry and how it relates to our spectroscopic observations will be the subject of Paper II in this series. In 2011 March we began obtaining photometric observations in the Strömgren-\(v\), Johnson–Cousins \(B\), \(V\), \(R\) and narrowband H\(\alpha\) filter system, described in the previous section, by employing a CCD camera on a 0.15-m 1300 mm focal-length astrograph attached to the 0.8-m Dark Sky Observatory reflector. The detector is a KAF-8300 monochrome CCD, operated with on-chip 2 × 2 binning to give an effective pixel size of 10.8 × 10.8 \(\mu\)m. The CCD utilizes an SBIG “even illumination shutter” which ensures uniform exposures over the entire field even for very short exposures. Flat fields are obtained every night with a “Flipflat” luminescent panel which offers more consistent flats than sky flats. This instrument, which has a 48′ × 36′ field of view, is known as the “Piggy-back” telescope. It enables us to obtain photometry simultaneously with the spectroscopy.

In 2012 April we installed a small robotic dome at the Dark Sky Observatory containing a clone of the Piggy-back telescope mounted on a German equatorial mount. This robotic telescope employs the CCDAutopol5 and Pinpoint software which, when combined, allow fully automated operation with precise and consistent centering of the object to within a few arcseconds. This telescope enables us to obtain photometry on every clear night, as the YSA project has access to the 0.8-m and Piggy-back telescopes only ∼11–12 nights a month.

Both the Robotic and the Piggy-back telescopes are operated very slightly out of focus so that the star image is spread over a

\(^4\) IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy, Inc. under cooperative agreement with the National Science Foundation.
number of pixels. This enables more precise photometry. Multiple exposures are obtained for each target, which are reduced and then combined using the IRAF xregister function.

Since 2014 August we have also obtained photometry with a wide-field imager mounted on the Robotic telescope. This wide-field imager consists of an ST-8300 SBIG CCD, a filter wheel with Johnson B, V and R filters, and a Pentax 150 mm f/3.5 camera lens. This setup yields a 6′9 × 5′3 field of view, and supplements the Robotic telescope data for program stars which do not have sufficient comparison stars in the 48′ × 36′ field of view of the main telescope.

2.2.1. Photometric Reduction Technique

Reducing the photometric data from the Piggy-back and Robotic telescopes is challenging in a number of ways. First, despite the small aperture (0.15-m), some of our program stars are bright (V < 6), which requires short exposures. To mitigate these difficulties, the telescopes are slightly defocused, and we obtain multiple exposures which are stacked using IRAF routines which preserve the stellar flux. None of our fields are crowded, and so photometry is carried out on the stacked images using the IRAF APPHOT package.

We utilize differential photometry to determine the magnitudes of our program stars. In most cases, the program star is the brightest in the field. Suitable comparison and check stars are typically one or two magnitudes fainter than the program star, so the standard differential photometry technique leads to unacceptably large photometric errors. To achieve better photometric accuracy we have devised an improved method, which we call the “Superstar technique” (SST). The SST, instead of utilizing a handful of comparison stars, considers the photon flux in the entire star field in the image. Thus the SST adds up the flux from many different sources, both bright and faint, and constructs from that summed flux a “super” comparison star that often has comparable flux to the program star. The technique compares each individual source against the summed flux, thus enabling, in an interactive fashion, the elimination of variable stars from the final summed flux. In this way a reference file of comparison stars, often 20–50 objects, (the “reference stars”) is constructed. The individual fluxes in this reference file are based on averages over a large number of nights, so the relative fluxes are known to high precision. To determine the magnitude of the program star for a given night, the SST identifies as many of the reference stars as possible on the stacked frame for that night (it is not necessary to identify all of the reference stars) and uses those identified to construct the “super” comparison star. The summed flux for that super comparison is compared to the summed flux of the identified stars in the reference file, and that ratio enables the calculation of a $\Delta m$ for that particular observation. That $\Delta m$ is added to the instrumental magnitude of the program star to give the magnitude for that observation. The magnitudes so determined are not yet on the standard system, but are offset by a constant zeropoint shift. If a number of the reference stars have measured magnitudes on a standard system, they can be used to calculate that zeropoint shift. However, most of our work can be carried out in the instrumental system.

The Superstar technique gives best results when the program star is situated in a rich stellar field, enabling the summation of scores of stellar fluxes into the single super comparison star. For those stars in our program for which 20 or more reference stars are available, the typical photometric errors in the individual Johnson–Cousins B, V, and R magnitudes are on the order of $0.005–0.007$ mag. The errors in the Strömgren-$v$ and H$\alpha$ bands tend to be somewhat higher: $0.007–0.010$ mag. For the brightest stars in our program and stars with sparse fields (<20 reference stars) the errors are higher, and typically range, on good nights, from 0.010 to 0.015 mag, with slightly higher errors in Strömgren-$v$ and H$\alpha$. These are the stars that will benefit from the photometry obtained with the wide-field imager that is mounted on the Robotic telescope (see above).

We defer a deeper discussion of the photometric errors until Paper II which will be devoted to an analysis of the photometric data as well as its relationship to the spectroscopic data discussed in this paper.

3. BASIC PHYSICAL PARAMETERS

Table 2 presents basic physical data, namely effective temperatures, surface gravities ($\log g$), metallicities ([M/H]), microturbulent velocities ($\xi$), and projected rotational velocities ($v \sin i$) for the program stars. The effective temperatures were determined using the infrared flux method formulae of Cassagrande et al. (2010), specifically, those for $b - y$, $B - V$, and $V - K_s$, where $K_s$ is the 2MASS $K$-magnitude (Skrutskie et al. 2006). The effective temperatures presented are straight means of the values based on those three indices, except for some of the brighter stars for which $K_s$ is saturated and thus unreliable. The statistical error associated with these temperatures is on the order of $±0.01$ K, with an additional systematic error in the zeropoint of the system of about $15–20$ K (Cassagrande et al. 2010). The gravities were calculated via the absolute bolometric magnitudes, based on Hipparcos parallaxes as recalculated by van Leeuwen (2007) and bolometric corrections from Flower (1996) along with the mass–luminosity relationship from Andersen (1991), and have errors on the order of $±0.10$ in the log. Metallicities, microturbulent velocities, and projected rotational velocities were calculated from measurements of high-resolution archival spectra from the HIRES spectrograph on the Keck 10-m telescope, the ELODIE spectrograph on the 193-cm telescope at the Observatoire de Haute-Provence, the UVES spectrograph on the ESO Very Large Telescope provided by the UVES Paranal Observatory Project, as well as new observations with the FIES spectrograph on the Nordic Optical Telescope.

Projected rotational velocities were calculated with the cross-correlation method. To do this, we first estimated the line-spread function (LSF) for each spectrum by measuring the FWHM in ångstroms of a number of telluric lines in the atmospheric $\alpha$-band of oxygen, centered $\sim6300$ Å or, in some cases the $\alpha$' band centered near 5800 Å, and then transformed that FWHM to the echelle orders containing the spectral range 6050–6200 Å where most of the measurements for calculating $v \sin i$ and [M/H] were made. Once the LSF was characterized, we computed synthetic spectra in the 6050–6200 Å range with the SPECTRUM\(^5\) code of Gray & Corbally (1994) and solar-metallicity ATLAS12 models (Castelli & Kurucz 2003) calculated with the effective temperatures and gravities in Table 2. Those synthetic spectra were then convolved with the LSF. Cross correlations were obtained between the synthetic spectrum and the observed spectrum, and the synthetic spectrum and rotationally broadened versions of itself for a range of rotational velocities. These cross correlations were

\(^5\) http://www.appstate.edu/~grayro/spectrum/spectrum.html
normalized at a common point and compared to derive the rotational velocity of the program star. Our results are in very good agreement with those of Mishenina et al. (2012) who used the cross-correlation method of Queloz et al. (1998).

Once the LSF and the $v \sin i$ were known, we used a $\chi^2$ minimization method comparing the observed and synthetic spectra to determine both the metallicity and the microturbulent velocity for each program star. For the synthetic spectra, we used a spectral line list in the region 6050–6200 Å with updated log($gf$) values from the NIST Atomic Spectra Database, version 5.2 (Kramida et al. 2014). Broadening parameters and log($gf$) values were adjusted, when necessary, by reference to the Solar Flux Atlas (Kurucz et al. 1984). The metallicities and microturbulent velocities are recorded in Table 2. We estimate errors in that Table to be ±0.05 dex for the metallicity, and about ±0.3 km s$^{-1}$ for the microturbulent velocity.

The projected rotational velocities will be used in a later paper in this series to interpret periodicities observed in our activity and photometric data.

4. SPECTROSCOPIC INDICES FOR STELLAR ACTIVITY

Our project measures four spectroscopic indices from the spectra obtained on the G/M spectrograph. These are the Ca II H & K chromospheric activity index, based on the Mount Wilson “S” index (hereinafter $S_{MW}$), and indices for the Ca i $4227$ Å resonance line, the $4305$ Å G-band, and the $4340$ Å H$_{\gamma}$ line.

4.1. Ca ii H & K Chromospheric Activity Indices

4.1.1. Definition and Measurement of the Instrumental Indices

Wilson (1968, 1978) and Vaughan et al. (1978) introduced the Mount Wilson chromospheric activity index, $S_{MW}$, which recorded the chromospheric flux in the cores of the Ca ii H & K lines in ratio with flux in the “continuum” on either side of those lines. Their instrument employed effective triangular bands with full width at half peak of $1.09$ Å centered on the cores of the H & K lines, and continuum bands of $20$ Å width to the violet side ($3891.067–3911.067$ Å) and the red ($3991.067–4011.067$ Å). The fluxes measured through those bands are ratioed to give the $S_{MW}$ index. We measure two instrumental indices from the DSO spectra, the $S_2$ index which measures the flux in the cores of the H & K lines with $2$ Å wide rectangular bands and the $S_4$ index which employs $4$ Å wide rectangular bands in the H & K cores. Both indices utilize the same continuum bands as the Mount Wilson Project. The
indices are calculated (in analogy with the Mount Wilson index) with the equations

\[ S_2 = \frac{f_{K2} + f_{H2}}{f_s + f_r} \]

\[ S_4 = \frac{f_{K4} + f_{H4}}{f_s + f_r} \]

where the \( f \)'s are the monochromatic fluxes (i.e., the integrated flux divided by the bandwidth) through the various bands described above. In particular, \( f_{K2} \) and \( f_{K4} \) are the fluxes measured in the core of the Ca \( \Pi \) K-line using 2 and 4 Å bandpasses respectively; \( f_{H2} \) and \( f_{H4} \) are the same for the Ca \( \Pi \) H-line, and \( f_s \) and \( f_r \) are the fluxes in the two continuum bands.

The DSO spectra do not have sufficient resolution to directly measure 1 Å fluxes in the cores of the Ca \( \Pi \) H \& K lines.

However, the 0.75 Å/2 pixel resolution of the VATTspec spectra does allow direct measurement of an \( S_1 \) index, which employs rectangular 1 Å passbands in the cores of the H \& K lines. The advantage of the \( S_1 \) index is that it is closer to the original instrumental system of the Mount Wilson project (although that project utilized a triangular passband) and the transformation from \( S_1 \) to \( S_{MW} \) is linear and does not involve a color \((B-V)\) term, whereas the \( S_2 \rightarrow S_{MW} \) and \( S_4 \rightarrow S_{MW} \) transformations are both nonlinear and require a color term (see below).

Steps in the measurement of the \( S_1, S_2, \) and \( S_4 \) indices include transforming the stellar spectrum in question to the rest frame of the star, the rebinning of the spectrum to a uniform spacing of 0.1 Å, followed by the numerical integration of the spectrum in the various passbands. We employ the raw (non-flux-calibrated) spectrum for these calculations. The division by the sum of the continuum fluxes \((f_s + f_r)\) in the above equations accounts for changes in the slope of the continuum due to differing amounts of atmospheric extinction, although for routine observations we attempt to observe the star as close to the meridian as possible. For moderately high \( S/N \) spectra \((S/N > 100)\), all three indices may be measured to a precision of \(\sim 0.001\) in the index.

4.1.2. Calibration of the Instrumental Indices: Transformation to the Mount Wilson Index

The transformation of \( S_4 \) to \( S_{MW} \), as described in Gray et al. (2003) is problematical, as the relationship is highly nonlinear. In addition, it was not appreciated at the time that there is a small but significant color term in the transformation. The transformation for \( S_2 \) is better behaved, but is still nonlinear, and a color term is still required. As stated above, the \( S_1 \) indices measured in the VATTspec spectra are linearly correlated with the Mount Wilson \( S_{MW} \), and that transformation does not involve a color term. To derive that transformation, we have observed with the VATTspec a number of the chromospheric activity calibration stars used by Gray et al. (2003) in their original calibration of \( S_{1M} \), which is the same as the \( S_4 \) index of the present paper. The relationship between the VATTspec \( S_1 \) index and the mean \( S_{MW} \) indices recorded for those calibration stars in Balliuas et al. (1995) is given by:

\[ S_{MW} = -0.0011 + 4.6920 S_1 \quad \sigma = 0.0119 \]

and illustrated in Figure 1. The goodness of fit is not improved with a quadratic term, and the residuals show no correlation with \( B - V \). Most of the scatter in that relationship may be traced to the variability of the calibration stars, especially the more active calibration stars.

As mentioned above the \( S_2 \rightarrow S_{MW} \) and \( S_4 \rightarrow S_{MW} \) transformations are both nonlinear and require a color term. The nonlinear nature of these transformations is problematical when attempting an extrapolation of the transformation to very active stars. Because the resolution of the DSO spectra is \(\sim 1.8 \text{Å}/2\) pixels, we cannot directly measure a DSO \( S_1 \) index. However, experimentation with the VATTspec spectra suggests a solution. The actual Ca \( \Pi \) H \& K chromospheric emission in main-sequence stars is intrinsically narrow (FWHM \(\sim 0.5 \text{Å}\)), narrower than even the 1 Å passband employed by the Mount Wilson project. That flux is entirely contained in the H \& K passbands employed in the \( S_1, S_2, \) and \( S_4 \) indices, but those passbands involve successively larger amounts of photospheric flux. This suggests that it should be possible to use the \( S_2 \) and the \( S_4 \) indices to extrapolate linearly to an \( S_1 \) index: \( S_1 = 1.5 S_2 - 0.5 S_4 \). That this is feasible can be demonstrated with the VATTspec spectra. Figure 2 shows the correlation between the directly measured VATTspec \( S_1 \) index, and \( S'_1 \) extrapolated from \( S_2 \) and \( S_4 \). The two are linearly related, and \( S'_1 \) can predict the directly measured \( S_1 \) index to better than \(\pm 1\%\).

This provides a way to derive a linear transformation with no color term between the instrumental DSO system and the Mount Wilson system. An \( S_1 \) extrapolated index is formed from the \( S_2 \) and \( S_4 \) instrumental indices, and that \( S_1 \) index is calibrated to the Mount Wilson \( S_{MW} \) index via observations of the chromospheric activity calibration stars of Gray et al. (2003). For most of those calibration stars we have only a few (<5) observations scattered over the past 15 years. These we refer to as “snapshot” observations. However, as part of the YSA project we have intensively observed eight Mount Wilson stars—HD 45067, HD 143761, HD 207978, HD 82885, HD 101501, HD 152391, HD 154417, and HD 206860. The first three of these stars are regularly observed “chromospherically stable stars” used to monitor the stability of our instrumental system (see below), and the latter five are active G-type stars. For these stars, we can form multi-year means for the instrumental indices that are much better correlated with the Mount Wilson means than the snapshot observations of the other calibration stars. In deriving the calibration, we give the snapshot observations a weight of 1 and the multi-year means a weight of 5. This yields the calibration (see Figure 3):

\[ S_{MW} = 0.0323 + 4.8335 S_1 \quad \sigma = 0.0077 \]

The residuals from the calibration show no evidence for a color term. In addition, as the figure illustrates, extrapolation of this linear relationship seems to hold for very active stars.

The precision of our determinations of \( S_{MW} \) depend on the \( S/N \) of the observations. We have attempted to estimate those precisions via a Monte-Carlo method that begins with a synthetic spectrum of the Ca \( \Pi \) H \& K region smoothed to a resolution of 1.8 Å/2 pixels (the resolution of the DSO spectra). The Monte-Carlo technique simulates exposing on the spectrum until a certain \( S/N \) is achieved in the continuum just longwards of Ca \( \Pi \) H. That exposure is processed through our measuring programs in exactly the same way as the real spectra, including the velocity correction (the synthetic spectra are given random radial velocity shifts between \(-30\) and \(+30 \text{ km s}^{-1}\)), measurements of \( S_2, S_4, \) the calculation of \( S_1, \) and...
the transformation to the Mount Wilson system) enabling a calculation of the error \( \Delta S_{MW} \) for a given simulation. Those errors are plotted against \( S/N \) in the middle panel of Figure 4. In the top panel of that same figure is a histogram of the \( S/N \) values of our observations. The average \( S/N \sim 180 \), for which a measurement precision of \( \pm 0.003 \) in the \( S_{MW} \) index is estimated. Indeed this error estimate (which does not include any possible systematic errors in the transformation of our instrumental system to the Mount Wilson system) is consistent with our measurements of \( S_1 \) in the set of "chromospherically stable" stars (see below). The bottom panel of the figure shows a similar calculation for the G-band index (see below).

4.1.3. Stability of the Dark Sky Observatory Instrumental System

To monitor the stability of the Dark Sky Observatory instrumental system, we have regularly observed for the past 5 years, every clear night, at least one chromospherically “stable” star, chosen from a set of stars showing flat activity on the Mt. Wilson project (Baliunas et al. 1995). The stable stars that we observe are HD 45067, HD 143761, and HD 207978. During the course of an observing season, the standard deviations for night-to-night variations of those stars range from 0.0004 to 0.0012 in \( S_1 \). The lower figure in that range translates to a standard deviation in \( S_{0.0019} \), in line with our Monte Carlo estimates for the observational error in that index. To monitor any changes in the instrumental system, we have adopted the period 2011 July 1 (MJD = JD 2450000 = 5743) to 2013 June 30 (MJD = 6445) as the reference zeropoint baseline for the instrumental system. Residuals in the seasonal means of the instrumental indices relative to that baseline will then reveal changes in the instrumental system. This is illustrated in Figure 5 for the \( S_1 \) index.

That figure shows that the instrumental system has remained very stable from the time that we began regular monitoring of the chromospherically stable stars. However, beginning 2013 September 1 (MJD = JD 2450000 = 6536), there was a very small but abrupt shift in the instrumental system. That shift can be traced to the return of the CCD to the manufacturers for repairs because of the failure of the vacuum seal. During that
longwards of the CaII H line, we have plotted, for simplicity, the G-band errors index is approximately HD ± 0.0005. To assess the stability of the instrumental system and to derive corrections to apply against the H-line Sγ, bars indicate the standard error of the mean. This diagram and similar ones for the other instrumental indices for the G-band, CaI, and Hγ. At Sγ, the seasonal mean residuals in the instrumental system between the two CCDs using spectra of inactive F-, G- and K-type stars taken with both CCDs and find a small systematic difference between the two systems of 0.0019 in the measurement of the Sγ index. This correction has been applied to the earlier data.

4.2. The G-band Index

At the suggestion of Hall (2008), an index has been designed to measure the G-band molecular feature in the blue-violet region of the spectrum. This wide, deep feature arises from the blended Q-branches of the diatomic CH molecule. The G-band appears to a broad maximum in the early K-type stars on the main sequence, and then weakens toward later types (see Gray & Corbally 2009). The G-band index is measured by numerically integrating the stellar monochromatic flux in a 14 Å rectangular band centered at 4305 Å (corresponding closely to the visible extent of the G-band in low-resolution spectra, and similar to the passband of G-band interference filters used in observations of the sun) and ratiosing that with “continuum” fluxes measured in two bands on either side of the G-band (see Table 3). The G-band index is defined as:

\[
1 - \frac{1}{14\lambda} \int_{\lambda_{c4}}^{\lambda_{c3}} I(\lambda)d\lambda = \frac{c_3}{0.247c_3} + \frac{0.753c_4}{1}
\]

where c3 and c4 represent the monochromatic fluxes in the two continuum bands, respectively. Because the continuum bands are not situated symmetrically relative to the G-band passband, the weightings in the denominator are designed to give the “continuum” value at the wavelength of the center of the G-band passband. The ratio is subtracted from unity to give an

Figure 4. The top panel shows the histogram of the S/N values of our observations. The S/N values are estimated in the continuum just longwards of the Ca ii H line. The arrow indicates the average S/N, about 180. The central panel shows the results of a Monte Carlo simulation of the measurement error of $\Delta S_{MW}$ as a function of S/N. At S/N = 180, the measurement error is about ±0.0025. The bottom panel shows a similar simulation for the G-band index. While the S/N in the continuum at the G-band is ~1.3–1.4 times that just longwards of the Ca ii H line, we have plotted, for simplicity, the G-band errors against the H-line S/N. At S/N = 180, the measurement error in the G-band index is approximately ±0.0005.

Figure 5. The seasonal mean residuals in the instrumental Sγ index observed for the three chromospherically “stable” stars, HD 45067 (filled circles), HD 143761 (diamonds), HD 207978 (squares). The outer “error” bars indicate the standard deviation in the measured index for a given season. The inner error bars indicate the standard error of the mean. This diagram and similar ones for the other instrumental indices for the G-band, CaI, and Hγ can be used to assess the stability of the instrumental system and to derive corrections to apply to the observed indices.
index that varies between 0 and 1: 0 when the G-band is absent, 1 when the G-band is perfectly black. As expected, the G-band index is a strong function of $B - V$ (see Figure 6) and the spectral type. The G-band index will also be a function of metallicity and log $g$ (see Gray & Corbally 2009). We investigate in Section 5.2 the relationship of the G-band index to stellar activity.

A Monte Carlo error analysis similar to that described for the $S_{MW}$ index was carried out for the G-band index. This is illustrated in the lower panel of Figure 4. The typical measurement error for the G-band index at $S/N = 100$ is $\pm 0.0017$ and at $S/N = 180$ is $\pm 0.0011$. The Monte Carlo analysis appears to have captured the important sources of measurement error for the G-band, as may be deduced from Figure 7, where the standard deviations of the seasonal G-band data for all of the program stars and the “chromospherically stable” reference stars are plotted against the G-band index. The horizontal line in that figure, which corresponds well with the lower envelope of the points, is the Monte Carlo G-band error for $S/N = 180$. The dispersions that lie above that line presumably arise from actual stellar variability, a point that will be considered in Section 5.2 below.

4.4. The H$_\gamma$ Index

Both the G-band index and the Ca I index grow with decreasing temperature (at least up to the early K-type stars), and so it is useful to define another index that decreases with the temperature. The hydrogen lines behave in exactly this way in the F-, G-, and K-type stars. The best hydrogen line to use in the spectral range provided by our spectra from the Dark Sky Observatory is H$_\gamma$. An index based on the H$\beta$ line would probably be preferable, because of the less crowded surroundings, but that line is outside our spectral range. The H$_\gamma$ index is defined similarly to the Ca I index, with a 2 Å-wide centered on the H$_\gamma$ line and flanking “continuum” bands (specified in Table 3). The formula used is

$$1 - \frac{1}{2A} \int_{4331.5 \text{ Å}}^{4334.1 \text{ Å}} \frac{I(\lambda) d\lambda}{0.4286 c_5 + 0.5714 c_6}.$$ 

The H$_\gamma$ index behaves as designed, declining in strength with declining temperature (Figure 6). However, it appears to have only about half the temperature sensitivity of the Ca I index.

A Monte Carlo error analysis similar to that illustrated in Figure 4 was carried out for the Ca I index, giving a measurement error of $\pm 0.0027$ at $S/N = 180$. This value again corresponds well with the lower envelope of Ca I index seasonal dispersions (see discussion in Section 4.2 above).

5. STATISTICAL ANALYSIS OF THE SPECTROSCOPIC RESULTS

Figures 8–11 show montages (in order of HD number) of time series of the Ca II H & K index (transformed to the Mount Wilson system index $S_{MW}$), the G-band index, the Ca I index, and the H$_\gamma$ index for our program stars. Table 4 lists mean values for the $S_{MW}$ index and log $(R'_{HK})$ from our observations of the program stars. The $S_{MW}$ index
Figure 8. A montage of Ca II H & K activity index ($S_{MW}$) time series (upper panel), and G-band index, Ca I, and Hγ times series (lower panels) for our program stars (montage continued in Figures 9–11). All the graphs are scaled identically, with a range of 0.15 in $S_{MW}$, 0.03 in the G-band index, 0.08 in the Ca I index, and 0.05 in the Hγ index so that amplitudes of variations and seasonal dispersions can be intercompared directly. The solid lines are Bezier curves drawn through the seasonal means. Typical error bars for S/N = 180 spectra are shown in the upper left-hand corner of the panels for the first star.
Figure 9. Continuation of the montage in Figure 8.
Figure 10. Continuation of the montage in Figures 8 and 9.
measures the flux in the cores of the Ca II H & K lines, but that flux includes contributions from both the chromosphere and the photosphere. A quantity \( R'_{\text{HK}} \), which is a useful measure of the chromospheric flux only, may be derived from \( S_{\text{MW}} \) using a method outlined in Noyes et al. (1984). The log \( (R'_{\text{HK}}) \) index may be calibrated against age and rotation period (Mamajek & Hillenbrand 2008). We have included columns in Table 4 listing the expected rotation period (in days), \( P_{\text{rot}}(R'_{\text{HK}}) \), based on the calibration of Mamajek & Hillenbrand (2008), as well as the upper limit to the rotation period derived from our \( v \sin i \) values listed in Table 2 \( (P_{\text{max}}(v \sin i)) \), along with associated errors. Note that, with the possible exception of HD 82885, the rotation periods derived from the activity levels are consistent, within the errors, with the rotation period upper limits deduced.
Table 5
Index-variation Kolmogorov–Smirnov Significance Tests: Probability of the Null Hypothesis

| Star ID  | $S_{MW}$ | G-band | Ca I | Hγ | $N_{perc}$ |
|----------|----------|--------|------|----|------------|
| HD 166   | <10$^{-5}$ | 0.020  | ...  | ... | 4          |
| HD 5996  | <10$^{-5}$ | 0.028  | 0.0023 | ... | 5          |
| HD 9472  | 0.00075   | <10$^{-5}$ | ...  | ... | 5          |
| HD 13531 | <10$^{-5}$ | 0.030  | ...  | 0.024 | 5          |
| HD 27685 | <10$^{-5}$ | 0.00002 | ...  | ... | 6          |
| HD 27808 | ...       | <10$^{-5}$ | ...  | ... | 5          |
| HD 27836 | ...       | ...    | ...  | ... | 5          |
| HD 27859 | 0.011     | ...    | ...  | ... | 5          |
| HD 28394 | 0.014     | ...    | ...  | ... | 5          |
| HD 42807 | <10$^{-5}$ | 0.014  | <10$^{-5}$ | 0.0153 | 6          |
| HD 76218 | <10$^{-5}$ | ...    | 0.00033 | ... | 7          |
| HD 82885 | <10$^{-5}$ | 0.00059 | 0.0111 | 0.00026 | 7          |
| HD 96064 | <10$^{-5}$ | 0.029  | 0.00019 | ... | 8          |
| HD 101501| <10$^{-5}$ | 0.00033 | 0.0045 | 0.013 | 7          |
| HD 113319| <10$^{-5}$ | 0.00046 | 0.0014 | 0.00045 | 6          |
| HD 117378| ...       | ...    | ...  | ... | 4          |
| HD 124694| <10$^{-5}$ | ...    | 0.000069 | 0.00016 | 5          |
| HD 130322| <10$^{-5}$ | ...    | 0.033  | ... | 5          |
| HD 131511| 0.025     | ...    | ...  | 0.038 | 7          |
| HD 138763| 0.00076   | ...    | ...  | 0.023 | 6          |
| HD 149661| 0.00043   | ...    | ...  | ... | 4          |
| HD 152391| ...       | ...    | ...  | ... | 4          |
| HD 154417| 0.00075   | ...    | ...  | ... | 5          |
| HD 170778| 0.00022   | ...    | 0.0011 | ... | 5          |
| HD 189733| 0.00097   | 0.015  | ...  | <10$^{-5}$ | 8          |
| HD 190771| 0.0005   | 0.024  | 0.049 | 0.010 | 6          |
| HD 206860| <10$^{-5}$ | ...    | 0.0031 | ... | 6          |
| HD 209393| 0.00036   | 0.048  | ...  | ... | 5          |
| HD 217813| <10$^{-5}$ | ...    | <10$^{-5}$ | ... | 5          |
| HD 222143| <10$^{-5}$ | 0.0011 | ...  | ... | 5          |

from the projected rotational velocities. Chromospheric “activity ages” for our program stars, based on the calibration of Mamajek & Hillenbrand (2008), are also included in Table 4. As it turns out, all but three of our stars (HD 82885, HD 130322, and HD 149661) lie within the target age limits for this project, 0.3–1.5 Gyr. However, the discrepancy between $P_{rot}(R_{HK})$ and $P_{max}(\nu \sin i)$ for HD 82885 suggests that the chromospheric activity age for that star may not be accurate. For instance, Donahue et al. (1996) quote a rotation period for HD 82885 of 18.6 days. This gives a gyrochronological age, using the calibration of Barnes (2007), of 1.6 Gyr.

5.1. The Sensitivity of the Photospheric Indices to Temperature Variations

It was hypothesized in the Introduction that the three “photospheric” indices defined in Sections 4.2–4.4 will be primarily sensitive to temperature, and thus might be useful in measuring integrated temperature changes on the stellar surface arising from spots and/or photospheric faculae. To determine the usefulness of these indices for that purpose, we need to assess their sensitivity to these changes. Figure 6 displays plots of these indices (using the Mount Wilson calibration stars from Table 5 of Gray et al. 2003) versus $B – V$. That Figure shows that in the realm of the late F-type stars to the early K-type stars all three indices vary approximately linearly with $B – V$. The following equations are straight-line fits to the linear portions of those curves:

$$B – V = 0.259 + 0.966 G$$
$$B – V = 0.212 + 1.010 \text{Ca I}$$
$$B – V = 1.68 – 2.539 Hγ$$

where G, Ca I, and Hγ refer to their respective indices, and $B – V$ refers to the Johnson $B – V$ index. Both the G-band index and the Ca I index have slopes of nearly unity with respect to $B – V$, and so changes in those indices should translate directly into changes in $B – V$. The Hγ index has a sensitivity that is smaller by about a factor of 2.5.

We will report in Paper II that many of our stars vary $\leq 0.03$–0.07 mag in the Johnson V-band, and in the instances where we can measure color ($B – V$ changes), those changes are generally $\leq 0.01$ mag. This is roughly what we might expect if variations in brightness (due to sunspots and faculae) move the star parallel to the main sequence. If the observed changes in the photospheric indices arise solely from temperature effects, we might therefore expect to observe variations in the G-band and Ca I up to 0.01 in the index, and by a factor of about 2.5 smaller in Hγ. Such changes should be detectable in at least the G-band and Ca I indices, as the measurement errors in those indices are on the order of 0.001–0.003. Indeed, because of those measurement errors, these indices are potentially more useful in measuring temperature changes than photometric colors where the errors are larger. Interestingly, the data in Table 4 do indeed indicate variations in Ca I of about the expected magnitude ($\leq 0.01$), but the observed variations in the G-band are smaller by a factor of two or more ($\leq 0.004$). Hence, while it is plausible that the observed variations in Ca I are temperature related, it is clear that the variations in the G-band may have a different or more complex origin. The observed variations in Hγ are smaller than those observed in Ca I, but not by the factor we would expect if those variations are governed by temperature alone. We will examine these questions in more detail in Section 5.4 below.

5.2. Statistical Tests for Season-to-season Variability

The $S_{MW}$ plots are the traditional tool for detecting and characterizing activity cycles in stars. The detection and characterization of activity cycles in active stars requires time series observations that exceed, preferably by a factor of two or more, the period or characteristic timescale of the star in question. That normally requires observations over decades, and so, except for stars that our program has in common with other long-term surveys, such as the Mt. Wilson program, we are limited in what we can say on that subject. What can be done at the current stage of the project is to (1) evaluate the reality of the variations in the seasonal means and/or variances of the four “activity” indices—the $S_{MW}$, G-band, Ca I, and Hγ indices—that are suggested by the time series montages (2) to examine and try to understand the existence of correlations between those indices.

To assess the significance of the variations in the four indices on a year-to-year basis (variations within a given observing season will be examined in Paper II of this series where we will evaluate rotation periods for our stars), we have employed the Kolmogorov–Smirnov (KS) statistical test. KS tests are used in judging the significance of whether or not two experimental or observational distributions of a certain variable differ; the difference may arise from either a difference in the means or in
the variances of the two distributions. We may consider each set of seasonal data (the “clumps” in Figures 8–11) as independent samples of the index in question, and compare those samples for a given star on a pair-wise basis using the KS test to ascertain whether significant variation in the mean value and/or variance of the index has occurred over the period we have observed the star. The way we perform the tests is as follows. Let us suppose we have observed the star for four years (four observing seasons), seasons 1, 2, 3, and 4. We then carry out KS tests on each of the following six pair-wise comparisons: 1 $\leftrightarrow$ 2, 1 $\leftrightarrow$ 3, 1 $\leftrightarrow$ 4, 2 $\leftrightarrow$ 3, 2 $\leftrightarrow$ 4, and 3 $\leftrightarrow$ 4. The KS test yields a $p$-statistic for each comparison. Smaller values of $p$ indicate higher significance. For instance, $p = 0.01$ indicates that the null hypothesis (no variation in the mean value or variance of the index) may be rejected with a confidence of 99%. But the fact that we need to estimate the significance of variations in a time series rather than simply between two seasons complicates the analysis. For instance, let us suppose we have five seasons of observations. This results in a set of 10 pair-wise comparisons. If only one of those comparisons results in $p = 0.01$, that does not rise to the level of significance because we would expect, on the average, in a set of 10 comparisons, to encounter $p \leq 0.01$ 10% of the time—a significance of only 90%. However, if a given set contains multiple comparisons with small $p$, we may then combine those probabilities in assessing the significance of the observed variation.

We use a Monte Carlo technique to evaluate these probabilities. A random number generator was used to generate multiple gaussian distributions of an observational variable, all with the same mean and variance (and thus for these artificial data the null hypothesis is true). In total we generated 100,000 sets of 4-season data, each involving 6 pair-wise comparisons, for a total of 600,000 comparisons, and evaluated each comparison with KS statistics. We did the same for sets of 5-season, 6-, 7-, and 8-season data, the latter involving 2.8 million pair-wise comparisons. We were able to verify, for instance, that comparisons with $p \leq 0.01$ were encountered with the expected frequency. We then used these artificial data sets to evaluate the significance of variations in our observational data. To take a real example, in one of our 5-season data sets (HD 9472), we had, for the $S_{\text{MW}}$ index, the following values of $p$: 0.0116, 0.0132, 0.0188, 0.0281, and 0.0315. The remaining five comparisons had $p > 0.05$. We then used the 5-season Monte Carlo data to ask “What proportion of 5-season sets have $p_{\text{min}} \leq 0.0116$ and four other comparisons with $p \leq 0.0315$?" The result yields an overall $p = 0.00075$. We have listed in Table 5 all the time series for which the overall $p \leq 0.05$, indicating “significant” variability.

Spurious significant $p$ values can be created by outliers in the dataset. We have reduced to a minimum the number of outliers in the dataset by rejecting all spectra with $S/N < 50$ and by examining each spectrum to eliminate those with obvious defects (such as cosmic rays) in the wavelength bands used for the calculation of the indices. The remaining outliers cannot be rejected on a statistical basis (and may indeed represent true excursions of the star) and so are included in the statistical tests.

It is clear from Table 5 that almost all of the program stars show significant season-to-season variations in $S_{\text{MW}}$. The ones that do not have only 4 or 5 seasons of data, so it is entirely possible that with a few more seasons of data all will show significant variation. 50% show significant variations in the G-band index, 40% in the Ca i index, and 37% in the H$\gamma$ index. We expect that continuing the project for a few more years will increase those proportions as well. We emphasize that a lack of significant variation in the seasonal means and variances does not imply that the star is constant within a given season. For instance, it is well known, and we will further demonstrate in Paper II, that the “scatter” (at least for the $S_{\text{MW}}$ index) within a given season can arise from rotational modulation in the index.

5.3. Comments on the Nature of the Observed Variability

A number of our stars that have significant season-to-season variations appear to be showing very short-term periodic or “pseudo periodic” behavior in the $S_{\text{MW}}$ index. Examples include HD 9472, HD 13531, HD 27685 (superimposed on a secular rise in activity), HD 217813, as well as some others. Despite the shortness of the datasets, the above-mentioned stars show significant periods in the range of 2–4 years with a Lomb–Scargle analysis. To judge the reality of such short periods, which are considerably shorter than the periods found in Baliunas et al. (1995) we may refer to other similar datasets. For example, a number of stars in the Lockwood et al. (2007) dataset appear to show very similar behavior (see the stars HD 39587, HD 131156, HD 152391, HD 115404, HD 201092 for some possible examples). This short-term variation appears to come and go and is often superimposed on longer timescale variations. Analysis of the Lockwood et al. or similar datasets will be required to evaluate the reality of these variations.

Stars in our dataset show a variety of behaviors associated with the dispersion in the $S_{\text{MW}}$ activity index within a given season. For instance, the stars HD 27859 ($\langle S_{\text{MW}} \rangle = 0.007$), HD 124694 (0.008), HD 154417 (0.007), HD 217813 (0.008), and HD 222143 (0.006) all show very tight activity dispersions within a given season. On the other hand, HD 130322 (0.014), HD 131511 (0.018), and HD 189733 (0.018) show average seasonal dispersions greater by a factor of two or more within a given season. This distinction appears to be intrinsic, as we are careful to achieve adequate S/N for all of our observations, and there are bright and “faint” stars in both sets. We note, however, that those stars that have particularly low seasonal dispersions are F and early G-type stars, while the three with the higher dispersions are all K-type stars. If the seasonal dispersions arise from rotational modulation, as active regions rotate across the stellar disk, then this suggests that the late-type stars mentioned above may be dominated by one or a small number of active regions, whereas for the F- and early G-type stars in the project sample, active regions are smaller and more...
dispersed across the stellar disk. One caution should be noted: the activity behavior of HD 189733 may not be typical of young active K-type stars, as it has apparently been spun up by angular momentum transfer from its hot-jupiter companion (see Introduction). HD 131511 does, however, behave in quite a similar way to HD 189733. Even though HD 131511 is a spectroscopic binary, its stellar companion is in a much wider orbit ($P_{\text{orb}} = 125.4$ day Nidever et al. 2002; Jancart et al. 2005), and probably has not yet had an important influence on the angular momentum of the primary. We also note that in a recent Nordic Optical Telescope FIES spectrum of HD 131511, the emission in the cores of the Ca II H & K lines appear symmetrical, and so we see no evidence for emission from the companion. This will need to be verified by further spectra at different phases of the companion’s orbit. Interestingly, some of our stars appear to show variations in their seasonal dispersion behavior. Whether that variation in dispersion is cyclical can only be determined with longer time series. The F-test is the appropriate test for determining the statistical significance of season-to-season differences in the variance of an index. HD 131511, for instance, appears to alternate between seasons with high and moderate dispersions in the $S_{\text{MW}}$ index. Examination of the $S_{\text{MW}}$ plot for HD 131511 (Figure 10) shows four seasons with relatively high dispersions and three with moderate dispersions. F-tests carried out on the 21 pair-wise comparisons between the seven seasons show highly significant variations, with an overall $p = 0.0011$ (calculated using the same Monte Carlo technique employed to evaluate the KS tests). HD 189733 may be behaving in a similar way, although the statistics are of lower significance ($p = 0.045$). HD 76218 apparently also varies in seasonal dispersion ($p = 0.016$). The variation in HD 76218 is unusual in the sense that when the seasonal dispersion is the highest, the activity level is at or near a minimum. This is opposite to the sun which shows the greatest dispersion in the Ca II flux at activity maximum (Keil et al. 1998). Figure 12 shows the variation in seasonal dispersion with time for HD 76218, HD 131511, and HD 189733. A possible interpretation of this behavior is that these stars vary between a state in which the active regions are relatively small, numerous, and dispersed (low-to-moderate seasonal dispersion) and a state which is dominated by one or a few large active regions (high seasonal dispersion). This variation in seasonal dispersion may represent a novel type of activity cycle in stars, or it may be evidence for a flipflop cycle (Jetsu et al. 1993) and/or active longitudes. More observations will be required to fully characterize this behavior.

### 5.4. Correlations Between Indices

A further question to address is whether or not significant correlations exist between the four “activity” indices measured in this paper. In the Introduction we gave the rational for the three “photospheric” indices defined in this paper—the G-band, Ca I, and Hγ indices—and suggested that these three indices might vary in step with activity variations largely through related temperature changes in the photosphere connected with changes in spots and photospheric faculae. How the
photospheric indices would vary in relation to $S_{MW}$ would then depend on whether cool spots or hot photospheric faculae dominate. If the photospheric indices vary primarily on the basis of temperature, we would expect the G-band index to vary directly with the Ca I index, and inversely with respect to the H$\gamma$ index. We will see below whether this is indeed the case.

Table 6 shows the results of Pearson’s $r$-tests for linear correlations between the four indices. These comparisons are made with the original observations, and not with the seasonal means. Since all of these indices are measured in a single spectrum, we do not have to worry about time differences between the observations of the different indices. The first column in Table 6 is the stellar ID, the second tabulates the results of the Pearson $r$-test for correlations between $S_{MW}$ and the G-band index, the third the same for $S_{MW}$ and Ca I, the fourth for $S_{MW}$ and H$\gamma$, the fifth for the G-band and Ca I, the sixth for the G-band and H$\gamma$, and the seventh for Ca I and H$\gamma$. Each comparison consists of two numbers, Pearson’s linear correlation coefficient $r$, and the $p$-statistic, from which the probability of the null hypothesis (zero correlation) may be calculated. Small $p$ indicates a significant correlation. Correlations with $p \leq 0.015$ are indicated with bold type in Table 6. We have adopted $p < 0.015$ as a useful standard for judging the significance of these correlations because, for a given index, and 30 tabulated stars, we should expect at that significance level only 0.5 spurious correlations.

A glance at Table 6 shows the presence of multiple significant, in many cases highly significant, correlations, although none of those correlations are particularly strong ($r < 0.6$). We have examined each of these correlations graphically to assure ourselves that none are caused by one or a few “outliers.” Could these correlations arise from instrumental effects? We reject that for a number of reasons: (1) we have not included in these tests data from the earlier Photometrics CCD, and so that means that all of the observations involved in these tests have been carried out with the same CCD on the same spectrograph on the same telescope, and all have been reduced identically. (2) The passbands used in defining these indices do not overlap, and so a spectral defect (cosmic ray, etc.) that affects one index will not affect another. (3) While some stars show highly significant correlations, others do not. Instrumental effects would lead to significant correlations (or not) in all stars, not just a limited number.

Let us now examine the nature of those correlations. For the $S_{MW}$—G-band comparison, 11 out of the 30 stars show significant ($p \leq 0.015$) correlations, and all of those are negative correlations, meaning that in those stars $S_{MW}$ and the G-band vary oppositely; when one increases, the other decreases. Note that the correlations that do not rise to our level of significance are as well almost all negative. For the $S_{MW}$—Ca I comparison, only 4 of the 30 stars show a significant correlation, but again all of those are negative. For $S_{MW}$—H$\gamma$, 8 of the 30 stars show significant correlations, and again all of those correlations are negative. So, a strong conclusion is that where significant correlations are present, the “photospheric” indices are all negatively correlated with $S_{MW}$.

What about correlations between the photospheric indices? Examination of Table 6 shows the presence of many highly significant correlations between these indices, all of which are positive. So, the tendency is, when the G-band weakens, so too do Ca I and H$\gamma$.

This behavior is not consistent with the hypothesis that the photospheric indices are primarily affected by temperature changes in the photosphere arising from changes in spots and photospheric faculae. What then are the possible physical causes behind the observed behaviors?

One possibility that we must consider is whether the Ca I and H$\gamma$ indices are affected by changes in CH opacity. The G-band is a molecular feature, arising from the CH molecule, but CH absorption lines are ubiquitous in the region of the spectrum containing the Ca I 4227 Å resonance line and H$\gamma$. To test this hypothesis we calculated a number of synthetic spectra for late F, mid-G, and early K-type stars, all identical except for differences in CH absorption strength (appropriate for the size of the variations we observe in the G-band index), and then measured the resulting Ca I and H$\gamma$ indices. Those indices showed very small changes compared to the resulting changes in the G-band index, and in the opposite sense, which would yield negative correlations instead of the positive ones observed.

The negative correlation between $S_{MW}$ and the H$\gamma$ index might be understood on the basis of line emission. In the spectrum of the solar chromosphere, both Ca II H & K and H$\gamma$ (as well as, of course, H$\alpha$ and H$\beta$) are seen in emission, and so it is reasonable to expect that $S_{MW}$ and H$\gamma$ would be negatively correlated on this basis, as emission fills in the H$\gamma$ line, resulting in a index smaller than for a purely photospheric line, while chromospheric emission yields an increase in $S_{MW}$ over what would be measured for pure absorption in Ca II H & K. Neither the G-band nor Ca I show up in any significant way in the chromospheric spectrum, so this mechanism does not help to explain the negative correlations of those indices with $S_{MW}$ or their positive correlations with H$\gamma$.

As noted above, the existence of direct correlations between all three photospheric indices is difficult to understand on the basis of temperature differences. This suggests that the physical cause underlying those direct correlations does not depend on temperature. Mechanisms that may be relevant here were noted by Basri et al. (1989) who observed that the equivalent widths of metallic lines (especially low-excitation lines) in the blue-violet part of the spectrum were reduced in certain active stars, apparently due either to continuum emission arising in the chromosphere or upper photosphere leading to the phenomenon of “veiling” or to nonradiative heating in the upper layers of the photosphere in plage regions resulting in weaker line cores (see also Chapman & Sheeley 1968; Giampapa et al. 1979; Labonte & Rose 1985; Labonte 1986). Indeed Gray et al. (2006) noted a similar phenomenon in the spectra of active K-type dwarfs, particularly in the vicinity of the Ca I line. Interestingly, they noted that some active K dwarfs show this phenomena, and other equally active dwarfs do not. Both of these mechanisms can help to explain not only the direct correlations between the G-band, the Ca I line, and H$\gamma$, but also are consistent with the negative correlations between those indices and $S_{MW}$ because as stellar activity increases, both the veiling and/or core-weakening and the emission in Ca II H & K would presumably increase together. Furthermore, a closer look at Table 6 reveals that the most significant G-band anti-correlations with $S_{MW}$ occur at spectral types where the G-band is near its maximum strength, and most of the significant H$\gamma$ anti-correlations appear in the late-F and early G-type stars where H$\gamma$ is still a strong feature, exactly what one would
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