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ABSTRACT This paper addresses the hashtag recommendation problem using high average-utility pattern mining. We introduce a novel framework called PM-HRec (Pattern Mining for Hashtag Recommendation). It consists of two main stages. First, offline processing transforms the corpus of tweets into a transactional database considering the temporal information of the tagged tweets (tweets with hashtags). The method discovers the temporal top k high average utility patterns. Irrelevant tagged tweets and the ontology of tagged tweets are also constructed offline. Second, an online processing inputs the utility patterns, the ontology, and the irrelevant tagged tweets to extract the most relevant hashtags for a given orpheline tweet (tweet without hashtags). Extensive experiments were carried out on large tweets collections. The proposed PM-HRec outperforms the existing state of the art hashtag recommendation approaches in terms of quality of recommended hashtags and runtime processing.

INDEX TERMS High average utility patterns, hashtag recommendation, ontology construction, temporal information.

I. INTRODUCTION

A hashtag is a type of metadata tag which is widely used on the variants of social networks, e.g., twitter or facebook. The hashtag allows users to easily find the message with a specific theme or content, making it is unnecessary to use any markup language or formal taxonomy. Hashtags could be considered in a myriad of real-world applications including query expansion [1], sentiment analysis [2], and/or tweet mining [3]. Therefore, recommending relevant and suitable hashtags to orpheline tweets (tweets without hashtags) from the tagged tweets (tweets with hashtags) is primordial. Consider a set of tagged tweets $\Lambda = \{\Lambda_1, \Lambda_2, \ldots, \Lambda_m\}$ and the set of hashtags $H = \{H_1, H_2, \ldots, H_n\}$. Each tweet $\Lambda_i$ contains a subset of hashtags in $H (\Lambda_i \subset H, \forall i \in [1 \ldots m])$. Given a set of orpheline tweets $O = \{O_1, O_2, \ldots, O_l\}$, the problem of hashtag recommendation problem aims to find from the set $H$ the most suitable subset of hashtags of each orpheline tweet in $O$. Solutions to hashtag recommendation problem [4]–[6] determine the similarity between tagged and orpheline tweets. Hashtags of most similar tagged tweets are assigned to the orpheline tweets. The overall process needs a polynomial computational complexity $O(|\Lambda| \times |H| \times |O|)$ where $\Lambda$ is the set of tagged tweets, $H$ is the set of hashtags, and $O$ is the set of orpheline tweets. However, the accuracy is sometimes reduced while dealing with large corpus of tweets. For instance, if we consider a corpus of tagged tweets containing 3, 000, 000 tweets, 90, 660 hashtags, and 1, 000, 000 orpheline tweets, the number of possible matchings is $27 \times 10^{16}$, which is huge for the existing supercomputers in online query processing. Moreover, the existing index structures and inverted files for microblogs analysis [7], [8] do not guarantee the scalability of the hashtag recommendation process, in particular when dealing with large number of orpheline tweets. The main purpose of data mining and analytics is to find novel, potentially useful patterns that can be utilized in real-world applications to derive beneficial knowledge. It is an interdisciplinary field focused on scientific methods, processes, and systems to extract knowledge or insights from data in various forms, either structured or unstructured. Pattern mining, the well-known data mining task, aims to derive relevant and useful patterns to guiding and
helping the decision makers in finding and studying correlations between different actors of large databases. Motivated by the success of pattern mining approach for solving the variants of realistic problems [9]–[11], this paper proposes a new framework called PM-HRec (Pattern Mining for Hashtag Recommendation), which exploits different correlations and dependencies between the tagged tweets to find out suitable hashtags for the orpheline tweets.

A. MOTIVATED EXAMPLE
Consider the four days of tweets illustrated in Table 1. Note that # is the starting symbol of each hashtag. After preprocessing the tweets, each row contains the set of hashtags with their frequencies for the given day related to the last soccer world cup that was held in Russia 2018. For instance, the data of the first row (#WorldCup, 4) means that there are four different tweets talking about the world cup in the day day1. Table 1 shows at first glance the hashtags #Summer2018, #WorldCup!, and #Russia appear together in day1, day2, and day3, which represents 75% of the whole observations, but the three hashtags appears with different frequencies. Thus, the hashtags #Summer2018 and #WorldCup! are observed with high frequencies (up to 2) for all cases, whereas the hashtag #Russia is observed with low frequency (= 1 for all cases). Studying the correlations of the relevant patterns from the set of tweets may enhance the hashtag recommendation accuracy. For instance, if we consider the previous example, #Summer2018 and #WorldCup! could be considered as relevant hashtags to be recommended to orpheline tweets talking about both world cup in the summer period of 2018. If we assume that the itemset {#Summer2018, #WorldCup} is relevant, is the itemset {#Summer2018, #WorldCup, #Russia} relevant?. Regarding the previous example, the hashtag #Russia appears only one time for all cases. Moreover, is the hashtag #SpainVsPortugal relevant? It is true that it appears four times in the fourth day, however, it appears only on 25% of the tweets. In this context, several questions should be answered, how can we extract these relevant patterns with different frequencies?, how to identify the relevant patterns from other patterns? and finally, how can we use the relevant patterns to tag new orpheline tweets?

B. CONTRIBUTION
To answer to the previous issues, this paper proposes a new model for hashtag recommendation called temporal top k high average utility pattern mining and a framework. To the best of our knowledge, this is the first work that considers high average utility pattern mining in hashtag recommendation. The major contributions of this paper are threefold:

- A new mining model called temporal top k high average utility pattern mining is proposed by integrating the temporal information into the existing high average utility pattern mining.
- A new hashtag recommendation framework called PM-HRec is proposed by incorporating our temporal high average pattern mining model into the hashtag retrieval process. This model is non sensitive to the number of tagged tweets |A| thanks to the rules-base system of the temporal top k high average utility patterns extracted during the offline processing step. As a result, the new algorithm has a computational complexity equal to |O| × |A| × k rather than O(|A| × |H| × |O|) for the existing solutions to hashtag recommendation problem.
- An extensive experimental validation on large corpus of tweets reveals that PM-HRec outperforms the state of the art hashtag recommendation approaches both in terms of runtime and quality.

C. OUTLINE
The remainder of the paper is as follows. Section II reviews the existing solutions to the hashtag recommendation problem. Section III presents our new model that combines temporal information with high average utility pattern mining. Section IV explains the overall design of the PM-HRec framework. Section V presents the experimental evaluation. Finally, Section VI draws the conclusions and discusses opportunities for future work.

II. RELATED WORK
This research work involves two main topics: pattern mining and hashtag recommendation. In the following, we present relevant related works to both topics.

A. PATTERN MINING
With the boom of data mining and analysis, a number of concepts in the pattern mining field have emerged (e.g., frequent patterns, sequential patterns, weighted patterns, etc) to model various types of data problems. These concepts have similar meanings as well as subtle differences. The pattern mining field with its most related concepts are reviewed next.

1) UPM VS. FPM
Frequent pattern mining (FPM) [12]–[15] is a common and fundamental topic in data mining. FPM is a key phase of association-rule mining (ARM) but it has been generalized to many kinds of patterns, such as frequent sequential patterns [16], frequent episodes [17], and frequent subgraphs [18]. The goal of FPM is to discover all the desired patterns having a support no lower than a given minimum support threshold. If a pattern has higher support than the threshold, it is called a frequent pattern; otherwise, it is called an infrequent pattern. Unlike utility pattern mining (UPM), studies of FPM seldom consider the database having quantities of items and none of them considers the utility feature. Under the “economic view” of consumer rational choices,
utility theory can be used to maximize the estimated profit. UPM considers both statistical significance and profit significance, whereas FPM aims at discovering the interesting patterns that frequently co-occur in databases. In other words, any frequent pattern is treated as a significant one in FPM. However, in practice, these frequent patterns do not show the business value and impact. In contrast, the goal of UPM is to identify the useful patterns that appear together and also bring high profits to the merchants [19]. In UPM, managers can investigate the historical databases and extract the set of patterns having high combined utilities. Such problems cannot be tackled by the support/frequency-based FPM framework.

2) UPM VS. WFPM
The relative importance of each object/item is not considered in the concept of FPM. To address this problem, weighted frequent-pattern mining (WFPM) was proposed [20]–[26]. In WFPM, the weights of items are considered, such as unit profits of items in transaction databases. Therefore, even if some patterns are infrequent, they might still be discovered if they have high weighted support [20]–[22]. However, the quantities of objects/items are not considered in WFPM. Thus, the requirements of users who are interested in discovering the desired patterns with high risks or profits cannot be satisfied. The reason is that the profits are composed of unit profits (i.e., weights) and purchased quantities. In view of this, utility-oriented pattern mining has emerged as an important topic. It refers to discovering the patterns with high profits. As mentioned previously, the meaning of a pattern’s utility is the interestingness, importance, or profitability of the pattern to users. The utility theory is applied to data mining by considering both the unit utility (i.e., profit, risk, and weight) and purchased quantities. This has led to the concept of UPM [19] which selects interesting patterns based on minimum utility rather than minimum support.

3) UPM VS. SPM
Sequential pattern mining (SPM) [16], [27]–[29] discovers frequent subsequences as patterns in a sequence database that contains the embedded timestamp information of an event. This is more complex and challenging than canonical FPM. Agrawal and Srikant first presented the SPM problem by extending the FPM model to handle sequences [27]. Consider the sequence \(<\{a, e\}, \{b\}, \{c, d\}, \{g\}, \{e\}>\), which represents five items purchased by a customer at a retail store. Each single letter represents an item (i.e., \{a\}, \{c\}, \{g\}, etc.) and items between curly braces represent an itemset (i.e., \{a, e\} and \{c, d\}). A sequence is a list of temporally ordered itemsets (also called events). Owing to the absence of time constraints in FPM, not present in SPM, SPM has a potentially huge set of candidate sequences [16]. Through the last 25 years of study and development in the area, many techniques and approaches have been proposed for mining sequential patterns in a wide range of real-world applications [28]. In general, SPM mainly focuses on the co-occurrence of derived patterns; it does not consider the unit profit and purchase quantities of each product/item.

A wide range of pattern-mining frameworks have been proposed to discover various types of patterns, such as itemsets [12], [20], sequences [16], [27], and graphs [18]. However, these frameworks only select high-frequency/support patterns. Patterns below the minimum threshold are considered useless and discarded. Frequency is the main interestingness measure, and all objects/items and transactions are treated equally in such a framework. Clearly, this assumption contradicts the truth in many real-world applications because the importance of different items/itemsets/sequences might be significantly different. Under these circumstances, the frequency/support-based framework is inadequate for pattern mining and selection. Based on the above concerns, researchers proposed the concept of UPM. In hashtag recommendation, we assume that UPM is more suitable, and the profit could be intuitively modeled by the number of hashtags in the daily tweets.

B. HASHTAG RECOMMENDATION
Many works have been proposed for solving hashtag recommendation problem [5], [6], [30]–[32]. Zhao et al. [33] presented the Hashtag-LDA algorithm, a personalized hashtag recommendation approach, that combines a user profiling and latent dirichlet allocation (LDA) [34]. It calculates the occurrences of all hashtags of the top-k similar users, and the most relevant hashtags are recommended to the user. Li et al. [35] developed an approach called personalized microtopic recommendation model (MTRM). Contextual information, user-microtopic adoption history, and content information are incorporated with a novel probabilistic latent factor model on the recommended system for personalized hashtags. Both user and microtopic latent factors are first estimated, the distribution of the obtained models are then fitted where the best microtopics are recommended to the new user. Gong et al. [36] introduced a generative model, which integrates both textual and visual information for hashtag recommendation in the context of multimodal microblog posts. A collapsed Gibbs sampling model is used to infer hidden topics from the visual and textual generative model and then recommend new hashtags by using ranking score function. Kou et al. [37] developed the hashtag recommendation based on multi-features of microblogs (HRMF). It considers hashtags of friendly users of different microblogs as the candidate hashtags. HRMF determines the score of each candidate hashtag using multi-features of the input microblogs. Liu et al. [38] developed the Hashtag2Vec model, which exploits several hierarchical relations such as hashtag-hashtag, hashtag-tweet, tweet-word, and word-word to semantically understand the tagged tweets. Afterwards, context-based embedding system is adopted to derive network embedding representation. The recommended system explores the network of hashtags to tag novel orpheline tweets. Shi et al. [30] proposed Hashtagger+ a learning to rank model [39] to recommend hashtags to news articles.
The set of keywords is first extracted from the training news articles, the relevant hashtags are labelled to the training news articles. The learning to rank approach is applied to these news articles to learn and recommend hashtags to a new articles. Wu et al. [40] developed a generative model called SimWord algorithm. It builds pertinent hashtags for each training tweet using a probability Bernoulli distribution model gathered from different topics. Afterwards, LDA is performed from the tagged tweets to recommend tags to new tweets. Based on the above reviews, we can conclude that most solutions of hashtag recommendation deal with multiple label classification problem [41], [42] and use LDA [34] for learning and recommend new hashtags.

Wei et al. [43] proposed a personalized hashtag recommendation system for micro-videos, which aims to annotate, categorize, and describe the different user posts. It introduced a convolution graph network by learning the interactions among users, hashtags, and micro-videos. Li et al. [44] recommended hashtags for micro-videos by presenting a novel multi-view representation interactive embedding model with graph-based information propagation. It aims to boost hashtag recommendation performance by jointly considering the sequential feature learning, the video-user-hashtag interaction, and the hashtag correlations. Ma et al. [45] considered the hashtag recommendation as a matching problem and proposed a co-attention memory network to represent the multimodal microblogs and hashtags. Lei et al. [46] considered a hashtag recommendation as text classification problem, and investigated the dynamic routing capsule network solution to study the spatial dimensions of the hashtags. Following the same direction, Tang et al. [47] developed a joint latent-class probabilistic model to deal with the mention recommendation issue by learning from the users semantic interests and the spatio-temporal mentioning patterns. All these algorithms ignore correlations and dependencies among the tweets. This reduces the quality of the hashtag recommendation process. This paper explores and studies the correlations among the tagged tweets and presents a new learning model that uses a novel pattern model and ontology semantic concept for the hashtag recommendation problem.

III. TEMPORAL TOP K HIGH AVERAGE UTILITY PATTERN MINING

High average utility pattern mining was first introduced in [48]. It studies the correlations among items of the given patterns by combining their utilities. It reveals a better utility effect than the original utility measure [49] that only considers the absence or the presence of the pattern in the whole database. In the last decade, many high average utility pattern mining algorithms have been proposed. However, none of them consider temporal information, which is very important in the hashtag retrieval recommendation process. In this section, we propose a new model called temporal top k high average utility pattern mining that integrates the temporal dimension in the pattern mining process.

Definition 1 (Transactional Database): Let $D$ be a transactional database defined as a set of $m$ transactions, $D = \{D_1, D_2, \ldots, D_m\}$, and $I$ be a set of $n$ different items $I = \{i_1, i_2, \ldots, i_n\}$. A transaction $D_i \in D$ is composed by $(t_i, p_i)$, where $t_i$ represents the timestamp of the transaction $D_i$, and $p_i$ is the pattern that described the transaction $D_i$. It is represented by the set of items in $I$ and we note it as $p_i \subseteq I$.

Definition 2 (Temporal Transactional Database): Consider the set of tumbling windows $w = \{w_1, w_2, \ldots, w_s\}$, we define the temporal transactional database of $D$, denoted as $TD_w = \{TD_{w_1}, TD_{w_2}, \ldots, TD_{w_s}\}$. Each $TD_{w_i} = (w_i, p_{w_i})$ groups transactions in a tumbling window $w_i$ as:

$$
p_{w_i} = \{(l_j, iw(l_j, TD_{w_i})) | \exists D_l \in D, l_j \in p_i \land l \in w_i\}$$

where $iw(l_j, TD_{w_i})$ is the internal utility of $l_j$ in the transaction $TD_{w_i}$ and it will be defined later.

Definition 3 (Utilities): We define the external utility of the item $l_j$ noted $eu(l_j)$, the internal utility of an item $l_j$ in the transaction $TD_{w_i}$ noted $iw(l_j, TD_{w_i})$, and the average utility of the pattern $p$ noted $au(p)$ as follows:

$$
eu(l_j) = |l_j|^D$$

$$
iw(l_j, TD_{w_i}) = |l_j|_{w_i}^D$$

$$
au(p) = \frac{\sum_{l_j \in p} \sum_{TD_{w_i} \in TD} eu(l_j) \times iw(l_j, TD_{w_i})}{|p|}
$$

where $|l_j|^D$ is the number of occurrences of the item $l_j$ in the transactional database $D$, $|l_j|_{w_i}^D$ is the number of occurrences of the item $l_j$ in the transactions of $D$ appeared in the tumbling window $w_i$, and $|p|$ is the number of items in $p$.

Definition 4 (Temporal High Average Utility Patterns): Let $\Upsilon_{util}$ be a user-defined minimum threshold. The complete set of high average utility patterns in $TD$ is denoted as $\mathcal{F}(TD, \Upsilon_{util})$ such as:

$$
\forall p \in \mathcal{F}(TD, \Upsilon_{util}), \quad au(p) \geq \Upsilon_{util}
$$

Definition 5 (Upper Bound): The average-utility upper bound of a pattern $p$ in a temporal transactional database $TD$ is denoted as $ub(p)$ and defined as:

$$
ub(p) = \sum_{p \in TD_{w_i}} \max[iw(l_j, TD_{w_i}) | l_j \in p]
$$

Definition 6 (Temporal Top k High High Average Utility Patterns): An pattern $p$ is called a temporal top-k high average utility pattern in a temporal transactional database $TD$ if there are less than $k$ patterns in $\mathcal{F}(TD, 0)$ whose utilities are larger than $au(p)$. The goal of the temporal top k high average utility pattern mining problem is to discover all temporal top-k high average utility patterns in $\mathcal{F}(TD, 0)$.

Definition 7 (Irrelevant Transactions): Denote $\mathcal{F}_k(TD, 0)$, the set of the temporal top $k$ high average utility hashtags. We define the set of the irrelevant transactions denoted $TD_{irre}$:

$$
\{TD_{w_i} | \forall l_j \in TD_{w_i}, \quad \forall p \in \mathcal{F}_k(TD, 0), l_j \notin p\}
$$
IV. PM-HRec: PATTERN MINING FOR HASHTAG RECOMMENDATION

This section presents the proposed PM-HRec framework which employs the temporal high average-utility pattern mining model developed in the previous section in the hashtag recommendation process. The designed approach consists of two main steps: i) offline processing, which aims to discover the high average utility pattern base from the tagged tweets, deduce the irrelevant tweets, and construct the ontology of tweets. It includes data collection, mining process, and ontology construction. This step runs only once as a preprocessing step for the PM-HRec algorithm. ii) online processing, which aims to find the relevant hashtags for the orpheline tweets using the three components created in the previous step, which are the ontology of tweets, the irrelevant tweets and the rule-based system of temporal top k high average utility patterns. This step benefits from the knowledge extracted previously, where several millions of orpheline tweets could be handled by only establishing the similarity search between the rules-based system and the orpheline tweets using ontology of tweets, instead of exploring all the tagged tweets. In the case of the similarity result is too low, the irrelevant tweets are used for further processing. Figure 1 overviews the PM-HRec algorithm. The detail explanation of each step is given in the following subsections.

A. OFFLINE PROCESSING

Three main stages are performed:

1) Data collection. This stage creates the corpus of published tweets from the user tweets. Twitter Java API is integrated to retrieve the tweets on a JSON (JavaScript Object Notation) file. The JSON file is parsed to extract the hashtags for each tweet. The tweets are stored according to the time published. Natural Language Processing [50] may be incorporated to refine the extraction results by removing URLs (Uniform Resource Locator), special characters except the # character, unifying dates, and letter levels (upper or lower cases) and so on. In addition, a filtering strategy is used to replace combined hashtags by simple hashtags. For instance, the hashtag #EMABiggestFansJustinBieber is replaced by #JustinBieber. Figure 2 illustrates the data collection stage, as we can see, the hashtags #BLOGGER and #blogger represent the same hashtag but with different writing styles, these hashtags are unified to the same hashtag #blogger.

2) Mining process. After transforming the user tweets to the corpus of the published tweets, the temporal high average utility patterns method is run to derive the relevant patterns and design the rules-based system called KS represented by a set of the temporal top k high average utility hashtags. The published tweets are transformed to the temporal transactional database as described by Definitions 2 and 3, where each tweet is considered as a transaction and each hashtag as an item. The two phase algorithm [48] is then adopted to discover the temporal top k high average utility hashtags including three steps: i) the average-utility upper bound value (See Definition 5) is used to prune the candidate itemsets, ii) scanning the temporal transactional database only once to discover the high average utility hashtags, and iii) sorting the extracted patterns
according to the average utility value (See Definition 3), and then select the top \( k \) high average utility patterns (See Definition 6). The set of the irrelevant tweets noted \( \Lambda_{\text{irre}} \) is deduced (See Definition 7).

3) **Ontology construction.** A given orpheline tweet \( O_i \) is usually represented by the set of keywords different to the set of hashtags in \( KS \) (i.e \( \forall t \in O_i, \forall p \in KS, t \neq p \)), but they represent the same meaning. For instance, consider the keywords of the orpheline tweet \( O_i = \{ \text{France, win, event} \} \), and the high average utility hashtags \( p = \{ \#\text{Summer2018, #WorldCup} \} \), \( O_i \neq p \), but \#WorldCup is an event. To deal with this issue, an ontology of the tagged tweets is needed. The aim of this step is to generate an ontology that represents the set of tagged tweets by considering the rules-based system \( KS \). Several approaches have been developed to automatically generate ontology from input data. In this work, FOGA (Fuzzy Ontology Generation frAmework) [51] is adopted to generate the ontology from the set of tagged tweets \( \Lambda \) and the rules-based system \( KS \) as:

- The set of all objects is set to the keywords of the tagged tweets \( \Lambda \).
- The set of all attributes is set to all hashtags in \( KS \).
- A membership value of each keyword \( t \) in the tweet \( \Lambda_j \) with the pattern \( p \) of the rules-based system \( KS \) is defined by:

\[
\mu(t, p) = \frac{au(p)}{\sum_{p' \in KS} au(p')} \times \frac{|KS_{\Lambda_j}|}{|KS|} \tag{8}
\]

where \( KS_{\Lambda_j} \) is the set of patterns in rules-based system \( KS \) containing the hashtags in \( \Lambda_j \). The first term represents the membership degree of the pattern \( p \) in \( KS \) and the second term represents the membership degree of the tweet \( \Lambda \) in \( KS \). We assume that all keywords of the same tweet have same membership degree which is equal to 1. As a result of this step, a fuzzy ontology of the set of tweets \( \Lambda \) that we denoted as \( FO_{\Lambda} \) is created.

Figure 3 presents an illustration of the portion of the ontology describing the pattern (#WorldCup, #Summer).

**B. ONLINE PROCESSING**

This step aims at recommending the relevant hashtags regarding to the orpheline tweets. Instead of scanning all tagged tweets, only the set of patterns in \( KS \) with the ontology \( FO_{\Lambda} \) are used. A semantic similarity measure for each orpheline tweet \( O_i \), and each pattern \( p \) is first calculated as follows:

\[
S(O_i, p, FO_{\Lambda}) = \max_{t, h} \{W(t, h, FO_{\Lambda})|t \in O_i, h \in p\} \tag{9}
\]

where \( W(t, h) \) is the weighted shortest path between the keyword \( t \) and the pattern \( p \), in the ontology \( FO_{\Lambda} \) by considering the \( \mu \) values as weights. A scoring value is then determined for each orpheline tweet \( O_i \) as:

\[
\text{Score}(O_i) = \max_p \{\text{Sim}(O_i, p, FO_{\Lambda})|p \in KS\} \tag{10}
\]

If the score value is greater than minimum similarity threshold \( \gamma \), then the set of hashtags of the pattern \( p \) that maximizes \( \text{Score}(O_i) \) are recommended to the orpheline tweet. Otherwise, an orpheline tweet \( O_i \) is handled as an irrelevant tweet, and the hashtags \( h^* \) of the irrelevant tweet in \( \Lambda_{\text{irre}} \) that maximizes the similarity search with \( O_i \) are returned as:

\[
SS(O_i) = \max_{h^* \in \Lambda_j} \{\text{Sim}(O_i, \Lambda_j, FO_{\Lambda_{\text{irre}}})|\Lambda_j \in \Lambda_{\text{irre}}\} \tag{11}
\]

Algorithm 1 presents the pseudo-code of PM-HRec algorithm. According to this algorithm, we remark that the offline processing is the high time consuming task which includes several loops and several scanning of the tagged tweets database. However, the online processing contains only two loops, and needs scanning only the rules-based system \( KS \), the fuzzy ontology \( FO_{\Lambda} \), and the set of irrelevant tagged tweets \( \Lambda_{\text{irre}} \). However, the online processing is performed only once regardless the number of orpheline tweets \( |O| \). The cost of online processing is \( |O| \times k \times |\Lambda_{\text{irre}}| \). Conversely, the classical hashtags retrieval recommendation algorithms need \( |O| \times |\Lambda| \times |H| \) where \( k \times |\Lambda_{\text{irre}}| \ll < |\Lambda| \) for real-world cases.

**V. PERFORMANCE EVALUATION**

To validate the proposed approach, several experiments have been carried out on tweet corpus containing 4,000,000 tagged tweets. All algorithms have been implemented in Java and experiments were then executed on a computer equipped with an Intel-core 7 processor with 4 GB memory. Note that the corpus size is large and exceeds the amount of memory in common workstations. To solve this problem, we encode the corpus as a sparse matrix, which is much smaller than the actual corpus size. Consequently, no more than 3 GB memory is required to run the implemented algorithms. To evaluate the recommended hashtags, a set of tweets are divided into two subsets, i) training set \( \Lambda_{\text{train}} \) consisting of 75% of the tagged tweets, and ii) test set \( \Lambda_{\text{test}} \) consisting of 25% of the tagged tweets. The hashtags of the test set are removed which results in orpheline tweets. The hit rate measure is used to evaluate the overall hashtag recommendation system (PM-HRec). It is defined as,

\[
\text{hit} - \text{rate} = \frac{\sum_{\Lambda_i \in \Lambda_{\text{test}}} \text{Correct}(\Lambda_i)}{|\Lambda_{\text{test}}|} \tag{12}
\]
Algorithm 1 PM-HRec Algorithm

1: **Input**: \( \Lambda = \{ \Lambda_1, \Lambda_2, \ldots, \Lambda_m \} \): the set of tagged tweets.
   \( \mathcal{H} = \{ \mathcal{H}_1, \mathcal{H}_2, \ldots, \mathcal{H}_n \} \): the set of hashtags.
   \( \mathcal{O} = \{ \mathcal{O}_1, \mathcal{O}_2, \ldots, \mathcal{O}_l \} \): the set of orpheline tweets.
   \( w = \{ w_1, w_2, \ldots, w_s \} \): the set of tumbling windows.
   \( k \): a user parameter.
   \( \gamma \): a minimum similarity threshold.

2: **Output**: \( R \): the set of the recommended hashtags.

3: ****** Offline Processing *******

4: for \( i = 1 \) to \( m \) do
5:   for \( d = 1 \) to \( w_s \) do
6:     if \( \text{time}(\Lambda_i) \in w_d \) then
7:       for \( j = 1 \) to \( n \) do
8:         if \( \mathcal{H}_j \in \Lambda_i \) then
9:           INSERT(\( \mathcal{H}_j \), \( \text{iu}(\mathcal{H}_j, T_D) \), \( T_D \))
10:      end if
11:   end for
12: end if
13: end for
14: end for
15: \( KS \leftarrow \text{TwoPhaseAlgorithm}(T_D, 0, k) \)
16: \( \lambda_{\text{Ire}} \leftarrow \text{Deduction}(T_D, KS) \)
17: \( FO_{\Lambda} \leftarrow \text{Construct}(KS, \Lambda) \)
18: ****** Online Processing *******
19: for \( r = 1 \) to \( l \) do
20:   Score \( \leftarrow 0 \)
21:   hashtags \( \leftarrow \emptyset \)
22: for \( p \in KS \) do
23:   \( s \leftarrow S(O_r, p, FO_{\Lambda}) \)
24: if \( s \geq \text{Score} \) then
25:   Score \( \leftarrow s \)
26:   hashtags \( \leftarrow p \)
27: end if
28: end for
29: if \( \text{Score} \geq \gamma \) then
30:   \( R[r] \leftarrow \text{hashtags} \)
31: else
32:   \( R[r] \leftarrow \text{SS}(O_r) \)
33: end if
34: end for
35: return \( R \)

where \( \text{Correct}(\Lambda_i) \) is set to 1 if the set of the recommended hashtag of \( \Lambda_i \) contains the standard hashtags of \( \Lambda_i \). Otherwise, its value is 0. We compare our framework to both learning to rank and multiple classification models. The baseline methods used in the experiments are i) Hashtagger+ [30] which uses the learning to rank model and Hashtag-LDA [33] which employs multiple classification models for hashtag recommendation.

A. PM-HRec PERFORMANCE

Figure 4 shows the quality of the recommended hashtags of the PM-HRec algorithm by varying the \( k \) value from 100 to 1,000 and \( \gamma \) value from 0.1 to 1. We set the maximum number of recommended hashtags to 15. The results reveal that by increasing \( k \) from 100 to 800 and the similarity threshold from 0.1 to 0.3, the hit rate value is increased. They stabilize for number of \( k \) values greater than 800 and decrease for number of \( \gamma \) values greater than 0.3. These results could be explained by the fact that PM-HRec algorithm needs a certain number of relevant patterns in \( KS \) to recommend the best hashtags for the orpheline tweets. At a certain value of \( k \), we obtain the same results because there is no improvement in the quality of the discovered patterns. Regarding the similarity threshold, low values generate high number of recommended hashtags having low semantic meaning compared to the keywords of the orpheline tweets, whereas high values generate few number of recommended hashtags having high semantic meaning compared to the keywords of the orpheline tweets. According to these results, we set \( k = 800 \) and \( \gamma = 0.3 \) in the remaining of the experiments.

B. PM-HRec PERFORMANCE VS STATE-OF-THE-ART HASHTAG RECOMMENDATION ALGORITHMS

Figure 5 presents the performance of PM-HRec and the baseline approaches Hashtagger+ [30] and Hashtag-LDA [33],
Figure 5.a presents the hit rate value of the proposed approach and the baseline approaches with different number of hashtags on all the test tweets. We set the maximum number of recommended hashtags to 15. By varying the number of hashtags from 1,000 to 10,000, the result reveals that the quality of PM-HRec increases, while the baseline approaches decrease in terms of hit rate value, where PM-HRec reach better results than the other approaches at 600. Figure 5.b presents the hit rate value of the proposed and the baseline approaches with different number of recommended hashtags on all the test tweets. By varying the number of recommended hashtags from 1 to 10, the results reveal that PM-HRec outperforms the baseline approaches on every case used in the experiment. The reason of these results is that our approach benefits from the relevant patterns for improving the quality of the hashtag recommendation process, where the number of hashtags affects positively in the final results. However, the other learning models are sensitive to high dimensional data (very large number of hashtags).

Figure 5.c shows the runtime of the proposed approach and the baseline approaches with different number of test tweets. By increasing the number of test tweets from 100, 000 to 1, 000, 000, the results reveal that PM-HRec highly outperforms the other baseline approaches, in particular for large number of orpheline tweets. Thus, for 1, 000, 000 of tweets, PM-HRec needs only 102 seconds, whereas the other approaches need more than 400 seconds for dealing the same number of orpheline tweets. Moreover, the runtime of PM-HREC stabilizes when increasing the number of tweets, whereas the runtime of other approaches highly augmented. These results are obtained thanks to the rules-based system of PM-HRec designed in the offline processing step, which represents the relevant patterns of the tagged tweet collections. Instead of exploring the whole collections as in the baseline approaches, only this rules-based system is explored. Figure 5.d presents the memory usage in mega bytes of PM-HRec and the baseline approaches with different number of hashtags. The results are measured using the standard Java API. From this figure, we may observe that both Hashtagger+ and Hashtag-LDA outperform the proposed approach PM-HRec. For instance, by running the algorithms on 10,000 hashtags, the baseline approaches consume less than 300 MB, while our approach consumes more than 1,244 MB. The reason for high memory consumption of PM-HRec is because it deals with several components including both rules-based and ontology systems, which needs more memory space to store all information needed in the recommendation process.

C. CASE STUDY

Having compared the performance of PM-HRec with other approaches in the previous experiment, this study focuses on the output results illustrating the hashtags recommended found by PM-HRec, Hashtagger+, and Hashtag-LDA. This case study covers three topics: tweets related health, cinema, and sport. Table 4 presents the comparison the two most hashtags recommended by PM-HRec and the baseline approaches (Hashtagger+ the Hashtag-LDA) with different topics. Results show that interesting hashtags can be recommended using the proposed approach such as #afl15 for sport, which interprets the performance of the Arizona Fall League (AFL) baseball team in 2015. However, the other approaches recommend less interesting hashtags such as #Sport. In addition, Hashtagger+ provides some wrong hashtags, such #NBA which is a league of Basketball game and not Baseball. These results are explained by the fact that our approach derive relevant patterns from the tagged tweets and compute semantic similarity using ontology construction procedure.

D. DISCUSSION

This section discusses the main research findings from the application of the proposed framework to a real-world challenging tweets collection.

- The first finding of this study is that the proposed framework can deal with a very large number of tagged tweets, recommended hashtags, and orpheline tweets in real time. This is different from previous hashtag recommendation approaches, which have long execution times due to the high dimensional space of both tagged tweets represented by the set of hashtags and the orpheline tweets represented by the set of keywords. The proposed framework provides both inductive and predictive characters: i) Our framework is able to induce the rules-based system by applying the pattern mining algorithms for identifying the most representative patterns of the tagged tweets, and ii) Our framework is able to predict the relevant suitable hashtags of the orpheline tweets without considering the whole tagged tweet collection.

In the context of hashtag recommendation, we argue that considering the temporal information, the top k high average utility patterns, and the ontology mechanism in the offline processing step allows to quickly and efficiently recommend hashtags.

- From a data mining research standpoint, PM-HRec is an example of the application of a generic pattern mining algorithm to a specific context such as recommendation systems. The literature calls for this type of research, particularly in the times of social media analysis where a large and big number of tweets is available in daily life. As in many other cases, porting a pure data mining technique into a specific application domain requires methodological refinement and adaptation [9], [10]. In our specific context, this adaptation is implemented.
by integrating a new model called temporal top k high average utility pattern mining.

To the best of our knowledge, the approach proposed in this paper is the first one that investigates temporal pattern mining with ontology mechanism to explore and analyze large tweets collection.

VI. CONCLUSION AND FUTURE WORK

This paper presents the temporal top k high average utility pattern mining method to solve the hashtag recommendation problem. The proposed approach PM-HRec benefits from the high average-utility patterns to improve the hashtag recommendation of the orpheline tweets. Offline processing is first performed to transform the corpus into a transactional database considering the temporal information of tagged tweets. It discovers the top k high average utility hashtags by adopting the two phase algorithm. Irrelevant tagged tweets and the ontology of tagged tweets are also determined in this offline step, performed only once regardless the number of orpheline tweets processed. The online processing benefits from the relevant patterns, the irrelevant tagged tweets, and the ontology designed to find out the most relevant hashtags for a given orpheline tweet. Extensive experiments were carried out on a large corpus of tagged tweets to assess the performance of the designed approach. Results show that the PM-HRec approach benefits from the knowledge extracted, which improves the accuracy of the hashtag recommendation process. Moreover, it shows to run faster, particularly on large data. However, the proposed solution is high memory consuming compared to the other baseline approaches. We argue that this work is a tip of iceberg, thus, in future works, we plan to discover different knowledge such as maximal high average-utility patterns and closed high average-utility patterns to improve the performance (accuracy, runtime, and memory consumption). We will also consider the spatial dimension to transform the tweets corpus to the transactional database. Moreover, it is necessary to design a parallel approach that relies on high performance computing tools such as GPUs [52], [53] and clusters [54]–[56] to deal with big tweets collection. Exploring other evaluation measures for recommendation systems to interpret the recommended hashtags is also in our future agenda.
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