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Detection of temporal changes in fire

Time domain

We performed breakpoint analysis to estimate the optimal number and location of shifts in weekly area burned, number of fires ignited per week, and medium fire size between 1984 and 2018 in the West, Great Plains, and East. Given that these estimates are sensitive to the methodological assumptions of the analysis, we employed five frameworks to identify the optimal number of partitions: Bai and Perron’s extension of the $F$-test, model selection through minimization of the Bayesian Information Criterion (BIC), regression trees, Priyadarshana et al.’s cross-entropy method, and Lavielle’s penalized likelihood rupture location. Bai and Perron (65) extended the $F$-statistics approach, which typically tests against a single-shift alternative, to $n$ against $n+1$ breaks with arbitrary but fixed $n$. Specifically, we considered the standard linear regression model [1]:

$$y_t = \alpha + \beta_t^* t + \varepsilon_t \quad (t = 1, 2, \ldots, n),$$

where $y_t$ was either weekly area burned, number of fires ignited per week, or median fire size at time $t$; $\alpha$ was an intercept; $\beta_t$ was a vector of linear coefficients of regression; and $\varepsilon_t$ were the residuals of the model at time $t$;

and tested the null hypothesis that the regression coefficients $\beta_t$ remained constant between 1984 and 2018 [2]:

$$H_0: \beta_t = \beta_0 \quad (t = 1, 2, \ldots, n).$$

To perform this analysis, we estimated the Optimal Least Squares (OLS) residuals from a series of segmented regression models with breakpoints $t, \ldots, t + N$, where [3]:

$$N_t = L_t * h; \quad (L_t = \text{length of the time series}; \text{and } h: \text{trimming parameter } = 0.1);$$

and compared them to the residuals from the unsegmented model via $F$-tests. We rejected the null hypothesis of no structural change when the supremum of the sequence of $F$-statistics exceeded the 0.05 alpha-level (66). Sequences of $F$-statistics show a peak with a statistically-significant maximum in 1998-1999 for weekly area burned, number of fires, and median fire size in the West, and number of fires per week in the East; as well as a peak with a statistically-significant maximum in weekly area burned and number of fires per week in the Great Plains. No statistically-significant peaks were detected for weekly area burned in the East or fire size in the Great Plains or the East (Fig. S1).
Fig. S1. Sequence of $F$-statistics for (A-C) weekly area burned, (D-F) fires ignited per week, and (G-I) median fire size between 1984 and 2018. Dashed gray lines show the 0.05 significance-level boundaries for each time series.

Following Zeileis et al. (67), we then fitted a series of $m$-segment models for $m = 0, 1, \ldots, M$, where

$$M_i = L_i * h; \quad (L_i = \text{length of the time series}_i; \text{ and } h: \text{trimming parameter} = 0.1);$$

and compared them based on their Residual Sum of Squares (RSS) and Bayesian Information Criterion values (BIC). The BIC is a performance score estimated as a function of penalized likelihood maximization (68), which has been shown to provide a reliable means to select the optimal number of breakpoints in a time series. We used Kass and Rafteri’s (69) classification to compare BIC’s (Fig. S2).

For all $m$’s, the residual sum of squares decreases as a function of the number of breakpoints. Minimization of the BIC, nonetheless, suggests that there is very strong evidence against no changes in mean number of fires ignited per week, or mean area burned per week in the West ($\text{BIC}_{m=0} - \text{BIC}_{m=1} > 14$) and strong evidence against no changes in mean number of fires ignited per week in the East ($8 < \text{BIC}_{m=0} - \text{BIC}_{m=1} < 14$). In these three cases, BIC’s monotonically increase for $m > 1$, providing strong support to the models with one breakpoint in the West (breakpoints at second week of June, 1999 for number of weekly fires; and first week of June, 2005 for area burned) and support to the model with one breakpoint fitted to the weekly number of events in the East (breakpoints at second week of May, 1998). The lowest BIC for the set of models with $m = 0, 1, \ldots, M$ fitted to weekly area burned in the East corresponds to that where $m = 0$, which suggests that there is not sufficient evidence against temporal changes in the mean (Fig. S2).
Fig. S2. Bayesian Information Criterion (BIC) and Residual Sum of Squares (RSS) for models with $m = 0, \ldots, 5$ breakpoints and fitted to (A-F) weekly area burned, (G-L) number of fires ignited per week, and (M-
**R)** median fire size in the West, Great Plains, and East. The shading represents the strength of the evidence against models with BIC’s higher than the minimum BIC computed for each set of models.

Third, we applied regression trees to split the time series of weekly area burned, number of fires ignited per week, and median fire size in the West, Great Plains, and East. The algorithm is free of distributional assumptions, and grows the tree by performing binary recursive partitioning. At each step, nodes are defined at points where the partitioning of the dataset leads to the lowest Gini impurity \( (70) \). The Gini impurity is a metric used in information theory to assess the likelihood of incorrect classification. Given that this top-down method of partitioning is known to overestimate the number of breakpoints \( (71) \), we cross-validated the preliminary trees and pruned the results to estimate the optimal number of partitions.

The best classification, as inferred from maximization of the reduction of the Gini impurity, was obtained for trees with five terminal nodes for weekly area burned in the West; three terminal nodes for number of fires ignited per week and median fire size in the West, as well as for weekly area burned in the Great Plains; ten terminal nodes for fires ignited per week in the Great Plains; and two terminal nodes for fires ignited per week in the East. Cross-validation of the trees indicates that these numbers of nodes are associated with the largest reduction of the deviance, with the exception of the model fit to fires ignited per week in the Great Plains, where deviance is minimized in a tree with six nodes (Fig. S3). Regression trees thus suggest that optimal partitioning is achieved with breakpoints \( (\text{breakpoints} = \text{nodes} - 1) \) corresponding to years 1999 and 2005-2006 for weekly area burned in the West and Great Plains, respectively; 2018 (West), 2005, 2006, 2011, and 2012 (Great Plains), and 1998 (East) for fires ignited per week; and 1998 for median fire size in the West. Single-node trees for median fire size in the Great Plains and East as well as weekly area burned in the East indicate that sequential partitioning of these time series did not identify statistically significant breakpoints.

![Fig. S3. Changes in deviance for trees with more than two terminal nodes.](image)

The largest \( n \)’s shown in the figure correspond to the number of terminal nodes identified by the regression trees prior to pruning.

Fourth, we employed Priyadarshana et al.’s cross-entropy method for detection of multiple breakpoints associated with structural changes in a series \( (72) \). The algorithm is designed to test the hypothesis that an unknown number of breakpoints divide the time series in segments generated by a distribution inherent to the underlying process. We assumed the distribution to be normal for area burned per week and fire size, and negative binomial for number of fires.
ignited per week. A truncated normal distribution was then used to simulate \( m \) breakpoints, where \( m = 0, 1, \ldots, M \) [4]. The segmentation that minimized the Bayesian Information Criterion was considered the optimal solution. The analysis suggests that changes in weekly area burned occurred in 2001, 2002, and 2005 in the West; in 2001 and 2002 in the Great Plains; and 1998 and 1999 in the East. Shifts in number of fires ignited per week were registered in 2001 and 2002 in the West; 1986 and 1999 in the Great Plains; and 1999, 2002, and 2004 in the East. Changes in fire size were detected in 2002 in the West, and in 2002 and 2003 in the Great Plains.

Finally, we applied a dynamic programing approach to find the optimal segmentation with 1 to 50 breakpoints in each time series (73, 74). We then estimated the number of breakpoints by minimizing the penalized contrast function ((75); Fig S4). Time series segmentation indicates the presence of breakpoints in weekly area burned (in 1996 and 1999 in the West, in 2005 in the Great Plains, and in 1998 and 1999 in the East), number of fires ignited per week (in 1989 and 1994 in the West and 1998 in the Great Plains); and median fire size (1998 in the West and 1988 in the Great Plains).

Despite different parametrization, penalization criteria and distribution assumptions, all five tests identified structural changes in the time series of weekly area burned in the West and Great Plains, and median fire size in the West in 1998-2002, while three tests point to shifts in weekly area burned in the East and fires ignited per week in the West over the same period. Two breakpoints are inferred for fires ignited per week in the Great Plains, the first one in 1999 and the most recent one in 2005. These breakpoints are supported by three and four tests, respectively. Breakpoints for area burned per week in the West were detected in 2005. No changes in median fire size in the Great Plains or East were detected by more than one test (Fig. S5).
Fig S5. Temporal trends in weekly area burned (A-C), number of fires ignited per week (D-F), and median fire size (G-H). Breakpoints identified by extension of the F-test (‘F-stat.’), segmentation through Residual Sum of Squares (‘RSS’) and Bayesian Information Criterion optimization, regression trees (‘Tree’), a cross-entropy method (‘CE’), and a programming approach to segmentation (‘Seg.’).

Frequency domain

We computed the power spectrum of area burned in the West, Great Plains and East by applying the continuous Morlet wavelet transform at a daily resolution ([47]; Fig. 1 J-L). Following Scafetta et al. (10), we then calculated the wavelet transform modulus maxima line tree (WTMM) of each series to detect the location of irregular structures and linked them to their position in time (Fig. S1 A-C). Given that the spectrum of singularities may present problems of stability, we fitted linear models to the log-log transformed WTMM space versus
a coefficient that measures the width of a wavelet known as scale (s) on the scale interval \( 1 \leq s \leq 10 \) \((76)\). The resulting scaling exponent is an approximation to the local Hölder exponent \( h \) at each singularity \((77); 1992; \text{Fig S6 D-F})\). Finally, we divided the time series from each region in two periods, i.e., 1984–1999 and 2005–2018, and estimated the probability of changes in Hölder exponents under the null hypothesis that the mean and standard deviation of the distributions were equal in both periods \((\text{Fig. S6. G-I})\). The distribution of the null hypothesis was generated by randomly shuffling exponents \( (5000 \text{ permutations}) \) and calculating the difference in the simulated means and standard deviations for 1984-1999 and 2005-2018.

While mean Hölder exponents \( \widehat{h} \) in 1984-1998 and 2005-2018 were not statistically different in any of the regions \( (p>0.05) \), the standard deviations of the distributions changed \( (p<0.05) \). In the West and Great Plains, \(-1.00 < \widehat{h} < -0.50 \) suggest that daily area burned behaves like stationary antipersistent noise. In the East, \( \widehat{h} \) of \(-1.03 \pm 0.03 \) and \(-1.14 \pm 0.07 \) in 1984-1998 and 2005-2018, respectively, are indicative of antipersent but potentially nonstationary dynamics \((9)\).
Comparison of Monitoring Trends in Burn Severity (MTBS), Integrated Reporting of Wildland-Fire Information (IRWIN), and Landsat Burned Area (LBA)

This study is based on data obtained from Monitoring Trends in Burn Severity (MTBS). Fire perimeter delineation is guided by state and federal fire history records and performed manually through standardized analysis of Landsat imagery. The main potential sources of error in this product are therefore associated with fire reporting errors and changes in Landsat sensors/imagery availability. Should they be temporally biased, errors in MTBS could significantly influence our results. For this reason, we compared annual time series generated from MTBS with Integrated Reporting of Wildland-Fire Information (IRWIN), Landsat Burned Area (LBA), and Fire Events Delineation (FIRED).

IRWIN is a centralized interagency hub that integrates fire incidents from multiple sources. MTBS underestimates area burned in the West and overestimates area burned in the Great Plains and East with respect to IRWIN. Although the variability was larger prior to ~2000, we found no statistical differences in annual area burned before and after the shift (Fig. S7). Improvements in fire detection capabilities arising from better quality and/or more satellite imagery could be expected to be associated with Landsat 7 and its Enhanced Thematic Mapper Plus sensor (ETM+). Those improvements would have resulted in an overestimation of area burned by MTBS with respect to IRWIN after 1999. No changes in the MTBS-to-IRWIN area burned ratio argues against a temporal bias in the fire time series introduced by the availability of imagery from Landsat 7.

![Fig. S7. MTBS-to-IRWIN derived annual area burned](image)

Fig. S7. MTBS-to-IRWIN derived annual area burned for the (A) West, (B) Great Plains, and (C) East. Dots represent mean values and whiskers, the standard deviation. Mean ratios for 1984-1998 and 2005-2018 are depicted in blue and orange, respectively.

Imagery from both Landsat 5 Thematic Mapper and Landsat 7 ETM+ is available for 1999-2013. Comparison of area burned derived with the Landsat Burn Area algorithm (LBA) from imagery obtained from both sensors suggests that there are no differences between products (Fig. S8; (12)). LBA is an algorithm that uses machine learning, thresholding and image segmentation to derive time series of area burned from Landsat imagery.
Fig. S8. Comparison of fire products derived from TM and ETM+ with the Landsat Burn Area algorithm for the West, Great Plains and East. (A) Annual area burned. (B) Fires per year. (C) Median fire size.

As expected, time series of annual area burned, fires per year, and fire size derived from TM and ETM+ scenes are notably similar. Further, they show no indication of temporal biases when compared against Fire Events Delineation (FIRED), an algorithm derived from the MODIS Burned Area Product (Fig. S9).

Fig. S9. Time series derived from MODIS (Fire Events Delineation algorithm; FIRED) and Landsat’s Thematic Mapper (TM), Enhanced Thematic Mapper Plus (ETM+), and Operational Land Imager (OLI) sensors. (A-C) Annual area burned. (D-F) Number of fires ignited per year. (G-I) Median fire size.
**Table S1.** Annual area burned in 1984-1998 and 2005-2018 as estimated from MTBS. Asterisks indicate that the differences between periods are statistically different (*pseudo*-p<0.05).

| Region         | Mean (km²) | Median (km²) | 99th quantile (km²) |
|----------------|------------|--------------|---------------------|
|                | 1984 - 1998 | 2005 - 2018  | 1984 - 1998         | 2005 - 2018         |
| West           | 5330.63 ± 988.88 | 14,890.63 ± 1834.36* | 4019.26 ± 1203.59   | 14,249.40 ± 3097.77* |
| Great plains   | 826.41 ± 189.17  | 3947.07 ± 921.20*  | 542.41 ± 214.63     | 3354.09 ± 1314.34*  |
| East           | 887.02 ± 202.92 | 1434.41 ± 360.88 | 537.78 ± 356.34     | 833.34 ± 218.73     |

**Table S2.** Number of fires per year in 1984-1998 and 2005-2018 as estimated from MTBS. Asterisks indicate that the differences between periods are statistically different (*pseudo*-p<0.05).

| Region         | Mean | Median | 99th quantile |
|----------------|------|--------|---------------|
|                | 1984 - 1998 | 2005 - 2018 | 1984 - 1998 | 2005 - 2018 |
| West           | 174 ± 21 | 270 ± 21* | 156 ± 27 | 266 ± 31* |
| Great plains   | 34 ± 5 | 113 ± 20* | 27 ± 5 | 104 ± 14* |
| East           | 57 ± 8 | 94 ± 13* | 53 ± 10 | 78 ± 16 |

**Table S3.** Fire size in 1984-1998 and 2005-2018 as estimated from MTBS. Asterisks indicate that the differences between periods are statistically different (*pseudo*-p<0.05).

| Region         | Mean (km²) | Median (km²) | 99th quantile (km²) |
|----------------|------------|--------------|---------------------|
|                | 1984 - 1998 | 2005 - 2018  | 1984 - 1998         | 2005 - 2018         |
| West           | 30.62 ± 1.54 | 55.21 ± 2.37* | 12.11 ± 0.27 | 15.09 ± 0.48* |
| Great plains   | 24.55 ± 2.80 | 34.89 ± 3.10* | 9.84 ± 0.50 | 10.34 ± 0.24 |
| East           | 15.65 ± 1.45 | 15.31 ± 1.60 | 5.06 ± 0.19 | 4.99 ± 0.14 |

**Table S4.** Annual area burned in 1984-1998 and 2005-2018 as estimated from IRWIN. Asterisks indicate that the differences between periods are statistically different (*pseudo*-p<0.05).

| Region         | Mean (km²) | Median (km²) | 99th quantile (km²) |
|----------------|------------|--------------|---------------------|
|                | 1984 - 1998 | 2005 - 2018  | 1984 - 1998         | 2005 - 2018         |
| West           | 6188.76 ± 1195.54 | 20,352.47 ± 3057.14* | 4429.5 ± 1379.49 | 18,500.74 ± 5072.47* |
| Great plains   | 240.27 ± 63.16 | 2212.41 ± 809.44* | 166.67 ± 60.35 | 666.94 ± 67.92* |
| East           | 135.63 ± 47.58 | 380.46 ± 77.01* | 82.11 ± 31.14 | 315.69 ± 77.01* |

---

*IRWIN: Integrated Resource Information Network and System.*
Table S5. Number of fires per year in 1984-1998 and 2005-2018 as estimated from IRWIN. Asterisks indicate that the differences between periods are statistically different \((pseudo-p<0.05)\).

| Region     | Mean (1984-1998) | Median (2005-2018) | 99th quantile (2005-2018) |
|------------|------------------|--------------------|--------------------------|
| West       | 188 ± 22         | 307 ± 28*          | 293 ± 37                 |
| Great plains| 8 ± 2            | 41 ± 9*            | 13 ± 9                   |
| East       | 10 ± 2           | 21 ± 2*            | 19 ± 2                   |

Table S6. Fire size in 1984-1998 and 2005-2018 as estimated from IRWIN. Asterisks indicate that the differences between periods are statistically different \((pseudo-p<0.05)\).

| Region     | Mean (km²) (1984-1998) | Median (km²) (2005-2018) | 99th quantile (km²) (2005-2018) |
|------------|------------------------|--------------------------|---------------------------------|
| West       | 32.94 ± 1.55           | 66.34 ± 2.75*            | 902.41 ± 66.29*                 |
| Great plains| 28.83 ± 5.52           | 53.68 ± 9.18*            | 238.46 ± 23.84*                 |
| East       | 13.56 ± 3.04           | 18.12 ± 2.84             | 275.3 ± 92.02                   |

Table S7. Annual area burned in 1984-1998 and 2005-2018 as estimated from LBA. Asterisks indicate that the differences between periods are statistically different \((pseudo-p<0.05)\).

| Region     | Mean (km²) (1984-1998) | Median (km²) (2005-2018) | 99th quantile (km²) (2005-2018) |
|------------|------------------------|--------------------------|---------------------------------|
| West       | 5474.84 ± 791.7        | 12,026.06 ± 1510.24*     | 20,681.67 ± 2352.1*             |
| Great plains| 4201.98 ± 549.76       | 5797.68 ± 881.98*        | 10,636.98 ± 2392.04             |
| East       | 1312.34 ± 158.72       | 1766.15 ± 285.66*        | 4101.05 ± 1002.42*              |

Table S8. Number of fires per year in 1984-1998 and 2005-2018 as estimated from LBA. Asterisks indicate that the differences between periods are statistically different \((pseudo-p<0.05)\).

| Region     | Mean (1984-1998) | Median (2005-2018) | 99th quantile (2005-2018) |
|------------|------------------|--------------------|--------------------------|
| West       | 301 ± 27         | 388 ± 26*          | 525 ± 34*                 |
| Great plains| 577 ± 54         | 699 ± 49*          | 894 ± 122                 |
| East       | 259 ± 28         | 318 ± 26*          | 448 ± 35                  |
**Table S9.** Fire size in 1984-1998 and 2005-2018 as estimated from LBA. Asterisks indicate that the differences between periods are statistically different (*pseudo*-p<0.05).

| Region  | Mean (km²)  | Median (km²) | 99th quantile (km²) |
|---------|-------------|--------------|---------------------|
|         | 1984 - 1998 | 2005 - 2018  | 1984 - 1998 | 2005 - 2018 | 1984 - 1998  | 2005 - 2018 |
| West    | 18.22 ± 0.67 | 30.99 ± 1.27* | 8.3 ± 0.11 | 9.6 ± 0.15* | 148.92 ± 7.15 | 388.50 ± 38.72* |
| Great plains | 7.28 ± 0.22 | 8.30 ± 0.31* | 3.44 ± 0.03 | 3.45 ± 0.03 | 60.70 ± 4.39 | 81.44 ± 5.58* |
| East    | 5.06 ± 0.19 | 5.56 ± 0.32 | 3.13 ± 0.04 | 3.2 ± 0.03 | 30.47 ± 2.2 | 35.63 ± 3.49 |
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