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ABSTRACT: We study the pair production of fermions in a time dependent axion background with and without an electric background. We construct the adiabatic mode functions which incorporate the gauge field and the axion velocity dependence of the dispersion relation. The semiclassical approach using this adiabatic basis shows two types of pair production. One is \textit{axion-assisted pair production}: the presence of the axion velocity gives enhancement and interference effects on the pair production driven by the electric field. The other is \textit{axion-driven pair production}: the time variation of the axion velocity causes the pair production even though the electric field is absent.
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1 Introduction

The presence of a strong electric background causes the pair production of charged particles [1]. The so-called Schwinger effect is the most well known example of pair production. We here note that some cosmological scenarios treat electromagnetic fields with time evolution of an axion (or an axion-like particle), which is a pseudo-Nambu-Goldstone boson coupled to a photon via an anomaly. As an example, in the scenario of the magnetogenesis by the axion inflation [2–8], a large electric field as well as a magnetic field is generated by an axion velocity via the Chern-Simons coupling.

Motivated by the application to the above scenario, Domcke et al. studied the pair production of charged fermions in a constant electric field and a constant axion velocity [9]. They found that the presence of the axion velocity enhances the amplitude of the distribution function of produced fermions, and the distribution function shows an oscillatory behavior with the change of the axion velocity. They named this phenomenon axion-assisted Schwinger effect, and empirically proposed an analytical formula which may describe the distribution function of produced fermions.

In this paper, we derive the analytical formula for the axion-assisted Schwinger effect by using the semiclassical approach [10–14]. The fundamental strategy of the semiclassical approach [10–14] is to expand the wave function in terms of time-dependent mode functions and neglect the slow variation of these functions. In this paper, for simplicity, we discuss the case where the magnetic field is absent.
approach is as follows. We expand the Dirac field by using the lowest-order WKB solutions (we call them the adiabatic mode functions in this paper) as a basis. The Bogoliubov coefficients are given by the coefficients of the adiabatic basis, and evolve with time as long as the backgrounds included explicitly in the adiabatic basis are time dependent.

The semiclassical approach is used also in [9], while the adiabatic basis adopted in the previous study does not include the axion velocity dependence explicitly. In this paper, we construct the adiabatic mode functions which incorporate the gauge field and the axion velocity dependence of the dispersion relation. Our semiclassical approach, using the axion velocity-modified adiabatic basis, clearly shows the roles of the axion velocity in the axion-assisted Schwinger effect, and gives the analytical formula for this effect.

Furthermore, our semiclassical approach shows another type of pair production. If the axion velocity changes with time, the pair production occurs even though the electric field is absent. We here call this phenomenon axion-driven pair production. For the axion-driven pair production, the distribution function of produced fermions is consistent with that found in [15, 16]. This mechanism can be particularly important for the kinetic misalignment mechanism proposed in [17, 18], where large axion velocity and axion acceleration are induced in the early Universe.

The organization of this paper is as follows. In section 2, we construct the adiabatic mode functions with the gauge field and the axion velocity dependence, and thus derive the equation for the Bogoliubov coefficients based on the axion velocity-modified adiabatic basis. In section 3, we consider the case where the electric field is present and the axion velocity is constant, and study the axion-assisted pair production (the axion-assisted Schwinger effect). In section 4, we consider the case where the electric field is absent and the axion velocity changes with time, and study the axion-driven pair production. Section 5 is devoted for conclusion and discussion.

2 Semiclassical approach

We consider a Dirac field $\psi$ which couples to a U(1) gauge field $A_\mu$ and an axion(-like particle) $\phi$ through the following nonlinear terms,

$$S_D = \int d^4x \left[i\bar{\psi}\gamma^\mu(\partial_\mu - ieA_\mu)\psi + \bar{\psi}\gamma^\mu\gamma^5\partial_\mu\theta_5\psi - m\bar{\psi}e^{2i\theta_m\gamma^5}\psi\right],$$

(2.1)

where $\theta_5 = c_5\phi/f_a$ and $\theta_m = c_m\phi/f_a$, $f_a$ is the axion decay constant, and $c_5$, $c_m$ are the dimensionless coupling constants. See appendix A for our notation of the gamma matrices.

We consider an expanding universe with a scale factor $a$, while the scale factor dependence has been almost eliminated in (2.1) by the conformal transformation $a^{3/2}\psi \rightarrow \psi$. Unless otherwise stated, the coordinates are given by the conformally flat ones (i.e., $x^0$ is given by the conformal time $\tau$), and the Lorentz indices are lowered and raised by $\eta_{\mu\nu} = \text{diag}(-1,1,1,1)$ and its inverse $\eta^{\mu\nu}$, respectively. Although the mass term is time dependent as $m = am_{\text{phys}}$ ($m_{\text{phys}}$ is the physical scale of the mass), we assume that the
pair production occurs at the short time scale where the time evolution of the mass term is negligible.\footnote{Specifically, we consider the parameter region $-e\partial_0 A \text{or} \partial_0^2 \theta \gg m\partial_0 a/a$. Here, we compare the time derivatives of the backgrounds which appear linearly in the Dirac equation (2.4).}

Using the chiral transformation $\psi \to e^{-i\theta_m\gamma^5} \psi$, the two axion couplings in (2.1) are unified as follows

$$S_D = \int d^4x [i\bar{\psi}\gamma^\mu (\partial_\mu - ieA_\mu)\psi + \bar{\psi}\gamma^\mu \gamma^5 \partial_\mu \theta \psi - m\bar{\psi}\psi],$$

where $\theta = \theta_5 + \theta_m$. In the subsequent discussion, $\psi$ denotes this conformal and chiral transformed Dirac field. In this paper, the gauge field and the axion are treated at the background level. Specifically, we consider the situation where these background fields are homogeneous,

$$\theta = \theta(\tau), \quad A_\mu = \delta^3_\mu A(\tau).$$

The action (2.2) includes the axion velocity $\partial_0 \theta$ rather than $\theta$ itself. We assume that the axion velocity does not change its sign in the time range of our interest. In such a situation, we can set it to be positive, $\partial_0 \theta \geq 0$ without loss of generality.

After the spatial Fourier transformation, the Dirac equation is given by

$$(i\gamma^0 \partial_0 - \gamma^i \bar{k}_i + \gamma^0 \gamma^5 \partial_0 \theta - m)\psi_k(\tau) = 0,$$ \hspace{1cm} (2.4)

where $\bar{k}_i = (k_1, k_2, k_3 - eA)$ and $k_1$ is the comoving momentum. Inserting the following equation

$$\psi_k(\tau) = (i\gamma^0 \partial_0 - \gamma^i \bar{k}_i - \gamma^0 \gamma^5 \partial_0 \theta + m)\hat{\psi}_k(\tau),$$ \hspace{1cm} (2.5)

we obtain the Klein-Gordon like equation

$$[-\partial_0^2 - \bar{k}^2 - m^2 + (\partial_0 \theta)^2 - 2i\gamma^5 \partial_0 \theta \partial_0 + 2m\gamma^0 \gamma^5 \partial_0 \theta + ie\gamma^0 \gamma^3 F_{03} - i\gamma^5 \partial_0^2 \theta] \hat{\psi}_k = 0,$$ \hspace{1cm} (2.6)

where $\bar{k} = \sqrt{\bar{k}_i \bar{k}_i}$ and $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$.

First, we derive the lowest-order WKB solutions of the Dirac equation (we call them the adiabatic mode functions in this paper). We can derive the adiabatic mode functions by treating $A_\mu$ and $\partial_0 \theta$ as if they were constant. The Dirac equation (2.4) includes $A_\mu$ and $\partial_0 \theta$, but does not include their time derivatives. For the Klein-Gordon like equation (2.6), the last two terms in the left-hand side are neglected in deriving the adiabatic mode functions.

For the positive-frequency adiabatic mode functions, we replace the time derivative with the frequency,

$$\partial_0 \to -i\omega_{k,\pm}.$$ \hspace{1cm} (2.7)
Note that we have not determined the explicit forms of the frequencies. We introduced the labels ± to distinguish among the eigenvalues of the matrix term in (2.6),

\[
2\partial_\theta(-\gamma^5 \omega_{k,\pm} + m \gamma^0 \gamma^5)\hat{\mu}_{k,\pm} = \pm 2\partial_\theta \sqrt{\omega_{k,\pm}^2 - m^2} \hat{\mu}_{k,\pm},
\]

(2.8)

\[
\hat{\mu}_{k,+} = \left( \frac{\omega_{k,+} + \sqrt{\omega_{k,+}^2 - m^2}}{\xi} \right),
\]

(2.9)

\[
\hat{\mu}_{k,-} = \left( \frac{-m\xi}{\omega_{k,-} + \sqrt{\omega_{k,-}^2 - m^2}} \right),
\]

where \( \xi = (1, 0)^T \). In fact, we do not need to consider all choices of two-spinors. In deriving the adiabatic mode functions, we multiply \( \hat{\mu}_{k,\pm} \) by \( (\gamma^0 \omega_{k,\pm} - \gamma^i \bar{k}_i - \gamma^0 \gamma^5 \partial_\theta + m) \) in (2.5), which have zero eigenvalues. The adiabatic mode functions consisted of \( \eta = (0, 1)^T \) are linearly dependent of those consisted of \( \xi = (1, 0)^T \).

From (2.7) and (2.8), the Klein-Gordon like equation (2.6) reduces to

\[
\omega_{k,\pm}^2 - \bar{k}^2 - m^2 + (\partial_\theta \theta)^2 \pm 2\partial_\theta \sqrt{\omega_{k,\pm}^2 - m^2} = 0.
\]

(2.10)

We thus obtain the explicit forms of the frequencies,

\[
\omega_{k,\pm}(\tau) = \sqrt{(\bar{k} \mp \partial_\theta \theta)^2 + m^2},
\]

(2.11)

where we consider the parameter region \( \bar{k} \geq \partial_\theta \theta \). In this parameter region, the positivity of \( \sqrt{\omega_{k,\pm}^2 - m^2} \) allows one solution for each sign choice in (2.10). The dispersion relation with the axion velocity dependence can be seen also in [9, 15, 16]. The presence of the axion velocity resolves the degeneracy,

\[
\omega_{k,+} < \omega_{k,-}.
\]

(2.12)

We thus call \( \omega_{k,+} \) the lower frequency, and call \( \omega_{k,-} \) the higher frequency. Recall that we set \( \partial_\theta \theta \) to be positive. The sign flip of \( \partial_\theta \theta \) just exchanges the roles of \( \omega_{k,\pm} \).

The positive-frequency adiabatic mode functions \( u_{k,\pm} \) are given by

\[
u_{k,+} \propto e^{-i\theta_{k,+}}(\gamma^0 \omega_{k,+} - \gamma^i \bar{k}_i - \gamma^0 \gamma^5 \partial_\theta + m)\hat{\mu}_{k,+}
\]

\[
= e^{-i\theta_{k,+}} \frac{m(\bar{k} + \bar{k}_3)e^{-i\varphi_+/2}}{N_{k,+}} \left( \begin{array}{c} m(\bar{k} + \bar{k}_3)e^{-i\varphi_+/2} \\
(\omega_{k,+} + \bar{k} - \partial_\theta \theta)(\bar{k} + \bar{k}_3)e^{-i\varphi_+/2} \\
(\omega_{k,+} + \bar{k} - \partial_\theta \theta)k_\perp e^{i\varphi_+/2} \end{array} \right),
\]

(2.13)

\[
u_{k,-} \propto e^{-i\theta_{k,-}}(\gamma^0 \omega_{k,-} - \gamma^i \bar{k}_i - \gamma^0 \gamma^5 \partial_\theta + m)\hat{\mu}_{k,-}
\]

\[
= e^{-i\theta_{k,-}} \frac{(\omega_{k,-} + \bar{k} + \partial_\theta \theta)(\bar{k} + \bar{k}_3)e^{-i\varphi_+/2}}{N_{k,-}} \left( \begin{array}{c} (\omega_{k,-} + \bar{k} + \partial_\theta \theta)k_\perp e^{-i\varphi_+/2} \\
-m(\bar{k} + \bar{k}_3)e^{i\varphi_+/2} \\
-m(\bar{k} + \bar{k}_3)e^{i\varphi_+/2} \end{array} \right),
\]

(2.14)

\[\text{In the other parameter region } \bar{k} \leq \partial_\theta \theta, \text{ the positivity of } \sqrt{\omega_{k,\pm}^2 - m^2} \text{ allows two solutions for the minus sign while does not allow any solution for the plus sign. See appendix B for more details.}\]
where \( k_\perp = \sqrt{k_1^2 + k_2^2} \), \( e^{i\varphi_\perp} = (k_1 + ik_2)/k_\perp \), and the time dependent phase factors and the normalization factors are given by

\[
\Theta_{k,\pm} = \int d\tau \omega_{k,\pm}, \quad (2.15)
\]
\[
N_{k,\pm} = 2\sqrt{\omega_{k,\pm}(\omega_{k,\pm} + \bar{k} \mp \partial_0 \theta)(\bar{k} + \bar{k}_3)}. \quad (2.16)
\]

For convenience, we introduced the constant phase factor \( e^{-i\varphi_\perp/2} \) in the second lines of (2.13) and (2.14).

In a similar way, where we replace \( \partial_0 \) with \( i\omega_{k,\pm} \), the negative-frequency adiabatic mode functions \( \nu_{k,\pm} \) are constructed as follows

\[
\nu_{k,+} \propto e^{i\Theta_{k,+}}(-\gamma^0 \omega_{k,+} - \gamma^i \bar{k}_i - \gamma^0 \gamma^5 \partial_0 \theta + m)\hat{\nu}_{k,+} \]
\[
\nu_{k,+} = e^{i\Theta_{k,+}} \frac{(-(\omega_{k,+} + \bar{k} - \partial_0 \theta)k_\perp e^{-i\varphi_\perp/2})}{N_{k,+}} = \frac{m(k - \bar{k}_3)e^{-i\varphi_\perp/2}}{m(k - \bar{k}_3)e^{i\varphi_\perp/2}}, \quad (2.17)
\]

\[
\nu_{k,-} \propto e^{i\Theta_{k,-}}(-\gamma^0 \omega_{k,-} - \gamma^i \bar{k}_i - \gamma^0 \gamma^5 \partial_0 \theta + m)\hat{\nu}_{k,-} \]
\[
\nu_{k,-} = e^{i\Theta_{k,-}} \frac{m(k - \bar{k}_3)e^{-i\varphi_\perp/2}}{N_{k,-}} = \frac{-(\omega_{k,-} + \bar{k} + \partial_0 \theta)(k - \bar{k}_3)e^{-i\varphi_\perp/2}}{(\omega_{k,-} + \bar{k} + \partial_0 \theta)k_\perp e^{i\varphi_\perp/2}}, \quad (2.18)
\]

where \( \hat{\nu}_{k,\pm} \) are the eigenvectors of the matrix term in (2.6),

\[
2\partial_0 (\gamma^5 \omega_{k,\pm} + m\gamma^0 \gamma^5)\hat{\nu}_{k,\pm} = \pm 2\partial_0 \sqrt{\omega_{k,\pm}^2 - m^2} \hat{\nu}_{k,\pm}, \quad (2.19)
\]
\[
\hat{\nu}_{k,+} = \left( \omega_{k,+} + \sqrt{\omega_{k,+}^2 - m^2} \right) \xi, \quad (2.20)
\]
\[
\hat{\nu}_{k,-} = \left( \omega_{k,-} + \sqrt{\omega_{k,-}^2 - m^2} \right) \xi,
\]

and the normalization factors are given by

\[
N_{k,\pm} = 2\sqrt{\omega_{k,\pm}(\omega_{k,\pm} + \bar{k} \mp \partial_0 \theta)(\bar{k} + \bar{k}_3)} = N_{-k,\pm}|e \rightarrow e, \quad (2.21)
\]

For convenience, we introduced the constant phase factor \( e^{-i\varphi_\perp/2} \) in the second lines of (2.17) and (2.18). Although we derived (2.11), (2.13), (2.14), (2.17), and (2.18) for \( \bar{k} \geq \partial_0 \theta \), the same frequencies and the same adiabatic mode functions hold true regardless of the sign of \( (\bar{k} - \partial_0 \theta) \). See appendix B for this universality.
These adiabatic mode functions satisfy the following equations by definition,
\[
(\gamma^0 \omega_{k,s} - \gamma^i \overrightarrow{\kappa}_i + \gamma^0 \gamma^5 \partial_0 \theta - m) u_{k,s} = 0, \\
(-\gamma^0 \omega_{k,s} - \gamma^i \overrightarrow{\kappa}_i + \gamma^0 \gamma^5 \partial_0 \theta - m) v_{k,s} = 0,
\] (2.22)
and they are orthonormal,
\[
y^\dagger_{k,s} u_{k,s'} = \delta_{ss'}, \quad y^\dagger_{k,s} v_{k,s'} = \delta_{ss'}, \quad y^\dagger_{k,s} u_{k,s'} = 0.
\] (2.23)
The positive and the negative frequency modes are exchanged by the charge conjugate transformation \( \chi^C \equiv \gamma^2 \chi^\dagger \) (where \( \chi \) is an arbitrary four-spinor),
\[
u^{C}_{-k,s} |\rightarrow \rightarrow = u_{k,s}, \quad v^{C}_{-k,s} |\rightarrow \rightarrow = u_{k,s},
\] (2.24)
where we define that \( \varphi_\perp \) in \( u_{k,s} \) shifts by \( +\pi \) while \( \varphi_\perp \) in \( v_{k,s} \) shifts by \( -\pi \) under \( k \to -k \). In order to obtain this simple relation, we introduced \( e^{-i\varphi_\perp/2} \) into the adiabatic mode functions.

Second, as with [10–14], we expand the Dirac field by using the adiabatic mode functions as a basis. At the initial time \( \tau_{\text{ini}} \), we introduce the annihilation and the creation operators as follows
\[
\psi(\tau_{\text{ini}}, \vec{x}) = \int \frac{d^3 k}{(2\pi)^3} \sum_{\sigma = \pm} [a_{k,\sigma} u_{k,\sigma}(\tau_{\text{ini}}) + b^\dagger_{-k,\sigma} v_{k,\sigma}(\tau_{\text{ini}})] e^{i\vec{k} \cdot \vec{x}},
\] (2.25)

\[
\{a_{k,\sigma}, a^\dagger_{k',\sigma'}\} = \{b_{k,\sigma}, b^\dagger_{k',\sigma'}\} = (2\pi)^3 \delta(\vec{k} - \vec{k'}) \delta_{\sigma\sigma'},
\{a_{k,\sigma}, b^\dagger_{k',\sigma'}\} = \{b_{k,\sigma}, a^\dagger_{k',\sigma'}\} = \{a_{k,\sigma}, b_{k',\sigma'}\} = 0,
\] (2.26)
where we use \( \sigma \) rather than \( s \) to emphasize that this label is defined independently of time. The Dirac field at an arbitrary time can be expressed as follows
\[
\psi(\tau) = \int \frac{d^3 k}{(2\pi)^3} \sum_{\sigma = \pm} [a_{k,\sigma} \psi_{k,\sigma}(\tau) + b^\dagger_{-k,\sigma} \psi^C_{-k,\sigma}(\tau)|\rightarrow \rightarrow = e^{i\vec{k} \cdot \vec{x}},
\] (2.27)
\[
\psi_{k,\sigma}(\tau) = \sum_{s = \pm} [a_{k,\sigma,s}(\tau) u_{k,s}(\tau) + b_{k,\sigma,s}(\tau) v_{k,s}(\tau)],
\] (2.28)
where the Bogoliubov coefficients \( \alpha_{k,\sigma,s} \), \( \beta_{k,\sigma,s} \) take the following initial values
\[
\alpha_{k,\sigma,s}(\tau_{\text{ini}}) = \delta_{s\sigma}, \quad \beta_{k,\sigma,s}(\tau_{\text{ini}}) = 0.
\] (2.29)
Unless both \( A_\mu \) and \( \partial_\theta \) are constant, the adiabatic mode functions do not satisfy the Dirac equation (2.4), and instead satisfy (2.22). Since the left-hand side of (2.28) satisfies the Dirac equation, the Bogoliubov coefficients evolve with time such that the right-hand side satisfies the Dirac equation. In other words, the pair production occurs as long as the electric field or the axion acceleration is nonzero,
\[
E \equiv -\partial_\theta A \neq 0 \quad \text{or} \quad \partial_0^2 \theta \neq 0.
\] (2.30)
Let us derive the equation for the Bogoliubov coefficients. From (2.23) and (2.28), the Bogoliubov coefficients are given by
\[ \alpha_{k,s} = u_{k,s}^+ \psi_{k,s}, \quad \beta_{k,s} = v_{k,s}^+ \psi_{k,s}. \] (2.31)

Furthermore, using (2.4) and (2.22), their time derivatives are expressed as follows
\[ \partial_0 \alpha_{k,s} = -i \omega_{k,s} \alpha_{k,s} + \sum_{s' = \pm} (\partial_0 u_{k,s} u_{k,s'}^* \alpha_{k,s'} + \partial_0 v_{k,s} v_{k,s'}^* \beta_{k,s'}), \]
\[ \partial_0 \beta_{k,s} = i \omega_{k,s} \beta_{k,s} + \sum_{s' = \pm} (\partial_0 u_{k,s} u_{k,s'}^* \alpha_{k,s'} + \partial_0 v_{k,s} v_{k,s'}^* \beta_{k,s'}). \] (2.32)

We list the explicit forms of the products of the adiabatic mode functions and their time derivatives in appendix C. Substituting (C.1) into (2.32), we obtain

\[ \partial_0 \begin{pmatrix} \alpha_{k,+\sigma} \\ \beta_{k,+\sigma} \\ \alpha_{k,-\sigma} \\ \beta_{k,-\sigma} \end{pmatrix} = eE \begin{pmatrix} 0 & \frac{m k_3}{2 \omega_{k,+}} e^{2i \Theta_{k,+}} & C_k e^{i(\Theta_{k,+} - \Theta_{k,-})} & -D_k e^{i(\Theta_{k,+} + \Theta_{k,-})} \\ -\frac{m k_3}{2 \omega_{k,+}} e^{-2i \Theta_{k,+}} & 0 & -D_k e^{-i(\Theta_{k,+} + \Theta_{k,-})} & -C_k e^{-i(\Theta_{k,+} - \Theta_{k,-})} \\ D_k e^{-i(\Theta_{k,+} + \Theta_{k,-})} & C_k e^{i(\Theta_{k,+} - \Theta_{k,-})} & 0 & \frac{m k_3}{2 \omega_{k,-}} e^{2i \Theta_{k,-}} \\ D_k e^{i(\Theta_{k,+} - \Theta_{k,-})} & -\frac{m k_3}{2 \omega_{k,-}} e^{-2i \Theta_{k,-}} & 0 & 0 \end{pmatrix} \begin{pmatrix} \alpha_{k,+\sigma} \\ \beta_{k,+\sigma} \\ \alpha_{k,-\sigma} \\ \beta_{k,-\sigma} \end{pmatrix}. \] (2.33)

See (C.2) and (C.3) for the explicit forms of \( C_k \) and \( D_k \). Note that the diagonal elements in the right-hand side are zero. The absence properly reflects that the pair production means the mixing of different modes with time, rather than the time evolution of each mode.

From (2.33) and (2.29), we can confirm that the following unitary condition holds true,
\[ \sum_{s = \pm} (|\alpha_{k,s\sigma}|^2 + |\beta_{k,s\sigma}|^2) = 1. \] (2.34)

In general, each \(|\alpha_{k,s\sigma}|^2 + |\beta_{k,s\sigma}|^2\) is not conserved, and \(|\beta_{k,s\sigma}|^2\) is not equal to the distribution function of produced fermions. This is because the equation (2.33) has the block-off-diagonal elements between the lower and the higher frequency modes. However, as discussed in the next section, we may practically neglect the contribution from the higher-frequency modes including the block-off-diagonal elements.

The equation (2.33) shows two types of pair production. If the axion velocity is constant, the pair production is driven by the electric field. The presence of the axion velocity
modifies the electric pair production because the matrix with the coefficient $eE$ depends on $\partial_0^2 \theta$ (as discussed in the next section, it enhances the amplitude of the distribution function). If the axion velocity changes with time, the pair production occurs even though the electric field is absent; i.e., it is driven by the axion acceleration. We call the former one \textit{axion-assisted pair production} (we also call it \textit{axion-assisted Schwinger effect} by following [9]), and call the latter one \textit{axion-driven pair production}. In the subsequent sections, we study these two types of pair production more specifically.

3 Axion-assisted pair production

We consider the case where the electric field is nonzero while the axion acceleration is zero in the whole time range,

$$E \neq 0, \quad \partial_0^2 \theta = 0.$$  \hfill (3.1)

The electric field is set to be constant and positive for simplicity. We consider a sizeable axion velocity such that the axion-assisted effect becomes manifest,

$$\partial_0 \theta \gg k_\perp, m.$$  \hfill (3.2)

Note, however, that we impose the additional condition (3.9), which ensures the frequency difference between the adiabatic modes. The additional condition does not allow the trivial limit of (3.2): $k_\perp = m = 0$.

In this case, the pair production is driven by the first term in the right-hand side of (2.33). It is difficult to solve the differential equation with the $4 \times 4$ matrix exactly. However, the presence of the axion velocity resolves the degeneracy as seen in (2.12). Since the contribution from the lower-frequency modes may be dominant compared with that from the higher-frequency modes, we focus on the former one:

$$\alpha_{k,s} \simeq \alpha_{k,+} \delta_+ \delta_+ \delta_+ \delta_+ \delta_+, \quad \beta_{k,s} \simeq \beta_{k,+} \delta_+ \delta_+ \delta_+ \delta_+.$$  \hfill (3.3)

In this approximation, the unitary condition holds true for the lower-frequency modes,

$$|\alpha_{k,+}|^2 + |\beta_{k,+}|^2 \simeq 1,$$  \hfill (3.4)

and the distribution function for the lower-frequency modes is given by

$$n_{k,+} \simeq |\beta_{k,+}|^2.$$  \hfill (3.5)

Extracting the upper left block from the $4 \times 4$ matrix (i.e., neglecting the block-off-diagonal elements), we obtain the reduced equation for $(\alpha_{k,+}, \beta_{k,+})$,

$$\partial_0 \begin{pmatrix} \alpha_{k,+} \\ \beta_{k,+} \end{pmatrix} \simeq eE \begin{pmatrix} 0 & \frac{m k_3}{2 \omega k_+} e^{2i \theta_{k,+}} \\ -\frac{m k_3}{2 \omega k_+} e^{-2i \theta_{k,+}} & 0 \end{pmatrix} \begin{pmatrix} \alpha_{k,+} \\ \beta_{k,+} \end{pmatrix}.$$  \hfill (3.6)

In the subsequent paragraphs, we discuss in which parameter region the reduction process is justified, and how to obtain the analytical solution of (3.6).
In this paper, we consider the situation where the semiclassical picture is valid on the real time axis,

\[ \left( \frac{X_k}{\omega_{k,+}} \right)^2 \ll 1, \quad \left| \frac{\partial_0 X_k}{\omega_{k,+}^2} \right| \ll 1, \tag{3.7} \]

where \( X_k \) are the matrix elements without the oscillating parts (we consider the matrix elements which are relevant with the lower-frequency modes). The condition (3.7) can be understood as the adiabaticity condition, which ensures the instantaneous particle picture at a given time.\(^4\) As we see in the subsequent discussion, it leads to the pair production whose distribution function is exponentially small. In such a situation, the turning points of the frequency in the complex time plane determines the Bogoliubov coefficients \([19]\). More specifically, given the convergence of contour integrals, we need to pick up the turning points in the complex lower-half time plane.

In the case (3.1), \( X_k \) are given by

\[ X_k = eE \cdot \frac{m\vec{k}_3}{\omega_{k,+}^2 + k}, \quad eE \cdot C_k, \quad eE \cdot D_k. \tag{3.8} \]

The explicit form of the validity condition (3.7) is given by

\[ k_\perp \partial_0 \theta \gg eE, \quad m^2 \gg eE. \tag{3.9} \]

The first condition comes from the conditions on the block-off-diagonal elements, and the second condition comes from the conditions on the block-diagonal elements. See appendix D for the detail of the derivation. We already used the first condition in deriving (3.6). If this condition is not satisfied, the block-off-diagonal elements are not negligible.

Let us see the turning points in the complex lower-half time plane. In the case (3.1), the lower frequency has two turning points

\[ \vec{k}_3(\tau_0^{(1)}) = -\sqrt{(\partial_0 \theta + im)^2 - k_\perp^2}, \]
\[ \vec{k}_3(\tau_0^{(2)}) = \sqrt{(\partial_0 \theta - im)^2 - k_\perp^2}, \tag{3.10} \]

i.e., \( \omega_{k,+}(\tau_0^{(1)}) = 0, \ \text{Im} \ \tau_0^{(1)} < 0 \). Near the turning points, the following identity holds true,

\[ eE \cdot \frac{m\vec{k}_3}{\omega_{k,+}^2 + k} \simeq \pm i \frac{\partial_0 \omega_{k,+}}{2 \omega_{k,+}}, \tag{3.11} \]

where the upper and the lower choices of signs correspond to the behaviors around \( \tau_0^{(1)} \) and \( \tau_0^{(2)} \), respectively. The equation (3.6) is thus written as follows

\[ \begin{pmatrix} \alpha_{k,+} \\ \beta_{k,+} \end{pmatrix} \simeq \begin{pmatrix} 0 & \pm i \frac{\partial_0 \omega_{k,+}}{\omega_{k,+}} e^{2i\theta_{k,+}} e^{-2i\theta_{k,+}} \\ \pm i \frac{\partial_0 \omega_{k,+}}{\omega_{k,+}} e^{-2i\theta_{k,+}} & 0 \end{pmatrix} \begin{pmatrix} \alpha_{k,+} \\ \beta_{k,+} \end{pmatrix}. \tag{3.12} \]

\(^4\)In short, (3.7) means that the time evolution of the Bogoliubov coefficients is slow compared with that of the adiabatic basis. For scalar fields, the equation for the Bogoliubov coefficients is given by

\[ \begin{pmatrix} \alpha_k \\ \beta_k \end{pmatrix} = \begin{pmatrix} 0 & \frac{\partial_0 \omega_k}{\omega_k} e^{2i\theta_k} \\ \frac{\partial_0 \omega_k}{\omega_k} e^{-2i\theta_k} & 0 \end{pmatrix} \begin{pmatrix} \alpha_k \\ \beta_k \end{pmatrix} \]

(see, e.g., [13]), and thus the validity condition (3.7) reduces to the well known one: \( \left( \frac{\partial_0 \omega_k}{\omega_k} \right)^2 \ll 1, \quad \left| \frac{\partial_0 \omega_k}{\omega_k} \right| \ll 1. \)
We can approximately solve this equation by using the behavior of the frequency near the turning points: \( \omega_{k,+} \propto (\tau - \tau_0^{(1)})^{1/2} \). The solution is shown below in the form of the distribution function of produced fermions; i.e., \( n_{k,+} \simeq |\beta_{k,+}|^2 \). See \cite{12, 14} for the detail of the calculation process.

For \( \tau > \text{Re} \tau_0^{(2)} \), the distribution function is given by

\[
n_{k,+}(\tau) \simeq |e^{-2i\Theta_{k,+}(\tau_0^{(1)})} - e^{-2i\Theta_{k,+}(\tau_0^{(2)})}|^2,
\]

which consists of the contributions from the first and the second turning points \( \tau_0^{(1)} \), \( \tau_0^{(2)} \). The minus sign between the first and the second terms comes from the sign difference between the upper and the lower choices in (3.12). For \( \text{Re} \tau_0^{(2)} > \tau > \text{Re} \tau_0^{(1)} \), the distribution function is given by

\[
n_{k,+}(\tau) \simeq |e^{-2i\Theta_{k,+}(\tau_0^{(1)})}|^2,
\]

which consists only of the contribution from the first turning point \( \tau_0^{(1)} \). For \( \tau < \text{Re} \tau_0^{(1)} \), the pair production has not been occurred. We set the initial time as \( \tau_{\text{ini}} < \text{Re} \tau_0^{(1)} \).

It is convenient to express \( \Theta_{k,+}(\tau_0^{(i)}) \) as the integral over \( \vec{k}_3 \),

\[
\Theta_{k,+}(\tau_0^{(i)}) = \frac{1}{eE} \int \delta(\tau_0^{(i)}) \, d\vec{k}_3 \sqrt{\left( \sqrt{k_3^2 + k_\perp^2 - \partial_0} \right)^2 + m^2},
\]

where any real value can be substituted for the lower bound of the integral. The choice of real values does not change the distribution function. The constant electric field was moved outside the integral. Using the imaginary and the real parts of \( \Theta_{k,+}(\tau_0^{(i)}) \), (3.13) is expressed as follows

\[
n_{k,+}(\tau) = 2 \exp(-\mathcal{W}_k) - 2 \exp(-\mathcal{W}_k) \cos(2\mathcal{P}_k)
\]

\[
= 4 \exp(-\mathcal{W}_k) \sin^2(\mathcal{P}_k),
\]

and (3.14) is expressed as follows

\[
n_{k,+}(\tau) = \exp(-\mathcal{W}_k),
\]

where the weight and the phase factors are given by

\[
\mathcal{W}_k = -4\text{Im} \, \Theta_{k,+}(\tau_0^{(1)}) = -4\text{Im} \, \Theta_{k,+}(\tau_0^{(2)}),
\]

\[
\mathcal{P}_k = \text{Re} \, \Theta_{k,+}(\tau_0^{(1)}) - \text{Re} \, \Theta_{k,+}(\tau_0^{(2)}).
\]

As pointed out in \cite{14}, if there exist more than one turning points in the complex lower-half time plane, they may give an interference effect on the distribution function. In (3.13), the cross term between the contributions from \( \tau_0^{(1)} \) and \( \tau_0^{(2)} \) gives the oscillatory function as

\[-[e^{-2i\Theta_{k,+}(\tau_0^{(1)})}e^{2i\Theta_{k,+}^{*}(\tau_0^{(2)})} + \text{(h.c.)}] = -2 \exp(-\mathcal{W}_k) \cos(2\mathcal{P}_k). \]

This is the second term in the first line of (3.16). More specifically, more than one turning points should have been passed. This is why (3.14), and thus (3.17), have no interference effect.
The same formula (3.16) was proposed as an empirical one in [9]. We gave the derivation of this analytical formula. In contrast to the previous study, the adiabatic mode functions were constructed corresponding to the $\partial_0\theta$-modified frequencies (2.11). Using the appropriate adiabatic basis, we derived the equation for the Bogoliubov coefficients (2.33). This equation clearly shows which frequency modes are related to each matrix element. Therefore, we could derive the reduced equation for the lower-frequency modes (3.6). From the reduced equation, we derived (3.16) by picking up the contributions from the turning points.

We here express $W_k$ and $P_k$ more explicitly. The complex integrals (3.15) are not exactly solvable except in the $k_\perp = 0$ limit. Instead, we evaluate them up to $O(k_\perp^2)$, and thus obtain the following expressions of $W_k$ and $P_k$,

$$W_k \approx \frac{\pi m^2}{eE} \left[ 1 + \frac{k_\perp^2}{S(S + \partial_0 \theta)} \right],$$  \hspace{1cm} (3.20)  

$$P_k \approx \frac{1}{eE} \left\{ S\partial_0 \theta + m^2 \log \frac{S + \partial_0 \theta}{m} + \frac{k_\perp^2 \partial_0 \theta}{S} \left[ \log \frac{k_\perp (S + \partial_0 \theta)}{4S^2} - \frac{1}{2} \right] + \frac{k_\perp^2 m^2}{S(S + \partial_0 \theta)} \log \frac{S + \partial_0 \theta}{m} \right\},$$  \hspace{1cm} (3.21)

where $S \equiv \sqrt{(\partial_0 \theta)^2 + m^2}$.

As $\partial_0 \theta$ becomes larger than $m$ and $k_\perp$, $W_k$ and $P_k$ approach the following values

$$W_k \to \frac{\pi m^2}{eE}, \quad P_k \to \frac{(\partial_0 \theta)^2}{eE}. \quad (3.22)$$

The large axion velocity eliminates the $k_\perp$ dependence from the weight factor. In this regard, the presence of the axion velocity enhances the amplitude of the distribution function. We emphasize that it also enhances the amplitudes of integral quantities like the induced current. From (III.20), we can estimate that the momentum integral over $k_\perp$ induces $\sqrt{eE \cdot \partial_0 \theta}/m$ (rather than $\sqrt{eE}$) per each power of $k_\perp$. We also explain the overall factor of the exponential. This factor is given by the square of the number of relevant turning points; i.e., 4 in (3.16) while 1 in (3.17). Furthermore, the distribution function shows the oscillatory behavior with the change of the axion velocity. In particular, at $\partial_0 \theta \simeq \sqrt{n\pi eE}$ ($n \in \mathbb{N}$), the distribution function can take a tiny value beyond the enhancement effect on the amplitude. In evaluating integral quantities, we may move the sine squared outside the $k_\perp$ integral because $P_k \approx (\partial_0 \theta)^2/(eE)$ for $k_\perp \lesssim \sqrt{eE \cdot \partial_0 \theta}/m$. Although these features were already found in [9], we explicitly evaluated the coefficients of the $k_\perp^2$ terms of $W_k$ and $P_k$.

We here mention the $\partial_0 \theta = 0$ limit where the standard Schwinger effect should be reproduced. The distribution function for the standard Schwinger effect cannot be reproduced naively by taking the $\partial_0 \theta = 0$ limit of (3.16) with (3.20) and (3.21). In deriving this result, we used (3.2) and (3.9), which do not allow the $\partial_0 \theta = 0$ limit. Let us get back

\begin{footnote}{In the absence of the axion velocity, the distribution function is given by $n_k = 2 \exp\left[-\pi(m^2 + k_\perp^2)/(eE)\right]$ where the overall factor 2 comes from the spin sum. Note that (3.16) and (3.17) do not have the spin-sum factor because the contribution from the higher-frequency modes is negligible.}

\end{footnote}
to the equation for the Bogoliubov coefficients (2.33). At first glance, the $\partial_0 \theta = 0$ limit of (2.33) looks different from the equation for the Bogoliubov coefficients for the standard Schwinger effect. We should recall that the degeneracy of the frequencies recovers in the absence of the axion velocity (see (2.11)). Making use of the rotational transformation which mixes $u_{k,+}$ and $u_{k,-}$ (and also mixes $v_{k,+}$ and $v_{k,-}$), we can reproduce the equation for the Bogoliubov coefficients for the standard Schwinger effect.

In figure 1, we plot the numerical solution of (2.33) under $\partial_0^2 \theta = 0$ and that of (3.6), fixing $\partial_0 \theta$, and changing $\tau$. For the full equation, the distribution function for the lower-frequency modes is given by

$$n_{k,+} = \sum_{\sigma = \pm} |\beta_{k,+}\sigma|^2 - |\alpha_{k,+}\sigma|^2 + \delta_{+\sigma},$$

(3.23)

which reduces to (3.5) in the limit (3.3). The numerical solution of the full equation is so well described by that of the reduced equation that we can barely distinguish between both lines. This figure shows that the pair production occurs on two peaks, and there exist two steps: the first step appears between the two peaks, and the second step appears after the later peak. It is reasonable to expect that (3.17) describes the value of the first step, and (3.16) describes the value of the second step.

In figure 2, we verify the above expectation: we compare the $\partial_0 \theta$ dependence of the numerical solution of the full equation with that of the analytical solution, at two fixed times. In the upper panel, the time is fixed at the value inside the first step ($\tau = 0$) for the numerical solution, and (3.17) with (3.20) is used as the analytical solution. In the lower panel, the time is fixed at the value inside the second step ($\tau = 25$) for the numerical solution, and (3.16) with (3.20) and (3.21) is used as the analytical solution. We can confirm that the analytical solution reproduces the following features of the numerical solution. In the upper panel, $n_{k,+}$ is enhanced with the increase of $\partial_0 \theta$. In the lower panel, the amplitude of $n_{k,+}$ is enhanced with the increase of $\partial_0 \theta$, and it shows the oscillatory behavior with the change of $\partial_0 \theta$.

4 Axion-driven pair production

We consider the case where the electric field is zero in the whole time range while the axion acceleration is nonzero,

$$E = 0, \quad \partial_0^2 \theta \neq 0.$$  

(4.1)

We eliminate the constant gauge field by shifting the momentum: $\vec{k}_i \rightarrow k_i$. The axion acceleration is set to be constant and positive for simplicity. Furthermore, we restrict the time range such that the axion velocity is kept to be positive.\(^6\) Physically speaking, we consider the local time range where the axion velocity changes linearly with time.

\(^6\)If the axion velocity changes its sign in the time range of our interest, we cannot merely call one of $\omega_{k,\pm}$ the lower frequency and the other the higher frequency. The magnitude relation between them changes with time.
Figure 1. \( n_{k,\pm} \) is plotted fixing \( \partial_0 \theta \), and changing \( \tau \). The blue solid line is the numerical solution of (2.33) under \( \partial_2^2 \theta = 0 \), and the green dotted line is the numerical solution of (3.6). The origin of the time coordinate is set at \( \bar{k}_3 = 0 \). The parameters are expressed in the \( eE = 1 \) unit.

In this case, the pair production is driven by the second term in the right-hand side of (2.33). Since the second term is block-diagonal, we can separately treat the contribution from the lower-frequency modes and that from the higher-frequency modes:

\[
\alpha_{k,s\sigma} = \alpha_{k,s} \delta_{s\sigma}, \quad \beta_{k,s\sigma} = \beta_{k,s} \delta_{s\sigma}.
\]  

(4.2)

The unitary condition holds true for each mode,

\[
|\alpha_{k,s}|^2 + |\beta_{k,s}|^2 = 1,
\]  

(4.3)

and the distribution function for each mode is given by

\[
n_{k,s} = |\beta_{k,s}|^2.
\]  

(4.4)

In the time range where the axion velocity is positive, the higher-frequency modes do not cause the pair production. We thus consider only the contribution from the lower-frequency modes. The equation for \( (\alpha_{k,+}, \beta_{k,+}) \) is given by

\[
\partial_0 \begin{pmatrix} \alpha_{k,+} \\ \beta_{k,+} \end{pmatrix} = \partial_0^2 \theta \begin{pmatrix} 0 & -m \frac{e^{2i\Theta_{k,+}}}{2\omega_{k,+}} \\ m \frac{e^{-2i\Theta_{k,+}}}{2\omega_{k,+}} & 0 \end{pmatrix} \begin{pmatrix} \alpha_{k,+} \\ \beta_{k,+} \end{pmatrix}.
\]  

(4.5)

We again consider the situation (3.7) where the semiclassical picture is valid on the real time axis. In the case (4.1), \( X_k \) is given by

\[
X_k = \partial_0^2 \theta \cdot \frac{m}{2\omega_{k,+}^2}.
\]  

(4.6)

The explicit form of the validity condition is given by

\[
m^2 \gg \partial_0^2 \theta.
\]  

(4.7)
Figure 2. $n_{k,+}$ is plotted fixing $\tau$, and changing $\partial_0 \theta$. The blue solid line is the numerical solution of (2.33) under $\partial^2_0 \theta = 0$, and the red dashed line is the analytical solution. In the upper panel, the numerical solution at $\tau = 0$ is shown, and the analytical solution is given by (3.17) with (3.20). In the lower panel, the numerical solution at $\tau = 25$ is shown, and the analytical solution is given by (3.16) with (3.20) and (3.21). The parameters are expressed in the $eE = 1$ unit. We here note that the distribution function for the standard Schwinger effect $n_k = 2 \exp[-\pi (m^2 + k_\perp^2)/(eE)]$ takes the tiny value $9.4 \times 10^{-15}$.

See appendix D for the derivation. We thus focus on the turning point of the frequency in the complex lower-half time plane.

In the case (4.1), the lower-frequency has one turning point

$$\partial_0 \theta(\tau_0) = k - im, \quad (4.8)$$

i.e., $\omega_{k,+}(\tau_0) = 0$, $\text{Im} \tau_0 < 0$. Near the turning point, the following identity holds true,

$$\partial^2_0 \theta \cdot \frac{m}{2 \omega_{k,+}^2} \simeq i \frac{\partial_0 \omega_{k,+}}{2 \omega_{k,+}}. \quad (4.9)$$
The equation (4.5) is thus written as follows
\[ \partial_0 \left( \begin{array}{c} \alpha_{k, +} \\ \beta_{k, +} \end{array} \right) \simeq \begin{pmatrix} 0 & -i \omega_{k, +} e^{2i\Theta_{k, +}} \\ \frac{i \omega_{k, +}}{2} e^{-2i\Theta_{k, +}} & 0 \end{pmatrix} \begin{pmatrix} \alpha_{k, +} \\ \beta_{k, +} \end{pmatrix}. \] (4.10)

We can approximately solve this equation by using the behavior of the frequency near the turning points: \( \omega_{k, +} \propto (\tau - \tau_0)^{1/2} \).

For \( \tau > \text{Re} \tau_0 \) (i.e., \( \partial_0 \theta > k \)), the distribution function is given by
\[ n_{k, +}(\tau) \simeq \exp \left[ 4i \text{Im} \Theta_{k, +}(\tau_0) \right]. \] (4.11)

For \( \tau < \text{Re} \tau_0 \), the pair production has not been occurred. We set the initial time as \( \tau_{\text{ini}} < \text{Re} \tau_0 \). We here explain why the higher-frequency modes do not cause the pair production. We can investigate the contribution from the higher-frequency modes just by flipping the sign of the axion velocity: \( \partial_0 \theta \rightarrow -\partial_0 \theta \). The occurrence condition of the pair production is thus given by \( -\partial_0 \theta > k \). Obviously, this condition cannot be satisfied as long as \( \partial_0 \theta > 0 \).

It is convenient to express \( \Theta_{k, +}(\tau_0) \) as the integral over \( \partial_0 \theta \),
\[ \Theta_{k, +}(\tau_0) = \frac{1}{\partial_0^2 \theta} \int_{k - im}^{\infty} d(\partial_0 \theta) \sqrt{(\partial_0 \theta - k)^2 + m^2}, \] (4.12)
where any real value can be substituted for the lower bound of the integral. The choice of real values does not change the distribution function. The constant axion acceleration was moved outside the integral. The complex integral is exactly solvable, and thus (4.11) is given by
\[ n_{k, +}(\tau) = \exp \left( -\pi m^2 \frac{\partial_2 \theta}{\partial_0^2 \theta} \right). \] (4.13)

The weight factor has no momentum dependence. We can understand the momentum independence in the following way.

Let us see that the axion-driven pair production is analogous with the Schwinger effect. The dispersion relation for the axion-driven pair production is given by
\[ \omega_{k, +} = \sqrt{(k - \partial_0 \theta)^2 + m^2}, \] (4.14)
and that for the Schwinger effect is given by
\[ \omega_k = \sqrt{(k_3 - eA)^2 + m^2 + k_\perp^2}. \] (4.15)
Each quantity in (4.14) corresponds to a certain quantity in (4.15): \( k \leftrightarrow k_3 \), \( \partial_0 \theta \leftrightarrow eA \) (i.e., \( \partial_0^2 \theta \leftrightarrow -eE \)), and \( m^2 \leftrightarrow m^2 + k_\perp^2 \). The first terms in the square roots determine the occurrence condition of the pair production; i.e., the pair production occurs when the first terms become zero, and the remaining terms appear as the numerators of the weight factors. In (4.14), all the momentum dependence is assigned to the first term, and thus it does not appear in the distribution function.\(^7\)

\(^7\)We here discuss the explicit momentum dependence. As seen in (4.18) and (4.19), if \( \partial_0^2 \theta \) and \( m \) are changing slowly, the distribution function depends on the momentum implicitly via their time evolutions.
Before closing this section, we emphasize that the semiclassical approach does not use the exact solution of the Dirac equation, and thus can be applied to the situation where $\partial^2_0 \theta$ and $m$ are not exactly constant (recall that $m$ is not constant in an expanding universe). We have only to assume that the pair production occurs at the short time scale where their time evolutions are negligible.

Specifically, the turning point is determined as follows

$$
\partial_0 \theta(\tau) \simeq \partial_0 \theta(\text{Re} \tau_0) + (\tau - \text{Re} \tau_0) \partial_0^2 \theta(\text{Re} \tau_0),
$$

(4.16)

$$
\tau_0 \simeq \text{Re} \tau_0 - i \frac{m}{\partial_0^2 \theta(\text{Re} \tau_0)},
$$

(4.17)

where $\partial_0 \theta(\text{Re} \tau_0) = k$. The general form of the distribution function is thus given by

$$
n_{k, +}(\tau) = \exp \left[ -\frac{\pi m^2(\text{Re} \tau_0)}{\partial_0^2 \theta(\text{Re} \tau_0)} \right].
$$

(4.18)

In the physical scale and the cosmic time $t$, it is expressed as follows

$$
n_{k, +}(t) = \exp \left[ -\frac{\pi m^2_{\text{phys}}}{H_{\text{phys}}(t_k) \dot{\theta}(t_k)} \right],
$$

(4.19)

where $t_k = \int^{\text{Re} \tau_0} d\tau a$, $H_{\text{phys}} = \dot{a}/a$, and $'$ means the derivative with respect to the cosmic time. This distribution function is consistent with that found in [15, 16].

5 Conclusion and discussion

We studied the pair production of fermions in a time dependent axion background with and without an electric background. For this study, we developed the semiclassical approach such that the adiabatic mode functions incorporate the gauge field and the axion velocity dependence of the dispersion relation.

The equation (2.33) summarizes our semiclassical approach, and shows that the presence of the axion velocity gives enhancement and interference effects on the pair production driven by the electric field (axion-assisted pair production), and the presence of the axion acceleration itself causes the pair production (axion-driven pair production).

For the axion-assisted pair production, we derived the analytical formula (3.16) and (3.17) which can describe the distribution function of produced fermions in the parameter region (3.9) for a sizeable axion velocity (3.2). This result justifies and improves the empirical formula proposed in [9].

Also for the axion-driven pair production, we derived the analytical formula (4.13) which can describe the distribution function of produced fermions in the parameter region (4.7). The consistent results were found in the context of the axion inflation [15], and the cosmological collider [16].

There are some applications of our results to phenomenologically interesting cosmological scenarios. The axion-assisted pair production can be important in the scenario of the magnetogenesis by the axion inflation [2–8]. In the original paper of the axion-assisted
pair production [9], the authors discussed that the axion-assisted pair production results in a further reduction of the gauge field production during the axion inflation. The axion-driven pair production can be important, e.g., in the kinetic misalignment mechanism, which was recently proposed by [17, 18]. This mechanism provides large axion velocity and axion acceleration in the early Universe, which may result in significant axion-driven pair production.

Recalling that the Schwinger effect puts an upper bound on the magnitude of the static electric field, we conclude that the axion-driven pair production puts an upper bound on the magnitude of the axion acceleration. If an axion couples to a light fermion, it cannot be accelerated faster than of order the fermion mass squared. This may strongly restrict model constructions in some cosmological scenarios, including the kinetic misalignment mechanism [17, 18, 20–23] and the axion inflation [15, 24, 25].

For quantitative study of the influence of the pair production, we need to evaluate physical quantities like the induced current and the energy-momentum tensor, which include the Bogoliubov coefficients as their integrands. We expect that the usage of our adiabatic basis enables the simple expression of these quantities; i.e., they are diagonalized with respect to the lower and the higher frequency modes. This expectation has been confirmed at least for the induced current, detailed calculations of which will be published elsewhere.
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A Notation of gamma matrices

The gamma matrices are defined by the anti-commutation relation

\[ \{ \gamma^\mu, \gamma^\nu \} = -2g^{\mu\nu}I, \]  

(A.1)

where \( I \) is the identity matrix. In this paper, we use the chiral representation

\[ \gamma^0 = \begin{pmatrix} O & I \\ I & O \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} O & \sigma^i \\ -\sigma^i & O \end{pmatrix}, \]  

(A.2)

where \( O \) is the zero matrix and \( \sigma^i \) are the Pauli matrices

\[ \sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]  

(A.3)
The fifth gamma matrix is defined as follows
\[ \gamma^5 \equiv i\gamma^0\gamma^1\gamma^2\gamma^3 = \begin{pmatrix} -I & O \\ O & I \end{pmatrix}, \] (A.4)
and it anti-commutes with all the gamma matrices
\[ \gamma^\mu \gamma^5 = -\gamma^5 \gamma^\mu. \] (A.5)

B Universality of adiabatic mode functions

For \( \bar{k} \leq \partial_0 \theta \), the frequencies (2.11) are given by solutions of the following equation,
\[ \omega_{k,\pm}^2 - \bar{k}^2 - m^2 + (\partial_0 \theta)^2 - 2\partial_0 \theta \sqrt{\omega_{k,\pm}^2 - m^2} = 0. \] (B.1)

Note that unlike for \( \bar{k} \geq \partial_0 \theta \), we consider only the case where the sign of the last term in the left-hand side is minus. In this case, both solutions satisfy the positivity of \( \sqrt{\omega_{k,\pm}^2 - m^2} \).

If the sign is plus, both solutions do not satisfy the positivity and thus we do not consider that case.

That is to say, for \( \bar{k} \leq \partial_0 \theta \), the positive-frequency mode functions are constructed from the following eigenvectors,
\[ \hat{\mu}_{k,\pm} = \begin{pmatrix} \xi \pm \sqrt{\omega_{k,\pm}^2 - m^2} \xi \\ -m \xi \end{pmatrix}, \]
and the negative-frequency mode functions are constructed from the following eigenvectors,
\[ \hat{\nu}_{k,\pm} = \begin{pmatrix} m \xi \eta \pm \sqrt{\omega_{k,\pm}^2 - m^2} \eta \\ \omega_{k,\pm} \pm \sqrt{\omega_{k,\pm}^2 - m^2} \eta \end{pmatrix}, \]
(B.3)

Comparing (2.9) and (2.20) with (B.3) and (B.5), respectively, we can find that the following forms of \( \hat{\mu}_{k,\pm} \) and \( \hat{\nu}_{k,\pm} \) hold true regardless of the sign of \( \bar{k} - \partial_0 \theta \),
\[ \hat{\mu}_{k,\pm} = \begin{pmatrix} \omega_{k,\pm} + \bar{k} - \partial_0 \theta \xi \\ -m \xi \end{pmatrix}, \]
and
\[ \hat{\nu}_{k,\pm} = \begin{pmatrix} -m \xi \eta \pm \sqrt{\omega_{k,\pm}^2 - m^2} \eta \\ \omega_{k,\pm} \mp \sqrt{\omega_{k,\pm}^2 - m^2} \eta \end{pmatrix}, \] (B.6)
\[ \dot{v}_{k,+} = \left( \frac{m \xi}{(\omega_{k,+} + \bar{k} - \partial_0 \xi)} \right), \]
\[ \dot{v}_{k,-} = \left( \frac{(\omega_{k,-} + \bar{k} + \partial_0 \xi)}{m \xi} \right). \] (B.7)

The adiabatic mode functions (2.13), (2.14), (2.17), and (2.18) are constructed from these universal forms, and thus hold true regardless of the sign of \((\bar{k} - \partial_0 \xi)\).

### C Products of adiabatic mode functions and their time derivatives

The explicit form of \(T_k \equiv (\partial_0 v_{k,+}^\dagger, \partial_0 v_{k,+} - \partial_0 v_{k,-}^\dagger) \otimes (u_{k,+}, v_{k,+}, u_{k,-}, v_{k,-})\) is given by

\[
T_k = \begin{pmatrix}
i\omega_{k,+} & 0 & 0 & 0 \\ -i\omega_{k,+} & 0 & 0 & 0 \\ 0 & i\omega_{k,-} & 0 & 0 \\ 0 & 0 & -i\omega_{k,-} & 0
\end{pmatrix} + eE + \partial_0^2 \theta
\]

\[
\begin{pmatrix}
0 & \frac{m\bar{k}}{2\omega_{k,+}} e^{2i\Theta_{k,+}} & C_k e^{i(\Theta_{k,+} - \Theta_{k,-})} & -D_k e^{i(\Theta_{k,+} + \Theta_{k,-})} \\
-\frac{m\bar{k}}{2\omega_{k,+}^2} e^{-2i\Theta_{k,+}} & 0 & -D_k e^{-i(\Theta_{k,+} + \Theta_{k,-})} & -C_k e^{-i(\Theta_{k,+} - \Theta_{k,-})} \\
D_k e^{-i(\Theta_{k,+} + \Theta_{k,-})} & C_k e^{i(\Theta_{k,+} - \Theta_{k,-})} & 0 & \frac{m\bar{k}}{2\omega_{k,-}^2} e^{2i\Theta_{k,-}} \\
0 & \frac{m\bar{k}}{2\omega_{k,-}^2} e^{-2i\Theta_{k,+}} & 0 & 0
\end{pmatrix}, \quad (C.1)
\]

where \(C_k\) and \(D_k\) are given by

\[ C_k = \frac{m[\omega_{k,+} + \bar{k} - \partial_0 \xi] + (\omega_{k,-} + \bar{k} + \partial_0 \xi)]}{4\sqrt{(\omega_{k,+} + \bar{k} - \partial_0 \xi)(\omega_{k,-} + \bar{k} + \partial_0 \xi)}} \frac{k_\perp}{k^2}, \] (C.2)

\[ D_k = \frac{(\omega_{k,+} + \bar{k} - \partial_0 \xi)(\omega_{k,-} + \bar{k} + \partial_0 \xi) - m^2}{4\sqrt{(\omega_{k,+} + \bar{k} - \partial_0 \xi)(\omega_{k,-} + \bar{k} + \partial_0 \xi)}} \frac{k_\perp}{k^2}. \] (C.3)

In the right-hand side of (C.1), the first, the second, and the third terms come from the time derivatives of \( \Theta_{k,\pm}, A_\mu, \) and \( \partial_0 \theta, \) respectively. The first term is canceled out in the equation for the Bogoliubov coefficients (2.33).

### D Validity condition of semiclassical picture

In the case (3.1), \((X_k/\omega_{k,+})^2\) and \(|\partial_0 X_k/\omega_{k,+}^2|\) can be large when \(\bar{k}\) and \(\omega_{k,+}\) in the denominators take their minimum values. Therefore, the validity condition of the semiclassical
picture (3.7) is satisfied as long as the reference quantities are much smaller than unity at \( \bar{k}_3 = 0 \) and \( \bar{k} = \partial_\theta \theta \).

At \( \bar{k}_3 = 0 \), the reference quantities are given by
\[
\left( \frac{eE}{\omega_{k,+}} - \frac{m k_3}{2 \omega_{k,+}^2 k} \right)^2 = 0,
\]
\[
\left( \frac{eE}{\omega_{k,+}} \cdot C_k \right)^2 \simeq \frac{(eE)^2}{4 k_3^2 (\partial_\theta \theta)^2},
\]
\[
\left| \frac{eE}{\omega_{k,+}^2} \cdot \partial_0 \left( \frac{m k_3}{2 \omega_{k,+}^2 k} \right) \right| \simeq \frac{(eE)^2 \cdot m}{2 k_3 (\partial_\theta \theta)^4},
\]
\[
\left| \frac{eE}{\omega_{k,+}^2} \cdot \partial_0 C_k \right| = 0,
\]
\[
\left| \frac{eE}{\omega_{k,+}^2} \cdot \partial_0 D_k \right| = 0.
\]

Recall that we consider a sizeable axion velocity \( \partial_\theta \theta \gg k_\perp, m \). At \( \bar{k} = \partial_\theta \theta \), the reference quantities are given by
\[
\left( \frac{eE}{\omega_{k,+}} \cdot C_k \right)^2 \simeq \frac{(eE)^2 \cdot k_3^2}{8 m^2 (\partial_\theta \theta)^4},
\]
\[
\left| \frac{eE}{\omega_{k,+}^2} \cdot \partial_0 \left( \frac{m k_3}{2 \omega_{k,+}^2 k} \right) \right| \simeq \frac{(eE)^2 \cdot k_3^2}{2 m^3 (\partial_\theta \theta)^4},
\]
\[
\left| \frac{eE}{\omega_{k,+}^2} \cdot \partial_0 C_k \right| \simeq \frac{(eE)^2 \cdot k_\perp}{4 \sqrt{2} m^3 (\partial_\theta \theta)^4},
\]
\[
\left| \frac{eE}{\omega_{k,+}^2} \cdot \partial_0 D_k \right| \simeq \frac{(eE)^2 \cdot k_\perp}{4 \sqrt{2} m^3 (\partial_\theta \theta)^4}.
\]

We thus obtain the explicit form of the validity condition,
\[
k_\perp \partial_\theta \theta \gg eE, \quad m^2 \gg eE.
\]

In the case (4.1), \( (X_k/\omega_{k,+})^2 \) and \( |\partial_0 X_k/\omega_{k,+}^2| \) can be large when \( \omega_{k,+} \) in the denominators takes its minimum value. Therefore, the reference quantities have to be much smaller than unity at \( k = \partial_\theta \theta \).

At \( k = \partial_\theta \theta \), the reference quantities are given by
\[
\left( \frac{\partial_\theta^2 \theta}{\omega_{k,+}} \cdot \frac{m}{2 \omega_{k,+}^2} \right)^2 = \frac{(\partial_\theta^2 \theta)^2}{4 m^4},
\]
\[
\left| \frac{\partial_\theta^2 \theta}{\omega_{k,+}^2} \cdot \partial_0 \left( \frac{m}{2 \omega_{k,+}^2} \right) \right| = 0.
\]

We thus obtain the explicit form of the validity condition,
\[
m^2 \gg \partial_\theta^2 \theta.
\]
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