LQResNet: A Deep Neural Network Architecture for Learning Dynamic Processes
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Mathematical modeling is an essential step, for example, to analyze the transient behavior of a dynamical process and to perform engineering studies such as optimization and control. With the help of first-principles and expert knowledge, a dynamic model can be built. However, for complex dynamic processes, appearing, e.g., in biology, chemical plants, neuroscience, financial markets, this often remains an onerous task. Hence, data-driven modeling of the dynamics process becomes an attractive choice and is supported by the rapid advancement in sensor and measurement technology. A data-driven approach, namely operator inference framework, models a dynamic process, where a physics-informed structure of the nonlinear term is assumed. In this work, we suggest combining the operator inference with certain deep neural network approaches to infer the unknown nonlinear dynamics of the system. The approach uses recent advancements in deep learning and prior knowledge of the process if possible. We briefly also discuss several extensions and advantages of the proposed methodology. We demonstrate that the proposed methodology accomplishes the desired tasks for dynamics processes encountered in neural dynamics and the glycolytic oscillator.

Keywords: Artificial intelligence, machine learning, deep learning, dynamical systems, scientific machine learning

Introduction

With the rapid development in sensor and measurement technology, time-series data of processes have become available in large amounts with high accuracy. Machine learning and data science play an important role in analyzing and perceiving information of the underlying process dynamics from these data. Building a model describing the dynamics is vital in designing and optimizing various processes, as well as predicting their long-term transient behavior. Inferring a dynamic process model from data, often called system identification, has a rich history; see, e.g., [30, 46]. While linear system identification is well established, nonlinear system identification is still far from being as good understood as for linear systems, despite having a similarly long research history, see, e.g., [25, 44]. Nonlinear system identification often relies on a good hypothesis of the model; thus, it is not entirely a black-box technology. Fortunately, there are several scenarios where one can hypothesize a model structure based on a good understanding of the underlying dynamic behavior using expert knowledge or experience. Towards nonlinear system identification, a promising approach based on a symbolic regression was proposed [4] to determine the potential structure of a nonlinear system. The method discovers a
dynamical system solely from data. However, the approach is computationally expensive; thus, it is not suitable for a large-scale dynamical system. Also, one needs to take care of the overfitting by using the Pareto front that balances model complexity and data fitting [4]. If nonlinearities are only known to belong to a certain class of mathematical functions (a dictionary of functions), sparse regression (see, e.g., [45]) and compressive sensing (see, e.g., [7,14]) based approaches have emerged as a kind of dictionary learning methods for nonlinear models, including dynamical systems. Here, it is observed that given a high-dimensional nonlinear function space, the process dynamics can often be accurately described by only a few terms from the dictionary [6,33,35,39,41,47]. Consequently, one obtains an interpretable and parsimonious process model. However, the success of these approaches highly depends on the quality of the constructed dictionary, i.e., the candidate nonlinear function space [6]. Thus, dictionaries need to be generated carefully using expert knowledge. In addition to these, there exist other techniques to infer a model of a dynamical process, for instance from time-series data [11,21], equation-free modeling [22,49], dynamical models inference [12,13,43]. In the category of equation-free modeling, dynamical mode decomposition [38,42,48] has also shown promising results. Moreover, deep learning (DL) approaches have been developed successfully for this task. They have the potential to build a model using only the time-history of dependent variables. For this, a deep neural network (DNN) is typically used, which can be understood as a composition of functions since the output of a layer is the input of the next layer. DNNs have shown phenomenal performance across various disciplines [19,24,27] (e.g., image classification, speech recognition, medical image analysis, to name a few). A primary reason for DNNs’ success is that each layer learns a particular feature representation of the input, thus describing a complex function representation. Among several existing DNN architectures, Residual Neural Networks (ResNet) [20] closely resemble integration schemes (e.g., an Euler-type integration) for ordinary differential equations (ODEs). Inspired by this, there are methodological advances for inferring ODEs from data [9]. Furthermore, in recent years, scientific machine learning has emerged as a discipline that combines classical mechanistic modeling and numerical simulation with machine learning techniques. The expectation here is that incorporating existing scientific knowledge allows the (physical) interpretability of models while requiring less training data. Here, it is important to note that engineering processes often do not yield the same amount of data as typical socio-economic big data applications, so overfitting is often encountered. This can be attenuated by including physical constraints during learning, thereby reducing the network parameters or providing a better-suited network design. Operator inference approaches fall into this category; see, e.g., [2,34]. Furthermore, physics-informed neural networks (PINN) [37] also employ the existing physical knowledge to improve the learning process that, as an output, yields the solution of a partial differential equation. However, as of yet, PINNs assume the structure of the physical model to be fully known, which is not available in a complex dynamic process.

In the following section, we propose a DNN architecture dedicated to learning dynamical systems from data while incorporating certain structural assumptions implied by the underlying physics.

**LQResNet: A deep network architecture for learning nonlinear dynamics**

In this work, we focus on identifying a dynamical model by using not only collected data in simulations or experiments but also available expert knowledge and physical laws about the process. In general, we aim at inferring a nonlinear dynamical system of the form:

$$\dot{x}(t) = g(x(t)),$$

where the vector $x(t) \in \mathbb{R}^n$ denotes the state at time $t$, and the function $g(\cdot) : \mathbb{R}^n \to \mathbb{R}^n$ is a continuous differentiable function, describing the dynamics of the system. We shall later on discuss its extension to dynamical systems with control and parameters, and its discrete version. In principle, we are interested in determining the function $g$ from data. To that aim, we observe time-evaluation
of the state vector \( x(t) \) and the derivative \( \dot{x}(t) \) (if possible); otherwise, we approximate the derivative information using the state vector \( x(t) \) by employing, for example, a five-point stencil method. DL approaches have been used to learn dynamic models for decades \([18, 32]\). Precisely, they are used to learn the mapping \( x(t) \rightarrow \dot{x}(t) \). To that aim, typically, fully connected DNNs can be utilized as shown in Fig. 1(a); however, they share a common drawback – that is, they are hard to train as the network goes deeper. This is primarily due to gradient vanishing issues that commonly occur in such networks. Consequently, there are little or no updates in the network parameters, yet the network being far from representing the input-output mapping. The gradient vanishing problem can be solved to some extent by a ResNet-type architecture. Fundamentally, in ResNets, the output of a layer is passed not only to the next layer but also directly to deeper layers by using skip connections. This is illustrated in Fig. 1(b). Furthermore, in the direction of scientific machine learning, it is also important to make use of the additional knowledge which may be available from experts or underlying physical laws. Towards this, operator inference (OpInf) approaches have emerged as potential ones \([1,2,34]\). A key observation is that the rate of change of the dependent variable \( x \) strongly depends linearly or quadratically on the state \( x \). This observation is often encountered in engineering and biology problems, e.g., flow problems, Fisher’s equation for gene propagation \([15]\), Lorenz system, or FitzHugh-Nagumo \([16]\) describing neural dynamics. It has also been shown in \([36]\) that for sufficiently smooth nonlinear systems, it is possible to define hand-engineering features (called lifted variables) such that the dynamics of a process in the lifted variables can approximately be given in the quadratic form of \( g(x(t)) \). Moreover, recently, the authors in \([31]\) have shown that considering only linear and quadratic dependencies between variables, the dynamics of a single-injector combustion process can be described quite accurately. In this case, one learns dynamical systems of the form:

\[
\dot{x}(t) = Ax(t) + Q(x(t) \otimes x(t)) + b,
\]

which is typically considered in OpInf \([34]\), and ‘\( \otimes \)’ denotes the Kronecker product, i.e.,

\[
x(t) \otimes x(t) = \left[ x_1^2(t), x_1(t)x_2(t), \ldots, x_1(t)x_n(t), \ldots, x_n^2(t) \right],
\]

where \( x_i(t) \) denotes the \( i \)th component of the vector \( x(t) \). Furthermore, the system in Eq. 2 can also be obtained by considering only terms up to second order of the Taylor series expansion of \( g(x(t)) \) in Eq. 1, i.e.,

\[
g(x(t)) = Ax(t) + Q(x(t) \otimes x(t)) + b + O(x(t)^3).
\]

If \( x(t) \) is small, then the higher-order terms are very small, thus can be neglected. However, if this is not the case, then the higher-order terms would still contribute significantly. Hence, in this paper, we consider a model of a dynamical system of the form:

\[
\dot{x}(t) = Ax(t) + Q(x(t) \otimes x(t)) + f(x), \quad x(0) = x_0.
\]

To learn a model, having the form as in Eq. 4, we propose the architecture shown in Fig. 1(c). The proposed architecture resembles a ResNet, where linear and quadratic connections are directly passed to the output layer, and \( f(x) \) is also a ResNet in itself. We refer to the architecture as Linear-Quadratic-Residual Network (LQResNet). Naturally, we can feed directly \( x \), containing all involved variables, to learn a function \( g(x) := Ax(t) + Q(x(t) \otimes x(t)) + f(x) \) in the proposed architecture; however, we empirically make important observations – these are:

- For \( x_i(t) \) representing different quantities (e.g., concentrations of species in biology/chemical processes), it is efficient to build a network for each component, precisely the mapping \( x(t) \rightarrow x_i(t) \), instead of a bigger network, learning the mapping \( x(t) \rightarrow \dot{x}(t) \). A reason behind this is that a deep network aims at learning the features describing the mapping. Typically, we may require very different features to learn the mapping \( x(t) \rightarrow \dot{x}_i(t), \ i \in \{1, \ldots, n\} \). On the other hand, if we learn the mapping \( x(t) \rightarrow \dot{x}(t) \) at once, then the network needs to learn many complex features at once, which can require a larger network, and we may require a big training data set and longer training time.
Moreover, the mappings $x(t) \rightarrow \dot{x}_i(t)$ can be of different complexities; it means that the number of features that need to be learned by a network to describe the mapping can be different. As a result, some of the networks can be smaller/larger than others.

Moreover, if several small networks are built for each mapping, then we can easily parallelize the forward propagation to predict the output $\dot{x}(t)$ for a given input $x(t)$.

Thus, we train a network, describing the mapping $x(t) \rightarrow \dot{x}_i(t)$ by incorporating the linear and quadratic terms. Hence, we aim at solving the following optimization problem:

$$\min_{A_j, Q_j, \Theta_i} N \sum_{j=1}^{N} \| \dot{x}_i^{(j)} - A_j x^{(j)} - Q_j (x^{(j)} \otimes x^{(j)}) - R_{\Theta_i}(x^{(j)}) \|, \quad (5)$$

where $x^{(j)}$ is a state vector at a time instance, and $\dot{x}_i^{(j)}$ denotes the time-derivative of $x_i^{(j)}$ at $x^{(j)}$. $N$ is the total number of training data, and $R_{\Theta_i}$ is a ResNet (learning $f_i(x)$ in Eq. 4 and $f_i$ denoting its $i$th entry), parameterized by $\Theta_i$.

Note that the optimization problem in Eq. 5 is high-dimensional and non-convex; hence, it is a hard problem to solve in theory. Moreover, it may have many local minima. However, as illustrated in [28], neural networks with skip connections such as the proposed one tend to find a global minimum (or get close to it) even with simple stochastic gradient methods. Moreover, such a network does not suffer from the gradient vanishing problem as well in training.

Furthermore, in the following, we state our empirical finding. To solve Eq. 5, one may also think of decoupling the optimization problem as follows. In the first step, one can aim at identifying the linear and quadratic matrices by solving the following optimization problem:

$$\min_{A_j, Q_j} N \sum_{j=1}^{N} \| \dot{x}_i^{(j)} - A_j x^{(j)} - Q_j (x^{(j)} \otimes x^{(j)}) \|, \quad (6)$$
Once we obtain \( A_i \) and \( Q_i \), we can define the residual as follows:

\[
\mathbf{r}_i^{(j)}(\mathbf{x}) = \hat{\mathbf{x}}_i^{(j)} - \mathbf{A}_i \mathbf{x}^{(j)} - \mathbf{Q}_i \left( \mathbf{x}^{(j)} \otimes \mathbf{x}^{(j)} \right),
\]

which can then be learned using a ResNet. But in our numerical experimental studies, we observe that this yields a poor model, and it seems to be harder for the network to learn the underlying dynamics.

Therefore, we suggest to optimize simultaneously the matrices \( A_j, Q_j \), and the parameters for the ResNet \( \mathcal{R} \) that solves Eq. 5. However, the quantity \( \mathbf{r}_i^{(j)}(\mathbf{x}) \) can indicate how well the dynamics can be captured only by linear and quadratic terms. Hence, if \( \mathbf{r}_i^{(j)}(\mathbf{x}) \) is smaller than a threshold, then we do not need to train a network, and \( A_j \) and \( Q_j \) can be given analytically; hence, we can obtain a parsimonious interpretable model in this case.

**Interpretation of the LQResNet**

In what follows, we discuss an interpretation of the LQResNet. For this, we first note that the residual block can be seen as composite functions, i.e.,

\[
\mathbf{W} \left( \mathbf{h}_{i}(\mathbf{h}_{i-1} \cdots \mathbf{h}_{1}(\mathbf{x})) \right) + \mathbf{b},
\]

where \( \mathbf{h}_{i}(\mathbf{x}) := \mathbf{x} + \mathbf{W}_{i}^{(2)} \sigma(\mathbf{W}_{i}^{(1)} \mathbf{x} + \mathbf{b}^{(1)}) + \mathbf{b}^{(2)} \), and \( \mathbf{W}, \mathbf{W}_{i}^{(1)}, \mathbf{W}_{i}^{(2)} \) are weights, \( \mathbf{b}, \mathbf{b}_{i}^{(1)}, \mathbf{b}_{i}^{(2)} \) are the biases, and \( \sigma(\cdot) \) is a nonlinear activation function. If we closely look at the network, then we notice that we essentially learn the mapping \( \mathbf{x}(t) \rightarrow \hat{\mathbf{x}}_i(t) \), and the mapping takes the form:

\[
\mathbf{A}_i \left( \mathbf{x} + \Xi(\mathbf{x}) \right) + \mathbf{Q}_i (\mathbf{x} \otimes \mathbf{x}).
\]

Hence, we can think of learning a perturbation to the linear mapping such that it can describe the mapping \( \mathbf{x}(t) \rightarrow \hat{\mathbf{x}}_i(t) \). If \( \Xi(\mathbf{x}) \) is only a small perturbation, then it can be learned using a small network; otherwise, we need a bigger one. Additionally, the residual blocks in ResNet to learn \( \Xi(\mathbf{x}) \) can be adaptively be enlarged in the course of the training process if the mapping is not sufficiently accurate. This is possible due to the residual blocks in the network that increasingly learns complex features. Therefore, we can expect a parsimonious compact network to get the desired mapping.

In many scenarios, the dynamics of a physical system are governed by partial differential equations. As a result, if data are collected using a black-box simulator or in an experimental set-up on a spatial grid, then the state vector \( \mathbf{x} \) lies in high-dimensional space. For example, consider the Cahn-Hilliard equation that describes the dynamics of the phase separation in binary alloys. To capture the dynamics accurately even in a 2-dimensional space, several thousands of variables may be required. As the state vector dimension increases, the optimization problem (Eq. 5) becomes computationally expensive as the number of parameters in the optimization problem is of \( O(n^2) \), where \( n \) is the dimension of the state vector. However, to ease the problem, we can use the fact that many high-dimensional dynamical systems evolve in a low-dimensional manifold. Thus, the state vector \( \mathbf{x} \) can be well-approximated using \( n \) basis functions which can be determined using dimension reduction techniques. A widely used technique to determine such a basis is proper orthogonal decomposition \([3, 26]\). In principle, the high-dimensional state vector \( \mathbf{x}(t) \) can be approximated as

\[
\mathbf{x}(t) \approx \mathbf{V} \hat{\mathbf{x}}(t),
\]

where \( \mathbf{V} \in \mathbb{R}^{n \times \hat{n}} \), \( \mathbf{x}(t) \in \mathbb{R}^{\hat{n}} \), and \( \mathbf{V} \) is constructed using left singular vectors of the collected measurements of \( \mathbf{x}(t) \), corresponding to \( \hat{n} \) leading singular values. As a results, we can rather learn a dynamical system for the low-dimensional variable \( \hat{\mathbf{x}}(t) \):

\[
\dot{\hat{\mathbf{x}}}(t) = A \hat{\mathbf{x}}(t) + \hat{Q} \left( \hat{\mathbf{x}}(t) \otimes \hat{\mathbf{x}}(t) \right) + \hat{f}(\hat{\mathbf{x}}(t)).
\]
Furthermore, when \( x(t) \) denotes variables obtained from a discretization of a partial differential equation, all these variables are alike, meaning they are of similar complexity. Hence, we can directly learn the mapping \( \hat{x}(t) \to \hat{x}(t) \) using a single network with linear and quadratic skip connections to the last layer (as depicted in Fig. 1(c)). Moreover, if the data represents different types of variables – it happens when dynamics is governed by a couple of partial differential equations (e.g., shallow-water equations [5]) – then we train a network to learn the mapping for each class of variables.

**Possible extensions**

Here, we briefly discuss some possible extensions of the above methodology to learn dynamical models.

**Additional prior knowledge**

There are various engineering applications where we have more insight into the process that may be known by experts or from first principles, for example, an interconnected topological network in biological species, chemical kinetics reactions, flow problems, and mechanical instruments. We illustrate this with two examples. In the first example, consider the data describing the motion of an inverted pendulum can be used – these are, e.g., that the dynamics are of second-order in time and typically contain a sine function, i.e.,

\[
\ddot{x}(t) = a\dot{x}(t) + b\sin(x(t)),
\]

where \( a, b \) are constants. However, in practice, there is some additional mechanical friction that is hard to describe analytically. Thus, one may aim at learning the additional friction factor using a residual network and directly add a sine connection to the output layer to make the learning more efficient. Precisely, we can define an optimization problem as follows:

\[
\min_{a,b,\Theta} \sum_{j=1}^{N} ||\dot{x}^{(j)} - a\dot{x}^{(j)} - b\sin(x^{(j)}) - R_{\Theta}(\dot{x}^{(j)}, x^{(j)})||,
\]

where \( R_{\Theta} \) is a ResNet, parameterized by \( \Theta \). Having set up this, we can expect a far better model with a smaller amount of data for an inverted pendulum that describes the dynamics as close to reality as possible. In the second example, let us assume the data represents incompressible flow dynamics and denote the velocity field \( v(t) \) at time \( t \). If we aim at learning a model describing the dynamics of the flow, we need to ensure that the model enforces the incompressibility condition. For this, we project the velocity field \( v(t) \) on a manifold, where the condition is met. We can find such a manifold using the singular value decomposition of the data matrix containing the velocity field, i.e., \( \tilde{v}(t) = V^{-1}v(t) \). Then, we build an \( \text{LQResNet} \), describing the dynamics of \( \tilde{v}(t) \) and the velocity field \( v(t) = V\tilde{v}(t) \) which will inherently satisfy the mass-conservation law.

**Discrete models**

One may also be interested in learning a discrete model which takes the form:

\[
x(k+1) = Ax(k) + Q(x(k) \otimes x(k)) + G(x(k)),
\]

where \( x(k) \in \mathbb{R}^n \) is the state \( x \) at the \( k \)th time step; \( A \in \mathbb{R}^{n \times n}, Q \in \mathbb{R}^{n \times n^2} \), and the nonlinear function \( G(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \). In this case, we can readily apply the approach discussed above that takes the state \( x \) at time step \( k \) as an input and yields the state at the next time step as an output. An advantage of the approach is that we do not require the derivative information of the state \( x \). The derivative information can be challenging to estimate when the noise in the state is above a threshold level with classical difference methods. However, there exist approaches to estimate derivative information using, e.g., total variation regularization [8], or one can employ the deep learning-based technique [40] can be used to remove the first noise from a signal and then apply finite-difference or polynomial based method to estimate derivative.

\[\text{Preprint. 2021-03-30}\]
**Controlled and parametric case**

Assume that the dynamic process is subject to an external input and involves parameter involved. In this case, inspired by our earlier discussion, we aim at learning a dynamical system of the form:

\[
\dot{x}(t, \mu) = (A + \mu A_\mu) x(t, \mu) + (Q + \mu Q_\mu) (x(t, \mu) \otimes x(t, \mu)) + Bu(t) + R(x(t, \mu), u(t)),
\]

where \( \mu \in \mathbb{R} \), \( u(t) \in \mathbb{R}^m \) denote parameters and control input, respectively; \( x(t, \mu) \in \mathbb{R}^n \) is the parameter dependent state, and \( R(x(t, \mu), u(t)) : \mathbb{R}^{n+p} \rightarrow \mathbb{R} \). In this case, we can adapt a similar architecture (shown in Fig. 1). Precisely, the adaptation is as follows. We have a direct input connection to the output layer, and a residual network can have \( \mu \) and \( u(t) \) along with \( x(t, \mu) \) as inputs and the whole network is training simultaneously to predict \( \dot{x}(t, \mu) \).

**Demonstration of the Approach**

We demonstrate the efficiency of the proposed approach to learn dynamical systems using two examples, namely the FitzHugh-Nagumo model and the Glycolytic oscillator. We collect data by simulating the governing equations using the Python routine `odeint` from `scipy.integrate`. Moreover, given data \( x(t) \) at time instance \( \{t_0, \ldots, t_n\} \), we approximate \( x(t) \) using a five-point stencil. We have used an exponential linear unit as an activation function [10] that does not suffer from dying neuron problem as well as the activation function is \( C^1 \) continuous. The weights of a neural network are optimized using a variant of the Adam method [23], namely rectified Adam [29] that utilizes a warm-up strategy for better convergence. Also, to avoid over-fitting, we regularize the optimization by the 2-norm of the weights involved in the network (often referred to as weight decay). We split the data set into the training and validation data sets in 80:20 ratio. Other important hyper-parameters used to train a network for both problems are listed in Table 1. All experiments were performed using PyTorch in Python running on a Macbook Pro with 2.3 GHz 8-Core Intel Core i9 CPU, 16GB of RAM, and Mac OS X v10.15.6.

**FitzHugh-Nagumo Model**

As a first example, we consider the FitzHugh-Nagumo model [17] that describes spiking of a neuron, neuronal dynamical in a simplistic way. The governing equations of such a dynamical behavior are shown in Fig. 2. The variables \( v(t) \) and \( w(t) \) describe activation and de-activation of a neuron. Specifically, the model exhibits a periodic oscillatory behavior when \( I_{ext} \) exceeds a threshold value. We collect data by simulating the model using 10 randomly chosen initial conditions in the range \([-1, 1] \times [-1, 1]\), and for each initial condition, we collect 5 000 equidistant points in the time interval \([0, 200]s\). Having these data, we build two models that map \( \{v(t), w(t)\} \rightarrow \dot{v}(t) \) and \( \{v(t), w(t)\} \rightarrow \dot{w}(t) \). Before building a deep neural network, we determine the residual as shown in Eq. 7. As a result, we find that \( \dot{w}(t) \) can accurately be written in the linear and quadratic forms of \( \{v(t), w(t)\} \); thus, we have analytical model for the mapping. On the other hand, the linear and quadratic forms of \( \{v(t), w(t)\} \) are not sufficient to represent \( \dot{v}(t) \). Hence, we make use of the residual type neural network to learn the mapping \( \{v(t), w(t)\} \rightarrow \dot{v}(t) \) using two residual blocks and each hidden layer having ten neurons. Having trained the model, we test the learned model with the true model for an initial condition –

| Problem | Epochs | Learning rate | Batch size | Weight decay |
|---------|--------|---------------|------------|--------------|
| FHN     | 500    | \( 5 \cdot 10^{-4} \) | 512        | \( 10^{-4} \) |
| GO      | 2 000  | \( 10^{-3} \)     | 512        | \( 10^{-4} \) |

Table 1: The parameters used to train a neural network are listed.
Figure 2: FitzHugh-Nagumo Model: Governing equations, learning model, and comparison of the learned and true models. The left-most figure describing neurons is due to courtesy of [50].

Governing equations
\[
\begin{align*}
\dot{v}(t) &= v - \frac{v^3}{3} - w + R I_{ext} \\
\dot{w}(t) &= v + a - b w
\end{align*}
\]

Our next example represents biochemical dynamics; precisely, it describes the dynamical behavior in yeast glycolysis, see, e.g., [13]. The dynamics are given by the following governing equations that predict the concentrations of 7 different biochemical spices:

\[
\begin{align*}
\dot{S}_1 &= J_0 - \frac{k_1 S_1 S_6}{1 + (S_6/k_1)^q}, \\
\dot{S}_2 &= 2 \frac{k_1 S_1 S_6}{1 + (S_6/k_1)^q} - k_2 S_2 (N - S_5) - k_6 S_2 S_5, \\
\dot{S}_3 &= k_2 S_2 (N - S_5) - k_3 S_3 (A - S_6), \\
\dot{S}_4 &= k_3 S_3 (A - S_6) - k_4 S_4 S_5 - \kappa (S_4 - S_7), \\
\dot{S}_5 &= k_2 S_2 (N - S_5) - k_5 S_5 S_5 - k_6 S_2 S_5, \\
\dot{S}_6 &= -2 \frac{k_1 S_1 S_6}{1 + (S_6/k_1)^q} + 2 k_3 S_3 (A - S_6) - k_5 S_6, \\
\dot{S}_7 &= \psi \kappa (S_4 - S_7) - \kappa S_7.
\end{align*}
\]

We consider the same model parameters as given in [13, Tab. 1], and the range of initial conditions for all concentrations are taken the same as given [13, Tab. 2]. In order to collect data, we randomly take 30 different initial conditions in the given range and for each initial condition, we take 4 000 equidistant points in the time interval [0, 10].

Clearly, the model shows complicated nonlinear dynamics; thus, it often cannot be known or guessed if only data are provided. Albeit complex dynamics, one may notice that the rates of change of concentrations heavily depend on linear and quadratic forms of the concentrations at a given time. Precisely, linear and quadratic forms of the concentrations at time \( t \) with appropriate coefficients can accurately express \( \{ \dot{S}_3(t), \dot{S}_4(t), \dot{S}_5(t), \dot{S}_7(t) \} \). Since \( \{ \dot{S}_1, \dot{S}_2, \dot{S}_6 \} \) cannot be accurately given in the linear-quadratic form of the concentrations, we build a \textbf{LQR-ResNet} type deep neural network to learn the mapping \( \{ S_1, \ldots, S_7 \} \rightarrow \dot{S}_i, i \in \{1, 2, 6\} \). For this, the network consists of 5 residual blocks and each hidden layer has 35 neurons. Having built a model, we test the accuracy of the learned model with the true models for an initial condition that has not been considered in the training or validation phase. It is compared in Fig. 3, indicating that the learned model can successfully replicate the dynamics.
Dynamics of Glycolytic Oscillator

without any prior knowledge of the biochemical process or model. Moreover, we note that the learning process can be even more improved if a topological network describing the interconnection of species is known. To make it clearer, from Eq. 15, we have that the dynamics of $S_1$ only dependent on $S_1, S_6$; hence, we need to feed only these variables into a network to learn the dynamics of $S_1$.

Discussion

In essence, we have discussed a compelling approach to learning complex nonlinear dynamical systems using data that can incorporate any prior knowledge of a process. The approach, in particular, makes use of the observation, which is often found in dynamical systems’ modeling – that is, the rate of change of a variable strongly depends on linear and quadratic forms of the variable. Thus, we have proposed an efficient deep learning architecture, LQResNet, that can be seen as a good compromise between purely interpretable mechanistic approaches and black-box neural network approaches. The approach can be employed in various fields, where abundant data can be obtained, where underlying physics or models describing dynamics are not completely known, for instance, in biological process modeling, climate science, epidemiology, and financial markets. Moreover, there are various instances where we have a fairly good understanding of the process, which may be derived from physical laws or expert knowledge, but it fails to explain the data collection, for instance, in an experimental setup, due to some hidden dynamics or forces. Hence, the proposed methodology can be applied to learn a correction term using LQResNet, by combining the knowledge of the process as well as data. As a result, we expect to obtain a good model with a limited amount of data. We have demonstrated the efficiency of the proposed methodology to learning models using two examples arising in biology and biochemistry. We have observed that these models generalize even to unseen conditions.

One of the current limitations of the approach is the need for accurate data that sufficiently approximates the derivative information. The derivative information is necessary to obtain a continuous-time dynamic model; however, this is challenging to attain from noisy measurements. Indeed, we may first
obtain a discrete-time model and then determine an approximate continuous-time model. However, as our future work, we intend to propose efficient deep learning approaches to obtain continuous-time models from noisy data by filtering the noise in the course of learning, though there are some advancements in the direction in [40]. In the future, we also aim at tailoring the approach to the case when data is not collected at a regular time interval.

**Code Availability**

Our Python implementation using PyTorch is available online under the link https://github.com/mpimd-csc/LQRes-Net.
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