Recent advances in computationally efficient non-myopic Bayesian optimization (BO) improve query efficiency over traditional myopic methods like expected improvement while only modestly increasing computational cost. These advances have been largely limited, however, to unconstrained optimization. For constrained optimization, the few existing non-myopic BO methods require heavy computation. For instance, one existing non-myopic constrained BO method \cite{1} relies on computationally expensive unreliable brute-force derivative-free optimization of a Monte Carlo rollout acquisition function. Methods that use the reparameterization trick for more efficient derivative-based optimization of non-myopic acquisition functions in the unconstrained setting, like sample average approximation and infinitesimal perturbation analysis, do not extend: constraints introduce discontinuities in the sampled acquisition function surface that hinder its optimization. Moreover, we argue here that being non-myopic is even more important in constrained problems because fear of violating constraints pushes myopic methods away from sampling the boundary between feasible and infeasible regions, slowing the discovery of optimal solutions with tight constraints. In this paper, we propose a computationally efficient two-step lookahead constrained Bayesian optimization acquisition function (2-OPT-C) supporting both sequential and batch settings. To enable fast acquisition function optimization, we develop a novel likelihood-ratio-based unbiased estimator of the gradient of the two-step optimal acquisition function that does not use the reparameterization trick. In numerical experiments, 2-OPT-C typically improves query efficiency by 2x or more over previous methods, and in some cases by 10x or more.
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1 Introduction

We consider constrained optimization of a continuous black-box function \( f \) under continuous black-box constraints \( g_i \), \( \min_{x \in \mathcal{A}} f(x) \) subject to \( g_i(x) \leq 0, i = 1, \ldots, I \), within the compact design space \( \mathcal{A} \subseteq \mathbb{R}^d \). We suppose both \( f(x) \) and \( g_i(x) \) are derivative-free, time-consuming-to-evaluate and also noise-free. Such problems arise, for example, in tuning hyperparameters of machine learning models subject to runtime or fairness constraints and policy optimization in reinforcement learning with safety constraints. For instance, neural networks deployed on mobile phones must be accurate but may also have limited computation available while needing to respond to users in real time, creating a constraint on how long the model takes to predict at test time \cite{2}. Another example, from \cite{3}, is predicting recidivism risk in the criminal justice system with a fairness constraint ensuring that false positive rates are equal across racial and ethnic groups. Other applications arise in drug discovery \cite{4} and aircraft design \cite{5}.

Bayesian optimization (BO) has proven successful at solving black-box optimization problems with expensive objectives \cite{6,7}, including constrained problems of the form above. BO methods for constrained problems include constrained expected improvement (EIC as in \cite{8}, rediscovered by \cite{9}), constrained BO with stepwise uncertainty reduction \cite{10}, predictive entropy search with unknown constraints \cite{11}, Alternating Direction Method of Multipliers Bayesian
optimization \cite{12}, constrained BO with max-value entropy search \cite{13}, and augmented Lagrangian techniques that convert constrained problems into a sequence of unconstrained ones \cite{14}. It also includes methods designed specifically for equality and mixed constraints \cite{15}, for batch observations \cite{16} and for problems with high dimensions \cite{17}.

All of these existing methods, however, for constrained Bayesian optimization (CBO), are myopic, in the sense that they only consider the immediate improvement in solution quality resulting from a function evaluation and ignore later improvements in solution quality enabled by this evaluation. (Notable exceptions are \cite{11,18}, discussed below.) This greedy behavior may hinder an algorithm’s ability to find good solutions efficiently. While a recent flurry of activity is addressing this issue for unconstrained problems \cite{19,20,21,22,23}, and the performance improvements provided by these non-myopic algorithms for unconstrained BO suggest that non-myopic BO is promising for constraints as well, substantial non-myopic development has not reached the constrained setting.

Moreover, we argue in detail below that being non-myopic provides even more value in constrained settings than it does in unconstrained ones. To find a global optimum under constraints quickly, an algorithm benefits by efficiently learning the boundary between the feasible region where the constraint is satisfied and the infeasible region where it is not. This is facilitated by sampling points likely to be close to this boundary. Myopic methods, however, such as EIC, undervalue sampling such points because they have a substantial probability of being infeasible and because infeasible points do not directly improve solution quality. Non-myopic methods, on the other hand, understand that learning about the boundary’s location will provide future benefits, allowing them to value this information more appropriately. Localizing the boundary efficiently is especially important when the global optimum lies on this boundary, as it often does in constrained optimization when the objective (e.g., the quality of a product) is negatively correlated with a constraint (e.g., the cost required to produce it). We illustrate this via a simple example in \S3 and our numerical experiments in \S6, which show several-fold improvement over the state-of-the-art in some problems.

One existing non-myopic constrained BO method \cite{11} first formulates CBO as a dynamic program (DP). However, this DP is intractable. To mitigate the issue, rollout, an approximate DP technique, is used. Nevertheless, this approach requires an extremely large amount of computation to approximate the multi-step lookahead policy well, especially in problems with more than a few dimensions, in part because it relies on computationally expensive derivative-free optimization, and because its acquisition function is computed via Monte Carlo, further increasing the computation required. This limits its applicability.

The constrained multi-information source BO method recently proposed by \cite{18} is also non-myopic. It focuses on the multi-information source setting and assumes that the objective and constraint are evaluated in a decoupled fashion. In contrast, our applications of interest often compute the objective and constraints simultaneously. For example, when tuning ML hyperparameters to maximize accuracy subject to a model execution time constraint, the marginal cost of evaluating accuracy is negligible once we evaluate model execution time and incur the training cost. Thus, a method that evaluates the objective and constraints in a decoupled way discards information in such settings.

Our Contributions. We provide a novel non-myopic computationally efficient method for batch CBO. It substantially outperforms myopic CBO methods. In relation to \cite{11} it requires substantially less computation to decide where to sample. Its query efficiency is substantially better in relatively higher-dimensional problems and is at least as good in lower-dimensional ones.

The key to our approach is a new method for optimizing stochastic acquisition functions, leveraging the likelihood ratio method \cite{24}. Standard efficient approaches to optimizing stochastic non-myopic acquisition functions, such as infinitesimal perturbation analysis (IPA) \cite{25} or the one-shot method \cite{26} (also called sample average approximation or SAA), rely on a sampled acquisition function surface created using the reparameterization trick. In CBO, however, this surface is discontinuous, preventing the efficient use of these methods. Our novel approach is potentially generalizable to other settings where such discontinuities prevent the use of IPA and one-shot optimization.

Our work builds on the unconstrained two-step optimal method \cite{21}, overcoming substantial computational difficulties created by constraints’ inherent discontinuities. These difficulties require abandoning the IPA approach used in \cite{21} and instead developing a new likelihood-ratio-based approach. The likelihood ratio method that we use here to estimate the gradient of the acquisition function relies on a change of measure of the same type used within importance sampling. \cite{21} coincidently also uses importance sampling, but in a fundamentally different way: as a variance reduction technique, and not for gradient estimation.

Through the rest of this paper, \S2 reviews myopic CBO methods, Gaussian processes, and EIC. \S3 demonstrates why being non-myopic is important in the constrained setting via a simple example. Then we define notation and propose our new lookahead acquisition function 2-OPT-C for batch CBO. \S4 discusses the discontinuity issue introduced by the reparameterization trick in the constrained setting. \S5 shows how to efficiently optimize 2-OPT-C via a likelihood ratio gradient estimator. \S6 compares the empirical performance of 2-OPT-C against other CBO algorithms on a collection of synthetic and real-world problems widely used in the CBO literature. \S7 concludes the paper.
2 Background

We briefly review the literature on myopic CBO. Then we summarize standard results needed later on Gaussian processes and the widely used myopic method EIC as well as its batch version.

2.1 Myopic Constrained Bayesian Optimization

This work builds on the larger literature on myopic CBO. We review this literature here, giving more details than in §1. [9] proposes constrained expected improvement, a constraint-weighted expected improvement acquisition function which multiplies the expected improvement with the probability of feasibility associated with each constraint, rediscovering an approach due to [8]. [27] proposes an approach in which the point to sample is found by maximizing EIC and then a decision is made whether to evaluate the objective or the constraint based on the information gain. [10] proposes a stepwise uncertainty reduction method in which the acquisition function aims to maximally decrease our uncertainty on the location of the optimizer with a single evaluation. Predictive entropy search with constraints (PESC) [11], an extension of predictive entropy search [28] is another information-gain based approach. It chooses the point to evaluate by approximating the expected information gain on the value of the constrained minimizer.

[14] proposes a hybrid approach combining the expected improvement with an augmented Lagrangian framework. [15] extends this technique by introducing an alternative slack variable formulation that handles equality and mixed constraints. Integrated expected conditional improvement (IECI) [29] proposes a new acquisition function that integrates a conditional improvement with respect to a reference point over the design space. [16] develops a quasi-Monte Carlo approximation of expected improvement under batch optimization with noisy observations and noisy constraints. [13] modifies the mutual information criterion of max-value entropy search [30] and extends it to the constrained setting with the ability to handle both continuous and binary constraints. [12] leverages the ADMM framework to convert constrained problems into multiple unconstrained subproblems by introducing auxiliary variables for each constraint, then solves the subproblems using standard BO. Similar to TuRBO [31], [17] proposes an acquisition function for constrained optimization that scales to high dimensions by maintaining and adjusting trust regions.

2.2 Gaussian Processes

BO makes productive use of Gaussian processes (GPs) [32]. We put a GP prior on the objective function \( f \), which is specified by a mean function \( \mu(\cdot) \) and a kernel function \( K(\cdot, \cdot) \). After observing the data points \( D = \{x^{(1)}, x^{(2)}, x^{(3)}, \ldots, x^{(n)}\} \) and their corresponding function values \( f(D) := \{f(x^{(1)}), f(x^{(2)}), f(x^{(3)}), \ldots, f(x^{(n)})\} \), the GP prior over \( f \) is updated by:

\[
\begin{align*}
    f(x)|D, f(D) &\sim \mathcal{N}(\mu(x; D), \sigma^2(x; D)), \\
    \mu(x; D) &= \mu(x) + K(x, D)K(D, D)^{-1}(f(D) - \mu(D)), \\
    \sigma^2(x; D) &= K(x, x) - K(x, D)K(D, D)^{-1}K(D, x).
\end{align*}
\]

\( \mu(x; D) \) is the posterior mean and \( \sigma^2(x; D) \) is the posterior standard deviation. \( \mu(D) \) is the set of values of the prior mean function evaluated at points in \( D \), \( K(x, D) \) and \( K(D, x) \) are column and row vectors respectively of kernel function values evaluated at \( x \) and the points in \( D \), and \( K(D, D) \) is the kernel matrix defined similarly.

While we support multiple constraints, we focus on a single constraint \( g \) for ease of presentation. We use \( \mu^c(\cdot) \) and \( K^c(\cdot, \cdot) \) to denote the mean function and the kernel of the independent GP prior on \( g \) respectively, and \( \mu^c(x; D) \) and \( \sigma^c(x; D) \) to denote the mean and standard deviation of the posterior. We refer readers to the supplement for multiple constraints.

2.3 Constrained Expected Improvement

We briefly review constrained expected improvement (EIC) [8][9], introducing notation used later. Suppose we have independent GP priors on \( f \) and \( g \) and observations \( f(D) := \{f(x) : x \in D\} \) and \( g(D) := \{g(x) : x \in D\} \) at a collection of datapoints \( D \). Let \( f^* \) be the best point observed so far subject to our constraints, \( f^* = \min_{x \in D, g(x) \leq 0} f(x) \).

The constrained expected improvement at \( x \) is:

\[
\text{EIC}(x) = \mathbb{E} \left[ (f^* - f(x))^+ \cdot 1 \{g(x) \leq 0\} \right] = \mathbb{E}(f^* - f(x))^+ \cdot \mathbb{E}(1 \{g(x) \leq 0\}) = \text{EI}(x) \cdot \text{PF}(x),
\]

where \( \mathbb{E}[\cdot] \) is the expectation taken with respect to the posterior given \( D, f(D), \) and \( g(D) \), \( \text{EI}(x) \) and \( \text{PF}(x) \) are the expected improvement and the probability of feasibility at \( x \) respectively, and both have analytic forms. Here, we assume the prior on \( f \) and \( g \) are independent as in [9]. We refer readers to [35] and [9] for more details.
We now define EIC in the batch setting, building on the first discussion of which we are aware. Let $X = \{x^{(n+1)}, x^{(n+2)}, \ldots, x^{(n+q)}\}$ be the batch of $q$ candidate points that we consider evaluating next. Then the constrained multi-points expected improvement $\text{EIC}(X)$ is,

$$\text{EIC}(X) = \mathbb{E} \left[ \max_{x \in X} (f^* - f(x))^+ \cdot 1 \{g(x) \leq 0\} \right].$$  \hspace{1cm} (2)

The details of the derivation of $\text{EIC}(X)$ are provided in the supplement.

### 3 Constrained Two-step Acquisition Function

In this section, we first show that why being non-myopic is important in CBO. Then we formally define the novel acquisition function 2-OPT-C that is at the heart of our method.

#### 3.1 The Importance of Being Non-Myopic in CBO

![Figure 1: EIC and 2-OPT-C optimizing a 1-d synthetic function.](image)

Figure 1: EIC and 2-OPT-C optimizing a 1-d synthetic function. The first three graphs of each row are the posterior on $f$, the posterior on $g$, and the acquisition function under EIC, and the last three graphs are the corresponding quantities under 2-OPT-C. Each row shows one iteration, proceeding from the first iteration at the top to the last iteration at the bottom. In the plots of the posterior on $f$ and $g$, “x” denotes infeasible points and a square denotes feasible points. The constraint threshold (0) is plotted as a red line. The red dot is the point newly sampled in the current iteration. 2-OPT-C explores potentially infeasible points more aggressively and discovers a better feasible point.

Before presenting out non-myopic acquisition function, 2-OPT-C, we give an intuition for why being non-myopic is even more important in constrained problems than it is in unconstrained ones. Suppose the constraint function value of the (unobserved) best feasible point is equal or close to the constraint threshold. To find this point with as few function evaluations as possible, the algorithms need to efficiently learn the feasible region’s boundaries. This happens most quickly when evaluating points close to this boundary. Since the boundary is uncertain, this requires an algorithm to be willing to evaluate points that may be infeasible. However, the value of such points to myopic CBO algorithms like EIC is significantly reduced because the probability of infeasibility is high — typically near 50%, lowering the PF$(x)$ term in $[1]$. Thus, myopic CBO algorithms may insufficiently explore the boundary, instead sticking well inside the feasible region.

Figure 1 illustrates this with an example. On the first iteration, EIC evaluates a point in a region around an existing feasible point that is likely feasible, getting a small one-step improvement but little information on $f$ and $g$ for future evaluations. However, 2-OPT-C (defined below) explores more aggressively. The point it evaluates is not feasible but provides a significant amount of information about the boundary between the feasible and infeasible region. As a result, after progressing two steps, 2-OPT-C locates a new feasible point $(g(x) = -0.02)$ with a much lower objective function value while EIC remains stuck near the previous feasible point.

#### 3.2 Definition of 2-OPT-C

We define our two-step optimal acquisition function for CBO, called 2-OPT-C, for both sequential and batch settings, and then discuss its computational optimization in $[5]$. As in other CBO methods, we sequentially evaluate $f$ and $g$ next
at the point that maximizes our acquisition function. This point is optimal to measure now assuming we will be able to measure one additional point before being awarded the maximum value found over the two new measurements and in our previously collected data. In other words, 2-OPT-C looks two steps ahead instead of the one-step ahead considered by myopic methods. For clarity, we assume a single constraint and treat multiple constraints in the supplement.

In the batch setting, we find the batch of \( q \) points to measure next assuming we will then measure one additional point before being awarded the best value found. We assume only one additional point rather than a full additional batch for computational tractability. We argue that even the single additional point allows 2-OPT-C to think non-myopically and to value information about the feasible region that will only be acted on later.

We first define notation. We use subscripts \( \{0, 1, 2\} \) to denote stages. Stage 0 is the current stage when we will evaluate a batch of points. In stage 1, we will evaluate one additional point based on the results of stage 0 and then in stage 2 will be judged based on the best of these points evaluated. We put independent GP priors on \( f \) and \( g \). Let \( D \) be the collection of data points that we have observed so far. Then given the information in \( D \) and their corresponding objective \( f(D) \) and constraint \( g(D) \) values, the posterior distribution on the objective \( f \) is a Gaussian process with a mean function \( \mu_0 \) and kernel \( K_0 \). Similarly, the posterior distribution on the constraint \( g \) is also a Gaussian process with a mean function \( \mu_0^g \) and kernel \( K_0^g \). \( \mathbb{E}_0 \) denotes taking the expectation with respect to the posterior distributions given \( D \).

Let \( f_0^* \) be the best evaluated point satisfying the constraint so far, i.e. \( f_0^* = \min_{x \in D, g(x) \leq 0} f(x) \). Let \( X_1 \) be the set of \( q \) candidate points that we consider evaluating at the first stage and let \( Y_f = \{ f(x) : x \in X_1 \} \) and \( Y_g = \{ g(x) : x \in X_1 \} \) be the sets of corresponding objective function values and constraint values respectively. We let \( \mu_1, \mu_1^g \) and \( K_1, K_1^g \) denote the mean function and kernel for the posterior distributions of \( f \) and \( g \) respectively given \( D \) and \( X_1 \). Let \( \sigma_1(x) = \sqrt{K_1(x, x)} \) and \( \sigma_1^g(x) = \sqrt{K_1^g(x, x)} \). Let \( \mathbb{E}_1 \) indicate the expectation with respect to the corresponding Gaussian processes given both \( D \) and \( X_1 \). Finally, we use \( x_2 \) to denote a single point to be evaluated in the second stage, based on the results of the first.

Let \( f_1^* \) and \( f_2^* \) be the best evaluated feasible point by the end of the first and second stage respectively, \( f_1^* = \min \{ f_0^*, \min_{x \in X_1, g(x) \leq 0} f(x) \} \) and \( f_2^* = \min \{ f_1^*, f(x_2) \} \) if \( g(x_2) \leq 0 \) and \( f_2^* = f_1^* \) if not.

Following the principle of dynamic programming, our goal is to choose \( X_1 \) to minimize the overall expected objective \( \mathbb{E}_1(f_2^*) \). This is done under the assumption that \( x_2 \) will be chosen optimally leveraging observations of \( X_1 \). Equivalently, our goal is to maximize

\[
\mathbb{E}_0 \left[ \max_{x_2} |f_0^* - f_2^*| \right] = \mathbb{E}_0 \left[ f_0^* - f_1^* + \max_{x_2} \mathbb{E}_1[f_1^* - f_2^*] \right],
\]

over \( X_1 \) chosen in the first stage. \( \mathbb{E}_1[f_1^* - f_2^*] \) depends implicitly on the information obtained from \( X_1 \), which is \( Y_f \) and \( Y_g \), and is included in the posterior over which \( \mathbb{E}_1 \) is taken.

Thus, we define the constrained two-step acquisition function:

\[
2\text{-OPT-C}(X_1) := \mathbb{E}_0 \left[ f_0^* - f_1^* + \max_{x_2 \in A(\delta)} \mathbb{E}_1[f_1^* - f_2^*] \right],
\]

where \( A(\delta) \) is a compact subset of \( A \) consisting of points at least \( \delta \) away from sampled points in \( D \cup X_1 \). With \( \delta = 0, A = A(\delta) \). We introduce the parameter \( \delta \geq 0 \) purely to overcome a technical hurdle in our theoretical analysis: that the standard deviation of the posterior distribution is not smooth at sampled points. We believe \( \delta \) can be set to 0 in practice. Indeed, the theoretical analysis (Theorem 1) allows setting \( \delta \) at any arbitrary small positive value.

For use in §5 we derive a more directly computable expression for 2-OPT-C(\( X_1 \)). We rewrite

\[
2\text{-OPT-C}(X_1) = \mathbb{E}_0 \left[ \max_{x_2 \in A(\delta)} |f_0^* - f_1^* + \mathbb{E}_1[f_1^* - f_2^*]| \right] = \mathbb{E}_0 \left[ \max_{x_2 \in A(\delta)} \alpha(X_1, x_2, Y) \right],
\]

where \( Y = (Y_f, Y_g) \sim p(y; X_1) \) and \( p(y; X_1) \) is the distribution of \( Y \) given \( f(D) \) and \( g(D) \), specified explicitly as

\[
p(y; X_1) = \mathcal{N} \left( \begin{bmatrix} \mu_0(X_1) \\ \mu_0^g(X_1) \end{bmatrix}, \begin{bmatrix} K_0(X_1, X_1) & 0 \\ 0 & K_0^g(X_1, X_1) \end{bmatrix} \right).
\]

Then, \( \alpha(X_1, x_2, Y) \) can be written in closed form:

\[
\alpha(X_1, x_2, Y) = f_0^* - f_1^* + \mathbb{E}[f_1^* - \mu_1(x_2), \sigma_1(x_2)^2] \cdot \text{PF}(\mu_1^g(x_2), (\sigma_1^g(x_2))^2),
\]

where \( \mathbb{E}(m, v) = m \Phi(m/\sqrt{v}) + \sqrt{v} \phi(m/\sqrt{v}) \) and \( \text{PF}(m^c, v^c) = \Phi \left( -m^c/\sqrt{v^c} \right) \).
4 Discontinuities Hinder Optimization via the Reparameterization Trick

Using 2-OPT-C for CBO requires us to evaluate and optimize the 2-OPT-C acquisition function. This acquisition function cannot be evaluated exactly, and must instead be evaluated via Monte Carlo. Derivative-free optimization of such Monte Carlo acquisition functions, e.g., using CMA-ES, is typically computationally expensive and requires a substantial number of acquisition function simulation replications to optimize well.

In response to this challenge, there are two widely-used special-purpose methods for optimizing Monte Carlo acquisition functions: infinitesimal perturbation analysis (IPA), and sample average approximation (SAA). IPA efficiently estimates the gradient of the acquisition function and then uses this gradient estimate within multistart stochastic gradient ascent. SAA uses Monte Carlo samples to create a deterministic and differentiable approximation to the acquisition function, which it then optimizes using derivative-based deterministic optimization. The first papers known by the authors using IPA and SAA for optimizing BO acquisition functions are [34] (which was available earlier on arxiv [35]) and [26] respectively.

As we explain in detail below, both IPA and SAA rely on a Monte Carlo approximation to the acquisition function simulated using the reparameterization trick. In particular, they rely on this approximation being smooth in the input to the acquisition function. However, in constrained BO and as we argued in the main paper, this approximation is not smooth and indeed has discontinuities. This prevents the efficient use of IPA and SAA for optimizing 2-OPT-C and necessitates the development of our new likelihood ratio approach.

In this section, we give background on IPA and SAA and then describe in detail these discontinuities and why they prevent the use of IPA and SAA for optimizing 2-OPT-C.

4.1 Background on IPA and SAA

For our discussion of IPA and SAA we define generic notation. Let \( V(x, \theta) \) be a function of two variables, one that will be a control vector \( x \) and the other that will be a random input \( \theta \). Critically, for both IPA and SAA, the distribution of \( \theta \) does not depend on \( x \). This contrasts with the likelihood ratio method described in §5 in which the distribution of \( \theta \) can depend on \( x \).

Here, we will discuss the generic use of IPA and SAA for solving \( \max_\theta E[V(x, \theta)] \) where the expectation is over \( \theta \). In the next section, where we focus on the difficulties arising when optimizing 2-OPT-C using IPA and SAA, \( x \) will be replaced by the batch of points that we consider evaluating in the first stage and \( \theta \) will be a vector of two standard normal random variables used in the reparameterization trick.

IPA We first review the concept of IPA, which is a method for estimating the gradient \( \nabla_x E[V(x, \theta)] \). Once this gradient is estimated, it can be used within multistart stochastic gradient ascent.

IPA estimates this gradient as follows. Under some regularity conditions [36], the gradient operator and the expectation can be swapped,

\[
\nabla_x E[V(x, \theta)] = E[\nabla_x V(x, \theta)].
\]

One can estimate the the right-hand side using Monte Carlo. This is accomplished by generating i.i.d. samples \( \theta_i \) from the distribution of \( \theta \) and then using the estimate \( \frac{1}{N} \sum_{i=1}^{N} \nabla_x V(x, \theta_i) \) This is an unbiased estimator of the right-hand side of (4). When the equality in (4) holds, this is also an unbiased estimator of \( \nabla_x E[V(x, \theta)] \).

Unfortunately, however, (4) does not always hold. To illustrate, suppose \( \theta \) is a standard normal random variable, \( \mu(x) \) and \( \sigma(x) \) are two continuous functions, and \( V(x, \theta) = 1\{\mu(x) + \sigma(x)\theta \leq 0\} \). Observe that \( V(x, \theta) \) can be discontinuous in \( x \) for any given value of \( \theta \).

Then the left-hand side of (4) is \( \frac{d}{dx} E[V(x, \theta)] = \frac{d}{dx} \Phi(-\mu(x)/\sigma(x)) \) where \( \Phi \) is the standard normal cumulative distribution function. The right-hand side of (4) is \( E[\frac{d}{dx} V(x, \theta)] = 0 \), since \( \frac{d}{dx} V(x, \theta) = 0 \) at all \( \theta \) except where \( \theta = -\mu(x)/\sigma(x) \), and this \( \theta \) occurs with probability 0. Thus, in this example, the left-hand side of (4) is different from the right-hand side.

The essential difficulty in this example is the discontinuity in \( V(x, \theta) \) as we vary \( x \). This allows the derivative of \( V(x, \theta) \) to be 0 for a set of \( \theta \) with probability 1 while the derivative of \( V(x, \theta) \) is nevertheless non-zero. This failure of IPA caused by \( V(x, \theta) \) being discontinuous in \( x \) is similar to its failure in our setting. While we have a closed form analytic expression for \( E[V(x, \theta)] \) in this simple example, in situations like 2-OPT-C where we do not, this issue prevents the use of IPA for estimating derivatives.
We now briefly review SAA. As above, we want to maximize $\mathbb{E}[V(x, \theta)]$. In SAA, we first sample $\theta_1, \theta_2, \ldots, \theta_M$ (referred to as base samples) i.i.d. from the distribution of $\theta$. Then to optimize $\mathbb{E}[V(x, \theta)]$, SAA applies a deterministic gradient-based optimization algorithm to optimize $\hat{V}_m(x)$, where $\hat{V}_m(x) = \frac{1}{M} \sum_{m=1}^{M} V(x, \theta_m)$. More details about SAA can be found in [37].

As we demonstrate later in the section, writing our acquisition function $2$-OPT-C in this form using the reparameterization trick results in a $V_m(x)$ that is discontinuous in $x$, where the number of discontinuities grows with $n$. This can also be seen by applying SAA to the example above, $V(x, \theta) = 1\{\mu(x) + \sigma(x)\theta \leq 0\}$.

To optimize $2$-OPT-C, we would replace the values of $Y_f$ and $Y_g$ in the definition of $2$-OPT-C with these expressions. We focus on the term $\mathbb{E}_0[f_0^*-f_1^*]$, since this is where the difficulty lies, and focus on the non-batch case for simplicity. We have:

$$\mathbb{E}_0[f_0^*-f_1^*] = \mathbb{E}_0[(f_0^*-f(X_1))^+ \cdot 1\{g(X_1) \leq 0\}]$$

$$= \mathbb{E}_0[(f_0^*-\mu_0(X_1)-R_0(X_1)Z_f)^+ \cdot 1\{\mu_0(X_1)+R_0(X_1)Z_g \leq 0\}]$$

The key difficulty for both IPA and SAA arises because the term $1\{\mu_0(X_1)+R_0(X_1)Z_g \leq 0\}$ has a discontinuity as we vary $X_1$, at points where $\mu_0(X_1)+R_0(X_1)Z_g$ is 0.

We describe this difficulty, beginning with IPA. To use IPA to estimate the gradient of $2$-OPT-C in support of a gradient-based optimization method, one would first sample $Z_f$ and $Z_g$ and then use the gradient with respect to $X_1$ of the expression inside the expectation, $V(X_1, \theta) = (f_0^*-\mu_0(X_1)-R_0(X_1)Z_f)^+ \cdot 1\{\mu_0(X_1)+R_0(X_1)Z_g \leq 0\}$, as an estimator of $\nabla_{X_1}\mathbb{E}_0[f_0^*-f_1^*] = \nabla_{X_1}\mathbb{E}_0[V(X_1, \theta)]$, where $\theta = (Z_f, Z_g)$.

Unfortunately, however, the term $1\{\mu_0(X_1)+R_0(X_1)Z_g \leq 0\}$ is discontinuous, taking two different constant values for different values of $X_1$. While modifying $X_1$ affects the probability of feasibility, the derivative of this term with respect to $X_1$ will be 0 (as long as $X_1$ avoids the boundary between feasible and infeasible regions). This causes the gradient estimator to be biased, preventing its use for optimizing the acquisition function.

The discontinuity in $1\{\mu_0(X_1)+R_0(X_1)Z_g \leq 0\}$ also creates a problem for SAA. In our context, to optimize our acquisition function $\mathbb{E}_0[f_0^*-f_1^*]$, SAA would sample standard normal random vectors $Z_{f,m}$ and $Z_{g,m}$ of appropriate dimension and then optimize the following over $X_1$:

$$\frac{1}{M} \sum_{m=1}^{M} \left[ (f_0^*-\mu_0(X_1)-R_0(X_1)Z_{f,m})^+ \cdot 1\{\mu_0(X_1)+R_0(X_1)Z_{g,m} \leq 0\} \right].$$

Unfortunately, the discontinuity in $1\{\mu_0(X_1)+R_0(X_1)Z_g \leq 0\}$ causes (5) to be discontinuous, as shown in Figure 2, making it difficult to optimize. To combat these discontinuities, one approach is to average over a larger number of samples $M$, paying a higher computational cost. This shrinks the jumps but increases their number. Many jumps (even small ones) make gradient-based methods fail. Instead, SAA for constrained problems requires derivative-free methods. Derivative-free methods are much slower for acquisition-function optimization than derivative-based ones ([26] Appendix F, [34] Figs 3 & 4), especially for the problems with higher dimensions or more constraints. In numerical experiments in §5.1, we compare with an SAA-based implementation of two-step lookahead and find that it requires more computation and offers degraded query efficiency compared to our method.
We first give background on the likelihood ratio method using generic notation before describing how we use it in our
model. The likelihood ratio method uses this expression to construct a gradient estimator. Under regularity conditions \[36\], we
have that
\[
\frac{\partial}{\partial \theta} \left[ \frac{p(\theta \mid x)}{\tilde{p}(\theta \mid x)} \right] \mid_{\theta = \theta^*} 
\]
for use within multistart stochastic gradient.

Indeed, we show in \[4\] that the two widely used approaches to efficiently optimizing Monte Carlo acquisition functions,
IPA and SAA, fail to optimize 2-OPT-C well because constraints cause discontinuities in the surface they sample using
the reparameterization trick.

Here, we develop a novel approach for optimizing Monte Carlo acquisition functions like 2-OPT-C without using
the reparameterization trick, overcoming the challenges created by these discontinuities. This approach uses the likelihood
ratio method to derive an unbiased estimator of the gradient for 2-OPT-C. We then use this novel estimator in multistart
stochastic gradient ascent to maximize 2-OPT-C. (For details on multistart stochastic gradient ascent for maximizing a
Monte Carlo acquisition function, see \[34\].) To the best of our knowledge, we are the first to demonstrate the benefits
of the likelihood ratio method for acquisition function gradient estimation in BO.

5 Optimizing 2-OPT-C Using Likelihood Ratios

Evaluating 2-OPT-C(\(X_1\)) requires performing a simulation where each replication samples \(Y\) and then evaluates
\[ \max_{x_2} A(\delta) \alpha(X_1, x_2, Y) \]. Averaging these replications gives a Monte Carlo estimate of 2-OPT-C(\(X_1\)). Optimizing
2-OPT-C(\(X_1\)) using such Monte Carlo estimates is difficult because of noise from simulation and because there is not
a straightforward way to obtain derivatives.

To provide this gradient estimator, we first choose a density \(\tilde{p}(\theta)\) that does not depend on \(x\) and for which \(\{ \theta : p(\theta, x) > 0 \} \subseteq \{ \theta : \tilde{p}(\theta) > 0 \} \) for all \(x\). Using this density, we construct the likelihood ratio, \(L(\theta; x) = p(\theta; x) / \tilde{p}(\theta)\). We then have that
\[
\mathbb{E}[V(x, \theta(x))] = \int V(x, \theta) p(\theta; x) \, d\theta = \int V(x, \theta) L(\theta; x) \tilde{p}(\theta) \, d\theta.
\]

This is referred to as importance sampling and \(\tilde{p}\) is referred to as the importance sampling distribution.

The likelihood ratio method uses this expression to construct a gradient estimator. Under regularity conditions \[36\], we
can exchange the gradient operator and integration,
\[
\nabla_x \mathbb{E}[V(x, \theta(x))] = \nabla_x \int V(x, \theta) L(\theta; x) \tilde{p}(\theta) \, d\theta = \int \nabla_x V(x, \theta) L(\theta; x) \tilde{p}(\theta) \, d\theta.
\]

From this we can create an unbiased estimator of the gradient of \(\mathbb{E}[V(x, \theta(x))]\) by sampling \(\theta\) from the density \(\tilde{p}(\theta)\)
and returning as our estimator \(\nabla_x V(x, \theta) L(\theta; x)\).
A natural choice for the importance sampling distribution suggested in [24] is to take \( \bar{p}(\theta) = p(\theta, \tilde{x}) \) when estimating \( \nabla_x \mathbb{E}[V(x, \theta(x))] \) at \( x = \tilde{x} \). We make this choice when designing an unbiased gradient estimator for 2-OPT-C. We discuss this in detail later in §5.2.

5.2 Optimizing 2-OPT-C

To apply the likelihood ratio method to develop a gradient estimator for 2-OPT-C, we begin by rewriting the expression to be differentiated using importance sampling.

Mapping the notation of our generic discussion of importance sampling onto our specific problem, our control \( x \) is the batch of points \( X_1 \), our random variable \( \theta \) is \( Y \) (whose distribution depends on \( X_1 \)), and \( V(x, \theta) = \max_{x_2} \alpha(X_1, x_2, Y) \). \( Y \) is a multivariate normal random variable whose density we write \( p(y; X_1) \), noting that its mean and covariance matrix are determined by \( X_1 \). We let \( p(y; \tilde{X}_1) \) be our importance sampling density for \( Y \), for some fixed point \( \tilde{X}_1 \). \( \tilde{X}_1 \) is arbitrary for now but is specified below. Our likelihood ratio is then \( L(y; X_1, \tilde{X}_1) = p(y; X_1)/p(y; \tilde{X}_1) \).

As discussed above, the key step in the likelihood ratio method is to interchange the integral and gradient operator. This is justified in our setting by Theorem [1] below. The proof is provided in the supplement. As a result, we have

\[
\nabla_{X_1} \text{2-OPT-C}(X_1) = \int \Gamma(X_1, \tilde{X}_1, y) p(y; \tilde{X}_1) dy,
\]

where

\[
\Gamma(X_1, \tilde{X}_1, y) := \nabla_{X_1} \left[ \max_{x_2 \in A(\theta)} \alpha(X_1, x_2, y) L(y; X_1, \tilde{X}_1) \right]
\]

\[
= [\nabla_x \alpha(X_1, x_2^*, Y)] L(y; X_1, \tilde{X}_1) + \alpha(X_1, x_2^*, Y) [\nabla_x p(y; X_1)] / p(y; \tilde{X}_1)
\]

with \( x_2^* \in \arg \max_{x_2 \in A(\delta)} \alpha(X_1, x_2, Y) \). The last equality is by the envelope theorem [38], i.e., \( \max_{x_2 \in A(\delta)} \alpha(X_1, x_2, Y) \) can be differentiated with respect to \( X_1 \) by first optimizing over \( x_2 \) given \( X_1 \), then holding \( x_2 \) fixed while differentiating with respect to \( X_1 \). From now on, we will drop the subscript of the differential operator \( \nabla \) for simplicity.

By (6), \( \Gamma(X_1, \tilde{X}_1, Y) \) is an unbiased estimator of \( \nabla \text{2-OPT-C}(X_1) \) when \( Y \) is drawn according to \( p(y; \tilde{X}_1) \). With this stochastic gradient estimator, we then can use stochastic gradient ascent [39] with multiple restarts to find a collection of stationary values for \( X_1 \). Then we use simulation to evaluate 2-OPT-C(\( X_1 \)) at these values and select the one with the highest estimated 2-OPT-C. This then provides a computationally efficient algorithm for optimizing 2-OPT-C. Pseudocode for using 2-OPT-C is provided in the supplement.

As discussed above, the key step to developing our unbiased estimator is to interchange the integral and gradient operator, which is justified by Theorem [1] below. The proof is provided in the supplement. Although Theorem [1] assumes \( \delta > 0 \), in practice, we choose \( \delta = 0 \) in our stochastic gradient estimator.

**Theorem 1.** We assume:

1. The prior on the objective function \( f \) is a Gaussian Process \( f \sim GP(\mu_f(x), K_f(x, x')) \), and the prior on the constraints \( g \) is another Gaussian Process \( g \sim GP(\mu_g(x), K_g(x, x')) \). These two Gaussian processes are independent.
2. \( \mu_f \) and \( \mu_g \) is continuously differentiable with \( x \).
3. \( K_f(x, x') \) and \( K_g(x, x') \) is continuously differentiable with \( x \) and \( x' \).
4. Given \( n \) different points \( X = (x_1, x_2, \ldots, x_n) \), the matrix \( K_f(X, X) \) and \( K_g(X, X) \) are of full rank.

Then 2-OPT-C(\( X_1 \))’s partial derivatives exist almost everywhere for any \( \delta > 0 \). When 2-OPT-C(\( X_1 \)) is differentiable,

\[
\nabla \text{2-OPT-C}(X_1) = \int \Gamma(X_1, \tilde{X}_1, y) p(y; \tilde{X}_1) dy
\]

**Choice of Importance Sampling Distribution** We have constructed an estimator of the gradient \( \nabla \text{2-OPT-C} \) at \( X_1 \). This estimator was constructed using an importance sampling distribution parameterized by \( \tilde{X}_1 \). We are free to choose this \( \tilde{X}_1 \) as we wish. We recommend setting \( \tilde{X}_1 \) equal to \( X_1 \), as our gradient estimator takes a particularly simple form and offers robust performance. In particular, when \( \tilde{X}_1 = X_1 \), \( L(y; X_1, X_1) = 1 \), so our gradient estimator is

\[
\Gamma(X_1, X_1, y) := \alpha(X_1, x_2^*, y) [\nabla p(y; X_1)] / p(y; X_1) + [\nabla \alpha(X_1, x_2^*, y)],
\]

where \( x_2^* \in \arg \max_{x_2} \alpha(X_1, x_2, y) \).
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6 Numerical Experiments

This section numerically investigates our algorithms on problems widely used as benchmarks in the constrained BO literature. Benchmarks demonstrate that 2-OPT-C usually provides significant improvements in query efficiency over state-of-the-art methods. In the main paper, we focus on query efficiency for the sequential setting. The supplement includes additional experiments and discussions of batch evaluations and 2-OPT-C’s computational overhead.

The benchmark problems include three synthetic problems from [1], named P1, P2, and P3, and two real-world problems, portfolio optimization and robot pushing. Detailed descriptions are in the supplement. We use these five problems in comparisons with myopic methods in §6.2. In §6.3 we compare with the non-myopic method from [1]. Since code for [1] was not available, we compare 2-OPT-C against the results previously published in that paper, consisting only of P1, P2, and P3.

6.1 Experiment Setup

Evaluation Metrics We follow [11] in our evaluation methodology. Along with each evaluation $n$ each algorithm makes a “recommendation”, which is the point we would evaluate if it were our last evaluation before being scored by the best point evaluated. From this recommended point, we compute a score $f_n^{**}$ for this algorithm in this timestep $n$. If the recommended point is feasible, then $f_n^{**}$ is its objective function value. If not, $f_n^{**}$ is the best observed feasible value so far before the recommended point. Following [11], the point recommended is the one with the lowest posterior mean objective value, among those whose probability of satisfying each constraint is 0.975 or better. We then report the utility gap, $\epsilon_n = |f_n^{**} - f^*|$, which is the difference between this score and the global constrained optimum $f^*$. We report the log10 median utility gaps for P1, P2, P3, and the robot pushing problem in the main paper. Mean utility gap results are provided in the supplement. In the portfolio optimization problem, the optimum is unknown so we report the mean annualized return rate instead of the utility gap.

Setup for §6.2 The 2-OPT-C implementation uses GPs with a constant zero-mean prior and ARD square-exponential kernels for both objectives and constraints. GP hyperparameters are obtained by maximizing the marginal likelihood using GPy [40]. SAA+CMA_ES is implemented similarly to 2-OPT-C and all the hyperparameters are the same or obtained in the same way as 2-OPT-C.

For all three synthetic problems (P1, P2, and P3), we run 150 experiment replications for all algorithms. For the two real-world problems (portfolio optimization and robot pushing), we run 50 experiment replications. For the initialization of each experiment, we randomly sample three points with at least one feasible point from a Latin hypercube design. We run $N = 40$ function evaluations for P1 and P2, $N = 60$ for P3, $N = 30$ for the portfolio optimization problem, and $N = 50$ for the robot pushing problem. We use a batch size of 1 for all five experiments.

Setup for §6.3 The setup for §6.3 is nearly the same as for §6.2 with three key differences. These arose from the need to replicate the experimental setup from [1].

First, we run 500 experiment replications. Second, rather than 3 initial points per problem, we use 1. Third, the evaluation method differs slightly. If the recommended point is infeasible, then rather than setting $f_n^{**}$ to the value of the best previously observed feasible point, we set it to the maximum of the objective function over all points in the domain, thus enforcing a substantial penalty.
6.2 Comparison with Myopic Methods

Figure 3 first compares the myopic methods ADMMBO [12], BO_Slack [15], NEI [16], EIC [9,8] and PESC [11] on three synthetic problems. In general, 2-OPT-C offers significantly lower median utility gaps than the myopic methods across all three problems. For example, in P1, 2-OPT-C quickly converges to a utility gap $10^{-5}$ (in 27 evaluations), while the best of the other benchmarks (EIC) has a utility gap of $10^{-3}$ at this many evaluations. There is only one method and problem, ADMMBO on problem P3, in which a myopic method achieves an optimality gap comparable to 2-OPT-C, but 2-OPT-C reaches this optimality gap in fewer iterations.

Figure 3 additionally compares with an SAA implementation of 2-OPT-C that uses CMA-ES [41] to optimize the SAA to the acquisition function on P1, P2, and P3, denoted as SAA_CMAES. We see that SAA_CMAES generally performs better than myopic policies on all three problems (except EIC on P1), supporting the value of two-step lookahead for CBO over myopic approaches. However, due to the discontinuity introduced by SAA, it underperforms 2-OPT-C on all three synthetic problems. It also underperforms EIC in P1 and ADMMBO in P3. In addition, it requires substantially more computation. This is because, as we note in §4, discontinuities in the SAA to the acquisition function make it extremely difficult to optimize. We provide additional experiments to illustrate this in the supplement.

Figure 4 compares 2-OPT-C with the mostly widely-used myopic methods, NEI, PESC, and EIC, on real-world problems. As in the synthetic problems, 2-OPT-C outperforms the competing benchmarks. In the portfolio optimization problem, 2-OPT-C provides roughly 0.5% more annualized return than the best myopic method (EIC). In the robot pushing problem, 2-OPT-C outperforms EIC and NEI over the full range of function evaluations; PESC eventually matches 2-OPT-C but there is a range of function evaluations where 2-OPT-C performs strictly better.

6.3 Comparison with the Non-myopic Method

We compare 2-OPT-C with the non-myopic rollout algorithm of [11] on the three synthetic problems based on the results reported in their paper. We use the terms Rollout-1, Rollout-2, and Rollout-3 to denote this algorithm with horizons of 1, 2, and 3, respectively.

To compare with the rollout algorithm, we extract experimental data from [11] and replicate their experimental setup, adding 2-OPT-C’s results to their Figures 2 and 3.

Figure 5: Log10 median utility gap of 2-OPT-C and the existing non-myopic constrained BO algorithm with different rollout horizons on P1, P2, and P3. The three lines of the rollout algorithm are extracted from Figure 3 in [11]. Additional information is provided in Table 1 in the supplement.

Figure 5 reports the results of these comparisons. It shows that 2-OPT-C provides query efficiency that is at least as good as the non-myopic rollout methods with different horizons on all three problems and is sometimes substantially better. In detail, for P1, 2-OPT-C increases solution quality by more than a factor of 2 ($10^{-4.90}/10^{-4.95}$) compared to
the best rollout strategies, i.e., Rollout-1. For P3, 2-OPT-C is able to improve solution quality over the best competing rollout method by roughly a factor 2 when the evaluation budget is tight (after 30 function evaluations).

2-OPT-C also uses less computation than the rollout algorithm [1]. Since the code from [1] is not publicly available, we refer to discussion in [21] of the computational time of an unconstrained version of the rollout algorithm, which we understand from private communication has a similar cost to [1]. This states that the unconstrained rollout strategies require from 10 minutes to 1 hour to evaluate a single point even on a low-dimensional problem. This may be even larger in constrained settings, since we need a separate GP to model the constraint function. 2-OPT-C is more computationally efficient. On P3, for instance, 2-OPT-C optimizes a batch of 5 points in 25-30 minutes.

Rollout-1 is actually attempting to optimize the same theoretical acquisition function used by 2-OPT-C. Indeed, [1] uses EIC as its rollout strategy, which is optimal over a horizon of \( h = 1 \). Rollout-1 is then trying to identify the point to evaluate now that would be optimal if one additional point were evaluated after using EIC. If this point could be found exactly, it would be 2-step optimal.

Despite attempting to optimize an acquisition function that is conceptually the same as 2-OPT-C, the performance of Rollout-1 is substantially worse (the utility gap is roughly 2x larger over all budgets), despite requiring more than double the computation. This is because [1] optimizes this two-step acquisition function without the type of derivative estimates provided by our likelihood ratio method.

7 Conclusion

This paper presents a non-myopic CBO algorithm, supporting both batch and sequential settings, that substantially improves both query efficiency and computation time over the one previous method focused on this class of problems for both sequential and batch settings.

While our method offers significant improvements in query efficiency compared to the state-of-the-art that more than offset its computational expense, there are likely more opportunities for reducing its computational cost. This, as well as a further theoretical investigation regarding our method providing such significant improvements in query efficiency compared to other methods, presents valuable directions for future work.

Faster constrained optimization of time-consuming-to-evaluate functions with our methodology enables creation of new engineering systems, better supervised learning methods, and lower-cost business operations. While we believe technological innovation is on balance good, new technology created using our methods also has the potential for negative effects. Understanding the societal effects of improved optimization capabilities is an important area for future research.
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The supplement is organized as follows.

• §A presents detailed descriptions of the experiment problems from the main paper, and additional experiment results for the batch setting and computational overhead.
• §B presents a more general version of 2-OPT-C that handles multiple constraints.
• §C provides detailed pseudocode for optimizing 2-OPT-C using SGD and our likelihood ratio estimator.
• §D proves Theorem 1 in the main paper.
• For completeness, §E presents a more detailed treatment of batch constrained expected improvement defined in §2.3 of the main paper.

A Additional Experiment Details and Results

Here, we present detailed descriptions of the experiment problems from the main paper and additional experimental results. Specifically, we present:

• Details of the benchmark problems from the main paper (§A.1).
• Additional experimental results for the batch setting and investigating the computational overhead associated with acquisition function optimization (§A.2).
• Additional experiments studying the mean utility gap rather than the median reported in the main paper (§A.3).
• Additional experimental results for non-myopic problems (§A.4).

A.1 Benchmark Problems

Here we give details about the problems used as benchmarks in the main paper.

P1: The first synthetic problem is a multi-modal objective with single constraint introduced in [9], which minimizes the objective function $f$ on the design space $A = [0, 6]^2$ subject to one constraint:

$$f(x) = \cos(2x_1) \cos(x_2) + \sin(x_1),$$

$$g(x) = \cos(x_1) \cos(x_2) - \sin(x_1) \sin(x_2) + 0.5.$$  

P2: The second synthetic problem has a linear objective with multiple constraints and is discussed in [14] and [11]. The design space is a unit square $A = [0, 1]^2$ and the objective function and the constraints are given by:

$$f(x) = x_1 + x_2,$$

$$g_1(x) = 0.5 \sin(2\pi(2x_2 - x_1^2)) - x_1 - 2x_2 + 1.5,$$

$$g_2(x) = x_1^2 + x_2^2 - 1.5.$$  

P3: The third synthetic problem is a multi-modal 4-d objective with a single constraint proposed in [1]. The design space is $A = [-5, 5]^4$. The objective function and the constraint are defined as:

$$f(x) = \frac{1}{2} \sum_{i=1}^{4} (x_i^4 - 16x_i^2 + 5x_i),$$

$$g(x) = -0.5 + \sin(x_1 + 2x_2) - \cos(x_3) \cos(2x_4).$$
Portfolio Optimization: The first real-world problem is a portfolio optimization problem based on [42], as studied in a BO context by [43]. In this problem, we optimize an algorithmic trading strategy to maximize a portfolio’s mean annualized return rate while constraining the portfolio’s risk, as measured by the standard deviation of the return rate. The portfolio simulation uses CVXPortfolio and real-world market data, as described in [42]. A single function evaluation using CVXPortfolio takes between 10 and 15 minutes. The constraint value we choose for this problem is 2/\%.

Robot Pushing: The second real-world problem a robot pushing problem based on [30], where the robot pushes an object from the origin, i.e., \( L_{\text{object}} = (0, 0) \), to an unknown target location \( L_{\text{target}} \in [-5, 5]^2 \). The parameters to be optimized are the location of the robot, i.e., \( L_{\text{robot}} = (x_{\text{robot}}, y_{\text{robot}}) \) and the duration of the push \( t \in [1, 30] \). Therefore, the decision variables to optimize are \( (x_{\text{robot}}, y_{\text{robot}}, t) \). The objective is to minimize the distance between the location of the object after being pushed and the target location, namely the \( L_2 \) norm of \( (L_{\text{object}} \text{after push} - L_{\text{target}}) \). The cost function is the energy used by the robot for pushing the object which is \( ||L_{\text{object}} \text{after push}|| + \epsilon \), where \( \epsilon \) is some noise. The constraint value we use for this problem is 6.

A.2 Batch Evaluations, Overhead of Acquisition Function Evaluation

Here, we study two additional questions not studied in the main paper: performance in the batch setting; and the overhead required to optimize the acquisition function. The experiment setup is the same as that of §6.2 in the main paper.

While 2-OPT-C is more query efficient, i.e., uses fewer evaluations of the objective function and the constraint than all other methods, it requires more computation time than myopic methods to decide where to evaluate. (It requires less computation than other non-myopic methods, discussed below.) Thus, whether it reduces the total computation time required to solve an optimization problem depends on how time-consuming the objective and constraints are to evaluate. If each evaluation is extremely fast, e.g., milliseconds, then even substantially better query efficiency is not enough to overcome a small elevation in overhead. If each evaluation is slow, however, e.g., minutes or hours, then the time saved via improved query efficiency makes up for a modest increase in overhead. Indeed, BayesOpt is almost always applied in the latter setting, when evaluations are slow.

We present experimental results on one of the example problems from the main paper, P3, showing that 2-OPT-C solves optimization problems more quickly than myopic constrained BayesOpt methods for ranges of objective / constraint evaluation time typical to BayesOpt. We use batch sizes of \( q = 1 \) (i.e., sequential), \( q = 5 \) and \( q = 10 \). All the experiments are run on Amazon Web Services c4.4xlarge instances.

Although the actual benchmark problems are fast to evaluate, we can easily simulate what wall-clock times would result given different amounts of time required to compute the objective function and constraints. We do this by simply adding the actual wall-clock time needed to perform acquisition function optimization to the simulated wall-clock time associated with the number of objective/constraint evaluations performed. We can then calculate the utility gap versus simulated wall-clock time. We do this for four different levels of simulated wall-clock required for an objective / constraint evaluation: 0 minutes; 20 minutes; 40 minutes; and 60 minutes.

Figure 6 shows the results of these experiments, showing total computation time to reach a given mean utility gap under 2-OPT-C with \( q = 1, q = 5 \), and \( q = 10 \) as compared with myopic BO methods. As the time needed per evaluation for objective / constraint functions varies from 0 to 60 minutes, we plot the total computation time v.s. the log10 utility gap in Figure 6(a-d).

We make several observations. First, when the objective and constraints are time-consuming-to-evaluate, 2-OPT-C performs much better than the other methods. Although its computational overhead is higher, the time saved by its substantially better query efficiency more than makes up for overhead. When the objective is fast-to-evaluate (0 minutes), 2-OPT-C’s computational overhead causes it to underperform other methods. In this regime, however, one would not use Bayesian optimization — even the relatively mild overhead of a method like constrained EI would be undesirable and it would be better to use, e.g., random search or a genetic algorithm.

Second, the batch version of 2-OPT-C is particularly effective. This is for two reasons. First, 2-OPT-C is optimized via a gradient-based method that retains its effectiveness in the higher-dimensional optimization problems created by batch acquisition function optimization. Thus, the overhead required to optimize the acquisition function does not grow substantially as the batch size \( q \) grows; optimizing the multiple-point acquisition function for a batch size of \( q \) is faster than optimizing the single-point acquisition function \( q \) times. This is because the bottleneck in optimizing 2-OPT-C’s acquisition function is the “inner” problem, i.e., finding the optimal \( x_2 \) given \( X_1 \). The time spent solving this inner problem does not grow substantially with \( q \). With larger \( q \), this overhead is amortized over a larger number of function evaluations. Second, surprisingly, there is little loss in query efficiency associated with moving to the batch setting in
this problem, which is evidence that 2-OPT-C effectively optimizes its batch acquisition function. Note that one can use batch 2-OPT-C even when evaluations must be sequential: choose \( q \) points to evaluate simultaneously with one large acquisition function optimization, then evaluate them one at a time without updating the GPs until the full batch finishes. When function evaluations are less expensive, this is an appealing way to retain query efficiency while saving computational overhead.

Third, SAA+CMA_ES performs poorly, despite the fact that it is optimizing the same theoretical acquisition function as 2-OPT-C. This points to the value of our novel approach to optimizing this acquisition function. Indeed, although Figure 1 shows that the SAA+CMA_ES approach has better query efficiency compared to myopic methods (EIC and PESC), the discontinuity issue discussed in the main paper causes the computational overhead to be considerably larger than for both myopic methods and 2-OPT-C, while also degrading query efficiency. This in turn causes SAA+CMA_ES to be the worst of the methods in nearly all settings considered.

Fourth, 2-OPT-C does better when one desires a better solution quality (lower mean utility gap). This is because the convergence of myopic methods is slower: the multiplicative gap in the number of evaluations required to reach a given optimality gap grows as the optimality gap grows small.

The above discussion compares 2-OPT-C to the myopic methods EIC and PESC and to SAA+CMA_ES. Here we briefly discuss computation time relative to the other non-myopic method \( \mathbb{I} \). For 2-OPT-C, under the sequential setting \( (q = 1) \), it takes roughly 15 to 20 minutes over computational overhead per evaluation. However, \( \mathbb{I} \) is likely to take even more time: a similar code designed for the simpler unconstrained setting requires 10 minutes to 1 hour per iteration, as reported in \( \mathbb{II} \) based on private communication with the authors. Modeling the constraint in a non-myopic way requires a substantially larger scenario space and also doubles the number of GPs to be modeled. This suggests that, in the sequential setting, our method is more efficient than \( \mathbb{I} \). Moreover, in the batch setting, optimizing 2-OPT-C requires only a modest amount of additional computation per batch as the batch size grows, thus resulting in substantially less overhead per point. For example, choosing a batch size of 5 with 2-OPT-C requires 20-30 minutes of overhead, or 4-5 minutes per point. As noted above, this is a viable method for saving computational overhead when
functions evaluations are not especially slow, even if points must be deployed sequentially. This fact further emphasizes the computational benefits of 2-OPT-C over the method of [1].

Figure 7: Log10 mean utility gap of Random Search, ADMMBO, BO_Slack, NEI, EIC, PESC, SAA_CMAES, and 2-OPT-C with 95% confidence intervals for P1 (top left), P2 (top right), and P3 (bottom left). Log10 mean utility gap of Random Search, NEI, EIC, PESC, and 2-OPT-C with 95% confidence intervals for robot pushing (bottom right).

A.3 Experiment Results for the Mean Utility Gap

We report the mean utility gap rather than the median, using the same experiments (except for the portfolio optimization problem) reported in §6.2. As in §6.2, we continue to assume sequential evaluations and plot versus the number of function evaluations. Figure 7 provides these additional results. Results for this alternative outcome, the mean, are very similar to those for the median.

A.4 Additional Non-Myopic Results

We provide the detailed experiment results of §6.3 in Table 1. All the statistics are obtained from Table 1 of [1] and we add results from 2-OPT-C to their table.

Table 1: Log10 median utility gap. 2-OPT-C’s result is presented in the last column. All other statistics are obtained from [1]. The results of the non-myopic rollout method with different horizons are shown in the three columns before 2-OPT-C.

| PROBLEM | N   | SLSQP | MMA   | COBYLA | ISRES | PESC | PM | R-1  | R-2  | R-3  | 2-OPT-C |
|---------|-----|-------|-------|--------|-------|------|----|------|------|------|---------|
| P1      | 40  | 0.59  | 0.59  | -0.05  | -0.19 | -2.68| 0.30| -4.59| -4.52| -4.42| -4.92   |
| P2      | 40  | -0.40 | -0.40 | -0.82  | -0.70 | -2.43| -1.76| -2.99| -2.99| -2.99| -3.08   |
| P3      | 60  | 2.15  | 3.06  | 3.06   | 1.68  | 1.66 | 1.79| 1.48 | 1.31 | 1.35 | 1.28    |

Table 1: Log10 median utility gap. 2-OPT-C’s result is presented in the last column. All other statistics are obtained from [1]. The results of the non-myopic rollout method with different horizons are shown in the three columns before 2-OPT-C.

1The performance of EIC as reported in [1] differs from both our results and those in [11]. Since the EIC implementation leveraged complex rollout code, which may have special characteristics, we exclude those results.
B 2-OPT-C with Multiple Constraints

Our approach can also be easily generalized to the case with multiple constraints. Here, we provide the form of the gradient estimator $\Gamma(X_1, \tilde{X}_1, Y)$ with multiple constraints. We focus on independent constraints for simplicity. Our discussion here can be easily generalized to the dependent case, where the multivariate Gaussian probability distribution over the constraints can be calculated through numerical methods [44].

Suppose we have $M$ constraints ($M$ can be 1). Let $Y = (Y_f, \{Y_{g,m}\}_{1 \leq m \leq M})$, where $Y_{g,m}$ is the $m$-th constraint function evaluated at $X_1$. Then similar to [3] if we use $p(y; X_1)$ to denote the distribution of $Y$, i.e., $Y \sim p(y; X_1)$, then

$$p(y; X_1) = \mathcal{N}\left(\begin{bmatrix} \mu_{0}(X_1) \\ \mu_{0,1}(X_1) \\ \mu_{0,2}(X_1) \\ \vdots \\ \mu_{0,M}(X_1) \end{bmatrix}, \begin{bmatrix} K_{0}(X_1, X_1) & 0 & 0 & \cdots & 0 \\ 0 & K_{0,1}(X_1, X_1) & 0 & \cdots & 0 \\ 0 & 0 & K_{0,2}(X_1, X_1) & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & K_{0,M}(X_1, X_1) \end{bmatrix}\right)$$

where $\mu_{0,m}$ and $K_{0,m}$ are the posterior mean and posterior variance of the corresponding Gaussian process modeling the $m$-th constraint function for $m = \{1, 2, \cdots, M\}$ respectively. In other words, $p(y; X_1)$ now is the joint posterior distribution of $Y_f$ and $\{Y_{g,m}\}_{1 \leq m \leq M}$ given the information of the past observations $D$ and their objective $f(D)$ and constraint $g_m(D)$, where $g_m$ is the $m$-th constraint function. Let $p(y; \tilde{X}_1)$ be the importance sampling distribution defined in a similar way to the main paper but under the multiple constraint setting. Then our gradient estimator has the same form as the one in [3]

$$\Gamma(X_1, \tilde{X}_1, y) := \nabla_x \max_{x_2 \in A(\delta)} \alpha(X_1, x_2, y) L(y; X_1, \tilde{X}_1)$$

$$= [\nabla \alpha(X_1, x_2, Y)] L(y; X_1, \tilde{X}_1) + \alpha(X_1, x_2, Y) [\nabla p(y; X_1)] / [p(y; \tilde{X}_1)]$$

with $x_2^* \in \arg \max_{x_2 \in A(\delta)} \alpha(X_1, x_2, Y)$. Here, $\alpha(X_1, x_2, y)$ is under the multiple constraint setting, which is explicitly written as:

$$\alpha(X_1, x_2, y) = f_0^* - f_1^* + EI(f_1^* - \mu_1(x_2), \sigma_1(x_2)^2) \prod_{m=1}^{M} \text{PF}(\mu_{1,m}(x_2), (\sigma_{1,m}(x_2))^2)$$

where $f_0^*$ is the best evaluated point satisfying all the constraints so far, i.e. $f_0^* = \min \{ f(x) : x \in D, g_m(x) \leq 0 \}$ for $1 \leq m \leq M$. Similarly, $f_1^*$ and $f_2^*$ are the best evaluated points satisfying all the constraints by the end of the first and second stage respectively. Moreover, $\mu_1(x), \mu_{1,m}(x)$ and $\sigma_1(x), \sigma_{1,m}(x)$ denote the posterior mean and posterior standard deviation of $f(x)$ and $g(x)$ given $D$ and $X_1$.

C 2-OPT-C Algorithm

The overall description of the algorithm is provided in [3] Here, we provide implementation details of our algorithm and present pseudo-code for 2-OPT-C. This pseudo-code sets $\tilde{X}_1$ equal to $X_1$.

To reduce the variance of 2-OPT-C, instead of sampling the fantasy values for $Y_f = \{f(x) : x \in X_1\}$ and $Y_g = \{g(x) : x \in X_1\}$ through classic Monte Carlo (MC) methods, we apply the quasi Monte Carlo technique (QMC) [45], which uses a low-discrepancy sequence as its sample set. In classic MC, the sampled values tend to cluster even when the sampling distribution is uniform. Consequently, the sampled values may not cover the domain of integration particularly efficiently. However, QMC covers the domain of integration more efficiently and thoroughly. Therefore, QMC provides more robust performance using fewer samples compared to classic MC.

In addition, to reduce the computational burden of 2-OPT-C, we leverage the two time scale optimization technique in [46]. The key idea of this technique is that for the nested optimization problem, the optimal solution (in our case, its $x_2^*$) obtained from the previous iteration of the inner problem should remain within a small neighborhood of a current high quality local optimal solution (or the global solution). In other words, we do not need to solve the inner optimization problem when we calculate every gradient copy for our gradient. Instead, for certain gradient copies, we can use the optimal solution previously obtained and directly calculate the gradient copy. We let $k$ denote the frequency of solving
the inner optimization. \( k = 2 \) means that we solve the inner optimization on every other iteration when calculating the gradient.

Let subscripts \( r, t, m \) denote the number of restarts, the number of gradient ascent steps, and the number of samples of the gradient. For simplicity, we drop the subscript representing the stage and use \( X \) to denote \( X_1 \). With this notation we summarize our full algorithm for optimizing 2-OPT-C as follows.

**Algorithm 1** Estimating \( \nabla 2\text{-OPT-C}(X) \) with Two Time Scale Optimization

1. Initialize \( \nabla 2\text{-OPT-C}(X) = 0 \)
2. Initialize \( x^*_{2,\text{previous}} = 0 \)
3. for \( m = 1:M \) do
4. Use QMC sampling to get \( Y_f \) and \( Y_g \)
5. if \( m \neq k \) then
6. Obtain \( x^*_2 \) by solving \( \arg \max_{x_2} \alpha(X, x_2, y) \)
7. else
8. \( x^*_2 = x^*_{2,\text{previous}} \)
9. end if
10. Plug \( x^*_2 \) into \( \Gamma(X, X, y) \) and compute the \( m \)-th gradient estimation: \( \nabla 2\text{-OPT-C}(X)_m \).
11. end for
12. return the estimated gradient \( \nabla 2\text{-OPT-C}(X) = \frac{1}{M} \sum_{m=1}^M \nabla 2\text{-OPT-C}(X)_m \)

**Algorithm 2** Optimization of 2-OPT-C

1. for \( r = 1:R \) do
2. Draw an initial point or a batch of points \( X_{r,0} \) from the Latin hypercube
3. for \( t = 0:T-1 \) do
4. Estimate \( \nabla 2\text{-OPT-C}(X_{r,t}) \) using Algorithm 1 and store the result as \( G(X_{r,t}) \)
5. Update solution \( X_{r,t+1} = (1 - \alpha_t)X_{r,t} + \alpha_t G(X_{r,t}) \), where \( \alpha_t \) is the step size at time \( t \)
6. end for
7. Estimate 2-OPT-C(\( X_{r,T} \)) using Monte Carlo simulation and store the estimate as 2-OPT-C(\( X_{r,T} \))
8. end for
9. return \( X_{r,T} \) and 2-OPT-C(\( X_{r,T} \)), where \( r^* = \max_r 2\text{-OPT-C}(X_{r,T}) \)

**D Proof of Theorem 1**

This section proves Theorem 1. We first restate the theorem and detail the regularity conditions (Assumption 1) it requires.

**Assumption 1.** We assume

1. The prior on the objective function \( f \) is a Gaussian Process \( f \sim GP(\mu_f(x), K_f(x, x')) \), and the prior on the constraints \( g \) is another Gaussian Process \( g \sim GP(\mu_g(x), K_g(x, x')) \). These two Gaussian processes are independent.
2. \( \mu_f \) and \( \mu_g \) is continuously differentiable with \( x \).
3. \( K_f(x, x') \) and \( K_g(x, x') \) is continuously differentiable with \( x \) and \( x' \).
4. Given \( n \) different points \( X = (x_1, x_2, ..., x_n) \), the matrix \( K_f(X, X) \) and \( K_g(X, X) \) are of full rank.

Assumption 1 models the objective \( f \) and constraints \( g \) as two independent Gaussian processes, following [9]. Assumption 12 and 13 assumes the mean and the kernel functions of the two Gaussian processes are smooth. Assumption 14 assumes non-degeneracy of the kernel matrix, i.e., the posterior variance at a point is zero if and only if this point is already sampled. All the assumptions are standard in the Bayesian Optimization literature [7].

We now restate Theorem 1 before providing the proof: under Assumption 1, 2-OPT-C(\( X_1 \))’s partial derivatives exist almost everywhere for any \( \delta > 0 \). When 2-OPT-C(\( X_1 \)) is differentiable,

\[
\nabla 2\text{-OPT-C}(X_1) = \int \Gamma(X_1, \tilde{X}_1, y)p(y; \tilde{X}_1)dy.
\]
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To support the proof, we first define some notation. First, we use $A_s^c := A \setminus A_s$ to denote the complementary set of $A_s$; clearly, $A_s^c$ is an open set. Second, we use $d(X_1, \bar{X}_1) := \max_{1 \leq i \leq q} |x^{(i)} - \bar{x}^{(i)}|$ where $X_1 = (x^{(1)}, x^{(2)}, ..., x^{(q)})$ and $\bar{X}_1 = (\bar{x}^{(1)}, \bar{x}^{(2)}, ..., \bar{x}^{(q)})$ are two sets of batched points. $d(X_1, \bar{X}_1)$ measure the similarity of $X_1$ and $\bar{X}_1$, and $d(X_1, \bar{X}_1) = 0$ if and only if $X_1 = \bar{X}_1$. Finally, we define

$$2\text{-OPT-C}_\delta(X_1, \bar{X}, y) := \max_{x_2 \in A_s} \alpha(X_1, x_2, y) L(y; X_1, \bar{X}).$$

With this new notation,

$$2\text{-OPT-C}(X_1) = \int 2\text{-OPT-C}_\delta(X_1, \bar{X}, y) p(y; \bar{X}) dy.$$

Before diving into the proof of Theorem 1, we give an overview of all the lemmas needed and their roles in the proof. Lemma 1 bounds the posterior mean and posterior standard deviation of the objective and the constraints functions, which serves as a cornerstone to bound $\nabla_{X_1} 2\text{-OPT-C}_\delta(X_1, \bar{X}, y)$ (Lemma 2). Lemma 3 shows $2\text{-OPT-C}_\delta(X_1, \bar{X}, y)$ is absolutely continuous with respect to $X_1$, thus combining Lemma 2 and Lemma 3 shows $\nabla_{X_1} 2\text{-OPT-C}_\delta(X_1, \bar{X}, y)$ is joint integrable with respect to $X_1 \times y$. Applying Fubini Theorem to interchange the integration of $X_1$ and $y$ proves Theorem 1.

**Lemma 1.** Given the set of sampled points $D$, batched points $\bar{X}_1$ and $\delta' < \delta$, there exists constant $C_0, C_1$ and $C_2$, s.t. for any $y$, $x_2 \in A_s$ and $X_1$ s.t. $d(X_1, \bar{X}_1) \leq \delta'$, the posterior mean and standard deviation of the objective $f$ and constraints $g$ at $x_2$ satisfy:

- $|\mu_1(x_2)| \leq C_1 + C_2|y|$, $|\mu_1^2(x_2)| \leq C_1 + C_2|y|$;
- $|\nabla_{X_1} \mu_1(x_2)| \leq C_1 + C_2|y|$, $|\nabla_{X_1} \mu_1^2(x_2)| \leq C_1 + C_2|y|$;
- $C_0 \leq |\sigma_1(x_2)| \leq C_1$, $C_0 \leq |\sigma_1^2(x_2)| \leq C_1$;
- $|\nabla_{X_1} \sigma_1(x_2)| \leq C_1$, $|\nabla_{X_1} \sigma_1^2(x_2)| \leq C_1$.

When there are multiple constraints, $\sigma_1^2(x_2)$ is understood as the upper triangle matrix by Cholesky decomposition of the covariance matrix at $x_2$.

**Proof of Lemma 1.** Without loss of generality, we assume the set of sampled points is an empty set. Otherwise, we could change the definition of $\mu_f$, $\mu_g$ and $K_f, K_g$ to be the posterior mean and kernel function conditioned on the sampled data $D$.

We only prove the inequalities considering the objective function $f$. The proof for inequalities considering the constraints functions $g$ is the same.

Conditioned on objective function $y_f := f(X_1)$ evaluated at $X_1$, the posterior of $f(x_2)$ is a Gaussian distribution with mean $\mu(x_2)$ and variance $\sigma^2(x_2)$, where

$$\mu_1(x_2) := \mu_f(x_2) + K_f(x_2, X_1) K(X_1, X_1)^{-1} (y_f - \mu_f(X_1))$$

$$\sigma_1^2(x_2) := K(x_2, x_2) - K(x_2, X_1) K(X_1, X_1)^{-1} K(X_1, x_2).$$

The bound on the posterior mean $\mu_1(x_2)$ follows from

$$|\mu_1(x_2)| = |\mu_f(x_2) + K_f(x_2, X_1) K(X_1, X_1)^{-1} (y_f - \mu_f(X_1))|$$

$$\leq \max_{x_2 \in A_s} |\mu_f(x_2)|$$

$$+ \max_{x_2 \in A_s, d(X_1, X_1') \leq \delta'} |K_f(x_2, X_1)| \max_{d(X_1, X_1') \leq \delta'} |K(X_1, X_1)^{-1}| |y_f|$$

$$+ \max_{x_2 \in A_s, d(X_1, X_1') \leq \delta'} |K_f(x_2, X_1)| \max_{d(X_1, X_1') \leq \delta'} |K(X_1, X_1)^{-1}| \max_{d(X_1, X_1') \leq \delta'} |\mu_f(X_1)|,$$

where $\max_{x_2 \in A_s} |\mu_f(x_2)| < \infty$ by the smoothness of $\mu_f$ and compactness of $A_s$. Similarly,

$$\max_{x_2 \in A_s, d(X_1, X_1') \leq \delta'} |K_f(x_2, X_1)| < \infty,$$

$$\max_{d(X_1, X_1') \leq \delta'} |K(X_1, X_1)^{-1}| < \infty,$$

$$\max_{d(X_1, X_1') \leq \delta'} |\mu_f(X_1)| < \infty,$$

follows from the compactness of the region $\{X_1 : d(X_1, X_1') \leq \delta'\}$, the smoothness of $K_f$ and $\mu_f$, and the full-rank property of $K_f$.

The bound on $\nabla_{X_1} \mu_1(x_2), \sigma_1(x_2)$ and $\nabla_{X_1} \sigma_1(x_2)$ can be deduced by following the same spirit. □
Lemma 2. Given the set of sampled points $D$, batched points $\bar{X}_1$ and $\delta' < \delta$, there exists constant $C_1$ and $C_2$, s.t. for any $y$, $x_2 \in A_5$ and $X_1$, s.t. $d(X_1, \bar{X}_1) \leq \delta'$, 

- $|\alpha(X_1, x_2, y)| \leq C_1 + C_2|y|$,
- $|\nabla_x \alpha(X_1, x_2, y)| \leq C_1 + C_2|y|$,
- $|\nabla_{X_1} L(y; X_1, \bar{X}_1)| \leq (C_1 + C_2|y|^2)|L(y; X_1, \bar{X}_1)|$.

Proof of Lemma 2. To prove the first inequality, notice

$$|\alpha(X_1, x_2, y)| = |f_0^* - f_1^* + E_1[(f_1^* - f(x_2))^+ I(g(x_2) \leq 0)]|$$

$$\leq |f_0^*| + |f_1^*| + |E_1[(f_1^* - f(x_2))^+ I(g(x_2) \leq 0)]|$$

$$\leq |f_0^*| + |f_1^*| + |E_1[f_1^* - f(x_2)]|$$

$$\leq |f_0^*| + |f_1^*| + |f_1^*| + |E_1[f(x_2)]|$$

$$\leq |f_0^*| + |f_1^*| + |f_1^*| + |\mu_1(x_2)| + |\sigma_1(x_2)|$$

$$\leq C_1 + C_2|y|,$$

where applying Lemma 1 to $\mu_1(x_2)$ and $\sigma_1(x_2)$ derives the last inequality.

To prove the second inequality, notice

$$\alpha(X_1, x_2, Y) = f_0^* - f_1^* + \text{EL}(f_1^* - \mu_1(x_2), \sigma_1(x_2)^2)\text{PF}(\mu_1(x_2)^c, (\sigma_1(x_2)^c)^2),$$

where $\text{EL}(m, v) := m\Phi(m/\sqrt{v}) + \sqrt{\phi}(m/\sqrt{v})$ and $\text{PF}(m^c, v^c) = \Phi (-m^c/\sqrt{v^c})$. Notice functions $\Phi, \phi$ along with their derivatives $\Phi', \phi'$ are bounded. Thus, applying the chain rule along with Lemma 1 proves the second inequality.

To prove the third inequality, notice

$$L(y; X_1, \bar{X}_1) = \frac{p(y; X_1)}{p(y; \bar{X}_1)}$$

where

$$p(y; X_1) = \mathcal{N}\left(\begin{bmatrix} \mu_0(X_1) \\ \mu_0(X_1) \end{bmatrix}, \begin{bmatrix} \sigma_0^2(X_1) & 0 \\ 0 & \sigma_0^2(X_1) \end{bmatrix}\right).$$

By following an approach similar to the second inequality’s proof, it is straightforward to prove the third inequality. □

Lemma 3. Given $\bar{X}$, suppose $X_{1,1}$ and $X_{1,2}$ satisfy $d(\bar{X}_1, X_{1,1}) < \delta$ and $d(\bar{X}_1, X_{1,1}) < \delta$. We can construct the path map $\epsilon \to X_1(\epsilon)$, where $\epsilon \in [0, 1]$ and $X_1(\epsilon) = \epsilon X_{1,1} + (1 - \epsilon) X_{1,2}$.

Then $2$-$\text{OPT}$-$C_\delta(X_1(\epsilon), \bar{X}_1, y)$ is absolutely continuous with $X_1(\epsilon)$, i.e.

$$2$-$\text{OPT}$-$C_\delta(X_1(1), \bar{X}_1, y) = 2$-$\text{OPT}$-$C_\delta(X_1(0), \bar{X}_1, y) + \int_0^1 \frac{d}{d\epsilon} 2$-$\text{OPT}$-$C_\delta(X_1(\epsilon), \bar{X}_1, y)d\epsilon.$$

In particular,

$$\frac{d}{d\epsilon} 2$-$\text{OPT}$-$C_\delta(X_1(\epsilon), \bar{X}_1, y)\bigg|_{\epsilon=\epsilon'} = \frac{d}{d\epsilon} \left[\alpha(X_1(\epsilon), x_2(\epsilon'), y)L(y; X_1(\epsilon), \bar{X}_1)\right]\bigg|_{\epsilon=\epsilon'},$$

where $x_2(\epsilon') = \arg\max_{x_2} \alpha(X_1(\epsilon'), x_2, y)L(y; X_1(\epsilon'), \bar{X}_1)$.

Proof of Lemma 3. According to Corollary 4 in [38], we only need to check the following three conditions:

- $A_4$ is non-empty compact set.
- $\alpha(X_1(\epsilon), x_2, y)L(y; X_1(\epsilon), \bar{X}_1)$ is continuous in $x_2$.
- $\frac{d}{d\epsilon} \left[\alpha(X_1(\epsilon), x_2, y)L(y; X_1(\epsilon), \bar{X}_1)\right]$ is continuous in $\epsilon$ and $x_2$.

The first condition holds true according to the definition of $A_4$. Because the posterior mean and variance is a continuously differentiable function of $X_1$, the second and the third condition can be verified with the chain rule. □
Lemma 4. Given $\tilde{X}$, suppose $X_{1,1}$ and $X_{1,2}$ satisfy $d(\tilde{X}_1, X_{1,1}) < \delta$ and $d(\tilde{X}_1, X_{1,1}) < \delta$. We can construct the path map $\epsilon \to X_1(\epsilon)$, where $\epsilon \in [0, 1]$ and 

$$X_1(\epsilon) = \epsilon X_{1,1} + (1 - \epsilon) X_{1,2}.$$ 

Then 

$$\frac{d}{d\epsilon} \text{2-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y)$$

is integrable in the product region $[0, 1] \times \text{Range}(y)$ with the product measure, where the measure on $[0, 1]$ is given by the Lebesgue measure and the measure on $\text{Range}(y)$ is given by the Gaussian density function 

$$p(y; \tilde{X}_1) = \mathcal{N}\left( \begin{bmatrix} \mu_0(\tilde{X}_1) \\ \mu_\delta(\tilde{X}_1) \\ 0 \\ (\sigma_\delta(\tilde{X}_1))^2 \end{bmatrix} \right).$$

Proof of Lemma 4 According to Lemma 3 

$$\frac{d}{d\epsilon} \text{2-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y)\big|_{\epsilon = \epsilon'} = \frac{d}{d\epsilon} \left[ \alpha(X_1(\epsilon), x_2(\epsilon'), y) L(y; X_1(\epsilon), \tilde{X}_1) \right]_{\epsilon = \epsilon'}$$

$$= \left[ \frac{d}{d\epsilon} \alpha(X_1(\epsilon), x_2(\epsilon'), y) \right] L(y; X_1(\epsilon), \tilde{X}_1) + \alpha(X_1(\epsilon), x_2(\epsilon'), y) \frac{d}{d\epsilon} L(y; X_1(\epsilon), \tilde{X}_1)$$

According to Lemma 3 there exists $C_1$ and $C_2$, s.t.

$$\bigg| \frac{d}{d\epsilon} \alpha(X_1(\epsilon), x_2(\epsilon'), y) \bigg| \leq C_1 + C_2 |y|,$$

$$\alpha(X_1(\epsilon), x_2(\epsilon'), y) \leq C_1 + C_2 |y|,$$

$$\frac{d}{d\epsilon} L(y; X_1(\epsilon), \tilde{X}_1) \leq (C_1 + C_2 |y|^2) L(y; X_1(\epsilon), \tilde{X}_1).$$

So, there exists constant $C_1$ and $C_2$, s.t.

$$\frac{d}{d\epsilon} \text{2-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) \leq (C_1 + C_2 |y|^3) L(y; X_1(\epsilon), \tilde{X}_1).$$

Thus, Lemma 4 is proved.

Now we are ready to prove Theorem 1.

Proof of Theorem 1 Without loss of generality, we assume $d(X_1, \tilde{X}_1) \leq \frac{\delta}{2}$. Other cases can be proved in a straightforward fashion following our approach here.

When calculating a partial derivative at $X_1$, we choose a point $X_1'$, s.t. $d(X_1', \tilde{X}_1) \leq \frac{\delta}{2}$ and $X_1' = X_1$ gives the direction in which we are interested. Construct the path map $X_1(\epsilon) = \epsilon X_{1,1} + (1 - \epsilon) X_1'$ where $\epsilon \in [0, 1]$.

According to Lemma 3

$$\text{2-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) = \text{2-OPT-C}_\delta(X_1(0), \tilde{X}_1, y) + \int_0^\epsilon \frac{d}{d\epsilon} \text{2-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) d\epsilon.$$ 

Thus, 

$$\text{2-OPT-C}_\delta(X_1(\epsilon)) = \int 2 \text{-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) p(y; \tilde{X}_1) dy$$ 

$$= \int 2 \text{-OPT-C}_\delta(X_1(0), \tilde{X}_1, y) p(y; \tilde{X}_1) dy + \int p(y; \tilde{X}_1) dy \int_0^\epsilon \frac{d}{d\epsilon} 2 \text{-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) d\epsilon.$$ 

According to Lemma 4

$$\frac{d}{d\epsilon} \text{2-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y)$$

is integrable with respect to $\epsilon \times y$. Thus, by Fubini theorem,

$$\text{2-OPT-C}_\delta(X_1(\epsilon)) = \int 2 \text{-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) p(y; \tilde{X}_1) dy + \int p(y; \tilde{X}_1) dy \int_0^\epsilon \frac{d}{d\epsilon} 2 \text{-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) dy$$ 

$$= \int 2 \text{-OPT-C}_\delta(X_1(0), \tilde{X}_1, y) p(y; \tilde{X}_1) dy + \int_0^\epsilon \int \frac{d}{d\epsilon} 2 \text{-OPT-C}_\delta(X_1(\epsilon), \tilde{X}_1, y) p(y; \tilde{X}_1) dy.$$
Thus,
\[
\frac{d}{dx} \text{2-OPT-C}(X_1(e)) = \int \frac{d}{dx} \text{2-OPT-C}_{\delta}(X_1(e), \tilde{X}_1, y)p(y; \tilde{X}_1)dy.
\]

When 2-OPT-C($X_1$) is differentiable with respect to $X_1$,
\[
\nabla 2\text{-OPT-C}(X_1) = \int \nabla 2\text{-OPT-C}_{\delta}(X_1, \tilde{X}_1, y)p(y; \tilde{X}_1)dy
\]
\[
= \int \Gamma(X_1, \tilde{X}_1, y)p(y; X_1)dy.
\]

### E Constrained Multi-points Expected Improvement

Here, we formally derive the form for the constrained multi-points expected improvement defined in §2.3 which allows multiple points to be evaluated at each iteration. This idea is first discussed in [16] but not formally defined.

Let $X = \{x^{(n+1)}, x^{(n+2)}, \ldots, x^{(n+q)}\}$ be the set of $q$ candidate points that we consider evaluating next. Let $f^*$ be the best evaluated point subject to the constraint. Then the improvement provided by those points subject to the constraint, $I(X)$, can be written as:

\[
I(X) = f^* - \min \{f^*, \min \{f(x) : x \in X, g(x) \leq 0\}\}
\]
\[
= \max \{0, f^* - \min \{f(x) : x \in X, g(x) \leq 0\}\}
\]
\[
= \max \{0, \max \{f^* - f(x) : x \in X, g(x) \leq 0\}\}
\]
\[
= \max \{\max \{f^* - f(x) : x \in X, g(x) \leq 0\}\}^+
\]
\[
= \max_{x \in X} (f^* - f(x))^+ \cdot 1\{g(x) \leq 0\}
\]

where $1\{A\}$ is the indicator function that equals 1 if $A$ is true and 0 elsewhere. The last equality holds true for the following reason. If for any $x \in X, g(x) > 0$, the inner maximization in (4) will be taken over an empty set. In other words, since any point in $X$ does not satisfy the constraint, there should be no improvement in $X$. Therefore, the result in (4) should be 0, which is the same as that in (5). In addition, consider the case where there exists at least one $x \in X_1$ such that $g(x) \leq 0$ and $f^* > f(x)$, then:

\[
I(X) = \max_{x \in X} (f^* - f(x))^+ \cdot 1\{g(x) \leq 0\}
\]

Thus, the last equality holds true and we call $I(X) = \max_{x \in X} (f^* - f(x))^+ \cdot 1\{g(x) \leq 0\}$ the constrained multi-points improvement.

Then we define the constrained multi-points expected improvement $\text{EIC}(X)$ as the expectation of the constrained multi-points improvement:

\[
\text{EIC}(X) := \mathbb{E}[I(X)] = \mathbb{E}\left[\max_{x \in X} (f^* - f(x))^+ \cdot 1\{g(x) \leq 0\}\right]
\]

where $\mathbb{E}[\cdot]$ is the expectation taken with respect to the posterior distribution given the current observations $D$ and their objective values $f(D)$ and constraint values $g(D)$.
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