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Choice context influences decision processes and is one of the primary determinants of what people choose. This insight has been used by academics and practitioners to study decision biases and to design behavioral interventions to influence and improve choices. We analyzed the effects of context-based behavioral interventions on the computational mechanisms underlying decision-making. We collected data from two large laboratory studies involving 19 prominent behavioral interventions, and we modeled the influence of each intervention using a leading computational model of choice in psychology and neuroscience. This allowed us to parametrize the biases induced by each intervention, to interpret these biases in terms of underlying decision mechanisms and their properties, to quantify similarities between interventions, and to predict how different interventions alter key choice outcomes. In doing so, we offer researchers and practitioners a theoretically principled approach to understanding and manipulating choice context in decision-making.

Significance
A large body of research in the social and behavioral sciences studies the impact of behavioral interventions (or “nudges”) on decisions. Although this work has been extremely influential, we currently lack an overarching theoretical framework for behavioral interventions that provides a systematic account of their behavioral consequences, cognitive and neurobiological mechanisms, and statistical interpretations. In this paper, we propose such a theoretical framework using the diffusion decision model, a quantitative theory of decision-making whose parameters offer a theoretically compelling characterization of choice underpinnings. Our results not only reveal insights about how context-based interventions alter behavior but also offer practitioners a model-based method for choosing between behavioral interventions based on different goals.
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Table 1. Summary of behavioral interventions

| Category                  | Intervention         | Procedure and instruction                                                                                                                                 |
|---------------------------|----------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------|
| Prominence of Information | 1. Attribute order   | Within-participant manipulation. The quality attribute was positioned above or below the price attribute.                                               |
|                           | 2. Option order      | Within-participant manipulation. The high-quality option was positioned to the left or right of the low-price option.                                   |
|                           | 3. Quality priming   | Implemented in exp. 1 only. Photos of appetizing and expensive food were shown on each instruction page (before the task and between blocks).            |
|                           | 4. Price priming     | Implemented in exp. 1 only. Photos of US dollars were shown on each instruction page (before the task and between blocks).                           |
|                           | 5. Quality information| Implemented in exp. 2 only. Participants read a short passage explaining health insurance deductibles, and they answered multiple choice questions about why a low-deductible health insurance plan could be beneficial. |
|                           | 6. Price information | Implemented in exp. 2 only. Participants read a short passage explaining health insurance premiums, and they answered multiple choice questions about why a low-premium health insurance plan could be beneficial. |
|                           | 7. Attribute salience| One of the two attributes appeared with an orange frame, which highly contrasted with the background.                                                    |
|                           | 8. Option salience   | One of the two options appeared with an orange frame, which highly contrasted with the background.                                                      |
| Task framing              | 9. Default           | One of the options was preselected, and additional key pressing was required to switch the option.                                                       |
| Social information        | 10. Reject (vs. accept) | Participants indicated which option they preferred less instead of indicating which option they preferred more.                                      |
|                           | 11. Social norm      | The more popular option in each choice problem (based on a pilot study) was indicated using an orange frame.                                             |
|                           | 12. Recommendation   | The option recommended by the experimenters (based on the same pilot study for condition 11) was indicated using an orange frame.                    |
| Affect                    | 13. Positive emotion | Before the choice task, participants took 5–10 min to write a report of a happy event from their life. They were also instructed to reread the event during each break. |
|                           | 14. Negative emotion | Before the choice task, participants took 5–10 min to write a report of a sad event from their life. They were also instructed to reread the event during each break. |
| Speed and accuracy        | 15. Time pressure    | Participants were instructed to make choices as quickly as possible.                                                                                   |
|                           | 16. Accuracy instruction | Participants were asked to indicate choices only after they were completely certain about their choice.                                              |
|                           | 17. Cognitive load   | Participants performed an additional memory task in which they remembered a six-digit number before each block and reported the number at the end of each block. |
|                           | 18. Accountability   | Participants wrote a one-paragraph justification of one of their choices (randomly selected at the end of the choice task). The stimuli were shown in a hard-to-read font. |

Note: All interventions that are not explicitly listed as "within-participant" are "between-participant."

responses in perception, memory, categorization, language, and value-based decision-making. We fit a hierarchical DDM to all participants assigned to a given behavioral intervention condition (n ~ 40 participants in each condition, with each participant completing 160 baseline trials and 160 intervention trials; details are provided in Methods). For each fit, we quantified the effect of the behavioral intervention in terms of how it shifted three key DDM parameters: the starting point, the drift rate, and the decision boundary. Changes in these three parameters have systematic effects on choice probability and RT. All else being equal, starting points favoring one option over the other generate more frequent choices and quicker responses for the favored option; higher drift rates favoring one option over the other generate more frequent choices for the favored option, with higher absolute drift rates causing quicker responses for both options; and higher decision boundaries lead to slower responses and more consistent choices. Fig. 1B summarizes the DDM and illustrates these predictions in a hypothetical choice between a high-quality and a low-price option. Although the choice probability for the high-quality option increases in all three panels, RT distributions vary based on the parameter that is causing the shift. For this reason, changes to DDM parameters can be identified based on choice and RT data.

The DDM allows us to model many different behavioral interventions within a single computational framework. Importantly, it also allows us to interpret their effects in terms of underlying cognitive and neurobiological mechanisms, as well as their statistical properties (10–12). The starting-point
parameter, for example, corresponds to an automatic predecisio-
nal bias (or, equivalently, a baseline activation bias in neural
units) and can be interpreted as a statistical prior regarding the
relative desirability of the available options. The drift rate gov-
erns the formation of preferences (or, equivalently, the rate of
change of neural activation) during deliberation and reflects
evolving probabilistic beliefs as decision makers integrate evi-
dence favoring one option over the other. Last, the decision
boundary is a threshold level of preference (or activation)
strength necessary to initiate choice and can be seen as specifying
an acceptable error rate for the decision. By observing how
different contextual factors influence these three DDM mecha-
nisms, we are able to study the behavioral, cognitive, neural,
and statistical consequences of decision context on choice.

Results

Overall Trends. The decision scenarios in exp. 1 and exp. 2 were
taken from consumer and financial choice domains, respectively.
The former offered participants choices between pairs of restaur-
ants (each with a user rating and a price); the latter offered partic-
ipants choices between pairs of health insurance plans (each with
a deductible and a premium). These two scenarios were tested in
two separate preregistered experiments (Open Science Framework,
https://osf.io/y59jk/). Each experiment involved 15 between-
participant interventions. Thirteen between-participant interven-
tions were implemented in both experiments. Money priming
and food-quality priming were implemented only in exp. 1, and
informational prompts emphasizing the importance of either low
deductibles or low premiums were implemented only in exp. 2.
Finally, in addition to the 17 between-participant interventions
across the two experiments, we also counterbalanced the presenta-
tion order of choice options and attributes within participants in
each experiment. This resulted in a total of 19 context-based inter-
ventions for our analysis. Note that for expositional simplicity, we
refer to high-rating/high-price restaurants in exp. 1 and low-
deductible/high-premium insurance plans in exp. 2 as “high-quality”
options. Low-rating/low-price restaurants and high-deductible/low-
premium insurance plans are referred to as “low-price” options.

Overall, choices in the experiments were fairly balanced,
with 53.5% and 56.8% of choices favoring the high-quality
options in exp. 1 and exp. 2, respectively. As expected, different
behavioral interventions had different choice probability and
RT effects (SI Appendix, Fig. S1). Our DDMs captured this
variability, with correlations greater than 0.94 in predicting
individual-level changes to choice probabilities and RTs, and
correlations greater than 0.97 in predicting aggregate changes
to choice probabilities and RTs, across interventions. These
patterns are shown in Fig. 2.

Our main goal was to quantify and compare the effects of
the interventions on the three DDM parameters. These param-
eter effects are summarized in Fig. 3, which displays the shift in
the starting point (Fig. 3A), the drift rate (Fig. 3B), and the
decision boundary (Fig. 3C) for each intervention and each
experiment. In the following paragraphs of Results, we analyze
the effects of social norms, recommendations, defaults, and
option and attribute salience separately for trials selectively tar-
going the high-quality and low-price options in the two experi-
ments). SI Appendix, Fig. S2 provides means and 95% CIs of
DDM parameter shifts, SI Appendix, Fig. S3 shows that the
behavioral effects of interventions are correlated with the esti-
inated effects of interventions on DDM parameters, SI Appendix,
Figs. S4 and S5 provide results of cross-validation predictions
of choice probabilities and RT percentiles, SI Appendix, Fig. S6
shows that the DDM parameters are recoverable, and SI
Appendix, Fig. S9 shows that DDM parameters correlate strongly
with those estimated using an alternate evidence accumulation
model.

Starting Point Effects. In Fig. 3A, we see that the interventions
with the strongest effect on starting points in the two experi-
ments were the social norm (13, 14) and recommendation (15)
interventions. This indicates that participants developed an
automatic predecisional response bias (equivalently, a baseline
activation bias or statistical prior) in favor of the norm or rec-
ommendation, increasing its choice probability and reducing its
RT. These results are consistent with prior work in which
authors found that social cues can alter the automatic process-
ing of choice options (16).
Defaults (17, 18) also had positive effects on starting points in both experiments, so that making an option a default typically generated a mild predecisional bias for that option. We obtained similar but weaker results for option salience (19, 20). These findings validate previous claims regarding the automatic effects of defaults and salient options (21, 22). Additionally, informational prompts about the importance of low premiums (low price) biased starting points in favor of the corresponding health insurance plans in exp. 2. We did not observe the analogous effect for informational prompts about the importance of low deductibles (high quality).

Overall, the starting point effects of the interventions were largely consistent across the two experiments, with a Spearman correlation of 0.46 for the interventions. That said, some interventions had stronger effects in one experiment than the other. For example, participants were more likely to display a biased starting point in favor of the low-price option when asked to reject (instead of accepting) (23) one of the options in exp. 1. We did not find a systematic starting point effect for reject framing in exp. 2, in which both attributes were monetary. This could reflect a tendency to prioritize monetary attributes in rejection decisions. Conversely, negative emotion (24, 25) generated a starting point bias in exp. 2 (favoring the high-quality insurance plan) but did not influence starting points in exp. 1. Positive emotions did not yield analogous effects, suggesting that these effects could have involved negative emotions like fear and sadness, which are known to bias choices in favor of the safer choice (26). We also found a difference between the two domains for font fluency (27): Disfluent fonts led to a weak bias favoring the low-price insurance plan in exp. 2 but had no such effect in exp. 1. We speculate that this could reflect differences in the importance or difficulty of the two decisions. Finally, we note that some starting point effects could be a product of unique features of our experimental design, such as repeated choices. Experience leads to priors (and subsequently starting point effects) favoring preferred options, and inexperienced individuals in the real-world making one-off choices may not display such biases.

**Drift Rate Effects.** Unsurprisingly, we found that informational prompts had an effect on the drift rates in exp. 2 (favoring the option that was dominant on the prompted attribute; Fig. 3B). Thus, informational prompts alter the evaluation of choice options. Likewise, priming money or quality (28) led to corresponding drift rate effects in exp. 1. Drift rates were also very strongly influenced by social norm and experimenter recommendation interventions in both experiments. Thus, in addition to developing predecisional biases favoring normative and recommended options, participants also developed explicit preferences for these options. This finding is consistent with prior work reporting that social cues shift people’s preferences in favor of conforming options (16). By contrast, default and salient options did not have drift rate effects. Decision makers did begin with predecisional biases for these options but did not display biased preferences for these options once they began deliberating. The null effects of defaults are consistent with prior work suggesting that defaults operate primarily through automatic and nonevaluative mechanisms (4). The null effects of salience are consistent with research suggesting the disproportionate effect of salience and accessibility on automatic (vs. deliberative) processing (22).

Again, drift rate effects were consistent across the two experiments, with a Spearman correlation of 0.39. However, we found that cognitive load (29) and time pressure (30) biased
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**Fig. 2.** Observed and simulated intervention effects on choice probabilities and RTs in exp.1 and exp. 2. Gray points correspond to changes for individual participants. Colored labels correspond to aggregate changes for interventions, averaged over participants. Displayed correlations capture the relationship between observed and simulated changes on the individual level. Note: Participants with behavioral shifts outside of the range of the x and y axes of this figure are shown in SI Appendix, Fig. S11.
exp. 1 drift rates in favor of the high-quality option, but exp. 2 drift rates were biased in favor of the low-price option. It seems, therefore, that such interventions do not only alter the amount of time and effort participants are willing to put into the decision but also how they evaluate the choice options, specifically, their preferences for price over quality, which may vary across decision scenarios. This may reflect an adaptive response to effort or accuracy tradeoffs in decision-making (31, 32). Finally, as with the starting point effects discussed previously, we found that negative emotion had a stronger effect on drift rates in exp. 2 than in exp. 1 and that the effect of positive emotion was almost completely absent in the two experiments. This indicates that the emotion effects we documented persist beyond predecisional bias and influence the evaluation of options and the formation of preferences.

**Decision Boundary Effects.** The final mechanism we analyzed was the decision boundary, whose effects are shown in Fig. 3C. Here, we can see that increasing decision-maker accountability (33) had a strong positive effect on the boundary for both experiments. Intuitively, decision makers who were accountable for their decisions deliberated longer and required a greater degree of confidence (or equivalently, activation) before choosing. This is equivalent to having a lower acceptable error probability for the decision. Our finding is consistent with that of considerable prior work on accountability in decision-making (33). We also found a positive effect of font-fluency interventions on the decision boundary in both experiments: Making the font diﬀusent has also been found to increase deliberative processing (27).

Other interventions that had a strong effect on the decision boundary were reject (vs. accept) framing and defaults, which increased the boundaries in both experiments. Both interventions implicitly involved rejection decision frames, which have been shown to increase RTs when options are desirable (34). Additionally, as expected, time pressure had a strong negative effect on the decision boundary. When asked to make quicker decisions, decision makers reduced their thresholds and increased acceptable error levels.

Once again, the decision boundary effect was consistent across the two conditions, with a Spearman correlation of 0.51. However, interestingly, recommendations reduced decision boundaries in exp. 2 but not in exp. 1, suggesting that participants needed less evidence before deciding when given social information in more important or more difficult decisions. We also found a positive effect of accuracy instructions on decision boundary for exp. 1 but not for exp. 2, possibly because exp. 2 already had high boundaries.

**Comparative Effects.** Our analytical approach allows us to describe distinct contextual effects within a unified representational framework. This can shed light on the similarities and differences between different behavioral interventions. We illustrate this in Fig. 4. Fig. 4A plots each intervention in each of our two experiments in a single three-dimensional space of behavioral interventions. The coordinates for each intervention capture its absolute, standardized effects on the starting point, drift rate, and decision boundary parameters. Here, we can see that the different behavioral interventions span a wide region of the space, with some interventions having similar effects on all three mechanisms and others having a stronger effect on one or two of the mechanisms.

Fig. 4B displays the overall magnitude of the intervention vectors. Vector magnitude captures the total cognitive effect size of the interventions, that is, the cumulative absolute effect of the intervention on the drift rates, starting points, and decision boundaries of our DDM models. This figure shows that recommendations, social norms, accountability, time pressure, and defaults had the strongest effects across decision scenarios, whereas emotions, priming, and accuracy instructions had the weakest effects across our decision scenarios.

Finally, interventions also had different degrees of similarity to each other, as revealed by the relative positions of the vectors in Fig. 4A. We show this more rigorously by clustering the interventions in Fig. 4C. Here, we see that the social norm and...
recommendation interventions cluster together. These typically involve social cues that bias the decision maker in favor of one option over the other. We also found that default and rejection interventions (which involve the manipulation of task frames) clustered together, as did salience manipulations (which involve changes to information prominence). Finally, accountability and time pressure manipulations shared a cluster, as they both involved altering accuracy and speed tradeoffs.
## Discussion

### Computational Modeling of Large-Scale Behavioral Data.

The successful use of context in various scientific and practical applications requires an integrative framework for understanding how diverse contextual factors and behavioral interventions shape choice. We have taken steps toward the development of such a framework by collecting a large experimental data set of choice behavior under the influence of many distinct contextual factors. Our data set is an order of magnitude larger than that used in most existing research and offers unparalleled insight into the computational mechanisms influenced by different behavioral interventions. We fit the parameters of the DDM (7, 8), a prominent model of choice process, on decisions under the influence of each contextual factor in our data set. The parameters of this model describe three core computational mechanisms underlying decision-making: predecisional bias (or equivalently baseline activation or statistical prior), drift rate (change in activation or use of evidence during choice deliberation) and decision boundary (activation threshold or acceptable error) (11).

Our results show that different interventions have selective influences on these three computational mechanisms. In doing so, they reveal nuanced insights about how the interventions alter choice probability and RT. For example, we found that providing social norms increased the choice probability for the normative option by altering both starting points and drift rates, whereas making an option a default increased choice probability by only altering starting points. These differences imply that social norms have an effect on preferences, but defaults do not. Prior work that measured intervention effects using only changes to choice probability cannot disentangle these selective influences. Such prior work also cannot measure the effects of interventions such as accountability, which increase the extent of deliberation but may not have a systematic effect on choice probability.

The power of our model relies on robust estimation of its various parameters. In the SI Appendix, we demonstrate that the parameters of our model can be accurately identified, and through cross-validation analysis, we show that the model makes good out-of-sample predictions of choice probabilities and RT distributions. We also show that replacing the DDM with an alternative evidence accumulation model did not alter our interpretation of the intervention effects. Our model is not too complex, but could it be too simple? Many additional cognitive mechanisms can be added to the simple DDM, such as between-trial variability in the parameters, collapsing boundaries, and nonlinear transformation of attribute values. We doubt that these extensions will change our main results, though they may reveal additional nuances in the effects of behavioral interventions on cognitive processes.

### Model-Based Intervention Design.

Our results offer academics and practitioners model-based methods for choosing between contextual influences based on the goals of the intervention. If the intervention aims to change people’s preferences, then drift rate interventions like recommendations and social norms (as well as informational prompts), are suitable nudges. By contrast, defaults, option salience manipulations, and other interventions that have a selective effect on the starting point are better for altering choice probabilities without changing preferences. Starting point effects in the DDM diminish as decision boundaries increase, implying that the effects of starting point interventions are stronger for quick and error-prone decision makers and weaker for decision makers who are willing to deliberate extensively (4). Of course, some settings may require interventions that merely encourage extensive deliberation without systematically biasing choice in favor of either option. In such settings, our analysis would recommend decision boundary interventions, like accountability and rejection task framing.

The DDM model also offers a data-driven taxonomy of behavioral interventions in terms of their core computational mechanisms. The intervention space shown in Fig. 4 can, for example, quantify the similarities between different interventions, which, in turn, can be used to substitute one intervention for another or to develop novel interventions composed of two or more interventions. Consider, for example, combining an intervention that shifts the drift rate to favor a target option with an intervention that increases the decision boundary. The former would increase the choice probability of the target to above 50%. The latter would raise the threshold and thus reduce the probability of choosing the less preferred option. If we assume that intervention effects compose additively in the parameter space, the boundary intervention would amplify the effect of the drift rate intervention. More generally, choice probability depends on nuanced interactions among the three DDM parameters, and context effects that selectively influence different parameters can be combined to target the specific goals of the intervention. Although the effects of interventions on parameters may not be additive, and future experiments are necessary, our approach provides theory-driven quantitative predictions that can be used to motivate and design these experiments.

Many of the effects used to derive the recommendations in our framework have an empirical precedent. For example, our study replicates many prior findings regarding the effects of social cues, frames, defaults, attention, and emotion on decision-making. It also, however, provides a joint empirical investigation and integrative theoretical framework with which to compare and combine these contextual factors. Our framework is quantitative, and the insights derived from this framework come with precise predictions for choice probability and RT, allowing for rigor in the development and design of behavioral interventions.

### Theory Integration across Disciplines.

Our experiments involved a laboratory paradigm with multiple choices made by each individual. This methodology is popular in psychology and neuroscience, as it offers precise experimental manipulations, data on multiple decision variables like choice and RTs, as well as controls for individual heterogeneity in model fitting. Yet behavioral interventions typically target real-world choices, which may differ from those observed in laboratory experiments. For example, most everyday decisions are spread out over time, such that people make fewer pairwise choices within a day but encounter similar problems every so often. This could lead to different intervention effects, especially for starting point parameters, which are sensitive to experience. Therefore, field experiments—ideally mega-studies that jointly test a number of different behavioral interventions in a representative population of real-world decision makers (35—37)—should be conducted to test how our DDM-based conclusions generalize from laboratory experiments to field data.

It is also important to note that our approach adopts a fairly narrow conceptualization of the idea of a behavioral intervention and choice context. Behavioral interventions are typically understood to include not only features of the choice presentation (as with most of the interventions discussed in this article)
but also crucial components of the behavior system, such as people’s opportunities and physical capabilities (see refs. 38 and 39 for a review and discussion). Additionally, behavioral interventions can influence behavior not only through nudges (4) but also through explicit incentives, training, persuasion, and even coercion. We suspect that many of these types of interventions will selectively influence the three DDM parameters. Testing this and, by doing so, extending our approach to model and interpret prominent behavioral change frameworks in implementation science is an important avenue for future work.

Conclusion

Our approach can be used to analyze a large number of policy-relevant behavioral interventions using a prominent cognitive and neurocomputational theory of choice. The parameters that we analyzed in this paper have direct interpretations in terms of neural variables and have been shown to respond to context and neural manipulations across numerous domains in the cognitive and neural sciences, including perception, language, categorization, and memory. By relating prominent empirical regularities in the social and behavioral sciences to an established theoretical paradigm in the natural sciences, we offer a cohesive transdisciplinary approach to understanding human behavior.

Methods

Participants and Procedure. The study was approved by the ethics committee of the University of Pennsylvania. We recruited participants through various university experimental participant pools, with a combination of paid and unpaid participants to diversify our sample. All experiments took place on computers in a university behavioral laboratory, and the experiment lasted approximately 1 hour. Exp. 1 tested consumer choice and involved 608 participants (64.7% female, mean age 23.2 y, range 17–68 y) making choices between pairs of restaurants (each with a user rating and a price). Exp. 2 tested financial choice and involved 627 participants (69.6% female, mean age 21.9 y, range 18–65 y) making choices between pairs of health insurance plans (each with a deductible and a premium). Although we were constrained by our experimental paradigm to recruit participants who could take the experiment in the laboratory, our participant pools consisted of both college students and noncollege students, resulting in a relatively diverse sample of participants. All participants provided informed consent before the start of the experiment.

In exp. 1, we set the range of user ratings from 6 to 10 and the range of prices from 10 to 40. In exp. 2, we set the range of deductibles from 0 to 6,000 and the range of premiums from 30 to 380. We then randomly generated 80 unique choice problems within the predetermined range of attribute values. Additionally, we ensured that only a small set of problems included a dominating option (10/80 in exp. 1 and 5/80 in exp. 2); we excluded these problems when fitting the DDM. Before running the formal experiment in the laboratory, we tested the problem sets on an online experimental sample and found that choices in both experiments were fairly balanced.

Each experiment implemented 15 between-participant interventions. Participants in each experiment were randomly assigned to one of the between-participant interventions and made multiple choices both with and without the intervention. Thirteen between-participant interventions were implemented in both experiments. The other interventions involved money priming and food-quality priming in exp. 1 and informational prompts emphasizing the importance of either low deductibles or low premiums in exp. 2. This change was necessary as money and quality priming would not have different effects on the attributes in exp. 2 (both of which were monetary), and informational prompts would be redundant in exp. 1 (as participants have considerable prior experience with restaurant prices and user ratings). Finally, in addition to the 17 between-participant interventions across the two experiments, we also counterbalanced the presentation order of choice options and attributes in each experiment, allowing us to measure the effects of attribute and option ordering on choice within participants. This resulted in a total of 19 context-based interventions for our analysis.

The between-participant intervention implemented for each participant was randomly selected at the beginning of the session. The order of the baseline condition and the intervention condition was also randomly determined for each participant. To minimize the carry-over effect of the first-presented condition, we asked participants to complete a 5-min filler task between the two conditions. Thus, the experiment consisted of three total parts, with parts 1 and 3 corresponding to the baseline and intervention conditions (in random order) and part 2 corresponding to the filler task. The instructions for the baseline conditions for exp. 1 and exp. 2 can be found in SI Appendix, Table S1. The additional procedures and instructions for the intervention conditions can be found in SI Appendix, Table S2.

Each participant completed five practice trials in part 1 and part 3, 160 trials in the baseline condition (80 unique choice problems with option order counterbalanced), and 160 trials in the intervention condition (the same 80 unique choice problems as in the baseline condition with option order counterbalanced). The 160 trials in the 2 conditions were divided into 8 blocks of 20 trials each. There was a break after each block. Attribute order was held constant within a block and counterbalanced across blocks. All experimental procedures were preregistered with Open Science Framework (https://osf.io/y59jk/).

DDM. We grouped participants within each experiment based on which between-participant intervention condition they were assigned to, which resulted in 15 groups in each experiment. A hierarchical DDM was fit to each group using participants’ choice and RTs recorded from the baseline condition, as well as the intervention condition. This hierarchical modeling approach estimates group- and individual-level parameters simultaneously, with group-level parameters (mean and SDs) forming the distributions from which individual participant estimates are sampled. We used a simple version of the DDM, with no between-trial variabilities in any of the parameters.

To analyze the two within-participant manipulations, we randomly selected 40 participants (who were assigned to any between-participant conditions) from both experiments and used their data recorded from the baseline condition to test the order effects. The attribute order effect was studied using the parameter difference between trials in which the quality attribute was presented above the price attribute (which we, for simplicity, refer to as the intervention condition) and trials in which the quality attribute was presented below the price attribute (the baseline condition). The option order effect was studied using the parameter difference between trials in which the high-quality option was presented to the left of the low-price option (the intervention condition) and trials in which the high-quality option was presented to the right of the low-price option (the baseline condition).

In our models, the upper boundary was associated with the choice of a high-quality option (i.e., the option with a higher score or a lower deductible in exp. 1 and exp. 2, respectively), and the lower boundary was associated with the choice of a low-price option (i.e., the option with a lower price or a lower premium in exp. 1 and exp. 2, respectively). In the baseline condition, the drift rate can be written as \( \text{drift rate} = U_1 - U_2 \), where \( U_1 \) and \( U_2 \) denote subjective utility for the high-quality option and the low-price option, respectively. We followed the common practice of the field and modeled subjective utilities as weighted sums of the attribute values (40). Therefore, the utility difference between a pair of options is equal to the weighted sum of their attribute value differences. Without any context-based interventions, this is \( \text{utility difference} = V_{\text{intercept}} + V_{\text{quality}} \cdot \Delta Q + V_{\text{price}} \cdot \Delta P \). Here \( V_{\text{quality}} \) and \( V_{\text{price}} \) denote multiplicative coefficients for the quality and price attributes, respectively. The larger their absolute values, the more important the attributes are to participants. The intercept, \( V_{\text{intercept}} \), captures an overall stimulus-independent choice tendency. Positive \( V_{\text{intercept}} \) captures a tendency to choose the high-quality option.

We captured the effects of interventions by allowing them to influence the starting point (\( \alpha \)), the decision boundary (\( \delta \)), and the drift rate (\( \theta \)) of the DDM. For the starting point, we included a dummy variable to capture an additive shift between the intervention and the baseline condition. Moreover, for the attribute salience, option salience, default options, social norm, and experimenter recommendation conditions, we included another dummy variable to indicate which option was selectively (or asymmetrically) targeted by the manipulation (i.e., the option that dominated on the salient attribute, or the option that was salient,
default, popular, or recommended). We also allowed these two types of variables (additive shift between the intervention vs. baseline condition, and asymmetric effect of one of the options) to have an effect on the drift rate. In addition to these, we allowed the weights for the two attributes (quality and price) to be different under different conditions. Finally, we permitted an additive shift in the decision boundary between the two conditions. To control for the task order effect, we generated a dummy variable for each participant, indicating whether the condition was implemented in part 1 or part 3 of the experiment, and we allowed this variable to influence the decision boundary parameter (a).

SI Appendix, Table S4 presents a summary of model specifications.

In summary, we assumed that the interventions had linear effects on all DDM components. We subsequently estimated these effects by fitting choice and RTs with the HDMRegression function in HDDM (41), a Python package for hierarchical Bayesian estimation of DDMs. The Bayesian approach permits direct inferences for parameter posterior distributions. To fit the models, three chains of 20,000 samples were generated, where the first 5,000 were burn-ins, and a thinning of 2 was applied. Gelman-Rubin convergence statistics for model parameters were all close to 1, suggesting that the sample size was sufficient for the chains to converge.

Additional Analysis. In many cases, we used multiple parameters to capture the difference on a specific DDM component between the intervention condition and the baseline condition, and thus to have their effects to produce Fig. 3. Here, we describe the procedure for generating the composite effect on the starting point first. For interventions without any asymmetric effects, this starting point effect is simply the group-level additive change of the starting point between the intervention condition and the baseline condition. For those interventions that selectively targeted (i.e., had an asymmetric influence) on one of the options (i.e., attribute salience, option salience, default options, social norm, experimenter recommendation conditions), the composite measure combines the group-level additive shift and asymmetric effect in all posterior samples. Because the asymmetric effect can either favor the high-quality option or the low-price option, two starting point effects were computed separately for the interventions with asymmetric effects. One of the starting point effects combined the additive shift and the asymmetric effect as if it was favoring the high-quality option, and the other combined the additive shift and the asymmetric effect as if it was favoring the low-price option (these effects are shown separately in Fig. 3). To derive the drift rate effect of an intervention, we first took the mean differences of both the quality and price attributes across all the choice problems and used it to generate a typical choice problem. Based on the estimated group-level additive change, attribute weight change, and asymmetric shift between the intervention and the baseline conditions, we computed the overall drift rate change for this typical trial in all posterior samples, and we used their mean to measure the drift rate effect of an intervention. As the drift rate is a linear function of the attribute values, our procedure was equivalent to first computing the drift rates for all questions and then taking the mean of all those drift rates. As in the starting point, the asymmetric effect in the drift rate can favor either the high-quality option or the low-price option, and thus two drift rate effects were computed separately for the interventions with asymmetric effects. One of the drift rate effects combined the additive shift, the weight change, and the asymmetric effect favoring the high-quality option, and the other combined the additive shift, the weight change, and the asymmetric effect favoring the low-price option. Finally, the decision boundary effect was measured as the group-level additive shifts between intervention and baseline conditions.

To generate the three-dimensional space of behavioral interventions in Fig. 4C, we first scaled the DDM effects. This was achieved by dividing the posterior mean of the group-level composite effects by their associated SDs across the posterior samples. We then took these scaled effects’ absolute values to reflect standardized intervention effect sizes on the DDM components. To account for interventions involving an asymmetric effect on the starting point or the drift rate, we averaged the standardized starting point or drift rate effect obtained from trials in which the highlighted option favored the high-quality or the low-price option. We used the Euclidean distance to calculate vector magnitudes and used Ward’s minimum variance method to generate the hierarchical clustering in Fig. 4C.

Data Availability. Behavioral experiment data have been deposited in the Open Science Framework database (https://osf.io/y59k/).
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