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Abstract

Icon-based communication systems are widely used in the field of Augmentative and Alternative Communication. Typically, icon-based systems have lagged behind word- and character-based systems in terms of predictive typing functionality, due to the challenges inherent to training icon-based language models. We propose a method for synthesizing training data for use in icon-based language models, and explore two different modeling strategies.

1 Introduction

Individuals who experience speech and language impairments often are helped by Augmentative and Alternative Communication (AAC) techniques that facilitate the expression or comprehension of spoken or written language (Beukelman and Mirenda, 2005; American Speech Language Hearing Association et al., 2004; Fossett and Mirenda, 2007). Impairments may result from developmental disorders affecting speech and language (Cerebral Palsy, Down Syndrome, some forms of Autism Spectrum Disorder, etc.), or they may be caused by injury (stroke, traumatic brain injury, neurodegenerative diseases such as ALS, etc.). AAC interventions can take many forms, but a common goal is to provide users with a way to select symbols (words, phrases, etc.) for purposes of communication. The field of AAC groups interventions into "low-technology" (i.e., printed) or "high-technology" (i.e., computerized) devices; both are commonly used, and there are a number of factors that go in to the decision of which device to use (Iacono et al., 2011; Light and Drager, 2007). In some cases, devices produce speech (or written language) based on those selections, whereas in other cases, the goal of the device is to support a user in producing their own speech.

In some cases, the unit of selection may be icon-based rather than word- or character-based. This is particularly common in devices used by children or individuals with impaired literacy, but is also common in adult use. Icon-based systems can have higher selection speeds, and can be easier for individuals with neuromuscular impairments to operate; there are a wide variety of symbol sets and symbol-based communication systems used (Patel, 2011).

Computerized text-based AAC devices often include some form of word prediction using a language model (see (Vertanen and Kristensson, 2011; Garay-Vitoria and Abascal, 2006) for overviews of this area). Icon-based systems often do not employ predictive features. In part, this is because they typically rely on direct-selection or other input modalities; another barrier, is a lack of relevant linguistic training data. To our knowledge, there are no corpora of language produced using icon-based AAC systems.

In the present work, we apply modern language modeling techniques to a large-vocabulary icon set commonly used in AAC applications, but for which we have no in-domain (or even in-vocabulary) training data. We are building our model as support for a brain-computer interface (Orhan et al., 2012). In this input modality, the user has very limited control over item selection, making accurate language modeling critical.

We propose a method to generate language models and evaluate their performance by experimenting with a process to generate a trainable language modeling corpus. We also share an experi-

\footnote{One notable exception to this trend is the system used in SymbolPath (Wiegand and Patel, 2012b), which uses semantic frames to attempt non-sequential symbol prediction (Wiegand and Patel, 2012a). This work, however, was limited to a specific and small icon set.}
mental setup for a new language modeling architecture. Our contributions in this paper are:

- A proposed approach to synthesize a pseudo-corpus with which to learn language models from a corpus-less symbol set
- An experimental evaluation of the impact of various pieces of our corpus synthesis methodology on icon prediction accuracy
- A preliminary attempt to apply a novel language model architecture suitable for icon-based, open-vocabulary AAC applications

2 Symbolstix dataset

The Symbolstix (Clark, 1997) icon set is used in several commercial AAC applications. Each icon includes an image, and is associated with metadata information that textually describes the meaning assigned to the icon at hand. An image in this set can represent a single word, a phrase, or a syntactic modifier (such as “plural”). The images cover 48 major topics such as actions, technology, nature etc. They vary in meaning, demonstrating abstract concepts and tangible ones; they also present different levels of complexity and details. The metadata primarily describe the associated term the image corresponds to, its synonyms, and its translation to different languages.

The Symbolstix icon set was designed for use by communities who are in need of icon-based communication, such as children with communication disabilities, TBI patients, etc. One commercial application of the current icon-set is a news-cast aimed at adult consumers; another is a communications platform for children with Cerebral Palsy. The set of 34k icons is in practice broad enough to reflect those needs. However, the creators of the system often do add new icons when requested by their user population.

3 Experimental Setup

As mentioned in Section 2, the Symbolstix data set of icons has no sentence-like corpus from which icon sequences can be readily learned to form a language model of icons. We attempted to synthesize an icon corpus by beginning with a textual corpus, and “projecting” our icons into the text space using pre-trained word embeddings using the methodology described below. Since each icon is accompanied by metadata containing human-edited synonym lists, it was natural to represent icons as some composition of their synonyms in a vector space.

In this manner, we embedded our icons in text, and created pseudo-sequences (“icon sentences”). This solution is not without problems, first among them the issue is that our icon sentences may not

---

2 A single lexical item may be represented several times; for example, there are several variants of “glue”, with different shapes of bottles and patterns of labels.
represent realistic examples of how the Symbolstix icons are meant to be used. Rather, they might instead represent the icons as subjected to the language conventions found in oral or written language. For example comparing a possible icon sequence to the English language might look like:

Icon: `<I> <go> <here> <past`

English: `<I> <went> <here>`, or

English: `<the> <dogs> <are> <at> <home>`

Icon: `<the> <dog> <plural> [<be> optional] <at> <home>`

Some of the terms may disappear in translation, while others are added.

Another question is whether it is possible to fully represent an icon as the sum of its synonyms; or, put another way, whether the ways in which an icon’s synonyms are used in written language can capture the totality of an icon’s meaning. For example, the icon in figure 1 does not precisely mean “afraid”, but rather refers to a more general concept. This is why we chose to explore a compositional approach to representing icon meaning in a continuous space. Finally, how should we handle sentences in our textual data set that are not fully representable using icons from Symbolstix?

Data Preprocessing

Icon Representation: In order to construct an icon language model, we needed to find a way to represent our icon vocabulary in a continuous embedding space (following the lead of Kiros et al. (2015)). Lacking a corpus that included icons, we were unable to directly train “icon embeddings” from data. Instead, we attempted to “project” our icons into a word embedding space.

We experimented with two different approaches of word embedding (see section 4), and, for each icon, generated icon embeddings by averaging the word embeddings of the icon’s synonyms (as specified by the Symbolstix metadata). Note that a different choice of icon set would have resulted in a different embedding space and language model. However, this basic approach describes a generic process to produce models form a corpus-less symbol-set, and should translate to other situations.

Textual Datasets: We next took a textual corpus (see section 4), and identified terms that could be replaced with icon embeddings. In this work, we relied on a relatively simple strategy of mechanically substituting icons for words based on their Symbolstix metadata. In other words, instances of the word “wetland” in the corpus would be replaced by the icon with “wetland” in its list of synonyms or descriptor terms. Note that this icon’s embedding would contain information about other words associated with that icon (e.g. “swamp”). We discuss some practical considerations around polysemous words and icons in section 4. This step forms a dataset of embedding sequences, which we then used as a corpus for learning a language model. The resulting corpus was then fully representable by embeddings (both of the words and icons).

Training

For our language model, we used a standard RNN architecture with two hidden LSTM layers, a linear, and a final softmax layer that predicts the term’s index, trained with cross entropy loss function (seen in Equation 1). The model’s input is of the generated embeddings and as such contained no explicit embedding layer.

\[
L_i = \sum_{j \in J} T(i, j) \log(P(i, j)).
\] (1)

The icons in this project are aimed at patients who would use them as a means to communicate. It is very likely that the icon language that would be formed by these patients would share similar characteristics with spontaneous speech or informal language since this is the type of communication we have with a caregiver, family member, or a friend. Knowing this, we used the SubtlexUS (Brysbaert and New, 2009) corpus (made up of subtitles from movies and television) as a proxy for a corpus of spontaneous speech that contained 6,043,188 sentences.4

Model Evaluation

We evaluated our language model using three different metrics:

- Mean Reciprocal Rank (MRR) of the “correct” predicted icon as seen in Equation 2

\[
MRR = \frac{1}{|Q|} \sum_{i \in Q} \frac{1}{rank_i}.
\] (2)

\(Q\) represents the token events of the target. The choice of MRR metric was to internally

4See (Vertanen and Kristensson, 2011) for an extensive discussion on issues surrounding corpus selection for AAC applications.
look at the rank of the target, rather than to binary classify it for whether it was accurately predicted in the first rank.

- **Accuracy@k**: The percentage of predictions in which the “correct” icon was within the top $k$ predictions. The choice in ACC@k was to inform about the quality of the prediction generated by the models. We have chosen ACC@1 to crudely understand whether the first choice was correct, and ACC@10 to get a sense of the prediction quality given that a user may be able to choose from a limited list (depending on the user interface), and also to model the notion that different users may choose different words in a similar context (and so there is not a single correct word in reality).

4 Experiments

We performed three sets of experiments. The first explored the effect of different approaches to word embedding, the second explored the effects of either including or excluding non-icon terms in model training, and the third looked at the effects of other (non-Subtlex) text corpora. For both approaches to word embedding, we used pre-trained word vectors. The pretrained set is the source for generating the icon embeddings.

Both the icon and the pretrained embeddings replace the terms in the textual data with their corresponding vectors to generate an embedding corpus. All our experiments contained the same number of pretrained vectors as well as icon vectors. If both vector sets contained the same term, the icon embedding was used. The textual dataset was tokenized and punctuation was removed. Each of these experiments was held in a 5-fold cross-validation fashion. The process to generate the corpus from which language models are learned is described in Figure 2.

This process shows also the three different modules we experimented with: the pretrained corpus, which forms the icon embeddings; the icon set that forms (with or with out the pretrained set (therefore the ‘switch’ between pretrained embeddings to textual dataset)) the textual embedding; and the textual dataset that provides the sequences of symbols to generate the textual embedding.

**Experiment 1: Pretrained Vectors**

The Pretrained embeddings in our experiment are used both to construct the icon representations and to represent the textual corpus. In our setting we have explored the Global Vectors for Word Representation (Glove) (Pennington et al., 2014) set consisting of 400,000 uncased entries and trained on Wikipedia 2014 and Gigaword version 5 ($\approx$6B tokens) with 50 embedding dimensions, and compared it to Context2Vec (c2v) (Melamud et al., 2016) trained on ukWaC corpus and MSCC ($\approx$2B + $\approx$50M tokens) consisting of 160,563 uncased entries, with 600 embedding dimensions.

To maintain a controlled environment the textual dataset remained fixed, the vocabulary of pretrained token types was identical ($n=69,840$) as well as the icon list ($n=6,934$ term types) irrespective of the dataset used. A term in the dataset was prioritized to be replaced with an icon term first, then if not found, with an icon synonym, with a pretrained representation, and finally, provided no alternative, a term was replaced with an <unk> vector representation.

| metric     | c2v     | Glove   |
|------------|---------|---------|
| MRR        | 0.85 (0.00) | 0.85 (0.00) |
| ACC@1 (%)  | 50.99 (0.03) | 49.29 (0.04) |
| ACC@10 (%) | 90.51 (0.01) | 90.29 (0.01) |

Table 1: Effect of word embedding method

Table 1 contains the experimental results of evaluations run on models trained with Glove and c2v vectors, averaged across five folds of cross-validation on the SubtlexUS dataset.

After controlling for the number of icon- and pretrained-term types as well as for the textual corpus, Table 1 shows that there are no meaningful differences resulted from the pretrained vectors type. The dataset the vectors were trained on as...
well as the method by which the vectors were generated had no observable impact on the language model performance.

While Experiment 1 covers one aspect of comparing differences between different word embeddings, when choosing a pretrained set of vectors to use and generate icons from, there may be additional considerations. The coverage of the pretrained set is essential to produce icon representations, but also is important for terms in the textual dataset that cannot be represented with icons (which are then replaced with a pretrained vector if found) as described in Experiment 1. The pretrained set coverage with regards to the icon set is measured not only by the total number of icon representations that were generated from the pretrained set, but also by how well each icon captures the broad meaning it stands for. Since each icon is likely to have its name and synonyms composed together to represent it (as described in 3 in Data Preprocessing part), an optimal pretrained set would contain representations for all these terms. As for the textual dataset, an optimal coverage of the text with the pretrained list ideally would consist of a large number of term types, but also term events that appear in the dataset.

**Experiment 2: Icon Symbols Constraint**

Ideally, the corpus to learn language models from would consist of the icon vocabulary solely since the goal is to construct an Icon language model. We therefore, experimented with transforming our synthetic corpus to only include terms representable using icon vectors (“pure”) and compared LM and prediction accuracy with the original, “non-pure” results. We used Glove and c2v vectors in our experiment presented in Table 2.

Table 2 describe an averaged five fold cross validation experiment of SubtlexUS with icon only embeddings referred by the “pure” experiment.

| metric  | c2v   | Glove  |
|---------|-------|--------|
| MRR     | 0.33 (0.00) | 0.33 (0.00) |
| ACC@1 (%)  | 46.79 (0.06) | 45.72 (0.06) |
| ACC@10 (%) | 54.92 (0.01) | 54.29 (0.04) |

Table 2: Effect of Icon embedding representation on SubtlexUS mean(standard deviation)

Table 2 describes a similar pattern to Table 1 as there was no meaningful change in the final icon language models’ performances due to the “pure” condition. We do note that there was a slight advantage to c2v embeddings which seemed to be predicting more correctly the target.

The “pure” condition resulted in a relatively smaller prediction accuracy. On the one hand, this may be surprising evidence, as it is reasonable to think that a smaller and more focused vocabulary set would result in an improved language model performance. We assume that the reduction in vocabulary size caused as a result of employing icons solely created short, sparse, and uncommon patterns of sequences, which limited the models’ ability to learn and predict accurately.

Under the “pure” condition, the model vocabulary consists solely of the icon set itself, whereas in the “non-pure” condition, the model vocabulary consists of the icon set as well as the pretrained embeddings together with <unk> terms. While we can not directly compare the two experiments (1 and 2) we can share our considerations when choosing to generate language models purely based on icons.

To support our explanation for Table 2 interpretation, we conducted a qualitative test and looked into the actual sentences produced by the icons in isolation, asking whether these sentences created “meaningful” (or at least useful) messages for LM training. This might be helpful to get a deeper perspective on the corpus created and assist in making design choices. Here is an example:

“non-pure”: <your> <warning> <did> <not> <work>
“pure”: <your> <warning> <not> <work>

Arguably, the main message was conveyed in this sentence, while in the following:

“non-pure”: <they> <did> <n’t> <use> <mud>
“pure”: <they> <use> <they>

the essence is gone. While it is not feasible to qualitatively look at every sentence, one may consider comparing the amount of tokens prior to elimination and post, under the assumption that the greater the loss, the more likely that the quality of solely using the icon-set becomes a concern.

We would like to note that in Experiment 2 in particular, we used the same simulated “icon language” for both training and evaluation. An ideal evaluation of our approach to producing synthetic in-domain training data would have been evaluating the language models trained on simulated icon language on “real” text composed using icons. As
we did not have such a useful resource, it is important to observe this as a limitation of the current experiment.

**Experiment 3: Textual Corpus**

In our system, the role of the textual corpus is to provide the language model with training data regarding patterns of word (“icon”) use. Ideally, we would use a corpus made of symbols that represent the type of content and structure an AAC user would produce. Finding an AAC-oriented corpus that would be big enough to train was a hurdle, and so for our previously-described experiments, we relied on SubtlexUS. While not ideal, this corpus was closer to spontaneous speech than, say, a newswire corpus would have been, and featured smaller and more manageable sentences that we hoped would withstand being converted to pseudo-icon representations.

That said, we did wish to investigate the utility of using an existing corpus that was designed to be closer to AAC-style speech. Vertanen and Kristensson (2011) produced such a corpus, consisting of 6,142 sentences produced by Amazon Mechanical Turk users who were paid to generate plausible sentences and to evaluate the plausibility of other sentences generated by other workers.

This corpus, while valuable, was too small for use with our language modeling approach. Following Vertanen and Kristensson’s insight that “short text” such as that seen in online media such as Twitter, etc., might be a good proxy for true AAC-style speech, we therefore mixed the AAC-style corpus with a second corpus consisting of modified SMS messages. The second corpus was from Chen and Kan (2013) and consisted of 18,042 SMS messages, and was originally constructed for experiments in text normalization. As such, it includes messages written in heavily-abbreviated forms as well as “cleaned up” versions of each message, written in something approximating “standard” English orthography. We used this subset of the corpus in the hopes that its short, informal, and speech-like sentences would complement the AAC-style corpus. Our goal was to assemble a corpus containing language that is as close as possible to what would be produced by actual users of an AAC system. We then repeated the language modeling experiments conducted earlier on this hybrid corpus, using identical procedures and evaluation metrics.

Table 3 and 4 tell a similar story to one another: the models trained using c2v embeddings outperformed the models that used Glove embeddings, which is different from what we observed in the previous experiments—though with this corpus, the overall performance numbers were much lower than with the original, larger corpora. The reason for overall low performance was probably due to the very small size of the AAC-SMS corpus, and possible overfitting as a result. Digging more deeply into our data, we examined the individual cross-validation results at the fold level, thinking that perhaps the results were unstable due to the relatively small data set which indeed seem to be the case.

Nevertheless, in an attempt to indirectly evaluate different models, while the AAC experiments had substantially higher variance across folds than did the SubtlexUS experiments, the differences between the two approaches do appear to be real. Ultimately, we note that the substantial difference in corpus size between SubtlexUS and our AAC-SMS corpus make it difficult to draw any firm conclusions, and investigating this issue further will be a component of our future work in this area.

### 5 Conclusions

This work is a first step towards the development of language models for an icon set that has no corresponding corpus, but there remains much to be done. One limitation of this work is that, even after being projected into an icon space, our synthetic training data is somewhat different from actual icon-based language produced by AAC users. That said, we did try to overcome this limitation by experimenting with a corpus designed to be much
closer to actual AAC-style language, though at a substantial cost in terms of corpus size. This is a common problem in AAC research in general, and our immediate next steps will focus on developing more naturalistic training corpora (following the lead of Vertanen and Kristensson (2011), who faced similar challenges).

Another important limitation is that we have not solved the problem of icons that represent multi-word expressions or phrases. This will be a major area our future work, for two reasons. First, many important icons fall into this category. Second, one of the advantages of icon-based AAC is increased speed of communication, and collapsing multi-word expressions to a single icon would enable substantial improvements.

A second area of future work will look at ways to capture and express morphology. Our icon set includes icons that can be used to indicate tense, plurality, etc., but our current approach to corpus processing and term substitution/composition does not take advantage of such information. We intend to explore ways to directly represent morphological/inflectional information in the input side of our models, and in doing so make better use of our icon system.

A final limitation of this work is that our approach to selecting icons had the unfortunate side effect of ignoring polysemy: the set of icons that we worked with here was restricted to a single sense of polysemous words. This means that some possibly-useful icons were excluded, which could have consequences for anybody actually using our system for communication. Consider the word “cheer”, which can be either a verb or a noun, and in both cases has multiple meanings. There are several icons in Symbolstix that capture different usages of the word, but our current approach only uses one. This will be another active area of future work, and we expect our solution to this problem to tie in with our solution to the issue of multi-word expressions.

Our evaluations thus far have been system-oriented, and have tried to measure the model’s performance. Our MRR and accuracy results have provided us with an internal view for where our models were performing as desired as well as identified areas where they fall short. The next step will be to integrate our language model with the rest of our AAC platform and begin working with real end-users. We anticipate that this will guide much of our future work on this problem.
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