RAM-VO: Less is more in Visual Odometry
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Abstract—Building vehicles capable of operating without human supervision requires the determination of the agent’s pose. Visual Odometry (VO) algorithms estimate the egomotion using only visual changes from the input images. The most recent VO methods implement deep-learning techniques using convolutional neural networks (CNN) extensively, which add a substantial cost when dealing with high-resolution images. Furthermore, in VO tasks, more input data does not mean a better prediction; on the contrary, the architecture may filter out useless information. Therefore, the implementation of computationally efficient and lightweight architectures is essential. In this work, we propose the RAM-VO, an extension of the Recurrent Attention Model (RAM) for visual odometry tasks. RAM-VO improves the visual and temporal representation of information and implements the Proximal Policy Optimization (PPO) algorithm to learn robust policies. The results indicate that RAM-VO can perform regressions with six degrees of freedom from monocular input images using approximately 3 million parameters. In addition, experiments on the KITTI dataset demonstrate that RAM-VO achieves competitive results using only 5.7% of the total available.

I. INTRODUCTION

Autonomous vehicles have attracted significant attention in the last few years. These vehicles require a proper perception and understanding of the world to determine their localization. In these scenarios, Visual Odometry (VO) methods provide a solution by estimating the egomotion using only visual changes from the input images. These methods require the environment to have sufficient light, the objects to have texture, and the subsequent images to overlap. However, traditional VO methods still present severe issues in real-world environments due to sudden changes in the agent’s speed, changes in the scene such as illumination, shadows, occlusions, and simultaneous motion of numerous objects [1]. In recent years, Deep Learning (DL) appeared as a novel way to learn, directly from the data, the various non-linear factors that influence scene generation and motion [2]. DL methods commonly outperform either direct or indirect hand-crafted solutions and traditional learning methods that usually suffer from non-lineairities [3], [4], [5].

However, deep learning methods for visual odometry make extensive use of convolutional neural networks (CNN), which add a substantial cost when dealing with high-resolution images. Further, more input data does not mean a better prediction; on the contrary, the network may have to learn how to filter out useless information. Therefore, the implementation of computationally efficient and lightweight architectures, especially for mobile devices, has attracted significant interest in approaching the problem from a new perspective. Though capturing only the necessary information is fundamental, learning where to look requires elaborating several cognitive concepts, such as attention.

In this context, the Recurrent Attention Model (RAM) [6] have emerged as a novel architecture, which implements a recurrent attentional glimpse, incorporating the attention concept by incrementally selecting the essential pieces of information. One of the RAM’s main advantages is employing Reinforcement Learning (RL) to guide the glimpse sensor through the image; the RL paradigm allows the model to learn a more robust and efficient policy by trial and error. However, RAM was introduced mainly as a concept proof, only implemented for classification tasks on the MNIST [7] dataset. RAM also uses the REINFORCE rule [8] to guide the glimpse sensor, but this algorithm presents convergence problems and slowness in challenging scenarios.

Therefore, in this work, we propose a monocular end-to-end visual odometry architecture — RAM-VO — that employs the reinforcement learning paradigm to train an attentional glimpse sensor over time. The proposed RAM-VO architecture extends RAM by introducing spatial and temporal elements to enable the 6-degree-of-freedom (6-DoF) pose regression in real-world sequences. Furthermore, RAM-VO is more computationally efficient than similar VO methods due to the addition of attentional mechanisms and the use of Proximal Policy Optimization (PPO) [9] to learn a robust policy. To the best of our knowledge, this is the first architecture to perform visual odometry that implements reinforcement learning in part of the pipeline.

Fig. 1: Sequences of eight observations by frame. A learned policy defines the patch location (red square). The total input information corresponds to only 5.7% of the total available.
A. Contributions
This work provides the following contributions:

• A lightweight VO method that selects the important input information via attentional mechanisms;
• The first visual odometry architecture that implements reinforcement learning in part of the pipeline;
• Several experiments on KITTI [1] sequences demonstrating the validity and efficiency of RAM-VO.

II. RELATED WORK

The visual odometry field has seen a massive increase in architectures and publications in recent years. In 2015, Konda et al. [10] proposed the first architecture in the field, implemented as an end-to-end CNN model to estimate direction and velocity from raw stereo images. In the same period, extracting the optical flow was a common practice to initialize the models [11]. Subsequent architectures coupled LSTM layers to provide temporal representation [12]. In 2017, Wang et al. [13] proposed DeepVO, which is an end-to-end monocular architecture capable of extracting visual features directly from the input raw images with a CNN; and determining temporal relation with an LSTM.

After that, several supervised learning methods appeared to tackle distinct issues in the field. Peretroukhin and Kelly [14] proposed the DPC-Net architecture, which aims to integrate the representation capabilities of deep neural networks with the efficiency of geometric and probabilistic algorithms. DPC-Net implements a CNN-based architecture to learn the corrections for the pose estimator. Zhao et al. [15] propose the L-VO architecture, which predicts the 6-DoF pose from 3D optical flow for monocular VO. Valada et al. [16] proposed the VLocNet architecture, which is capable of estimating the 6-DoF pose in a monocular setup. Their architecture fuses relative and global RCNN-based architectures to improve accuracy. Saputra et al. [17] proposed to distill knowledge from a pose regressor employing concepts like Knowledge Distillation (KD) to train two networks jointly. Saputra et al. also proposed the first Curriculum Learning (CL) architecture, called CL-VO [18], aiming to learn the scene geometry for monocular VO by gradually increasing the task’s difficulty.

Several methods started to use concepts of attention in their pipeline in recent years, mainly for unsupervised learning. In 2020, Damirchi et al. [19] explored the concept of self-attention to extract meaningful features in complex scenarios, which usually have many moving objects and low textures. Also, Kuo et al. [20] proposed the DAVO architecture, which is a dynamic attention-based visual odometry composed of two attentional networks. Their first network can generate semantic masks for determining the weights that each piece of the input image should have, while the second network uses a squeeze-and-excite attentional block.

Attentional concepts are also employed to support the salient feature extraction from the input images. Liang et al. [21] proposes the SalientDSO architecture, which applies attention in the Direct Sparse Odometry (DSO) [22] algorithm. The proposed method runs in two distinct modules, the first one detects the visual salience using SalGAN, and the second one performs visual odometry with DSO. The drift error has sufficiently decreased compared to the original DSO due to the improved sampling. Chen et al. [23] also proposed an end-to-end CNN+LSTM salient-feature attention and context-guided networks for robust visual odometry. Their architecture can be trained using only monocular images and aimed to decouple rotational and translational motion.

Deep learning methods demand the adoption of large and representative datasets; conversely, lightweight and efficient methods are fundamental to the field. Reinforcement Learning (RL) and attention applied to visual odometry can provide a solution in such scenarios. The architecture becomes efficient by selecting only the necessary input data, and learning a robust policy can mitigate the drift error. However, we have not found any method that implements RL in any part of the visual odometry pipeline.

A. The Recurrent Attention Model (RAM)

The Recurrent Attention Model (RAM) [6] implements a hard attention mechanism similar to the biological visual system, which iteratively builds an informative vector through multiple observations in the input image. Hard attention forces the model to consider only the relevant elements, discarding the others entirely [24]. The observations are iteratively stored in a latent space, providing the knowledge to perform the task. The location of each observation is determined by a policy learned through REINFORCE [8]. RAM is composed of four distinct networks (Figure 2).

![RAM diagram](image)

Fig. 2: The RAM architecture is composed of four distinct networks, each one encapsulating a specific behavior.

The glimpse network \( f_g \) represents the attentional system and comprises a glimpse sensor to extract meaningful patches from the input images, and fully connected layers to encode the visual information. First, the glimpse sensor receives an image \( \mathbf{x}_t \) and a location \( \mathbf{l}_{t-1} \) as input. Then, several patches are extracted in different resolutions, centered at the location \( \mathbf{l}_{t-1} \). This process builds a pyramidal-like structure \( \rho(\mathbf{x}_t, \mathbf{l}_{t-1}) \) similar to biological vision, representing what was observed on the image. Finally, the glimpse network concatenates \( \rho_t \) and \( \mathbf{l}_{t-1} \) to include the location where the information was extracted, resulting in the final vector \( \mathbf{g}_t \).

The core network \( f_h \) stores the multiple observations by receiving the glimpse feature vector \( \mathbf{g}_t \) and the previous internal state \( \mathbf{h}_{t-1} \) as input at every time step \( t \). Through fully connected layers, the core network outputs the current internal state \( \mathbf{h}_t \), which condenses all the sequential information provided by the glimpse network. The location network
Fig. 3: RAM-VO is composed of five subnetworks that perform specific functions. The Glimpse allows efficient data consumption by successively observing regions of interest $i_t$ on the input images. The Core sequentially integrates these observations $g_t$ in nested LSTMs, the Locator generates the next observation’s location $l_{t+1}$ by sampling a Gaussian distribution parametrized by the internal state $h_t$, and the Regressor predicts the 6-DoF pose regression in the end.
to generate a final vector with the correspondence between the two input images.

Generating an efficient representation \( g_t \) for the input images is closely associated with learning the geometry presented in the scene. Therefore, based on the FlowNetS [25], we proposed to apply the convolutional operations in both images simultaneously to learn the optical flow and considerably reducing the computational cost compared to extracting the features separately. In this sense, the glimpse network uses 6 CNN layers with 32 to 128 channels for the patch \( P_1 \), and 4 CNN layers with 32 to 64 channels for the other two patches \( P_{2,3} \). We observed that convolutional operations with smaller kernels significantly improve the representation; therefore, we processed the patch \( P_1 \) with a kernel size of \( 3 \times 3 \) pixels and the others with a \( 5 \times 5 \) kernel. Padding values are defined as zero to avoid reducing the input size across the CNN layers, and we remove pooling operations entirely. We perform dimensionality reduction by varying the kernel stride between 1 and 2.

**Glimpse Scales.** The extraction of the image patches is performed in three different scales, simulating the human visual system [6]. The first scale corresponds to a central, high-resolution region but with a smaller dimension, and the second and third scales present larger dimensions but lower resolutions (Figure 5). This pyramidal-like structure provides a trade-off between the amount of information and computational cost. Therefore, the agent can observe the environment’s details on the center and also the most salient elements presented on the boundaries. Also, the peripheral information helps the agent to determine the next location of interest \( l_{t+1} \) for subsequent observations.

**B. Core Network**

The core network is responsible for integrating all observations from the input images and providing the internal state \( h_t \) for the pose regression and for generating the next location of interest \( l_{t+1} \). Therefore, the observation \( g_t \) received from the glimpse network is recurrently integrated, updating the internal state \( h_t \) for every step. This process is repeated accordingly to the number of steps previously defined. In this sense, to track long-term dependencies and better represent the internal state, we adapted the core network to include two stacked LSTM layers with 1024 hidden units. LSTMs also diminished the problem of vanishing gradients during training, stabilizing the model. The ability to generate efficient RL policies is directly dependent upon the representation of the internal state \( h_t \), especially during the first epochs when high exploration is desired; hence, we initialized the weights orthogonally for \( h_t \).

**C. Locator and Baseliner Network**

The locator network provides the next location of interest \( l_{t+1} \) by sampling a Gaussian distribution, whose mean and standard deviation are parametrized by the internal state \( h_t \). The first location is defined randomly, and the others are sampled accordingly to the learned policy. Unlike the original RAM, the policy’s standard deviation is also learned during training, promoting exploration in the first epochs. The locator network is detached from the supervised graph.
and trained separately by the REINFORCE rule [8]. We jointly train a baseliner network to provide the state value \( b_i \) for each step, reducing the variance between the returns. Both locator and baseliner networks are composed of fully connected layers with 256 to 32 hidden units.

D. Regressor Network

The regressor network generates the pose prediction after the last observation is integrated into the internal state \( h_i \). The predictions are decoupled in rotational and translational components, which comprehends the orientation \( \varphi \) with the Euler angles as roll \( \phi \), pitch \( \theta \), and yaw \( \psi \); and the position \( p \), composed of the coordinates \( x, y, \) and \( z \). The main goal is to regress the 6-DoF pose vector \([\phi, \theta, \psi, x, y, z]^T\) for every pair of frames. In this sense, the regressor network comprises three fully connected layers from 256 to 32 hidden units; the last layers provide linear outputs for the prediction.

E. Loss and Reward Function

RAM-VO is a hybrid architecture where the regressor, core, glimpse, and baseliner networks are trained in a supervised learning fashion, while the locator is trained by reinforcement learning. The supervised loss and the reward function are both defined in terms of the MSE to minimize the outliers as much as possible since only one poor prediction can harm the entire trajectory. Therefore, the supervised loss \( L \) is defined as

\[
L = \frac{1}{N} \sum_{i=1}^{N} ||\hat{p} - p||_2^2 + k ||\hat{\varphi} - \varphi||_2^2,
\]

where \( \hat{p} \) and \( \hat{\varphi} \) are the position and orientation prediction, respectively; \( p \) and \( \varphi \) are the ground-truth values; and \( k \) is the constant factor weighting the two losses, favoring the rotational or the translational component; we kept the ground-truth values normalized and \( k = 1 \). The reward function \( R \) is defined as

\[
R = \frac{1}{1 + L}.
\]

We prefer not to bias the RL agent towards a specific behavior; therefore, only the visual odometry error \( L \) is employed in the reward function.

F. Proximal Policy Optimization (PPO)

The REINFORCE rule [8] is known for presenting convergence issues and slowness; this occurs by sudden updates on the policy’s parameters, which can harm the entire training by converging to suboptimal solutions. Proximal Policy Optimization (PPO) [9] attempts to attenuate these problems by updating the policy inside trusted regions. Therefore, PPO’s surrogate function determines that the current policy must be close to the last one, avoiding large parameters shift. In practice, the PPO implementation consisted of replacing the locator and baseliner network with a similar structure in terms of layers and hidden units. We also use memory replay to enable the policy refinement with already sampled data, improving the architecture’s efficiency. The policy refinement proportion is 20:1 concerning the supervised network — we want the best policy to control the input information flow.

IV. MATERIALS AND METHODS

A. Dataset

In this work, we used the KITTI dataset [1], one of the most popular datasets for evaluating visual odometry methods. The entire dataset consists of 22 sequences (39.2 km) of real-world traffic data captured by a car moving across urban and rural areas in Germany. However, only the first eleven (00-10) sequences have ground-truth information. Therefore, we used the grayscale images provided by the left camera, resized to 1200 × 360 pixels in resolution.

In order to compare our results with other methods, we chose sequences 0, 2, 4, 5, 6, 8, 9 for training, sequences 10 for validation, and sequences 3, 7 for testing. We did not use sequence 1 due to the higher average variation for the translational component. The whole data used comprehends 18,990 images for training, 1,200 for validation, and 1,902 for testing. We did not use data augmentation.

We preprocessed each image by equalizing the pixel intensity histogram in small windows of \( 8 \times 8 \) pixels with the Contrast Limited Adaptive Histogram Equalization method. In this way, we can highlight the image’s features without increasing noise. Also, we normalized the images with the z-score function before entering the glimpse network.

B. Evaluation Metrics

The most common evaluation metrics for visual odometry compute the agent’s absolute trajectory error (ATE) and the relative pose error (RPE). These metrics are commonly reported for the entire trajectory by computing the root mean square error (RMSE) for all frames.

**Absolute Trajectory Error** (ATE) is used to compute the method’s global consistency. We compare the estimated pose with the ground-truth pose for each frame. However, the poses usually are specified in arbitrary coordinate frames and must be aligned to be compared. The absolute pose error at instant \( i \) is given by \( E_i = G_i^{-1}AH_i \), where \( G_i \) is the ground-truth pose at instant \( i \), \( H_i \) is the estimated trajectory pose at instant \( i \), \( A \) is the best alignment transformation.

**Relative Pose Error** (RPE) computes the error using only a relative relationship between frames, which could solve the issues associated with a global frame comparison. In this sense, RPE measures the local consistency of the trajectory and is a reliable metric for the drift. The relative pose error at instant \( i \) is given by \( F_i = \frac{H_i^{-1}H_{i+k}}{G_i^{-1}G_{i+k}} \), where \( k \) is a fixed time interval, which determines the trajectory consistency accuracy; for visual odometry, \( k = 1 \) is usually used. We compute RPE by averaging all sub-sequences ranging from 100 to 800 meters in KITTI’s sequences.

C. Hardware and Hyperparameters

We implemented this work in Python 3 with Pytorch. The hardware used for building and training the models was an Intel Core i7-10700KF @ 3.80GHz, Nvidia RTX 2060 with 6Gb, and Cuda v11.1. The model configuration consisted of 3
image patches of $32 \times 32$ pixels, batch size of 128, supervised learning rate of $1 \times 10^{-4}$, and RL learning rate of $1 \times 10^{-6}$; we employed the Adam optimizer for both networks. We trained the models for 400 epochs without early stopping or learning rate decay. The average training time was around 13 hours. The inference time is 35ms for a pair of frames.

V. EXPERIMENTAL RESULTS

We conducted several experiments (Table I) to provide a better understanding of the RAM-VO behavior on complex sequences in the KITTI dataset [1]. First, we validated the number of glimpses/observations on building a usable internal state $h_t$ for visual odometry. Thus, we varied the number of observations from 1 to 12 and also tested with random observations. Second, we replaced the REINFORCE algorithm with PPO to evaluate the impact of the policy on the generalization; finally, we varied the internal state $h_t$ capacity from 1024 to 256 hidden units to evaluate the impact on the drift error.

A. Number of Observations

The first experiment consisted of making a single observation at the image’s center. The error metrics indicate that the model overfits the train sequences and cannot generalize, possibly by learning the appearance instead of geometry. The information captured from only a central region facilitates the learning of the scale since it tends to be constant for most frames; however, some frames show different behaviors (e.g., obstructions, reflections) and quickly degrades the trajectory prediction. Also, only one capture in the same location reduces the data diversity necessary to learn complex behaviors; the model tends to memorize the single observation instead of learning a general dynamics.

The second experiment consisted of a single observation in a random location. Although a single random observation provides more data diversity during training, it still captures little and sparse information, affecting the scale learning, hampering robust predictions. Furthermore, good predictions with random observations require learning the general dynamics since the input space is ample and the model’s capacity is limited. Finally, we highlight that these experiments did not use reinforcement learning since the location is already determined; and a single observation did not provide enough information for generalization.

The subsequent experiments aim to determine the impact of the observations, and consequently, the learned policy to select informative patches and the core network’s ability to integrate them. Therefore, we set the number of observations to 4, 8, and 12; all locations are determined by the policy. The model achieved the best generalization results with 4 and 8 glimpses; 12 glimpses have not provided better results, as more data not necessarily mean better predictions. More observations demand more from the core and locator networks since a single poor observation can harm the entire internal state and delay, even more, the sparse reward.

Considering the experiment with 8 observations, the totality of input information is 5.7% of the total available. We conclude that the agent is retrieving high informative patches for most observations, which consisted of edges and corners (Figure 6). Also, the learned policy displayed the traditional Gaussian pattern indicating a preference for observing the right-center portion of the image (Figure 7).

TABLE I: The impact of the number of observations on the average RPE and ATE for all sequences on train and test set. $t_{rpe}$ represents the average translational RMSE drift (%) on length of 100m to 800m. $r_{rpe}$ is the average rotational RMSE drift ($^\circ$/100m) on length of 100m to 800m. ATE represents the average absolute trajectory error.

| Configuration | Train set | Test set |
|---------------|-----------|----------|
|               | $t_{rpe}$ | $r_{rpe}$ | ATE | $t_{rpe}$ | $r_{rpe}$ | ATE |
| 1 glimpse at center | 0.984 | 0.408 | 3.216 | 16.369 | 7.666 | 36.104 |
| 1 glimpse random | 16.516 | 4.940 | 127.158 | 25.969 | 7.939 | 42.221 |
| 4 glimpses | 3.599 | 1.608 | 36.463 | 10.329 | 3.985 | 17.415 |
| 8 glimpses | 3.021 | 1.393 | 20.311 | 10.888 | 4.206 | 19.806 |
| 8 glimpses random | 5.227 | 2.126 | 58.193 | 12.461 | 4.127 | 21.004 |
| 12 glimpses | 3.335 | 1.504 | 32.517 | 13.181 | 5.771 | 24.762 |
B. Experiments with PPO

The following experiments (Table II) evaluate the results achieved by replacing the REINFORCE algorithm with PPO. We also investigated the impact of reducing the internal state $h_c$ capacity from 1024 to 256 hidden units. The core network corresponds to most of the model’s parameters; therefore, knowing the minimum capacity required to achieve good results is crucial for delivering lightweight models. For all experiments, we captured 8 glimpses and computed the statistics for three distinct executions.

TABLE II: The impact of PPO and the internal state capacity. For metrics explanation, see Table I.

| Config. | Param. | Train set | Test set |
|---------|--------|-----------|----------|
| PPO     | 16.54M | $4.095 \pm 1.681 \pm 30.066 \pm 10.634 \pm 4.569 \pm 17.181 \pm$ | $0.27 \pm 0.17 \pm 9.89 \pm 1.38 \pm 0.43 \pm 2.20 \pm$ |
| 1024    | $7.006 \pm 2.73 \pm 54.587 \pm 15.486 \pm 7.084 \pm 24.810 \pm$ | $2.43 \pm 0.74 \pm 26.91 \pm 4.06 \pm 1.87 \pm 6.67 \pm$ |
| PPO     | 5.84M  | $7.287 \pm 2.791 \pm 52.211 \pm 15.499 \pm 6.685 \pm 25.624 \pm$ | $1.68 \pm 0.44 \pm 21.08 \pm 5.18 \pm 2.00 \pm 8.88 \pm$ |
| 256     | $7.774 \pm 3.24 \pm 68.570 \pm 15.486 \pm 8.83 \pm 25.624 \pm$ | $1.68 \pm 0.44 \pm 21.08 \pm 5.18 \pm 2.00 \pm 8.88 \pm$ |

PPO with 1024 hidden units provided the best generalization, mainly due to the increased capacity. We observed that decreasing the number of parameters increases the relative error during training, and the generalization is strongly affected on average. Although PPO 1024 had the best performance, the difference in the results’ quality may not justify a three-fold increase in parameters. PPO algorithm is sensitive to the initialization; therefore, we selected the best models of three executions to predict the trajectories (Figure 8). PPO 256 has only 2.92 million parameters and provides results compatible with the PPO 1024 on the best execution. In conclusion, we asserted that the PPO algorithm provided a slightly better generalization capacity than the REINFORCE algorithm. PPO learned a more centered policy, although very similar to the one learned by the REINFORCE algorithm.

C. Comparison with Literature

Our best RAM-VO with PPO obtained competitive results (Table III) using less input information than similar methods, around 5.7% of the total available, considering 8 glimpses with the size of $32 \times 32$ pixels. While RAM-VO uses top-down attention to capture regions of interest, methods like ORB-SLAM [26] need to analyze an entire image to detect keypoints. Besides, ORB-SLAM is a geometric method that depends on high-texture regions for an accurate keypoint match between frames. DeepVO [13] and ESP-VO [27] are both based on the FlowNet [25] architecture and therefore have more convolutional layers and channels than RAM-VO. These architectures perform direct VO by determining the frames’ correspondence from the pixel values; consequently, they are more robust to outliers than ORB-SLAM. However, direct methods are costly, especially DeepVO and ESP-VO, which use the entire image as input. In visual odometry, the motion is present in the whole image; hence, more data does not necessarily bring novel information.

The model’s capacity is also a relevant fact to be considered. Although DeepVO and ESP-VO may present similar results on average, RAM-VO with 256 hidden units in the core network achieves comparable results with only 2.7 million parameters — which is much lower than the 17 million parameters reached by RAM-VO with 1024 hidden units. Concurrent methods regularly pass 32 million parameters, especially when they are extensions of architectures like AlexNet [28], and FlowNet [25]. Also, these CNN networks are considerably deep and add a high cost in terms of trainable parameters, making the training slow and the deployment a complicated task for mobile devices.

TABLE III: RAM-VO results compared to other methods on test sequences. For metrics explanation, see Table I.

| Method       | Data | Seq. 03 | Seq. 07 | Seq. 10 |
|--------------|------|---------|---------|---------|
| ORB-SLAM [26] | -    | 21.07   | 18.36   | 24.53   |
| DeepVO [13]  | 100  | 8.49    | 6.89    | 3.91    | 4.60    | 8.11    | 8.83    |
| ESP-VO [27]  | 100  | 6.72    | 6.46    | 3.52    | 5.02    | 9.77    | 10.20   | 2.94    |
| RAM-VO 1024  | 5.68 | 5.72    | 3.08    | 9.17    | 5.63    | 13.85   | 13.85   | 3.24    |
| RAM-VO 256   | 5.68 | 7.08    | 4.01    | 7.55    | 4.30    | 15.02   | 5.12    | 8.83    |
Learning-based methods tend to be slow and costly to run due to requiring high-end devices with large processing power, GPUs, and better batteries; these issues make adopting learning methods problematic. In the same way, the results presented by ORB-SLAM are worse compared to learning-based methods, but they are sufficiently fast to build online applications on mobile devices. In this context, RAM-VO represents an alternative method capable of providing results similar to large models but with a smaller cost in trainable parameters and data consumption.

D. Limitations

RAM-VO has difficulty in obtaining the world scale and determining the translational motion with greater precision. This issue probably happens due to the small image patches that, depending on the vehicle’s velocity, can prevent the overlap between frames, compromising the regression since it relies on the features’ correspondence. We aim to assess these problems in future formulations.

VI. CONCLUSION

In this work, we proposed the RAM-VO model for monocular end-to-end visual odometry. Our model was extended from RAM [6] and therefore implemented attention and reinforcement learning to optimize the selection of visual information for regression tasks. RAM-VO innovated with the addition of 6-DoF pose regression, a robust glimpse network to learn optical flow, an improved core network to store temporal relation between observations, and the replacement of REINFORCE by the PPO algorithm to learn better policies. To the best of our knowledge, RAM-VO is the first architecture for visual odometry that implements reinforcement learning in part of the pipeline. The experimental results indicate that RAM-VO can predict 6-DoF poses in the real-world KITTI [1] dataset with generalization for unseen sequences. The comparison with the literature indicated that RAM-VO could achieve competitive results using significantly less trainable parameters and input information. Similar learning methods consume the whole input image to determine the pose, while the RAM-VO uses a small fraction, around 5.7% of the total input data.
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