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1 Introduction and summary of results

Equivariant localization has provided new tools to explore supersymmetric gauge theories on various space-time geometries, unveiling rich algebraic and geometric structures of their moduli spaces of vacua. This has also had a deep impact on various branches of mathematics. In particular, $\mathcal{N} = 2$ supersymmetric gauge theories in four dimensions were
analysed via these techniques starting from [1]. See the review [2] for a recent overview on
the subject. In this paper we apply equivariant localization to compute the supersymmetric
partition function and BPS correlators of gauge theories with general gauge group on
unoriented and open four manifolds. More precisely, we investigate gauge theories on $\mathbb{Z}_2$-
quotients of the four-sphere, namely $\mathbb{R}P^4$ and the hemisphere $HS^4$, and on a $\mathbb{Z}_2$-quotient
of the $HS^4$, whose boundary is the Lens space $L(2,1) = \mathbb{R}P^3$. The one-loop gauge theory
computation is performed by a direct analysis of harmonic modes expansion around the
fixed locus of the equivariant action, by generalizing the techniques applied in [3] in the
$HS^4$ case for $b = 1$.

We also study the three-dimensional gauge theories living on the boundaries of the four-
manifolds, finding coupled 3d/4d systems which describe defects in the four-dimensional
gauge theories.

An immediate application of our results is obtained by specializing to SU(2) quiver
gauge theories, which realize an extension of AGT correspondence [4] to unoriented/open
Liouville correlators. AGT correspondence naturally arises from the study of two M5-
branes compactified on product manifolds $M_4 \times C_{g,n}$, where the latter is a Riemann surface
of genus $g$ and $n$ regular punctures. The gauge group SU(2)$^{3g-3+n}$ and field content of the
four-dimensional $\mathcal{N} = 2$ supersymmetric theory are specified by the geometry of $C_{g,n}$ [5]. In
particular, for genus $g = 0$ one gets superconformal linear quivers with $n - 3$ nodes and for
$g = 1$ circular quivers with $n$ nodes [6]. Liouville theory correlators on $C_{g,n}$ are reproduced
by the supersymmetric partition function of the corresponding gauge theory on $M_4 = S^4$.
This correspondence can be generalized by considering supersymmetric quotients of the
M5-brane theory. Orientable quotients of $S^4$ by a finite group $\Gamma \in SU(2)$, resulting in
four-manifolds locally described by ALE spaces $C^2 / \Gamma$, were first considered in [7–10], were
it was proposed that the corresponding two-dimensional CFT becomes a parafermionic
theory. In particular, for $\Gamma = \mathbb{Z}_2$ the gauge theory reproduces the correlators of $\mathcal{N} = 1$
Super-Liouville theory [11].

The $\mathbb{Z}_2$-quotients we consider in this paper result instead in open and/or unoriented
four-manifolds. Since the (2, 0) six-dimensional superconformal theory expected to describe
the dynamics of M5-branes is chiral, the four-dimensional $\mathbb{Z}_2$-action has to be accompanied
by a suitable involution of $C_{g,n}$ producing open/unoriented Riemann surfaces. For Riemann
surfaces of arbitrary topology we expect a superconformal quiver SU(2) gauge theory to
arise whose Coulomb moduli space is described by the moduli space of complex structures
of open/unoriented Riemann surfaces. Since these surfaces can be always constructed as
the $\mathbb{Z}_2$-quotient of closed Riemann surfaces, we expect the corresponding gauge theory to be
obtained as a suitable quotient of the quiver gauge theory associated to the oriented double.

For $g = 0$ the quotients result in the two-disk $\mathcal{D}$ or the real projective plane $\mathbb{R}P^2$.
Liouville amplitudes on the latter are compared with the gauge theory partition function
on $\mathbb{R}P^4$. Concerning the disk, one can choose two types of boundary conditions, namely
FZZT [12, 13] or ZZ [14], whose gauge theory counterpart are Dirichlet or Neumann bound-
ary conditions on the $S^3$ boundary of the $HS^4$. For $g = 1$, $\mathbb{Z}_2$ involutions give rise to
annulus $\mathcal{A}$, Moebius strip $\mathcal{M}$ and Klein bottle $\mathcal{K}$. From the M5-branes perspective, it is
natural to expect these to correspond to suitable quotients of circular quivers. When the
resulting open/unoriented Riemann surface has boundaries, the relevant FZZT/ZZ boundary conditions are implemented by imposing Dirichlet/Neumann boundary conditions on the fields associated to the SU(2) nodes of the gauge theory quiver.

Notice that one can consider both bulk and boundary insertions. In particular, boundary insertions are necessary to describe the strongly coupled frame of gauge theory, arising when bulk insertions are separated very far away. Indeed, in this case bulk insertions can approach a boundary making an open Liouville channel open up.

We consider the basic building blocks, i.e. the bulk-to-boundary two-point function and the boundary three-point function. We interpret them as the partition functions, respectively, of $4d$ hypermultiplets, with a specific $3d$ gauge theory living on the boundary. The whole $3d - 4d$ system preserves 4 supercharges.

Our results connecting unoriented/boundary Liouville correlators with $\mathcal{N} = 2$ gauge theories on quotients of $S^4$ can be summarized as follows.

- Crosscap with two bulk insertions versus partition function of SU(2), $N_f = 4$ gauge theory on $\mathbb{RP}^4$, in the topological sector of gauge connections with trivial holonomy:
  \begin{equation}
  \langle V_{\alpha_1}(q)V_{\alpha_2}(0) \rangle_{\mathbb{RP}^4} = Z_{N_f=4}^{\mathbb{RP}^4} \left( \mu_1 = \alpha_1 - \frac{Q}{2}, \mu_1 = \alpha_2 - \frac{Q}{2}; q, \epsilon_1, \epsilon_2 \right) .
  \end{equation}

- Disk with two bulk insertions and FZZT boundary conditions\footnote{We remark that in \cite{15} Dirichlet boundary conditions are rather matched with Ishibashi states. The difference is probably due to the fact that \cite{15} refers to a different notion of Dirichlet boundary conditions.} with $s = 0$ versus $HS^4$, SU(2), $N_f = 4$ with Dirichlet boundary conditions:
  \begin{equation}
  \langle V_{\alpha_1}(q)V_{\alpha_2}(0) \rangle^{FZZT, s=0}_{D} = Z_{N_f=4}^{HS^4, \text{Dir}} \left( \mu_1 = \alpha_1 - \frac{Q}{2}, \mu_1 = \alpha_2 - \frac{Q}{2}; q, \epsilon_1, \epsilon_2 \right) .
  \end{equation}

- Disk with two bulk insertions and ZZ boundary conditions versus $HS^4$, SU(2), $N_f = 4$ with Neumann boundary conditions:
  \begin{equation}
  \langle V_{\alpha_1}(q)V_{\alpha_2}(0) \rangle^{ZZ, (s_1=s_2=1)}_{D} = Z_{N_f=4}^{HS^4, \text{Neu}} \left( \mu_1 = \alpha_1 - \frac{Q}{2}, \mu_1 = \alpha_2 - \frac{Q}{2}; q, \epsilon_1, \epsilon_2 \right) .
  \end{equation}

- Klein bottle amplitude versus $\mathbb{Z}_2$-quotient of SU(2) $\times$ SU(2) circular quiver on $\mathbb{RP}^4$ in the topological sector of gauge connections with trivial holonomy:
  \begin{equation}
  \langle 1 \rangle_K = Z_{[SU(2) \times SU(2)]^2 \mathbb{Z}_2}(q, \epsilon_1, \epsilon_2) .
  \end{equation}
  The identity operator insertion on the Klein bottle in Liouville CFT corresponds to $\mathcal{N} = 2^4$ with mass $b = 1$ for $b = 1$. This applies also for the analog cases below until (1.8).

- Annulus with FZZT boundary conditions versus $\mathbb{Z}_2$-quotient of SU(2) $\times$ SU(2) circular quiver on $HS^4$ with Dirichlet boundary conditions:
  \begin{equation}
  \langle 1 \rangle^{FZZT, s_1=s_2=0}_A = Z_{[SU(2) \times SU(2)]^2 \mathbb{Z}_2}^{HS^4, \text{Dir}}(q, \epsilon_1, \epsilon_2) .
  \end{equation}
• Annulus with ZZ boundary conditions versus $\mathbb{Z}_2$-quotient of $SU(2) \times SU(2)$ circular quiver on $HS^4$ with Neumann boundary conditions:

$$ \langle 1 \rangle_{\mathcal{A}}^{ZZ, (r_1, r_2)=(s_1, s_2)=(1,1)} = Z_{[SU(2) \times SU(2)]/\mathbb{Z}_2}^{HS^4, Neu}(q, \epsilon_1, \epsilon_2). \quad (1.6) $$

• Annulus with (FZZT,ZZ) boundary conditions at the two ends as a circular quiver quotients on $HS^4$ with Dirichlet/Neumann boundary conditions on the two nodes:

$$ \langle 1 \rangle_{\mathcal{A}}^{FZZT/ZZ, (s=0/(s_1, s_2)=(1,1)) = Z_{[SU(2) \times SU(2)]/\mathbb{Z}_2}^{HS^4, Dir/Neu}(q, \epsilon_1, \epsilon_2). \quad (1.7) $$

• Moebius strip with FZZT/ZZ boundary condition vs. $\mathbb{Z}_2$ quotient of $SU(2) \times SU(2)$ circular quiver on $HS^4/\mathbb{Z}_2$ with Dirichlet/Neumann boundary conditions:

$$ \langle 1 \rangle_{\mathcal{M}}^{FZZT/ZZ} = Z_{[SU(2) \times SU(2)]/\mathbb{Z}_2}^{HS^4/\mathbb{Z}_2, Dir/Neu}(q, \epsilon_1, \epsilon_2) \quad (1.8) $$

where, as above, $s = 0$ for FZZT and $(s_1, s_2) = (1,1)$ for ZZ. The non-orientability of the Moebius surface is compensated by an half-integral Chern-Simons level on the boundary $RP^3$ theory.

• Disk bulk/boundary two point function with FZZT boundary conditions versus $3d$ $U(1)$ $N = 4$ with $N_f = 2$ (called $TSU(2)$) coupled to $3d$ free hypers:

$$ \langle \Psi_{\beta} (1) V_{\alpha}(0) \rangle_{D,\sigma}^{FZZT} = Z[B_{TSU(2)}](\beta, \alpha; \sigma). \quad (1.9) $$

• Disk three point boundary function with FZZT boundary conditions versus $3d$ $N = 2$ $U(1)$ with $N_f = 4$ and monopole superpotential coupled to $4d$ free hypers:

$$ \langle \Psi_{\beta_1} (0) \Psi_{\beta_2}(1) \Psi_{\beta_3}(\infty) \rangle_{D,\sigma_1,\sigma_2,\sigma_3}^{FZZT} = Z[B_{U(1),N_f=4}](\beta_1, \beta_2, \beta_3; \sigma_1, \sigma_2, \sigma_3). \quad (1.10) $$

We remark that the FZZT amplitudes with $s = mb + nb^{-1}$ and ZZ amplitudes with $(s_1, s_2) = (m, n)$ are reproduced from the respective cases described above via Wilson line insertions.

The structure of the paper is as follows. In section 2 we describe the equivariant localization formulae for general gauge theories on $RP^4$ and $HS^4$. In section 3 we specialize to $SU(2)$ quivers and perform the comparison with Liouville amplitudes on open/unoriented Riemann surfaces with bulk insertions, while section 4 is devoted to the boundary insertions case and the corresponding three dimensional gauge theory sectors. Section 5 contains some open questions and few technical appendices complete the presentation.

While we were typing this paper, [15] appeared which has partial overlap with our section 3.

2 Localising gauge theories on $RP^4$ and $HS^4$

The calculation of partition functions and BPS correlators of supersymmetric gauge theories on $RP^4$ and $HS^4$ via localization can be obtained by realizing those manifolds as
Z₂-quotients of S⁴. Henceforth, we first review the results for the S⁴ partition function in order to set-up the notation for the subsequent computations.

It is well known that N = 2 supersymmetry can be realised on a four-manifold by turning on some background fields, which can be either seen as coming from a rigid limit of supergravity backgrounds [16–18] or as auxiliary fields needed to enforce the rigid N = 2 supersymmetry algebra [19]. Global supersymmetry transformations are generated by suitable Killing spinors satisfying the following equations

\[
D_m \xi_A + T^{kl} \sigma_{kl} \sigma_m \xi_A = -i \sigma_m \xi'_A, \\
D_m \bar{\xi}_A + \bar{T}^{kl} \bar{\sigma}_{kl} \bar{\sigma}_m \xi_A = -i \bar{\sigma}_m \xi'_A,
\]

(2.1)

with ξ'_A = \frac{1}{4} \bar{\sigma}_n D^n \xi_A and \xi'_A = \frac{1}{4} \sigma_n D^n \bar{\xi}_A, and the auxiliary equations:

\[
\sigma^m \sigma^n D_m D_n \xi_A + 4 D_l T_{mn} \sigma^{mn} \sigma^l \xi_A = M \xi_A, \\
\bar{\sigma}^m \bar{\sigma}^n D_m D_n \bar{\xi}_A + 4 D_l \bar{T}_{mn} \bar{\sigma}^{mn} \bar{\sigma}^l \bar{\xi}_A = M \bar{\xi}_A.
\]

(2.2)

T^k_l, \bar{T}^{kl} and M are anti-self-dual, self-dual and scalar background fields respectively. We denote by A, B, . . . the SU(2)₉ doublet indices.² The covariant derivatives act on the spinor as

\[
D_m \xi_A = \partial_m \xi_A + \frac{1}{4} \Omega_m^{ab} \sigma_{ab} \xi_A + i \xi_B V_m B^A
\]

\[
D_m D_n \xi_A = \partial_m D_n \xi_A + \frac{1}{4} \Omega_m^{ab} \sigma_{ab} D_n \xi_A - \Gamma^p_{mn} D_p \xi_A + i D_n \xi_B V_m B^A,
\]

where V_m B^A is the SU(2)₉ gauge field, Ω_m^{ab} are components of the spin connection one-form and Γ^p_{mn} are the Christoffel symbols.³ Similar formulae hold for the right handed spinors⁴ with \bar{\sigma}_{ab} instead of σ_{ab}.

Let us review the solution of the above equations on round S⁴. We use the following angular coordinates

\[
x_0 = R \cos r \\
x_1 = R \sin r \cos \left(\frac{\theta}{2}\right) \cos \left(\frac{\psi + \phi}{2}\right) \\
x_2 = R \sin r \cos \left(\frac{\theta}{2}\right) \sin \left(\frac{\psi + \phi}{2}\right) \\
x_3 = R \sin r \sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\psi - \phi}{2}\right) \\
x_4 = R \sin r \sin \left(\frac{\theta}{2}\right) \sin \left(\frac{\psi - \phi}{2}\right)
\]

(2.4)

²SU(2)₉ denotes the R-symmetry group, whereas SU(2)₉ will be used to denote the right-handed generators of the Lie algebra of the isometry group of S⁴ fixing the poles.

³Indices from the middle of the Latin alphabet (l, m, n, p . . .) are curved and those from the beginning (a, b, c, . . .) are flat.

⁴The representation we work with is given by

\[
\sigma^a = -i \tau^a, \quad \bar{\sigma}^a = i \tau^a, \quad (a = 1, 2, 3) \\
\sigma^4 = 1, \quad \bar{\sigma}^4 = 1,
\]

(2.3)

where τ^a are the Pauli matrices.
where $0 \leq r \leq \pi$, $0 \leq \theta \leq \pi$, $0 \leq \phi \leq 2\pi$, $0 \leq \psi \leq 4\pi$, and $\psi \sim \psi + 4\pi$. The metric is given by

$$ds^2 = dr^2 + \frac{1}{4} \sin^2 r \left( d\theta^2 + \sin^2 \theta d\phi^2 + (d\psi + \cos \theta d\phi)^2 \right)$$

Using the above data, one may verify that a solution of the main Killing spinor equation eq. (2.1) is

$$\xi_\alpha = \frac{1}{\sqrt{2}} \cos \left( \frac{r}{2} \right) \delta_\alpha^0, \quad \xi_A = \frac{1}{\sqrt{2}} \sin \left( \frac{r}{2} \right) \delta_A^0$$

(2.5)
corresponding to the background fields:

$$V_m^B = 0, \ T^{kl} = 0, \ T^{kl} = 0.$$  

(2.6)

The auxiliary equation eq. (2.2) is automatically satisfied with $M = R = \frac{4}{3} = \frac{4}{2} = r^2$, where $R$ is the Ricci scalar and $r$ is the radius of the four-sphere. We set $r = 1$ here onwards.

We start by considering pure $\mathcal{N} = 2$ Super Yang-Mills theory, whose vector multiplet consists of a pair of scalars $(\phi, \bar{\phi})$, a gauge field $A_m$, gauginos $(\lambda_\alpha, \bar{\lambda}^A)$, and a triplet of auxiliary fields $D_{AB} = D_{BA}$, all transforming in the adjoint representation of the gauge group $G$. The details of the supersymmetry transformation and gauge fixing terms are relegated to the appendix B. The general $\mathcal{N} = 2$ supersymmetric Yang-Mills action is given by

$$\mathcal{L}_{YM} = Tr \left[ \frac{1}{2} F_{mn} F^{mn} + 16 F_{mn} (\bar{\phi} T^{mn} + \phi \bar{T}^{mn}) \right.$$  

$$\left. - 4D_m \bar{\phi} D^m \phi + 2M \bar{\phi} \phi + 64 \bar{\phi} T_{mn} T^{mn} + 64 \phi \bar{T}_{mn} \bar{T}^{mn} \right.$$  

$$\left. - 2i \lambda^A \sigma^m D_m \bar{\lambda}_A - 2 \lambda^A [\bar{\phi}, \lambda_A] + 2 \bar{\lambda}^A [\phi, \bar{\lambda}_A] \right.$$  

$$\left. + 4 [\phi, \bar{\phi}]^2 - \frac{1}{2} D^{AB} D_{AB} \right]$$

(2.7)

which can be specialized to $S^4$ by fixing the background fields as in (2.6).

The saddle-point about which one considers fluctuations is found by requiring that $\hat{Q}$ fermions $= 0$, where $\hat{Q} = Q + Q_B$, which are the supersymmetry differential (eqs. (B.1), (B.8)) and the BRST differential (eqs. (B.5), (B.9)) respectively. The saddle-point turns out to be $[17]$

$$A_m = 0, \ \phi_2 = 0, \ \phi_1 = a_0, \ \ D_{AB} = -i a_0 w_{AB},$$

where $a_0$ is a Lie algebra-valued constant, $\phi_1 \equiv i(\phi + \bar{\phi})$, $\phi_2 \equiv \phi - \bar{\phi}$ and $w_{AB}$ a bilinear in the $\xi_A$s.

The localizing action is given by the $\hat{Q}$-transform of

$$V_{vec} = Tr \left[ (\hat{Q} \lambda_\alpha) \lambda_\alpha + (\hat{Q} \bar{\lambda}^A) \bar{\lambda}^A \right] + \text{gauge-fixing terms},$$

which in terms of the “cohomological variables”

$$\Psi = Q \phi_2,$$

$$\Psi_m = QA_m = \hat{Q} A_m - D_m c,$$

$$\chi_\alpha = \xi^B \lambda_A (\sigma^a)^A_B,$$
can be written as
\[ V_{\text{vec}} = \text{Tr} \left[ (\hat{Q} \Psi)\dagger \Psi + (\hat{Q} \Psi^n)\dagger \Psi_m + (\hat{Q} \chi_a)\dagger \chi_a \right] + \text{gauge-fixing terms}. \] (2.8)

The gauge-fixing terms are:
\[ \text{Tr}[\hat{c} G + \hat{c} B_0 + \hat{c} a_0]. \]

We choose the gauge-fixing function \( G = \partial_n A^n \). What is relevant for the localization procedure is only the quadratic truncation of the localizing action \( \hat{Q} V_{\text{vec}} \), which we schematically write as
\[ \hat{Q} V_{\text{vec}}|_{\text{quad}} = (\text{fermions})\dagger K_{\text{fermion}} (\text{fermions}) + (\text{bosons})\dagger K_{\text{boson}} (\text{bosons}). \] (2.9)

Upon integration over the fluctuations, one finds the one-loop determinants
\[ Z_{1\text{-loop}}^{\text{vec}} = \sqrt{\frac{\det K_{\text{fermion}}}{\det K_{\text{boson}}}}. \] (2.10)

The calculation of the one-loop determinants can be simplified by introducing
\[ X \equiv (\phi_2, A_m; \bar{a}_0, B_0) \quad \text{and} \quad \Xi \equiv (\chi_a, \bar{c}, c) \]
in terms of which the quadratic truncation of (2.8) can be written as
\[ V_{\text{vec}}|_{\text{quad}} = \left( \hat{Q} X; \Xi \right) \begin{pmatrix} D_{00} & D_{01} \\ D_{10} & D_{11} \end{pmatrix} \begin{pmatrix} X \\ \hat{Q} \Xi \end{pmatrix}. \]

Correspondingly, we get
\[ \frac{\det K_{\text{fermion}}}{\det K_{\text{boson}}} = \frac{\det \Xi \hat{Q}^2}{\det X \hat{Q}^2} = \frac{\text{det Coker } D_{10}}{\text{det Ker } D_{10}} \hat{Q}^2. \] (2.11)

Rather than computing the ratio of determinants above via index theorem, as done in [20] and [17], we now proceed to explicitly determine the spaces Coker \( D_{10} \) and Ker \( D_{10} \), and compute the corresponding \( \hat{Q}^2 \) eigenvalues. As we will see in the following, this method can be easily extended to \( \mathbb{Z}_2 \) quotients of the four-sphere calculating the relevant ratio of determinants for the \( \mathbb{R}P^4 \) and \( HS^4 \) cases.

The part of \( V_{\text{vec}}|_{\text{quad}} \) that yields \( D_{10} \) is:
\[ \sum_{a=1}^{3} \chi_a (\hat{Q} \chi_a)\dagger + c D_n (\hat{Q} \Psi^n)\dagger + \bar{c} \partial_a A^n + \bar{c} B_0 + c a_0 \] (2.12)
from which the terms containing \( \phi_1 \) and \( D_{AB} \) may be dropped since they do not contribute to \( D_{10} \).
2.1 Gauge theories on $\mathbb{RP}^4$

In this section we compute of the partition function and Wilson loops of $\mathcal{N} = 2$ supersymmetric gauge theories with compact semi-simple gauge group $G$ on $\mathbb{RP}^4$. We first discuss the one-loop determinants calculation. The instanton contribution will be discussed in the next subsection 2.1.1.

As anticipated in the previous section, we compute one loop determinants for supersymmetry multiplets by solving the kernel and cokernel partial differential equations (PDEs) corresponding to $D_{10}$ operator. The $D_{10}$ operator is read from the fermionic functional $V$ used to localize the physical actions $S$ for gauge and hyper multiplets. The PDEs are solved by diagonalizing them in the basis provided by $SO(4) \sim SU(2)_L \times SU(2)_R$ harmonics, which are discussed in appendix A. It turns out that the PDEs reduce to ordinary differential equations in variable $r$ and as explained in the appendix C, each ODE can be expressed as linear combinations of the generators of $SU(2)_L$. This has the important consequence that $SU(2)_R$ commutes with kernel and cokernel differential equations and the solutions arrange themselves in $SU(2)_R$ multiplets. Let us denote by $X_0$ the set of dynamical fields in the kernel, and by $X_1$ the fields in the cokernel of $D_{10}$. In our computation $\phi_1, D_{AB}$ only contribute via an overall factor in the index and so we set them to zero in the one-loop computation. We denote by $a = 1, 2, 3$ the three directions in the tangent space of the equator $S^3$ and use the following combinations of gauge fields $A_a$ belonging to $X_0$ in this basis.

$$A_+ \equiv A_1 + iA_2, \quad A_- \equiv A_1 - iA_2 \quad \text{and} \quad A_3.$$  \hspace{1cm} (2.13)

The fermions $\chi_a$ are correspondingly denoted as

$$\chi_+ \equiv \chi_1 + i\chi_2, \quad \chi_- \equiv \chi_1 - i\chi_2 \quad \text{and} \quad \chi_3.$$ \hspace{1cm} (2.14)

In this basis the differential equations appear simpler. The computation can be further simplified by noting that, since $D_{10}$ commutes with $\hat{Q}^2$, it closes on the fields of same $\hat{Q}^2$ eigenvalues both in $X_0$ and $X_1$. Since the kernel and cokernel differential equations can be written only in term of $SU(2)_L$ generators, all the fields in $X_0$ carry the same $SU(2)_R$ charge equal to $q_R$ and those in $X_1$ will carry $-q_R$. The solutions of kernel and cokernel equations are organized in $SU(2)_R$ multiplets each of dimension $2j_R + 1$ with the following possible values of $j_R$

$$j_R = j_L, j_L + 1, j_L - 1,$$ \hspace{1cm} (2.15)

as determined by the $SO(4)$ harmonics.

The strategy to compute the one-loop determinants on $\mathbb{RP}^4 \simeq S^4/\mathbb{Z}_2$, is to take the solutions for kernel and cokernel equations on $S^4$ and then apply the antipodal $\mathbb{Z}_2$ projection on this solution set. This is done both for vector multiplet and hypermultiplet and then the invariant modes are combined to get the total one loop determinant.

The analysis of ODEs can be performed in the simpler case of $U(1)$ gauge group, the generalization to general gauge group $G$, being obtained by multiplying the vector multiplet
index by the factor $\sum_{a} e^{i\alpha_{a}}$ in the adjoint representation, and the hyper multiplet in the representation $R$ of $G$ by the factor $\sum_{\mu} e^{i\mu_{a}}$. Finally, by using the eigenvalues of $\mathcal{Q}^{2}$ operator for the kernel and cokernel zero modes of $D_{10}$ we calculate the one-loop factor

$$Z_{1\text{-loop}} = \left( \frac{\det \text{Coker} D_{10} \mathcal{Q}^{2}}{\det \text{Ker} D_{10} \mathcal{Q}^{2}} \right)^{1/2}. \quad (2.16)$$

We will work with the following Killing spinor $\xi = (\xi_{A}, i\tilde{\xi}_{A})$ on the covering space $S^{4}$

$$\xi = \begin{pmatrix} 1 \sqrt{2} \cos \frac{r}{2} & 0 \\ 0 & \frac{1}{\sqrt{2}} \cos \frac{r}{2} \\ \frac{1}{\sqrt{2}} \sin \frac{r}{2} & 0 \\ 0 & -i \frac{1}{\sqrt{2}} \sin \frac{r}{2} \end{pmatrix}. \quad (2.17)$$

for the metric

$$ds^{2} = g_{\mu\nu} dx^{\mu} dx^{\nu} = dr^{2} + \frac{f(r)^{2}}{4} (d\theta^{2} + \sin^{2}\theta d\phi^{2} + (d\psi + \cos \theta d\phi)^{2}). \quad (2.18)$$

We use Hopf fibration coordinates

$$z_{1} = \sin r \sin \frac{\theta}{2} e^{i \frac{\psi - \phi}{2}}, \quad z_{2} = \sin r \cos \frac{\theta}{2} e^{i \frac{\psi + \phi}{2}}, \quad t = \cos r \quad (2.19)$$

with $0 \leq \theta \leq \pi$, $0 \leq \phi \leq 2\pi$ and $0 \leq \psi \leq 4\pi$. In these coordinates, the antipodal $\mathbb{Z}_{2}$ action reads

$$r \rightarrow \pi - r, \quad \psi \rightarrow \psi + 2\pi, \quad (2.20)$$

and correspondingly

$$z_{1} \rightarrow -z_{1}, \quad z_{2} \rightarrow -z_{2}, \quad t \rightarrow -t. \quad (2.21)$$

On the Killing spinor we have

$$\mathbb{Z}_{2} : \xi \rightarrow \begin{pmatrix} 1 \sqrt{2} \sin \frac{r}{2} & 0 \\ 0 & \frac{1}{\sqrt{2}} \sin \frac{r}{2} \\ \frac{1}{\sqrt{2}} \cos \frac{r}{2} & 0 \\ 0 & -i \frac{1}{\sqrt{2}} \cos \frac{r}{2} \end{pmatrix}. \quad (2.22)$$

so that this is not preserved under the $\mathbb{Z}_{2}$ projection. In terms of the two component notation

$$\xi_{A} = \begin{pmatrix} \cos \left(\frac{r}{2}\right) \\ 0 \\ \cos \left(\frac{r}{2}\right) \\ 0 \end{pmatrix}, \quad \tilde{\xi}_{A} = \begin{pmatrix} i \sin \left(\frac{r}{2}\right) \\ 0 \\ -i \sin \left(\frac{r}{2}\right) \\ 0 \end{pmatrix}. \quad (2.23)$$

we have

$$\mathbb{Z}_{2} : \xi_{A} \rightarrow -i \xi_{B} \sigma_{3A}^{B}, \quad \tilde{\xi}_{A} \rightarrow i \xi_{B} \sigma_{3A}^{B}. \quad (2.24)$$
It is easy to check that anyway the localising action $\hat{Q}_q V$ remains invariant provided that we choose the following transformation properties of dynamical and ghost fields
\[
\begin{align*}
\chi^3 &\to -\chi^3, & \chi^+ &\to \chi^+, & \chi^- &\to \chi^-, & c &\to c, & \bar{c} &\to \bar{c} \\
A_\psi &\to A_\psi, & A_\theta &\to A_\theta, & A_\phi &\to A_\phi, & A_r &\to -A_r, & \phi_1 &\to \phi_1, & \phi_2 &\to -\phi_2
\end{align*}
\] (2.25)

The projection for fermions can also be written in terms of $\lambda$s as
\[
Z_2 : \lambda_A \to -i\lambda_B\sigma^B_{3A}, \quad \bar{\lambda}_A \to i\lambda_B\sigma^B_{3A}
\] (2.26)

and these projections are consistent with supersymmetry transformations.

**$\mathbb{Z}_2$-projection on the vector multiplet.** On $\mathbb{RP}^4$ there are two $\text{Pin}_+^\perp$ structures: one structure with monodromy $+1$ as one moves along the orientation reversing loop and another structure with monodromy $-1$. On $S^4$, the double cover of $\mathbb{RP}^4$, these two types of spinors translate into two parity conditions
\[
P\Psi = \pm \Psi,
\] (2.27)

where the two sides of the equality are to be evaluated at antipodal points. These parity projections are consistent with $\mathcal{N} = 2$ supersymmetry.

It is interesting to remark that since $\pi_1(\text{SO}(3)) = \mathbb{Z}_2$ and $\pi_3(\text{SO}(3)) = \mathbb{Z}$, an $\text{SO}(3)$ bundle on a general 4-manifold $M$ is characterized by two topological invariants. One is the instanton number $k$ and the other is the non-abelian magnetic flux or an element of $H^2(M,\mathbb{Z}_2)$ called the second Stiefel-Whitney class of the $\text{SO}(3)$ gauge bundle. If we represent the second Stiefel-Whitney class as $u = \omega_2(\text{SO}(3))$, then these two topological invariants are related by
\[
k = -\frac{u \cdot u}{4} \mod 1.
\] (2.28)

See e.g. [21] for more explanations. The element of $H^2(\mathbb{RP}^4,\mathbb{Z}_2)$ with $u = 0$ corresponds to the untwisted sector of perturbative and non-perturbative parts of the partition function. It is identical to the contribution of an $\text{SU}(2)$ gauge bundle. However for $u \neq 0 \in H^2(\mathbb{RP}^4,\mathbb{Z}_2)$ one gets the contribution of the twisted sector. This operation is carried out on the one-loop part by shifting the product over the modes by $\frac{1}{2}$ and in the non-perturbative sector by shifting $k$ by the relation (2.28).

Let us start by discussing the trivial holonomy sector. As shown in the appendix C, for the vector multiplet the solution set of the kernel equations is empty. We have the following projection condition for cokernel fields
\[
\begin{align*}
\chi^3 &\to -\chi^3, & \chi^+ &\to \chi^+, & \chi^- &\to \chi^-, & c &\to c, & \bar{c} &\to \bar{c}
\end{align*}
\] (2.29)

The $\hat{Q}^2$ eigenvalue of the fields $\chi^3, c$ and $\bar{c}$ is $n + ia \cdot \alpha$ with multiplicity $n + 1$, and that of $\chi^+, \chi^-$ is $n + ia \cdot \alpha$ with multiplicity $n - 1$. It is important to observe that the cokernel

---

5When all fields are in the adjoint representation, the gauge group can actually be taken to be $\text{SU}(2)/\mathbb{Z}_2 \sim \text{SO}(3)$.
equations are coupled and the system for $\chi_3, c, \tilde{c}$ admits a unique solution up to a constant. Therefore they count as a single mode in the harmonic expansion. Thus according to (2.29), $\chi_3$ give contribution from odd modes only and $\chi_+$ and $\chi_-$ will give contribution just from even modes. Explicitly for $\chi_3$

$$Z_2 : \prod_{a \in \Delta} \prod_{n \geq 1} (n + ia \cdot \alpha)^{n+1} = \prod_{a \in \Delta} \prod_{n \geq 1} (2n - 1 + ia \cdot \alpha)^{2n-1+1}(2n + ia \cdot \alpha)^{2n+1}$$

$$\Rightarrow \prod_{a \in \Delta} \prod_{n \geq 0} (2n - 1 + ia \cdot \alpha)^{2n-1+1}$$

(2.30)

and for $\chi_+, \chi_-$

$$Z_2 : \prod_{a \in \Delta} \prod_{n \geq 1} (n + ia \cdot \alpha)^{n+1} = \prod_{a \in \Delta} \prod_{n \geq 1} (2n - 1 + ia \cdot \alpha)^{2n-1+1}(2n + ia \cdot \alpha)^{2n+1}$$

$$\Rightarrow \prod_{a \in \Delta} \prod_{n \geq 1} (2n + ia \cdot \alpha)^{2n+1}$$

(2.31)

The unregularized product can be rewritten as

$$\prod_{a \in \Delta} \prod_{n \geq 1} (2n + ia \cdot \alpha)^{2n-1+1}(2n - 1 + ia \cdot \alpha)^{2n-1+1}(2n - 1 - ia \cdot \alpha)^{2n-1+1}$$

(2.32)

whose $\zeta$-function regularized form is

$$Z_{\text{vec,RP}}^{1\text{-loop}} = \prod_{a \in \Delta} \frac{\gamma(ia \cdot \alpha)}{ia \cdot \alpha} \Gamma(1 + ia \cdot \alpha)^2 \cosh^2 \frac{\pi a \cdot \alpha}{2}$$

(2.33)

For the non-trivial holonomy sector, a similar analysis yields the following expression for the vector multiplet contribution to the one-loop determinant:

$$\prod_{a \in \Delta} \frac{\gamma(ia \cdot \alpha)}{ia \cdot \alpha} \Gamma(1 + ia \cdot \alpha)^2 \sinh^2 \frac{\pi a \cdot \alpha}{2}.$$ (2.34)

**$\mathbb{Z}_2$-projection on hypermultiplets.** Under the $\mathbb{Z}_2$ action the fields in matter hypermultiplet belonging to the kernel and Cokernel of $D_{10}^{\text{hyper}}$ transform as follows

$q_{AB} : \begin{align*}
q_{11} &\to q_{11}, \\
q_{12} &\to q_{12}, \\
q_{21} &\to -q_{21}, \\
q_{22} &\to -q_{22},
\end{align*}$

$\Sigma_{AB} : \begin{align*}
\Sigma_{11} &\to \Sigma_{11}, \\
\Sigma_{12} &\to \Sigma_{12}, \\
\Sigma_{21} &\to -\Sigma_{21}, \\
\Sigma_{22} &\to -\Sigma_{22}.
\end{align*}$

(2.35)

Here we are using the conventions of section 4 of [3]. As shown in the appendix C, for the hypermultiplet the solution set of cokernel PDEs is empty and only the kernel fields contribute. For completeness we give the mode expansion of kernel fields $q_A$ in a general representation $R$

$q_{11} : \prod_{\rho \in R} \prod_{k \geq 1} (k + \mu + ia \cdot \rho)^k,$

$q_{12} : \prod_{\rho \in R} \prod_{k \geq 1} (k - \mu - ia \cdot \rho)^k,$

$q_{21} : \prod_{\rho \in R} \prod_{k \geq 1} (-k + \mu + ia \cdot \rho)^k,$

$q_{22} : \prod_{\rho \in R} \prod_{k \geq 1} (-k - \mu - ia \cdot \rho)^k,$

(2.36)
whose $\mathbb{Z}_2$ projection under (2.35) gives

\[
q_{11} : \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (2k + \mu + ia \cdot \rho)^{2k}, \\
q_{12} : \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (2k - \mu - ia \cdot \rho)^{2k}, \\
q_{21} : \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (-2k + 1 + \mu + ia \cdot \rho)^{2k-1}, \\
q_{22} : \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (-2k + 1 - \mu - ia \cdot \rho)^{2k-1}.
\]

(2.37)

where $\mu$ is the mass parameter. The one-loop determinant turns out to be

\[
\left( \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (2k + \mu + ia \cdot \rho)^{2k}(2k - \mu - ia \cdot \rho)^{2k}(2k - 1 - \mu + ia \cdot \rho)^{2k-1} \right)^{-\frac{1}{2}}
\]

\[
= \left( \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (k + \mu + ia \cdot \rho)^{k}(k - \mu - ia \cdot \rho)^{k} \right)^{-\frac{1}{2}}
\]

(2.38)

The regularised form of the above is given by

\[
Z_{\text{hyper,RP}^4}^{1\text{-loop}} = \left( \prod_{\rho \in \mathbb{R}} G(1 + \mu + ia \cdot \rho)G(1 - \mu - ia \cdot \rho) \right)^{-\frac{1}{2}}
\]

(2.39)

= \left( \prod_{\rho \in \mathbb{R}} H(\mu + ia \cdot \rho) \right)^{-\frac{1}{2}}

In the massless case $\mu = 0$ this reduces to

\[
Z_{\text{hyper,RP}^4}^{1\text{-loop},\mu=0} = \left( \prod_{\rho \in \mathbb{R}} H(ia \cdot \rho) \right)^{-\frac{1}{2}}
\]

(2.40)

Combining the above with the vector multiplet contribution (2.33), the one loop partition function of $\mathcal{N} = 2$ with a massless hypermultiplet in a real representation reads

\[
Z_{\text{R,RP}^4}^{1\text{-loop},\mu=0} = \prod_{\alpha \in \Delta_+} \frac{\Gamma(ia \cdot \alpha)}{ia \cdot \alpha} \Gamma(1 + ia \cdot \alpha)^2 \cosh^2 \frac{\pi a \cdot \alpha}{2} \left( \prod_{\rho \in \mathbb{R}} H(ia \cdot \rho) \right)^{-\frac{1}{2}}
\]

(2.41)

A notable case we will need in the following is that of $\mathcal{N} = 2^*$ theory with $\mu = 1$ (namely, the maximally supersymmetric case for the unsquashed case $b = 1$) whose hypermultiplet one loop determinant reads

\[
Z_{\text{Adj,RP}^4}^{1\text{-loop},\mu=1} = \left( \prod_{\alpha \in \Delta} G(2 + ia \cdot \alpha)G(-ia \cdot \alpha) \right)^{-\frac{1}{2}}
\]

\[
= \left( \prod_{\alpha \in \Delta} H(1 + ia \cdot \alpha) \right)^{-\frac{1}{2}} = \left( \prod_{\alpha \in \Delta} \frac{\Gamma(ia \cdot \alpha)}{ia \cdot \alpha} \right)^{-\frac{1}{2}}
\]

(2.42)
Combining it with the vector multiplet contribution one finally gets
\[ Z_{N=2, \mathbb{R}P^4}^{N=2, \text{loop}, \mu=1} = \prod_{\alpha \in \Delta_+} \frac{\gamma(i \alpha \cdot \alpha)}{i \alpha \cdot \alpha} \Gamma(1 + i a \cdot \alpha)^2 \cosh^2 \frac{\pi a \cdot \alpha}{2} \left( \prod_{\alpha \in \Delta} \gamma(i \alpha \cdot \alpha) \right)^{-\frac{1}{2}} \]
\[ = \frac{\pi}{2a} \coth \left( \frac{\pi a \cdot \alpha}{2} \right) \] (2.43)
where in the second line we used standard identities on the \( \gamma \) and \( \Gamma \) functions. Let us present the one-loop contribution for \( N=4 \) gauge theory
\[ Z_{N=4, \mathbb{R}P^4}^{N=4, \text{loop}} = \prod_{\alpha \in \Delta_+} \frac{\gamma(i \alpha \cdot \alpha)}{i \alpha \cdot \alpha} \Gamma(1 + i a \cdot \alpha)^2 \cosh^2 \frac{\pi a \cdot \alpha}{2} \left( \prod_{\alpha \in \Delta} \gamma(-i \alpha \cdot \alpha)(H(i \alpha \cdot \alpha)) \right)^{\frac{1}{2}} \]
\[ = \prod_{\alpha \in \Delta_+} \frac{\gamma(i \alpha \cdot \alpha)}{i \alpha \cdot \alpha} \Gamma(1 + i a \cdot \alpha)^2 \cosh^2 \frac{\pi a \cdot \alpha}{2} \left( \prod_{\alpha \in \Delta} \gamma(i \alpha \cdot \alpha)(H(1 + i a \cdot \alpha)) \right)^{\frac{1}{2}} \]
\[ = \prod_{\alpha \in \Delta_+} \left( \frac{-\pi}{2a \cdot \alpha} \right) \coth \left( \frac{\pi a \cdot \alpha}{2} \right) \] (2.44)

Finally, for the system of four hypermultiplets we denote the mass parameters as \( \mu_i, i = 1, \ldots, 4 \). These mass terms in the Lagrangian are generated by gauging a U(1)\(^4\) subgroup of the flavour symmetry group SO(8). By using the above results for the massive hypermultiplet in the fundamental representation and in order to implement the \( \mathbb{Z}_2 \)-projection in the matter sector, we make the following identification of mass parameters
\[ \mu_1 = \mu_3, \quad \mu_2 = \mu_4. \] (2.45)
As a consequence under the \( \mathbb{Z}_2 \) projection the hypers of masses \( \mu_1, \mu_3 \) give rise to two half hypers which under the identification \( \mu_1 = \mu_3 \) combine to give one hypermultiplet. Similarly other two hypers of masses \( \mu_2, \mu_4 \) under \( \mathbb{Z}_2 \) projection and identification \( \mu_2 = \mu_4 \) give rise to a second hypermultiplet. To compute the hypermultiplet contributions explicitly, we have to determine the transformation of the component fields of the hypermultiplet under the \( \mathbb{Z}_2 \) action. We first note that the Killing spinors \((\xi, \bar{\xi})\) and \((\bar{\xi}, \xi)\) transform as
\[ \xi_{1\alpha} \rightarrow -i \bar{\xi}_{1\dot{\alpha}}, \quad \xi_{2\alpha} \rightarrow i \bar{\xi}_{2\dot{\alpha}} \]
\[ \bar{\xi}_{1\alpha} \rightarrow i \xi_{1\dot{\alpha}}, \quad \bar{\xi}_{2\alpha} \rightarrow -i \xi_{2\dot{\alpha}} \] (2.46)
Consistency with supersymmetry transformations given in appendix B requires us to choose the transformation of the scalar and fermions in the hypermultiplet as
\[ q_1 \rightarrow q_1, \quad q_2 \rightarrow -q_2, \]
\[ \psi^{\alpha} \rightarrow i \psi^{\dot{\alpha}}, \quad \bar{\psi}^{\dot{\alpha}} \rightarrow -i \psi^{\alpha}, \] (2.47)
Projecting out the Fourier components which do not obey this transformation, we get the following contribution to the one-loop part

\[ Z_{4\text{ half-hypers}} = \prod_{\pm} \prod_{i=1,2} \Gamma(1 \pm ia \pm \mu_i) \]  

(2.48)

It is interesting to note that this contribution of hypers is identical to that on the Hemi-$S^4$. Finally the full expression for the one-loop part is the following

\[ Z_{\text{N}_{f=4, RP^4}} = \prod_{\alpha \in \Delta_+} \frac{\Gamma(i\alpha \cdot \alpha)}{\Gamma(1 + i\alpha \cdot \alpha)^2} \cosh^{2} \frac{\pi a \cdot \alpha}{2} \prod_{i=1,2} \prod_{i=1,2} \Gamma(1 \pm ia \pm \mu_i) \]  

(2.49)

2.2 Gauge theory on $HS^4$

The explicit computation of the supersymmetric partition function on $HS^4$ was performed in [3]. Here for completeness we recall their results and also compute new cases which are needed for the comparison with Liouville theory. The possible choices of supersymmetric boundary conditions are Dirichlet and Neumann.
Dirichlet Boundary Condition for the vector multiplet. The Dirichlet boundary conditions on the boundary $S^3$ of the hemisphere for the fermionic fields $\Xi$ are given by

$$
\begin{align*}
\chi^\pm(\rho)|_{\rho=\pi/2} &= \chi_0, & c|_{\rho=\pi/2} &= 0, \\
\chi^3|_{\rho=\pi/2} &= 0, & \tilde{c}|_{\rho=\pi/2} &= 0,
\end{align*}
$$

where $\chi_0$ is a constant. The solutions of the cokernel equations are displayed in appendix C. The ones compatible with the above boundary conditions are those corresponding to $j^q_L = j^q + 1$. Therefore, the multiplicity of an eigenvalue $n + ia \cdot \alpha$ is $|n|$, as opposed to $2|n|$ for the spherical case. The corresponding unregularized product is given by:

$$
\prod_{\alpha \in \Delta} \prod_{n \geq 1} (n + ia \cdot \alpha)^{n-1} (n - ia \cdot \alpha)^{n-1}
$$

(2.52)

which, upon regularization and choosing the gauge group to be SU(2), becomes

$$
Z_{\text{vec}}^{\text{Dir}, 1\text{-loop}}(a) = \Upsilon(2ia) \frac{\Gamma(1 + 2ia)^2}{ia}.
$$

(2.53)

Let us consider Wilson loops in the boundary of the hemisphere. Solely for this section, we will use the coordinates $(\rho, \vartheta, \varphi, \chi)$, where $\varphi = \frac{\psi + \phi}{2}, \chi = \frac{\psi - \phi}{2}$, and where $\varphi$ and $\chi$ are periodic with period $2\pi$. There are two classes of closed loops in the boundary $S^3$, one winding around $\varphi$, and another winding around $\chi$. Following [17], the circles supporting the Wilson loops are:

$$
\begin{align*}
S^1_{\varphi}(\rho = \frac{\pi}{2}) : (x_0, x_1, x_2, x_3, x_4) &= (0, \epsilon_1 \cos \varphi, \epsilon_1 \sin \varphi, 0, 0), \\
S^1_{\chi}(\rho = \frac{\pi}{2}) : (x_0, x_1, x_2, x_3, x_4) &= (0, 0, 0, \epsilon_2 \cos \chi, \epsilon_2 \sin \chi).
\end{align*}
$$

The supersymmetric Wilson loops are

$$
W_{\varphi}(R) \equiv \text{Tr}_R \text{P} \exp i \int_{S^1_{\varphi}(\rho = \frac{\pi}{2})} d\varphi (A_{\varphi} + i\epsilon_1 \phi_1),
$$

$$
W_{\chi}(R) \equiv \text{Tr}_R \text{P} \exp i \int_{S^1_{\chi}(\rho = \frac{\pi}{2})} d\chi (A_{\chi} + i\epsilon_2 \phi_1).
$$

These have the following vevs:

$$
W_{\varphi}(R) = \text{Tr}_R \text{P} \exp (-2\pi ba),
$$

$$
W_{\chi}(R) = \text{Tr}_R \text{P} \exp (-2\pi b^{-1}a).
$$

To compute their expectation values, one simply inserts these classical expressions in the integral expression for the partition function. One could also consider a more general Wilson loop that winds $m$-times around $\varphi$ and $n$-times around $\chi$ in the fundamental representation. These play a relevant rôle for the matching between gauge theory and Liouville amplitudes.
Neumann boundary conditions for the vector multiplet. Neumann boundary conditions are:

\[ \chi_{\pm}(\rho)|_{\rho=\pi/2} = 0. \]

The only non-trivial solutions to the cokernel equations compatible with this boundary condition correspond to \( |q_L| = j_L + 1 \). The multiplicity of a solution with eigenvalue \( n + i a \cdot \alpha \) is \( |n| + 1 \). The one-loop partition function is

\[
Z_{\text{Neu}}(a) = \prod_{\alpha \in \Delta_+} \prod_{n \geq 1} (n + i a \cdot \alpha)^{n+1} (n - i a \cdot \alpha)^{n+1}
\]

which, upon regularization and choosing the gauge group to be SU(2), gives

\[
\Upsilon(2ia) \frac{1}{\Gamma(1-2ia)^2(ia)}
\]

The partition function is obtained by integrating the above over the Coulomb branch parameter. Analogous to the case of a sphere, we must include the factor arising from the Vandermonde determinant:

\[
Z_{\text{vec}, \text{1-loop, Neu}}(a) = \Upsilon(2ia) \frac{ia}{\Gamma(1-2ia)^2}.
\]

Dirichlet boundary conditions for the hyper-multiplet. Let us recall that the solution set of cokernel PDEs is empty in the hypermultiplet case. Therefore the only contribution comes from the kernel fields as in (2.36). Imposing Dirichlet boundary conditions amounts to set

\[
q_{12}\left(\theta, \frac{\pi}{2}\right) = 0, \quad q_{21}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \Sigma_{11}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \Sigma_{22}\left(\theta, \frac{\pi}{2}\right) = 0,
\]

\[
\partial_q q_{12}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \partial_q q_{21}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \partial_q \Sigma_{11}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \partial_q \Sigma_{22}\left(\theta, \frac{\pi}{2}\right) = 0
\]

and

\[
\partial_r q_{11}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \partial_r q_{22}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \partial_r \Sigma_{12}\left(\theta, \frac{\pi}{2}\right) = 0, \quad \partial_r \Sigma_{21}\left(\theta, \frac{\pi}{2}\right) = 0
\]

This translates into the following expression for the one-loop determinant

\[
\left( \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (k - \mu - i a \cdot \rho)^k (k + \mu + i a \cdot \rho)^k \right)^{-\frac{1}{2}}
\]

and after regularization to

\[
Z_{\text{Dir, 1-loop}}^{\text{hyper}} = \left( \prod_{\rho \in \mathbb{R}} G(1 - \mu - i a \cdot \rho)G(1 + \mu + i a \cdot \rho) \right)^{-\frac{1}{2}}
\]
For the the $\mathcal{N} = 2^*$ theory at $\mu = 1$

$$Z_{\text{1-loop, Dir}}^{\mathcal{N} = 2^*, \text{hyper}} = \left( \prod_{\alpha \in \Delta} G(-i\alpha \cdot \alpha) G(2 + i\alpha \cdot \alpha) \right)^{-\frac{1}{2}}$$

$$= \left( \prod_{\alpha \in \Delta} \frac{G(1 - i\alpha \cdot \alpha) G(1 + i\alpha \cdot \alpha) \Gamma(1 + i\alpha \cdot \alpha)}{\Gamma(-i\alpha \cdot \alpha)} \right)^{-\frac{1}{2}}$$

$$= \left( \prod_{\alpha \in \Delta} \frac{\Gamma(1 + i\alpha \cdot \alpha) H(i\alpha \cdot \alpha)}{\Gamma(-i\alpha \cdot \alpha)} \right)^{-\frac{1}{2}}$$

(2.60)

Combining it with the vector one loop part one gets

$$Z_{\text{Dir,1-loop}}^{\mathcal{N} = 2^*, \mu = 1} = \left( \prod_{\alpha \in \Delta} \frac{H(i\alpha \cdot \alpha)}{i\alpha \cdot \alpha \sinh(i\pi \alpha \cdot \alpha)} \right)^{\frac{1}{2}} \left( \prod_{\alpha \in \Delta} \frac{\Gamma(-i\alpha \cdot \alpha)}{\Gamma(1 + i\alpha \cdot \alpha) H(i\alpha \cdot \alpha)} \right)^{\frac{1}{2}}$$

$$= \left( \prod_{\alpha \in \Delta} \frac{\Gamma(i\alpha \cdot \alpha) \Gamma(-i\alpha \cdot \alpha)}{i\alpha \cdot \alpha} \right)^{\frac{1}{2}}$$

(2.61)

Finally, the one-loop contribution of $\mathcal{N} = 4$ theory with Dirichlet BCs can be obtained by combining the one-loop part of $\mathcal{N} = 2$ vector multiplet with that of $\mathcal{N} = 2$ hypermultiplet in the adjoint representation

$$Z_{\text{vec, Dir,1-loop}} = \prod_{\alpha \in \Delta^+} \frac{G(1 + i\alpha \cdot \alpha) G(1 - i\alpha \cdot \alpha)}{a \cdot \alpha \sinh(\pi a \cdot \alpha)}$$

$$= \prod_{\alpha \in \Delta^+} \frac{H(i\alpha \cdot \alpha)}{a \cdot \alpha \sinh(\pi a \cdot \alpha)}$$

$$Z_{\text{hyper, Dir,1-loop}} = \left( \prod_{\alpha \in \Delta} \frac{1}{H(i\alpha \cdot \alpha)} \right)^{\frac{1}{2}}$$

(2.62)

Combining them one get the perturbative part of $\mathcal{N} = 4$ vector multiplet with Dirichlet BCs on $HS^4$

$$Z_{\text{Dir,1-loop}}^{\mathcal{N} = 4} = \prod_{\alpha \in \Delta^+} \frac{H(i\alpha \cdot \alpha)}{a \cdot \alpha \sinh(\pi a \cdot \alpha)} \times \left( \prod_{\alpha \in \Delta} \frac{1}{H(i\alpha \cdot \alpha)} \right)^{\frac{1}{2}}$$

(2.63)

From the identity $G(1 + i\alpha \cdot \alpha) G(1 - i\alpha \cdot \alpha) = H(i\alpha \cdot \alpha)$, it is clear that $H(i\alpha \cdot \alpha) = H(-i\alpha \cdot \alpha)$. Therefore one gets

$$Z_{\text{Dir,1-loop}}^{\mathcal{N} = 4} = \prod_{\alpha \in \Delta^+} \frac{H(i\alpha \cdot \alpha)}{a \cdot \alpha \sinh(\pi a \cdot \alpha)} \times \frac{1}{H(i\alpha \cdot \alpha)}$$

$$= \prod_{\alpha \in \Delta^+} \frac{1}{a \cdot \alpha \sinh(\pi a \cdot \alpha)}$$

(2.64)
Neumann boundary conditions for the hyper-multiplet. Neumann boundary conditions imply

\[
q_{11}(\theta, \frac{\pi}{2}) = 0, \quad q_{22}(\theta, \frac{\pi}{2}) = 0, \quad \Sigma_{12}(\theta, \frac{\pi}{2}) = 0, \quad \Sigma_{21}(\theta, \frac{\pi}{2}) = 0,
\]

\[
\partial_{\theta} q_{11}(\theta, \frac{\pi}{2}) = 0, \quad \partial_{\theta} q_{22}(\theta, \frac{\pi}{2}) = 0, \quad \partial_{\theta} \Sigma_{12}(\theta, \frac{\pi}{2}) = 0, \quad \partial_{\theta} \Sigma_{21}(\theta, \frac{\pi}{2}) = 0
\]

and

\[
\partial_{\theta} q_{12}(\theta, \frac{\pi}{2}) = 0, \quad \partial_{\theta} q_{22}(\theta, \frac{\pi}{2}), \quad \partial_{\theta} \Sigma_{11}(\theta, \frac{\pi}{2}) = 0, \quad \partial_{\theta} \Sigma_{22}(\theta, \frac{\pi}{2}) = 0
\]

(2.65)

It is clear from the mode decomposition that we will get the following result

\[
\left( \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} (k - \mu - ia \cdot \rho)^k (k + \mu + ia \cdot \rho)^k \right)^{\frac{1}{2}} = \left( \prod_{\rho \in \mathbb{R}} \prod_{k \geq 1} G(1 + \mu + ia \cdot \rho) G(1 - \mu - ia \cdot \rho) \right)^{\frac{1}{2}}
\]

(2.67)

This is identical to the previous case which for \( \mu = 1 \) leads to

\[
Z_{\text{Neu,1-loop}}^{\text{hyper, } \mu=1} = \left( \prod_{\alpha \in \mathbb{R}} \frac{\Gamma(1 + ia \cdot \alpha) H(ia \cdot \alpha)}{\Gamma(-ia \cdot \alpha)} \right)^{\frac{1}{2}} \tag{2.68}
\]

Combining it with the vector one loop part one gets

\[
Z_{\text{Neu,1-loop}}^{\mathcal{N}=2, \mu=1} = \left( \prod_{\alpha \in \mathbb{R}} H(ia \cdot \alpha) a \cdot \alpha \sinh(\pi a \cdot \alpha) \right)^{\frac{1}{2}} \left( \prod_{\alpha \in \mathbb{R}} \frac{\Gamma(-ia \cdot \alpha)}{\Gamma(1 + ia \cdot \alpha) H(ia \cdot \alpha)} \right)^{\frac{1}{2}}
\]

\[
= \left( \prod_{\alpha \in \mathbb{R}} a \cdot \alpha \sinh(\pi a \cdot \alpha) \right)^{\frac{1}{2}} \left( \prod_{\alpha \in \mathbb{R}} \frac{\Gamma(1 + ia \cdot \alpha) \Gamma(-ia \cdot \alpha)}{(1 + ia \cdot \alpha)^2} \right)^{\frac{1}{2}}
\]

\[
= \left( \prod_{\alpha \in \mathbb{R}} \frac{a \cdot \alpha}{\Gamma(1 + ia \cdot \alpha)^2} \right)^{\frac{1}{2}} \tag{2.69}
\]

The perturbative part of \( \mathcal{N} = 4 \) vector multiplet with Neumann BCs is given by

\[
Z_{\text{Neu,1-loop}}^{\mathcal{N}=4} = \prod_{\alpha \in \Delta^+} H(ia \cdot \alpha) a \cdot \alpha \sinh(\pi a \cdot \alpha) \times \left( \prod_{\alpha \in \Delta} \frac{1}{H(ia \cdot \alpha)} \right)^{\frac{1}{2}}
\]

\[
= \prod_{\alpha \in \Delta^+} a \cdot \alpha \sinh(\pi a \cdot \alpha) \tag{2.70}
\]
2.2.1 Instanton contribution

In the computation of the partition function on $S^4$ the non-perturbative contributions arise only from point like instantons and anti-instantons located at the fixed points of the $U(1)$ isometry which is used to localize the path integral, namely the South and North poles of $S^4$. If a $\mathbb{Z}_2$-involution acts on $S^4$ with the $S^3$ at the equator as its fixed locus, then, with either supersymmetric Dirichlet or Neumann BCs, the non-perturbative contribution will be just one factor of $Z_{\text{inst}}^k \equiv Z_{\text{Nekrasov}}^k$. Since $\pi_3(S^3) = \mathbb{Z}$, the instanton sector is characterized by an integer $k$ equal the winding mode at the equator. Let us remind for completeness the expression of the instanton partition function for $\mathcal{N} = 2$ theory at fixed instanton number

$$Z_{\text{inst}, \mathcal{N}=2^*}^k = \sum_{Y, |\tilde{Y}| = k} q^{\tilde{Y}} \prod_{a, \beta = 1}^{N} \prod_{\epsilon} \frac{(E_{\alpha \beta} - \tilde{m})(\epsilon_1 + \epsilon_2 - E_{\alpha \beta} - \tilde{m})}{E_{\alpha \beta} (\epsilon_1 + \epsilon_2 - E_{\alpha \beta})}$$

where $Y, \alpha = 1 \ldots N$ is the set of Young diagrams. The equivariant hypermultiplet mass $\tilde{m}$ is related to the physical mass $m$ as $\tilde{m} = m + \frac{m_1 + m_2}{2}$ and $E_{\alpha \beta}(s) = (-y_{\alpha}, \epsilon_1 + (y_{\alpha} + 1)\epsilon_2) + a_\alpha - a_\beta$ with $a_\alpha, a_\beta$ elements of the Cartan of the gauge group. Note that for the special value $\tilde{m} = 0$ the ratio in $Z_{\text{inst}, \mathcal{N}=2^*}$ cancels to one and therefore the sum over the Young diagrams produces $1/\eta(\tau)$ factors [22]. This will turn out to be useful in the comparison with Liouville theory amplitudes. To this end, it is important to underline that the insertion of Liouville identity operator on the torus corresponds to $\mathcal{N} = 2$ theory on $S^4$, where the mass of the hypermultiplet is $i/r$ [23]. In our normalization this is the case $\mu = 1$, where $\mu = \tilde{m}/\sqrt{\epsilon_1 \epsilon_2}$.

3 Comparison with Liouville theory

Let us start by briefly reviewing basic relevant facts about AGT correspondence [4]. The $\mathcal{N} = 2$ SU(2) gauge theory can be formulated on the squashed four sphere

$$S_{\epsilon_1, \epsilon_2}^4 \equiv \left\{ (x_0, \ldots, x_4) | x_0^2 + \epsilon_1^2 (x_1^2 + x_2^2) + \epsilon_2^2 (x_3^2 + x_4^2) = 1 \right\} ,$$

and its spectral content can be put in correspondence with the geometry of an auxiliary Riemann surface. Liouville theory correlators on such a surface can be put in correspondence with supersymmetric gauge theory partition function. In particular, the four points correlator on the Riemann sphere corresponds to the partition function of the $\mathcal{N}_f = 4$ gauge theory on the squashed four sphere

$$Z(\tilde{m}; \tau; \epsilon_1, \epsilon_2) \propto \langle e^{2\alpha_4 \phi(\infty)} e^{2\alpha_3 \phi(1)} e^{2\alpha_2 \phi(q)} e^{2\alpha_1 \phi(0)} \rangle_b ,$$

where $\tilde{m}$ encodes the mass parameters $m_1, \ldots, m_4$, and $b$ is the parameter that appears in the Liouville action

$$S_b = \frac{1}{4\pi} \int d^2 z \left[ (\partial_{\phi})^2 + 4\pi \mu e^{2b\phi} \right] .$$

The dictionary between the two theories has been tested to be

$$b = \sqrt{\frac{\epsilon_1}{\epsilon_2}} \quad q = e^{2\pi i r} \quad \alpha_j = (Q/2) + i m_j ,$$

where $Q = b + b^{-1}$. 

---

---
The usual correspondence is based on closed Riemann surfaces, while here we discuss the case of open/unoriented Riemann surfaces. These can be obtained as $\mathbb{Z}_2$ involutions of closed ones. It is then natural to consider gauge theories on $\mathbb{Z}_2$ involutions of the four sphere. Indeed, AGT correspondence arises from M5-branes compactifications on the product of the four sphere and the Riemann surface itself. Since the six-dimensional $(2,0)$ theory describing the dynamics of M5-branes is chiral, the $\mathbb{Z}_2$ involution has to act on both factors consistently [24], namely has to be either antipodal or with fixed points on both factors. There are different classes of $\mathbb{Z}_2$ actions, distinguished by their fixed point locus. We will study the resulting quotients of the original theory in two cases, focusing on the $N_f = 4$ and $N = 2^*$ theories, that is on the possible quotients of Riemann surfaces of genus zero and one.

Let us consider the $\mathbb{Z}_2$ quotients of the four punctured Riemann sphere. This can be a two-disk or an $\mathbb{RP}^2$. In the unorientable case, the $\mathbb{Z}_2$ action is the antipodal action on the four-punctured two sphere producing the $\mathbb{RP}^2$ with two punctures, namely:

\[
\text{antipodal map}
\]

where we have assumed that the punctures were aligned so as to make the antipodal identification possible. On the four dimensional factor, the $\mathbb{Z}_2$ quotient is the $\mathbb{RP}^4$ geometry.

In the orientable case the fixed locus of the involution is the equator and, depending on the location of the punctures with respect to it, one has three possible configurations:

- Two points in the bulk:

\[
\text{reflection map}
\]

- Two points on the boundary and one point in the bulk:

\[
\text{reflection map}
\]

- Four points on the boundary:

\[
\text{reflection map}
\]

On the four dimensional factor, the $\mathbb{Z}_2$ quotient is the $HS^4$ geometry.
In the study of Liouville field theory on open surfaces, one has to choose the boundary conditions. We are allowed a choice of two boundary conditions: $\partial_a \phi = 0$ or $\phi \to \infty$ at the boundary of the disk. These correspond, respectively, to the FZZT [12, 13] and the ZZ brane [14].

Let us first consider the FZZT boundary condition. As seen earlier in eq. (3.2), the bulk Liouville interaction term is given by $\int_\Sigma \sqrt{g} \mu e^{2b\phi}$. In the presence of a boundary, one also has the boundary interaction term $\int_{\partial \Sigma} g^{1/4} \mu_B e^{b \phi}$. The constant $\mu_B$, often called the boundary cosmological constant, is unrestricted and parametrizes the family of conformally invariant boundary conditions. One has therefore a scale invariant ratio $(\mu_B^2/\mu)$ on which the correlation functions depend. It is customary to trade the scale invariant ratio with a parameter $s$ as follows:

$$\frac{\cosh^2 \pi bs}{\sin \pi b^2} = \frac{\mu_B^2}{\mu}.$$

Therefore the bulk one-point function with FZZT boundary condition will depend on the continuous parameter $s$. For the ZZ boundary condition the bulk one-point function in this case depends instead on a choice of two positive integers, $m$ and $n$, as explained in [25].

As we will show in the following, these two classes of boundary conditions correspond respectively to Dirichlet and Neumann boundary conditions of the gauge theory on the $HS^4$. In the rest of this section we discuss bulk punctures, the boundary ones being deferred to the subsequent section 4.

In the following we will provide evidence of the correspondence described so far. Moreover, we will also treat $\mathbb{Z}_2$ involutions of genus one curves. In this case the complex double is a torus and the Klein bottle, annulus and Moebius strip can be obtained by applying different anti-holomorphic involutions, as show in the following figure:

![Diagram showing the correspondence between boundary conditions and gauge theory](image)

The conformal families of tori admitting such involutions are Lagrangian submanifolds in the Teichmüller space of the covering torus modded by the translations $\tau \to \tau + 1$, with $\{ \tau \in \mathbb{C} \mid \text{Im}(\tau) > 0, -\frac{1}{2} \leq \text{Re}(\tau) \leq \frac{1}{2} \}$. These are vertical straight lines at $\text{Re}(\tau) = 0$ for the annulus and the Klein bottle while at $\text{Re}(\tau) = \pm \frac{1}{2}$ for the Moebius strip. Since the double cover of these internal geometries of the M5 compactification is a torus, we expect that the corresponding gauge theory to be a $\mathbb{Z}_2$-quotient of an appropriate circular quiver. This is indeed the case as we will show in detail in the following. For the case of Moebius strip, we will actually follow an equivalent approach, by performing a $\mathbb{Z}_2$-quotient of the annulus amplitudes. However, keeping in mind the torus double covering is useful to discuss the instanton sector of the corresponding gauge theory. In particular this makes transparent the arising of a $\theta = \pi$ topological term in the four dimensional gauge theory action in this case.
3.1 $\mathbb{R}P^2$ with two punctures vs. $N_f = 4$ on $\mathbb{R}P^4$

The Liouville two point correlator on $\mathbb{R}P^2$ can be conveniently expressed in terms of the OPE as in the following diagram:

![Diagram](image)

The right hand side of the figure corresponds to the expression (up to the conformal block which is not relevant for the present discussion):

$$C \left( \frac{Q}{2} + i m_1, \frac{Q}{2} + i m_2, \frac{Q}{2} - ia \right) \times \langle V_{Q/2+ia} \rangle_{\mathbb{R}P^2}, \quad (3.3)$$

where $C$ is the DOZZ three-point function and the second factor is the crosscap wavefunction $\Psi_C(a)$ as in [26].

Let us unpack the product in eq. (3.3) as

$$C \left( \frac{Q}{2} + i m_1, \frac{Q}{2} + i m_2, \frac{Q}{2} - ia \right) \Psi_C(a)$$

$$= \prod_{\pm \pm} \Gamma_2 \left( \pm ia \pm im_1 \pm im_2 + \frac{Q}{2} \right)$$

$$\times \left( \Upsilon(2ia) \frac{\Gamma(1 + 2i ab) \Gamma(1 + 2i ab^{-1}) \cosh(\pi ab) \cosh(\pi ab^{-1})}{ia} \right)$$

$$= b = 1 \prod_{\pm \pm} \Gamma_2 \left( \pm ia \pm im_1 \pm im_2 + 1 \right) \left( \Upsilon(2ia) \frac{\Gamma(1 + 2ia)^2 \cosh(\pi a)^2}{ia} \right) \quad (3.4)$$

The last expression makes precise contact with the one-loop partition function of $N_f = 4$ on $\mathbb{R}P^4$ as computed in section 2, formula 2.49. In particular, the first factor on the right corresponds to the hypermultiplet contribution and the second factor to one loop contribution of the vector multiplet in the trivial holonomy sector (namely, the projection on even modes).

3.2 Disk with two bulk punctures vs. $N_f = 4$ on $HS^4$

As before, the Liouville amplitude is decomposed as:
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giving

$$C \left( \frac{Q}{2} + i m_1, \frac{Q}{2} + i m_2, \frac{Q}{2} - ia \right) \times \langle V_{Q/2+ia} \rangle_{\text{disk}}. \quad (3.5)$$
Before we can evaluate the second factor on the right above, we have to choose the boundary condition for the Liouville field on the disk, namely either FZZT or ZZ.

In the FZZT case, the disk one point function turns out to be

\[
\langle V_{Q/2+ia}\rangle_{\text{FZZT},s} \simeq \Psi_s(a) \simeq \frac{\Gamma(1 + 2iba) \Gamma(1 + 2iab^{-1}) \cos(2\pi sa)}{-2i\pi a}.
\] (3.6)

By writing the above product as

\[
\prod_{\pm \pm \pm} \Gamma_2 \left( \pm ia \pm im_1 \pm im_2 + \frac{Q}{2} \right) \times \left( \frac{\Gamma(1 + 2iba) \Gamma(1 + 2iab^{-1}) \cos(2\pi sa)}{-2i\pi a} \right)
\] (3.7)

one can easily find the dictionary with gauge theory. Indeed, for \( s = 0 \), the above expression coincides with the one-loop partition function of \( N_f = 4 \) on \( HS^4 \) with Dirichlet boundary conditions, which can be obtained from 2.53 and 2.59. The case \( s = p^b + rb^{-1} \) is related to the expectation value of a corresponding Wilson loop winding \((p,r)\) times the two circles at the \( S^3 \) equator.

Now we turn to the ZZ boundary condition. Rather than a continuous parameter as in the previous case, the bulk one-point function now depends on two positive integers. When both of them are equal to one we have:

\[
\langle V_{Q/2+ia}\rangle_{\text{ZZ},(1,1)} \simeq \Psi_{1,1}(a) \simeq \frac{2i\pi a}{\Gamma(1 - 2iba) \Gamma(1 - 2iab^{-1})}.
\] (3.8)

The full Liouville theory amplitude reads

\[
C \left( \frac{Q}{2} + im_1, \frac{Q}{2} + im_2, \frac{Q}{2} - ia \right) \times \Psi_{1,1}(a).
\] (3.9)

and is explicitly given by

\[
C \left( \frac{Q}{2} + im_1, \frac{Q}{2} + im_2, \frac{Q}{2} - ia \right) \times \Psi_{1,1}(a)
\]

\[
\simeq \prod_{\pm \pm \pm} \Gamma_2 \left( \pm ia \pm im_1 \pm im_2 + \frac{Q}{2} \right) \left( \frac{2i\pi a}{\Gamma(1 - 2iba) \Gamma(1 - 2iab^{-1})} \right)
\] (3.10)

This expression corresponds to the one-loop partition function of of \( N_f = 4 \) on \( HS^4 \) with Neumann boundary conditions, see 2.55 and 2.67. Similarly to the FZZT case, for higher values of the integer parameters in the Liouville amplitude, one finds the corresponding Wilson loop expectation values.
3.3 Klein bottle vs. quotiented circular quiver on $\mathbb{RP}^4$

Let us now turn to the amplitudes obtained from quotients of the torus. We decompose along an intermediate channel according to the following pictures:

The Liouville amplitude for the Klein bottle $K_2$ is given by [25]:

$$Z_{K_2} = \int_{-\infty}^{\infty} dP \Psi_{C}(P) \Psi_{C}(-P) \frac{q^P}{\eta(\tau)}$$ (3.11)

where

$$\Psi_{C}(P) = \mu \Gamma(1 + 2iPb)\Gamma(1 + 2iPb^{-1}) \frac{\cosh(\pi Pb) \cosh(\pi Pb^{-1})}{2\pi iP}$$ (3.12)

and $q = e^{-2\pi \tau}$. We have defined $\mu = \pi \mu \gamma(b^2)$ and we will use this throughout. Simplifying this expression we get

$$Z_{K_2} = \frac{1}{2\sqrt{2}} \int_{-\infty}^{\infty} dP \frac{\cosh(\pi Pb) \cosh(\pi Pb^{-1})}{\sinh(\pi Pb) \sinh(\pi Pb^{-1})} \frac{q^P}{\eta(q)}$$ (3.13)

where the identity

$$\Gamma(1 + x)\Gamma(1 - x) = \frac{\pi x}{\sin(\pi x)}$$ (3.14)

has been used. As discussed at the beginning of this section, the corresponding gauge theory turns is a circular quiver with two SU(2) gauge nodes and two bifundamental hypermultiplets. The $Z_2$ action which defines $\mathbb{RP}^4$ acts on the gauge group $SU(2) \times SU(2)$ as an automorphism. Under this automorphism both the two SU(2) nodes and bifundamentals are swapped and result in an $N = 2^*$ SU(2) gauge theory. The resulting modes combine to give the correct expression for the Klein bottle partition function, as we will now explain. The Dynkin diagram associated to $SU(2) \times SU(2)$ is of type $D_2 \simeq A_1 \times A_1$. It is represented by two disconnected nodes, with each node corresponding to a simple root and moreover these two simple roots are orthogonal. The automorphism symmetry corresponds to switching the two nodes and is implemented by conjugating with a $O(4)$ matrix with determinant equal to $-1$. Since the nodes of our root system are disconnected, it can be consistently quotiented by this automorphism symmetry to yield the invariant part of it and we get

$$D_2 \rightarrow B_1,$$

$$SU(2) \times SU(2) \rightarrow SO(3)$$ (3.15)
Consequently, the one-loop part of the $\mathbb{Z}_2$ projected theory (see the above picture), by using the results of section 2, is given by

$$Z_{1-\text{loop}} = \frac{\Upsilon(-2ia)\Gamma(1 - 2ia)^2 \cosh(\pi a)^2}{aH(1 + 2ia)} \times \frac{\Upsilon(2ia)\Gamma(1 + 2ia)^2 \cosh(\pi a)^2}{aH(1 - 2ia)}$$

$$= \frac{4\pi^2a^2 \cosh(\pi a)^4}{a^2 \sinh(2\pi a)^2}$$

$$= \frac{\pi^2 \cosh(\pi a)^2}{\sinh(\pi a)^2}$$

(3.16)

where we used the identities $H(1 - 2ia) = \Upsilon(-2ia)$. We remark that the above is the one-loop contribution of $\mathcal{N} = 2$ theory with $\mu = 1$, which corresponds to the insertion of the identity operator in Liouville theory [23], thus perfectly matching our expectations.

**Annulus vs. $\mathbb{Z}_2$-quotient of SU(2) × SU(2) circular quiver on HS$^4$.** Let us start by considering an annulus with full FZZT boundary conditions parameterized by $s_1$ and $s_2$:

$$Z_{s_1s_2} = \int_{-\infty}^{\infty} dP \Psi_{s_1}(P)\Psi_{s_2}(-P) \frac{q^{P^2}}{\eta(\tau)}$$

(3.17)

where $q = e^{2\pi i \tau}$ and

$$\Psi_{s}(P) = 2^{-1/4} \mu^{-iPb^{-1}} \frac{\Gamma(1 + 2iPb)\Gamma(1 + 2iPb^{-1})}{-2\pi iP} \cos(2\pi spP).$$

(3.18)

On simplifying:

$$Z_{s_1s_2} = \frac{1}{\sqrt{2}} \int_{-\infty}^{\infty} dP \frac{\cos(2\pi s_1 P)\cos(2\pi s_2 P)}{\sinh(2\pi P)\sinh(2\pi P) \eta(\tau)} q^{P^2}.$$  

(3.19)

As we learnt in the disk case, the relevant boundary conditions on the gauge theory side are the Dirichlet ones.
Let us discuss first the case $s_1 = s_2 = 0$. The $\mathbb{Z}_2$ quotient of the circular quiver gauge theory corresponding to FZZT boundary conditions on the two sides of the annulus amounts to impose SUSY Dirichlet boundary conditions on the two SU(2) gauge nodes and on the two bifundamental hypermultiplets. Moreover, the two Coulomb branch parameters $a_1, a_2$ have to be identified under the $\mathbb{Z}_2$ action. The Dirichlet boundary conditions on the circular quiver gauge theory is imposed in the following way:

a) for one SU(2) node the Dirichlet BCs are imposed on the positive roots, whereas for the other SU(2) the boundary conditions are imposed on the negative roots.

b) for SU(2) gauge group at the two nodes, each of the two bifundamentals transforms in the $(2, 2)$ representation, so that imposing Dirichlet BCs on the bifundamental will result in a ‘half’ bifundamental.

c) identifying the two Coulomb branch parameters $a_1 = a_2 = a$ under the $\mathbb{Z}_2$ action will imply that the two half nodes and two half bifundamentals combine to give $N = 2^* SU(2)$ theory with $\mu = 1$.

The resulting one-loop partition function is therefore

$$Z^{1-\text{loop}} = \prod_{a \in \Delta} \frac{H(ia \cdot \alpha)}{(H(ia \cdot \alpha)H(ia \cdot \alpha))^\frac{1}{2}} \frac{1}{\sinh^2(\pi a \cdot \alpha)} = \frac{1}{(\sinh(2\pi a))^2}. \quad (3.20)$$

which, when combined with the classical $q^{P^2}$ term and the $\frac{1}{\eta(\tau)}$ instanton term provides the integrand of (3.19). The general result for $s_i = m_i b + n_i b^{-1}, i = 1, 2$ is obtained by inserting Wilson loops in the supersymmetric path integral.

In the case of full ZZ boundary conditions the annulus Liouville amplitude is

$$Z_{(m_1 n_1), (m_2 n_2)} = \int_{-\infty}^{\infty} dP \Psi_{(m_1 n_1)}(P) \Psi_{(m_2 n_2)}(-P) \frac{q^{P^2}}{\eta(\tau)}$$

$$= 2\sqrt{2} \int_{-\infty}^{\infty} dP \left[ \sinh(2\pi b P) \sinh(2\pi b^{-1} P) \frac{q^{P^2}}{\eta(\tau)} \right.$$  

$$\times \left( \frac{\sinh(2\pi m_1 P b^{-1}) \sinh(2\pi m_2 P b^{-1}) \sinh(2\pi n_1 P b) \sinh(2\pi n_2 P b)}{\sinh^2(2\pi P b^{-1}) \sinh^2(2\pi P b)} \right) \right)$$

$$= 2^{\frac{3}{4}} (\pi \mu \gamma(b^2))^{-iP b^{-1}} \frac{2\pi i P}{\Gamma(1 - 2i P b) \Gamma(1 - 2i P b^{-1})}. \quad (3.23)$$

This correlator for $m_1 = m_2 = n_1 = n_2 = 1$ corresponds to a $\mathbb{Z}_2$ quotient of the circular quiver with Neumann BCs imposed in the following way:

a) for one SU(2) node the Neumann BCs are imposed on the positive roots, whereas for the other SU(2) the boundary conditions are imposed on the negative roots.
b) for each of the SU(2) nodes, the two bifundamentals transform in the (2, 2) representation. Therefore, imposing Neumann BCs results in a ‘half’ bifundamental.

c) identifying the two Coulomb branch parameters $a_1 = a_2 = a$ under the $\mathbb{Z}_2$ action implies that the two ‘half’ nodes and two ‘half’ bifundamentals combine to give $\mathcal{N} = 2^* SU(2)$ theory with $\mu = 1$.

This results in the following expression for the one-loop partition function

$$Z^{1\text{-loop}} = \prod_{a \in \Delta} \frac{H(ia \cdot a)}{(H(ia \cdot a - 1)H(ia \cdot a + 1))^{1/2}} \frac{(\sinh \pi(a \cdot a))}{(a \cdot a)}$$

$$= \prod_{a \in \Delta} \frac{1}{a \cdot a} \times \frac{(\sinh \pi(a \cdot a))}{(a \cdot a)}$$

$$= \frac{(\sinh(2\pi a))^2}{4a^4}. \quad (3.24)$$

This accounts correctly for the Vandermonde factor in the integration measure associated to the two SU(2) nodes with Neumann BCs, which gives a factor of $a^4$. The formula for general values of the integer parameters should correspond to the vev of Wilson loops analogously to what discussed in previous cases.

A remark is in order about S-duality properties of the amplitude (3.21). Indeed by expressing this in terms of the modular-transformed parameter $\tau' = -1/\tau$ one obtains a finite sum of characters of degenerate representations of the Virasoro algebra:

$$Z_{(m,n),(m',n')} = \sum_{k=0}^{\min(m,m')-1} \sum_{l=0}^{\min(n,n')-1} \chi_{m+m'-2k-1,n+n'-2l-1}(\tau') \quad (3.25)$$

where

$$\chi_{m,n}(\tau) = \frac{\eta^{mb^{-1}+nb^2/4} - \eta^{-mb^{-1}-nb^2/4}}{\eta(q)} \quad (3.26)$$

The above formulae claim for a simple gauge theory interpretation of this dual phase which it would be interesting to explore further.

In the mixed case FZZT/ZZ we finally have the following Liouville amplitude

$$Z_{s,(m,n)} = \int_{-\infty}^{\infty} dP \Psi_s(P)\psi_{(m,n)}(-P) \frac{q^{P^2}}{\eta(\tau)}$$

$$= \sqrt{2} \int_{-\infty}^{\infty} dP \cos(2\pi s P) \left( \frac{\sinh(2\pi m P b^{-1}) \sinh(2\pi n P b)}{\sinh(2\pi P b^{-1}) \sinh(2\pi P b)} \right) \frac{q^{P^2}}{\eta(\tau)} \quad (3.27)$$

Similarly to the previous two cases, the gauge theory counterpart of this amplitude is obtained by taking the $\mathbb{Z}_2$ quotient of circular quiver in the following way:

a) for one SU(2) node the Neumann BCs are imposed on the positive roots, whereas for the other SU(2) the Dirichlet boundary conditions are imposed on the negative roots.
b) on each bifundamental we have to impose Dirichlet BCs at one node and Neumann at the other. Since the representation $(2, 2)$ is symmetric with respect to the exchange of the two nodes, it does not matter at which node we impose Dirichlet and on which node Neumann BCs. This set of BCs again gives two ‘half’ bifundamentals.

c) identifying the two Coulomb branch parameters $a_1 = a_2 = a$ under the $\mathbb{Z}_2$ action implies that the two ‘half’ nodes and two ‘half’ bifundamentals combine to give $\mathcal{N} = 2^\ast \text{SU}(2)$ theory with $\mu = 1$.

This results in the following expression one the one-loop partition function

$$Z^{1\text{-loop}} = \prod_{\alpha \in \Delta} \frac{H(ia \cdot \alpha)}{(H(ia \cdot \alpha + \mu)H(ia \cdot \alpha - \mu))^{\frac{\mu}{2}}}$$

$$= \prod_{\alpha \in \Delta} \frac{H(ia \cdot \alpha)}{(H(ia \cdot \alpha + 1)H(ia \cdot \alpha - 1))^{\frac{1}{2}}} \text{ for } \mu = 1$$

$$= \prod_{\alpha \in \Delta} \frac{1}{ia \cdot \alpha}$$

$$= \frac{1}{4a^2}$$

(3.28)

where we have used the identity $H(x + 1)H(x - 1) = H(x)^2x^2$ in the last line. Notice that the factor $\frac{1}{a^2}$ cancels with the Vandermonde determinant.

3.4 The Moebius strip cases vs circular quiver on $HS^4/\mathbb{Z}_2$

In this subsection we consider the Moebius strip by realising it as a $\mathbb{Z}_2$-quotient of the annulus, or, equivalently, as a $\mathbb{Z}_2 \times \mathbb{Z}_2$ quotient of the circular quiver on $S^4$. More precisely, we consider a circular quiver consisting of gauge group SU(2) $\times$ SU(2) with edges representing bifundamental hypermultiplets on $S^4$, and apply the following sequence of $\mathbb{Z}_2$ quotients. The first $\mathbb{Z}_2$-quotient leads to $HS^4$ and corresponds to imposing supersymmetric boundary conditions, either Dirichlet or Neumann, on the matter content of the gauge theory. This $\mathbb{Z}_2$ action will generate two half-vector multiplets coupled through two ‘half’-bifundamentals. On top of the previous $\mathbb{Z}_2$ action, we apply orientation reversing or antipodal identification

$$\rho \to \pi - \rho, \quad \theta \to \theta, \quad \psi \to \psi + 2\pi, \quad \phi \to \phi.$$  

Note the important fact that the Killing spinor

$$\xi = \begin{pmatrix} \cos(\xi) & 0 \\ 0 & \cos(\xi) \\ i\sin(\xi) & 0 \\ 0 & -i\sin(\xi) \end{pmatrix}$$

(3.29)

which is used to perform localization does not depend on $\psi, \theta, \phi$ and the action on $\rho$ is the same as in the previous $\mathbb{Z}_2$ action. Therefore the second $\mathbb{Z}_2$ quotient does not
break supersymmetry and we can consistently apply it. As usual by now, the different FZZT/ZZ boundary conditions correspond to Dirichlet/Neumann boundary conditions on the $\mathbb{RP}^3$ boundary.

For FZZT the Liouville amplitude is

$$Z^M_s = \int_{-\infty}^{\infty} dP \Psi_C(P) \Psi_s(-P) \frac{q^{P^2}}{\eta(i \tau_c + \frac{1}{2})}$$

$$= - \int_{-\infty}^{\infty} dP \frac{\cos 2 \pi s P}{4 \sinh \pi b P \sinh \pi b^{-1} P \eta(i \tau_c + \frac{1}{2})} q^{P^2}$$

Acting with first $\mathbb{Z}_2$ on the circular quiver theory implies imposing Dirichlet boundary conditions on the two SU(2) nodes and the adjoint hyper. As already stated before, the first $\mathbb{Z}_2$ action reduces round $S^4$ to a Hemi-$S^4$. The antipodal identification acts only on the boundary of the Hemi-$S^4$, and, as an important consequence, it acts only on the field modes at the boundary $\rho = \frac{\pi}{2}$. Since hypermultiplets have no boundary contribution, the antipodal identification does not act on them. The final expression we get is therefore

$$Z^{1-\text{loop}}_{\text{half}} = \prod_{\alpha \in \Delta} \prod_{n \geq 1} (n + ia,\alpha)^n \prod_{\alpha \in \Delta} \frac{1}{\Pi_{n \geq 1} (n + 1 + ia,\alpha)^n} \left( \frac{\Pi_{\alpha \in \Delta} G(1 + ia,\alpha)}{\Pi_{\alpha \in \Delta} G(1 + ia,\alpha) G(-ia,\alpha)} \right)^{\frac{1}{2}} \frac{1}{\Pi_{\alpha \in \Delta} \Pi_{n \geq 1} (2n + ia,\alpha)}$$

$$= \prod_{\alpha} \left( \frac{\Gamma(-ia,\alpha)}{\Gamma(1 + ia,\alpha)} \right)^{\frac{1}{2}} \left( \frac{\Gamma(ia,\alpha)}{\Gamma(1 + ia,\alpha)} \right)^{\frac{1}{2}} \Gamma \left( \frac{1 + ia,\alpha}{2} \right) \Gamma \left( \frac{1}{2} \right)$$

(3.30)

Combining it with the other half we will get

$$Z^{1-\text{loop}} = \prod_{\alpha} \left( \frac{\Gamma(-ia,\alpha)}{\Gamma(1 + ia,\alpha)} \right)^{\frac{1}{2}} \Gamma \left( \frac{1 + ia,\alpha}{2} \right) \prod_{\alpha} \left( \frac{\Gamma(ia,\alpha)}{\Gamma(1 - ia,\alpha)} \right)^{\frac{1}{2}} \Gamma \left( \frac{1}{2} - \frac{ia,\alpha}{2} \right)$$

$$= \frac{1}{\sinh(\pi a)^2}$$

(3.31)

For ZZ boundary condition the Liouville amplitude reads

$$Z^M_{m,n} = \int_{-\infty}^{\infty} dP \Psi_C(P) \Psi_{m,n}(-P) \frac{q^{P^2}}{\eta(i \tau_c + \frac{1}{2})}$$

$$= -2 \int_{-\infty}^{\infty} dP \cosh \pi P b \cosh \pi P b^{-1} \frac{\sinh 2 \pi n P b \sinh 2 \pi m P b^{-1}}{\sinh 2 \pi P b \sinh 2 \pi P b^{-1}} \frac{q^{P^2}}{\eta(i \tau_c + \frac{1}{2})}$$

$$= -\frac{1}{2} \int_{-\infty}^{\infty} dP \frac{\sinh 2 \pi n P b \sinh 2 \pi m P b^{-1}}{\sinh \pi P b \sinh \pi P b^{-1}} \frac{q^{P^2}}{\eta(i \tau_c + \frac{1}{2})}.$$
Considerations similar to the FZZT case takes us to the following expression for Neumann boundary conditions

\[
Z_{\text{half}}^{1-\text{loop}} = \frac{\prod_{a \in \Delta} \prod_{n \geq 1} (n + ia.a)^n}{(\prod_{a \in \Delta} \prod_{n \geq 1} (n + 1 + ia.a)^n(-n + 1 + ia.a)^n)^{1/2}} \times \prod_{a \in \Delta} \prod_{n \geq 1} (2n - 1 + ia.a)
\]

\[
= \frac{\prod_{a \in \Delta} G(1 + ia.a)}{(\prod_{a \in \Delta} G(2 + ia.a)G(-ia.a))^{1/2} \Gamma(1/2 + ia.a)}
\]

\[
= \frac{\prod_{a \in \Delta} G(1 + ia.a)}{(\prod_{a \in \Delta} G(1 + ia.a)G(1 - ia.a))^{1/2} \Gamma(1 + ia.a)} \frac{1}{\Gamma(1/2 + ia.a)}
\]

\[
= \prod_{a} \left( \frac{\Gamma(-ia.a)}{\Gamma(1 + ia.a)} \right)^{1/2} \frac{1}{\Gamma(1/2 + ia.a)}
\]

(3.32)

Combining it with the other half we will get

\[
Z^{1-\text{loop}} = \prod_{a} \left( \frac{\Gamma(-ia.a)}{\Gamma(1 + ia.a)} \right)^{1/2} \frac{1}{\Gamma(1/2 + ia.a)} \prod_{a} \left( \frac{\Gamma(ia.a)}{\Gamma(1 - ia.a)} \right)^{1/2} \frac{1}{\Gamma(1/2 - ia.a)}
\]

\[
= \frac{\cosh(\pi a)^2}{a^2}
\]

(3.33)

which matches with \(Z^{M}_{1,1}\). FZZT and ZZ amplitudes with more general values of the boundary parameters can be obtained as usual via Wilson loop insertions.

Let us now briefly discuss the instanton contribution for the comparison with the Moebius strip amplitudes. In this case the gauge theory coupling constant is \(\tau = \frac{4\pi i}{g^2} + \frac{1}{2} = i\tau_c + \frac{1}{2}\), where the \(\frac{1}{2}\) corresponds to turn on a half-integer Chern-Simons term on the three-sphere fixed under the involution. The simplest way to understand this relation is by noting that the Moebius strip can also be realized as a \(\mathbb{Z}_2\) quotient of a torus, as we remarked at the beginning of this section. More precisely, the Moebius strip can be obtained by acting on a torus with the above complex modulus by the following involutions

\[
z \rightarrow 1 - \bar{z} + i\tau_2, \\
z \rightarrow -\bar{z}, \quad z \rightarrow 2 - \bar{z}
\]

(3.34)

The second set of involutions has a fixed point set which defines the boundary of the Moebius strip. On the gauge theory side, this has the interesting interpretation of turning on a \(\theta\)-term with \(\theta = \pi\). This can also be interpreted as a contribution from a Chern Simons term on the \(\mathbb{R}P^3\) boundary.

### 4 Coupled 3d/4d Gauge theories and boundary Liouville insertions

In this section we consider Liouville theory on Riemann surfaces with punctures on the boundary. The two building blocks for all the possible amplitudes are given by

- the disk with a boundary and bulk puncture.
- the disk with 3 boundary punctures.
Both of these cases can be obtained taking a $\mathbb{Z}_2$ quotient of the 2-sphere with 3 punctures. In the first case one starts from the 2-sphere with one puncture on the equator:

![Image](https://via.placeholder.com/150)

In the second case from the 2-sphere with all three punctures on the equator:
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The 2-sphere with 3 punctures is AGT dual of the $4d \, \mathcal{N} = 2$ theory of the $SU(2)^3$ trifundamental, that is 4 free massless hypermultiplets.

The amplitude for these two building blocks are well known. In this section we interpret them as 3$d$ boundary conditions for the theory of 4 free massless hypermultiplets, following [27] (see also [28–30]). It turns out that the original $SU(2)$ bulk symmetries are broken to $U(1)$ if the puncture is on the equator fixed by the $\mathbb{Z}_2$, while if the puncture is in the bulk of the Riemann surface the global symmetry is still $SU(2)$. There are also purely 3$d$ symmetries, whose fugacities are the cosmological constants $\sigma$ living on the boundary segments. Such purely 3$d$ symmetries seems to always be $SU(2)$, sometimes it’s an apparently $U(1)_{\sigma}$ non-trivially enhanced to $SU(2)_{\sigma}$.

We then write the amplitudes for the boundary four point function and the “two boundary — one bulk” three point function. These can be thought of as the $\mathbb{Z}_2$ quotient of the sphere with 4 punctures, that is $\mathcal{N} = 2 \, SU(2)$ SQCD with $N_f = 4$, so they represent boundary conditions for interacting 4$d$ theories. These amplitude are written in terms of the two basic amplitudes, but they also contain instanton factors.

4.1 “One bulk — one boundary” two point function: 3$d$ $\mathcal{N} = 4$ $U(1)$ with 2 flavours coupled to 3 4$d$ hypers

The Liouville amplitude for the disk with one bulk puncture (with fugacity $\alpha$) and one boundary puncture (with fugacity $\beta$)

$$\langle \Psi_{\beta}(1)V_{\alpha}(0) \rangle_{D, \sigma}^{FZT} = Z[B_{SU(2)}](\beta, \alpha; \sigma)$$

(4.1)

can be taken from eq 5.39 of [25] and gives us the hemisphere partition function $Z$ for the 3$d$ – 4$d$ system:

$$Z[B_{SU(2)}] = \frac{\Gamma_b(Q/2 \pm 2\bar{\alpha} - \bar{\beta})\Gamma_b(Q/2 - \bar{\beta})^2}{\Gamma_b(Q)\Gamma_b(-2\beta)\Gamma_b(2\bar{\alpha})\Gamma_b(Q - 2\bar{\alpha})} S_b \left( \frac{Q}{2} - \bar{\beta} \right)$$

$$\times \int_{-\infty}^{+\infty} e^{2\pi x \sigma} S_b \left( \frac{Q}{4} \pm x \pm \bar{\alpha} + \frac{\bar{\beta}}{2} \right) dx$$

(4.2)
Figure 2. Quiver depiction of the $3d - 4d$ system for the case of the “one bulk — one boundary” Liouville two point function. $X^{4d}$ is a 4d half-hyper, not a full hyper, so we depict it with an arrow.

where $F(x \pm y) = F(x + y)F(x - y)$ and we redefined $\tilde{\alpha} = -Q/2 + \alpha$, $\tilde{\beta} = -Q/2 + \beta$. We applied the definition of $S_b(x)$

$$\frac{\Gamma_b(x)}{\Gamma_b(Q - x)} = S_b(x) \quad (4.3)$$

One can interpret 4.2 as the partition function of a coupled $3d - 4d$ system living on a half-$S^4$. $\Gamma_b$ is the contribution of a half-hyper in the 4d bulk. $S_b(Q^2r + iy)$ is the contribution of 3d chiral multiplet living on the $S^3$ at the boundary, with R-charge $r$ and global-symmetry fugacity $y$.

Looking at 4.2, it is easy to see that on the boundary there is U(1) gauge theory with 4 charged fields. $x$ is the fugacity for a 3d U(1) gauge symmetry, with FI parameter $\sigma$, which is the fugacity of the topological symmetry.

The four 4d $\Gamma_b$ fields are in the numerator of the prefactor in 4.2:

- $\Gamma_b(Q/2 \pm 2\tilde{\alpha} - \tilde{\beta})$ is a 4d half-hyper, SU(2)$_{\tilde{\alpha}}$-triplet, $X^{4d}_1$
- $\Gamma_b(Q/2 - \tilde{\beta})$ is a 4d half-hyper, SU(2)$_{\tilde{\alpha}}$-singlet, $Y^{4d}$
- $S_b(Q/4 + x \pm \tilde{\alpha} + \tilde{\beta}/2)$ are two 3d chiral multiplets $p_i$ of gauge charge +1
- $S_b(Q/4 - x \mp \tilde{\alpha} + \tilde{\beta}/2)$ are two 3d chiral multiplets $\tilde{p}_i$ of gauge charge -1
- $S_b(Q/2 - \tilde{\beta})$ is a 3d gauge singlet $\Sigma^{3d}$

We only see 4 of the 8 half-hypers because this is a hemisphere partition function instead of a sphere partition function.\(^6\)

In order to describe completely the boundary condition, we need to write the superpotential. We consider the most general gauge invariant terms which are also uncharged under the $\tilde{\alpha}$, $\tilde{\beta}$ and $\sigma$ fugacities, and also impose SU(2)$_{\tilde{\alpha}}$ non-Abelian global symmetry. This is given by

$$W_{3d-4d} = \Sigma^{3d}(p_1\tilde{p}_1 + p_2\tilde{p}_2) + \lambda \left( X^{4d}_0 p_1\tilde{p}_2 + X^{4d}_0(p_1\tilde{p}_1 - p_2\tilde{p}_2) + X^{4d}_{+1}p_2\tilde{p}_1 \right) \quad (4.4)$$

The 3d part of this boundary condition is precisely the matter content and superpotential of the 3d $\mathcal{N} = 4$ gauge theory $TSU(2)$, that is U(1) with 2 flavours.

\(^6\)The 4d fields are the field content of SU(2)$_{\beta}$ $\mathcal{N} = 4$ SYM on a half-$S^4$, that is Liouville theory on a torus with one puncture, modded out by $Z_2$. On the full $S^4$ we would see 8 half hypers, and the integral over the Cartan of SU(2)$_{\beta}$ and the symmetry with fugacity $\beta$ would be SU(2) instead of U(1). We expect the 3d gauge theory to be related to the S-duality wall gauge theory of 4d $\mathcal{N} = 4$ SYM, that is $TSU(N)$, with $N = 2$. 
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\[ \frac{\Gamma_b(x)}{\Gamma_b(Q - x)} = S_b(x) \quad (4.3) \]

\[ \text{One can interpret } 4.2 \text{ as the partition function of a coupled } 3d - 4d \text{ system living on a half-} \]

\[ \text{S}^4. \text{ } \Gamma_b \text{ is the contribution of a half-hyper in the } 4d \text{ bulk. } S_b(Q^2r + iy) \text{ is the contribution of } 3d \text{ chiral multiplet living on the } S^3 \text{ at the boundary, with R-charge } r \text{ and global-symmetry fugacity } y. \]

\[ \text{Looking at } 4.2, \text{ it is easy to see that on the boundary there is U(1) gauge theory with } 4 \text{ charged fields. } x \text{ is the fugacity for a } 3d \text{ U(1) gauge symmetry, with FI parameter } \sigma, \text{ which is the fugacity of the topological symmetry.} \]

\[ \text{The four } 4d \text{ } \Gamma_b \text{ fields are in the numerator of the prefactor in } 4.2:\]

\[ \bullet \text{ } \Gamma_b(Q/2 \pm 2\tilde{\alpha} - \tilde{\beta}) \text{ is a } 4d \text{ half-hyper, SU(2)$_{\tilde{\alpha}}$-triplet, } X^{4d}_1 \]

\[ \bullet \text{ } \Gamma_b(Q/2 - \tilde{\beta}) \text{ is a } 4d \text{ half-hyper, SU(2)$_{\tilde{\alpha}}$-singlet, } Y^{4d} \]

\[ \bullet \text{ } S_b(Q/4 + x \pm \tilde{\alpha} + \tilde{\beta}/2) \text{ are two } 3d \text{ chiral multiplets } p_i \text{ of gauge charge } +1 \]

\[ \bullet \text{ } S_b(Q/4 - x \mp \tilde{\alpha} + \tilde{\beta}/2) \text{ are two } 3d \text{ chiral multiplets } \tilde{p}_i \text{ of gauge charge } -1 \]
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\[ \text{In order to describe completely the boundary condition, we need to write the superpotential. We consider the most general gauge invariant terms which are also uncharged } \]

\[ \text{under the } \tilde{\alpha}, \tilde{\beta} \text{ and } \sigma \text{ fugacities, and also impose SU(2)$_{\tilde{\alpha}}$ non-Abelian global symmetry. This is given by} \]

\[ W_{3d-4d} = \Sigma^{3d}(p_1\tilde{p}_1 + p_2\tilde{p}_2) + \lambda \left( X^{4d}_0 p_1\tilde{p}_2 + X^{4d}_0(p_1\tilde{p}_1 - p_2\tilde{p}_2) + X^{4d}_{+1}p_2\tilde{p}_1 \right) \quad (4.4) \]
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The SU(2)$_a$ doublets $p_i, \bar{p}_j$ have scaling dimension 1/2, the singlet $\Sigma^{3d}$ has scaling dimension 1. The superpotential 4.4 is scale invariant because the 4d fields and the 3d mesons have scaling dimension 1. Notice that in this case we don’t need the 3d – 4d superpotential to fix the correct scaling dimensions of the 3d fields, these are fixed just by the 3d superpotential. The coupling in front of the term $\Sigma(p_1 \bar{p}_1 + p_2 \bar{p}_2)$ is not marginal, it is needed to fix the scaling dimension of $\Sigma$. The coupling $\lambda$ is instead exactly marginal.

Another term preserving all the global symmetries is $Y^{4d}(p_1 \bar{p}_1 + p_2 \bar{p}_2)$, but the $\mathcal{F}$-terms of $\Sigma$ coming from 4.4 are setting to zero the gauge invariant $(p_1 \bar{p}_1 + p_2 \bar{p}_2)$ in the 3d chiral ring, so we don’t expect the term $Y^{4d}(p_1 \bar{p}_1 + p_2 \bar{p}_2)$ to be present. Therefore, the 3d – 4d system considered here is a boundary condition for the 3d4 hypers $X^4$.

The topological symmetry, with fugacity $\sigma$, is just a 3d symmetry, in the sense that no 4d fields are charged under it, and it’s enhanced to SU(2)$_{\sigma}$, since U(1) with 2 flavours, with $\mathcal{N} = 4$ 3d susy, is a balanced quiver, so the basic monopoles $\mathfrak{M}^\pm$ have scaling dimension 1 and sit in the same supermultiplet of the off diagonal currents of SU(2)$_{\sigma}$. The coupling to the 4d fields respect the SU(2)$_{\alpha} \times$ SU(2)$_{\sigma}$ global symmetry.

The 3d theory itself displays $\mathcal{N} = 4$ supersymmetry and is the so called TSU(2) theory, which is the S-duality for 4d $\mathcal{N} = 4$ SYM with gauge group SU(2), but here we are coupling the 3d theory to a $\mathcal{N} = 2$ 4d (free) theory, so we expect that the full 3d – 4d system has only 4 supercharges. In particular the SU(2) $\times$ SU(2) 3d R-symmetry of the TSU(2) theory is broken to U(1)$_R \times$ U(1)$_{\beta}$.

4.2 Boundary three-point function: U(1) with 4 flavours and $W_{\text{mon}}$ coupled to 4 free hypers

The three point function gives us the partition function for a 3d – 4d coupled system

$$\langle \Psi_{\beta_1}(0) \Psi_{\beta_2}(1) \Psi_{\beta_3}(\infty) \rangle_{\text{FZZT}} = Z[B_{\text{U(1),N}\mathcal{J}=4}](\beta_1, \beta_2, \beta_3; \sigma_1, \sigma_2, \sigma_3)$$

(see the second figure at the beginning of this section) can be found from $C_{\beta_1,\beta_2,\beta_3}$ in eq. (5.45) of [25]

$$Z[B_{\text{U(1),N}\mathcal{J}=4}] = \frac{\Gamma_b(Q/2 - \tilde{\beta}_1 \pm \tilde{\beta}_2 \pm \tilde{\beta}_3) \Gamma_b(Q/2 \pm \tilde{\sigma}_1 - \tilde{\sigma}_3 - \tilde{\beta}_3) \Gamma_b(Q/2 \pm \tilde{\sigma}_2 + \tilde{\sigma}_3 - \tilde{\beta}_2)}{\Gamma_b(-2\tilde{\beta}_1) \Gamma_b(-2\tilde{\beta}_2) \Gamma_b(-2\tilde{\beta}_3) \Gamma_b(Q)}$$

$$\times \int_{-i\infty}^{+i\infty} S_b\left(\frac{Q}{4} + x - \tilde{\sigma}_3 + \tilde{\beta}_2\right) S_b\left(\frac{Q}{4} + x + \tilde{\sigma}_1 - \tilde{\beta}_1\right)$$

$$\times S_b\left(\frac{Q}{4} - x + \tilde{\sigma}_3 + \tilde{\beta}_1 + \tilde{\beta}_3\right) S_b\left(\frac{Q}{4} - x - \tilde{\sigma}_2\right) dx$$

(4.6)

We shifted the integration variable $x$ by $Q/4 - \sigma_2$ and defined $\tilde{\beta}_i = -Q/2 + \beta_i, \tilde{\sigma}_i = -Q/2 + \sigma_i$.

The 4d hypers $X^4_{i,j} \Gamma_b(Q/2 - \tilde{\beta}_1 \pm \tilde{\beta}_2 \pm \tilde{\beta}_3)$ are half of the tri-fundamental of SU(2)$_{\tilde{\beta}_1} \times$ SU(2)$_{\tilde{\beta}_2} \times$ SU(2)$_{\tilde{\beta}_3}$. Only the four half-hypers with negative $\tilde{\beta}_i$ charge appear. The 4d fields appearing in the denominator $\Gamma_b(-2\tilde{\beta}_1) \Gamma_b(-2\tilde{\beta}_2) \Gamma_b(-2\tilde{\beta}_3)$ become 4d $\mathcal{N} = 2$ vector multiplets upon gluing the boundary three-point function with a bulk-boundary propagator or with another copy of the boundary three-point function, they will not play a role in this subsection.
The 3d gauge theory is U(1) with 4 flavours of charge +1 and 4 flavours of charge −1. It enjoys \( \mathcal{N} = 2 \) supersymmetry. The 8 charged 3d fields can be organized in 4 charged doublets:

- \( S_b(Q/4 + x - \tilde{\sigma}_3 \pm \tilde{\beta}_2) \) is a SU(2)\(_{\tilde{\beta}_2}\)-doublet \( Q_{1,2} \)
- \( S_b(Q/4 + x \pm \tilde{\sigma}_1 - \tilde{\beta}_1) \) is a SU(2)\(_{\tilde{\sigma}_1}\)-doublet \( Q_{3,4} = Q_\alpha \)
- \( S_b(Q/4 - x + \tilde{\sigma}_3 + \tilde{\beta}_1 \pm \tilde{\beta}_3) \) is a SU(2)\(_{\tilde{\beta}_3}\)-doublet \( \tilde{Q}_{1,2} \)
- \( S_b(Q/4 - x \pm \tilde{\sigma}_2) \) is a SU(2)\(_{\tilde{\sigma}_2}\)-doublet \( \tilde{Q}_{3,4} = \tilde{Q}_\alpha \)

and 8 gauge singlets

- \( S_b(Q/2 \pm \tilde{\sigma}_1 - \tilde{\sigma}_3 - \tilde{\beta}_3) \) is a SU(2)\(_{\tilde{\sigma}_1}\)-doublet \( X^{3d}_\alpha \)
- \( S_b(Q/2 \pm \tilde{\sigma}_2 + \tilde{\sigma}_3 - \tilde{\beta}_2) \) is a SU(2)\(_{\tilde{\sigma}_2}\)-doublet \( \tilde{X}^{3d}_\alpha \)
- \( \Gamma_b(Q/2 - \tilde{\beta}_1 \pm \tilde{\beta}_2 \pm \tilde{\beta}_3) \) is a SU(2)\(_{\tilde{\beta}_1}\) × SU(2)\(_{\tilde{\beta}_2}\) bifundamental \( Z^{4d} \)

Notice that the 4d fields \( Z^{4d} \) are not charged under the \( \tilde{\sigma}_1 \) fugacities. We use the notation SU(2)\(_{\tilde{\sigma}_1}\) even if the \( \tilde{\sigma}_1 \)-fugacities are associated to U(1) symmetries.

As opposed to (4.2), in the integral (4.6) there is no FI term, moreover the fugacities of the 8 charged fields sums up to zero. Together, these facts imply that both U(1) topological and the U(1) axial symmetries of the U(1) with \( N_f = 4 \) gauge theory are broken. The way to achieve this breaking is to include in the 3d superpotential two terms containing monopole operators \( \mathcal{W}_{\text{mon}} = \mathfrak{M}_+ + \mathfrak{M}_- \) (see [31] for a study of U(N) gauge theories with such a superpotential). \( \mathfrak{M}_\pm \) is the basic supersymmetric monopole operator with topological charge ±1.

The 16 gauge invariant quadratic mesons \( Q_i \tilde{Q}_j \) of the U(1) with \( N_f = 4 \) gauge theory have the following global symmetry fugacities

\[
\begin{pmatrix}
Q_1 & Q_2 & Q_3 & Q_4 \\
\tilde{Q}_1 & \tilde{Q}_2 & \tilde{Q}_3 & \tilde{Q}_4 \\
\tilde{Q}_1 & \tilde{Q}_2 & \tilde{Q}_3 & \tilde{Q}_4 \\
\tilde{Q}_1 & \tilde{Q}_2 & \tilde{Q}_3 & \tilde{Q}_4 \\
\end{pmatrix}
\]

Comparing these charges with the charges of the 8 gauge-singlets, we find that the 3d superpotential compatible with the Cartan generators of all the global symmetries is given by the monopoles and 8 flipping terms coupling the 8 gauge-singlets to 8 of the 16 mesons:

\[
\mathcal{W} = \mathfrak{M}_+ + \mathfrak{M}_- + \tilde{X}^{3d}_\alpha Q_1 \tilde{Q}_\alpha + X^{3d}_\alpha Q_\alpha \tilde{Q}_1 + \sum_{I,J=1,2} Z^{4d}_{I,J} Q_I \tilde{Q}_J
\]

(4.8)
The non-Abelian $SU(2)_{\tilde{\alpha}_1} \times SU(2)_{\tilde{\alpha}_2}$ symmetry is respected by these interactions:

$$U(1)_{3d} \times SU(2)_{\tilde{\alpha}_1} \times SU(2)_{\tilde{\alpha}_2} \times SU(2)_{3d} \times Z_4$$

The above superpotential is enough to fix all the R-charges, as we now explain. There is a $Z_2$ charge-conjugation symmetry $Q_i \leftrightarrow \tilde{Q}_i$, $X^{3d} \leftrightarrow \tilde{X}^{3d}$, so $R[Q_i] = R[\tilde{Q}_i]$. The $SU(2)_{\tilde{\alpha}_1} \times SU(2)_{\tilde{\alpha}_2}$ symmetry imposes $R[Q_3] = R[Q_4]$. The R-charge of the basic monopoles in a $3d$ $\mathcal{N} = 2$ U(1) gauge theory with 4 flavours is given in terms of the R-charge of the elementary fields by the usual formula

$$R[M] = \sum_{i=1}^{4} (1 - R[Q_i])$$ (4.9)

Let us consider for a moment the $3d$ theory $U(1)$ with $N_f = 4$ with $W_{\text{mon}}$ and the 4 flipping singlets $X, \tilde{X}$ in isolation, without coupling to 4d fields $Z^{4d}$. Performing $Z$-extremization, for the isolated $3d$ theory we find

$$R[Q_1] \approx 0.7532, \quad R[Q_2] \approx 0.3215, \quad R[Q_{3,4}] \approx 0.4624 \quad R[X^{3d}, \tilde{X}^{3d}] \approx 0.7839$$ (4.10)

This implies that the model we are discussing is different from the models called $T_{(4,4)}$ in [27], which is $U(1)$ with $N_F = 4$ and $W = WR^+ + WR^-$, where the R-charges of the $Q$'s are all $\frac{1}{2}$.

Now instead we couple the $3d$ theory to 4 free $4d$ fields $Z^{4d}$, which must have R-charge 1.\footnote{It is also interesting to see what happens if we think of the 4 fields $Z^{4d}$ as 3d gauge invariant singlets $Z^{3d}$. In this case we have to perform a Z-extremization on two variables. The result is

$$R[Q_1] \approx 0.771, \quad R[Q_2] \approx 0.511, \quad R[Q_{3,4}] \approx 0.359.$$ (4.11)

Notice that $R[Z_{1,1}^{3d}] = 2 - 2R[Q_1] < \frac{1}{2}$, so the unitarity bound for $Z_{1,1}^{3d}$ would be violated.} This, because of the last term in 4.8, implies that $R[Q_1] = R[Q_2] = \frac{1}{2}$. Combining with eq. (4.9), we conclude that in the $3d - 4d$ coupled system

$$R[Q_1, Q_2, Q_3, Q_4] = \frac{1}{2}, \quad R[X^{3d}, \tilde{X}^{3d}] = 1$$ (4.12)
The chiral ring operators of the boundary condition have thus integral R-charges. At the lowest level, $R = \Delta = 1$, there are 16 operators: the 8 mesons not appearing the superpotential and the 8 gauge singlet fields $X, \tilde{X}, Z$. The fugacities of these 16 operators are given by

$$
\begin{pmatrix}
Z_{11} & Z_{12} & X^{3d}_a \\
Z_{21} & Z_{22} & Q_a \tilde{Q}_2 \\
\tilde{X}^{3d}_a & Q_2 \tilde{Q}_a & Q_a \tilde{Q}_a
\end{pmatrix}:
\begin{pmatrix}
-\tilde{\beta}_1 - \tilde{\beta}_2 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 \\
-\tilde{\beta}_1 - \tilde{\beta}_2 + \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 \\
\tilde{\beta}_2 + \tilde{\beta}_3 - \tilde{\beta}_2 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 \\
\tilde{\beta}_2 - \tilde{\beta}_3 - \tilde{\beta}_2 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3 - \tilde{\beta}_3
\end{pmatrix}
$$

Looking at these quantum numbers, we see that the operators $X^{3d}_a$ and the operators $Q_a \tilde{Q}_2$ can be organized in a SU(2)$_{\tilde{\sigma}_3}$ doublet. Similarly the operators $\tilde{X}^{3d}_a$ and the operators $Q_2 \tilde{Q}_a$ form another SU(2)$_{\tilde{\sigma}_1}$ doublet. It is natural to expect that the U(1)$_{\tilde{\sigma}_1}$ symmetry is actually enhanced to SU(2)$_{\tilde{\sigma}_1}$. This enhancement should happen on a special point in the conformal manifold of the 3d – 4d system. In order to prove this it should be useful to study non trivial dualities for the theory under consideration, as in [27]. The symmetry enhancement should also follow from the cyclic $Z_4$ symmetry of the 3-points boundary function: all three symmetries associated to $\sigma_i$ are on equal footing and enhance to SU(2). This cyclic symmetry is indeed non-trivial to prove, see [32].

It was shown in [27] (see also [33]) that the theory $T_{4,4}$, U(1) with $N_F = 4$ and $\mathcal{W} = \mathcal{M}^+ + \mathcal{M}^-$ (with SU(4) $\times$ SU(4) global symmetry) is part of a web of dual theories. $20 = 1 + 18 + 1$ dual phases are of the form U(1) with $N_F = 4$, $\mathcal{W} = \mathcal{M}^+ + \mathcal{M}^-$, with 0 or 8 or 16 gauge singlets fields flipping the mesons. There are also dual phases of the form SU(2) with 6 doublets, again with some gauge singlets flipping fields (6 or 10). This set of mutually dual 3d theories was coupled in [27] to 16 free 4d hypers to produce SO(12)-invariant boundary conditions. We can act with all these dualities also on our 3d theory U(1) with $N_F = 4$, $\mathcal{W} = \mathcal{M}^+ + \mathcal{M}^-$ and 4 gauge singlet flipping fields, producing many dual phases with a varying number of 3d flipping fields.

### 4.3 Gluing the building blocks: gauge theory interpretation

In this subsection we consider two simple examples of gluing procedure for the building blocks discussed above and their gauge theory interpretation. The gluing factor is given by the conformal block of CFT on the strip, which amounts to considering just one copy of Virasoro descendants. The corresponding gauge theory factor is one copy of Nekrasov instanton partition function with real coupling. As we will show later, also the one-loop factors of the gauge theory change. Indeed, concerning the vector, one has to take into account only half of the modes on each side to reproduce the CFT OPE coefficients. Moreover, the reality of the mass parameters implies a reduction of the flavour symmetry of the gauge theory from SU(2)s to U(1)s: this is reflected in the global symmetries of the boundary 3d gauge theories.

We first consider the boundary four-point function. From the gauge theory viewpoint, this is obtained from $N_f = 4$ SU(2) gauge theory on $HS^4$ with real masses and gauge
coupling, coupled to a 3d sector living on the $S^3$ boundary which is discussed below. The four-point function is obtained by boundary gluing two disks with three boundary punctures as in the following figure:

![Diagram of four-point function](Image)

The corresponding amplitude reads

$$\langle \Psi_{\beta_4}^{\sigma_4}(x_4) \Psi_{\beta_4}^{\sigma_4}(x_3) \Psi_{\beta_4}^{\sigma_2}(x_2) \Psi_{\beta_4}^{\sigma_1}(x_1) \rangle = \int d\beta C_{\beta_1,\beta_2,\beta_4}^{\sigma_1,\sigma_2,\sigma_4} C_{\beta_3,\beta_4,\beta}^{\sigma_3,\sigma_4,\sigma_4} F^4(\Delta_{\beta_1}, \Delta_{\beta_2}, x_1, x_2, x_3, x_4) \quad (4.14)$$

As we will see this Liouville correlation function corresponds to $\mathcal{N} = 2$ gauge theory on Hemi-$S^4$ with Neumann BCs and with certain matter content. We consider the one-loop part in this channel

$$C_{\beta_1,\beta_2,\beta_3,\beta_4,\beta}^{\sigma_1,\sigma_2,\sigma_3,\sigma_4} C_{\beta_3,\beta_4,\beta}^{\sigma_3,\sigma_4,\sigma_4} F^4(\Delta_{\beta_1}, \Delta_{\beta_2}, x_1, x_2, x_3, x_4)$$

$$= \frac{\Gamma_b(2\beta)}{\Gamma_b(-2\beta) \Gamma_b(-2\beta_1) \Gamma_b(-2\beta_4) \Gamma_b(Q)} S_b\left(\frac{Q}{2} + \tilde{\sigma}_2 - \tilde{\sigma}_1 - \tilde{\beta}_1\right) S_b\left(\frac{Q}{2} + \tilde{\sigma}_4 + \tilde{\sigma}_1 - \tilde{\beta}_4\right) \times \int dx \left[ S_b\left(\frac{Q}{4} + x - \tilde{\sigma}_1 + \tilde{\beta}_4\right) S_b\left(\frac{Q}{4} + x + \tilde{\sigma}_2 - \tilde{\beta}\right) \times S_b\left(\frac{Q}{4} - x + \tilde{\sigma}_1 + \tilde{\beta} + \tilde{\beta}_1\right) S_b\left(\frac{Q}{4} - x + \tilde{\sigma}_1\right) \right]$$

$$\times \frac{\Gamma_b(2\beta)}{\Gamma_b(-2\beta) \Gamma_b(-2\beta_2) \Gamma_b(-2\beta_3) \Gamma_b(Q)} S_b\left(\frac{Q}{2} + \tilde{\sigma}_4 - \tilde{\sigma}_3 - \tilde{\beta}_3\right) S_b\left(\frac{Q}{2} + \tilde{\sigma}_2 + \tilde{\sigma}_3 - \tilde{\beta}_2\right) \times \int dy \left[ S_b\left(\frac{Q}{4} + y - \tilde{\sigma}_3 + \tilde{\beta}_2\right) S_b\left(\frac{Q}{4} + y + \tilde{\sigma}_4 + \tilde{\beta}\right) \times S_b\left(\frac{Q}{4} - y + \tilde{\sigma}_3 - \tilde{\beta}_3\right) S_b\left(\frac{Q}{4} - y + \tilde{\sigma}_2\right) \right] \quad (4.15)$$

where we have used the redefined fugacities $-\frac{Q}{2} + \beta_i \equiv \tilde{\beta}_i$.

For $b = 1$

$$\frac{1}{\Gamma_b(-2\beta) \Gamma_b(2\beta)} = \frac{\Gamma(2\tilde{\beta})}{\Gamma(1 - 2\tilde{\beta}) \Gamma(2\tilde{\beta})} \quad (4.16)$$

which is nothing but the vector one loop determinant for the choice of Neumann BCs on dynamical fields. This is so because $\tilde{\beta}$ denotes vev of the scalar of bulk vector multiplet and there is an overall integration over it. For the bulk hypers it is clear that four half hypers with masses $\pm \tilde{\beta}_1 \pm \tilde{\beta}_4$ are coupled to the half of vector multiplet with negative sign of $\tilde{\beta}$ and another four half hypers with masses $\pm \tilde{\beta}_2 \pm \tilde{\beta}_3$ are coupled to the other half of vector with positive sign of $\tilde{\beta}$.
We now pass to consider the open gluing of a bulk-to-boundary disk amplitude in the following example:

\[ BB(\tilde{a}, Q - \beta, \sigma) C_{\beta_2, \beta_1, \beta}^{\sigma_1, \sigma_2} \]

The amplitude reads

\[
\begin{align*}
&= \frac{\Gamma_b(\pm 2\tilde{a} + \beta) \Gamma_b(Q + \beta)^2 \Upsilon(\tilde{a})}{\Gamma_b(Q) \Gamma_b(-Q + 2\beta)} S_b(\beta) \int_{-\infty}^{\infty} e^{2\pi i y} S_b\left(\pm y \pm \tilde{a} - \beta/2 + Q/2\right) dy \\
&\times \frac{\Gamma_b\left(\frac{Q}{2} - \tilde{\beta} \pm \tilde{\beta}_2 \pm \tilde{\beta}_1\right)}{\Gamma_b(-2\beta) \Gamma_b(-2\beta_2) \Gamma_b(-2\beta_1) \Gamma_b(Q)} S_b\left(\frac{Q}{2} \pm \tilde{\sigma} - \tilde{\sigma}_1 - \tilde{\beta}_1\right) S_b\left(\frac{Q}{2} \pm \tilde{\sigma} + \tilde{\sigma}_1 - \tilde{\beta}_1\right) \\
&\times \int dx \left[ S_b\left(\frac{Q}{4} + x - \tilde{\sigma}_1 \pm \tilde{\beta}_1\right) S_b\left(\frac{Q}{4} + x \pm \tilde{\sigma} - \tilde{\beta}\right) \\
&\quad \times S_b\left(\frac{Q}{4} - x + \tilde{\sigma}_1 \pm \tilde{\beta}_2\right) S_b\left(\frac{Q}{4} - x \pm \tilde{\sigma}\right) \right]
\end{align*}
\]

5 Open questions

There are a number of open questions worth investigating.

To start with, we did not discuss the interpretation and consequences of the \( \mathbb{Z}_2 \)-quotient on the BPS spectrum and infrared properties of the supersymmetric gauge theories. The Seiberg-Witten curve of the quotient gauge theory is expected to be given by a covering of the open/unoriented geometries on which the M5-branes are wrapped. As noted in [34], there is a non-trivial interplay between the involution and the S-duality properties of the BPS spectrum.

The localization computation we performed in section 2 in the \( \mathbb{R}P^4 \) case are valid for all gauge groups and thus amenable for a large N analysis. One can easily obtain matrix models from the one-loop calculations presented in section 2. This raises the question of a holographic dual description of these gauge theories.

Localization computations were performed on toric manifolds allowing for new computations in Donaldson theory [35, 36]. It would be interesting to investigate whether our results could be used to extend Donaldson theory to un-orientable manifolds.

As far as the AGT correspondence is concerned, the higher rank gauge theory computations performed in this paper should have a natural counterpart in open/unoriented Toda CFT [37–39]. More work is required to deepen our understanding of the correspondence in presence boundary punctures. Actually, the bulk-to-boundary overlap wavefunction should be related to the S-duality kernel for the relevant conformal block/gauge theory instanton sector, while boundary puncture degenerations should be related to the S-duality kernel.
associated to the disk three-point function. Also, a general analysis of the 4d-3d systems associated to two Riemann surfaces with boundaries and boundary insertions, by attaching boundary insertion of each one would be welcome but goes beyond the scope of this paper.

It would also be interesting to perform quotients of four-dimensional manifolds other than $S^4$. A notable example is $S^2 \times S^2$, whose two-dimensional CFT counterpart has been related to Liouville gravity [19]. This should give access to a gauge theory description of the open sector of Liouville gravity, see [40] for recent developments on this topic.

One could also consider quotients of other six dimensional M5-brane geometries, such as $S^3 \times M_3$, and investigate their consequences at the level of 3d-3d correspondence [28, 41].
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A SU(2) × SU(2) harmonics

Our choice of vielbeins is

\[
\begin{align*}
  e_1^L &= -\frac{1}{2} \cos \psi \sin \rho \, d\theta - \frac{1}{2} \sin \theta \sin \psi \sin \rho \, d\phi, \\
  e_2^L &= +\frac{1}{2} \sin \psi \sin \rho \, d\theta - \frac{1}{2} \sin \theta \cos \psi \sin \rho \, d\phi, \\
  e_3^L &= -\frac{1}{2} \sin \rho \, d\psi - \frac{1}{2} \cos \theta \sin \rho \, d\phi, \\
  e_4^L &= d\rho.
\end{align*}
\]

(A.1)

The subscript will be explained shortly. The non-zero components of the spin connection derived from the above choice of vielbeins are

\[
\begin{align*}
  \Omega_{\phi}^{12} &= -\frac{1}{2}, & \Omega_{\psi}^{24} &= -\frac{1}{2} \cos \rho, \\
  \Omega_{\theta}^{13} &= -\frac{1}{2} \sin \psi, & \Omega_{\phi}^{14} &= -\frac{1}{2} \cos \rho \cos \psi, \\
  \Omega_{\phi}^{23} &= -\frac{1}{2} \cos \psi, & \Omega_{\theta}^{24} &= -\frac{1}{2} \cos \rho \sin \psi, \\
  \Omega_{\phi}^{12} &= -\frac{1}{2} \cos \theta, & \Omega_{\phi}^{13} &= \frac{1}{2} \sin \theta \cos \psi, & \Omega_{\phi}^{14} &= -\frac{1}{2} \cos \rho \sin \psi \sin \theta, \\
  \Omega_{\phi}^{23} &= -\frac{1}{2} \sin \theta \sin \psi, & \Omega_{\phi}^{24} &= -\frac{1}{2} \cos \rho \cos \psi \sin \theta, & \Omega_{\phi}^{34} &= -\frac{1}{2} \cos \theta \cos \rho.
\end{align*}
\]
Another choice of vielbeins is as follows:
\[
e_1^R = -\frac{1}{2} \cos \phi \sin \rho d\theta - \frac{1}{2} \sin \theta \sin \phi \sin \rho d\psi, \\
e_2^R = -\frac{1}{2} \sin \phi \sin \rho d\theta + \frac{1}{2} \sin \theta \cos \phi \sin \rho d\psi, \\
e_3^R = -\frac{1}{2} \sin \rho d\phi - \frac{1}{2} \cos \theta \sin \rho d\psi, \\
e_4^R = d\rho,
\]
(A.2)
which is essentially obtained by exchanging $\phi$ and $\psi$ in $e_L$. Call the above set the right-handed vielbeins, and those in Eq A.1 the left-handed vielbeins.

It can be verified that the six one-forms $\sin \rho e^a_L$ and $\sin \rho e^a_R$, where $a \in \{1, 2, 3\}$, satisfy the Killing equation $D_m v_n + D_n v_m = 0$, and therefore correspond to generators of the isometry group of $S^4$. The $SO(4)$ group is isomorphic to $SU(2)_L \times SU(2)_R$, where the subscripts on $SU(2)$ indicate which set of generators it is related to. In order to obtain the commutation relations of the two $SU(2)$ algebras in the canonical form, we rescale the generators (written as one-forms) as follows:
\[
l^1 = \frac{i}{2} \sin \rho e^1_L, \\
l^2 = -\frac{i}{2} \sin \rho e^2_L, \\
l^3 = \frac{i}{2} \sin \rho e^3_L, \\
r^1 = \frac{i}{2} \sin \rho e^1_R, \\
r^2 = \frac{i}{2} \sin \rho e^2_R, \\
r^3 = \frac{i}{2} \sin \rho e^3_R.
\]
(A.3)

We shall denote the Lie derivatives with respect to $l^a$ and $r^a$ as $J^a_L$ and $J^a_R$. We also define $J^a_L = J^a_L \pm i J^a_R$, which are raising and lowering operators for $SU(2)_L$ and coincide with Lie derivatives with respect to $l^\pm = l^1 \pm i l^2$. Similar definitions hold for right-handed generators.

Let us now consider scalars. Lie derivative is the usual directional derivative: $J^a_L = \partial^a_m \partial_m$. Consider a basis in which $J^3_L; R$ are diagonal. Scalar functions belonging to this basis are given by $f(\theta, \rho)e^{i(\theta L^1 + \theta R^1)}$. For such a function to be a highest weight function with respect to both $SU(2)$s, it has to be annihilated by $J^a_{L; R}$. (We do not have to consider $\rho$ dependence since none of the generators act along the $\rho$ direction. One can freely multiply an arbitrary function of $\rho$, and the resulting function would again be a highest weight function.) It can be easily seen that for a function to be annihilated by both the raising operators, the highest weights with respect to the two $SU(2)$s, call them $j_L$ and $j_R$, must be equal. The highest weight function then takes the form
\[
\Phi_{j_L} = \left(\cos \frac{\theta}{2}\right)^{j_L} e^{ij_L(\psi + \phi)} 
\]
(A.4)
up to a (possibly $\rho$-dependent) normalization factor. Acting $s$ times on $\Phi_{j_L}$ by $J^-_R$, we get:
\[
(J^-_R)^s \Phi_{j_L} = e^{ij_L\psi + ij_L^{-s}\phi} \left(\cos \frac{\theta}{2}\right)^{2j_L-s} \left(\sin \frac{\theta}{2}\right)^s
\]
which is a highest weight state with respect to $SU(2)_L$ (therefore is an eigenstate of $J^3_L$ with eigenvalue $j_L$), but has $J^3_R$ eigenvalue $j_L - s$. To find the lowest weight state with
respect to SU(2)_R, we act on the above state by \( J_R^\pm \) once more and set the result equal to zero. Doing so, one finds that \((J_R^s)^s \Phi_{j_L}\) is the lowest weight state when \( s = 2j_L \). Therefore, there are \(2j_L\) states with SU(2)_L weight equal to \( j_L \). Similar result holds if we consider descendants with respect to the left lowering operator.

Let us now turn to one-forms. The Lie derivative of a one-form \( \omega \), with respect to \( l^a \) for instance, is given by:

\[
(J_a^a \omega)_n = l^m(\partial_m \omega_n - \partial_n \omega_m) + \partial_n(l^m \omega_m).
\]

We would like to repeat the same exercise and try to find one-forms that are simultaneously the highest weight states with respect to SU(2)_R and SU(2)_L. The calculations are straightforward, but tedious, and we will therefore be sketchy in our description, emphasizing only the results that will be important later. Consider a one-form that is an eigenstate of \( J_{3,3} \):

\[
\omega_m(\psi, \theta, \phi) = e^{i(q_L \psi + q_R \phi)} \tilde{\omega}_m(\theta)
\]

Apply the raising operators \( J_{3,3}^\pm \) to the above one-form, and set the result equal to zero. One can divide the analysis into two cases:

- \( \tilde{\omega}_r(\theta) \) is not identically zero. In this case, simultaneous vanishing of \((J_{3}^+ \omega)_r \) and \((J_{3}^- \omega)_r \) requires that the highest weights, which we denote \( j_L \) and \( j_R \), are equal. With this condition, the other components can be easily solved for, and we get the following highest weight one-form:

\[
\omega^0 = e^{i(q_L \psi + q_R \phi)} \left( \cos \frac{\theta}{2} \right)^{2j_L} \left( d\psi + d\phi + i \tan \frac{\theta}{2} d\theta + \alpha d\rho \right)
\]

up to an overall normalization constant, and where \( \alpha \) is some constant.

- \( \tilde{\omega}_r(\theta) \) is identically zero. We may no longer conclude that \( j_L = j_R \). The \( \psi \) and \( \phi \) components can be easily solved to give

\[
\tilde{\omega}_\psi = C_1 \left( \cos \frac{\theta}{2} \right)^{j_L} \left( \sin \frac{\theta}{2} \right)^{-j_L} (\sin \theta)^{j_R}
\]
\[
\tilde{\omega}_\phi = C_2 \left( \cos \frac{\theta}{2} \right)^{j_R} \left( \sin \frac{\theta}{2} \right)^{-j_R} (\sin \theta)^{j_L}
\]

The component \( \tilde{\omega}_\theta \) can now be solved for in multiple ways, and the various solutions agree only when the combinations \( C_1(1 + j_l - j_R) \) and \( C_2(-1 + j_l - j_R) \) both vanish. This can happen if either \( C_1 = 0, C_2 \neq 0, j_L - j_R = 1 \) or \( C_1 \neq 0, C_2 = 0, j_L - j_R = -1 \). (If both \( C_1 \) and \( C_2 \) vanish, then we have a one-form that is identically zero). We have, then, the following two possibilities, up to normalization:

\[
\omega^L = e^{i(j_L - 1) \phi + i j_L \psi} \left( \cos \frac{\theta}{2} \right)^{2j_L - 2} (\sin \theta d\phi + i d\theta)
\]
\[
\omega^R = e^{i(j_L + 1) \phi + i j_L \psi} \left( \cos \frac{\theta}{2} \right)^{2j_L} (\sin \theta d\psi + i d\theta)
\]

where, in the first solution \( j_L = j_R + 1 \), whereas in the second solution \( j_L = j_R - 1 \). We have written \( j_R \) everywhere in terms of \( j_L \).
Let us now consider scalar combinations of the highest weight one-forms and the left Killing vectors $l^{am}$ (where $a \in \{1, 2, 3\}$). Let us first do this for the one-form with $j_L = j_R$:

$$
\omega^{0a} \equiv l^{am} \omega^0_m = e^{ijL(\psi+\phi)} (\cos \frac{\theta}{2})^{2j_L} (e^{-i\psi} \tan \frac{\theta}{2}, i e^{-i\psi} \tan \frac{\theta}{2}, -i).
$$

(A.5)

Further, consider the combinations $\omega^{0\pm} = \omega^{01} \pm i \omega^{02}$:

$$
\omega^{0+} = 0, \quad \omega^{0-} = 2e^{ijL(\psi+\phi)-i\psi} (\cos \frac{\theta}{2})^{2j_L-1} (\sin \frac{\theta}{2}).
$$

Note that the third component $\omega^{03}$ is already a scalar highest-weight function with weight $j_L$. The combination $\omega^{0+}$ is trivially belongs to a highest-weight representation, whereas $\omega^{0-}$ can be seen to be a level one descendent of a highest weight function with weight $j_L$: $\omega^{0-} \propto J_L^r \Phi_{j_L}$. Therefore, all of $\{\omega^{0+}, \omega^{03}, \omega^{0-}\}$ belong to the highest weight representation with weight $j_L$.

The same exercise carried out for $\omega^L$ gives:

$$(\omega^{L+}, \omega^{L3}, \omega^{L-}) = \left(0, 0, 2e^{ijL(\phi+\psi)} (\cos \frac{\theta}{2})^{j_L-1}\right),$$

which implies that all the above components belong to a scalar highest-weight representation with weight $j_L - 1$. Finally, from $\omega^R$ we get:

$$(\omega^{R+}, \omega^{R3}, \omega^{R-}) \sim (\Phi_{j_L+1}, J_L^- \Phi_{j_L+1}, (J_L^-)^2 \Phi_{j_L+1})$$

(The ~ sign indicates that each of the terms on the left is proportional to the corresponding term on the right, but the constant of proportionality, which is irrelevant to our purposes, may differ for each term.)

Let us summarize: if $\omega$ is a highest weight one-form with right weight $j_R$, then the scalar combinations of $\omega$ with $\{l^i, l^3\}$ belong to a scalar highest weight representation with highest weight $j_R$. This means that we can study one-form highest weight functions in terms of scalar highest weight functions and their descendents.

### B Supersymmetry transformations

The supersymmetry transformation of a vector multiplet is given by [17]:

$$
Q A_m = i \xi^A \sigma_m \bar{\lambda}_A - i \xi^A \bar{\sigma}_m \lambda_A,
$$

$$
Q \phi = -i \xi^A \lambda_A,
$$

$$
Q \bar{\phi} = +i \bar{\xi}^A \bar{\lambda}_A,
$$

$$
Q \lambda_A = \frac{1}{2} \sigma^{mn} \xi_A (F_{mn} + 8 \phi T_{mn}) + 2 \sigma^m \xi_A D_m \phi + \sigma^m D_m \xi_A \phi + 2 i \xi_A [\phi, \bar{\phi}] + D_{AB} \xi^B,
$$

$$
Q \bar{\lambda}_A = \frac{1}{2} \bar{\sigma}^{mn} \bar{\xi}_A (F_{mn} + 8 \bar{\phi} T_{mn}) + 2 \bar{\sigma}^m \bar{\xi}_A D_m \bar{\phi} + \bar{\sigma}^m D_m \bar{\xi}_A \bar{\phi} - 2 i \bar{\xi}_A [\phi, \bar{\phi}] + D_{AB} \bar{\xi}^B,
$$

$$
Q D_{AB} = -i \bar{\xi}_A \sigma^m D_m \lambda_B - i \xi_B \bar{\sigma}^m D_m \lambda_A + i \xi_A \sigma^m D_m \bar{\lambda}_B + i \xi_B \bar{\sigma}^m D_m \bar{\lambda}_A
$$

$$
- 2 [\phi, \bar{\xi}_A \bar{\lambda}_B + \bar{\xi}_B \bar{\lambda}_A] + 2 [\bar{\phi}, \xi_A \lambda_B + \xi_B \lambda_A].
$$

(B.1)
The square of the supersymmetry transformation is given by
\begin{align}
Q^2 A_m &= iv^m F_{nm} + D_m \Phi, \\
Q^2 \phi &= iv^n D_n \phi + i[\Phi, \phi] + (w + 2\Theta) \phi, \\
Q^2 \tilde{\phi} &= iv^n D_n \tilde{\phi} + i[\Phi, \tilde{\phi}] + (w - 2\Theta) \tilde{\phi}, \\
Q^2 \lambda_A &= iv^n D_n \lambda_A + i[\Phi, \lambda_A] + \left(\frac{3}{2}w + \Theta\right) \lambda_A + \frac{i}{4} \sigma^{ki} \lambda_A D_k v_l + \Theta_{AB} \lambda_B, \\
Q^2 \tilde{\lambda}_A &= iv^n D_n \tilde{\lambda}_A + i[\Phi, \tilde{\lambda}_A] + \left(\frac{3}{2}w - \Theta\right) \tilde{\lambda}_A + \frac{i}{4} \tilde{\sigma}^{ki} \lambda_A D_k v_l + \Theta_{AB} \tilde{\lambda}_B, \\
Q^2 D_{AB} &= iv^n D_n D_{AB} + i[\Phi, D_{AB}] + 2w D_{AB} + \Theta_{AC} D^C_B + \Theta_{BC} D^C_A, \\
\end{align}
where
\begin{align}
v^m &= 2\bar{\xi}^A \bar{\sigma}^m \xi_A, \\
\Phi &= -2i\phi \bar{\xi}^A \xi_A + 2i\tilde{\phi} \xi^A \xi_A, \\
w &= -\frac{i}{2} \left(\xi^A \sigma^m D_m \bar{\xi}_A + D_m \xi^A \sigma^m \bar{\xi}_A\right), \\
\Theta &= -\frac{i}{4} \left(\xi^A \sigma^m D_m \bar{\xi}_A - D_m \xi^A \sigma^m \bar{\xi}_A\right), \\
\Theta_{AB} &= -i \xi_A \sigma^m D_m \xi_B + i D_m \xi_A \sigma^m \xi_B. \\
\end{align}
In particular, it can be seen that the generator of gauge transformations is
\begin{align}
\hat{\Phi} &= \Phi - iv^n A_n. \tag{B.3}
\end{align}
For the Killing spinors in eq. (2.5), we see that the generators of scaling and U(1)_R transformations, w and \Theta respectively, are both zero. The other generators are
\begin{align}
v^m \partial_m &= 2\partial_\psi, \quad \hat{\Phi} = 2i\phi \sin^2 \frac{\rho}{2} + 2i\tilde{\phi} \cos^2 \frac{\rho}{2} - 2iA_\psi, \quad \Theta_{AB} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \tag{B.4}
\end{align}
We now describe the gauge-fixing procedure, more details regarding which may be found in [20]. In order to perform gauge-fixing, one introduces a BRST-like operator \( Q_B \), and a zoo of fields that satisfy
\begin{align}
Q_B c &= a_0 + ic\tilde{c}, \quad Q_B \tilde{c} = b, \quad Q_B \tilde{a}_0 = \bar{c}_0, \quad Q_B b_0 = c_0, \\
Q_B a_0 &= 0, \quad Q_B b = [a_0, \tilde{c}], \quad Q_B \tilde{c}_0 = [a_0, \tilde{a}_0], \quad Q_B c_0 = [a_0, b_0]. \tag{B.5}
\end{align}
To understand the role of each of these fields, consider the gauge-fixing action
\begin{align}
Q_B V_{GF, \xi} \equiv Q_B \text{Tr} \left[ \tilde{c}(i\partial_m A^m) + \bar{c}b_0 + c \left( \tilde{a}_0 - \frac{\xi}{2} a_0 \right) \right]. \tag{B.6}
\end{align}
(What goes into the action is of course \((Q + Q_B) V_{GF, \xi}\), but it can be shown that \(QV_{GF, \xi}\) does not alter the partition function [20]. Further, it will be shown below that \(\xi\) drops out from
the final expression, and therefore can be chosen to be zero. But we retain it temporarily to make the role of some of the gauge-fixing fields more transparent. Expanding the above expression we get

\[ \text{Tr} \left[ b(i\partial_m A^m) - \bar{c}(i\partial_m D^m c) + bb_0 - \bar{c}c_0 - c\bar{c}_0 \right] + \text{Tr} \left[ (icc + a_0) \left( \bar{a}_0 - \frac{\xi}{2} a_0 \right) \right]. \]  

(B.7)

In the first line, the constant fields \( b_0, c_0, \bar{c}_0 \), on integrating over, absorb the zero modes of \( b, \bar{c}, c \) respectively. After this is done, the integration over the remaining modes of \( b, \bar{c}, c \) imposes the gauge condition \( \partial_m A^m = 0 \) (via the term \( ib\partial_m A^m \)), and provides the Faddeev-Popov determinant (via the term \( i\bar{c}\partial_m D^m c \)). This successfully fixes the gauge.

The terms in the second line do not give any non-trivial contribution to the partition function on integration. To see this, rewrite it as

\[ \text{Tr} \left[ -\frac{\xi}{2} \left( a_0 - \frac{1}{\xi} \bar{a}_0 + i\frac{\xi}{2} \right)^2 + \frac{1}{2\xi} \left( \bar{a}_0 + i\frac{\xi}{2} \right)^2 \right]. \]

Integrating over \( a_0 \) on a real locus and then over \( \bar{a}_0 \) on an imaginary locus shows that \( \xi \) drops out and there are no other non-trivial contributions.

To complete this section on gauge fixing, we also need to describe the action of \( Q \) on the gauge-fixing fields:

\[
\begin{align*}
Q_b = -\hat{\Phi}, & \quad Q\bar{c} = 0, & \quad Q\bar{b}_0 = 0, \\
Qa_0 = 0, & \quad Qb = iv^m \partial_m \bar{c}, & \quad Qc_0 = 0, & \quad Qc \bar{c} = 0.
\end{align*}
\]

(B.8)

and that of \( Q_B \) on the vector multiplet fields:

\[
Q_B A_m = D_m c, \quad Q_B \text{ scalar} = i[c, \text{ scalar}], \quad Q_B \text{ fermion} = i\{c, \text{ fermion}\}.
\]

(B.9)

\( \hat{\Phi} \) that appears in \( Qc \) was introduced in eq. (B.3). This ensures that the square of \( \hat{Q} \equiv Q + Q_B \) is, besides other bosonic transformations shown in eq. (B.2), a constant gauge transformation by \( a_0 \) rather than a gauge transformation by \( \hat{\Phi} \). In particular, for the case at hand,

\[
\hat{Q}^2 = i \text{Lie}(v) + \text{Gauge}(a_0) + \text{SU}(2)_R(\Theta_{AB}),
\]

where the generators in parentheses are given in eq. (B.4).

Finally, we look at hypermultipets. These are multiplets that have had too much coffee.

### B.1 Hypermultiplet Lagrangian for \( \mathcal{N} = 2^* \)

To give mass to a single hypermultiplet, we have to couple it to a background vector multiplet with abelian gauge group. This abelian gauge group is taken as the subgroup of the commutant of the embedding of \( \text{SU}(2) \) in \( \text{Sp}(r) \). For this coupling to background vector multiplet to be supersymmetric, the gaugino variation of this extra multiplet is set to zero and solved for the vacuum solution and finds the following

\[
\phi = \bar{\phi} = \phi_0, \quad D^0_{AB} = 2\phi \omega_{AB}
\]

(B.10)
where \( \phi_0 \) is a constant and \( \omega_{AB} \) in the notation of [17] is given by

\[
\omega_{AB} = \frac{4\xi_A \sigma^{mn} \xi_B (T_{mn} - S_{mn})}{\xi_A \xi_B} - \frac{4\tilde{\xi}_A \tilde{\sigma}^{mn} \tilde{\xi}_B (\tilde{T}_{mn} - \tilde{S}_{mn})}{\xi_A \xi_B}
\]

Then we get the following Lagrangian for massive matter multiplet

\[
L_{\text{mat}} = \frac{1}{2} D_{a} q^A D^a q_A - q^A \{ \phi, \tilde{\phi} \} q_A + \frac{l}{2} q^A D_{AB} q^B
\]

\[
+ \left( \frac{1}{8} (R + M + \{ \phi_0, \phi_0 \}) e_{AB} + 2\phi_0 \omega_{AB} \right) q^A q^B - \frac{l}{2} \bar{\psi} \sigma^m D_m \psi
\]

\[
- \frac{1}{2} \bar{\psi} \phi \psi + \frac{1}{2} \bar{\psi} \tilde{\phi} \tilde{\psi} - \frac{1}{2} \bar{\psi} \phi_0 \psi + \frac{l}{2} \bar{\psi} \sigma^{kl} T_{kl} \psi - \frac{l}{2} \bar{\psi} \sigma^{kl} T_{kl} \tilde{\bar{\psi}}
\]

\[
- q^A \lambda_A \psi + \bar{\psi} \lambda q^A - \frac{1}{2} F^A F_A.
\]

where it is understood that vector multiplet fields \( \Phi \) carry \( \text{Sp}(r) \) indices as \( \Phi^I \) and importantly for the background vector multiplet the \( I, J \) indices belong to the commutant of gauge group in \( \text{Sp}(r) \).

C Kernel equations

Before we delve into the details of the calculation, let us first make some useful definitions and observations. Analogous to the what was done in the section on highest-weight one-forms, define \( A_a = l_a^m A_m \) for \( a \in \{1, 2, 3\} \). Further, define \( A_{\pm} = A_1 \pm iA_2 \). Let us note the action of \( \tilde{Q}^2 \) on these new variables (and \( A_\rho \)):

\[
\tilde{Q}^2 A_+ = 2e^{i\psi} \partial_\psi \left( e^{-i\psi} A_+ \right)
\]

\[
\tilde{Q}^2 A_- = 2e^{-i\psi} \partial_\psi \left( e^{i\psi} A_- \right)
\]

\[
\tilde{Q}^2 A_3 = 2\partial_\psi A_3
\]

\[
\tilde{Q}^2 A_\rho = 2\partial_\psi A_\rho
\]

\[
\tilde{Q}^2 \phi_2 = 2\partial_\psi \phi_2.
\]

Similarly, we define \( \chi_\pm = \chi_1 \pm i\chi_2 \). These transform under \( \tilde{Q}^2 \) (up to a gauge transformation) as

\[
\tilde{Q}^2 \chi_+ = 2e^{i\psi} \partial_\psi \left( e^{-i\psi} \chi_+ \right)
\]

\[
\tilde{Q}^2 \chi_- = 2e^{-i\psi} \partial_\psi \left( e^{i\psi} \chi_+ \right)
\]

\[
\tilde{Q}^2 \chi_3 = 2\partial_\psi \chi_3
\]

\[
\tilde{Q}^2 c = 2\partial_\psi c
\]

\[
\tilde{Q}^2 \tilde{c}_2 = 2\partial_\psi \tilde{c}_2.
\]

Our solution hinges on the following observations: firstly, \( \tilde{Q} \) squares to a Lie derivative over scalars along \( l_3 \) (with some shifts as in the cases of \( A_\pm \) and \( \chi_\pm \)). Secondly, \( D_{10} \) (like
all $D_{ij}$) commutes with $\hat{Q}^2$. These two facts together imply that we can expand the fields $(A_+, A_3, A_\mu, \phi_2)$ and $(\chi_+, \chi_3, c, \bar{c})$ in SU(2)$_L \times$ SU(2)$_R$ harmonics, and analyse $D_{10}$ over the Fourier modes. Further, these Fourier modes (with adequate shifts for $A_\pm$ and $\chi_\pm$) will have the same eigenvalue with respect to $\hat{Q}^2$. Thirdly, as we will show explicitly later, the equations whose solutions give $\ker D_{10}$ and $\coker D_{10}$ can be written only in terms of the $J_{LS}$ and without the $J_{RS}$. This implies that the $J_R^2$ eigenvalue will only serve to count the multiplicity of the solutions, if a solution exists (we will see this explicitly while computing $\coker D_{10}$). Concretely, one can expand the fields as follows

$$A_+(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{-i(q_L-1)\psi} e^{-iq_R\phi} A_{+, (q_L, q_R)}(\theta, \rho),$$

$$A_-(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{-i(q_L+1)\psi} e^{-iq_R\phi} A_{-, (q_L, q_R)}(\theta, \rho),$$

$$A_3(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{-i(q_L)\psi} e^{-iq_R\phi} A_{3, (q_L, q_R)}(\theta, \rho),$$

$$A_r(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{-i(q_L)\psi} e^{-iq_R\phi} A_{r, (q_L, q_R)}(\theta, \rho),$$

$$\phi_2(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{-i(q_L)\psi} e^{-iq_R\phi} \phi_{2, (q_L, q_R)}(\theta, \rho),$$

and

$$\chi_+(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{i(q_L+1)\psi} e^{iq_R\phi} \chi_{+, (q_L, q_R)}(\theta, \rho),$$

$$\chi_-(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{i(q_L-1)\psi} e^{iq_R\phi} \chi_{-, (q_L, q_R)}(\theta, \rho),$$

$$\chi_3(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{i(q_L)\psi} e^{iq_R\phi} \chi_{3, (q_L, q_R)}(\theta, \rho),$$

$$c(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{i(q_L)\psi} e^{iq_R\phi} c_{(q_L, q_R)}(\theta, \rho),$$

$$\bar{c}(\psi, \theta, \phi, \rho) = \sum_{q_L, q_R} e^{i(q_L)\psi} e^{iq_R\phi} \bar{c}_{(q_L, q_R)}(\theta, \rho),$$

where the summation over $q_R$ runs from $-j_R$ to $j_R$ and the summation over $q_L$ runs from $-j_L - 1$ to $j_L + 1$. We recall from appendix A that for scalar harmonics, $j_L = j_R$. We have also labelled the modes so that all modes with subscripts $(q_L, q_R)$ have the same $\hat{Q}^2$ eigenvalue (not considering the gauge transformation, see below).

For simplicity, we take the gauge group to be abelian. This is analogous to what has been done in [20] and [17], where the authors first calculate the index for the abelian case, and then account for contribution due to a non-abelian gauge group to the eigenvalue with respect to $\hat{Q}^2$. This contribution to the eigenvalue is $\sum_{\alpha \in \Delta} a_0 \cdot \alpha$, where $\Delta$ represents all the roots of the Lie algebra of $G$.

Finally a few words on notation: We will suppress the subscript $L$ in the following while referring to $J_{LS}$, since we will work almost exclusively with the left-handed generators. As noted in appendix A, the $\theta$-dependence of a scalar harmonic is given by $Y^{j_L, q_L, q_R}(\theta)$. 
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(which are related to the Jacobi polynomials), while the $\rho$ dependence is unrestricted by the SU(2)$_L \times$ SU(2)$_R$ algebra. Therefore, a Fourier mode such as $\chi_{3,(q_L,q_R)}(\theta,\rho)$ can be decomposed as

$$\chi_{3,(q_L,q_R)}(\theta,\rho) = \mathcal{Y}^{j_L,q_L,q_R}(\theta)\chi_{3,(q_L,q_R)}(\rho)$$

We are therefore using the same symbol for the field, its Fourier mode, and a part of that mode that depends only on $\rho$. We hope no confusion will occur.

C.1 The kernel equations for the vector multiplet

The space Ker $D_{10}$ consists of the solutions of five differential equations that are obtained as coefficients of the fermionic fields $(\chi_a, c, \bar{c})$ in eq. (2.12). One of those equations is

$$0 = \mathcal{M} \frac{1}{2} \sin \theta \sin \rho \left( -4 \partial_\theta^2 \phi_p - \sin^2 \rho \partial_\rho^2 \phi_p - 4 \cot \theta \partial_\theta \phi_p \right) - 3 \sin \rho \cos \rho \partial_\rho \phi_p - 4 \csc^2 \theta \phi_p \left(q_L^2 - 2 q_L q_R \cos \theta + q_R^2\right).$$

The right-hand side of the above equation is proportional to the Laplacian of $\phi_p$, and therefore only has a constant solution. We presently focus only on non-constant solutions that correspond to $j_L > 0$. The (non-zero) constant solutions will be discussed later. Therefore, we set $\phi_p = 0$ for now.

With this condition, the other differential equations that yield Ker $D_{10}$, in terms of the Fourier modes, are $\mathcal{E}_i = 0$, $i = 1, \ldots, 4$, where

$$\mathcal{E}_1 = q_L \cos \rho A_- - \frac{1}{2} \sin \rho \partial_\rho A_- + \sec \rho J^+ A_3 + \frac{1}{2} \sin \rho J^- A_\rho,$$

$$\mathcal{E}_2 = q_L \cos \rho A_+ + \frac{1}{2} \sin \rho \partial_\rho A_+ + \sec \rho J^+ A_3 - \frac{1}{2} \sin \rho J^- A_\rho,$$

$$\mathcal{E}_3 = J^- A_+ - J^+ A_- + (1 + \sec^2 \rho) \tan \rho \partial_\rho A_3 + q_L \sin \rho \cos \rho A_\rho,$$

$$\mathcal{E}_4 = J^- A_+ + J^+ A_- - 2 q_L A_3 - \frac{3}{2} \sin \rho \cos \rho A_\rho - \frac{1}{2} \sin^2 \rho \partial_\rho A_\rho.$$

Some notation has been abused above in favour of readability: $A_+$, for example, stands for $A_+,(q_L,q_R)(\theta,\rho)$, and similarly others. We will not employ this notation anywhere else. As advertised earlier, the equations yielding the kernel are written entirely in terms of $J_L$s.

For clarity, we inform the reader right at the beginning that the result of the following analysis is that the kernel is empty. We divide the analysis into the following cases:

- $|q_L| = j_L + 1$: let us consider the case $q_L = j_L + 1$.

  The expressions $\mathcal{E}_{1,2,4}$ vanish identically on imposing $q_L = j_L + 1$, and the only non-trivial equation arises $\mathcal{E}_2 = 0$:

  $$2(1 + j_L) \cos \rho A_+^{j_L,-j_L,-q_R}(\rho) + \sin \rho \partial_\rho A_+^{j_L,-j_L,-q_R}(\rho) = 0,$$

  solving which gives

  $$A_+^{j_L,-j_L,-q_R}(\rho) = A_+^0(\sin \rho)^{-2(1+j_L)}.$$
This solution is clearly singular at the two poles $\rho = 0, \pi$, forcing us to set $A_+^0 = 0$. Therefore, we do not have a non-trivial solution.

The case $q_L = -(j_L + 1)$ is almost identical. In this case, only the equation $\mathcal{E}_1 = 0$ is non-trivial, but the only solution that is non-singular at the poles is the trivial one.

- $|q_L| = j_L$: again, we only provide details for the case $q_L = j_L$. The case $q_L = -j_L$ is similar. The expression $\mathcal{E}_1$ identically vanishes. The remaining equations give the following system of equations:

$$
\partial_\rho \begin{pmatrix} A_+ \\ A_3 \\ A_\rho \end{pmatrix} = \begin{pmatrix} -2j_L \cot \rho & -4j_L \sec \rho \csc \rho & 2j_L \\ -\cot \rho & -\cot \rho(1 + \sec^2 \rho) & -j_L \cos^2 \rho \\ 2 \csc^2 \rho & -4j_L \csc^2 \rho & -3 \cot \rho \end{pmatrix} \begin{pmatrix} A_+ \\ A_3 \\ A_\rho \end{pmatrix}
$$

where for brevity we have used the shorthand $A_+ = A_{jL,1-jL,-qR}(\rho)$, $A_3 = A_{jL,-jL,-qR}(\rho)$ and $A_\rho = A_{jL,-jL,-qR}(\rho)$. One can proceed by eliminating $A_+^{(jL,1-jL,-qR)}(\rho)$ between the second and third equations, and then integrating for $A_3^{(jL,-jL,-qR)}(\rho)$. One gets

$$
A_3^{(jL,-jL,-qR)}(\rho) = -\frac{1}{2} \cos \rho \sin \rho A_\rho^{(jL,-jL,-qR)}(\rho) + C \cos \rho (\sin \rho)^{-2(jL+1)}.
$$

Regularity of the solution at the poles forces $C = 0$. One can finally use the first equation (along with the information obtained above) to solve for $A_\rho^{(jL,-jL,-qR)}(\rho)$:

$$
A_\rho^{(jL,-jL,-qR)}(\rho) = (\sin \rho)^{-3-jL} \left( C_1 \cos \rho - C_2 P_{-\frac{1}{2}}^{(\frac{1}{2},-2jL-1)}(-\cos(2\rho)) \right)
$$

where the special function $P_n^{(\alpha,\beta)}(x)$ in the second term is the Jacobi polynomial introduced in the appendix A. For the values of the parameters given here, it turns out to be a polynomial in $\cos^2 \rho$ of degree $2j_L$, or equivalently, a linear combination of $\cos(2m\rho)$ where $m = 0, \ldots, 2j_L$. The only values of $C_1$ and $C_2$ for which the above function is regular is $C_1 = C_2 = 0$. Therefore, $A_+^{(jL,1-jL,-qR)}(\rho)$ and $A_3^{(jL,-jL,-qR)}(\rho)$ are also zero, and we have no non-trivial solution.

- $|q_L| < j_L$. Let us first deal with the case $q_L = 0$. One can solve $\mathcal{E}_3, 4 = 0$ for $A_+^{(jL,1,-qR)}$ in terms of the other fields and their derivatives, and then use this to solve the second-order ODE for $A_\rho^{(jL,0,-qR)}(\rho)$, for instance:

$$
A_\rho^{(jL,0,-qR)}(\rho) = C_1 \left[ \tan \left( \frac{\rho}{2} \right) \right]^{1+2jL} + C_2 \left[ \cot \left( \frac{\rho}{2} \right) \right]^{1+2jL} \csc^2 \rho,
$$

whose regularity at the poles requires both constants to be zero. Therefore, there is again no non-trivial solution in this case.

Let us finally deal with the case $0 \neq |q_L| < j_L$. Rather than directly integrating the equations and showing that the solutions are not smooth, we will show that the existence of a smooth solution leads to a contradiction.

Putting it all together, we see that $\text{Ker } D_{10}$ is indeed empty.
\section{The cokernel equations for the vector multiplet}

To find the equations whose solutions yield the space Coker $D_{10}$, we integrate the relevant part of the localizing action by parts and substitute the Fourier expansion. The relevant equations are $C\mathcal{E}_i = 0$, $i = 1, \ldots, 5$ where

\begin{align*}
C\mathcal{E}_1 &= 2(1 - q_L) \cos \rho \chi_- + \sin \rho \partial_\rho \chi_- + 2J^- \chi_3 + 2iJ^- \hat{c}_p, \\
C\mathcal{E}_2 &= 2(1 + q_L) \cos \rho \chi_+ + \sin \rho \partial_\rho \chi_+ + 2J^+ \chi_3 + 2iJ^+ \hat{c}_p, \\
C\mathcal{E}_3 &= -J^- \chi_+ + J^+ \chi_- + \sin \rho \partial_\rho \chi_3 + 2iql \cos \rho \hat{c}_p, \\
C\mathcal{E}_4 &= J^- \chi_+ + J^+ \chi_- + 2ql \cos \rho \chi_3 + i \sin \rho \partial_\rho \hat{c}_p, \\
C\mathcal{E}_5 &= 3\chi_3 + 2 \csc^2 \rho [J^+ J^- + J^+ J^- + 2J_3^2] c - 3 \cot \rho \partial_\rho c - \partial_\rho^2 c - 2iqL \hat{c}_p.
\end{align*}

where we have used similar shorthand as we did while writing the kernel equations in terms of $J_{LS}$; $\chi_3$, for examples, in a shorthand for $\chi_3(q_L, q_R)(\theta, \rho)$, and similarly others. We now begin the analysis of the above equations, paralleling what we did for the kernel equations. However, in this case, will find that the cokernel is not empty.

- $|q_L| = j_L + 1$: let us first consider the case $q_L = j_L + 1$. The equations $C\mathcal{E}_i = 0$ are satisfied identically for $i \in \{2, \ldots, 5\}$. The only non-trivial constraint comes from the equation $C\mathcal{E}_1 = 0$, which gives

$$\sin \rho \partial_\rho \chi_-^{(j_L, -j_L; q_R)}(\rho) = 2j_L \cos \rho \chi_-^{(j_L, -j_L; q_R)}(\rho)$$

which yields

$$\chi_-^{(j_L, -j_L; q_R)}(\rho) = \chi_-^0 (\sin \rho)^{2j_L}.$$

All the other fermionic fields $(\chi_+, \chi_3, c, \hat{c}_p)$ are identically zero. The multiplicity of this solution is $2j_L + 1$. The eigenvalue of $\hat{Q}^2$ corresponding to the above solution is $2(j_L + 1)$. Denoting this eigenvalue as $n$, we see that the multiplicity corresponding to this eigenvalue is $n - 1$. For the case $q_L = -j_L - 1$, the only non-trivial constraint comes from the equation $C\mathcal{E}_2 = 0$, which gives

$$\chi_+^{(j_L, -j_L; q_R)}(\rho) = \chi_+^0 (\sin \rho)^{2j_L}.$$

This is again the only non-vanishing field. The multiplicity of this solution is $2j_L + 1$. The eigenvalue of $\hat{Q}^2$ corresponding to the above solution is $n = -2(j_L + 1)$, so that the multiplicity corresponding to this eigenvalue is $|n| - 1$.

- $|q_L| = j_L$. Let us first consider $q_L = j_L$. The equation $C\mathcal{E}_2 = 0$ vanishes identically (as does the field $\chi_+$). The equations $C\mathcal{E}_{1,3,4} = 0$ give the system

$$\sin \rho \partial_\rho \begin{pmatrix} \chi_- \\ \chi_3 \\ \hat{c}_p \end{pmatrix} = \begin{pmatrix} 2(j_L - 1) \cos \rho & -2 & -2i \\ -2j_L & 0 & -2ij_L \cos \rho \\ 2ij_L & 2ij_L \cos \rho & 0 \end{pmatrix} \begin{pmatrix} \chi_- \\ \chi_3 \\ \hat{c}_p \end{pmatrix}.$$
where $\chi_-, \chi_3, \tilde{\epsilon}_p$ stand for $\chi^{(j_L, j_L-1, qR)}_-(\rho), \chi_3^{(j_L, j_L, qR)}(\rho), \tilde{\epsilon}_p^{(j_L, j_L, qR)}(\rho)$ respectively. Besides this, $CE_5 = 0$ gives the following second-order ODE:

$$\sin^2 \rho \partial^2_{\rho} g(\rho) + \frac{3}{2} \cos \rho \partial_{\rho} g(\rho) - j_L (2j_L + 7 + (2j_L - 3) \cos 2\rho) = 0.$$ 

where $c$ stands for $c^{(j_L, j_L, qR)}(\rho)$, and similarly $\tilde{\epsilon}_p$ and $\chi_3$.

We can proceed by eliminating $\chi_3^{(j_L, j_L, qR)}(\rho)$ between the second and third equations of the first-order system. On solving the resulting differential equation we get

$$\chi_3^{(j_L, j_L, qR)}(\rho) - i\tilde{\epsilon}_p^{(j_L, j_L, qR)}(\rho) = C [\sin \rho]^{2j_L}.$$

To fully solve for $\chi_3^{(j_L, j_L, qR)}(\rho)$ and $\tilde{\epsilon}_p^{(j_L, j_L, qR)}(\rho)$, introduce the ansatz

$$\tilde{\epsilon}_p^{(j_L, j_L, qR)}(\rho) = \frac{i}{2} C [\sin \rho]^{2j_L} + g(\rho)$$

into the first-order ODE (while also eliminating $\chi_3^{(j_L, j_L, qR)}(\rho)$ using the other equations). The ODE we get is

$$\sin^2 \rho \partial^2_{\rho} g(\rho) + \frac{3}{2} \cos \rho \partial_{\rho} g(\rho) - j_L (2j_L + 7 + (2j_L - 3) \cos 2\rho) = 0.$$ 

We will argue that $g(\rho)$ vanishes identically if it is required to be smooth. In order to see this, multiply the above equation by $\sin \rho g(\rho)$ and consider the integral of the resulting expression over $\rho \in (0, \pi)$. Integrating-by-parts the term with $\partial^2_{\rho} g(\rho)$ gives

$$\int_0^\pi \left[ (-\sin \rho) (\sin^2 \rho (\partial_{\rho} g)^2 + j_L (2j_L + 7 + (2j_L - 3) \cos 2\rho) g^2) \right] d\rho \equiv 0.$$

where the boundary terms vanish due to the assumed regularity of $g(\rho)$ at the poles. Note that $g(\rho)$ is a real function. The co-efficient of $g^2$ above is easily verified to be positive for all allowed values of $j_L$. Therefore, the only way the above integral vanishes is if $g(\rho) = 0$ identically. Using this solution we can also immediately see that $\chi_3^{(j_L, j_L-1, qR)}(\rho)$ vanishes, and the second-order ODE for $c^{(j_L, j_L, qR)}(\rho)$ gives us essentially the inhomogeneous Laplace equation:

$$\sin^2 \rho \partial^2_{\rho} c + \frac{3}{2} \sin 2\rho \partial_{\rho} c - 4j_L (j_L + 1) c = C \left( \frac{3}{2} + j_L \right) [\sin \rho]^{2j_L+2}$$

where $c \equiv c^{(j_L, j_L, qR)}(\rho)$. Since the homogeneous Laplace equation does not have any non-trivial smooth solution on the sphere, the following solution is unique:

$$c^{(j_L, j_L, qR)}(\rho) = -\frac{1}{4j_L} C [\sin \rho]^{2j_L}.$$

To summarize, the solution is:

$$c^{(j_L, j_L, qR)}(\rho) = -\frac{1}{4j_L} C [\sin \rho]^{2j_L}, \quad \tilde{\epsilon}_p^{(j_L, j_L, qR)}(\rho) = \frac{i}{2} C [\sin \rho]^{2j_L},$$

$$\chi_3^{(j_L, j_L, qR)}(\rho) = \frac{1}{2} C [\sin \rho]^{2j_L},$$
with all other fields vanishing. The eigenvalue of this solution is $2j_L$. Referring to this as $n$, the multiplicity is $n + 1$.

The case $q_L = -j_L$ is similar: following the same steps as above, we find that the non-vanishing fields of the solution set are

$$c^{(j_L,j_L,q_L)}(\rho) = \frac{1}{4j_L} C |\sin \rho|^{2j_L}, \quad \tilde{c}^{(j_L,j_L,q_L)}(\rho) = -\frac{i}{2} C |\sin \rho|^{2j_L},$$

$$\chi^{(j_L,j_L,q_L)}_3(\rho) = \frac{1}{2} C |\sin \rho|^{2j_L},$$

The eigenvalue of this solution is $n = 2j_L$ and its the multiplicity is $|n| + 1$.

- $|q_L| < j_L$: the analysis of this case is similar to the case $|q_L| < j_L$ for kernel equations, and therefore will not be detailed. The result is that we have no non-trivial solutions in this case.

We see that the total multiplicity for any integer eigenvalue $n \in \mathbb{Z}$ is $(|n|-1) + (|n|+1) = 2|n|$.

To the eigenvalues we found above, we need to add the contribution due to the non-abelian gauge group. After doing so, we see that the ratio of the determinants in eq. (2.11) is equal to the unregularized product

$$\prod_{\alpha \in \Delta} \prod_{n \geq 1} (n + ia \cdot \alpha)^{2n} (n - ia \cdot \alpha)^{2n} \tag{C.1}$$

The partition function, which is the square-root of the above expression, on regularizing becomes

$$\prod_{\alpha \in \Delta_+} \frac{\Upsilon(ia \cdot \alpha)\Upsilon(-ia \cdot \alpha)}{(ia \cdot \alpha)^2}. \tag{C.2}$$

The above expression enters the expression of the total partition function, integrated of the Lie algebra of the gauge group. When the integral over the entire Lie algebra is reduced to an integral over the Cartan subalgebra, the integration measure contains a Vandermonde factor, which precisely cancels the $(ia \cdot \alpha)^2$ in the denominator. The total partition function then is

$$Z_{vec}^{SU(4)} = \int da e^{-\frac{1}{\sigma^2} Tr(a^2)} |Z_{inst}|^2 \prod_{\alpha \in \Delta_+} \Upsilon(ia \cdot \alpha)\Upsilon(-ia \cdot \alpha) \tag{C.2}$$

### C.3 Including matter

We now introduce matter in the form of four hypermultiplets in the fundamental representation. In this case we will find that the cokernel is empty while the kernel is not.

Including the contributions due to the hypermultiplets, and specializing the formulae for SU(2) gauge group, the complete expression for the one-loop contribution is

$$\prod_{\pm \pm} \Upsilon(Q/2 + ia \pm im_1 \pm im_2) \prod_{\pm \pm} \Upsilon(Q/2 - ia \pm im_3 \pm im_4)$$
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