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Abstract—In cone-beam X-ray transmission imaging, perspective deformation causes difficulty in direct, accurate geometric assessments of anatomical structures. In this work, the perspective deformation correction problem is formulated and addressed in a framework using two complementary (180°) views. The complementary view setting provides a practical way to identify perspective deformed structures by assessing the deviation between the two views. In addition, it provides bounding information and reduces uncertainty for learning perspective deformation. Two representative networks Pix2pixGAN and TransU-Net for correcting perspective deformation are investigated. Experiments on numerical bead phantom data demonstrate the advantage of complementary views over orthogonal views or a single view. They show that Pix2pixGAN as a fully convolutional network achieves better performance in polar space than Cartesian space, while TransU-Net as a transformer-based hybrid network achieves comparable performance in Cartesian space space to polar space. Further study demonstrates that the trained model has certain tolerance to geometric inaccuracy such as source-to-isocenter distances, rotation angles, detector principal point shifts and respiratory motion within calibration accuracy. This indicates that one model trained from one cone-beam computed tomography (CBCT) scanner is applicable to other scanners of the same type. The experiments on the chest and head data demonstrate that our method has the potential for accurate cardiothoracic ratio measurement and cephalometric imaging. The efficacy of the proposed framework on real cadaver CBCT projection data and its robustness in the presence of bulky metal implants and surgical screws indicate the promising aspects of future real applications.
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1 INTRODUCTION

Cone-beam X-ray imaging along with a flat-panel detector is widely used for disease diagnosis, treatment planning, and intervention guiding. It is used for direct two-dimensional (2D) imaging such as fluoroscopic angiography [1] and chest radiographs [2] as well as three-dimensional (3D) volume reconstruction in cone-beam computed tomography (CBCT) [3], [4]. In cone-beam X-ray imaging, because of the divergence of X-rays, imaged structures with different depths have different magnification factors on the X-ray detector. As a consequence, acquired images suffer from geometric distortions, which is called perspective deformation. Perspective deformation causes difficulty in direct, accurate geometric assessments of structures of interest (SOI) in many practical applications, e.g., anatomical landmark detection [5], [6], fluoroscopic image stitching [7], fiducial marker registration [8]–[10], and dual-modality image fusion [11]. Therefore, orthogonal projections of SOI are preferred over perspective projections in many applications.
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Fig. 1. Illustrations of cephalometer (a) and chest X-ray (b) systems. A cephalometer typically has a source-to-isocenter distance of 152.4 cm [5] and a chest X-ray system has a source-to-detector/patient distance close to 2 m [2], while regular CBCT systems have a source-to-isocenter distance of around 65 cm.

To reduce perspective deformation in practice, specialized cone-beam X-ray devices are designed for certain applications. For example, cephalometers [12] and chest X-ray systems [2] are designed specially for cephalometric analysis and chest imaging respectively, both of which have a relatively large source-to-detector distance and a short object-to-detector distance, as displayed in Fig. 1. However, in regular cone-beam X-ray imaging systems, e.g., C-arm CBCT systems, such a large source-to-detector distance is not available. In such systems, perspective deformation remains an issue for applications like chest X-ray imaging and cephalometric analysis.

Alternative to specialized devices, to deal with perspective deformation, digitally reconstructed radiographs (DRRs) generated from an intermediate 3D volume are commonly used. For example, in dental CBCT, DRRs using orthogonal projection are used as synthetic cephalograms [5], which provide more cephalometric landmark accuracy.
Perspective deformation is also a common problem in optical imaging [18]–[21]. But optical images are reflection (surface) images, and such perspective deformation is typically caused by the distortion of camera lens. Therefore, perspective deformation in X-ray transmission imaging has a substantial difference from that in optical imaging. As a result, perspective distortion correction algorithms for optical imaging cannot be applied.

Learning perspective deformation in X-ray transmission imaging is a novel and important topic for CBCT and deep learning, which has great clinical impacts. Our work is the first one to formulate and address this problem in a framework using two views with the proposed framework being verified by experiments on multiple datasets. Specifically, the contributions of this work mainly lie in the following aspects:

a) Formulate the perspective deformation learning problem and provide a framework to investigate it;

b) Propose a simple complementary view setting, which provides bounding information and hence reduces uncertainty as well as required receptive field size for learning perspective deformation in X-ray transmission imaging;

c) Provide a practical way to identify which structures suffer from perspective deformation by assessing deviations between the two complementary views, which can be easily observed in an RGB stack of complementary views;

d) Demonstrate the efficacy of the proposed framework with representative networks, e.g., pix2pixGAN as a fully convolutional network (FCN) representative and TransUNet as a transformer representative;

e) Investigate the influence of spatial coordinate systems (Cartesian and polar space in particular) and geometric inaccuracy (rotation angles, source-to-isocenter distances, detector principal point shifts and respiratory motion);

f) Evaluate the efficacy of the proposed framework on multiple datasets, from simulated general spherical bead phantom data to DRRs calculated from real patients’ CT datasets (chest and head data) as well as acquired real CBCT projection data (knee data), which indicates the promising aspects of future real applications.

2 PROBLEM AND LEARNING FRAMEWORK

2.1 Perspective Deformation in CBCT

Perspective deformation can be described by perspective projection matrices in general CBCT systems. A perspective projection matrix \( P \) with a size of \( 3 \times 4 \) can be decomposed into an intrinsic parameter matrix \( K^{3 \times 3} \), a rotation matrix \( R^{2 \times 3} \) and a translation vector \( t^{3 \times 1} \),

\[
P = K[R][t].
\]

For a CBCT system with a source-to-detector distance \( D_{sd} \), a source-to-isocenter distance \( D_{si} \), a flat-panel detector pixel spacing \( s_u \) and \( s_v \), and its principle point coordinates \( p_u \) and \( p_v \) (where the principle ray hits at the detector), the intrinsic parameter matrix \( K \) is defined as follows [22],

\[
K = \begin{bmatrix}
D_{sd}/s_u & 0 & p_u \\
0 & D_{sd}/s_v & p_v \\
0 & 0 & 1
\end{bmatrix},
\]

where the presence of \( s_u \) and \( s_v \) converts physical coordinates to detector pixel coordinates. The rotation matrix \( R \) is determined by the camera orientation, i.e., the rotation angles along the three axes \( \theta_x, \theta_y \) and \( \theta_z \). The translation vector \( t \) is the location of the world origin in camera coordinates. With an initial state displayed in Fig. 2(a), \( t \) is \([0, 0, D_{si}]\) and \( R \) is the identity matrix \( I^{3 \times 3} \).

In a CBCT system, structures acquired in the flat-panel detector can be rebinned to a virtual detector located at the isocenter (Fig. 2(a)) to reduce the magnification factor caused by the ratio of \( D_{sd} \) to \( D_{si} \). The new intrinsic parameter matrix \( K' \) and projection matrix \( \hat{P} \) for the virtual detector is

\[
K' = \begin{bmatrix}
D_{si}/s'_u & 0 & p_u \\
0 & D_{si}/s'_v & p_v \\
0 & 0 & 1
\end{bmatrix},
\]

and

\[
\hat{P} = K'[R][t].
\]

When the virtual detector pixel spacing \( s'_u = s_u \cdot D_{si}/D_{sd} \) and \( s'_v = s_v \cdot D_{si}/D_{sd} \), the intrinsic parameter matrix \( K' \) is the same as \( K \) and hence the projection matrix \( \hat{P} \) remains the same as well. In the following, without the loss of generality an isotropic virtual detector pixel spacing \( s \) is used, i.e., \( s'_u = s'_v = s \).

The orthogonal projection with the same virtual detector has the following projection matrix [22],

\[
P = \begin{bmatrix}
1/s & 0 & p_u \\
0 & 1/s & p_v \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\hat{R} & 0 \\
0 & 1
\end{bmatrix},
\]

where \( \hat{R}^{2 \times 3} \) is formed by the first two rows of \( R \).

After rebinning into the virtual detector, structures in the mid-sagittal plane (where the virtual detector is located) have no magnification. However, structures in other sagittal planes are either magnified or shrunk depending on their
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Fig. 3. Properties of perspective deformation in Cartesian and polar coordinate systems, given a fixed depth (m > 1 in the illustration as an example). The orientation and the length of an arrow reflect the direction and the magnitude of perspective deformation at the corresponding position. The red $3 \times 3$ grids represent $3 \times 3$ convolutional kernels.

Fig. 4. The pipeline for learning perspective deformation.

2.2 Key Issues

To learn perspective deformation, two key issues need to be addressed: view design and generative model choice.

**View design:** As perspective projection matrices are underdetermined, learning perspective deformation from a single view leads to nonunique solutions. Therefore, an auxiliary view is necessary. In practice, an orthogonal view is commonly used to provide depth information. Such depth information can be estimated by human experts with their domain knowledge and experience. Instead, two complementary ($180^\circ$) views look very similar to humans and hence are rarely used in practice. In this work, the following two questions will be addressed: Is an additional auxiliary view beneficial as well for a neural network to learn perspective deformation? Is an orthogonal view better than a complementary view as well for a neural network to learn perspective deformation?

**Generative model choice:** Converting perspective projection images into orthogonal projection images is an image-to-image generation task. Hence, various state-of-the-art generative models can be applied, for example, FCNs [26] and transformer-based networks [27], [28]. As described in Subsection 2.1, perspective deformation is position dependent. Are FCNs and transformers capable of learning such position dependent features? Since radial deformation in Cartesian space becomes translational in polar space as displayed in Fig. 3(b), is it better for FCNs or transformers to learn perspective deformation in polar space than Cartesian space? Learning perspective deformation typically requires considering long-range dependencies. Are FCNs with limited perceptual fields able to learn it? Will transformers perform better than FCNs in this task? There is always a gap between research experimental data and real-world data. Are the models sensitive to geometric system errors? Will the models generalize well in real data? The above questions will be explored in this work.
2.3 Framework for Learning Perspective Deformation

To address the key issues described above, a framework for learning perspective deformation is proposed in Fig. 4, which is explained in detail in the following.

3 View Design

3.1 Geometric Modelling

3.1.1 Perspective deformation learning via a single view

Perspective projection matrices are underdetermined. As a result, the same perspective projection point \( \hat{a} \) corresponds to nonunique points in the imaged object, which are located at its back-projection line, i.e.,

\[
 l = P^+ \hat{a},
\]

where \( \dagger \) stands for pseudo inverse. For example, in Fig. 2(b), the black point can be located anywhere along the red solid ray, if no depth information is available. Therefore, all the points along the red dashed line, including the blue point, are potential orthogonal projection candidates of the red point. Here the red dashed line is the orthogonal projection of its back-projection (OPBP) on the virtual detector,

\[
 l_{\text{OPBP}} = P P^+ \hat{a}.
\]

As a consequence, it is very challenging to learn perspective deformation from one single view. Therefore, a second view is necessary.

3.1.2 Perspective deformation learning via dual orthogonal views

In practice, biplanar X-ray systems \([23]–[25]\) are widely used in interventional surgery for depth estimation. In a biplanar system, an additional orthogonal view is utilized, as illustrated in Fig. 2(c). Given the updated rotation matrix \( R \) with \( 90^\circ \) rotation along the Y-axis, \( R = [0, 0, -1; 0, 1, 0; 1, 0, 0] \), the perspective projection matrix \( P_{90^\circ} \) for the orthogonal view is obtained. Correspondingly, the perspective projection of \( a \) is,

\[
 \hat{a}_{90^\circ} = P_{90^\circ} a = \begin{bmatrix}
 \frac{D_z}{D_z + x} & \frac{y}{D_z + x} & p_u \\
 \frac{D_z}{D_z + x} & \frac{y}{D_z + x} & p_v \\
 1 & & 1
\end{bmatrix}.
\]

Hence, the point-to-point distance from two orthogonal views in the same detector pixel coordinates can be calculated as the following,

\[
 d_{90^\circ} = ||\hat{a}_{90^\circ} - \hat{a}||.
\]

Ideally, two views of the same point of interest can determine its 3D position, which is the intersection point of the two corresponding rays. For example, the black point in Fig. 2(c) is the intersection point of the red and green solid lines. In the \( 0^\circ \)-view virtual detector, ideally the orthogonal projection of a point can be determined as well by the intersection point of two OPBP lines. For example, in Fig. 2(c) the target blue point is the intersection point of the red and green dashed lines, where the green dashed line is defined as,

\[
 l_{\text{OPBP}, 90^\circ} = P P^+ \hat{a}_{90^\circ}.
\]

Alternatively, the target blue point is determined by moving the red point along the radial direction to the green dashed line. Such ideal cases are based on the assumption that the point-to-point correspondence from two views is determined. However, for different points \( a \) in the imaged object, \( d_{90^\circ} \) has a large variance as it depends not only on the depth \( z \) in the \( 0^\circ \) view but also the depth \( x \) in the \( 90^\circ \) view. As a consequence, such correspondence is very challenging to determine.

As an illustrative example, the two perspective projection images from two orthogonal views for a 3D bead phantom are displayed in Fig. 5. To better compare the perspective projection images from the two orthogonal views, an RGB image is formed in Fig. 5(d), where the red and blue channels use images from the \( 0^\circ \) perspective view, while the green channel uses images from the \( 90^\circ \) perspective view. Here we fill up three channels so that pixels, which have similar intensity from both views, appear grey such as the background cylinder area. In the formed RGB image, the magenta beads from the \( 0^\circ \) view and the green beads from \( 90^\circ \) view are located in different positions. Similarly, an RGB image consisting of the \( 0^\circ \) perspective projection image (red and blue channels) and the \( 90^\circ \) OPBP image (green channel) is displayed in Fig. 5(e). In Fig. 5(d) the bead-to-bead (or point-to-point) correspondence between two views is not straightforward because of the large number of beads. It is the same for the bead-to-stripe (point-to-line) correspondence in Fig. 5(e). Therefore, it is challenging for neural networks to learn perspective deformation from two orthogonal views.

3.1.3 Perspective deformation learning via dual complementary views

In contrast to practice, an additional complementary (\( 180^\circ \)) view (Fig. 2(d)) is proposed in this work for learn-
ing perspective deformation. Given the updated rotation matrix \( R \) with 180° rotation along the Y-axis, \( R = [-1, 0, 0; 0, 1, 0; 0, 0, -1] \), the perspective projection matrix \( \bar{P}_{180°} \) for the complementary view is obtained. Correspondingly, the perspective projection of \( a \) is,

\[
\bar{a}_{180°} = \bar{P}_{180°} a = \begin{bmatrix}
\frac{D_x}{D_0} & \frac{x}{s} + p_u \\
\frac{D_y}{D_0} & \frac{y}{s} + p_v \\
\frac{D_z}{D_0} & \frac{z}{s} + p_r
\end{bmatrix}.
\]

Compared with \( \bar{a} \) in Eqn. (8), only the signs of \( x \) and \( z \) are changed. Here \( m' = D_{si}/(D_{si} - z) \) is the magnification factor from the 180° view. In Fig. 2(d), it is easily observed that the OPBP line of \( \bar{a}_{180°} \) is identical to that of \( a \),

\[
l_{\text{OPBP,180°}} = \bar{P}_{180°} \bar{a}_{180°} = l_{\text{OPBP}},
\]

as the blue, red and green points are collinearly located in \( l_{\text{OPBP}} \).

By horizontally flipping the perspective projection of the complementary view with respect to the principal point, the 180° view perspective projection image is switched to 0° view detector pixel coordinates, i.e.,

\[
\bar{a}'_{180°} = \begin{bmatrix}
\frac{D_0}{D_x} & \frac{x}{s} + p_u \\
\frac{D_0}{D_y} & \frac{y}{s} + p_v \\
\frac{D_0}{D_z} & \frac{z}{s} + p_r
\end{bmatrix}.
\]

The point-to-point distance from two complementary views can be calculated as the following,

\[
d_{180°} = ||\bar{a}'_{180°} - \bar{a}|| = |m' - m|\rho_0.
\]

A complementary view in parallel-beam X-ray imaging is fully redundant after flipping. However, in cone-beam X-ray imaging, because of the cone-angle, the complementary view provides additional beneficial information about the position of a target point. More specifically, with the constraint \( 1/m + 1/m' = 2 \), one of \( m \) and \( m' \) is \( \geq 1 \) and the other is \( \leq 1 \). Because of this, \( \bar{a} \) is located between \( \bar{a} \) and \( \bar{a}'_{180°} \). Hence, a complementary view straightforwardly provides an interval where the orthogonal projection of the target point should be located. For example, in Fig. 2(d) the blue point is located between the red point and the green point. Therefore, the relative position of \( \bar{a} \) in the interval of \( \bar{a} \) and \( \bar{a}'_{180°} \) can be determined by the following ratio \( \alpha \),

\[
\alpha = d_{PD}/d_{180°}.
\]

Note that when and only when \( z = 0 \), which is \( m' = m = 1, d_{180°} \) and \( d_{PD} \) both equal to 0. This provides a practical way to observe which structures suffer from perspective deformation by assessing deviations between the two complementary views.

The orthogonal and perspective projection images of the same 3D bead phantom in a complementary view setting are displayed in Fig. 6. Fig. 6(c) shows the perspective deformation, which is the difference between the perspective projection (Fig. 6(b)) and the orthogonal projection (Fig. 6(a)) from the 0° view. Fig. 6(c) clearly demonstrates that the magnitude of perspective deformation increases from the center outwards radially. The 180° perspective projection image is displayed in Fig. 6(d) and its difference with respect to the 0° perspective projection is displayed in Fig. 6(e). Fig. 6(e) is similar to Fig. 6(c) in bead areas, which illustrates that the deviation between two complementary views has strong correlation to perspective deformation. To integrate such dual-view information, like Fig. 5(d), we convert the perspective projections images from the 0° and 180° views to a 3-channel RGB image in Fig. 6(f). The red and blue channels use images from the 0° view, while the green channel uses images from the 180° view. In the RGB images, the color reveals the intensity difference between the 0° and 180° perspective projection images. Grey areas contain close intensity values from both views. Instead, magenta and green areas indicate larger intensity values from the 0° and 180° views respectively, where perspective deformation correction is necessary. They correspond to the positive (bright) and negative (dark) areas in the difference image in Fig. 6(e). In Fig. 6(f), the magenta beads and their corresponding green beads are located close to each other, which allows a network with limited receptive field size to capture bead-to-bead (point-to-point) dependency.

3.2 Uncertainty Analysis

The distributions of point-to-point distances \( d_{PD}, d_{09°}, \) and \( d_{180°} \) for an exemplary cylinder object (diameter 320 mm, height 320 mm) in a CBCT system with \( D_{si} = 600 \) mm are numerically analyzed in Fig. 7(a). The distances are multiplied by the detector pixel spacing and displayed in physical units mm. Fig. 7(a) shows that the perspective deformation \( d_{PD} \) is mainly distributed in a range of [0, 55] mm, which indicates the minimum size of receptive fields for neural networks to learn perspective deformation. For orthogonal views, \( d_{09°} \) is distributed in a wide range of [0, 280] mm, which requires long-distance dependency and imposes large
uncertainty for neural networks to learn perspective deformation. In striking contrast, $d_{180°}$ is mainly distributed in a range of $[0, 90]$ mm, within the double distance of $d_{PD}$. Moreover, the distribution of $\alpha$ is displayed in Fig. 7(b). When $D_{ai} = 600$ mm, $\alpha$ is distributed in a narrow range of $[0.364, 0.636]$. When $D_{ai}$ increases to 750 mm, $\alpha$ is distributed in a narrower range of $[0.395, 0.605]$. The distributions of $\alpha$ indicates that $\tilde{a}$ is located near the middle point of $\tilde{a}$ and $a_{180°}′$, which drastically reduces uncertainty. Due to the relatively short-distance dependency and low uncertainty, learning perspective deformation with complementary views is more effective for neural networks than orthogonal views or a single view.

4 Generative Model Choice

4.1 Neural Networks

Various state-of-the-art as well as newly emerging generative neural networks can be plugged into our framework in Fig. 4 to learn perspective deformation. As described in Subsection 2.1, perspective deformation is position dependent. Such position dependency can be learned by transformer-based networks, e.g., the vision transformer (ViT), where a position embedding is typically used to extract position-dependent features. FCNs are effective in learning translational features, but are suboptimal, or even incapable of learning rotational features in general. Therefore, for FCNs, learning perspective deformation in polar space is expected to be advantageous over learning directly in Cartesian space, since radial deformation in Cartesian space becomes translational in polar space as displayed in Fig. 3(b).

In this work, two representative neural networks are evaluated as demonstration examples for the proposed framework: Pix2pixGAN [26] as a representative of FCNs and TransU-Net [28] as a representative of transformers.

Pix2pixGAN uses a standard U-Net as its generator and a 5-layer CNN as its discriminator. It is trained with the adversarial loss and the $\ell_1$ loss together with the perceptual loss using the pretrained VGG-16 model.

For tasks that require long-range dependencies, FCNs exhibit limited performance due to the intrinsic locality of convolution operations. Transformers are capable of learning long-range relationships and transferring to downstream tasks under large-scale pre-training. Vision transformer (ViT) [27], the pioneer network from language to vision, and its variants [28]–[30] have demonstrated success in various computer vision tasks. However, ViT-based transformers have the limitation of low resolution in computer vision tasks which require dense inference [28], [29], e.g., semantic segmentation and image synthesis. This is because transformers treat image patches as 1D token sequences and exclusively focus on modeling global contexts, which result in low-resolution features [28]. Such transformers are sufficient for coarse-scale image classification and segmentation tasks, but not for image synthesis (a regression task) in this work. TransU-Net is a hybrid CNN-Transformer network built upon ViT, which leverages both high-resolution spatial information from CNN features and global context with long-range dependencies from transformers [28]. In this work, the encoder of TransU-Net uses ResNet50 + ViT-B/16 configuration. The decoder is the expansive path of a regular U-Net.

4.2 Proof-of-Concept Experiment

The above described methods for learning perspective deformation are investigated on simulated bead phantom data as a proof-of-concept experiment. One reference image in Cartesian and polar coordinates is displayed in Fig. 8, while its corresponding Pix2pixGAN predictions with different configurations are displayed in Fig. 9. Fig. 8(c) demonstrates the appearance of perspective projection images from complementary views in the polar coordinates, where the network only needs to move a bead horizontally to a position between its corresponding magenta and green pair. To save space, other input images are not displayed. In Fig. 9, the prediction results are displayed in (a)-(f), while their error images are displayed in (g)-(l). Fig. 9(a) and Fig. 9(g) use the single 0° view. In Fig. 9(a), many beads are distorted, losing their circular shapes. They are blurry as well. Although the background cylinder is restored to have a rectangular shape, aliasing is observed. In Fig. 9(d), the beads have better shapes and less blur than those in Fig. 9(a). However, artifacts occur near certain beads and some tiny beads are still blurry. The error images in Fig. 9(g) and Fig. 9(j) also show that learning perspective deformation in polar coordinates is better than that in Cartesian coordinates. The results of dual orthogonal views using 0° and 90° OPBP input images (like Fig. 5(e)) are displayed in Fig. 9(b) and Fig. 9(e). Compared with Fig. 9(a), Fig. 9(b) has less aliasing and less shape distortion. However, Fig. 9(b) indicates that the error in Fig. 9(b) is still large, which has a root-mean-square error (RMSE) value of 6.41. The results of dual complementary

![Fig. 7. Numerical uncertainty analysis for different view settings: (a) The distributions of point-to-point distances when $D_{ai} = 600$ mm; (b) the distribution of ratio $\alpha$ in a complementary view setting for $D_{ai} = 600$ mm and $D_{ai} = 750$ mm.](image)

![Fig. 8. The reference image in Cartesian and polar coordinates and its perspective projection images in polar coordinates in the complementary view.](image)
views are displayed in Fig. 9(c) and Fig. 9(f). In Fig. 9(c), aliasing still remains. In Fig. 9(f), all the beads have decent appearance. Among all the error images, Fig. 9(l) has the least error.

For overall image quality comparison, the mean RMSE and structure similarity index measurement (SSIM) values for the prediction results with different configurations are displayed in Tab. 1. In addition to the results in Fig. 9, three more results are included for comparison: a) combining 0° and 90° perspective projection images naively like Fig. 5(d) as the input of the neural network, denoted by “0° & 90° naive” in Tab. 1; b) Using the difference image between 0° and 180° perspective projection images like Fig. 6(c) as the third channel of the RGB image instead of using the 0° perspective projection again, denoted by “0° & 180° +” in Tab. 1; c) The direct combination of 0°, 90°, and 180° perspective projection images as the three channels of an RGB input, denoted by “0°, 90°, & 180°”. The experiments of “0° & 180°” are repeated ten times to avoid the influence of random weight initialization. Regarding image space, Tab. 1 demonstrates that learning perspective deformation in polar coordinates can drastically improve image quality for Pix2pixGAN compared with that in Cartesian coordinates.

Regarding acquisition views, with the naive combination of orthogonal views, the RMSE values have no considerable improvement over those with a single view. With OPBP, the RMSE is 0.35 less, which is not a large improvement, although it demonstrates that an orthogonal view with OPBP is beneficial for learning perspective deformation. Regarding using the difference image as the third channel (comparison between “0° & 180° +” and “0° & 180°”), it improves image quality in Cartesian coordinates. However, in polar coordinates, it has no large influence on the image quality. In addition, naively combining three views (“0°, 90°, & 180° +”) has no considerable improvement compared with “0° & 180°”. All in all, Tab. 1 recommends using two complementary views in polar coordinates for Pix2pixGAN to learn perspective deformation.

To save space, the TransU-Net predictions of the same image in Fig. 9 are displayed in Fig. 6 in the supplementary material. The quantitative evaluation of TransU-Net using different spatial coordinate systems with different views are displayed in Tab. 1 as well. Regarding spatial coordinate systems, learning perspective deformation has comparable performance in the Cartesian space and the polar space for TransU-Net, although learning in the polar space has slightly better performance. Regarding acquisition views, consistent with Pix2pixGAN, using complementary views in general is better than using orthogonal views or a single view for TransU-Net. Regarding the choice of “0° & 180° +” or “0° & 180°” for view combination, further discussion can be found in the supplementary material.

5 Experiments on patient data

To evaluate the generalizability of the proposed complementary view setting, further experiments on projection data simulated from patients’ CT datasets (including chest and head CT data) as well as real CBCT projection data are performed. The real data contains twenty cadaver knee
scans from a Siemens Healthcare CBCT scanner. The reference images for real data are orthogonal projection images of iterative reweighted total variation reconstruction [31] volumes from measured CBCT projection data. More details on the datasets are described in the supplementary material.

5.1 Chest Data

The results of one patient in chest X-ray imaging are displayed in Fig. 10, where the cardiothoracic ratio is assessed as an exemplary clinical application [32]. In the reference image (Fig. 10(a)), the maximal horizontal cardiac diameter (MHCD) and the maximal horizontal thoracic diameter (MHTD) are indicated by two green horizontal lines. Its cardiothoracic ratio is 0.4237. In the 0° perspective projection image (Fig. 10(b)), all the anatomical structures can be visualized with fine resolution. However, due to perspective deformation, anatomical structures, e.g. the ribs and the spine, are deformed. The deformations are visualized better in the difference image Fig. 10(c). Compared with the ribs and the spine, the heart has less deformation as its location is closer to the isocenter. In Fig. 10(b), the MHCD and the MHTD are indicated by two red horizontal lines, while the green lines are those of the reference image. While the MHCD has changed little from 10.47 cm to 10.16 cm, the MHTD has changed considerably from 24.71 cm to 25.40 cm. As a consequence, the cardiothoracic ratio becomes 0.4002, which is below the normal range of 0.42 - 0.50 [32]. The result of learning perspective deformation from 0° single view is displayed in Fig. 10(d), where the MHCD and the MHTD are 10.63 cm and 24.71 cm, respectively. The MHTD of Fig. 10(d) is the same as that of the reference image. This is also reflected by the difference image Fig. 10(g), where the lower ribs have small errors. However, the upper ribs as well as the spine still have considerable errors. The results of perspective deformation learning from 0° & 180° views in Cartesian and polar coordinates are displayed in Fig. 10(e) and Fig. 10(f), respectively. The measured MHCDs and MHTDs in these two images are very close to the reference ones. Hence, their cardiothoracic ratios, 0.4214 and 0.4240 respectively, are close to the reference ratio as well. In the difference images (Fig. 10(h) and Fig. 10(i)), the errors of ribs and spine decrease as their boundaries are no longer apparently visible. Nevertheless, Fig. 10(i) has less error than Fig. 10(h), achieving the smallest RMSE value of 3.83. The quantitative evaluation of all the 162 testing datasets is displayed in Tab. 2, where learning perspective deformation from two complementary views in polar coordinates achieves the least RMSE 4.98 and highest SSIM 0.9517, demonstrating the superiority of learning perspective deformation from two complementary views in polar coordinates.

The TransU-Net results are displayed in Figs. 10(j)-(l). Compared with their corresponding Pix2pixGAN results, the TransU-Net prediction images are more blurry, although the same perceptual loss is used. The error images in Figs. 10(m)-(o) indicate that TransU-Net reduces perspective deformation better with complementary views than a single view. The quantitative evaluation in Tab. 2 shows that TransU-Net cannot effectively reduce perspective deformation with a single view. With complementary views in both Cartesian and polar coordinate systems, TransU-Net achieves comparable performance, which is still considerably worse than that of Pix2pixGAN. The inferior performance of TransU-Net to Pix2pixGAN on the chest data is potentially caused by the repetitive nature of the segmental rib anatomy, which leads TransU-Net to be ineffective in extracting position-dependent features.

5.2 Head Data

The results of one exemplary patient for cephalometric imaging are displayed in Fig. 11. In the 0° perspective
projection image (Fig. 11(b)), because of perspective deformation, anatomical structures from the left and right sides do not overlap well, especially for the mandible as indicated by the red arrow in Fig. 11(b). It causes inaccuracy in determining the cephalometric landmark of the gonion. The difference of Fig. 11(b) to the reference Fig. 11(a) is displayed in Fig. 11(c). A scale bar of 2 mm is displayed in Fig. 11(c), as 2 mm is the clinically acceptable precision for cephalometric landmark detection. It is obvious that many anatomical structures in the 0° perspective projection images have position shifts larger than 2 mm. In the prediction image (Fig. 11(d)) using a single 0° view in Cartesian coordinates, perspective deformation is displayed to some degree, as revealed by their difference images in Fig. 11(e) and Fig. 11(f), respectively. Both images have little perspective deformation, as revealed by their difference images in Fig. 11(h) and Fig. 11(i). Nevertheless, in Fig. 11(e), two dark regions are indicated by the two arrows, which are better visualized in the difference image Fig. 11(g). For example, the mandible region has less error. However, Fig. 11(g) also indicates that many bony structures still have deviations larger than 2 mm. The results of learning from dual complementary views in Cartesian and polar coordinates are displayed in Figs. 11(j)-(o). Both images have little perspective deformation, as revealed by their difference images in Fig. 11(h) and Fig. 11(i). Nevertheless, in Fig. 11(e), two dark regions are indicated by the two arrows, which are better visualized in the difference image Fig. 11(h). The results of TransU-Net are displayed in Figs. 11(j)-(o). Fig. 11. Perspective deformation learning in one exemplary patient case for cephalometric imaging. In (b), the left and right sides of the mandible do not overlap well, as indicated by the arrow. In (c), a scale bar of 2 mm is displayed (zoom in for better visualization), as 2 mm is the clinically acceptable precision for cephalometric landmark detection. In (e), (h) and (j), incorrect areas are marked by the red arrows.

![Fig. 11. Perspective deformation learning in one exemplary patient case for cephalometric imaging.](image)

**Table 3**

Quantitative evaluation of different methods on head data.

| Method   | Metric         | 0° input perspective | 0° | 0° & 180° (Cart.) | 0° & 180° (Polar) |
|----------|----------------|----------------------|----|------------------|------------------|
| Pix2pix  | RMSE           | 10.69                | 7.35 | 4.38             | 3.32             |
| GAN      | SSIM           | 0.9680               | 0.9253 | 0.9476         | 0.9625         |
| Trans    | RMSE           | 10.69                | 8.13 | 3.36             | 2.23             |
| U-Net    | SSIM           | 0.9680               | 0.9257 | 0.9682         | 0.9719         |

![Fig. 12. The distribution of model performance over system errors for Pix2pixGAN with 0° and 180° polar inputs.](image)
5.3 Robustness to System Errors

The robustness of Pix2pixGAN to geometric inaccuracy using 0° and 180° polar inputs on the bead phantom and chest data is displayed in Fig. 12. Here we focus on Pix2pixGAN due to its persistence of decent performance on multiple datasets described above. In Fig. 12(a), the RMSE values over rotation errors (i.e., the amount of deviation to 180° for the second view) are displayed. When the rotation error increases from 0° to 4.0°, RMSE increases from 1.22 to 2.72 on the bead phantom data, while it increases from 4.98 to 8.20 on the chest data. Nevertheless, within the mechanically achievable calibration accuracy of 0.5°, RMSE increases from 1.22 to 1.26 (3.3% more) on the bead phantom data and from 4.98 to 5.08 (2.0% more) on the chest data.

In Fig. 12(b), the RMSE values over source-to-isocenter distance $D_s$ errors are displayed, where the Pix2pixGAN model is trained with $D_s = 750$ mm. On both datasets, when new test data is acquired in a CBCT system with shorter source-to-isocenter distances than 750 mm, obvious RMSE increase is observed. In contrast, when new test data is acquired in a CBCT system with longer source-to-isocenter distances than 750 mm, RMSE increases relatively slower. For example, when $D_s = 650$ mm, RMSE increases from 1.22 to 3.40 for the bead phantom data and from 4.98 to 6.02 for the chest data; when $D_s = 850$ mm with the same 100 mm deviation, RMSE increases from 1.22 to 2.03 for the bead phantom data and from 4.98 to 5.13 for the chest data. For a deviation of 10 mm which is within the achievable calibration accuracy range, RMSE increases from 1.22 to 1.28 (4.9% more) for the bead phantom data and from 4.98 to 5.04 (1.2%) for the chest data.

In Fig. 12(c), the RMSE values over the relative shifts of the two principal points on complementary views are displayed. The detector principal point shift is caused by mechanical instability. It is illustrated in the supplementary material (Fig. 2 and Fig. 3), where the principal point of the 0° view is rebinned to the virtual detector center and the shift distance is measured in the virtual detector. When the shift increases from 0 mm to 20 mm, RMSE increases from 1.22 to 3.73 on the bead phantom data, while it increases from 4.98 to 7.15 on the chest data. In practice, such shift can be controlled in the range of 3.5 mm. For example, in the real data used in this work, the majority of principal point shifts are within 10 pixels (1.6 mm in the virtual detector) and all the views are within 20 pixels (3.2 mm). Within this range (3.2 mm), RMSE increases from 1.22 to 1.31 (6.9% more) on the bead phantom data and from 4.98 to 5.05 (1.4% more) on the chest data.

To investigate the influence of respiratory motion in the Pix2pixGAN model, a 4D lung dataset [33] is used like the chest data. In this dataset, one breath cycle is divided into 10 phases. Different phase combinations from 20 patients, in total 2000 input pairs are used for evaluation. Without phase difference (no motion influence), the mean RMSE is 6.64. Note that all the parameters to generate the 4D lung test projection data are the same as those for the chest data. The main difference is that the original volumes in the 4D lung dataset have a coarse slice distance of 3 mm, while those in the previous chest data mainly have a slice distance of 1 mm. Because of this resolution difference, the baseline RMSE changes from 4.98 to 6.64. In Fig. 12(d), when the phase differs from 1 to 5, the largest anatomical deformation caused by respiratory motion is reached. Correspondingly, RMSE increases from 6.81 to 7.53. When the phase differs from 5 to 9, RMSE decreases to 6.81 again. With additional respiratory motion tracking surrogates and gating techniques as in [33], respiratory motion can be controlled within one phase for two CBCT views. In this case, RMSE increases from 6.64 to 6.81, which is only 2.5% more.

5.4 Real Knee Data with Metal Implants

The complementary view setting for learning perspective deformation is also evaluated on real CBCT projection data. In this evaluation, real CBCT projection data from a dataset of knees with metal implants is used for testing, while DRRs created from volumetric CT datasets with inserted metals is used for training. Three exemplary DRR perspective projection images for training are displayed in Fig. 13, in which synthetic metal implants are inserted [34]. The appearance, e.g., image contrast and metal image resolution, of such DRR training images is different from that of real projection images in Fig. 14. In Fig. 14, the results for three knees, with and without metal implants, are displayed. The first and second rows are the 0° and 180° perspective projections, respectively, rebinned to the virtual detector with geometric calibration based on their respective principal points and projections of the world origin. The third row displays their difference images, where the magnitude of deviation increases from the center towards the outside like it does in DRRs with an ideal scan trajectory (e.g., Fig. 6(e)), although real projection data suffer from various physical effects like beam hardening and Poisson noise. The fourth row displays the RGB stacks of 0° and 180° perspective projection images. The magenta and green regions indicate structures with considerable perspective deformation, for example, the knee patella in Fig. 14(j), the top parts of the two metals in Fig. 14(k), and the bottom two screws in Fig. 14(l). The fifth row displays reference images, which are orthogonal projections of iterative reconstruction volumes from measured CBCT projection data. In the reference images, a total of five landmarks are selected, with the positions being marked by the green dots: In Fig. 14(m), two positions at the edges of the knee patella are marked, In Fig. 14(n) and Fig. 14(o), one position at the left edge of the fibula is marked for each image. In addition, a rectangular frame for the two metals is marked by the green dashed...
lines, while its width and height are indicated by the green solid lines, which are 29.71 mm and 111.99 mm, respectively. In Fig. 14(o), the centerlines of the bottom two screws are sketched by the green lines, which have the lengths of 17.14 mm (middle screw) and 19.38 mm (bottom screw). The corresponding rectangular frame for the two metals and the screw centerlines in the perspective projection images are marked as well, but in red color. In Fig. 14(b), the width and height of the metals are 32.56 mm and 109.85 mm, which have deviations of 2.84 mm and -1.95 mm to the reference ones, respectively. In Fig. 14(c), the centerline lengths are 18.91 mm and 19.54 mm, which have deviations of 1.77 mm and 0.16 mm, respectively. Although the bottom screw has little length deviation to the reference, the orientations of both screws are obviously deviated. The sixth row shows the results of Pix2pixGAN using 0° and 180° polar inputs. For all of the landmarks, the green reference dots are all located accurately in the Pix2pixGAN images. The rectangular reference frame also accurately covers the metals in Fig. 14(q).

In Fig. 14(r), although the two red centerlines do not exactly overlap with the green one, they are very close in lengths and orientations. Please zoom in for better visualization.

The region-of-interest covering the cavity/fracture structures indicated by the red arrow in Fig. 14 has been enlarged in Fig. 15 for better visualization of image resolution. In the real 0° perspective projection ROI (Fig. 15(a)), the cavities and bone edges appear sharp. The presence of Poisson noise can also be visualized to some degree. In the DRR reference ROI (Fig. 15(b)), the cavities and bone edges appear blurry. This is likely caused by the partial volume effect in the intermediate 3D reconstruction volumes. In the Pix2pixGAN output (Fig. 15(c)), there is a slight smoothing effect. For example, the fine edge indicated by the arrow is blurred and the Poisson noise is reduced. But in general, image resolution is preserved for most anatomical structures, e.g., the cavities.
Fig. 16. An exemplary phantom contains tiny beads, where false positive and false negative tiny beads are observed. (a) is the reference image, where five zoomed-in ROIs (No. 1-5) are displayed. (b) is the Pix2pixGAN prediction image (in Cartesian form) using two complementary views in polar coordinates, where the tiny beads in ROIs No. 1-4 are hardly visible (completely missing in ROIs No. 1 and 2, while blurred in the wrong locations in ROIs No. 3 and No. 4). The tiny bead in ROI 5 of (b) does not exist in the reference image (a). (c) is the difference image.

Fig. 17. An example of perspective deformation learning from the chest data. The ROIs in (a)-(c) are displayed in (d)-(f) respectively. The tiny metal implants in (d) and (e) are missing in (f).

**6 LIMITATIONS**

In the experiments on numerical bead phantom data, false positive and false negative beads are observed, especially for tiny beads. The results of an exemplary phantom containing tiny beads are displayed in Fig. 16. Fig. 16(a) is the reference image where five zoomed-in regions-of-interest (ROIs) (No. 1-5) are displayed. Fig. 16(b) is the prediction image (in Cartesian form) using two complementary views in polar coordinates. The tiny beads in ROIs No. 1-4 are hardly visible. The tiny beads in ROIs No. 1 and 2 are completely missing, which are false negative cases. The tiny beads in ROIs No. 3 and No. 4 are blurred with very low contrast, and they are in wrong locations. The tiny bead in ROI 5 of Fig. 16(b) does not exist in the reference image, which is a false positive case. After checking the corresponding polar image, we observe that the tiny beads are visible in the polar image despite of low contrast. Hence, the neural network is the main reason for the missing of tiny beads instead of resampling.

For experiments on simulated anatomical data, similar to the results in the numerical bead phantom experiments (Fig. 16), tiny structures, which are around 1 mm in radius, cannot be reconstructed reliably, especially when such structures are not present in the training data. For example, the tiny metal implants in Fig. 17(d) and Fig. 17(e), probably vessel stents, are hardly visible in Fig. 17(f).

In the real cadaver data, certain metal implants are distorted in Pix2pixGAN predictions. For example, the long metal rod indicated by the red arrow is no longer straight in Fig. 18(c), although its position is between the corresponding magenta and green rods in Fig. 18(b). Another limitation is that certain structures like thin K-wires from 0° and 180° perspective projection images will remain as shadows in the Pix2pixGAN prediction, for example, those indicated by the blue arrows in Fig. 18(c).

In practice, the perspective deformation corrected image can be compared with the input perspective images to check whether false positive and false negative structures occur.

**7 DISCUSSION**

The RGB stack of two complementary views provides a practical way to identify which structures suffer from perspective deformation, as displayed in Fig. 6(f) and Figs. 14(i)-(l). Note that this is a sufficient but not necessary condition. The colorful structures, which deviate between two complementary views, must suffer from perspective deformation, given sufficient geometric calibration. However, certain structures which appear grey may also suffer from perspective deformation, due to the symmetry with respect to the virtual detector. For example, the grey cylinder background in the bead phantoms (Fig. 6(f)) also suffers from perspective deformation. Nevertheless, the networks are still able to correct these regions, as displayed in Fig. 9. This indicates that the networks exploit not only geometric features provided by the complementary view but also object/task-specific features for learning perspective deformation. Human anatomical structures are approximately symmetric with respect to the body’s mid-sagittal plane. However, the mid-sagittal plane typically does not overlap with the virtual detector plane in practice. Therefore, structures with perspective deformation are still indicated by colors (See Fig. 7 in supplementary material). Such geometric information can still be exploited by neural networks, as demonstrated by the superior performance of the complementary view setting on the chest and head data (Fig. 10 and Fig. 11).

Since gantry rotation is not needed for perspective deformation learning from dual orthogonal views in blipanar X-ray systems, it provides more convenience than learning from dual complementary views in practice. Therefore, there is still value for learning perspective deformation from
dual orthogonal views. Learning perspective deformation using two orthogonal views did not have satisfactory performance in this work (Tab. 1). This is due to the large uncertainty for neural networks in learning point-to-point correspondences, as shown in Fig. 7. When the number of beads is not large, it is easy for human visual systems to determine such correspondences based on the size and intensity information. However, learning feature correspondences, e.g. point-to-point correspondences, from two views is still a challenging task for neural networks. Currently, many efforts are being devoted to this topic [35]–[37]. Nevertheless, it is still open for solutions. An exploration of correspondence learning and semantic reasoning in transmission images is a potential direction to improve perspective deformation learning from dual orthogonal views. Another potential direction is to seek an intermediate 3D reconstruction from two orthogonal views [25], [38]. However, the current state-of-art algorithms have insufficient accuracy to generate orthogonal projection images from such 3D volumes yet. For example, apparent distortions in the heart anatomical structures are observed in Fig. 3 of [38]. Further research to improve such few-view reconstruction image quality is necessary for our application.

A gap between simulated and real X-ray images typically exists. In our work, appearance difference in image contrast and image resolution is observed in Fig. 13 and Fig. 14. Depending on the specific applications, domain adaptation techniques [39], [40] are necessary for deep learning models trained on synthetic data to generalize well to real test data. However, for various applications, deep learning models trained on synthetic data exclusively have been reported effective on real data directly [41]–[43]. The Pix2pixGAN and TransU-Net models trained on synthetic data (Fig. 13) have certain generalizability to real cadaver data in this work, as demonstrated by the results in Fig. 14 where the landmark positions like the knee patella are predicted accurately. Although real projection data suffer from various physical effects like beam hardening and Poisson noise, the magnitude of deviation between two complementary views in real data increases from the center towards the outside in a similar manner to DRRs with an ideal scan trajectory. This is the foundation for our model trained from DRRs to generalize to real data.

The influence of geometric inaccuracy such as source-to-isocenter distance error, rotation angle error, shift of detector principal point, and error caused by respiratory motion have been investigated in Fig. 12. The results reveal that the Pix2pixGAN model using the complementary view setting has certain robustness to system errors within the geometric calibration accuracy and mechanical manufacturing accuracy. This indicates that one model trained for one CBCT scanner can potentially generalize to other CBCT scanners of the same type (with the same system configurations but slightly different configuration parameters). Because of this, the model trained from synthetic data in an ideal circular trajectory can still predict satisfying results for data acquired in a real trajectory in our work (Fig. 14). To get better generalizability across different CBCT system setups, further techniques, e.g. using a conditional network [44], need to be explored.

The out-of-distribution (OOD) problem is one major obstacle to the practical use of deep learning algorithms. It is a common problem of all data-driven models, which is not specific to our application. The current practice to mitigate this problem is to train a model for a specific task with an as large as possible training dataset to cover various inference scenarios. With our limited access to real patient data, a comprehensive study on this issue is not possible at the current stage. Nevertheless, the real data experiments can provide some hints on the robustness and generalizability of our method in the presence of surgical tools, as metal implants like bulky metals, screws and K-wires are inserted. The real data experiments indicate that our proposed method is effective in the presence of bulky metal implants and surgical screws, as indicated by Fig. 14. However, for thin and long K-wires, our method has limited performance, since some shadows from perspective projection images remain and a straight rod is no longer straight in the prediction, as indicated by Fig. 18.

8 Conclusion

This work is a proof-of-concept study on learning perspective deformation in X-ray transmission imaging using a framework with two complementary views. The RGB stack of complementary views provides a practical way to identify which structures suffer from perspective deformation. The experiments on numerical bead phantom data demonstrate the advantage of complementary views over orthogonal views or a single view in learning perspective deformation. The study on spatial coordinate systems demonstrates that Pix2pixGAN as a FCN achieves better performance in polar space than Cartesian space, while TransU-Net as a transformer-based hybrid network achieves comparable performance (slightly worse) in Cartesian space to polar space. Further study shows that our method (Pix2pixGAN in particular) has certain tolerance to geometric inaccuracy such as source-to-isocenter distances, rotation angles, detector principal point shifts and respiratory motion within calibration accuracy. This indicates that one model trained from one CBCT scanner is applicable to other scanners of the same type. The experiments on the chest and head data demonstrate that our method has the potential for accurate cardiothoracic ratio measurement and cephalometric imaging. The experiments on real data demonstrate the robustness in the presence of bulky metal implants and surgical screws. All in all, our experiments in this work indicate the promising aspects of learning perspective deformation with a complementary view setting to empower conventional CBCT systems with more future applications.

Appendix A

Experimental Setup

A.1 Numerical bead phantoms

3D bead phantoms are generated to demonstrate the efficacy of our proposed algorithms for general perspective deformation learning. Each bead phantom is a cylinder containing spherical beads. The height and diameter of the cylinder are randomly generated, with values of 240 ± 16 mm and 225 ± 32 mm respectively. The background intensity value of the cylinder is a random value of 50 ± 35 HU. Small and
big beads have the sizes of 6.4 ± 1.6 mm and 16 ± 8 mm, respectively. Their intensities are either 3500 ± 350 HU or 6000 ± 1000 HU. The phantoms have a size of 512 × 512 × 512 voxels with a voxel size of 0.625 × 0.625 × 0.625 mm³. 200 bead phantoms are generated, with 185 phantoms for training, 5 phantoms for validation, and 10 phantoms for testing. Each phantom in the dataset contains approximately 50 spherical beads with random positions inside the cylinder. Note that the number of beads also varies randomly in the same data set.

For data augmentation, each phantom is rotated by 15°, 30°, . . . , 75°. This is equivalent to acquire projection data from the view angles of 15°, 30°, . . . , 75°. Hence, for each original phantom, six orthogonal projection images with their corresponding 0°, 90°, and 180° perspective projections images are acquired. This augmentation is applied to the training, validation, and test phantoms.

The projection images in Cartesian coordinates have an image size of 512 × 512 with a pixel size of 0.625 mm × 0.625 mm. Images in polar coordinates have an image size of 512 × 512 with a pixel size of 0.375 mm × 0.703 mm. Images in log-polar coordinates have an image size of 512 × 512 with an angular spacing of 0.703° and an initial radial spacing of 0.0075 mm. For display, the integral intensity range of [0, 255] is linearly converted to [0, 255]. For display, the integral intensity range of [0, 255] is linearly converted to [0, 255].

For simulation studies on bead phantom data, a cone beam computed tomography (CBCT) system with a source-to-detector distance (D) of 750 mm is used, which represents a common configuration for floor mounted C-arm CBCT systems. The detector has a size of 1240 × 960 pixels with a resolution of 0.308 × 0.308 mm². Acquired projection images are rebinned to a virtual detector at the isocenter, which has 512 × 512 pixels with a pixel size of 0.625 × 0.625 mm². In practice, higher pixel resolution for the virtual detector is achievable. Here a coarse resolution of 0.625 × 0.625 mm² is used as a proof of concept. The volume centers of imaged objects are located at the origin of the world coordinates. Perspective projections are generated via forward projection of the volumes. The orthogonal projections are generated using a large virtual source-to-detector distance of 12000 mm and a short isocenter-to-detector distance of 100 mm.

### A.2 Chest CT data

In chest X-ray imaging, a long source-to-detector distance is used to reduce perspective deformation. In order to acquire chest X-ray radiographs with regular CBCT systems, the proposed perspective deformation learning algorithms are evaluated on chest CT data. Three COVID-19 chest CT releases (MIDRC-RICORD-1a [45], MIDRC-RICORD-1b [45], and COVID-19 sequential data [46]) and a kidney CT dataset [47] from the cancer imaging archive (TCIA) [48] are used. The volumes whose slice spacing is larger than 2.5 mm (resolution in the Z-direction is too low) or the total slice number is smaller than 100 are removed (the volume cannot cover a complete chest). In total, 92 patients are used for training, 5 patients are used for validation, and 27 patients are used for testing. For data augmentation, each volume has a random anisotropic scaling transform along X, Y, and Z directions in spatial extents. The scaling factors are between 0.95 and 1.05. Each volume is augmented 5 times. In other words, 552 volumes are used for training, 30 volumes are used for validation, and 162 volumes are used for testing.

The same CBCT system, i.e., $D_{sd} = 1200$ mm and $D_{si} = 750$ mm, is used to generate perspective projections. The input perspective images are rebinned to a virtual detector of 472 × 352 pixels with a resolution of 0.8 × 0.8 mm², where lateral and vertical data truncation occur since CBCT detectors typically cannot cover the complete chest. The target orthogonal projection images have 412 × 300 pixels with a resolution of 0.8 × 0.8 mm². During training, both images are zero-padded to the size of 512 × 512, which is convenient for the down-sampling path of the U-Net.

To investigate the influence of respiratory motion in learning perspective deformation, the 4D Lung dataset [33] is used. One breath cycle is divided into 10 phases in this dataset. Fig. 19 displays one exemplary slice with different respiratory phases. Between phase 0 and phase 1, considerable anatomical change can already be observed, as shown in Fig. 19(b). The volume at phase 5 has the largest anatomical deviation to that at phase 0 and hence larger difference is observed in Fig. 19(c). 20 patients from this dataset are selected with the criterion of more than 100 slices in one volume. The X and Y pixel spacing vary from 0.9766 mm to 1.1172 mm, but all the volumes have the same coarse Z spacing of 3 mm. Perspective and orthogonal projection images are generated using the same parameters as described for the chest data above. For the complementary view setting, with different phase combinations, in total 2000 image pairs are obtained for evaluation.

### A.3 Head CT data

In dental imaging, orthogonal X-ray projections are preferred over perspective projections for cephalometric analysis. Hence, the proposed perspective deformation learning algorithms are also evaluated on head CT data. The CQ500 dataset [49] as well as a public domain database for computational anatomy (PDDCA) [50] and 10 complete human mandible data sets [51] are used for this purpose. The CQ500 dataset consists of 491 scans, and the PDDCA consists of 48 complete patient head and neck CT images. Many volumes in the CQ500 dataset miss the lower head (neck) part. That is why the other two datasets are necessary for training.
The training volumes are augmented by random anisotropic scalings. The volumes whose slice spacing is larger than 2.5 mm or the total slice number is smaller than 100 are removed. In total, 960 volumes are used for training, 10 volumes are used for validation, and 30 volumes are used for testing.

For simulation studies on the head CT data, the CBCT system has a source-to-detector distance of 960 mm and a source-to-isocenter distance of 600 mm, since dental CBCT systems typically have a shorter source-to-detector distance than that of angiographic C-arm CBCT systems. The projection images in Cartesian coordinates have an image size of $512 \times 512$ with a pixel size of $0.5 \text{ mm} \times 0.5 \text{ mm}$. Images in polar coordinates have an image size of $512 \times 512$ with a pixel size of $0.5 \text{ mm} \times 0.703^\circ$.

### A.4 Real data

In total, 20 real cadaver knee datasets are acquired from a mobile C-arm CBCT system, containing 10 knees without metal implants and 10 knees with metal implants. The CBCT system has a source-to-detector distance ($D_{sd}$) of approximately 1160 mm and a source-to-isocenter distance ($D_{a}$) of around 621 mm. Note that due to mechanical instability, these two distances vary slightly from view to view. The detector has $976 \times 976$ pixels with a pixel size of $0.304 \times 0.304 \text{ mm}^2$. Acquired projection images are rebinned to a virtual detector at the isocenter, which has $512 \times 512$ pixels with a pixel size of $0.295 \times 0.295 \text{ mm}^2$. 400 2D projection images for each scan are acquired with an equiangular increment of $0.4875^\circ$. The total angular range is 195°. The scan trajectory is defined by projection matrices. For each scan, 31 projections (0° to 15°) have their corresponding complementary view projections (180° to 195°). One exemplary projection and its complementary view is displayed in Fig. 21.

For real CBCT systems, the principal point of each view is not located perfectly at the detector center. Hence, a simple horizontal flip of the complementary view will cause anatomy misalignment. For example, in Fig. 21(c) the difference between two complementary views is large at the central region, which violates the perspective deformation property (low deformation at the central region). When rebinning the 0° view to the virtual detector, its principal point can be placed at the center, as displayed in Fig. 20. For the 180° complementary view, its structures need to be aligned to those in the 0° view. In practice, the perspective projection of world origin, which is the last column of the perspective projection matrix, is located very close to the principal point. Therefore, shifting the second virtual detector based on its perspective projection of world origin will reduce such anatomy misalignment. Note that due to mechanical instability the principal point varies from view to view. Because of this, after structure alignment, the principal point of the complementary view still has slight shift from that of the 0° view, as illustrated by the red point in Fig. 20. In this real dataset, the majority of principal point shifts are within 10 pixels (1.6 mm in the virtual detector) and all the views are with 20 pixels (3.2 mm), which has limited influence on network performance. For example, after such calibration, the difference magnitude increases from the center towards the outside in Fig. 21(d) like it does in DRRs with an ideal scan trajectory.

To train deep learning models, 50 multi-slice CT volumes from the SIACS medical image repository [52] are used. Each volume contains a single knee. The volumes are resampled to a volume size of $300 \times 600 \times 600$ with an isotropic voxel spacing of 0.5 mm. Synthetic metal implants like K-wires, screws, and plates with holes are drawn by AutoCAD [34]. These implants are randomly selected and placed in the CT volumes as ground truth volumes. These volumes are forward projected to generate projections by CONRAD [53] with an ideal circular trajectory with $D_{sd} = 1160 \text{ mm}$ and $D_{a} = 621 \text{ mm}$ using the same detector configuration as the
real mobile C-arm system. In total, 1400 images are used for training, 150 images are used for validation and 620 images from the real cadaver data are used for test.

### A.5 Neural network details

#### A.5.1 Pix2pixGAN and training parameters

Learning perspective deformation is fundamentally an image-to-image translation problem, where GANs are the state-of-the-art approach. In this work, a pixel-to-pixel generative adversarial network (pix2pixGAN) is applied as an example of fully convolutional networks. Note that the CycleGAN is not chosen since the original CycleGAN is reported to have difficulty in tasks where geometric changes are involved. The Pix2pixGAN uses the U-Net, the most popular and successful neural network in biomedical imaging, as the generator $G$ and a 5-layer CNN as the discriminator $D$. $G$ learns to convert a perspective projection image to an orthogonal projection image. $D$ learns to distinguish the synthetic orthogonal projection image from the target orthogonal projection image. The objective of the conditional GAN is,

$$L_{GAN}(G, D) = \mathbb{E}_{x, y} [\log D(x, y)] + \mathbb{E}_{x} [\log (1 - D(x, G(x)))], \quad (20)$$

where $x$ is the input, $y$ is the target, $G$ tries to minimize this objective against an adversarial $D$ that tries to maximize it, i.e., $G^* = \arg \min_{G} \max_{D} L_{GAN}(G, D)$. In addition, an $\ell_1$ loss function is applied to train the generator’s output close to the target with less blurring compared to $\ell_2$ loss and a perceptual loss $L_{perc}$ [54] using the VGG-16 model to further reduce blurring,

$$L_{\ell_1} = \mathbb{E}_{x, y} [||y - G(x)||_1]. \quad (21)$$

The overall objective function is

$$G^* = \arg \min_{G} \max_{D} L_{GAN}(G, D) + \lambda_1 L_{\ell_1} + \lambda_2 L_{perc}. \quad (22)$$

For training Pix2pixGAN, the Adam optimizer is used with an initial learning rate of 0.0002 and a momentum term of 0.9 and a weight decay rate of 0.0001. The perceptual loss parameter $\lambda_3$ is set to 0.5. Note that setting $\lambda_3$ to a large value of 1.0 causes TransU-Net to predict the beads only without the cylinder background in our experiments. In total, 150 epochs are used for training.

#### A.5.2 TransU-Net and training parameters

TransU-Net is a hybrid CNN-Transformer network built upon the vision transformer (ViT), which leverages both high-resolution spatial information from CNN features and global context with long-range dependencies from transformers [28]. In this work, the encoder of TransU-Net uses ResNet50 + ViT-B/16 configuration. The decoder is the expansive path of a regular U-Net. For the encoder, a CNN module is necessary to form a hybrid CNN-transformer encoder; otherwise an encoder with transformer only leads to coarse resolution. For the transformer, pretrained weights from the ViT work are used. Compared with the ViT-Base model, ViT-Large and ViT-Huge do not provide considerable improvement in our application. Therefore, the ViT-Base model is applied in our work. The overall objective function is

$$\mathcal{L} = L_{\ell_1} + \lambda_3 L_{perc}. \quad (23)$$

To train TransU-Net, the momentum optimizer is used, with an initial learning rate of 0.01, a momentum term of 0.9 and a weight decay rate of 0.0001. The perceptual loss parameter $\lambda_3$ is set to 0.5. Note that setting $\lambda_3$ to a large value of 1.0 causes TransU-Net to predict the beads only without the cylinder background in our experiments. In total, 150 epochs are used for training.

### APPENDIX B

#### Supplementary Results

#### B.1 Influence of perceptual loss

Perceptual loss has been demonstrated to be effective in improving image resolution in many applications. It can improve image resolution for learning perspective deformation as well as displayed in Fig. 22. The depicted results are TransU-Net predictions using complementary views in the Cartesian space.

#### B.2 Influence of periodic padding

For perspective deformation learning in polar space, periodic padding in the angular dimension reduces stitching artifacts at the $0^\circ$ ($360^\circ$) radial direction. To demonstrate this effect, the TransU-Net prediction results of one knee dataset using complementary views are displayed in Fig. 23. Fig. 23(a) is the result without periodic padding, where the stitching line is slightly visible. In its zoomed-in ROI image in Fig. 23(c), the stitching line is better visualized. With periodic padding, this stitching line is hardly noticeable even in the zoomed-in ROI in Fig. 23(d).
Fig. 23. The influence of periodic padding for learning perspective deformation in polar space. (c) and (d) and zoomed-in ROIs from (a) and (b), respectively.

B.3 Additional TransU-Net results on bead phantom data

The TransU-Net prediction results of the same image in Fig. 9 in the main text are displayed in Fig. 24.

B.4 The selection of “0° & 180°” vs. “0° & 180° +” for view combination

With the complementary view setting, different view combination choices can be plugged into our proposed framework depicted in Fig. 4 in the main manuscript. In this work, the two choices “0° & 180° +” and “0° & 180°” are demonstrated. For “0° & 180° +”, the difference image between the two complementary views serves as a straightforward guidance map for the network to learn perspective deformation. Such guidance information is beneficial for Pix2pixGAN in the Cartesian space. However, it brings no additional benefit in the polar space, since ideally the network is able to extract beneficial features automatically by the network itself. In contrast to Pix2pixGAN, such guidance information is beneficial for TransU-Net in both spaces, as suggested by the bead phantom experiments in Tab.1. However, “0° & 180° +” does not bring considerable visual improvement on all the datasets. For example, the results of “0° & 180° +” on the same patient for chest X-ray imaging is displayed in Fig. 25, where the error images look similar to those of Fig. 10 in the main manuscript. In addition, “0° & 180°” provides a practical way to identify which structures are perspective deformed. Therefore, “0° & 180°” is our main view combination choice in this work.
B.5 RGB stack examples of chest and head data

The RGB stack examples of chest and head data, consisting of 0° and 180° perspective projection images, are displayed in Fig. 26 for the visualization of perspective deformation. Note that for chest X-ray the body’s mid-sagittal symmetry plane is approximately perpendicular to the virtual detector plane, while for cephalometric analysis the body’s mid-sagittal symmetry plane is approximately but not exactly parallel to the virtual detector plane. Therefore, in Fig. 26(b) fewer structures appear colorful than those in Fig. 26(a).
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