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Abstract

We develop a general methodology for variational inference which preserves dependency among the latent variables. This is done by augmenting the families of distributions used in mean-field and structured approximation with copulas. Copulas allow one to separately model the dependency given a factorization of the variational distribution, and can guarantee us better approximations to the posterior as measured by KL divergence. We show that inference on the augmented distribution is highly scalable using stochastic optimization. Furthermore, the addition of a copula is generic and can be applied straightforwardly to any inference procedure using the original mean-field or structured approach. This reduces bias, sensitivity to local optima, sensitivity to hyperparameters, and significantly helps characterize and interpret the dependency among the latent variables.

Keywords: Bayesian inference, variational inference, copulas, stochastic optimization, network analysis
1 Introduction

Variational inference is a computationally efficient approach for approximating posterior distributions, and has thus seen wide applicability for scaling complex statistical models (Wainwright and Jordan, 2008). Nevertheless, in order to make the computation tractable one makes either a mean-field independence assumption or slightly relaxes this by preserving some of the original structure among the latent variables (Saul and Jordan, 1995). We propose a general methodology for variational inference which augments the variational distribution with a copula in order to preserve dependency. We list our contributions as follows:

A generalization of the original procedure in variational inference. The algorithm we consider generalizes variational inference for mean-field and structured factorizations—corresponding to running only one step of the algorithm. Furthermore, the algorithm follows an EM-like procedure that monotonically decreases the KL divergence to the posterior at each step, as it alternates between fitting the mean-field parameters and the copula parameters. See Figure 1 which demonstrates the algorithm on a toy example of fitting a bivariate Gaussian posterior.

Improving generic inference. The addition of a copula family and the proposed procedure can be added to any current mean-field or structured approach for variational inference. As it does not require knowledge of the model, it falls plainly into the framework of modelling dependency in black box variational inference (Ranganath et al., 2014). That is, from the practitioner’s perspective, one need only write down a function to evaluate the model log-likelihood, and the rest of the algorithm’s calculations, such as sampling from the augmented variational distribution and calculating gradients, can easily be placed in a library from which the mean-field and copula parameters are estimated.

State-of-the-art variational approximations. We demonstrate our method for performing inference on the standard example of Gaussian mixture models, and show that it consistently estimates the parameters and reduces sensitivity to local optima. We also examine the implications of the method for expressing dependency in variational inference on the latent space model. This widens the feasibility of variational inference, which has previously been restricted to either generic inference on simple models—where dependency does not make a significant difference—or writing model-specific variational updates.
1.1 Related work

Preserving structure in variational inference has first been studied by Saul and Jordan (1995) in the case of probabilistic neural networks. It has more recently been studied to work with more scalable solutions on particular classes of models (Mimno et al., 2012; Salimans and Knowles, 2013; Hoffman and Blei, 2015). Our work differs from these lines in that we automatically learn the dependency structure during inference, and thus we do not require explicit knowledge of the model. In fact, our augmentation strategy works more broadly to any posterior distribution and any factorized variational family, and thus it generalizes these approaches. The only previous augmentation strategy is in the case of Giordano and Broduerrick (2015), who apply a calculation in order to correct the estimated posterior covariance from the mean-field. The method assumes the use of exponential families and mean-field, convergence at the true mean-field parameters, and that a linear perturbation of the posterior offers a sufficient covariance correction. Our approach relaxes all of these assumptions respectively by specifying no restrictions on the class of posterior distributions or variational family, by refitting the mean-field and copula parameters conditioned on each other’s estimates, and using a variety of bivariate copula families to model separate dependencies.

2 Background

2.1 Variational inference

Let \( x \) be a set of observations, \( z \) be latent variables, and \( \lambda \) be the free parameters of a variational distribution \( q(z \mid \lambda) \). We aim to find the best approximation of the posterior \( p(z \mid x) \) using the variational distribution \( q(z \mid \lambda) \), where distance is measured in KL divergence. This is equivalent (Wainwright and Jordan, 2008) to maximizing the quantity

\[
\mathcal{L} (\lambda) \equiv \mathbb{E}_q \left[ \log \frac{p(x, z)}{q(z \mid \lambda)} \right] = \mathbb{E}_q [\log p(x, z)] - \mathbb{E}_q [\log q(z \mid \lambda)]
\]

(1)

\( \mathcal{L}(\lambda) \) is referred to as the Evidence Lower BOund (ELBO) (Blei et al., 2003), or the variational free energy. For simpler computation, the standard assumption is to choose a factorizable family of distributions for the mean-field approximation

\[
q(z \mid \lambda) = \prod_{i=1}^{d} q_i(z_i \mid \lambda_i)
\]

(2)
Figure 1: Example of variational approximations to an elliptical Gaussian posterior (black). The mean-field (red on left) is restricted to fitting independent one-dimensional Gaussians, which is the first step in our algorithm. The second step (blue on left) fits a copula which models the dependency. More iterations alternate: the third refits the mean-field (green on right) and the fourth refits the copula (purple on right), demonstrating convergence to the true posterior.

where $z = \{z_1, \ldots, z_d\}$. This is quite a strong independence assumption, and more sophisticated approaches restore several dependencies that are crucial for posterior inference, known as structured variational inference (Saul and Jordan, 1995). In our work, we restore dependencies using copulas, which is flexible to the choice of factorization. If one were to explicitly model particular dependencies due to information about the posterior, then our procedure is to augment the variational distribution with a copula that introduces dependencies between all other pairs of random variables (if they should exist). We next review copulas.

2.2 Copulas

Consider the factorization of a $d$-dimensional random variable $z = \{z_1, \ldots, z_d\}$ with density $q(z)$ as

$$q(z) = \left[ \prod_{i=1}^{d} q(z_i) \right] c(Q(z_1), \ldots, Q(z_d)) \quad (3)$$
where $Q(z_i)$ is the marginal cumulative distribution function (CDF) of the random variable $z_i$ and $c$ is a joint distribution.\footnote{We overload the notation for the marginal CDF $Q$ to depend on the names of the argument, and we occasionally use $Q_i(z_i)$ when more clarity is necessary. This is analogous to the standard convention of overloading the probability density function $q(\cdot)$.} We say the distribution $c$ is the \textit{copula} of $z$ (Sklar, 1959), which is the joint multivariate density of $Q(z_1), \ldots, Q(z_d)$ with uniform marginal distributions; this is because $Q(z_i)$ is the probability integral transform (PIT) of $z_i$, i.e., $Q(z_i) \sim U[0,1]$. Such a factorization into a product of marginal densities and a copula always exists and integrates to one (Nelsen, 2006).

Intuitively, the copula captures the information about the multivariate random variable after eliminating the marginal information, i.e., by applying the probability integral transform on each variable. Therefore $c$ captures only and all of the dependencies among the $z_i$’s. For example, the bivariate Gaussian copula is defined as

$$c^{\text{Gauss}}(u_1, u_2; \rho) \equiv \Phi(\Phi^{-1}(u_1), \Phi^{-1}(u_2))$$

where $\Phi^{-1}$ denotes the inverse CDF of a standard normal and $\Phi_{\rho}$ is the bivariate Gaussian distribution with zero mean and Pearson correlation coefficient $\rho$. In the case of factorizing a bivariate Gaussian density $q(z_1, z_2)$, the argument $\Phi^{-1}(\Phi(z_i))$ cancels, and so the Gaussian copula with parameter $\rho$ directly models the correlation between $z_1$ and $z_2$.

Learning the copula is difficult, as it requires specifying a family of distributions that is computationally tractable and also expresses a broad range of dependencies. Much historic work has focused on the two-dimensional case, leading to copula families such as the Student-$t$, Clayton, Gumbel, Frank, and Joe copulas (Nelsen, 2006). However, their multivariate extensions lack the flexibility of accurately modelling dependencies in higher dimensions (Genest et al., 2009). A successful approach in recent literature has been through the construction of a set of conditional bivariate copulas called a \textit{vine} (Joe, 1996; Bedford and Cooke, 2001, 2002; Kurowicka and Cooke, 2006).

\subsection*{2.2.1 Vine copulas}

A vine $V$ specifies a factorization of a copula density $c(u_1, \ldots, u_d)$ into a product of conditional bivariate copulas, also known as pair copulas. This makes it easier to specify a high-dimensional copula, as one need only express the dependence for each pair of random variables conditioned on a subset of the others.
Figure 2: Example of a vine $\mathcal{V}$ which factorizes a copula density of five random variables $c(u_1, u_2, u_3, u_4, u_5)$ into a product of 10 pair copulas. Edges in the tree $T_j$ are the nodes of the lower level tree $T_{j+1}$, and each edge determines a bivariate copula which is conditioned on all random variables that its two connected nodes share.

See Figure 2 for an example of a vine which factorizes a 5-dimensional copula into the product of 10 pair copulas. The first tree $T_1$ has nodes 1, 2, 3, 4, 5 representing the random variables $u_1, u_2, u_3, u_4, u_5$ respectively. An edge corresponds to a bivariate copula, e.g., 1, 5 symbolizes $c(u_1, u_5)$. Edges in $T_1$ collapse into nodes in the next tree $T_2$, and edges in $T_2$ correspond to conditional bivariate copulas, e.g., 1, 2|3 symbolizes $c(u_1, u_2|u_3)$. This propagates further until the last nested tree $T_4$, where 4, 5|123 symbolizes $c(u_4, u_5|u_1, u_2, u_3)$. Each pair copula can be of a different family with its own set of parameters, and thus the vine structure specifies a complete factorization of the multivariate copula:

$$c(u_1, u_2, u_3, u_4, u_5) = c(u_1, u_5) c(u_1, u_3) c(u_2, u_3) c(u_3, u_4) \cdot c(u_1, u_2|u_3) c(u_3, u_5|u_1) c(u_1, u_4|u_3) \cdot c(u_2, u_4|u_1, u_3) c(u_2, u_5|u_1, u_3) \cdot c(u_4, u_5|u_1, u_2, u_3).$$

(5)

More formally, a vine is a nested set of trees $\mathcal{V} = \{T_1, \ldots, T_{d-1}\}$ with the following properties:\footnote{What we define as vines are also known as regular vines in the literature. They are a generalization of other types of pair copula constructions such as the canonical vines and drawable vines (Dissmann et al., 2012).}
1. Tree $T_j = \{N_j, E_j\}$ has $d + 1 - j$ nodes and $d - j$ edges.

2. Edges in the $j^{th}$ tree $E_j$ are the nodes in the $(j + 1)^{th}$ tree $N_{j+1}$.

3. Two nodes in tree $T_{j+1}$ are joined by an edge only if the corresponding edges in tree $T_j$ share a node.

Each edge $e$ in the nested set of trees $\{T_1, \ldots, T_{d-1}\}$ specifies a different pair copula, and the product of all edges comprise of a factorization of the copula density. Since there are a total of $d(d - 1)/2$ edges, $\mathcal{V}$ factorizes $c(u_1, \ldots, u_d)$ as the product of $d(d - 1)/2$ pair copulas.

The form for each pair copula is specified as follows. Each edge has variable indices $C(e), D(e) \subset \{1, \ldots, d\}$ known as the conditioned set and conditioning set respectively. For any edge $e(i, k) \in T_j$ with conditioned set $C(e) = \{i, k\}$ and conditioning set $D(e)$, we define $c_{ik|D(e)}$ to be the bivariate copula density for $u_i$ and $u_k$ given the value of the conditioning variables $\{u_j : j \in D(e)\}$:

$$c_{ik|D(e)} \equiv c(Q_{i|D(e)}, Q_{k|D(e)}|u_j : j \in D(e)) \quad (6)$$

Here, $Q_{i|D(e)} \equiv Q(u_i|u_j : j \in D(e))$ is the conditional CDF of $u_i$ given the value of the conditioning variables $\{u_j : j \in D(e)\}$. We explain how to obtain $Q_{i|D(e)}$ when its calculation is first required in Section 3.1. Then the vine $\mathcal{V}$ specifies the following factorization for the copula density:

$$c(u_1, \ldots, u_d; \eta) = \prod_{j=1}^{d-1} \prod_{e(i,k) \in E_j} c_{ik|D(e)} \quad (7)$$

This rigorizes the notation in the vine factorization of Figure 2. We also highlight that $c$ depends on $\eta$, the set of all pair copula parameters. Thus the vine construction provides us with the flexibility to model dependencies in high dimensions using a decomposition of pair copulas which are easier to estimate. Moreover, we shall see that the construction allows us to efficiently take stochastic gradients by taking individual (and thus easy) gradients on each pair copula.

### 3 Copula variational inference

We now introduce our method for performing accurate and scalable variational inference. Consider the mean-field approximation augmented with a copula, in which it is easy to extend to any structured factorization as we shall note later. Let $\lambda$ be the original parameters,
i.e., of the mean-field, and \( \eta \) be the augmented parameters, i.e., of the copula. Then the factorization of the variational distribution is

\[
q(z \mid \lambda, \eta) = \mathbb{E}_{q(z_1 \mid \lambda)} \cdots \mathbb{E}_{q(z_d \mid \lambda)} c(Q(z_1 \mid \lambda), \ldots, Q(z_d \mid \lambda); \eta)
\]

(8)

The induced (augmented) ELBO that we aim to maximize is

\[
\mathcal{L}(\lambda, \eta) = \mathbb{E}_q[\log p(x, z)] - \mathbb{E}_q[\log q(z \mid \lambda, \eta)]
\]

(9)

which has the gradient (Ranganath et al., 2014)

\[
\nabla_{(\lambda, \eta)} \mathcal{L} = \mathbb{E}_q[\nabla_{(\lambda, \eta)} \log q(z \mid \lambda, \eta) \cdot (\log p(x, z) - \log q(z \mid \lambda, \eta))]
\]

(10)

Copula variational inference (CVI) alternates between two steps: 1. fix the copula parameters \( \eta \) and solve for the mean-field parameters \( \lambda \); and 2. fix the mean-field parameters \( \lambda \) and solve for the copula parameters \( \eta \). Thus solving for the mean-field approximation is the special case of running only the first step once, where we initialize the copula \( c \) to be uniform.

We employ stochastic optimization for each estimation procedure, and set the learning rate \( \rho_t \in \mathbb{R} \) for \( t = 1, 2, \ldots \) to satisfy the standard assumption for the convergence of stochastic approximations (Robbins and Monro, 1951), i.e., \( \sum_{t=1}^{\infty} \rho_t = \infty \), \( \sum_{t=1}^{\infty} \rho_t^2 < \infty \). A summary of the algorithm is outlined in Algorithm 1.

This alternating set of optimizations falls under the class of minorize-maximization (MM) iterative methods, which includes many procedures such as the alternating least squares algorithm, the iterative procedure for the generalized method of moments (Hansen et al., 1996), and the EM algorithm (Dempster et al., 1977). In particular, it shares the property that each step monotonically increases the objective function, and therefore CVI is guaranteed in each step to better approximate the posterior distribution.

For simplicity of describing the method, we assume that the tree structure and copula families are given and remain fixed throughout the sequence of maximizations. One can fit them however, and in our experiments we automatically learn the tree structure and pair copula families using sequential tree selection (Dissmann et al., 2012) and Bayesian model selection (Gruber and Czado, 2015) among a choice of 16 bivariate copula families, c.f., the supplement. In preliminary experiments, we’ve found that re-selection of the tree structure and copula families do not change significantly in future iterations.
Algorithm 1 Copula variational inference (CVI)

Input: data $x$, joint distribution $p$, variational family $q$

Initialize $\lambda$ randomly, $\eta$ so that $c$ is uniform

repeat
  // Fix $\eta$, maximize over $\lambda$
  Initialize $t = 1$
  repeat
      $z \sim q(z | \lambda, \eta)$
      $\lambda = \lambda + \rho_t(\nabla_\lambda \log q(z | \lambda, \eta) \cdot (\log p(x, z) - \log q(z | \lambda, \eta)))$
    $t = t + 1$
  until change of $\lambda$ is less than a small $\epsilon_1$
  // Fix $\lambda$, maximize over $\eta$
  Initialize $t = 1$
  repeat
      $z \sim q(z | \lambda, \eta)$
      $\eta = \eta + \rho_t(\nabla_\eta \log q(z | \lambda, \eta) \cdot (\log p(x, z) - \log q(z | \lambda, \eta)))$
    $t = t + 1$
  until change of $\eta$ is less than a small $\epsilon_2$
until change of $\lambda$ and $\eta$ is less than a small $\epsilon_1$ and $\epsilon_2$ respectively

CVI is similar in input requirements to black box variational inference (Ranganath et al., 2014). Thus it is as generic, in that the user need only specify the joint probability $p(x, z)$ in order to perform inference. More interestingly, copula variational inference relaxes the restriction that the variational family must be a mean-field, as it works for more arbitrary factorizations: by the vine construction, one chooses the pair copulas corresponding to any dependencies already in the factorization to be the independence copula, which adds uniform mass everywhere and thus adds no additional expressivity.

The augmentation of the variational family $q$ with a copula makes it naturally more difficult to both sample from $q$ and calculate the gradient $\nabla \log q$. We address these two challenges in the following sections.

3.1 Sampling from the copula-augmented variational distribution

We sample from the copula-augmented distribution by repeatedly doing inverse transform sampling (Devroye, 1986), also known as inverse CDF, on the individual pair copulas and finally the marginals. This can be computed efficiently in worst-case complexity of $O(md^2)$, where $m$ is the number of desired samples and $d$ is the dimension of the distribution. More specifically, the sampling procedure is as follows:
1. Generate \( u = (u_1, \ldots, u_d) \) where each \( u_i \sim \mathcal{U}(0,1) \).

2. Calculate \( v = (v_1, \ldots, v_d) \) which follows a joint uniform distribution with dependencies given by the copula:

\[
\begin{align*}
  v_1 &= u_1 \\
  v_2 &= Q_{2|1}^{-1}(u_2 \mid v_1) \\
  v_3 &= Q_{3|2}^{-1}(u_3 \mid v_1, v_2) \\
  & \vdots \\
  v_d &= Q_{d|12\ldots d-1}^{-1}(u_d \mid v_1, v_2, \ldots, v_{d-1})
\end{align*}
\]

Explicit calculations of the inverse of the conditional CDFs \( Q_{i|12\ldots i-1}^{-1} \) can be found in Kurowicka and Cooke (2007). In general, one calculates the conditional CDF \( Q_{i|D(e)} \) used in the pair copula \( c_{ik|D(e)} \) at tree \( T_j \) by

\[
Q_{i|D(e)} = \frac{\partial}{\partial Q_{k|D(e)\setminus k}} C_{ik|D(e)\setminus k} = \frac{\partial}{\partial Q_{k|D(e)\setminus k}} C(Q_{i|D(e)\setminus k}, Q_{k|D(e)\setminus k}|u_j : j \in D(e)\setminus k)
\]

where \( C_{ik|D(e)\setminus k} \), which is the CDF of the pair copula \( c_{ik|D(e)\setminus k} \), and \( Q_{i|D(e)\setminus k}, Q_{k|D(e)\setminus k} \) are obtained recursively from the previous tree \( T_{j-1} \). This is because \( D(e)\setminus k \) is the conditioning set for the pair copulas and conditional CDFs of the previous tree. In order to calculate all conditional CDFs required for the sampling, the procedure loops through the \( d(d - 1)/2 \) pair copulas and thus has worst-case complexity of \( O(d^2) \).

3. Calculate \( z = (Q_1^{-1}(v_1), \ldots, Q_d^{-1}(v_d)) \), which is a sample from the copula-augmented distribution \( q(z \mid \lambda, \eta) \).

### 3.2 Calculating the gradient of the copula-augmented variational distribution

One can efficiently take gradients by separating the gradient of the log mean-field from the gradient of the log copula:

\[
\nabla_{\{\lambda, \eta\}} \log q(z \mid \lambda, \eta) = \left[ \nabla_{\lambda} \sum_{i=1}^d \log q(z_i \mid \lambda_i) + \nabla_{\lambda} \log c(Q(z_1 \mid \lambda), \ldots, Q(z_d \mid \lambda); \eta) \right.
\]

\[
\left. \nabla_{\eta} \log c(Q(z_1 \mid \lambda), \ldots, Q(z_d \mid \lambda); \eta) \right]
\]

(16)
Therefore, for current mean-field implementations the only change is twofold: the addition of the gradient of the log-copula at the mean-field parameters, and the augmented parameter space which uses the gradient of the log copula at the copula parameters. Analogous results follow for structured approaches, where the gradients evaluated for the pre-specified independence copulas are zero.

We show how to take gradients on a vine at each set of parameters. Let the mean-field parameters \( \lambda = (\lambda_1, \ldots, \lambda_d) \), where \( \lambda_i \) denotes the set of parameters for the \( i^{th} \) marginal distribution \( q(z_i | \lambda_i) \). The gradient of \( \log q(z | \lambda, \eta) \) at \( \lambda_i \) can be further simplified as

\[
\nabla_{\lambda_i} \log q(z | \lambda, \eta) = \nabla_{\lambda_i} \log q(z_i | \lambda_i) + \nabla_{Q(z_i | \lambda_i)} \log c(Q(z_1 | \lambda_1), \ldots, Q(z_d | \lambda_d); \eta) \nabla_{\lambda_i} Q(z_i | \lambda_i) \tag{17}
\]

\[
= \nabla_{\lambda_i} \log q(z_i | \lambda_i) + \nabla_{\lambda_i} Q(z_i | \lambda_i) \sum_{j=1}^{d-1} \sum_{e(k, \ell) \in E_j: i \in C(e)} \nabla_{\eta_i} \log c_{k\ell(D(e)}} \tag{18}
\]

The summation in Equation 18 is over all pair copulas which contain \( Q(z_i | \lambda_i) \) in its conditioning set \( C \). We note that any non-zero gradients of the pair copulas are gradients with respect to one of the copula’s two arguments.

Thus gradient evaluation at the mean-field parameters \( \lambda \) can be efficiently computed in \( O(d^2) \) complexity, and we also show that the same holds for the copula parameters \( \eta \). Let \( \eta = (\eta_1, \ldots, \eta_{d(d-1)/2}) \), where \( \eta_i \) denotes the set of parameters for the \( i^{th} \) pair copula. To calculate the gradient of \( \log q(z | \lambda, \eta) \) at \( \eta_i \), one sums over all pair copulas whose conditioning set \( C \) or conditioned set \( D \) contains the \( i^{th} \) pair copula:

\[
\nabla_{\eta_i} \log c(Q(z_1 | \lambda), \ldots, Q(z_d | \lambda); \eta) = \sum_{j=1}^{d-1} \sum_{e(k, \ell) \in E_j: \epsilon_{\eta_i} \in \{C(e), D(e)\}} \nabla_{\eta_i} \log c_{k\ell[D(e)}} \tag{19}
\]

Note that Equation 19 requires gradients of the pair copulas with respect to copula parameters, and Equation 18 requires gradients of the pair copulas with respect to their arguments. This means one can evaluate gradients for arbitrary pair copula families independent of the marginal CDFs \( Q(\cdot) \), and for convenience one can employ automatic differentiation tools for doing so (Schepsmeier et al., 2015; Stan Development Team, 2014). Hence the copula augmentation can easily be incorporated into any current variational inference algorithm.
4 Experiments

In order to demonstrate the efficacy of the method, we run benchmarks on both synthetic data and real data sets using the Gaussian mixture model. We choose this model as it is the classical example which stresses the difficulty of modelling dependency. We also demonstrate the potential of CVI in that it broadens the feasibility of variational inference to more complicated classes of models, such as the latent space model; in such cases the dependency in the latent variables is crucial and the mean-field provides arbitrarily bad estimates.

Because of the flexibility of the CVI framework laid out in Algorithm 1, we make several modifications in order to perform better in practice. In particular, we use a mini-batch setting of $m = 1024$, in which we generate $m$ samples from the variational distribution and take the average of the stochastic gradients in order to reduce the variance at each iteration. We also use ADAM (Kingma and Ba, 2015), which is an adaptive learning rate that combines ideas from both AdaGrad and RMSprop. In practice, we’ve found that ADAM works best among other competitive learning rate schedules.

4.1 Mixture of Gaussians

We follow the set of tasks in Giordano and Broderick (2015), which is to estimate the posterior covariance for Gaussian mixture models. Consider an unknown probability vector $\pi$ of length $K$ and a set of $P$-dimensional multivariate normals $\mathcal{N}(\mu_k, \Lambda_k^{-1})$ for $k = 1, \ldots, K$, with unknown mean $\mu_k$ and $P \times P$ precision matrix $\Lambda_k$. The joint probability for a mixture of Gaussian distributions is given by

$$p(x, z, \mu, \Lambda^{-1}, \pi) = p(\pi) \prod_{k=1}^{K} p(\mu_k, \Lambda_k^{-1}) \prod_{n=1}^{N} p(x_n | z_n, \mu_{z_n}, \Lambda_{z_n}^{-1}) p(z_n | \pi)$$

in which one specifies a Dirichlet prior on $\pi$ and a normal-Wishart prior on $\mu_k$ and $\Lambda_k$. We apply the mean-field approximation (MF) which assigns independent factors on $\mu$, $\pi$, $\Lambda$, and $z$, and perform CVI over the copula-augmented distribution for this factorization, i.e., which has non-independence pair copulas over the variables ($\mu_k, \Lambda_k$) and over $z$. We also compare our results to linear response variational Bayes (LRVB) (Giordano and Broderick, 2015), which is a correction technique for covariance estimation using a linear perturbation argument on the posterior.
Figure 3: Comparison of covariance estimates from copula variational inference (CVI), mean-field (MF) and linear response variational Bayes (LRVB) to the ground truth using Gibbs sampling. Following Giordano and Broderick (2015), we set $N = 10,000$ samples, $K = 2$ components, and $P = 2$ dimensional Gaussian distributions.

Figure 3 displays estimates for the standard deviation of $\Lambda$ for 100 simulations, and plots them against the ground truth using 500 effective Gibb samples. We note that estimates for $\mu$ and $\pi$ indicate the same pattern. The second plot displays all off-diagonal covariance estimates.

Upon initializing at the true mean-field parameters, both CVI and LRVB achieve consistent estimates of the posterior variance, whereas MF underestimates the variance, which is a well-known problem for MF when the components overlap (Wainwright and Jordan, 2008). We also note that because the MF estimates are correctly specified, CVI converges to the truth upon one step of fitting the copula.

We highlight that CVI is more robust than LRVB, as LRVB is sensitive to local optima and more generally any problems known for MF. This is because LRVB conditions on the MF parameters in order to estimate the posterior covariance. On the other hand, CVI re-adjusts the MF and copula parameters as it alternates between fitting the two. To demonstrate this, we use the MNIST data set of handwritten digits and perform unsupervised classification for separating 0s and 1s, where the classification is given by the membership assignment. This provides a set of 12,665 training examples and 2,115 test examples. CVI reports an test set error rate of 0.06, whereas depending on the local convergence of the mean-field parameters,
Table 1: A comparison of mean-field, LRVB, and CVI on the latent space model, where each CVI iteration either refits the mean-field or the copula. CVI converges in roughly 10 iterations and already significantly outperforms both mean-field and LRVB upon fitting the copula once (two iterations).

LRVB ranges between 0.06 and 0.32.

4.2 Latent space model

We demonstrate the potential of CVI by performing inference on the latent space model (Hoff et al., 2001), which is a Bernoulli latent factor model for relational data. We simulate a 100,000 node network with latent node attributes from a $K = 10$ dimensional normal distribution $z_n \sim N(\mu, \Lambda^{-1})$. For each pair $(i, j)$ we draw a Bernoulli random variable with probability $\text{logit}(p) = \theta - |z_i - z_j|$, where $\theta$ is an unknown value. We apply independent factors on $\mu, \Lambda, \theta$ and $z$, and augment the mean-field with non-independence copulas over $(\mu, \Lambda)$ and $z$.

Table 1 examines the predictive likelihood of held out data on CVI compared to both mean-field and LRVB. We ran the minibatch setting of $m = 1024$ for stochastic gradient descent in parallel on 16 cores and obtained convergence of CVI in two hours, where each step of CVI took 12 minutes on average. MF took roughly 15 minutes. The covariance correction for LRVB took an additional 23 minutes given the MF estimates, and similarly, the second iteration of CVI, in which one fits the copula after performing MF, required an additional 17 minutes. Thus the copula estimation without refitting already dominates LRVB in both runtime and accuracy. We note however that as LRVB requires the inversion of a $O(NK^3) \times O(NK^3)$ matrix, one could better scale the method and achieve faster estimates than CVI if one were to apply stochastic approximations for the inversion. On the other hand, CVI always outperforms LRVB in the approximation, and drastically so upon convergence. As a runtime comparison to the best estimate from CVI, we also attempted Hamiltonian Monte Carlo; however, it did not converge within the five hours we allowed it to run.
5 Conclusion

We augment the variational distribution with a copula in order to preserve dependency among the latent variables of the posterior. We then propose copula variational inference (CVI), which is a principled and scalable algorithm for performing inference on the copula-augmented distribution. In CVI, the mean-field and copula estimation proceed in an alternating and highly scalable manner using stochastic optimization. It is a generalization of both mean-field and structured variational inference, which means it can be easily added onto any current software. CVI significantly reduces the bias and better estimates the posterior variance, and is more accurate than other forms of variational approximations. Thus CVI broadens the capabilities of variational inference for achieving scalable estimates while minimizing bias.
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During tree selection, enumerating and calculating all possibilities is computationally intractable, as the number of possible vines on \( d \) variables grows factorially: there exist \( d! / 2 \cdot 2^{(d^2 - d)} \) many choices (Morales-Nápoles et al., 2010). The most common approach in practice is to sequentially select the maximum spanning tree starting from the initial tree \( T_1 \), where the weights of an edge are assigned by absolute values of the Kendall’s \( \tau \) correlation on each pair of random variables. Intuitively, the tree structures are selected as to model the strongest pairwise dependencies. This procedure of sequential tree selection follows Dissmann et al. (2012).

In order to select a family of distributions for each conditional bivariate copula in the vine, one may employ Bayesian model selection, i.e., choose among a set of families which maximizes the marginal likelihood. We note that both the sequential tree selection and model selection are implemented in the VineCopula package in R (Schepsmeier et al., 2015), which makes it easy for users to learn the structure and families for the copula-augmented variational distribution.

We also list below the 16 bivariate copula families used in our experiments.

| Family    | Parameter | \( \theta(\tau) \) |
|-----------|-----------|---------------------|
| Independent | —         | —                   |
| Gaussian  | \( \theta \in [-1, 1] \) | \( \sin \left( \frac{\pi \tau}{2} \right) \) |
| Student-\( t \) | \( \theta \in [-1, 1] \) | —                   |
| Clayton   | \( \theta \in (0, \infty) \) | \( \frac{2\tau}{(1 - \tau)} \) |
| Gumbel    | \( \theta \in [1, \infty) \) | \( \frac{1}{(1 - \tau)} \) |
| Frank     | \( \theta \in (0, \infty) \) | No closed form      |
| Joe       | \( \theta \in (1, \infty) \) | —                   |

**Table 2:** The 16 bivariate copula families, with their parameter domains and expressed in terms of Kendall’s \( \tau \) correlations, that we consider in experiments. We include rotated versions (\( 90^\circ \), \( 180^\circ \), and \( 270^\circ \)) of the Clayton, Gumbel, and Joe copulas.

**Figure 4:** Example of a Frank copula with correlation parameter 0.8, which is used to model weak symmetric tail dependencies.