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ABSTRACT

Deep learning models often face the issue of semantic discontinuity, where minor perturbations in the input space lead to significant semantic-level interference in the model’s output. We argue that this semantic discontinuity stems from inappropriate training targets and contributes to well-known problems such as adversarial robustness and interpretability. To address this, we first perform data analysis to provide evidence of semantic discontinuity in existing deep learning models. We then propose a simple semantic continuity constraint that theoretically enables models to achieve smooth gradients and learn features oriented towards semantics. Both qualitative and quantitative experiments demonstrate that models incorporating semantic continuity successfully reduce reliance on non-semantic information, thereby improving adversarial robustness, interpretability, model transferability, and reducing data bias.

1. Introduction

Deep learning models can achieve state-of-the-art performance across a wide range of computer vision tasks. From supervised learning and unsupervised learning to the now popular self-supervised learning, new training paradigms have progressively improved the efficiency of utilizing training data. However, the existence of issues such as adversarial examples makes us realize that the current training paradigms still do not make sufficient use of datasets. Adversarial images, which appear nearly identical to the original images, can cause significant changes in model output. In this paper, we find that many common non-semantic perturbations can also lead to semantic-level interference in model outputs, as illustrated in Fig. 1. This phenomenon indicates that the representations learned by deep learning models are discontinuous in semantic space. Ideally, derived samples with the same semantic information should be located in the neighborhood of the original samples, but they are often mapped far from the original samples in the model’s output space. Specifically, semantic continuity means that when the semantic change in the input is minimal, the model’s output should exhibit only minor changes. However, within the semantic neighborhood of a sample, there are still numerous instances that confuse the models or lead to incorrect classifications. This issue arises because deep learning models do not fully utilize the training data.

We believe that improving the efficiency of utilizing the semantic neighborhood of data is a feasible path to enhancing training. In deep learning algorithms, the utilization of the semantic neighborhood can be divided into two stages:
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Figure 1: The first column shows the original sample $x_A$. The second column displays the data-augmented sample $x_A'$, which has been slightly adjusted for brightness, contrast, saturation, and hue. The third column presents the image $x_B$ from the same category. Notably, in the commonly used ResNet-50 pre-trained model, the representation distance between $x_A$ and $x_A'$ is greater than that between $x_A$ and $x_B$. (1) Semantic Neighborhood Sampling: Data augmentation \cite{1, 3, 28, 38} and adversarial training \cite{23, 12, 4} are the two most common neighborhood sampling methods. Data augmentation greatly alleviates overfitting and enhances the generalization of deep neural networks. Adversarial training, proposed to address adversarial attacks, involves injecting adversarial samples into the training set so that the model can simultaneously fit both the original and adversarial samples. While data augmentation improves model generalization to
a certain extent, adversarial training enhances robustness. Recent studies have shown that adversarial training can bring many additional benefits [2, 48, 29, 35, 10, 9, 13, 33, 34, 41, 40], demonstrating that reasonable use of neighborhood samples can significantly improve model performance.

(2) Semantic Continuity: Neighborhood sampling generates many semantically similar images, but the model outputs for these samples are not always consistent. We define semantic neighborhood continuity as the property where slight semantic perturbations lead to only small changes in model output. Some initial work has utilized sample neighborhood continuity to enhance performance. For instance, leveraging neighborhood continuity has improved the effectiveness of image similarity searches [49]. Adversarial logits pairing, which also utilizes neighborhood continuity, significantly enhances the effectiveness of adversarial training [19]. Another example is contrastive learning algorithms, which also leverage neighborhood continuity to achieve better pre-training performance on limited data.

The goal of this work is to explore in depth how semantic continuity affects models. We believe that the research on semantic neighborhood continuity is still in its very early stages. Semantic neighborhood sampling is merely a preliminary method to improve model generalization by using neighborhood data. Models trained with semantic neighborhood sampling do not learn the relationship between the original data and the data derived from this process; they simply treat the newly generated data as unrelated new samples. Existing training methods do not thoroughly explain why neighborhood continuity affects models, nor do they uncover the potential value of neighborhood continuity across various fields. Therefore, enhancing the semantic continuity of deep learning models is an insightful and promising endeavor. This work addresses the issue of semantic continuity in deep learning models, presenting the following key contributions:

- We contextualize the problem of semantic discontinuity within existing deep learning models and propose a straightforward semantic continuity constraint. This constraint aims to facilitate smooth gradients and foster semantic-oriented features.

- We conducted a series of experiments to evaluate the effectiveness of the proposed constraint. Our results demonstrate its efficacy in enhancing semantic continuity and show that models with improved semantic continuity exhibit notable improvements in robustness, interpretability, model transferability, and data bias issues.

2. Related Works

2.1. Training Paradigms

The objectives of deep learning training have undergone several iterations, evolving from the initial supervised and unsupervised learning to other paradigms like reinforcement learning [45] and meta-learning [16], each tailored to different scenarios and tasks. These paradigms aim to maximize the efficiency of knowledge acquisition given the limited representational capacity of models. Supervised learning remains the most effective training paradigm. However, the challenge of annotating vast amounts of data has led to the development of self-supervised and contrastive learning algorithms [17, 25] in recent years. These methods enable efficient training on unlabeled data. The success of large language models [5] and vision pretraining models [6] attests to the efficacy of these paradigms. A similar training concept can be traced back to face recognition algorithms utilizing triplet loss [36], where learning an effective representation space involves comparing pairs of similar and dissimilar entities. Adversarial training [30] has garnered attention due to the discovery of adversarial examples. This paradigm significantly enhances model robustness. Adversarial Logit Pairing (ALP) [19] is a novel adversarial training method that leverages contrastive ideas to further improve robustness. Throughout the evolution of these training paradigms, the efficiency of data utilization has been gradually enhanced, leading to models that learn representation spaces with more human-like semantic characteristics. Therefore, exploring research directions that leverage semantic information is both meaningful and impactful.

2.2. Trustworthy Machine Learning

As deep learning models surpass human performance in various tasks, it becomes clear that accuracy alone is insufficient. Models must also exhibit generalization [14, 46], robustness [43], interpretability, transferability [20, 8], and fairness [47] to ensure trustworthiness in their outputs [11, 44]. This is crucial to avoid scenarios like the infamous "tanks and cloudy skies" story [42], where models exploit spurious correlations in the data. Thus, model evaluation should be multifaceted, not solely focused on task performance accuracy but also on whether the model achieves its objectives without relying on data-specific artifacts that inflate its perceived accuracy. Researchers have addressed issues related to model robustness, such as adversarial defense, backdoor attack defense, and model theft [24]. In terms of interpretability, efforts have been made to use model behavior and gradient information to analyze what the model attends to in the input. Additionally, substantial work has been done to correct and discuss biases learned from data, ensuring that model outputs align with fundamental societal ethics and moral standards. This holistic approach to model evaluation and improvement is essential for the development of reliable and trustworthy machine learning systems.

3. Method

3.1. Definition

Before our experiments 1, we first define some key items to be used in this paper:

1 In this part, we use Resnet50 to conduct experiments in the val set of ImageNet2012.
1. Image Representation: In this work, the activation value of the Logits layer of the model is specified as the sample representation. \( F(\cdot) \) is the function to obtain the image representation.

2. Representation Distance: We define Logits Difference (LD) as the distance vector between image representations.

\[
LD(x, x') = F(x) - F(x')
\]  

3. We define Distance Score (DS) as the distance between the two representations.

\[
DS(x, x') = ||LD(x, x')||^2_2
\]

3.2. Problem Description

Previous research [4] has shown that adversarial samples exacerbate significant semantic discontinuity issues. This section presents data analysis results to substantiate that semantic discontinuity is prevalent, extending beyond adversarial scenarios to real-world normal samples subjected to various types of non-semantic perturbations. Some traditional data augmentation methods can be considered non-semantic perturbations, including adjustments to brightness, contrast, saturation, and hue. In our experiment, we selected an image \( x_A \) from the ImageNet validation set and randomly applied one of the four non-semantic perturbations to generate the data-augmented sample \( x'_A \). As shown in Fig 1, it is easy to find samples \( x_B \) in the same category as \( x_A \), which satisfy \( DS(x_A, x'_A) > DS(x_A, x_B) \). This demonstrates that the issue of semantic discontinuity is not confined to adversarial samples. During the ordinary training process, the model did not learn the relationship between the sample pairs, but merely fit the two types of samples independently.

We further analyze this phenomenon by visualizing the derived representations. We randomly selected an image \( x_A \) from the ImageNet validation set and applied the four data augmentation operations, each modifying one of the attributes of \( x_A \). We then combined the original image \( x_A \), the four augmented images \( \{x'_{A1}, x'_{A2}, x'_{A3}, x'_{A4}\} \), and the remaining images of the same category to form a new set \( I_{visualize} \). This set was fed into ResNet50 to obtain the image representations. Finally, we visualized the image representations of \( I_{visualize} \) using PCA, TSNE [26], and UMAP [27]. As shown in Fig. 2, all three visualization methods reveal that the perturbed samples are not the closest to the original sample in the representation space. This indicates that during the representation learning process, deep models generally fail to maintain the correspondence between the original image and its perturbed versions. This further demonstrates the presence of semantic discontinuity in normal image samples.

3.3. Semantic Continuity Constraints

The phenomenon of semantic discontinuity in deep learning models contradicts human intuition. Ideally, deep models should interpret data in a similar way as humans. To achieve this, we introduce the semantic continuity constraint. We analyze its benefits for model learning and performance. The desired effect of the semantic continuity constraint can be intuitively understood from Fig. 3.

We previously observed that the representation distance (DS) between image pairs becomes unreasonably large under changes that do not affect the image’s semantic information, such as data augmentation and adversarial attacks. Therefore, we intuitively use DS to constrain the model and improve semantic continuity. To calculate DS, semantically identical data pairs \( x \) and \( x' \) are required, where \( x \) refers to the original image and \( x' \) refers to the sample generated by non-semantic perturbation. Here, we detail the process of generating \( x' \):

\[
x' = P(x),
\]

where \( P(\cdot) \) refers to the non-semantic perturbation: data augmentation or adversarial attack.

Based on the above discussion, we design a semantic continuity constraint method based on the Logits layer and...
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Figure 3: We aim to build constraints based on non-semantic transforms, guiding the model to focus on semantic information while completing tasks, thereby improving the model’s trustworthiness metrics. In the figure, the left side shows the feature space of standard training, and the right side shows the feature space after applying the semantic continuity constraint. For a cat-dog classification task, we use a desert-forest analogy to illustrate the desired effect we want the model to achieve. In the original training mode, the model only focused on the classification accuracy. We hope that under semantic constraints, the model can also pay attention to semantic information at the same time. For example, the semantic information related to the desert forest in the example is also correctly transferred.

The physical meaning of those items represents the impact of a single pixel on the activation layer. The constraints on those items can limit the models’ rely on individual pixels, and in turn encourage the models to learn more complex semantic features. From Equ. 7 we can see that when adversarial training is used, the constraints on \( \frac{\partial F}{\partial x} \) are further enhanced, so the adversarial training will further help the improvement of interpretable phenomena.

From the above analysis, it is evident that semantic continuity results in smoother input gradients. Smoothing the input gradient reduces the influence of irrelevant areas and individual pixels. Therefore, in theory, semantic continuity can enhance both the interpretability and robustness of the model. Improved robustness, in turn, benefits various applications such as transfer learning, image generation, and feature visualization [48, 29, 35, 10, 9, 13, 34, 41, 40].

4. Experiment

4.1. Experiment Setting

We conducted experiments on ImageNet2012 and Cifar100 datasets [7, 32, 22]. Four ResNet50 [15] models were trained on ImageNet: a standard ResNet50, ResNet50C with semantic continuity constraints, ResNet50Adv for adversarial training, and ResNet50AdvC for combined semantic continuity and adversarial training. On Cifar100, ResNet18 was employed to train the four models mentioned above. We utilized the Adam optimizer [21] with a learning rate of 1e-5. PGD [4] was employed to generate adversarial samples for adversarial training, with an attack step size of 2 pixels on
4.3.1. RGB Channels Translating

Given the translation invariance characteristic of convolutional neural networks, we devised a method to disrupt the semantic information of an image by translating its RGB channels, as illustrated in Fig. 6. This approach maintains translation invariance within each channel but causes the image to lose its semantic integrity. Specifically, the $R$ channel is shifted to the lower right by $N$ pixels, and the $G$ channel by $N/2$ pixels. Simultaneously, the parts that move out of the image’s edge are added to the upper left of each channel. As the translation distance increases, the image gradually loses its semantic content, becoming a color block that is difficult for humans to interpret. However, models are still capable of recognizing these types of images.

We conducted experiments to compare how models with and without semantic continuity constraints handle this transformed data. Table 7 presents the results, showing that models with stronger semantic continuity constraints rely less on unreasonable translational invariant information. Instead, these models focus more on identifying objects within the image, indicating a greater emphasis on semantic information.

### 4.4. Improving Adversarial Robustness

The analysis in Sec. 3 shows that models with semantic continuity can reduce the impact of individual pixels, and since adversarial attacks primarily involve pixel-level perturbations, models with improved semantic continuity can also enhance adversarial robustness. To evaluate this, we used the PGD algorithm to generate white-box adversarial samples and assessed the model’s robustness. For the ImageNet2012 and CIFAR-100 datasets, we set the step size to 2 pixels, iterating for 10 rounds with an attack setting of $\epsilon = 8$ pixels.

We tested the classification accuracy on adversarial samples using four models derived from the ResNet50 and

| Levels | Bright | Contrast | Saturation | Hue |
|--------|--------|----------|------------|-----|
| 1      | 16     | 1.25     | 1.25       | 0.1 |
| 2      | 32     | 1.50     | 1.50       | 0.2 |
| 3      | 48     | 1.75     | 1.75       | 0.3 |
| 4      | 64     | 2.0      | 2.0        | 0.4 |

Table 1

For the non-semantic transformations used in the experiments, we employed four data augmentation algorithms to simulate them, each with four different intensities. The specific parameters corresponding to each intensity are shown in the table.

Cifar100, $\epsilon = 8$ pixels, and 10 iterations. On ImageNet, the attack step was 2 pixels, $\epsilon = 16$ pixels, and it iterated for 10 rounds.

### 4.2. Improvement On Semantic Continuity

For classification tasks, the human decision-making process is insensitive to transformations in image brightness, contrast, saturation, and hue. In other words, these changes do not affect the semantic information of the image, but the output of a deep learning model can be influenced by these non-semantic perturbations. The semantic continuity loss constraint can effectively mitigate this deficiency in deep learning models. We tested the semantic continuity of four models—Resnet18, Resnet18C, Resnet18Adv, and Resnet18AdvC—under four augmentation methods: brightness, contrast, saturation, and hue. These augmentation methods were defined at four levels, as shown in Table 1. We measured the $DS$ of these models under these perturbations, as depicted in Fig. 4. The results clearly show that the $DS$ of models with semantic continuity constraints is smaller than that of the original models. In other words, adding semantic continuity constraints reduces the influence of these four non-semantic perturbations, significantly improving the semantic continuity of the models.

In the method part of this work, the semantic continuity’s weight is designed as $\alpha$. We measured the accuracy and semantic continuity of ResNet18 with different $\alpha$ in Cifar100. To measure the semantic continuity of the models, we calculated the sum of $DS$ values under four augmentation methods at level 1. As shown in Fig. 5, as $\alpha$ increases, the model’s accuracy decreases slightly, but its semantic continuity improves significantly. Therefore, we ultimately set $\alpha = 1.0$.

### 4.3. Improving Semantic Continuity

In Section 3, we demonstrated that the semantic continuity constraint could smooth the model’s gradient. We also analyzed how a smoother gradient can reduce the model’s reliance on individual pixels. To further investigate whether models constrained by semantic continuity utilize more semantic features, we designed three experiments.

#### 4.3.1. RGB Channels Translating

Inspired by the work of Zhang et al. [48]. We designed an experiment, which divided each image into $N$ blocks and randomly shuffled their positions, as illustrated in Fig. 10. We then evaluated the classification accuracy of the models on these reassembled images. Despite the severe disruption causing the images to lose their original semantic information, the models still retained some classification capability, as shown in Table 11. This indicates that the models rely on non-semantic information, such as texture patterns.

The results of our comparative experiments demonstrate that models with semantic continuity constraints are less sensitive to non-semantic information and focus more on the semantic content of the images.

### 4.3.2. Randomization Center Area

We analyzed and counted images in the ImageNet validation set and found that over 95% of images have task-related information centered. To test the models’ reliance on this central information, we designed an experiment that disrupts the central pixels of the images, eliminating most task-related details, as illustrated in Fig. 8. The results in Table 9 show that the accuracy of models with semantic continuity constraints is more affected by this disruption. This indicates that these models focus more on the foreground of the images and rely less on task-unrelated information.

#### 4.3.3. Sliding Puzzle

We conducted experiments to compare how models with and without semantic continuity constraints handle this transformed data. Table 7 presents the results, showing that models with stronger semantic continuity constraints rely less on unreasonable translational invariant information. Instead, these models focus more on identifying objects within the image, indicating a greater emphasis on semantic information.

The analysis in Sec. 3 shows that models with semantic continuity can reduce the impact of individual pixels, and since adversarial attacks primarily involve pixel-level perturbations, models with improved semantic continuity can also enhance adversarial robustness. To evaluate this, we used the PGD algorithm to generate white-box adversarial samples and assessed the model’s robustness. For the ImageNet2012 and CIFAR-100 datasets, we set the step size to 2 pixels, iterating for 10 rounds with an attack setting of $\epsilon = 8$ pixels.

We tested the classification accuracy on adversarial samples using four models derived from the ResNet50 and
Figure 4: We measured the semantic continuity of the four models under non-semantic perturbations, examining the effects of Brightness, Contrast, Saturation, and Hue transformations. The results show that the semantic continuity of the models significantly improved after adding the semantic continuity constraint.

Figure 5: The semantic continuity and classification accuracy under different settings of $\alpha$ are shown in the figures. The left figure illustrates the accuracy of models with varying $\alpha$ values, while the right figure displays the semantic continuity of models with different $\alpha$ values.

Table 2

| Model          | clean accuracy | adv accuracy |
|----------------|----------------|--------------|
| Resnet18       | 66.99\%       | 9.34\%       |
| Resnet18C      | 67.01\%       | 16.01\%      |
| Resnet18Adv    | 63.80\%       | 44.30\%      |
| Resnet18AdvC   | 59.62\%       | 54.04\%      |
| Resnet50       | 73.42\%       | 0.49\%       |
| Resnet50C      | 72.01\%       | 0.94\%       |
| Resnet50Adv    | 55.43\%       | 8.25\%       |
| Resnet50AdvC   | 50.66\%       | 32.55\%      |

4.5. Improving Model Interpretablity

In Sec. 4.3, we present three experiments demonstrating that the semantic continuity constraint increases models’ reliance on semantic features and task-related information. Additionally, the semantic continuity constraint can mitigate the influence of individual pixels by smoothing the gradient.
Combining these two points, we hypothesize that the semantic continuity constraint can also enhance interpretability. To verify our hypothesis, we selected three interpretability algorithms—Integrated Gradients [39], GradCAM [37], and LIME [31]—to observe how the semantic continuity constraint improves model interpretability.

4.5.1. Integrated Gradients

The Integrated Gradients Method [39] is an enhancement of the traditional Saliency Map [18], which is widely used in interpretability tasks today. It uses gradient integration to eliminate gradient saturation, allowing the gradients learned by the model to be more intuitively visualized.

Compared to the traditional Saliency Map, the Integrated Gradients Method offers improved visualization. We evaluated the performance of Resnet18 and Resnet50 network structures on the Cifar100 and ImageNet datasets, respectively. Fig. 12 displays some representative interpretable images. Taking the third row of ImageNet results as an example, Resnet50C focuses more on the dog compared to Resnet50. Additionally, the gradient perturbations decrease significantly, resulting in smoother gradients. For Resnet50AdvC, this improvement is even more pronounced. From these results, it is evident that the addition of the semantic continuity constraint makes the gradients obtained by the model smoother and more focused on the recognized object, thereby greatly enhancing the model’s interpretability.

4.5.2. GradCAM

The GradCAM algorithm [37] utilizes gradient and activation information to visualize the model’s regions of interest. We employed GradCAM to observe the model’s attention areas on images under different training constraints. The results display the activation maps of Resnet18 and Resnet50 on the Cifar100 and ImageNet datasets in Fig. 13. For instance, in the first row of ImageNet data, on the task of classifying snowmobiles, the Resnet50 model primarily focuses on the sky above the snow, whereas the Resnet50C model concentrates more on snowmobiles and people. This distinction becomes more pronounced with Resnet50Adv and Resnet50AdvC. The Resnet50Adv model’s attention is...
Figure 10: Schematic illustration of images disrupted by random pixel blocks: the leftmost image is the original, followed by images disrupted into 4, 9, 16, and 25 blocks respectively.

Figure 11: As the number of disturbed image blocks increases, the image gradually loses semantic information. The rapid decline in the classification accuracy of the re-spliced image of the model with continuity constraints can explain its reduced use of non-semantic information.

Figure 12: The above figure is the Saliency Map of the different models we tested on the Cifar100 and Imagenet datasets. The first column is the original image and the second to fifth columns are the gradient saliency maps of the common model, semantic continuity model, robust model, and semantic continuity robust model.

Figure 13: The first column is the original image and the second to fifth columns are the GradCAM results of the common model, semantic continuity model, robust model, and semantic continuity robust model.

Figure 14: The first column is the original image and the second to fifth columns are the LIME results of the common model, semantic continuity model, robust model, and semantic continuity robust model.

Figure 12: The above figure is the Saliency Map of the different models we tested on the Cifar100 and Imagenet datasets. The first column is the original image and the second to fifth columns are the gradient saliency maps of the common model, semantic continuity model, robust model, and semantic continuity robust model.

Figure 13: The first column is the original image and the second to fifth columns are the GradCAM results of the common model, semantic continuity model, robust model, and semantic continuity robust model.

Figure 14: The first column is the original image and the second to fifth columns are the LIME results of the common model, semantic continuity model, robust model, and semantic continuity robust model.

4.5.3. LIME

LIME is a method for analyzing image correlation based on output probability, providing an objective evaluation of model output. The results are shown in Fig. 14. Using the third row of ImageNet results as an example, we can analyze the performance of these models. Compared to Resnet50, Resnet50C is influenced by more areas within the bread, indicating a greater dependence on information within the bread. Similarly, it is evident that Resnet50AdvC relies more on the bread’s information than Resnet50Adv does. This demonstrates that the addition of the semantic continuity constraint improves the LIME results. The model becomes more reliant on task-related information for its output, while the influence of task-unrelated information is diminished.

4.6. Improving Transferability

Robust models always transfer better [34, 41, 40]. The experiments in Sec. 4.4 prove that the semantic continuity constraint can improve the models’ robustness. So we speculate the semantic-continuity-constrained models will have good transferability. Therefore, we tested the transferability of these four models. We use the four Resnet18 models trained by Cifar100 to fine-tune the three data sets of Cifar10, SVHN, and MNIST. We find that the model with semantic continuity constraint has a higher accuracy rate, which shows that the model with semantic continuity constraint is helpful to model transferability.
### Table 3
The performance of normal training and semantic continuity constraint training in model transfer.

| Transfer | Cifar10 | SVHN | MNIST |
|----------|---------|------|-------|
| Resnet18  | 84.61%  | 94.25% | 99.32% |
| Resnet18C | 84.78%  | 94.60% | 99.37% |
| Resnet18Adv | 85.17% | 94.66% | 99.50% |
| Resnet18AdvC | **86.40%** | **94.90%** | **99.50%** |

#### Figure 15:
Schematic image of samples in the Color MNIST dataset. We constructed a biased dataset based on MNIST to verify that the training model with semantic constraints has a better de-biasing effect.

| Color MNIST |
|-------------|
| Resnet18    | 96.01% |
| Resnet18C   | **97.54%** |

#### Table 4
Test performance of ordinary training and semantic continuity constraint training on the Colorful MNIST dataset.

### 4.7. Improving Fairness
The data bias has attracted researchers more attention in recent years. The reason for the bias lies in the imbalance of training data. The model will learn the bias and imbalance in data and produce unreasonable outputs, such as gender discrimination. We believe that the key to solving this problem is to let the model minimize the use of task-unrelated information (such as gender) and focus more on task-related information. Previous experiments reveal that semantic continuity constraints can increase the model’s use of semantic information and task-related information. Therefore, we speculate that semantic continuity constraint should also be helpful to the data bias.

We designed a Colorful MNIST dataset to verify our conjecture. The background of 95% data for the training set is red, and that of the left 5% is blue; at the same time, the background of 95% data for testing is blue, and that of the left 5% is red. We use normal training and semantic continuity training methods to fit the training set, and test their performance in the test set. The experimental results are shown in the Table 3.

It shows that the model with semantic continuity constraint uses less task-unrelated information (such as color), and the semantic continuity constraint is helpful in solving the problem of data bias.

### 5. Conclusions
Based on existing training paradigms and the direction of model training development, we abstractly propose a potential pathway to enhance data utilization efficiency, thereby improving model training effectiveness. Through experiments, we demonstrate that our proposed semantic continuity improves robustness, interpretability, model transferability, and fairness. We believe that semantic continuity brings model perception closer to human-like understanding. In the future, we plan to explore the application of this constraint in more complex scenarios and delve deeper into the implementation methods for non-semantic transformations. We hope our work can inspire researchers in the field of deep learning to design better training paradigms and model architectures.
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