FEATURE RANKING BASED ON SYNERGY NETWORKS TO IDENTIFY PROGNOSTIC MARKERS IN DPT-1
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ABSTRACT

Traditional epidemiologic methods test hypotheses focusing on individual risk factors for studying disease of interest. However, complex diseases are triggered and progress due to complicated interactions among both genetic and environmental risk factors. In this paper, we propose a network-based approach by integration of pairwise synergistic interactions to identify potential risk factors and their interactions in disease development. Specifically, we study immunologic and metabolic indices that may provide prognostic and diagnostic information regarding the development of Type-1 Diabetes (T1D) by analyzing measurements from oral glucose tolerance tests (OGTTs) and intravenous glucose tolerance tests (IVGTTs) in subjects with high risk from the Diabetes Prevention Trial-Type 1 (DPT-1) study. Performance comparison of our network-based method with individual factor based analysis demonstrates that the systematic analysis of all potential factors by considering their synergistic relationships help predict the development of clinical T1D better.
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1. INTRODUCTION

Type-1 Diabetes (T1D) is an autoimmune disorder, one of common pediatric diseases with a diverse pathogenesis, clinical phenotype and outcome [1]. Despite the emergence of T1D as a global issue with a steady increase in incidence worldwide over the past decade [2], the etiology of T1D is still not fully understood. Recent studies, including the Diabetes Prevention Trial-Type 1 (DPT-1) [3], have suggested this complex disease has multiple risk factors, including genetic predisposition, diet, viruses and geography, in addition to autoimmunity [1, 4–7].

The previous epidemiology studies mostly focus on studying hypotheses regarding individual risk factors, which have obtained important initial understandings, including the predisposing roles from genetic markers such as Human Leukocyte Antigens (HLA) [5]. However, traditional hypothesis-driven approaches focusing on “essential” factors may not be sufficient for fully understanding T1D [6]. With large-scale perspective studies including DPT-1, we believe that data-driven investigation considering all candidate factors with their interactions can serve as a critical complement for previous hypothesis-driven research.

Data-driven methods may help identify risk factors and their interactions, which will not only provide valuable insights into probable mechanisms involved in the disease, but also identify potential markers that produce high predictive accuracy for early disease prediction [8, 9]. We propose a network-based mathematical model to systematically analyze all the collected immunologic and metabolic indices for the identification of potential markers for prognosis of the development of T1D. In this work, we consider that interactions among risk factors are manifested as joint statistical association with disease outcome, by which synergy networks are constructed. We compare our network-based method with the traditional forward feature selection method by ranking individual factors based on their statistical association with disease outcome. Our preliminary results show that our network-based method by the integration of pairwise synergy between factors can help identify better groups of markers that give higher predictive accuracy.

2. METHODS

To identify biomarkers from high dimensional biomedical measurements, different feature selection methods have been investigated [10–12]. Due to the high computational complexity of exhaustive feature enumeration, filtering features based on their individual predictive power has been the common practice in biomedical research. These greedy feature filters have been successful on identifying markers with strong individual effects on disease outcome. However, they may miss features with weak individual effects whose interactions produce high predicative accuracy [10, 12]. To avoid missing these critical factors with high synergistic interactions, we propose to first construct a synergy network integrating both individual effects and pairwise synergistic interactions among all features. Based on the constructed synergy network, we solve the problem to identify risk factors and their synergistic interactions with high predictive power by developing an efficient graph spectral algorithm.

2.1 Synergy network

We first construct a synergy network for risk factor identi-
fication: \(G(V,E)\), in which \(V\) is the set of vertices \(v_i \in V\) corresponding to all the measured factors or features with corresponding weights \(f(v_i)\) measuring their individual predictive power for disease outcome. The edge set \(E\) is also weighted to measure the synergistic interactions \(s(v_i, v_j)\) between features. To measure individual and synergistic predictive power with respect to the outcome, one of potential definitions of \(f(v_i)\) and \(s(v_i, v_j)\) can be computed based on their statistical association with outcome. Specifically, we define \(f(v_i) = -\log p_i\), in which \(p_i\) is the coefficient p-value for \(v_i\) by fitting the logistic regression model: \(\log(g/(1-g)) = \beta_0 + \beta_1 v_i\) with the corresponding feature \(v_i\) and outcome \(y\) denoting the development of T1D in this paper, in which \(y\) denotes the posterior probability of \(y\) given measured features. Similarly, to define \(s(v_i, v_j)\), we fit the logistic regression model with the interaction term: \(\log(g/(1-g)) = \beta_0 + \beta_1 v_i + \beta_2 v_j + \beta_3 v_i v_j\). We let \(s(v_i, v_j) = -\log p_{ij}\), where \(p_{ij}\) is the coefficient p-value for \(v_i, v_j\) and gives the statistical significance of the predictive power of the interaction between features \(v_i\) and \(v_j\).

2.2 Finding subnetworks for risk factor identification

With previously defined metrics for synergy network construction, we identify potential prognostic markers by solving the following graph-based optimization problem:

\[
\max_{C \subseteq G} \sum_{v_i \in C} f(v_i) + \lambda \sum_{v_i, v_j \in C} s(v_i, v_j),
\]

where \(\lambda\) is a weighting coefficient between individual and synergistic effects, and \(C\) is a subnetwork with the fixed size \(\|C\| = K\) in \(G\). Without loss of generality, \(K\) can be an arbitrary number. This formulation (1) is in fact the problem of searching for a group of features with the largest objective function value, which combines the individual effects of the features in the subnetwork and the interactions among them. When \(C\) is constrained to be a clique with arbitrary size, we have a maximum weighted clique problem (MWCP), a generalized problem of the classical maximum clique problem (MCP) [13]. Furthermore, our new network-based risk factor identification problem considers both node weights and edge weights to overcome the problem in traditional feature selection of ignoring features with weak individual effects but high synergistic effects. As MCP is NP-hard [14], our network-based risk factor identification also is an NP-hard problem. Instead of deriving the exact optimal solution to this problem [13], we develop a new fast spectral approximate algorithm to solve the problem, which gives a ranked list of features with respect to their synergistic predictive power.

2.3 Feature ranking by a graph spectral algorithm

We can rewrite the original subnetwork finding problem (1) as a quadratic integer programming problem. We first introduce a set of integer variables \(x_i\), one for each feature node \(v_i\) in \(G\). When \(v_i\) is selected in \(C\) \((v_i \in C)\), \(x_i = 1\); otherwise, \(x_i = 0\). We then can rewrite (1) as

\[
\max_{x_i, 1 \leq i \leq n} \sum_{i=1}^{n} f(v_i)x_i^2 + \lambda \sum_{j=1}^{n} s(v_i, v_j)x_i x_j, \quad \text{where } n \text{ is the number of feature nodes in } G.
\]

Define the matrix \(M(v_i, v_j) = f(v_i)1(v_i, v_j) + \lambda s(v_i, v_j)\), in which \(1(v_i, v_j)\) is an indicator function which is equal to 1 only when \(i = j\). We have the matrix form for the final optimization problem:

\[
\max x^T M x, \quad \text{s.t. } x_i = 0, 1 \forall i \in [1, n],
\]

in which \(x = [x_1, \ldots, x_n]^T\) is an integer vector.

With \(\|C\| = K\), the subnetwork finding problem (2) has the constraint \(x^T x = K\). We can now develop the spectral approximate algorithm to solve this constrained quadratic integer programming problem. First, we relax the integer variable \(x_i \in \{0, 1\}\) to \(x_i \in \mathbb{R}\). The problem can be transformed to a quadratic programming by Lagrangian relaxation:

\[
\max x^T M x + \alpha(K - x^T x),
\]

where \(\alpha\) is the Lagrangian multiplier. This relaxed quadratic problem has the maximum with the necessary condition by Karush-Kuhn-Tucker condition [15] that the first derivative of the relaxed objective function in (4) is equal to 0:

\[
\frac{\partial}{\partial x} \left[ x^T M x + \alpha(K - x^T x) \right] = 0.
\]

By straightforward algebraic manipulations, we have the KKT condition for the potential solution \(x^*\) satisfying \(M x^* = \alpha x^*\). Hence, the solution to the relaxed MWCP (2) \(x^*\) is an eigenvector of matrix \(M\). To maximize the original objective function \(x^T M x^* = \alpha x^* x^* = \alpha K\), we would like \(\alpha\) to be as large as possible. Hence, we will have the relaxed solution \(x^*\) as the eigenvector of \(M\) corresponding to its largest eigenvalue. With that, if we are going to select \(K\) feature nodes in \(G\), the approximate solution is to take the top \(K\) nodes with the largest magnitudes of the corresponding eigenvector of \(M\). This naturally gives a ranked list of features by the integration of synergistic interactions among them in addition to their individual effects that are the only considered criterion in traditional feature selection methods.

3. EXPERIMENTS AND DISCUSSIONS

To illustrate the advantages of our network-based risk factor identification over traditional feature selection simply based on individual effects, we have applied our method to identify potential markers from measurements of oral glucose tolerance tests (OGTTs) and intravenous glucose tolerance tests (IVGTTs) considering their prognostic power for the development of T1D in DPT-1.

3.1 DPT-1

DPT-1 was a study designed to determine if T1D can be prevented or delayed by preclinical intervention of insulin supplement. It focuses on first and second degree non-diabetic relatives of patients with T1D before the age of 45, since they have more than ten-fold the risk of T1D in the general population [3]. DPT-1 screened 103,391 subjects altogether and categorized them into four risk groups based on genetic susceptibility, age, the presence of autoantibodies (including islet cell autoantibodies (ICA), insulin autoantibodies (IAA), glutamic acid decarboxylase (GAD), and insulinoma-associated protein 2 (ICA512)), and the change of metabolic markers during OGTT and IVGTT. The 3,483 subjects positive for ICA were staged to quantify the projected 5-year risk
of diabetes [7] and our analysis focuses on the study for the “high risk” group [7–9], which contains 339 subjects respectively, and there are 160 subjects diagnosed T1D at the end of the study. For these subjects, we here study immunologic markers by their titer values, and metabolic indices, including C-peptide, insulin, and glucose levels, to identify potential markers with desired prognostic accuracy. For DPT-1, previous analyses focus on understanding the prognostic power for different individual measurements [7–9]. To the best of our knowledge, this is the first time that multivariate analysis considering interactions is investigated in DPT-1.

3.2 Performance comparison

We study baseline characteristics in DPT-1, focusing on immunologic and metabolic markers. Specifically, we have taken the available titer values for different autoantibodies, including ICA, IAA, GAD, ICA512, and MIAA (micro-insulin autoantibodies). For metabolic indices, we have fasting glucose, glycated hemoglobin (HbA1c), fasting insulin, and first-phase insulin response (FPIR) from IVGTTs. Homeostasis model assessment of insulin resistance (HOMA-IR) and FPIR-to-HOMA-IR ratio are also computed as in [9]. From OGTTs, in addition to 2-hour glucose and fasting glucose, we have collected blood samples for C-peptide measurements in the fasting state and then 30, 60, 90, and 120 minutes after oral glucose. We also have computed peak C-peptide as the maximum point of all measurements and AUC (area under curve) C-peptide using the trapezoid rule. Furthermore, as age and Body Mass Index (BMI) have been conjectured to be important confounding factors, we also include them in our data-driven network-based analysis.

Within the subjects of the high risk group, there are 169 subjects who received parenteral insulin supplement while the other 170 subjects were randomly assigned to the placebo arm of the study. We first construct the synergy networks for both placebo (Fig. 1A) and study subgroups (Fig. 1B). In the figure, we illustrate the features with the coefficient p-values lower than 0.05 by normal nodes with features of significant individual effects. We have plotted synergistic interactions in red if the corresponding coefficient p-values are lower than 0.05 and in green if p-values are lower than 0.1. For each subgroup, we respectively rank these features based on their individual predictive power and their eigenvectors with the integration of their synergistic interactions with $\lambda = 1.0$. We compare the classification performance of these features using quadratic discriminant analysis (QDA) in MATLAB [16] to make sure that interactions among features are considered in the classification model. Forward feature selection algorithm [11] based on different ranked lists has been applied to select a subset of features that give the best classification accuracy with QDA. Specifically, we sequentially add features into the subset based on the ranked lists if adding it improves the classification accuracy based on 10-fold cross validation.
validation. Table 1 gives the estimated test accuracy by 1,000 runs of 10-fold cross validation for two subgroups with individual and network-based rank lists. It is clear that the integration of interactions among features by our network-based method leads to higher classification accuracy in both subgroups, which is statistically significant with p-value < 0.01. We note that both methods choose similar markers, including age (or height), 2-hour glucose, and FPIR-to-HOMAIR ratio. Interestingly, our network-based method also takes other factors such as HbA1c, which in fact has been added as another marker for diagnosis of diabetes by American Diabetes Association (ADA) in 2010. It also is interesting that when we predict the progress to clinical T1D for placebo subgroups without intervention and study subgroups with intervention, different groups of features are selected as prognostic markers as shown in Table 2, which may suggest that different subgroups respond differently to insulin treatment and the selected features may characterize these subgroups as different subtypes of diabetes.

Table 1. The test classification accuracy for placebo and study groups for high risk subjects: “Ind” column includes the results based on forward feature selection using the ranked lists by individual effects; “Syn” column includes the results based on forward feature selection using the ranked lists by our network-based method.

|       | Placebo | Study |
|-------|---------|-------|
| Ind   | 0.653   | 0.675 |
| Syn   | 0.678   | 0.653 |

Table 2. The selected features (ranked by individual or interactive effects respectively) to obtain the classification accuracy in Table 1.

| Placebo-Ind | Age, 2-h glucose, Peak C-Peptide, FPIR-to-HOMAIR ratio |
| Placebo-Syn | Height, Fasting glucose (IVGTT), FPIR-to-HOMAIR ratio, IAA, HbA1c, 2-h glucose, ICA512 |
| Study-Ind   | Height, ICA512 |
| Study-Syn   | ICA, HbA1c, Age, Height, ICA512 |

4. CONCLUSIONS AND FUTURE RESEARCH

Our network-based risk factor identification considers interactions among candidate factors in addition to their individual predictive power with respect to the outcome. Our preliminary results have shown that our new method identifies prognostic markers with higher prediction accuracies of diagnosed T1D in the high risk group in DPT-1. For our future research, we will develop effective and efficient algorithms for risk factor identification by systematically analyzing all the available measurements in large-scale studies, develop new prognostic models, and carry out thorough performance evaluation for them. Ultimately, we would like to develop systematic data-driven methods to analyze available factors to understand the interactions of genetic and various environmental factors regarding the development of autoimmunity and T1D, and to identify better prognostic or diagnostic markers for effective screening of subjects for the risk of developing T1D, so that they can benefit from early disease prediction and prevention.
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