Symmetry reduction induced by anyon condensation: a tensor network approach
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Topological ordered phases are related to changes in the properties of their quasi-particle excitations (anyons). We study these relations in the framework of projected entanglement pair states (PEPS) and show how condensing and confining anyons reduces a local gauge symmetry to a global on-site symmetry. We also study the action of this global symmetry over the quasiparticle excitations. As a byproduct, we observe that this symmetry reduction effect can be applied to one-dimensional systems as well, and brings about appealing physical interpretations on the classification of phases with symmetries using matrix product states (MPS). The case of $\mathbb{Z}_2$ on-site symmetry is studied in detail.

I. INTRODUCTION

Classifying quantum phases of many-body systems is a central issue in condensed matter physics. During the last decade or so, the problem has required to go beyond Landau theory of symmetry breaking [1]: phase transitions in topologically ordered systems, such as a quantum Hall sample, simply cannot be correctly accounted for with local order parameters [2]. Beyond this impossibility lies a rich variety of non-local phenomena such as exotic statistics of excitations, protected edge modes, or ground state degeneracy on manifolds with non-trivial topology.

The two-dimensional topological phases we are considering are described by their elementary excitations: quasi-particles called anyons completely characterized by their fusion and braiding properties. Condensation and confinement of these anyons have been put forth in [3] to relate different topological phases. The basis is the formation of a condensate of bosonic quasiparticles which will correspond to a new vacuum. Anyons having trivial statistics with the condensed anyons will characterize the new topological phase. Otherwise, quasiparticles which are not compatible with the new vacuum (non-trivial braiding with the condensed anyons) will not be able to move around freely in the system; they will become confined. Also quasiparticles previously distinguishable by the braiding with the condensed anyons will be identified. Because of the condensation, confinement and identification this mechanism reduces the topological content of the parent phase. This reduction has been originally formulated mathematically as the ‘symmetry breaking’ of a discrete gauge theory [4-8].

This paper is devoted to the study of these phenomena with projected entangled pair states (PEPS) in a 2D square lattice. This class of states and its properties are characterized locally, by a five-rank tensor placing in each site with a physical index and four virtual indices that take care of the correlations present in the system. PEPS has turned out to be relevant to the description of quantum matter obeying an area law [9], or exhibiting topological order [10-11]. Indeed PEPS have been shown to provide an adequate formalism to analyze anyon condensation and topological phase transitions [12-16]. This is because PEPS allow to represent the characteristic properties of the anyons present in the model, identify the possible different behavior of these quasiparticles (condensation, confinement and identification) and because they describe systems beyond renormalization fixed points of topological phases.

Our work participates in this line of research: we focus on the effect of symmetries in particular pairs of PEPS and relate their anyonic excitations. It is known [10] that topological order in PEPS can be characterized by a gauge symmetry acting on the virtual indices of the local tensor that defines the PEPS (see Fig. 1(a)). In this paper we will restrict to the case in which the topological order comes from a group $G$, the so called quantum doubles models [31]. We then modify this initial (parent) tensor and construct a new tensor—the restricted tensor—in which the gauge symmetry, and hence the topological content, is reduced to a subgroup of $G$. Since the elements of the gauge symmetry group correspond to flux excitations in the PEPS [11], intuitively the restricted tensor will have less fluxes and then less capability to distinguish by braiding operations among the different charges. One expects then some charges of the parent model to be effectively condensed in the restricted system. Explicitly we find that some parent charges no longer belongs to the non-trivial topological sector; they have to be identified with the vacuum under interferometric experiments.

We point out that the name ‘anyon condensation’ analyzed here does not correspond to a phase transition in the usual sense, i.e. interpolating two Hamiltonians varying a parameter. As in the original work of Bais et al. [3-8] and many subsequent ones [17-19], we just restrict ourselves to comparing the behavior of anyons in a pair of models which are renormalization fixed points, and hence can be seen as the two extreme points of an interpolating path.

Moreover, we will show analytically how the restricted tensor $\mathcal{G}$ part of the symmetry coming from $G$ so that the virtual operators induce now a non-trivial action in the physical index (see Fig. 1(b)). This is known to correspond to a global on-site symmetry in the PEPS [20]. The parent phase will then correspond to a purely...
Figure 1: (a) The parent tensor (blue) is invariant under the virtual action of a representation of the group $G$. This gauge symmetry endows the PEPS with topological order. (b) Some operators acting on the virtual level of the restricted tensor (pink) are equivalent to an action on the physical index of the tensor; they correspond to a global on-site symmetry. The elements of $G$ which still are gauge symmetry of the restricted tensor form a subgroup, that we name $G_{\text{topo}}$, and characterize the topological order of the restricted PEPS.

topological model and the restricted phase belongs to a so-called symmetry enriched topological phase: intrinsic topological order plus a global on-site symmetry (see [21] and references therein). Indeed, we will see that the global symmetry will in general have a non-trivial action on the anyons of the restricted PEPS, e.g. permuting anyon types. Finally, we will analyze how anyon confinement and symmetry reduction are inextricably linked. These relations have been studied in [22, 23] using a generic language of topological orders.

Besides, we will see how anyon condensation, and its effects on the symmetries of the systems, sheds new light on the classification of one-dimensional symmetry protected topological phases (SPT) [24]. Namely, we will translate the approach taken in 2D to the language of MPS and subsequently we will obtain all the possible phases in 1D systems with symmetries and degenerate ground state. Also the structure classifying this setup will appear very naturally and we will give an explicit method to construct the state and operators of each phase.

An important aspect of our construction is the relation between the groups that will describe the topological content of each PEPS of the pair. If $G$ describes the parent topological phase we will start from, the phase of the restricted PEPS will be indexed by a normal subgroup $G_{\text{topo}}$ of $G$, and exhibit a global on-site symmetry represented by the quotient group $G/G_{\text{topo}}$: the mathematical counterpart of the physical picture is encoded in a short exact sequence:

$$1 \to G_{\text{topo}} \to G \to G_{\text{sym}} \to 1,$$

where $G_{\text{sym}} \cong G/G_{\text{topo}}$. This sequence characterizes the group extension of the group $G_{\text{topo}}$ by the group $G_{\text{sym}}$.

The paper is organized as follows: In Section II we introduce the two families of tensor network states which are used in this study: MPS and PEPS, and describe their relevant properties to this work. In Section III we describe our approach for relating topological phases in PEPS and we analyze the symmetry properties of the involved phases. In Section IV we give a short review of the current classification of phases focusing on the case of one-dimensional bosonic systems treated [24]. Next, we present our approach, and recover all possible representations of an on-site global symmetry at the virtual level of the MPS. We also show some concrete example with the global on-site $\mathbb{Z}_2$ symmetry. We conclude and discuss open questions in Section V.

II. THE MATHEMATICAL FORMALISM: MPS AND PEPS

Matrix product states are pure states that describe quantum spin chains and are fully characterized by a tensor $A$ (associated to each site). This tensor description reduces the number of parameters from exponential to linear in the system size (i.e. the number of particles). The key assumption that enables this reduction is that the entanglement present in the system is bounded and follows a nearest neighbor pattern. The MPS representation reflects the local character of the physical interactions and encapsulates the relevant part of the full Hilbert space describing the system.

Given a chain of $N$ particles, each described by a $d$-dimensional Hilbert space, $\mathbb{C}^d$, an MPS is a state of the form

$$|\mathcal{M}(A)\rangle = \sum_{i_1, \ldots, i_N=1}^{d} \text{tr}[A^{i_1} \cdots A^{i_N}]|i_1, \cdots, i_N\rangle,$$

where $A^i$ denotes a $D \times D$ matrix associated with a particular state $|i\rangle \in \mathbb{C}^d$. The tensor associated to an MPS denoted by $A^i_{\alpha,\beta}$ has rank three. Actually, the expression (2) does not represent the most general form of an MPS: it restricts to the case of periodic boundary conditions and translational invariance [25]. We will work with these assumptions.

A way to picture how to construct an MPS is to consider the following process. One first constructs a product state $|\omega\rangle \otimes^N$ of virtual degrees of freedom (d.o.f.) or generalized spins with maximally entangled pairs $|\omega_D\rangle = \sum_{i=1}^{D} |i, i\rangle$ to describe the amount of entanglement between two sites. Then, we apply the map $\mathcal{P}(A): \mathbb{C}^D \otimes \mathbb{C}^D \to \mathbb{C}^d$:

$$\mathcal{P}(A) = \sum_{i=1}^{D} \sum_{\alpha,\beta=1}^{D} (A^i)^{\alpha\beta}|i\rangle_{p}^{\alpha\beta}|v\rangle_{v},$$

on each site, i.e. on neighboring virtual spins corresponding to parts of different maximally entangled pairs, as illustrated in Fig. 2. The subscripts $p$ and $v$ denote the physical and virtual d.o.f. respectively. This process translates the $N$ site chain described initially by maximally entangled states into the $|\mathcal{M}(A)\rangle$ state. These states are important because every ground state of a one-dimensional gapped local Hamiltonian can be approximated by an MPS [26, 28]. A simple example of an
MPS is the GHZ state: \( |\Psi_{\text{GHZ}} \rangle = \sum_{i}^{n} |i,i,\ldots,i \rangle \), where \( (A^{i})_{\alpha\beta} = \delta_{\alpha\beta} \).

The matrices of an MPS can be brought into a canonical form, which is unique, and these matrices generally have a block-diagonal representation \([2] \). This block diagonal structure restricts the support of the map \( P \) to a direct sum space: \( (\ker P)^{\perp} = \bigoplus_{\alpha=1}^{n} \mathcal{H}_{\alpha} \subset \mathbb{C}^{D} \otimes \mathbb{C}^{D} \).

The uniqueness of the canonical form allows to prove that a quantum state admits two different MPS representations, their matrices are unitarily related. For every MPS whose canonical form has one block, one can build a local gapped Hamiltonian (the so-called parent Hamiltonian) whose unique ground state is exactly the MPS. In the case where the canonical form has several blocks, the ground state of the associated Hamiltonian is not unique and is spanned by the MPS constructed from the individual blocks. Another property of this parent Hamiltonian, called frustration-freeness, is that its MPS ground state also minimizes the energy of each of its local terms.

The symmetries of an MPS can be characterized in terms of the virtual d.o.f. \([2] \). A global on-site symmetry of an MPS is a local operation which leaves the state invariant up to a global phase: \( u^{\otimes N} |\mathcal{M}(A) \rangle = e^{i\phi} |\mathcal{M}(A) \rangle \) (case of unique ground state). As a result of the uniqueness of the canonical form and the equivalence between tensors describing the same state, the physical symmetry can be replaced by a local transformation in the virtual d.o.f. This means that there exists a unitary \( U = \mathcal{P}(\oplus_{\alpha} V_{\alpha}) \), where \( \mathcal{P} \) is a permutation matrix of the blocks and \( V_{\alpha} \) is a unitary acting on the \( \alpha \)-th block, such that

\[
\sum_{j} u_{ij} A^{j} = W U A^{i} U^{\dagger},
\]

where \( W = \oplus_{\alpha} e^{i\theta_{\alpha}} 1_{\alpha} \) is an arbitrary phase in each block.

Although MPS were first introduced for numerical purposes (the main motivation was the minimization of the energy of a target Hamiltonian), they have become a very successful formalism to analyze quantum many body systems, since they capture the properties of gapped systems with nearest neighbor entanglement patterns.

PEPS are a natural 2D analogue of MPS for two-dimensional lattices (or graphs in general). To construct the state, the tensor associated with each site has a number of virtual indices equal to the coordination number of the site. For taking for simplicity a square lattice, the tensors that define the state have five indices, \( A^{i}_{\alpha\beta\gamma\delta} \), one corresponding to the physical Hilbert space and four indices associated to the virtual d.o.f. (sketched in Fig. \( 3a \)). The trace and multiplication operations considered in one dimension are generalised to a contraction of all pairs of nearest neighbour virtual d.o.f. \( |\Psi(A)\rangle = \sum_{i_{1},\ldots,i_{N}} \mathcal{C}(\{A^{i}_{\alpha\beta\gamma\delta}\})|i_{1}\cdots i_{N}\rangle \).

As for MPS, these states arise as ground states of local gapped Hamiltonians and are unique ground states if the PEPS tensors satisfy a condition called injectivity \([5] \).

The characterization of local and spatial symmetries of injective PEPS has been done in \([2] \) at the level of the tensor. If an injective PEPS has a global on-site symmetry the local operator acting on the tensor is equal to the tensor under the action of some operator in the virtual d.o.f., as depicted in Fig. \( 3c \).

A family of PEPS of crucial interest for our work are the so-called \( G \)-isometric PEPS:

\[
A = \frac{1}{|G|} \left( \sum_{g \in G} L_{g} \otimes L_{g} \otimes L_{g} \otimes L_{g} \right),
\]

where \( L_{g} \) is the left regular representation of the group \( G \) \([10] \). The relation between the physical labels and the virtual d.o.f. of the tensor is as follows

\[
A^{i}_{\alpha\beta\gamma\delta} \equiv A^{(a,b,c,d)}_{\alpha\beta\gamma\delta} = \sum_{g \in G} [L_{g}]_{\alpha a} [L_{g}]_{\beta b} [L_{g}^{-1}]_{\gamma c} [L_{g}^{-1}]_{\delta d}.
\]

The physical index is now four-fold: \( 'i' \cong (a,b,c,d) \), see caption of Fig. \( 4 \) for explanation.

The family of \( G \)-isometric PEPS is invariant under the action of (a representation of) the group \( G \) acting purely on the virtual d.o.f. (as illustrated in Fig. \( 5 \)).
Matrix Product Operators \[32\]. The physical index of the tensor corresponds to the tensor product of four local Hilbert spaces and this fact is reflected in Eq. (5). Diagonal grey edges represent PEPS virtual bonds.

It can be shown that the state \[31\] is a renormalization fixed point of the topological phases described by the Quantum Double model of the group \( G \) \[10, 31\] and that a parent Hamiltonian can be constructed for it. The most important features of this parent Hamiltonian are (i) its ground state degeneracy depends on the topology of the lattice considered, (ii) its elementary excitations exhibit anyonic statistics. These excitations are in correspondence with irreducible representations (irreps) of the Quantum Double of \( G \). The PEPS \[1\] is also the ground state of a Hamiltonian proposed and studied in \[31\], where physical d.o.f. are placed on the edges of a square lattice (Fig. 4).

Figure 4: Relation between the lattice model of \[31\] and the tensor construction \[31\]. The white dots represent the generalized spins living on the edges. Each tensor is placed on alternating plaquettes of the lattice, gathering the four surrounding spins. The physical index of the tensor corresponds to the tensor product of four local Hilbert spaces and this fact is reflected in Eq. (5). Diagonal grey edges represent PEPS virtual bonds.

The excitations are quasi-particles that exhibit topological interaction: braiding and fusion analogous to the Aharonov-Bohm effect \[32\]. There are three different types of anyons in the Quantum Double of \( G \): charges represented by the irreps of \( G \), fluxes described by conjugacy classes of elements of \( G \) and dyons which are characterized by the irreps of the centralizer of each conjugacy class. Such models/phases are interesting, not only because of their exotic topological behavior, but also by their potential application in (topological) quantum computing \[31\].

One can also define the analogue object in 1D, the so-called \( G \)-isometric MPS, described by the tensor

\[
\sum_{g \in G} L_g \otimes L_g^\dagger.
\]  

(6)

On the one hand, \( G \)-isometric MPS are intimately connected to the isometric forms for MPS \[10\] used in the 1D classification of phases and, on the other hand, they have the same mathematical structure as their 2D analogue. We will come back to this point in Section IV.

### III. SYMMETRY CHANGES THROUGH ANYON CONDENSATION IN G-ISOMETRIC PEPS

Anyon condensation has been proposed to relate two orders involved in a topological symmetry breaking \[3\]. It is based on the formation of a condensate of bosonic quasiparticles of the parent phase which can be addressed mathematically as the ‘symmetry breaking’ of a gauge theory. The quasiparticles that braid trivially with the condensed excitations characterize the new topological phase. But the quasiparticles which are not compatible with trivial fusion and braiding with the condensed anyons cannot move around freely in the system; they become confined.

It is observed in \[22, 23\] that the mathematical formalism describing the confined anyons can be associated to the action of a global symmetry on the new topological phase. This relates a symmetry enriched topological phase with a purely topological phase, where the former is the result of an anyon condensation of the latter. The purpose of this work is to show how this picture can be materialized in a lattice model very naturally in the PEPS formalism.

It has been shown recently in \[34\] that anyon condensation in PEPS can be associated to a breaking of the local symmetry of the virtual d.o.f. Following this idea, we will start with a \( G \)-isometric PEPS

\[
A_G = \frac{1}{|G|} \left( \sum_{g \in G} L_g \otimes L_g \otimes L_g^\dagger \otimes L_g^\dagger \right),
\]  

(7)

which we call parent tensor. We will also consider a normal subgroup of \( G \), \( G_{\text{topo}} \), and construct the following tensor

\[
A_{G}^{\text{topo}} = \frac{1}{|G_{\text{topo}}|} \left( \sum_{g \in G_{\text{topo}}} L_g \otimes L_g \otimes L_g^\dagger \otimes L_g^\dagger \right)
\]  

(8)

which we call the restricted tensor. We will show how, partially breaking the local invariance of a parent tensor, we will end up with a new tensor enriched with a non-trivial virtual representation of the broken gauge symmetry. The PEPS constructed with these tensors, representing the ground state of the model, will inherit the global and local symmetry relations between them.
We will be able to identify the remaining topological order, flux confinement, the associated charge condensation and the splitting of quasiparticles excitations in the PEPS constructed with the restricted tensor. This identification is done comparing the behavior of the operators corresponding to anyons in the parent model when they are placed in the restricted state. Moreover we will connect the new symmetry features and the different behaviors of the anyons in both models. Finally we will analyze the effect of the broken gauge symmetry over the unconfined anyons of the restricted phase.

A. Symmetry reduction: from local to global

The state associated with the tensor $A_G^{\text{res}}$ is in the same phase as the Quantum Double of $G_{\text{topo}}$. This is because we can express the restricted tensor as

$$ A_G^{\text{res}} \cong A_{G_{\text{topo}}} \otimes \mathbb{I}, $$

where $A_{G_{\text{topo}}}$ is the tensor of the $G_{\text{topo}}$-isometric PEPS. We can perform this decomposition since the action of $\{ L_k : k \in G_{\text{topo}} \}$ can be decomposed as $L_k^{G_{\text{topo}}} \otimes \mathbb{I}^{G_{\text{sym}}}$ (see Appendix A). Therefore the state associated to the tensor $A_G^{\text{res}}$ is in the same phase as the $G_{\text{topo}}$-isometric PEPS (if we do not impose symmetries) with the subsequent properties studied in [10].

In the PEPS representation of these models, a gauge invariance of the tensor in the virtual d.o.f. is equivalent to a local gauge symmetry of the state formed with the tensor. Let us explicitly construct these operators for the models that we are considering. We define the operator

$$ S_g \equiv L_g \otimes L_g \otimes L_g^\dagger \otimes L_g^\dagger, $$

where $g \in G$. It is easy to see that these operators realized a gauge invariance of the parent tensor for all $g$:

$$ (S_g)_p A_G = A_G = A_G (S_g)_v \forall g \in G, $$

where the subscript $v$ denotes the action on the virtual d.o.f., and $p$ the action on the physical d.o.f. Thus

$$ (S_g^R \otimes \mathbb{I}^{\text{rest}}) |\Psi(A_G)\rangle = |\Psi(A_G)\rangle \quad \forall g \in G, $$

where $S_g^R$ is the operator $S_g$ acting in any region $R$ and $|\Psi(A_G)\rangle$ is the state constructed with the tensor $A_G$ using periodic boundary condition. That is, the representation of $G$ given by the operators $S_g$ is a gauge symmetry of the state $|\Psi(A_G)\rangle$. The representation on the virtual d.o.f. of the operators $S_g$ is the identity. Trivially, $|\Psi(A_G)\rangle$ is also left invariant when the same $S_g$ is applied on each lattice site. The restricted tensor has a similar gauge symmetry:

$$ (S_k)^p A_G^{\text{res}} = A_G^{\text{res}} = A_G^{\text{res}} (S_k)_v \forall k \in G_{\text{topo}}, $$

$$ (S_k^R \otimes \mathbb{I}^{\text{rest}}) |\Psi(A_G^{\text{res}})\rangle = |\Psi(A_G^{\text{res}})\rangle \quad \forall k \in G_{\text{topo}}. \quad (9) $$

When $g \in G - G_{\text{topo}}$, $S_g$ will no longer leave $A_G^{\text{res}}$ invariant: the restricted tensor breaks the gauge invariance of the parent tensor to a normal subgroup $G_{\text{topo}}$ of $G$.

Part of the gauge symmetry of the state $|\Psi(A_G)\rangle$ is degraded to just a global symmetry of the state $|\Psi(A_G^{\text{res}})\rangle$. The physical representation associated with such a global symmetry of the restricted tensor belongs to the quotient group $G_{\text{sym}} \cong G/G_{\text{topo}}$.

Let us prove the above statement. Consider the action of $S_g$ on $A_G^{\text{res}}$:

$$ (S_g)_p A_G^{\text{res}} = \sum_{k \in G_{\text{topo}}} L_{kg} \otimes L_{kg} \otimes L_{kg}^\dagger \otimes L_{kg}^\dagger $$

$$ = \sum_{g \in [g]} L_{g} \otimes L_{g} \otimes L_{g}^\dagger \otimes L_{g}^\dagger $$

$$ = \sum_{k \in G_{\text{topo}}} L_{g'k} \otimes L_{g'k} \otimes L_{g'k}^\dagger \otimes L_{g'k}^\dagger $$

$$ = A_G^{\text{res}} (S_{g'})_v \quad \forall g' \in [g], \quad (10) $$

where we have used the fact that $G_{\text{topo}}$ is a normal subgroup. The operator $S_g$ acting on the physical Hilbert space is translated into the operator $S_{g'}$ on the virtual d.o.f., as illustrated in Fig. 6(b), where $g'$ is any element of the coset of $g$ in $G/G_{\text{topo}}$: $[g] = \{gk : k \in G_{\text{topo}}\}$. Then, when we concatenate the perturbed tensors the virtual operators cancel out in each edge and the state remains invariant.

The $G$ gauge symmetry has been reduced to a $G_{\text{topo}}$ gauge symmetry plus a $G/G_{\text{topo}}$ global symmetry. Since $G_{\text{topo}}$ is normal in $G$, $G/G_{\text{topo}}$ is a group which we will denote $G_{\text{sym}}$ from now on. The $G_{\text{sym}}$ global symmetry over this state means:

$$ (S_g)_p A_G^{\text{res}} = (S_{g'})_p A_G^{\text{res}} \quad \text{if } [g'] = [g], \quad (11) $$

Figure 6: (a) The action of the operator $S_g$ leaves invariant the tensor $A_G$. (b) The action of the operator $S_g$ over $A_G^{\text{res}}$ change the tensor as depicted.
where $\Lambda$ denotes the set of lattice sites. Let us finally show that the global symmetry forms a representation of the quotient group. This is done first using the projection from $G$ to $G_{\text{sym}}$, $g \mapsto [g]$ and then proving that the symmetry operators $S_g$ are a representation of the quotient group. It is sufficient to consider the action of $S_g$ on the relevant Hilbert space ($H_p$) defined as:

$$H_p = \left\{ \begin{array}{c} A \in L \ \ \ \ \ \ \ \ \ \ \ \ \ \ B \end{array} \right\} \subset \mathbb{C}^d,$$

where $B$ runs over all boundary conditions and $d = |G|^4$. We will restrict to this space, defining $S_g|_{H_p} = S_g$ because $S_g(H_p) \subset H_p$. The operator $S_g$ is uniquely defined by $G_{\text{sym}}$ since $\tilde{S}_g = S_g$ if $[g'] = [g]$. Moreover these operators are a representation of $G_{\text{sym}}$ because $S_g S_{g'} = (S_g S_{g'})|_{H_p} = S_{g'g}|_{H_p} = S_{g'g'}$. Then, the operators $S_g$ are a representation of the quotient group $G_{\text{sym}} \cong G/G_{\text{topo}}$ over the restricted tensor.

The restriction Eq. (12) to Eq. (13), together with the action of the operators $S_g$ can be viewed as a local tensor (partial) ungauging. This means that we end up with a new tensor with a (non-trivial) gauge subgroup $G_{\text{topo}}$ of $G$ and that the rest of the parent gauge group $G/G_{\text{topo}}$ is not lost: it becomes now a global on-site symmetry under $S_g$. The full gauge symmetry $G$ of the parent tensor is recovered by the gauge group $G_{\text{topo}}$ and the global symmetry group $G_{\text{sym}}$ of the restricted tensor via the short exact sequence of Eq. (14). This procedure can be regarded as the inverse of the tensor gauging studied in [35], in which the authors modify a tensor with a global symmetry to end up with a tensor with purely gauge symmetry. We remark that we are comparing the same symmetry operators over different tensors; this is possible because the dimensions of the indices of both tensors coincide. This fact allows us to compare another type of operators, namely those which create quasiparticle excitations. This will be analyzed in the next subsections for the cases of pure fluxes and pure charges (the case of dyons is discussed in Appendix C).

### B. Comparing pure flux excitations of the parent and restricted models: confinement

We will study the effect of inserting flux excitations of the parent Hamiltonian of $A_G$ on an $A_G^{\text{res}}$ background. A pair of flux excitations of the Quantum Double of $G$ is described, in the PEPS formalism, by an open string of operators $L_g$ placed on the virtual d.o.f. of the lattice constructed with $A_G$. An example of this configuration is shown in Fig. 14. Such strings can be moved and deformed freely on an $A_G$ background, thanks to the $G$-invariance of the tensor $A_G$ [10]. But, on an $A_G^{\text{res}}$ background, there is an energy cost associated with a string of $L_g$ operators whenever $g \in G - G_{\text{topo}}$. The fluxes which do not belong to $G_{\text{topo}}$ become confined: the excited state containing confined fluxes has an energy that grows with the length of the string, i.e., it exhibits string tension. We are actually going to see that the confinement of some fluxes is intimately related to the change of the symmetry described above.

![Figure 7: A subset of the lattice, in a background of $A_G$ tensors, having a flux excitation string. The red dots represent the operator $L_g$ acting on the virtual d.o.f. of the tensors. Each colored square drawn represents the place where a local Hamiltonian acts. Only the pink (dot-dashed line) plaquette is an excitation of the local Hamiltonian $h$: adds +1 to the total energy of the state.](image)
not belong to the kernel of $h$. But the rest of the string can be deformed freely through the lattice. Thus the plaquette terms are not distinguished locally from the ground state; the energy of the string does not depend on the distance between the two end points.

We now consider a string of operators $L_g$, with $g \in G - G_{\text{topo}}$, in a background of $A^g_G$ as depicted in Fig. 8.

![Figure 8: A subset of the lattice, in a background of $A^g_G$ tensors, having a string of $L_g$ operators acting on the virtual d.o.f. Each colored square drawn represents the place where a local hamiltonian acts. In this situation both plaquette are excitations of the local hamiltonian $h$.](image)

This string cannot be deformed using the $G_{\text{topo}}$-invariance of the tensors. Instead, the element $g$ of the operator $L_g$ can be sent to $k'gk$ (and then to the operator $L_{k'gk}$) where $k, k' \in G_{\text{topo}}$, applying the $G_{\text{topo}}$-invariance of the tensors for every virtual edge. This transformation cannot change the cost $g$ belongs to because $k'gk \in [g]$ ($G_{\text{topo}}$ is normal in $G$). Thus, an element $g \notin G_{\text{topo}} \equiv [e]$ cannot be transformed into one belonging to the trivial coset $[e]$, so the operator cannot be moved freely from its position. This fact shows that some strings can be detected locally in contrast with a string formed with operators $L_k$, where $k \in G_{\text{topo}}$, that can be deformed freely.

We now show that a state modified with a string operator as the one depicted in Fig. 8 is an eigenstate of the local term of the parent Hamiltonian of $A^g_G$. Therefore, this modified state is an excitation of the parent Hamiltonian. For this purpose, let us define the parent Hamiltonian of $A^g_G$ in analogy with the $G$-isometric PEPS: $H^\text{res} = \sum_{i \in A} h_{i}^\text{res}$ where the local projector is $h_{i}^\text{res} = \mathbb{I} - \Pi_{G^i_{2 \times 2}}$ and the subspace $S^\text{res}_{2 \times 2}$ is constructed as

$$S^\text{res}_{2 \times 2} = \left\{ \left[ \begin{array}{c|c} B \end{array} \right] \mid B \in (\mathbb{C}[G])^\otimes 8 \right\}.$$ 

We calculate explicitly the scalar product between an arbitrary element of $S^\text{res}_{2 \times 2}$ and a $2 \times 2$ subset of the lattice containing part of the $g$-string.

If the result is zero, the state with a string is locally orthogonal to $S_{2 \times 2}$. So, decorating an $A^g_G$ background with a string of operators $L_g, g \in G - G_{\text{topo}}$ gives rise to an eigenstate with eigenvalue one for each local term $h_{i}^\text{res}$ whose support overlaps with the support of the string (recall that it is a projector): $h_{i}^\text{res} = \mathbb{I} - \Pi_{G^i_{2 \times 2}}$.

We can express the scalar product pictorially as following:

$$\left\langle \begin{array}{c|c} A \end{array} \right| \begin{array}{c|c} B \end{array} \right\rangle = \begin{array}{c|c} A \end{array} \times \begin{array}{c|c} B \end{array}, \quad (13)$$

where we have separated the boundary term and the inside term in virtue of the tensor product form of $A^g_G$ (see Eq. 8). For the sake of simplicity, we have omitted the sum running over the elements of $G_{\text{topo}}$ in all tensors forming the construction. The scalar product of Eq. 13 is proportional to

$$\sum_{a,b,c,d} C(B_1, B_2, a, b, c, d) \chi_{L}(a^{-1}b) \chi_{L}(b^{-1}gc) \times \chi_{L}(cd^{-1}) \chi_{L}(a^{-1}gd),$$

where each element of the sum comes from the individual tensors, $C(B_1, B_2, a, b, c, d)$ is the boundary term and
the traces comes from the loops of the last drawing containing the operator of the string $L_g$. The left regular representation obeys $\chi_L(g) = |G|\delta_{e,g}$ so the scalar product computed is proportional to $\sum_k^{G_{\text{topo}}} C\delta_{k,g}$. Finally we conclude that this value is zero if and only if $g \notin [e]$ implies $g \equiv G_{\text{topo}}$. The fact that the state with these operators placed in the virtual d.o.f. is an eigenstate with eigenvalue one of the local hamiltonian $h^{\text{res}}$ and that a string of this kind cannot be deformed (using the $G_{\text{topo}}$ invariance) through the lattice is equivalent to a string tension. The string tension is manifested in the fact that there exits an energy dependence on the string’s length of the excitation. That is:

$$H^{\text{res}}(\langle \Psi^+_l(A_{G_{\text{res}}}^{\text{res}}, L_g) \rangle) \propto |l\rangle \langle 1| \delta^\text{res}(A_{G_{\text{res}}}^{\text{res}}, L_g)$$

where $\langle \Psi^+_l(A_{G_{\text{res}}}^{\text{res}}, L_g) \rangle$ is the state constructed with the tensor $A_{G_{\text{res}}}^{\text{res}}$ and placing a string flux of length $l$ with element $g \in G$ in the virtual d.o.f. When $g$ belongs to $G_{\text{topo}}$ the scalar product is not zero so we cannot conclude that it is an excitation. In fact the operator in the virtual d.o.f. can be cancelled out using the $G_{\text{topo}}$-invariance of the tensor and it then corresponds to a string not locally detectable.

Using the same kind of argument we can verify that the operator, on the virtual d.o.f., corresponding to an end of the string gives rise to an eigenvector of $H^{\text{res}}$.

$$h^{\text{res}} = \begin{array}{c}
\text{string}
\end{array} \equiv \begin{array}{c}
\text{virtual operators around the affected region}
\end{array}$$

The flux excitation string of the state formed with $A_G$ is also an excitation of $A_G^{\text{res}}$. The fluxes associated with elements of $G$ that do not belong to $G_{\text{topo}}$ become confined in the $A_G^{\text{res}}$ model. The string of confined fluxes cannot be extended freely through the lattice of $A_G^{\text{res}}$ and the energy penalty of the excitation depends on the length of the string.

This shows that we have two very different flux string excitations in the state formed with the tensor $A_G^{\text{res}}$. The open string created by placing operators $L_k$ with $k \in G_{\text{topo}}$ in the virtual d.o.f. has the freedom of being deformed in the entire chain except at the ending plaquettes. Therefore the energy penalty of this excitation comes from the two end points, regardless of the length of the string. As opposed to this case we have the string constructed with elements $g \in G - G_{\text{topo}}$ which cannot be deformed freely; the operators $L_g$ are confined in its position of the lattice. Therefore the energy penalty of this chain depends on the length of the string. We say that all the flux-type particles of the parent model, conjugacy classes of $G$, which do not belongs to $G_{\text{topo}}$ become confined fluxes in the state formed with $A_G^{\text{res}}$.

The unconfined fluxes of the parent model split into a superposition of fluxes of the restricted model. This is because a conjugacy class of $G$ belonging to $G_{\text{topo}}$ can be decomposed into multiple conjugacy classes of $G_{\text{topo}}$. Different internal states of the same type of flux of the parent model, $g_1, g_2 \in C^G[g] \subseteq G_{\text{topo}}$, should be considered now internal states of a different type of flux of the restricted model, $g_1 \in C^{G_{\text{topo}}}[g], g_2 \in C^{G_{\text{topo}}}[g']$ with $C^{G_{\text{topo}}}[g] \neq C^{G_{\text{topo}}}[g']$.

The energy of the restricted state modified by $S_{g_{\text{topo}}}^{\otimes \mathcal{M}}$, over a compact region $\mathcal{M}$, depends on the length of the boundary of the region $\mathcal{M}$, when $g \in G - G_{\text{topo}}$. The virtual representation of this action is a confined loop defect which only depends on the quotient group $G_{\text{sym}} \cong G/G_{\text{topo}}$.

Let us prove the above statement. The flux confinement and the emergence of a non-trivial representation of the on-site symmetry studied before (see Eq. (10) and (13)) are features intimately related. When we apply the operator $S_{g}$ with $g \in G - G_{\text{topo}}$ on a connected subset of the lattice $(\mathcal{M})$ in a background of $A_{G_{\text{res}}}$, we create a closed loop of $L_{g_{\text{topo}}}$ virtual operators around the affected region (see Fig. 9 for an example). The state with this closed string is an excitation of the parent Hamiltonian of $A_{G_{\text{res}}}$ because it is formed with the same virtual operators as the confined fluxes. Then the virtual representation of the unitary $S_{g}$ over a connected region is a confined closed string. Therefore the energy of the state with the confined closed string depends on the length of the loop:

$$H^{\text{res}}(\langle S_{g_{\text{topo}}}^{\otimes \mathcal{M}} | \Psi(\mathcal{A}_G^{\text{res}}) \rangle) \propto |\partial \mathcal{M}| \langle S_{g_{\text{topo}}}^{\otimes \mathcal{M}} | \Psi(\mathcal{A}_G^{\text{res}}) \rangle$$

where $g \notin [e]$. We notice that we can obtain the same defect acting on the complementary region of $\mathcal{M}$. The fact that these defects cannot be deformed freely through the lattice imply that the state does not remain invariant under the action of $S_{g}$ over $\mathcal{M}$. Unlike the parent model situation, the action of closed loops of operators on the ground state may increase energy [31]. In order to leave the restricted state invariant, i.e., remove the confined closed string, we have to act over the complementary of $\mathcal{M}$. That is, we need to act on the whole lattice to preserve the state, ending up with a global on-site symmetry of the group $G_{\text{sym}}$. The $G_{\text{topo}}$-invariance of the tensors $A_G^{\text{res}}$ does not change the coset, of $G$ by $G_{\text{topo}}$, the confined loop belongs to. This leads us to conclude that the virtual representation of the symmetry is of the group $G_{\text{sym}} \cong G/G_{\text{topo}}$.

C. Comparing pure charge excitations of the parent and restricted models: condensation

Let us now study the properties of the charge excitations of $A_G$ when they are placed on a background.
formed by $A_{G}^{\text{res}}$ tensor. As explained in Section III the charge-type excitations of the Quantum Double of $G$ are identified with the irreps of the group $G$. More precisely, charge excited states can be given a PEPS representation, starting from that of the $G$-isometric PEPS, and inserting operators $\sum_{g} \chi_{\nu}(pg)|g\rangle\langle g|$ on some virtual d.o.f., where $\chi_{\nu}$ is the character of the irrep $\nu$ of $G$ [11]. Unlike flux excitations, charge particles are not associated with a string (in this PEPS representation) and they are point defects in the lattice constructed with $G$-isometric PEPS. Therefore, although they are always created in pairs, we can safely just consider how one particle of the pair affects the background. These operators also correspond to excitations when they are placed in the state constructed with $A_{G}^{\text{res}}$. In order to prove it we compute the scalar product between a state with this operator in the virtual d.o.f. and one arbitrary element of $S_{2\times 2}$ of $A_{G}^{\text{res}}$ as we did in the case of flux excitations. We obtain a result proportional to

\[
\sum_{g} \chi_{\nu}(pg)|g\rangle\langle g| \chi_{L}(ad^{-1}),
\]

which reduces to

\[
\text{tr}[\sum_{g} \chi_{\nu}(pg)|g\rangle\langle g| \chi_{L}(ad^{-1})] = |\chi_{\nu}(k)|^2.
\]

Figure 9: (a) We apply the operator $S_{g}^{S_{3}}$ on a background of $A_{G}^{\text{res}}$ tensors; the result is depicted on part (b). (b) The confined loop of $L_{g}$ operators affects 7 plaquettes, corresponding each one to an excitation of the local hamiltonian $h_{\text{res}}$.
confined fluxes also. We forbid this operation because we are restricting to topological interactions; we do not allow processes whose energy cost depend on lengths. If two irreps of \( G \) are the same when restricted to elements of \( \text{G_{topo}} \); they have to be consider equivalent in the \( \text{A_{topo}^{res}} \) background. Then if one irrep, say \( \mu \), is the identity for all elements of \( \text{G_{topo}} \), we obtain that the probability to fuse it with the vacuum is one. Therefore this irrep associated to a charge is not modified by the braiding of any of the unconfined fluxes, and we now have to identify it with the trivial topological charge (the vacuum); we will call this phenomenon 'charge condensation'.

We now claim that there is always a charge excitation of the parent model that is condensed in the \( \text{A_{topo}^{res}} \) background. This charge excitation does not need to be elementary, i.e. associated with an irrep of \( G \). It can be a composite of elementary charges (related to a reducible representation of \( G \)). We know that given any normal subgroup \( \text{G_{topo}} \) of \( G \) there is always a representation \( \rho \) of \( G \) such that the kernel of the corresponding character is exactly \( \text{G_{topo}} \). Therefore, if we perform an interferometric experiment with \( \rho \) we obtain

\[
\text{Prob(vacuum)} = \left| \frac{\chi_\rho(k)}{|\rho|} \right|^2 = 1,
\]

for all \( k \in \text{G_{topo}} \), that is, the charge associated to \( \rho \) has condensed.

Also the charges of the model \( A_G \) split into a superposition of charges of the group \( \text{G_{topo}} \). As mentioned before, we can only allow to braid them with the fluxes corresponding to the elements of \( k \in \text{G_{topo}} \subset G \) and the irrep of \( G \) restricted to these elements becomes:

\[
\chi^G_\sigma(k) \cong \sum \sigma m_\sigma \chi^\text{G_{topo}}_\sigma(k),
\]

where \( m_\sigma \) is the multiplicity of the irrep \( \sigma \) of \( \text{G_{topo}} \) that appears in the decomposition of the irrep \( \nu \) of \( G \).

D. Symmetry action on anyons and symmetry breaking

We analyze here the effect of the symmetry operators over fluxes and charges of the restricted model. We will see how the symmetry permutes the different ground state sectors in the torus. We start with an open string of operators \( L_k \) with \( k \in \text{G_{topo}} \) on an \( \text{A_{topo}^{res}} \) background. We illustrate this setup on Fig. 10. This corresponds to a flux excitation of the model, where the flux string can be deformed freely by the \( \text{G_{topo}} \) invariance of the tensors (except at the plaquette where the string terminates). Now we apply the operator \( S_g \) with \( g \in G \) at each lattice site, which corresponds to a symmetry of the state \( |\Psi(\text{A_{topo}^{res}})\rangle \), on the lattice with a string flux excitation. It is clear that the fixed end points initially in the element \( k \) with \( k \in \text{G_{topo}} \) is sent to the element \( k' \) where \( k' = gkg^{-1} \) of \( \text{G_{topo}} \).

Let us notice that not only the end points are modified by the symmetry operators, the elements of the chain are also sent to \( k' \in \text{G_{topo}} \) and it also can be moved freely through the lattice as it is shown in Fig. 11. Therefore the symmetry operators also correspond to a symmetry in the space of flux excitations sending the conjugacy class \( C[k] \) of \( \text{G_{topo}} \) to a different conjugacy class \( C[k'] \) with \( k' = gkg^{-1} \) when \( G \) is non-abelian. This operation, which we will denote as the map \( \rho_g(k) = gkg^{-1} \), corresponds to a representation of the group \( G_{sym} \) which permutes the flux type particles (conjugacy classes of \( \text{G_{topo}} \)). Let us prove this. Given a conjugacy class of \( \text{G_{topo}} \) the action \( \rho_g \) only depends on the coset \( [g] \) of \( g \). Let us take \( k \) and \( g' \in [g] \), we can write \( g' = kg \) for some \( k' \in \text{G_{topo}} \) and then \( \rho_g(k') = g'kg'^{-1} = k'\rho_g(k)k'^{-1} \). Also if \( k \in C[k] \) it follows that \( \rho_g(k) = g'kg'^{-1} = g'k_1kk_1^{-1}g'^{-1} = k_2g'kg'^{-1}k_2^{-1} = k_2k'\rho_g(k)(k_2k')^{-1} \) for some \( k_1, k_2 \in \text{G_{topo}} \). In the same way it can be shown that \( \rho_g \circ \rho_h(k') \), \( g' \) belongs to the same conjugacy class as \( \rho_g(h') \) for any \( k' \in C[k] \). We point out that the particle-type of the flux, i.e the conjugacy class of \( \text{G_{topo}} \), can be interferometrically detected and it can also be measured in the plaquette using the PEPS representation. The
The symmetry changes similarly the associated conjugate
charge, allowing to detect physically the permutation of
the particle type \([10]\). We can also show the following:
\[
L_{g'}L_hQ^\sigma_qL^\dagger_{g'}L^\dagger_h = L_{gh}Q^\sigma_{q_{gh}k_g^{-1}k_h^{-1}}\omega([g],[h])L^\dagger_{gh},
\]
when \(\rho\) is trivial. The virtual action of the operators
\(S_gS_h\) and \(S_{gh}\) over \(Q^\sigma_q\) is related by a braiding to the flux
\(\omega([g],[h])\) up to gauge redundancies \((k_gk_h^{-1})\). Eq.\([10]\)
reveals the phenomenon of symmetry fractionalization
discussed in \([21]\). Let us summarize:

The symmetry operators of the ground space also
correspond to a symmetry on the space of quasi-
particles excitations. The symmetry action over
charges and fluxes is a representation of \(G_{\text{sym}}\)
and it permutes the particles types. The
action on charges also depends on a cocycle of
\(H^2(G_{\text{sym}},G_{\text{topo}})\). These two functions determine
the extension group \(G\).

\[L_{g'}Q^\sigma_qL^\dagger_{g'}L^\dagger_h \rightarrow L_{g'h}Q^\sigma_{q_{gh}k_g^{-1}k_h^{-1}}\omega([g],[h])L^\dagger_{gh},\]

Let us now study the effect of the global symmetry on
the ground space of the restricted model. The parent
Hamiltonian of \(A_{\text{res}}^G\) has a degenerate ground space
on the torus. This subspace is spanned by the states
constructed with the tensor \(A_{\text{res}}^G\) and placing \((k,n)\)-closed
boundary condition, where \(kn = nk\) \([10]\). This boundary
condition is constructed placing a tensor product string
of \(L_n\) operators in the horizontal part of the boundary
and a string with \(L_k\) operators in the vertical boundary
and then closing the boundaries periodically, as illustrated
in Fig. \([12]\)

\[
\text{Figure 12: The ground state corresponding to the pair conjuga-
}
\text{cy class of \((k,n)\) is depicted.}
\]

The number of different inequivalent closures cor-
responds to the different anyons sectors in the quantum
double of \(G_{\text{topo}}\). The equivalence relation of closures is
given by \((k,n) \sim (k',n')\) if there exists \(t \in G_{\text{topo}}\) such
that \((k,n) = (tk't^{-1},tn't^{-1})\). Let us denote each ground
state constructed with the tensor \(A_{\text{res}}^G\) and with closure
type \((k,l)\) satisfying \(kn = nk\) as \(|\Psi(A_{\text{res}}^G((k,n)))\). If we apply
the symmetry operator \(S_g\), where \(g \in G\), at each
lattice site we obtain:

\[
S_g^\otimes N|\Psi(A_{\text{res}}^G((k,n)))\rangle = |\Psi(A_{\text{res}}^G((g'kg^{-1},g'ng'^{-1})))\rangle,
\]
which also belongs to the ground space because \( k'n' = n'k' \) where \( k' = g'k'g'^{-1} \) and \( n' = g'ng'^{-1} \). Therefore the class \((k,l)\) is sent to \((\rho_g(k),\rho_g(n))\), this action is a representation of \( G_{\text{sym}} \) that acts as a permutation of the different ground states.

E. An example: \( G_{\text{topo}} = \mathbb{Z}_n, G_{\text{sym}} = \mathbb{Z}_2 \)

Let us consider the dihedral group \( G = D_{2n} \), with \( n \) odd, \( \{r,s| r^n = s^2 = e, srk^s = r^{-k}\} \). There are \( 1 + 1 + (n-1)/2 \) conjugacy classes: \( [e],[s] = \{sr^k\}_{k=0}^{n-1}, [r^k] = \{r^k,r^{n-k}\} \). The normal subgroup \( \{r^k\}_{k=0}^{n} \) of \( D_{2n} \) is isomorphic to the abelian group \( \mathbb{Z}_n \). The fluxes of \( QD(\mathbb{Z}_n) \) are the conjugacy classes given by single elements: \( [r^k] \) for \( k = 0,\ldots,n-1 \). The charges correspond to the \( n \) one-dimensional irreps, given by \( \pi_s(r^k) = q^{k\sigma} \) where \( \sigma = 0,\ldots,n-1 \). The restriction of fluxes from \( D_{2n} \) to \( \mathbb{Z}_n \) can be associated to a confinement of the flux \( [s] \) and a condensation of the charge \( Z \) (because \( Z(r^k) = 1 \)) of \( QD(D_{2n}) \). The splitting of charges of \( QD(D_{2n}) \) is given by \( \Pi_\nu = \pi_\sigma \oplus \pi_{-\sigma} \) for \( \nu = \sigma \). This example is also shown in [3]. The associated global symmetry comes from the quotient \( \mathbb{Z}_2 \cong D_{2n}/\mathbb{Z}_n \). The non-trivial action of the symmetry on the anyons of \( QD(\mathbb{Z}_n) \) is given by:

\[
r^k \mapsto sr^k s = r^{-k}, \quad \pi_\sigma(r^k) \mapsto \pi_\sigma(sr^k s) = \pi_{-\sigma}(r^k).
\]

This example corresponds to the non-trivial extension of group \( \mathbb{Z}_n \) by \( \mathbb{Z}_2 \). One also can consider the restriction from \( QD(\mathbb{Z}_n \times \mathbb{Z}_2) \) (the trivial extension) to \( QD(\mathbb{Z}_n) \) where the corresponding condensation and confinement can be identified [3] but the symmetry action is trivial on the anyonic sector.

IV. THE 1D SPT CLASSIFICATION

We now wish to show how the notion of group extension discussed in the previous section is also useful to analyse 1D systems with symmetries. Namely, it allows for a transparent derivation of the classification of 1D phases in the MPS formalism. We start with a short summary of this classification [24, 36, 37]. Our main focus will be on symmetry protected topological (SPT) phases, that is, phases that remain distinct if we impose that the paths that connect them should respect a given symmetry. An example of a system with non-trivial SPT phase is the celebrated spin-1 Haldane chain [58].

A. Overview of SPT classification in 1D

Formally, two systems are said to be in the same quantum phase if they can be connected by a smooth path of Hamiltonians, which is local, bounded-strength and uniformly gapped [49]. Along this path the physical properties of the system will change smoothly. If at some point the gap closes, it will result in a change of the global properties and usually a phase transition will occur. When a symmetry is imposed on Hamiltonians and the paths connecting them, phase diagrams become richer; two systems are then said to be in the same phase if the previous path exists and if, moreover, there exists a representation of the symmetry which commutes with the Hamiltonian along the entire path.

The classification of quantum gapped phases is restricted to the task of classifying MPS. This is because it has been proven that the family of MPS approximate efficiently ground states of gapped quantum Hamiltonians [29, 28]. And for any of these ground states the associated parent Hamiltonian can be constructed (see Section [3]). The classification is restricted to the so-called isometric form of an MPS; those MPS which are renormalization fixed points. In [24] a gapped path of Hamiltonians is built connecting any MPS with its corresponding isometric form. Therefore, the task of classifying phases is restricted to the classification of isometric MPS without loss of generality. The final step is to identify the obstructions to design gapped paths of Hamiltonians between the different isometric forms.

The main conclusions of [24] are: (i) without symmetries, all systems with the same ground state degeneracy are in the same phase, where the representative states are the product state for the unique ground state case and the GHZ state for the degenerate case. (ii) When on-site linear symmetries are imposed to the systems, the different phases are classified, in the unique ground state case, by the second cohomology group \( H^2(G,\mathbb{U}(1)) \) of the symmetry group \( G \) over \( \mathbb{U}(1) \). This classification is best understood if one considers the virtual d.o.f. of the MPS: the unitary representation \( u_{\gamma} \) realising the physical global symmetry translates into an action \( V_\gamma \otimes V_\gamma^\dagger \) on these virtual d.o.f., where \( V_\gamma \) is a projective representation of \( G \) (see Appendix [A]). When a symmetry is imposed, the possible phases that can be obtained are labeled by the equivalence classes of the representation \( V_\gamma; H^2(G,\mathbb{U}(1)) \) precisely identifies them.

In the non-injective case, the MPS map \( \mathcal{P} \) of a system with degenerate ground state is supported on a "block-diagonal" space

\[
\mathcal{H} = \bigoplus_{\alpha=1}^{A} \mathcal{H}_\alpha,
\]

which is the known block structure of the matrices forming the tensor of the MPS. The phases are determined by a representation of the symmetry group in terms of permutations between the blocks of the MPS (see Section [A]).
and the $\mathcal{A}$-fold cartesian product of $H^2(G, U(1))$ with itself.

The map $\mathcal{P}$ is injective when restricted to each subspace $H_\alpha$, so a unique canonical form can be constructed allowing to characterize the action of symmetries.

An on-site global symmetry of an MPS under a linear unitary representation of the group $G$, which we will call $u_g$, is given by the following action on the virtual d.o.f. of the tensor $P_g$:

$$u_g \mathcal{P} = \mathcal{P} \left( P_g \left( \bigoplus_{\alpha=1}^{A} V_\alpha^g \otimes \bar{V}_g^\alpha \right) \right).$$

The operators $\{ V_\alpha^g : g \in G \}$ form a (projective) unitary representation acting on $H_\alpha$, as in the case of a unique ground state. The operators $\{ P_g : g \in G \}$ form a representation of $G$ that acts as a permutation between the subspaces $H_\alpha$. This representation is in general reducible: $\{ P_g H_\alpha : g \in G \} \neq H_\alpha$. As a result, the subspaces $H_\alpha$ can be lumped into larger subspaces of $H$, $H_\alpha$, that are irreducible under the action of $G$: $\{ P_g H_\alpha : g \in G \} = H_\alpha$. From the splitting $H = \bigoplus a H_\alpha$, a decomposition of the operators $P_g$ into irreducible representations $P^a_g$ can be derived, which we can use to re-express Eq. (17):

$$u_g \mathcal{P} = \mathcal{P} \left( \bigoplus_{a} P^a_g \left( \bigoplus_{\alpha \in a} V_\alpha^g \otimes \bar{V}_g^\alpha \right) \right).$$

Interestingly, the decomposition in terms of $H_a$ is generally unstable under perturbations, even those that preserve the symmetry $\Gamma$.

We now study each summand $P^a_g \left( \bigoplus_{\alpha \in a} V_\alpha^g \otimes \bar{V}_g^\alpha \right)$ of Eq. (18) and explain how it relates to the concept of induced representation $\Gamma^a$. For a fixed summand index $a$, we pick a reference block $a_0 \in a$ and we define the subgroup:

$$H := \{ h \in G : P^a_h (H_{\alpha_0}) = H_{\alpha_0} \} \subset G.$$

We can split $G$ in disjoint cosets $k_\beta H$ labelled by the blocks $\beta \in \mathcal{A}$ for a (non-unique) choice of $k_\beta \in G$ chosen such that $P^a_{k_\beta} (H_{\alpha_0}) = H_\beta$ (let us notice that this is possible because $P_g$ is irreducible in this subset $a$). Then we can use that for every $g$ and $\alpha$, there exist unique $h \in H$ and $\beta$ such that $g k_{\alpha_0} = k_\beta h$.

It can be proven that the action on each summand is unitarily equivalent to

$$P^a_g \left( \bigoplus_{\alpha \in a} V_{h_{\alpha_0}}^g \otimes \bar{V}_{h_{\alpha}}^\alpha \right),$$

where $h$ is determined by $g, \alpha$ in Eq. (19). One can also show that two systems are in the same phase if the permutation representation $P^a_g$ are the same and if for each irreducible subset $a$, the projective representation $V_{h_{\alpha_0}}^g$ has the same cohomology class. Since the permutation is effectively encoded in $H$, a phase is characterized by the choice of $H$ together with one of its cohomology classes.

B. Non-trivial virtual representation from restriction in MPS

Let us start with a $G$-isometric MPS with tensor $A_G = \frac{1}{|G|^{-1}} \left( \sum_{g \in G} L_g \otimes L_g^\dagger \right)$, where $L_g$ denotes again the left regular representation of $G$ [10]. This MPS has the local symmetry (see Fig. 13(a)):

$$(L_g \otimes L_g^\dagger)_{P} A_G = A_G(L_g \otimes L_g^\dagger)_{P} = A_G \quad \forall g \in G.$$ 

Its parent Hamiltonian has a degenerate ground subspace whose dimension is equal to the number of inequivalent irreps of $G$. In analogy to the 2D case, we wish to study the restricted tensor

$$A_G^{\text{res}} = \frac{1}{|N|} \left( \sum_{g \in N} L_g \otimes L_g^\dagger \right),$$

where $N$ is a normal subgroup of $G$. Unlike the 2D case, there is no topological content associated with $N$.

Figure 13: (a) The local symmetry of the tensor $A_G$ is represented. (b) The tensor $A_G^{\text{res}}$ of equation (20) is depicted. The physical Hilbert space is decomposed into a tensor product form. (c) The action of the operators $S_g = L_g \otimes L_{g^{-1}}$ is translated into the virtual d.o.f. with a freedom on the choice of the element $g^\prime$ within coset $[g]$.

The operators $\{ S_g = L_g \otimes L_{g^{-1}} : g \in G \}$ represent a global on-site symmetry of both periodic boundary condition MPS constructed with $A_G$ and $A_G^{\text{res}}$, as shown in Fig. 13B. As in 2D (see Eq. (111)), these operators no longer represent a local symmetry of the tensor $A_G^{\text{res}}$ for all the elements $g \in G$. In fact, $S_g$ is a local symmetry of $A_G^{\text{res}}$ if and only if $g \in N$.

Given $g, g^\prime \in G$, as already seen in the more general 2D case, whenever $g N = g^\prime N$, the actions of $S_g$ and $S_{g^\prime}$
with a particular structure to the matrices \( \Pi_{\nu} \). Part of the local symmetry of the state \( |M(\Lambda_{\nu})\rangle \) is degraded to a global symmetry in the state \( \langle M(\Lambda_{\nu'}) | \). The local \( G \)-symmetry is reduced to a local \( N \)-symmetry plus a global on-site \( G_{\text{sym}} \) symmetry. Applying \( S_g \) on \( A_{\nu}^{\text{sym}} \) translates into a non-trivial representation of \( G_{\text{sym}} \) on the virtual d.o.f., in contrast to applying \( S_g \) on \( G \).

We now study the effect of \( S_g \) on \( A_{\nu}^{\text{sym}} \). To do so, we will exploit the block diagonal structure of \( A_{\nu}^{\text{sym}} \) and we will express \( \{ L_g : g \in G \} \) as its direct sum decomposition in terms of irreps of \( G \). It will turn out that the block structure of the virtual matrices of \( A_{\nu}^{\text{sym}} \) is related to the irreps of \( N \). For our purposes, we will be led to study how, given a proper normal subgroup \( N \subset G \), and an irrep of \( G, \Pi_{\nu} \), the irreps of \( N \) contained in \( \Pi_{\nu} \) gives a particular structure to the matrices \( \Pi_{\nu} \). This issue has been analysed by Clifford in [39]. Using his results, we will: 1) obtain all the possible phases in 1D with symmetries and degenerate ground state, 2) show how the notion of induced representation appears naturally in the 1D phase classification, 3) exhibit an explicit method to construct the state and operators of each phase 4) associate the restriction \( G \to N \) to an appealing physical mechanism in 2D (see previous section).

To begin with, let us write \( A_G \) a bit more explicitly:

\[
A_G = \frac{1}{|G|} \sum_{g} \sum_{\alpha, \beta, i, j} \langle L_g \rangle_{\alpha i} \langle L_g \rangle_{\beta j} \langle i | \otimes | j \rangle \langle \alpha | \otimes | \beta \rangle, \quad (21)
\]

where \( |i \rangle \), \( |j \rangle \), \( |\alpha \rangle \) and \( |\beta \rangle \) are basis elements of the vector space that supports \( L \). The basis of the space describing the virtual d.o.f. of the tensor \( A_G \) are represented with round brackets in Eq. (22) whereas regular brackets are used for the physical Hilbert space. Let us denote

\[
L_g \cong \bigoplus_{\nu} \mathbb{I}_{m_{\nu}} \otimes \Pi_{\nu}(g),
\]

the decomposition into irreps of the left regular representation, which acts on \( \mathbb{C}^{|G|} \cong \mathcal{H} = \bigoplus_{\nu} \mathcal{K}_{\nu} \otimes \mathcal{H}_{\nu}. \) That is, \( \Pi_{\nu} \) are the irreps of \( G \), and \( m_{\nu} \) their multiplicities; \( \Pi_{\nu} \) acts on \( \mathcal{H}_{\nu} \) and \( \mathcal{K}_{\nu} \) is the multiplicity space associated with \( \Pi_{\nu} \). Some Clebsch-Gordan matrix allows to write

\[
A_G \cong \frac{1}{|G|} \sum_{g \in G} \left[ C \left( \bigoplus_{\nu} \mathbb{I}_{m_{\nu}} \otimes \Pi_{\nu}(g) \right) C^\dagger \right]_{\alpha i} \times \left[ C \left( \bigoplus_{\nu'} \mathbb{I}_{m_{\nu'}} \otimes \Pi_{\nu'}(g) \right) C^\dagger \right]_{\beta j} \langle \alpha | i \otimes | j \rangle \langle \beta |.
\]

If we express \( A_G \) using orthonormal bases \( \{|k^{(\nu)}, l^{(\nu')}\}\) for each subspace \( \mathcal{K}_{\nu} \otimes \mathcal{H}_{\nu} \), and the orthogonality relations of irreps, we obtain:

\[
A_G \cong \frac{1}{d_{\nu}} \sum_{\nu} \sum_{k^{(\nu)}, l^{(\nu')}} \langle k^{(\nu)}, l^{(\nu')} | i^{(\nu)} \rangle \langle k^{(\nu)}, l^{(\nu')} | j^{(\nu)} \rangle \otimes | k^{(\nu)}, l^{(\nu')} \rangle \langle k^{(\nu)}, l^{(\nu')} | k^{(\nu)}, l^{(\nu')} \rangle.
\]

This tensor exhibits an obvious block diagonal form, in line with [10],

\[
A_G \cong \bigoplus_{\nu} \frac{1}{d_{\nu}} A_G[\nu],
\]

where each block \( A_G[\nu] \) admits a very simple diagrammatic representation:

\[
A_G[\nu] = \begin{array}{ccc}
\mathbb{I}_{m_{\nu}} & \mathbb{I}_{d_{\nu}} & \mathbb{I}_{m_{\nu}} \\
\mathbb{I}_{d_{\nu}} & \mathbb{I}_{m_{\nu}} & \mathbb{I}_{d_{\nu}} \\
\mathbb{I}_{m_{\nu}} & \mathbb{I}_{d_{\nu}} & \mathbb{I}_{m_{\nu}}
\end{array}.
\quad (22)
\]

Note that the left regular representation is such that \( \nu = d_{\nu} \). Eq. (22) shows that if the irreps of two different groups, \( G_1 \) and \( G_2 \), have the same dimensions (and multiplicities), the corresponding tensors are identical modulo a local (Clebsch-Gordan) transformation. For example the left regular representations of \( Z_4 \) and \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) both decompose into four one-dimensional irreps. Another example of this situation is that of the quaternionic group \( Q_8 \) and the order 4 dihedral group \( D_4 \): in each case, the left regular representation is made of two inequivalent one-dimensional irrep and two equivalent copies of a two-dimensional irrep.

Given an irrep \( \gamma \) of \( G \) and an element \( h \in G \), we consider the following operator:

\[
S_{\gamma}(h) = \bigoplus_{\nu \neq \gamma} \mathbb{I}_{m_{\nu}} \otimes \mathbb{I}_{d_{\nu}} \otimes \mathbb{I}_{m_{\nu}} \otimes \Pi_{\gamma}(h)
\]

\[
\otimes \left( \bigoplus_{\nu \neq \gamma} \mathbb{I}_{m_{\nu}} \otimes \mathbb{I}_{d_{\nu}} \otimes \mathbb{I}_{m_{\gamma}} \otimes \bar{\Pi}_{\gamma}(h) \right).
\]

Modulo an appropriate change of basis, the action of \( S_{\gamma}(h) \) reads:

\[
\tilde{A}_G = S_{\gamma}(h) \left( C \otimes C \right) A_G \left( C^\dagger \otimes C^\dagger \right).
\]

It is clear that \( \tilde{A}_G[\nu] = A_G[\nu] \) for \( \nu \neq \gamma \), but the block \( \gamma \) is modified as

\[
\tilde{A}_G[\gamma] = \frac{1}{d_{\gamma}} \sum_{k^{(\gamma)}, l^{(\gamma)}} \sum_{m^{(\gamma)}, n^{(\gamma)}} \left[ \Pi_{\gamma}(h) \right]_{m^{(\gamma)}, n^{(\gamma)}} \left[ \bar{\Pi}_{\gamma}(h) \right]_{m^{(\gamma)}, n^{(\gamma)}} \langle k^{(\gamma)}, l^{(\gamma)} | k^{(\gamma)}, l^{(\gamma)} \rangle \otimes | k^{(\gamma)}, l^{(\gamma)} \rangle \langle k^{(\gamma)}, l^{(\gamma)} | k^{(\gamma)}, l^{(\gamma)} \rangle.
\]
Since $\sum_{\nu}(\Pi^2_{\gamma}(h))_{\nu\nu}(\Pi^2_{\gamma}(h)_{\nu\nu}) = \delta_{m,n}$, the tensor remains invariant. That $\Sigma_\gamma(h)$ is a symmetry can be straightforwardly seen diagrammatically:

\[
\tilde{A}_G[\gamma] = -\begin{array}{c|c|c|c|c|c}
\mathbb{I}_{m_1} & \mathbb{I}_d & \mathbb{I}_{m_n} \\
\mathbb{I}_d & \mathbb{I}_{m_b} & \mathbb{I}_{m_n}
\end{array} = A_G[\gamma].
\] (23)

The operators $\Sigma_\gamma(h) \forall h \in G$, represent a local symmetry of the state constructed with the tensor $A_G$. Similarly the diagrams show that $\Sigma_\gamma(h) \forall h \in G$ have a trivial action on the virtual d.o.f. of $A_G$.

For $G$-isometric MPS,

\[
[S_\gamma(h)]_\nu A_G = A_G = [\Pi^2_{\gamma}(h)]_\nu A_G[\Pi^2_{\gamma}(h^{-1})]_\nu,
\]

\[
(S_\gamma(h)^{\otimes R}) |\mathcal{M}(A_G)) = |\mathcal{M}(A_G))|
\]

where the subscripts $p$ and $v$ stand for the physical Hilbert space and virtual d.o.f. respectively, and where $R$ is any region of the lattice.

We now turn to the restricted MPS and study its symmetries. For that, we begin with the decomposition of $\Pi_\nu(n)$ where $n \in N$ into irreps of $N$:

\[
\Pi_\nu(n) \cong \bigoplus_{\sigma \subset \nu} \mathbb{I}_{c_\sigma} \otimes \pi_\sigma(n),
\] (24)

where $\{\pi_\sigma(n) : n \in N\}$ denote the irreps of $N$ and $\Pi_\nu(n)$ acts on $H_\nu = \bigoplus_{\sigma \subset \nu} K_\sigma \otimes \bar{H}_\sigma$. As before $K_\sigma$ is a multiplicity space, i.e. the number of copies of $\pi_\sigma(n)$ contained in $\Pi_\nu$ is equal to $\dim K_\sigma$. Clifford’s Theorem states that if $\sigma, \sigma' \subset \nu$, then $\dim \bar{H}_\sigma = \dim \bar{H}_\sigma' = d_{\sigma,\sigma'}$,

(ii) the multiplicity spaces $\hat{K}_\sigma$ and $\hat{K}_{\sigma'}$ are isomorphic: $\dim \hat{K}_\sigma = \dim \hat{K}_{\sigma'} = \nu_\sigma$ (iii) there exists $g \in G$ (that depends on $\sigma, \sigma'$) such that $\pi_\sigma(n) = \pi_{\sigma'}(gng^{-1}), \forall n \in N$, i.e. $\pi_\sigma$ and $\pi_{\sigma'}$ are related by conjugation.

Let $\{l^{(\sigma)}, q^{(\sigma)}\}$ denote an orthonormal basis of $\hat{K}_\sigma \otimes \bar{H}_\sigma$. Using again irrep orthogonality relations, one can readily show that

\[
A_G^{\text{res}}(\nu, \mu) = \sum_{\sigma(\nu) \sim \mu} \frac{1}{d_{\sigma(\nu)}} \sum_{l^{(\sigma)}, q^{(\sigma)}} |l^{(\sigma)}, q^{(\sigma)}\rangle \langle l^{(\sigma)}, q^{(\sigma)}|,
\]

\[
= \frac{1}{|N|} \sum_{n \in N} L(n) \otimes L^\dagger(n)
\]

\[
\cong \sum_{\nu, \mu} \mathbb{I}_{K_{\nu}} \otimes A_G^{\text{res}}(\nu, \mu) \otimes \mathbb{I}_{K_{\mu}}
\]

where $\sigma \sim \rho$ denotes that both representations are equivalent. We observe that if $\nu$ and $\mu$ do not contain any common irrep of $N$, $A_G^{\text{res}}(\nu, \mu) = 0$. We also point out that, in virtue of Clifford’s Theorem, if $\nu$ and $\mu$ have one common irrep of $N$, then any irrep of $N$ contained in $\nu$ is also contained in $\mu$ and vice versa. They are so-called associate.

We can represent Eq. (25) diagrammatically:

\[
A_G^{\text{res}}(\nu, \mu) = \sum_{\sigma(\nu) \sim \mu} \frac{1}{d_{\sigma(\nu)}} \begin{array}{c|c|c|c|c|c}
\mathbb{I}_{d_\gamma} & \mathbb{I}_{d_\mu} & \mathbb{I}_{d_\nu} \\
\mathbb{I}_{d_\mu} & \mathbb{I}_{d_\nu} & \mathbb{I}_{d_\gamma}
\end{array}
\]

(26)

In analogy with our discussion of $A_G$, we will construct symmetry operators in terms of irreps of $G$. For the sake of clarity, it is desirable that these irreps reflect the decomposition theory of the restricted tensor (26). Clifford’s theorem shows us exactly how to do that. Let $\{\pi_i : i = 1 \ldots r_\nu\}$ represent the set of inequivalent irreps of $N$ that appear in the decomposition theory of $\{\Pi_\nu(n) : n \in N\}$. We can express the matrix $\Pi_\nu(g)$ in terms of submatrices $T_{ij}(g) : \hat{K}_{\sigma_j} \otimes \bar{H}_{\sigma_j} \rightarrow \hat{K}_{\sigma_i} \otimes \bar{H}_{\sigma_i}$ as:

\[
\Pi_\nu(g) = \begin{pmatrix}
T_{11}(g) & \cdots & T_{1r}(g) \\
\vdots & \ddots & \vdots \\
T_{r1}(g) & \cdots & T_{rr}(g)
\end{pmatrix},
\]

(27)

It is clear that $T_{ij}(n) = \delta_{ij} \mathbb{I}_{K_{\sigma_i}} \otimes \pi_\sigma(n) \forall n \in N$. For fixed $i$ and $g$, it can be shown that there is one and only one value of $j$ for which $T_{ij}(g) \neq 0$. That is, $\Pi_\nu(g)$ has a permutation form, for example:

\[
\Pi_\nu(g) = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

interchanging the subspaces $\{\hat{K}_{\sigma_i} \otimes \bar{H}_{\sigma_i} : i = 1 \ldots r_\nu\}$, and acting non-trivially on them.

To elucidate the content of the operators $T_{ij}$, it is convenient to introduce the subgroup $G' \subset G$ that leaves $\hat{K}_{\sigma_1} \otimes \bar{H}_{\sigma_1}$ invariant:

\[
G' \equiv \{g' \in G : T_{11}(g') \neq 0\},
\]

and we choose a set of elements $\{\hat{g}_2, \cdots, \hat{g}_{r_\nu}\}$, such that $T_{11}(\hat{g}_j) \neq 0$. These elements index the cosets of $G'$ in $G$:

\[
G = G' + \hat{g}_2 G' + \cdots + \hat{g}_{r_\nu} G'.
\]
We want to describe each matrix $T_{ij}(g)$ in terms of the representation $T_{11}(g')$ of $G'$. We notice that if one takes an element $g \in G$ and some element $\tilde{g}_j$, there exists a unique $\tilde{g}_j$ and $g' \in G'$ such that $g \tilde{g}_j = \tilde{g}_j g'$. Building on this observation, it can be shown that

$$T_{ij}(g) \cong \bar{T}_{ij}(g) = \begin{cases} T_{11}(\tilde{g}_i^{-1} g \tilde{g}_j) & \text{if } \tilde{g}_i^{-1} g \tilde{g}_j \in G' \\ 0 & \text{otherwise} \end{cases}. \quad (28)$$

Hence $\Pi_\nu$ can be expressed as an induced representation of an irrep of $G'$. Moreover one can prove that $T_{11}(g')$ admits a tensor product decomposition:

$$T_{11}(g') = V_\nu(g') \otimes C_\nu(g'), \quad (29)$$

where $V_\nu(g') : \hat{K}_{\sigma_i} \to \hat{K}_{\sigma_i}$ and $C_\nu(g') : \hat{K}_{\sigma_i} \to \hat{K}_{\sigma_i}$ are irreducible representations of $G'$. Since $T_{11}(n) = \sum_{\Pi_{\sigma_i}} \otimes \sigma_i(n) \forall n \in N$, we find by identification of $V_\nu(n) = \sum_{\Pi_{\sigma_i}}$ for all $n \in N$.

It can be proven that $V_\nu$ is projective:

$$V_\nu(g)V_\nu(h') = \omega(g', h')V_\nu(g'h'),$$

where $\omega$ satisfies the cocycle condition:

$$\omega(k'g', h') = \omega(k', g'h') \omega(g', h').$$

Since $\omega(g'n, h'm) = \omega(g', h')$ for all $n, m \in N$, $V_\nu(g')$ is actually a representation of $G'/N$. Finally we can write:

$$\bar{T}_{ij}(g) = \begin{cases} V_\nu(\tilde{g}_i^{-1} g \tilde{g}_j) \otimes C_\nu(\tilde{g}_i^{-1} g \tilde{g}_j) & \text{if } \tilde{g}_i^{-1} g \tilde{g}_j \in G' \\ 0 & \text{otherwise} \end{cases}. \quad (30)$$

See Fig. 1A(c) for a diagrammatic representation.

The matrix $\Pi_\nu(g)$ defined as $T_{ij}$, with $T_{ij}$ replaced with $\bar{T}_{ij}$ maps $\hat{K}_{\sigma_i} \to \hat{K}_{\sigma_i}$, to $\hat{K}_{\sigma_i} \otimes \hat{K}_{\sigma_i}$, bijectively according to $gg_j = g_i g'$. If we further define $\tilde{\psi}_{ij}(g) = \tilde{g}_i^{-1} g \tilde{g}_j$, we are in a position to specify the action of $\Pi_\nu(g)$,

$$\langle l^{(\sigma_i)}, q^{(\sigma_i)} | \Pi_\nu(g) | l^{(\sigma_i)}, q^{(\sigma_i)} \rangle = \langle l^{(\sigma_i)} | V_\nu(\tilde{\psi}_{ij}(g)) | l^{(\sigma_i)} \rangle \times \langle q^{(\sigma_i)} | C_\nu(\tilde{\psi}_{ij}(g)) | q^{(\sigma_i)} \rangle,$$

and to apply the operator corresponding to two associate irreps $\nu$ and $\mu$ over $A_{G}^{\text{res}}(\nu, \mu)$:

$$\left( \Pi_\nu(g) \otimes \Pi_\mu(g) \right)_{\rho} A_{G}^{\text{res}}(\nu, \mu) = \sum_{\sigma_i(\nu) \sim \rho(\mu)} \frac{1}{\Gamma_{\sigma_i}} \sum_{l^{(\sigma_i)} \sim l^{(\sigma_i)}} \sum_{q^{(\sigma_i)} \sim q^{(\sigma_i)}} \langle l^{(\sigma_i)} | C_\mu(\tilde{\psi}_{ij}(g)) | l^{(\sigma_i)} \rangle \times \langle q^{(\sigma_i)} | C_\nu(\tilde{\psi}_{ij}(g)) | q^{(\sigma_i)} \rangle.$$
We now consider the operators

\[
S_{\nu,\mu}(g) = \bigoplus_{\gamma \neq \nu, \mu} I_m^\gamma \otimes I_d^\gamma \otimes I_m^\mu \otimes \tilde{\Pi}_\nu(g) \otimes I_m^\nu \otimes \tilde{\Pi}_\mu(g)
\]

\[
\otimes \bigoplus_{\gamma \neq \nu, \mu} I_m^\gamma \otimes I_d^\gamma \otimes I_m^\mu \otimes \tilde{\Pi}_\nu(g) \otimes I_m^\nu \otimes \tilde{\Pi}_\mu(g)
\]

and

\[
S_{\nu}(g) = \bigoplus_{\gamma \neq \nu} I_m^\gamma \otimes I_d^\gamma \otimes I_m^\nu \otimes \tilde{\Pi}_\nu(g) \otimes \tilde{\Pi}_\nu(g)^\dagger
\]

\[
\otimes \bigoplus_{\gamma \neq \nu} I_m^\gamma \otimes I_d^\gamma \otimes I_m^\nu \otimes \tilde{\Pi}_\nu(g) \otimes \tilde{\Pi}_\nu(g)^\dagger
\]

(33)

In virtue of Eq. (32), these operators correspond to an on-site global symmetry of the state constructed with \( A_G^{\text{res}} \):

\[
S^\otimes_{\nu,\mu}(g)|M(A_G^{\text{res}})\rangle = |M(A_G^{\text{res}})\rangle.
\]

The action of the symmetry operator of the group \( G \) on each block is a conjugation by a projective representation \((V(g'))\) on the virtual d.o.f. of the group \( G'/N \) which can be extended to the group \( G/N \) as an induced representation carrying intrinsically the pattern of permutation-action between blocks. The group \( G' \) is defined as the elements of \( G \) leaving one (chosen) block invariant under the permutation action of the operator for these elements. The normal subgroup \( N \) of \( G \) corresponds to the local invariance of the tensor and it encodes the splitting of irreducible blocks under the permutation action of the symmetry.

This structure fits nicely with the one done in [24] explained in Section III.A. The group associated to the physical symmetry is \( G \) in both cases but in our construction the \( N \)-injectivity of our \( \text{MPS} \) reveals an effective \( G'/N \) representation of the symmetry in the virtual d.o.f. In the case we are dealing with, degenerate ground states, the role of the subgroup \( H \subset G \) is played by the quotient \( G'/N \subset G/N \).

### C. An example: classification for \( G_{\text{sym}} = \mathbb{Z}_2 \)

As an illustration of the analysis of the previous subsection, we consider the case where \( G_{\text{sym}} = \mathbb{Z}_2 \). According to [24], the phases will be given solely by permutations between the blocks forming the tensor of the
MPS in consideration, since the second cohomology group $H^2(\mathbb{Z}_2, U(1))$ is trivial (see Appendix A). There are two phases: one where $\mathbb{Z}_2$ is represented trivially at the virtual level, and another where $\mathbb{Z}_2$ is faithfully represented, by an appropriate permutation, at the virtual level. This permutation will be the product of disjoint transpositions acting on blocks with the same size. Thus the number of disjoint transpositions characterizes the phase, i.e., the way in which the symmetry acts.

In order to obtain a nontrivial permutation we have to take the operator associated with the non-trivial semidirect product. The number of disjoint transpositions of this permutation will be given by the number of irreps of the extension in the decomposition of the operator that realizes the symmetry.

The degeneracy of the ground state manifold is given by the block structure of the matrices and will depend on the group $N$; see Eq. (25). For our purposes, we study the case of the abelian group $N = \mathbb{Z}_n$, with $n$ odd. It is known that all possible extensions of these two groups are semidirect products. Then, we have the different extensions $G = \mathbb{Z}_n \rtimes \mathbb{Z}_2$ (see Appendix A) resulting in the direct product $\mathbb{Z}_n \times \mathbb{Z}_2$ and the dihedral group $D_{2n}$ as the non-trivial semidirect product. The latter is built choosing the inverse automorphism $\rho_1(g) = -g$, $\forall g \in \mathbb{Z}_n$. We will write $g^{-1}$, $n - g$ or $-g$ indistinctly.

The left regular representation of $D_{2n}$ decomposes as (we only consider elements of the normal subgroup):

$$L_{(k,0)}^{D_{2n}} = \left( 1 \oplus \bigoplus_m \Pi_m(k,0) \oplus \Pi_m(k,0) \right) ,$$

where $\Pi_m$, $m = 1, \ldots, (n - 1)/2$, are the bidimensional irreps of $D_{2n}$: $

\Pi_m(k,0) = \begin{pmatrix} q^{km} & 0 \\ 0 & q^{-km} \end{pmatrix} ; q = e^{2\pi i k}, k = 0, \ldots, n - 1.

This form for the representation is analogous to Eq. (24).

One easily checks that

$$\Pi_m(k,0) \otimes I_2 = P(\Pi_m(k,0) \otimes I_2)P,$$

where $P = 1 \oplus \sigma_x \oplus 1$ and

$$\Pi_m(k,0) \otimes I_2 = \begin{pmatrix} q^{km} & 0 & 0 \\ 0 & q^{km} & 0 \\ 0 & 0 & q^{-km} \end{pmatrix}.$$

A bit more explicitly,

$$\Pi_m(k,0) \otimes I_2 = q^{km}(|m,0\rangle \langle m,0| + |m,1\rangle \langle m,1|) + q^{-km}(|-m,0\rangle \langle -m,0| + |-m,1\rangle \langle -m,1|).$$

So, up to local unitary equivalence,

$$L_{(k,0)} \approx \sum_{u=0}^{1} [0,u] \langle 0,u | + \sum_{m=1}^{(n-1)/2} (q^{km}|m,u\langle m,u| + q^{-km}|m,u\rangle \langle m,u|)$$

After decomposing $L_{(k,0)}$, we get

$$L_{(-k,0)} \approx \sum_{u=0}^{1} [0,u] \langle 0,u | + \sum_{m=1}^{(n-1)/2} (q^{-km}|m,u\langle m,u| + q^{km}|m,u\rangle \langle m,u|)$$

Putting all this together, we find

$$\begin{array}{l}
A_{D_{2n}}^{\text{res}} \approx \sum_{k=0}^{n-1} \sum_{u=0,1} \left[ |0,u\rangle \langle 0,u | + \sum_{m=1}^{(n-1)/2} (q^{km}|m,u\langle m,u| + q^{-km}|m,u\rangle \langle m,u|) \right] \\
\otimes \left[ \sum_{u=0,1} \left[ |0,u\rangle \langle 0,u | + \sum_{m=1}^{(n-1)/2} (q^{-km}|m,u\langle m,u| + q^{km}|m,u\rangle \langle m,u|) \right] \right] \frac{1}{n}.
\end{array}$$

Using $\frac{1}{n} \sum_{k} e^{2\pi i k(-j)/n} = \delta_{i,j}$ we get the matrix

$$A_{G}^{\text{res}}\{m,b)(m',b')\} = \delta_{m,m'}|m,b)(m',b'|,$$

where $\{\{m, b\}(m', b')\}$ label the physical indices. For each value of the physical index, the virtual matrices, of size $2n \times 2n$, of the tensor has a diagonal structure with $n$ two-dimensional blocks related to the $n$ irreps of $\mathbb{Z}_n$. The first one is denoted by the label $m = 0$ and the others are grouped in pairs, those which labels $\pm m$, related to the $(n-1)/2$ bidimensional irreps of $D_{2n}$.

We denote such a pair by $(m)$. The tensor given by Eq. (26) is also diagonal in terms of the irreps of $D_{2n}$, i.e. the associate irreps of $D_{2n}$ are a single irrep. If we fix one block of the pair $(m)$, say $+m$, we obtain four different matrices

$$A_{G}^{\text{res}}\{(+m,b)(+m,b')\} = | + m, b)(+m, b'| \equiv B_{b,b'},$$
where \( [B^{+m}_{b',b}]_{\nu,\nu'} = \delta_{b \nu} \delta_{b' \nu'} \). These matrices span the whole space of \( 2 \times 2 \) matrices, so each block is injective. Now we are going to act on our tensor with different symmetry operators at the physical level, and we will recover the permutations of the blocks of the matrices.

The exchange will be between the blocks \( \pm m \) belonging to the pair \((m)\). The symmetry operators are the irreps of the non-trivial extension, evaluated at the elements belonging to the non-trivial coset of \( G \) by \( N \), \( \{(g,1) | g \in N\} \), acting on each pair \((m_0)\).

The \((n-1)/2\) two-dimensional irreps of \( D_{2n} \) in the coset \( \{(k,1) | k \in Z_n\} \) take the form

\[
\Pi_m(k,1) = \Pi_m(k,0)\Pi_m(0,1) = \begin{pmatrix}
0 & q^{km} \\
q^{-km} & 0
\end{pmatrix},
\]

where \( \Pi_m(0,1) \) is nothing but the Pauli matrix \( \sigma_x \) which does not depend on \( m \). For simplicity, we will deal only with the case of one block in detail reaching a single transposition. The operator associated to one block \((m_0)\), is аналогу with Eq. (28), and is given by

\[
S_{m_0}(l,l') = [\Pi(m_0(l,1) \otimes I_2) \otimes I_{\text{rest}}] \otimes [\Pi(m_0(l',1) \otimes I_2) \otimes I_{\text{rest}}].
\]

The left-hand side of the previous operator in the selected basis can be expressed as

\[
\Pi_{m_0}(l,1) \otimes I_2 = \sum_{u=0}^{1} [q^{l_{m_0}} m_0, u](-m_0, u) + q^{-l_{m_0}} - m_0, u)(m_0, u),
\]

acting on the pair \((m_0)\) and the identity operator in the rest of the blocks. Therefore, if we act with this operator on the tensor, we notice that all blocks with \( m \neq \pm m_0 \) are not affected, but the pair with \((m) = (m_0)\) changes as

\[
\Pi_{m_0}(k,0)\Pi_{m_0}(l,1) = \Pi_{m_0}(k+l,1) \quad \text{and} \quad \Pi_{m_0}(l',1)\Pi_{m_0}(-k,0) = \Pi_{m_0}(k+l',1)
\]
on each side of the tensor product respectively. Let us analyze the action of the operator \( S_{m_0}(l,l') \) at the virtual matrices of the modified tensor \( \tilde{A}_G^{\text{res}} = S_{m_0}(l,l')A_G^{\text{res}} \):

\[
\tilde{A}_G^{\text{res}} = \begin{cases}
\bar{\Pi}_{m_0}(l,l') \Pi_{m_0}(l,l') & \text{if } +m \notin (m_0) \\
q^{l(l'-l_{m_0})} - m, b(-m, b) & \text{if } +m \in (m_0)
\end{cases}
\]

where only the non-zero elements are written. That is:

\[
\tilde{B}_{b,b'}^{\pm m} = \left\{ \begin{array}{ll}
B_{b,b'}^{\pm m} & \text{if } +m \notin (m_0) \\
B_{b,b'}^{\pm m} & \text{if } +m \in (m_0)
\end{array} \right.
\]

As a consequence, we obtain that the two blocks of the matrices, associated with the pair \((m_0)\) are exchanged:

\[
\begin{pmatrix}
B^{+m_0} & 0 \\
0 & B^{-m_0}
\end{pmatrix}
\]

This permutation between the blocks \( +m_0 \) and \( -m_0 \) is nothing but the single transposition that we were looking for. The action of the operator does not depend on the element of \( Z_n \) in the set \( \{(l,1) | l \in Z_n\} \), the non-trivial coset \( [1] \neq [e] \cong Z_n \), so the result is uniquely determined by the quotient group \( Z_2 \) (in general \( G_{\text{sym}} \cong G/N \)). The action of the operator using elements of the subgroup \( \{(g,0) | g \in Z_n\} \) is trivial because it does not permute the blocks of the virtual matrices. In this example, the multiplicity of the irreps of \( N \) in each irrep of \( G \) is one, then the projective representation \( V \) in Eq. (29) does not play any role here. Instead, the only non-trivial action for this case is a permutation carried out by the induced representation of Eq. (28). Eq. (32) translates as:

\[
(S_{m_0}(g))_p A_G^{\text{res}} = A_G^{\text{res}} ((\sigma_x \otimes I_2)m_0 \otimes (\sigma_x \otimes I_2)m_0),
\]

where \( g \) represents the non-trivial element of the group \( Z_2 \). We can interpret this result as a symmetry breaking phase since the blocks exchanged correspond to linearly independent states of the ground subspace. When we take the operator from the trivial extension, we find that the symmetry is in a non-equivalent phase, characterized by a non-symmetry breaking pattern in the ground subspace.

In order to recover the other permutations, related to disjoint transpositions, we just act with the operator created by adding the different irreps associated to the two interchangeable blocks. The operator associated to the pairs \((m_0), \ldots, (m_l)\) is given by

\[
(S_{m_0}(l_0,1) \oplus \cdots \oplus S_{m_l}(l_i,1)) \otimes I_2) \otimes I_{\text{rest}}] \otimes [(S_{m_0}(l_0,1) \oplus \cdots \oplus S_{m_l}(l_i,1)) \otimes I_2) \otimes I_{\text{rest}}].
\]

This operator carries out the transposition between the blocks \( \pm m_0, \ldots, \pm m_i \) in the virtual matrices. Again, the action is independent from the element \( l_0, \ldots, l_i \), so it is uniquely determined by the element of the quotient group just as in the single transposition case. Therefore, we have recovered all the possible phases with symmetry group \( Z_2 \) and degenerate ground state for MPS.

It is straightforward to use Eq. (28) to show that the parent tensor is left invariant by the symmetry operators.

V. CONCLUSIONS AND OUTLOOK

We have studied two classes of PEPS related by anyon condensation (parent and restricted model). We have seen that the local invariance of the first under the action of a group \( G \) is broken in the second. Some residual symmetry persists though: the restricted PEPS is left invariant by a smaller local symmetry \( (G_{\text{topo}} \subset G) \) plus a global symmetry \( (G_{\text{sym}} = G/G_{\text{topo}}) \). This symmetry change, from local to global, is closely related to flux confinement and charge condensation. To get a microscopic understanding of these phenomena, we have analyzed how a background defined by the restricted model is affected by the insertion of (virtual) excitations of the
parent model. Besides, we have seen that the residual global symmetry is represented by permutations of particle types within each anyonic sector. Also some cohomological effect has been identified. Similarly, when the model lives on a non-trivial manifold, this residual (global) symmetry both leaves the ground subspace invariant and does not act trivially on it.

On another hand, Wilson loops (corresponding to unconfined excitations) also leave the ground subspace invariant and act non-trivially on it. This coincidence leads us to believe that the two types of operators might be related. We have also discussed why the theory of group extensions is a promising route in modelling the behavior of the anyons under a symmetry.

Next, we have investigated MPS analogues of our findings; combining the symmetry reduction discussed above with classical results in the theory of group representations, we have been able to re-derive all possible representations of an on-site global symmetry at the virtual level.

The approach for charge condensation studied here could also be applied to charge confinement using the different tensor network realizations of the same quantum phase described in [34]. In that case the restricted tensor would act as a flux condensator for the parent model. In [12, 13, 15] anyon condensation has been numerically studied in the framework of PEPS for different topological orders without symmetries. The authors of these works performed a local parametrized perturbation on the tensor and successfully identified the condensed and confined anyons pattern in the properties of the fixed point of the transfer operator. In contrast we have here studied analytically pairs of phases, corresponding to the extreme points of an anyon condensation process, modeled with PEPS. We have focused on discrete gauge theories (quantum doubles) which has allowed us to analyze the behavior of local/global symmetries in both phases through the condensation. A complete description of confinement and condensation for quantum doubles in terms of groups algebras can be found in [10]. The complete study of the global symmetry action on anyons and its relation to fusion is left for future work.

We point out that topological phases with global symmetries, the so-called Symmetry Enriched Topological (SET) phases, has been fully classified in [21]. SET phases has been also been studied in [12] using tensor networks and in [14] giving solvable model to represent each phase (also see [15] for the relation to our work). We wonder if the reduction to a global symmetry is a general feature of anyon condensation in gauge theories. Were it the case, enriching an anyonic system with extra global symmetries might allow to detect its topological content locally. One future line of research will be to study how our findings carry over to a more general class of PEPS, with more complex global symmetry and anyon representations, such as those discussed [32]. Finally, it would be worth parallelling our work in the context of fermions.
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Appendix A: Group cohomology

In this appendix we describe the group $H^2(G, U(1))$ that classifies the nonequivalent projective representations of $G$. A projective representation $D$ of a group $G$ is a mapping from this group to the $GL(\mathcal{H})$ group, where $\mathcal{H}$ denotes the vector space where the representation acts, such that

$$D(g_1)D(g_2) = \omega(g_1, g_2)D(g_1 g_2), \quad g_1, g_2 \in G,$$

where $\omega : G \times G \rightarrow U(1)$, which is called cocycle, satisfies

$$\omega(g_2, g_3)\omega(g_1, g_2 g_3) = \omega(g_1, g_2)\omega(g_1 g_2, g_3),$$

$$\omega(e, g) = \omega(e, g) = 1, \forall g \in G.$$

The first one is the so-called 2-cocycle condition and comes from the application of [A1] to the associative condition $[D(g_1)D(g_2)]D(g_3) = D(g_1)[D(g_2)D(g_3)]$. Note that if $\omega(g_1, g_2) = 1 \forall g_1, g_2 \in G$ we recover a linear representation. Suppose that we choose a different pre-factor for the representation matrices $D'(g) = c(g)D(g)$ where $c : G \rightarrow U(1)$, so the different cocycles are related through:

$$\omega'(g_1, g_2) = \frac{c(g_1)c(g_2)}{c(g_1 g_2)}\omega(g_1, g_2).$$

This also shows that the cocycle for a linear representation, also called coboundary, can be written as $\omega(g_1, g_2) = c(g_1)c(g_2)/c(g_1 g_2)$. We regard $U'(g)$ and $U(g)$ as equivalent projective representations if the associated cocycles are related by a pre-factor. Such an equivalent relation forms the abelian group $H^2(G, U(1))$, called the second cohomology group of $G$.

For our purpose we have to obtain $H^2(\mathbb{Z}_2, U(1))$, this task has been done in [10] and there, it has been demonstrated that it is equal to the trivial group \{e\}.
Appendix B: Group extensions

An extension of a group $Q$ is a group $E$, together with a surjective homomorphism $\pi : E \to Q$. Let $N$ denote the kernel of $\pi$. It is clear that $N$ is a normal subgroup of $E$. We say that the group $E$ with the homomorphism $\pi$ is an extension of $Q$ by $N$ \[14\] \[17\]. An extension is encoded in the following short exact sequence:

$$1 \to N \overset{i}{\to} E \overset{\pi}{\to} Q \to 1,$$

where $i$ is an inclusion map. $Q$ is isomorphic to the quotient group $E/N$ ($Q \cong E/N$).

In the case where $N$ is an abelian group, given an extension $E$ of $Q$ by $N$ and the homomorphism $\pi$, the extension is characterized by two maps: (i) a homomorphism $\rho : Q \to \text{Aut}(N)$ and (ii) a cocycle $\omega : Q \times Q \to N$ which satisfies

$$\omega(g, h)\omega(gh, k) = \rho_g(\omega(h, k))\omega(g, hk).$$

These maps are defined as follows. Given $g$, we pick a pre-image $e_g \in E$ such that $\pi(e_g) = g$, and we construct $\rho_g : n \mapsto e_gne_g^{-1}$ and $\omega(g, h) = e_ge_h^{-1}$. There is some arbitrariness in this choice of a pre-image: $e_g$ and $e_{gk}$ obviously lead to the same map $\rho_g$ for any $k \in N$. This arbitrariness partially persists when considering the cocycle $\omega$: the two pre-image choices $e_g$ and $e_{gk}$ lead to two cocycles that might be different but will belong to the same second cohomology class $H^2(Q, U(1))$.

$E$, as a set, can be expressed as the cartesian product $N \times Q$ with the rule for multiplication:

$$(a, g)(b, h) = (ap_g(b)\omega(g, h), gh). \quad (B1)$$

The product $(a, e)(b, e) = (ab, e)$ generates the normal subgroup $N$ and the product $(e, g)(e, h) = (\omega(g, h), gh)$ generates the group $Q$ after quotienting by $N$. If there exists a homomorphism $\phi : Q \to E$ such that $\pi \circ \phi = \text{id}_Q$, we say that the group extension splits and it is associated with the semidirect product $E = N \rtimes Q$. If such a homomorphism $\phi$ exists, the cocycle $\omega$ is trivial, i.e. $H^2(Q, U(1)) = 1$. Two extensions are said to be equivalent if there is an isomorphism $\sigma : E \to E'$ such that the following diagram commutes:

$$
\begin{array}{cccc}
1 & \to & N & \overset{i}{\to} & E & \overset{\pi}{\to} & Q & \to & 1 \\
\downarrow \text{Id} & & \downarrow \text{Id} & & \downarrow \sigma & & \downarrow \text{Id} & & \\
1 & \to & N & \overset{i'}{\to} & E' & \overset{\pi'}{\to} & Q & \to & 1
\end{array}
$$

$\text{(B2)}$

The conditions are $\sigma(i(n)) = i'(n) \ \forall n \in N$ and $\pi'(\sigma(g)) = \pi(g) \ \forall g \in Q$. $E$ and $E'$ are isomorphic if the diagram commutes, but the converse need not be true. An important result is that if two extensions are equivalent then the action $Q \to \text{Aut}(N)$ is the same for both extensions, and the cocycles describing the two extensions are in the same class of cocycles in $H^2(Q, N)$.

To deal with the non-abelian case, two maps $\omega$ and $\rho$ are again constructed. But the map $\rho : Q \to \text{Aut}(N)$ need not be a group homomorphism now. In fact it satisfies

$$\rho_g \rho_h = \text{Inn}(\omega(g, h))\rho_{gh},$$

where $\text{Inn}(n)$ denotes the inner automorphism $m \mapsto nmn^{-1} : n, m \in N$. $\omega(g, h)$ is defined as in the abelian case. The map $\omega$ also satisfies the generalized cocycle condition $\omega(g, h)\omega(gh, k) = \rho_g(\omega(h, k))\omega(g, hk)$. However the maps seen as $\rho : Q \to \text{Out}(N)$ is a group homomorphism where the outer automorphism group is defined as $\text{Out}(N) = \text{Aut}(N)/\text{Inn}(N)$. The group $E$ can also be written as $E = \mathbb{Z} \ltimes \text{Out}(N)/\text{Inn}(N)$, where the maps $n \mapsto (n, 1)$ and $g \mapsto (1, g)$ are again group homomorphisms and the extension equivalence is again defined as the commutation of the diagram. The extensions are now classified by $H^2(Q, Z(N))$ where $Z(N)$ is the center of $N$. This is because the inner automorphisms are invariant under the multiplication by an element of $Z(N)$.

In the main text, we have called $G_{\text{topo}} \equiv N$ and $G_{\text{sym}} \equiv Q$, the extension group $E$ as $G$ and we take as normal subgroup of $G$ $\{ (g, e) : g \in G_{\text{topo}} \} \cong G_{\text{topo}}$ whose choice, in general, is not unique. So the reduction of the tensor is achieved by associating the elements of the group $G_{\text{sym}}$ to the identity. We can take $L_{(g, e)} = L_g^{G_{\text{topo}}} \otimes L_{G_{\text{sym}}}$ for any extension group that we choose. This is because acting on the group algebra basis $(\mathbb{C}[G] = \mathbb{C}[G_{\text{topo}}]) \otimes \mathbb{C}[G_{\text{sym}}]$:

$$L_{(k, h)}|n, h\rangle = |k\rho_e(n)\omega(e, h), h\rangle = |kn, h\rangle = (L_k^{G_{\text{topo}}} \otimes L_e^{G_{\text{sym}}})|k, h\rangle,$$

where we have used that $\omega(e, h) = e$ and $\rho_e = \text{id}$ because this choice does not change the class of the extension.

Appendix C: Dyonic quasiparticles

This section is devoted to study dyonic quasiparticles of the quantum double model, $D(G)$, \[33\] in the PEPS formalism \[10\]. These quasiparticles complete the characterization of the topological low-energy sector of these models, together with pure fluxes and pure charges that have been analyzed in the main text. We first show the representation of the virtual operator corresponding to a dyon and we describe its principal topological properties. Then (Appendix C1), we show how that operator is created physically according to the original model \[31\] using a certain PEPS representation of the ground state. We finally (Appendix C2) address the question of how the parent dyons behave when they are placed in a background of restricted tensors.
A dyonic excitation is a quasiparticle containing a flux part and a compatible charge part in $D(G)$. For abelian groups, this quasiparticle is just a combined object of a pure charge and a pure flux (see its $G$-isometric PEPS representation in \cite{12}). For general finite groups, a dyon is associated to an irrep of the normalizer of a given conjugacy class of $G$. Given $h \in G$ we denote the normalizer subgroup of this element as $N_h = \{n \in G | nh = hn\}$. The normalizer of another element in the conjugacy class of $h$, $h^g = g^{-1}hg \in C[h]$, is $N_{h^g} = gN_hg^{-1}$. So the normalizers of the elements of a conjugacy class are all isomorphic, and the expression $N_{C[h]}$ is meaningful. We can decompose the group $G$ in left cosets of $N_h$ with representatives $k_1, k_2, \ldots, k_\kappa$ where $\kappa = |G|/|N_h|$. A relation between these cosets and elements of the conjugacy class can be given by $h_j = k_jhj^{-1}$.

A dyonic quasiparticle, associated to an irrep $\alpha$ of $N_{C[h]}$, can be expressed as an operator acting on the virtual d.o.f. of the PEPS representation of the $D(G)$. We point out that these quasiparticles are always created in pairs (see Appendix \cite{C} for details), as a dyon-antidyon composite, but here we have focused on one particle of the pair. A dyon corresponds to a string of right regular representations $R_h$ (corresponding to the charge part) placing the following operator (corresponding to the compatible charge part) at the extremity of the string:

\[
D_\alpha^m \equiv \sum_{n \in N_h} \chi_{\alpha}^{N_{C[h]}}(mn) \sum_{j=1}^\kappa |k_jn\rangle \langle k_jn|, \tag{C1}
\]

where we have chosen the element $h$ as the representative of the conjugacy class, $\chi_{\alpha}$ is the character of the irrep $\alpha$ of $N_{C[h]}$ and $m \in N_h$ corresponds to the internal state of the charge associated to the quasiparticle (see Fig. 16).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure16.png}
\caption{The virtual representation of the dyonic quasiparticle is depicted. The red dots represent the operator $R_h$ acting on the virtual d.o.f. of the tensor network. The yellow rhombus corresponds to the operator $D_\alpha^m$ of (C1).}
\end{figure}

Let us now show some of the properties of this quasiparticle representation:

- Self-braiding: the effect of a half exchange of the dyon and its antiparticle or equivalently a $2\pi$ rotation of one dyon. This operation corresponds to braiding the string of the quasiparticle with (C1) at its end in the following way:

\[\sum_{n \in N_h} \chi_{\alpha}(mn) \sum_{j=1}^\kappa |k_jng\rangle \langle k_jng|.\]

In order to operate with this expression we rewrite $k_jng = \tilde{k}_{x_j} (\tilde{k}_{x_j}^{-1} g g^{-1} k_jg) g^{-1}ng$, where we have just inserted identities and the element $\tilde{k}_{x_j}$. To define this element let us denote the representatives of the left cosets of $G/N_{h^g}$ as $k_j = g^{-1}k_jg$ with the relation $\tilde{h}_j = \tilde{k}_j h^g \tilde{k}_j^{-1}$. We now denote with the index $x_j \in [1, \ldots, \kappa]$ the element corresponding to $\tilde{h}_{x_j} = \tilde{k}_j h^g \tilde{k}_j^{-1} = gh_jg^{-1}$. We can prove that $\tilde{n}_{x_j} = \tilde{k}_j^{-1}g\tilde{k}_j$ belongs to $N_{h^g}$ and $R_h^gD_\alpha^mR_g$ equals

which is equivalent to

\[
D_\alpha^m R_h \equiv R_h^gD_\alpha^m R_h^\dagger; \tag{C2}
\]

- Braiding with $g \in N_h$: this operation corresponds to the conjugation by $R_h$ over the string and over (C1). The flux part remains invariant because $g^{-1}hg = h$ and the charge part transforms as $R_h^gD_\alpha^m R_h = D_\alpha^{g^{-1}m}$. This change of the internal state of the charge part can be measured using interferometric experiments \cite{10}.

- Braiding with $g \notin N_h$: the string gets conjugated $h \rightarrow h^g$ and the charge part gets also conjugated $R_h^gD_\alpha^m R_g$. We write $\chi_{\alpha}$ instead of $\chi_{\alpha}^{N_{C[h]}}$ from now on so the conjugation action is given by:

\[\sum_{n \in N_h} \chi_{\alpha}(mn) \sum_{j=1}^\kappa |k_jng\rangle \langle k_jng|.\]
\[
\sum_{n \in N_h} \chi_\alpha(mn) \sum_{j=1}^\kappa |\tilde{k}_x, \tilde{n}_x, g^{-1}ng\rangle |\tilde{k}_x, \tilde{n}_x, g^{-1}ng\rangle \\
= \sum_{n \in N_{h_g}} \chi_\alpha(mg\tilde{n}g^{-1}) \sum_{j=1}^\kappa |\tilde{k}_x, \tilde{n}_x, \tilde{n}\rangle |\tilde{k}_x, \tilde{n}_x, \tilde{n}\rangle \\
= \sum_{j=1}^\kappa \sum_{n \in N_{h_g}} \chi_\alpha(mg\tilde{n}g^{-1}) |\tilde{k}_x, \tilde{n}_x, \tilde{n}\rangle |\tilde{k}_x, \tilde{n}_x, \tilde{n}\rangle \\
= \sum_{j=1}^\kappa \sum_{n \in N_{h_g}} \chi_\alpha(g^{-1}mg\tilde{n}g^{-1}) |\tilde{k}_x, \tilde{n}_x, \tilde{n}\rangle |\tilde{k}_x, \tilde{n}_x, \tilde{n}\rangle. 
\] (C2)

This action is analogous to the symmetry transformations of the quantum double algebras [4, 48].

1. Creation of dyons

A composite dyon-antidyon excitation is created by acting with certain combination of operators, the so-called ribbon operators [19, 31], over the ground state of \(D(G)\). This ground state can be constructed using \(G\)-isometric PEPS tensors [10]. Here we have obtained the virtual representation of the ribbon operator corresponding to the composite dyon-antidyon excitation. In order to do so we apply that operator over the physical indices of a tensor network. Analyzing the virtual indices of the boundary we obtain the desired equivalence between physical and virtual operator.

The ribbon operator we chose acts in four edges of the square lattice with the orientation illustrated in Fig. 17.

![Figure 17](image)

Figure 17: The operator of Eq. (C3) acts on four adjacent edges, denoted as \(x_1, y_1, x_2, y_2\), and involves three vertices and three plaquettes. This operator depends on the orientation of each edge and we take the one represented by the arrows. The green and blue points identified the vertices and plaquettes excited respectively.

The operator can be written as

\[
O_\alpha \equiv \frac{d_\alpha}{|N_h|} \sum_{n \in N_h} \tilde{\chi}_\alpha(n) \sum_{i,j=1}^\kappa F^{h_i, k_i, n_k_j}, 
\] (C3)

where the \(k_i\)’s are the representatives of the left cosets of \(G\) by \(N_h\) and the operator \(F^{h,g}\) acts over the four chosen edges as follows (see Fig. 17 for clarification):

\[
F^{h,g}_{x_1, y_1, x_2, y_2} = \delta_{g, x_1, x_2} |\tilde{h}, y_1, y_1 y_1 x_2, y_2\rangle.
\]

The ground state of the quantum double of \(G\) can be constructed with the following tensor [10]:

\[
K = \sum_{l, r, s, p \in G} |p\tilde{l}, l\tilde{r}, r\tilde{s}, s\tilde{p}\rangle |p, l\rangle (r, s).
\]

This tensor has a the following virtual invariance:

\[
K [R_g \otimes R_g \otimes R_g^\dagger \otimes R_g^\dagger] = \sum_{l, r, s, p \in G} |p\tilde{l}, l\tilde{r}, r\tilde{s}, s\tilde{p}\rangle [R_g \otimes R_g |p, l\rangle (r, s)R_g^\dagger \otimes R_g^\dagger] = K,
\]

\(\forall g \in G\) which endows the state with topological properties. We now express the edges involved in the action of the operator of Eq. (C3) in its tensor network representation:

\[
\mathcal{P}(K) \equiv \sum_{l, r, s, p, t \in G} |p\tilde{l}, l\tilde{r}, r\tilde{s}, s\tilde{p}, t\tilde{r}\rangle |p, l\rangle (s, t),
\] (C5)

for a diagrammatic representation see Fig. 18. The creation operator of the dyon acts on the tensor network representation as follows:

\[
|N_h| \sum_{\alpha} \mathcal{O}_\alpha \mathcal{P}(K) = \sum_{n \in N_h} \delta_{k_i, n_k_j, l_i} \chi_\alpha(n) |p\tilde{h}_i, l\tilde{r}, r\tilde{s}, s\tilde{p}, t\tilde{r}\rangle |p, l\rangle (s, t).
\]

We now can relabel the indices \((s' = s\tilde{h}_i l\) and \(p' = p\tilde{h}_i l\)) to obtain the action on the virtual d.o.f.:

\[
\sum_{l, r, s, p, t \in G} \tilde{\chi}_\alpha(k_i l\tilde{k}_j) |p\tilde{l}, l\tilde{r}, r\tilde{s}, s\tilde{p}, t\tilde{r}\rangle |p\tilde{h}_i, l\rangle (s\tilde{h}_i, l, t) = \sum_i \mathcal{F}_i \circ C_i \mathcal{P}(K),
\] (C6)
where the operator $\sum_i F_i \circ C_i$ acts purely on the virtual d.o.f of $P(K)$ and its components are defined as follows:

$$F_i[[p, l], (s, t)] \equiv \sum_{g \in G} R_g^i \bar{h}_g \otimes |g\rangle [([p, l], (s, t)] R_g \bar{h}_g \otimes \mathbb{I},$$

$$C_i[[p, l], (s, t)] \equiv \sum_{n, m \in N_h} \bar{\chi}_\alpha(n m) \otimes |k_i n \rangle (k_i n \langle [p, l], (s, t)] \mathbb{I} \otimes \sum_j |k_j m \rangle (k_j m |),$$

where $F_i$ and $C_i$ can be regarded as the flux and charge part of the dyon respectively. We can represent diagrammatically the virtual operator corresponding to Eq. (6) as follows:

![Diagram](image)

where $P[a] = |a\rangle \langle a|$. If we only consider the one particle of the composite dyon-antidyon, the virtual representation we are dealing with is equivalent to a string of $R_g$ operators ended with the operator $C_1$.

We point out that the tensor $K$ has the invariance described in Eq. (4) because of the clockwise direction, of the edges contained in $K$ (see Fig. 14), chosen (10). A counterclockwise direction would give rise to a tensor with the virtual invariance represented by $L_g$ instead of $R_g$, which would be unitary equivalent to the $G$-isometric PEPS of Eq. (4). This relation connects the tensor $K$, obtained in (10), used in this section with the convention used through the main text.

2. Symmetry reduction with dyons

We now turn to the situation analyzed in this work where a parent excitation is placed on a background of restricted tensors. We also study the effect of the symmetry operators over the dyons of the restricted phase.

If we place a parent dyon with the flux part corresponding to a conjugacy class not in $G_{\text{topo}}$, the chain cannot be moved freely and the the dyon is confined. Let us analyze the more involved case where the parent dyon is unconfined and its flux and charge parts split. Let $C[G[h] = \{h_i, i = 1, \ldots, k\}$ be a conjugacy class of $G$ which is in $G_{\text{topo}}$. This conjugacy class can be decomposed in conjugacy classes of $G_{\text{topo}}$: $C[G[h] = \cup_j C[G_{\text{topo}}[h_j]$ where $j$ only runs over in the indices corresponding to the elements $h_i$ with disjoint conjugacy classes of $G_{\text{topo}}$. It is clear that any two of these conjugacy classes of $G_{\text{topo}}$ can be related by conjugation with an element of $G$ and vice versa. This fact is what is causing the splitting of the flux part of an unconfined parent dyon and the action of the symmetry over the flux part of a dyon of the restricted model.

Take now a representative element $h_j$ of $C[G[h]$ and denote its normalizer in $G$ as $N^G_{h_j} = \{n \in G | n h_j = h_j n\}$. Trivially $N^G_{h_j}$ is a subgroup of $N^G_{h_j}$. It is also normal: $(n k n^{-1}) h_j = h_j (n k n^{-1}) \ \forall n \in N^G_{h_j} \text{ and } \forall k \in N^G_{h_j}$. Therefore $N^G_{h_j}$ is normal in $N^G_{h_j}$. By Clifford’s Theorem (39) the irreps of $N^G_{C[h]}$ will decompose into an equal weight superposition of irreps of $N^G_{C[h]}$, all of them related by conjugation. This describes the splitting of the charge part of an unconfined parent dyon and also describes qualitatively the action of the symmetry over the charge part of a dyon of the restricted model.

In order to compute quantitatively the effect of the symmetry operator over the charge part of a restricted dyon let us denote $g = (q, [z])$ with $q \in G_{\text{topo}}$ and $[z] \in G_{\text{sym}}$. As a set, $G$ can be viewed as the cartesian product of $G_{\text{topo}}$ and $G_{\text{sym}}$ (see Appendix B). We will write down the case with trivial cocycle for the sake of simplicity. Now $N_h$ will denote the normalizer of $h$ in $G_{\text{topo}}$, $\chi_h$ the character of the irrep $\beta$ of the subgroup $N^G_{C[h]}$ of $G_{\text{topo}}$ and now $k_j$ will denote the representatives of the right cosets of $G_{\text{topo}}$ by $N_h$ ( $k_1 = e, k_2, \ldots, k_\xi$ where $\xi = |G_{\text{topo}}|/|N_h|$). With this notation the charge part of the restricted dyon, corresponding to the conjugacy class $C[h]$ of $G_{\text{topo}}$ and the irrep $\beta$ of $N^G_{C[h]}$, can be associated to the following operator (at the end plaquette of a string of $L_h$ corresponding to the flux part):

$$D^m_\beta \equiv \sum_{n \in N_h} \chi_h(n m) \sum_{[y] \in G_{\text{sym}}} \sum_{j=1}^\xi |n k_j, [y]\rangle \langle n k_j, [y]|,$$

(7)

where $m$ belongs to $N_h$. The action of the symmetry over this operator is the conjugation by $L_g$ with $g \in G$. Applying $L_g$ to the basis elements in Eq. (7) we end up with $L_g |n k_j, [y]\rangle = |q g(n k_j), [z][y]|$, where $\rho_q(n) = g n g^{-1}$ which goes from $N^G_{C[h]}$ to $N^G_{C[h]}$ with $C[h] \neq C[h]$ if $g \in G - G_{\text{topo}}$. If $g \in G_{\text{topo}}$ the action will be equivalent to the corresponding analysis in Eq. (2). Now we rewrite $q g(n k_j)$ as $q g(n) q^{-1} [q g(k_j) q^{-1}] = q g(k_j) q^{-1}$.

To define $k_j^{xg}$ let us denote the representatives of the cosets of $G_{\text{topo}}/N_h$ as $k_j^{xg} = q g k_j g^{-1} q^{-1}$ with the relation $h_j = k_j^{xg} h_q g^{-1} k_j^{xg}$. We now denote with the index $xg \in [1, \ldots, \xi]$ the element corresponding to $k_j^{xg} = q g(k_j) q^{-1}$. We can prove that $n^{xg} = q g k_j^{xg}$ belongs to $N_h$. Denoting $\bar{n} \equiv q g(n)$ the conjugation by the inverse of $p$ as $\rho_p(\cdot)$ and $P[a] = |a\rangle \langle a|$, $L_g D^m_\beta L_g^\dagger$
equals
\[
\sum_{\tilde{n} \in N_{v,6}} \chi_\beta(m \rho_{g\bar{g}}(\tilde{n})) \sum_{\gamma \in G_{sym}} P[\tilde{n} \tilde{x}_j^y k \tilde{x}_j^y, [\gamma]]
= \sum_{j=1}^\xi \sum_{\tilde{n} \in N_{v,6}} \chi_\beta(m \rho_{g\bar{g}}(\tilde{n})^{-1} \tilde{x}_j^y) \sum_{\gamma \in G_{sym}} P[\tilde{n} \tilde{x}_j^y, [\gamma]]
= \sum_{j=1}^\xi \sum_{\tilde{n} \in N_{v,6}} \chi_\beta(m \rho_{g\bar{g}}(\tilde{n})^{-1}) \sum_{\gamma \in G_{sym}} P[\tilde{n} \tilde{x}_j^y, [\gamma]]
= \sum_{j=1}^\xi \sum_{\tilde{n} \in N_{v,6}} \chi_\beta(m \rho_{g\bar{g}}(\tilde{n})^{-1}) \sum_{\gamma \in G_{sym}} P[\tilde{n} \tilde{x}_j^y, [\gamma]],
\]
where we have denoted as $\beta'$ the irrep of the normalizer of $h^g$, with $h^g \notin CG_{irrep}[h]$, which is obtained by conjugation of the irrep $\beta$. This action corresponds to a permutation of the charge part of the dyon compatible with the corresponding permutation in the flux part.
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