ViT-BEVSeg: A Hierarchical Transformer Network for Monocular Birds-Eye-View Segmentation
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Abstract—Generating a detailed near-field perceptual model of the environment is an important and challenging problem in both self-driving vehicles and autonomous mobile robotics. A Bird’s Eye View (BEV) map, providing a panoptic representation, is a commonly used approach that provides a simplified 2D representation of the vehicle’s surroundings with accurate semantic level segmentation for many downstream tasks. Current state-of-the-art approaches to generate BEV-maps employ a Convolutional Neural Network (CNN) backbone to create feature-maps which are passed through a spatial transformer to project the derived features onto the BEV coordinate frame. In this paper, we evaluate the use of vision transformers (ViT) as a backbone architecture to generate BEV maps. Our network architecture, ViT-BEVSeg, employs standard vision transformers to generate a multi-scale representation of the input image. The resulting representation is then provided as an input to a spatial transformer decoder module which outputs segmentation maps in the BEV grid. We evaluate our approach on the nuScenes dataset demonstrating a considerable improvement in performance relative to state-of-the-art approaches. Code is available at https://github.com/robotvisionmu/ViT-BEVSeg.

Index Terms—Vision Transformer, Bird’s Eye View, Autonomous Driving

I. INTRODUCTION

Autonomous mobility systems such as self-driving vehicles, mobile robotics and advanced driver assistance systems have seen significant advances over recent years. This has been facilitated by progress in machine learning coupled with sophisticated neural-network models trained on a variety of complex large scale data-sets. As described in [27], mobility systems can be classified based on the amount of automation provided by the sensors and data-processing stack embedded within the vehicle’s control architecture, see Fig. 1. The central part of the autonomous driving pipeline is the environmental model in which the output of the perception are represented. Subsequent downstream tasks such as trajectory prediction and path planning use this representation as their input.

A common approach for research in mobile robotic platforms and autonomous vehicles is to employ active LIDAR systems to capture three-dimensional (3D) point clouds of their surroundings in real-time [2, 19]. However, such sensors suffer from various limitations including sparse measurements, low scanning rates and high-cost, each of which has impeded their adoption in commercial vehicles [6]. A more generalized solution is to use multiple passive monocular cameras to capture the environment whereby the resulting data is interpreted using computer vision and machine learning techniques for tasks such as object detection [23], distance estimation [24], soiling detection [31, 32], and multi-task learning [3, 28]. These perception tasks are often solved directly in image-space which is defined relative to the associated camera’s frame of reference. An intuitive and aggregated description of the vehicle’s surroundings can be generated by mapping the resulting image features to the vehicle’s ego frame of reference. Bird’s Eye View (BEV) maps provide one such simplified representation which are commonly used as an environmental model for automated driving systems. BEV maps capture the spatial configuration of the vehicle’s surroundings and provide a top-down grid with semantic information.

Recently, a number of deep learning-based approaches have been proposed to directly predict BEV maps from input...
images, including VED [18], VPN [20], PON [25], Lift-Splat-Shoot [21], and Lifted-2D semantic segmentation [6]. In each of these approaches, the pipeline used to generate the BEV map utilises a Convolutional Neural Networks (CNN) as the backbone to extract one or two-dimensional features from the input images and then project these features to the BEV plane using a spatial transformation layer [12]. The semantic features are then aggregated using various network models to generate an occupancy grid map [7].

In recent years, self-attention based architectures through vision transformers [5, 17] have been shown to achieve considerable improvement in performance over CNN based architectures [11, 29] in computer vision tasks such as classification, semantic segmentation, instance segmentation, and more. A comprehensive review on vision transformers can be found in [9].

In this work, we make use of a vision transformer as an alternative backbone to develop a multi-resolution encoder-decoder architecture to estimate BEV occupancy grid maps from monocular front view images. We reconfigure the vision transformer [5] in a similar manner to [22] to extract a hierarchical embedded representation of the input image and generate assembled feature maps at different resolutions (as described in Section III). The feature-maps are then projected to the BEV plane using a dense transformer layer [25]. We perform end-to-end model training on the publicly available large scale nuScenes dataset [1].

The main contributions of the work are:
1) We present a BEV map estimation architecture that employs a vision transformer network as the feature encoder backbone.
2) We combine a series of vision transformer blocks in a hierarchical configuration to compute and fuse representations across multiple spatial scales.
3) Our architecture can be trained end-to-end to generate semantic occupancy maps in birds-eye-view.
4) We train and evaluate the network architecture using the nuScenes dataset demonstrating a significant improvement over similar models with CNN backbones.

The remaining sections of this paper are organized as follows. Section II details the related work pertaining to BEV maps generation and vision transformers. Section III outlines the proposed network architecture. Section IV presents the experimental setup and discusses the results obtained by our proposed approach. Section V provides concluding comments and discusses future directions for the research.

II. RELATED WORK

BEV Map Generation from Monocular Images: Generating BEV maps with semantic segmentation using monocular images is a complex task that requires multi-level processing of the input images. In general, the pipeline can be divided into three stages: (1) Extracting image features to generate feature maps, (2) Projecting feature maps from front-view to top-down (BEV) view, and (3) Aggregating various semantic representations onto a map with respect to the vehicle’s egocentric reference frame. Various approaches have been reported in the literature for each of these stages.

As in typical computer vision problems of semantic and/or instance segmentation, an encoder-decoder network is employed for BEV map generation from monocular images. The encoder reduces the size of activations (features), using convolution and pooling layers, to generate a latent state representation. The decoder network uses de-convolution and un-pooling layers to enlarge the activations to map feature pixels to output categories. This architecture allows end-to-end training of the resulting network [10, 14]. The encoder in most models for BEV map generation uses a CNN based architecture such as ResNet [25, 6] or EfficientNet [8] as the backbone. The features are extracted at different image resolutions and hierarchically merged by up-sampling. Such a pyramid representation helps to augment fine-grained spatial configurations from lower layers of the pyramid to high resolution features [16]. The second stage of the BEV map generation pipeline involves projecting image features from the input front-view to the BEV top-view. In [15] the authors employed an image to ground-plane homography to apply an inverse-perspective mapping to achieve this spatial transformation. In [21] the authors un-project the features-maps onto a volumetric lattice to represent each image pixel in a pseudo point cloud matrix and use a pillar-pooling method, inspired from point-cloud processing to estimate a categorical depth distribution for a given camera rig. The work in [25] is most similar to our work where the authors use a pyramid dense transformer decoder to project each output feature-map from the encoder to top-view for a subset of depth values. More recently, [8] train two distinct spatial transformers in parallel to independently map features from vertical and flat regions from front view to top view.

Vision Transformers as Encoders: Inspired from the success in the Natural Language Processing (NLP) domain [33], transformer networks for vision have shown considerable improvement over CNN architectures in many computer vision tasks. The vision transformers use a multi-head self attention mechanism [33]. The input image is split into multiple patches and flattened to an embedding dimension. The patches are provided with positional encoding [5] and processed through the transformer blocks, discussed further in section III-A. Vision transformers are pre-trained over large datasets with a supervised classification task and can be fine-tuned to perform downstream tasks. Variations of the original vision transformer have been proposed to tackle specific problems of data efficient training [30], image size scalability [17] as well as task agnostic models for dense prediction [34, 22], semantic segmentation [36], and object detection [37]. Exhaustive surveys on the current transformer models, their variations and applications to the domain of computer vision can be found in [9, 13].

In our work, we present a BEV map estimation architecture using vision transformer network encoder backbone. We primarily focus on the original vision transformer architecture [5] and its two variations, ViT-Base-16 and ViT-Large-16, as a
backbone. By applying suitable modifications, to generate hierarchical feature maps, we achieve state of the art performance on multiple object and background classes when evaluated on the nuScenes dataset.

III. PROPOSED METHOD

In this section, we provide an overview of the proposed network architecture to generate BEV maps using vision transformers as a backbone. As shown in Fig. 2, the network retains the encoder-decoder configuration as used in previous works allowing end-to-end training of the model.

A. Hierarchical Vision Transformer Encoder

The encoder network comprises of a vision transformer backbone that takes as input a front-view image $x \in \mathbb{R}^{C \times H \times W}$. The image is split into $N_p$ image patches with a patch resolution of $p \times p$ pixels. Each patch is flattened and mapped to an embedded or latent feature space with dimension $D$. The patch embedding is a trainable linear projection, the dimensions of which remain constant throughout the transformer blocks. Each of these embedded feature patches is referred to as a token. A non-grounded additional token $t_0$ is appended that provides the global image representation for classification. This approach is similar to using the cls_token in transformers for NLP. The tokens have a linear correspondence with the embedded patches thus the spatial resolution is maintained through the transformer stages. The final input for the transformer can thus be represented as $z^0 = [t_0^0; t_1^0; \ldots; t_{N_p}^0]$, and the output from transformer blocks can be given as $t^0_n \in \mathbb{R}^{(N_p+1) \times D}$ and $\kappa \in K$. $K$ represents the maximum number of transformer blocks in the encoder. Each transformer block is comprised of alternating layers of multi-headed self-attention (MHSA), MLP blocks and layer normalisation layers (LN) [5]. Attention is achieved using Eq. 1 by creating ‘query, key and value’ learnable parameters over the tokens.

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V$$

As all embedded patches attend over each other, this inherently provides a global receptive field, i.e. over the entire image, thus significantly improving the performance over CNN networks when trained on large datasets [5].

In this work, we use two transformer models, ViT-Base-16 and ViT-Large-16 [5] as the model backbone. Feature embeddings are extracted from five different blocks within the transformer encoder. These linear embeddings are reassembled into image shaped features at different resolutions. As in a typical pyramid network [16], feature maps from the initial layers are assembled at higher resolutions than those derived from the deeper layers. The maps are progressively upsampled and added to create the final set of feature maps to be passed onto the decoder network. The additional classification token $t_0$ is not grounded to the input image and thus can be ignored during the reassembly procedure. However, based on the ablation study provided in [22], to handle the $t_0$ token, we concatenate it to each of the patch embeddings and re-project it to $D$ to retain the information learned, prior to performing the reassembly operation. The output dimension of each of the feature maps from the encoder is $I \in \mathbb{R}^{D \times \frac{H}{2^L} \times \frac{W}{2^L}}$, where $D$ is...
the final projected feature dimensions which is constant across all resolutions. Tables I and II give details of the parameters used in our model and described above.

### Table I

| Encoder Transformer Parameters | Model | ViT(B)-BEVSeg | ViT(L)-BEVSeg |
|-------------------------------|-------|---------------|---------------|
| **Img Resolution (CHW)**      | 3 × 384 × 384 | 3 × 384 × 384 |
| **Patch Res. (P)**            | 16 | 16 |
| **Embed. Di. (D)**            | 768 | 1024 |
| **Num. of Blocks (K)**        | 12 | 24 |

### Table II

| Feature Reassembly Parameters | Model | ViT(B)-BEVSeg | ViT(L)-BEVSeg |
|-------------------------------|-------|---------------|---------------|
| **Output Blocks ($k_i$)**     | 3, 5, 7, 9, 12 | 5, 10, 15, 20, 24 |
| **Reassembly Res. ($l_i$)**   | $\frac{4}{3} \times \frac{2}{3} \times \frac{2}{3}$ | $\frac{4}{3} \times \frac{2}{3} \times \frac{2}{3}$ |
| **Projected Dim. (D)**        | 256 | 256 |

### B. Spatial Transformer Decoder

The feature maps are transformed from front view image space to orthographic BEV space, using a pyramid of basic spatial transformers inspired from [25]. The feature map with dimensions $I \in \mathbb{R}^{D \times H \times W}$ is transformed to a BEV image with dimensions $I_{BEV} \in \mathbb{R}^{D \times \frac{2}{3} \times \frac{2}{3}}$ using three operations. In the first operation, the height of the feature map is collapsed to a bottleneck of size $B$. The convolution network projects the bottleneck features into polar feature of dimensions $D \times Z \times W$. Lastly, the polar features are projected to a Cartesian plane using the camera intrinsic parameters and horizontal offset. A five level pyramid of such transformers acts on each of the outputs from the encoder to map the features for a subset of depth values. The output semantic grid map is thus constructed by concatenating the output from each of the transformers in the pyramid.

### C. Loss Function

Generally for semantic segmentation problems a Binary Cross Entropy (BCE) loss is used to train the network model and create semantic occupancy probabilities to match the ground-truth. When the data-set have a definitive class imbalance both in the number of semantic instances and pixel size variation, we can introduce prior bias to weigh the occupancy probability of classes. Furthermore, to include instances with higher uncertainty (regions with occlusions or uncertain terrain), an additional parameter is introduced into the loss function that deliberately increases the occupancy predictions for ambiguous regions of the feature map. Thus for $c$ classes, with class probabilities $p = [p^1, p^2, ..., p^c]$ with $p^i \in [0, 1]$, ground truth $g^i$, class weight $w^i$, and uncertainty factor of $\lambda$. The loss function is given as,

$$
Loss = \sum_{i=1}^{c} w^i g^i \log(p^i) + (1 - w^i)(1 - g^i) \log(1 - p^i) + \lambda(1 - p^i \log_2 p^i)
$$

### IV. Experimental Evaluation

#### A. Model Setup

To evaluate our proposed model architecture we use two baseline vision transformer models namely, ViT-Base-16 and ViT-Large-16 as backbones. Table II provide details of the blocks where the features are extracted and corresponding resolutions at which the features are assembled. All our models are implemented in PyTorch. We use the ViT-(base/large) pre-trained weights from the PyTorch Timm [35] library to initialize the training. The input images are scaled to match the transformer input resolution of 384 × 384 pixels. The training uses a SGD optimizer with initial learning rate of $0.05$ and weight decay of $0.001$. The models are trained using a single NVidia GTX1080Ti GPU with a batch size of 4 for 50 epochs in both cases. As in most semantic segmentation problems, we use the class-wise intersection over union (IoU %) score to evaluate the performance of the model during training and validation.

#### B. Dataset Setup

The models are trained and tested on the publicly available nuScenes dataset [1]. The dataset, in its raw form, consists of 1000 driving scenes each of which is 20 seconds in duration. The complete dataset comprises of approximately 1.4 million images with calibrated camera parameters and associated LIDAR data with 3D annotations of bounding boxes. In total, there are 23 object class annotations (e.g. cars, trucks, motorcycles, etc.) and 9 background class annotations (driveable surface, sidewalk, pedestrian crossing, etc.). We use 14 classes to train the model: 10 object classes and 4 background classes. While creating the ground truth BEV semantic maps we restrict the depth extent for each camera at 40m with a horizontal field at 20m on either side of the camera. We use the default train-validation split as defined by the nuScenes dataset which is consistent with the previous reported works. The resultant ground truth image renders binary images with 2D boxes for each class mapped onto an occupancy grid map in the BEV plane.

#### C. Results

We compare the performance of our models using the IoU scores on classes and mean with the results presented for the current baseline and competing works. A sample of qualitative results across both day and night time scenarios are shown in Fig. 3. Table III shows the comparative results on all the 14 classes. Our model with a backbone of hierarchical vision transformer encoders achieves state-of-the-art performance in six of the fourteen classes. Our model improves upon the mean IoU score and the Cityscapes [4] mean IoU score by 24.9% and 8.7%, respectively. We also note that our model does better in classes: truck, bus and two-wheeler, when compared to the baseline model as reported in [6]. However, [6] also demonstrate that when training with perspective semantic segmentation as an auxiliary task, the model performance improves in certain classes. We identify to explore this training strategy and its impact in our future...
Fig. 3. Qualitative results showing class-wise predictions of our model against the ground truth for each input.
work. The proposed model, however, underperforms in certain categories: car, pedestrians, bicycle, barrier and traffic-cone. On further evaluation we notice that these categories can be attributed as small sized objects as compared to other classes. As we do not introduce random crop augmentation in the training data-pipeline and scale the input image size to fit the vision transformer model, our training images are significantly down sampled from approximately 800 × 600 pixels as used in some of the previous works to 384 × 384. This could be attributed as a possible explanation for a low performance of the model for smaller sized object categories.

V. CONCLUSIONS

In this paper, we address the problem of BEV map generation with semantic segmentation using a vision transformer as a backbone for the encoder. This is in contrast to prior work that only used CNN based backbones. The vision transformer is reconfigured with additional modules to extract feature maps from different levels of the transformer blocks and create a hierarchical assembly network to produce a pyramid like representations at different image resolutions. A decoder consisting of a spatial transformation networks converts the front view features to top view to generate a semantic occupancy grid map. After the training the model on nuScenes dataset, our model architecture considerably improves on the IoU metric over the current models in most class categories. We identify that the probable cause for under performance in certain classes, that may be considered as small sized objects as compared to other classes, can be attributed to the scaled input image size used for the vision transformer. As vision transformers are becoming more popular, newer models have been proposed to tackle the problem of image scaling and semantic segmentation. We envisage to extend our current work in three specific aspects. Firstly, we will extend our study for BEV map generation using different vision transformers such as SWIN transformer [17], Segformer [36] etc. Secondly, we would like to extend our model to perform BEV map generation on input images from fish-eye cameras, given their prevalence in autonomous driving platforms due to their larger field of view. Lastly, we intend to investigate the performance improvement by addition of an auxiliary tasks such as perspective semantic segmentation within the current network.
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