Thermodynamics of precision in quantum non-equilibrium steady states
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Autonomous engines operating at the nanoscale can be prone to deleterious fluctuations in the heat and particle currents which increase, for fixed power output, the more reversible the operation regime is. This fundamental trade-off between current fluctuations and entropy production forms the basis of the so-called thermodynamic uncertainty relations (TURs). Importantly, recent studies have shown that they can be violated in the quantum regime, thus motivating the search for analogous quantum counterparts. In this paper we show that the geometry of quantum non-equilibrium steady-states alone directly implies the existence of TUR, but with a looser bound, which is not violated by the above recent findings. The geometrical nature of this result makes it extremely general, establishing a fundamental limit for the thermodynamics of precision. Our proof is based on the McLennan-Zubarev ensemble, which provides an exact description of non-equilibrium steady-states.

We first prove that the entropy production of this ensemble can be expressed as a quantum relative entropy.

\[ \langle J \rangle \leq \frac{\Delta P}{2T_C} \left( \frac{\eta C}{\eta} - 1 \right) \equiv B_{PS}, \tag{2} \]

where \( \langle P \rangle \) denotes the average power, \( \Delta P \) its normalized fluctuations, \( \eta \) the engine’s efficiency and \( \eta_C = 1 - \frac{T_C}{T_H} \) the corresponding Carnot efficiency. This result implies that, in order to have an autonomous steady-state machine which operates at finite power as \( \eta \to \eta_C \), one must incur fluctuations that diverge at least as \( (\eta_C - \eta)^{-1} \). 

Recently, it has been shown that the classical TUR Eq. (1) can be violated in the quantum regime. While the precise mechanisms responsible for these violations are still not fully understood, this opens up an interesting perspective, as it would in principle allow one to use quantum effects to reduce deleterious current fluctuations without compromising the engine’s efficiency and output power. Moreover, these violations also naturally lead one to ask, to what extent, are TURs really a universal feature of non-equilibrium steady-states.

In this work we show that the geometry of quantum NESS, by itself, already implies the existence of a TUR of the form

\[ \langle \hat{\sigma} \rangle \geq (\hat{J})^T \Delta^{-1} (\hat{J}), \tag{3} \]

where \( \Delta \) is the normalized covariance matrix between different steady-state currents. By restricting to the single-

I. INTRODUCTION

Autonomous machines, whether classical or quantum, generically operate in non-equilibrium conditions. They harvest work by consuming resources such as heat or fuel and, in order to maintain functionality, dissipate into the environment. As such they operate in a regime known as non-equilibrium steady state (NESS), characterized by a non-zero average currents across the system. Accurately describing the physical properties of a NESS is central to the development of mesoscopic systems as well as fundamental to our understanding of nano-scale autonomous machines such as molecular electronics, nano-junction thermoelectrics, single electron circuits, quantum dots, quantum autonomous refrigerators and even ultra-cold atomic systems.

An important advance in this respect has been made recently with the discovery that classical time-homogeneous Markovian chains obey the so-called thermodynamic uncertainty relations (TURs). The basic idea is that in mesoscopic systems, fluctuations of the currents around their mean values become significant. The TUR provides a bound on these fluctuations by relating them to the NESS entropy production rate according to (taking \( k_B = 1 \) and \( \hbar = 1 \) throughout)

\[ \frac{\Delta J_\alpha}{(J_\alpha)^2} \langle \hat{\sigma} \rangle \geq 2, \tag{1} \]

where \( \langle J_\alpha \rangle \) is the average current (of particles, charge or heat), \( \Delta J_\alpha \equiv \lim_{\tau \to \infty} \mathbb{E} \left( \langle J_\alpha^2 \rangle - \langle J_\alpha \rangle^2 \right) \) denotes its normalized variance and \( \langle \hat{\sigma} \rangle \) is the average entropy production rate in the NESS.

Since the original inception of this result, there has been a flurry of activity aimed at further exploring their consequences in various settings. Not only is the TUR expected to have implications for the functioning of biological clocks and control techniques, it was demonstrated recently that it has significant consequences for the operation of autonomous machines. For instance, it follows from Eq. (1) that the fluctuations in the output power of an engine operating between two reservoirs at temperatures \( T_C \) and \( T_H > T_C \) is bounded by

\[ \langle \hat{P} \rangle \leq \frac{\Delta P}{2T_C} \left( \frac{\eta C}{\eta} - 1 \right) \equiv B_{PS}, \tag{2} \]

where \( \langle \hat{P} \rangle \) denotes the average power, \( \Delta P \) its normalized fluctuations, \( \eta \) the engine’s efficiency and \( \eta_C = 1 - \frac{T_C}{T_H} \) the corresponding Carnot efficiency. This result implies that, in order to have an autonomous steady-state machine which operates at finite power as \( \eta \to \eta_C \), one must incur fluctuations that diverge at least as \( (\eta_C - \eta)^{-1} \).
component vector case, one immediately in particular obtains
\[ \frac{\Delta J_j}{\langle J_j \rangle^2} \langle \sigma \rangle \geq 1, \]
which, compared to the classical result in Eq. (1), shows that our bound involving the variance of currents can in principle be two times looser. The key to achieve this result is, rather than adopting a dynamical approach, to exploit the generalization of the idea of Gibbs distributions to the set of NESSs known as the non-equilibrium statistical operator approach, or the McLennan-Zubarev form. This description allows us to write the average entropy production in the NESS as a quantum relative entropy and investigate the geometrical structure of the manifold defined by this family of states. Making use of concepts borrowed from the geometry of quantum states and quantum estimation theory, this allows us to derive an expression of the steady-state entropy production in terms of a relative entropy with a positive correction depending on powers of the current fluctuations in equilibrium, and then the geometric bound Eq. (3). We finally illustrate the implications of our findings to the output power of an autonomous mesoscopic heat engine, in the same spirit as Ref. This leads to the following new general independent upper bounds
\[ \langle \hat{P} \rangle \leq 2B_{PS}, \]
\[ \langle \hat{P} \rangle \leq \frac{\eta}{T_C} \frac{\Delta \hat{P} \Delta J_H - \Delta \hat{P} \Delta J_H }{\Delta \hat{P} \Delta J_H - 2\eta \Delta \hat{P} \Delta J_H } \frac{1}{\langle \eta_c - \eta \rangle}, \]
where \( B_{PS} \) is given by Eq. (2), \( \Delta \hat{P} \Delta J_H \) denotes the normalized correlation between the power and the heat current from the hot reservoir, while \( \Delta J_H \) is the variance of the latter. On the one hand, one can deduce from the first inequality in Eq. (5) that the maximum reachable power for a nanoscale steady-state engine can be two times larger than any classical Markovian counterpart. Furthermore, our generalized quantum TUR both reveals and quantifies how much the fluctuations of the incoming heat current from the hot reservoir affects the achievable output power. Finally, we show a concrete application of our results in a paradigmatic toy model consisting of a serial double quantum dot connected to two semi-infinite fermionic leads. A more systematic study of these two bounds in other physical platforms and models will be pursued in a forthcoming work.

II. NON-EQUILIBRIUM STEADY-STATE STATISTICAL OPERATOR

For clarity, we will consider a typical NESS scenario depicted in Fig. 1(a), whereby a central quantum system is connected to two semi-infinite fermionic leads, \( L \) and \( R \), acting both as energy and particle reservoirs that drive the overall system into a global steady-state. The results we derive, however, can be straightforwardly generalized to the case of multiple bosonic and/or fermionic baths. This extension is discussed in more detail in Appendix A2 and in Ref. 42, while a derivation from a purely classical perspective is given in Ref. 40.

The main idea of the statistical operator approach is to use a density matrix ensemble description for the NESS, taking into account the additional conserved quantities which are responsible for the currents. This is based on propagating the entire composite system from the infinite past to the present using a generalized Gibbs ensemble first derived by McLennan and Zubarev, and is hence known as the NESS statistical operator was derived in the 90’s by Hershfield using a scattering-theory-based approach. Not only are the approaches known to be equivalent, but they can also be obtained from a max-entropy approach, analogous to equilibrium ensemble, but with constrained finite currents.

![Diagram](image-url)

Figure 1. Diagrammatic illustration of the scenario considered in this paper. A central system (C) is coupled to two semi-infinite thermal reservoirs prepared at temperatures \( T_L, T_R \) and chemical potentials \( \mu_L, \mu_R \). After a sufficiently long time, this system will tend to a global non-equilibrium steady-state (NESS) (a) characterized by the existence of a finite current of particles \( \langle J_Q \rangle \) and energy \( \langle J_E \rangle \) through the central system. When the two biases in temperature and chemical potential are set to zero, i.e. \( T_L = T_R = \bar{T} \) and \( \mu_L = \mu_R = \bar{\mu} \), the asymptotic state becomes an equilibrium state, denoted as a local equilibrium state (LES) (b). The two states are closely related to each other as shown in Eq. (12).

For the NESS scenario outlined the overall system is described by the total Hamiltonian \( \hat{H} = \hat{H}_0 + \hat{H}_{\text{int}} \), with \( \hat{H}_0 = \hat{H}_C + \hat{H}_L + \hat{H}_R \) representing the sum of all the autonomous terms for each part, and \( \hat{H}_{\text{int}} = V_{LC} + V_{RC} \) incorporating all the couplings between the three parts. We make no assumptions about the contributions comprising \( \hat{H} \) besides that they conserve the particle number. In particular the central conductor C could itself be a complex many-body system.

At the infinite past, \( t_0 = -\infty \), the three components are considered decoupled, with the two baths being at equilibrium.
characterized by two different inverse temperatures $\beta_L$ and $\beta_R$ and two chemical potentials $\mu_L$ and $\mu_R$. The total system is therefore taken to be at the state $\hat{\rho}(t_0) = \hat{\rho}_L \otimes \hat{\rho}_C \otimes \hat{\rho}_R$, where

$$\hat{\rho}_a = Z_a^{-1} e^{-\beta_a (\hat{H}_a - \mu_a \hat{N}_a)} , \quad (a = L, R), \quad (6)$$

in which $Z_a = \text{Tr}_a [e^{-\beta_a (\hat{H}_a - \mu_a \hat{N}_a)}]$ and $\hat{N}_a$ is the total particle number operator for reservoir $a$. We are interested in the steady-state and so any observable of interest in this limit will be independent from the initial state of the central system $\hat{\rho}_C$.

Immediately after the initial time $t_0$ the coupling between the central system and the two leads is switched-on adiabatically according to $\hat{H}_c(t) = \hat{H}_0 + e^{-\epsilon |t|} \hat{H}_{\text{int}}$, with $\epsilon$ being an arbitrary small positive constant $^{53}$, so $\hat{H}_c(t_0 = -\infty) = \hat{H}_0$. $\hat{H}_c(0) = \hat{\mathcal{H}}$. Making use of the interaction picture evolution operator $\hat{U}_{t,0}(0, -\infty)$ generated by this Hamiltonian, the NESS statistical operator $\hat{\rho}_{\text{ness}} \equiv \lim_{t \to -\infty} \hat{U}_{t,0}(0, -\infty) \hat{\rho}_0 \hat{U}_{0,0}^+(0, -\infty)$ is given by the exact and intuitive form (see Appendix A and Refs. $^{39,42,44,54}$)

$$\hat{\rho}_{\text{ness}} = Z_{\text{ness}}^{-1} e^{-\beta (\hat{H} - \mu \hat{N})} + \hat{\Sigma}, \quad (7)$$

where $Z_{\text{ness}}$ is the NESS partition function, $N \equiv \sum_{a=L,R} N_a$ is the total particle number operator for the leads, $\beta = 1/2 (\beta_L + \beta_R)$, $\mu = (\beta_L \mu_L + \beta_R \mu_R) / (\beta_L + \beta_R)$, $\delta_{\beta} = \beta_L - \beta_R$, and $\delta_{\beta \mu} = \beta_{L,L} \mu - \beta_{R,R} \mu$. Crucially, Eq. (7) includes the entropy production operator $\hat{\Sigma}$ which is defined as

$$\hat{\Sigma} = \delta_{\beta \mu} \hat{Q}_+ - \delta_{\beta} \hat{E}_+, \quad (8)$$

where

$$\hat{E} = \frac{1}{2} (\hat{H}_L - \hat{H}_R), \quad \hat{Q} = \frac{1}{2} (\hat{N}_L - \hat{N}_R), \quad (9)$$

and for $X = E, Q$, we introduce the operators

$$\hat{X}_{+} = \lim_{\epsilon \to 0} \left( \frac{d}{dt} e^{\epsilon t} \hat{X}_H(t) \right) = \lim_{\epsilon \to 0} \frac{d}{dt} \int_{-\infty}^{0} dt e^{\epsilon t} \hat{X}_H(t), \quad (10)$$

with $\hat{X}_H(t) = e^{\hat{H} t} \hat{X} e^{-\hat{H} t}$ and $\hat{X} \propto e^{-\epsilon^2}$. The last equality in Eq. (10) is a direct consequence of Abel’s theorem $^{54,55}$. $\hat{Q}_+$ and $\hat{E}_+$ therefore represent the operators connected to time-averaged particle and energy differences between the $L$ and $R$ leads. It is important to emphasize that in this framework, the NESS state Eq. (7) refers to the global state of the composite $LRC$ system and not just the reduced state of $C$.

The structure of Eq. (7) implies that the NESS is a generalized Gibbs ensemble where in addition to the usual conserved quantities $\hat{H}$ and $\hat{N}$, there are the additional conserved quantities $\hat{E}_+$ and $\hat{Q}_+$, whose Lagrange multipliers are the well known thermodynamic affinities $\delta_{\beta}$ and $\delta_{\beta \mu}$ that drive the energy and particle currents respectively $^2$. Another observation from Eq. (7) is that the cumulants of the steady-state entropy production, here connected to the current fluctuations, are generated by taking derivatives of the corresponding Massieu potential $\psi_{\text{ness}} \equiv -\ln Z_{\text{ness}}$ $^{56}$. This is in direct analogy to the case for equilibrium ensembles where they are connected to the equilibrium fluctuations of the energy. In Appendix B.1 we explicitly show that the expectation value of the entropy production operator $\hat{\Sigma}$ for the NESS, calculated through the Massieu potential, recovers the familiar result for the average entropy production rate

$$\langle \dot{\sigma} \rangle = \lim_{\tau \to -\infty} \frac{1}{\tau} \langle \hat{\Sigma} \rangle = \delta_{\beta \mu} \langle \hat{J}_Q \rangle - \delta_{\beta} \langle \hat{J}_E \rangle, \quad (11)$$

where $\langle \hat{J}_{Q,E} \rangle = \text{Tr} \left[ \hat{J}_{Q,E} \hat{\rho}_{\text{ness}} \right]$ are the usual asymptotic steady-state particle and energy currents $^{47,57}$, with the current operator of $\hat{X}$ given as $\hat{J}_X(t) \equiv d \hat{X}_X(t) / dt$ for $X = E, Q$.

### III. ENTROPY PRODUCTION AS A RELATIVE ENTROPY

Armed with the NESS statistical operator we are now ready to introduce our first main result. Using the NESS ensemble Eq. (7) we write the average entropy production as a quantum relative entropy $^{58}$, which plays a central role in non-equilibrium quantum thermodynamics $^{59-64}$. In the formalism presented here, the entropy production operator $\hat{\Sigma}$ defined in Eq. (8) represents a conserved quantity in the NESS, i.e. it commutes with the total Hamiltonian $\hat{\mathcal{H}}$. Consequently the exponential in Eq. (7) can be factorized leading to the following insightful re-expression

$$\hat{\rho}_{\text{ness}} = \hat{\rho}_{\text{les}} e^{\frac{\beta}{Z_{\text{les}}} \hat{\Sigma} \les}, \quad \hat{\rho}_{\text{les}} \equiv Z_{\text{les}}^{-1} e^{-\beta (\hat{H} - \mu \hat{N})}, \quad (12)$$

where $\hat{\rho}_{\text{les}}$ represents the local equilibrium state (LES) of the total system, i.e. the equilibrium condition that would be reached if both leads had an inverse temperature $\beta$ and chemical potential $\mu$ [see Fig. 1(b)]. The above relation clearly expresses the intimate relation between $\hat{\rho}_{\text{ness}}$ and $\hat{\rho}_{\text{les}}$. This is made precise by quantifying their distinguishability through the relative entropy (Kullback-Leibler divergence) $D(\hat{\rho}_1 \| \hat{\rho}_2) = \text{Tr} [\hat{\rho}_1 \ln \hat{\rho}_1 - \hat{\rho}_1 \ln \hat{\rho}_2]$. A straightforward calculation leads to

$$\langle \hat{\Sigma} \rangle = D(\hat{\rho}_{\text{ness}} \| \hat{\rho}_{\text{les}}) + \Delta \psi, \quad (13)$$

where the second term on the r.h.s. corresponds to the difference in the Massieu potentials of the LES and of the NESS

$$\Delta \psi = \psi_{\text{les}} - \psi_{\text{ness}} \equiv \ln \left( \frac{Z_{\text{ness}}}{Z_{\text{les}}} \right) = \ln \left( 1 + \sum_{n=1}^{\infty} \frac{1}{2n+1} \langle \hat{\Sigma}^{2n} \rangle_{\text{les}} \right). \quad (14)$$

We stress that the expectation value of the even powers of the entropy production operator in the last equality are calculated over the local equilibrium state (see Appendix B.2 for derivation and details). One may physically interpret $\langle W_{\text{extra}} \rangle = \beta^{-1} D(\hat{\rho}_{\text{ness}} \| \hat{\rho}_{\text{les}})$ as the available work that could be extracted by letting the leads equilibrate to $\beta$ and $\mu$ $^{55}$.

Two relevant considerations can be made. First, all the expectation values $\langle \hat{\Sigma}^{2n} \rangle_{\text{les}}$ are positive quantities, therefore leading to the conclusion that $\Delta \psi \geq 0$. Combining this
with the fact that, via Klein’s inequality, the relative entropy is non-negative allows us to obtain the non-negativity of the steady-state mean entropy production $\langle \Sigma \rangle$. Along the same lines, upon introducing the entropy production rate $\dot{\sigma}$ from Eq. (11) into Eq. (13), one obtains an analogous reformulation of this quantity in terms of a relative entropy and also prove its positivity. Second, in the absence of a temperature gradient, the first term in the series, i.e. $\langle \Sigma^2 \rangle_{\text{nes}}$, is proportional to the Johnson-Nyquist noise $\sigma^2$, which therefore becomes the leading term whenever an expansion over the affinity $\beta (\mu_L - \mu_R)$ is performed.

As a final observation it is important to remark here that Eq. (12), and all the subsequent results, hold true also in the case of arbitrary number of baths. As discussed in Appendix A 2 the only difference for a multiple bath setup is that the explicit form of the entropy production operator $\hat{\Sigma}$ consists of many more terms.

IV. THERMODYNAMICS OF PRECISION

Using our derived expression for the average entropy production defined by Eq. (13) we are now in a position to exploit the mathematical properties of the relative entropy to derive our TUR. We start by rewriting the NESS operator in Eq. (7) in the generic form

$$\hat{\rho}_{\text{ness}} \equiv \hat{\rho}(\lambda) = Z_{\text{ness}}^{-1} e^{-\lambda \hat{X}},$$

where $X = (\mathcal{H} - N, E_+, -Q_+)^T$ and Einstein’s summation notation has been adopted with the vector of parameters $\lambda = (\beta, \beta\mu, \delta_\beta, \delta_{\beta\mu})^T$ representing the set of experimentally controllable conditions defining the manifold of thermodynamically accessible states. We will henceforth refer to this as the manifold of steady-states (SSM), see Fig. 2.

Figure 2. (Color online) Manifold of non-equilibrium steady-states and schematic representation of the main results Eqs. (13).

It is immediate to see that equilibrium states of the form $\hat{\rho}_{\text{ness}}$ will belong to this manifold, as they correspond to vectors $\lambda$ having the affinities $\delta_\beta$ and $\delta_{\beta\mu}$ equal to zero. The local curvature of the manifold is then given by the Fisher information, which quantifies the sensitivity of the system to small variations of the control parameter $\lambda$. Explicitly

$$D (\hat{\rho}(\lambda + \delta \lambda) \| \hat{\rho}(\lambda)) = \frac{1}{2} d \lambda^T I(\lambda) d \lambda + O (d \lambda^3),$$

where the Fisher information $I$ is in this multidimensional case a matrix with elements

$$I(\lambda)_{ij} = \sum_k \rho_k(\lambda) \left( \frac{\partial \ln \rho_k(\lambda)}{\partial \lambda_i} \frac{\partial \ln \rho_k(\lambda)}{\partial \lambda_j} \right),$$

with $\{\rho_k\}$ denoting the set of populations, i.e. the projections of the density matrix on the energy eigenbasis of $\mathcal{H}$. The SSM can be shown to be a Riemannian manifold over the set of parameters $\lambda$, whose metric (called Fubini-Study $\text{K}$) induces a notion of statistical distance between two generic states $\hat{\rho}_1$ and $\hat{\rho}_2$. In fact looking at the SSM in this geometrical form can be used to generalised the concept of thermodynamic length, introduced by Crooks for the class of equilibrium ensembles, to the class of NESS (see also extension to non-unitary dynamics).

In order to shed light on the geometry of the thermodynamics of precision we invoke the Cramer-Rao bound which puts a fundamental lower bound on the precision of estimation of a parameter $\lambda$, or a function $g(\lambda)$ of that parameter, labeling a statistical ensemble. Concretely, the latter reads

$$\text{Cov}(\lambda) \geq \text{K} \chi'(g) \chi(\lambda) \text{K}^T,$$

where $\text{K}$ is the Jacobian matrix of transformation with elements

$$K_{ij} = \frac{\partial g_i(\lambda)}{\partial \lambda_j},$$

and where $\text{Cov}$ denotes the covariance matrix with elements

$$\text{Cov}(\lambda)_{ij} = \langle g_i g_j \rangle_{\lambda} - \langle g_i \rangle_{\lambda} \langle g_j \rangle_{\lambda}.$$

Equation (18) can be interpreted as establishing the positive semi-definiteness of the matrix $\text{Cov} - \text{K} \chi'(g) \chi(\lambda) \text{K}^T$. Given the NESS defined in Eq. (7) is diagonal in the total energy eigenbasis we can use the classical version of the bound. We stress that the bound on $\text{Cov}(\lambda) (g)$ in Eq. (18), specified by the inverse of the Fisher Information, is valid in general and is in no way restricted to small variation of the control parameter $\lambda$. Shortly we will perform a series expansion of $\text{Cov} - \text{K} \chi'(g) \chi(\lambda) \text{K}^T$ in powers of $d \lambda$ which allows the substitution of the Fisher Information with the relative entropy $D (\hat{\rho}(\lambda + \delta \lambda) \| \hat{\rho}(\lambda))$.

Let us apply the above general geometrical results Eqs. (16) and (18) to the situation at hand. Motivated by what happens in actual experimental platforms, rather than directly estimating the vector of parameters $\lambda$, we choose to estimate the average steady-state currents $\langle J_{\alpha} \rangle_{\lambda} \equiv \text{Tr} \left[ \hat{J}_{\alpha} \hat{\rho}(\lambda) \right]$. Here we will employ the label $\alpha$ to include all the relevant physical currents, including particle ($\alpha = Q$), energy ($\alpha = E$), heat ($\alpha = H$), as well as the heat from the ($\alpha = a = L, R$) reservoirs $J_{\alpha} = J_{E,a} - \mu_a J_{Q,a}$ and the work ($\alpha = W$) defined as $J_W = J_L - J_R$. Let us then start from a state $\rho(\lambda^*)$ in the SSM corresponding to $\lambda^* = (\mathcal{F}, \mathcal{F}^*, 0, 0)^T$, and implement the transformation $\rho(\lambda^*) \mapsto \rho(\lambda^* + d \lambda)$, with $d \lambda = (0, 0, \delta_\beta, \delta_{\beta\mu})^T$ being a small increment in the inverse
temperature and chemical potential imbalances. These two states represent respectively \( \hat{\rho}_{\text{les}} \) and \( \hat{\rho}_{\text{hes}} \). By performing a series expansion of the Cramer-Rao bound to the leading non-zero order in \( d\lambda \) and exploiting our result Eq. (13), we obtain the following inequality (see Appendix B 3 for details),

\[
\langle \hat{\sigma} \rangle \geq \langle \hat{J} \rangle^T \Delta^{-1} \langle \hat{J} \rangle. \tag{21}
\]

Here, following the standard procedure \(^{71} \), we have defined the so-called normalized covariance matrix with elements

\[
\Delta_{J_\alpha,J_\beta} \equiv \lim_{T \to \infty} \mathbb{C}\mathbb{O}v \left( \hat{J}_\alpha \hat{J}_\beta \right), \tag{22}
\]

and we have used the entropy production rate defined in Eq. (11) as \( \langle \hat{\sigma} \rangle = \lim_{T \to \infty} \mathbb{C}\mathbb{O}v^{-1} \langle \hat{\Sigma} \rangle \). We remind the reader that the adiabatic limit \( \lim_{T \to \infty} \) has to be performed at the very end of the calculation of interest \(^{72} \), and therefore the ratio in Eq. (21) is well-defined and finite. In particular, from Eq. (21) it immediately follows that

\[
\frac{\Delta J_\alpha}{\langle J_\alpha \rangle^2} \langle \hat{\sigma} \rangle \geq 1, \tag{23}
\]

which represents a TUR of the same form as Eq. (1) but with a constant which is two times looser, dictated by the geometry of quantum NESS. Moreover our result in Eq. (21) generalizes the classical TUR since it involves in the full covariance matrix \( \Delta \).

V. IMPLICATIONS FOR MESO- AND NANOSCOPIC HEAT ENGINES

We will now discuss the consequences that our new bound Eq. (21) on precision has on autonomous quantum steady-state machines operating at small biases in temperature and chemical potentials. Let us assume, with reference to the color scheme used in Fig. 1 (a) and without loss of generality, that \( T_L > T_R \) and that the thermal gradient is exploited to drive the current against the chemical potential difference \( \mu_L < \mu_R \) (Seebeck effect)\(^{73-75} \).

In their seminal work, Pietzonka and Seifert (PS) showed that, for steady-state engines described by classical Markovian stochastic processes, the application of TUR to the work current, i.e. the power \( \langle \hat{P} \rangle \equiv \langle \hat{J}_{W} \rangle = \langle \hat{J}_L \rangle - \langle \hat{J}_R \rangle \) leads straightforwardly to the upper bound Eq. (2), with \( \eta = \langle \hat{P} \rangle / \langle \hat{J}_L \rangle \) being the efficiency of the engine and \( \eta_C \) being the Carnot efficiency corresponding to \( T_L = T_H \) and \( T_R = T_C \). A crucial identity that is used to derive Eq. (2) is the expression of the entropy production rate in terms of the output power and of the efficiency, i.e.

\[
\langle \hat{\sigma} \rangle = \frac{\langle \hat{J}_L \rangle}{T_L} - \frac{\langle \hat{J}_R \rangle}{T_R} = \frac{\langle \hat{P} \rangle}{T_R} \left( \frac{\eta_C}{\eta} - 1 \right). \tag{24}
\]

The bound Eq. (2) is of paramount importance due to its wide applicability to many systems ranging from colloidal systems \(^{76} \) to biological clocks \(^{31} \). However, it is expected to fail whenever quantum systems, such as nanoscale heat engines, cannot be suitably described by effective Markovian processes.

Indeed recent results\(^ {34} \) have in fact shown violations of the classical TUR Eq. (1) and of the bound on the output power Eq. (2) in paradigmatic toy models, such as resonant single-dots and serial (or side-coupled) double-dot junctions\(^ {35} \).

A straightforward application of our new bound Eq. (21), when restricted to Eq. (23) with \( \hat{J}_\alpha = \hat{J}_W \), leads to

\[
\langle \hat{P} \rangle \leq B_{GG} \equiv \frac{\Delta \hat{P}}{T_R} \left( \frac{\eta_C}{\eta} - 1 \right) = 2B_{PS}. \tag{25}
\]

This result extends the validity of the conclusions obtained in Ref.\(^ {35} \) that were summarized in the introduction of this work. What is more remarkable, however, is that Eq. (25) indicates that the allowed output power for given engine efficiency and constancy (i.e. power fluctuations) can potentially be two times larger than any counterpart described as a classical Markov stochastic process. It can moreover be easily checked that all the violations observed in the above mentioned toy models analyzed in Refs.\(^ {34,35} \) are well within our new bound, even in the presence of Coulomb interaction between the quantum dots \(^ {35} \) (see also Appendix B 4).

On top of this, an additional bound can be derived by exploiting the full covariance matrix \( \Delta_{J_\alpha,J_\beta} \) of Eq. (21). If we consider in particular \( \hat{J}_\alpha = \hat{J}_W \) and \( \hat{J}_\beta = \hat{J}_L \) (the latter being by convention the heat current from the hot reservoir), we have that (see Appendix B 4)

\[
\langle \hat{P} \rangle \leq \eta \frac{\Delta \hat{P} \Delta J_L - \Delta^2 \hat{P},J_L}{\Delta \hat{P} - 2\eta \Delta \hat{P},J_L + \eta^2 \Delta J_L} \left( \eta_C - \eta \right), \tag{26}
\]

where \( \Delta \hat{P},J_L \) is the normalized covariance between \( \hat{P} \) and \( \hat{J}_L \) (see Eq. (22)) and \( \Delta J_L \) the normalized variance of \( \hat{J}_L \). This new upper bound complements the one of Eq. (2) and shows an unexpected relation between the maximum amount of power output and the incoming heat current from the hot (left) reservoir. Eq. (26) implies that when these two quantities becomes highly statistically correlated, i.e. \( \frac{|\Delta \hat{P},J_L|}{\sqrt{\Delta \hat{P},J_L}} \rightarrow 1 \), the numerator on the r.h.s. of Eq. (26) vanishes and therefore the only way to achieve a finite power output is for the efficiency \( \eta \) to become equal to \( \eta \rightarrow \frac{\Delta \hat{P},J_L}{\Delta J_L} = \sqrt{\Delta \hat{P},J_L} = \frac{\Delta \hat{P}}{\Delta J_L} \) (so that also the denominator goes to zero). This is the case, for example, in the tight coupling regime, where the heat current becomes proportional to the particle current \(^ {35,77} \). Since, by definition, \( \eta = \langle \hat{P} \rangle / \langle \hat{J}_L \rangle \), this means that, for highly statistically correlated systems, \( \langle \hat{P} \rangle \propto \sqrt{\Delta \hat{P},J_L} \) and likewise for the heat current from the hot reservoir. Such relation between the mean values and their variances is typical, e.g., of Gaussian distributions and is expected to hold for ergodic systems.

VI. CONCLUSIONS AND DISCUSSIONS

In this paper we have explored the thermodynamics of precision for quantum NESS. We exploited a statistical ensemble description and an expression of the entropy production
in terms of relative entropy in order to bound the dissipation from below by the covariance matrix of currents. Our result differs from the standard approaches in the literature for the thermodynamics of precision – not only is it derived in a fully quantum mechanical way, it also is geometrical in nature, reflecting the underlying fundamental universality of the concept. Moreover, this novel approach the merit of exploiting methods and techniques borrowed from several different research areas, such as quantum information theory, many-body scattering theory and statistical mechanics, and therefore can prove of interest for a wide range of physics community, such as e.g. quantum thermodynamics and condensed matter physics.

Crucially, the derivation of our result in Eq. (21) does not assume any Markov approximation and it is valid at second order in $\delta_0$ and $\delta_\beta$, thus beyond the linear response regime. Moreover, as it is the case for the classical TUR, it holds true for any current in the steady-state system. However, it also goes further in that it contains information on the covariance between different currents, whereas the usual TUR that instead concern only the variances of currents, i.e. the diagonal elements of the above covariance matrix. Employing our bound in the context of mesoscopic engines allows us to demonstrate that a machine not modelled with a classical Markovian description can be more powerful. We speculate, from our example that this is due to the presence of quantum coherence. A detailed exploration of this speculation is a study which we are currently undertaking. Additionally, in future work we plan to investigate the repercussions of our bound on the precision of quantum clocks, as well as its extension to driven setups.
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Appendix A: Derivation of the McLennan-Zubarev generalized statistical operator

1. Adiabatic switching of the interaction Møller operators

In this section we present some technical details concerning the derivation of the McLennan-Zubarev generalized statistical ensemble [Eq. (7) of the main text], which will be necessary for the derivations of our main results. We begin by considering the unitary evolution of a system described subject to a Hamiltonian of the form $\mathcal{H} = \mathcal{H}_0 + \mathcal{H}_{\text{int}}$. The Schrödinger picture density matrix $\hat{\rho}_S(t)$ will then evolve from some initial time $t_0$ according to $\hat{\rho}_S(t) = \hat{U}(t, t_0)\hat{\rho}_S(t_0)\hat{U}^\dagger(t, t_0)$, where $\hat{U}(t, t_0) = e^{-i\mathcal{H}(t-t_0)}$. We move to the interaction picture with respect to $\mathcal{H}_0$ by defining $\hat{\rho}_I(t) = \hat{U}_I^\dagger(t, 0)\hat{\rho}_S(t_0)\hat{U}_I(t, 0)$, where $\hat{U}_I(t, 0) = e^{-i\mathcal{H}_0t}$. Note that here we have chosen the time $t = 0$, and not $t_0$, as the coincidence time between operators and states in the two pictures.

The time evolution of $\hat{\rho}_I(t)$ will then be given by $\hat{\rho}_I(t) = \hat{U}_I(t, t_0)\hat{\rho}_I(t_0)\hat{U}_I^\dagger(t, t_0)$, where

$$\hat{U}_I(t, t_0) = \hat{U}_I^\dagger(t, 0)\hat{U}(t, t_0)\hat{U}_I(t_0, 0). \quad (A1)$$

The expectation value of an arbitrary observable $\hat{A}$ not explicitly dependent on time is given by $\langle \hat{A}(t) \rangle = \text{Tr} \left[ \hat{A}_I(t)\hat{\rho}_I(t) \right]$, where $\hat{A}_I(t) = \hat{U}_I^\dagger(t, 0)\hat{A}\hat{U}_I(t, 0)$. In the particular case where $\hat{\rho}_S(t_0)$ commutes with $\mathcal{H}_0$, then $\hat{\rho}_I(t_0) = \hat{\rho}_I(t_0) = \hat{\rho}_0$ and $\langle \hat{A}(t) \rangle$ simplifies to

$$\langle \hat{A}(t) \rangle = \text{Tr} \left[ \hat{A}_I(t)\hat{U}(t, t_0)\hat{\rho}_0\hat{U}_I^\dagger(t, t_0) \right]. \quad (A2)$$

Following standard literature, the steady-state expectation value of $\hat{A}$ is then defined as the asymptotic limit $\langle \hat{A} \rangle_{\text{ness}} = \lim_{|t| \to \infty} \langle \hat{A}(t) \rangle$. We will in particular consider the case where $t = 0$ and $t_0 \to -\infty$. On the one hand, it can be proven that this choice corresponds to taking the correct causal constraint rather than the steady-state corresponding to the advanced solution. On a more intuitive basis however, one can also motivate this choice on physical grounds by arguing that, when dealing with a steady-state system, one wants to calculate thermodynamic quantities in the steady-state, i.e. once the latter is established. This choice is then also consistent with choosing the coincidence time for the quantum mechanical pictures for the evolution to coincide at time $t = 0$, where the steady-state is assumed to be reached. One therefore obtains that

$$\hat{\rho}_{\text{ness}} := \hat{U}_I(0, -\infty)\hat{\rho}_0\hat{U}_I^{-1}(0, -\infty). \quad (A3)$$

We will now specialize this to the McLennan-Zubarev NESS operator in Eq. (7) of the main text, and show how it can be constructed starting with $\hat{\rho}_0$ as given by Eq. (6) of the main text. To derive the explicit form of $\hat{\rho}_{\text{ness}}$ used in Eq. (7) of the main text, we next introduce the notion of adiabatic switching of the interaction.

To that end, we distort the original Hamiltonian to read

$$\mathcal{H}_e(t) = \mathcal{H}_0 + e^{-\epsilon|t|}g\mathcal{H}_{\text{int}}, \quad (A4)$$

with $\epsilon$ being a positive infinitesimal number and $g$ is a dimensionless bookkeeping parameter that can be formally set to unity at the end. This new Hamiltonian smoothly interpolates between the free Hamiltonian $\mathcal{H}_0$ at $|t| \to \infty$ and the total Hamiltonian $\mathcal{H}$ at $t = 0$. The adiabatic limit corresponds to
\( \epsilon \to 0^+ \), which should be taken only in the end of all calculations. One may now directly verify that for \( 0 \geq t \geq t_0 \), the new interaction picture evolution operator \( \hat{U}_{c,1}(t, t_0) \) satisfies the differential equation \(^8^1\)

\[
\imath \epsilon g \frac{\partial \hat{U}_{c,1}(t, t_0)}{\partial \epsilon} = \hat{H}_{\epsilon,1}(t) \hat{U}_{c,1}(t, t_0) - \hat{U}_{c,1}(t, t_0) \hat{H}_{\epsilon,1}(t_0),
\]

where \( \hat{H}_{\epsilon,1} = \hat{U}_0^\dagger(t, 0) \hat{H}_c \hat{U}_0(t, 0) \). Specializing to the case where \( t = 0 \) and \( t_0 = -\infty \) and using the fact that \( \hat{H}_{\epsilon}(0) = \hat{H} \) and \( \hat{H}_c(\infty) = \hat{H}_0 \), we get

\[
\imath \epsilon g \frac{\partial \hat{U}_{c,1}(0, -\infty)}{\partial \epsilon} = \hat{H}_c \hat{U}_{c,1}(0, -\infty) - \hat{U}_{c,1}(0, -\infty) \hat{H}_0.
\]

Taking the limit \( \epsilon \to 0 \), so the l.h.s. vanishes, and introducing the Möller operator \(^6^8\) defined as

\[
\hat{\Omega}_+ = \lim_{\epsilon \to 0^+} \hat{U}_{c,1}(0, -\infty),
\]

then finally leads to the so called intertwining property \(^8^2\).

\[
\hat{H} \hat{\Omega}_+ = \hat{\Omega}_+ \hat{H}_0.
\] (A7)

This somewhat counter-intuitive result shows if \( \ket{\phi} \) is an eigenstate of \( \hat{H}_0 \) with energy \( E \) then \( \hat{\Omega}_+ \ket{\phi} \) is an eigenstate of \( \hat{H} \) with the same energy. Thus, the Möller operator formally connects eigenstates of the free and full Hamiltonians.

An important subtlety of this result, well known from scattering theory \(^8^3\), is that although \( \hat{\Omega}_+ \) is constructed from a unitary in Eq. \(^6^8\) it is rendered non-unitary in general by the adiabatic limit \( \epsilon \to 0^+ \). Specifically \( \hat{\Omega}_+ \) possesses a left-inverse \( \hat{\Omega}_+^{-1} \) but lacks a right-inverse \( \hat{\Omega}_+ \hat{\Omega}_+^{-1} \neq \hat{1} \). The reason for this is the presence of a discrete set \( \mathcal{B} \) of bound states in the spectrum of \( \hat{H} \). The Möller operator maps the complete continuous spectrum of \( \hat{H}_0 \) spanning the full Hilbert space \( \mathcal{H} \) to only part of the spectrum of \( \hat{H} \) spanning the subspace \( \mathcal{S} \) of (unbounded) scattering states. Consequently, instead of a right-inverse we strictly have \( \hat{\Omega}_+ \hat{\Omega}_+^{-1} = \hat{1} \equiv \hat{\Pi}_\mathcal{S} \), with \( \hat{\Pi}_\mathcal{S} \) being the projector onto \( \mathcal{S} \)\(^7^2,^8^2\), meaning that Eq. \(^A7\) can be written as

\[
\hat{\Pi}_\mathcal{S} \hat{H} \hat{\Pi}_\mathcal{S} = \hat{\Omega}_+ \hat{H}_0 \hat{\Omega}_+^{-1}.
\] (A8)

For clarity in the following we will neglect bound states and assume the unitarity of \( \hat{\Omega}_+^{-1} \) so that instead

\[
\hat{H} = \hat{\Omega}_+ \hat{H}_0 \hat{\Omega}_+^{-1}.
\] (A9)

We will see in the next section that this assumption is tantamount to including bound states in the construction of a generalized Gibbs ensemble for the NESS. However, since bound states by definition do not contribute to currents this is not expected to influence any of our analysis of the NESS.

2. Derivation of Eq. \(^7\) of the main text

We next use Eq. \(^A9\) to derive the McLennan-Zubarev ensemble given in Eq. \(^7\) of the main text. For any observable \( \hat{X} \), we denote \( \hat{X}_+ = \hat{\Omega}_+ \hat{X} \hat{\Omega}_+^{-1} \) as the corresponding Möller evolved operator. It is straightforward to check that

\[
[\hat{X}_+, \hat{Y}] = 0 \Rightarrow [\hat{X}_+, \hat{Y}_+] = 0.
\] (A10)

This property is quite convenient, as the initial state in Eq. \(^3\) is made up of operators that all commute among each other, i.e. \( \ket{\hat{H}_a, \hat{N}_b} = 0 \), \( \forall a, b \in L, R \). Exploiting this, as well as the form of the initial states of \( L \) and \( R \) in Eq. \(^6\) of the main text, we rewrite \( \hat{\rho}_{\text{ness}} = \hat{\Omega}_+ \hat{\rho}_C \hat{\Omega}_+^{-1} \) from Eq. \(^A3\) as

\[
\hat{\rho}_{\text{ness}} = \prod_{a=L, R} \frac{1}{Z_a} \sum_{\beta_a} \exp \left\{ -\beta_a (\hat{H}_{a, +} - \mu_a \hat{N}_{a, +}) \right\} \hat{P}_{C, +}.
\] (A11)

We now rearrange the different terms as follows. First, we define \( \beta = (\beta_L + \beta_R)/2, \mu = (\beta_L \mu_L + \beta_R \mu_R)/(\beta_L + \beta_R) \), \( \delta_\beta = \beta_L - \beta_R \) and \( \delta_\mu = \beta_L \mu_L - \beta_R \mu_R \). Moreover, we define

\[
\hat{E}_+ = \frac{1}{2} (\hat{H}_{L, +} - \hat{H}_{R, +}), \quad \hat{Q}_+ = \frac{1}{2} (\hat{N}_{L, +} - \hat{N}_{R, +}),
\]

which are related to the asymptotic values of the energy and particle imbalances, i.e. \( \hat{E}_+ = \hat{\Omega} \hat{E}_0 \hat{\Omega}^{-1} \) and \( \hat{Q}_+ = \hat{\Omega} \hat{Q}_0 \hat{\Omega}^{-1} \) with \( E \equiv 1/2(\hat{H}_L - \hat{H}_R) \) and \( Q \equiv 1/2(\hat{N}_L - \hat{N}_R) \). We may then write, for instance,

\[
\beta_L \hat{H}_{L, +} + \beta_R \hat{H}_{R, +} = \beta (\hat{H}_{L, +} + \hat{H}_{R, +}) + \delta_\beta \hat{E}_+ = \beta \hat{H} - \beta \hat{H}_{C, +} + \delta_\beta \hat{E}_+,
\]

where we used the fact that \( \hat{H}_{L, +} + \hat{H}_{R, +} + \hat{H}_{C, +} = \hat{H} \) is the full Hamiltonian. A similar result holds for the particle number operators. With this rearrangement, Eq. \(^A1\) may now be written as

\[
\hat{\rho}_{\text{ness}} = \frac{1}{Z_L Z_R} e^{\imath \hat{H} - \imath \hat{\Pi}_{\mathcal{S}} \hat{\Pi}_{\mathcal{S}} \hat{E}_+ + \delta_\mu \hat{Q}_+} \times e^{\imath \hat{H}_{C, +} - \imath \mu \hat{N}_{C, +}} \hat{\rho}_C.
\] (A14)

As shown in Refs.\(^4^7,^5^4\) the state \( \hat{\rho}_{\text{ness}} \) is independent of the initial state \( \hat{\rho}_C \) of the central system. To prove this is not a trivial task and there are many possible equivalent ways; here we will start by showing that the above mentioned Gell-Mann Low relation

\[
\hat{U}_{c,1}(0, -\infty) \hat{H}_0 \hat{U}_{c,1}^\dagger(0, -\infty) = \hat{H}
\]

\( -\imath \epsilon g \frac{\partial \hat{U}_{c,1}(0, -\infty)}{\partial \epsilon} \hat{U}_{c,1}^\dagger(0, -\infty) \)

\[\text{(A15)}\]

does not depend on the particular partition of the total Hamiltonian \( \hat{H} \) into \( \hat{H}_0 \) and \( \hat{H}_{\text{int}} \). With reference to the notation introduced in Section II, let us consider two scenarios; in the first one \( \hat{H}_0 = \hat{H}_L + \hat{H}_R + \hat{H}_{C} \) and \( \hat{H}_{\text{int}} = \hat{V}_C + \hat{V}_{RC} \); in the second scenario, which for clarity we will denote with the “dash” symbol, \( \hat{H}'_0 = \hat{H}_L + \hat{H}_R \) and \( \hat{H}'_{\text{int}} = \hat{H}_C + \hat{V}_C + \hat{V}_{RC} \). The first term on the right hand side of Eq. \(^\text{(A15)}\) contains the
full Hamiltonian $\hat{H}$ and therefore does not depend on the particular partition chosen. Since $U^{\dagger}(t,0,∞) = \mathcal{U}_{e,J}(t,0,∞)$ and using the explicit expression for the evolution operator

$$
\hat{U}^{\dagger}(0,∞) = 1 + \sum_{n=1}^{+\infty} (-\varepsilon t)^n / n! \int_0^{+\infty} dt_1 \ldots dt_n \varepsilon^{-\varepsilon \sum_{j=1}^{n} |t_j|} \times \mathcal{T} \left[ \hat{H}_{e}(t_1) \ldots \hat{H}_{e}(t_n) \right],
$$

with $\hat{H}_{e}(t)$ given by Eq. (A4), one can easily compute the last term on the right hand side of Eq. (A15) and obtain that

$$
\varepsilon g \frac{\partial}{\partial g} \hat{U}(0,∞) \hat{U}^{\dagger}(0,∞) = \varepsilon \sum_{n=1}^{+\infty} (-\varepsilon t)^n / n! \int_0^{+\infty} dt_1 \ldots dt_n \varepsilon^{-\varepsilon \sum_{j=1}^{n} |t_j|} \times \mathcal{T} \left[ \hat{H}_{e}(t_1) \ldots \hat{H}_{e}(t_n) \right].
$$

It is then straightforward to see that $\hat{H}_{e}(t) = \hat{H}_{e}(t) + (1 - e^{-\varepsilon t(1)}) \hat{H}_{c}$ and therefore, since the $\hat{H}_{c}$ contribution vanishes in the limit $\varepsilon \to 0^+$, $g \to 1$, it does not depend on the partitioning of the total Hamiltonian. In turn this implies that the intertwining property Eq. (A9) is also independent on the chosen partition.

For the construction of the NESS we required that the initial state $\rho_0$ commutes with the chosen free Hamiltonian, e.g. $\hat{H}_0$. This is satisfied for $\hat{H}_L$ and $\hat{H}_R$ by the assumption of grand-canonical-statistical operators for the leads made in Eq. (6). The freedom to include or not $\hat{H}_C$ in the definition of the free Hamiltonian implies that $\rho_{\text{ness}}$ is independent on the choice of $\rho_{\text{C}}$ used within $\hat{H}_0$. This is a sensible consequence of the fact that the central conductor is only a finite contribution to an otherwise infinite system. It is therefore convenient to exploit this independence by choosing $\rho_{\text{C}}$ such that $\rho_{\text{C}}(0) = e^{-\varepsilon \hat{H}_C + \psi N \hat{C}_{\mu} / \beta}$, cancelling out the second line of Eq. (A14) and reducing it to the McLennan-Zubarev form given in Eq. (7).

Some additional important observations can be made about the operators comprising the McLennan-Zubarev form. First, $[\hat{E}, \hat{H}_0] = 0$ as well as $[\hat{Q}, \hat{H}_0] = 0$, which in light of $\hat{H}_{0,+} = \hat{H}$ from Eq. (A9) and Eq. (A10) means that $[\hat{E}_+, \hat{H}] = 0$ and $[\hat{Q}_+, \hat{H}] = 0$ also. Second, this immediately implies that the entropy production operator $\hat{\Sigma} = \delta_{\mu \beta} \hat{Q}_+ - \delta_{\beta \mu} \hat{E}_+$ also commutes with $\hat{H}$ and is therefore a conserved quantity.

It is moreover worth mentioning that, by exploiting the Dyson’s expansion of $\hat{U}_{e,J}(0,∞)$ and Abel’s theorem, it is possible to express $\hat{E}_+$ and $\hat{Q}_+$ as time-averaged Heisenberg-picture operators as $(\hat{X} \equiv \hat{E}, \hat{Q})$

$$
\hat{X}_+ = \hat{X} - \int_{-\infty}^{0} dt e^{\varepsilon t} \hat{J}_X(t),
$$

$$
\hat{X}_H(t) = \hat{X}_0(t) + \lim_{\varepsilon \to 0^+} \int_{-\infty}^{0} dt \hat{X}_H(t),
$$

with $\hat{X}_H(t) = e^{\varepsilon t} \hat{X} - e^{-\varepsilon t}$ and where we have defined the current operator (in Heisenberg picture) of the $\hat{X}$ as $\hat{J}_X(t) = d / dt \hat{X}_H(t)$. We refer the interested reader to Ref. 54 for the details.

Finally, it is important to point out here that the above construction of the NESS statistical operator can be extended to the case of arbitrary number of baths (and even to the case of a continuum of baths, see e.g. Ref. 42), with each assumed to start in grand canonical Gibbs ensemble at time $t = 0$ at their own inverse temperature $\beta_j$ and chemical potential $\mu_j$. Remarkably, the resulting operator has exactly the same structure and properties of Eq. (7), the only difference being the explicit form of the entropy production operator $\hat{\Sigma}$ which instead consists of many more terms. To quickly realize this, it is sufficient to notice that a regrouping of, e.g., $\sum_{j=1}^{N} \hat{H}_{j+}$ in the same spirit of Eq. (A13), will lead to

$$
\sum_{j=1}^{N} \hat{H}_{j+} = \mathcal{B} \hat{H} + \sum_{j=1}^{N} \hat{H}_{j+} \left[ \frac{N - 1}{N} \beta_j - \frac{1}{N} \sum_{k \neq j}^{N} \beta_k \right],
$$

where $\mathcal{B} = \sum_{j=1}^{N} \beta_j$ and the symbol $\sum_{k \neq j}$ denotes a summation over all indices $k$ except the one equal to $j$.

Crucially by exploiting Eq. (A10), with $\hat{X} = \hat{H}_0 = \sum_{j=1}^{N} \hat{H}_j$ and $\hat{Y} = \hat{H}_k$, it is apparent that the terms appearing in Eq. (A18), beside the first one which will enter in the definition of $\hat{\Sigma}$, still commute with the total Hamiltonian $\hat{H}$. This allows the exponential of Eq. (7) to be disentangled even in the multiple-baths case, and the expression in terms of the LES as in Eq. (12) to be obtained. The following results therefore holds as well.

Appendix B: Proofs of the results and additional details of the calculations

1. Discussion of the connection of the expectation value of the entropy production operator ($\hat{\Sigma}$) with the entropy production rate

In light of the formalism illustrated in detail in the previous Subsection, the NESS statistical operator $\rho_{\text{ness}}$ is reached at time $t = 0$ through an adiabatic switching on of the coupling at initial time $t_0 = -\infty$, where the initial state was $\rho_0$. What we defined to be “entropy production operator” $\hat{\Sigma} = \delta_{\beta \mu} \hat{Q}_+ - \delta_{\mu \beta} \hat{E}_+$ appearing at the exponent of the NESS state Eq. (7) is therefore, by construction, a quantity which expresses the dissipated work necessary to create the steady-state starting from the factorized state $\rho_0$. It is therefore far from evident why its average over the NESS should correspond to the usual expression considered in the steady-state, where $(\Sigma) = \lim_{\varepsilon \to 0^+} \hat{\Sigma}(\sigma)$ by $\langle \sigma \rangle$ being given by

$$
\langle \sigma \rangle = \delta_{\beta \mu} \langle \hat{Q} \rangle - \delta_{\mu \beta} \langle \hat{E} \rangle,
$$

where the affinities $\delta_{\beta} \sigma$ and $\delta_{\mu} \sigma$ have been defined previously and $\langle \hat{J}_{Q,E} \rangle$ are the steady-state values of the particle and en-
ergy currents, respectively. The latter are in fact known to be constant in time and all the above mean values are assumed to be taken with respect to the NESS state, i.e. \( \langle \cdot \rangle \equiv \text{Tr} [\cdot \hat{\rho}_{\text{NESS}}] \).

Put in another way, can one prove that the mean value of that operator, i.e. the average dissipated work to create the NESS, is actually equivalent to the average entropy production generated in the steady-state (i.e. once the NESS is obtained)? The answer to this question is affirmative, and to prove this important fact the first step is to notice that the average currents (particle and energy) in the NESS are time independent. This was explicitly shown in Ref.\(^{54}\) but, in light of its importance, we will repeat here some of the main steps using our notation for convenience. Let us consider first the expectation value of the particle current at a generic time \( t > 0 \), i.e. once the NESS is established, see Fig. 3

\[
\langle \hat{J}_Q(t) \rangle = \lim_{\epsilon \to 0^+} \text{Tr} \left[ \hat{U}_\epsilon(t,0) \hat{J}_Q \hat{U}_\epsilon(t,0) \hat{\rho}_\epsilon \right],
\]

where \( \hat{U}_\epsilon(t,0) \) is the evolution operator corresponding to the Hamiltonian \( \hat{H}_\epsilon(t) \) and where we have used the notation

\[
\hat{\rho}_\epsilon \equiv \hat{U}_\epsilon(0,-\infty) \hat{\rho}_0 \hat{U}_\epsilon^\dagger(0,-\infty).
\]

Note that the steady-state solution for the statistical operator \( \hat{\rho}_{\text{NESS}} \) Eq. (7) is obtained from \( \hat{\rho}_\epsilon \) by taking the adiabatic limit, i.e. \( \hat{\rho}_{\text{NESS}} \equiv \lim_{\epsilon \to 0^+} \hat{\rho}_\epsilon \). Finally, in what follows, we will also use the alternative notation \( \hat{\rho}_{\text{NESS}} \) to equivalently denote \( \hat{\rho}_\epsilon \) after we have switched the limits \( \lim_{\epsilon \to 0^+} \) into \( \lim_{\tau \to \infty} \) using Abel’s theorem (as in Eq. (10)).

\[
\langle \hat{\Sigma} \rangle = \delta_{\beta \mu} \langle \hat{Q}_+ \rangle - \delta_{\beta} \langle \hat{E}_+ \rangle = -\delta_{\beta \mu} \frac{\partial}{\partial (\delta_{\beta \mu})} \ln Z_{\text{NESS}} - \delta_{\beta} \frac{\partial}{\partial (\delta_{\beta})} \ln Z_{\text{NESS}},
\]

\[
= -\lim_{\epsilon \to 0^+} \left[ \delta_{\beta \mu} \frac{\partial}{\partial (\delta_{\beta \mu})} \ln \text{Tr} [\hat{\rho}_\epsilon] + \delta_{\beta} \frac{\partial}{\partial (\delta_{\beta})} \ln \text{Tr} [\hat{\rho}_\epsilon] \right],
\]

\[
= -\lim_{\epsilon \to 0^+} \left\{ \delta_{\beta \mu} \text{Tr} \left[ \hat{\rho}_\epsilon \left( \hat{Q} - \int_{-\infty}^{0} dt e^{\epsilon t} \hat{J}_Q(t) \right) \right] + \delta_{\beta} \text{Tr} \left[ \hat{\rho}_\epsilon \left( \hat{E} - \int_{-\infty}^{0} dt e^{\epsilon t} \hat{J}_E(t) \right) \right] \right\},
\]

where from the second to the third line Eq. (A16) has been used in place of both \( \hat{Q}_+ \) and \( \hat{E}_+ \). Next, we integrate by parts and employ Abel’s theorem to get

\[
\langle \hat{\Sigma} \rangle = -\lim_{\epsilon \to 0^+} \left[ \delta_{\beta \mu} \int_{-\infty}^{0} dt e^{\epsilon t} \langle \hat{Q}(t) \rangle + \delta_{\beta} \int_{-\infty}^{0} dt e^{\epsilon t} \langle \hat{E}(t) \rangle \right].
\]
Moving the evolution to Heisenberg picture we then get

\[
\langle \hat{\Sigma} \rangle = - \lim_{\tau \to +\infty} \frac{1}{2} \left( \delta_{\beta \mu} \int_{-\tau}^{0} dt \text{Tr} \left[ \hat{Q}(t)\hat{\rho}_{\tau^{-1}}(t) \right] + \delta_{\beta} \int_{-\tau}^{0} dt \text{Tr} \left[ \hat{E}(t)\hat{\rho}_{\tau^{-1}}(t) \right] \right).
\]

and then by using the definition of the current operator for both \( \hat{Q} \) and \( \hat{E} \) this becomes

\[
\langle \hat{\Sigma} \rangle = - \lim_{\tau \to +\infty} \frac{1}{2} \left( \delta_{\beta \mu} \int_{-\tau}^{0} dt \text{Tr} \left[ \left( \int_{0}^{2t} d\tau \hat{J}_{Q}(\tau) \right) \hat{\rho}_{\tau^{-1}} \right] + \delta_{\beta} \int_{-\tau}^{0} dt \text{Tr} \left[ \left( \int_{0}^{2t} d\tau \hat{J}_{E}(\tau) \right) \hat{\rho}_{\tau^{-1}} \right] \right),
\]

Finally we exploit Eq. (B7), integrate and simplify to arrive at

\[
\langle \hat{\Sigma} \rangle = \lim_{\tau \to +\infty} \frac{1}{2} \int_{-\tau}^{0} dt \int_{0}^{2t} d\tau \left( \delta_{\beta \mu} \text{Tr} \left[ \hat{J}_{Q} \hat{\rho}_{\tau^{-1}} \right] + \delta_{\beta} \text{Tr} \left[ \hat{J}_{E} \hat{\rho}_{\tau^{-1}} \right] \right),
\]

This concludes the proof, as we can now evaluate the mean entropy production rate in the NESS as

\[
\langle \sigma \rangle = \lim_{\tau \to +\infty} \frac{1}{2} \langle \hat{\Sigma} \rangle,
\]

the latter being the NESS average of the entropy production operator appearing in \( \hat{\rho}_{\text{NESS}} \).

\[
\Delta \psi \equiv \ln \left( \frac{Z_{\text{NESS}}}{Z_{\text{les}}} \right) = \ln \left( \frac{\text{Tr} \left[ e^{-\beta(\hat{H} - \hat{\pi}N)} + \hat{\Sigma} \right]}{\text{Tr} \left[ e^{-\beta(\hat{H} - \hat{\pi}N)} \right]} \right) = \ln \left( \text{Tr} \left[ e^{-\beta(\hat{H} - \hat{\pi}N)} \right] e^{\hat{\Sigma}} \right) = \ln \left( \text{Tr} \left[ \hat{\rho}_{\text{les}} e^{\hat{\Sigma}} \right] \right).
\]

Expanding now the exponential operator \( e^{\hat{\Sigma}} \) in Maclaurin se-

\[
\Delta \psi = \ln \left( 1 + \sum_{n=0}^{+\infty} \text{Tr} \left[ \hat{\rho}_{\text{les}} \left( \frac{\hat{\Sigma}^{2n+1}}{(2n+1)!} \right) \right] + \text{Tr} \left[ \hat{\rho}_{\text{les}} \left( \sum_{n=1}^{+\infty} \frac{\hat{\Sigma}^{2n}}{(2n)!} \right) \right] \right),
\]

where the first term comes from the \( m = 0 \) term, i.e. the identity \( \mathbb{1} \), which therefore gives back \( \text{Tr} \left[ \hat{\rho}_{\text{les}} \right] = 1 \), and the remaining terms of the series have been sorted into odd and
even powers of $\hat{\Sigma}$. Since the expectation value is taken with respect to the LES statistical operator, the former (i.e. the odd powers of the entropy production operator) vanish and only the even powers survive, thus leading to Eq. (14), i.e.

$$\Delta \psi = \ln \left( 1 + \sum_{n=1}^{+\infty} (2n!)^{-1} \langle \hat{\Sigma}^{2n} \rangle \right). \quad (B12)$$

A number of further considerations can be made at this point, which will be useful in the following, especially in deriving the bound Eq. (21), as explained in detail in Appendix B 3. First of all, let us start from the identity in Eq. (12)

$$\hat{\rho}_{\text{ness}} = \rho_{\text{les}} e^{x \hat{\Sigma} / Z_{\text{les}}} Z_{\text{ness}}, \quad (B13)$$

where we introduced a positive dimensionless constant $x$ that measures the strength of the affinities $\delta_{\beta}$ and $\delta_{\beta \mu}$, that will prove useful to keep track of the order in the following series expansions; the latter can always be re-absorbed into the definition of $\hat{\Sigma}$. Notice that, due to Eq. (12), the following identity straightforwardly holds

$$\frac{Z_{\text{ness}}}{Z_{\text{les}}} = \langle e^{x \hat{\Sigma}} \rangle_{\text{les}}, \quad (B14)$$

from which it follows

$$x \langle \hat{\Sigma} \rangle_{\text{ness}} = x \langle \hat{\Sigma} \rangle_{\text{les}} + o(x^3), \quad (B15)$$

If we now perform a Taylor expansion of the r.h.s. into powers of $x$, exploiting the fact that $\langle \hat{\Sigma} \rangle_{\text{les}} = 0$, we finally obtain the following relation

$$x \langle \hat{\Sigma} \rangle_{\text{ness}} = x^2 \langle \hat{\Sigma} \rangle_{\text{les}} + o(x^3), \quad (B16)$$

which expresses the fact that average of the square of the entropy production operator calculated on the LES is equal, up to second order in the affinities, to the average entropy production in the NESS. By finally performing an analogous Taylor expansion on $\Delta \psi$, one also finds that

$$\Delta \psi = \frac{x^2}{2} \langle \hat{\Sigma} \rangle_{\text{les}} + o(x^3) = \frac{x^2}{2} \langle \hat{\Sigma} \rangle_{\text{ness}} + o(x^3), \quad (B17)$$

where Eq. (B16) has been exploited in the last step.

3. Proof of our bound on thermodynamic precision

In this Subsection we will provide the explicit derivation of Eq. (21). As explained in the main text, the starting point is to perform the following transformation on the manifold of steady-states (SSM)

$$\hat{\rho}(\lambda^*) \rightarrow \hat{\rho}(\lambda^* + d\lambda), \quad (B18)$$

where $\lambda^* = (\mathbf{\beta}^*, \mathbf{p}^*, 0, 0)^T$ and where $d\lambda = (0, 0, \delta_{\beta}, \delta_{\beta \mu})^T$ represents a small increment in the inverse temperature and chemical potential imbalances. It is immediate to realize that the two states represent $\hat{\rho}_{\text{les}}$ and $\hat{\rho}_{\text{ness}}$, respectively. Let us then employ the generalized Cramer-Rao bound to estimate the average steady-state currents $\langle \hat{J}_\alpha \rangle_{\lambda}$

$$\text{Cov} \lambda \langle J \rangle - K \lambda \langle J \rangle \lambda^{-1} K \lambda \langle J \rangle^T \geq 0, \quad (B19)$$

where

$$K \lambda \langle J \rangle = \frac{d \langle J \rangle}{d \lambda} \quad (B20)$$

is the Jacobian matrix and where the covariance matrix has elements

$$\text{Cov} \lambda \langle J \rangle_{\alpha \beta} \equiv \text{Cov} \left( \hat{J}_\alpha, \hat{J}_\beta \right) = \text{Tr} \left[ \hat{J}_\alpha \hat{J}_\beta \rho(\lambda^*) \right] - \text{Tr} \left[ \hat{J}_\alpha \hat{J}_\beta \rho(\lambda^*) \right] \text{Tr} \left[ \hat{J}_\beta \rho(\lambda^*) \right], \quad (B21)$$

with the labels $\alpha, \beta$ being any of the current $Q, E, H, L, R, W$ defined in the main text. Equation (B19) expresses the positive semi-definiteness of the matrix $\text{Cov} \lambda - K \lambda \text{Cov}^{-1} \lambda$ and, could also be alternatively re-written as $I - K \lambda \text{Cov}^{-1} \lambda \geq 0$ (as they represent the two Shur complements of a common positive semi-definite block matrix, see e.g. Eq (6.1.3) of Ref. 86). Given that $d \langle J \rangle = K \lambda d\lambda$, let us conveniently expresses the above inequality as

$$d \lambda^T I \lambda \geq d \langle J \rangle^T \text{Cov}^{-1} \lambda d \langle J \rangle. \quad (B22)$$

The next step is to notice that

$$d \langle \hat{J}_\alpha \rangle_{\lambda} = \langle \hat{J}_\alpha \rangle_{\lambda} - \langle \hat{J}_\alpha \rangle_{\lambda^*} = \langle \hat{J}_\alpha \rangle_{\lambda^*}, \quad (B23)$$

as the last term vanishes (the currents are zero on the LES $\rho_{\text{les}} = \hat{\rho}(\lambda^*)$). Using this result in Eq (B22) leads immediately to

$$\langle J \rangle^T \text{Cov}^{-1} \langle J \rangle \leq d \lambda^T I \lambda \geq 2 D \langle \hat{\rho}_{\text{ness}} || \hat{\rho}_{\text{les}} \rangle \quad (B24)$$

where Eq. (16) was used in the last step. Thanks to our result in Eq. (13), we can now substitute the relative entropy in the above expression and obtain

$$\left( \langle \hat{\Sigma} \rangle - \Delta \psi \right) \geq \frac{1}{2} \langle J \rangle^T \text{Cov}^{-1} \langle J \rangle. \quad (B25)$$

It is then important to notice that, in the regime of small temperature and chemical potential biases, one has that the Massieu potential difference $\Delta \psi$ reduces to $x \langle \hat{\Sigma} \rangle_{\text{ness}} / 2$ following Eq. (B17); when plugged into the above Equation this immediately leads to the following bound

$$\langle \hat{\Sigma} \rangle \geq \langle J \rangle^T \text{Cov}^{-1} \langle J \rangle. \quad (B26)$$

Finally, one can express the above bound in terms of the average steady-state entropy production rate, given the relation

$$\langle \Sigma \rangle = \lim_{T \to \infty} \mathcal{T} \langle \hat{s} \rangle. \quad (B27)$$

Keeping note that the adiabatic limit $\lim_{\mathcal{T} \to \infty}$ must be performed only at the very end of calculations, one retraces the
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possessing the same structure as the classical TUR but a bound two times looser than the Markovian classical counterpart.

4. The double serial quantum dots steady-state engine

We will devote this Subsection to briefly show the application of the TUR-derived upper bound on power in a toy model considered in Refs. 34,35. In particular, we will choose the serial double quantum dots junction model since it has been shown to manifest violations of the TUR even at arbitrary small biases $\delta_\beta$ and $\delta_\beta'$, when a second order expansion is considered. This corresponds to the regime of validity of our new geometrical TUR.

Let us therefore consider a 1D junction system made of two quantum dots, with energies $E_{L,R}$, coupled to each other coherently through a tunneling amplitude $\Omega$. The two dots are then respectively hybridized with their corresponding lead with a tunneling amplitude $t_a$ and chemical potential $\mu_a$. The total Hamiltonian is then

$$\hat{H} = \sum_a E_a \hat{c}_a^\dagger \hat{c}_a + \hat{\Omega} \left( \hat{c}_L^\dagger \hat{c}_R + \hat{c}_R^\dagger \hat{c}_L \right) + \sum_{a,k} (\epsilon_k - \mu_a) \hat{b}_{a,k}^\dagger \hat{b}_{a,k}$$

$$\Delta (\hat{J}, \hat{J}_L) = \lim_{T \to \infty} \mathbb{E} \text{Cov} \left( \hat{J}_L, \hat{J}_R \right) = \sum_{a,k} \left( t_a \hat{b}_{a,k}^\dagger \hat{c}_a + t_a^* \hat{b}_{a,k} \hat{c}_a^\dagger \right), \quad (a = L, R)$$

where $\{ \hat{c}_a, \hat{c}_a^\dagger \}$ are the annihilation and creation operators for the quantum dots, while $\{ \hat{b}_{a,k}, \hat{b}_{a,k}^\dagger \}$ are those of the fermionic leads for an eigenstate $k$ with energy $\epsilon_k$. We also assume, without any loss of generality, that $T_L > T_R$.

In the main text we showed how the TUR implies an upper bound to the power, dictated by its fluctuations $\Delta P$ and by the efficiency $\epsilon$, according to Eq. (25). The quantities entering this bound are usually calculated using the formalism of non-equilibrium Greens functions\textsuperscript{57,73-75} and concretely are given, in the wideband limit, by the Landauer-Büttiker formulas

$$\langle \hat{P} \rangle = \frac{(\mu_R - \mu_L)}{2\pi \hbar} \int_{-\infty}^{+\infty} dE \tau(E) \left( f_L(E) - f_R(E) \right),$$

$$\Delta P = \frac{(\mu_R - \mu_L)^2}{2\pi \hbar} \int_{-\infty}^{+\infty} dE \tau(E) \left\{ f_L(E) + f_R(E) - 2f_L(E)f_R(E) - \tau(E) [f_L(E) - f_R(E)]^2 \right\},$$

with $f(E) = [e^{\beta(E-\mu)} + 1]^{-1}$ being the Fermi-Dirac distribution and $\tau(E)$ being the transmission function. We will assume $\tau(E)$ has the form

$$\tau(E) = \frac{\Gamma_L \Gamma_R \Omega^2}{||(E - E_L + i\Gamma_L/2)(E - E_R + i\Gamma_R/2) - \Omega^2||^2},$$

where $\Gamma_a = 2|t_a|^2 d_a$ is the real part of the dot’s self-energy quantifying the coupling of lead $a$ to dot $a$, with $d_a$ denoting the density of states of the lead. Finally, the efficiency of the steady-state engine is given by $\epsilon = \langle \hat{P} \rangle / \langle \hat{J}_L \rangle$, with

$$\langle \hat{J}_L \rangle = \frac{1}{2\pi \hbar} \int_{-\infty}^{+\infty} dE (E - \mu_L) \tau(E) \left( f_L(E) - f_R(E) \right),$$

denoting the heat current from the left (hot) reservoir, and

In Fig. 4 the power (blue solid curve) is displayed as a function of the two quantum dots’ detuning $E_L - E_R = \Delta E$. In the resonant case $\Delta E = 0$ a Markovian description fails and a violation of the classical TUR arises because of the degeneracy in the system’s Hamiltonian. For increasing values of $\Delta E$ the validity of $B_{PS}$ (red curve) is recovered as sequential hopping becomes dominant. These results are in line with those obtained in Refs. 34,35 for the same model. Since the violation of the classical TUR in this setup is less than 1% of $B_{PS}$ it well below our new upper bound $B_{GG}$ demonstrating that it holds true even in known quantum regimes. Comparisons with the results obtained in Ref. 35 for the violations of $B_{PS}$ in presence of a Coulomb interaction term in the Hamiltonian $U \hat{c}_L^\dagger \hat{c}_L \hat{c}_R^\dagger \hat{c}_R$ show that in this case they are also well within the predictions of our bound $B_{GG}$.

5. Proof of the new lower bound on power

Let us start from the re-expression of the entropy production rate in terms of the power and of the efficiency

$$\langle \dot{\sigma} \rangle = \frac{\langle \hat{J}_R \rangle}{T_R} - \frac{\langle \hat{J}_L \rangle}{T_L} = \langle \hat{P} \rangle \left( \frac{\eta_c}{\eta} - 1 \right).$$
Let us choose $\hat{J} = \left( \hat{J}_W \equiv \hat{P}, \hat{J}_L \right)^T$ (the latter component being by convention the heat current from the hot reservoir). The inverse of the normalized covariance matrix can be calculated explicitly using the following relation, true for any square $n \times n$ matrix $M$:

$$\begin{align*}
M^{-1} &= \frac{1}{\det(M)} C^T, \\
\end{align*}$$

where $C$ is the square matrix of cofactors of $M$, i.e. $C_{ij} = (-1)^{i+j} m_{ij}$ with $m_{ij}$ being the minor of $M$ obtained deleting the $i$th row and $j$th column. The result is given by

$$\begin{align*}
\Delta^{-1} &= \frac{1}{\Delta P} \Delta^2_{\hat{P}, \hat{J}_L} - \Delta^2_{\hat{P}, \hat{J}_L} \\
&= \begin{pmatrix}
\Delta_{J_L} & -\Delta_{\hat{P}, \hat{J}_L} \\
-\Delta_{\hat{P}, \hat{J}_L} & \Delta_{J_L}
\end{pmatrix}
\end{align*}$$

where we have defined, in conformity of notation with the main text, the normalized correlation function between the power and the heat current from the left (hot) reservoir

$$\begin{align*}
\Delta_{j_a, j_b} &\equiv \lim_{\Omega \rightarrow \infty} \mathcal{F} \mathrm{Cov} \left( \hat{j}_a, \hat{j}_b \right), \\
\Delta_{j_a} &\equiv \lim_{\Omega \rightarrow \infty} \mathcal{F} \left( \langle \hat{j}_a^2 \rangle - \langle \hat{j}_a \rangle^2 \right)
\end{align*}$$

and the normalized variance of $\hat{j}_a$. The direct application of Eq. (21), making also use of the definition of the efficiency $\eta \equiv \langle \hat{P} \rangle / \langle \hat{J}_H \rangle$, leads straightforwardly to Eq. (26)

$$\begin{align*}
\langle \hat{P} \rangle &\leq \frac{\eta}{T_R} \Delta_{\hat{P}, \hat{J}_L} - 2\eta \Delta_{\hat{P}, \hat{J}_L} + \eta^2 \Delta_{j_L} (\eta_e - \eta).
\end{align*}$$

Figure 4. (Color online) Plot of the power $\langle \hat{P} \rangle$ (blue solid curve) against $B_{PS}$ (red dashed curve) in units of $\Omega^2$ as a function of the two quantum dots’ detuning $E_L - E_R = \Delta E$. The other parameters are $\Gamma_L = \Gamma_R = \Gamma = 0.002 T_R$, $T_L = 10 T_R$, $\mu_L = 1.05 T_R$, $\mu_R = T_R$ and finally $\Omega = \sqrt{15} \Gamma / 6$. The inset shows a schematic of the model considered.
