Squeeze operator: a classical view
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In this paper we show the relation between $sp(4, \mathbb{R})$, the Lie algebra of the symplectic group, and the elements of the symplectic group $Sp(4, \mathbb{R})$. We use this relation to provide a classical analog of the squeeze operator $\hat{S}(\zeta)$. This classical squeeze matrix shares some similarities with the correlation matrix $V^{(2)}$ and its amount of squeezing is half of that in the correlation matrix.

I. INTRODUCTION

The squeezed states are broadly used in many areas of physics [1–5]. An arena where these states are important is in quantum cosmology [6, 7], particularly in Loop Quantum Cosmology (LQC) [8–10]. In this scenario, squeezed states for a single mode show some of the relevant features of the quantum bounce [11–15]. Recently, the entanglement between loop quantum cosmology and matter has been considered [16] using discrete variables in the matter sector. However, the analysis for the two-mode squeezed states with continuous variables in LQC, where entanglement between the degrees of freedom of space and matter can occur, is still absent.

The squeezed states result from the action of the squeeze operators on coherent states or in the vacuum state [3–5]. Usually, the squeeze operators are considered in the Fock representation, which is based on annihilation and creation operators, or in the Wigner representation, using the Wigner functional. However, in models like in LQC, where the representation of the observables is not weakly continuous, these schemes are not necessarily suitable. Instead, the Schrödinger representation, which is the scheme inherited from the quantization procedure, seems the natural scheme to be considered [17–22]. For this reason, the analysis of the squeeze operator for bi-partite systems in the Schrödinger representation is needed.

The Schrödinger representation of the squeeze operator for a bi-partite system can be obtained using the representation of the squeeze generator operator via the exponential map [23]. In the case of LQC this cannot be done, let us clarify why. Consider the squeeze operator for a bi-partite system
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\( \hat{S}(\zeta) \), which can be written as \( \hat{S}(\zeta) = e^{\hat{s}(\zeta)} \). Here, \( \hat{s}(\zeta) \) is the squeeze generator and \( \zeta \) is a complex number labelling the amount of squeezing. In order to obtain the Schrödinger representation for \( \hat{S}(\zeta) \) we may first calculate the Schrödinger representation of \( \hat{s}(\zeta) \), and then, via its exponential map, we can obtain the representation of \( \hat{S}(\zeta) \). Apart from the mathematical challenge that this operation requires, this is not possible in LQC due to there is no momentum operator \([17, 18]\), that is to say, there is no infinitesimal generator \( \hat{s}(\zeta) \). Therefore, another approach is needed, essentially an approach in which the Schrödinger representation of \( \hat{s}(\zeta) \) is not a key ingredient of the construction. This approach is the unitary representation of the symplectic group.

The unitary representation of \( Sp(2n, \mathbb{R}) \), was given in \([24]\) and revisited in \([25, 26]\). In \([24]\) the representation is carried out using the entire group via their integral representation. This gave rise to what is nowadays called “quadratic Fourier transforms”, see \([25, 26]\) for more details. As a consequence, this representation allows us to represent all the elements in \( Sp(4, \mathbb{R}) \) and not just those that are connected to the identity element of the group \([23]\). In order to consider the unitary representation of the squeeze operator we are force to consider the symplectic matrix whose unitary representation gives rise to the squeeze operator \( \hat{S}(\zeta) \). To do so, we need (i) to find the relation between the Lie generator \( \hat{s}(\zeta) \) and its classical analog \( m_s \) and (ii) to derive the classical symplectic matrix \( M_s \) such that it is the exponential map of \( m_s \), i.e., \( M_s = e^{m_s} \). To the best of our knowledge, there is no reference in the literature where the calculation of the exponential map \( M = e^m \) for arbitrary matrices \( m \) has been carried out in detail for \( Sp(4, \mathbb{R}) \).

For these reasons, the main purpose of the present work is to provide the detailed calculation of the exponential map \( M = e^m \) for an arbitrary element \( m \in sp(4, \mathbb{R}) \) of the Lie algebra of \( Sp(4, \mathbb{R}) \). Additionally, we apply the result to \( m_s \) and \( M_s \), where \( M_s \) is what we call the classical squeeze operator.

This paper is organized as follows: in section (II) we show the details of the calculation of \( M = e^m \) and in section (II) we discuss the classical squeeze operator \( M_s \). In section (IV) we give the conclusions.

---

1 The metaplectic group \( Mp(2n, \mathbb{R}) \) is a double cover of the symplectic group \( Sp(2n, \mathbb{R}) \). Hence, its representation is usually related with the representation of the symplectic group.
II. LIE ALGEBRA AND GROUP ANALYSIS

The symplectic group $Sp(4, \mathbb{R})$ is given by $4 \times 4$ matrices $M$ for which the following condition holds

$$
\begin{pmatrix}
J & 0 \\
0 & J
\end{pmatrix} = M \begin{pmatrix}
J & 0 \\
0 & J
\end{pmatrix} M^T,
$$

(1)

where $M^T$ is the transpose matrix and $J$ is a $2 \times 2$ matrix given as

$$
J = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}.
$$

(2)

Matrix $M$ can be written as

$$
M := \begin{pmatrix}
A & B \\
C & D
\end{pmatrix},
$$

(3)

where the block matrices $A$, $B$, $C$ and $D$ satisfy the conditions

$$
J = AJA^T + BJB^T = CJC^T + DJD^T,
$$

$$
0 = AJC^T + BJD^T,
$$

(4)

which are a result of (1).

The Lie algebra of $Sp(4, \mathbb{R})$, denoted as $sp(4, \mathbb{R})$, is given by $4 \times 4$ matrices $m$ of the form

$$
m = \begin{pmatrix}
J & 0 \\
0 & J
\end{pmatrix} L,
$$

(5)

where the matrix $L$ is a real symmetric matrix written as

$$
L = \begin{pmatrix}
a & b \\
b^T & c
\end{pmatrix},
$$

(6)

and $a$ and $c$ are $2 \times 2$ symmetric matrices and $b$ is a $2 \times 2$ matrix.

Due to $Sp(4, \mathbb{R})$ is a Lie group, some of its elements can be obtained via the exponential map [23] of the Lie algebra element $L$ as

$$
M = \exp \left[ \begin{pmatrix}
J & 0 \\
0 & J
\end{pmatrix} L \right].
$$

(7)

The aim of this section is to obtain the relation between the block matrices $A$, $B$, $C$ and $D$ and the Lie algebra element $L$. What we will obtain is a relation between the block matrices $a$, $b$ and $c$ of the Lie algebra element $L$ and the matrices $A$, $B$, $C$ and $D$ of the group element $M$. 
To proceed, let us expand the exponential in (7) and collect together the even and odd terms of the expansion as follows

\[ M = \left[ 1 + \frac{1}{2!}S + \cdots + \frac{1}{(2n)!}S^n + \cdots \right] + \sqrt{S} \left[ 1 + \frac{1}{3!}S + \cdots + \frac{1}{(2n+1)!}S^n + \cdots \right], \]  

(8)

where the matrix \( S \) is defined as

\[ S = \begin{pmatrix} J & 0 \\ 0 & J \end{pmatrix} \begin{pmatrix} a & b \\ b^T & c \end{pmatrix} \begin{pmatrix} J & 0 \\ 0 & J \end{pmatrix} = \begin{pmatrix} -(\det a + \det b)1_{2\times2} & Jd \\ -Jd^T & -(\det b + \det c)1_{2\times2} \end{pmatrix}, \]  

(9)

and the matrix \( d \) is given by \( d = aJb + bJc \). The notation used in (8) for \( \sqrt{S} \) refers to the matrix

\[ \sqrt{S} = \begin{pmatrix} J & 0 \\ 0 & J \end{pmatrix} \begin{pmatrix} a & b \\ b^T & c \end{pmatrix}. \]  

(10)

As can be seen from the expansion (8), in order to obtain the expression for \( M \) we need first to determine \( S^n \) and then, we have to insert the expression for \( S^n \) in (8) and calculate both sums therein. Let us proceed in the next subsection with the first step: the calculation of \( S(n) \).

A. Calculation of \( S(n) \)

The matrix \( S \) is formed by four block \( 2 \times 2 \) matrices where the upper left and the lower right are multiples of the identity matrix \( 1_{2\times2} \). The upper right block is the matrix \( Jd \) whereas the lower left is \( -Jd^T \). Notably, we found that this block structure is preserved after exponentiating the matrix \( S \) an integer number of times. That is to say, the \( n \)-power of matrix \( S \) gives a new matrix \( S^n \) given as

\[ S^n = \begin{pmatrix} \alpha_n & \beta_n \end{pmatrix} \begin{pmatrix} 1_{2\times2} & Jd \\ -Jd^T & 1_{2\times2} \end{pmatrix}. \]  

(11)

The coefficients \( \alpha_n, \beta_n \) and \( \gamma_n \), to be determined, depend on the values of the matrices \( a, b, c \) and \( d \). For \( n = 1 \), these coefficients are given by the factors in the block matrices of \( S \) in (9) and can be directly defined as

\[ \alpha_1 := -(\det a + \det b), \quad \beta_1 := +1, \quad \gamma_1 := -(\det c + \det b). \]  

(12)

To calculate these coefficients for arbitrary \( n \), first note that they can be generated with a linear operator \( T \) as

\[ \begin{pmatrix} \alpha_n \\ \beta_n \\ \gamma_n \end{pmatrix} = T^{n-1} \begin{pmatrix} \alpha_1 \\ \beta_1 \\ \gamma_1 \end{pmatrix}, \]  

(13)
where the matrix $T$ is given by

$$T = \begin{pmatrix} \alpha_1 & \beta_1 \det d & 0 \\ \beta_1 & \gamma_1 & 0 \\ 0 & \beta_1 \det d & \gamma_1 \end{pmatrix}. \tag{14}$$

The calculation shows that the $n - 1$ power of $T$ is a matrix of the form

$$T^{n-1} = \begin{pmatrix} \mathbf{U}^{n-1} & \bar{o}^T \\ \bar{u}^T \gamma_1^{n-2} \sum_{j=0}^{n-2} \gamma_1^{-j} \mathbf{U}^j & \gamma_1^{n-1} \end{pmatrix}, \tag{15}$$

where $\bar{o} = (0, 0)$ and $\bar{u} = (0, \beta_1 \det d)$ and matrix $\mathbf{U}$ is given by

$$\mathbf{U} = \begin{pmatrix} \alpha_1 & \beta_1 \det d \\ \beta_1 & \gamma_1 \end{pmatrix}. \tag{16}$$

Then, using (13) we have the following relation for the coefficients

$$\begin{pmatrix} \alpha_n \\ \beta_n \end{pmatrix} = \mathbf{U}^{n-1} \begin{pmatrix} \alpha_1 \\ \beta_1 \end{pmatrix}, \quad \gamma_n = \gamma_1^n + \bar{u}^T \gamma_1^{n-2} \sum_{j=0}^{n-2} \gamma_1^{-j} \mathbf{U}^j \begin{pmatrix} \alpha_1 \\ \beta_1 \end{pmatrix}. \tag{17}$$

In order to calculate $\mathbf{U}^{n-1}$ we need to diagonalize matrix $\mathbf{U}$ hence, let $\mathbf{P}$ be the matrix diagonalizing $\mathbf{U}$, then

$$\mathbf{U} = \mathbf{P} \mathbf{D} \mathbf{P}^{-1}, \tag{18}$$

where the matrix $\mathbf{P}$ is

$$\mathbf{P} = \begin{pmatrix} (\lambda_+ - \gamma_1) k_1 & (\lambda_+ - \gamma_1) k_2 \\ \beta_1 k_1 & \beta_1 k_2 \end{pmatrix}. \tag{19}$$

The real arbitrary parameters $k_1$ and $k_2$ result from the diagonalization procedure. Its values will be automatically cancelled as part of the calculation of $\mathbf{U}^{n-1}$ further below. The eigenvalues of $\mathbf{U}$, denoted by $\lambda_\pm$, have the following expression

$$\lambda_\pm = \frac{\alpha_1 + \gamma_1}{2} \pm \frac{1}{2} \sqrt{(\alpha_1 + \gamma_1)^2 - 4(\alpha_1 \gamma_1 - \beta_1^2 \det d)}, \tag{20}$$

and the diagonal matrix $\mathbf{D}$ is

$$\mathbf{D} = \begin{pmatrix} \lambda_+ & 0 \\ 0 & \lambda_- \end{pmatrix}. \tag{21}$$
We now take the $n - 1$ power of $U$ given in (18) to obtain the following result
\[
U^{n-1} = \left( \begin{array}{c} \frac{(\lambda_+ - \gamma_1)}{\beta_1} k_1 & \frac{(\lambda_+ - \gamma_1)}{\beta_1} k_2 \\ k_1 & k_2 \end{array} \right) \left( \begin{array}{ccc} \lambda_+^{n-1} & 0 \\ 0 & \lambda_-^{n-1} \end{array} \right) \left( \begin{array}{c} \frac{(\lambda_+ - \gamma_1)}{\beta_1} k_1 & \frac{(\lambda_+ - \gamma_1)}{\beta_1} k_2 \\ k_1 & k_2 \end{array} \right)^{-1}
\]
which, when combined with the result in (17) together with the expression for $\vec{u}$, gives
\[
\alpha_n = \frac{1}{\sqrt{(\alpha_1 - \gamma_1)^2 + 4\beta_1^2 \det \mathbf{d}}} \left[ (\lambda_+ - \gamma_1) \lambda_+^{n} - (\lambda_- - \gamma_1) \lambda_-^{n} \right],
\]
\[
\beta_n = \frac{1}{\sqrt{(\alpha_1 - \gamma_1)^2 + 4\beta_1^2 \det \mathbf{d}}} \left[ \lambda_+^{n} - \lambda_-^{n} \right],
\]
\[
\gamma_n = \frac{1}{\sqrt{(\alpha_1 - \gamma_1)^2 + 4\beta_1^2 \det \mathbf{d}}} \left[ (\lambda_+ - \gamma_1) \lambda_-^{n} - (\lambda_- - \gamma_1) \lambda_+^{n} \right].
\]
These are the final expressions for the coefficients in $\mathbf{S}^n$. We are now ready to move to the second step: the analysis of the infinite series in (8).

**B. Series analysis**

Using the expression for the $n$ power of matrix $\mathbf{S}$, defined in (11), the expression (8) can be written as
\[
\mathbf{M} = 1 + \sum_{n=1}^{+\infty} \frac{1}{(2n)!} \left( \begin{array}{cc} \alpha_n & \beta_n \mathbf{Jd} \\ -\beta_n \mathbf{Jd}^T & \gamma_n \end{array} \right) + \sqrt{\mathbf{S}} \left[ 1 + \sum_{n=1}^{+\infty} \frac{1}{(2n+1)!} \left( \begin{array}{cc} \alpha_n & \beta_n \mathbf{Jd} \\ -\beta_n \mathbf{Jd}^T & \gamma_n \end{array} \right) \right].
\]
After collecting the components of each block matrix we obtain the following coefficients
\[
\alpha^{(e)} := 1 + \sum_{n=1}^{+\infty} \frac{1}{(2n)!} \alpha_n, \quad \beta^{(e)} := \sum_{n=1}^{+\infty} \frac{1}{(2n)!} \beta_n, \quad \gamma^{(e)} := 1 + \sum_{n=1}^{+\infty} \frac{1}{(2n)!} \gamma_n,
\]
\[
\alpha^{(o)} := 1 + \sum_{n=1}^{+\infty} \frac{1}{(2n+1)!} \alpha_n, \quad \beta^{(o)} := \sum_{n=1}^{+\infty} \frac{1}{(2n+1)!} \beta_n, \quad \gamma^{(o)} := 1 + \sum_{n=1}^{+\infty} \frac{1}{(2n+1)!} \gamma_n.
\]
Using this definition, the matrix $\mathbf{M}$ takes the following form
\[
\mathbf{M}(a, b, c) = \left( \begin{array}{cc} \alpha^{(e)} \mathbf{1}_{2\times2} & \beta^{(e)} \mathbf{Jd} \\ -\beta^{(e)} \mathbf{Jd}^T & \gamma^{(e)} \mathbf{1}_{2\times2} \end{array} \right) + \sqrt{\mathbf{S}} \left( \begin{array}{cc} \alpha^{(o)} \mathbf{1}_{2\times2} & \beta^{(o)} \mathbf{Jd} \\ -\beta^{(o)} \mathbf{Jd}^T & \gamma^{(o)} \mathbf{1}_{2\times2} \end{array} \right).
\]
We now insert (23), (24) and (25) in the relations (27) - (28) to obtain

\[
\begin{align*}
\alpha^{(e)} &= \frac{1}{\sqrt{(\det a - \det c)^2 + 4 \det \mathbf{d}}} \left[ (\lambda_+ - \gamma_1) \cosh \sqrt{\lambda_+} - (\lambda_- - \gamma_1) \cosh \sqrt{\lambda_-} \right], \\
\alpha^{(o)} &= \frac{1}{\sqrt{(\det a - \det c)^2 + 4 \det \mathbf{d}}} \left[ (\lambda_+ - \gamma_1) \frac{\sinh \sqrt{\lambda_+}}{\sqrt{\lambda_+}} - (\lambda_- - \gamma_1) \frac{\sinh \sqrt{\lambda_-}}{\sqrt{\lambda_-}} \right], \\
\beta^{(e)} &= \frac{1}{\sqrt{(\det a - \det c)^2 + 4 \det \mathbf{d}}} \left[ \cosh \sqrt{\lambda_+} - \cosh \sqrt{\lambda_-} \right], \\
\beta^{(o)} &= \frac{1}{\sqrt{(\det a - \det c)^2 + 4 \det \mathbf{d}}} \left[ \frac{\sinh \sqrt{\lambda_+}}{\sqrt{\lambda_+}} - \frac{\sinh \sqrt{\lambda_-}}{\sqrt{\lambda_-}} \right], \\
\gamma^{(e)} &= \frac{1}{\sqrt{(\det a - \det c)^2 + 4 \det \mathbf{d}}} \left[ (\lambda_+ - \gamma_1) \cosh \sqrt{\lambda_-} - (\lambda_- - \gamma_1) \cosh \sqrt{\lambda_+} \right], \\
\gamma^{(o)} &= \frac{1}{\sqrt{(\det a - \det c)^2 + 4 \det \mathbf{d}}} \left[ (\lambda_+ - \gamma_1) \frac{\sinh \sqrt{\lambda_-}}{\sqrt{\lambda_-}} - (\lambda_- - \gamma_1) \frac{\sinh \sqrt{\lambda_+}}{\sqrt{\lambda_+}} \right],
\end{align*}
\]

where we have to recall the notation given in (12) for \(\alpha_1\), \(\beta_1\) and \(\gamma_1\) and the expression for the eigenvalues \(\lambda_{\pm}\) in (20). These expressions link the components of the Lie algebra element \(\mathbf{m}\) (RHS of (29) with the corresponding symplectic matrix \(\mathbf{M}\) (LHS of (29)) and constitute the main result of this section.

### C. Particular cases

Let us consider in this subsection some particular cases which may be useful for some systems. First, notice that the general expression for the matrix components is of the form

\[
\begin{align*}
\mathbf{A} &= \alpha^{(e)} + (\alpha^{(o)} - \beta^{(o)} \det \mathbf{b}) \mathbf{J} \mathbf{a} + \beta^{(o)} \mathbf{J} \mathbf{b} \mathbf{J} \mathbf{c} \mathbf{J} \mathbf{b}^T, \\
\mathbf{B} &= (\gamma^{(o)} - \beta^{(o)} \det \mathbf{a}) \mathbf{J} \mathbf{b} + \beta^{(e)} (\mathbf{J} \mathbf{a} \mathbf{J} \mathbf{b} + \mathbf{J} \mathbf{b} \mathbf{J} \mathbf{c}) + \beta^{(o)} \mathbf{J} \mathbf{a} \mathbf{J} \mathbf{b} \mathbf{J} \mathbf{c}, \\
\mathbf{C} &= (\alpha^{(o)} - \beta^{(o)} \det \mathbf{c}) \mathbf{J} \mathbf{b}^T + \beta^{(e)} (\mathbf{J} \mathbf{b}^T \mathbf{J} \mathbf{a} + \mathbf{J} \mathbf{c} \mathbf{J} \mathbf{b}^T) + \beta^{(o)} \mathbf{J} \mathbf{c} \mathbf{J} \mathbf{b}^T \mathbf{J} \mathbf{a}, \\
\mathbf{D} &= \gamma^{(e)} + (\gamma^{(o)} - \beta^{(o)} \det \mathbf{b}) \mathbf{J} \mathbf{c} + \beta^{(o)} \mathbf{J} \mathbf{b}^T \mathbf{J} \mathbf{a} \mathbf{J} \mathbf{b},
\end{align*}
\]

which shows the non-linear relation between the Lie algebra elements, particularly the relation with Lie elements \(\mathbf{b}\), and the symplectic group.

Let us consider the Lie element with \(\mathbf{b} = 0\) and \(\mathbf{a}, \mathbf{c} \neq 0\). In this case, the eigenvalues take the form \(\lambda_+ = -\det \mathbf{a}\) and \(\lambda_- = -\det \mathbf{c}\). After inserting \(\mathbf{b} = 0\) in (30)-(35) we obtain the following symplectic matrix

\[
\mathbf{M}(\mathbf{a}, \mathbf{b} = 0, \mathbf{c}) = \begin{pmatrix}
\cosh \sqrt{-\det \mathbf{a}} + \frac{\sinh \sqrt{-\det \mathbf{a}}}{\sqrt{-\det \mathbf{a}}} & 0 \\
0 & \cosh \sqrt{-\det \mathbf{c}} + \frac{\sinh \sqrt{-\det \mathbf{c}}}{\sqrt{-\det \mathbf{c}}} \mathbf{J} \mathbf{c}
\end{pmatrix}.
\]
Both block matrices in (40) are elements of the group $Sp(2, \mathbb{R})$ which implies that the Lie algebra elements given by the parameters $a$ and $c$ can be considered as the Lie algebra generators of $Sp(2, \mathbb{R}) \otimes Sp(2, \mathbb{R}) \subset Sp(4, \mathbb{R})$.

Let us now consider the Lie algebra element with $a = c = 0$ and $b \neq 0$. The eigenvalues are now given as $\lambda_+ = \lambda_- = -\det b$ and the symplectic matrix takes the form

$$M(a = 0, b, c = 0) = \begin{pmatrix}
\cosh \sqrt{-\det b} & \sinh \sqrt{-\det b} J b^T \\
\frac{\sinh \sqrt{-\det b}}{\sqrt{-\det b}} J b & \cosh \sqrt{-\det b}
\end{pmatrix}.$$  \hspace{1cm} (41)

This expression will be use in the next section to derive the classical squeeze operator.

The matrices labelled by each of the ten parameters $a_{11}, a_{12}, a_{22}, b_{11}, b_{12}, b_{21}, b_{22}, c_{11}, c_{12}$ and $c_{22}$ can be considered as generators of the symplectic group $Sp(4, \mathbb{R})$. Notably, these are rather different to those generators reported for instance in [29]. The novel aspect of this result is that these generators are explicitly related with the Lie algebra generators.

We are now ready to derive in the next section the relation between the squeeze operator and its corresponding symplectic matrix.

### III. SQUEEZE OPERATORS ANALYSIS

The squeeze operator $\hat{S}(\zeta)$ for a bi-partite system is of the form

$$\hat{S}(\zeta) = e^{\frac{i}{2}(\zeta \hat{a}_1 \hat{a}_2 - \zeta^* \hat{a}_1^\dagger \hat{a}_2^\dagger)},$$  \hspace{1cm} (42)

where $\hat{a}_1$ and $\hat{a}_2$ are the annihilation operators for the sub-systems, say, 1 and 2, of the bi-partite system. $\hat{a}_1^\dagger$ and $\hat{a}_2^\dagger$ are their adjoint operators respectively and $\zeta$ is a complex number labelling the amount of squeezing. This operator, when acting on the vacuum state of the bi-partite quantum harmonic oscillators, gives a family of squeezed states labelled by $\zeta$.

As can be seen, the operator in (42) is given in the Fock representation. However, our analysis will be given in the Schrödinger representation which is described with operators $\hat{q}_1$, $\hat{q}_2$, $\hat{p}_1$ and $\hat{p}_2$. The relation between these representations is given by

$$\hat{a}_j = \frac{1}{\sqrt{2}} \frac{\hat{q}_j + i l_j \hat{p}_j}{\sqrt{\hbar}}, \quad \hat{a}_j^\dagger = \frac{1}{\sqrt{2}} \frac{\hat{q}_j - i l_j \hat{p}_j}{\sqrt{\hbar}},$$  \hspace{1cm} (43)

for $j = 1, 2$ and $l_j := \sqrt{\frac{\hbar}{m_j \omega_j}}$ where $m_j$ and $\omega_j$ stand for the masses and the frequencies of the oscillators. Inserting these expressions for $\hat{a}_j$ and $\hat{a}_j^\dagger$ in the expression for $\hat{S}(\zeta)$ the generator takes
the following form
\[
\hat{s}(\zeta) := \frac{1}{2} \left( \zeta^* \hat{a}_1 \hat{a}_2 - \zeta \hat{a}_1^\dagger \hat{a}_2^\dagger \right),
\]
where \( \zeta_x \) and \( \zeta_y \) are the real and imaginary parts of \( \zeta \).

The expression in (44) can be written in the form
\[
\hat{s}(\zeta) = \frac{-i}{4\hbar} \left( \begin{array}{cc} \hat{R}_1^T & \hat{R}_2^T \\ \hat{b}^T & 0 \end{array} \right) \left( \begin{array}{c} \frac{\hbar \zeta_y}{l_1 l_2} \hat{q}_2 - \frac{l_2 \zeta_x}{l_1} \hat{q}_1 \hat{p}_2 - \frac{l_1 \zeta_x}{l_2} \hat{p}_1 \hat{q}_2 - \frac{l_1 l_2 \zeta_y}{\hbar} \hat{p}_1 \hat{p}_2 \end{array} \right),
\]
where the matrix \( \hat{b} \) takes the form
\[
\hat{b} = \left( \begin{array}{c} \frac{\hbar \zeta_y}{l_1 l_2} \\ \frac{l_2 \zeta_x}{l_1} \hat{q}_1 \hat{p}_2 - \frac{l_1 \zeta_x}{l_2} \hat{p}_1 \hat{q}_2 - \frac{l_1 l_2 \zeta_y}{\hbar} \hat{p}_1 \hat{p}_2 \end{array} \right).
\]

The Lie algebra \( sp(4, \mathbb{R}) \) and the Lie algebra of second order polynomials with Poisson bracket given by the commutator are isomorphic [4, 23]. This relation is given by the following isomorphism
\[
\mathbf{m} = \left( \begin{array}{cc} \mathbf{J} & 0 \\ 0 & \mathbf{J} \end{array} \right) \mathbf{L} \iff -\frac{i}{4\hbar} (\hat{R}_1, \hat{R}_2) \left( \begin{array}{c} \hat{R}_1^T & \hat{R}_2^T \\ \hat{b}^T & 0 \end{array} \right),
\]
and can be checked that the Lie algebra multiplication is preserved under (47). Using this isomorphism, the squeezed generator in (45) maps to an element \( \mathbf{m}_s \in sp(4, \mathbb{R}) \) given by
\[
\mathbf{m}_s = \left( \begin{array}{cc} \mathbf{J} & 0 \\ 0 & \mathbf{J} \end{array} \right) \mathbf{L}_s,
\]
where \( \mathbf{L}_s \) is given as
\[
\mathbf{L}_s = \left( \begin{array}{cc} 0 & \mathbf{b} \\ \mathbf{b}^T & 0 \end{array} \right),
\]
and matrix \( \mathbf{b} \) is given in (46). The index \( s \) stands for the relation of these elements with the squeeze operator \( \hat{s}(\zeta) \) in (44).

We are now ready to calculate the symplectic matrix \( \mathbf{M}_s \) given by the exponential
\[
\mathbf{M}_s(r, \phi) = e^\left( \mathbf{L}_s \right) = \left( \begin{array}{cc} \mathbf{J} & 0 \\ 0 & \mathbf{J} \end{array} \right) \left( \begin{array}{cc} 0 & \mathbf{b} \\ \mathbf{b}^T & 0 \end{array} \right),
\]
and recall that \( \zeta_x \) and \( \zeta_y \), are related with the components of the matrix \( \mathbf{b} \) via (46).
The expression for matrix $M_s(r, \phi)$ results from inserting (46) in (41). After this substitution, it yields the following matrix

$$
M_s(r, \phi) = \begin{pmatrix}
\cosh(r) & 0 & -\sinh(r)\cos(2\phi)\frac{l_1}{l_2} & -\sinh(r)\sin(2\phi)\frac{l_1l_2}{\hbar} \\
0 & \cosh(r) & -\sinh(r)\sin(2\phi)\frac{l}{l_2^2} & \sinh(r)\cos(2\phi)\frac{l}{l_1^2} \\
-\sinh(r)\cos(2\phi)\frac{l_2}{l_1^2} & -\sinh(r)\sin(2\phi)\frac{l_1l_2}{\hbar} & \cosh(r) & 0 \\
-\sinh(r)\sin(2\phi)\frac{l_1}{l_2^2} & \sinh(r)\cos(2\phi)\frac{l_2}{l_1^2} & 0 & \cosh(r)
\end{pmatrix},
$$

(51)

where $r$ and $\phi$ are related with the squeezing parameter as $\zeta = re^{2i\phi}$.

The main result of this subsection is the expression for $M_s$, which we call, classical squeeze operator. Its squeezing properties will be explore in the next subsection.

Note that despite the Planck's constant appears in the components of $M_s(r, \phi)$ it is absorbed by the factors $l_1l_2$. As a result, any connection with the quantum squeeze operator is removed, i.e., $M_s$ is strictly a classical operator on the classical phase space of the system. Moreover, it is worth to mention that more general symplectic group elements can be derived using the expressions (30)-(35). In such cases, we only need the corresponding Lie algebra matrix $m$ that rises from the isomorphism (47). However, in the present case, we only focused on those related with the squeeze operator $\hat{s}(\zeta)$.

The next subsection will show the main features of matrix $M_s$ as part of the $Sp(4, \mathbb{R})$ group.

### A. Classical analysis

The aim of this subsection is to check whether the canonical transformation $M_s$ can be considered as a squeezing classical operator. Due to the hyperbolic functions in the components of $M_s$ this seems to be the case.

In the quantum scenario, the correlation matrix $V^{(2)}$ [5] arising from the squeezed state associated with the operator in (42) is of the form

$$
V^{(2)} = \frac{1}{4}
\begin{pmatrix}
\cosh(2r) & 0 & \sinh(2r) & 0 \\
0 & \cosh(2r) & 0 & -\sinh(2r) \\
\sinh(2r) & 0 & \cosh(2r) & 0 \\
0 & -\sinh(2r) & 0 & \cosh(r)
\end{pmatrix}
$$

(52)

Its components $V_{ij}^{(2)}$ are given as

$$
V_{ij}^{(2)} = \frac{1}{2}\langle \Psi_s | \hat{\xi}_i \hat{\xi}_j + \hat{\xi}_j \hat{\xi}_i | \Psi_s \rangle,
$$

(53)
where $|\Psi_s\rangle = \hat{S}(\zeta)|0\rangle_1|0\rangle_2$ is the squeezed state and $\hat{\xi} = (\hat{q}_1, \hat{p}_1, \hat{q}_2, \hat{p}_2)$ and $\hat{q}_j, \hat{p}_j, j = 1, 2$ are the quadratures of the system. The state $|0\rangle_1|0\rangle_2$ is the vacuum state of the two quantum harmonic oscillators.

We can note the similitude between these two matrices $V^{(2)}$ and $M_s$. To make the similitude more explicit, let us consider $\phi = \pi/2$ and $l_1 = l_2$ and $m_j \omega_j = 1$ for $j = 1, 2$. With these conditions the matrix $M_s$ takes the following form

$$M_s\left(r, \frac{\pi}{2}\right) = \begin{pmatrix} \cosh(r) & 0 & \sinh(r) & 0 \\ 0 & \cosh(r) & 0 & -\sinh(r) \\ \sinh(r) & 0 & \cosh(r) & 0 \\ 0 & -\sinh(r) & 0 & \cosh(r) \end{pmatrix}. \quad (54)$$

Remarkably, only two differences arise: (i) the global factor in (52) and (ii) the factor 2 in the argument of the hyperbolic functions. This factor implies that the amount of squeezing in $V^{(2)}$ doubles the amount of squeezing in $M_s$. That is to say, for each value of the squeezing parameter $r$, the amount of squeezing of $V^{(2)}$ is twice the amount of squeezing of $M_s\left(r, \frac{\pi}{2}\right)$.

Finally, in figure 1 we show the squeezing and rotation properties of the matrix $M_s$ as a canonical transformation for different values of $r$ and $\phi$. In this figure we consider the action of $M_s$ on a circular trajectory $(q_1(t), p_1(t), q_2(t), p_2(t))$ were, $q_j(t) = \cos(t) q_j + \sin(t) p_j$ and $p_j(t) = -\sin(t) q_j + \cos(t) p_j$, for $j = 1, 2$. The action of $M_s$ is explicitly of the form

$$\begin{pmatrix} q_1'(t) \\ p_1'(t) \\ q_2'(t) \\ p_2'(t) \end{pmatrix} = M_s\left(r, \phi\right) \begin{pmatrix} q_1(t) \\ p_1(t) \\ q_2(t) \\ p_2(t) \end{pmatrix}. \quad (55)$$

In figure 1 we showed the graph of $(q_1'(t), p_1'(t))$. As expected, we note in 1a that the amount of squeezing is labelled by $r$ and that $\phi$ labels the rotation as showed in 1b.

IV. CONCLUSIONS

In this paper we provided the direct relation between the elements of the Lie algebra $sp(4, \mathbb{R})$ and its group elements $Sp(4, \mathbb{R})$. This was given in (29) together with the Eqs. (30)-(35). As we mentioned in the introduction, this relation is particularly useful in calculations where the unitary representation of the symplectic group plays an important role rather than the Wigner representation scheme [27] or the Fock representation [28] analysis. Moreover, in [40] and [41] we derived the group generators in terms of the Lie algebra parameters. As far
We also obtained the expression for the symplectic matrix (51) whose unitary representation gives rise to the squeeze operator (42). We showed that this symplectic matrix is also a squeezing transformation when considered at classical level. Remarkably, the classical squeeze matrix shares similarities with the correlation matrix (52) which suggests a deeper connection between both matrices which so far has not yet being established. This idea is reinforced if we notice that the amount of squeezing of $M_s$ is half the amount of squeezing of $V^{(2)}$ in (52).
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