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Abstract—Channel state information (CSI) at the transmitters (CSIT) is of importance for interference alignment schemes to achieve the optimal degrees of freedom (DoF) for wireless networks. This paper investigates the impact of half-duplex relays on the degrees of freedom (DoF) of the X channel and the interference channel when the transmitters are blind in the sense that no CSIT is available. In particular, it is shown that adding relay nodes with global CSI to the communication model is sufficient to recover the DoF that is the optimal for these models with global CSI at the transmitters. The relay nodes in essence help steer the directions of the transmitted signals to facilitate interference alignment to achieve the optimal DoF with CSIT. The general $M \times N$ X channel with relays and the $K$-user interference channel are both investigated, and sufficient conditions on the number of antennas at the relays and the number of relays needed to achieve the optimal DoF with CSIT are established. Using relays, the optimal DoF can be achieved in finite channel uses. The DoF for the case when relays only have delayed CSI is also investigated, and it is shown that with delayed CSI at the relay the optimal DoF with full CSIT cannot be achieved. Special cases of the X channel and interference channel are investigated to obtain further design insights.
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I. INTRODUCTION

Interference is inherent to any fully connected multi-user wireless network. As the number of devices sharing the spectrum with high rate demands grows, wireless networks become more and more interference limited. The significance of interference on the operation of a wireless network renders it natural to focus on its high SNR performance to obtain design insights and characterize the interaction between the signals. Thus, degrees of freedom (DoF), which characterizes the scaling of the transmission rates of wireless networks in high signal to noise ratio (SNR) regime, is an important metric to measure the performance of an interference-limited system.

Interference alignment was shown to achieve the optimal DoF for a variety of interference-limited wireless networks [1]–[4]. In reference [1], the authors have shown that the optimal DoF $\frac{M}{N}$ can be achieved for the 2-user multiple input multiple output (MIMO) X channel with $M$ antennas at each node, using symbol extensions and interference alignment, demonstrating the achievability of non-integer DoF $\frac{M}{N}$ with constant channel for $M > 1$. For $M = 1$ with constant channels, the DoF $\frac{1}{2}$ is shown to be achievable in [4]. Reference [2] further generalized the result to the $M \times N$ user X channel, and showed that the optimal DoF is $\frac{MN}{M+N}$ with single antenna nodes and a time-varying channel. Reference [3] showed that interference alignment achieves the optimal DoF of the $K$-user interference channel, $\frac{K}{2}$, with single antenna nodes and time-varying channel. Follow up studies on the DoF of the interference channels, for example, the SIMO interference channel, the $K$-user $M \times N$ MIMO interference channel, and interference channel with cooperation and cognition, can be found in references [5]–[7].

To effectively implement interference alignment, it is crucial to have global instant CSIT which can be difficult to obtain for practical systems. Reference [8] has studied the DoF region of the 2-user MIMO broadcast channel and the 2-user MIMO interference channel without CSIT, and loss of DoF is observed for many scenarios of interest. Reference [9] has further generalized the results to $K$-user broadcast and interference channels, and also derived outerbounds on DoF region for the $K$-user X channel. This reference has established that without CSIT, the transmitters cannot steer the signals to the exact desired directions to guarantee that the interference is aligned together at the receivers, which causes the performance degradation in terms of DoF.

While loss of DoF is observed when no CSIT is available at the transmitters, reference [10] has observed that as long as the channel’s correlation structure is known at the transmitters, without any knowledge of the exact channel coefficient, interference alignment is still possible for certain wireless networks. Reference [11] has further developed this idea and proposed the blind interference alignment strategies using staggered antennas, which can artificially create the desired channel correlation pattern by switching the antennas used by the receivers. For systems where CSIT is completely unknown however, loss of DoF appears to be inevitable.

A more practical assumption about CSIT is that the transmitter may have delayed CSI. The delayed CSIT model characterizes the channel variation and the delay in the feedback of CSI from receivers, and thus is important from both theoretical and practical perspective. The delayed CSIT assumption is first studied in the context of the $K$-user broadcast channel [12], i.e., a channel with a transmitter having $K$ antennas and $K$
source nodes, i.e., the transmitters, are study the impact of relaying on the DoF from another perspec-

tive, the multi-hop relay networks, references [18], [36]–[38] have studied the DoF under either global CSIT or delayed

CSIT. The justification of the setting is that it is likely that

relay nodes are only equipped with single antenna, the optimal DoF can be achieved with \((K - 1)^2\) relays. For the case with one multiple antenna relay, we can design a different scheme with less computational complexity that uses partial interference alignment at the relay and joint beamforming to show the achievability of optimal DoF \(\frac{K^2}{2K-1}\) using one relay with \(K - 1\) antennas. Note that in the above results, the channel is required to be time varying in order to achieve the optimal DoF. An interesting feature of the DoF optimal interference alignment scheme using relays is that only finite channel usage is required to achieve the exact optimal DoF, whereas for the general \(M \times N\) X channel without relays but with CSIT, infinite channel uses are required. The case when there is no CSIT but relays only have delayed CSI is also investigated.

Using the techniques developed for the X channel, we further show that interference alignment is possible for the \(K\)-user interference channel without CSIT with the help of half-duplex relays. For the general case, we design a two-slot transmission scheme using joint beamforming, and show that it requires \(\frac{K(K-2)}{L}\) relays with \(L\) antennas to achieve the DoF \(\frac{K^2}{2}\), which is exactly the same optimal DoF as the case with CSIT. We then consider two special cases: the case with one relay with \(K - 1\) antennas, and the case with \(K(K-2)\) single antenna relays. Note that the special case when the relay has \(K - 1\) antennas is also investigated in reference [39]. When we have one relay with \(K - 1\) antennas, joint beamforming is not necessary for interference alignment and the channel does not need to be time varying. However, when we have \(K(K-2)\) relays each with a single antenna, joint beamforming is required to achieve interference alignment and the channel does need to be time varying.

Throughout the paper, we use bold letters, e.g. \(\mathbf{h}\), to denote constant vectors, bold capital letters, e.g. \(\mathbf{H}\), to denote matrices or vector of random variables, and ordinary capital letters, e.g. \(H\), to denote random variables. We use \([x]\) to denote the closest integer that is smaller than \(x\), and \([x]\) to denote the closest integer that is larger than \(x\). \([a_i]^{(i)}\) denotes the column vector obtained by enumerating \(a_i\) with index \(i\), i.e.,

\[
[a_i]^{(i)} = [a_{i_1}]_{i_1=1}^n = [a_1, a_2, \ldots, a_n]^T,
\]

if \(i = 1, 2, \ldots, n\).

Similarly, \([a_{ij}]^{(ij)}\) denotes the column vector

\[
\left[ [a_{11}]^{(j)} \right]^T, \left[ [a_{21}]^{(j)} \right]^T, \ldots \right]^T,
\]

which is obtained by enumerating \(a_{ij}\) for all indices \(i\) and \(j\) as its entries.
which is obtained by enumerating $a_{ijk}$ for all indices $i, j, k$ as its entries.

The remainder of the paper is organized as follows: Section II introduces the system model. Section III studies the relay-aided interference alignment schemes for the X channel. Section IV studies the relay-aided interference alignment schemes for the interference channel. Section V concludes the paper.

II. SYSTEM MODEL

A. $M \times N$ X channel with Relays

Fig. 1 shows the $M \times N$ X channel with relays. In this model, there are $M$ transmitters and $N$ receivers, and each transmitter has a message to be communicated to each receiver. It is assumed that the transmitters and receivers are equipped with single antenna. There are $J$ half-duplex relays available to help the transmission. Each relay is assumed to have $L$ antennas. We denote $w_{nm}$ as the message intended from transmitter $m$ to receiver $n$. The transmitted signal from transmitter $m$ is denoted as $X_m(t) \in \mathbb{C}$ and the transmitted signal from relay $R_j$ is denoted as $X_{R_j}(t) \in \mathbb{C}^L$, where $t$ is the time index denoting the slot in which the signal is transmitted.

When the relays listen to the channel, the received signals at the receivers are

$$Y_n(t) = \sum_{m=1}^{M} h_{nm}(t)X_m(t) + Z_n(t),$$

where $n = 1, \cdots, N$, $m = 1, \cdots, M$, and the received signals at the relays are

$$Y_{R_j}(t) = \sum_{m=1}^{M} h_{R_j,m}(t)X_m(t) + Z_{R_j}(t), \quad j = 1, \cdots, J.$$

When the relays transmit, the received signals at the receivers are

$$Y_n(t) = \sum_{m=1}^{M} h_{nm}(t)X_m(t) + \sum_{j=1}^{J} h_{nR_j}(t)^T X_{R_j}(t) + Z_n(t).$$

In the above expressions, the transmitted signals are subject to average power constraints $E(|X_{R_j}(t)|^2) \leq P$, $E(|X_m(t)|^2) \leq P$, $j = 1, \cdots, J$, $m = 1, \cdots, M$. $h_{nm} \in \mathbb{C}$ is the channel coefficient from transmitter $m$ to the receiver $n$. $h_{R_j,m}(t) \in \mathbb{C}^L$ is the channel vector between transmitter $m$ and relay $R_j$, and $h_{nR_j}(t) \in \mathbb{C}^L$ is the channel vector between relay $R_j$ and receiver $n$. It is assumed that the channel coefficients are independently drawn from a continuous distribution for each time index, and the channel is time varying. $Z_n(t)$ and $Z_{R_j}(t)$ are zero-mean Gaussian random variables with unit variance and identity covariance matrix, respectively.

We denote the rate of message $w_{ij}$ with $R_{ij}(P)$ under power constraint $P$. Define $C(P)$ as the set of all achievable rate tuples $[R_{nm}(P)]^{(nm)}$ under power constraint $P$. The DoF is defined as

$$\text{DoF} = \lim_{P \to \infty} \frac{R_{\Sigma}(P)}{\log(P)},$$

where $R_{\Sigma}(P) = \max_{C(P)} \left( \sum_{m,n} R_{nm}(P) \right)$. Note that since we consider the DoF as our metric, in the rest of the paper, we omit the noise terms in equations (4)–(6).

B. K-user Interference Channel with Relays

Fig. 2 shows the $K$-user interference channel with relays. In this model, there are $K$ transmitters and $K$ receivers, and each transmitter has a message to be communicated to one intended receiver. It is assumed that the transmitters and receivers are equipped with single antenna. There are $J$ half-duplex relays available to help the transmission. Each relay is assumed to have $L$ antennas. We denote $w_k$ as the message intended from transmitter $k$ to receiver $k$, $k = 1, \cdots, K$. The transmitted signal from transmitter $k$ is denoted as $X_k(t) \in \mathbb{C}$ and the signal from relay $j$ is denoted as $X_{R_j}(t) \in \mathbb{C}^L$, where $t$ is the time index denoting the slot in which the signal is transmitted.

When the relays listen to the channel, the received signals at the receivers are

$$Y_n(t) = \sum_{k=1}^{K} h_{nk}(t)X_k(t) + Z_n(t), \quad n = 1, \cdots, K$$

and the received signals at the relays are

$$Y_{R_j}(t) = \sum_{k=1}^{K} h_{R_j,k}(t)X_k(t) + Z_{R_j}(t), \quad J = 1, \cdots, J.$$

In this model, there are $K$ transmitters and $K$ receivers, and each transmitter has a message to be communicated to one intended receiver.
When relays transmit, the received signals at the receivers are

\[ Y_n(t) = \sum_{k=1}^{K} h_{nk}(t)X_k(t) + \sum_{j=1}^{J} h_{nR_j}(t)^T X_{R_j}(t) + Z_n(t). \] (10)

The power constraints on the transmitted signals, the channel coefficients, and the channel noise are defined as in Section II-A.

We denote the rate of message \( w_k \) is \( R_k(P) \) under power constraint \( P \). Define \( C(P) \) as the set of all achievable rate tuples \( \{R_k(P)\}^{K}_{k=1} \) under power constraint \( P \). The DoF is defined as in (7) with the sum rate now defined as \( R_{\sum}(P) = \max_{C(P)} \left( \sum_{k=1}^{K} R_k(P) \right) \). We ignore the noise terms in equations (8)–(10) in the sequel.

### III. Relay-aided Interference Alignment for X Channel without CSIT

In this section, we provide the DoF for the \( M \times N \times X \) channel, with the assumption that the transmitters have no CSI, and relay nodes with global CSI are present to help. Without CSIT, the transmitters cannot send the signals in the desired directions to align the interference at the receivers. However, as we shall show next, relays can be used to help the transmitters steer the directions of the transmitted signals to achieve the DoF as if global CSI were available at the transmitters.

Before presenting the relay-aided interference alignment schemes, we first find an upper bound for the DoF of the \( M \times N \times X \) channel without CSIT, but with relays.

**Proposition 1:** For the \( M \times N \times X \) channel without CSIT, where relays have global CSI, the DoF is upper bounded by \( MN \frac{M}{M+N-1} \), regardless of the number of relays and the number of antennas at the relays.

**Proof:** The \( M \times N \times X \) channel without CSIT with relays can be upper bounded by the \( M \times N \times X \) channel with CSIT and relays. Note that here we consider arbitrary number of relays with arbitrary number of antennas. Reference [2] showed that with global CSI at all nodes, the optimal DoF of the \( M \times N \times X \) channel is \( MN \frac{M}{M+N-1} \). Reference [30] further showed that relaying does not increase the DoF of the \( X \) channel, when all nodes are equipped with global CSI. This means that the \( (M \times N) \)-user \( X \) channel with CSIT and relays with global CSI has optimal DoF \( MN \frac{M}{M+N-1} \), which is clearly an upper bound for the \( M \times N \times X \) channel without CSIT with relays. \( \blacksquare \)

**Remark 1:** Note that since there is no assumption about whether the channel is time varying or not in the arguments for outerbounds on DoF in references [2], [30], the DoF upper bound we have in Proposition 1 is valid for both time varying and constant channels.

Now, we can proceed to construct the relay-aided interference alignment schemes to show that, with the help of relays, the DoF upperbound \( MN \frac{M}{M+N-1} \), which is obtained by assuming global CSIT, is in fact achievable without CSIT. Observe that for the \( K \)-user \( X \) channel, the DoF upperbound reduces to \( K^2 \frac{K}{2K-1} \).

### A. \( M \times N \times X \) Channel with J Relays with L antennas

We first consider the \( M \times N \times X \) channel with \( J \) relays each having \( L \) antennas and design transmission schemes that can achieve the DoF upper bound in Proposition 1 without using CSIT.

**Theorem 1:** For the \( M \times N \times X \) channel with \( J \) relays each having \( L \) antennas, when the transmitters have no CSIT but the relays have global CSI, a sufficient condition to achieve the optimal DoF \( MN \frac{M}{M+N-1} \) is that \( J \geq \left\lceil \frac{(M-1)(N-1)}{L} \right\rceil \).

**Proof:** For the \( M \times N \times X \) channel, each transmitter has a message for each receiver, and we wish to deliver the \( MN \) messages to the desired receivers in \( M + N - 1 \) slots.

We label the relays with \( R_i \), where \( i = 1, 2, \ldots, J \). For slots \( t = 1, 2, \ldots, N \), the transmitters send the messages to the receivers, and the relays remain silent. Specifically, the signal sent from transmitter \( m \) at slot \( t \) is

\[ X_m(t) = d_{tm}, \] (11)

where \( d_{tm} \) is the data stream carrying the message \( W_{tm} \).

The received signals at receiver \( n \) and relay \( R_i \) are

\[ Y_n(t) = \sum_{m=1}^{M} h_{nm}(t)d_{tm} \] (12)

\[ Y_{R_i}(t) = \sum_{m=1}^{M} h_{R_i,m}(t)d_{tm}. \] (13)

where \( Y_{R_i}(t) \in \mathbb{C}^L \).

For slots \( t' = N + 1, \ldots, M + N - 1 \), each relay \( R_i \) constructs a precoding matrix \( U_{it}(t') \in \mathbb{C}^{L \times L} \) for the signals received in each previous slot \( t \), and transmits the following signal in slot \( t' \):

\[ X_{R_i}(t') = \sum_{t=1}^{N} U_{it}(t')Y_{R_i}(t) \] (14)

In addition, for slot \( t' \), transmitter 1 also sends the following signal to the receivers:

\[ X_1(t') = \sum_{n=1}^{N} d_{n1}. \] (15)

The signal received at receiver \( n \) for slot \( t' \) is thus

\[ Y_n(t') = \sum_{j=1}^{K} h_{n1}(t')d_{j1} + \sum_{i=1}^{J} \sum_{t=1}^{N} \sum_{m=1}^{M} h_{R_i,m}(t')U_{it}(t')h_{R_i,m}(t)d_{tm}. \] (16)

After combining all the received signals from every slot, the resulting signal can be expressed as in equation (17) at the beginning of next page. Note that in equation (17), \( n \), \( t' \), and \( \gamma \) outside the parenthesis of the vectors denote the \( n \)th, \( t' \)th, and \( \gamma \)th entry of the vectors, and we have utilized the notation defined in equations (1)–(3).
\( Y_n = \begin{bmatrix} n \quad 0 \\ t' \quad h_{n1}(t') + \sum_{i=1}^{J} h_{nR_i}(t')^T U_{in}(t') h_{R_i,1}(n) \end{bmatrix} \begin{bmatrix} d_{n1} \\ + \sum_{\gamma \neq n} \begin{bmatrix} 0 \\ t' \quad h_{n1}(t') + \sum_{i=1}^{J} h_{nR_i}(t')^T U_{\gamma}(t') h_{R_i,1}(\gamma) \end{bmatrix} \begin{bmatrix} d_{\gamma 1} \\ + \sum_{k \neq 1} \begin{bmatrix} h_{nk}(\gamma) \\ 0 \end{bmatrix} \begin{bmatrix} 0 \\ h_{nk}(n) \end{bmatrix} \end{bmatrix} \begin{bmatrix} 0 \\ d_{nk} \end{bmatrix} \end{bmatrix} \) (17)

In order to align all the interference messages into an \( N - 1 \) dimensional space, we choose the precoding matrices \( U(t') \) such that

\[
\sum_{i=1}^{J} h_{nR_i}(t')^T U_{\gamma}(t') h_{R_i,k(\gamma)} = h_{n1}(t') + \sum_{i=1}^{J} h_{nR_i}(t')^T U_{\gamma}(t') h_{R_i,1}(\gamma),
\]

which can be written as

\[
\sum_{i=1}^{J} h_{nR_i}(t')^T U_{\gamma}(t') (h_{n1}(\gamma) h_{R_i,k(\gamma)} - h_{nk}(\gamma) h_{R_i,1}(\gamma)) = h_{nk}(\gamma) h_{n1}(t'),
\]

for all \( t' = N + 1, \ldots, M + N - 1 \).

If we denote the entry for \( p^\text{th} \) row and \( q^\text{th} \) column of matrix \( U_{\gamma}(t') \) as \( u_{\gamma,p,q}(t') \), where \( p, q = 1, \ldots, L \), we can define a vector

\[
u(\gamma, t') = [u_{\gamma,p,q}(t')]_{(ipq)},
\]

where the notation \( [u_{\gamma,p,q}(t')]_{(ipq)} \) is defined as in equation (1)-(3). We also define vectors

\[
h_{n,k}(\gamma, t') = [h_{nR_{i,p}}, h_{n1}(\gamma) h_{R_{i,k,q}}(\gamma) - h_{nk}(\gamma) h_{R_{i,1,q}(\gamma))].
\]

and matrix \( H(\gamma, t') \), which is formed by taking \( h_{n,k}(\gamma, t') \) as its rows for all enumeration of \( n \) and \( k \).

All the linear equations can now be written as

\[
H(\gamma, t') \nu(\gamma, t') = b(\gamma, t'),
\]

where \( b(\gamma, t') = [n_{nk}(\gamma) h_{n1}(t')].
\]

Since we have one equation for each pair of \((n, k)\) where \(k \neq 1, n \neq \gamma, \) there are \((M-1)(N-1)\) equations for each pair of \((\gamma, t')\). On the other hand, each matrix \( U_{\gamma}(t') \) can provide \( L^2 \) variables, which gives us \( JL^2 \) variables in total. When \( J \geq \left( \frac{(M-1)(N-1)}{L^2} \right) \), we can guarantee that there exist solutions to the equations to find the matrices \( U_{\gamma}(t') \).

In the sequel, we drop the parameters \((\gamma, t')\) in the expression for matrix \( H(\gamma, t') \) for clarity. Since the channel coefficients are drawn from a continuous distribution, the matrix \( H \) is of full rank almost surely. When the matrix \( H \) is square, the relays can find the precoding matrix by calculating \( H^{-1} b \). When the matrix \( H \) is not square, since \( J \geq \left( \frac{(M-1)(N-1)}{L^2} \right) \), the vector \( u \) can be calculated using \( H^\dagger (HH^\dagger)^{-1} b \). The calculation of the precoding matrices for both cases only requires global CSI at the relays and no cooperation between the relays is needed.

With the matrices \( U_{\gamma}(t') \), all the interfering signals can be aligned into an \( N - 1 \) dimensional space. We now need to verify that the interference and the signals carrying intended messages are linearly independent. Since for receiver \( n \), the signals carrying intended messages and the interfering signals do not have non-zero entries in the same row of the received signal vector from row 1 to row \( N \), as shown in equation (17), it is guaranteed that the signals are linearly independent. As an example, consider the channel with \( M = N = 3 \) and receiver 1. The received signal is of the form

\[
Y_1 = \begin{bmatrix} a \\ b \\ c \end{bmatrix} \begin{bmatrix} 0 \\ e \\ g \end{bmatrix} \begin{bmatrix} d_{\text{intended}} \\ d_{\text{interference}} \end{bmatrix}.
\]

It can be readily seen that the signal vectors carrying intended messages and the ones with interference in equation (23) are linearly independent.

This special structure of the received signals is originated from the design of the transmission scheme. The fact that the channel coefficients are drawn from a continuous distribution guarantee that the desired data streams occupy the rest \( M \) dimensional space, and thus a zero-forcing decoder can recover all the desired messages to achieve DoF \( \frac{MN}{M+N-1} \).

Remark 2: Note that in the scheme, when \( JL^2 = (M-1)(N-1) \), joint beamforming is mandatory to obtain the precoding matrices \( U_{\gamma}(t') \). This is because when \( JL^2 = (M-1)(N-1) \), the matrix \( H(\gamma, t') \) in equation (22) is invertible, and the vector \( b(\gamma, t') \) becomes zero if joint beamforming is not utilized. The precoding matrices at the relays thus are all zero. In this way, the interference can still be aligned since
they occupy different time indices than the intended signals, but there is not sufficient dimension to decode the intended messages. Joint beamforming, for this case, can guide the relays to steer the interference such that they are aligned, and in the meantime guarantee that there is sufficient signal dimension. On the other hand, when $JL^2 > (M - 1)(N - 1)$, joint beamforming is not required, since we can always find a non-zero vector from the null space of matrix $H(\gamma', t')$.

**Remark 3:** In the transmission scheme, the time varying nature of the channel is crucial for the receivers to decode the intended signals. From equation (17), we can see that when channel is not time varying, the intended signals fall into a space of dimension 2, and the receivers cannot decode all the intended messages.

**Remark 4:** For the X channel without CSIT and without relays, reference [9] has shown that the DoF upper bound is 1 when the channel experiences Rayleigh fading, provided that all nodes are equipped with a single antenna. Our result shows that relaying is useful to provide DoF gain for the X channel without CSIT. This is to be contrasted with the result in reference [30], which has shown that relaying cannot provide DoF gain for the X channel when global CSI is available at all the nodes.

**Remark 5:** We have shown that using relays, we can achieve the optimal DoF for the $M \times N$ X channel in finite channel uses. However, for the case with global CSIT but no relays are available, the same optimal DoF is achievable using infinite channel uses, as shown in reference [2].

**Remark 6:** The scheme we used in Theorem 7 can be generalized to the case when each user has multiple antennas by counting the number of equations required for interference alignment and the number of variables that can be provided by the relays.

We next investigate a special case of the general X channel, which is the $K$-user X channel with a single relay equipped with multiple antennas. For this case, we can design a different scheme using the available spatial dimension at the relay, which can provide more insights regarding how interference signals are aligned and has lower computational complexity for the relay to obtain the precoding matrices.

**B. The $K$-user X Channel with one Multi-antenna Relay**

For the $K$-user X channel without CSIT, when we have a relay with $K$ antennas, the relay can decode all the data streams sent from the transmitters, for example with zero-forcing, if each transmitter only sends a single data stream with DoF 1. Since the relay has global CSI, clearly it can perform appropriate precoding to align the interfering signals at the receivers. The result from Theorem 7 implies that for this case, $K - 1$ antennas are in fact sufficient for the relay to align the interference at the receivers to achieve the DoF upperbound $\frac{K^2}{2K - 1}$.

When the relay has multiple antennas, we can use a different strategy than the one we used to prove Theorem 7 to achieve the DoF upper bound. To better illustrate the transmission strategy, we first provide an example for the 3-user X channel with a relay having 2 antennas, and then generalize the scheme to the $K$-user case. Note that when $K = 3$, the DoF upperbound becomes $\frac{9}{5}$.

1) 3-user X Channel with a Relay with 2 Antennas:

**Corollary 1:** For the 3-user X channel without CSIT with relays, optimal DoF $\frac{3}{5}$ is achievable using a relay with 2 antennas and global CSI.

**Proof:** We denote the data stream from transmitter $i$ to receiver $j$ as $d_{ji}$, $i, j = 1, 2, 3$, and data stream $d_{ji}$ carries a message $w_{ji}$. To achieve the DoF $\frac{3}{5}$, we let each transmitter send one message to each receiver in 5 time slots. Note that the channel is assumed to be time varying for each slot, and the channel coefficients are drawn from a continuous distribution.

In the first 3 slots, the transmitters send messages to the receivers, while the relay keeps silent. Specifically, in slot $t$, all the 3 transmitters send the messages intended for receiver $t$:

$$X_k(t) = d_{tk}$$

where $t, k = 1, 2, 3$. At slot $t$, the received signals at the receivers and the relay are

$$Y_1(t) = h_{11}(t)d_{11} + h_{12}(t)d_{12} + h_{13}(t)d_{13}$$
$$Y_2(t) = h_{21}(t)d_{12} + h_{22}(t)d_{12} + h_{23}(t)d_{13}$$
$$Y_3(t) = h_{31}(t)d_{11} + h_{32}(t)d_{12} + h_{33}(t)d_{13}$$

where we discarded the channel noise since we are considering the DoF of the channel.

In the remaining 2 slots, the relay needs to provide each receiver with two more equations such that the intended messages, which are the unknown variables $d_{ji}$ in the equations, can be recovered. In the meantime, all the interference data streams must be kept in a 2-dimensional space at each receiver to achieve the optimal DoF. Since the relay has 2 antennas, it cannot decode all the three messages from each user to perform appropriate precoding in the remaining 2 slots. However, as we shall see, the spatial dimensions available at the relay can still be utilized to align the interference.

The relay first performs a linear transformation to the received signals using vectors $u_i(t) \in \mathbb{C}^2$, where $i, t = 1, 2, 3$, $i \neq t$. Specifically, for $t = 1$, we want to partially align the interference caused by the messages intended for receiver 1. We design the vectors $u_2(1)$ and $u_3(1)$ such that they satisfy

$$u_2(1)^T h_{R2}(1) = h_{22}(1)$$
$$u_2(1)^T h_{R3}(1) = h_{23}(1)$$
$$u_3(1)^T h_{R2}(1) = h_{32}(1)$$
$$u_3(1)^T h_{R3}(1) = h_{33}(1)$$

Since we have two variables with two equations for each vector $u_i(1)$ and the channel coefficients are drawn from a continuous distribution, we can guarantee the existence of $u_2(1)$ and $u_3(1)$ almost surely. We can then obtain the following signals by taking the inner products between the vector $u_2(1)$ ($u_3(1)$) and the received signal vector from slot 1:

$$u_2(1)^T Y_R(1) = u_2(1)^T h_{R1}(1)d_{11} + h_{22}(1)d_{12} + h_{23}(1)d_{13}$$
$$u_3(1)^T Y_R(1) = u_3(1)^T h_{R1}(1)d_{11} + h_{32}(1)d_{12} + h_{33}(1)d_{13}$$
These two signals are useful for receiver 1, since they contain the messages that are intended for it. However, the messages $d_{11}$, $d_{12}$ and $d_{13}$ are interference for receiver 2 and 3. Using the linear transformation provided by vector $u_2(1)$ or $u_3(1)$, we can see that the channel coefficients for $d_{12}$ and $d_{13}$ in equation (31) are the same as the signal received at receiver 2. Similarly, the channel coefficients for $d_{12}$ and $d_{13}$ in equation (32) are the same as the signal received at receiver 3. If we can keep $u_2(1)^T Y_R(1)$ away from receiver 3, and keep $u_3(1)^T Y_R(1)$ away from receiver 2, part of the interference is aligned at receiver 2 and receiver 3. This can be done by sending $u_2(1)^T Y_R(1)$ and $u_3(1)^T Y_R(1)$ along the directions

$$v_{12}(t) \perp h_{3R}(t) \quad \text{and} \quad v_{13}(t) \perp h_{2R}(t), \quad (33)$$

respectively, where $t = 4, 5$.

For the interference caused by the messages for receiver 2 and receiver 3, we design the precoding vectors $u_1(2)$, $u_3(2)$, $u_1(3)$, and $u_2(3)$ in the same fashion as we design the vectors $u_2(1)$, $u_3(1)$, which have the following properties:

$$u_1(2)^T Y_R(2) = u_1(2)^T h_{R2}(2)d_{22} + h_{11}(2)d_{21} + h_{13}(2)d_{23} \quad (34)$$

$$u_2(3)^T Y_R(2) = u_3(2)^T h_{R2}(2)d_{22} + h_{31}(3)d_{21} + h_{33}(2)d_{23} \quad (35)$$

$$u_1(3)^T Y_R(3) = u_1(3)^T h_{R3}(3)d_{33} + h_{11}(3)d_{31} + h_{12}(3)d_{32} \quad (36)$$

$$u_2(3)^T Y_R(3) = u_2(3)^T h_{R3}(3)d_{33} + h_{21}(3)d_{31} + h_{22}(3)d_{32}. \quad (37)$$

In order to transmit the signals along their intended directions, we now define the following beamforming vectors, which is similar as the vectors $v_{12}(t)$ and $v_{13}(t)$:

$$v_{21}(t) \perp h_{3R}(t) \quad v_{23}(t) \perp h_{1R}(t) \quad (38)$$

$$v_{31}(t) \perp h_{2R}(t) \quad v_{32}(t) \perp h_{1R}(t) \quad (39)$$

where $t = 4, 5$. We can choose the vectors such that they have unit power, and satisfy

$$v_{31}(t) = v_{13}(t) = v_1^\perp(t), \quad (40)$$

$$v_{12}(t) = v_{21}(t) = v_3^\perp(t), \quad (41)$$

$$v_{23}(t) = v_{32}(t) = v_2^\perp(t). \quad (42)$$

Using the linear transformation and beamforming provided above, interference is only partially aligned. To align the rest of the interference, we let the relay choose a scaling factor $\alpha_{ij}(t)$ for each signal it wishes to send to the receivers, and produce the signals to be transmitted for slot 4 and slot 5 as shown in equation (43) at the beginning of next page, where the scalars $\alpha_{ij}(t)$ are to be determined later.

For slots 4 and 5, the transmitters also send the following signals to the receivers:

$$X_k(t) = d_{kk} \quad (44)$$

where $k = 1, 2, 3$. Note that other combinations of transmitted messages also work for our scheme.

The received signals at the receivers can be expressed as

$$Y_1(t) = h_{11}(t)d_{11} + h_{12}(t)d_{22} + h_{13}(t)d_{33} + h_{1R}(t)^T X_R(t) \quad (45)$$

$$Y_2(t) = h_{21}(t)d_{11} + h_{22}(t)d_{22} + h_{23}(t)d_{33} + h_{2R}(t)^T X_R(t) \quad (46)$$

$$Y_3(t) = h_{31}(t)d_{11} + h_{32}(t)d_{22} + h_{33}(t)d_{33} + h_{3R}(t)^T X_R(t) \quad (47)$$

If we combine all the received signals from 5 slots into a vector in $C^5$, the resulting signal is shown in equation (48) at the beginning of next page, where we denote $h_{ij}^3(t) = h_{iiR}(t)^T v_i^\perp(t)$, $\mu_k^R(t) = u_k(t)^T h_{Rk}(t)$.

From the above expression, we can see that the data streams $d_{21}$ and $d_{23}$ are aligned in a one-dimensional space, and the data streams $d_{31}$ and $d_{32}$ are aligned in a one-dimensional space. To align the data stream $d_{22}$ with $d_{21}$ and $d_{23}$, we choose

$$\frac{h_{12}(t) + \alpha_{21}(t)h_{13}^3(t)\mu_1^R(2)}{h_{12}(2)} = \alpha_{21}(t)h_{11}^3(t), \quad (49)$$

which is equivalent as

$$\alpha_{21}(t) = \frac{h_{12}(t)}{(h_{12}(2) - \mu_2^R(2))h_{11}^3(t)} \quad (50)$$

where $t = 4, 5$.

Similarly, to align $d_{33}$ with $d_{31}$ and $d_{32}$ we choose

$$\alpha_{31}(t) = \frac{h_{13}(t)}{(h_{13}(3) - \mu_3^R(3))h_{12}^3(t)} \quad (51)$$

The remaining parameters $\alpha_{12}(t), \alpha_{32}(t), \alpha_{13}(t), \alpha_{23}(t)$ can be determined in a similar fashion. It is easy to verify that the data streams $d_{11}, d_{12}$ and $d_{13}$ still occupy a 3-dimension space with the specified parameters $\alpha_{ij}(t)$. This argument holds at receiver 2 and receiver 3 as well. Hence using the proposed scheme, we can transmit a total of 9 messages using 5 slots, which proves the achievability of DoF 9.

Remark 7: We can see from equations (50) and (51) that joint beamforming is a key step to achieve the DoF upper bound. This is because without joint beamforming, i.e., transmitters stay silent for slot 4 and slot 5, the channel coefficients $h_{ij}(4)$ and $h_{ij}(5)$ are all zero. As a result, all the parameters $\alpha_{ij}(t)$ become zero. Similar as Remark 2 without joint beamforming, the interference signals can still be aligned, but there is not sufficient dimension for the receivers to decode the intended signals.

Remark 8: From equation (45), we can see that the channel needs to be time varying for the receivers to have sufficient dimension to decode the intended signals, following similar arguments as in Remark 3.

The idea of the above transmission strategy is to use the limited spatial dimensions available at the relay to first partially align the interference, and then align the rest of the interference through joint beamforming with the transmitters. Without the relay, the transmitters cannot send the signals at the intended directions for interference alignment since there is no CSIT, and reference 9 has shown that the DoF of the X channel for this case collapses to 1. The advantage of having the relays to assist interference alignment is thus obvious.
Using the ideas from the example for the 3-user X channel with a 2-antenna relay, we can now generalize the result to the K-user case.

2) K-user X Channel with one (K−1)-antenna Relay:

Corollary 2: For the K-user X channel without CSIT with relays, the optimal DoF $\frac{K^2}{2K-1}$ is achievable using one relay with K − 1 antennas and global CSI.

Proof: The achievability of DoF $\frac{K^2}{2K-1}$ follows the idea from Corollary 1 and the detailed scheme is provided in Appendix A.

Remark 9: The schemes provided in Corollary 1 and Corollary 2 can be seen as specific construction of the precoding matrices at the relay, where partial interference alignment and joint beamforming are utilized. The scheme we used in Corollary 1 and Corollary 2 has more of a straight forward physical interpretation, and more importantly, it has lower computational complexity since it only requires $K \times K$ matrix inversion when finding the vectors $u_i(t)$ and $v_i(t)$.

Remark 10: For the general $M \times N$ X channel with L-antenna relays, we can also design a transmission scheme that first uses partial interference alignment to align L interfering signals, and then uses joint beamforming to align the rest of the interfering signals. The scheme can be designed using similar ideas as in the proof of Corollary 1 and Corollary 2 and thus is omitted here.

C. K-user X channel with J Single Antenna Relays

We now consider the K-user X channel with multiple single-antenna relays. From Theorem 7, the condition to achieve the same optimal DoF as the case when CSIT is available is summarized in the following corollary.

Corollary 3: For the K-user X channel with single antenna relays, when there is no CSIT but global CSI is available at the relays, a sufficient condition to achieve the optimal DoF $\frac{K^2}{2K-1}$ is to have $(K−1)^2$ relays.

Remark 11: Corollary 3 showed that if there are not enough number of antennas at the relays, we can use more relays to compensate the lack of spatial dimensions. If we consider the total number of antennas at all the relays, we can see that the lack of spatial dimensions at the relays increases the total number of antennas needed to achieve the optimal DoF from $K−1$ to $(K−1)^2$.

Remark 12: For K-user X channel with single antenna relays, the number of relays required to achieve the DoF upper bound is $O(K^2)$. This clearly places more overhead for the relays to obtain the global CSI as compared to obtaining global CSI at the K transmitters. If we want to keep a comparable overhead and employ K relays only, we can only allow $\lfloor \sqrt{K}+1 \rfloor$ users to transmit, which yields a DoF to the order of $O(\sqrt{K})$.

We have seen that for the X channel without CSIT, relaying can provide DoF gain to achieve the optimal DoF. It is trivial to see that the same is true for the setting when the transmitters...
have delayed CSIT, since one can always ignore the delayed CSIT and employ the same scheme. We next consider the case where the relays have delayed CSI.

D. Full CSI vs Delayed CSI at the Relay

In this section, we investigate the DoF of the $K$-user X channel without CSIT with one $(K - 1)$-antenna relay under the assumption that the relay has delayed CSI. We first consider the $K$-user X channel with one $K$-antenna relay, which clearly provides a DoF upperbound to the case with a $(K - 1)$-antenna relay.

Theorem 2: For the $K$-user X channel with a $K$-antenna relay, when there is no CSIT and only delayed CSI is available at the relay, the DoF is given by

$$\frac{K}{1 + \frac{1}{2} + \cdots + \frac{1}{K}}$$

(52)

Proof: The achievability of this DoF can be obtained using a similar strategy as in [12]. The scheme in [12] is designed for the $K$-user broadcast channel and consists of $K$ phases, where in phase 1, the transmitter sends the messages to the receivers. In slot $t = 1, \cdots , K$ for phase 1, the transmitter sends $X(t) = (d_{i1}, d_{i2}, \cdots , d_{iK})^T$, where $d_{it}$ is the $t$th message intended for receiver $i$. The transmission scheme used for this phase can be implemented for the $K$-user X channel. Since the relay has $K$ antennas and delayed CSI, it can decode all the messages, and then it can act as the transmitter in the broadcast channel to implement the transmission scheme for the rest of the phases to achieve the DoF specified by (52).

To upper bound the DoF of the channel, we combine all the transmitters and the relay, which yields a broadcast channel with $2K$ antennas at the transmitter with delayed CSIT. The outerbounds in references [12] and [15] can then be used to obtain equation (52).

Recall that for the $K$-user X channel without CSIT, when the relay has global CSI, we can achieve the optimal DoF $\frac{K}{2}$ with only $K - 1$ antennas at the relay. For the case with delayed CSI at the relay, when the relay has $K - 1$ antennas, the DoF at most equals equation (52). It is clear that for the $K$-user X channel without CSIT, global CSI at the relay can provide a DoF gain, compared to the case when only delayed CSI is available at the relay.

IV. RELAY-AIDED INTERFERENCE ALIGNMENT FOR $K$-USER INTERFERENCE CHANNEL

In this section, we investigate impact of relays on the DoF of the $K$-user interference channel without CSIT, letting the relays utilize the time/frequency/spatial dimensions available to steer the signals into the desired directions. The goal is once again to recover the optimal DoF with CSIT. Relays are assumed to have global CSI. Following similar arguments as in Proposition 7 we first propose a DoF upper bound for this channel.

Proposition 2: The DoF for the $K$-user interference channel without CSIT but with the presence of relays with global CSI is upper bounded by $\frac{K}{2}$.

Proof: The DoF for the $K$-user interference channel without CSIT with relays can be upper bounded by the $K$-user interference channel with CSIT and relays. Since relaying does not provide any DoF gain for interference channel with global CSI at all nodes [30], the optimal DoF for $K$-user interference channel with full CSIT, which is shown in reference [3] to be $\frac{K}{2}$, can be an upper bound for the $K$-user interference channel without CSIT with relays.

A. $J$ relays with $L$ antennas

We first consider the most general case for the $K$-user interference channel, where we have $J$ relays each equipped with $L$ antennas.

Theorem 3: For the relay-aided $K$-user interference channel without CSIT, when there is global CSI at the relays, the optimal DoF $\frac{K}{2}$ can be achieved using $\left\lfloor \frac{K(K-2)}{L^2} \right\rfloor$ relays with $L$ antennas.

Proof: To show the achievability of DoF $\frac{K}{2}$, we construct a 2-slot transmission scheme. In the first slot, each transmitter sends a message to the intended receiver, i.e.,

$$X_k(1) = d_k,$$

(53)

where $d_k$ denotes the data stream carrying the message $w_k$, and $k = 1, \cdots, K$.

The signals received at receiver $k$ and relay $R_j$ are

$$Y_k(1) = \sum_{i=1}^{K} h_{ki}(1)d_i,$$

(54)

$$Y_{R_j}(1) = \sum_{i=1}^{K} h_{R_j i}(1)d_i,$$

(55)

where $Y_{R_j}(1), h_{R_j i}(1) \in \mathbb{C}^L$.

Since we use a 2-slot transmission scheme, the signal space at the receivers has $2$ dimensions in time. To decode the intended message, the receivers need to keep all the other $K-1$ interference signals aligned in a one dimensional space. To this end, relay $R_j$ applies a precoding matrix to the received signal vector, and transmits the following signal vector in the second slot:

$$X_{R_j}(2) = U_jY_{R_j}(1)$$

(56)

where $U_j \in \mathbb{C}^{L \times L}$, which is to be determined later. In the second slot, we also let the receiver perform joint beamforming to transmit

$$X_k(2) = d_k.$$

(57)

The received signal at receiver $k$ for slot 2 can be expressed as

$$Y_k(2) = \sum_{i=1}^{K} h_{ki}(2)d_i + \sum_{j=1}^{J} h_{kR_j}(2)x_{R_j}$$

(58)

$$= \sum_{i=1}^{K} h_{ki}(2)d_i + \sum_{j=1}^{J} \sum_{i=1}^{K} h_{R_j i}(2)U_j h_{R_j i}(1)d_i.$$  

(59)
Grouping the received signals at receiver $k$ from 2 slots into vector form, we have
\[ Y_k = \left( h_{kk}(1) + \sum_{j=1}^{J} h_{kR_j}(2) U_j h_{R_j,k}(1) \right) d_k \]
\[ + \sum_{i \neq k} \left( \frac{h_{ki}(1)}{h_{ki}(1)} + \sum_{j=1}^{J} h_{kR_j}(2) U_j h_{R_j,i}(1) \right) d_i. \]  
(60)

In order to align all the interference signals into a one dimensional space, we need
\[ \frac{h_{ki}(2) + \sum_{j=1}^{J} h_{kR_j}(2) U_j h_{R_j,i}(1)}{h_{ki}(1)} = \frac{h_{ki}(2) + \sum_{j=1}^{J} h_{kR_j}(2) U_j h_{R_j,i}(1)}{h_{ki}(1)} \]  
(61)

where $i = 2$ if $k = 1$, and $i = 1$ if $k \neq 1$, for all $l \neq k, l \neq i$. Equation (61) can be equivalently written as
\[ \sum_{j=1}^{J} h_{kR_j}(2) U_j \left( \frac{h_{R_j,i}(1)}{h_{ki}(1)} - \frac{h_{R_j,l}(1)}{h_{ki}(1)} \right) = \left( \frac{h_{ki}(2)}{h_{ki}(1)} - \frac{h_{ki}(2)}{h_{ki}(1)} \right), \]  
(62)

If we denote the entries of $U_j$ as $u_{j,mn}$, where $m,n = 1, \cdots, L$, entries of $h_{kR_j}(2)$ as $h_{kR_j,m}(2)$, and entries of $h_{R_j,i}(1)$ as $h_{R_j,i,n}(1)$, then equation (62) can be written as
\[ \sum_{j=1}^{J} \sum_{m=1}^{L} \sum_{n=1}^{L} h_{kR_j,m}(2) \left( \frac{h_{R_j,i,n}(1)}{h_{ki}(1)} - \frac{h_{R_j,l,n}(1)}{h_{ki}(1)} \right) u_{j,mn} \]
\[ = \left( \frac{h_{ki}(2)}{h_{ki}(1)} - \frac{h_{ki}(2)}{h_{ki}(1)} \right), \]  
(63)

If we let
\[ h_{kl} = \left[ h_{kR_j,m}(2) \left( \frac{h_{R_j,i,n}(1)}{h_{ki}(1)} - \frac{h_{R_j,l,n}(1)}{h_{ki}(1)} \right) \right]^{(jmn)}, \]  
(64)
\[ \mathbf{b} = \left[ h_{kl}(2) - h_{kl}(2) \right]^{(kl)}, \]  
(65)
and reorganize $u_{j,mn}$ to form a vector
\[ \mathbf{u} = [u_{j,mn}]^{(jmn)}, \]  
(66)
then all the linear equations can be written as
\[ \mathbf{H} \mathbf{u} = \mathbf{b}, \]  
(67)
where $\mathbf{H}$ is obtained by using $h_{kR_j}^{(2)}$ as its rows for all the enumeration of $k$ and $l$, corresponding to the order of indices $k$ and $l$ in $\mathbf{b}$.

The matrix $\mathbf{H}$ has dimension $K(K-2) \times JL^2$, and it is full rank almost surely since the entries of channel matrices are drawn from a continuous distribution. In order to guarantee that the interference is aligned, we need to have $JL^2 \geq K(K-2)$ such that we can find precoding matrices $U_j$ at the relays. When $JL^2 \geq K(K-2)$, matrices $U_j$ can be obtained from the null space of matrix $\mathbf{H}$ or inverting the matrix $\mathbf{H}$.

Now we need to show that the interference and the signal carrying intended messages are linearly independent. We first observe that when $JL^2 \geq K(K-2)$, $\mathbf{u} = \mathbf{H}^T (\mathbf{HH}^T)^{-1} \mathbf{b}$ is always a solution. The matrices $\mathbf{U}_j$ are thus only linear functions of the channel coefficients except for $h_{kk}(1)$ and $h_{kk}(2)$. From equation (60), since interference is aligned, we have
\[ \lambda h_{ki}(1) = h_{ki}(2) + \sum_{j=1}^{J} h_{kR_j}(2) U_j h_{R_j,i}(1) \]  
(68)
for some $\lambda$. If the signal carrying intended messages and the interference are also aligned, we must have
\[ \lambda h_{kk}(1) = h_{kk}(2) + \sum_{j=1}^{J} h_{kR_j}(2) U_j h_{R_j,k}(1). \]  
(69)
Since $\sum_{j=1}^{J} h_{kR_j}(2) U_j h_{R_j,k}(1)$ is a linear function of channel coefficients except for $h_{kk}(1)$ and $h_{kk}(2)$, the probability that the signal carrying intended messages and the interference are also aligned is zero, since the channel matrices are generated from a continuous distribution. Therefore the receivers can decode the intended messages using zero-forcing, and the DoF $\frac{k}{2}$ can be achieved almost surely.

**Remark 13:** In the above scheme, when we have $JL^2 = K(K-2)$, the matrix $\mathbf{H}$ in equation (67) is invertible. For this case, we must use joint beamforming and the channel need to be time varying in order to obtain non-zero precoding matrices $U_j$ at the relays. This is because when we do not use joint beamforming or the channel being constant, the vector $\mathbf{b}$ on right hand side of equation (67) becomes zero, which results in all-zero precoding matrices at the relay. This reduces the available dimensions of the signal space at the receivers to one, similar as the observation we have for the X channel in Remark 2. For this case, the intended signal and the interfering signals are aligned together. By remaining silent, the relays are still able to keep all the interference aligned. However, we need another dimension in the signal space to separate the intended signal from the interference. Joint beamforming and time varying channel, for this case, allow the relays to facilitate interference alignment without reducing the dimensions of the signal spaces at the receivers. On the other hand, when we have $JL^2 > K(K-2)$, we can always find a non-zero vector $\mathbf{u}$ from the null space of $\mathbf{H}$, and thus the channel does not need to be time varying and we do not have to use joint beamforming.

**Remark 14:** In reference [3], the DoF $\frac{k}{2}$ for the $K$-user interference channel is achieved via channel extension, which requires infinite channel uses to achieve exactly $\frac{k}{2}$ degrees of freedom. In our scheme, however, the DoF is achieved via a two-slot transmission scheme.

**Remark 15:** If we assume that the channel coefficients are drawn from the Rayleigh distribution, then it is shown in [9] that the DoF for the $K$-user interference channel without CSIT is upper bounded by 1. It is thus clear that relays can provide DoF gain for the $K$-user interference channel without CSIT.

**Remark 16:** The scheme we used for Theorem 3 can also be applied to the case when the transmitters and the receivers have multiple antennas.
We next consider two special cases of the channel, namely the case when there is a single relay with multiple antennas and the case when there are multiple relays with a single antenna.

B. Single relay with multiple antennas

For this case, it is easy to see that when a relay has $K$ antennas, the DoF upper bound $\frac{K}{2}$ can be achieved using a 2-slot transmission scheme: In the first slot, the transmitters send messages to the relay, and relay decodes all messages. In the second slot, the relay broadcasts all the messages to the receivers. The $K$ antennas at the relay can provide sufficient spatial dimensions for the relay to decode and broadcast the messages. However, from Theorem 3, a sufficient condition to achieve the DoF $\frac{K}{2}$ is to have a relay with $K-1$ antennas, which is summarized in the following corollary:

**Corollary 4:** For the relay-aided $K$-user interference channel without CSIT, a sufficient condition to achieve the optimal DoF $\frac{K}{2}$ is to have $K-1$ antennas at the relay.

This result can be obtained as a special case from Theorem 3. Note that this result was also obtained in [39] using similar ideas. In fact, for this case, it is shown in [39] that the $K-1$ antennas at the relay is also a necessary condition to achieve the optimal DoF using linear precoding schemes at the relay.

From Remark 12 we observe two important features for the case with a single relay equipped with $K-1$ antennas: The channel does not need to be time varying and there is no need for joint beamforming between transmitters and the relay for the transmission in the second slot.

C. Multiple relays with single antenna

We now focus on the case when relays only have a single antenna, and investigate how many relays are needed to achieve the DoF $\frac{K}{2}$. From Theorem 3, we have the following corollary.

**Corollary 5:** For relay-aided $K$-user interference channel without CSIT, using the presence of single antenna relays with global CSI, a sufficient condition to achieve the optimal DoF $\frac{K}{2}$ is to have $K(K-2)$ relays.

Different from Corollary 3 for the case when we have $K(K-2)$ relays with single antenna, joint beamforming between the transmitters and the relays and the channel being time varying are two important conditions to achieve the optimal DoF, as observed from Remark 12.

**Remark 17:** The above scheme requires the number of single-antenna relays to be of the order $O(K^2)$, to achieve the optimal DoF for the $K$-user interference channel with relays. It is then interesting to see how much DoF we can achieve if the number of relays is of the order $O(K)$. For this case, we can consider a subset of $\sqrt{K}$ transmitter-receiver pairs as a $\sqrt{K}$-user interference channel. The achievable DoF is then $\frac{\sqrt{K}}{2}$, which is still a significant improvement compared to the DoF of the $K$-user interference channel with no relays under Rayleigh fading [9].

**Remark 18:** For the $K$-user interference channel with relays, we can also design a two-hop transmission scheme. However, this requires more relays in general. Reference [30] considered a two-hop interference network with single antenna relays, and showed that to achieve interference-free transmission, which implies achieving DoF $\frac{K}{2}$, we need $K(K-1)+1$ relays. This is more than $K(K-2)$ relays that are needed for our scheme. This is because in our scheme, there are more dimension in the signal space that we can utilize due to the fully connected nature of the channel and the interaction between transmitters and the relays in the transmission in slot 2.

V. Conclusion

In this paper, we have investigated relay-aided interference alignment schemes for the X channel and the interference channel, when no channel state information (CSI) at the transmitters (CSIT) is available. In particular, we have considered models where intermediate relay nodes have access to CSI, and can compensate for the lack of CSI at the transmitters. We have first investigated the $M \times N$ X channel without CSIT assisted by relays with global CSI. We have designed a transmission scheme and established sufficient conditions between the number of relays and the number of antennas at the relays such that the same optimal DoF as the case when CSIT is available can be achieved. For the $K$-user interference channel without CSIT, we have shown that relays can provide interference alignment to achieve the optimal DoF $\frac{K}{2}$ using a 2-slot transmission scheme. In general, we have shown that the optimal DoF $\frac{K}{2}$ can be achieved using $\frac{K(K-2)}{L^2}$ relays with $L$ antennas.

In this paper, the focus has been on recovering the optimal DoF using relays with global CSI, as if transmitters had global CSI when in reality they have none. An interesting direction is quantifying the impact of partial or delayed CSI at the relays on the DoF in the presence of delayed or zero CSI at the transmitters. This is left as future work.

**APPENDIX A**

**Proof of Theorem 2**

We denote the message from transmitter $i$ to receiver $j$ as $d_{ji}$. We wish to send $K^2$ messages in $2K-1$ channels uses. In the first $K$ slots, the transmitters send the messages to the relay and the receivers, and in the rest $K-1$ slots, the relay performs partial interference alignment and joint beamforming with the transmitters to align all the interference into a $K-1$ dimensional space.

For slot $t = 1, \cdots, K$, transmitter $k$ sends

$$X_k(t) = d_{tk} \quad (74)$$

The signal received at receiver $m \in \{1, 2, \cdots, K\}$ for slot $t$ is

$$Y_m(t) = \sum_{k=1}^{K} h_{mk}(t)d_{tk} \quad (75)$$

$$Y_R(t) = \sum_{k=1}^{K} h_{Rk}(t)d_{tk} \quad (76)$$

where $Y_R(t) \in \mathbb{C}^{K-1}$. 
\[ Y_m(t') = \sum_{k=1}^{K} h_{mk}(t') d_{kk} + h_{mR}(t')^T X_R(t') \]
\[ = \sum_{k=1}^{K} h_{mk}(t') d_{kk} + h_{mR}(t')^T \sum_{t \neq m, i=m}^{m} \alpha_{tm}(t') v_{tm}(t') \left( u_m(t)^T h_{Rt}(t) d_{tt} + \sum_{n \neq t} h_{mn}(t) d_{tn} \right) + h_{mR}(t')^T. \]
\[ \sum_{t=m, i \neq m} \alpha_{mi}(t') v_{mi}(t') \left( u_i(m)^T h_{Rm}(m) d_{mm} + \sum_{n \neq m} h_{in}(m) d_{mn} \right) \]  

\[
Y_m = m \begin{bmatrix}
0 & h_{mm}(m) \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\sum_{t=m, i \neq m} \alpha_{mi}(t') h_{Rm}(t') v_{mi}(t') u_i(m)^T h_{Rm}(m)
\end{bmatrix}^{t'} d_{mm}
+ \sum_{k \neq m}^{m} m \begin{bmatrix}
0 & h_{mk}(m) \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\sum_{t \neq m} \alpha_{mi}(t') h_{Rm}(t') v_{mi}(t') h_{ik}(m)
\end{bmatrix}^{t'} d_{mk}
+ \sum_{\gamma \neq m} \gamma \begin{bmatrix}
0 & h_{m\gamma}(\gamma) \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\sum_{t \neq m} \alpha_{m\gamma}(t') h_{Rm}(t') v_{m\gamma}(t') u_m(\gamma)^T h_{R\gamma}(\gamma)
\end{bmatrix}^{t'} d_{\gamma\gamma}
+ \sum_{k \neq \gamma} \gamma \begin{bmatrix}
0 & h_{mk}(\gamma) \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\sum_{t \neq m} \alpha_{m\gamma}(t') h_{Rm}(t') v_{m\gamma}(t') h_{mk}(\gamma)
\end{bmatrix}^{t'} d_{\gamma k}
\]
\[ \alpha_{m\gamma}(t') = \frac{h_{m\gamma}(\gamma) h_{mR}(t') v_{m\gamma}(t') h_{mk}(\gamma) + h_{mR}(t') v_{m\gamma}(t') u_m(\gamma)^T h_{R\gamma}(\gamma)}{h_{mk}(\gamma) h_{mR}(t') v_{m\gamma}(t') h_{mk}(\gamma) - h_{mR}(t') v_{m\gamma}(t') u_m(\gamma)^T h_{R\gamma}(\gamma)} \]

Now we need to obtain the vectors \( u_i(t) \in \mathbb{C}^{K-1} \) to partially align the interference at the receivers. We let
\[ u_i(t)^T h_{Rk}(t) = h_{ik}(t) \]  
(77)
where \( k \neq t, i \neq t \). Since we have exactly \( K-1 \) equations to solve for \( K-1 \) variables, and the channel coefficients are drawn from the continuous distribution, there exist non-zero vectors \( u_i(t) \) almost surely.

We then have
\[ X^i_R(t) = u_i(t)^T Y_R(t) = u_i(t)^T h_{Rk}(t) d_{tt} + \sum_{k \neq t} h_{ik}(t). \]
\[ (80) \]

For each \( X^i_R(t) \), we choose a weighting coefficient \( \alpha_{ti}(t') \), where \( t' = K+1, K+2, \cdots, 2K-1 \), and a beamforming vector \( v_{ti}(t') \). We choose the beamforming vectors such that \( v_{ti}(t') \in \mathcal{N}([h_{Rt}(t')])^T \), where \([h_{Rt}(t')])^T\) denotes a matrix taking the vector \( h_{Rt}(t') \) as its columns for all \( l \neq t, l \neq i \). The matrix \([h_{Rt}(t')])^T\) has dimension \((K-2) \times (K-1)\), and thus its null space is non-empty, which guarantees the existence of \( v_{ti}(t') \).

For slots \( t' = K+1, K+2, \cdots, 2K-1 \), the relay transmits
\[ X_R(t') = \sum_{i=1}^{K} \sum_{t \neq t} \alpha_{ti}(t') v_{ti}(t') u_i(t)^T Y_R(t). \]
\[ (79) \]

In the meantime, the transmitters send
\[ X_k(t') = d_{kk}. \]
\[ (80) \]

The received signal at receiver \( m \) for slot \( t' \) is \( Y_m(t') \) as shown in equation (71) at the beginning of this page.

We then combine the received signals from \( 2K-1 \) slots into one vector \( Y_m \) as shown in equation (72) at the beginning of this page.

For receiver \( m, d_{mk}, k = 1, \cdots, K \), are the messages that it needs to decode, which should span a \( K \) dimensional space. There are a total of \( 2K-1 \) dimensions available for the received signals, and hence we should align the rest interference signals into a \( K-1 \) dimensional space. With the help of the relay, we have already aligned the interfering data streams \( d_{\gamma k}, \forall k \neq \gamma \), into one dimensional space for each fixed \( \gamma \). If we can steer the data stream \( d_{\gamma k} \) into the same dimension of the signal space, then we are able to keep all the interference into a \( K-1 \) dimensional space.
This is feasible by choosing the parameters \( \alpha, \gamma(t') \) such that equation (12) at the beginning of previous page is satisfied for all \( t' = K + 1, \ldots, 2K - 1 \).

It is easy to verify that after aligning the interference, the intended messages do not intersect with the \((K - 1)\)-dimensional space of the interfering signals, and thus they can be decoded using a zero-forcing decoder to completely eliminate the interference. Therefore we are able to send \( K^2 \) messages with \( 2K - 1 \) slots, and the DoF \( \frac{K^2}{2K-1} \) is achievable.
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