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Augmented reality headsets in use today have a large area in which the real world can be seen, but virtual content cannot be displayed. Users perceptions of content in this area is not well understood. This work studies participants perception of a virtual character in this area by grounding this question in relevant theories of perception and performing a study using both behavioral and self-report measures. We find that virtual characters within the augmented periphery receive lower social presence scores, but we do not find a difference in task performance. These findings inform application design and encourage future work in theories of AR perception and perception of virtual humans.
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INTRODUCTION

One defining aspect of augmented reality (AR) is the integration of real and virtual content (Azuma, 1997). This integration is what separates AR from virtual reality and enables its unique applications. The development of AR headsets progresses towards a vision of computationally-mediated stimuli produced in fidelity high enough to be indistinguishable from reality.

However, this vision has not yet come to fruition. The limitation with which this work concerns itself is the field-of-view (FOV). In all headsets in use today, there are regions of the visual field in which real objects are visible but virtual objects are not. This region has the technical name unaugmented periphery (Lee et al., 2018), defined as the area within the real-world FOV that is not included in the virtual FOV. Figure 1 illustrates these ranges from both a bird’s-eye and a first-person view.

The narrow FOV of current headsets hampers interaction with virtual content. Anecdotally, we have observed first-time users become surprised and occasionally frustrated at the narrow FOV. To illustrate the effects of a narrow FOV, we provide a qualitative illustration of headset use in an example environment (Figure 2) and a quantitative calculation of the size of the unaugmented periphery in the Microsoft HoloLens.

To calculate the unaugmented periphery, the real-world FOV must be compared with the virtual FOV. Virtual FOV has a straightforward measurement because it is often reported as a technical specification. The HoloLens virtual FOV is about 30° horizontally by 18° vertically (Kreylos, 2015).

The real-world FOV must be estimated based on the device and the size of the human visual field. An estimate for the real-world FOV for this device is approximately 180° horizontally by 100° vertically. This estimate comes in two parts, horizontal and vertical. The vertical field of view is limited slightly by the headset – an object at the very top edge of the human visual field (about 50° above horizontal) would be occluded by the headset’s brim. A fair estimate of the maximum vertical angle visible through the HoloLens is about 30° above horizontal. Combined with the fact that minimum vertical angle is about 70° below horizontal (Jones et al., 2013), a fair estimate is approximately 100° vertical.
The horizontal range is unobstructed by the device, i.e., a real-world object at the far left or far right of the visual field is visible with or without the headset. Therefore, the horizontal field of view is approximately 180°, the horizontal field of view of the human visual system (Jones et al., 2013). In all, the unaugmented periphery of a user wearing the Microsoft HoloLens extends about 20° above the virtual FOV, 60° below it, and 75° to each side. While other headsets have a larger field of view, such as the Microsoft HoloLens 2 and the Magic Leap One, these headsets still have a sizable unaugmented periphery.

The unaugmented periphery raises some questions for AR researchers, designers, and users. How does the brain perceive virtual objects in the unaugmented periphery? In some way, this process is like perceiving an occluded object, which is an everyday occurrence. How does this process extend to cases in which the obscuring object is not a visible one, but rather is the invisible edge of some display? Furthermore, what does this odd kind of invisibility imply for presence of the virtual object within the unaugmented periphery? In this paper, we investigate this by intentionally placing a virtual human in this unaugmented periphery during a task, and we collect data on its social presence.

The task chosen for this work is the social facilitation and inhibition study in Miller et al. (2019) In the experiment, participants solved word puzzles at one of two levels of difficulty either being ‘watched’ by a virtual person or with no virtual person present. By including both of these conditions in our study, in addition to a new condition of the virtual person being inside the resting unaugmented periphery, we can not only test a new hypothesis, but also perform a replication of this work.

PREVIOUS WORK

Unaugmented Periphery

The term unaugmented periphery is introduced by Lee et al. (2018) to refer to the area a user can see real-world objects but cannot see virtual objects, i.e., the area within the real-world FOV but not within the virtual FOV. In the study, Lee and colleagues...
explored differences between a restricted FOV, produced by blocking out the unaugmented periphery with opaque foam, and an unrestricted FOV. Participants walked between two locations about 6 m apart. In the middle of the two locations was an obstacle, either a real or virtual person. They found that a participant’s walking path around a real person was more similar to the walking path around a virtual person by a participant with restricted FOV than to the walking path around a virtual person by a participant with unrestricted FOV, which was interpreted as behavioral evidence that the restricted FOV causes the virtual person to have greater co-presence.

Perception of Invisible Objects

The sensory processing of vision information into coherent and persistent objects has been a subject of study in cognitive psychology. Object permanence, a concept rooted in Piaget (1954), is a person’s understanding that objects can remain in existence even though the person does not receive any sensory stimulation from the object. The natural next step in this line of work involves determining the conditions and causes in judging an object as permanent rather than transient.

We bring two theories to bear upon the user’s experience of the unaugmented periphery. In the first, we refer to work on the perceptual system and the importance of the visual patterns in the moments before the object ceases to be visible. In the second, we refer to a theory of presence that frames presence as the result of “successfully supported actions.”

Exit Transition as Evidence of Existence

Gibson et al. (1969) suggest the distinction between an object out of sight or out of existence is made based on whether the object’s final moments within view seem reversible. Reversible exits correspond to the object going out of sight, but non-reversible transitions correspond to objects going out of existence.

For example, picture an observer, Alice, in a hall watching Bob step into a room and close the door behind him. The moment Bob is no longer visible to Alice is the moment the door shuts. While Bob is closing the door, the sensory information that Alice receives indicating Bob’s existence is the portion of him that is visible behind both the doorframe and the door. As Bob is closing the door, that portion becomes thinner and thinner, and the edge of the occluding objects (the door and the doorframe) stay consistent. If this scene is played backwards, it is just as realistic from Alice’s point of view. Instead of the portion in which Bob is visible becoming smaller and smaller, it becomes larger and larger. This reversed scene would be visually very similar to Alice’s view of Bob opening the door. This plausibility of the scene played backwards is what Gibson specifies as the key perceptual difference in the brain’s conclusion of whether the object still exists.

As an example of a transition out of existence, consider a piece of newspaper burning up. If this scene is reversed in time, a newspaper would seem to appear from ashes. This implausible situation, according to Gibson’s theory, is a signal to the perceptual system that the object has gone out of existence, not merely out of sight.

The application of this theory to the unaugmented periphery is a straightforward one. The pattern of visual information from the virtual human follows the pattern of occlusion, which is reversible. Therefore, objects in the unaugmented periphery would be perceived as going out of view rather than out of existence.

The fact that the occluding object is invisible does not invalidate this theory’s application. Invisible occluding objects were discussed in Gibson’s original work, driven by the foundational work of Michotte et al. (1964) and have been the subject of following studies, e.g. (Scholl and Pylyshyn, 1999).

Successfully Supported Actions as Evidence of Existence

A primary construct in the psychological study of virtual and augmented reality is presence, which we follow Lee (2004) in defining as the “perception of non-mediation.” One theory of presence claims “successfully supported actions” (Zahorik and Jenison, 1998) are the root of presence. When actions are made towards an object, the object reacts, in some fashion, to the action made. When the object’s response is congruent with the person’s expectations of the response, the action is said to be successfully supported.

A very simple example of a successfully supported action is the counter-rotation of a virtual object when the user rotates their head. If a user rotates their head left to right, an object in front of them moves, relative to their field of view, from right to left. A second example would be a glass tipping over when bumped by a user’s hand. The action is the hand contacting the glass, and the support is the production of a realistic tipping over effect.

Recent work in augmented reality aligns with this theory of presence being the result of “successfully supported actions.” Work by Lee et al. (2016) placed participants at one end of a half-virtual, half-physical table. At the virtual end of the table was a virtual human interviewing the participant. The independent variable of the study was whether the wobbling of the table would be coherent between the virtual and physical worlds. In the experimental condition, if either the participant or the virtual character leaned on the table, the physical side of the table wobbled as if connected to the virtual side. This experimental condition resulted in higher presence and social presence of the virtual human than the control condition. In a study by Kim et al. (2018), co-presence of a virtual human was higher in the condition when virtual content (specifically, a person, some sheets of paper, and window curtains) in an AR scene to respond to the airflow from a real oscillating fan within the experiment room. In sum, realistic responses from virtual objects tend to increase presence.

When an object is within the unaugmented periphery, there is not only a lack of stimuli indicating existence, but also a violation of the user’s expectations as to the virtual object’s behavior, which are unsuccessfully supported actions. Because objects in front occlude objects in back, one expects that the virtual human should occlude the real-world objects behind it; this expectation is violated when the virtual human is virtually occluded in the unaugmented periphery. In sum, this theory of presence would predict objects in the unaugmented periphery to be less present than virtual objects within the virtual FOV.
Social Facilitation and Inhibition
Social facilitation and inhibition are complementary findings explaining the effect of an audience improving or impairing the performance of a task, depending on other contextual factors such as difficulty (Bond and Titus, 1983; Aiello and Douthitt, 2001). The earliest scientific mention of the social facilitation effect is from Triplett (1898) who found that children winding fishing reels of string in competition performed faster than those who wound alone.

These seemingly contradictory effects were synthesized into one theory by Zajonc (1965), who suggested that the effects were both due to the presence of others increasing arousal, and arousal increasing the likelihood of the dominant response. The bidirectional effects were due to the nature of the task. In the case the task was simple, and the dominant response was likely correct, an audience would improve performance. However, when the task was complex, the dominant response would be incorrect, and so an audience would impair performance.

The effects of social facilitation and inhibition can even occur due to the implied presence of others (Dashiel, 1930) or to virtual others (Hoyt, Blascovich and Swinth, 2003; Park and Catrambone, 2007; Zanbaka et al., 2007). In augmented reality, Miller et al. (2019) found evidence of a social facilitation and inhibition effect due to the presence of a virtual person displayed in augmented reality.

Current Work
The current work builds upon work by Lee et al. (2018) and Miller et al. (2019)’s, and so we take some space here to provide a more direct contrast with these works.

Our study design is similar to the work of Miller et al. (2019). In the study of social facilitation an inhibition, the first of the three reported in that paper, participants performed a cognitive task in two conditions, with or without a virtual person. That study did not investigate the unaugmented periphery. In contrast, in the current study, we examine both conditions from the previous work in addition to a third condition in which the virtual human is intended to be within the unaugmented periphery.

While Lee et al. (2018) do focus on the unaugmented periphery and use behavioral measures of presence, their contribution is the proposal and test of a technological solution for the challenges raised by the unaugmented periphery. Specifically, they proposed to reduce the real-world FOV to increase presence. While effective as a piecemeal solution, this approach leaves many unanswered questions, most prominently the perceptual status of a virtual person within the unaugmented periphery in contrast to a fully present or fully absent virtual person.

In sum, this work investigates the perception of virtual humans within the unaugmented periphery to better ground discussions of its importance and potential solutions.

METHODS
Apparatus
The augmented reality display device was the Microsoft HoloLens headset, version 1. The field-of-view is 30° by 17.5°, and the resolution is 1,268 × 720 pixels for each eye. The device tracked its own position and orientation relative to the room and exported the data to a tracking file. The device also recorded the audio spoken by the participant during the task.

The cognitive task performed by the participant during the experiment was the anagram task used in both Park and Catrambone (2007) and Miller et al. (2019). Each anagram had five letters, and each participant was given ten anagrams to solve. Anagrams were broken up into easy and hard sets.

This study was performed in two locations to create a sufficiently large sample size. While this aggregation may reduce sensitivity, it also increases generalizability. The first was a booth at a science and technology museum in a large American city. This booth was approximately 2.5 m by 4 m. While seeing into the booth was not possible when the door was shut, the top of the booth was open and other museumgoers could easily be heard. In this location, the virtual person was 2.06 m from the participant on average.

The second location was a study room on a medium-size, suburban private college campus, 5.6 m by 6.4 m. The layout of the room is depicted in Figure 3. This room was separated from other rooms, and while there was a window connecting this room to another, the experimenter ensured the other room was empty. The virtual person was 3.83 m from the participant on average.

The virtual content displayed to the participants consisted of a Rocketbox Virtual Character (Gonzalez-Franco et al., 2020). To reduce gender effects, the virtual human displayed to the participant was the same gender as the participant. When the researcher pressed a button, the virtual human spoke a 20 s recorded introduction with talking gestures. When not speaking, the virtual human idled using a looped animation with a small amount of head motion and tilt.

Variables
The study design was preregistered at the Open Science Foundation1, which included independent and dependent variables as well as covariates. Preregistering variables aims to reduce selective reporting of results based upon statistical significance (Nosek et al., 2018).

Independent Variables
The study design was a 3 × 2 design, with three conditions of visibility and two conditions of task difficulty. Each participant only experienced one of these combinations, making both variables between-subjects.

Visibility of Virtual Human
The virtual human can be Social, Outside FOV, or Alone. In the Social condition, the virtual human is present and placed near the anagram poster. The placement was about five degrees horizontally from the poster, and was chosen so that the virtual human would be within the field of view during the experiment. In the Outside FOV condition, the virtual human was present, but was farther away from the anagram poster, about 25°. This value was chosen so that the virtual human would be

1https://osF.io/h2ug3/.
outside the field of view, unless the participant looked in the
direction of the virtual human. Note that the virtual human was
visible as part of the pretest procedure even in the Outside FOV
condition. Finally, there was the Alone condition, in which no
virtual person was introduced or visible.

Anagram Difficulty
In order to test social facilitation and inhibition, rather than the
virtual human changing performance across the board, there was
two separate levels of difficulty, labeled as Easy and Hard. The
anagram sets are the same ones as used in Miller et al. (2019).
Each set consisted of 10 anagrams.

Dependent Variables
Social Presence
Social presence was measured as the average of the five-item
Social Presence Questionnaire as used in Miller et al. (2019) with
questions such as “To what extent did you feel like Chris was
watching you?” These questions are included in the supplemental
material. The scale gives five verbal options “Not at All” to
“Extremely” that are mapped to integer values 1 to 5. Social
presence values in this study had mean of 2.03, a standard
deviation of 0.88, and a range from 1 to 4.6.

Anagram Score
The primary measure for measuring social facilitation and
inhibition is the number of anagrams solved in the 3 minutes
given for completing the task. The range of possible values was
0–10, as there were 10 anagrams to solve on each poster. On
average, participants solved 5.92 anagrams, with a standard
deviation of 3.19, and a range from 0 to 10.

Look-At Time
Based upon a definition of presence as successfully supported
action, a virtual human that is visible more often would be
predicted to have higher presence, as visibility can be thought
of an action that is successfully supported.

To calculate whether the virtual human was visible or not,
we calculated the central angle around the head between the
headset’s forward vector and the vector going from the headset to
the virtual human. In short, this value measures the angular
distance between the center of the field of view of the headset and
the center of the virtual human. We chose 20° as the cut-off point
such that the moments of time when the central angle was less
than 20°, the virtual human was assumed to be visible, and the
moments when the central angle was greater than 20°, the virtual
human was assumed not to be visible. The final value used in
statistics was the total time in seconds for which the virtual
human was visible.

Procedure
Participants began the study with an online pre-screening,
disallowing participants with epilepsy or high susceptibility to
motion sickness. For participants on campus, this pre-screening
was done two to 7 weeks before the study. For participants at the
museum, this screening included in the consent form and
explicitly mentioned to participants. At both locations,
participants over 18 filled out the consent form, while
participants younger than 18 completed an assent form while
a parent or legal guardian completed the parental consent form.
Participants then were asked to complete a pre-survey.

The training phase began with an explanation and test in
solving the anagrams. Participants were prompted with two-word
puzzles and were given about 40 seconds to complete them. If
they did not, the experimenter informed them the answers and
confirmed the answers made sense in the context of the
instructions. Then, the experimenter introduced the HoloLens,
including instructions for headset fit. At this point, we differ from
the method in Miller et al. (2019) and do not have the participant
walk towards virtual objects. This was due to the space constraints
at the museum. At this point, if the participant was in either the
Social or Outside FOV conditions, the virtual human was visible
and introduced himself or herself to the participant. Participants
in the Alone condition did not see the character, hear the
introduction, or otherwise receive sensory information suggesting
the presence of a virtual character.

The testing phase occurred when the experimenter placed a
poster of anagrams visible to the participant and started the 3 min
timer. At this point the experimenter stepped out of the room and
waited to return. Upon return, the experimenter collected the
headset and asked the participant to complete a post-experiment
survey. The text of this survey is included in the supplementary
material.
Confirmatory Results
The confirmatory test in this study is an attempt of a replication of the first study in Miller et al. (2019) showing an effect on task performance based upon the interaction of task difficulty and virtual human visibility. This effect is interpreted as a social facilitation and inhibition effect. All three conditions (Alone, Outside FOV, Social) are given in Figure 4.

The statistical analysis performed was to predict the number of anagrams solved based on difficulty and visibility, with visibility limited to merely the Alone and Social conditions. The model was an ordinal logistic regression using the “polr” function from the “MASS” package for the R programming language. This was performed rather than a linear model due to the non-normality of the residuals indicated by the Shapiro-Wilk test (W = 0.951, p = 0.005).

The difference in anagram score due to difficulty was significant [t (72) = −2.55, p = 0.013, r = −0.29] such that participants solved fewer Hard anagrams than Easy anagrams. The visibility of the virtual human did not have a significant effect on anagram score [t (72) = 0.863, p = 0.390, r = 0.10]. The interaction effect between difficulty and visibility, which is our predicted indicator of social facilitation and inhibition, was not significant either [t (72) = −0.698, p = 0.488, r = −0.08]. For reference, the test was sensitive to an effect size of r = +/-0.35 at a power of 0.8.

Exploratory Results
Other tests and results explore the consequences of virtual humans outside the device’s field of display. Because of their exploratory nature, these tests should encourage future confirmatory work.

Visibility Affects Social Presence
While the measure of anagrams solved was not sensitive enough to capture the social effect of others, the social presence questionnaire was able to. This questionnaire asked participants how socially present the virtual human felt to them during the experiment. Only participants in the Outside
FOV and Social cases were asked this question, as there was no analogous question to ask when there was no virtual person. The results of this survey are plotted in Figure 5.

The statistical analysis performed was to predict the social presence rating based on visibility, with visibility limited to the Social and Outside FOV conditions. The test was a Kruskal-Wallis rank sum test from the base library for the R programming language, as the linear test had non-normally distributed residuals. The effect of visibility on social presence was significant ($\chi^2 (1, 79) = 6.87, p = 0.009, r = 0.27$) such that participants in the Outside FOV condition reported less social presence than participants in the Social condition. This result validates intuition that when the virtual human is intentionally placed outside the device’s field of view, the participants feel the virtual human is less socially present.

Visibility and Look-At Time

Gaze behavior of the participant is a useful behavioral variable. For the purposes of analysis, we have collapsed it into a single value, specifically, the amount of time the virtual human is in view while the participant is solving the anagrams. In this section, we wish to show the gaze behavior in finer detail. This serves two purposes: first, due to the few studies that investigate gaze behavior of objects within the unaugmented periphery, this can provide a global, intuitive sense of gaze behavior in this situation. Second, individual-level reporting of variables reveals unique features of participants (Molenaar and Campbell, 2009; Ram, Brose and Molenaar, 2013) and can provide opportunities to direct future lines of research.

Figure 6 displays how far, in degrees, the virtual human is from the center of the headset’s field of view. In the plot, the angle values are clamped between 10 and 30° to focus on a more expressive range of values. This means that any values less than 10 are displayed as 10, and any values more than 30 are displayed as 30. These values were chosen because at a difference of 10°, the virtual human is certainly visible, and at 30°, the virtual human is certainly not visible.

Looking at the graph, the first visual feature is a strong visual difference in color between the two conditions. Because color represents visibility of the virtual human, this difference is interpreted as a manipulation check that participants did tend to focus on the anagram poster, and this made the virtual human in the Outside FOV condition usually not visible (>30°) while the virtual human in the Social condition was visible (<10°). A $t$-test between conditions confirms this ($t (79) = -8.90, p < 0.001$) Some participants never look back at the virtual human in the Outside FOV condition (e.g., 47, 49, 84), while others make a point to be looking at the virtual person (e.g., 57, 103). Most participants in this condition look at the virtual human only a few seconds (e.g., 29, 30, 86, 113).

DISCUSSION

The primary finding of this experiment is exploratory evidence that social presence of virtual humans in the unaugmented periphery is less than virtual humans in the augmented center. These findings are in accordance with a “successfully-supported-action” theory of presence.

The second finding is for augmented reality experiences. Application designers may expect some level of “curiosity” from users, e.g., to look around at other objects even when focusing on a task. This expectation should be calibrated against these results, which show that a portion of participants in the Outside FOV condition (16 of 40) never looked back at the virtual person once starting the task.
Finally, we speak of the lack of replication of the social facilitation and inhibition effect. With non-replications, there are points that almost always can be made, such as the true effect is smaller than the originally reported effect. We may also propose a few other reasons the effect did not replicate. Because many in this participant pool participated in previous AR studies, this population is not as naive as in previous work. According to our survey questions, 42 of 116 participants had previous experience with AR. Furthermore, one difference in the procedures between Miller et al. (2019) and this work is the pre-study interaction with AR content. The anagram-solving portion of the study does not require any physical movement on the participant’s part, so when the avatar is present the experience may feel like a traditional screen-based character. Physical movement has been known to be a correlate of presence in some situations (Slater et al., 1998; Markowitz et al., 2018). In the original study, there was some minimal interaction with virtual content (walking towards virtual shapes) that could have increased presence due to successfully supported actions.

CONCLUSION

In this work, we present mixed results on the social presence of a virtual person outside the field of view. Participants who did not see the virtual person much, i.e., the virtual person most resided inside the unaugmented periphery, rated the virtual person less socially present, but the behavioral measure of a word puzzle task was not significantly different. In addition, we attempt to replicate the first study in Miller et al. (2019) and do not find evidence of the same effect, but we do note the trends are in the same direction as originally reported.

Limitations

One limitation of this study is the sample size. While the subject size is twice as large as Miller et al. (2019), it still may be too small to find an accurate measure of effect size, considering the test was sensitive to effect sizes of $r = 0.35$ or larger. In addition, while there are some subjects from the general public, the majority of subjects are still college-age participants. Findings among users with different levels of comfort with digital devices may be different. In addition, augmented reality is not part of everyday experience in the locale this study was performed in, so there may be differences between effects occurring today and in the future due to novelty.

It is also worth noting that the two separate study locations (museum and campus) may have increased the variance or affected the looking behavior. While ideally this effect should be robust across locations and populations, it may have influenced the power of the results.

For the experimental design, it must be noted that the task did not involve any interaction with the virtual human and the virtual human had low behavioral realism (Blascovich, 2002). This difference must be taken into context when application designers consider interaction with characters in the unaugmented periphery.

Future Work

Questions remain towards the nature of the social facilitation and inhibition effect in augmented reality. If this effect is not present or significantly weaker than in virtual reality, then the features between the two media should be explored. For example, visual quality does not matter much for presence in virtual reality (Cummings and Bailenson, 2016), but with the juxtaposition of virtual content with the realism of the real world, there may be a much higher threshold in visual realism for augmented reality.

For the continuation of the investigation of unaugmented periphery, two variables we propose to investigate are varying modes of interaction and degrees of realism. For example, one may expect virtual characters that can interact verbally to be more socially present than those that interact only visually, especially when the character in the unaugmented periphery.

Studying the unaugmented periphery relates back to questions of perception and opens questions about presence in augmented reality. Better understanding of these unique situations of augmented reality will lead to better designed experiences in the future.
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