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Abstract

The Nernst effect is the transverse electric field produced by a longitudinal thermal gradient in the presence of a magnetic field. At the beginning of this century, Nernst experiments on cuprates were analyzed assuming that: (i) the contribution of quasi-particles to the Nernst signal is negligible; and (ii) Gaussian superconducting fluctuations cannot produce a Nernst signal well above the critical temperature. Both these assumptions were contradicted by subsequent experiments. This paper reviews experiments documenting multiple sources of a Nernst signal, which, according to the Bridgman relation, measures the flow of transverse entropy caused by a longitudinal particle flow. Along the lines of Landauer’s approach to transport phenomena, the magnitude of the transverse magneto-thermoelectric response is linked to the quantum of thermoelectric conductance and a number of material-dependent length scales: the mean free path, the Fermi wavelength, the de Broglie thermal wavelength and the superconducting coherence length. Extremely mobile quasi-particles in dilute metals generate a widely-documented Nernst signal. Fluctuating Cooper pairs in the normal state of superconductors have been found to produce a detectable Nernst signal with an amplitude conforming to the Gaussian theory, first conceived by Ussishkin, Sondhi and Huse. In addition to these microscopic sources, mobile Abrikosov vortices, mesoscopic objects simultaneously carrying entropy and magnetic flux, can produce a sizeable Nernst response. Finally, in metals subject to a magnetic field strong enough to truncate the Fermi surface to a few Landau tubes, each exiting tube generates a peak in the Nernst response. The survey of these well-established sources of the Nernst signal is a helpful guide to identify the origin of the Nernst signal in other controversial cases.
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1. Introduction

Extending back to the mid-nineteenth century, the history of thermoelectricity can be seen as a continuous struggle to follow Kelvin’s attempt to understand it as a quasi-thermodynamic phenomenon. The most important episode in this tale is Onsager’s formulation of reciprocal relations [1]. In 1948, Callen [2] demonstrated that it provides a solid basis for the Kelvin relation between Seebeck and Peltier coefficients as well as the Bridgman relation between the Nernst and Ettingshausen effects [3].

Today, potential technological applications of materials with a sizeable thermoelectric figure of merit is the subject of a vast research activity [4]. In this context, the Nernst–Ettingshausen effect, the transverse thermoelectric response emerging in presence of a magnetic field, is much less explored than its longitudinal counterpart. Ironically, however, the record of the lowest temperature attained by thermoelectric cooling starting from room temperature is still held by an Ettingshausen cooler [5], albeit in a magnetic field as strong as 11 T, which severely limits potential applications.

From a fundamental perspective, the Nernst effect attracted much attention following the discovery of a sizeable Nernst coefficient in a high-temperature cuprate superconductor at the turn of this century [6]. Numerous studies followed and led to the clarification of how quasi-particles [7] and Gaussian superconducting fluctuations [8] can generate a Nernst signal. The purpose of the current paper is to give a picture of our current understanding of the Nernst effect in metals and superconductors. Since the publication of two previous review articles [7, 8] in 2009, experimental and theoretical studies have sharpened our overall picture of transverse thermoelectricity which we wish to outline in the present review.

The article begins by framing the significance of thermoelectric response in general, and transverse thermoelectricity in particular, following the picture first sketched by Callen, based on Onsager’s reciprocity relations. This is helpful to identify the fundamental constants and the material-dependent length scales which set the magnitude of the transverse thermoelectric response, in a manner, which follow Landauer’s approach to transport phenomena. Following this, we review experimental results and their interpretation in four different contexts where, quasi-particles, short-lived Cooper pairs, superconducting vortices and Landau tubes are believed to play a prominent role in producing a Nernst signal. We end this review with a brief discussion of other cases, not identified as belonging to any of these four categories.

2. Callen’s picture of thermoelectricity

The application of Onsager’s reciprocal relations to thermoelectric and thermomagnetic phenomena by Callen in 1948 put the Kelvin and Bridgman relations on firm ground. Back in the nineteenth century, Lord Kelvin had linked the Seebeck and the Peltier effects. According to him, these two apparently distinct thermoelectric phenomena, the Seebeck, \( S \), and the Peltier, \( \Pi \), coefficients are simply proportional to each other. According to the Kelvin relation:

\[
\Pi = ST \tag{1}
\]

The Seebeck coefficient is the ratio of the electric field to the thermal gradient applied to generate it. On the other hand, the Peltier coefficient is equal to the ratio of heat current density to charge current density. Callen demonstrated that this link is a consequence of Onsager’s reciprocity. His analysis led to an alternative definition of the Seebeck coefficient. Here are his own words: ‘a current flowing in a conductor of a given temperature distribution carries with it an entropy per particle. This entropy flow is, of course, in addition to the entropy flow (driven by the temperature gradient)’ [2]. Therefore, it can be expressed as one of the two components of the entropy flow, \( J_s \):

\[
J_s =SJ_x - \kappa \nabla T \tag{2}
\]

Here, \( J_x \) is the charge current density, \( \kappa \) the thermal conductivity and \( \nabla T \) the thermal gradient. As far as we know, this equation was first written down in [2]. According to it, in absence of thermal gradient, the second term in the right hand vanishes and the Seebeck coefficient becomes simply the ratio of entropy flow to charge flow.

The counterpart of the Kelvin relation for transverse thermoelectricity was first proposed in 1924 by Bridgman, who proposed a link between Nernst, \( N \), and Ettingshausen, \( \varepsilon \), coefficients through thermal conductivity, \( \kappa \) [3]:

\[
N = \varepsilon \kappa /T \tag{3}
\]

The Nernst coefficient is the transverse electric field produced by a longitudinal thermal gradient and the Ettingshausen coefficient is the transverse thermal gradient produced by a longitudinal charge current. Callen showed that the Bridgman relation can also be derived from Onsager reciprocal relations [2]. He argued that in the presence of a magnetic field, eight thermomagnetic coefficients can be derived from six independent Onsager coefficients, implying two unavoidable relations. One of these two is non-trivial and links isothermal (and not adiabatic) Nernst, Ettingshausens and thermal conductivity coefficients to each other. This was the same equation originally derived by Bridgman. In 1931, Sommerfeld and Frank had demonstrated its validity independently using a thermodynamic argument [10].

Onsager’s reciprocity leads to thermodynamic constraints in relations between what he called forces and fluxes. According to the Kelvin relation, measuring the ratio of the entropy flow to the particle flow is fundamentally equivalent to measuring the ratio of the potential gradient (otherwise known as the electric field) to the thermal gradient. In other words, measuring the ratio of two thermodynamic fluxes is expected to give information identical to measuring the ratio of the thermodynamic forces which generate them. The ultimate reason behind the Bridgman relation is exactly the same. This can be seen by rewriting equation (3) (assuming isotropic thermal conductivity):

\[
\frac{E_y}{\nabla_x T} = \frac{\nabla_x T}{J_x} \frac{J_y^0}{J_x^0} = \frac{J_y^0}{J_x^0} \tag{4}
\]
In other words, the Nernst coefficient is a measure of transverse entropy flow caused by longitudinal particle flow. As in the case of the Seebeck coefficient, this alternative definition provided by the application of Onsager reciprocity is strictly identical to the ratio of the transverse electric field to the longitudinal thermal gradient invoked by the more common definition. This picture is particularly useful in setting a frame for the magnitude of the thermoelectric effect linked to fundamental constants and material dependent parameters.

3. Landauer formalism and thermoelectricity

Let us now focus on the particular case of mobile fermionic quasi-particles. The two equations linking the three conductivity tensors, \( \sigma (\text{electric}), \kappa (\text{thermal}) \), and \( \sigma (\text{thermoelastic}), \) two flux densities, \( J_d (\text{charge current}), \) and \( J_b (\text{heat current}), \) and two driving vectors, \( E (\text{electric field}) \) and \( \nabla T (\text{thermal gradient}) \) are often stated as [11]:

\[
J_d = \sigma E - \sigma \nabla T
\]

\[
J_b = T\sigma E - \sigma \nabla T
\]

Each diagonal and off-diagonal component of these three tensors is set each by one of the six independent Onsager coefficients. A standard treatment using the Boltzmann equation considering the electric field and thermal gradient as perturbations to a Fermi–Dirac distribution leads to two independent relations between the three tensors [11]. One of these two, linking \( \sigma \) and \( \alpha \) is a cornerstone of fermionic thermoelectricity and is called the Mott relation [12]:

\[
\alpha = \frac{\pi^2}{3} \frac{k_B T}{e} \left[ \frac{\partial \sigma_y}{\partial \varepsilon} \right]_{\varepsilon = \varepsilon_F}
\]

In the Drude–Boltzmann picture, the simplest expression for charge conductivity is:

\[
\sigma_{xx} = n e \mu
\]

Here \( n \) is the concentration of the carriers and \( \mu \) their mobility. In the past few decades, a conceptual revolution initiated by Landauer [13] led to the consideration of conduction as transmission [14]. In this picture, an alternative transcription of this equation in two dimensions is:

\[
\sigma_{xx}^{2D} = \frac{2 e^2}{h} \frac{\nu}{k_F}
\]

Equations (8) and (9) are strictly equivalent since one can write mobility as \( \mu = \frac{\nu}{h} \frac{k_F}{e} \). However, equation (9) transparently states that electric conductivity is the capacity to transmit a quantum of electric conductance amplified or hindered by two material-dependent length scales: the distance electrons can go before being scattered (\( \ell \) is the mean free path) and their Fermi wavelength, \( \lambda_F \). In other dimensions, the numerical prefactor and the exponent for \( \lambda_F \) are different, but the picture is fundamentally similar.

The thermoelectric counterpart of equation (9) was first discussed in the context of thermoelectricity of one-dimensional quantum point contacts by van Houten et al [15], who argued that the Mott relation should hold between \( \sigma \) and \( \alpha \) in one dimension. In two dimensions, using the Mott relation, one finds (see [9] for a more detailed discussion of the expression in different dimensions):

\[
\alpha_{xx}^{2D} = \frac{2 \pi^2}{3} \frac{k_B \varepsilon}{\lambda_F \ell}
\]

The new length scale introduced is the de Broglie thermal wavelength:

\[
\Lambda^2 = \frac{h^2}{2 \pi m' k_B T}
\]

In other words, the magnitude of \( \alpha_{xx} \) is set by the quantum of thermoelectric conductance \( \frac{k_B \varepsilon}{\lambda_F} \) and three material-dependent properties, which are \( \lambda_F \), \( \ell \) and \( \Lambda \). In the absence of a well-established terminology, we will call \( \alpha_{xx} \) (\( \alpha_{xy} \)) the longitudinal (the transverse) thermoelectric coefficient. Usually, they are not directly measured by experiment. Much more straightforward is to probe how the system responds to a quantified thermal gradient, which leads to a direct experimental measurement of the Seebeck and Nernst coefficients. The expression for the Seebeck coefficient simply becomes:

\[
S = \frac{\alpha_{xx}}{\sigma_{xx}} = \frac{\pi}{3} \frac{k_B T}{e} \frac{\lambda_F \varepsilon}{\Lambda^2}
\]

The Seebeck coefficient is a transport property. Nevertheless, in the simplest conceivable Fermi liquid, its magnitude does not depend on the distance between two scattering events. This is a consequence of Callen’s insight that the Seebeck coefficient is a ratio of two Onsager flows, and therefore, the ratio of the entropy of each electron to its electric charge. Their entropy is set by how much the wavelength of a traveling electron can deviate from the Fermi wavelength in the statistical distribution. We will use this picture in the next section to find the expected magnitude of \( \alpha_{xy} \).

4. Magnitude of transverse thermoelectric response

4.1. Quasi-particles

An intuitive window into the magnitude of \( \alpha_{xy} \), the transverse thermoelectric response, can be obtained by considering two more familiar cases. The longitudinal thermoelectric response (the Seebeck effect) and the transverse charge conductivity (the Hall effect) of the Fermi liquids.

Longitudinal thermoelectricity arises when charged particles with a finite amount of entropy are simultaneously subject to an electric force and a thermal force (see figure 1a). In a solid with mobile electrons, the first is proportional to the electric field (and the electric charge) and the second is equal to the thermal gradient (and the entropy associated with each electron). In equilibrium, these two forces cancel out. Therefore, the Seebeck coefficient, the ratio of the electric field to the thermal gradient is also the ratio of quasi-particle entropy, \( S_{qp} \) to its charge, \( e \):
The common expression for the Seebeck coefficient of a Fermi liquid is:

\[ S_{xx} = \frac{\pi^2}{3} \frac{k_B T}{\epsilon_F} \]

Are these two expressions equivalent? The answer is an affirmative one. In a Fermi–Dirac distribution, entropy available to transport is restricted to a thermal window, \( k_B T \) in the immediate vicinity of the Fermi energy, \( \epsilon_F \). This leads to an expression of \( \hat{S}_{qp} \) in terms of two length scales [9]:

\[ \hat{S}_{qp} \approx \frac{k_B (\frac{\lambda}{\Lambda})^2}{A} \]

This is the origin of the equivalency between equations (13) and (12) or equation (14).

Let us now consider the Hall effect (figure 1(b)). Quasi-particles carrying both an electric charge, \( e \) and a magnetic flux, \( \phi_{qp} \), are subject to a Coulomb force, \( eE_x \), caused by a longitudinal electric field, \( E_x \) and a Lorentz force, \( J_y \times \phi_{qp} \) generated by a transverse charge current \( J_y \). The compensation between these two forces sets the magnitude of the Hall coefficient:

\[ \frac{J_y}{E_x} = \sigma_{xy} = \frac{e}{\phi_{qp}} \]

What is the magnitude of \( \phi_{qp} \)? To answer this question, consider the Drude–Boltzmann picture of Hall conductivity in a simple two-dimensional circular Fermi surface:

\[ \sigma_{xy} = \frac{ne^2}{\ell B} \frac{1 + \mu B}{1 + \mu B^2} \]

This expression can be rewritten in terms of \( \frac{\mu B}{e^2} \) material-dependent length scales and the magnetic length, \( \ell_B = (\frac{e^2}{\mu B})^{1/2} \):

\[ \sigma_{xy} = \frac{e^2}{\hbar} (\frac{\ell}{\ell_B})^2 \]

In the weak-field limit (\( \mu B \ll 1 \)), as Ong showed in a paper devoted to the geometric interpretation of Hall conductivity [16], it becomes simply:

\[ \sigma_{xy} = \frac{e^2}{\hbar} \frac{\ell^2}{\ell_B^2} \]

Combining equations (17) and (19), one finds that the magnetic flux associated with each quasi-particle is:

\[ \phi_{qp} = \frac{\hbar}{e} (\frac{\ell}{\ell_B})^2 \]

With these two cases in mind, let us turn our attention to transverse thermoelectricity. Consider a system in which each carrier is a package containing both magnetic flux and entropy (figure 1(c)). Such carriers can suffer a thermal force proportional to their entropy (and the thermal gradient) and a Lorentz force proportional to their magnetic flux (and the transverse charge current). In equilibrium these two forces cancel out. Thus, the ratio of the transverse charge current to the longitudinal thermal gradient which generates it (the definition of \( \alpha_{xy} \)) is equal to the ratio of entropy to magnetic flux of traveling quasi-particles. In other words:
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Here, $\tilde{S}_{qp}$ is the entropy of each carrier and $\phi_{qp}$ its magnetic flux. Using the expressions for $\tilde{S}_{qp}$ (equation (15)) and $\phi_{qp}$ (equation (20)), one can derive the following expression for transverse thermoelectric conductivity:

$$\alpha_{xy} \equiv \frac{e k_B \tilde{S}_{qp}^2}{\hbar \ell_F^2} \frac{\lambda_F^2}{\Lambda^2}$$

According to this equation, the low-field transverse thermoelectric response is set by its natural units, $e k_B \hbar$, and three material-dependent length scales: the mean free path, the Fermi wavelength and the de Broglie thermal length. Figure 2 is a summary of this very simple picture of quasi-particle transport. The transverse thermoelectric response is amplified by a long mean free path as well as the degeneracy intensity of the fermionic system.

4.2. Short-lived Cooper pairs

Let us consider other sources for a Nernst signal in the presence of a superconducting ground state. The Gaussian fluctuations of the superconducting order parameter are one such source. Because of these fluctuations, short-lived Cooper pairs appear above the critical temperature and in the normal state. The expected magnitude of their transverse thermoelectric response was first calculated by Ussishkin, Sondhi and Huse [17]:

$$\alpha_{xy}' 2D \approx \frac{k_B e \ell}{\hbar} \left( \frac{\xi}{\ell_B} \right)^2$$

Here, $\xi$ is the superconducting coherence length. This expression can be intuitively understood by considering that each short-lived Cooper pair has an entropy of the order of $k_B$ and carries a magnetic flux equal to:

$$\phi_{qp} = \frac{h}{2e} \left( \frac{\xi}{\ell_B} \right)^2$$

Let us note that the Cooper pairs, in contrast with quasi-particles, present a Nernst response which does not depend on the mean free path. This is also true of their paraconductivity, expressed as:

$$\sigma_{\text{para}} = \frac{n_s e^2 \tau_{\text{GL}}}{m^*}$$

Here, $n_s$ the concentration of Cooper pairs and $\tau_{\text{GL}}$ is the Ginzburg–Landau timescale. Unlike fermionic quasi-particles, the Landauer transmission factor does not depend on scattering time, but only on the pair lifetime, which diverges at the critical temperature. This time scale sets the temperature dependence of both the Nernst response and the paraconductivity.

4.3. Superconducting vortices

Historically, a picture of transverse thermoelectricity, similar to the one sketched above, was first used for superconducting vortices (see for example [18]).

In their case, one can also write:

$$\alpha_{xy} \text{ vort} 2D = \frac{S_{\text{vort}}}{\phi_0}$$

Here, $n_s$ the concentration of Cooper pairs and $\tau_{\text{GL}}$ is the Ginzburg–Landau timescale. Unlike fermionic quasi-particles, the Landauer transmission factor does not depend on scattering time, but only on the pair lifetime, which diverges at the critical temperature. This time scale sets the temperature dependence of both the Nernst response and the paraconductivity.
Table 1. Entropy, magnetic flux and transverse thermoelectric response in the case of different types of carriers.

| Carriers              | Entropy          | Flux            | $\alpha_{\parallel 2D}$ |
|-----------------------|------------------|-----------------|--------------------------|
| Quasi-particles       | $\frac{2}{3} k_B \left( \frac{\lambda_V}{\Lambda} \right)^2$ | $\frac{h}{e} \ell_n \left( \frac{\lambda_V}{\ell_b} \right)^2$ | $k_B \left( \frac{\lambda_V}{h} \right)^2 \left( \frac{\lambda_V}{\ell_b} \right)^2 \frac{2}{3} \frac{\lambda_V}{\Lambda}$ |
| Short-lived Cooper pairs | $k_B$ | $\frac{h}{2e} \xi \left( \frac{\lambda_V}{\ell_b} \right)^2$ | $k_B \xi \left( \frac{\lambda_V}{h} \right)$ |
| Superconducting vortices | $S_{\text{vort}}$ | $\frac{h}{2e}$ | $e S_{\text{vort}} \frac{\lambda_V}{h}$ |

latter also sets the flux-flow resistivity, $\rho = B \phi_0 / \eta$, where $\phi_0 = h / 2e$ is the flux quantum associated with each vortex.

Using the Nernst data and the resistivity data one can eliminate the unknown $\eta$. Therefore, for vortices one can also write:

$$\frac{N}{\rho} = \alpha_{\parallel 2D} = \frac{S_{\text{vort}}}{\phi_0}$$

Table 1 summarizes the magnetic flux, the entropy and the expected transverse thermoelectric response for these three sources of a Nernst signal.

5. Review of experiments I: quasi-particles

Retrospectively, it is not surprising that Nernst and Ettingshausen discovered the effect that bears their names in bismuth. Both the mean free path and the Fermi wavelength are exceptionally long in this semi-metal and according to equation (22), this would generate a very large transverse thermoelectric response.

Experiments have quantified the Nernst signal ($N = \frac{E_T}{eT}$), which in the low-field limit is related to $\alpha_{xx}$ through:

$$N = \frac{\alpha_{xx}}{\sigma_{xx}}$$

Now, in the light of this equation, as well as equations (22) and (9), one can see that the picture sketched in the previous section is equivalent to the following expression for the Nernst coefficient in a metal [7]:

$$\nu = \frac{N}{B} \sim \frac{\pi^2}{3} \frac{\ell_b k_B T}{\mu}$$

In other words, the Nernst coefficient of a given material hosting an electron fluid is set by two properties of the fluid: its Fermi energy, $e_F$, and its mobility, $\mu$. The higher this ratio, the larger the expected Nernst response at low temperature. Note that equation (28) is valid in both two and three dimensions, because the dimension-related length scale in $\alpha_{xx}$ and $\sigma_{xx}$ cancel out.

The large Nernst coefficient found in numerous heavy-fermion metals observed at the beginning of the twenty-first century was unexpected at first. However, given the low Fermi energy of these systems, several orders of magnitude lower than in high-density uncorrelated metals, their large Nernst response is unsurprising. Instead of enhancing the effective mass of electrons, one can pull down the Fermi energy by reducing carrier concentration. The lower the carrier concentration, the lower the size of the Fermi energy will be. Dilute metals present a large Nernst coefficient because of their low Fermi energy. On top of this, since small crystal imperfections cannot scatter extended objects, the long Fermi wavelength leads to a large mobility, providing a second source of enhancement for the Nernst response.

How quantitatively successful is this approach? It happens that in the case of the Seebeck coefficient [19], an approach as simplistic as this gives a fair account of the magnitude of the low-temperature Nernst response scattered over many orders of magnitude in different metals. In a previous review article [7], the available data on a variety of metals was compared with the predictions of this expression and a satisfactory agreement was found. Since then, the Nernst coefficient has been measured in several other low-density systems.

Graphite is a semi-metal with a small concentration ($n_e = n_b = 4 \times 10^{18}$ cm$^{-3}$) of high-mobility carriers of both signs [20]. A large Nernst coefficient and its quantum oscillations at moderate magnetic field were resolved in graphite in 2010 [21]. The magnitude of the Nernst coefficient resolved in the low-field limit was close to what is expected according to equation (29). Another semi-metal, WTe$_2$, attracted much attention following the discovery of its large unsaturated magnetoresistance persisting in a field as large as 60 T [22]. A recent study has explored its low-temperature thermoelectric properties, its Fermi surface structure [23] and its carrier density ($7 \times 10^{19}$ cm$^{-3}$). The Nernst response was found to be linear in a magnetic field in an extended window and its magnitude to be in rather good agreement with the expectations of equation (29), given the mobility and the Fermi energy of the system.

In addition to semi-metals, another group of dilute metals has been subject to recent thermoelectric studies. These are semiconductors sufficiently doped to be on the metallic side of the metal-insulator transition [24]. The effective Bohr radius can become long as a consequence of a large dielectric constant, a low effective mass or a combination of both. In such a case, the doped semiconductor on the metallic side of the metal-insulator transition hosts high-mobility carriers [25], which give rise to quantum oscillations detectable at remarkably low magnetic fields. Because of the low Fermi energy and high electronic mobility, one expects to see a large Nernst response in such systems and indeed this has been observed in two very different metallic semiconductors [26, 27].

The bulk semiconductor, Bi$_2$Se$_3$, with a direct band gap of 0.2 eV has been known for decades as a sibling of Bi$_2$Te$_3$, the best thermoelectric material at room temperatures [4]. In 2009, it was identified as a topological insulator in its stoichiometric composition [28]. However, as a consequence of uncontrolled doping, the single crystals currently available are metals with a Fermi surface, hosting extremely mobile carriers [29]. The Nernst coefficient was recently measured in two Bi$_2$Se$_3$ single crystals with carrier concentrations ranging from $10^{17}$ to $10^{19}$ cm$^{-3}$. The Fermi energy substantially changes with carrier density and the magnitude of the measured signal has been found to be close to what is expected according to equation (29) in both samples [26].
The wide gap semiconductor, SrTiO$_3$ displays a metallic behavior for carrier concentrations exceeding $10^{17}$ cm$^{-3}$ [30]. The resistivity of this dilute metal changes by three orders of magnitude upon cooling from room temperature to helium temperatures. There are three well-known routes for n-doping this semiconductor. One can either substitute strontium with lanthanum, titanium with niobium or simply remove oxygen. Oxygen reduction is particularly attractive as a simple way to finely tune the carrier concentration [27, 30]. At a carrier concentration of $5.5 \times 10^{17}$ cm$^{-3}$, the magnitude of the measured Nernst coefficient in this system is in very good agreement with the expected value given the mobility and the Fermi energy of the system.

The Nernst effect in Pb$_{1-x}$Sn$_x$Se ($x = 0.23$), a member of the IV–VI family of narrow-gap semiconductors was recently measured in 2013 [31]. The n-doped samples had a carrier density of $10^{18}$ cm$^{-3}$, SrTiO$_3$ (at a carrier density of $5.5 \times 10^{17}$ cm$^{-3}$) and Pb$_{1-x}$Sn$_x$Se and the high-$T_c$ cuprate, YBCO, at a single doping level of $p = 0.11$, where small Fermi surface pockets have been resolved by experiment.

In 2007, quantum oscillations were observed for the first time in an underdoped high-$T_c$ cuprate in the presence of a strong magnetic field [32]. Soon, it became clear that the quantized orbit is associated with a small Fermi surface resulting from reconstruction by an electronic order competing with superconductivity. The magnitude of the Nernst coefficient resolved at low temperature and high magnetic field was found to be in rather good agreement with the expected value, using the measured mobility of the carriers residing in this pocket and their Fermi energy [33–35]. The competing order has been identified as a charge order by a number of distinct experimental probes [36, 37, 38]. The multiplicity of these electron pockets, their position in the Brillouin zone and the possible presence of hole pockets are still a subject of debate.

Figure 3 presents an update of a figure originally published in a previous review article [7]. As seen in the figure, the new data confirms the already visible trend$^1$. Knowing the order of magnitude of the Fermi energy and the electronic mobility in a given system allows one to formulate an estimation for the magnitude of the low-temperature Nernst signal.

In the picture sketched above one would expect to see that increasing quasi-particle mobility in a given system leads to an enhancement of its Nernst coefficient. This has not been the subject of a systematic study. However, an examination of several papers on elemental bismuth is instructive. Back in 1969, Korenblit and colleagues [40] measured the Nernst coefficient of a bismuth single crystal down to 2 K. The residual resistivity ratios (RRR = $\rho(300 \text{K})/\rho(4.2 \text{K})$) of the crystal was 390. They found that the Nernst coefficient peaks around 4K. This is the temperature at which the thermal conductivity (almost exclusively due to phonons) also peaks. Phonon drag was plausibly invoked as the main source of the Nernst signal. A more recent study, published in 2007 [41] on a smaller single crystal with a lower RRR found a still large, but substantially lower Nernst signal. The extension of the data to lower temperatures allows one to clearly extract a finite $T$-linear component in the Nernst signal. The magnitude of the low-temperature Nernst signal.

$^1$ A figure which includes other cuprates and oxides can be found in [39].
data together, a correlation between high mobility and large the Nernst coefficient is clear. The phonon drag peak becomes remarkably sharp in the cleanest sample, as already underlined by Galev et al [42]. However, as seen in the bottom panel of the figure, there is also a rigid upward shift in $\nu/T$ with increasing mean free path. This implies a positive correlation between the diffusive component of the Nernst signal and carrier mobility\(^2\).

In the case of degenerate semiconductors (sufficiently doped to be metallic), one can modify the Fermi energy of the mobile electrons by changing the dopant concentration. One expects that this would modify the longitudinal and transverse components of the thermoelectric response. In the case of n-doped metallic SrTiO$_3$, experimental reports have documented the evolution of both the Seebeck [44, 45] and Nernst [27] coefficients with carrier concentration. The data reported in [27] on the Nernst coefficient is shown in figure 5. The magnitude of the Nernst coefficient gradually increases as the density of carriers is lowered. Since lowering the carrier density pulls down the Fermi energy and pushes up the mobility at the same time, the drastic evolution of the amplitude of the Nernst coefficient is no surprise.

To summarize, the order of magnitude of the Nernst coefficients in metals in the low temperature limit seems to be well-understood. One should not forget that, at finite temperature, phonon drag can make a large contribution to the Nernst signal. There are two recent examples. Li$_{0.9}$Mo$_6$O$_{17}$ is a quasi-one-dimensional metal in which a large Nernst signal persists down to 35 K [46]. Phonon drag is the most likely source of the observed signal (which was not measured below 10 K). In semiconducting FeSb$_2$, a large Nernst peak is observed around 7 K, but rapidly vanishes at lower temperatures [47]. This is close to the temperature at which the Seebeck coefficient and the thermal conductivity both peak. A recent theoretical work has identified phonon drag as the origin of the large thermoelectric response in this system [48].

6. Review of experiments II: short-lived Cooper pairs

Much of the motivation for the recent research on the Nernst effect and its origins came from the observation of a sizable Nernst signal above $T_c$ in underdoped cuprates [6, 49]. These early experiments were interpreted in the context of the ongoing debate on the origin of the pseudogap in cuprates.

According to BCS theory, cooling a superconductor below its superconducting transition temperature leads simultaneously to the formation of Cooper pairs and their condensation into a macroscopically coherent quantum state. However, Cooper pairs may also exist without macroscopic phase coherence, mostly as a consequence of thermal or quantum
fluctuations of the superconducting order parameter (SOP) [50–53]. The magnitude of these fluctuations and their predominance in the phase diagram depends on various material-dependent parameters such as the concentration of random impurities, i.e. quenched disorder, dimensionality or the superconducting correlation length [52].

The vortex-liquid state, found in many conventional and non-conventional superconductors, is the most common regime of superconducting fluctuations displaying only phase fluctuations. This vortex fluid results from the melting of the vortex solid above some characteristic magnetic field, $B_m$ [51, 52], as a consequence of thermodynamic fluctuations of the phase of SOP. As shown in the phase diagram sketched in figure 6, this vortex fluid is separated from the normal state only by a crossover line representing the upper critical field $B_{c2}(T)$.

In high-$T_c$ superconductors, a combination of high temperature, small correlation length, large magnetic penetration depth and quasi-two-dimensionality conspire to increase the effects of thermodynamic fluctuations and $B_m$ can be significantly smaller than the upper critical field $B_{c2}$. The observation of a pseudo-gap above $T_c$, in the underdoped region of their phase diagram, was interpreted by many researchers as the possible signature of a superconducting phase diagram with two characteristic temperatures. In this scenario, the higher characteristic temperature, where the pseudo-gap forms in the electronic spectrum, would correspond to the formation of Cooper pairs and the lower characteristic temperature would correspond to the actual transition toward the phase-coherent superconducting state [55]. Between these two temperatures exists a regime with only phase fluctuations of the SOP, which is fundamentally different from the regime of Cooper pair fluctuations as described in the context of Ginzburg–Landau theory [54]. Let us recall, that in this last theory only a single critical temperature, $T_c$, is required to describe the fluctuations. Remarkably, in the Ginzburg–Landau theory, there is no upper temperature limit for the existence of these fluctuations; they are expected to survive far above $T_c$. In contrast, the regime of phase fluctuations exists only between two characteristic temperatures.

In the context of cuprates physics, Emery and Kivelson [53] extended the concept of phase-coherence temperature introduced by Berezinski, Kosterlitz and Thouless [50, 56] and suggested that, for any superconductor, vortex-antivortex pairs should appear spontaneously when the thermal energy, $k_B T$, is larger than the energy cost for their formation; this energy cost results from the kinetic energy associated with superfluid flow around the vortices. This defines a characteristic temperature for phase coherence, $T_{coh}$, above which spontaneous nucleation of vortices is possible. In conventional superconductors, this coherence temperature largely exceeds $T_{BCS}$, the Cooper pair forming temperature, and superconducting fluctuations exist only as Cooper pair fluctuations. In contrast, for low density superconductors, $T_{coh}$ may become smaller than $T_{BCS}$. This implies that the superconducting transition is controlled by the superfluid density.

The most important experimental support for the existence of a regime of phase fluctuations in cuprates came from the Nernst studies on underdoped cuprates such as La$_{2-x}$Sr$_x$CuO$_4$ (LSCO) [6, 49]. The interpretation of these experiments was based on two assumptions: first, that the fermionic quasi-particles have a negligible contribution to the Nernst signal and second, that Gaussian superconducting fluctuations cannot produce a Nernst signal well above the critical temperature ($T > 2 \times T_c$). Both of these assumptions were proved to be wrong.

As discussed in the previous section, the quasi-particle contribution to the Nernst response can be very large. In the case of cuprates, the quasi-particle contribution to the Nernst coefficient is far from negligible [57, 58]. Furthermore, as described below, in a conventional superconductor, namely Nb$_3$Si$_{1−x}$, fluctuating Cooper pairs can produce a Nernst signal up to a high temperature ($T \approx 30 \times T_c$) and high magnetic field ($H \approx 4 \times H_{c2}$) [59, 60]. Close to $T_c$, the data on Nb$_{3}S_{1–x}$ and also on the amorphous superconductor InO$_x$ [8, 61] was

Figure 6. Theoretical phase diagram of a type II superconductor including the effects of thermodynamic and quantum fluctuations. Thermodynamic fluctuations of the phase of the order parameter can generate a fluid of vortex-antivortex pairs even at zero magnetic field above the critical temperature. The quantum fluctuations can produce a quantum liquid of vortices at zero temperature in the vicinity of the upper critical field. The Nernst experiments could not distinguish between $T_c$ and $T_{coh}$. 
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found to be in quantitative agreement with the theory of the Nernst signal generated by Gaussian fluctuations conceived by Ussishkin, Sondhi, and Huse [17]. The validity of this theory was restricted to low magnetic field and the vicinity of critical temperature. Following the experiments on Nb$_{0.83}$Si$_{0.17}$, two groups developed theoretical calculations valid at high temperature and higher magnetic field. The results [62–64] were found to be in quantitative agreement with experimental data.

Following these developments, Taillefer and collaborators revisited the Nernst effect in cuprates and clearly identified the Nernst signal due to Cooper pair fluctuations in hole-doped La$_{1.8-x}$Eu$_{0.2}$Sr$_{0.2}$CuO$_4$ (Eu-LSCO) [65] and electron-doped cuprate Pr$_2-x$Ce$_x$CuO$_4$ (PCCO) [58]. They concluded that no contribution other than the quasi-particles and fluctuating Cooper pairs could be identified either in the underdoped or in the overdoped regimes. Consequently, it is fair to say that experimental support for phase-only superconducting fluctuations in cuprates has faded away. We review below the characteristic signatures of the Nernst signal generated by Cooper pair fluctuations, as observed in Nb$_{0.15}$Si$_{0.85}$ [59, 60] and cuprates [58, 65].

As discussed in section 2, $\alpha_{xy}$ of fermionic quasi-particle scales with their mean free path, but in the case of short-lived Cooper pairs it only depends on the superconducting correlation length. In an amorphous superconducting film where the elastic mean free path is of the order of the inter-atomic distance, the quasi-particle contribution becomes extremely small while the contribution of the fluctuating Cooper pairs can be large if the superconductor has a long correlation length.

The Nernst signal due to short-lived Cooper pairs was first identified in amorphous thin films of Nb$_{0.15}$Si$_{0.85}$ [8, 59, 60] and InO$_x$ [61]. In those films as well as in cuprates, the transverse Hall conductivity $\sigma_{xy}$ is small. As mentioned above, this simplifies the relationship between the Nernst coefficient, $\nu$ and $\alpha_{xy}$:

$$\nu \approx \frac{\alpha_{xy}}{B \sigma_{xx}}$$

(30)

Figure 7 shows the magnetic field dependence of the Nernst signal for Nb$_{0.15}$Si$_{0.85}$ [8, 59, 60], Eu-LSCO [65] and PCCO [58]. In the normal state, the field dependence of the Nernst signal displays a maximum at $B^*$. The magnitude of $B^*$ increases with increasing temperature.

In the case of Nb$_{0.15}$Si$_{0.85}$, the vortex-induced Nernst signal measured below $T_c$ is also shown in the same figure. It also shows a maximum as a function of magnetic field. In contrast to the normal state, the position of the maximum $B^*$ shifts toward higher magnetic fields upon the temperature decreasing. This is not surprising, since in the superconducting state, all characteristic fields associated with superconductivity, the upper critical field $B_{c2}$ and the vortex melting field $B_m$, are expected to increase with decreasing temperature. Plotting the position of $B^*$, above and below $T_c$, on the phase diagram of figure 7, one can see that $B^*$ vanishes at $T_c$. This observation clearly indicates that the origin of the Nernst signal observed above $T_c$ is fundamentally distinct as compared to below $T_c$. Below $T_c$, the Nernst signal is generated by long-lived vortices of the vortex liquid. On the other hand, above $T_c$, it is generated by fluctuating Cooper pairs.

Fluctuating Cooper pairs correspond to spatial and temporal fluctuations of the SOP, $\Psi(x, t)$, and are described by the Ginzburg–Landau theory [54]. The typical size of these superconducting fluctuations is set by the correlation length, $\xi$. It sets the characteristic length on which the correlation function $<\psi(x_0)\psi(x_0 - x)>$ decreases to zero. Upon cooling, this correlation length increases and diverges at the approach of the superconducting transition following $\xi = \xi_0 e^{-1/2}$ where $\xi_0 = \ln(T/T_c)$. At the microscopic level, these fluctuations correspond to short-lived Cooper pairs whose lifetime is controlled by their decay into free electrons:

$$\tau = \frac{\pi h}{8k_B T_c}$$

(31)

These fluctuations give rise to the phenomena of paraconductivity [66] and fluctuating diamagnetism [67]. Normal quasi-particles contribute significantly to conductivity and magnetic susceptibility. Therefore, the sensitivity of these probes to superconducting fluctuations is limited to a narrow region close to the superconducting transition [68]. This is to be contrasted with the Nernst experiments. In amorphous superconducting films, the short elastic mean free path of a few angstroms, drastically weakens the contribution of free electrons to the Nernst response, which becomes orders of magnitude lower than the signal due to superconducting fluctuations. This is why the Nernst signal generated by short-lived Cooper pairs can be detected up to very high temperatures ($30 \times T_c$) and high magnetic field ($4 \times B_{c2}$), deep inside the normal state [59, 60]. Furthermore, because of this weak contribution of normal quasi-particle excitations, a direct and unambiguous comparison of the data with theory becomes possible.

Treating the fluctuations of the SOP in the Gaussian approximation, Ussishkin et al [17] obtained a simple analytical formula, valid close to $T_c$ and restricted to the zero-magnetic field limit:

$$\frac{\alpha_{xy}^{SC}}{B} = \frac{1}{6\pi} \frac{k_B e^2}{\hbar^2} \xi^2$$

(32)

$$\frac{\alpha_{xy}^{SC}}{B}$$

According to equation (32), the coefficient $\alpha_{xy}^{SC}/B$ is independent of magnetic field. Figure 8 shows its measured value for Nb$_{0.15}$Si$_{0.85}$ and Eu-LSCO, where it can indeed be seen that this is independent of magnetic field at low magnetic field.

From those plots, the value of $\alpha_{xy}^{SC}/B$ in the zero magnetic field limit ($B = 0$) is extracted and compared to what is expected according to equation (32). As shown in figure 8, a quantitative agreement with the theoretical prediction is found close to $T_c$. At high temperature, the data deviate from the theoretical expression, which is valid only close to $T_c$. Further theoretical works have extended the calculations to higher temperature and magnetic field[62–64] and have been found to be in quantitative agreement with those data as well, as shown in figure 9.
From this analysis in the zero magnetic field limit, one understands that the amplitude of the Nernst coefficient is set by a single characteristic length, the size of superconducting fluctuations \[\xi\]. In the zero-field limit, this size is set by the correlation length, \(\xi\). In the high field limit, the size of superconducting fluctuations is set by the magnetic length, \(\ell_{\text{mag}} = \ell_0 \sqrt{\frac{eB}{2\mu_B}}\); note that \(e\) of quasi-particles is replaced with \(2e\) of Cooper pairs. This happens when this length becomes shorter than the zero-field correlation length.

The field-induced shrinking of superconducting fluctuations is well-known thanks to studies of fluctuating diamagnetism in both low-temperature superconductors [67] and high-\(T_c\) cuprates [69]. In the low field limit, the magnetic susceptibility should be independent of the magnetic field. This is the so-called Schmidt limit [70]. Experimentally, the magnetic susceptibility is observed to decrease with magnetic field, following Prange’s formula [71], an exact result within the Ginzburg–Landau formalism. At high magnetic field, the superconducting fluctuations are described as evanescent.

**Figure 7.** Nernst signal in Nb\(_{0.15}\)Si\(_{0.85}\) measured below (a) and above (b) \(T_c\). (c) Nernst signal in Eu-LSCO measured above \(T_c\). (d) Nernst signal in PCCO measured above \(T_c\). Maxima at \(B^*\) are indicated by arrows. Below \(T_c\), \(B^*\) increases with decreasing temperature. Above \(T_c\), the temperature dependence of \(B^*\) is reverted, it increases with increasing temperature. (c) The field scale \(B^*\) as a function of temperature for Nb\(_{0.15}\)Si\(_{0.85}\). \(B^*\) vanishes at \(T_c\). Below \(T_c\), this is the field at which the vortex Nernst signal peaks. Above \(T_c\), it represents the ‘ghost critical field’ (GCF). (f) \(B^*\) as a function of reduced temperature in Eu-LSCO [65]. (g) The field scale \(B^*\) as a function of temperature in PCCO [58]. In all three systems, the GCF follows \(B^* = \frac{\Phi_0}{2\pi\xi^2}\).
Cooper pairs arising from free electrons with quantized cyclotron orbits [68].

As a consequence of this phenomenon, at a given temperature above \( T_c \), when the magnetic field exceeds \( B > B^* \), the Nernst coefficient is independent of magnetic field with a magnitude set by the temperature-dependent correlation length. At high magnetic field (\( B > B^* \)), the Nernst coefficient becomes independent of temperature with a magnitude determined by the magnetic length. \( \frac{\phi_0}{B} = \xi_{\text{GL}}(0) \) in the zero-field limit extracted from the measured Nernst coefficient and conductivity in Nb0.15Si0.85 (c) and Eu-LSCO (d). The magnitude of this coefficient is close to \( T_c \) and can be perfectly described by equation (32) with the correlation length as the only variable parameter.

Recently, Kavokin and Varlamov [73] argued that far above \( T_c \), the temperature dependence of \( B^* \) is expected to be more complicated than assumed. It remains an experimental fact that the field at which the Nernst effect peaks above \( T_c \) mirrors, within a good precision, the evolution of \( H_{c2} \) below \( T_c \).

Figure 8. Nernst coefficient, \( \nu \), as a function of magnetic field in Nb0.15Si0.85 (a) and Eu-LSCO (b), measured at temperatures exceeding \( T_c \). The two systems display a similar behavior. At low magnetic field (\( B < B^* \)), the Nernst coefficient is independent of magnetic field with a magnitude set by the temperature-dependent correlation length. At high magnetic field (\( B > B^* \)), the Nernst coefficient becomes independent of temperature with a magnitude determined by the magnetic length. \( \frac{\phi_0}{B} = \xi_{\text{GL}}(0) \) in the zero-field limit extracted from the measured Nernst coefficient and conductivity in Nb0.15Si0.85 (c) and Eu-LSCO (d). The magnitude of this coefficient is close to \( T_c \) and can be perfectly described by equation (32) with the correlation length as the only variable parameter.
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Figure 9. Temperature dependence of $\alpha_{B}^{xy}$ for Nb$_{0.15}$Si$_{0.85}$ compared with a theory by Serbyn et al [62] (a) and with the theory by Michaeli et al [63, 64] (b). These theories describe the experimental data well above $T_c$. Magnetic field dependence of $\alpha_{B}^{xy}$ for Nb$_{0.15}$Si$_{0.85}$ (c) and Eu-LSCO (d) compared with the theory by Michaeli et al [63, 64]. This theory successfully describes the experimental data even at high magnetic field and reproduces the maximum observed at $B^*$. 

Figure 10. (a) Color map (in logarithmic scale) of the Nernst coefficient as a function of the magnetic length $\ell_B$ and correlation length $\xi$ for Nb$_{0.15}$Si$_{0.85}$. One can see that the Nernst coefficient is symmetric with respect to the diagonal, $\ell_B = \xi$. (b) Log–log plot of $\alpha_{B}^{xy}$ as a function of magnetic field for different temperatures in the range 0.2 K < $T$ < 3.2 K. The function $F(\xi) = [\alpha_{xy}/B](\xi)$ is extracted from the temperature dependence of the Nernst coefficient in the zero-field limit. Plotting this curve as a function of magnetic field, using $\ell_B$ as the argument, gives the red curve shown. One can see that this curve describes properly the Nernst coefficient as a function of magnetic field measured at the critical temperature. Indeed, since the correlation length $\xi$ becomes infinite at the critical temperature, the size of superconducting fluctuations is set by the magnetic length at any magnetic field.
For Eu-LSCO and PCCO, $B^*$ deviates from this relation when $\varepsilon < 0.5$ and remains finite as $\varepsilon \to 0$. This has been attributed to the divergence of the paraconductivity in the limit $\varepsilon \to 0$ [58, 65]. In this limit, the Nernst signal $N(\varepsilon) = \alpha_0(\varepsilon)\sigma(\varepsilon)$ is the ratio of two diverging quantities. Therefore, a saturation of $N(\varepsilon)$ at low $\varepsilon$ is not surprising.

- At high magnetic field, $B > B^*(T)$, the Nernst data collapse on to a weakly temperature-dependent curve. Indeed, when $\ell_B < \xi$, the size of superconducting fluctuations is set by the magnetic length, which is obviously independent of temperature (see figure 8).

- As shown in figure 10, when one substitutes temperature and magnetic field with their associated length scales, the zero-field superconducting correlation length, $\xi(T)$ and the magnetic length, $\ell_B(B)$, the Nernst coefficient for Nb0.15Si0.85, becomes symmetric with respect to the diagonal $\xi(T) = \ell_B$. This shows that the Nernst coefficient depends only on the size of superconducting fluctuations, no matter what sets it, the magnetic length or the correlation length.

- Knowledge of the temperature dependence of the Nernst coefficient in the limit of zero magnetic field is sufficient to describe the evolution of the Nernst coefficient with the amplitude of the magnetic field at $T = T_c$. Indeed, at $T = T_c$, the correlation length diverges and therefore for any amplitude of the magnetic field $\ell_B < \xi$, the Nernst coefficient as a function of the correlation length (obtained from its temperature dependence in the zero-field limit), we can deduce its field dependence using the magnetic length (see figure 10).

### 7. Review of experiments III: mobile vortices

Below its critical temperature, a superconductor does not let the magnetic field penetrate except for a thin layer called the penetration depth. This Meissner state is eventually destroyed by a sufficiently strong magnetic field. In most superconductors (called type II for historical reasons), there is an intermediate phase between the Meissner state and the normal phase. This is the so-called mixed phase, emerging above a critical threshold, known as the first critical field ($H_{c1}$). The magnetic field then enters the system as a set of tiny filaments called superconducting vortices. They have a normal core, which extends over the superconducting coherence length, and a periphery of whirling Cooper pairs, extending over the penetration depth, two material-dependent length scales. Because of the latter, each vortex carries a quantum of magnetic flux. As a consequence of the former, it is a reservoir of entropy. The combination of these two properties make vortices a potential source of a Nernst signal.

One can apply a force on vortices either by injecting an electric current or by imposing a thermal gradient. In the first case, the force is due to the Lorentz force between a moving electric charge and a magnetic field. In the second case, it is because the normal core of a vortex has more entropy than the superconducting background, and the second law of thermodynamics will push it from hot to cold. Vortex movement generates an electric field as one would expect for a moving magnetic flux. In contrast to the electric field generated by the flow of normal quasi-particles, the electric field caused by the vortex movement is caused by the condensate itself, not an external perturbation, and is not cancelled by Cooper pairs.

Thus, when superconducting vortices are mobile, one expects that a longitudinal thermal gradient generates a transverse electric field, in other words, a finite Nernst signal. The Bridgman relation between Nernst and Ettingshausen coefficients implies that there should also be a finite Ettingshausen effect. This happens because injecting charge current can lead to vortex movement as a consequence of Lorentz force. Such mobile vortices carry their entropy and generate a thermal gradient along their trajectory perpendicular to the current density vector. This produces an Ettingshausen signal. Early experiments, performed on magneto-thermoelectricity of type II superconductors in their mixed state, detected both Nernst [74, 75] and Ettingshausen [76] effects (see [77] for a review).

The discovery of high-temperature superconductors in 1986 opened a new era in the study of vortex dynamics. In these superconductors, vortices are mobile in an extended...
The temperature dependence of the amplitude of the Nernst signal arising from the thermally-induced motion of superconducting vortices in FeTe$_{0.6}$Se$_{0.4}$ [81]. The data reported is shown in figure 11. A new family of high-temperature superconductors with iron in their composition were discovered in 2008. As far as we know, there are only two published studies on the temperature dependence of the Nernst coefficient in this family [81, 82].

One of these two has clearly detected the Nernst signal arising from the thermally-induced motion of vortices followed (see [79] for a review). A typical set of data on vortex Nernst signals in cuprates is shown in figure 11.

A new family of high-temperature superconductors with iron in their composition were discovered in 2008. As far as we know, there are only two published studies on the temperature dependence of the Nernst coefficient in this family [81, 82].

One of these two has clearly detected the Nernst signal arising from the thermally-induced motion of superconducting vortices in FeTe$_{0.6}$Se$_{0.4}$ [81]. The data reported is shown in figure 12. As seen in the figure, very much like in the case of cuprates, a sizeable Nernst signal emerges when the resistive transition broadens as a consequence of vortex movement.

According to equation (33), one can combine the resistivity and Nernst data to extract the transport entropy associated with each vortex. This quantity, which we call here $S_{\text{vort}}$ is simply:

$$S_{\text{vort}} = \frac{\phi_0 N}{\rho}$$ (33)

Here $\phi_0 = 2 \times 10^{-15}$ Wb is the magnetic flux of each vortex, $N = \frac{E}{kT}$ is the Nernst signal and $\rho$ the resistivity. In three dimensions, $S_{\text{vort}}$ would be equal to the entropy of each vortex per unit length along its axis. Huebener and collaborators have used this procedure to quantify it in two cuprate superconductors, reporting $6.5 \times 10^{-15}$ J K$^{-1}$ m$^{-1}$ in YBa$_2$Cu$_3$O$_{7-\delta}$ and $3.7 \times 10^{-15}$ J K$^{-1}$ m$^{-1}$ in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ in samples near their optimal doping levels [79]. Such a quantitative analysis is yet to be done in other families of superconductors.

8. Review of experiments IV: quantum oscillations in strong magnetic fields

Magnetic field truncates a three-dimensional Fermi surface to concentric Landau tubes. Electronic orbits become quantized in the plane perpendicular to the magnetic field. Each Landau tube is a one-dimensional Fermi sea of degenerate states. As the magnetic field is swept, the Landau tubes grow in diameter and exit the Fermi surface one after the other. This leads to quantum oscillations of various measurable physical properties of the system. Oscillations in the field dependence of resistivity and magnetization are called Shubnikov-de Haas (SdH) and de Haas-van Alphen (dHvA) effects, after their discoverers. The period of these oscillations is proportional to the extremal section of the Fermi surface perpendicular to the magnetic field. They are detectable only if the temperature and disorder do not smear quantization. This means that the experiment is to be done at a low enough temperature (to ensure $\hbar \omega_c > k_B T$) and high enough magnetic field (to satisfy $\omega_c / \tau > 1$). The temperature dependence of the amplitude of oscillations quantifies the ratio of cyclotron to thermal energies and, therefore, yields the magnitude of the cyclotron mass [83].

In a two-dimensional electron gas, the oscillations of the Hall response become quantized in $\hbar e^2$, leading to the quantum Hall effect. The fundamental reason behind the crucial role of dimensionality resides in the fact that two-dimensional electrons have no kinetic energy along the orientation of magnetic field. Each time the Fermi level lies between two Landau levels, the system is an insulator with no mobile carriers except at its edges.

To reach the quantum Hall regime, one needs to attain a magnetic field strong enough to confine all carriers to the few remaining lowest Landau levels. What happens to a three-dimensional system in a similar situation is much less explored. For this to happen, the cyclotron energy, $\hbar \omega_c$, is to become comparable to the Fermi energy, $eF$. This so-called quantum limit is attained when the Fermi wavelength of electrons becomes comparable to the magnetic length. For ordinary bulk metals, say copper, the magnetic field necessary to attain this so-called quantum limit is several thousands of tesla, well beyond the limits of current technology. A field of $10^3$ T corresponds to a magnetic length of $\lambda_B = (\hbar/eB)^{1/2} \sim 8$ nm, an order of magnitude longer than the typical interatomic distance in solids. With a magnetic field of such amplitude, one can reach the quantum limit in metals with a very dilute concentration of mobile electrons (see table 2). This is the case of stoichiometric semi-metals such as bismuth and graphite or doped metallic semiconductors. In bismuth, the carrier...
Thermoelectric coefficients in the quantum Hall regime have electric response were performed (see [92] for a review)."
sandwiching a vanishing signal. This is in qualitative agreement with the theoretical expectations [102]. The Nernst response is expected to vanish twice, at the center of a Hall plateau and at the passage from one plateau to the next. In both cases, the Hall mobility presents an extremum as a function of chemical potential. Nernst quantum oscillations in graphite, on the other hand, present a very different profile. In this case, each oscillation has an asymmetric sharp peak (see figure 14). This empirical observation suggested a qualitative change in the transverse thermoelectric response in the passage from 2D to 3D [21].

In a theoretical work devoted to the field dependence of $\alpha_{xy}$ (dubbed ‘dissipationless Nernst effect’), Bergman and...
Oganesyan [101] derived the following expression for two dimensions:

$$\alpha_{xy}^{2D} = \frac{e k_B}{h} \sum_{n=0}^{n_{max}} \left[ f_n \ln f_n + (1 - f_n) \ln(1 - f_n) \right]$$ (34)

Here, \( f_n \) is the Fermi distribution of electrons belonging to the Landau level indexed \( n \). The field dependence of \( \alpha_{xy}^{2D} \) consists of sign-changing oscillations with an amplitude set by the quantum of thermoelectric conductance. In three dimensions, they found another expression:

$$\alpha_{xy}^{3D} = -\frac{e k_B}{h} \sum_{n=0}^{n_{max}} \frac{k_B T}{h \nu_{F,n}}$$ (35)

In this equation, \( \nu_{F,n} \) is the Fermi velocity of the \( n \)-th Landau tube. According to the latter equation, the three-dimensional \( \alpha_{xy} \) should present asymmetric sharp peaks at each evacuation of a Landau level, leading to a drastic decrease in \( \nu_{F,n} \). This theoretical prediction was in agreement with the experimental observation of the field-dependence of the Nernst coefficient \( \nu \) [21]. When the magnetoresistance is field-linear, \( \nu \) is simply proportional to \( \alpha_{xy} \). Moreover, the experiment resolved temperature-independent crossing points [85], reminiscent of those predicted by theory [101] (see figure 14).

Later studies on other three-dimensional solids brought more information and additional complications. Giant oscillations of the Nernst coefficient were indeed observed in doped semiconductors such as Bi2Se3 [26] and SrTiO3−δ [27]. However, as one can see in figure 16, these oscillations do not consist of asymmetric peaks. As in the case of the dHvA and SdH effect, the temperature dependence of oscillations could be used to extract the effective mass of carriers using the Lifshitz–Kosevich formalism. Thus, as far as the experiment can determine, there is a clear qualitative difference between the profile of quantum oscillations of the Nernst coefficient in compensated semi-metals such as bismuth and graphite and in doped semiconductors.

To explain this difference, two distinct possibilities can be envisaged. First, in compensated metals, the Hall resistivity remains much smaller than longitudinal resistivity. Therefore, since magnetoresistance is field-linear, \( \nu \) remains within a good approximation proportional to \( \alpha_{xy} \). This is not the case for uncompensated systems in which the field dependence of \( \alpha_{xy} \) and \( \nu \) could be very different. The expected singularities in \( \alpha_{xy} \) may not be directly visible in uncompensated dilute metals. Another explanation may reside in the fact that the carrier concentration in compensated semi-metals does not remain constant in the vicinity of the quantum limit. A quantitative explanation of the sharp Landau peaks seen in the magnetoresistive spectra of bismuth [107] invokes this field-induced variation in carrier concentration, which is absent in uncompensated doped semiconductors. It may be that the additional carriers brought to the system to preserve charge neutrality play a role in generating the sharp Nernst peaks each time the height of a Landau tube [108] is reduced to zero. Future investigations and, in particular, a direct comparison of the profile of \( \alpha_{xy} \) (and not \( \nu \)) in different dilute metals would be instructive.

In spite of the absence of a quantitative understanding of the Nernst response in the vicinity of the quantum limit in different bulk metals, the sensitivity of the Nernst effect makes it a very useful probe of the Landau spectrum. In the case of bismuth, angle-resolved Nernst experiments have mapped the complex Landau spectrum for the whole solid angle up to 28 T. This complex spectrum has been found to be in satisfactory agreement with theoretical calculations, pinning down the band parameters of bismuth with a high precision [109, 110]. Moreover, the angle-resolved study led to the identification of the origin of the unexpected Nernst peaks observed in an initial experiment [111]. These peaks were due to presence of minority domains in a twinned bismuth crystal. This was revealed by comparing their evolution with rotation against those expected by theory [110] for a crystal rotated by 108 degrees, the angle imposed by twinning in bismuth [112].

9. Other Nernst experiments

9.1. The puzzling Nernst coefficient of URu2Si2

A very recent report on the Nernst coefficient in this heavy-fermion system points to a puzzle, which has yet to be figured out [114]. URu2Si2 is host to a phase transition occurring...
at 18 K and leading to the emergence of the so-called hidden order [113]. In 2004, it was reported that the entry to the hidden order is accompanied by a sudden enhancement in the Nernst response [115]. This can be understood by taking into account the sudden decrease in the carrier concentration and the drastic increase in the carrier mobility in the hidden order. Both of them contribute to amplify the Nernst coefficient [7]. One can destroy the hidden order by the application of a strong magnetic field. This destruction is concomitant with the suppression of the large Nernst response [116].

These experiments were performed in samples with an RRR of the order of 30 (or a residual resistivity of about 10 m\(\Omega\)cm). Yamashita et al. recently studied new generation samples of URu$_2$Si$_2$ which were much cleaner (their RRR was 620 and 1080). They found that in these samples, the enhancement of the Nernst coefficient triggered by the 18 K phase transition is even more pronounced [114] compared to the older generation [115] (see figure 17). The low-temperature mobility is much higher in these new-generation crystals and qualitatively, the enhancement of the Nernst coefficient with carrier mobility conforms to equation (29). However, Yamashita et al. also observed another enhancement of the Nernst coefficient at 10 \(\mu\) cm (i.e. above the superconducting transition temperature \(T_c \simeq 5 K\)). This second enhancement was absent in the data on dirtier crystals [115]. They attributed this to superconducting fluctuations [114] and, noticing that the magnitude of the observed signal is much larger than that expected for Gaussian fluctuations, speculated about an exotic source of superconducting fluctuations. What is currently known about various sources of a Nernst signal inspires us to make a few comments. First of all, one is inclined to compare URu$_2$Si$_2$ with other superconductors, in which one has detected both vortex (below \(T_c\)) and fluctuating (above \(T_c\)) contributions to the Nernst response. In all of them, the fluctuating signal in the normal state is a high-temperature tail of the vortex signal. In the case of URu$_2$Si$_2$, on the other hand, no vortex Nernst signal has been clearly resolved. The contrast is visible by comparing the inset of figure 17 with figures 11 and 12. If superconductivity generates the large Nernst signal detected above \(T_c\), then one would have expected a much larger Nernst signal below \(T_c\). This is not the case. Note that experiment has detected a first-order transition identified as the melting transition of the vortex lattice [117]. Therefore, the temperature range for the expected emergence of the vortex Nernst signal is known. Since there is no enhanced Nernst signal in this range, any Nernst signal by mobile vortices should be be much lower in amplitude than the signal observed by experiment above \(T_c\).

Alternatively, to check a possible quasi-particle origin of the observed signal, it is instructive to compare the main panel of figure 17 with the case of bismuth (see figure 4). The Nernst coefficient, even in the clearest URu$_2$Si$_2$, remains well below what has been observed in the dirtiest bismuth. Moreover, in both cases, the enhancement of RRR leads to an amplification of the Nernst coefficient.

In section 3, we argued the magnitude of \(\alpha_T\), for a given type of carrier is set by the ratio of entropy they transport to the magnetic flux they carry. Thus, quasi-particles with a long mean free path and a long Fermi wavelength can generate a large \(\alpha_T\), far exceeding what can be produced by either vortices or short-lived Cooper pairs. The \(\alpha_T\) in URu$_2$Si$_2$ peaking to 23 AK\(^{-1}\) cm\(^{-1}\) (at \(T \approx 1.65 K\) and \(B \approx 1 T\)) [114] is indeed ‘colossal’ compared to the highest value seen in a superconductor such as optimally-doped YBa$_2$Cu$_3$O$_{7-\delta}$, where \(\alpha_T\) peaks to 0.08 AK\(^{-1}\) cm\(^{-1}\) (at \(T \approx 80 K\) and \(B \approx 12 T\) [80]), but remains smaller than what has been seen in a bismuth crystal even at RRR as low as 65 (\(\alpha_T \sim 120 AK^{-1} cm^{-1}\) at \(T \sim 1 K\) and \(B \approx 0.1T\) [41]).

These comparisons suggest that superconducting fluctuations are an unlikely source of a Nernst signal as large the one observed in the normal state of URu$_2$Si$_2$. On the other hand, a scenario invoking quasi-particles needs to explain what happens at \(T^*\) to the Fermi surface (or more likely to one of its components) in order to produce the enhanced Nernst signal. There is no satisfactory answer to this question. However, a similar mystery exists in the case of PrFe$_2$P$_2$ [118]. In this system, ordering at 6 K leads to an enhancement of the Nernst response. At 2 K, well below the ordering temperature, a second jump occurs in the Nernst coefficient, which becomes as large as 60 \(\mu\) VK\(^{-1}\) (comparable to the peak value in URu$_2$Si$_2$ with RRR = 620). In non-superconducting PrFe$_2$P$_2$, this is undoubtedly caused by a sudden jump in quasi-particle mobility, suggesting that such a scenario cannot be ruled out in the case of URu$_2$Si$_2$.

![Figure 17. Main panel: the temperature dependence of the Nernst coefficient, \(\nu\), at 1 T in crystals of URu$_2$Si$_2$ with different RRR [114]. Anomalous large Nernst signal and thermomagnetic figure of merit. Inset: the temperature dependence of \(\nu\), (left scale) and resistivity (right scale) measured at 1 T near the superconducting transition. The Nernst signal in the normal state is far larger than that measured in the vortex liquid state. Reproduced with permission from [114]; copyright 2014 Nature Publishing Group.](https://example.com/image)
9.2. Anomalous Nernst effect and the Berry phase

Let us briefly mention anomalous Nernst effect (ANE), which has attracted significant attention in the past few years. This refers to the thermoelectric counterpart of the anomalous Hall effect (AHE). In ferromagnetic solids, there is a spontaneous Hall current on top of the normal Hall effect. Recent work has shown that this can be traced back to the presence of an anomalous velocity intimately linked with Berry-phase curvatures (see Nagaosa et al [119] for a review).

Following its introduction by Berry in 1984 [120], the idea that tuning the geometric phase of a quantum state can lead to experimentally observable physical phenomena has deeply influenced the understanding of diverse phenomena in condensed-matter physics [121]. In the case of Bloch waves in crystals, the Berry curvature modifies the group velocity by introducing an anomalous term [122]:

\[ \dot{r} = \frac{1}{\hbar} \frac{\partial \epsilon_n(k)}{\partial k} + \frac{e}{\hbar} \mathbf{E} \times \Omega_n(k) \]  

(36)

In the absence of the second term on the right-hand side of this equation, the group velocity, \( \dot{r} \) is set by the energy dispersion, \( \epsilon_n(k) \) of a band indexed \( n \). Various transport properties of electrons in a crystal would be affected by the presence of a finite \( \Omega_n(k) \). The latter is called Berry curvature. It can be defined for the Bloch wave function of a band indexed \( n \):

\[ \Psi_{kn}(r) = \exp(ikr)u_{kn}(r) \]  

(37)

in the following way [123]:

\[ \Omega_n(k) = \int u_{kn}^*(r) \nabla_k u_{kn}(r) \]  

(38)

When the \( \Omega_n(k) \) field is such that its integral along a closed orbit remains finite, one speaks of a non-trivial Berry phase. This is a generalization of the physics of the Aharonov-Bohm effect to a situation in which the phase difference is not produced by a real magnetic field, but by an effective magnetic field described by the Berry curvature.

In a theoretical study of ANE, Xiao and colleagues [122] argued that in spite of the fact that the force produced by a thermal gradient is statistical and therefore intrinsically macroscopic (in contrast to the one generated by an electric field), a finite Berry curvature generates an anomalous transverse thermoelectric response, \( \alpha_{xy}^A \). They found that the magnitude of the latter is linked to the anomalous Hall effect, \( \sigma_{xy}^A \):

\[ \alpha_{xy}^A = \frac{2 \pi^2 k_B T}{3 e} \left( \frac{\partial \sigma_{xy}^A}{\partial \epsilon} \right)_{\epsilon = \epsilon_F} \]  

(39)

This is the Mott formula, the same one which links the normal versions of the two effects in the purely orbital case. A number of experimental studies have been devoted to the ANE in ferromagnetic solids [124–126]. In two systems, the ferromagnetic semiconductor, Ga\(_1\)Mn\(_x\)As [125] and half-metallic magnetite (Fe\(_3\)O\(_4\)) [126], the measured values of ANE and AHE were reported to be in agreement with the Mott formula.

One expects to see in the near future many other Nernst experiments probing electronic states with non-trivial topology.

10. Concluding remarks

Contrary to what one can still read here and there in scientific literature, the Nernst effect is not negligibly small in Fermi liquids. Quasi-particles generate a Nernst signal which can vary by many orders of magnitude in different Fermi liquids. The largest known Nernst coefficients are recorded in dilute metals hosting extremely mobile electrons. On the other hand, when the quasi-particle contribution is tuned to zero in the normal state of a dirty superconductor, one can resolve a sizeable Nernst signal coming from fluctuating Cooper pairs. Mobile superconducting vortices are another well-established source of a Nernst signal below the critical temperature. Finally, there are indications that squeezing a Landau tube generates Nernst peaks, which become visible in the vicinity of the quantum limit.
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