Generalized Formulation of Linear Nonquadratic Weighted Optimal Error Shaping Guidance Laws
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This study presents a novel extension to the theory of optimal guidance laws represented by the non-traditional class of performance indices; non-quadratic-type signal $\mathcal{L}_p$-norm for the input weighted by an arbitrary positive function. Various missile guidance problems are generally formulated into a scalar terminal control problem based on the understanding of the predictor-corrector nature. Then, a new approach to derive the optimal feedback law minimising the non-quadratic performance index is proposed by utilising the Hölderian inequality. The proposed extension allows a more general family of formulations for the design of closed-form feedback solutions to various guidance problems to be treated in a unified framework. The equivalence between the proposed approach and other design methodologies is investigated. In general, the type of input norm mainly determines the variability of input during the engagement while trading off against the rate of error convergence. The analytic solution derived in this study is verified by comparison with the solution from numerical optimisation, and the effect of the exponent $p$ in the performance index on trajectory and command is demonstrated by numerical simulations.

I. Introduction

Linear Quadratic (LQ) optimal control theory has been the main design methodology for devising missile guidance laws with the needs of shaping the flight trajectory and/or command history in regard to various aspects of the guidance problems. Applications of LQ optimal control theory to missile guidance problems have attracted a substantial amount of previous research efforts in many different directions, such as consideration of terminal constraints [1–6], modulation of trajectory [7–10], integration of guidance and control [11–13], etc. The wide use of the LQ design method is by
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Decades of research on minimum-effort guidance laws have mostly considered performance indices involving the integral square of the lateral acceleration as the measure of cumulative effort. Lateral acceleration arises very naturally as the control input to the system dynamics in various guidance problems because it has a direct relation with the heading rate of the vehicle. As it has been widely known, the physical rationale justifying the choice of a pure quadratic-type performance index is that it leads to the solution minimising loss of speed due to the induced drag since the specific drag depends on lateral manoeuvres according to the quadratic relation.

Nonetheless, the main reason why quadratic norms have been chosen in the design of optimal guidance laws is really mathematical tractability. The same also applies to the reason why the optimality of guidance laws is understood based on LQ inverse optimal control theory. The classical LQ regulator minimises a quadratic cost subject to linear dynamics with no inequality constraints posed on the state and input variables. Simple analytical solutions are in general known to be no longer available for the problem formulations outside this specific family of optimal control problems.

While most of the trajectory/command shaping guidance laws proposed so far have been based on LQ regulator, the choice of a quadratic-type performance index is not always physically meaningful. The use of quadratic costs might lose its physical meaning when the variable chosen as the input is not the lateral acceleration, when a weighting function on the input is imposed for the purpose of intentional trajectory shaping, or when the costs are the weighted sum of variables in different physical dimensions. The choice of quadratic forms is hardly justified in situations where the vehicle does not undergo drag induced by lateral manoeuvres as in the case of an exoatmospheric interceptor. Also, the $L_2$-norm of input is often referred to as the control energy, but it is not really in the dimension of actual mechanical energy dissipated.

As a matter of fact, a guidance law needs not necessarily be optimal with respect to some metric for precise interception of the target, which is the objective of the foremost priority. Missile guidance problems are usually characterised as the fixed final-state finite-horizon regulation problems with a particular concern on the achieved accuracy of the desired terminal constraints. In this respect, the predictiveness, i.e., predictability of the error in terminal constraints satisfaction, has a higher priority than the optimality. It is widely understood as a consequence that the methodologies for guidance law design basically take the form of predictor-corrector schemes in which the correction input nullifies the predicted final errors. Optimality with respect to a measure can be regarded as an additional benefit.
which is desirable for making the best use of airframe hardware performance limits. The basis for frequent use of
optimal control theory in the design of guidance laws also resides in the general understanding that an optimal control is
in its essence a predictive control. This is because the solution of a two-point boundary value problem encountered in
optimal control design inherently involves the integration of a state equation forward in time.

In these regards, accepting that the optimal control theory is useful in missile guidance, the cost functionals for
quantifying the steering effort do not need to be confined only to the weighted quadratic forms. This observation
motivates a possible new direction to be addressed in the studies henceforth.

The optimal control of linear system minimising a non-quadratic cost functional has mainly remained as the subject
of pure control-theoretical studies and has seldom resulted in practically useful analytical solutions [18–27]. It is
desirable to obtain the optimal control law in closed-form in order to take the benefit of feedback and avoid an iterative
approach to the two-point boundary value problem. References [18, 19] presented solutions to the infinite-horizon
minimisation of performance indices containing the sum of positive homogeneous multinomial forms of even degrees
in the states and that in the error between states and a given reference, respectively. The efforts for infinite-horizon
optimal control with a non-quadratic performance index was reviewed in [20]. In [23], a finite-horizon optimal control
problem for a linear time-variant system was discussed under the assumption of convexity of non-quadratic time-variant
criteria. However, the formulations in [18–20, 23] considered non-quadratic forms for the states while allowing only
forms quadratic with respect to the input, the choice which significantly simplifies the derivation of the optimal control
law in closed-form. Also, the infinite-horizon minimisation is not of interest in missile guidance. In [21], the design of
optimal control for a linear system when the performance index is a convex functional containing strictly convex but
not necessarily quadratic function of input was briefly discussed. It was shown that the optimal control law has the
form of nonlinear state feedback. However, the result obtained is not a closed-form solution. The focus of [22, 26] was
in the approximation of optimal infinite-horizon feedback by receding horizon implementations for the problem with
linear dynamics and a non-quadratic cost and in the investigation into the relevant performance bound. Computational
dynamic programming recursions to solve finite-horizon problems were presented; that is, no feedback law is provided
in closed-form. In [25], the open-loop synthesis problem of the optimal control was addressed for a one-dimensional
linear system with a cost functional which is non-quadratic with respect to input and convex with respect to the final state.
However, the control law presented in [25] is not in the practically useful closed-loop form. The study of [27] dealt with
a linear convex regulator, but again from the theoretical perspective without presenting a closed-form solution.

Previous efforts made in relation to missile guidance scarcely dealt with minimisation of a non-quadratic performance
index. The study of [28] is a relevant work on optimal missile guidance that addressed minimisation of a $\mathcal{L}_q$-norm
allowing $q$ other than 2. It tries to understand the choice of $q$ as the trade-off between minimisation of control energy
and minimisation of maximal manoeuvres. However, the analytical solutions are derived only for limited cases of $q$;
even numbers.
The primary purpose of this study is to allow a class of non-quadratic-type cost in problem formulations for the design and analysis of closed-form guidance laws, in an effort to extend the domain of feasible performance index choices and also to overcome the limitations of current theory. To this end, this study proposes a new approach exploiting the Hölder’s inequality. The problem formulation considered herein is for the general enough case in which the specific guidance objective of a given mission is represented by the convergence of an appropriate scalar error variable to zero in finite time. In strict mathematical terms, this study generalises and extends linear optimal guidance laws to the minimisers of $L_p$-space input norm for $p \in (1, \infty)$ with arbitrary positive weighting function subject to a real scalar state dynamics and fixed zero final state constraint. As the final result, this study presents a generalised framework for the design of optimal guidance laws with the shaping of error and/or command behaviours through various choices of the input signal norm type and the weighting function.

The original development of this study has its meanings in several respects. From the theoretical point of view, this study mainly contributes to the existing literature by substantially extending the class of problems addressable with analytical design. The extension intended in this study leads to the design of new optimal guidance laws and also provides new understandings of the optimality properties of existing guidance laws. From a practical standpoint, the main contributions of this study are threefold. Firstly, the proposed framework allows the exponent $p$ in the performance index given by a weighted $L_p$-norm of input as an additional design parameter for adjusting the uniformity of total steering effort distribution over time, or in other terms, command variability. The choice of the order of input norm yields another degree-of-freedom which complements the existing approach of shaping the trajectory/command pattern by different choices of the weighting function in the performance index. Secondly, the optimality of the pure proportional navigation guidance law is interpreted with respect to a more general non-quadratic norm. The last is the further generalisation of previous studies on the LQ optimal guidance laws such as those presented in [29, 30]. This study provides a more general and unifying description on the optimal error shaping guidance laws in that the proposed framework encompasses the existing generalised frameworks of LQ optimal guidance laws, e.g., [30] and the references therein, as particular cases obtainable by setting the exponent of the input norm to 2.

The remainder of this paper is organised as follows: Section II describes a terminal control problem as the formulation identically applicable to various guidance problems from an overviewing perspective and also presents a comprehensive review of existing design methodologies to solve that finite-horizon regulation problem. Section III details a new generalised framework proposed for the design of optimal guidance laws considering a weighted non-quadratic performance index. The properties of the proposed framework and its relation to other design methodologies are discussed in Sec. III along with illustrative examples that show how the proposed framework is connected to the previous studies on optimal error shaping guidance laws. In Sec. IV, numerical simulations are performed to verify the correctness of the theoretical findings of this study and also to demonstrate the effect of the non-quadratic order of input norm on the resulting command and trajectory. Section V summarizes concluding remarks of this study.
II. Problem Formulation and Design Methodologies

In this section, first, the kinematic equations for planar engagement and related variables are briefly summarised in Sec. II.A to facilitate the illustration of the proposed concept with examples in the latter part of this study. In Sec. II.B, a terminal control problem is formulated as a common form of finite-horizon regulator design problem observed in the design of guidance laws. In addition, existing design methodologies that are widely adopted to solve the given finite-horizon regulation problem are introduced in Sec. II.C.

A. Planar Engagement Kinematics

Figure 1 shows the planar engagement geometry and the notation used for variables. The variables frequently used in the design of a guidance law for impact angle control are depicted in Fig. 1, as the guidance law for impact-angle-constrained interception with the capability of shaping has been one of the most extensively studied subjects of optimal design. Note here that the kinematic equations for stationary target interception are described here with reference to Fig. 1 for the sake of easy explanation in the latter parts of this study, namely, the illustrative examples shown in Secs. III and IV. Nevertheless, the main point of this study does not necessarily confine the type of target motion considered only to the (effectively) stationary one.

In Fig. 1, \((X_I, Y_I)\) and \((X, Y)\) denote the inertial coordinate system and the impact coordinated system, respectively. The impact coordinate system has its origin at the target \(T\), with its \(X\)-axis aligned with the direction of desired terminal velocity represented by the angle \(\gamma_{fd}\) measured positive counter-clockwise from \(X_I\)-axis. For the missile \(M\), \((x, y)\) is the position represented in the impact coordinate system, \(V_M\) is the speed, \(\gamma_M\) is the flight path angle, and \(a_M^n\) is the lateral acceleration. Also, \(r\), \(\lambda\), and \(\sigma\) denote the range, the line-of-sight angle, and the lead angle which is the angle
between missile’s velocity and line-of-sight, respectively.

The motion of the missile can be represented in the impact coordinate system as

\[
\begin{align*}
\dot{x} &= V_M \cos \bar{\gamma}_M, \quad x(t_0) = x_0 \\
\dot{y} &= V_M \sin \bar{\gamma}_M, \quad y(t_0) = y_0 \\
\dot{\bar{\gamma}}_M &= \dot{\gamma}_M = \frac{a'_M}{V_M}, \quad \bar{\gamma}_M(t_0) = \bar{\gamma}_{M_0} = \gamma_M - \gamma_{f_d}
\end{align*}
\]

where \( \bar{\gamma}_M \triangleq \gamma_M - \gamma_{f_d} \) is the flight path angle error and \( \dot{\gamma} = \frac{d\gamma}{dt} \). Also, the motion of the missile can be represented in terms of polar coordinate variables as follows:

\[
\begin{align*}
\dot{r} &= -V_M \cos \sigma, \quad r(t_0) = r_0 \\
\dot{\lambda} &= -\frac{V_M \sin \sigma}{r}, \quad \lambda(t_0) = \lambda_0
\end{align*}
\]

where \( \sigma \triangleq \gamma_M - \lambda \). Equations (1) and (2) together form the basic set of expressions describing the planar engagement.

**B. Formulation of Guidance Problems**

In general, the process of guidance law design can typically be framed into two distinct steps: i) definition of error and derivation of its dynamics, and ii) design of input for error regulation.

The first step is the definition of a proper error variable representing the specific objective of each mission, which implicitly entails the formulation of collision condition along with the choice of an independent variable and an input for the error dynamics. The operational objectives of a missile guidance mission include nullification of some form of miss distance or instantaneous heading error, satisfaction of additional final-time constraints on the direction of incidence, flight time, or both at the same time, etc.

By following the notion of predictor-corrector nature which underlies virtually every missile guidance problem, the error is usually defined with respect to the final value of a quantity of interest predicted up to the moment defined as the completion of the engagement. This prediction step requires models of motion for both the missile and the target to be taken as the baseline utilisable for obtaining the *uncorrected* trajectory, i.e., the trajectory predicted in the absence of missile’s correction effort, either in closed-form or in partially closed-form. The prediction model varies depending on the choices for each of its constituents such as assumptions on speed variation and motion pattern of each player [31], the way of considering the environmental component like gravitational acceleration [32], and whether to subsume a baseline guidance law as a nominal manoeuvre strategy.

The meaning of zero correction effort needs careful attention in the case where a baseline guidance law is included as the nominal input. Suppose that the guidance input \( u \) consists of the baseline guidance law \( u_{base} \) and the correction input
$u_{\text{corr}}$, i.e., $u = u_{\text{base}} + u_{\text{corr}}$. The uncorrected trajectory in this case refers to the trajectory predicted from the closed-loop system dynamics without correction input $u_{\text{corr}}$ augmented to $u_{\text{base}}$. In other words, the prediction model becomes the associated closed-loop system dynamics with $u_{\text{corr}} = 0$. Use of a baseline guidance law is an approach widely adopted to the guidance problems with additional terminal constraints beyond interception such as impact angle, impact time, or both of them. In this approach, the uncorrected trajectory guarantees interception of target, and therefore the design of a correction input $u_{\text{corr}}$ can be performed solely to account for zeroing the error related to the additional constraints.

Let $z$ be the performance output variable pertaining to the specified operational objective and $\xi$ represents the independent variable which is in monotone relation with respect to time. Also, let the input $u$ stand for the additional correction input $u_{\text{corr}}$ henceforth if a baseline input $u_{\text{base}}$ is already introduced in the prediction model, unless otherwise stated. Suppose that the evolution of $z$ over $\xi$ is described by a differential equation, i.e.,

$$\frac{dz}{d\xi} = f(\xi, z, u; \rho)$$  \hspace{1cm} (3)

where $\rho$ denotes all other intermediate variables or parameters. The forward-predictive estimate for the uncorrected trajectory can be obtained at each instant as

$$\hat{z}(\xi_1)|_{u=0} \triangleq \int_{\xi}^{\xi_1} f(\tau, z, 0; \rho) \, d\tau + z(\xi)$$  \hspace{1cm} (4)

where $\xi \triangleq \xi(t)$ and $\xi_1 \triangleq \xi(t_1)$ for some $t_1 > t$. The error can be defined by the difference between the instantaneous predicted final value of uncorrected $z$ and the desired final value $z_{\text{fd}}$ as

$$e \triangleq \hat{z}(\xi_f)|_{u=0} - z_{\text{fd}}$$

$$= \left[ \int_{\xi}^{\xi_f} f(\tau, z, 0; \rho) \, d\tau + z(\xi) \right] - z_{\text{fd}}$$  \hspace{1cm} (5)

where $\xi_f \triangleq \xi(t_f)$. The desired value $z_{\text{fd}}$ in Eq. (5) is usually a constant, and therefore, the error dynamics can be readily derived from Eqs. (3) and (5) as follows:

$$\frac{de}{d\xi} = -f(\xi, z, 0; \rho) + f(\xi, z, u; \rho)$$  \hspace{1cm} (6)

It is noticeable from Eq. (6) that $u$ is responsible for the regulation of $e$ and that the error dynamics will simply be linear in $u$ if the function $f$ is linear in $u$.

Investigations on the error and its dynamics as defined in Eqs. (5) and (6) suggest that the guidance design problems addressed in many earlier studies can reasonably be described in a unified form without much loss of generality. In this regard, the guidance design problem considered in this study is defined as the following single-input single-output
finite-horizon regulation problem, assuming that both the error and input are scalar variables.

**Definition 1** (Guidance Design Problem).

Let $\xi \in \mathbb{R}$, $e \in \mathbb{R}$, and $u \in \mathbb{R}$ be the independent variable, error, and input, respectively. Consider the error dynamics given by

$$e'(\xi) = a(\xi)e(\xi) + b(\xi)u(\xi) + c(\xi)$$

(7)

where $(\cdot)' \equiv \frac{d}{d\xi}(\cdot)$ and $b(\xi) \neq 0$ for all $\xi \in (\xi_0, \xi_f)$, which renders the system to be controllable. The problem is to design an input $u$ in order to achieve following condition.

$$e(\xi_f) = 0$$

(8)

Note that the presence of forcing term $c(\xi)$ in Eq. (7) will be considered only for the comprehensiveness of the review of existing methods in Sec. II.C, but not for the main development presented in Sec. III.

**Remark 1** (Relation Between Error Variable and Operational Objective).

If the error variable $e$ is given by the Zero-Effort-Miss (ZEM), impact angle error, impact time error, heading error, then the result of design will be the Augmented Proportional Navigation Guidance law (APNG), Impact Angle Control Guidance law (IACG), Impact Time Control Guidance law (ITCG), Guidance to Collision law (G2C), respectively. Composite guidance laws for multiple mission objectives might be derived by applying the formulation principle for each objective in a successive manner as in [33]. Reference [30] provided a nice review of guidance laws from the same finite-horizon error regulation perspective.

**Remark 2** (Independent Variable of Error Dynamics).

The notation $\xi$ is used for the independent variable of the error dynamics instead of the usual choice of time $t$ for the problem formulation to generally capture many different error shaping guidance problems in a unified manner. The problem formulation of this study considers the independent variable $\xi$ being monotonic with respect to time. The examples for the independent variable of the error dynamics found in missile guidance literature include the time $t$, the range $r$, the arc-length of missile’s path $s$, and the downrange-to-go $x_{go} = -x$.

C. Existing Design Methodologies

The next step in the design process is to solve the terminal control problem in Definition 1. The methods that have been widely adopted for this purpose are discussed in this section. Existing design methodologies can be categorised into three different but interconnected approaches; i) LQ optimal control, ii) input linear parametrisation, and iii) dynamic inversion. They show certain relations to each other, though each approach originates from a different starting point.
1. Approach 1: LQ Optimal Control

Many earlier studies were based on the LQ regulator framework concerning optimality with respect to weighted quadratic performance indices. The LQ optimal terminal control problem for a scalar system is given by

\[
\begin{align*}
\text{minimise} & \quad J = \int_{\xi_f}^{\xi_i} \left[ \frac{1}{2} Q (\tau) e^2 (\tau) + N (\tau) e (\tau) u (\tau) + \frac{1}{2} R (\tau) u^2 (\tau) \right] d\tau \\
\text{subject to} & \quad e' (\xi) = a (\xi) e (\xi) + b (\xi) u (\xi) + c (\xi) \\
& \quad e (\xi_f) = 0
\end{align*}
\]

where \( Q (\xi) \geq 0 \) and \( R (\xi) > 0 \) for all \( \xi \in [\xi_0, \xi_f] \). The optimal control law can be derived as follows [34, 35]:

\[
\begin{align*}
u^* (\xi) & = -R^{-1} \left( N + b \bar{S} \right) e (\xi) - R^{-1} b \left( F \bar{G}^{-1} G_\Delta + F_\Delta \right) \\
& \triangleq -K_1 (\xi) e (\xi) + \mu_1 (\xi)
\end{align*}
\]

where

\[
\begin{align*}
\bar{S} & = S - F^2 \bar{G}^{-1} \\
\dot{\bar{S}} & = -2aS - Q + R^{-1} (N + bS)^2, \quad S (\xi_f) = 0 \\
\dot{F} & = - \left[ a - (N + bS) R^{-1} b \right] F, \quad F (\xi_f) = 1 \\
\dot{G} & = R^{-1} (bF)^2, \quad G (\xi_f) = 0 \\
\dot{F}_\Delta & = - \left[ a - (N + bS) R^{-1} b \right] F_\Delta - Sc, \quad F_\Delta (\xi_f) = 0 \\
\dot{G}_\Delta & = -R^{-1} b^2 F F_\Delta + Fc, \quad G_\Delta (\xi_f) = 0
\end{align*}
\]

The solution generally requires numerical backward integration. In addition, the closed-form solution for the particular case with \( Q (\xi) = N (\xi) = 0 \) can be derived by using the Schwarz’s inequality-based approach as in [30, 36], and the result is equivalent to that obtained by simply substituting \( Q = N = 0 \) in Eq. (10).

2. Approach 2: Input Linear Parametrisation

Another approach is based on parametrisising input or state as linear combination of basis functions [37, 38]. In this approach, the design begins by parametrisising the input as

\[
u (\xi) = \alpha \phi (\xi)
\]

where \( \phi (\xi) \) is the basis function and \( \alpha \) is the constant coefficient that needs to be determined by a boundary condition. As summarised in Sec. A, the solution for the system of Eq. (7) with inputs given by the form of Eq. (12) in the interval
from $\xi$ to $\xi_f$ can be expressed as

$$ e (\xi_f) = \Phi (\xi_f, \xi) e (\xi) + \int_\xi^{\xi_f} \Phi (\xi_f, \tau) [b (\tau) a \phi (\tau) + c (\tau)] d\tau $$

(13)

where $\Phi (\xi_1, \xi_2)$ describes the state transition from $\xi_1$ to $\xi_2$. The coefficient can be determined by considering the boundary condition of Eq. (8) in Eq. (13) as

$$ \alpha = - \left[ \int_\xi^{\xi_f} \Phi (\xi_f, \tau) b (\tau) \phi (\tau) d\tau \right]^{-1} \left[ \Phi (\xi_f, \xi) e (\xi) + \int_\xi^{\xi_f} \Phi (\xi_f, \tau) c (\tau) d\tau \right] $$

(14)

Finally, the control law can be derived by substituting Eq. (14) in Eq. (12) as follows:

$$ u (\xi) = - \phi (\xi) \left[ \int_\xi^{\xi_f} \Phi (\xi_f, \tau) b (\tau) \phi (\tau) d\tau \right]^{-1} \left[ \Phi (\xi_f, \xi) e (\xi) + \int_\xi^{\xi_f} \Phi (\xi_f, \tau) c (\tau) d\tau \right] $$

$$ \triangleq - K_2 (\xi) e (\xi) + \mu_2 (\xi) $$

(15)

Given that the choices in formulation stage already brought the problem to the form described in Definition 1, shaping of the trajectory/command pattern can be performed by different choices of the basis function $\phi (\xi)$. Note that the philosophy of this approach is in essence similar to the interpolation of the current and final points.

3. **Approach 3: Dynamic Inversion**

Shaping guidance laws can also be designed by prescription of the error $e$ as a desired function of $\xi$ satisfying the final constraint, or equivalently, by designating desired closed-loop error dynamics. The design procedure presented in [29] is a notable example of this approach.

Let the desired error profile is given by $e (\xi) = f_{\text{des}} (\xi)$ where $f_{\text{des}}$ is a function which satisfies $f_{\text{des}} (\xi_f) = 0$ in light of the condition in Eq. (8). In this case, the input can be obtained by first equating the derivative of desired error profile with the error dynamics in Eq. (7) and then by inversion as

$$ u (\xi) = b^{-1} (\xi) \left[ f_{\text{des}}' (\xi) - a (\xi) e (\xi) - c (\xi) \right] $$

(16)

If the desired closed-loop error dynamics is specified instead of the error profile itself as $e' (\xi) + p_{\text{des}} (\xi) e (\xi) = r_{\text{des}} (\xi)$, the input can be derived by the dynamic inversion principle as

$$ u (\xi) = b^{-1} (\xi) \left[ - \{ p_{\text{des}} (\xi) + a (\xi) \} e (\xi) + \{ r_{\text{des}} (\xi) - c (\xi) \} \right] $$

(17)
Remark 3 clarifies the condition that should be satisfied by the desired closed-loop error dynamics to have zero final error.

**Remark 3 (Requirement for First-Order Linear Closed-Loop Error Dynamics).**

A class of desired error profiles can be characterized by desired error dynamics of the following form.

\[ e'(\xi) + p_{\text{des}}(\xi) e(\xi) = r_{\text{des}}(\xi) \]  

(18)

For this class of desired error profiles, transient performance characteristics in terms of natural frequency and damping ratio can be speculated from the derivative of Eq. (18) adopting the notion of frozen-time analysis. This way of approximation is not always reasonable, and therefore, careful examination is necessary.

By following the derivation shown in Appendix A, the general solution of Eq. (18) can be expressed as

\[ e(\xi) = F(\xi) \left[ \int_{\xi_0}^{\xi} F^{-1}(\tau) r_{\text{des}}(\tau) d\tau + e(\xi_0) \right] \]  

(19)

where

\[ F(\xi) \triangleq \exp(h(\xi)) \quad \text{with} \quad h(\xi) \triangleq -\int_{\xi_0}^{\xi} p_{\text{des}}(s) ds \]  

(20)

For the solution given by Eq. (19) to satisfy the requirement \( e(\xi_f) = 0 \) for any \( e(\xi_0) \) and any \( r_{\text{des}}(\xi) \), \( F(\xi_f) = 0 \) should be satisfied. This condition can be met only with particular choices of the function \( p_{\text{des}}(\xi) \).

The range of the function \( F(\xi) \) can include zero if and only if \( h(\xi) \) contains \( \ln f(\xi) \) as a distinguished term, where \( f(\xi) \) is a function satisfying \( f(\xi_f) = 0 \). Otherwise, \( F(\xi) \) is strictly greater than zero for every \( \xi \). This is because \( F(\xi) \) is an exponential function of \( h(\xi) \). In other words, if

\[ h(\xi) = \ln f(\xi) + g(\xi) \]  

(21)

with \( f(\xi_f) = 0 \), then

\[ F(\xi) = \exp(\ln f(\xi) + g(\xi)) = f(\xi) \exp(g(\xi)) \]  

(22)

and therefore \( F(\xi_f) \) becomes zero. Considering the relation defined in Eq. (20), the function \( p(\xi) \) that corresponds to Eq. (21) can be written as

\[ p_{\text{des}}(\xi) = -h'(\xi) = -\frac{f'(\xi)}{f(\xi)} - g'(\xi) \]  

(23)

This observation supports that \( p_{\text{des}}(\xi) \) in the desired error dynamics should include a fractional term \( \frac{f'(\xi)}{f(\xi)} \) with \( f(\xi) \) predetermined as the one satisfying \( f(\xi_f) = 0 \). The functions \( f(\xi) \), \( g(\xi) \), and \( r_{\text{des}}(\xi) \) will determine the desired error profile \( e(\xi) \). Designers can shape the desired error pattern by adjusting those functions.
III. Main Results and Illustrative Examples

This section is devoted to the main novelty of this study. Section III.A presents the design of optimal guidance command for minimizing the $L_p$-norm of input weighted by a general positive function. In Sec. III.B, two notable examples are presented to illustrate the proposed concept from the practical standpoint. It is then followed by discussions on the solution properties and on the connections between the proposed framework and existing methodologies in Sec. III.C.

A. Generalised Weighted Linear Non-quadratic Optimal Guidance

The proposed framework deals with minimization of weighted $L_p$-norm of input. The design problem considered herein can be described as follows:

\[
\begin{align*}
\text{minimise} \quad J &= \int_{\xi}^{\xi_f} W(\tau) |u(\tau)|^p d\tau \\
\text{subject to} \quad e'(\xi) &= a(\xi) e(\xi) + b(\xi) u(\xi) \\
e(\xi_f) &= 0
\end{align*}
\]

where $W(\xi) > 0$ for all $\xi$ and $p \in (1, \infty)$, and $b(\xi) \neq 0$ for all $\xi \in (\xi_0, \xi_f)$. Integration of the given system dynamics from $\xi$ to $\xi_f$ gives

\[
e(\xi_f) = \exp\left(\int_{\xi}^{\xi_f} a(s) \, ds\right) e(\xi) + \int_{\xi}^{\xi_f} \exp\left(\int_{\tau}^{\xi_f} a(s) \, ds\right) b(\tau) u(\tau) \, d\tau
\]

Let $\Phi(\alpha, \beta) \triangleq \exp\left(\int_{\rho}^{\alpha} a(s) \, ds\right)$. Imposing the final error constraint in Eq. (25) yields

\[
\Phi(\xi_f, \xi) e(\xi) = -\int_{\xi}^{\xi_f} \Phi(\xi_f, \tau) b(\tau) u(\tau) \, d\tau
\]

Applying triangle inequality to the preceding equation gives

\[
|\Phi(\xi_f, \xi) e(\xi)| = \left|\int_{\xi}^{\xi_f} \Phi(\xi_f, \tau) b(\tau) u(\tau) \, d\tau\right| \leq \int_{\xi}^{\xi_f} |\Phi(\xi_f, \tau) b(\tau) u(\tau)| \, d\tau
\]

Note that the equality holds if and only if $\Phi(\xi_f, \tau) b(\tau) u(\tau)$ does not change its sign in the interval $[\xi, \xi_f]$. The RHS of Eq. (27) can be rewritten by introducing $W(\tau)$ as a slack variable.

\[
\int_{\xi}^{\xi_f} |\Phi(\xi_f, \tau) b(\tau) u(\tau)| \, d\tau = \int_{\xi}^{\xi_f} \left|\Phi(\xi_f, \tau) b(\tau)|W^{-\frac{1}{p}}(\tau)\right| \left(W^{\frac{1}{p}}(\tau) |u(\tau)|\right) \, d\tau
\]
Applying Hölder’s inequality in Lemma 1 (see Appendix B) to Eq. (28) gives

\[ \int_{\xi}^{\xi_f} \left| \Phi (\xi_f, \tau) b (\tau) u (\tau) \right| d\tau \leq \left[ \int_{\xi}^{\xi_f} W (\tau) |u (\tau)|^p d\tau \right]^\frac{1}{p} \left[ \int_{\xi}^{\xi_f} |\Phi (\xi_f, \tau) b (\tau)|^{\frac{p}{p-1}} W^{-\frac{1}{p-1}} (\tau) d\tau \right]^\frac{p-1}{p} \quad (29) \]

Equality in Eq. (29) holds if and only if \( |\Phi (\xi_f, \tau) b (\tau)| W^{-\frac{1}{p}} (\tau) = c_1 W^{\frac{p-1}{p}} W^{-\frac{1}{p-1}} (\tau) |u (\tau)|^{p-1} \) for some \( c_1 \). From the inequality relations shown in Eqs. (27) and (29), we have

\[ \left[ \int_{\xi}^{\xi_f} W (\tau) |u (\tau)|^p d\tau \right]^\frac{1}{p} \geq \frac{|\Phi (\xi_f, \tau) e (\xi)|}{\int_{\xi}^{\xi_f} |\Phi (\xi_f, \tau) b (\tau)|^{\frac{p}{p-1}} W^{-\frac{1}{p-1}} (\tau) d\tau}^{\frac{p-1}{p}} \quad (30) \]

Equation (30) gives a lower bound on the performance index, and the equality holds if and only if \( \Phi (\xi_f, \tau) b (\tau) u (\tau) \) is either non-negative or non-positive for all \( \tau \in [\xi, \xi_f] \) and \( |u (\tau)| = c_2 |\Phi (\xi_f, \tau) b (\tau)|^{\frac{p}{p-1}} W^{-\frac{1}{p-1}} (\tau) \) for some \( c_2 \).

By definition, \( \Phi (\xi_f, \tau) \geq 0 \) for all \( \tau \in [\xi, \xi_f] \) and \( b (\tau) \neq 0 \) for all \( \tau \in (\xi_0, \xi_f) \). The function \( b (\tau) \) being non-zero during the entire engagement period, \( (\xi_0, \xi_f) \), implies that there is no point in the interval at which \( b (\tau) \) crosses zero and changes its sign. Therefore, the sign of \( \Phi (\xi_f, \tau) b (\tau) u (\tau) \) depends only on \( u (\tau) \). Considering that \( W (\tau) > 0 \) for every \( \tau \), the input should have the following form for the equality in Eq. (30) to hold

\[ u (\tau) = P |\Phi (\xi_f, \tau) b (\tau)|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}} (\tau) \quad (31) \]

where \( P \) is a constant. Note that \( u (\tau) \) of Eq. (31) does not change its sign indeed.

Substitution of Eq. (31) into Eq. (26) results in

\[ \Phi (\xi_f, \epsilon) e (\xi) = -\int_{\xi}^{\xi_f} \Phi (\xi_f, \tau) P |\Phi (\xi_f, \tau) b (\tau)|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}} (\tau) d\tau \quad (32) \]

Solving Eq. (32) for \( P \) gives

\[ P = -\frac{\Phi (\xi_f, \epsilon) e (\xi)}{\int_{\xi}^{\xi_f} \Phi (\xi_f, \tau) |\Phi (\xi_f, \tau) b (\tau)|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}} (\tau) d\tau} \quad (33) \]

Substituting Eq. (33) into Eq. (31) and evaluating at \( \tau = \xi \) gives the optimal input in a feedback-form as

\[ u (\xi) = -\frac{\Phi (\xi_f, \xi) |\Phi (\xi_f, \xi) b (\xi)|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}} (\xi) e (\xi)}{\int_{\xi}^{\xi_f} \Phi (\xi_f, \tau) |\Phi (\xi_f, \tau) b (\tau)|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}} (\tau) d\tau} \quad (34) \]

\[ \triangleq -K^* (\xi) e (\xi) \]

The final result, Eq. (34), is the linear optimal control law that minimises the weighted non-quadratic performance
index. Note that the derivation presented above assumed \( \frac{d\xi}{dt} > 0 \) so that \( \xi_f > \xi \); however, one will arrive at the same final optimal solution by applying the similar procedure even if \( \frac{d\xi}{dt} < 0 \) is supposed.

**Remark 4** (Equivalence Between Weighted \( L_2 \)-Norm Minimisation and Pure \( L_p \)-Norm Minimisation).

For the special cases where \( a(\xi) = 0 \), we have \( \Phi(\xi_f, \tau) = 1 \), and the optimal solution of Eq. (34) can be rewritten as

\[
u(\xi; p, W(\xi)) = -\frac{|b(\xi)|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}}(\xi)}{\int_{\xi_f}^{\xi_f} b(\tau) |b(\tau)|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}}(\tau) d\tau} e(\xi)
\] (35)

An interesting observation made from Eq. (35) is that the optimal solution for \( p = 2 \) with the particular choice of weighting function given by \( W(\xi) = |b(\xi)|^{1-\frac{1}{p}} \) for some \( q \in (1, \infty) \) is identical to the optimal solution for \( p = q \) with \( W(\xi) = 1 \), i.e., \( u(\xi; 2, |b(\xi)|^{\frac{2-q}{q-1}}) \equiv u(\xi; q, 1) \). That is, a guidance law can be interpreted as the minimiser of weighted \( L_2 \)-norm with the specific weighting function choice as well as the minimiser of pure \( L_p \)-norm.

**B. Illustrative Examples**

The examples presented below clearly show how the proposed framework is related to the earlier studies.

1. **Example 1: Reduction to Linear Quadratic Optimal Case**

   Let \( \xi = t \), \( a(\xi) = 0 \), and \( p = 2 \). Because \( \Phi(\xi_f, \tau) = 1 \) with \( a(\xi) = 0 \), the optimal control input for this case becomes

\[
u(t) = -\frac{|b(t)| W^{-1}(t)}{\int_{t_f}^{t_f} b(\tau) |b(\tau)| W^{-1}(\tau) d\tau} e(t)
\] (36)

The function \( b(t) \) does not change its sign by definition, and therefore, Eq. (36) reduces to

\[
u(t) = -\frac{b(t) W^{-1}(t)}{\int_{t_f}^{t_f} b^2(\tau) W^{-1}(\tau) d\tau} e(t)
\] (37)

and it is known to be the minimiser of \( J = \int_{t_f}^{t_f} W(\tau) u^2(\tau) d\tau \) with the guarantee of finite-time convergence of \( e \) at \( t_f \).

This result is exactly same as the recent work presented in [30]. In this respect, the previous work can be understood as a particular case of the proposed framework. Also, various guidance laws presented in [30] and the references therein, e.g., ZEM shaping guidance, APNG, IACG, ITCG, G2C, etc., can be easily extended to the minimisers of some non-quadratic performance indices by applying the method proposed in this study. Moreover, the discussions on the properties of the LQ optimal solutions apply also to the linear non-quadratic optimal guidance laws in a similar manner.

2. **Example 2: \( L_p \)-Optimal Pure Proportional Navigation Guidance**

   Let us consider a simple example of stationary target interception on a plane, and let \( Z \) denote the zero-effort-miss in Fig. 1. Let \( \xi = r \), \( e = Z = r \sin(\gamma_M - \lambda) \), and \( u = a_M^a \). The speed of the missile \( V_M \) is assumed to be constant.
during the entire engagement. For this choice of variables, the system dynamics can be represented with \( a(r) = 0, b(r) = -\frac{r}{V_M^2}, \) and \( c(r) = 0, \) by using Eqs. (1)-(2). It is widely accepted that nullifying \( Z \) at the terminal instance leads to successful interception. The weighted \( L_p \)-optimal control input for this problem can be given as

\[
a^n_M(r) = -\frac{\left| -\frac{r}{V_M^2} \right|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}}(r)}{\int_r^0 -\frac{r}{V_M^2} \left| -\frac{r}{V_M^2} \right|^{\frac{1}{p-1}} W^{-\frac{1}{p-1}}(r) \, dr} Z(r)
\]

(38)

From Eq. (2), we have \( \dot{\lambda} = -\frac{V_M}{r} Z \). Substituting \( Z = -\frac{r^2}{V_M} \lambda \) into Eq. (38) yields the guidance command expressed in terms of line-of-sight rate.

\[
a^n_M(r) = \frac{r^{\frac{2}{p-1}} W^{-1}(r)}{\int_0^r r^{\frac{p}{p-1}} W^{-\frac{1}{p-1}}(r) \, dr} V_M^2 \lambda \triangleq G(r) V_M \dot{\lambda}
\]

(39)

This result generalises the quadratic optimality of Pure Proportional Navigation Guidance law (PPNG) presented in [16] to the non-quadratic case. Indeed, substitution of \( p = 2 \) into Eq. (39) gives the same result as shown in the previous work. In addition, the discussion of Remark 4 applies to this example. This implies that the PPNG can be understood equivalently as the result of weighted \( L_2 \)-norm minimisation with \( W(r) = r^m \) as well as \( L_p \)-norm minimisation with \( W(r) = 1 \) for \( m = \frac{1}{p-1} - 1 \).

The proposed work allows the exponent \( p > 1 \) in the performance index to be a design parameter in addition to the choice of weighting function \( W(r) \). Tuning of \( p \in (1, \infty) \) will alter the distribution of control effort over the time interval. The expected behaviour can be understood by the physical meaning of the limiting cases, namely, the case with \( p = 1 \) and \( p = \infty \), while considering a constant weighting \( W(r) = 1 \) used in the performance index to exclude the effect of weighting choice. In the case with \( p = 1 \), the length of the time interval in which the control input remains large enough to suppress the error will be shortened at the cost of large initial command because minimisation of \( L_1 \)-norm of input has a tendency to reduce the duration of the interval with non-zero input. On the other hand, minimising \( L_\infty \)-norm of input is to reduce the maximum value of input at the expense of longer duration of steering effort. Therefore, it is easy to reckon that the choice of \( p \) will trade-off the uniformity of control effort against the magnitude of the peak input. However, care should be taken in that too small \( p \) may lead to degraded robustness to process noise and too large \( p \) may result in virtually changeless input history.
C. Discussions

1. Connections to Other Design Methodologies

Relation between the proposed approach and Approach 1 of Sec. II.C is already discussed in Sec. III.B.1 through Example 1. The proposed linear non-quadratic design approach encompasses Approach 1, LQ optimal control, for the case with no state and state-input cross-coupling terms entering into the performance index, because the present study reduces to the LQ framework with the choice \( p = 2 \).

The linear non-quadratic optimal guidance law also has relations to Approach 2, input linear parametrisation. The optimal solution of Eq. (34) is equivalent to the one derived by specifying the basis function of Approach 2 as

\[
\phi(\xi) = \left( \frac{\Phi(\xi_f, \xi) b(\xi)}{W(\xi)} \right)^{\frac{1}{p-1}}
\]  

Equation (40) shows that the basis function is a non-negative function, i.e., \( \phi(\xi) \geq 0 \), regardless of \( p \), because \( W(\xi) > 0 \). The equality \( \phi(\xi) = 0 \) holds for some \( \xi \) in the open interval \( (\xi_0, \xi_f) \) if and only if \( W^{-1}(\xi) = 0 \), because \( \Phi(\xi_f, \xi) > 0 \) and \( b(\xi) \neq 0 \) for all \( \xi \in (\xi_0, \xi_f) \). Furthermore, at the final boundary \( \xi_f \), the equality \( \phi(\xi_f) = 0 \) holds if and only if \( b(\xi_f) W^{-1}(\xi_f) = 0 \) since \( b(\xi) \) is allowed to be zero at the boundary \( \xi_f \).

Lastly, the proposed approach is equivalent to Approach 3, dynamic inversion, in which the desired closed-loop error dynamics is specified as

\[
e'(\xi) + \left[ \frac{\Phi(\xi_f, \xi) b(\xi)}{W(\xi)} \frac{1}{p-1} W^{-\frac{1}{p-1}}(\xi) \right] \frac{\Gamma(\xi_f)}{\Gamma(\tau)d\tau} = 0
\]  

Note that Eq. (41) can be obtained by substituting Eq. (34) into the error dynamics equation in Eq. (24). Eq. (41) contains the fractional term \( \frac{\Gamma(\xi)}{\Gamma(\tau)d\tau} \) where

\[
\Gamma(\xi) \triangleq \Phi(\xi_f, \xi) b(\xi) \frac{1}{p-1} W^{-\frac{1}{p-1}}(\xi)
\]  

and therefore, it complies with the requirement for desired closed-loop error dynamics described in Remark 3.

In these regards, the new framework proposed is complementary or equivalent to existing design methodologies developed for finite-horizon error regulation each of which is based on the philosophy of optimal control (Approach 1), interpolation (Approach 2), and nonlinear control (Approach 3). The discussion implies that multiple design methodologies may lead to the same solution in guidance problems.

As discussed, the main potential advantage in practice is that the proposed approach allows us to consider some additional guidance objectives that were not able to be incorporated by having an additional degree-of-freedom. A
follow-on study shall address the problem of how to co-design the weighting function $W(\xi)$ and the exponent $p$ to meet the necessities arise in practice since the proposed framework enables more generic optimal guidance.

2. Properties of the Optimal Solution

A remarkable point is that extending the class of performance index to allow non-quadratic input norms in formulation does not lead to any change in the linear structure of the feedback law, but only results in an altered structure of the gain. That is, the linear non-quadratic optimal guidance laws, as well as the LQ optimal guidance laws, have the form of linear error feedback while the difference resulting from cost functional type is the matter only of the gain $K^*(\xi)$.

The optimal gain $K^*(\xi)$ as defined in Eq. (34) does not change its sign during the engagement. As explained previously, the function $b(\xi)$ does not change its sign for $\xi \in (\xi_0, \xi_f)$ because $b(\xi) \neq 0$ in the interval by definition for controllability of the error dynamics. Also, we have $\text{sgn} (\Gamma(\xi)) = \text{sgn} (b(\xi))$ from Eq. (42). These together lead to $\text{sgn} (b(\xi) K^*(\xi)) = \text{sgn} \left( \frac{\Gamma(\xi)}{\xi_f \Gamma(\tau)d\tau} \right) = \text{sgn} (\xi_f - \xi) = \text{sgn} \left( \frac{d\xi}{dt} \right)$ while the independent variable $\xi$ is monotonic with respect to time $t$, showing invariance of $\text{sgn} (K^*(\xi))$. As a consequence, it follows from Eq. (41) that the convergence of error $e$ is monotonic with respect to the evolution of $\xi$, if the optimal guidance law Eq. (34) is employed and $a(\xi) = 0$. Note here that $a(\xi) = 0$ in most problems, given that the error dynamics is originally represented as Eq. (6) before introducing any assumption on the linearity of the error dynamics.

Another observation made is that the magnitude of the optimal gain $K^*(\xi)$ approaches infinity as $\xi \to \xi_f$. This ever-increasing property for the gain is essential for the final error to be zero rather than to have the error approaching exponentially to near zero.

It is desirable to prevent the guidance input from blowing up to infinity at any moment during the engagement, and at the final time in particular. Given that the proposed optimal guidance law is equivalent to Approach 2 as revealed in Sec. III.C.1, the condition $\phi(\xi) < \infty$ on the corresponding basis function given by Eq. (40) guarantees finiteness of the guidance command $u(\xi)$. Moreover, it is desirable in many guidance problems to have the final input being zero, i.e., $u(\xi_f) = 0$, to ensure stable interception and to guarantee a sufficient margin in control authority to counteract with the potential undesirable errors near the end of engagement. The necessary and sufficient condition for $u(\xi_f) = 0$ is $\phi(\xi_f) = 0$. If the rate of guidance input is also desired to be zero at the final moment, $\phi'(\xi_f) = 0$ should be satisfied additionally. The functions $\Phi(\xi_f, \xi)$ and $b(\xi)$ are given by the guidance problem under consideration. Thus, the conditions described in terms of $\phi(\xi)$ should be satisfied by proper choices of the design parameters, namely, the weighting function $W(\xi)$ and the exponent $p$. 
IV. Numerical Simulation

Numerical simulation is performed to support the theoretical findings of this study with the following objectives:

1) to verify the correctness of the analytic solution derived in this study (see Sec. IV.A)

2) to show the influences of the exponent \( p \) on the command history and flight trajectory (see Sec. IV.B)

For these purposes, simulation is performed for the same problem formulation described in Sec. III.B.2, which presented PPNG as an illustrative example of the linear non-quadratic optimal error shaping guidance laws. Choosing the same PPNG example as the simulation scenario is to have better consistency of discussions with the preceding analyses. The simulation here concerns more about the outcome and validity of considering a non-traditional performance index type in optimal guidance problems than the potential superiority of a guidance law designed by utilising the proposed framework over a corresponding existing guidance law for a specific mission. Simulation for other problems such as linear non-quadratic optimal IACG or ITCG is omitted for this reason, though the proposed framework is generally applicable to various guidance problems.

The parameters used in the simulation are summarised in Table 1. The numerical simulation is performed using the 5th-order fixed-step solver in Simulink with the time step of 0.001[s].

| Parameter                                      | Unit | Value  |
|-----------------------------------------------|------|--------|
| Missile-target initial range, \( r(0) \)     | km   | 10     |
| Missile speed, \( V_M \)                      | m/s  | 300    |
| Missile initial flight path angle, \( \gamma_{M0} \) | deg  | 50     |
| Performance index type, \( p \)              | -    | 1.1, 1.25, 1.5, 2, 4, 5, 10 |
| Weighting function \( W(r) \)                | -    | 1      |

A. Comparison Between Analytic and Numerical Solutions

In the simulation, the analytic solution derived in Sec. III.B.2 is compared with the numerical solution obtained from trajectory optimisation for each \( p \). The optimal guidance problem under consideration is a convex problem. Therefore, the problem is first discretised with step size of \( \Delta r = 0.5\text{[m]} \) which results in 20,000 nodes and then solved by the software CVX, a MATLAB package for modelling and solving convex programs [39, 40].

Fig. 2 shows the discrepancy between analytic solution \( e_{\text{analytic}}(r) \) obtained from simulation of Eq. (39) and numerical solution \( e_{\text{numerical}}(r) \) obtained by solving the discretised convex program where \( e \) represents the ZEM \( Z \). The absolute discrepancy shown in Fig. 2 is insignificant for every \( p \) considering that the step size used in discretisation is 0.5[m] and the initial ZEM, \( e(r_0) \), is in order of few kilometres. In this respect, Fig. 2 clearly shows that the analytic solution is almost identical to the corresponding numerical solution for each \( p \), verifying that the analytic solution derived in this study is correct.
In this section, the analytic solution derived in this study is simulated for each $p$ considered in Table 1 to show how the command history and the trajectories depend on the exponent $p$ in the performance index. Figs. 3–9 show the two-dimensional trajectory, range history, error history with respect to range and time, input history with respect to range and time, and optimal gain history, respectively.

Figs. 5–6 show that the rate of error convergence is faster with smaller $p$. The increased rate of error convergence comes at the cost of large initial input as shown in Figs. 7–8. Figs. 7–8 also demonstrate that the distribution of input over the duration of engagement becomes more uniform as $p$ increases. Moreover, Fig. 9 shows that the optimal gain $K^*$ approaches infinity as $r \rightarrow r_f = 0$. All these observations made from the simulation results are consistent with the theoretical discussions in Secs. III.B.2 and III.C.2.

The effect of the type of input norm on the trajectory and command shown in the simulation results of Figs. 3–9 can be understood in the following manner. With the choice of weighting function given by $W(r) = 1$, it follows from Eq. (39) that

$$a^n_M(r) = \frac{2^{p-1}}{p-1} \frac{V_M \dot{\lambda}}{V_M} = \frac{2}{p-1} \frac{V_M \dot{\lambda}}{V_M} \approx NV_M \dot{\lambda}$$

Considering the system dynamics explained in Sec. III.B.2 and Eqs. (1)-(2), the closed-loop error dynamics
corresponding to Eq. (43) is given as $\frac{de}{dr} = \frac{N}{r} e$. Consequently, the equations for the error $e = Z$, optimal gain $K^*$, and input $u = a^*_{M}$ can be obtained as functions of $r$ as

$$
e (r) = e (r_0) r^N$$

$$K^* (r) = \frac{N V M^2}{r^2}$$

$$u (r) = -N V M^2 r^{N-2} e (r_0)$$

(44)

with $N$ as defined in Eq. (43). Eq. (43) shows that the linear non-quadratic optimal solution with $W (r) = 1$ is simply the PPNG with the constant gain $N = 2 + \frac{1}{p-1} > 2$. Note that $N = 3$ if $p = 2$, which accords with the well-known result on the optimality of PPNG with respect to the pure energy-type performance index. It is clear from Eq. (43) that $\frac{dN}{dp} < 0$ for $p \in (1, \infty)$. Therefore, the smaller $p$ led to larger initial input and faster rate of error convergence in the simulation results. On the other hand, the command variability is reduced for larger $p$. This tendency is consistent with the physical meaning of $p$ expected in Sec. III.B.2 and the well-known behaviour of constant gain PPNG. In summary, the results clearly support the analytical discussions of the previous sections.

Fig. 3 Two-Dimensional Trajectory
Fig. 4  Range History

Fig. 5  Error (Zero Effort Miss) History with Respect to Range
Fig. 6  Error (Zero Effort Miss) History with Respect to Time

Fig. 7  Input (Lateral Acceleration) History with Respect to Range
Fig. 8  Input (Lateral Acceleration) History with Respect to Time

Fig. 9  Optimal Gain History
V. Conclusion

The main question addressed in this study is the generalisation of the class of optimal missile guidance problems in terms of the type of performance index; from only quadratic cost to non-quadratic cost. This study presented the closed-form solution for optimal missile guidance problems with non-quadratic performance indices for the first time in the literature, to the best of our knowledge. The relation between the new linear non-quadratic optimal design framework and existing methods was also examined. It turned out that the proposed method has certain equivalence with the other optimal, interpolation, and nonlinear design philosophies.

The proposed framework can be utilised not only to extend existing guidance laws, but also to design new guidance laws for various objectives in a unified fashion as long as the given problem is formulated as a finite-horizon scalar error regulation problem. In particular, the proposed framework has potential significance in guidance problems in which minimisation of a quadratic performance index is not much physically meaningful or suitable. Unlike the earlier studies on optimal guidance laws, the proposed framework includes the type of input norm as a design parameter which can be chosen to meet various shaping necessities. The additional degree-of-freedom along with the weighting function yields more flexibility in the shaping of trajectory and command to meet the predetermined criteria of a specific mission. Tuning of the exponent in the non-quadratic input norm might be particularly useful for adjusting the uniformity of steering effort over time, as discussed in theoretical analyses and demonstrated by numerical simulation.

Appendix

A. General First-Order Linear Nonhomogeneous Ordinary Differential Equation

Let us consider the following first-order linear ordinary differential equation.

\[ \frac{d\psi}{d\xi} + p(\xi)\psi = r(\xi) \quad (A.1) \]

We want to solve Eq. (A.1) for an interval \( \xi \in [a, b] \) in which \( r(\xi) \) is non-zero. Eq. (A.1) can be rewritten as

\[ (p(\xi)\psi - r(\xi))\,d\xi + d\psi = 0 \quad (A.2) \]

Let \( F(\xi) \) be the integrating factor given as a function of \( \xi \). Multiplying Eq. (A.2) by \( F(\xi) \) yields

\[ F(\xi)(p(\xi)\psi - r(\xi))\,d\xi + F(\xi)\,d\psi = 0 \quad (A.3) \]
The following condition should hold with the integrating factor $F(\xi)$ for Eq. (A.3) to be an exact differential equation.

$$\frac{\partial}{\partial \psi} \left[ F(\xi) \left( p(\xi) \psi - r(\xi) \right) \right] = \frac{\partial}{\partial \xi} F(\xi)$$

(A.4)

Eq. (A.4) is a simple separable differential equation with respect to $\xi$, and the result is derived as

$$F(\xi) = \exp \left( \int_{s_0}^{\xi} p(s) \, ds \right)$$

(A.5)

Multiplying Eq. (A.1) by $F(\xi)$ obtained in Eq. (A.5), we have

$$\exp \left( \int_{s_0}^{\xi} p(s) \, ds \right) \frac{d\psi}{d\xi} + p(\xi) \psi = \frac{d}{d\xi} \left[ \exp \left( \int_{s_0}^{\xi} p(s) \, ds \right) \psi \right] = \exp \left( \int_{s_0}^{\xi} p(s) \, ds \right) r(\xi)$$

(A.6)

Therefore, from Eq. (A.6), the general solution of Eq. (A.1) can be written as

$$\psi(\xi) = \exp \left( - \int_{s_0}^{\xi} p(s) \, ds \right) \left[ \int_{\tau_0}^{\xi} \exp \left( \int_{s_0}^{\tau} p(s) \, ds \right) r(\tau) \, d\tau + c \right]$$

(A.7)

where $c$ is a constant. Eq. (A.7) can be understood as the invariance of the following quantity on the solution of Eq. (A.1).

$$w(\xi, \psi) \triangleq \exp \left( \int_{s_0}^{\xi} p(s) \, ds \right) \psi(\xi) - \int_{\tau_0}^{\xi} \exp \left( \int_{s_0}^{\tau} p(s) \, ds \right) r(\tau) \, d\tau = c$$

(A.8)

Note that $c$ can be determined by the initial condition.

**B. Hölder’s Inequality**

A fundamental inequality of non-negative integrals referred to as Hölder’s inequality is a useful tool for the mathematical analysis of $L_p$ spaces. This inequality is one of the underlying principle leading to the proposed extension of the optimal guidance design method. The basic form of Hölder’s inequality is summarised below.

**Lemma 1** (Hölder’s Inequality [41]).

Let

$$\frac{1}{p} + \frac{1}{q} = 1$$

(B.9)

with $p, q > 1$, and let $f(x)$ and $g(x)$ be $p$-th and $q$-th power integrable real functions, respectively. Then, Hölder’s inequality for integrals states that

$$\int_a^b |f(x)g(x)| \, dx \leq \left[ \int_a^b |f(x)|^p \, dx \right]^{\frac{1}{p}} \left[ \int_a^b |g(x)|^q \, dx \right]^{\frac{1}{q}}$$

(B.10)
with equality holds when

$$|g(x)| = \alpha |f(x)|^{p-1}$$  \hspace{1cm} (B.11)

for some $\alpha \neq 0$. If $p = q = 2$, this inequality becomes Schwarz’s inequality.
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