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Abstract—This paper proposes a neuro-adaptive distributive cooperative tracking control with prescribed performance function (PPF) for highly nonlinear multi-agent systems. PPF allows error tracking from a predefined large set to be trapped into a predefined small set. The key idea is to transform the constrained system into unconstrained one through transformation of the output error. Agents’ dynamics are assumed to be completely unknown, and the controller is developed for strongly connected structured network. The proposed controller allows all agents to follow the trajectory of the leader node, while satisfying necessary dynamic requirements. The proposed approach guarantees uniform ultimate boundedness of the transformed error and the adaptive neural network weights. Simulations include two examples to validate the robustness and smoothness of the proposed controller against highly nonlinear heterogeneous networked system with time varying uncertain parameters and external disturbances.

Index Terms—Prescribed performance, Transformed error, Multi-agents, Neuro-Adaptive, Distributed adaptive control, Consensus, Transient, Steady-state error.

I. INTRODUCTION

The coordination of animals in social groups such as ants foraging, birds swarming, fish schooling and so forth have attracted the attention of researchers to develop distributed collaborative control of multi-agents in engineering applications especially robotic systems. Collaborative work between agents empower the group to execute hard and large tasks which the individual agent cannot simply achieve on its own. For instance, they are capable of simplifying mission by dividing it in several complementary tasks, exchanging vital information that may save the group, increasing productivity, and in certain cases, imitating biological behaviors. Combining collaborative framework with autonomous vehicles could be beneficial in many applications such as surveillance, inspection, space explorations and in many other areas where the agents are required to work in a distributed manner and communicate using a particular network configuration. Hence, agents, often called nodes, are customized to follow at least one or more leaders. The network formed by such nodes is called a communication graph, and the vertices of the graph comprise of the nodes while its edges represent the connections between nodes. A graph may be undirected, and in such a case, there is no difference between the two vertices associated with an edge. On the other hand, it may be directed from one vertex to another, which indicates the direction of information flow between each of the nodes and its respective neighbors.

In the literature, [1] is one of the pioneer work that addressed the consensus in multi-agent systems. Consensus for passive nonlinear systems has been studied in [2], and node consensus of cooperative tracking problem has been investigated in many research work such as [3], [4], [5] and [6]. Cooperative tracking control was studied for a single node in [7] and [8] and in for high order dynamics in [6]. Neural-Network-based robust adaptive control has been addressed in [9] to solve the consensus problem of multiagent systems connecting by an undirected graph type network topology. In [10], The same problem has been addressed but in the case of a network having a directed graph communication topology. also unlike [10], the control in [9] cannot solve the leader-following problem in case the leader possesses a time-varying state trajectory. [7] and [6] developed a neuro-adaptive distributed control for digraph-connected heterogeneous agents having unknown nonlinear dynamics. In [7], the authors considered nodes with single integrator and later on, in [6], high order systems have been addressed. Although, most of the previous studies assumed that the input function of the node dynamics is known. However, cooperative tracking control problems of systems with unknown input function were studied in [11] and [12]. Neuro-adaptive fuzzy was proposed to approximate unknown nonlinear dynamics and input functions, of which the centers of output membership functions were determined based on off-line trials [11]. One common ground shared by these studies is that they all considered both the unknown nonlinear dynamics and the input function to be linear in parameters (LIP); see [12], [13] for typical instances and [14] for pulse-modulated intermittent control. Ultimate stability of the tracking error was the main concern in all these studies.

Model uncertainties and external disturbances affect...
considerably the closed loop performance of the controlled agents. In particular, the error is proven to be ultimately bounded and converge within a residual set having a size that depends on some unknown but bounded terms representing the model uncertainties and the external disturbances. The prediction of the steady-state or transient error behavior becomes almost impossible to establish analytically [15] and [16]. Prescribed performance simply means that the tracking error is confined within an arbitrarily small residual set, and the convergence error should be within a given range. In addition, the convergence rate has to be less than a prescribed value and they should be less than a prescribed constant. Prescribed performance with robust adaptive control was mainly developed to provide a smooth control input signal, soft tracking, and to address the problem of accurate computation of the upper bounds for systematic convergence. In summary, adaptive prescribed performance-based control ensures convergence of the error within a prescribed bound, an overshoot less than a prescribed value, a uniform ultimate boundedness property for the transformed output error, and a smooth adaptive tracking.

Developing cooperative adaptive control for multi-agent systems based on prescribed performance will yield many merits. Prescribed performance means secluding the system tracking output error to start within large set and convert systematically into an arbitrarily small set with predefined range [15] and [16]. The error with prescribed performance should have a convergence rate less than a predefined value and the maximum overshoot or undershoot should not exceed a certain limit. Prescribed performance with cooperative adaptive control will have the ability to increase the robustness of the control and reduce the control effort. The proper computations of upper and lower bounds of the prescribed performance functions provide soft tracking error with systematic convergence. Robust adaptive control with PPF was proposed in [15] to develop controllers for feedback linearizable systems. Since then, many papers considering prescribed performance was mainly developed to develop a smooth control input signal, soft tracking, and to address the problem of accurate computation of the upper bounds for systematic convergence. Robust adaptive control with PPF was proposed in [15] to develop controllers for feedback linearizable systems. Since then, many papers considering prescribed performance used linearly parametrized neural network to approximate the unknown nonlinearities and disturbances (see for instance [17], [18], [19], [20], [21], [22] and [23]). The neuro-approximation-based adaptive control was developed for some particular system structures such as strict-feedback systems [17], affine systems [24], high order nonlinear systems [25]. These papers with made various assumptions regarding the continuity of the input matrix. Using trial and error methods in defining neural weights, adaptive control with prescribed performance was proposed for MIMO uncertain chaotic systems using model reference adaptive control in [26]. Almost all of these studies considered a single autonomous systems.

In this paper, we propose a decentralized neuro-adaptive cooperative control for a fleet of autonomous systems linked through a communication digraph. The different synchronization errors between all these nodes are expected to have dynamic responses that satisfy predefined characteristics determined by the designer. The dynamics of each node is subject to model uncertainties and to unknown but bounded external disturbances. The control scheme is based on prescribed performance for the transient as well as the steady-state dynamic performance for each node’s synchronization error. To our knowledge, this has never been treated before. In this paper, the original prescribed performance scheme as proposed in [15] will be modified to take into considerations the interactions between nodes created through the consensus algorithm in the presence of random disturbances at each time instant. Hence, stable, non-oscillatory dynamics with bounded and smooth decentralized control inputs are guaranteed.

The rest of the paper is organized as follows. In Section II, preliminaries of graph theory and prescribed performance bounds will be presented. The problem formulation and local error synchronizations in the sense of PPF are presented in Section III. In Section IV, we develop the control law formulation and we prove stability of the connected digraph. Section V includes simulation results which verify the robustness of the proposed control. Finally, we conclude and suggest future directions of research in Section VI.

**Notations:** The following notations are used throughout the paper.

- $|·|$ : absolute value of a real number;
- $∥·∥$ : Euclidean norm of a vector;
- $∥·∥_F$ : Frobenius norm of a matrix;
- $\sigma(·)$ : set of singular values of a matrix, with the maximum singular value $\sigma$ and the minimum singular value $\sigma$;
- $P > 0$ : indicates that the matrix $P$ is positive definite ($P \succeq 0$ positive semi-definite);
- $I_n$ : identity matrix with $n$-dimension.
- $1$ : unity vector $[1, \ldots, 1]^T \in \mathbb{R}^n$ where $n$ is the required appropriate dimension.

**II. Preliminaries**

**A. Basic graph theory**

A graph is denoted by $G = (\mathcal{V}, \mathcal{E})$ with a nonempty finite set of nodes (or vertices) $\mathcal{V} = \{V_1, V_2, \ldots, V_n\}$, and a set of edges (or arcs) $E \subseteq \mathcal{V} \times \mathcal{V}$. $(V_i, V_j) \in E$ if there is an edge from node $i$ to node $j$. The topology of a weighted graph is often described by the adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$ with weights $a_{ij} > 0$ if $(V_j, V_i) \in E$: otherwise $a_{ij} = 0$. Throughout the paper, the topology is fixed, i.e., $A$ is time-invariant, and the self-connectivity element $a_{ii} = 0$. A graph can be directed or undirected. A directed graph is called digraph. The weighted in-degree of a node $i$ is defined as the sum of $i$-th row of $A$, i.e., $d_i = \sum_{j=1}^N a_{ij}$. Define the diagonal in-degree matrix $D = \text{diag}(d_1, \ldots, d_N) \in \mathbb{R}^{N \times N}$ and the graph Laplacian matrix $L = D - A$. The set of neighbors of a node $i$ is $N_i = \{j|(V_j \times V_i) \in E\}$. If node $j$ is a neighbor of node $i$, then node $i$ can get information from node $j$, but not necessarily vice versa. For undirected
III. Problem Formulation

Consider the following nonlinear dynamics for the ith node
\[ \dot{x}_i = f_i(x_i) + u_i + w_i \]
where the state node is \( x_i \in \mathbb{R} \), the control signal node \( u_i \in \mathbb{R} \) and the unknown disturbance for each node \( w_i \in \mathbb{R} \) is the unknown nonlinear dynamics and assumed to be Lipschitz. If we assumed agent state is a vector where \( x_i \in \mathbb{R}^n, n > 1 \) then each of \( u_i, f_i(x_i) \) and \( w_i \in \mathbb{R}^n \) and further results will include Kronecker products. From (1), the global graph dynamics can be described by
\[ \dot{x} = f(x) + u + w \]
where \( x = [x_1, \ldots, x_N]^T \in \mathbb{R}^N, u = [u_1, \ldots, u_N]^T \in \mathbb{R}^N, w = [w_1, \ldots, w_N]^T \in \mathbb{R}^N \) and \( f(x) = [f_1(x_1), \ldots, f_N(x_N)]^T \in \mathbb{R}^N \). The leader state \( x_0 \) is defined by the desired synchronization trajectory and the leader nonlinear dynamics is described as
\[ \dot{x}_0 = f_0(x_0, t) \]
where \( x_0 \in \mathbb{R} \) is leader node state and \( f_0(x_0, t) \in \mathbb{R} \) is the nonlinear function of the leader.

Defining the local neighborhood synchronization error function for node \( i \) as in [27], [28]
\[ e_i = \sum_{j \in N_i} a_{ij}(x_i - x_j) + b_i(x_i - x_0) \]
with pinning gains \( a_{ij} \geq 0 \) and \( a_{jj} > 0 \) for agent \( i \) directed to the state of agent \( j \), \( b_i \geq 0 \) and \( b_i > 0 \) for at least one agent \( i \) is directed toward the leader state. From (4), the global error dynamics is described by
\[ e = -(L + B)(x_0 - x) = (L + B)(x - x_0) \]
where \( e = [e_1, \ldots, e_N]^T \in \mathbb{R}^N, x_0 = Ix_0 \in \mathbb{R}^N, L \in \mathbb{R}^{N \times N}, B \in \mathbb{R}^{N \times N}, B = \text{diag}\{b_i\} \) and \( I = [1, \ldots, 1]^T \in \mathbb{R}^N \). Notice that \( e_0 = x_0 - x \).

The proof of equation (5) can be found in [3].

Remark 1. The communication graph is considered strongly connected. Thus, if \( b_i \neq 0 \) for at least one \( i, i = 1, \ldots, N \) then \( (L + B) \) is an irreducible diagonal dominant M-matrix and hence nonsingular [29].

Remark 2. (see [3]) If agent state is \( x_i \in \mathbb{R}^n \) and the leader state \( x_0 \in \mathbb{R}^n \) where \( n > 0 \), then \( e, x \in \mathbb{R}^{nN} \) and equation (5) will be
\[ e = ((L + B) \otimes I_N)(x - Ix_0) \]
where \( \otimes \) is the Kronecker product. The derivative error dynamics of (5) is
\[ \dot{e} = (L + B)(f(x) + u + w - f(x_0, t)) \]
For strong connected graph, \( B \neq 0 \) and we have
\[ ||e_0|| \leq \frac{||e||}{\sigma(L + B)} \]
where \( \sigma(L + B) \) is the minimum singular value of \( L + B \).

A. Prescribed performance function

Prescribed performance function (PPF) has been defined as a time function tool of tracking error \( e(t) \) such that \( e(t) \) starts within a predefined large set and decays systematically to a predefined small set [15], [16] and [26]. PPF has been developed to provide smooth tracking response with sufficient range of control signal and it guarantees the transient and tracking performance with prescribed characteristics.

A performance function \( \rho(t) \) is associated with the error component \( e(t) \) and is defined as a smooth function such that \( \rho(t) : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is a positive decreasing function as \( t \rightarrow \infty \). The PPF can be written as
\[ \rho_i(t) = (\rho_0 - \rho_{i\infty}) \exp(-\ell_i t) + \rho_{i\infty} \]
where \( \rho_0, \rho_{i\infty} \) and \( \ell_i \) are appropriately defined positive constants. In order to overcome the difficulty caused through the synchronization algorithm and achieve the desired prescribed performance, the following time varying constraints are proposed:
\[ -\delta_i \rho_i(t) < e_i(t) < \rho_i(t), \quad \text{if } e_i(t) > 0 \]
\[ -\rho_i(t) < e_i(t) < -\delta_i \rho_i(t), \quad \text{if } e_i(t) < 0 \]
for all \( t \geq 0 \) and \( 0 \leq \delta_i \leq 1 \), and \( i = 1, \ldots, N \).

Remark 3. The dynamic constraints (10) and (11) represent a modification of the ones in [15], [30] and [26]. In these papers, the constraints are conditioned on \( e(0) \) as follows
\[ -\delta \rho(t) < e(t) < \rho(t), \quad \text{if } e(0) > 0 \]
\[ -\rho(t) < e(t) < -\delta \rho(t), \quad \text{if } e(0) < 0 \]
Due to the interaction between agents’ dynamics such constraints will lead to instability. Figure 1 illustrates how the tracking error in the case of multi-agent systems may exceed the lower or upper bounds (plot in green color). Upon crossing this reference, the system becomes unstable.
under the original formulation (12) and (13). However, the switching based on \( e_i (t) \) provides the necessary control to keep the system stable. Figure 1 shows the full idea of tracking error with prescribed performance as it transits to the constraints in (10) to unconstrained, consider performance (a) Prescribed performance of (10); (b) Prescribed performance of (11). Figure 1 shows how the error is trapped systematically within large set to a predefined small set.

In order to transform the error of nonlinear system from the constraints in (10) and (11) to unconstrained, consider the following relation of transformed error given in [15]

\[
\epsilon_i = \psi \left( \frac{e_i (t)}{\rho_i (t)} \right)
\]

(14)

or equivalently,

\[
e_i (t) = \rho_i (t) S (\epsilon_i)
\]

(15)

where \( S (\cdot) \) is a smooth function and \( \psi (\cdot) \) is its inverse for \( i = 1, 2, \ldots, N \). In addition, \( S (\cdot) \) is selected such that the following properties are satisfied:

**Property 1.**

1. \( S (\epsilon_i) \) is smooth and strictly increasing.
2. \(-\delta_i < S (\epsilon_i) < \tilde{\delta}_i\), if \( e_i (t) \geq 0 \)
   \[-\delta_i < S (\epsilon_i) < \tilde{\delta}_i\), if \( e_i (t) < 0 \)
3. \( \lim_{\epsilon_i \to -\infty} S (\epsilon_i) = -\tilde{\delta}_i \) if \( e_i (t) \geq 0 \)
   \[\lim_{\epsilon_i \to -\infty} S (\epsilon_i) = -\tilde{\delta}_i \) if \( e_i (t) < 0 \)
   \[\lim_{\epsilon_i \to +\infty} S (\epsilon_i) = \tilde{\delta}_i \)

where \( \delta_i \) and \( \tilde{\delta}_i \) are known positive constants that have to be selected according to the following relations:

\[
S (\epsilon_i) = \begin{cases} 
\tilde{\delta}_i \exp (\epsilon_i) - \delta_i \exp (-\epsilon_i), & \text{with } \delta_i > \tilde{\delta}_i \text{ if } e_i (t) \geq 0 \\
\delta_i \exp (\epsilon_i) - \tilde{\delta}_i \exp (-\epsilon_i), & \text{with } \delta_i > \tilde{\delta}_i \text{ if } e_i (t) < 0 
\end{cases}
\]

(16)

Now, consider the general form of the smooth function

\[
S (\epsilon_i) = \frac{\delta_i \exp (\epsilon_i) - \tilde{\delta}_i \exp (-\epsilon_i)}{\exp (\epsilon_i) + \exp (-\epsilon_i)}
\]

(17)

and the transformed error

\[
\epsilon_i = S^{-1} \left( \frac{e_i (t)}{\rho_i (t)} \right)
\]

\[
= \frac{1}{2} \begin{cases} 
\ln \frac{\delta_i + e_i (t) / \rho_i (t)}{\delta_i - e_i (t) / \rho_i (t)}, & \text{if } e_i (t) \geq 0 \\
\ln \frac{\delta_i + e_i (t) / \rho_i (t)}{\delta_i - e_i (t) / \rho_i (t)}, & \text{if } e_i (t) < 0 
\end{cases}
\]

(18)

One can notice in the previous set of equations, \( \tilde{\delta}_i \) and \( \delta_i \) exchange values depending on the sign of \( e_i (t) \). One should note that the highest value of both involves subtracting the absolute value of \( e_i (t) / \rho_i (t) \) and the lowest involves the addition of the absolute value of \( e_i (t) / \rho_i (t) \). Accordingly and recalling that \( \rho_i (t) > 0 \), equations (18)

\[
\tilde{\delta}_i > \delta_i \text{ can be rewritten as}
\]

\[
\epsilon_i = \frac{1}{2} \ln \left( \frac{\delta_i + e_i (t) / \rho_i (t)}{\delta_i - e_i (t) / \rho_i (t)} \right), \text{ if } e_i (t) \geq 0
\]

(19)

And to attenuate the effect of chattering, the following form of the transformed error is proposed

\[
\epsilon_i = \frac{1}{2} \ln \left( \frac{\delta_i + e_i (t) / \rho_i (t)}{\delta_i - e_i (t) / \rho_i (t)} \right), \text{ if } e_i (t) < 0
\]

(20)

where \( \text{erf} (\xi / \rho) = \frac{2}{\sqrt{\pi}} \int_0^\frac{\xi}{\rho} e^{-a^2} da \). \( \xi > 0 \) is a design parameter.

**Remark 4.** The primary role of \( \xi \) is to make \( \text{erf} (\xi / \rho) \) as close as possible to \( \text{sign} (\xi) \). Ideally \( \xi \) is selected as big as possible. For instance, \( |\text{erf} (\xi / \rho)| \approx 1 \) when \( |\xi / \rho| \geq \Delta = \frac{\pi}{2} \). Therefore, if \( \xi = 200 \) then \( \text{erf} (\xi / \rho) \approx 1 \) when \( |\xi / \rho| \geq 0.01 \). However, while the error function derivative is smooth and bounded, the more one selects a high gain \( \xi \), the more the risk of chattering.

For simplification, let’s define \( x := x (t) \), \( e := e (t) \), \( \epsilon := \epsilon (t) \) and \( \rho := \rho (t) \). Then, after algebraic manipulations, the derivative of transformed error when \( |\epsilon| / \rho \geq \Delta / \xi \) can be approximated by:

\[
\dot{\epsilon}_i = \frac{1}{2 \rho_i} \left( \delta_i \|e_i (t)\| / \rho_i + \tilde{\delta}_i \|e_i (t)\| / \rho_i \right)
\]

(22)

**Remark 5.** As mentioned earlier, the selection of the high gain \( \xi \) can make the absolute value of the error function converge to 1 for a very small ratio \( |\epsilon (t)| / \rho = \Delta / \xi \). In our analysis, we will use (22) to show that the control will generate a UUB error dynamic that will converge to a ball around zero with a radius that can be made as small as desired depending on the selection of \( \xi \). Thus, the error may not converge to zero.
Let
\[ r_i = \frac{1}{2\rho_i} \left( \frac{1}{\epsilon_i + |e_i|/\rho_i} + \frac{1}{\delta_i - |e_i|/\rho_i} \right) \]  
(23)
From (7) and (22), the global synchronization of the transformed error can be obtained as
\[ \dot{e} = R (L + B) \left( f(x) + u + w - f(x_0, t) \right) - \bar{T} \bar{Y}^{-1} e(t) \]  
(24)
where the control at the level of each node is of the form \( u_i = -\epsilon \xi_i + \nu \); the value of \( \nu \) will be clarified later in the paper, and it represents the necessary control actions to tackle the uncertainties and the Neural-Network approximation errors (see [37]; \( \epsilon = [\epsilon_1, \ldots, \epsilon_N]^T \in \mathbb{R}^N \), \( \bar{T} = \text{diag} [\rho_i(t)] \) and \( \bar{Y} = \text{diag} [\hat{\rho}_i(t)] \), \( i = 1, \ldots, N; R \) is such that \( R = \text{diag} [r_1(t), \ldots, r_N(t)] \) with \( R > 0 \) and \( \bar{R} < 0 \); \( \bar{T} \bar{Y}^{-1} < 0 \) with \( \lim_{t \to \infty} \bar{T} \bar{Y}^{-1} = 0 \). It should be noted that \( \delta_i \) and \( \bar{\delta}_i \) define the dynamic boundaries of the initial (large) and final (small) set and they have a significant impact on the control effort up to small error tracking which is bounded by \( \rho_{i\infty} \). Higher values of \( \delta_i \) and \( \bar{\delta}_i \) require more time for the systematic convergence from large to small set. Whereas, the impact of \( \ell_i \) and \( \xi \) can be noticed on the speed of convergence from large to small sets that implies values of \( \ell_i \) and \( \xi \) have a direct impact on the range of control signal. Before proceeding further, the following definitions are needed (see [7]).

**Definition 1.** The global neighborhood error \( e(t) \in \mathbb{R}^N \) is uniformly ultimately bounded (UUB) if there exists a compact set \( \Omega \subset \mathbb{R}^N \) so that \( \forall e(t_0) \in \Omega \) there exists a bound \( B \) and a time \( t_f(B, e(t_0)) \), both independent of \( t_0 \geq 0 \), such that \( \| e(t) \| \leq B \) so that \( \forall t \geq t_0 + t_f \).

**Definition 2.** The control node trajectory \( x_0(t) \) given by (1) is cooperative UUB with respect to solutions of node dynamics (3) if there exists a compact set \( \Omega \subset \mathbb{R}^N \) so that \( \forall (x_i(t_0) - x_0(t_0)) \in \Omega \), there exist a bound \( B \) and a time \( t_f(B, (x(t_0) - x_0(t_0))) \), both independent of \( t_0 \geq 0 \), such that \( \| x(t) - x_0(t) \| \leq B, \forall t \geq t_0 + t_f \).

IV. Neuro Adaptive Distributed Control with Prescribed Performance

This section presents the neural approximation of unknown nonlinearities and model uncertainties of a group of heterogeneous agents. The distributed control design is formulated for each local node to satisfy pre-defined prescribed characteristics.

**A. Neural Approximations**

The unknown nonlinearities of local agents in (1) can be approximated by
\[ f_i(x_i) = W_i^T \phi_i(x_i) + \alpha_i \]  
(25)
with \( \phi_i(x_i) \in \mathbb{R}^{v_i} \) where \( v_i \) is a sufficient number of neurons at each node, \( W_i \in \mathbb{R}^{v_i} \) and \( \alpha_i \) is the approximated error. According to [13], [31], the neural network can be approximated by a variety of sets including radial basis functions with centers and widths [32], sigmoid functions [33], etc.

Tracking the local performance of each node will be attained through the compensation of unknown nonlinearities and using the available information of neighbor state agents. Therefore, the nonlinearities of local nodes can be approximated such as
\[ \hat{f}_i(x_i) = \hat{W}_i^T \phi_i(x_i) \]  
(26)
where \( \hat{W}_i \in \mathbb{R}^{v_i} \) and \( \hat{f}_i(x_1) \) is the approximation of \( f_i(x_1) \). One should mention a crucial and well known property of the NN structure adopted in (26) (for more details the reader is invited to see [13]).

**Property 2.** For each continuous function \( f_i: \mathbb{R}^v \to \mathbb{R} \) and for every \( \epsilon_i > 0 \), there exist a bounded integer \( v_i \), and optimal synaptic weight vector \( W_i^* \in \mathbb{R}^{v_i}, i = 1, \ldots, N \) such that
\[ \sup_{x \in \Omega} \| f(x) - W_i^T \phi_i(x) \| \leq \epsilon_i \]  
where \( \Omega \) is a compact set. The global synchronization of \( f(x) \) for the graph \( \mathcal{G} \) can be described as
\[ f(x) = W^T \phi(x) + \alpha \]  
(27)
with \( W^T = \text{diag} [W_i], i = 1, \ldots, N, \phi(x) = [\phi_1(x_1), \ldots, \phi_N(x_N)], \alpha = [\alpha_1, \ldots, \alpha_N] \) and the global estimate of \( f(x) \)
\[ \hat{f}(x) = \hat{W}^T \phi(x) \]  
(28)
and \( \hat{W} = \text{diag} [\hat{W}_i], i = 1, \ldots, N \). The error of estimating nonlinearities can be described by
\[ \hat{f}(x) = f(x) - \hat{f}(x) = \hat{W}^T \phi(x) + \alpha \]  
(29)
where \( \hat{W} = W - \hat{W} \) is the parameter estimation error. Owing to property 2, there exist an unknown constant \( \alpha_{M_1} > 0 \), such that \( |\alpha_i| \leq \alpha_{M_1} \) for \( i = 1, \ldots, N \).

B. NN Adaptive Control Design of Distributed Agents

As in [7], the following standard assumptions are required.

**Assumption 1.**

1. Leader states are bounded by \( \|x_0\| \leq X_0 \).
2. Leader unknown variable dynamics in (3) are bounded such as \( \| \hat{f}(x_0, t) \| \leq F_M \).
3. Unknown disturbances are bounded by \( \| w \| \leq w_M \).
4. The variable \( \phi \) in (27) and (28) is bounded by \( \| \phi \| \leq \phi_M \).

**Lemma 1.** Let \( L \) be an irreducible matrix and \( B \neq 0 \) such as \( (L + B) \) is nonsingular then we can define
\[ q = [q_1, \ldots, q_N]^T = (L + B)^{-1} \mathbb{1} \]  
(30)
\[ P = \text{diag} [q_i] = \text{diag} [1/q_i] \]  
(31)
Then, \( P > 0 \) and the matrix \( Q \) defined as
\[ Q = P (L + B) + (L + B)^T P \]  
= \[ P [K (L + B) + (L + B)^T K] P \]  
(32)
is also positive definite with \( K := P^{-1} \).
The gist of the idea is that $Q = K (L + B) + (L + B)^T K$ is diagonally strictly dominant and since it is a symmetric M-matrix, then it is positive definite. Based on this lemma, the following proposition holds.

**Proposition 1.** Let $R$ a positive definite diagonal matrix, and $L, B, P$ and $K$ as defined in Lemma 1, then the matrix $Q$ defined as

$$Q = PR (L + B) + (L + B)^T RP$$  \hspace{1cm} (33)

is positive definite.

**Proof:**

Since $(L + B)$ is a nonsingular M-matrix and $R > 0$ is diagonal, then $R (L + B)$ is a non-singular M-Matrix.

$$(L + B) q = \mathbf{1} > 0$$  \hspace{1cm} (34)

Let $K = \text{diag} \{ q_i \}$ then

$$R (L + B) K \mathbf{1} = R (L + B) q = R \mathbf{1} > 0$$  \hspace{1cm} (35)

which means strict diagonal dominance of $R (L + B) K$. Therefore, $Q$ is positive definite.

The control signal of local nodes is given by

$$u_i = -c \epsilon_i - \tilde{W}_i^T \phi_i (x_i)$$  \hspace{1cm} (37)

with the control gain $c > 0$. Let the control signal for all nodes be

$$u = -c \epsilon - \tilde{W}^T \phi (x)$$  \hspace{1cm} (38)

Let the NN local node tuning laws given by

$$\dot{\tilde{W}}_i = F_i \phi_i \epsilon_i r_i p_i (d_i + b_i) - k F_i \tilde{W}_i$$

with $F_i \in \mathbb{R}^{m \times m}$, $F_i := \Pi_i I_{m_i}$, $\Pi_i > 0$ and $k > 0$ are scalar gains.

**Theorem 1.** Distributed Adaptive Control Protocol for Synchronization with Prescribed Performance.

Consider the strong connected graph of the networked system in (1) under Assumption 1 with distributed adaptive control protocol (37) and neighborhood synchronization errors given in (4). Let the adaptive matrix be defined as in (39) and the local node NN tuning laws follow $F_i = \Pi_i I_{m_i}$ and $\Pi_i > 0$ and $k > 0$ are scalar gains. Each of $c$ and $k$ are defined to satisfy (40) and (41)

$$k = \frac{c}{2\sigma(Q)}$$  \hspace{1cm} (40)

$$c \sigma(Q) > \frac{1}{2} \phi_M \hat{\delta}(P) \hat{\delta}(A)$$  \hspace{1cm} (41)

Therefore, the control node trajectory $x_0 (t)$ is cooperative UUB and all nodes synchronize close to $x_0 (t)$.

**Proof:**

In view of (38), the error function in (7) can be defined by

$$\dot{e} = (L + B) \left( \tilde{W}^T \phi (x) + \alpha - \epsilon - w - f (x_0, t) \right)$$  \hspace{1cm} (42)

and from (24), the transformed error can be written as

$$\dot{e} = (L + B) \left[ \tilde{W}^T \phi (x) + \alpha - \epsilon - w - f (x_0, t) \right]$$  \hspace{1cm} (43)

Consider the following Lyapunov candidate function

$$V = \frac{1}{2} \epsilon^T P \epsilon + \frac{1}{2} \text{Tr} \{ \tilde{W}^T F^{-1} \tilde{W} \}$$  \hspace{1cm} (44)

where $P$ is the positive and diagonal matrix defined in Lemma 1. $F^{-1}$ is a block diagonal matrix defined in (39) with $F := \text{diag} \{ F_i \}$. The derivative of (44) is

$$\dot{V} = \frac{1}{2} \epsilon^T P \epsilon + \frac{1}{2} \epsilon^T P \epsilon + \text{Tr} \{ \tilde{W}^T F^{-1} \tilde{W} \}$$  \hspace{1cm} (45)

Let $P_1 := PR = RP$, such that $Q$ in (36) is $Q = P_1 (L + B) + (L + B)^T P_1$. One can write

$$\dot{V} \leq -c \frac{1}{2} \epsilon^T Q \epsilon + \epsilon^T P_1 (L + B) \left( \alpha + w - f (x_0, t) \right)$$  \hspace{1cm} (46)

On the other hand $e = \gamma S (e)$, which implies

$$\dot{V} = -\frac{1}{2} c \epsilon^T Q \epsilon + \epsilon^T P_1 (L + B) \left( \alpha + w - f (x_0, t) \right)$$  \hspace{1cm} (47)

one should note that $A := (t)$ such that $A = -P_1 \gamma$ is a positive definite diagonal matrix for $\forall t$ and $\lim_{t \to \infty} A = 0$

$$\dot{V} \leq -\frac{1}{2} c \epsilon^T Q \epsilon + \epsilon^T \frac{P}{P_1} (L + B) \left( \alpha + w - f (x_0, t) \right)$$  \hspace{1cm} (48)

where $\hat{\delta} = \max \{ \hat{\delta}_1, \ldots, \hat{\delta}_N \}$, equation (48) becomes

$$\dot{V} \leq -\frac{1}{2} c \epsilon^T Q \epsilon + \epsilon^T \frac{P}{P_1} (L + B) \left( \alpha + w - f (x_0, t) \right) + \text{Tr} \left\{ \tilde{W}^T F^{-1} \tilde{W} + \phi (x) \epsilon^T P_1 (L + B) \right\}$$  \hspace{1cm} (49)

$$\dot{V} \leq -\frac{1}{2} c \epsilon^T Q \epsilon + \epsilon^T \frac{P}{P_1} (L + B) \left( \alpha + w - f (x_0, t) \right) + \text{Tr} \left\{ \tilde{W}^T F^{-1} \tilde{W} + \phi (x) \epsilon^T P_1 \left( D + B \right) \right\}$$  \hspace{1cm} (50)
Using the NN weight tuning law in (39) and since $P$ and $D + B$ are diagonal, one has

$$
\begin{align*}
V & \leq - \frac{1}{2} \alpha^T Q \epsilon + \epsilon^T P_1 (L + B) (\alpha + w - f(x_0, t)) \\
& \quad + k \text{Tr} \left\{ \bar{W}^T (W - \bar{W}) \right\} - k \text{Tr} \left\{ \bar{W}^T \phi (x) \epsilon^T P_1 A \right\} \\
& \quad + \epsilon^T A \delta_1 1
\end{align*}
$$

Let $B_M = \alpha_M + w_M + F_M$, $z = \left[ ||\epsilon|| \: ||\bar{W}||_F \right]^T$

$$
h = \left[ \bar{\sigma} (P_1) (\bar{\sigma} (L + B) B_M) + \bar{\delta} \bar{\sigma} (A) \right] k W_M
$$

$$
H = \left[ \frac{1}{2} \bar{\sigma} (Q) - \frac{1}{2} \phi_M \bar{\sigma} (P_1) \bar{\sigma} (L + B) \right] k
$$

hence, (51) can be expressed as follows

$$
\begin{align*}
V & \leq - z^T H z + h^T z
\end{align*}
$$

one can define $V \leq 0$ if and only if $H$ is positive definite and

$$
||z|| > \frac{||h||}{\sigma(H)}
$$

according to (44), we have

$$
\frac{1}{2} \sigma(P_1) ||\epsilon||^2 + \frac{1}{2 \Pi_{\text{max}}} ||\bar{W}||_F^2 \leq V \leq \frac{1}{2} \bar{\sigma} (P_1) ||\epsilon||^2 + \frac{1}{2 \Pi_{\text{min}}} ||\bar{W}||_F^2
$$

or

$$
\frac{1}{2} \left[ ||\epsilon|| \: ||\bar{W}||_F \right] \left[ \sigma(P_1) \: 0 \right] \frac{1}{\Pi_{\text{max}}} \left[ ||\epsilon|| \: ||\bar{W}||_F \right] \leq V
$$

$$
\frac{1}{2} \left[ ||\epsilon|| \: ||\bar{W}||_F \right] \left[ \bar{\sigma}(P_1) \: 0 \right] \frac{1}{\Pi_{\text{min}}} \left[ ||\epsilon|| \: ||\bar{W}||_F \right] \leq V
$$

with $\Pi_{\text{min}}$ and $\Pi_{\text{max}}$ are minimum and maximum value of $\Pi_i$, respectively. Define the appropriate variables in (55) such that (55) is written as

$$
\frac{1}{2} z^T S z \leq V \leq \frac{1}{2} z^T S z
$$

which is equivalent to

$$
\frac{1}{2} \bar{\sigma}(S) ||z||^2 \leq V \leq \frac{1}{2} \bar{\sigma}(S) ||z||^2
$$

hence, one can find the following relation

$$
V > \frac{1}{2} \bar{\sigma}(S) \left( \frac{||h||^2}{\sigma^2(H)} \right)
$$

selecting $k$ as in (40) leads to

$$
\sigma(H) = \frac{\sigma(Q) - \frac{1}{2} \phi_M \bar{\sigma}(P) \bar{\sigma}^2(A)}{2}
$$

which is positive under condition (39) and therefore $z$ is UUB. Consequently, the sufficient conditions for (53) are

$$
\begin{align*}
||\epsilon|| > \frac{\bar{\sigma}(P_1) (\bar{\sigma}(L + B) B_M) + \bar{\delta} \bar{\sigma}(A) + k W_M}{\sigma(H)}
\end{align*}
$$

$$
\begin{align*}
||\bar{W}||_F > \frac{\bar{\sigma}(P_1) (\bar{\sigma}(L + B) B_M) + \bar{\delta} \bar{\sigma}(A) + k W_M}{\sigma(H)}
\end{align*}
$$

also from (56), we have

$$
||z|| \leq \sqrt{\frac{2V}{\sigma(S)}}, \quad ||z|| \geq \sqrt{\frac{2V}{\sigma(S)}}
$$

consequently, equation (52) can be written as

$$
V \leq - \beta_1 V + \beta_2 \sqrt{V}
$$

with $\beta_1 := \frac{2 \sigma(H)}{\sigma(S)}$ and $\beta_2 := \frac{\sqrt{2 ||h||}}{\sqrt{\sigma(S)}}$ which leads to

$$
\sqrt{V} \leq \sqrt{V(0)} + \frac{\beta_2}{\beta_1}
$$

using (56), one has

$$
\begin{align*}
||\epsilon|| \leq ||z|| \leq \sqrt{\frac{\sigma(S)}{\sigma(H)}} \sqrt{||\epsilon(t_0)||^2 + \frac{||\bar{W}(t_0)||^2_F}{2}}
\end{align*}
$$

$$
+ \frac{\sigma(S)}{\sigma(H)} ||r|| = B_0
$$

Therefore, $\epsilon$ is $L_\infty$ and contained for all $t > t_0$ in the compact set $\Omega_0 = \{ \epsilon(t) || \epsilon(t) || \leq B_0 \}$. These results hold under the assumption that $x \in \Omega_x$ as per Property 2 for all $t \geq t_0$; and therefore, we need to establish that the proposed control law and the initial conditions do not force $x$ to get out of the compact set $\Omega_x$. As such, the analysis follows [34] and [7] with slight modification. Let $x_0 \in \Omega_{x_0}$. Suppose $\bar{W} \in \Omega_{W'}$. Then (5) shows that

$$
\|x(t)\| \leq \frac{1}{\sigma(L + B)} \|x(t_0)\| + \sqrt{N} \|x_0(t)\|
$$

Owing to Property 1,

$$
\|x(t)\| \leq \frac{1}{\sigma(L + B)} \|S(r_{t_0})\| + \sqrt{N} \|x_0(t)\| \equiv B_1
$$

The state is contained for all times $t \geq 0$ in a compact set $\Omega_x = \{ x(t) || x(t) || \leq B_1 \}$ and this completes the proof. It should be remarked that $k$ and $\Pi_i$ are associated with nonlinearity compensation of adaptive estimate, $c$ controls the speed of convergence to the desired tracking output and has to be selected to satisfy (40).

Finally, the algorithm of nonlinear single node dynamics such as equation (1) can be summarized briefly as

1. Define the control design parameters such as $\delta_i$, $\delta_i$, $p_{i,\infty}$, $\epsilon_i$, $\Pi_i$, $k$ and $c$.
2. Evaluate local error synchronization from equation (4).
3. Evaluate the PPF from equation (9).
4. Evaluate $r_i$ from equation (23).
5. Evaluate transformed error from equation (21).
6. Evaluate control signal from equation (37).
7. Evaluate the neuro-adaptive estimate from equation (39).
8. Go to step 2.

Remark 6. If we have $x_i \in \mathbb{R}^n, n > 1$, $u_i \in \mathbb{R}^n, f_i(x_i) \in \mathbb{R}^n$ and $w_i \in \mathbb{R}^n$, then the problem can be extended easily and the estimated weight will be written as

$$
\dot{W}_i = -F_i \phi_i \epsilon_i r_i (p_i (d_i + b_i) \otimes I_n) - k F_i \dot{W}_i
$$
V. Simulation Results

Example 1: Consider the problem in [7] with strongly connected network composed of 5 nodes and one leader connected to node 3 as in Fig. 2.

The nonlinear dynamics of the graph are

\[
\begin{align*}
\dot{x}_1 &= x_1^3 + u_1 + a_1(t) \cos(t) \\
\dot{x}_2 &= x_2^2 + u_2 + a_2(t) \cos(t) \\
\dot{x}_3 &= x_3^4 + u_3 + a_3(t) \cos(t) \\
\dot{x}_4 &= x_4 + u_4 + a_4(t) \cos(t) \\
\dot{x}_5 &= x_5^5 + u_5 + a_5(t) \cos(t)
\end{align*}
\]

where \(a_i(t), i = 1, \ldots, 5\), represent random constants between 0 and 1 at each time instant and the leader dynamics is \(\dot{x}_0 = f_0(x_0, t) = 0\) with desired consensus value \(= 2\). The following parameters were used in the simulation \(\rho_{\infty} = 0.05 \times \mathbf{1}_{5 \times 1}, \rho_0 = 7 \times \mathbf{1}_{1 \times 5}, \ell = 7 \times \mathbf{1}_{1 \times 5}, \Pi_i = 150 \mathbf{1}_{v_i \times v_i}, \delta = 7 \times \mathbf{1}_{1 \times 5}, \delta_i = 1 \times \mathbf{1}_{1 \times 5}, v_i = 3, c = 100, k = 0.8, \xi = 20, x_0 = 2\cos(0.8t)\) and \(x_i(0) = [-2.5743, -0.9814, 1.2596, 1.1472, 2.5196]\).

Fig. 3 shows the output performance, control signal and transformed error respectively for the proposed control algorithm using the transformed error in (14) instead of that in (21). In all figures, \(x_0\) denotes the output response of the leader node, \(u_0\) denotes the control signal of the leader node and \(x_i\) and \(u_i\) are the output performance and control signal of the associated agent, respectively, for all \(i = 1, \ldots, 5\). Fig. 3 illustrates the quality of tracking and how it falls between the constraints of the PPF. Also, it can be noticed that the error obeys prescribed error boundaries as it started within large set and ended within small predefined set. However, the control input and transformed error are completely oscillatory.

Now, the proposed neuro-adaptive distributed control with PPF has been improved to handle the problem of oscillation in control input and transformed error of Fig. 3 using the transformed error in (21). Fig. 4 and 5 present the output performance, control signal and transformed error respectively using the proposed control algorithm with the smooth error function, \(erf()\), in the transformed error (21). The advantage of introducing such smooth function is reflected in the good tracking performance and with no oscillation in the behavior of transformed error and control signal response as illustrated on Fig. 5 and 4 respectively. Also, Fig. 4 compares the proposed neuro-adaptive distributed control with PPF and neuro-adaptive distributed control without PPF [7]. With same design parameters, initial conditions and leader response \(x_0 = 2\cos(0.8t)\), the proposed algorithm illustrates high tracking performance with low control effort, whereas the control in [7] shows instability.

Example 2: Consider the same problem in Fig. 2 with 3 inputs and 3 outputs nonlinear systems. The nonlinear dynamics are defined by

\[
\begin{align*}
\dot{x}_{i,j} &= A x_{i,j} + B u_{i,j} + \theta_j(t) x_{i,j} + f_j(x_{i,j}) + D_j(t) \\
y_{i,j} &= C x_{i,j}
\end{align*}
\]
where

\[
A = \begin{bmatrix}
-20 & 22 & 0 \\
0 & 15 & 0 \\
0 & 0 & -3
\end{bmatrix}, \quad B = I_{3 \times 3}, \quad C = I_{3 \times 3},
\]

\[
f_j(x_{-j}) = \begin{bmatrix}
a_{1j}x_{3j}x_{1j} + 0.2\sin (x_{1j}a_{1j}) \\
a_{2j}x_{1j}x_{3j} - 0.2a_{2j}\cos (a_{2j}x_{3j}t) x_{1j} \\
a_{3j}x_{1j}x_{2j}
\end{bmatrix},
\]

\[
D_j (t) = \begin{bmatrix}
1 + b_{1j}\sin (b_{1j}t) \\
1.2\cos (b_{2j}t) \\
\sin (0.5b_{3j}t) + \cos (b_{3j}t) - 1
\end{bmatrix},
\]

\[
\theta_j^1 (t) = \begin{bmatrix}
3c_{1j}\sin (0.5t) \\
0.9\sin (0.2c_{2j}t) \\
0.5\sin (0.13c_{3j}t)
\end{bmatrix}, \quad \theta_j^2 (t) = \begin{bmatrix}
2c_{1j}\sin (0.4c_{1j}t)\cos (0.3t) \\
2.5\sin (0.3c_{2j}t) + 0.3\cos (t) \\
0.6c_{3j}\cos (0.15t)
\end{bmatrix},
\]

\[
\theta_j^3 (t) = \begin{bmatrix}
0.7\sin (0.2c_{1j}t) \\
1.0\sin (0.1c_{2j}t) \\
1.5\cos (0.7c_{3j}t) + 1.6c_{3j}\sin (0.3t)
\end{bmatrix},
\]

\[
\theta_j^j (t) = \begin{bmatrix}
\theta_j^1 (t) \\
\theta_j^2 (t) \\
\theta_j^3 (t)
\end{bmatrix}
\]

and

\[
a = \begin{bmatrix}
1.5 & 0.5 & 0.7 & 1.3 & 0.7 \\
0.5 & 1.4 & 0.1 & 1.3 & 2.4 \\
2.8 & 1.4 & 0.6 & 0.7 & 0.6
\end{bmatrix},
\]

\[
b = \begin{bmatrix}
0.5 & 1.5 & 1.1 & 1.6 & 0.3 \\
0.7 & 1.2 & 1.3 & 0.3 & 0.3 \\
1.1 & 1.4 & 1.6 & 0.6 & 1.0
\end{bmatrix},
\]

\[
c = \begin{bmatrix}
1.5 & 2.5 & 0.5 & 1.7 & 0.7 \\
0.5 & 1.7 & 1.1 & 0.3 & 0.4 \\
0.8 & 0.4 & 2.2 & 0.9 & 1.4
\end{bmatrix},
\]

The leader dynamics is \( \dot{x}_0 = f_0 (x_0, t) = [0, 0, 0]^T \) with initial conditions \( x_0 (0) = [1.5, 2.7, 3.5]^T \) equal to desired consensus and number of neurons \( v_i = 6 \). The control parameters of the problem were defined as \( \rho_{\infty} = 0.05 \times \frac{1}{3 \times 5}, \rho_0 = 7 \times \frac{1}{3 \times 5}, \ell = 7 \times \frac{1}{3 \times 5}, \Pi_i = 150I_{v_i \times v_i}, \delta = 7 \times \frac{1}{3 \times 5}, \bar{\delta} = 1 \times \frac{1}{3 \times 5}, e = 100, k = 0.8, \xi = 50 \).

Initial conditions of

\[
x_1 (0) = [0.8678, -0.5058, 1.5501]^T, \\
x_2 (0) = [-0.7777, 0.3450, -2.5642]^T, \\
x_3 (0) = [2.1855, -2.5301, -1.3017]^T, \\
x_4 (0) = [1.4068, -3.3671, 0.8756]^T, \\
x_5 (0) = [1.0541, 0.2989, -1.4818]^T
\]

The robustness of the proposed controller against time varying uncertain parameters, time varying external disturbances, and high nonlinearities are tested in this example. Fig. 6 shows the output performance and the control input of the proposed controller for this MIMO case. The tracking errors and their associated transforms are depicted in Fig. 7, 8 and 9. The control signal is smooth and the dynamic performance satisfy the prescribed dynamic constraints.

---

Fig. 6. Neuro-adaptive control with PPF output performance of Example 2 using the transformed error in equation (21).

Fig. 7. Error and transformed error of output 1 of example 2 using the transformed error in equation (21).

Fig. 8. Error and transformed error of output 2 of Example 2 using the transformed error in equation (21).

Fig. 9. Error and transformed error of output 3 of Example 2 using the transformed error in equation (21).
VI. Conclusion

A distributed cooperative neuro-adaptive control has been proposed based on prescribed performance for multi-agent systems. Neural network has been used to estimate system nonlinearities. The controller is developed for strongly connected network. The control signal is chosen properly to guarantee stability as well as track the leader trajectory with an error subject to dynamic prescribed constraints. The controller successfully enables the agents to synchronize to the desired trajectory in a very short time with small residual error. Simulation examples have been presented by considering highly nonlinear heterogeneous systems with time varying parameters, uncertainties and disturbances. Only first order nonlinear systems have been considered. Higher order nonlinear systems will be considered in the future.
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