Two-mode bosonic quantum metrology with number fluctuations
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We search for the optimal quantum pure states of identical bosonic particles for applications in quantum metrology, in particular in the estimation of a single parameter for the generic two-mode interferometric setup. We consider the general case in which the total number of particles is fluctuating around an average number \( N \) with variance \( \Delta N^2 \). By recasting the problem in the framework of classical probability, we clarify the maximal accuracy attainable and show that it is always larger than the one reachable with a fixed number of particles (i.e., \( \Delta N = 0 \)). In particular, for larger fluctuations, the error in the estimation diminishes proportionally to \( 1/\Delta N \), below the Heisenberg-like scaling \( 1/N \). We also clarify the best input state, which is a “quasi-NOON state” for a generic setup, and for some special cases a two-mode “Schrödinger-cat state” with a vacuum component. In addition, we search for the best state within the class of pure Gaussian states with a given average \( N \), which is revealed to be a product state (with no entanglement) with a squeezed vacuum in one mode and the vacuum in the other.
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I. INTRODUCTION

By making use of quantum-mechanical features, such as quantum superposition, entanglement, or squeezing, we are able to go beyond classical technologies. One of such promising ideas is “quantum metrology” because of its possible applications [1–10]. When one wishes to estimate some quantity or parameter of a physical system, one typically tries to do it by analyzing the data collected by performing a number of independent and identical experiments, or by sending a number of independent probes to the target. The error in the estimation scales as \( 1/\sqrt{N} \) (shot noise or standard quantum limit) and diminishes as the number of probes \( N \) increases. On the other hand, it has been recognized that such scaling can be beaten by quantum-mechanical effects. In particular, the possibility of estimating phase shifts at the “Heisenberg limit,” with errors scaling as \( 1/N \), has been revealed with interferometric setups, which exploit the possibility of employing quantum correlations in the input states of the probes (the optimal choice being identified with the so-called “NOON states”) [11, 12].

Analogous results hold also when the total number of probes is not exactly fixed at some value but is allowed to fluctuate around an average number \( N \). Such situations are often found in real experiments, e.g., when measuring an optical phase difference in a two-port Mach-Zehnder interferometer [13–21]. Also in this case, one may recognize the existence of a \( 1/\sqrt{N} \) scaling associated with the accuracy attainable, when employing classical light sources (say coherent states) as probing signals. As in the fixed-number scenario, this threshold can be overcome by properly employing probes exhibiting quantum characteristics (say squeezing and/or entanglement). In this case, however, the formal equivalence to the Heisenberg limit appears to be not as fundamental as in the fixed-number configuration: due to the presence of large fluctuations in the number of probes, the violations of the \( 1/N \) scaling of the optimal accuracy are indeed possible. To get realistic results, extra constraints have to be imposed, either on the structure of the input signals [17–19], or on the amount of squeezing allowed in a single experiment [13], or finally on the fluctuations of the total number of particles involved in the experiment [16, 20].

In this article, we explore the quantum metrology with bosonic particles (e.g., photons) used as probes, for the most generic two-mode interferometric setup (where the total number of probe particles is preserved). We consider the case where the number of bosons is not exactly fixed but can fluctuate around an average value \( N \) with a certain standard deviation \( \Delta N \). In this general setting, we optimize the precision of the estimation of a parameter \( \varphi \) of the generic two-input and two-output circuit described by a scattering operator \( S_\varphi \) [see Fig. 1(a)]. Under the assumption of pure input probes, we find the exact expression for the optimal quantum Fisher information (QFI) \( F_Q^{(\text{max})}(\varphi) \), whose reciprocal square-root gives the minimal uncertainty \( \delta \varphi_{\text{min}} \) in the estimation of \( \varphi \). Specifically we get

\[
F_Q^{(\text{max})}(\varphi) = \left( |\varepsilon_+ - \varepsilon_-| \sqrt{N^2 + \Delta N^2} + |\varepsilon_+ + \varepsilon_-| \Delta N \right)^2 ,
\]

where \( \varepsilon_\pm \) are constants encoding the physical properties of the generic two-port circuit (as described in Sec. II). This is the central result of the present work. In particular, one notices that for an antisymmetric configu-
ration (i.e., $\varepsilon_+ = -\varepsilon_-$), the above expression predicts a scaling $1/\sqrt{N^2 + \Delta N^2}$ for $|\delta \varphi_{\text{min}}|$; generalizing the results obtained in Refs. [16, 20] for a Mach-Zehnder interferometer. On the other hand, for a symmetric case (i.e., $\varepsilon_+ = \varepsilon_-$), we get a $1/\Delta N$ scaling. Such simple prototype cases are compared in Sec. V. More generally, Eq. (1) explicitly shows that the Heisenberg-like scaling $1/\Delta N$ for $|\delta \varphi_{\text{min}}|$ can be beaten by the presence of number fluctuations. Indeed, irrespective of the values of $\varepsilon_{\pm}$, by exploiting large number fluctuations $\Delta N \gg N$, one can get a very small estimation error $\delta \varphi_{\text{min}} \propto 1/\Delta N \ll 1/N$.

The best input state that allows us to achieve the ultimate QFI in Eq. (1) is clarified to be a “quasi-NOON state” (see Sec. IV A), or in some special cases a two-mode “Schrödinger-cat state” with a vacuum component (see Sec. IV B). We also identify the best input state among pure Gaussian states and see how close we can get to the above ultimate precision by a Gaussian state, which would be much simpler to generate than the quasi-NOON state or the two-mode Schrödinger-cat state with vacuum (see Sec. VI B). Remarkably, the best pure Gaussian state is a product state with no entanglement: it is simply a single-mode squeezed vacuum.

This article is organized as follows. In Sec. II, we review the basic definitions of scattering operator and Fisher information in the context of quantum metrology, and set up our problem. In Sec. III, we rephrase the problem of the optimization of QFI in terms of classical probability, and solve it to get the maximal QFI shown in Eq. (1). The optimal input state that allows us to achieve the maximal QFI is exhibited in Sec. IV, and some special cases are considered in Sec. V. We also solve the optimization problem within the restricted class of pure Gaussian states, which are of interest in quantum optics, in Sec. VI. Conclusions are finally summarized in Sec. VII.

II. BASIC SETUP AND FRAMEWORK

A. The Model

We consider a generic two-input and two-output linear (particle-number preserving) unitary circuit [Fig. 1(a)]. Our problem is to estimate a single parameter $\varphi$ of the circuit, by injecting bosonic particles into the circuit and observing its output. A typical example is the Mach-Zehnder interferometer used to measure an optical phase shift $\varphi$ by injecting photons into the input ports [Fig. 1(b)]. The following analysis however is not restricted to such a specific setup, and the parameter $\varphi$ can be something more general. In particular, we describe the action of the circuit on the input state by a scattering operator $\hat{S}_\varphi$ preserving the total number of particles. It induces the canonical transformation

$$
\hat{S}_\varphi \left( \begin{array}{c} \hat{a}_+^\dagger \\ \hat{a}_-^\dagger \end{array} \right) \hat{S}_\varphi^\dagger = \left( \begin{array}{cc} T_+ & R_+ \\ R_- & T_- \end{array} \right) \left( \begin{array}{c} \hat{a}_+^\dagger \\ \hat{a}_-^\dagger \end{array} \right),
$$

where $\hat{a}_+^\dagger$ and $\hat{a}_-^\dagger$ are the creation operators for bosons incoming to/outgoing from the ports of the circuit labelled “+” and “−”, and where $T_{\pm}$ and $R_{\pm}$ are complex-valued functions of $\varphi$ which define a $2 \times 2$ unitary matrix by fulfilling the constraints

$$
|T_+|^2 + |R_{\pm}|^2 = 1, \quad T_+ R_{\mp} + R_{\pm} T_- = 0 \quad (s = \pm).
$$

When feeding the device with a two-mode input state $|\psi_0\rangle$ (this is the initial state of the probing signal), it outputs the state

$$
|\psi_\varphi\rangle = \hat{S}_\varphi |\psi_0\rangle,
$$

which is the one we can monitor in order to recover the value of the parameter $\varphi$.

B. Normal Modes

The conditions in Eq. (3) lead to the following parameterization of the matrix elements:

$$
T_s = e^{-i\chi} e^{-i\varphi s} \cos \beta, \quad R_s = -ie^{-i\chi} e^{-i\varphi s} \sin \beta \quad (s = \pm),
$$

with $\beta$, $\chi$, $\tau$, and $\rho$ being arbitrary real-valued functions of $\varphi$. Accordingly $\hat{S}_\varphi$ can be expressed as

$$
\hat{S}_\varphi = e^{-i\chi S_{s=\pm}\hat{a}_-^\dagger \hat{a}_s} e^{-i\varphi \Sigma_{s=\pm} \hat{a}_s^\dagger \hat{a}_s} e^{-i\beta \Sigma_{s=\pm} e^{-i(s+\rho)\varphi} \hat{a}_s^\dagger \hat{a}_s},
$$

where $\hat{a}_s^\dagger$ are the creation operators for bosons incoming to/outgoing from the ports of the circuit labelled “+” or “−”, and where $T_s$ and $R_s$ are complex-valued functions of $\varphi$ which define a $2 \times 2$ unitary matrix by fulfilling the constraints

$$
|T_s|^2 + |R_{s\pm}|^2 = 1, \quad T_s R_{\mp s} + R_{s\pm} T_{-s} = 0 \quad (s = \pm).
$$

When feeding the device with a two-mode input state $|\psi_0\rangle$ (this is the initial state of the probing signal), it outputs the state

$$
|\psi_\varphi\rangle = \hat{S}_\varphi |\psi_0\rangle,
$$

which is the one we can monitor in order to recover the value of the parameter $\varphi$.
while its generator as
\[ \hat{H}_\varphi = i\hat{S}_\varphi \frac{\partial \hat{S}_\varphi}{\partial \varphi} = \sum_{s=\pm} (A_s \hat{a}_s \hat{a}_s^\dagger + B_s \hat{a}_{-s} \hat{a}_s^\dagger), \]
where \( A_s \) and \( B_s \) are the following implicit functions of \( \varphi \)
\[
\begin{cases}
A_s = A_s^* = \frac{\partial \chi}{\partial \varphi} + \frac{s}{2} \left( \frac{\partial (\tau + \rho)}{\partial \varphi} + \frac{\partial (\tau - \rho)}{\partial \varphi} \cos 2\beta \right), \\
B_s = B_s^* = \left( \frac{\partial \beta}{\partial \varphi} + \frac{is}{2} \frac{\partial (\tau - \rho)}{\partial \varphi} \sin 2\beta \right) e^{-is(\tau + \rho)}
\end{cases}
\]
(s = \( \pm \)). \quad (8)

By explicit diagonalization we can write
\[ \hat{H}_\varphi = \sum_{s=\pm} \varepsilon_s \hat{c}_s \hat{c}_s^\dagger, \]
where
\[
\varepsilon_\pm = \frac{1}{2} \text{sgn}(A_+ + A_-) \times \left( |A_+ + A_-| \pm \sqrt{(|A_+ - A_-|^2 + 4|B_+|^2)} \right), \quad (10)
\]
with \( \text{sgn}(x) = 1 \) for \( x \geq 0 \) and \(-1\) otherwise, and where
\[
\hat{c}_\pm = \frac{1}{\sqrt{(\varepsilon_+ - A_+)^2 + |B_+|^2}} [B_+ \hat{a}_\pm \pm (\varepsilon_+ - A_+) \hat{a}_\mp],
\]
are the normal modes satisfying the canonical commutation relations. They are related to \( \hat{a}_\pm \) by a unitary transformation preserving the total number of probe particles,
\[ \hat{N} = \sum_{s=\pm} \hat{a}_s \hat{a}_s^\dagger = \sum_{s=\pm} \hat{c}_s \hat{c}_s^\dagger. \quad (12) \]

Notice that \( \hat{H}_\varphi \) and \( \hat{N} \) commute and admit as simultaneous eigenvectors the Fock states \( |m, n\rangle \) of the normal modes \( \hat{c}_+ \) and \( \hat{c}_- \) (with \( m \) and \( n \) being non-negative integers), the associated spectra being respectively
\[ E_{m,n} = \varepsilon_+ m + \varepsilon_- n, \quad N_{m,n} = m + n. \quad (13) \]

Notice also that, for our convenience, we ordered the eigenvalues \( \varepsilon_\pm \) (and the corresponding normal modes \( \hat{c}_\pm \)) such that
\[ \varepsilon_+^2 \geq \varepsilon_-^2. \quad (14) \]

C. Fisher Information

The simplest strategy for estimating the parameter \( \varphi \) of the two-mode linear circuit in Fig. 1(a) is to inject a single probe particle into port + and see whether it is output from port + or from port −. We repeat such an experiment many times (but a finite number of trials \( \nu \)), collect the data, and evaluate the probabilities \( P_+ = P(|\varphi\rangle) = |T_+|^2 = \cos^2 \beta \) and \( P_- = P(-|\varphi\rangle) = |R_+|^2 = \sin^2 \beta \) for the respective possible outcomes. By comparing these probabilities with their theoretical predictions, the parameter \( \varphi \) is estimated. The ultimate precision of such estimation can be evaluated on the basis of the Cramér-Rao inequality [2, 3, 22–25]: the uncertainty \( \delta \varphi \) in the estimation of \( \varphi \) is bounded as
\[ \delta \varphi \geq \frac{1}{\sqrt{\nu F(\varphi)}}, \quad (15) \]
where
\[ F(\varphi) = \sum_{s=\pm} P(s|\varphi\rangle) \left( \frac{\partial |\varphi\rangle}{\partial \varphi} \ln P(s|\varphi\rangle) \right)^2 = \frac{1}{P_+ P_-} \left( \frac{\partial P_+}{\partial \varphi} \right)^2 \]
is the Fisher information (FI) of the procedure. Different detection strategies, i.e., not simply checking whether the probe particle comes out of either port + or port − but, for instance, checking whether the output state of the probe particle is in a superposition state of the outputs from port + and port −, might provide us with better estimation. The maximum FI attainable by means of an optimal measurement is known to be expressed by the so-called quantum Fisher information (QFI) [2, 3, 24–26], which for the pure output state \( |\psi_\varphi\rangle \) in Eq. (4) can be computed as the variance of the generator (9) evaluated in the input state \( |\psi_0\rangle \), i.e.,
\[ (\Delta \hat{H}_\varphi)_{\psi_0}^2 = \langle \psi_0 | \hat{H}_\varphi^2 | \psi_0 \rangle - \langle \psi_0 | \hat{H}_\varphi | \psi_0 \rangle^2. \quad (17) \]
Specifically we have
\[ F_Q(\varphi) = 4 \left( \frac{\partial |\psi_\varphi\rangle}{\partial \varphi} (1 - |\psi_\varphi\rangle \langle \psi_\varphi|) \frac{\partial |\psi_\varphi\rangle}{\partial \varphi} \right) = 4(\Delta \hat{H}_\varphi)_{\psi_0}^2. \quad (18) \]
For the above-mentioned strategy, where we input a particle from port +, one has \( |\psi_0\rangle = \hat{a}_+^\dagger |0\rangle \) and hence
\[ F_Q(\varphi) = \frac{1}{P_+ P_-} \left( \frac{\partial P_+}{\partial \varphi} \right)^2 + 4P_+ P_- \left( \frac{\partial (\tau + \rho)}{\partial \varphi} \right)^2, \quad (19) \]
which is clearly larger than or equal to \( F(\varphi) \) in Eq. (16). What is important is the fact that formula (18) can be optimized by tuning the input state \( |\psi_0\rangle \) within the set \( \mathcal{E} \) of states allowed by the constraints we impose on the problem [3, 12], i.e.,
\[ F_Q^{(\max)}(\varphi) = \max_{|\psi_0\rangle \in \mathcal{E}} F_Q(\varphi). \quad (20) \]
Via the quantum Cramér-Rao inequality [2, 3, 22–25] this provides the minimal uncertainty in the estimation of \( \varphi \), i.e.,
\[ \delta \varphi_{\min} = \frac{1}{\sqrt{\nu F_Q^{(\max)}(\varphi)}}, \quad (21) \]
the bound being achievable at least in the asymptotic limit of large enough \( \nu \).
Determining $F_Q^{(\text{max})}(\varphi)$ for a generic two-mode linear circuit is the goal of the present work. In particular, we will study the scenario where constraints are imposed on the total number of particles involved in the procedure. Specifically, given $N$ and $\Delta N$ positive constants, we address the case where the set $\mathcal{C}$ identifies all pure states [27] which have an average number of particle equal to $N$ and a variance equal to $\Delta N^2$, i.e.,

$$\mathcal{C} = \mathcal{C}_{N,\Delta N} \equiv \{ |\psi_0\rangle \mid \langle \psi_0 | \hat{N} | \psi_0\rangle = N \text{ and } (\Delta \hat{N})_{\psi_0}^2 = \Delta N^2 \}, \quad (22)$$

where $(\Delta \hat{N})_{\psi_0}^2 = \langle \psi_0 | \hat{N}^2 | \psi_0\rangle - \langle \psi_0 | \hat{N} | \psi_0\rangle^2$. The case $\mathcal{C}_{N,\Delta N=0}$ corresponds to the fixed-number scenario where exactly $N$ particles enter the circuit.

### III. OPTIMIZATION OF QFI AS A PROBLEM OF CLASSICAL PROBABILITY

We notice that the generator $\hat{H}_\varphi$ in Eq. (9) and the particle number operator $\hat{N}$ in Eq. (12) are both composed of the sum of commuting observables, namely, the number operators $\hat{c}_\downarrow \hat{c}_\uparrow$. Therefore, the problem of the optimization (20) of the QFI under the constraints (22) can be analyzed in terms of classical probabilities, when considered in the basis $\{ | m, n \rangle \}$ diagonalizing the $\hat{c}_\downarrow \hat{c}_\uparrow$’s simultaneously. Indeed, for a generic pure state

$$| \psi_0 \rangle = \sum_{m,n \geq 0} \chi_{m,n} | m, n \rangle, \quad (23)$$

one easily recognizes that the only relevant parameters for the problem are the classical probabilities

$$P_{m,n} = | \chi_{m,n} |^2, \quad \sum_{m,n \geq 0} P_{m,n} = 1, \quad (24)$$

the phases of the amplitudes $\chi_{m,n}$ being completely irrelevant. To see this explicitly, for a generic function $F_{m,n}$ of the integer variables $m$ and $n$, define

$$\mathbb{E}[F_{m,n}] = \sum_{m,n \geq 0} P_{m,n} F_{m,n}, \quad (25)$$

which is the average of $F_{m,n}$ with respect to the probability distribution $P_{m,n}$. Then, it is simple to verify that the variance (17) of $\hat{H}_\varphi$ on $| \psi_0 \rangle$ can be written as

$$(\Delta \hat{H}_\varphi)_{\psi_0}^2 = \operatorname{Var}[F_{m,n}] = \varepsilon^2_+ \operatorname{Var}[m] + \varepsilon^2_- \operatorname{Var}[n] + 2\varepsilon_+ \varepsilon_- \operatorname{Cov}[m,n], \quad (26)$$

where $E_{m,n}$ are the eigenvalues (13) of $\hat{H}_\varphi$, while

$$\begin{cases} \operatorname{Var}[F_{m,n}] = \mathbb{E}[F_{m,n}^2] - \mathbb{E}[F_{m,n}]^2, \\
\operatorname{Cov}[F_{m,n}, G_{m,n}] = \mathbb{E}[F_{m,n} G_{m,n}] - \mathbb{E}[F_{m,n}] \mathbb{E}[G_{m,n}] \end{cases} \quad (27)$$

are the variance and the covariance on $P_{m,n}$, respectively. Similarly, the constraints (22) are expressed as

$$\begin{align*}
\mathbb{E}[m + n] &= N, \\
\operatorname{Var}[m + n] &= \Delta N^2, \quad (28)\end{align*}$$

which have to be obeyed by the probability distribution $P_{m,n}$.

#### A. Fixed Number of Probes

Consider first the simple case where we look for the maximum of the variance (26), namely, of the QFI in Eq. (18), under the constraint that the total number of impinging particles is fixed and equal to some integer value $N$ with no fluctuation (i.e., $\mathcal{C} = \mathcal{C}_{N,\Delta N=0}$). This implies that the possible input states $| \psi_0 \rangle$ of the problem have to be the eigenstates of the total number operator $\hat{N}$ with eigenvalue $N$, i.e., states of the form (23) characterized by amplitudes $\chi_{m,n}$ different from zero only for values of $m$ and $n$ fulfilling the condition $m + n = N$. Obviously, this forces the two variables to be linearly dependent. In particular, this implies that the joint probabilities $P_{m,n}$ should collapse to the single variable distribution $P_n = P_{N-n,n}$. We seek for a joint probability distribution $P_{m,n}$ that maximizes the variance (26) under such a constraint. Under this condition Eq. (26) becomes

$$\operatorname{Var}[N \varepsilon_+ - (\varepsilon_+ - \varepsilon_-) n] = (\varepsilon_+ - \varepsilon_-)^2 \operatorname{Var}[n],$$

so that the problem reduces to finding the probability distribution $P = \{ P_n \}_{n=0, \ldots, N}$ that maximizes the variance $\operatorname{Var}[n]$ of a positive integer random variable $n$ with values in $\{ 0, \ldots, N \}$. We get

$$\max_P \operatorname{Var}[n] = \max_P \frac{1}{2} \sum_{m,n=0}^N P_{m,n} (m - n)^2 = \frac{1}{4} N^2 \quad (31)$$

at the unique point

$$P_n = \frac{1}{2} \delta_{n,0} + \frac{1}{2} \delta_{n,N}. \quad (32)$$

The optimal state that maximizes the variance of the generator $\hat{H}_\varphi$ is now clear: it is the superposition of the state belonging to the maximum eigenvalue $| N, 0 \rangle$ and the state belonging to the minimum eigenvalue $| 0, N \rangle$, with an arbitrary phase $\phi$,

$$| \psi_0 \rangle = | \text{NOON} \rangle = \frac{1}{\sqrt{2}} (| N, 0 \rangle + e^{i\phi} | 0, N \rangle). \quad (33)$$

This is a so-called NOON state [3, 12, 29]. With such an input state the QFI (18) is maximal and reads

$$F_Q^{(\text{max})}(\varphi) = N^2 (\varepsilon_+ - \varepsilon_-)^2 = N^2 [(A_+ - A_-)^2 + 4 |B_+|^2], \quad (34)$$
which corresponds to a minimal uncertainty \( \delta \varphi_{\text{min}} \) in Eq. (21) exhibiting the typical \( 1/N \) Heisenberg scaling (for comparison, observe that the QFI associated with an arbitrary Fock state \( |N-n,n\rangle \) is always null). Notice also that in the symmetric case, \( \varepsilon_+ = \varepsilon_- \), the quantity (34) vanishes, implying that under this circumstance an arbitrary Fock state being unbounded, the minimal uncertainty (21) being unbounded.

### B. General Setting

Consider next the case with nonvanishing \( \Delta N \). In other words, we do not fix the total number of particles \( m+n \) as in the previous section, but let it fluctuate around its average \( N \) with a variance \( \Delta N^2 \). Our task is to optimize the QFI, i.e., to optimize \( (\Delta \hat{H}_\varphi)^2 \) in Eq. (26), under the constraints (28) and (29) on the total number of particles.

We first notice that for the symmetric case with \( \varepsilon_+ = \varepsilon_- = \varepsilon \) the eigenvalues of the generator \( \hat{H}_\varphi \) are given by \( E_{m,n} = \varepsilon (m+n) \), which are proportional to the eigenvalues \( m+n \) of the total number of particles \( \hat{N} \). Therefore, the maximization of \( (\Delta \hat{H}_\varphi)^2 \) under the constraint (29) is trivial, because \( (\Delta \hat{H}_\varphi)^2 = \varepsilon^2 \Delta N^2 \) for all \( |\psi_0\rangle \in \mathbb{C} N \Delta N \), yielding

\[
F_Q^{(\text{max})}(\varphi) = 4\varepsilon^2 \Delta N^2. \tag{35}
\]

Let us hence assume that \( \varepsilon_+ \neq \varepsilon_- \). This is always the case if \( B \neq 0 \) [see Eq. (10)].

To simplify the notation we set

\[
x := \text{Var}[m], \quad y := \text{Var}[n], \quad z := \text{Cov}[m,n], \tag{36}
\]

\[
h^2 := (\Delta \hat{H}_\varphi)^2_{\psi_0}. \tag{37}
\]

Accordingly Eqs. (26) and (29) then read

\[
\max_p h^2 = \max_p (\varepsilon_+^2 x + \varepsilon_-^2 y + 2 \varepsilon_+ \varepsilon_- z), \tag{38}
\]

\[
x + y + 2z = \Delta N^2, \tag{39}
\]

with \( x, y \geq 0 \). Using Eq. (39) to remove \( z \) in the formula for \( h^2 \), we obtain

\[
h^2 = (\varepsilon_+ - \varepsilon_-)^2 \frac{x+y}{2} + (\varepsilon_+^2 - \varepsilon_-^2) \frac{x-y}{2} + \varepsilon_+ \varepsilon_- \Delta N^2, \tag{40}
\]

which is a function of \( x \) and \( y \).

The region in the \( xy \)-plane where the optimization has to be performed is limited as follows. First, the covariance \( z \) is bounded by the Cauchy-Schwarz inequality, \( |\text{Cov}[m,n]| \leq \sqrt{\text{Var}[m]} \sqrt{\text{Var}[n]} \), as

\[
|z| \leq \sqrt{xy}. \tag{41}
\]

Combined with Eq. (39) it yields the bounds on \( x \) and \( y \),

\[
-2\sqrt{xy} \leq x + y - \Delta N^2 \leq 2\sqrt{xy}. \tag{42}
\]

\[
(x-y)^2 - 2\Delta N^2(x+y) + \Delta N^4 = 0, \tag{43}
\]

which is symmetric with respect to the line \( x = y \) and tangent to the \( x \) and \( y \) axes at \( (\Delta N^2,0) \) and \( (0, \Delta N^2) \), respectively. See Fig. 2(a). The second bound can be obtained using the inequality of arithmetic and geometric means combined with the constraint (28). We have

\[
\frac{\text{E}[m] \text{E}[n]}{2} \leq \left( \frac{\text{E}[m] + \text{E}[n]}{2} \right)^2 = \frac{N^2}{4}. \tag{44}
\]

Moreover, from the definition of the covariance and recalling that \( mn \geq 0 \) we find

\[
z = \text{E}[mn] - \text{E}[m] \text{E}[n] \geq -\text{E}[m] \text{E}[n] \geq -N^2/4. \tag{45}
\]

Combined with Eq. (39) it yields another bound on \( x \) and \( y \),

\[
x + y \leq N^2/2 + \Delta N^2. \tag{46}
\]

Its boundary on the \( xy \)-plane is the line

\[
x + y = N^2/2 + \Delta N^2, \tag{47}
\]

intersecting the \( x \) and \( y \) axes at \( (N^2/2 + \Delta N^2,0) \) and \( (0, N^2/2 + \Delta N^2) \), respectively.

Summarizing, the maximization of \( h^2 \) given in Eq. (40) has to be carried out in the domain whose boundary is defined by the parabola (43) and the line (47) as shown in Fig. 2(a). The corner points \( C_\pm \) are given by

\[
C_\pm = (N^2 \sigma_\pm/4, N^2 \sigma_\mp/4), \tag{48}
\]

with

\[
\sigma_\pm = 1 + \frac{2\Delta N^2}{N^2} \pm \sqrt{\left( 1 + \frac{2\Delta N^2}{N^2} \right)^2 - 1}. \tag{49}
\]
It is easy to see that, within this domain, \( h^2 \) does not have a stationary point. Indeed, by direct calculation we find
\[
\frac{\partial h^2}{\partial x} = \varepsilon_+ (\varepsilon_+ - \varepsilon_-), \quad \frac{\partial h^2}{\partial y} = -\varepsilon_- (\varepsilon_+ - \varepsilon_-),
\]
and the two partial derivatives cannot vanish simultaneously since we are assuming \( \varepsilon_+ \neq \varepsilon_- \). Therefore, the maximum of \( h^2 \) must be searched on the boundary of the domain. Let us then evaluate \( h^2 \) along the parabola (43),
\[
h^2_{\text{para}} = \frac{(\varepsilon_+ - \varepsilon_-)^2}{\Delta N^2} \xi^2 + (\varepsilon_+^2 - \varepsilon_-^2) \xi + \frac{1}{4} (\varepsilon_+ + \varepsilon_-)^2 \Delta N^2,
\]
where \( \xi = (x - y)/2 \). Due to the convexity of Eq. (51) as a function of \( \xi \), we have that
\[
\max_P h^2_{\text{para}} = \max \{ h^2_+, h^2_- \} = h^2_+,
\]
where \( h^2_\pm \) are the values of \( h^2 \) at the end points \( C_\pm \). If we perform the same analysis for the line defined in Eq. (47), we find
\[
h^2_{\text{line}} = \varepsilon_+^2 - \varepsilon_-^2 \xi + \frac{1}{4} (\varepsilon_+ + \varepsilon_-)^2 N^2 + \frac{1}{2} (\varepsilon_+^2 + \varepsilon_-^2) \Delta N^2.
\]
If \( \varepsilon_+^2 = \varepsilon_-^2 \), then \( h^2_{\text{line}} \) is constant along the segment (47) between \( C_+ \) and \( C_- \). Otherwise, \( h^2_{\text{line}} \) is maximal at the end point \( C_+ \), i.e.,
\[
\max_P h^2_{\text{line}} = h^2_+,
\]
as in Eq. (52).

Finally, by inserting Eqs. (48)–(49), we see that in any case (including the case \( \varepsilon_+^2 = \varepsilon_-^2 \)), we have
\[
\max_P h^2 = \frac{1}{4} \Delta N^2 \left( |\varepsilon_+ - \varepsilon_-| \sqrt{1 + \left( \frac{\Delta N}{N} \right)^2} + |\varepsilon_+ + \varepsilon_-| \frac{\Delta N}{N} \right)^2,
\]
which implies
\[
F_Q^{(\text{max})}(\varphi) = \left( |\varepsilon_+ - \varepsilon_-| \sqrt{N^2 + \Delta N^2} + |\varepsilon_+ + \varepsilon_-| \Delta N \right)^2 = \left( \sqrt{(A_+ + A_-)^2 + 4 |B_+|^2 \sqrt{N^2 + \Delta N^2}} + |A_+ + A_-| \Delta N \right)^2.
\]

This formula is the central result of the paper. It shows the dependence of the maximal QFI on the number average and variance. Moreover, on one hand, if we fix the number of particles at \( N \), and thus set \( \Delta N = 0 \), we recover the Heisenberg limit found in Eq. (34). On the other hand, the fluctuation \( \Delta N \) enhances the QFI, and for \( \Delta N \gg N \), we get
\[
F_Q^{(\text{max})}(\varphi) = 4 \varepsilon_+^2 \Delta N^2,
\]
independent of the average number of particles \( N \).

### IV. OPTIMAL INPUT STATE

In this section we are going to determine the input state \( |\psi_0\rangle \) that yields the maximum value of the QFI (56) obtained in the previous section.

#### A. For \( \varepsilon_+ + \varepsilon_- \neq 0 \): Quasi-NOON State

We recall that, when the maximum of \( h^2 \) in Eq. (55) is achieved, the inequalities in Eq. (45) are saturated. This implies
\[
\mathbb{E}[mn] = 0, \quad \mathbb{E}[m] = \mathbb{E}[n] = N/2,
\]
and hence, \( \text{Cov}[m,n] \) and the constraint (39) are reduced to
\[
\text{Cov}[m,n] = -N^2/4, \quad \text{Var}[m] + \text{Var}[n] = N^2/2 + \Delta N^2,
\]
When \( \varepsilon_+ + \varepsilon_- \neq 0 \) the Cauchy-Schwarz inequality (41) is also saturated. This implies that the random variables \( m \) and \( n \) are linearly dependent,
\[
n = \alpha m + \beta \quad (\alpha < 0),
\]
with \( \alpha \) and \( \beta \) real numbers. Due to the negative covariance in Eq. (59), the coefficient \( \alpha \) is negative, and the ranges of \( m \) and \( n \) are limited: see Fig. 2(b). In addition, we know that the maximum of \( h^2 \) is reached at the end point \( C_+ \) in Eq. (48) [since \( \varepsilon_+^2 > \varepsilon_-^2 \); see Eq. (52)], i.e.,
\[
(\text{Var}[m],[\text{Var}[n]) = (N^2 \sigma_+/4, N^2 \sigma_-/4),
\]
where \( \sigma_\pm \) are defined in Eq. (49). From these conditions, we can determine \( \alpha \) and \( \beta \). By inserting Eq. (60) into Eqs. (58)–(59), we have
\[
N \alpha + 2 \beta = N, \quad \alpha \text{ Var}[m] = -N^2/4,
\]
and, by taking Eq. (61) into account, we get
\[
\alpha = -\sigma_-, \quad \beta = \sigma_+(1 + \sigma_-)/2.
\]
It derives that the ranges of the random variables \( m \) and \( n \) are limited by
\[
0 \leq m \leq N(1 + \sigma_-)/2, \quad 0 \leq n \leq N(1 + \sigma_-)/2.
\]
We are now ready to characterize the structure of the optimal input state that maximizes \( h^2 \) for the case \( \varepsilon_+ + \varepsilon_- \neq 0 \). Due to the linear dependence (60), the random variables \( m \) and \( n \) are perfectly correlated, and we have only to look for a probability distribution \( P_m \) for the variable \( m \). The first condition in Eq. (58) implies \( mn = 0 \), and, therefore, either \( m \) or \( n \) should vanish. When \( n = 0 \) we have \( m = N(1 + \sigma_-)/2 \). Thus, a solution is
\[
P_m = \lambda \delta_{m,N(1 + \sigma_-)/2} + (1 - \lambda) \delta_{m,0} \quad (0 \leq \lambda \leq 1).
\]
This probability distribution should satisfy the conditions in Eqs. (58) and (61), i.e.,
\[
\begin{align*}
\{E[m] &= \lambda(1 - \lambda)N^2(1 + \sigma_+)^2/4 = N^2\sigma_+/4, \\
\text{Var}[m] &= \lambda(1 - \lambda)N^2(1 + \sigma_+)^2/4 = N^2\sigma_+/4, \quad (66)
\end{align*}
\]
which are compatible with each other with the choice
\[
\lambda = \frac{1}{1 + \sigma_+}. \quad (67)
\]
Therefore, the optimal input state takes the form
\[
|\psi_0\rangle = \sqrt{\frac{1}{1 + \sigma_+}}|N(1 + \sigma_+)/2, 0\rangle + \sqrt{\frac{1}{1 + \sigma_-}}e^{i\phi}|0, N(1 + \sigma_-)/2\rangle, \quad (68)
\]
where the phase \(\phi\) is arbitrary. This state is a deformation of a NOON state with different weights (quasi-NOON state). In the limit of vanishing fluctuation \(\Delta N/N \to 0\), we have \(\sigma_+ \to 1\), and the state (68) reduces to the NOON state (33). Notice that the random variables \(m\) and \(n\) are actually integers and the above conditions, i.e., the saturation of the inequalities, could not be exactly fulfilled. In other words, the maximum of \(\hbar^2\) given in Eq. (55) could not be reachable in general. The error, however, is negligibly small, of order \(1/N\), when \(N\) is large. (Moreover, this problem can be removed with a proper choice of the ratio \(\Delta N/N\).)

B. For \(\varepsilon_+ + \varepsilon_- = 0\): Two-Mode Schrödinger-Cat State with Vacuum

In the case of an antisymmetric scatterer with \(\varepsilon_+ + \varepsilon_- = 0\) [e.g., the Mach-Zehnder interferometer in Fig. 1(b), for which we have \(\varepsilon_+ = \pm 1/2\)], the maximum of \(\hbar^2\) in Eq. (55) is reached anywhere on the segment with endpoints \(C_+\) and \(C_-\) in Fig. 2(a). In this case the inequalities in Eq. (45) are saturated, and the conditions (58) and (59) are satisfied, but the Cauchy-Schwarz inequality (41) is not necessarily saturated. We do not have the perfect correlation (60) between \(m\) and \(n\) in general. Still, we have a strong constraint, i.e., the first one in Eq. (58), which implies either \(m\) or \(n\) should vanish. Therefore, the relevant probability distribution that maximizes \(\hbar^2\) for \(\varepsilon_+ + \varepsilon_- = 0\) is given in the form
\[
P_{m,n} = \mu\delta_{m,0}p_m + (1 - \mu)\delta_{n,0}\tilde{p}_n \quad (0 \leq \mu \leq 1), \quad (69)
\]
where \(p_m\) and \(\tilde{p}_n\) are normalized probability distributions. This probability distribution \(P_{m,n}\) should satisfy the conditions in Eqs. (58) and (59), i.e.,
\[
\begin{align*}
\{E[m] &= E[n] = N/2, \\
\text{Var}[m] + \text{Var}[n^2] &= N^2 + \Delta N^2, \quad (70)
\end{align*}
\]

\[
\begin{align*}
\mu \sum_m m p_m &= (1 - \mu) \sum_n n \tilde{p}_n = N/2, \\
\mu \sum_m m^2 p_m + (1 - \mu) \sum_n n^2 \tilde{p}_n &= N^2 + \Delta N^2. \quad (71)
\end{align*}
\]

There are infinite triples \((p_m, \tilde{p}_n, \mu)\) satisfying these conditions, among which we have the above two explicit examples (65), i.e., \(p_m = \delta_m,N(1 + \sigma_+)/2\) and \(\tilde{p}_n = \delta_n,N(1 + \sigma_-)/2\) with \(\mu = 1/\sqrt{1 + \sigma_+}\). That is, the quasi-NOON states in Eq. (68) give the optimal QFI also in this case. Another nontrivial example can be constructed with Poissonian distributions
\[
\begin{align*}
p_m &= \frac{1}{m!} \left( \frac{N}{2\mu_+} \right)^m e^{-N/2\mu_+}, \quad (72) \\
\tilde{p}_n &= \frac{1}{n!} \left( \frac{N}{2\mu_-} \right)^n e^{-N/2\mu_-}, \quad (73) \\
\mu_\pm &= \frac{1}{2} \left( 1 \pm \frac{\Delta N^2 - N}{N^2 + \Delta N^2 - N} \right), \quad \mu = \mu_+, \quad (74)
\end{align*}
\]
as long as \(\Delta N^2 \geq N\). The set of probability distributions \(\{P_{m,n}\}\) satisfying the above conditions in Eq. (71) forms a convex set: any convex combinations of valid probability distributions \(P_{m,n}\) and \(P'_{m,n}\) are also valid probability distributions, since the conditions in Eq. (70) are linear in \(P_{m,n}\).

Each probability distribution (69) can be arranged as
\[
P_{m,n} = \delta_{m,0}\delta_{n,0}[\mu p_0 + (1 - \mu)\tilde{p}_0] + \mu\delta_{n,0}q_m + (1 - \mu)\delta_{m,0}\tilde{q}_n, \quad (75)
\]
where \(q_m = p_m - p_0\delta_{m,0}\) and \(\tilde{q}_n = \tilde{p}_n - \tilde{p}_0\delta_{n,0}\), and the corresponding pure state reads
\[
|\psi_0\rangle = \sqrt{\mu p_0 + (1 - \mu)\tilde{p}_0}|0, 0\rangle + \sum_{m=0}^{\infty} \sqrt{\mu p_m} e^{i\phi_m} |m, 0\rangle + \sum_{n=0}^{\infty} \sqrt{(1 - \mu)\tilde{p}_n} e^{i\tilde{\phi}_n} |0, n\rangle, \quad (76)
\]
with arbitrary phases \(\phi_m\) and \(\tilde{\phi}_n\). As a special instance of such optimal states, it is worth considering the case with the Poissonian distributions (72)–(74) with the phases \(\phi_m\) and \(\tilde{\phi}_n\) having linear dependences on their indices, i.e.,
\[
\phi_m = m\Delta \phi + \phi_0, \quad \tilde{\phi}_n = n\Delta \tilde{\phi} + \tilde{\phi}_0, \quad (77)
\]
where \(\Delta \phi, \phi_0, \Delta \tilde{\phi}, \) and \(\tilde{\phi}_0\) are arbitrary constants. Under this assumption, Eq. (76) can be expressed as a coherent superposition of three two-mode coherent states
\[
|\psi_0\rangle = c_0|0, 0\rangle + \sqrt{\mu} e^{i\phi_0}|0, \alpha\rangle + \sqrt{1 - \mu} e^{i\tilde{\phi}_0}|0, \tilde{\alpha}\rangle, \quad (78)
\]
where the probability amplitude associated with the vacuum term is given by
\[ c_0 = \sqrt{\mu p_0 + (1 - \mu)p_0} - \sqrt{\mu e^{-N/2\mu} e^{i\phi_0} - (1 - \mu)e^{-N/2\mu} e^{i\phi_0}}, \] (79)
while the amplitudes \( \alpha \) and \( \tilde{\alpha} \) of the coherent states \(|\alpha,0\rangle\) and \(|0,\tilde{\alpha}\rangle\) are
\[ \alpha = \sqrt{\frac{N}{2\mu_+}} e^{i\Delta\phi}, \quad \tilde{\alpha} = \sqrt{\frac{N}{2\mu_-}} e^{i\tilde{\phi}}. \] (80)
It is worth observing that the vector (78) is a two-mode Schrödinger-cat state with three components, one being the vacuum and the other two having mean photon numbers which scale linearly with \( N \).

V. SPECIAL CASES

In this section we discuss explicitly three paradigmatic examples of scattering processes, relevant to our previous discussion.

The first setting is an example of an asymmetric configuration: see Fig. 3(i). It is equivalent to the Mach-Zehnder interferometer in Fig. 1(b) (but with \( \varphi/2 \) replaced by \( \varphi \)), apart from the first and the last beam splitters, which are both irrelevant to the QFI and are used to change the input state and the measurement procedure. In this scheme the probes in the two input modes experience opposite phase shifts. Accordingly, the generator \( \hat{H}_\varphi \) (i.e., \( \hat{a}_\pm = \hat{c}_\pm \)) is already in the normal form (9) with \( (\varepsilon_+,\varepsilon_-) = (1,-1) \) yielding
\[ F_Q^{(\text{max})}(\varphi) = 4(N^2 + \Delta N^2) \]
\[ \implies \delta\varphi_{\text{min}} = \frac{1}{2\sqrt{\nu(N^2 + \Delta N^2)}}, \] (81)
the ultimate precision limit being achievable, for large enough \( \nu \), by employing either quasi-NOON input states (68) or (when \( \Delta N^2 \geq N \)) the vectors (76).

The second setting also involves two phase shifters, but in the parallel configuration: see Fig. 3(ii). This is an example of a symmetric setup where the generator \( \hat{H}_\varphi \) is again in the normal form (9) with now \( (\varepsilon_+,\varepsilon_-) = (1,1) \). Accordingly, we get
\[ F_Q^{(\text{max})}(\varphi) = 4\Delta N^2 \implies \delta\varphi_{\text{min}} = \frac{1}{2\sqrt{\nu\Delta N}}, \] (82)
the optimal state being any state fulfilling the particle variance constraint.

Finally, the last setting is an example of unbalanced scatterer, where the probe in one arm does not encounter a phase shifter and just acts as a reference: see Fig. 3(iii). Also in this case \( \hat{H}_\varphi \) is in the normal form (9) with (i) (ii) (iii)
[diagram]
FIG. 3. Three paradigmatic settings for the estimation of a phase shift \( \varphi \): (i) antisymmetric configuration; (ii) symmetric configuration; (iii) unbalanced configuration. In all cases the input modes \( \hat{a}_\pm \) coincide with the normal modes \( \hat{c}_\pm \) of the system.

\[ (\varepsilon_+,\varepsilon_-) = (1,0) \] yielding
\[ F_Q^{(\text{max})}(\varphi) = (\sqrt{N^2 + \Delta N^2} + \Delta N)^2 \]
\[ \implies \delta\varphi_{\text{min}} = \frac{1}{\sqrt{\nu(N^2 + \Delta N^2 + \Delta N)}}, \] (83)
the optimal probes being the quasi-NOON input states in Eq. (68).

It is interesting to observe that, for fixed values of the constraints \( N \) and \( \Delta N \), the antisymmetric configuration (i) yields the best estimation uncertainty \( \delta\varphi_{\text{min}} \), the unbalanced configuration (iii) gives the second best uncertainty, while the parallel configuration (ii) is the worst of the three.

VI. OPTIMAL GAUSSIAN INPUT STATES

In the previous section, we have identified the optimal input states that allow us to achieve the optimal QFI in Eq. (56), for the generic two-mode linear circuits, with given average and variance of the total number of probe bosons. In particular, the quasi-NOON state (68) is the optimal choice if \( \varepsilon_+ \neq \varepsilon_- \). If \( \varepsilon_+ = -\varepsilon_- \) and \( \Delta N^2 \geq N \), the Schrödinger-cat state with vacuum in Eq. (78) is one among infinitely many optimal states. However, generating such exotic states might be very challenging in practice, even in quantum optical implementations [30–38]. On the contrary, Gaussian states, including entangled states such as two-mode squeezed states, appear to be much easier to produce, and to some extent are readily available in the laboratory [39, 40]: identifying the optimal Gaussian input states which provide the best performance in our setting appears hence to be an interesting question.

Quantum metrology using Gaussian states of light, in particular with two-mode interferometric setups, has also been eagerly studied in the literature [13, 15, 16, 18, 19, 21]. We notice here that since the quasi-NOON states (68) and the Schrödinger-cat states (78) are not Gaussian states, the optimal QFI in Eq. (56) cannot be reached by a Gaussian state in general. How much is the gap between the ultimate QFI in Eq. (56) and the one attainable by the best Gaussian state? How is the structure of the best Gaussian state? These are the questions we would like to address in this section. For this purpose,
however, we observe that in general it is not easy to
vate the parameters characterizing the Gaussian states so
that the constraints on the average \( N \) and the variance
\( \Delta N^2 \) of the number of probe particles are always satisfied
simultaneously. On the other hand, due to the Gaussian-
ity of the probe state, fixing the average at \( N \) is enough
to get a finite optimal QFI. We are therefore going to
search for the optimal input state maximizing the QFI for
the estimation of a parameter \( \varphi \) of the generic two-mode
linear circuit in Fig. 1(a), among the Gaussian states ful-
filling only the constraint on the average number \( N \) of
probe particles.

A. QFI with a Gaussian Input State

Each Gaussian state is characterized by the covariance
matrix \( \Gamma \) defined as

\[
\Gamma_{ij} = \frac{1}{2} \langle \hat{z}_i \hat{z}_j + \hat{z}_j \hat{z}_i \rangle - \langle \hat{z}_i \rangle \langle \hat{z}_j \rangle \quad (i, j = 1, \ldots, 4),
\]

(84)

with \( \langle \cdots \rangle \) denoting the expectation value in the Gaussian
state [39, 40], where we have used the quadrature operators

\[
\hat{z} = \begin{pmatrix} \hat{x}_+ \\ \hat{y}_+ \\ \hat{x}_- \\ \hat{y}_- \end{pmatrix}, \quad \hat{x}_s = \frac{\hat{a}_s + \hat{a}_s^\dagger}{\sqrt{2}}, \quad \hat{y}_s = \frac{\hat{a}_s - \hat{a}_s^\dagger}{\sqrt{2}} \quad (s = \pm),
\]

(85)

and the displacement \( \mathbf{d} \) whose components are defined as

\[
d_i = \langle \hat{z}_i \rangle \quad (i = 1, \ldots, 4).
\]

(86)

We focus on pure input states, as in the optimization
problem studied in the previous sections. In this case all
the eigenvalues of \( \Gamma \) (obtained using Williamson’s theo-
rem [41]) are equal to 1/2, and \( \Gamma \) can always be decom-
posed as [39, 40]

\[
\Gamma = \frac{1}{2} R Q^2 R^T,
\]

(87)

where \( Q = \text{diag}(e^{r^+}, e^{-r^+}, e^{-r^+}, e^{-r^+}) \) is the (diagonal)
squeezing matrix and \( R \) is a symplectic and orthogonal
(thus, unitary) matrix. Due to its symplectic structure,
\( R \) can be written as

\[
R = W^\dagger \begin{pmatrix} U & 0 \\ 0 & U^* \end{pmatrix} W, \quad W = \frac{1}{\sqrt{2}} \begin{pmatrix} I_2 & iI_2 \\ I_2 & -iI_2 \end{pmatrix},
\]

(88)

where \( U \) is a 2 \( \times \) 2 unitary matrix (\( U^* \) being its conjugate),
\( W \) is a 4 \( \times \) 4 unitary matrix and \( I_2 \) is the 2 \( \times \) 2 identity
matrix.

When injecting a pure Gaussian state characterized
by a covariance matrix \( \Gamma \) and a displacement \( \mathbf{d} \) into
the two-mode linear circuit of Fig. 1(a) the associated linear
transformation (2) maps it into a new Gaussian state
with covariance matrix and displacement given by

\[
\Gamma_\varphi = R_\varphi \Gamma R_\varphi^T, \quad \mathbf{d}_\varphi = R_\varphi \mathbf{d},
\]

(89)

where \( R_\varphi \) is the unitary (\( \varphi \)-dependent) matrix defined by

\[
R_\varphi = W^\dagger \begin{pmatrix} U_\varphi & 0 \\ 0 & U_\varphi^* \end{pmatrix} W,
\]

(90)

where \( U_\varphi \) is the 2 \( \times \) 2 matrix in Eq. (2) and \( W \) is defined
as in Eq. (88).

The QFI for the pure Gaussian state with a covariance
matrix \( \Gamma_\varphi \) and a displacement \( \mathbf{d}_\varphi \) can then be computed
along the lines of Ref. [42], yielding

\[
F_G(\varphi) = \frac{1}{4} \text{Tr} \left\{ \left( \Gamma_\varphi^{-1} \frac{\partial \Gamma_\varphi}{\partial \varphi} \right)^2 \right\} + \frac{\partial d_\varphi^T}{\partial \varphi} \Gamma_\varphi^{-1} \frac{\partial \Gamma_\varphi}{\partial \varphi}
\]

\[
= \frac{1}{2} \text{Tr} \{ H_\varphi \Gamma_\varphi^{-1} H_\varphi \Gamma_\varphi \} + \mathbf{d}_\varphi^T H_\varphi \Gamma_\varphi^{-1} H_\varphi \mathbf{d}.
\]

(91)

In this expression the 4 \( \times \) 4 matrix \( H_\varphi \) is the generator
of \( R_\varphi \) which, in a properly chosen basis, is given by

\[
H_\varphi = i R_\varphi^T \frac{\partial R_\varphi}{\partial \varphi} = W^\dagger \begin{pmatrix} \varepsilon & 0 \\ 0 & -\varepsilon \end{pmatrix} W, \quad \varepsilon = \begin{pmatrix} \varepsilon_+ & 0 \\ 0 & \varepsilon_- \end{pmatrix},
\]

(92)

with \( \varepsilon_\pm \) as in Eq. (10): the dependence of \( F_G(\varphi) \) upon
the parameter \( \varphi \) being once more entirely encoded in these
functions. We find it convenient to rewrite Eq. (91) as

\[
F_G(\varphi) = F_G^{(1)}(\varphi) + F_G^{(2)}(\varphi)
\]

(93)

with

\[
\begin{align*}
F_G^{(1)}(\varphi) &= \text{Tr} \{ U_\varphi^\dagger \varepsilon U_\varphi \sinh 2r (U_\varphi^\dagger \varepsilon U_\varphi)^* \sinh 2r + (U_\varphi^\dagger \varepsilon U_\varphi \cosh 2r)^2 - \varepsilon^2), \\
F_G^{(2)}(\varphi) &= 2 \begin{pmatrix} \mathbf{a}^\dagger \varepsilon U_\varphi & \mathbf{a}^T \varepsilon U_\varphi \end{pmatrix} \begin{pmatrix} \cosh 2r & \sinh 2r \\ \sinh 2r & \cosh 2r \end{pmatrix} \begin{pmatrix} U_\varphi^\dagger \varepsilon \mathbf{a} \end{pmatrix},
\end{align*}
\]

(94)
where we have defined the $2 \times 2$ diagonal matrices
\[
cosh 2r = \text{diag}(\cosh 2r_+, \cosh 2r_-), \sinh 2r = \text{diag}(\sinh 2r_+, \sinh 2r_-)
\]
and the vector
\[
\alpha = \begin{pmatrix} \alpha_+ \\ \alpha_- \end{pmatrix} = \begin{pmatrix} \langle \hat{x}_+ \rangle + i \langle \hat{y}_+ \rangle \\ \langle \hat{x}_- \rangle + i \langle \hat{y}_- \rangle \end{pmatrix}.
\]
(95)
The first contribution $F_G^{(1)}(\varphi)$ to the QFI can be explicitly evaluated parametrizing the $2 \times 2$ unitary matrix $U$ in Eq. (88) as
\[
U = e^{-\frac{1}{2}T (\chi + \phi)} e^{\frac{1}{2}i (\chi + \phi) \theta} e^{\frac{1}{2}i (\chi - \phi) \theta}.
\]
(96)
A direct calculation shows hence that
\[
F_G^{(1)}(\varphi) = 2 \left( \varepsilon + \frac{1}{2} \delta \varepsilon \cos \theta \right)^2 \sinh^2 2r_+ \\
+ 2 \left( \varepsilon - \frac{1}{2} \delta \varepsilon \cos \theta \right)^2 \sinh^2 2r_- \\
+ (\delta \varepsilon)^2 \sin^2 \theta \left[ \sin^2 (r_+ + r_-) - \sin^2 \chi \sin 2r_+ \sin 2r_- \right],
\]
(97)
where
\[
\varepsilon = \frac{\varepsilon_+ + \varepsilon_-}{2}, \quad \delta \varepsilon = \alpha_+ - \alpha_-.
\]
(98)

B. Optimization of the Pure Gaussian Input State

We are going to optimize the QFI in Eq. (93), given Eqs. (94) and (97), under the constraint on the average of the number of probe particles $N$ defined in Eq. (12). In the case of a pure Gaussian state, it can be specialized as
\[
\langle \hat{N} \rangle = \sum_{s=\pm} \left( \sinh^2 r_s + |\alpha_s|^2 \right) = \sum_{s=\pm} \sinh^2 r_s + \|\alpha\|^2 = N
\]
(99)
\[\text{with}
\|\alpha\|^2 = \alpha^\dagger \alpha = |\alpha_+|^2 + |\alpha_-|^2.
\]
Without loss of generality, we take
\[r_+ \geq r_- \geq 0
\]
(101)[if we want other configurations we can just rotate the squeezing matrix $Q$ by $R$ in $\Gamma$ in Eq. (87)]. Since only the norm $\|\alpha\|^2$ is relevant to the constraint (99), we can freely tune the “direction” of $\alpha$. Let us first optimize the second contribution $F_G^{(2)}(\varphi)$ to the QFI in Eq. (94) by making use of this freedom. The upper bound can be evaluated using the largest eigenvalue of the matrix in the definition of $F_G^{(2)}(\varphi)$ in Eq. (94). We obtain
\[
F_G^{(2)}(\varphi) \leq 4 \|\varepsilon \alpha\|^2 e^{2r_+}.
\]
(102)
This bound can be made more helpful taking into account that
\[
\|\varepsilon \alpha\|^2 = \varepsilon_+^2 |\alpha_+|^2 + \varepsilon_-^2 |\alpha_-|^2 \\
= \left( \varepsilon_+^2 + \varepsilon_-^2 \right) \frac{|\alpha_+|^2 + |\alpha_-|^2}{2} + \left( \varepsilon_+^2 - \varepsilon_-^2 \right) \frac{|\alpha_+|^2 - |\alpha_-|^2}{2} \\
\leq \varepsilon_+^2 \|\alpha\|^2.
\]
(103)
Finally we find
\[
F_G^{(2)}(\varphi) \leq 4 \varepsilon_+^2 \|\alpha\|^2 e^{2r_+}.
\]
(104)
This bound can be saturated by tuning the parameters of the unitary matrix $U$ in Eq. (96) characterizing the input Gaussian state so that
\[
\alpha = \pm \|\alpha\| e^{-\frac{1}{2}i (\eta + \chi + \phi)} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and} \quad \theta = 0 \quad (\varepsilon_+ > \varepsilon_-),
\]
\[
\alpha = \pm \|\alpha\| e^{-\frac{1}{2}i (\eta + \chi)} \begin{pmatrix} e^{-\frac{i}{2} \theta} \cos \frac{\theta}{2} \\ e^{\frac{i}{2} \theta} \sin \frac{\theta}{2} \end{pmatrix} \quad (\varepsilon_+ = \varepsilon_-).
\]
(105)
We turn now to the maximization of $F_G^{(1)}(\varphi)$. We notice that the parameters $\theta$ and $\chi$ in Eq. (97) are also irrelevant to the constraint (99). We next tune them to optimize the first contribution $F_G^{(1)}(\varphi)$ to the QFI in Eq. (97).

Setting $\chi = 0$, $F_G^{(1)}(\varphi)$ is a convex parabolic function of $\cos \theta$ and reaches its maximum at either end of the range of $\cos \theta$, i.e., at $\cos \theta = \pm 1$. The optimal choice is
\[\theta = 0,
\]
(106)
and a direct calculation shows that
\[
\max_{\theta} F_G^{(1)}(\varphi) = 2 (\varepsilon_+^2 \sinh^2 2r_+ + \varepsilon_-^2 \sinh^2 2r_-),
\]
(107)
irrespective of $\chi$. The optimal value of $\theta$ for $F_G^{(1)}(\varphi)$ in Eq. (106) are compatible with those obtained for the maximization of $F_G^{(2)}(\varphi)$ in Eq. (105).

Finally, optimizing also with respect to $n = \alpha/\|\alpha\|$, the direction of $\alpha$, we get
\[
\max_{\theta, n} F_G(\varphi) = 2 (\varepsilon_+^2 \sinh^2 2r_+ + 2 \|\alpha\|^2 e^{2r_+}) + \varepsilon_-^2 \sinh^2 2r_-,
\]
(108)
with
\[
\alpha = \pm \|\alpha\| e^{-\frac{1}{2}i (\eta + \phi)} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and} \quad \theta = 0.
\]
(109)

The final step is the maximization of the QFI with respect to the squeezing parameters $\{r_+, r_-\}$ and the norm $\|\alpha\|^2$, included in the constraint (99). In order to fulfill this condition, we insert
\[
\sinh^2 r_- = N - \sinh^2 r_+ - \|\alpha\|^2
\]
into Eq. (108). It yields
\[ \max_{\theta, n} F_G(\varphi) = 8\varepsilon_+^2 \sinh^2 r_+(1 + \sinh^2 r_+) + 4\varepsilon^2_+ \|\alpha\|^2 \varepsilon^{2r_+} + 8\varepsilon^2_+ (N - \sinh^2 r_+ - \|\alpha\|^2)(1 + N - \sinh^2 r_+ - \|\alpha\|^2). \] (111)

The optimization must take into account the positivity of the right-hand side of Eq. (110) for a given \(\|\alpha\|^2\). The maximum is actually reached with the largest possible \(r_+\), namely, with \(r_- = 0\). We obtain

\[
\max_{\text{given } \|\alpha\|^2} F_G(\varphi) = 4\varepsilon^2_+ \left[ 2(N - \|\alpha\|^2)(1 + N - \|\alpha\|^2) + \|\alpha\|^2 \left( 1 + 2N - 2\|\alpha\|^2 + 2\sqrt{(N - \|\alpha\|^2)(1 + N - \|\alpha\|^2)} \right) \right].
\] (112)

This is a monotonically decreasing function of \(\|\alpha\|^2\), and reaches its maximum at \(\|\alpha\|^2 = 0\), that is

\[
F_G^{(\text{max})}(\varphi) = 8\varepsilon^2_+ N(N + 1). \quad (113)
\]

This is the maximal value of the QFI reachable by using a pure Gaussian state as the input. In particular, the optimal input state is

\[
|\psi_G\rangle = |r\rangle_+ \otimes |0\rangle_-, \quad r = \frac{1}{2} \ln \left( 1 + 2N + 2\sqrt{N(N + 1)} \right),
\] (114)

where \(|r\rangle\) is a squeezed vacuum state.

Remarkably, the optimal Gaussian states in Eq. (114) are product states with no entanglement. Moreover, it is suggested to inject all the available energy into a single mode. The result also shows that squeezing is more effective than displacing in improving the precision of the estimation with Gaussian light (in contrast to the claim in Ref. [43]).

In the optimal Gaussian states (114), the variance of the number of probe particles \(\tilde{N}\) in Eq. (12) is given by

\[
(\Delta \tilde{N})^2_G = 2N(N + 1).
\] (115)

Therefore, the above result \(F_G^{(\text{max})}(\varphi)\) in Eq. (113) with the optimal Gaussian state should be compared with the maximal value of the QFI \(\tilde{F}_Q^{(\text{max})}(\varphi)\) in Eq. (56) with the variance \(\Delta N^2\) fixed at the value given by Eq. (115), i.e.,

\[
\tilde{F}_Q^{(\text{max})}(\varphi) = \left( |\varepsilon_+ - \varepsilon_-| \sqrt{N(3N + 2)} \right)^2 + |\varepsilon_+ + \varepsilon_-| \sqrt{2N(N + 1)}^2 . \quad (116)
\]

As expected, in the general case there is a gap between \(F_G^{(\text{max})}(\varphi)\) and \(\tilde{F}_Q^{(\text{max})}(\varphi)\): it increases with \(N\) and approaches

\[
\frac{\tilde{F}_Q^{(\text{max})}(\varphi) - F_G^{(\text{max})}(\varphi)}{\tilde{F}_Q^{(\text{max})}(\varphi)} \to \frac{|\varepsilon_+ - \varepsilon_-| (|\varepsilon_+ - \varepsilon_-| + 2\sqrt{3} - 2)|\varepsilon_+ + \varepsilon_-|}{(\sqrt{3}|\varepsilon_+ - \varepsilon_-| + \sqrt{2}|\varepsilon_+ + \varepsilon_-|)^2}.
\] (117)

in the asymptotic limit \(N \to \infty\) – see Fig. 4. We notice also that the gap closes exactly when \(\varepsilon_+ = \varepsilon_-\): indeed we already knew that any input states with average \(N\) and variance \(\Delta N^2\) achieves the maximal QFI \(F_Q^{(\text{max})}(\varphi)\) in Eq. (56).

VII. CONCLUSIONS

In this article we have addressed the problem of the optimization of QFI when identical bosonic particles are used as probes. We were in particular interested in the case where the number of probe particles is not fixed but can fluctuate. The optimization problem can be rephrased in terms of a problem of classical probability, and we have solved it for the most generic two-mode linear circuit. We have found a concise expression for the maximal QFI, which tells us how the fluctuation in the number of probe particles enhances the precision of estimation, and we have characterized the best input state, which is a generalization of the NOON state, or a generalization of the two-mode Schrödinger-cat state, depending on the properties of the circuit. We have also identified the best input state among pure Gaussian states, which are ubiquitously used in quantum optical metrology. The setup is quite general, includes the standard Mach-Zehnder interferometer and other linear optical circuits, and is relevant for various practical applications.
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FIG. 4. (a) The optimal QFI $\tilde{F}_G^{(\text{max})}(\varphi)$ in Eq. (113) with the Gaussian input state (114) compared with the maximal value of the QFI $F_Q^{(\text{max})}(\varphi)$ in Eq. (56) with $N^2 = 2N(N+1)$, i.e., $\tilde{F}_G^{(\text{max})}(\varphi)$ in Eq. (116), for the three simple cases (i), (ii), and (iii) in Fig. 3 with $(\varepsilon_+, \varepsilon_-) = (1, -1), (1, 1), \text{and} (1, 0)$, respectively. (b) The gaps between $\tilde{F}_G^{(\text{max})}(\varphi)$ and $\tilde{F}_G^{(\text{max})}(\varphi)$ for (i)–(iii).
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