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ABSTRACT. Given a simple vertex algebra \( \mathcal{A} \) and a reductive group \( G \) of automorphisms of \( \mathcal{A} \), the invariant subalgebra \( \mathcal{A}^G \) is strongly finitely generated in most examples where its structure is known. This phenomenon is subtle, and is generally not true of the classical limit of \( \mathcal{A}^G \), which often requires infinitely many generators and infinitely many relations to describe. Using tools from classical invariant theory, together with recent results on the structure of the \( W_{1+\infty} \) algebra, we establish the strong finite generation of a large family of invariant subalgebras of \( \beta\gamma \)-systems, \( bc \)-systems, and \( bc\beta\gamma \)-systems.

1. Introduction

Let \( G \) be a reductive group, and let \( V \) be a finite-dimensional, linear representation of \( G \). Throughout this paper, our base field will be \( \mathbb{C} \). A basic problem in invariant theory is to describe the ring \( \mathcal{O}(V)^G \) of invariant polynomial functions on \( V \). By a fundamental theorem of Hilbert, \( \mathcal{O}(V)^G \) is always finitely generated. The proof depends on the complete reducibility of \( \mathcal{O}(V) \) as a \( G \)-module, together with the fact that a summand of a finitely generated, graded commutative algebra, is itself finitely generated. It is also important to study \( G \)-invariant subalgebras of noncommutative rings \( \mathcal{A} \), such as universal enveloping algebras and Weyl algebras. Often, \( \mathcal{A} \) admits a filtration such that the associated graded algebra \( gr(\mathcal{A}) \) is commutative, and \( G \) preserves the filtration. In this case, \( (gr(\mathcal{A}))^G \cong gr(\mathcal{A}^G) \) as commutative rings, and information about \( \mathcal{A}^G \) such as a generating set can be obtained using commutative algebra. The ideal structure and the representation theory of \( \mathcal{A}^G \) may also be interesting, but unfortunately these cannot be reconstructed from \( gr(\mathcal{A}^G) \).

In this paper, we consider the invariant theory problem for vertex algebras. If \( \mathcal{A} \) is a simple vertex algebra and \( G \) is a compact group of automorphisms of \( \mathcal{A} \), a theorem of Dong-Li-Mason asserts that \( G \) and the invariant subalgebra \( \mathcal{A}^G \) behave like a dual reductive pair [4]. As a module over \( G \) and \( \mathcal{A}^G \), \( \mathcal{A} \) has a decomposition of the form

\[
\mathcal{A} \cong \bigoplus_{\lambda \in I} W_\lambda \otimes V_\lambda. \tag{1.1}
\]
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Here I indexes the set of irreducible, finite-dimensional representations $W_\lambda$ of $G$, and the $V_\lambda$’s are inequivalent, irreducible $A^G$-modules. In particular, $A^G$ is itself a simple vertex algebra, corresponding to the trivial $G$-module in (1.1).

This is a beautiful and important result, but it tells us little about the structure of invariant vertex algebras of the form $A^G$. A range of examples of such invariant vertex algebras have been studied in both the physics and mathematics literature [1][5][12], and a general picture of their behavior has emerged. Often, $A$ is a current algebra, $bc$-system, $\beta\gamma$-system, or a tensor product of such algebras, and $A$ admits a $G$-invariant filtration for which $gr(A)$ is a commutative algebra with a derivation (i.e., an abelian vertex algebra). In this case, $gr(A^G) \cong (gr(A))^G$ as commutative algebras, and $gr(A^G)$ is viewed as a “classical limit” of $A^G$. A key property is that $A^G$ tends to be strongly finitely generated as a vertex algebra. In other words, there exists a finite set of generators such that $A^G$ is spanned by the set of iterated Wick products of the generators and their derivatives. On the other hand, $gr(A^G)$ is usually not finitely generated as a vertex algebra, and a presentation of $gr(A^G)$ generally requires both infinitely many generators and infinitely many relations. The first example in [1], in which $A$ is a $\beta\gamma$-system and $G = SL_2$, nicely illustrates this phenomenon. Many interesting vertex algebras (such as various $\mathcal{W}$-algebras) can be realized as invariant vertex algebras, but to the best of our knowledge there are no general theorems asserting that vertex algebras of the form $A^G$ are strongly finitely generated.

In this paper, we focus on invariant subalgebras of the $\beta\gamma$-system $S(V)$, or algebra of chiral differential operators, associated to the vector space $V = \mathbb{C}^n$. The standard action of $GL_n$ on $V$ induces an action of $GL_n$ on $S(V)$ by automorphisms, and we may consider $S(V)^G$ for any reductive subgroup $G \subset GL_n$. In the case $G = GL_n$, $S(V)^{GL}$ was shown by Kac-Radul to be isomorphic to the vertex algebra $\mathcal{W}_{1+\infty,-n}$ with central charge $-n$ [11]. For any $c \in \mathbb{C}$, $\mathcal{W}_{1+\infty,-c}$ may be regarded as a module over the universal central extension $\hat{D}$ of the Lie algebra of differential operators on the circle. These algebras have been studied extensively in the physics literature, and they also play an important role in the theory of integrable systems. For $n = -1$, $\mathcal{W}_{1+\infty,-1}$ is isomorphic to $\mathcal{W}(gl_3)$ with central charge $-2$ [21][22], but less is known about the structure of $\mathcal{W}_{1+\infty,-n}$ for $n > 1$. It was conjectured in [3] and [24] that $\mathcal{W}_{1+\infty,-n}$ should have a minimal, strong generating set consisting of $n^2 + 2n$ generators, and this conjecture was recently settled in [19].

Our main result is that for any $G$ and $V$ as above, $S(V)^G$ is strongly finitely generated as a vertex algebra. The proof uses a combination of tools from classical invariant theory,
together with the structure and representation theory of $\mathcal{W}_{1+\infty,-n}$. As a vector space, $S(V)^G$ is isomorphic to the classical invariant ring

$$R = (\text{Sym} \bigoplus_{k \geq 0} (V_k \oplus V_k^*))^G,$$

where $V_k$ and $V_k^*$ are copies of $V$ and $V^*$, respectively. We view $S(V)^G$ as a deformation of $R$, in the sense that $S(V)^G$ admits a filtration for which the associated graded object $\text{gr}(S(V)^G)$ is isomorphic to $R$ as a commutative ring. In the terminology of Weyl, a first fundamental theorem of invariant theory for the pair $(G,V)$ is a set of generators for $R$. Even though $R$ is not finitely generated, only finitely many different “types” of generators are necessary, and all others may be obtained from this set by polarization [26]. Using this fact, together with the decomposition of $S(V)$ as a bimodule over $GL_n$ and $\mathcal{W}_{1+\infty,-n}$ [11], it is immediate that $S(V)^G$ is finitely generated as a vertex algebra.

It takes more work to produce a strong finite generating set for $S(V)^G$. In Weyl’s terminology, a second fundamental theorem of invariant theory for $(G,V)$ is a generating set for the ideal of relations among the generators of $R$. For $G = GL_n$, the strong finite generation of $S(V)^{GL_n}$ is essentially a consequence of the second fundamental theorem for the standard representation of $GL_n$, and our proof in [19] depends on a detailed description of $R$ in this case. Remarkably, we will establish the strong finite generation of $S(V)^G$ for arbitrary $G$ without an explicit description of $R$. The only additional ingredient we need is a certain finiteness property possessed by any irreducible, highest-weight $\mathcal{W}_{1+\infty,-n}$-submodule of $S(V)$. Using similar methods, we also show that vertex algebras of the form $\mathcal{E}(V)^G$ and $(S(V) \otimes \mathcal{E}(V))^G$ are strongly finitely generated, where $\mathcal{E}(V)$ is the $bc$-system or semi-infinite exterior algebra associated to $V$, and $G$ is a reductive subgroup of $GL_n$. Finally, we establish the strong finite generation of a family of commutant subalgebras of $S(V)$ under Heisenberg algebra actions. This strengthens a result from [18] which asserts that these vertex algebras are finitely generated.

It is well known that if a vertex algebra $\mathcal{V}$ is strongly generated by a set $\{\alpha_i(z) | i \in I\}$, the Zhu algebra of $\mathcal{V}$ is generated by $\{a_i | i \in I\}$, where $a_i$ is the image of $\alpha_i(z)$ under the Zhu map [25]. Hence the Zhu algebras of all the invariant vertex algebras and commutant vertex algebras considered in this paper are finitely generated. Describing the Zhu algebras of these vertex algebras is the first step towards understanding their representation theory.
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2. Vertex algebras

In this section, we define vertex algebras, which have been discussed from various different points of view in the literature [2][7][8][13][14][16]. We will follow the formalism developed in [16] and partly in [14]. Let $V = V_0 \oplus V_1$ be a super vector space over $C$, and let $z, w$ be formal variables. The space $QO(V)$ of quantum operators or fields on $V$ denotes the space of all linear maps $V \rightarrow V((z)) := \{ \sum_{n \in \mathbb{Z}} v(n)z^{-n-1} | v(n) \in V, v(n) = 0 \text{ for } n >> 0 \}$.

Each element $a \in QO(V)$ can be uniquely represented as a power series $a = a(z) := \sum_{n \in \mathbb{Z}} a(n)z^{-n-1} \in (End V)[[z, z^{-1}]]$. We usually omit the symbol $\iota_{|z|>|w|}$ and just write $(z-w)^{-1}$ to mean the expansion in the region $|z| > |w|$, and write $-(w-z)^{-1}$ to mean the expansion in $|w| > |z|$. It is easy to check that $a(w) \circ_n b(w)$ above is a well-defined element of $QO(V)$.
The non-negative circle products are connected through the operator product expansion (OPE) formula. For \(a, b \in \text{QO}(V)\), we have
\[
a(z)b(w) = \sum_{n \geq 0} a(w) \circ_n b(w) (z - w)^{-n-1} + :a(z)b(w):, \tag{2.1}
\]
which is often written as \(a(z)b(w) \sim \sum_{n \geq 0} a(w) \circ_n b(w) (z - w)^{-n-1}\), where \(\sim\) means equal modulo the term
\[
: a(z)b(w) : = a(z)_- b(w) + (-1)^{|a||b|} b(w) a(z)_+ .
\]
Here \(a(z)_- = \sum_{n<0} a(n) z^{-n-1}\) and \(a(z)_+ = \sum_{n \geq 0} a(n) z^{-n-1}\). Note that \(a(z)b(z)\) is a well-defined element of \(\text{QO}(V)\). It is called the Wick product of \(a\) and \(b\), and it coincides with \(a(z) \circ_{-1} b(z)\). The other negative circle products are related to this by
\[
n! \ a(z) \circ_{-n-1} b(z) = : (\partial^n a(z)) b(z) :, \]
where \(\partial\) denotes the formal differentiation operator \(\frac{d}{dz}\). For \(a_1(z), \ldots, a_k(z) \in \text{QO}(V)\), the \(k\)-fold iterated Wick product is defined to be
\[
: a_1(z) a_2(z) \cdots a_k(z) : = : a_1(z) b(z) :, \tag{2.2}
\]
where \(b(z) = : a_2(z) \cdots a_k(z) :\). We often omit the formal variable \(z\) when no confusion will arise.

The set \(\text{QO}(V)\) is a nonassociative algebra with the operations \(\circ_n\) and a unit 1. We have \(1 \circ_n a = \delta_{n,-1} a\) for all \(n\), and \(a \circ_n 1 = \delta_{n,-1} a\) for \(n \geq -1\). A linear subspace \(\mathcal{A} \subset \text{QO}(V)\) containing 1 which is closed under the circle products will be called a quantum operator algebra (QOA). In particular \(\mathcal{A}\) is closed under \(\partial\) since \(\partial a = a \circ_{-2} 1\). A subset \(S = \{ a_i | i \in I \}\) of \(\mathcal{A}\) is said to generate \(\mathcal{A}\) if any element \(a \in \mathcal{A}\) can be written as a linear combination of nonassociative words in the letters \(a_i, \circ_n\), for \(i \in I\) and \(n \in \mathbb{Z}\). We say that \(S\) strongly generates \(\mathcal{A}\) if any \(a \in \mathcal{A}\) can be written as a linear combination of words in the letters \(a_i, \circ_n\) for \(n < 0\). Equivalently, \(\mathcal{A}\) is spanned by the collection
\[
\{ : \partial^{k_1} a_{i_1}(z) \cdots \partial^{k_m} a_{i_m}(z) : | k_1, \ldots, k_m \geq 0 \}.
\]

We say that \(a, b \in \text{QO}(V)\) quantum commute if \((z - w)^N [a(z), b(w)] = 0\) for some \(N \geq 0\). Here \([,]\) denotes the super bracket. This condition implies that \(a \circ_n b = 0\) for \(n \geq N\), so (2.1) becomes a finite sum. If \(N\) can be chosen to be 0, we say that \(a, b\) commute. A commutative quantum operator algebra (CQOA) is a QOA whose elements
pairwise quantum commute. Finally, the notion of a CQOA is equivalent to the notion of a vertex algebra. Every CQOA $\mathcal{A}$ is itself a faithful $\mathcal{A}$-module, called the left regular module. Define
\[
\rho: \mathcal{A} \to QO(\mathcal{A}), \quad a \mapsto \hat{a}, \quad \hat{a}(\zeta)b = \sum_{n \in \mathbb{Z}} (a \circ_n b) \zeta^{-n-1}.
\]
Then $\rho$ is an injective QOA homomorphism, and the quadruple of structures $(\mathcal{A}, \rho, 1, \partial)$ is a vertex algebra in the sense of [8]. Conversely, if $(V, Y, 1, D)$ is a vertex algebra, the collection $Y(V) \subset QO(V)$ is a CQOA. We will refer to a CQOA simply as a vertex algebra throughout the rest of this paper.

The following well-known identities measure the non-associativity and non-commutativity of the Wick product, and the failure of the positive circle products to be left and right derivations of the Wick product. Let $a, b, c$ be vertex operators in some vertex algebra $\mathcal{A}$, and let $n > 0$. Then
\[
: (ab)c: - : abc := \sum_{k \geq 0} \frac{1}{(k+1)!} \left( (\partial^{k+1}a)(b \circ_k c) : +(-1)^{|a||b|} : (\partial^{k+1}b)(a \circ_k c) : \right)
\]
\[
: ab : -(-1)^{|a||b|} : ba := \sum_{k \geq 0} \frac{(-1)^k}{(k+1)!} \partial^{k+1}(a \circ_k b),
\]
\[
a \circ_n (bc) - : (a \circ_n b)c: - : (a \circ_n b)c := \sum_{k=1}^{n} \binom{n}{k} (a \circ_{n-k} b) \circ_{k-1} c.
\]
\[
: (ab) \circ_n c = \sum_{k \geq 0} \frac{1}{k!} : (\partial^k a)(b \circ_{n+k} c) : +(-1)^{|a||b|} \sum_{k \geq 0} b \circ_{n-k-1} (a \circ_k c).
\]

2.1. $\beta\gamma$-systems

Let $V$ be a vector space of dimension $n$ over $\mathbb{C}$. The $\beta\gamma$-system $\mathcal{S}(V)$, or algebra of chiral differential operators on $V$, was introduced by Friedan-Martinec-Shenker in [9]. It is the unique even vertex algebra with generators $\beta^x(z), \gamma^{x'}(z)$ for $x \in V, x' \in V^*$, which satisfy the OPE relations
\[
\beta^x(z)\gamma^{x'}(w) \sim \langle x', x \rangle (z - w)^{-1}, \quad \gamma^{x'}(z)\beta^x(w) \sim -\langle x', x \rangle (z - w)^{-1},
\]
\[ \beta^x(z)\beta^y(w) \sim 0, \quad \gamma^x'(z)\gamma^y'(w) \sim 0. \]  

(2.7)

Here \( \langle , \rangle \) denotes the natural pairing between \( V^* \) and \( V \). We give \( S(V) \) the conformal structure

\[ L(z) = \sum_{i=1}^{n} : \beta^{x_i}(z)\partial \gamma^{x'_i}(z) :, \]  

(2.8)

under which \( \beta^{x_i}(z) \) and \( \gamma^{x'_i}(z) \) are primary of conformal weights 1 and 0, respectively. Here \( \{x_1, \ldots, x_n\} \) is a basis for \( V \) and \( \{x'_1, \ldots, x'_n\} \) is the dual basis for \( V^* \).

The standard action \( \rho : GL_n \to Aut(V) \) induces an action \( \hat{\rho} : GL_n \to Aut(S(V)) \) by vertex algebra automorphisms, defined on generators by

\[ \hat{\rho}(g)(\beta^{x}(z)) = \beta^{\rho(g)(x)}(z), \quad \hat{\rho}(g)(\gamma^{x'}(z)) = \gamma^{\rho^*(g)(x')}(z), \quad g \in G, \ x \in V, \ x' \in V^*. \]  

(2.9)

3. Category \( \mathcal{R} \)

Let \( \mathcal{R} \) be the category of vertex algebras \( A \) equipped with a \( \mathbb{Z}_{\geq 0} \)-filtration

\[ A_0 \subset A_1 \subset A_2 \subset \cdots, \quad A = \bigcup_{k \geq 0} A_k \]  

(3.1)

such that \( A_0 = \mathbb{C} \), and for all \( a \in A_k, b \in A_l \), we have

\[ a \circ_n b \in A_{k+l}, \quad \text{for } n < 0, \]  

(3.2)

\[ a \circ_n b \in A_{k+l-1}, \quad \text{for } n \geq 0. \]  

(3.3)

An element \( a(z) \in A \) is said to have degree \( d \) if \( d \) is the minimal integer for which \( a(z) \in A_d \). Morphisms in \( \mathcal{R} \) are vertex algebra homomorphisms which preserve the filtration.

Filtrations on vertex algebras satisfying (3.2)-(3.3) were introduced in [15] and are known as good increasing filtrations. If \( A \) possesses such a filtration, the associated graded object \( gr(A) = \bigoplus_{k \geq 0} A_k/A_{k-1} \) is a \( \mathbb{Z}_{\geq 0} \)-graded associative, supercommutative algebra with a unit 1 under a product induced by the Wick product on \( A \). For \( r \geq 1 \), we denote by \( \phi_r : A_r \to A_r/A_{r-1} \subset gr(A) \) the natural projection. The operator \( \partial = \frac{d}{dz} \) on
\( \mathcal{A} \) induces a derivation \( \partial \) of degree zero on \( gr(\mathcal{A}) \), and for each \( a \in \mathcal{A}(d) \) and \( n \geq 0 \), the operator \( a \circ_n \) on \( \mathcal{A} \) induces a derivation of degree \( d - k \) on \( gr(\mathcal{A}) \). Here

\[
k = \sup\{ j \geq 1 | A_{(r)} \circ_n A_{(s)} \subset A_{(r+s-j)} \forall r, s, n \geq 0 \},
\]
as in [17]. The assignment \( \mathcal{A} \mapsto gr(\mathcal{A}) \) is a functor from \( \mathcal{R} \) to the category of \( \mathbb{Z}_{\geq 0} \)-graded supercommutative rings with a differential \( \partial \) of degree 0, which we will call \( \partial \)-rings. A \( \partial \)-ring is the same thing as an abelian vertex algebra, that is, a vertex algebra \( V \) in which \( [a(z), b(w)] = 0 \) for all \( a, b \in V \) [2]. A \( \partial \)-ring \( A \) is said to be generated by a subset \( \{a_i| i \in I\} \) if \( \{\partial^k a_i| i \in I, k \geq 0\} \) generates \( A \) as a graded ring. The key feature of \( \mathcal{R} \) is the following reconstruction property [17]:

**Lemma 3.1.** Let \( \mathcal{A} \) be a vertex algebra in \( \mathcal{R} \) and let \( \{a_i| i \in I\} \) be a set of generators for \( gr(\mathcal{A}) \) as a \( \partial \)-ring, where \( a_i \) is homogeneous of degree \( d_i \). If \( a_i(z) \in \mathcal{A}(d_i) \) are vertex operators such that \( \phi_{d_i}(a_i(z)) = a_i \), then \( \mathcal{A} \) is strongly generated as a vertex algebra by \( \{a_i(z)| i \in I\} \).

The main example we have in mind is \( \mathcal{S}(V) \), where we define \( \mathcal{S}(V)_{(r)} \) to be the linear span of the collection

\[
\{ : \partial^{k_1} \beta^{x_1} \ldots \partial^{k_s} \beta^{x_s} \partial^{l_1} \gamma^{y'_1} \ldots \partial^{l_t} \gamma^{y'_t} : | x_i \in V, y'_i \in V^*, k_i, l_i \geq 0, s + t \leq r \}. \tag{3.4}
\]

Then \( \mathcal{S}(V) \cong gr(\mathcal{S}(V)) \) as linear spaces, and as a commutative algebra, we have

\[
gr(\mathcal{S}(V)) \cong Sym \bigoplus_{k \geq 0} (V_k \oplus V_k^*), \quad V_k = \{ \beta^x_k | x \in V \}, \quad V_k^* = \{ \gamma^{x'}_k | x' \in V^* \}. \tag{3.5}
\]

In this notation, \( \beta^x_k \) and \( \gamma^{x'}_k \) are the images of \( \partial^k \beta^x(z) \) and \( \partial^k \gamma^{x'}(z) \) in \( gr(\mathcal{S}(V)) \) under the projection \( \phi_1 : \mathcal{S}(V)_{(1)} \to \mathcal{S}(V)_{(1)}/\mathcal{S}(V)_{(0)} \subset gr(\mathcal{S}(V)) \). The action of \( GL_n \) on \( \mathcal{S}(V) \) given by (2.9) induces an action of \( GL_n \) on \( gr(\mathcal{S}(V)) \) by algebra automorphisms, and for all \( k \geq 0 \) we have isomorphisms of \( GL_n \)-modules \( V_k \cong V \) and \( V_k^* \cong V^* \). Finally, for any subgroup \( G \subset GL_n \), \( \mathcal{S}(V)^G \cong gr(\mathcal{S}(V)^G) \) as linear spaces, and

\[
gr(\mathcal{S}(V)^G) \cong (gr(\mathcal{S}(V))^G \cong (Sym \bigoplus_{k \geq 0} (V_k \oplus V_k^*))^G) \tag{3.6}
\]
as commutative algebras.
4. The vertex algebra $\mathcal{W}_{1+\infty,c}$

Let $\mathcal{D}$ be the Lie algebra of regular differential operators on $\mathbb{C} \setminus \{0\}$, with coordinate $t$. A standard basis for $\mathcal{D}$ is

$$J^l_k = -t^{l+k}(\partial_t)^l, \quad k \in \mathbb{Z}, \quad l \in \mathbb{Z}_{\geq 0},$$

where $\partial_t = \frac{d}{dt}$. $\mathcal{D}$ has a 2-cocycle given by

$$\Psi \left( f(t)(\partial_t)^m, g(t)(\partial_t)^n \right) = \frac{m!n!}{(m+n+1)!} \text{Res}_{t=0} f^{(n+1)}(t)g^{(m)}(t)dt,$$  \hspace{1cm} (4.1)

and a corresponding central extension $\hat{\mathcal{D}} = \mathcal{D} \oplus \mathbb{C}\kappa$, which was first studied by Kac-Peterson in [10]. $\hat{\mathcal{D}}$ has a $\mathbb{Z}$-grading $\hat{\mathcal{D}} = \bigoplus_{j \in \mathbb{Z}} \hat{\mathcal{D}}_j$ by weight, given by

$$\text{wt}(J^l_k) = k, \quad \text{wt}(\kappa) = 0,$$

and a triangular decomposition

$$\hat{\mathcal{D}} = \hat{\mathcal{D}}_+ \oplus \hat{\mathcal{D}}_0 \oplus \hat{\mathcal{D}}_-,$$

where $\hat{\mathcal{D}}_\pm = \bigoplus_{j \in \pm \mathbb{N}} \hat{\mathcal{D}}_j$ and $\hat{\mathcal{D}}_0 = \mathcal{D}_0 \oplus \mathbb{C}\kappa$. For a fixed $c \in \mathbb{C}$ and $\lambda \in \mathcal{D}_0^*$, define the Verma module with central charge $c$ over $\hat{\mathcal{D}}$ by

$$\mathcal{M}_c(\hat{\mathcal{D}}, \lambda) = U(\hat{\mathcal{D}}) \otimes_{U(\hat{\mathcal{D}}_0 \oplus \hat{\mathcal{D}}_+)} \mathbb{C}_\lambda,$$

where $\mathbb{C}_\lambda$ is the one-dimensional $\hat{\mathcal{D}}_0 \oplus \hat{\mathcal{D}}_+$-module on which $\kappa$ acts by multiplication by $c$ and $h \in \hat{\mathcal{D}}_0$ acts by multiplication by $\lambda(h)$, and $\hat{\mathcal{D}}_+$ acts by zero. There is a unique irreducible quotient of $\mathcal{M}_c(\hat{\mathcal{D}}, \lambda)$ denoted by $V_c(\hat{\mathcal{D}}, \lambda)$.

Let $\mathcal{P}$ be the parabolic subalgebra of $\mathcal{D}$ consisting of differential operators which extend to all of $\mathbb{C}$, which has a basis $\{ J^l_k \mid l \geq 0, \quad l+k \geq 0 \}$. The cocycle $\Psi$ vanishes on $\mathcal{P}$, so $\mathcal{P}$ may be regarded as a subalgebra of $\hat{\mathcal{D}}$. Clearly $\hat{\mathcal{D}}_0 \oplus \hat{\mathcal{D}}_+ \subset \hat{\mathcal{P}}$, where $\hat{\mathcal{P}} = \mathcal{P} \oplus \mathbb{C}\kappa$. The induced $\hat{\mathcal{D}}$-module

$$\mathcal{M}_c = \mathcal{M}_c(\hat{\mathcal{D}}, \hat{\mathcal{P}}) = U(\hat{\mathcal{D}}) \otimes_{U(\hat{\mathcal{P}})} \mathbb{C}_0$$

is then a quotient of $\mathcal{M}_c(\hat{\mathcal{D}}, 0)$, and is known as the vacuum $\hat{\mathcal{D}}$-module of central charge $c$. $\mathcal{M}_c$ has the structure of a vertex algebra which is freely generated by fields

$$J^l(z) = \sum_{k \in \mathbb{Z}} J^l_k z^{-k-l-1}, \quad l \geq 0.$$
of weight \(l + 1\). The modes \(J^l_k\) represent \(\hat{D}\) on \(\mathcal{M}_c\), and we rewrite these fields in the form

\[
J^l(z) = \sum_{k \in \mathbb{Z}} J^l(k) z^{-k-1}, \quad J^l(k) = J^l_{k-l}.
\] (4.2)

An element \(\omega \in \mathcal{M}_c\) is called a singular vector if \(J^l(k)(\omega) = 0\) for all \(l \geq 0\) and \(k > l\). The maximal proper \(\hat{D}\)-submodule \(\mathcal{I}_c\) is a vertex algebra ideal in \(\mathcal{M}_c\), and the unique irreducible quotient \(\mathcal{M}_c/\mathcal{I}_c\) is denoted by \(\mathcal{W}_{1+\infty,c}\). In [19], we denoted the projection \(\mathcal{M}_c \rightarrow \mathcal{W}_{1+\infty,c}\) by \(\pi_c\), and we used the notation \(j^l = \pi_c(J^l)\) in order to distinguish between \(J^l \in \mathcal{M}_c\) and its image in \(\mathcal{W}_{1+\infty,c}\). In this paper we only work with \(\mathcal{W}_{1+\infty,c}\), so no such distinction is necessary, and by abuse of notation we will denote the generators of \(\mathcal{W}_{1+\infty,c}\) by \(J^l(z)\).

We are interested in the case of negative integral central charge. For \(n \geq 1\), \(\mathcal{W}_{1+\infty,-n}\) has an important realization as a subalgebra of \(S(V)\) for \(V = \mathbb{C}^n\), which was introduced by Kac-Radul in [11]. It is given by

\[
J^l(z) \mapsto \sum_{i=1}^n : \gamma^{x'_i}(z) \partial^l \beta^{x_i}(z) :, \quad (4.3)
\]

and the image of this embedding is precisely the invariant space \(S(V)^{GL_n}\). Using this realization, together with Weyl’s first and second fundamental theorems of invariant theory for the standard representation of \(GL_n\), we showed in [19] that \(\mathcal{I}_{-n}\) is generated by a singular vector of weight \((n+1)^2\). Moreover, this singular vector gives rise to a decoupling relation in \(\mathcal{W}_{1+\infty,-n}\) of the form

\[
J^l = P(J^0, \ldots, J^{l-1}),
\] (4.4)

for \(l = n^2 + 2n\). Here \(P\) is a normally ordered polynomial in the vertex operators \(J^0, \ldots, J^{l-1}\) and their derivatives. An easy consequence is that for all \(r > l\), there exists a decoupling relation

\[
J^r = Q_r(J^0, \ldots, J^{l-1}).
\] (4.5)

It follows that \(\mathcal{W}_{1+\infty,-n}\) is in fact strongly generated by \(J^0, \ldots, J^{l-1}\).
5. Invariant subalgebras of $\beta\gamma$-systems

Let $V = \mathbb{C}^n$, and let $G$ be a reductive subgroup of $GL_n$. Our goal is to describe the invariant subalgebra $S(V)^G$. Since $S(V)^{GL_n} \subset S(V)^G$, $S(V)^G$ is a module over $W_{1+\infty,-n}$, and this module structure will be an essential ingredient of our description.

**Lemma 5.1.** For any reductive $G \subset GL_n$, $S(V)^G$ is finitely generated as a vertex algebra.

**Proof:** First we consider $S(V)^G$ from the point of view of classical invariant theory. Recall that $S(V)^G \cong \text{gr}(S(V))^G \cong (\text{Sym} \bigoplus_{k \geq 0} (V_k \oplus V_k^*))^G = R$ as commutative algebras. For any $p \geq 0$, there is an action of $GL_p$ on $\bigoplus_{k=0}^{p-1} (V_k \oplus V_k^*)$ which commutes with the action of $G$. The natural inclusions $GL_p \hookrightarrow GL_q$ for $p < q$ sending

$$M \to \begin{bmatrix} M & 0 \\ 0 & I_{q-p} \end{bmatrix}$$

induces an action of $GL_\infty = \lim_{p \to \infty} GL_p$ on $\bigoplus_{k \geq 0} (V_k \oplus V_k^*)$. We obtain an action of $GL_\infty$ on $\text{Sym} \bigoplus_{k \geq 0} (V_k \oplus V_k^*)$ by algebra automorphisms, which commutes with the action of $G$. Hence $GL_\infty$ acts on $R$ as well. By a basic theorem of Weyl, $R$ is generated by the set of translates under $GL_\infty$ of any set of generators for $(\text{Sym} \bigoplus_{k=0}^{n-1} (V_k \oplus V_k^*))^G$ [26]. Since $G$ is reductive, $(\text{Sym} \bigoplus_{k=0}^{n-1} (V_k \oplus V_k^*))^G$ is finitely generated. Hence there exists a finite set of homogeneous elements $\{f_1, \ldots, f_k\} \subset R$ such that $\{\sigma f_i \mid i = 1, \ldots, k, \sigma \in GL_\infty\}$ generates $R$. It follows from Lemma 3.1 that the set of vertex operators

$$\{(\sigma f_i)(z) \in S(V)^G \mid i = 1, \ldots, k, \sigma \in GL_\infty\}$$

which correspond to $\sigma f_i$ under the linear isomorphism $S(V)^G \cong gr(S(V))^G \cong R$, is a set of strong generators for $S(V)^G$.

Next, we recall the decomposition of $S(V)$ as a bimodule over $GL_n$ and $W_{1+\infty,-n}$, which appears in [11]. We have

$$S(V) \cong \bigoplus_{\nu \in H} L(\nu) \otimes M^\nu,$$

(5.1)
where $H$ indexes the irreducible, finite-dimensional representations $L(\nu)$ of $GL_n$, and $M'$ is an irreducible, highest-weight $W_{1+,\infty,-n}$-module. In particular, the $GL_n$-isotypic component of $S(V)$ of type $L(\nu)$ is isomorphic to $L(\nu) \otimes M'$. Each $L(\nu)$ is a module over $G \subset GL_n$, and since $G$ is reductive, it has a decomposition $L(\nu) = \oplus_{\mu \in H} L(\nu)_\mu$. Here $\mu$ runs over a finite set $H'$ of irreducible, finite-dimensional representations $L(\nu)_\mu$ of $G$, possibly with multiplicity. We thus obtain a refinement of (5.1):

$$S(V) \cong \bigoplus_{\nu \in H} \bigoplus_{\mu \in H'} L(\nu)_\mu \otimes M'. \quad (5.2)$$

Let $f_1(z), \ldots, f_k(z) \in S(V)^G$ be the vertex operators corresponding to the polynomials $f_1, \ldots, f_k$ under the linear isomorphism $S(V)^G \cong gr(S(V)^G) \cong R$. Clearly $f_1(z), \ldots, f_k(z)$ must live in a finite direct sum

$$\bigoplus_{j=1}^r L(\nu_j) \otimes M_{\nu_j} \quad (5.3)$$

of the modules appearing in (5.1). By enlarging the collection $f_1(z), \ldots, f_k(z)$ if necessary, we may assume without loss of generality that each $f_i(z)$ lives in a single representation of the form $L(\nu_j) \otimes M_{\nu_j}$. Moreover, we may assume that $f_i(z)$ lives in a trivial $G$-submodule $L(\nu_j)_{\mu_0} \otimes M_{\nu_j}$, where $\mu_0$ denotes the trivial, one-dimensional $G$-module. (In particular, $L(\nu_j)_{\mu_0}$ is one-dimensional). Since the actions of $GL_\infty$ and $GL_n$ on $S(V)$ commute, we may assume that $(\sigma f_i)(z) \in L(\nu_j)_{\mu_0} \otimes M_{\nu_j}$ for all $\sigma \in GL_\infty$. Since $S(V)^G$ is strongly generated by the set $\{ (\sigma f_i)(z) \mid i = 1, \ldots, k, \sigma \in GL_\infty \}$, and each $M_{\nu_j}$ is an irreducible $W_{1+,\infty,-n}$-module, $S(V)^G$ is generated as an algebra over $W_{1+,\infty,-n}$ by $f_1(z), \ldots, f_k(z)$. Finally, since $W_{1+,\infty,-n}$ is itself a finitely generated vertex algebra, we conclude that $S(V)^G$ is finitely generated. \square

We will refine this result to produce a strong finite generating set for $S(V)^G$. The fact that such a generating set exists in the case $G = GL_n$ is a formal consequence of Weyl’s second fundamental theorem of invariant theory for the standard representation of $GL_n$ [19]. The decoupling relation (4.4) that gives rise to strong finite generation in this case is simply a deformation of the relation of minimal weight among the generators of $R = \left( Sym \bigoplus_{k \geq 0} (V_k \oplus V_k^*) \right)^{GL_n}$. We will establish the strong finite generation of $S(V)^G$ without any explicit knowledge of the second fundamental theorem for $(G, V)$. The only additional ingredient that we need is a certain finiteness property possessed by any irreducible, highest-weight $W_{1+,\infty,-n}$-submodule of $S(V)$.

We begin with a basic observation about representations of associative algebras. Let $A$ be an associative $\mathbb{C}$-algebra (not necessarily unital), and let $W$ be a linear representation
of $A$ (not necessarily finite-dimensional), via an algebra homomorphism $\rho : A \to \text{End}(W)$. Regarding $A$ as a Lie algebra with commutator as bracket, let $\rho_{\text{Lie}} : A \to \text{End}(W)$ denote the map $\rho$, regarded now as a Lie algebra homomorphism. There is then an induced algebra homomorphism $U(A) \to \text{End}(W)$, where $U(A)$ denotes the universal enveloping algebra of $A$. Given elements $a, b \in A$, we denote the product in $U(A)$ by $a \ast b$ to distinguish it from $ab \in A$. Given a monomial $\mu = a_1 \cdots a_r \in U(A)$, let $\tilde{\mu} = a_1 \cdots a_r$ be the corresponding element of $A$. Let $U(A)_+$ denote the augmentation ideal (i.e., the ideal generated by $A$), regarded as an associative algebra with no unit. The map $U(A)_+ \to A$ sending $\mu \mapsto \tilde{\mu}$ is then an algebra homomorphism which makes the diagram

$$
\begin{array}{ccc}
U(A)_+ & \to & A \\
\downarrow & & \searrow \\
A & \to & \text{End}(W)
\end{array}
$$

(5.4)

commute. Let $T(W)$ denote the tensor algebra of $W$, whose $d$th graded component is the $d$-fold tensor product $W^\otimes d$. Clearly $\rho_{\text{Lie}}$ (but not $\rho$) can be extended to a Lie algebra homomorphism $\hat{\rho}_{\text{Lie}} : A \to \text{End}(T(W))$, where $\hat{\rho}_{\text{Lie}}(a)$ acts by derivation on each $W^\otimes d$:

$$
\hat{\rho}_{\text{Lie}}(a)(w_1 \otimes \cdots \otimes w_d) = \sum_{i=1}^{d} w_1 \otimes \cdots \otimes \hat{\rho}_{\text{Lie}}(a)(w_i) \otimes \cdots \otimes w_d.
$$

This extends to an algebra homomorphism $U(A) \to \text{End}(T(W))$ which we also denote by $\hat{\rho}_{\text{Lie}}$, but there is no commutative diagram like (5.4) because the map $A \to \text{End}(T(W))$ is not a map of associative algebras. In particular, the restrictions of $\hat{\rho}_{\text{Lie}}(\mu)$ and $\hat{\rho}_{\text{Lie}}(\tilde{\mu})$ to $W^\otimes d$ are generally not the same for $d > 1$.

**Lemma 5.2.** Given $\mu \in U(A)$ and $d \geq 1$, define a linear map $\Phi^d_\mu \in \text{End}(W^\otimes d)$ by

$$
\Phi^d_\mu = \hat{\rho}_{\text{Lie}}(\mu)|_{W^\otimes d}.
$$

(5.5)

Let $E$ denote the subspace of $\text{End}(W^\otimes d)$ spanned by $\{\Phi^d_\mu | \mu \in U(A)\}$. Note that $E$ has a filtration

$$
E_1 \subset E_2 \subset \cdots, \quad E = \bigcup_{r \geq 1} E_r,
$$

where $E_r$ is spanned by $\{\Phi^d_\mu | \mu \in U(A), \deg(\mu) \leq r\}$. Then $E = E_d$.

Proof: Given a monomial $\mu = a_1 \ast \cdots \ast a_r \in U(A)$ of arbitrary degree $r > d$, we need to show that $\Phi^d_\mu$ can be expressed as a linear combination of elements of the form $\Phi^d_\nu$ where
\( \nu \in U(A) \) and \( \deg(\nu) \leq d \). Fix \( p \leq d \), and let \( \text{Part}_p \) denote the set of partitions \( \phi \) of \( \{1, \ldots, r\} \) into \( p \) disjoint, non-empty subsets \( S_1^\phi, \ldots, S_p^\phi \) whose union is \( \{1, \ldots, r\} \). Each subset \( S_i^\phi \) is of the form

\[
S_i^\phi = \{i_1 \cdots i_{k_i}\}, \quad i_1 < \cdots < i_{k_i}.
\]

For \( i = 1, \ldots, p \), let \( m_i \in U(A) \) be the corresponding monomial \( m_i = a_{i_1} * \cdots * a_{i_{k_i}} \). Let \( J = (j_1, \ldots, j_p) \) be an (ordered) subset of \( \{1, \ldots, d\} \). Define a linear map \( g_\phi \in \text{End}(W^{\otimes d}) \) by

\[
g_\phi(w_1 \otimes \cdots \otimes w_d) = \sum_J g_{\phi}^J(w_1) \otimes \cdots \otimes g_{\phi}^d(w_d), \quad g_{\phi}^k(w_k) = \begin{cases} \hat{\rho}(m_i)(w_{j_i}) & k = j_i \\ \rho_{\text{Lie}}(m_i)(w_k) & k \neq j_i \end{cases}, \quad (5.6)
\]

where the sum runs over all (ordered) \( p \)-element subsets \( J \) as above. Note that we could replace \( m_i \in U(A) \) with \( \tilde{m}_i \in A \) in (5.6), since \( \hat{\rho}_{\text{Lie}}(m_i)(w_{j_i}) = \hat{\rho}_{\text{Lie}}(\tilde{m}_i)(w_{j_i}) \).

We claim that for each \( \phi \in \text{Part}_p \), \( g_\phi \in E_d \). We proceed by induction on \( p \). The case \( p = 1 \) is trivial because \( g_\phi = \hat{\rho}_{\text{Lie}}(a) \) as derivations on \( W^{\otimes d} \), where \( a = a_1 \cdots a_r \). Next, assume the result for all partitions \( \psi \in \text{Part}_q^s \), for \( q < p \) and \( s \leq r \). Let \( m_1, \ldots, m_p \in U(A) \) be the monomials corresponding to \( \phi \) as above, and define \( \psi = \tilde{m}_1 * \cdots * \tilde{m}_p \in U(A) \). By definition, \( \Phi^d_{\mu \phi} \in E_p \subset E_d \), and the leading term of \( \Phi^d_{\mu \phi} \) is \( g_\phi \). The lower order terms are of the form \( g_\psi \), where \( \psi \in \text{Part}^p_q \) is a partition of \( \{1, \ldots, p\} \) into \( q \) subsets, which each corresponds to a monomial in the variables \( \tilde{m}_1, \ldots, \tilde{m}_p \). By induction, each of these terms lies in \( E_q \), and since \( g_\phi \equiv \Phi^d_{\mu \phi} \) modulo \( E_q \), the claim is proved.

Finally, using the derivation property of \( A \) acting on \( W^{\otimes d} \), one checks easily that

\[
\Phi^d_\mu = \sum_{p=1}^d \sum_{\phi \in \text{Part}_p^r} g_\phi. \quad (5.7)
\]

Since each \( g_\phi \) lies in \( E_d \) by the above claim, this completes the proof of the lemma. \( \Box \)

A similar result clearly holds if we replace \( T(W) \) with either \( \text{Sym}(W) \) or \( \wedge(W) \). We focus here on the symmetric case. First, the map \( \rho_{\text{Lie}} : A \to \text{End}(W) \) gives rise to a Lie algebra map \( A \to \text{End}(\text{Sym}(W)) \), which extends to an algebra map \( \hat{\rho}_{\text{Lie}} : U(A) \to \text{End}(\text{Sym}(W)) \). For each \( d \geq 1 \) and \( \mu \in U(A) \), \( \hat{\rho}_{\text{Lie}}(\mu) \) acts by derivation on the \( d \)th graded component \( \text{Sym}^d(W) \), and we denote the restriction \( \hat{\rho}_{\text{Lie}}(\mu)\big|_{\text{Sym}^d(W)} \) by \( \Phi^d_\mu \). Let \( E \subset \text{End}(\text{Sym}^d(W)) \) be the vector space spanned by \( \{\Phi^d_\mu \mid \mu \in U(A)\} \), which has a
filtration $E_1 \subset E_2 \subset \cdots$, where $E_r$ is spanned by $\Phi^d_\mu$ for $\mu \in U(A)$ of degree at most $r$. For each partition $\phi \in \text{Part}_r$, (5.6) makes sense if the tensor product is replaced by the symmetric product, and (5.7) holds. The same argument then shows that $E = E_d$.

**Corollary 5.3.** Let $f \in \text{Sym}^d(W)$, and let $M \subset \text{Sym}^d(W)$ be the cyclic $U(A)$-module generated by $f$. Then $\{\hat{\rho}_{\text{Lie}}(\mu)(f) | \mu \in U(A), \deg(\mu) \leq d\}$ spans $M$.

Recall the parabolic Lie subalgebra $P \subset \hat{D}$ with basis $\{J^l(k) | k \geq 0\}$. We have a decomposition

$$P = P_- \oplus D_0 \oplus P_+,$$

$$P_\pm = \hat{D}_\pm \cap P. \quad (5.8)$$

In particular, $P_-$ has a basis $\{J^l(k) | 0 \leq k < l\}$. Let $\mathcal{M}$ be an irreducible, highest-weight $\mathcal{W}_{1+\infty,-n}$-submodule of $S(V)$, with highest-weight vector $f(z)$, and let $\mathcal{M}'$ be the $P$-submodule of $\mathcal{M}$ generated by $f(z)$. By the Poincare-Birkhoff-Witt theorem, $\mathcal{M}'$ is a quotient of $U(P) \otimes_{U(D_0 \oplus P_+)} C f(z)$, and in particular is a cyclic $P_-$-module with generator $f(z)$. Suppose that $f(z)$ has degree $d$, that is, $f(z) \in S(V)_{(d)} \setminus S(V)_{(d-1)}$. Since each element of $P$ preserves the filtration, and $\mathcal{M}$ is irreducible, it is easy to see that the nonzero elements of $\mathcal{M}'$ lie in $S(V)_{(d)} \setminus S(V)_{(d-1)}$. Therefore the projection $S(V)_{(d)} \rightarrow S(V)_{(d)}/S(V)_{(d-1)} \subset gr(S(V))$ restricts to an isomorphism of $P$-modules

$$\mathcal{M}' \cong gr(\mathcal{M}') \subset gr(S(V)). \quad (5.9)$$

**Lemma 5.4.** Let $\mathcal{M}$ be an irreducible, highest-weight $\mathcal{W}_{1+\infty,-n}$-submodule of $S(V)$ with highest-weight vector $f(z)$ of degree $d$. Let $\mathcal{M}'$ be the corresponding $P$-module generated by $f(z)$. Then $\mathcal{M}'$ is spanned by elements of the form

$$\{J^{l_1}(k_1) \cdots J^{l_r}(k_r) f(z) | J^{l_i}(k_i) \in P_-, \ r \leq d\}.$$

Proof: By (5.9), $\mathcal{M}'$ is isomorphic to the cyclic $P_-$-module $M = gr(\mathcal{M}')$ generated by the image $f$ of $f(z)$ in $gr(S(V))$, which is homogeneous of degree $d$. The claim then follows from Corollary 5.3, taking $A$ to be $P_-$ and $W$ to be the vector space with basis $\{\beta^*_k, \gamma^*_k | k \geq 0\}$. □
We need another fact about the structure of $S(V)$ as a module over $\mathcal{P}$. For simplicity of notation, we take $n = 1$, but the lemma we are going to prove holds for any $n$. In this case, $V = C$ and $S(V)$ is generated by $\beta(z) = \beta^x(z)$ and $\gamma(z) = \gamma^x(z)$. Let $W \subset \text{gr}(S(V))$ be the vector space with basis $\{\beta_k, \gamma_k | k \geq 0\}$, and for each $m \geq 0$, let $W_m$ be the subspace with basis $\{\beta_k, \gamma_k | 0 \leq k \leq m\}$. Let $\phi: W \to W$ be a linear map of weight $w \geq 1$, such that

$$
\phi(\gamma_i) = c_i \gamma_{i+w}, \quad \phi(\beta_i) = d_i \beta_{i+w}, \quad (5.10)
$$

for constants $c_i, d_i \in C$. For example, the restriction $J^{w+k}(k)|_W$ of any $J^{w+k}(k) \in \mathcal{P}$, is such a map.

**Lemma 5.5.** Let $\phi$ be a linear map satisfying (5.10). For any $m \geq 0$, the restriction $\phi|_{W_m}$ can be expressed uniquely as a linear combination of the operators $J^{w+k}(k)|_{W_m}$ for $0 \leq k \leq 2m + 1$.

Proof: First, we need a basic calculation. For $w \geq 1$ and $b \geq w$, we have

$$
J^{w+k}(k)(\beta_l) = \lambda^{w,k}_{l,i}(\beta_{l+w}), \quad J^{w+k}(k)(\gamma_l) = \mu^{w,k}_{l,i}(\gamma_{l+w}),
$$

where

$$
\lambda^{w,k}_{l,i} = \begin{cases} 
\frac{w}{(l-k)!} & l - k \geq 0 \\
0 & l - k < 0
\end{cases}, \quad \mu^{w,k}_{l,i} = \begin{cases} 
(-1)^{w+k(l+w+l)!} & l + w \geq 0 \\
0 & l + w < 0
\end{cases}. \quad (5.11)
$$

Let $M^w$ be the block matrix

$$
\begin{bmatrix}
A^w & B^w \\
C^w & D^w
\end{bmatrix},
$$

where $A^w, B^w, C^w, D^w$ are $(m+1) \times (m+1)$ matrices with entries

$$
A_{ij} = \mu^{w}_{j,i}, \quad B_{ij} = \mu^{w}_{m+1+j,i}, \quad C_{ij} = \lambda^{w}_{j,i}, \quad D_{ij} = \lambda^{w}_{m+1+j,i}, \quad 0 \leq i, j \leq m.
$$

Let $\mathbf{c}$ be the column vector in $C^{2m+2}$ whose transpose is given by $(c_0, \ldots, c_m, d_0, \ldots, d_m)$. Given an arbitrary linear combination

$$
\psi = t_0 J^w(0) + t_1 J^{w+1}(1) + \cdots + t_{2m+1} J^{w+2m+1}(2m+1)
$$

of the operators $J^{w+k}(k)$ for $0 \leq k \leq 2m + 1$, let $\mathbf{t}$ be the column vector whose transpose is $(t_0, \ldots, t_{2m+1})$. Note that $\phi|_{W_m} = \psi|_{W_m}$ precisely when $M^w \mathbf{t} = \mathbf{c}$, so in order to prove
the claim, it suffices to show that $M^w$ is invertible. By (5.11), $D^w$ is the zero matrix and $C^w$ is lower triangular with diagonal entries $C_{kk} = -k!$, so it suffices to show that $B^w$ is invertible. By (5.11), the entries in each column of $B^w$ have the same sign, so $B^w$ is column-equivalent to the matrix

$$
\begin{pmatrix}
\frac{r!}{w!} & \frac{(r+1)!}{w!} & \cdots & \frac{(r+m)!}{w!} \\
\frac{(r+1)!}{(w+1)!} & \frac{(r+2)!}{(w+1)!} & \cdots & \frac{(r+m+1)!}{(w+1)!} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{(r+m)!}{(w+m)!} & \frac{(r+m+1)!}{(w+m)!} & \cdots & \frac{(r+2m)!}{(w+m)!}
\end{pmatrix},
$$

(5.12)

where $r = w + m + 1$. Clearly (5.12) is row-equivalent to the matrix

$$
\begin{pmatrix}
1 & r + 1 & (r + 1)(r + 2) & \cdots & (r + 1)(r + 2) \cdots (r + m) \\
1 & r + 2 & (r + 2)(r + 3) & \cdots & (r + 2)(r + 3) \cdots (r + m + 1) \\
\vdots & \vdots & \ddots & \vdots \\
1 & r + m + 1 & (r + m + 1)(r + m + 2) & \cdots & (r + m + 1)(r + m + 2) \cdots (r + 2m)
\end{pmatrix},
$$

which we denote by $T(r, m)$. We claim that $T(r, m)$ is invertible for any $r, m \geq 1$. For $m = 1$, $T(r, 1) = \begin{pmatrix} 1 & r + 1 \\ 1 & r + 2 \end{pmatrix}$, which is clearly invertible, so we may proceed by induction on $m$. For $m > 1$, by subtracting the $i$th row from the $(i + 1)$th row, for $i = 0, \ldots, m$, we see that $T(r, m)$ is row-equivalent to a matrix $\begin{pmatrix} 1 & \ast \\ 0 & S \end{pmatrix}$. Moreover, the $m \times m$ block $S$ is easily seen to be column-equivalent to $T(r + 1, m - 1)$. By our inductive assumption, $S$ is then invertible, so $T(r, m)$ is invertible as well. \hfill \square

**Remark 5.6.** The same result holds for any $n \geq 1$. For $V = \mathbb{C}^n$, let $W \subset \text{gr}(S(V))$ be the vector space with basis $\{\beta_{k}^{x_i}, \gamma_{k}^{x_i} \mid i = 1, \ldots, n, \ k \geq 0\}$, and let $W_m \subset W$ be the subspace with basis $\{\beta_{k}^{x_i}, \gamma_{k}^{x_i} \mid i = 1, \ldots, n, \ 0 \leq k \leq m\}$. Let $\phi : W \rightarrow W$ be a linear map of weight $w \geq 1$ taking

$$
\gamma_{k}^{x_i} \mapsto c_k \gamma_{k+w}^{x_i}, \quad \beta_{k}^{x_i} \mapsto d_k \beta_{k+w}^{x_i}, \quad i = 1, \ldots, n,
$$

(5.13)

where the constants $c_k, d_k$ are independent of $i$. For example, each operator $\phi = J^{w+k}(k)|_W$ satisfies (5.13). Then $\phi|_{W_m}$ can be expressed uniquely as a linear combination of $J^{w+k}(k)|_{W_m}$ for $0 \leq k \leq 2m + 1$.

**Lemma 5.7.** Let $\mathcal{M}$ be an irreducible, highest-weight $W_{1+\infty,-n}$-submodule of $S(V)$ with highest-weight vector $f(z)$ of degree $d$. Let $\mathcal{M}'$ be the corresponding $\mathcal{P}$-module generated
by $f(z)$, and let $f$ be the image of $f(z)$ in $\text{gr}(S(V))$, which generates $M = \text{gr}(\mathcal{M}')$ as a $\mathcal{P}$-module. Fix $m$ so that $f \in \text{Sym}^d(W_m)$. Then $\mathcal{M}'$ is spanned by

$$\{J^1(k_1) \cdots J^r(k_r) f(z) | J^l(k_i) \in \mathcal{P}_-, \ r \leq d, \ 0 \leq k_i \leq 2m + 1\}.$$ 

Proof: By (5.11), we may work with $M = \text{gr}(\mathcal{M}')$ rather than $\mathcal{M}'$. For notational convenience, we do not distinguish between elements of $U(\mathcal{P}_-)$ and their images in $\text{End}(\text{Sym}^d(W))$. As in the proof of Lemma 5.2, let $E$ denote the subspace of $\text{End}(\text{Sym}^d(W))$ spanned by $U(\mathcal{P}_-)$, and let $E_r$ be the subspace spanned by elements of $U(\mathcal{P}_-)$ of degree at most $r$. Let $\tilde{E}_r$ be the subspace of $E_r$ spanned by elements of $U(\mathcal{P}_-)$ which only depend on $J^l(k)$ for $k \leq 2m + 1$.

It is certainly not true that $E_d = \tilde{E}_d$ as subspaces of $\text{End}(\text{Sym}^d(W))$. However, it suffices to show that these spaces of endomorphisms coincide when restricted to $\text{Sym}^d(W_m)$. Since $E = E_d$, and hence is spanned by monomials $\mu = a_1 \ast \cdots \ast a_r \in U(\mathcal{P}_-)$ of degree $r \leq d$, we have

$$\mu = \sum_{p=1}^{r} \sum_{\phi \in \text{Part}_p^r} g_{\phi}, \quad (5.14)$$

where each partition $\phi \in \text{Part}_p^r$ corresponds to a set of monomials $m_1, \ldots, m_p$, and $g_{\phi}$ is given by the symmetric version of (5.6), in which the tensor product is replaced by the symmetric product. For $p = r$, there is only one partition $\phi_0$ of $\{1, \ldots, r\}$ into disjoint, non-empty subsets, and $g_{\phi_0}$ is defined on monomials $w_1 \cdots w_d \in \text{Sym}^d(W)$ by

$$g_{\phi_0}(w_1 \cdots w_d) = \sum_J g_{\phi_0}^1(w_1) \cdots g_{\phi_0}^d(w_d), \quad g_{\phi_0}^k(w_k) = \begin{cases} a_i(w_{j_i}) & k = j_i \\ w_k & k \neq j_i \end{cases}, \quad (5.15)$$

where the sum runs over all (ordered) $r$-element subsets $J \subset \{1, \ldots, d\}$. By Lemma 5.5 and Remark 5.6, the restriction of $a_i$ to $W_m$ coincides with a linear combination $S_i$ of the elements $\left.J^l(k)\right|_{W_m}$ for $k \leq 2m + 1$. Replace each of the factors $a_i(w_{j_i})$ appearing in (5.15) with $S_i(w_{j_i})$, and let $Q = \prod_{i=1}^r S_i$, which lies in $U(\mathcal{P}_-)$, and depends only on $J^l(k)$ for $k \leq 2m + 1$. Clearly the restriction of $Q$ to $\text{Sym}^d(W_m)$ agrees with the restriction of $\mu$ to $\text{Sym}^d(W_m)$, modulo terms lying in $E_{r-1}$. The lemma then follows by induction on $r$. \square.
**Remark 5.8.** We may order the elements $J^l(k) \in \mathcal{P}_-$ as follows: $J^{l_1}(k_1) > J^{l_2}(k_2)$ if $l_1 > l_2$, or $l_1 = l_2$ and $k_1 < k_2$. Then Lemma 5.7 can be strengthened as follows: $\mathcal{M}'$ is spanned by elements of the form $J^{l_1}(k_1) \cdots J^{l_r}(k_r)f(z)$ with

\[
J^{l_i}(k_i) \in \mathcal{P}_-, \quad r \leq d, \quad 0 \leq k_i \leq 2m + 1, \quad J^{l_1}(k_1) \geq \cdots \geq J^{l_r}(k_r).
\] (5.16)

The proof is a straightforward modification of the proof of Lemma 5.7, and is left to the reader.

In the next two lemmas, we use the notation $\mathcal{W}_{1+\infty,-n}[k]$, $\mathcal{M}[k]$, and $\mathcal{M}'[k]$ to denote the homogeneous components of these spaces of conformal weight $k$.

**Lemma 5.9.** Let $\mathcal{M}$ be an irreducible, highest-weight $\mathcal{W}_{1+\infty,-n}$-submodule of $S(V)$ with highest-weight vector $f(z)$. Define the Wick ideal of $\mathcal{M}$ to be the subspace spanned by elements of the form

\[
:ab: = a(z) \in \bigoplus_{k > 0} \mathcal{W}_{1+\infty,-n}[k], \quad b(z) \in \mathcal{M}.
\]

Then any homogeneous element of $\mathcal{M}$ of sufficiently high weight lies in the Wick ideal.

Proof: It suffices to show that $\mathcal{M}'[k]$ lies in the Wick ideal for $k >> 0$, where $\mathcal{M}'$ is the $\mathcal{P}$-module generated by $f(z)$. As usual, let $d$ be the degree of $f(z)$, and fix $m$ so that $f \in \text{Sym}^d(W_m)$. By Remark 5.8, $\mathcal{M}'$ is spanned by elements of the form $J^{l_1}(k_1) \cdots J^{l_r}(k_r)f(z)$ satisfying (5.16). Fix an element $\alpha(z)$ of this form of weight $K >> 0$. Since each operator $J^{l_i}(k_i)$ has weight $l_i - k_i, k_i \leq 2m + 1$, and $K >> 0$, we may assume that $l_1 >> n^2 + 2n$. Then (4.5) allows us to express $J^{l_i}(z)$ as a normally ordered polynomial $Q_{l_i}(z)$ in the generators

\[
\partial^t J^{l}(z), \quad 0 \leq l < n^2 + 2n, \quad t \geq 0.
\] (5.17)

We claim that for any weight-homogeneous, normally ordered polynomial $Q(z)$ in the generators (5.17) of sufficiently high weight, any element $c(z) \in \mathcal{M}$, and any $k$ satisfying $0 \leq k \leq 2m + 1$, $Q(z) \circ_k c(z)$ lies in the Wick ideal. Specializing this to the case $Q(z) = Q_{l_1}(z), c(z) = J^{l_2}(k_2) \cdots J^{l_r}(k_r)f(z)$, and $k = k_1$, proves the lemma.
We may assume without loss of generality that \( Q(z) =: a(z)b(z) \) where \( a(z) = \partial^l J^l(z) \) for some \( 0 \leq l < n^2 + 2n \). Then using (2.6), and supressing the formal variable \( z \), we have

\[
Q \circ_k c = ( : ab : ) \circ_k c = \sum_{r \geq 0} \frac{1}{r!} (\partial^r a)(b \circ_{k+r} c) + \sum_{r \geq 0} b \circ_{k-r-1} (a \circ_r c). \tag{5.18}
\]

Suppose first that \( b = \lambda 1 \) for some constant \( \lambda \). Then \( Q = \lambda \partial^t J^t \), and since \( wt(Q) \gg 0 \), we have \( t \gg 0 \). Hence \( Q \circ_k = \lambda(\partial^t J^t) \circ_k = 0 \) as an operator (since this operator vanishes whenever \( t > k \)). So we may assume without loss of generality that \( b \) is not a constant.

We proceed by induction on \( k \). For \( k = 0 \), each term appearing in (5.18) lies in the Wick ideal, so there is nothing to prove. For \( k > 0 \), the only terms appearing in (5.18) that need not lie in the Wick ideal a priori, are those of the form \( \sum_{r=0}^{k-1} b \circ_{k-r-1} (a \circ_r c) \). However, each of these terms is weight-homogeneous, and the weight of \( a \circ_r c = \partial^r J^r \circ_r c \) is bounded above by \( wt(c) + n^2 + 2n \), since \( \partial^r J^r \circ_r c = 0 \) for \( t > r \). So we may still assume that \( wt(b) \gg 0 \). By our inductive assumption, all these terms then lie in the Wick ideal.

Let \( \mathcal{M} \) be an irreducible, highest-weight \( \mathcal{W}_{1+\infty,-n} \)-submodule of \( \mathcal{S}(V) \). Given a set \( S \) of vertex operators in \( \mathcal{M} \), let \( \mathcal{M}_S \subset \mathcal{M} \) denote the subspace spanned by elements of the form \( : \omega_1(z) \cdots \omega_t(z) \alpha(z) : \) with \( \omega_j(z) \in \mathcal{W}_{1+\infty,-n} \) and \( \alpha(z) \in S \).

**Lemma 5.10.** Let \( \mathcal{M} \) be an irreducible, highest-weight \( \mathcal{W}_{1+\infty,-n} \)-submodule of \( \mathcal{S}(V) \) with highest-weight vector \( f(z) \). Then there exists a finite set \( S \) of vertex operators of the form

\[
J^{l_1}(k_1) \cdots J^{l_r}(k_r)f(z), \quad 0 \leq k_i < l_i < n^2 + 2n,
\]

such that \( \mathcal{M} = \mathcal{M}_S \).

Proof: First, given a vertex operator of the form

\[
J^{l_1}(k_1) \cdots J^{l_r}(k_r)f(z) \in \mathcal{M}, \tag{5.19}
\]

we can eliminate any operators of the form \( J^{l_i}(k_i), l_i \geq n^2 + 2n \) using the decoupling relations (4.4) and (4.5) repeatedly, together with (2.3)-(2.6). Thus we can replace (5.19) with a linear combination of vertex operators of the form

\[
\partial^{a_1} J^{b_1}(z) \cdots \partial^{a_s} J^{b_s}(z) (J^{c_1}(m_1) \cdots J^{c_t}(m_t)f(z)) :. \tag{5.20}
\]
where \( b_i < n^2 + 2n \), and \( 0 \leq m_j < c_j < n^2 + 2n \).

Fix \( K \) so that all homogeneous elements of \( \mathcal{M} \) of weight at least \( K \) lie in the Wick ideal of \( \mathcal{M} \). Let \( S \) denote the set of all elements of \( \mathcal{M} \) of the form
\[
\alpha(z) = J^{l_1}(k_1) \cdots J^{l_r}(k_r)f(z), \quad 0 \leq k_i < l_i < n^2 + 2n, \quad \text{wt}(\alpha(z)) \leq K.
\] (5.21)

Clearly \( S \) is a finite set. Given an element \( \omega(z) \in \mathcal{M} \) of higher weight, by applying Lemma 5.9 repeatedly, we can express \( \omega(z) \) as a linear combination of elements of the form
\[
: a_1(z) \cdots a_r(z)b(z) :, \quad a_i(z) \in \mathcal{W}_{1+\infty,-n}, \quad b(z) \in \bigoplus_{k \leq K} \mathcal{M}[k].
\] (5.22)

Since each \( b(z) \) has weight at most \( K \), and is a linear combination of elements of the form (5.20), it follows that \( b(z) \in \mathcal{M}_{S} \). Then \( \omega(z) \in \mathcal{M}_{S} \) as well. \( \square \)

Now we have assembled all the tools needed to prove our main result.

**Theorem 5.11.** Let \( V = \mathbb{C}^n \) and let \( G \) be a reductive subgroup of \( GL_n \). Then \( S(V)^G \) is strongly finitely generated as a vertex algebra.

Proof: By Lemma 5.1, we can find vertex operators \( f_1(z), \ldots, f_k(z) \) such that the corresponding polynomials \( f_1, \ldots, f_k \in gr(S(V))^G \), together with all \( GL_\infty \) translates of \( f_1, \ldots, f_k \), generate the invariant ring \( gr(S(V))^G \). As in the proof of Lemma 5.1, we may assume that each \( f_i(z) \) lies in an irreducible, highest-weight \( \mathcal{W}_{1+\infty,-n} \)-module \( \mathcal{M}_i \) of the form \( L(\nu)_{\mu_0} \otimes M' \), where \( L(\nu)_{\mu_0} \) is a trivial, one-dimensional \( G \)-module. Furthermore, we may assume without loss of generality that \( f_1(z), \ldots, f_k(z) \) are highest-weight vectors for the action of \( \mathcal{W}_{1+\infty,-n} \). (Otherwise, we can replace these with the highest-weight vectors in the corresponding modules).

For each \( \mathcal{M}_i \), we can choose a finite set \( S_i \) of vertex operators of the form
\[
J^{l_1}(k_1) \cdots J^{l_r}(k_r)f_i(z), \quad 0 \leq k_t < l_t < n^2 + 2n,
\]
such that \( \mathcal{M}_i = \mathcal{M}_{S_i} \). Define
\[
S = \{ J^0(z), \ldots, J^{n^2+2n-1}(z) \} \cup \bigcup_{i=1}^k S_i.
\]

Since \( \{ J^0(z), \ldots, J^{n^2+2n-1}(z) \} \) strongly generates \( \mathcal{W}_{1+\infty,-n} \), and the set \( \bigcup_{i=1}^k \mathcal{M}_i \) strongly generates \( S(V)^G \), it is immediate that \( S \) is a strong, finite generating set for \( S(V)^G \). \( \square \)
6. Invariant subalgebras of $bc$-systems and $bc\beta\gamma$-systems

Our methods easily extend to the study of invariant subalgebras of $bc$-systems and $bc\beta\gamma$-systems. Given a finite-dimensional vector space $V$, the $bc$-system $E(V)$, or semi-infinite exterior algebra, was introduced by Friedan-Martinec-Shenker in [9]. It is the unique vertex algebra with odd generators $b^x(z)$, $c^{x'}(z)$ for $x \in V$, $x' \in V^*$, which satisfy the OPE relations

$$b^x(z)c^{x'}(w) \sim \langle x', x \rangle (z-w)^{-1}, \quad c^{x'}(z)b^x(w) \sim \langle x', x \rangle (z-w)^{-1},$$

$$b^x(z)b^y(w) \sim 0, \quad c^{x'}(z)c^{y'}(w) \sim 0. \quad (6.1)$$

The $bc\beta\gamma$ system on $V$ is defined to be $E(V) \otimes S(V)$. As shown in [6], for $n \geq 1$, $W_{1+\infty,n}$ has a free field realization as the invariant subalgebra $E(V)_{GL_n}$ for $V = \mathbb{C}^n$. It is given by

$$J^i(z) \mapsto \sum_{i=1}^{n} : c^{x^i}(z) \partial^i b^{x^i}(z) :. \quad (6.2)$$

As a bimodule over $GL_n$ and $W_{1+\infty,n}$, $E(V)$ has a decomposition

$$E(V) \cong \bigoplus_{\nu \in H} L(\nu) \otimes N^\nu$$

of the form (5.1), where $L(\nu)$ is an irreducible, finite-dimensional $GL_n$-module and $N^\nu$ is an irreducible, highest-weight $W_{1+\infty,n}$-module [11]. Hence the $bc\beta\gamma$-system $E(V) \otimes S(V)$ has a decomposition

$$E(V) \otimes S(V) \cong \bigoplus_{\nu \in H, \mu \in H} L(\nu) \otimes L(\mu) \otimes M^\nu \otimes N^\mu,$$

where $L(\nu)$ and $L(\mu)$ are irreducible, finite-dimensional $GL_n$-modules, and $M^\nu$ and $N^\nu$ are irreducible, highest-weight modules over $W_{1+\infty,-n}$ and $W_{1+\infty,n}$, respectively.

The same argument as the proof of Lemma 5.1 shows that for any reductive $G \subset GL_n$, both $E(V)^G$ and $(E(V) \otimes S(V))^G$ are finitely generated vertex algebras. Finally, the analogue of Lemma 5.10 holds for each irreducible, highest-weight $W_{1+\infty,n}$-submodule $\mathcal{M}$.
of $\mathcal{E}(V)$ with highest-weight vector $f(z)$. Given a subset $S \subset M$, we define $M_S \subset M$ to be the subspace spanned by the elements

$$: \omega_1(z) \cdots \omega_r(z) \alpha(z) :, \quad \omega_j(z) \in \mathcal{W}_{1+\infty,n}, \quad \alpha(z) \in S.$$ 

Then there is a finite set $S$ of vertex operators of the form

$$J^{l_1}(k_1) \cdots J^{l_r}(k_r)f(z), \quad 0 \leq k_i < l_i < n,$$

such that $M = M_S$. Similarly, for any irreducible $\mathcal{W}_{1+\infty,n} \otimes \mathcal{W}_{1+\infty,-n}$-submodule $M$ of $\mathcal{E}(V) \otimes \mathcal{S}(V)$ with highest-weight vector $f(z)$, and any subset $S \subset M$, define $M_S$ to be the subspace spanned by the elements

$$: \omega_1(z) \cdots \omega_r(z) \nu_1(z) \cdots \nu_s(z) \alpha(z) :$$

with $\omega_i(z) \in \mathcal{W}_{1+\infty,n}, \nu_j(z) \in \mathcal{W}_{1+\infty,-n}$, and $\alpha(z) \in S$. Then there is a finite set $S$ of vertex operators of the form

$$J^{l_1}(k_1) \cdots J^{l_r}(k_r) \tilde{J}^{d_1}(e_1) \cdots \tilde{J}^{d_s}(e_s)f(z), \quad 0 \leq k_i < l_i < n, \quad 0 \leq e_i < d_i < n^2 + 2n,$$

with $J^{l_i} \in \mathcal{W}_{1+\infty,n}$ and $\tilde{J}^{d_j} \in \mathcal{W}_{1+\infty,-n}$, such that $M = M_S$. An immediate consequence, whose proof is the same as the proof of Theorem 5.11, is

**Theorem 6.1.** Let $V = \mathbb{C}^n$ and let $G$ be a reductive subgroup of $GL_n$. Then $\mathcal{E}(V)^G$ and $(\mathcal{E}(V) \otimes \mathcal{S}(V))^G$ are strongly finitely generated as vertex algebras.

We remark that $(\mathcal{E}(V) \otimes \mathcal{S}(V))^G$ has a natural nonlinear generalization. Let $X$ be a nonsingular algebraic variety over $\mathbb{C}$, equipped with an algebraic action of a reductive group $G$. In [20], Malikov-Schectman-Vaintrob introduced a sheaf of vertex algebras $\Omega^ch_X$ on $X$ known as the chiral de Rham sheaf. The algebra of global sections $\Omega^ch(X)$ admits an action of $G$ by automorphisms, and it is natural to study the invariant subalgebra $(\Omega^ch(X))^G$. In the case $X = V$, $\Omega^ch(V)$ is precisely $\mathcal{E}(V) \otimes \mathcal{S}(V)$, so if $G$ acts linearly on $V$, $(\Omega^ch(V))^G$ is strongly finitely generated. For a general $X$, the action of $\mathcal{W}_{1+\infty,n} \otimes \mathcal{W}_{1+\infty,-n}$ will not be globally defined on $\Omega^ch(X)$, so a new approach is needed to determine the structure of $(\Omega^ch(X))^G$.

Finally, we point out that for $V = \mathbb{C}^n$, both $\mathcal{E}(V)$ and $\mathcal{S}(V)$ admit additional automorphisms beyond those arising from the action of $GL_n$ on $V$ as above. For example,
$SO_{2n}$ acts naturally on $E(V)$, and the decomposition of $E(V)$ as a bimodule over $SO_{2n}$ and $E(V)^{SO_{2n}}$ was described explicitly in [23]. Moreover, $E(V)^{SO_{2n}}$ is closely related to the classical $W$-algebra $WD_n$ with central charge $n$ (see Theorem 14.2 of [12]), and in particular is finitely generated. Likewise, $Sp_{2n}$ acts naturally on $S(V)$, and the decomposition of $S(V)$ as a bimodule over $Sp_{2n}$ and $S(V)^{Sp_{2n}}$ was also worked out in [23]. We expect that the strong finite generation of $E(V)^{SO_{2n}}$ and $S(V)^{Sp_{2n}}$ can be established using the approach of [19]. (For example, the strong finite generation of $S(V)^{Sp_{2n}}$ should be a formal consequence of the second fundamental theorem of invariant theory for the standard representation of $Sp_{2n}$.) Finally, we expect that the strong finite generation of $E(V)^G$ and $S(V)^{G'}$ for reductive subgroups $G \subset SO_{2n}$ and $G' \subset Sp_{2n}$, can be established using the method of this paper. This method can be summarized as follows: given an invariant vertex algebra $A$, find a “big” subalgebra $B \subset A$ such that $A$ is strongly finitely generated, $B$ is completely reducible as a $B$-module, and $A$ is finitely generated as an algebra over $B$. If the irreducible $B$-submodules of $A$ have a finiteness property analogous to the property of the $W_{1+\infty,-n}$-submodules of $S(V)$ given by Lemma 5.10, $A$ will be strongly finitely generated.

7. Torus actions and commutant subalgebras of $S(V)$

Let $G$ be an algebraic torus of dimension $m$ acting faithfully and diagonally on $V = C^n$. There is an induced representation $\rho : g \to End(V)$, where $g$ is the (abelian) Lie algebra $C^m$. In the notation of [18], this induces a vertex algebra homomorphism $\hat{\tau} : O(g, B) \to S(V)$, where $O(g, B)$ is the current algebra associated to $g$ equipped with the bilinear form $B(\xi, \eta) = -Tr(\rho(\xi)\rho(\eta))$. Since $g$ is abelian, $O(g, B)$ is just the tensor product of $m$ copies of the Heisenberg vertex algebra. In [18], we studied the commutant subalgebra $Com(\hat{\tau}(O(g, B)), S(V))$, which is just the invariant space $S(V)^{g[t]}$. Philosophically, this problem is similar to studying invariant subalgebras of $S(V)$ under reductive group actions (in contrast to $S(V)^{g[t]}$ for nonabelian $g$), since the Heisenberg algebra acts semisimply.

In [18], we showed that $S(V)^{g[t]}$ is a finitely generated vertex algebra. First, $S(V)^{g[t]}$ contains a subalgebra $B' = \Phi \otimes W$, where $\Phi$ is the tensor product of $n - m$ copies of the Heisenberg algebra, and $W$ is the tensor product of $n$ copies of the Zamolodchikov $W_3$ algebra with central charge $-2$. Recall that $W_3,_{-2}$ has generators $L$ and $W$ of weights 2.
and 3, respectively. We denote the generators of $\Phi$ by $\phi^1, \ldots, \phi^{n-m}$, and we denote the generators of $W$ by $L^1, W^1, \ldots, L^n, W^n$. We have a direct sum decomposition

$$S(V)^{g[t]} = \bigoplus_{l \in L} M'_l,$$  \hspace{1cm} (7.1)

where $L$ is a certain lattice determined by the group action (denoted by $A^\perp \cap \mathbb{Z}^n$ in [18]), and $M'_l$ is the irreducible, cyclic $B'$-module with generator $\omega_l(z)$. If we choose a basis $l^1, \ldots, l^r$ for the lattice $L$, the corresponding vertex operators

$$\{\omega_{l^i}(z), \omega_{-l^i}(z) | i = 1, \ldots, r\},$$

together with the generators of $B'$, are a finite generating set for $S(V)^{g[t]}$. However, this set is not generally a strong finite generating set.

**Theorem 7.1.** For any action of a torus $G$ on $V$ as above, $S(V)^{g[t]}$ is strongly finitely generated as a vertex algebra.

Proof: The main idea is that the $B'$-modules $M'_l$ appearing in the decomposition (7.1) of $S(V)^{g[t]}$ have a similar finiteness property to the one given by Lemma 5.10. For each basis element $l^i \in L$, there is a finite set $S_i$ of vertex operators in $M'_l$ of the form

$$(L^1(0))^{s_1}(W^1(0))^{t_1} \cdots (L^n(0))^{s_n}(W^n(0))^{t_n} \omega_{l^i}(z)$$

such that $(M'_l)_{S_i} = M'_l$. In this notation, $(M'_l)_{S_i}$ denotes the subspace of $M'_l$ spanned by

$$\{ : \omega_1(z) \cdots \omega_l(z) \alpha(z) : | \omega_j(z) \in B', \alpha(z) \in S_i\}.$$  

The argument is similar to the proof of Lemma 5.10, and can in fact be obtained directly from Lemma 5.10 in the case $n = 1$ by using the isomorphism $W_{1+\infty, -1} \cong \mathcal{H} \otimes W_{3,-2}$ due to Wang [21][22]. Similarly, there is a finite set $T_i$ of vertex operators in $M'_{-l^i}$ such that $(M'_{-l^i})_{T_i} = M'_{-l^i}$. It is immediate that

$$S = \{ \phi^i(z), L^j(z), W^j(z) | i = 1, \ldots, n - m, j = 1, \ldots, n\} \cup \bigcup_{k=1}^r (S_k \cup T_k),$$

is a strong finite generating set for $S(V)^{g[t]}$. □
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