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We introduce an unbiased two-parameter estimator based on prior information and a two-parameter estimator proposed by Özkale and Kaçiranlar, 2007. Then we discuss its properties and our results show that the new estimator is better than the two-parameter estimator, the ordinary least squares estimator, and explain the almost unbiased two-parameter estimator which is proposed by Wu and Yang, 2013. Finally, we give a simulation study to show the theoretical results.

1. Introduction

Consider the following linear regression model:

\[ Y = X\beta + \epsilon, \]  

where \( Y \) shows an \( n \times 1 \) vector of observations on the dependent variable, \( X \) shows an \( n \times p \) known design matrix of rank \( p \), \( \beta \) shows a \( p \times 1 \) vector of unknown regression coefficients, and \( \epsilon \) shows an \( n \times 1 \) vector of disturbances with \( E(\epsilon) = 0 \) and variance-covariance matrix \( \text{Cov}(\epsilon) = \sigma^2 I_n \).

As we all know, the ordinary least squares (OLS) estimator \( \hat{\beta}_{\text{OLS}} \sim N(\beta, \sigma^2 S^{-1}) \) for \( S = X'X \).

In this paper, we will introduce an unbiased two-parameter estimator with prior information and show some properties of the new estimator. The reminder of this paper is organized as follows. In Section 2, we give the unbiased two-parameter estimator and comparisons with OLS, two-parameter estimator proposed by Özkale and Kaçiranlar [7], and almost unbiased two-parameter estimator proposed by Wu and Yang [9] in the sense of MMSE criterion. The estimators of the parameters \( k \) and \( d \) are proposed in Section 3. A simulation study is given to explain the theoretical results in Section 4 and some conclusion remarks are given in Section 5.

2. Analysis of Unbiased Two-Parameter Estimator with Prior Information

In this section, we also consider the general linear regression model (1) and thus the \( \hat{\beta}_{\text{OLS}} \sim N(\beta, \sigma^2 S^{-1}) \) for \( S = X'X \).

Crouse et al. [11] presented the unbiased ridge estimator based on the ridge estimator and prior information \( J \), which is defined as follows:

\[ \hat{\beta}(kI, J) = (X'X + kI)^{-1} (X'Y + kJ) \]  

with \( J \) being uncorrelated with \( \hat{\beta}_{\text{OLS}} \) and \( J \sim N(\hat{\beta}, V) \). In (2), \( V = (\sigma^2/k)I \). And in (2) the prior information \( J \) is a random vector for specified mean and covariance.
The two-parameter estimator proposed by Özkale and Kaçiranlar [7] is defined as follows:

$$\hat{\beta}(k, d) = (X'X + kI)^{-1}(X'Y + kd\hat{\beta}_{OLS}) = F_{kd}\hat{\beta}_{OLS},$$ (3)

where $\hat{\beta}_{OLS}$ is the OLS estimator, $F_{kd} = (X'X + kI)^{-1}(X'X + kdI)$, and $k > 0, 0 < d < 1$.

Based on the two-parameter estimator, Wu and Yang [9] proposed an almost unbiased two-parameter estimator:

$$\hat{\beta}_{AUTP}(k, d) = \left[ I - k^2(1 - d)(X'X + kI)^{-2} \right] \hat{\beta}_{OLS}.$$ (4)

Now we study the following convex estimator:

$$\tilde{\beta}(C, J) = C\hat{\beta}_{OLS} + (I - C)J,$$ (5)

with $C$ presenting a $p \times p$ matrix and $I$ showing the $p \times p$ identity matrix. Then we can compute the mean squared error (MSE) of $\tilde{\beta}(C, J)$:

$$\text{MSE}\{\tilde{\beta}(C, J)\} = \sigma^2CS^{-1}C' + (I - C)V(I - C)'.$$ (6)

Now we find a matrix such that $\text{MSE}\{\tilde{\beta}(C, J)\}$ reaches a minimum. Solve

$$\frac{\partial\text{MSE}\{\tilde{\beta}(C, J)\}}{\partial C} = 2C(\sigma^2S^{-1} + V) - 2V = 0.$$ (7)

Then we obtain $C = V(\sigma^2S^{-1} + V)^{-1}$. Accordingly, we get

$$V = \sigma^2(I - C)^{-1}CS^{-1}.$$ (8)

Now we can define the following estimator:

$$\hat{\beta}(F_{kd}, J) = F_{kd}\hat{\beta}_{OLS} + (I - F_{kd})J = \hat{\beta}(k, d) + (I - F_{kd})I.$$ (9)

Hence, for optimal value of $C$ under the minimum MSE, the optimal convex estimator $\tilde{\beta}(C, J)$ is an unbiased estimator of $\beta$.

For (8), since $F_{kd} = (X'X + kI)^{-1}(X'X + kdI)$, then we get

$$V = (\sigma^2/k(1 - d))(S + kdI)S^{-1}.$$ (10)

Then $J = N(\beta, (\sigma^2/k(1 - d))(S + kdI)S^{-1})$ for $k > 0, 0 < d < 1$.

For (8), it is easy to see that $\hat{\beta}(F_{kd}, J)$ is an unbiased estimator of $\beta$ and we call this estimator as UTP estimator.

Then in the following section we will give the comparisons of the new estimator with the OLS estimator, the TP estimator, and the AUTP estimator in the matrix mean squared error. Firstly, we give the definition of the matrix mean squared error (MMSE).

The matrix mean squared error (MMSE) is denoted as follows:

$$\text{MMSE}(b) = E\{(b - \beta)(b - \beta)'\} = D(b) + [\text{bias}(b), \text{bias}(b)]',$$ (9)

where $b$ shows an estimator of $\beta$ and $D(b)$ and $\text{bias}(b)$ present the dispersion matrix and bias vector of $b$, respectively. The mean squared error is denoted as $\text{MSE}(b) = \text{tr}[\text{MMSE}(b)]$.

**Lemma 1.** Let $b_1$ and $b_2$ be two estimators of $\beta$. Then $b_2$ is called MMSE superior to $b_1$ if

$$\text{MMSE}(b_1) - \text{MMSE}(b_2) \geq 0.$$ (10)

**Lemma 2** (see [12]). Let $M$ be a positive definite matrix, namely, $M > 0$, and let $\alpha$ be some vector; then $M - \alpha\alpha'$ is positive definite if and only if $\alpha'M^{-1}\alpha \leq 1$.

**Lemma 3** (see [13]). Suppose that $M$ is a positive definite matrix and $N$ is a nonnegative definite matrix; then

$$M - N \geq 0 \Longleftrightarrow \lambda_{\text{max}}\left(NM^{-1}\right) \leq 1.$$ (11)

2.1. Comparison of the OLS Estimator and the Unbiased Two-Parameter (UTP) Estimator. Now we compare the unbiased two-parameter (UTP) estimator with the OLS estimator in the matrix mean squared error (MMSE) sense.

**Theorem 4.** The unbiased two-parameter estimator always dominates the OLS estimator in the MMSE sense for $k > 0$ and $0 < d < 1$.

**Proof.** Since

$$D(\hat{\beta}_{OLS}) = \sigma^2S^{-1}, \quad \text{bias}(\hat{\beta}_{OLS}) = 0,$$

$$D\left(\hat{\beta}(F_{kd}, J)\right) = \sigma^2(S + kI)^{-1}(S + kdI)S^{-1},$$

$$\text{bias}\left((F_{kd}, J)\right) = 0,$$

so from the definition of MMSE, we have

$$\text{MMSE}\left(\hat{\beta}_{OLS}\right) = \sigma^2S^{-1},$$ (13)

$$\text{MMSE}\left(\hat{\beta}(F_{kd}, J)\right) = \sigma^2(S + kI)^{-1}(S + kdI)S^{-1}.$$ (14)

Then from (13) and (14), we obtain that

$$\text{MMSE}\left(\hat{\beta}_{OLS}\right) - \text{MMSE}\left(\hat{\beta}(F_{kd}, J)\right) = \sigma^2S^{-1} - \sigma^2(S + kI)^{-1}(S + kdI)S^{-1} = \sigma^2k(1 - d)S^{-1}(S + kI)^{-1},$$ (15)

is a nonnegative definite matrix for $k > 0$ and $0 < d < 1$.

The proof of Theorem 4 is completed. □

2.2. Comparison of TP Estimator and the Unbiased Two-Parameter (UTP) Estimator. Now we state the following theorem to compare the unbiased two-parameter estimator (UTP) with the TP estimator in the sense of MMSE.

**Theorem 5.** The unbiased two-parameter estimator (UTP) is superior to the TP estimator in the sense of MMSE if and only if

$$\beta'(S + kdI)S\beta > \frac{\sigma^2}{k(1 - d)}.$$ (16)
Proof. From the definition of the MMSE, we have

\[
\text{MMSE} \left[ \hat{\beta}(k, d) \right] = D \left[ \hat{\beta}(k, d) \right] + \text{bias} \left( \hat{\beta}(k, d) \right),
\]

\[
= \sigma^2 (S + kI)^{-1} (S + kdI) S^{-1} (S + kdI) (S + kI)^{-1} + k^2 (1 - d)^2 (S + kI)^{-1} \beta \beta'.
\]

Thus, from (14) and (17), we obtain

\[
\text{MMSE} \left[ \hat{\beta}(k, d) \right] = \sigma^2 (S + kI)^{-1} (S + kdI) S^{-1} - 2 \sigma^2 (S + kI)^{-1} (S + kdI) (S + kI)^{-1} \beta \beta'.
\]

Proof. By (4), we have

\[
D \left( \hat{\beta}_{\text{AUTP}}(k, d) \right) = \sigma^2 \left[ I - k^2 (1 - d)^2 (S + kI)^{-2} \right] \times S^{-1} \left[ I - k^2 (1 - d)^2 (S + kI)^{-2} \right]
\]

bias \left( \hat{\beta}_{\text{AUTP}}(k, d) \right) = -k^2 (1 - d)^2 (S + kI)^{-2} \beta.

Thus,

\[
\text{MMSE} \left( \hat{\beta}_{\text{AUTP}}(k, d) \right) = \sigma^2 (S + kI)^{-1} (S + kdI) S^{-1} - 2 \sigma^2 (S + kI)^{-1} (S + kdI) (S + kI)^{-1} \beta \beta'.
\]

Now we consider the following difference:

\[
\text{MMSE} \left[ \hat{\beta}(F_{kd}, J) \right] - \text{MMSE} \left[ \hat{\beta}(k, d) \right]
\]

is nonnegative definite matrix if and only if

\[
\beta \beta' (S + kdI) \geq \sigma^2 (k (1 - d))^{-1}.
\]

So we can conclude that the unbiased two-parameter estimator (UTP) is superior to the TP estimator in the sense of MMSE if and only if

\[
\beta \beta' (S + kdI) \geq \sigma^2 (k (1 - d))^{-1}.
\]

2.3. Comparison of AUTP Estimator and the Unbiased Two-Parameter (UTP) Estimator. Now we state the following theorem to compare the unbiased two-parameter estimator (UTP) with the AUTP estimator proposed by Wu and Yang [9] in the sense of MMSE.

Theorem 6. If \( \lambda_{\text{max}} \left( I - k^2 (1 - d)^2 (S + kI)^{-2} \right) \geq 1, \) the unbiased two-parameter estimator (UTP) is superior to the AUTP estimator in the sense of MMSE if and only if

\[
b_1 \left\{ (S + kI)^{-1} (S + kdI) S^{-1} - \sigma^2 \left[ I - k^2 (1 - d)^2 (S + kI)^{-2} \right] \right\} \geq \sigma^2.
\]

3. Estimation of the Parameter \( k \) and Parameter \( d \)

In this section, we discuss how to estimate the biasing parameters \( k \) and \( d \).

3.1. The Estimating of the Biasing Parameter \( d \). In the definition of the new estimator, the OLS estimator \( \hat{\beta}_{\text{OLS}} \) is independent of \( J \). Then \( \hat{\beta}_{\text{OLS}} - J \sim N(0, \sigma^2 S^{-1}(S + kI)/(k(1 - d))) \)

\[
E \left[ (\hat{\beta}_{\text{OLS}} - J) (\hat{\beta}_{\text{OLS}} - J)' \right] = \frac{\sigma^2}{k (1 - d)} \left[ \mu + k \text{tr} (S^{-1}) \right].
\]

3.2. The Estimating of the Biasing Parameter \( k \). Finally, we estimate the biasing parameter \( k \) and the biasing parameter \( d \) using the OLS estimator.
From (26), if \( \sigma^2 \) is known, for a fixed \( k \), we can get an unbiased estimator of \( \hat{d} \) found as follows:

\[
\hat{d} = 1 - \frac{\sigma^2 \left( p + k \text{tr}(S^{-1}) \right)}{k (\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'}.
\] (27)

When \( \sigma^2 \) is unknown, we use the following \( s^2 \) to estimate \( \sigma^2 \):

\[
s^2 = \frac{(Y - X\hat{\beta}_{\text{OLS}})'(Y - X\hat{\beta}_{\text{OLS}})}{n - p},
\] (28)

and then an estimate of \( \hat{d} \) is

\[
\hat{d} = 1 - \frac{s^2 \left( p + k \text{tr}(S^{-1}) \right)}{k (\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'}.
\] (29)

where \( \text{tr}(S^{-1}) = \sum_{i=1}^{p} \lambda_i / \lambda_i \) and \( \lambda_i \) is the eigenvalue of \( S \).

Note that in (27) and (29) the estimator of \( \hat{d} \) may be negative. So when being in this situation, one might try to denote \( \hat{d} = 1 \). Summing up these results, the \( \hat{d} \) may be presented as follows.

**Case I. Assuming \( \sigma^2 \) is known,**

(i) if \( k(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)' - \sigma^2 \left( p + k \text{tr}(S^{-1}) \right) > 0 \), then

\[
\hat{d}^* = 1 - \frac{\sigma^2 \left( p + k \text{tr}(S^{-1}) \right)}{k (\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'};
\] (30)

(ii) otherwise

\[
\hat{d}^* = 1.
\] (31)

**Case II. Assuming \( \sigma^2 \) is unknown,**

(i) if \( k(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)' - s^2 \left( p + k \text{tr}(S^{-1}) \right) > 0 \), then

\[
\hat{d}^* = 1 - \frac{s^2 \left( p + k \text{tr}(S^{-1}) \right)}{k (\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'};
\] (32)

(ii) otherwise

\[
\hat{d}^* = 1.
\] (33)

where \( s^2 = (Y - X\hat{\beta}_{\text{OLS}})'(Y - X\hat{\beta}_{\text{OLS}})/(n - p) \) is an unbiased estimator of \( \sigma^2 \).

3.2. The Estimating of the Biasing Parameter \( k \). From (26), if \( \sigma^2 \) is known, for a fixed \( \hat{d} \), an unbiased estimate of \( k \) is defined as follows:

\[
\hat{k} = \frac{p \sigma^2}{(1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)' - \sigma^2 \text{tr}(S^{-1})},
\] (34)

When \( \sigma^2 \) is unknown, similarly an estimate of \( k \) is

\[
\hat{k} = \frac{p s^2}{(1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)' - s^2 \text{tr}(S^{-1})},
\] (35)

Note that in (34) and (35) the estimator of \( k \) may be negative.

So when being in this situation, one might try to denote \( \hat{k} = 0 \). However, there always exists a \( k \) such that the unbiased two-parameter estimator \( \hat{\beta}(\hat{k}, \hat{d}) \) has smaller MSE than \( \hat{\beta}_{\text{OLS}} \). Thus, define \( \hat{k} = p s^2 / (1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)' \). With the above discussion, \( \hat{k} \) may be presented as follows.

**Case I. Assuming \( \sigma^2 \) is known,**

(i) if \( (1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)' - \sigma^2 \text{tr}(S^{-1}) > 0 \), then

\[
\hat{k}^* = \frac{p \sigma^2}{(1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'};
\] (36)

(ii) otherwise

\[
\hat{k}^* = \frac{p s^2}{(1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'};
\] (37)

**Case II. Assuming \( \sigma^2 \) is unknown,**

(i) if \( (1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)' - s^2 \text{tr}(S^{-1}) > 0 \), then

\[
\hat{k}^* = \frac{p s^2}{(1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'};
\] (38)

(ii) otherwise

\[
\hat{k}^* = \frac{p s^2}{(1 - d)(\hat{\beta}_{\text{OLS}} - I)(\hat{\beta}_{\text{OLS}} - I)'};
\] (39)

where \( s^2 = (Y - X\hat{\beta}_{\text{OLS}})'(Y - X\hat{\beta}_{\text{OLS}})/(n - p) \) is an unbiased estimator of \( \sigma^2 \). In applications there may be other estimates of \( \sigma^2 \) that may also be used.

It is worthwhile to point that the proposed \( k \) and \( d \) provide an unbiased two-parameter estimator of \( \hat{\beta} \) while the two-parameter estimator is biased.

4. A Simulation Study

In this section, we will give a simulation study to explain the theoretical results. Following McDonald and Galarnue [14], the explanatory variables are produced using the following device:

\[
x_{ij} = (1 - r^2) z_{ij} + r z_{i(p+1)}, \quad i = 1, \ldots, n, \ j = 1, \ldots, p,
\] (40)

where \( z_{ij} \) and \( z_{i(p+1)} \) show independent standard normal pseudorandom numbers and \( r \) is specified so that the correlation between any two explanatory variables is given by \( r^2 \).
Table 1: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 25$, $p = 4$, and $\sigma^2 = 0.1$.

| $r$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|     | 0.9 | 0.1 | 0.6 | 0.7 | 0.8 | 0.9 | 0.95 | 1   |
| OLS | 0.1175 | 0.1175 | 0.1175 | 0.1175 | 0.1175 | 0.1175 | 0.1175 | 0.1175 |
| TP  | 0.1175 | 0.1161 | 0.1788 | 0.1996 | 0.2220 | 0.2458 | 0.2581 | 0.2707 |
| AUTP| 0.1175 | 0.1174 | 0.1185 | 0.1199 | 0.1218 | 0.1242 | 0.1256 | 0.1271 |
| UTP | 0.1175 | 0.1151 | 0.1067 | 0.1054 | 0.1042 | 0.1032 | 0.1026 | 0.1022 |

Table 2: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 25$, $p = 4$, and $\sigma^2 = 0.25$.

| $r$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|     | 0.9 | 0.1 | 0.6 | 0.7 | 0.8 | 0.9 | 0.95 | 1   |
| OLS | 0.2937 | 0.2937 | 0.2937 | 0.2937 | 0.2937 | 0.2937 | 0.2937 | 0.2937 |
| TP  | 0.2937 | 0.2854 | 0.3243 | 0.3417 | 0.3611 | 0.3820 | 0.3930 | 0.4043 |
| AUTP| 0.2937 | 0.2934 | 0.2913 | 0.2919 | 0.2929 | 0.2945 | 0.2955 | 0.2966 |
| UTP | 0.2937 | 0.2879 | 0.2667 | 0.2635 | 0.2606 | 0.2579 | 0.2566 | 0.2554 |

Table 3: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 50$, $p = 4$, and $\sigma^2 = 0.1$.

| $r$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ | $k$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|     | 0.9 | 0.1 | 0.6 | 0.7 | 0.8 | 0.9 | 0.95 | 1   |
| OLS | 0.0347 | 0.0347 | 0.0347 | 0.0347 | 0.0347 | 0.0347 | 0.0347 | 0.0347 |
| TP  | 0.0347 | 0.0351 | 0.0549 | 0.0620 | 0.0700 | 0.0789 | 0.0836 | 0.0885 |
| AUTP| 0.0347 | 0.0347 | 0.0348 | 0.0348 | 0.0349 | 0.0350 | 0.0351 | 0.0351 |
| UTP | 0.0347 | 0.0346 | 0.0338 | 0.0337 | 0.0335 | 0.0334 | 0.0333 | 0.0333 |
### Table 4: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 50$, $p = 4$, and $\sigma^2 = 0.25$.

| $r$ | $k = 0$ | $k = 0.1$ | $k = 0.6$ | $k = 0.7$ | $k = 0.8$ | $k = 0.9$ | $k = 0.95$ | $k = 1$ |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|
| OLS | 0.0868  | 0.0868  | 0.0868  | 0.0868  | 0.0868  | 0.0868  | 0.0868  | 0.0868  |
| TP  | 0.0868  | 0.0867  | 0.1043  | 0.1110  | 0.1186  | 0.1270  | 0.1316  | 0.1363  |
| AUTP| 0.0868  | 0.0868  | 0.0868  | 0.0868  | 0.0868  | 0.0869  | 0.0838  | 0.0835  | 0.0833  | 0.0832  |
| UTP | 0.0868  | 0.0864  | 0.0845  | 0.0842  | 0.0838  | 0.0835  | 0.0833  | 0.0832  |

### Table 5: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 25$, $p = 6$, and $\sigma^2 = 0.1$.

| $r$ | $k = 0$ | $k = 0.1$ | $k = 0.6$ | $k = 0.7$ | $k = 0.8$ | $k = 0.9$ | $k = 0.95$ | $k = 1$ |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|
| OLS | 0.185   | 0.185   | 0.185   | 0.185   | 0.185   | 0.185   | 0.185   | 0.185   |
| TP  | 0.185   | 0.199   | 0.674   | 0.817   | 0.969   | 1.128   | 1.209   | 1.292   |
| AUTP| 0.185   | 0.185   | 0.200   | 0.211   | 0.225   | 0.242   | 0.252   | 0.263   |
| UTP | 0.185   | 0.182   | 0.170   | 0.168   | 0.167   | 0.165   | 0.164   | 0.163   |

### Table 6: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 25$, $p = 6$, and $\sigma^2 = 0.25$.

| $r$ | $k = 0$ | $k = 0.1$ | $k = 0.6$ | $k = 0.7$ | $k = 0.8$ | $k = 0.9$ | $k = 0.95$ | $k = 1$ |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|
| OLS | 0.463   | 0.463   | 0.463   | 0.463   | 0.463   | 0.463   | 0.463   | 0.463   |
| TP  | 0.463   | 0.468   | 0.908   | 1.046   | 1.193   | 1.348   | 1.428   | 1.508   |
| AUTP| 0.463   | 0.463   | 0.474   | 0.484   | 0.496   | 0.512   | 0.522   | 0.532   |
| UTP | 0.463   | 0.456   | 0.425   | 0.421   | 0.416   | 0.412   | 0.410   | 0.408   |

### Table 7: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 25$, $p = 6$, and $\sigma^2 = 1$.

| $r$ | $k = 0$ | $k = 0.1$ | $k = 0.6$ | $k = 0.7$ | $k = 0.8$ | $k = 0.9$ | $k = 0.95$ | $k = 1$ |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|
| OLS | 4.38    | 4.38    | 4.38    | 4.38    | 4.38    | 4.38    | 4.38    | 4.38    |
| TP  | 4.38    | 4.43    | 9.64    | 10.35   | 10.97   | 11.51   | 11.75   | 11.98   |
| AUTP| 4.38    | 4.32    | 6.88    | 7.52    | 8.13    | 8.70    | 8.97    | 9.23    |
| UTP | 4.38    | 3.87    | 3.17    | 3.11    | 3.07    | 3.03    | 3.02    | 3.00    |

### Table 8: Estimated MSE values of OLS, TP, AUTP, and UTP when $n = 25$, $p = 6$, and $\sigma^2 = 2.5$.

| $r$ | $k = 0$ | $k = 0.1$ | $k = 0.6$ | $k = 0.7$ | $k = 0.8$ | $k = 0.9$ | $k = 0.95$ | $k = 1$ |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|
| OLS | 43.6    | 43.6    | 43.6    | 43.6    | 43.6    | 43.6    | 43.6    | 43.6    |
| TP  | 43.6    | 30.4    | 32.3    | 32.4    | 32.5    | 32.6    | 32.6    | 32.6    |
| AUTP| 43.6    | 40.9    | 45.8    | 46.1    | 46.4    | 46.5    | 46.6    | 46.7    |
| UTP | 43.6    | 29.9    | 26.9    | 26.8    | 26.7    | 26.7    | 26.7    | 26.7    |
Table 7: Estimated MSE values of OLS, TP, AUTP, and UTP when \( n = 50, p = 6, \) and \( \sigma^2 = 0.1. \)

| \( r = 0.9 \) | \( k = 0 \) | \( k = 0.1 \) | \( k = 0.6 \) | \( k = 0.7 \) | \( k = 0.8 \) | \( k = 0.9 \) | \( k = 0.95 \) | \( k = 1 \) |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| OLS        | 0.0574 | 0.0574 | 0.0574 | 0.0574 | 0.0574 | 0.0574 | 0.0574 | 0.0574 |
| TP         | 0.0574 | 0.0581 | 0.0946 | 0.1076 | 0.1223 | 0.1385 | 0.1472 | 0.1563 |
| AUTP       | 0.0574 | 0.0574 | 0.0575 | 0.0576 | 0.0577 | 0.0579 | 0.0580 | 0.0581 |
| UTP        | 0.0574 | 0.0572 | 0.0559 | 0.0557 | 0.0557 | 0.0555 | 0.0553 | 0.0551 |

| \( r = 0.99 \) | \( k = 0 \) | \( k = 0.1 \) | \( k = 0.6 \) | \( k = 0.7 \) | \( k = 0.8 \) | \( k = 0.9 \) | \( k = 0.95 \) | \( k = 1 \) |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| OLS        | 0.541 | 0.541 | 0.541 | 0.541 | 0.541 | 0.541 | 0.541 | 0.541 |
| TP         | 0.541 | 0.618 | 2.452 | 2.872 | 3.283 | 3.679 | 3.872 | 4.060 |
| AUTP       | 0.541 | 0.540 | 0.790 | 0.912 | 1.054 | 1.212 | 1.296 | 1.383 |
| UTP        | 0.541 | 0.519 | 0.455 | 0.447 | 0.440 | 0.433 | 0.430 | 0.428 |

| \( r = 0.999 \) | \( k = 0 \) | \( k = 0.1 \) | \( k = 0.6 \) | \( k = 0.7 \) | \( k = 0.8 \) | \( k = 0.9 \) | \( k = 0.95 \) | \( k = 1 \) |
|---------------|-------|-------|-------|-------|-------|-------|-------|-------|
| OLS           | 5.38  | 5.38  | 5.38  | 5.38  | 5.38  | 5.38  | 5.38  | 5.38  |
| TP            | 5.38  | 7.36  | 14.51 | 15.01 | 15.40 | 15.72 | 15.92 | 15.99 |
| AUTP          | 5.38  | 5.87  | 12.99 | 13.74 | 14.37 | 14.89 | 15.12 | 15.34 |
| UTP           | 5.38  | 4.25  | 3.51  | 3.48  | 3.45  | 3.43  | 3.42  | 3.41  |

Table 8: Estimated MSE values of OLS, TP, AUTP, and UTP when \( n = 50, p = 6, \) and \( \sigma^2 = 0.25. \)

| \( r = 0.9 \) | \( k = 0 \) | \( k = 0.1 \) | \( k = 0.6 \) | \( k = 0.7 \) | \( k = 0.8 \) | \( k = 0.9 \) | \( k = 0.95 \) | \( k = 1 \) |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| OLS        | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 |
| TP         | 0.144 | 0.144 | 0.176 | 0.189 | 0.203 | 0.218 | 0.227 | 0.235 |
| AUTP       | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 | 0.144 |
| UTP        | 0.144 | 0.143 | 0.140 | 0.139 | 0.139 | 0.138 | 0.138 | 0.138 |

| \( r = 0.99 \) | \( k = 0 \) | \( k = 0.1 \) | \( k = 0.6 \) | \( k = 0.7 \) | \( k = 0.8 \) | \( k = 0.9 \) | \( k = 0.95 \) | \( k = 1 \) |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| OLS        | 1.35  | 1.35  | 1.35  | 1.35  | 1.35  | 1.35  | 1.35  | 1.35  |
| TP         | 1.35  | 1.37  | 3.03  | 3.43  | 3.82  | 4.20  | 4.39  | 4.57  |
| AUTP       | 1.35  | 1.35  | 1.56  | 1.67  | 1.81  | 1.96  | 2.04  | 2.12  |
| UTP        | 1.35  | 1.30  | 1.41  | 1.12  | 1.10  | 1.08  | 1.08  | 1.07  |

| \( r = 0.999 \) | \( k = 0 \) | \( k = 0.1 \) | \( k = 0.6 \) | \( k = 0.7 \) | \( k = 0.8 \) | \( k = 0.9 \) | \( k = 0.95 \) | \( k = 1 \) |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|
| OLS            | 13.4  | 13.4  | 13.4  | 13.4  | 13.4  | 13.4  | 13.4  | 13.4  |
| TP             | 13.4  | 12.4  | 18.0  | 18.4  | 18.7  | 19.0  | 19.1  | 19.2  |
| AUTP           | 13.4  | 13.2  | 19.2  | 19.9  | 20.5  | 21.0  | 21.2  | 21.4  |
| UTP            | 13.45 | 10.63 | 8.79  | 8.70  | 8.63  | 8.57  | 8.55  | 8.52  |

And observations on the dependent variable are then produced by

\[
y_i = \beta_1x_{i1} + \beta_2x_{i2} + \beta_3x_{i3} + \beta_4x_{i4} + \epsilon_i, \quad \epsilon_i \sim N\left(0, \sigma^2\right),
\]

\[
y_i = \beta_1x_{i1} + \beta_2x_{i2} + \beta_3x_{i3} + \beta_4x_{i4} + \beta_5x_{i5} + \beta_6x_{i6} + \epsilon_i, \quad \epsilon_i \sim N\left(0, \sigma^2\right).
\]

(41)

In this paper we consider \( n = 25, 50, p = 4, 6, \sigma^2 = 0.1, 0.25, \) and \( r = 0.9, 0.99, 0.999. \) The simulation study results are given in Tables 1, 2, 3, 4, 5, 6, 7, and 8. By Tables 1–8, we can conclude that (1) when multicollinearity is serve, our new estimator performs well; (2) when \( \sigma^2 \) is small, our new estimator performs well; (3) when \( n \) is small, our new estimator performs well; (4) when \( p \) is big, our new estimator performs well; (5) in all cases, our new estimator is better than the OLS estimator. So we can see that our new estimator not only is unbiased, but also can overcome multicollinearity. Our estimator is meaningful in practice.

5. Conclusion

In this paper, we introduce an unbiased two-parameter estimator with prior information. We also show the superiority of the new estimator over the OLS estimator, the TP estimator, and the AUTP estimator in the MMSE sense. Furthermore, the estimators of the biasing parameters are also discussed in this paper.
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