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Abstract

There is the notion of action Lie algebroids, containing information about Lie algebras and their actions, which is why it is natural to generalise gauge theories to a formulation using Lie algebroids; these allow structure functions in general. This is for example done in the formulation of curved Yang-Mills-Higgs gauge theory, formulated by Alexei Kotov and Thomas Strobl. We will discuss how to formulate infinitesimal gauge transformations using Lie algebroids in such a way that these close as algebra. For this we are going to generalise infinitesimal gauge transformations of Yang-Mills-Higgs gauge theories to derivations on vector bundle $V$-valued functionals. In the context of gauge theory, we will motivate that those vector bundles $V$ will be the pullback of another bundle $W$, and the gauge transformations as derivations will be induced by a Lie algebroid connection on $W$, using a more general notion of pullback connections. This also supports the usage of arbitrary types of connections on $W$ in the definition of the infinitesimal gauge transformation, not just canonical flat ones as in the classical formulation. As usual, these derivations are parametrised and their parameters have to be generalised to functionals, especially the parameters themselves can have a non-trivial gauge transformation. We then discuss under which conditions this algebra of derivations gives a closed algebra, also by providing a natural Lie bracket on the space of parameters, and we are going to see that closure is strongly related to the vanishing of a tensor known as the basic curvature.
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1 Introduction

Alexei Kotov and Thomas Strobl formulated an infinitesimal gauge theory, using Lie algebroids to describe the structural data, called curved Yang-Mills-Higgs gauge theories: Essentially, the structural Lie algebra equipped with an action on a manifold $N$ of values of physical fields like the Higgs field is replaced by a general Lie algebroid $E \to N$. We introduce Lie algebroids later, but one possible difference is that now we can have structure functions instead of constants as usually in gauge theory and particle physics.

We will neither describe nor introduce such gauge theories here in full details, see for example [1] and the references therein for a summary or my Ph.D. thesis [2] for a thorough introduction and rediscovery of curved Yang-Mills-Higgs gauge theories, where the following results were also presented. However, we want to provide a generalized formulation of gauge transformations, independently of curved Yang-Mills-Higgs gauge theories, although highly motivated by my own studies of such theories. This definition serves as a coordinate-free generalisation of infinitesimal gauge transformations, useful for theories like curved Yang-Mills-Higgs gauge theories and may even motivate the formulation of such theories.

Section 2 provides some basic definitions and notions, while Section 4 is generally about how one can reformulate infinitesimal gauge transformations, using Lie algebroid connections, especially in the context of action Lie algebroids, also known as transformation Lie algebroids.
The Higgs field will be a smooth map $M \to N$, where $M$ plays the role of the spacetime, and we will motivate that it is natural to think of an action Lie algebroid defined over $N$, thus, the general description uses a Lie algebroid $E$ over $N$. In order to define infinitesimal gauge transformations as derivations on functionals depending on $M$, we are going to make a pullback of an $E$-connection; which is why we discuss in the previous Section 3 under which conditions the pullback of Lie algebroid connections is possible. Furthermore, while Subsection 4.1 is repeating the typical definition of infinitesimal gauge transformations, we will see in Subsection 4.2 that the definition of the infinitesimal gauge transformation of the Higgs field has a certain 1:1 correspondence to the existence of the pullback of Lie algebroid connections.

Subsection 4.2 will conclude that the discussed pullback of Lie algebroid connections naturally generalises the typical definition of classical gauge transformations; we will generalise this definition in Section 5, supporting formalisms like curved Yang-Mills-Higgs gauge theories. In Subsection 5.1 we will introduce and motivate the definitions of the infinitesimal gauge transformations in a coordinate-free manner with respect to this general setting. In order to define the infinitesimal gauge transformation on functionals which can also have values in certain vector bundles, we will use Lie algebroid connections; essentially a generalised construction of what we will have seen in Subsection 4.2. Finally, in Subsection 5.2 we will discuss and provide a discussion about under which conditions the algebra of derivations describing the infinitesimal gauge transformations closes with respect to their commutator. For this the vanishing of a tensor known as the basic curvature will be crucial, a condition which is reasonable and expected in the context of gauge theory. Recall that infinitesimal gauge transformations are parametrised, and we will generalise the parameters to functionals in those discussions, such that the parameters itself may have non-trivial gauge transformations; in fact, it will not be avoidable to assume that there are gauge transformations for the parameters. Therefore we have to discuss how to construct a natural Lie bracket on these generalised parameters, in order to study whether or not the algebra of infinitesimal gauge transformations closes.

2 Basic definitions

In the following, we denote with $V^*$ the dual of a vector bundle $V \to N$ over a smooth manifold $N$, and $\Phi^*V$ denotes the pull-back of $V$ by $\Phi : M \to N$, a smooth map from a smooth manifold $M$ to $N$. We have a similar notation for the pull-back of sections, especially we will have sections $F$ as an element of $\Gamma\left(\bigotimes_{m=1}^{l} E_m^* \otimes E_{l+1}^*\right)$, where $E_1, \ldots, E_{l+1} \to N$ ($l \in \mathbb{N}$) are real vector bundles of finite rank over a smooth manifold $N$, and $\Gamma(\cdot)$ denotes the space of smooth sections. Then we view the pull-back $\Phi^*F$ as an element of $\Gamma\left(\bigotimes_{m=1}^{l} (\Phi^*E_m)^* \otimes \Phi^*E_{l+1}^*\right)$, and it is essentially given by

$$(\Phi^*F)(\Phi^*\nu_1, \ldots, \Phi^*\nu_l) = \Phi^*(F(\nu_1, \ldots, \nu_l))$$

for all $\nu_1 \in \Gamma(E_1), \ldots, \nu_l \in \Gamma(E_l)$. In general we also make use of that sections of $\Phi^*E$ can be viewed as sections of $E$ along $\Phi$, where $E \xrightarrow{x} N$ is any vector bundle over $N$. Let $\mu \in \Gamma(\Phi^*E)$,
then it has the form \( \mu_p = (p, u_p) \) for all \( p \in M \), where \( u_p \in E_{\Phi(p)} \), the fibre of \( E \) at \( \Phi(p) \); and a section \( \nu \) of \( E \) along \( \Phi \) is a smooth map \( M \to E \) such that \( \pi \circ \nu = \Phi \). Then on one hand \( pr_2 \circ \mu \) is a section along \( \Phi \), where \( pr_2 \) is the projection onto the second component, and on the other hand \( M \ni p \mapsto (p, \nu_p) \) defines an element of \( \Gamma(\Phi^*E) \). With that one can show that there is a 1:1 correspondence of \( \Gamma(\Phi^*E) \) with sections along \( \Phi \). Similarly, vector bundle morphisms \( L : G \to E \) over \( \Phi \) have 1:1 correspondences to base-preserving vector bundle morphisms \( G \to \Phi^*E \), where \( G \to M \) is a vector bundle over \( M \). We do not necessarily mention it when we make use of such trivial identifications, it should be clear by the context. For example \( D\Phi \) denotes the total differential of \( \Phi \) (also called tangent map). It can be viewed as a vector bundle morphism \( TM \to TN \) over \( \Phi \), and we often view it as an element of \( \Omega^1(M; \Phi^*TN) \) by \( X(M) \ni Y \mapsto D\Phi(Y) \), where \( D\Phi(Y) \in \Gamma(\Phi^*TN) \), \( M \ni p \mapsto Dp\Phi(Y_p) \).

Additionally, with \( \Omega^k(N; E) \) \( (k \in \mathbb{N}_0) \) we denote \( k \)-forms on \( N \) with values in a vector bundle \( E \to N \), and we always use the Einstein’s sum convention. If one has a connection \( \nabla \) on a vector bundle \( V \to N \), then one has the notion of the exterior covariant derivative on \( \Omega^p(M; E) \), denoted by \( d\nabla \). In the case of a trivial vector bundle \( V = N \times W \to N \), where \( W \) is some vector space, we will often use the canonical flat connection for \( \nabla \), defined by \( \nabla \nu = 0 \), where \( \nu \) is a constant section of \( N \times W \), see e.g. [3, Example 5.1.7; page 260f.] for a geometric interpretation as horizontal distribution. The canonical flat connection is clearly uniquely defined (if a trivialization is given) because constant sections generate all sections and due to the Leibniz rule and linearity of \( \nabla \). Let \( (e_a)_a \) be a constant global frame of \( N \times W \), thence,

\[
 d\nabla \omega = d\omega^a \otimes e_a
\]

for all \( \omega \in \Omega^p(M; W) \), where we write \( \omega = \omega^a \otimes e_a \). Hence, we define

\[
 d\omega := d\nabla \omega,
\]

(1)

when \( \nabla \) is the canonical flat connection. \( d \) is clearly a differential.

As usual, there will be definitions of certain objects depending on other elements, and for keeping notations simple we will not always explicitly denote all dependencies. It will be clear by context on which it is based on, that is, when we define an object \( A \) using the notion of Lie algebra actions \( \gamma \) and we write "Let \( A \) be [as defined before]", then it will be clear by context which Lie algebra action is going to be used, for example given in a previous sentence writing "Let \( \gamma \) be a Lie algebra action".

We also need the following definitions.

\[\text{Definition 2.1: Graded extension of products,}\]

\[\text{generalization of Definition 5.5.3; page 275}\]

Let \( l \in \mathbb{N} \) and \( E_1, \ldots, E_{l+1} \to N \) be vector bundles over a smooth manifold \( N \), and \( F \in \Gamma \left( \bigotimes_{m=1}^{l} E_m^* \otimes E_{l+1} \right) \). Then we define the graded extension of \( F \) as

\[
 \Omega^{k_1}(N; E_1) \times \cdots \times \Omega^{k_l}(N; E_l) \to \Omega^k(N; E_{l+1}),
\]
2 BASIC DEFINITIONS

\[(A_1, \ldots, A_l) \mapsto F(A_1 \wedge \ldots \wedge A_l),\]

where \(k := k_1 + \ldots + k_l\) and \(k_i \in \mathbb{N}_0\) for all \(i \in \{1, \ldots, l\}\). \(F(A_1 \wedge \ldots \wedge A_l)\) is defined as an element of \(\Omega^k(N; E_{l+1})\) by

\[
F(A_1 \wedge \ldots \wedge A_l)(Y_1, \ldots, Y_k) := \\
\frac{1}{k_1! \cdots k_l!} \sum_{\sigma \in S_k} \text{sgn}(\sigma) \ F \left( A_1^\sigma(Y_{\sigma(1)}, \ldots, Y_{\sigma(k_1)}), \ldots, A_l^\sigma(Y_{\sigma(k_k-1)}, \ldots, Y_{\sigma(k)}) \right)
\]

for all \(Y_1, \ldots, Y_k \in \mathfrak{X}(N)\), where \(S_k\) is the group of permutations of \(\{1, \ldots, k\}\) and \(\text{sgn}(\sigma)\) the signature of a given permutation \(\sigma\).

\(\wedge\) may be written just as a comma when a zero-form is involved.

Locally, with respect to given frames \(\left( e\alpha_i \right)_{a_i}\) of \(E_i\), this definition has the form

\[
F(A_1 \wedge \ldots \wedge A_l) = F\left( e\alpha_{i_1}^{(1)} \ldots, e\alpha_{i_l}^{(l)} \right) \otimes A_{a_1}^{a_1} \wedge \ldots \wedge A_{a_l}^{a_l}
\]

(2)

for all \(A_i = A_{a_i}^{a_i} \otimes e\alpha_{i}^{(i)}\), where \(A_{a_i}^{a_i}\) are \(k_i\)-forms on \(N\).

Remarks 2.2.

Assume \(F \in \Gamma\left( \left( \bigwedge_{m=1}^l T^*N \right) \otimes E \right) \cong \Omega^l(N; E)\) for some vector bundle \(E\), i.e. \(F\) is an \(l\)-form on \(N\) with values in \(E\). The pull-back \(\Phi^*F\) by \(\Phi\) can be then viewed as an element of \(\Gamma(\left( \bigwedge_{m=1}^l T^*M \right) \otimes \Phi^*E)\).

Do not confuse this pull-back with the pull-back of forms, here denoted by \(\Phi^lF\), which is an element of \(\Gamma(\left( \bigwedge_{m=1}^l T^*M \right) \otimes \Phi^*E)\) defined by

\[
\left( \Phi^lF \right)(Y_1, \ldots, Y_l)_{|p} := F_{\Phi(p)} \left( D_p \Phi(Y_{1|p}), \ldots, D_p \Phi(Y_{l|p}) \right)
\]

(3)

for all \(p \in M\) and \(Y_1, \ldots, Y_l \in \mathfrak{X}(M)\). Then

\[
\Phi^lF = \frac{1}{l!} \underbrace{(\Phi^*F)(D\Phi \wedge \ldots \wedge D\Phi)}_{l \text{ times}}
\]

(4)

by using the anti-symmetry of \(F\) and Def. 2.1, i.e.

\[
\left. \frac{1}{l!} \left( \Phi^*F \right)(D\Phi \wedge \ldots \wedge D\Phi) \right|_{Y_1, \ldots, Y_l} = \frac{1}{l!} \sum_{\sigma \in S_l} \text{sgn}(\sigma) \left. \left( \Phi^*F \right)(D\Phi(Y_{\sigma(1)}), \ldots, D\Phi(Y_{\sigma(l)}) \right|_{p} = \text{sgn}(\sigma) \left. \left( \Phi^*F \right)(D\Phi(Y_1), \ldots, D\Phi(Y_l)) \right|_{p}
\]

\[
= \frac{1}{l!} \left( \sum_{\sigma \in S_l} 1 \right) \Phi_{\Phi(p)} \left( D_p \Phi(Y_{1|p}), \ldots, D_p \Phi(Y_{l|p}) \right)
\]
for all $p \in M$ and $Y_1, \ldots, Y_l \in \mathfrak{X}(M)$.

In case of antisymmetric tensors we of course preserve that.

**Proposition 2.3: Graded extensions of antisymmetric tensors**

Let $E_1, E_2 \to N$ be real vector bundles of finite rank over a smooth manifold $N$, $F \in \Omega^2(E_1; E_2)$. Then

$$F(A \wedge B) = -(-1)^{km} F(B \wedge A)$$

(5)

for all $A \in \Omega^k(N; E_1)$ and $B \in \Omega^m(N; E_2)$ ($k, m \in \mathbb{N}_0$). Similarly extended to all $F \in \Omega^l(E_1; E_2)$.

**Remarks 2.4.**

This is a generalization of similar relations just using the Lie algebra bracket $[\cdot, \cdot]_g$ of a Lie algebra $g$, see [3, §5, first statement of Exercise 5.15.14; page 316].

**Proof.**

Trivial by using Eq. (2). □

We also need to know what a Lie algebroid is, a generalization of both, tangent bundles and Lie algebras; this concept will just be defined, refer to the references for thorough discussions of these definitions, especially [4] and [5, §VII; page 113ff.].

**Definition 2.5: Lie algebroid,**

[4, §3.3, first part of Definition 3.3.1; page 100]

Let $E \to N$ be a real vector bundle of finite rank. Then $E$ is a smooth Lie algebroid if there is a bundle map $\rho : E \to TN$, called the **anchor**, and a Lie algebra structure on $\Gamma(E)$ with Lie bracket $[\cdot, \cdot]_E$ satisfying

$$[\mu, f\nu]_E = f[\mu, \nu]_E + \mathcal{L}_{\rho(\mu)}(f) \nu$$

(6)

for all $f \in C^\infty(N)$ and $\mu, \nu \in \Gamma(E)$, where $\mathcal{L}_{\rho(\mu)}(f)$ is the action of the vector field $\rho(\mu)$ on the function $f$ by derivation. We will sometimes denote a Lie algebroid by $(E, \rho, [\cdot, \cdot]_E)$.

Tangent bundles and bundles of Lie algebras are canonical examples of Lie algebroids, their anchor is the identity and zero, respectively. The important example for us is a mixture of those examples:

**Proposition 2.6: Action Lie algebroids,** [5, §16.2, Example 5; page 114]

Let $(g, [\cdot, \cdot]_g)$ be some Lie algebra equipped with a Lie algebra action $\gamma : g \to \mathfrak{X}(N)$ on a smooth manifold $N$. Then there is a unique Lie algebroid structure on $E = N \times g$ such
that we have
\[ \rho(\nu) = \gamma(\nu), \] (7)
\[ [\mu, \nu]_E = [\mu, \nu]_g \] (8)
for all constant sections \( \mu, \nu \in \Gamma(E) \). We call this structure action Lie algebroid.

3 Pullbacks of Lie algebroid connections

We want to formulate infinitesimal gauge transformations by using Lie algebroid connections:

**Definition 3.1: E-connection, [4, variation of Definition 5.2.5; page 186]**

Let \( E \to N \) be a Lie algebroid over a smooth manifold \( N \) and \( V \to N \) be a vector bundle over \( N \). An \( E \)-connection on the vector bundle \( V \) is an \( \mathbb{R} \)-bilinear map \( E\nabla : \Gamma(E) \times \Gamma(V) \to \Gamma(V) \), \((\nu, v) \mapsto E\nabla_{\nu}v\), such that
\[ E\nabla_{f\nu}v = f E\nabla_{\nu}v, \] (9)
\[ E\nabla_{\nu}(fv) = f E\nabla_{\nu}v + \mathcal{L}_{\rho(\nu)}(f) v \] (10)
for all \( \nu \in \Gamma(E), v \in \Gamma(V) \) and \( f \in C^\infty(N) \).

**Example 3.2: Canonically induced E-connection, [6, first example in Example 2.8]**

Let \( E \to N \) be a Lie algebroid over a smooth manifold \( N \) and \( V \to N \) be a vector bundle over \( N \), equipped with a vector bundle connection \( \nabla \). Then define \( E\nabla \) on \( V \) by
\[ E\nabla_{\mu} := \nabla_{\rho(\mu)} \] (11)
for all \( \mu \in \Gamma(E) \). This is a canonical example of an \( E \)-connection which we will denote as \( \nabla_{\rho} \).

**Remarks 3.3.**

Many notions of vector bundle connections carry over to Lie algebroid connections, like the definition of curvatures \( R_{E\nabla} \) and torsions \( t_{E\nabla} \) (for \( E \)-connections on \( E \) for the latter); see for example [4] for a general introduction, or [6] for notions of \( E \)-Levi-Civita connections and other related terms of Riemannian geometry.

We want to show that a pullback of such connections is in general possible if using the following type of morphism:
Definition 3.4: Anchor-preserving vector bundle morphism,

\[4, \S 4.3, \text{Equation (22); page 157}\]

Let \(E_i \xrightarrow{\pi_i} N_i\) \((i \in \{1, 2\})\) be two Lie algebroids over smooth manifolds \(N_i\). Then we say that a vector bundle morphism \(\xi : E_1 \to E_2\) over a smooth map \(f : N_1 \to N_2\) is **anchor-preserving** if it satisfies

\[
Df \circ \rho_{E_1} = \rho_{E_2} \circ \xi.
\]

That means \(\pi_2 \circ \xi = f \circ \pi_1\).

Remark 3.5: Notations and base-preserving morphisms

As it is well-known, \(\xi\) does not necessarily induce a map \(\Gamma(E_1) \to \Gamma(E_2)\) on sections, that depends on how \(f\) is structured. However, we have

\[
\pi_2(\xi(\nu)) = f(\pi_1(\nu)) = f_{\vert N_1}
\]

for all \(\nu \in \Gamma(E_1)\), such that \(\xi\) induces a tensor on \(\Gamma(E_1) \to \Gamma(f^*E_2)\) (the \(C^\infty(N_1)\)-linearity follows trivially); see \(e.g.\) \([7, \text{paragraph after Proposition 7.10}], \text{too, or our arguments before Def. 2.1}\). Thence, as we already argued, \(Df \in \Omega^1(N_1; f^*TN_2)\), which is also trivially an anchor-preserving vector bundle morphism over \(f\). This is why we write equations like Eq. (12) often as

\[
Df \circ \rho_{E_1} = (f^* \rho_{E_2}) \circ \xi
\]

when we view that condition as an equation for sections, in order to emphasize the relationship with the pullback; recall that \(f^* \rho_{E_2} : \Gamma(f^*E_2) \to \Gamma(f^*TN_2)\). However, sometimes we may also omit the notation of that pullback in this case such that this is an optional notation.

Finally let us discuss pullbacks of Lie algebroid connections.

**Proposition 3.6: Pullbacks of Lie algebroid connections by anchor-preserving morphisms**

Let \(E_i \to N_i\) \((i \in \{1, 2\})\) be two Lie algebroids over smooth manifolds \(N_i\) with anchors \(\rho_{E_i}, V \to N_2\) a vector bundle, and \(E_2\nabla\) an \(E_2\)-connection on \(V\). Also fix an anchor-preserving vector bundle morphism \(\xi : E_1 \to E_2\) over a smooth map \(f : N_1 \to N_2\). Then there is a unique \(E_1\)-connection \(f^*(E_2\nabla)\) on \(f^*V\) with

\[
\left(f^*(E_2\nabla)\right)_v(f^*u) = f^*(E_2\nabla_{\xi(\nu)}u)
\]

for all \(v \in \Gamma(V)\) and \(\nu \in \Gamma(E_1)\).
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Remarks 3.7.
This result is motivated by [7, Example 7.7] where it is shown that there is a 1:1 correspondence of Lie algebroid paths and anchor-preserving morphisms; in literature one usually uses Lie algebroid paths for pullbacks along curves, see also [6, §2, discussion around Definition 2.4].

We may sometimes rewrite the right-hand side of Eq. (14) to

\[ (f^* \left(E_2 \nabla v \right))(\xi(\nu)) \]

to emphasise that \( \xi(\nu) \in \Gamma(f^* E_2) \), where we view \( E_2 \nabla v \) as a vector bundle morphism \( E_2 \to V \), hence, \( f^* \left(E_2 \nabla v \right) \) gives a map \( \Gamma(f^* E_2) \to \Gamma(f^* V) \).

Proof.
The proof is basically the same as for pullbacks of vector bundle connections. The idea is the following: As usual, the idea is that the pullbacks of sections, \( f^* v \ (v \in \Gamma(V)) \), generate \( \Gamma(f^* V) \). Thus, Eq (14) defines the \( E_1 \)-connection uniquely, that is, sections \( w \) of \( f^* V \) are determined by sums of elements of the form \( h \cdot f^* v, h \in C^\infty(N_1) \), and by the Leibniz rule any \( E_1 \)-connection \( f^* \left(E_2 \nabla \right) \) satisfying Eq. (14) also satisfies

\[ (f^* \left(E_2 \nabla \right))(h \cdot f^* v) = \mathcal{L}_{\rho_{E_1}(\nu)}(h) f^* v + h f^* \left(\nabla_{\xi(\nu)}v \right) \]

for all \( \nu \in \Gamma(E_1) \), such that uniqueness follows by linearity, assuming existence is given; for the existence one can simply take this equation as a possible definition for \( f^* \left(E_2 \nabla \right) \). That is, let \( f^* \left(E_2 \nabla \right) \) locally be defined by

\[ (f^* \left(E_2 \nabla \right))(h \cdot f^* v) = \mathcal{L}_{\rho_{E_1}(\nu)}(w) f^* v + h f^* \left(\nabla_{\xi(\nu)}v \right) \]

for all \( w = w^a f^* e_a, \) where \( (e_a)_a \) is a local frame of \( V \). Linearity in all arguments and the Leibniz rule follow by construction. Also observe that for a function \( h \in C^\infty(N_1) \) and \( v \in \Gamma(V) \) we can calculate

\[ f^* \left(E_2 \nabla_{\xi(\nu)}(hv) \right) = (h \circ f) f^* \left(E_2 \nabla_{\xi(\nu)}v \right) + f^* \left(\mathcal{L}_{(\mathcal{D}_{f\circ \rho_{E_1}})(\nu)}(h) \right) f^* v \]

\[ = (h \circ f) f^* \left(E_2 \nabla_{\xi(\nu)}v \right) + \mathcal{L}_{\rho_{E_1}(\nu)}(h \circ f) f^* v \] \quad (16)

for all \( \nu \in \Gamma(E_1) \), using

\[ f^* \left(\mathcal{L}_{(\mathcal{D}_{f\circ \rho_{E_1}})(\nu)}(h) \right) = (f^* dh)(\mathcal{D}_{f \circ \rho_{E_1}}(\nu)) = \left(\mathcal{D}_{f \circ \rho_{E_1}}(\nu) \right) = \mathcal{L}_{\rho_{E_1}(\nu)}(h \circ f) \]

Thus,

\[ (f^* \left(E_2 \nabla \right))(h \cdot f^* v) \stackrel{(\text{15})}{=} \mathcal{L}_{\rho_{E_1}(\nu)}(v^a \circ f) f^* e_a + (v^a \circ f) f^* \left(E_2 \nabla_{\xi(\nu)}e_a \right) \]

\[ = f^* \left(E_2 \nabla_{\xi(\nu)}v \right), \]
so, Eq. (14) is satisfied. Finally, by Eq. (16) it also follows that (15) is independent of the chosen frame and, thus, globally defined. To see this, observe that any other frame \((g_b)_b\) of \(E\), intersecting the neighbourhood of \((e_a)_a\), is given by \(e_a = M^b_a g_b\), where \(M^b_a\) is a local invertible matrix function on \(N\). Then
\[
w = w^a f^* e_a = (M^b_a \circ f) w^a f^* g_b =: \tilde{w}^b f^* g_b,
\]
such that \(w^a = (M^{-1})^a_b \circ f \tilde{w}^b\), and, thus, as a direct consequence of Eq. (16),
\[
(f^* (E^2 \nabla))^\nu w = \mathcal{L}_{\rho E^1 (\nu)} (w^a f^* e_a) + w^a f^* (E^2 \nabla \xi (\nu) e_a)
\]
\[
= \mathcal{L}_{\rho E^1 (\nu)} \left( (M^{-1})^a_d \circ f \tilde{w}^d \right) f^* (M^b_a g_b)
+ (M^{-1})^a_d \circ f \tilde{w}^d f^* (E^2 \nabla \xi (\nu) (M^b_a g_b))
\]
\[
\text{Eq. (16)} \quad \mathcal{L}_{\rho E^1 (\nu)} \left( \tilde{w}^b \right) f^* g_b + \tilde{w}^b f^* (E^2 \nabla \xi (\nu) g_b)
+ \tilde{w}^d \left( -\mathcal{L}_{\rho E^1 (\nu)} (M^b_a \circ f) (M^{-1})^a_d \circ f \right)
+ (M^{-1})^a_d \circ f \mathcal{L}_{\rho E^1 (\nu)} (M^b_a \circ f) f^* g_b
\]
\[
= \mathcal{L}_{\rho E^1 (\nu)} \left( \tilde{w}^b \right) f^* g_b + \tilde{w}^b f^* (E^2 \nabla \xi (\nu) g_b),
\]
using formulas of the differential of the inverse like \(M\text{ d}M^{-1} = -dM M^{-1}\) (similar for \(f^* M = M \circ f\)). Hence, Def. (15) is frame-independent, and this finishes the proof.

**Remark 3.8: Essential condition for pullbacks of connections**

Observe that the essential part of the proof is Eq. (16), everything follows either by this equation or by the standard construction in (15). This will be important now because we are going to generalise this statement. To avoid doing the same all over again, we will just refer to this proof and remark, essentially one only needs to check something like Eq. (16).

Eq. (16) essentially proves that the Leibniz rule inherited by \(E^2 \nabla\) is in alignment with the Leibniz rule of \(E^1\)-connections on \(f^* V \to N_1\).

Eq. (16) also motivates why anchor-preserving vector bundle morphisms are precisely the objects one needs in order to provide pullbacks of \(E^2\)-connections.

Using this, we now generalise this notion at a “fixed direction of differentiation”.

---

**3 PULLBACKS OF LIE ALGEBROID CONNECTIONS**

---
**Corollary 3.9**: Pullbacks of connections just differentiating along one vector field

Let \( E_i \to N_i \) \((i \in \{1, 2\})\) be two Lie algebroids over smooth manifolds \( N_i \) and with anchors \( \rho_{E_i}, \) \( V \to N_2 \) a vector bundle, and \( E_2\nabla \) an \( E_2\)-connection on \( V \). Moreover, let \( f \in C^\infty(N_1; N_2), \) \( \nu_1 \in \Gamma(E_1) \) and \( \nu_2 \in \Gamma(f^*E_2) \) such that

\[
\begin{align*}
Df(\rho_{E_1}(\nu_1)) &= (f^*\rho_{E_2})(\nu_2). \quad (17)
\end{align*}
\]

Then there is a unique \( \mathbb{R} \)-linear operator \( \delta_{\nu_1} : \Gamma(f^*V) \to \Gamma(f^*V) \) with

\[
\begin{align*}
\delta_{\nu_1}(hs) &= \mathcal{L}_{\rho_{E_1}(\nu_1)}(h) \ s + h \ \delta_{\nu_1}s, \quad (18) \\
\delta_{\nu_1}(f^*v) &= f^*(E_2\nabla_{\nu_2}v) \quad (19)
\end{align*}
\]

for all \( s \in \Gamma(f^*V), \ v \in \Gamma(V) \) and \( h \in C^\infty(N_1). \)

**Remark 3.10**: Commutating diagram behind pullbacks

Recall Remark 3.5, the pullback in \((f^*\rho_{E_2})(\nu_2)\) in Eq. \((17)\) is just for emphasizing that \( \nu_2 \) is a section along \( f \); one can omit this in the notation, especially if one views sections like \( \nu_2 \) as a map \( N_1 \to E_2 \). Then we can equivalently write

\[
Df \circ \rho_{E_1}(\nu_1) = \rho_{E_2} \circ \nu_2, \quad (20)
\]

that is equivalent to that the following diagram commutes

\[
\begin{array}{ccc}
N_1 & \xrightarrow{\nu_2} & E_2 \\
\rho_{E_1}(\nu_1) \downarrow & & \downarrow \rho_{E_2} \\
TN_1 & \xrightarrow{\text{Df}} & TN_2
\end{array}
\]

**Remarks 3.11.**

- In general one may want to write \( \delta_{\nu_1} = \left(f^*(E_2\nabla)\right)_{\nu_1}, \) because it is precisely this by uniqueness if a general pullback is possible. But to avoid confusion about the existence of a general pullback we will stick with \( \delta_{\nu_1}, \) and it will be clear by context which connection and \( \nu_2 \) is used for the definition of \( \delta_{\nu_1}. \)

- In the case of \( V = N_2 \times \mathbb{R}, \) the trivial line bundle over \( N_2, \) we can canonically use \( E_2\nabla := \nabla^0_{\rho_{E_2}}, \) where \( \nabla^0 := d, \) so, \( E_2\nabla_{\rho_{E_2}(\nu_2)} = \mathcal{L}_{\rho_{E_2}(\nu_2)}. \) Then one can trivially show that, using uniqueness,

\[
\delta_{\nu_1} = \mathcal{L}_{\rho_{E_1}(\nu_1)}.
\]

**Proof of Cor. 3.9.**

That is precisely the same proof as in Prop. 3.6; the only difference is just the meaning, \( \nu_i \) are fixed sections, but that does not matter in the calculations. Eq. \((17)\) is just the condition about
anchor-preservation in the case of a fixed pair of sections, and one uses this equation in the same fashion to how we used an anchor-preserving morphism previously; essentially replace \( \nu \) with \( \nu_1 \) and \( \xi(\nu) \) with \( \nu_2 \) in the proof of Prop. 3.6, and Def. (15) is then the definition of \( \delta_{\nu_1} \), so, \( \delta_{\nu_1} \) plays the role of \( \left(f^*(E_2\nabla)\right)_\nu \) of the previous proof.

\[\delta_{\nu_1}\]

\section{4 Infinitesimal gauge transformations}

We want to express the definition of infinitesimal gauge transformations, as it usually arises in gauge theory, by using Cor. 3.9. Let us first state how we usually understand infinitesimal gauge transformations in the context of infinitesimal\(^1\) Yang-Mills-Higgs gauge theory.

\subsection{4.1 Basic setup}

\begin{definition}[The space of fields]
Let \( M \) be a smooth manifold, \( W \) a vector space, and \( \mathfrak{g} \) a Lie algebra. Then we define the space of fields by

\[ \mathfrak{M}_\mathfrak{g} := \mathfrak{M}_\mathfrak{g}(M;W) := \left\{ (\Phi,A) \mid \Phi \in C^\infty(M;W) \text{ and } A \in \Omega^1(M;\mathfrak{g}) \right\}. \tag{21} \]

\end{definition}

\begin{definition}[Infinitesimal gauge transformation of the Higgs field and the field of gauge bosons]
Let \( M \) be a smooth manifold, \( W \) a vector space, and \( \mathfrak{g} \) a Lie algebra, equipped with a Lie algebra representation \( \psi : \mathfrak{g} \to \text{End}(W) \). Moreover, let \( \epsilon \in C^\infty(M;\mathfrak{g}) \).

Then we define the \textit{infinitesimal gauge transformation} \( \delta_\epsilon \Phi \) of the Higgs field \( \Phi \in C^\infty(M;W) \) also as an element of \( C^\infty(M;W) \) by

\[ \delta_\epsilon \Phi := \psi(\epsilon)(\Phi). \tag{22} \]

The \textit{infinitesimal gauge transformation} \( \delta_\epsilon A \) of the field of gauge bosons \( A \in \Omega^1(M;\mathfrak{g}) \) is defined as an element of \( \Omega^1(M;\mathfrak{g}) \) by

\[ \delta_\epsilon A := [\epsilon, A]_\mathfrak{g} - d\epsilon. \tag{23} \]

With that one can define the infinitesimal gauge transformation of functionals depending on \( \mathfrak{M}_\mathfrak{g} \).

\(^1\)That is we assume a gauge or equivalently a trivial principal bundle, too.
4 INFINITESIMAL GAUGE TRANSFORMATIONS

**Definition 4.3: Infinitesimal gauge transformation of functionals,**

\[ [3, \text{motivated by statements like Theorem 7.3.2; page 414ff.}] \]

Let \( M \) be a smooth manifold, \( W, K \) vector spaces, and \( \mathfrak{g} \) a Lie algebra, equipped with a Lie algebra representation \( \psi: \mathfrak{g} \rightarrow \text{End}(W) \). Moreover, let \( \epsilon \in C^\infty(M; \mathfrak{g}) \).

Then we define the *infinitesimal gauge transformation* \( \delta_\epsilon L \) of \( L: \mathcal{M}_\mathfrak{g}(M; W) \rightarrow \Omega^k(M; K) \) (\( k \in \mathbb{N}_0 \)) as a map \( \mathcal{M}_\mathfrak{g}(M; W) \rightarrow \Omega^k(M; K) \) by

\[
(\delta_\epsilon L)(\Phi, A) := \left. \frac{d}{dt} \right|_{t=0} [t \mapsto L(\Phi + t\delta_\epsilon \Phi, A + t\delta_\epsilon A)]
\]

for \( t \in \mathbb{R} \), where \( d/dt \) is defined using the canonical flat connection on \( M \times K \rightarrow M \).

---

**4.2 Lie algebroid connections and infinitesimal gauge transformations**

Given a Lie algebra \( \mathfrak{g} \) and a Lie algebra representation \( \psi: \mathfrak{g} \rightarrow \text{End}(W) \) on a vector space \( W \) one has a natural sense of Lie algebra action \( \gamma: \mathfrak{g} \rightarrow \mathfrak{X}(W) \) given by

\[
\gamma(X)_v := -\psi(X)(v)
\]

for all \( X \in \mathfrak{g} \) and \( v \in W \); see e.g. [3, generalisation of parts of Example 3.4.2; page 143ff.]. By Prop. 2.6 there is a natural Lie algebroid structure on the trivial vector bundle \( E := W \times \mathfrak{g} \) over \( W \), an action Lie algebroid encoding \( \mathfrak{g} \) and \( \psi \). Hence, we want to express Def. 4.3 now using this action Lie algebroid. For this we will use an \( E \)-connection on \( K \), where \( K \) was the vector space a functional has values in; given an \( E \)-connection we will apply Cor. 3.9 to define \( \delta_\epsilon \).

Since we want to generalize the following notions to vector bundles later, we already want to be a bit careful in our notation. Using an \( E \)-connection on \( K \) requires to view \( K \) as a trivial vector bundle \( W \times K \) over \( W \). However, the space of functionals \( L: \mathcal{M}_\mathfrak{g}(M; W) \rightarrow \Omega^k(M; K) \) (\( k \in \mathbb{N}_0 \)) is actually \( \Omega^k(\mathfrak{g}; \mathcal{M}_\mathfrak{g}(M; W); K) \), where we mean with \((k, \delta)\) a \( k \) degree just with respect to the factor \( M \):

\[
\Omega^{p,q}(M \times \mathcal{M}_\mathfrak{g}; K) := \Gamma\left( \pi_1^*(\bigwedge^p T^*M) \otimes \pi_2^*(\bigwedge^q T^*\mathcal{M}_\mathfrak{g}) \otimes K \right),
\]

where \( p, q \in \mathbb{N}_0 \), and \( \pi_1 \) and \( \pi_2 \) are the projections onto the first and second factor of \( M \times \mathcal{M}_\mathfrak{g} \), respectively. In \( \Omega^{k,0}(M \times \mathcal{M}_\mathfrak{g}(M; W); K) \) the vector space \( K \) is viewed as a trivial vector bundle \( M \times \mathcal{M}_\mathfrak{g}(M; W) \times K \) over \( M \times \mathcal{M}_\mathfrak{g}(M; W) \). A pullback of \( W \times K \) using any map from \( M \times \mathcal{M}_\mathfrak{g}(M; W) \) to \( W \) will be trivially isomorphic to \( M \times \mathcal{M}_\mathfrak{g}(M; W) \times K \), and we need to make such a pullback of a given \( E \)-connection \( E\nabla \) on \( W \times K \) because we want that a derivation induced by \( E\nabla \) acts on functionals \( L \). For this we want to use Cor. 3.9 using the following base map:
Definition 4.4: The evaluation map

Let $M$ be a smooth manifold, $W$ a vector space, and $\mathfrak{g}$ a Lie algebra. Then we define the evaluation map $\text{ev}: M \times \mathfrak{M}_\mathfrak{g}(M; W) \to W$ by

$$\text{ev}(p, \Phi, A) := \Phi(p)$$

for all $(p, \Phi, A) \in M \times \mathfrak{M}_\mathfrak{g}(M; W)$.

As argued before, we can view the vector space $K$ as a trivial vector bundle over $M \times \mathfrak{M}_\mathfrak{g}(M; W)$, but we can do the same for $W$ as base, so $K$ can also be viewed as trivial vector bundle over $W$, and elements of $K$ are just constant sections of such a bundle. For bookkeeping, let us denote with $\iota_{M \times \mathfrak{M}_\mathfrak{g}(M; W)}$ and $\iota_W$ maps $K \hookrightarrow \Gamma(M \times \mathfrak{M}_\mathfrak{g}(M; W) \times K)$ and $K \hookrightarrow \Gamma(W \times K)$, respectively, which embed elements of $K$ canonically into the space of constant sections of the trivial bundles $M \times \mathfrak{M}_\mathfrak{g}(M; W) \times K$ and $W \times K$, respectively. Then take a functional $L \in \Omega^{k,0}(M \times \mathfrak{M}_\mathfrak{g}(M; W); K)$ $(k \in \mathbb{N}_0)$ and a basis $(e_a)_a$ of $K$. Then we can express $L$ as, making use of $\iota_{M \times \mathfrak{M}_\mathfrak{g}(M; W)}$,

$$L = L^a \otimes \iota_{M \times \mathfrak{M}_\mathfrak{g}(M; W)}(e_a),$$

where $L^a \in \Omega^{k,0}(M \times \mathfrak{M}_\mathfrak{g}(M; W))$. We can trivially identify

$$\iota_{M \times \mathfrak{M}_\mathfrak{g}(M; W)}(e_a) = \text{ev}^*(\iota_W(e_a))$$

because $e_a$ is viewed as a constant section in both trivial vector bundles. Thus, we can also write

$$L = L^a \otimes \text{ev}^*(\iota_W(e_a)) =: \iota(L),$$

and that interpretation of $L$ we denote as $\iota(L)$ for bookkeeping reasons, called the bookkeeping trick. Observe

$$\text{ev}^*(\iota_W(e_a)) \in \Gamma(\text{ev}^*(W \times K)),$$

therefore we write $\iota(L)$ to give an accentuation on when we view $L$ as an element of $\Omega^{k,0}(M \times \mathfrak{M}_\mathfrak{g}(M; W); \text{ev}^*(W \times K))$. We may also write

$$(\iota(L))_{(\Phi, A)} = \iota(L(\Phi, A)) = L^a \otimes \Phi^*(\iota_W(e_a))$$

for all $(\Phi, A) \in \mathfrak{M}_\mathfrak{g}$.

Keeping that in mind, it is now clearer what we talked about before Def. 4.4. We start with a Lie algebroid connection on $W \times K$, and make a pullback with the evaluation map; as we have seen in Section 3, this is in general possible if the evaluation map can be lifted to an anchor-preserving vector bundle morphism. However, this is in general not possible, but infinitesimal gauge transformations are not derivations along all possible vector fields in $M \times \mathfrak{M}_\mathfrak{g}(M; W)$,
just along certain ones; given a parameter $\epsilon$ as in Def. 4.1, the vector field is actually given by $\Psi_\epsilon(p, \Phi, A) := (0, \delta_\epsilon \Phi, \delta_\epsilon A)$ for all $(p, \Phi, A) \in M \times \mathfrak{M}_g(M; W)$. Thence, fixing an $\epsilon$ we just need one vector field, $\Psi_\epsilon$, and for this we can use Cor. 3.9, avoiding the question about a lift of the evaluation map.

We also introduce the shorter notation $\Psi_\epsilon := (\delta_\epsilon \Phi, \delta_\epsilon A)$, especially in order to emphasize that it is a vector field along $\mathfrak{M}_g(M; W)$ (canonically embedded into $\mathfrak{X}(M \times \mathfrak{M}_g(M; W))$).

In the context of Cor. 3.9 we have $E_1 := T(M \times \mathfrak{M}_g(M; W))$, $E_2 := E = W \times \mathfrak{g}$ (action Lie algebroid over $W$), and $f := \text{ev}$. Then we need Eq. (17), that is,

$$\text{Dev}(\Psi_\epsilon) = (\text{ev}^*\rho_E)(\nu)$$

for some $\nu \in \Gamma(\text{ev}^*E)$.

**Corollary 4.5: Gauge transformation of the Higgs field as condition for pull-backs**

Let $M$ be a smooth manifold, $W$ a vector space, and $\mathfrak{g}$ a Lie algebra, equipped with a Lie algebra representation $\psi : \mathfrak{g} \to \text{End}(W)$. We also denote with $E := W \times \mathfrak{g}$ the associated action Lie algebroid over $W$. Then a vector field $\Psi := (0, \Psi^{(\Phi)}, \Psi^{(A)}) \in \mathfrak{X}(M \times \mathfrak{M}_g(M; W))$ satisfies

$$\exists \epsilon \in \Gamma(\text{ev}^*E) : \text{Dev}(\Psi) = -(\text{ev}^*\rho_E)(\epsilon)$$

if and only if

$$\exists \epsilon \in \Gamma(\text{ev}^*E) : \Psi^{(\Phi)} = -(\text{ev}^*\rho_E)(\epsilon). \quad (27)$$

In this case, for a given pair $(\Phi, A) \in \mathfrak{M}_g(M; W)$, we call $\delta_\epsilon \Phi := \Psi^{(\Phi)}(\Phi, A) = -(\Phi^*\rho_E)(\epsilon)$ the infinitesimal gauge transformation of the Higgs field $\Phi$, where $\epsilon \in \Gamma(\Phi^*E)$ is given by $\epsilon_p := \epsilon(p, \Phi, A)$ for all $p \in M$.

**Remarks 4.6.**

Recall that $E$ is an action Lie algebroid, and thus, using Eq. (25),

$$-(\Phi^*\rho_E)(\epsilon) = \psi(\epsilon)(\Phi),$$

which is precisely how we defined the infinitesimal gauge transformation of the Higgs field\(^2\) in Def. 4.2; also $\Phi^*E \cong M \times \mathfrak{g}$ as trivial vector bundle over $M$ such that $\epsilon \in C^\infty(M; \mathfrak{g})$.

Eq. (27) is also a generalization of a similar equation for a gauge transformation given in [1, paragraph before Equation (10); we have a different sign in $\epsilon$]. However, $\epsilon$ is here induced by $\epsilon$ which in general depends on $\mathfrak{M}_g(M; W)$; this implies that the parameter for the infinitesimal gauge transformation may have a gauge transformation on its own; it is straightforward to extend Def. 4.2 to $\epsilon \in \Gamma(\text{ev}^*E)$ as parameter which we are going to assume in the following.

\(^2\)Therefore we introduced the minus sign in front of $\epsilon$. 
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without further separate definition, similar for the definition of $\Psi_\varepsilon$. This technical nuance and generalisation will be important when we later calculate the commutator of infinitesimal gauge transformations.

**Proof of Cor. 4.5.**

Let $\gamma = (\Phi, A): I \to \mathfrak{g}(M; W), t \mapsto \gamma(t) = (\Phi_t, A_t)$ ($I \subset \mathbb{R}$ an open interval containing 0) be the flow of $\left(\Psi(\Phi), \Psi(A)\right) \in \mathfrak{x}(\mathfrak{g}(M; W))$ through $(\Phi_0, A_0) \in \mathfrak{g}(M; W)$ at $t = 0$. Then the local flow of $\Psi$ through $(p, \Phi_0, A_0) \in M \times \mathfrak{g}(M; W)$ is given by $(p, \Phi, A)$. Thus,

$$D_{(p,\Phi_0, A_0)}\text{ev}(\Psi) = \frac{d}{dt} \bigg|_{t=0} \left(\text{ev}(p, \Phi, A)\right) = \frac{d}{dt} \bigg|_{t=0} \left[t \mapsto \Phi_t(p)\right] = \left(\Psi(\Phi)\bigg|_{(\Phi_0, A_0)}\right) \in T_{\Phi_0(p)}N.$$

Thence, Dev$(\Psi) = \Psi(\Phi)$, which proves the statement. ■

Hence, we see that Eq. (17) is satisfied solely by the definition of the infinitesimal gauge transformation of the Higgs field. Therefore there is a unique operator $\delta_\Psi_\varepsilon$ in the sense of Cor. 3.9 for all $\varepsilon \in \Gamma(\text{ev}^*E)$.

**Definition 4.7: Infinitesimal gauge transformation**

Let $M$ be a smooth manifold, $W, K$ vector spaces, and $\mathfrak{g}$ a Lie algebra, equipped with a Lie algebra representation $\psi: \mathfrak{g} \to \text{End}(W)$. We also denote with $E := W \times \mathfrak{g}$ the associated action Lie algebroid over $W$, and let $E\nabla$ be an $E$-connection on the trivial vector bundle $W \times K$ over $W$, and $\Psi_\varepsilon = (\delta_\varepsilon \Phi, \delta_\varepsilon A)$ for an $\varepsilon \in \Gamma(\text{ev}^*E)$.

Then we define the **infinitesimal gauge transformation** $\delta_\varepsilon L$ for $L \in \Omega^{k,0}(M \times \mathfrak{g}(M; W); K)$ ($k \in \mathbb{N}_0$) as an element of $\Omega^{k,0}(M \times \mathfrak{g}(M; W); K)$ by

$$(\delta_\varepsilon L)(Y_1, \ldots, Y_k) := \delta_\Psi_\varepsilon \left(\iota(L)(Y_1, \ldots, Y_k)\right) \quad (28)$$

for all $Y_1, \ldots, Y_k \in \mathfrak{x}(M)$, where $\delta_\Psi_\varepsilon$ is the unique operator given in the context of Cor. 3.9 with respect to $E\nabla$ on $V := W \times K$, $\nu_1 := \Psi_\varepsilon$, $\nu_2 = -\varepsilon$, $E_1 := T(M \times \mathfrak{g}(M; W))$, $E_2 := E$, and $f := \text{ev}$.

**Remarks 4.8.**

Recall Cor. 4.5, which is needed for Cor. 3.9, and that $\iota(L)$ was the bookkeeping trick, and, thus,

$$\iota(L)(Y_1, \ldots, Y_k) \in \Gamma(\text{ev}^*(W \times K))$$

for all $Y_1, \ldots, Y_k \in \mathfrak{x}(M)$. Hence, the right hand side is well-defined.

That $\delta_\varepsilon L$ is an element of $\Omega^{k,0}(M \times \mathfrak{g}(M; W); K)$ also follows by construction: Usually one would define

$$(\delta_\varepsilon L)(X_1, \ldots, X_k) := \delta_\Psi_\varepsilon \left(\iota(L)(X_1, \ldots, X_k)\right) - \sum_{i=1}^k L(X_1, \ldots, \mathcal{L}_\Psi X_i, \ldots, X_k) \quad (29)$$
for all \( X_1, \ldots, X_k \in \mathfrak{X}(M \times \mathfrak{m}_g(M; W)) \). As usual, such a definition leads to \( C^\infty(M \times \mathfrak{m}_g(M; W)) \)-multilinearity, and vector fields of \( M \times \mathfrak{m}_g(M; W) \) are generated by vector fields of \( M \) and \( \mathfrak{m}_g(M; W) \), such that we can restrict ourselves to vector fields of \( M \) and \( \mathfrak{m}_g(M; W) \).

If for example \( X_1 = \Psi \in \mathfrak{X}(\mathfrak{m}_g(M; W)) \subset \mathfrak{X}(M \times \mathfrak{m}_g(M; W)) \), then

\[
\iota(L)(\Psi, X_2, \ldots, X_k) = 0
\]

and

\[
\sum_{i=1}^k L(X_1, \ldots, \mathcal{L}_{\Psi_\varepsilon} X_i, \ldots, X_k) = L(\mathcal{L}_{\Psi_\varepsilon} \Psi, X_2, \ldots, X_k) + \sum_{i=2}^k L(\Psi, X_2, \ldots, \mathcal{L}_{\Psi_\varepsilon} X_i, \ldots, X_k) = 0
\]

\[
= L(\mathcal{L}_{\Psi_\varepsilon} \Psi, X_2, \ldots, X_k) \in \mathfrak{X}(\mathfrak{m}_g(M; W))
\]

\[
= 0,
\]

using \( L \in \Omega^{k,0}(M \times \mathfrak{m}_g(M; W); K) \) and \( \Psi_\varepsilon \in \mathfrak{X}(\mathfrak{m}_g(M; W)) \). On the other hand if \( X_1 = Y \in \mathfrak{X}(M) \), then

\[
L(\mathcal{L}_{\Psi_\varepsilon} Y, X_2, \ldots, X_k) = L(\mathcal{L}_{\Psi_\varepsilon} Y, X_2, \ldots, X_k) = 0.
\]

Using these relations, we can conclude that the non-trivial information of Def. (29) is encoded completely on \( \mathfrak{X}(M) \) as a \( C^\infty(M) \)-module,\(^3\) as given in Def. (28). Therefore one can use Def. (28) instead and canonically/trivially extend this definition to the "full" form.

In fact, we recover the infinitesimal gauge transformation \( \delta_\varepsilon \) by using a canonical flat connection:

### Theorem 4.9: Recover of classical definition of infinitesimal gauge transformation

Let \( M \) be a smooth manifold, \( W, K \) vector spaces, and \( \mathfrak{g} \) a Lie algebra, equipped with a Lie algebra representation \( \psi : \mathfrak{g} \to \text{End}(W) \). We also denote with \( E := W \times \mathfrak{g} \) the associated action Lie algebroid over \( W \), and let \( E \nabla = \nabla_\rho \) be the \( E \)-connection\(^9\) induced by the canonical flat connection \( \nabla \) of the trivial vector bundle \( W \times K \) over \( W \), and \( \Psi_\varepsilon = (\delta_\varepsilon \Phi, \delta_\varepsilon A) \) for an \( \varepsilon \in \Gamma(\text{ev}^*E) \). Then we have

\[
(\delta_\varepsilon L)(\Phi, A) = \left. \frac{d}{dt} \right|_{t=0} [t \mapsto L(\Phi + t\delta_\varepsilon \Phi, A + t\delta_\varepsilon A)]
\]

for all \( L \in \Omega^{k,0}(M \times \mathfrak{m}_g(M; W); K) \) \((k \in \mathbb{N}_0)\) and \((\Phi, A) \in \mathfrak{m}_g(M; W) \), where \( \varepsilon := \varepsilon(\Phi, A) \), \( t \in \mathbb{R} \), and \( \delta_\varepsilon \) is as defined in Def. 4.7 with respect to \( \nabla_\rho \).

In other words, we recover Def. 4.3, especially if taking an \( \varepsilon \in C^\infty(M; \mathfrak{g}) \), i.e. a constant

\(^3\)Observe that \( \mathcal{L}_{\Psi_\varepsilon}(f) = 0 \) for all \( f \in C^\infty(M) \).
\( \varepsilon \), "constant" in sense of
\[
\varepsilon(\Phi, A) = \varepsilon(\Phi', A')
\]
for all \((\Phi, A), (\Phi', A') \in \mathfrak{M}_g(M; W)\).

*Recall Ex. 3.2.*

**Remark 4.10:** \( \delta_\varepsilon A \) as transformation of a functional

Observe that \( \delta_\varepsilon A \) is here trivially also given by \( \delta_\varepsilon \varpi_2 \), where \( \varpi_2(\Phi, A) := A \), the projection onto the second factor in \( \mathfrak{M}_g \). Viewing the field of gauge bosons as the functional \( \varpi_2 \), one may want to define the infinitesimal gauge transformation of \( A \) as the infinitesimal gauge transformation of \( \varpi_2 \); since \( \varpi_2 \) is \( g \)-valued, we would have
\[
\iota(\varpi_2) \in \Gamma(\text{ev}^*(W \times g))
\]
for all \( Y \in \mathfrak{X}(M) \), and, thus, \( \iota(A) := \iota(\varpi_2)(\Phi, A) \in \Omega^1(M; \Phi^*(W \times g)) \) for any fixed \( \Phi \). For the infinitesimal gauge transformation of the field strength one also applies the bookkeeping trick such that it would have values in \( \text{ev}^*(W \times g) \).

**Proof of Thm. 4.9.**

Let \( (e_a)_a \) be a basis of \( K \), that especially implies
\[
\nabla(\iota_W(e_a)) = 0.
\]
For \( L \in \Omega^{k,0}(M \times \mathfrak{M}_g(M; W); K) \) we then write
\[
\iota(L) = L^a \otimes \text{ev}^*(\iota_W(e_a))
\]
for \( L^a \in \Omega^k(M \times \mathfrak{M}_g(M; W)) \), and, thus, by using Cor. 3.9,
\[
(\delta_\varepsilon L)(Y_1, \ldots, Y_k) = \delta_\varphi_\varepsilon(\iota(L)(Y_1, \ldots, Y_k))
\]
\[
= \mathcal{L}_{\varphi_\varepsilon}(L^a(Y_1, \ldots, Y_k)) \overset{\text{ev}^*(\iota_W(e_a))}{=}^{\text{ev}^*(\nabla_\rho(\iota_W(e_a)))} \nabla_\rho(\iota_W(e_a))
\]
\[
= \left( L^a(Y_1, \ldots, Y_k) \overset{\text{ev}^*(\nabla_\rho(\iota_W(e_a)))}{=}^{\text{ev}^*(\iota_W(e_a))} \right)(Y_1, \ldots, Y_k)
\]
for all \( Y_1, \ldots, Y_k \in \mathfrak{X}(M) \), hence,
\[
(\delta_\varepsilon L)(\Phi, A) = \left. \frac{d}{dt} \right|_{t=0} [t \mapsto L(\Phi + t\delta_\varepsilon \Phi, A + t\delta_\varepsilon A)]
\]
for all \( (\Phi, A) \in \mathfrak{M}_g(M; W) \), using that \( \Psi_{\varepsilon|_{(\Phi,A)}} = (\delta_\varphi \Phi, \delta_\varphi A) \), where \( \varepsilon := \varepsilon(\Phi, A) \).
This concludes this section, we have shown how to write the infinitesimal gauge transformation using Lie algebroid connections. One can even show that the gauge invariance of the Yang-Mills-Higgs Lagrangian can be shown with the same calculation of the previous section if $\varepsilon$ is allowed to depend on $\mathfrak{M}_g(M; W)$. Such a dependency starts to matter when applying the infinitesimal gauge transformation twice, which we will discuss later in full generality. Let us now shortly discuss what we have learned so far.

First of all, we needed to do the bookkeeping trick. That was due to the Lie algebra action $\gamma$, which acts on $N = W$ and not on $M$, and if one generalizes $\gamma$ to a base-preserving morphism like $\rho$ the more natural construction uses bundles defined over $N$. This was why we needed to make a pullback and to think of functionals as having values in a pullback of a trivial bundle over $N$, especially using ev, or $\Phi \in C^\infty(M; N)$ if fixing a point of $\mathfrak{M}_g$. For example, we thought of the Lie algebra $\mathfrak{g}$ as a trivial bundle over $M \times \mathfrak{M}_g$ and $N$, $M \times \mathfrak{M}_g \times \mathfrak{g}$ and $N \times \mathfrak{g}$, respectively, and it is more suitable to think of $M \times \mathfrak{M}_g \times \mathfrak{g}$ as $\text{ev}^*(N \times \mathfrak{g})$. The aim of the presented generalised gauge theory in [1] is also to generalise the trivial Lie algebra bundle, especially getting rid of a global trivialisation by replacing it with a general Lie algebroid $E$. Hence, motivated by this section and as an ansatz, we are going to define $E$ in place of $N \times \mathfrak{g}$ later and $\text{ev}^* E$ will replace $M \times \mathfrak{M}_g \times \mathfrak{g}$. In the same manner other vector spaces may be replaced.

Second, assume we have that general Lie algebroid $E$ now. Then we cannot impose the existence of a canonical flat connection anymore as we did in definitions like Def. 4.3; defining $d/dt$ using the tangent map would lead to arising horizontal components in the corresponding tangent bundle which may make further calculations more complicated when a functional is used in other functionals, like in contractions using scalar products and metrics, such that one may need to fix a horizontal distribution. Therefore the definition of infinitesimal gauge transformation as provided here is a first step towards a formulation using Lie algebroid connections, e.g. taking a connection $\nabla$ and then defining $^E\nabla = \nabla_{\rho}$.

Third, one could argue that one could just look at vector bundle connections $\nabla$ for which there is always a pullback, avoiding the problems discussed in the previous section. However, Lie algebroid connections are clearly more general. Especially when thinking about that the infinitesimal gauge transformations are just certain, not all, vector fields on $\mathfrak{M}_g$, one might argue why not using a different connection like a Lie algebroid connection which does not lift all possible vector fields on the base manifold. In fact, we are going to take the basic connection later. The basic connection does not necessarily have any notion of a parallel frame, even when it is assumed to be flat, such that it is in general different to a typical flat connection. The advantage of the basic connection will be that it supports the symmetries of gauge theories, leading to more convenient formulas of infinitesimal gauge transformations.

Fourth, the Lie algebra $\mathfrak{g}$ is not only important from an algebraic point of view, but also in sense of a connection besides the field of gauge bosons $A$, playing the role of a "direction of derivative" similar to the tangent bundle when defining typical vector bundle connections. Thus, it makes even more sense to use Lie algebroids in the context of gauge theory. In fact, there is already a formulation of infinitesimal gauge theory using Lie algebroids, called Curved
Yang-Mills-Higgs Gauge Theory, see e.g. [1] for a short summary, and see the references therein for more elaborated details. My whole Ph.D. thesis is also devoted to this gauge theory and gives both, a summary and a reformulation; see [2].

Last, even though we will not introduce curved Yang-Mills-Higgs gauge theory, we got motivated by Thm. 4.9 to think of the typical formulation for gauge theory as a theory corresponding to an action Lie algebroid over $N = \mathcal{W}$ equipped with its canonical flat connection $\nabla$. When we speak of the standard/classical setting or formulas, then we therefore usually mean precisely such Lie algebroids and their connections.

However, although we will not introduce this gauge theory in full details here, we will provide how to formulate infinitesimal gauge transformations as a straightforward generalisation of what we just have seen, useful for the context of theories like curved Yang-Mills-Higgs gauge theories.

5 Generalisation

**Definition 5.1: Space of fields**

Let $M, N$ be two smooth manifolds and $E \to N$ a Lie algebroid. Then we denote the space of fields by

$$
\mathcal{M}_E := \mathcal{M}_E(M; N) := \{ (\Phi, A) \mid \Phi \in C^\infty(M; N) \text{ and } A \in \Omega^1(M; \Phi^*E) \}
$$

(31)

which we sometimes view as a fibration over $C^\infty(M; N)$

$$
\mathcal{M}_E(M; N) \to C^\infty(M; N)
$$

where the projection is given by $\mathcal{M}_E(M; N) \ni (\Phi, A) \mapsto \Phi$.

We will refer to $A \in \Omega^1(M; \Phi^*E)$ as the field of gauge bosons and $\Phi$ just as a physical or Higgs field of this theory.

We want to study the tangent space of $\mathcal{M}_E$, and for this recall that for each vector bundle $V \xrightarrow{\pi} N$ there is also a vector bundle structure for $TV \xrightarrow{\pi_{TV}} TN$, and the following diagram describes a double vector bundle

$$
\begin{array}{ccc}
TV & \xrightarrow{\pi_{TV}} & TN \\
\downarrow{\pi_{TV}} & & \downarrow{\pi_{TN}} \\
V & \xrightarrow{\pi} & N
\end{array}
$$

that is, each horizontal and vertical line is a vector bundle, and the horizontal and vertical scalar multiplications on $TV$ commute, see e.g. [8, §3ff.]. Let us shortly recap the vector bundle structure of $TV \xrightarrow{\pi_{TV}} TN$, following [4, discussion at the beginning of §3.4; page 110ff.]: The linear structure at $v \in T_pN (p \in N)$ is basically given by the vertical structure of $V$ prolonged along
the fibre $V_p$, but as an affine space whose offset is given by $v$. That is, let $\xi, \eta \in TV$ with
\[ D_{\pi_{TV}}(\xi) \pi(\xi) = D_{\pi_{TV}}(\eta) \pi(\eta) = v, \]
and, hence, due to $\pi_{TN}(v) = p$,
\[ p = (\pi \circ \pi_{TV})(\xi) = (\pi \circ \pi_{TV})(\eta). \]
Thus, one can take curves $f, h : I \to V$ ($I \in \mathbb{R}$ an open interval around 0) with
\[ f(0) = \pi_{TV}(\xi), \quad \frac{d}{dt} \bigg|_{t=0} f = \xi, \]
\[ h(0) = \pi_{TV}(\eta), \quad \frac{d}{dt} \bigg|_{t=0} h = \eta, \]
such that
\[ \pi \circ f = \pi \circ h, \]
because the condition on $\xi$ and $\eta$ imply on the base paths $\pi \circ f, \pi \circ h : I \to N$ that
\[ (\pi \circ f)(0) = p = (\pi \circ h)(0), \]
\[ \frac{d}{dt} \bigg|_{t=0} (\pi \circ f) = D_{\pi_{TV}}(\xi) = D_{\pi_{TV}}(\eta) = \frac{d}{dt} \bigg|_{t=0} (\pi \circ h). \]
Then the addition and scalar multiplication with $\lambda \in \mathbb{R}$ for $TV \xrightarrow{\pi} TN$ is defined by
\[ \xi \bullet \eta := \frac{d}{dt} \bigg|_{t=0} (f + h), \]
\[ \lambda \cdot \xi := \frac{d}{dt} \bigg|_{t=0} (\lambda h), \]
where the addition of curves is well-defined because of $\pi \circ f = \pi \circ h$ which implies $\pi(f + h) = \pi(f) = \pi(h)$; so, one can take the sum of the curves and
\[ D\pi(\xi \bullet \eta) = \frac{d}{dt} \bigg|_{t=0} (\pi(f + h)) = D\pi(\xi) = v. \]
In other words, those operations come from interpreting tangent vectors as equivalence classes of curves, assuming there are representatives of the classes sharing the same base path $(\pi \circ f = \pi \circ h)$ with which one can do those operations. It is trivial to show that we have a double vector bundle.
The operations of the linear structure in $TV \xrightarrow{\pi} V$ is still denoted in the same manner as usual, and by definition one also gets
\[ \pi_{TV}(\xi \bullet \eta) = \pi_{TV}(\xi) + \pi_{TV}(\eta), \]
\[ \pi_{TV}(\lambda \cdot \xi) = \lambda \pi_{TV}(\xi). \]
Let us now turn to the tangent space of $\mathfrak{M}_E$. 
**Proposition 5.2: Tangent space of \( \mathcal{M}_E(M;N) \)**

Let \( M, N \) be two smooth manifolds and \( E \xrightarrow{\pi} N \) a Lie algebroid. Then the tangent space \( T_{(\Phi_0, A_0)}(\mathcal{M}_E(M;N)) \) of \( \mathcal{M}_E(M;N) \) at \((\Phi_0, A_0)\) consists of pairs \((\nu, \sigma)\) with \( \nu \in \Gamma(\Phi_0^*TN) \) and \( \sigma \in \Omega^1(M; \sigma^*TE) \), where \( \sigma^*TE \) is the pullback of \( TE \xrightarrow{D\pi} TN \) as a vector bundle, viewing \( \nu \) as a map \( M \to TN \). This pair also satisfies

\[
\pi_{TE}(\sigma) = A_0,
\]

where \( \pi_{TE} \) denotes the projection of the vector bundle \( TE \to E \).

**Remark 5.3: Total situation as commuting diagram**

This implies that we have in total

\[
\begin{array}{ccc}
TE & \xrightarrow{D\pi} & TN \\
\pi_{TE} & \downarrow \sigma(Y) & \downarrow \pi_{TN} \\
M & \xrightarrow{\Phi_0} & N \\
E & \xrightarrow{\pi} & \pi_{0}(Y)
\end{array}
\]

for all \((\Phi_0, A_0) \in \mathcal{M}_E(M;N)\), \((\nu, \sigma) \in T_{(\Phi_0, A_0)}(\mathcal{M}_E(M;N))\) and \( Y \in \mathfrak{X}(M)\), that is,

\[
\begin{align*}
\pi(A_0(Y)) &= \Phi_0, \\
\pi_{TN}(\nu) &= \Phi_0, \\
\pi_{TE}(\sigma) &= A_0,
\end{align*}
\]

\[
(33) \quad (34) \quad (35)
\]

\[
D\pi(\sigma(Y)) = \nu
\]

(36)

for all \( Y \in \mathfrak{X}(M)\), where the projections of the vector bundles \( TE \to E \) and \( TN \to N \) are denoted by \( \pi_{TE} \) and \( \pi_{TN} \), respectively.

**Remarks 5.4.**

Especially for Eq. (36) recall the discussion about the double vector bundle structure, also useful for the note about that \( \nu^*TE \) is the pullback of \( TE \xrightarrow{D\pi} TN \). That is, we have

\[
\sigma(fY + hZ) = f \cdot \sigma(Y) \bullet h \cdot \sigma(Z)
\]

for all \( Y, Z \in \mathfrak{X}(M) \) and \( f, h \in C^\infty(M) \). Therefore also

\[
D\pi(\sigma(fY + hZ)) = D\pi(\sigma(Y)).
\]

This is also in alignment with Eq. (35) although this equation is about the vector bundle \( TE \to \)
\[ E, \text{ so,} \]
\[
\pi_{TE}(a(fY + hZ)) = \pi_{TE}(f \cdot a(Y) \bullet h \cdot a(Z)) \\
= f \, \pi_{TE}(a(Y)) + h \, \pi_{TE}(a(Z)) \\
= A_0(fY + hZ).
\]

**Proof of Prop. 5.2.**

Follows immediately by definition of \( \mathfrak{M}_E \); alternatively follow the straightforward calculation in [2, Proposition 4.1.2], that is, just represent tangent vectors by velocities of curves and then everything follows in a straightforward manner. ■

Think of \((\nu, \alpha)\) as the candidates for the infinitesimal gauge transformations, for which we wrote \((\delta_\varepsilon \Phi, \delta_\varepsilon A)\) previously. But now we cannot assume canonical flat connections which is why the last result shows that we cannot view \((\nu, \alpha)\) as an element of \( \mathfrak{M}_E(M; N) \) in general, thus, we changed the notation to \((\nu, \alpha)\) for now. So, we do not have any canonical horizontal distribution as in the previous classical situation, and therefore let us study the vertical structure first.

Recall that a **vertical bundle** for fibre bundles \( F \xrightarrow{\pi} N \) (as e.g. introduced in [3, §5.1.1, for principal bundles, but it is straightforward to extend the definitions]), which is defined as a subbundle \( VF \) of the tangent bundle \( TF \to F \) given as the kernel of \( D\pi : TF \to TN \). The fibres \( V_e F \) of \( F \) at \( e \in F \) are then given by

\[ V_e F = T_e F_p, \]

where \( p := \pi(e) \in N \) and \( F_p \) is the fibre of \( F \) at \( p \). Now consider a vector bundle \( E \xrightarrow{\pi} N \), then \( V_e E = T_e E_p \cong E_p \) because the fibres are vector spaces.

**Proposition 5.5: Vertical bundle of \( \mathfrak{M}_E(M; N) \)**

Let \( M, N \) be two smooth manifolds and \( E \xrightarrow{\pi} N \) a Lie algebroid. Then the vertical bundle of \( \mathfrak{M}_E(M; N) \), viewed as a fibration over \( C^\infty(M; N) \), is given by

\[
V_{(\Phi, A)}(\mathfrak{M}_E(M; N)) \cong \left\{ (\nu, \alpha) \mid \nu = 0 \in \Gamma(\Phi^*TN), \, \alpha \in \Omega^1(M; \Phi^*E) \right\} \cong \Omega^1(M; \Phi^*E).
\]  

(37)

**Proof of Prop. 5.5.**

We have the fibration \( \mathfrak{M}_E(M; N) \xrightarrow{\varpi} C^\infty(M; N) \), where \( \varpi(\Phi, A) := \Phi \) for all \((\Phi, A) \in \mathfrak{M}_E(M; N)\). Hence,

\[ D_{(\Phi, A)} \varpi(\nu, \alpha) = \nu \]

for all \((\nu, \alpha) \in T_{(\Phi, A)} \mathfrak{M}_E(M; N)\). The kernel of \( D \varpi \) at \((\Phi, A) \in \mathfrak{M}_E(M; N)\) is then given by

\[ \text{Ker}(D_{(\Phi, A)} \varpi) = \left\{ (\nu, \alpha) \in T_{(\Phi, A)} \mathfrak{M}_E(M; N) \mid \nu = 0 \right\}. \]
5 GENERALISATION

By Prop. 5.2, we then know that \( a \) has values in the vertical bundle \( VE \), that is, for \( a_p(Y_p) \in T_{A_p(Y_p)}E \) \((p \in M, Y \in \mathfrak{X}(M))\) we have

\[
D_{A_p(Y_p)}(\pi(a_p(Y_p))) = 0 \iff a_p(Y_p) \in V_{A_p(Y_p)}E \cong E_{\Phi(p)}.
\]

Thus, we can view \( a \) equivalently as an element of \( \Omega^1(M; \Phi^*E) \), so,

\[
V_{(\Phi, A)}\mathfrak{M}_E(M; N) \cong \{(v, a) \mid v = 0 \in \Gamma(\Phi^*TN), \ a \in \Omega^1(M; \Phi^*E)\} \cong \Omega^1(M; \Phi^*E).
\]

Thinking again of \((v, a)\) as \((\delta_\varepsilon \Phi, \delta_\varepsilon A)\), we see that we can in general not expect that \( \delta_\varepsilon A \) is in the same vector space as \( A \) since \( \delta_\varepsilon \Phi \) will be in general nonzero in physical settings; \( \delta_\varepsilon A \) is still vertical but with offset given by \( \delta_\varepsilon \Phi \) by Prop. 5.2 and Remark 5.4.

Now we need to define at what type of functionals we are going to look at. One key step is to look at \( M \times \mathfrak{M}_E(M; N) \) as we did in Def. 4.4 and afterwards.

**Definition 5.6: Evaluation map of \( M \times \mathfrak{M}_E \)**

Let \( M, N \) be manifolds, and \( E \to N \) a Lie algebroid over \( N \). Then we define the evaluation map \( \text{ev} \) by

\[
M \times \mathfrak{M}_E(M; N) \to N \quad (\Phi, A) \mapsto \text{ev}(p, \Phi, A) := \Phi(p)
\]

for all \( p \in M \) and \((\Phi, A) \in \mathfrak{M}_E \).

**Definition 5.7: Space of functionals in gauge theory**

Let \( M, N \) be two smooth manifolds, \( E \to N \) a Lie algebroid, and \( V \to N \) a vector bundle. Then the space of functionals \( \mathcal{F}_E^k(M; *V) \) \((k \in \mathbb{N}_0)\) is defined as

\[
\mathcal{F}_E^k(M; *V) := \Omega^{k,0}(M \times \mathfrak{M}_E(M; N); ev^*V).
\]

If \( V = N \times \mathbb{R} \) is the trivial line bundle over \( N \), then we just write \( \mathcal{F}_E^k(M) \) instead of \( \mathcal{F}_E^k(M; *V) \). 

**Remarks 5.8.**

As previously, we often write for \( L \in \mathcal{F}_E^k(M; *V) \)

\[
\mathfrak{M}_E \ni (\Phi, A) \mapsto L(\Phi, A) := L|_{M \times \{\Phi, A\}} \in \Omega^k(M; \Phi^*V)
\]

especially when we do not evaluate at \( p \in M \). Observe that \( L \) acts non-trivially only on \( TM \).
Example 5.9: Projection onto the field of gauge bosons

We have an important and trivial functional \( \varpi_2 \in \mathcal{F}^1_E(M; \ast E) \) given as the projection onto the field of gauge bosons, that is

\[
\varpi_2(\Phi, A) := A
\]

for all \((\Phi, A) \in \mathcal{M}_E\).

Example 5.10: Tangent map, total differential as functional

Also the total differential \( D \) can be viewed as a functional. That is \( D \in \mathcal{F}^1_E(M; \ast TN) \) by

\[
D(\Phi, A) := D\Phi \in \Omega^1(M; \Phi^*TN).
\]

Hence, when we just write \( D \), then we mean precisely this functional.

We have \( T(M \times \mathcal{M}_E) \cong \pi_1^*TM \oplus \pi_2^*T\mathcal{M}_E \), where \( \pi_1 \) and \( \pi_2 \) are the projections onto the first and second factor in \( M \times \mathcal{M}_E \), respectively. If we speak for example about \( T^*M \) or sections thereof, \( X(M) \), then we mean their canonical embedding as a subalgebra of \( \mathcal{X}(M \times \mathcal{M}_E) \); so, \( X \in \mathcal{X}(M) \) is also viewed as an element of \( \mathcal{X}(M \times \mathcal{M}_E) \) but constant along \( \mathcal{M}_E \). For vector bundle morphisms defined on \( T(M \times \mathcal{M}_E) \) we then also mean that forms restricted onto \( T^*M \) extend to maps acting on \( X(M) \).

Remark 5.11: Notions on \( \mathcal{F}^k_E \) and further pullbacks with \( ev \)

By Def. 5.7, we recover typical notions on the space of functionals, notions like wedge products, Def. 2.1 and contractions etc. by restricting notions on \( \Omega^*(M \times \mathcal{M}_E) \) and \( \Omega^*(M \times \mathcal{M}_E; ev^*V) \) to \( \Omega^0(M \times \mathcal{M}_E) \) and \( \Omega^0(M \times \mathcal{M}_E; ev^*V) \), respectively, where \( V \) is a vector bundle over \( N \). Hence, we will not need to define all those notions in that setting, and, especially, \( \Gamma(ev^*V) \) is therefore generated by elements of the form \( ev^*v \), where \( v \in \Gamma(V) \).

Now assume we have a vector bundle connection \( \nabla \) on \( V \), then \( ev^*\nabla \) is a connection on \( ev^*V \). We want to restrict the exterior covariant derivative related to that connection just to vector fields on \( M \). Observe for all \( X \in \mathcal{X}(M) \subset \mathcal{X}(M \times \mathcal{M}_E) \), with flow \( \gamma \) in \( M \) through a \( p \in M \), \((t, p) \mapsto \gamma_t(p) \) (\( t \in I \) for some open interval \( I \) in \( \mathbb{R} \) containing 0),

\[
D_{(p, \Phi, A)} ev(X) = \left. \frac{d}{dt} \right|_{t=0} (ev \circ (\gamma(p), \Phi, A)) = \left. \frac{d}{dt} \right|_{t=0} ((\Phi \circ \gamma)(p)) = D_p \Phi(X)
\]

for all \((p, \Phi, A) \in M \times \mathcal{M}_E \), where \((\gamma(p), \Phi, A)\) is the flow of \( X \in \mathcal{X}(M) \) at \((p, \Phi, A)\), viewed as an element of \( \mathcal{X}(M \times \mathcal{M}_E) \). So, the pushforward of \( X \) with \( ev \) at \((\Phi, A)\) is the same as the pushforward of \( X \) with \( \Phi \), thus

\[
(ev^*\nabla)_{X_{(p, \Phi, A)}} = (\Phi^*\nabla)_{X_p}
\]

for all \((p, \Phi, A)\), viewing \( X \) as an element of \( \mathcal{X}(M \times \mathcal{M}_E) \) on the left hand side and as an
element of $\mathcal{X}(M)$ on the right hand side. Hence, we then also have

$$((ev^*\nabla)_{\mathcal{X}}v)_{(p,\Phi,A)} = \left((\Phi^*\nabla)p,\mathcal{X}_{v}(\Phi,A)\right)_p$$

for all $v \in \Gamma(ev^*V)$, since $X$ does not differentiate along $\mathfrak{M}_E$, and viewing $v|_{(\Phi,A)} := p \mapsto v|_{(p,\Phi,A)}$ as an element of $\Gamma(\Phi^*V)$ on the right hand side. Therefore this naturally leads on one hand to an exterior covariant derivative on the space of functionals by restricting $ev^*\nabla$ to $T_M$ because then the exterior covariant derivative of $(ev^*\nabla)|_{T_M}$ clearly restricts to $\mathcal{F}_E^0(M;*V)$, and on the other hand

$$\left(d^{(ev^*\nabla)|_{T_M}} L\right)_{(\Phi,A)} = d\Phi^*\nabla \left(L(\Phi,A)\right),$$

also recall Remark 5.8.

Similarly, one shows for the pullback $ev^!\omega$ of forms $\omega \in \Omega^k(N;V)$ that

$$\left(ev^!\omega\right)_{(p,\Phi,A)}(X_1,\ldots,X_k) = \left(\Phi^!\omega\right)_{|p}(X_1,\ldots,X_k)$$

for all $X_1,\ldots,X_k \in \mathcal{X}(M)$. Hence, also the ev-pullback of forms restricts to a $\Phi$-pull back of forms when fixing $(\Phi,A)$ and just evaluating at vector fields along $M$.

Therefore we define pullback functionals as in the following definition.

**Definition 5.12: Pullbacks as functionals**

Let $M,N$ be smooth manifolds, $E \to N$ a Lie algebroid, and $V \to N$ a vector bundle. For all $\omega \in \Gamma(V)$ we define its pullback functional $^*v$ as an element of $\mathcal{F}_E^0(M;*V)$ by

$$^*v := ev^*v. \quad (43)$$

For a vector bundle connection $\nabla$ on $V$ we define the pullback connection $^*\nabla$ (to functionals) by

$$^*\nabla := (ev^*\nabla)|_{T_M}. \quad (44)$$

Its induced exterior covariant derivative $d^*\nabla$ we view as an exterior covariant derivative on the space of functionals, especially

$$d^*\nabla : \mathcal{F}_E^k(M;*V) \to \mathcal{F}_E^{k+1}(M;*V) \quad (45)$$

for all $k \in \mathbb{N}_0$.

For all $\omega \in \Omega^k(N;V)$ ($k \in \mathbb{N}_0$) we define similarly its form-pullback functional $^!\omega$ as an element of $\mathcal{F}_E^k(M;*V)$ by

$$^!\omega := \left(ev^!\omega\right)_{\wedge^k_{T_M}}. \quad (46)$$
5 GENERALISATION

Remark 5.13
Observe that
\[(^*v)(\Phi, A)|_p := (ev^*v)_{(p, \Phi, A)} = \Phi^*v|_p\]
for all \((p, \Phi, A) \in M \times \mathfrak{M}_E\). Especially, \((^*v)(\Phi, A) = \Phi^*v\), similarly to what we already pointed out for \(\mathfrak{I}w\) and \(*\nabla\) in Remark 5.11. By construction, and as argued in Rem. 5.11, we also get
\[
\left( d^*\nabla L \right)(\Phi, A) = d^{\Phi^*\nabla}(L(\Phi, A))
\]
for all \(L \in \mathcal{F}_E^k(M; *V)\) \((k \in \mathbb{N}_0)\) and \((\Phi, A) \in \mathfrak{M}_E(M; N)\). We can also locally write, using a frame \((e_a)_a\) of \(V\),
\[
L = L^a \otimes e_a,
\]
using that \(ev\)-pullbacks generate \(\Gamma(ev^*V)\), where \(L^a \in \mathcal{F}_E^k(M) = \Omega^{k,0}(M \times \mathfrak{M}_E)\) (restriction on open neighbourhood omitted).

The first calculation of Remark 5.11 also shows that we have
\[
D = Dev|_{TM}
\]
as functionals, where we view \(Dev|_{TM}\) as an element of \(\mathcal{F}_E^1(M; ^*TN)\) given by Eq. (42). This implies that we can apply Eq. (4), that is,
\[
\mathfrak{I}\omega = \left( ev\mathfrak{I}\omega \right)|_{A^k \wedge TM} = \frac{1}{k!} \left( ev^*\omega \right)(Dev|_{TM} \wedge \ldots \wedge Dev|_{TM}) = \frac{1}{k!} (\omega)(D \wedge \ldots \wedge D)
\]
for all \(\omega \in \Omega^k(N; V)\) \((k \in \mathbb{N}_0)\). We are going to use this very often by just giving reference to Eq. (4).

Example 5.14: Anchor as functional
Recall Ex. 5.9; the anchor gives also rise to a functional, especially needed for the minimal coupling. \((^*\rho)(\varpi_2)\) is a functional in \(\mathcal{F}_E^1(M; ^*TN)\), that is
\[
((^*\rho)(\varpi_2))(\Phi, A) = (\Phi^*\rho)(A)
\]
for all \((\Phi, A) \in \mathfrak{M}_E(M; N)\).

5.1 Infinitesimal gauge transformations
Let us now turn to the definition of the infinitesimal gauge transformation in this general setting, and it will be mostly a straightforward generalisation of Section 4.
5 GENERALISATION

5.1.1 Infinitesimal gauge transformation of the Higgs field

Let us now make the first step towards the set of vector fields inducing the derivation of infinitesimal gauge transformations. In order to allow any type of connection we assume for now another Lie algebroid $B$ where the connection will later be inherited from, $B$ may or may not be the same as $E$.

**Definition 5.15: Vector fields along Lie algebroid paths**

Let $M, N$ be two smooth manifolds and $(E, ρ_E, [, ·]_E)$, $(B, ρ_B, [, ·]_B)$ two Lie algebroids over $N$. For $(Φ, A) ∈ Μ_E(M; N)$ we define $T^B_{(Φ, A)}Μ_E(M; N)$ as a subspace of $T_{(Φ, A)}Μ_E(M; N)$ by

$$T^B_{(Φ, A)}Μ_E(M; N) := \{ (v, a) ∈ T_{(Φ, A)}Μ_E(M; N) \mid \exists ε ∈ Γ(Φ^*B) : v = (Φ^*ρ_B)(ε) \}. \tag{50}$$

The set of sections with values in these subspaces, called the set of vector fields along $B$-paths, is denoted by $Χ^B(Μ_E(M; N))$.

**Remarks 5.16.**

As images of the pullback of the anchor, it is clear that $T^B_{(Φ, A)}Μ_E(M; N)$ and $Χ^B(Μ_E(M; N))$ are subspaces of $T_{(Φ, A)}Μ_E(M; N)$ and $Χ(Μ_E(M; N))$, respectively.

For all $Ψ ∈ Χ^B(Μ)$ there is by definition then an $ε ∈ Φ_E^*(M; *B) = Γ(εv^*B)$ such that

$$Ψ = (−(ρ_B)(ε), a) \tag{51}$$

where $((ρ_B)(ε)$ is an element of $Φ_E^*(M; *T,N)$ given by $Μ_E(M; N) ⊃ (Φ, A) ↦ (Φ^*ρ_B)(ε(Φ, A))$, and $a$ is a map defined on $Μ_E(M; N)$ such that $Ψ_{|Φ, A}$ is a tangent vector for all $(Φ, A) ∈ Μ_E(M; N)$ as characterized in Prop. 5.2. We will study $a$ in more detail later, but now it will not be important. We will write $Ψ = Ψ_ε$ to emphasize the relationship with an $ε ∈ Φ_E^*(M; *B)$. For a given $ε$ there can be several $Ψ_ε$ as long as we do not fix $a$. Moreover, since $ε ∈ Φ_E^*(M; *B)$ we cannot expect in general that $Χ^B(Μ_E(M; N))$ is a subalgebra of $Χ(Μ_E(M; N))$. One may be able to show that if just allowing $ε = *b$ ($b ∈ Γ(B)$), but since those more general $ε$ can have very general dependencies on $(Φ, A) ∈ Μ_E(M; N)$ one cannot expect a sub-algebraic behaviour at this point. We will come back to this after we will have defined the infinitesimal gauge transformation for the field of gauge bosons.

By construction, the flows of those vector fields carry the structure of what is called a Lie algebroid path; we will not need this notion in this paper, and hence we are not going to show this property of the flows. If you are interested into that, then see [2, Corollary 4.3.3]. Hence, the name of these vector fields.

As before there is a relationship similar to Cor. 3.9, which summarizes the whole motivation of our construction; also recall Remark 3.10.
Corollary 5.17: Infinitesimal gauge transformation as condition for allowing pullbacks

Let \( M, N \) be two smooth manifolds and \((E, \rho_E, [\cdot, \cdot]_E), (B, \rho_B, [\cdot, \cdot]_B)\) two Lie algebroids over \( N \), and \( \varepsilon \in \mathcal{F}^0_E(M; *B) \). Then \( \Psi \in \mathfrak{X}(\mathfrak{M}_E(M; N)) \) is an element of \( \mathfrak{X}^B(\mathfrak{M}_E(M; N)) \) if and only if there is an \( \varepsilon \in \mathcal{F}^0_E(M; *B) \) such that the following diagram commutes

\[
\begin{array}{ccc}
M \times \mathfrak{M}_E(M; N) & \xrightarrow{-\varepsilon} & B \\
\downarrow{(0, \Psi)} & & \downarrow{\rho_B} \\
T(M \times \mathfrak{M}_E(M; N)) & \xrightarrow{\text{Dev}} & TN
\end{array}
\]

that is

\[
\text{Dev} \circ (0, \Psi) = -\rho_B \circ \varepsilon,
\]

(52)

where \( (0, \Psi) \in \mathfrak{X}(M) \times \mathfrak{X}(\mathfrak{M}_E(M; N)) \) is the canonical embedding of \( \Psi \) as a vector field on \( M \times \mathfrak{M}_E(M; N) \).

Proof.
The same fashion as for Cor. 4.5, \( i.e. \) we can derive \( \text{Dev} \circ (0, \Psi) = \Psi(\Phi) \), if writing \( \Psi = (\Psi(\Phi), \Psi(A)) \). Then \( \Psi \in \mathfrak{X}(\mathfrak{M}_E(M; N)) \) if and only if \( \text{Dev} \circ (0, \Psi) = \Psi(\Phi) = -\rho_B \circ \varepsilon \) for an \( \varepsilon \in \mathcal{F}^0_E(M; *B) \).

Similar to before, we define the first component of vector fields along \( B \)-paths as the infinitesimal gauge transformation of the Higgs field.

Definition 5.18: Infinitesimal gauge transformation of \( \Phi \)

Let \( M, N \) be two smooth manifolds, \((E, \rho_E, [\cdot, \cdot]_E), (B, \rho_B, [\cdot, \cdot]_B)\) two Lie algebroids over \( N \), and \( \varepsilon \in \mathcal{F}^0_E(M; *B) \). For a \( (\Phi, A) \in \mathfrak{M}_E(M; N) \) we define the infinitesimal gauge transformation \( \delta^B_{\varepsilon(\Phi, A)} \Phi \) of \( \Phi \) along \( \varepsilon(\Phi, A) \) as an element of \( \Gamma(\Phi^*TN) \) by

\[
\delta^B_{\varepsilon(\Phi, A)} \Phi := (-(*\rho_B)(\varepsilon))(\Phi, A) = -(*\rho_B)(\varepsilon(\Phi, A)),
\]

(53)

shortly denoted as \( \delta^B_{\varepsilon} \Phi := -(*\rho_B)(\varepsilon) \in \mathcal{F}^0_E(M; *TN) \).

In the case of \( E = B \) we just write \( \delta_{\varepsilon} \Phi := -(*\rho)(\varepsilon) \).

Remarks 5.19.
As already mentioned in Remark 4.6, Eq. (53) is also a generalization of a similar equation for a gauge transformation given in [1, paragraph before Equation (10); we have a different sign in \( \varepsilon \)], and it generalizes Def. 4.2.

That immediately leads to:
Proposition 5.20: Parametrised variations of functionals

Let $M, N$ be two smooth manifolds, $(E, \rho_E, [\cdot, \cdot]_E)$, $(B, \rho_B, [\cdot, \cdot]_B)$ two Lie algebroids over $N$, $V \to N$ a vector bundle, $B\nabla$ a $B$-connection on $V$, and $\Psi_\varepsilon \in \mathfrak{X}^B(\mathfrak{M}_E(M; N))$ for $\varepsilon \in \mathcal{F}_E^0(M; ^*B)$. Then there is a unique $\mathbb{R}$-linear map $\delta_{\Psi_\varepsilon} : \mathcal{F}_E^\bullet(M; ^*V) \to \mathcal{F}_E^\bullet(M; ^*V)$ with

$$\delta_{\Psi_\varepsilon}(^*v) = -^*(B\nabla_\varepsilon v), \quad (54)$$

$$\iota_Y \delta_{\Psi_\varepsilon} = \delta_{\Psi_\varepsilon} \iota_Y \quad (55)$$

$$\delta_{\Psi_\varepsilon}(f \wedge L) = \mathcal{L}_{\Psi_\varepsilon}(f) \wedge L + f \wedge \delta_{\Psi_\varepsilon}(L), \quad (56)$$

for all $Y \in \mathfrak{X}(M)$, $v \in \Gamma(V)$, $L \in \mathcal{F}_E^k(M; ^*V)$, and $f \in \mathcal{F}_E^m(M)$ ($k, m \in \mathbb{N}_0$), where $\mathcal{F}_E^\bullet(M; ^*V) := \bigoplus_{l \in \mathbb{N}_0} \mathcal{F}_E^l(M; ^*V)$ while $\delta_{\Psi_\varepsilon}$ keeps a given degree invariant.

Remarks 5.21.

Since the notation of $\delta_{\Psi_\varepsilon}$ does not emphasize the used connection, we will often roughly write:

For the functional space $\mathcal{F}_E^\bullet(M; ^*V)$ let $\delta_{\Psi_\varepsilon}$ be the unique operator of Prop. 5.20, using $B\nabla$ as a $B$-connection on $V$, where $\bullet$ denotes an arbitrary degree.

Proof of Prop. 5.20.

That is a trivial consequence of Cor. 5.17 and Cor. 3.9, that is, we have a unique $\mathbb{R}$-linear operator $\delta_{\Psi_\varepsilon} : \mathcal{F}_E^0(M; ^*V) \to \mathcal{F}_E^0(M; ^*V)$ such that

$$\delta_{\Psi_\varepsilon}(hs) = \mathcal{L}_{\Psi_\varepsilon}(h) \ s + h \ \delta_{\Psi_\varepsilon}s,$$

$$\delta_{\Psi_\varepsilon}(^*v) = -^*(B\nabla_\varepsilon v) \quad (54)$$

for all $s \in \Gamma(ev^*V) = \mathcal{F}_E^0(M; ^*V)$, $h \in C^\infty(M \times \mathfrak{M}_E)$, and $v \in \Gamma(V)$. Eq. (55) and linearity uniquely extends this operator to $\mathcal{F}_E^\bullet(M; ^*V)$, that is,

$$(\delta_{\Psi_\varepsilon}L)(Y_1, \ldots, Y_k) := \delta_{\Psi_\varepsilon}(L(Y_1, \ldots, Y_k))$$

for all $L \in \mathcal{F}_E^k(M; ^*V)$ and $Y_1, \ldots, Y_k \in \mathfrak{X}(M)$; similar to Def. 4.7 this is well-defined (recall also the remark after Def. 4.7). Hence, this definition is not in violation with the desired Leibniz rule. The Leibniz rule in Eq. (56) then just follows by this and the Leibniz rule inherited by Cor. 3.9.

Remarks 5.22.

- Given by Remark 3.11, for $V = N \times \mathbb{R}$ we always take the canonical flat $B$-connection, i.e. the canonical flat vector bundle connection $\nabla^0 = d$ and then $B\nabla := \nabla^0_{\rho_B}$ such that

$$\delta_{\Psi_\varepsilon} = \mathcal{L}_{\Psi_\varepsilon}.$$
Thus,
\[ \delta \Psi_e d = d \mathcal{L}_\Psi e = d \delta \Psi_e, \]  
(57)
since coordinates on \( \mathfrak{M}_E(M; N) \) and \( M \) are independent, where \( d \) is the de-Rham differential on the factor \( M \). The Leibniz rule for \( \delta \Psi_e \) can be then rewritten to
\[ \delta \Psi_e (f \wedge L) = \delta \Psi_e (f) \wedge L + f \wedge \delta \Psi_e (L). \]  
(58)

- For dual bundles \( V^* \) we canonically take the dual connection to \( B^\nabla \) in order to have Leibniz rules as usual. That also means the following (still keeping the same notation): Let \( L \in \mathcal{F}_E^k(M; *V) \) and \( T \in \mathcal{F}_E^0(M; *(V^*)) \), then in a frame \( (e_a)_a \) of \( V \) and \( (f^a)_a \) of \( V^* \), we locally write \( L = L^a \otimes^* e_a \) and \( T = T_b \cdot^* f^b \), where \( L^a \in \mathcal{F}_E^k(M) \) and \( T_b \in \mathcal{F}_E^0(M) \). Then with these conventions, including the previous bullet point,
\[ \delta \Psi_e (T(L)) = \delta \Psi_e (T_a L^a) = \mathcal{L}_\Psi (T_a) L^a + T_a \mathcal{L}_\Psi (L^a), \]  
(59)
hence, one achieves an independence of the chosen \( B^\nabla \) as expected and similar to vector bundle connections. The connections only get important in explicit calculations when applying the Leibniz rule as in
\[ \delta \Psi_e (T(L)) = (\delta \Psi_e T)(L) + T(\delta \Psi_e L), \]
which can be trivially proven since we took a dual connection. The result would not change of course.

This recovers the classical idea of infinitesimal gauge transformation, \( i.e. \) it is a Lie derivative of components with respect to flat connections; also recall Thm. 4.9.

Theorem 5.23: Parametrised variations in the flat case

Let \( M, N \) be two smooth manifolds, \((E, \rho_E, [\cdot, \cdot]_E)\), \((B, \rho_B, [\cdot, \cdot]_B)\) two Lie algebroids over \( N \), and \( V \to N \) a trivial vector bundle. Also let \( \nabla \) be the canonical flat connection of \( V \), \( \Psi \in \mathcal{X}^B(\mathfrak{M}_E(M; N)) \) for an \( \varepsilon \in \mathcal{F}_E^0(M; *B) \) and for \( \mathcal{F}_E^0(M; *V) \) let \( \delta \Psi_e \) be the unique operator of Prop. 5.20, using \( B^\nabla := \nabla_{\rho_B} \) as a \( B \)-connection on \( V \).

Then we have
\[ \delta \Psi_e L = (\mathcal{L}_\Psi_e L^a) \otimes^* e_a \]  
(60)
for all \( L \in \mathcal{F}_E^0(M; *V) \), where \( (e_a)_a \) is a global constant frame of \( V \).

Proof.

That is basically the same proof as in Thm. 4.9. Take a global constant frame \( (e_a)_a \) of \( V \), then
\[ \nabla e_a = 0, \]
4The definition of a dual Lie algebroid connection is as usual.
and therefore
\[(\Phi^*\nabla)(\Phi^*e_a) = \Phi^!(\nabla e_a) = 0\]
for all \(\Phi \in C^\infty(M; N)\). Hence, \((\star \nabla)(\star e_a) = \nabla e_a \equiv 0\), such that, using the Leibniz rule,
\[\delta_{\Psi_\varepsilon} L = (\mathcal{L}_{\Psi_\varepsilon} L^a) \otimes \star e_a.\] 

### 5.1.2 Infinitesimal gauge transformation of the field of gauge bosons

As argued before, we can write \(\Psi_\varepsilon = (- (\star \rho_B)(\varepsilon), a)\) (Eq. (51)), and we want to identify its first and second component as the gauge transformation of \(\Phi\) and \(A\), respectively. Right now \(a\) is just fixed by Prop. 5.2 such that it is very arbitrary; as in the standard setting of gauge theory, we want to fix it now.

One of the arguments in the standard formulation is given by looking at the transformation of the minimal coupling; we will do the same. Let us recall what that argument was: Again, let \(N = W\) be a vector space, and \(E = N \times g\) an action Lie algebroid associated to a Lie algebra \(g\) whose Lie algebra action is induced by a Lie algebra representation \(\psi : g \to \text{End}(W)\). Then, for an \(\epsilon \in C^\infty(M; g)\), we have the infinitesimal gauge transformation \(\delta_\epsilon \Phi = \psi(\epsilon)(\Phi)\) for all \(\Phi \in C^\infty(M; g)\); recall Def. 4.2. The minimal coupling \(\mathcal{D}\) is then defined by \(\mathcal{D}(\Phi, A) := D^A \Phi := d\Phi + \psi(A)(\Phi)\), where \(A \in \Omega^1(M; g)\); as reference see e.g. [3, Definition 5.9.3; page 292; Definition 7.5.5 et seq.; page 426]. The (infinitesimal) gauge transformation of \(A\) is then chosen in such a way that it is an element of \(\Omega^1(M; g)\), and such that one gets for the infinitesimal gauge transformation of the minimal coupling
\[(\delta_\epsilon \mathcal{D})(\Phi, A) = \psi(\epsilon)\left(D^A \Phi\right)\] 
among the category of gauge theories. In order to do something similar, we need two ingredients: The definition of the minimal coupling in our general setting, and the basic connection. Let us start with the former.

---

**Definition 5.24: Minimal coupling, [1, Eq. (3), \(\Phi\) is denoted as \(X\) there]**

Let \(M, N\) be smooth manifolds and \(E \to N\) a Lie algebroid. Then we define the **minimal coupling** \(\mathcal{D}\) as an element of \(\mathcal{F}_E^1(M; \star TN)\) by
\[\mathcal{D} := D - (\star \rho)(\omega_2).\] 

We also write
\[D^A \Phi := \mathcal{D}(\Phi, A) = D\Phi - (\Phi^* \rho)(A),\]
for all \(\Phi \in C^\infty(M; N)\) and \(A \in \Omega^1(M; \Phi^* E)\), and we say that \(\Phi\) is **minimally coupled** to \(A\).
Remarks 5.25.

Restricting this to the standard situation gives back the standard definition: Assume \( N = W \) where \( W \) is a vector space, \( E = W \times g \) an action Lie algebroid over \( W \), whose action is induced by a Lie algebra representation \( \psi : g \to \text{End}(W) \). Then the minimal coupling is

\[
\mathcal{D}^A\Phi \bigg|_p = d_p\Phi^\alpha \otimes \Phi^*\partial_\alpha|_p + \psi(A_p(Y))(\Phi(p))
\]
for all \((p,\Phi,A) \in M \times \mathfrak{M}_E(M;W) \) and \( Y \in T_pM \), where we use some global coordinates \((\partial_\alpha)_\alpha\) of \( W \) itself, especially, \( v_\alpha = \partial_\alpha \) for some basis \((v_\alpha)_\alpha\) on \( W \). Then the first summand is clearly \( d\Phi^\alpha \otimes \Phi^*\partial_\alpha = \iota(d\Phi) \) (the bookkeeping trick with respect to a fixed point \((\Phi,A)\)). Hence, also here we arrive at the classical definition.

In order to study the infinitesimal gauge transformation of \( \mathcal{D} \) we need to fix a Lie algebroid connection on \( TN \) because we want to use Prop. 5.20; we will use the basic connection.

**Definition 5.26: Basic connection, [9, Definition 2.9]**

Let \( E \to N \) be a Lie algebroid over a smooth manifold \( N \), and let \( \nabla \) be a vector bundle connection on \( E \). We then define the **basic connection (induced by \( \nabla \))** as a pair of \( E \)-connections, one on \( E \) itself and the other one on \( T N \), both denoted by \( \nabla^{\text{bas}} \).

1. **(Basic \( E \)-connection on \( E \))**

   The basic connection on \( E \) is defined as the conjugate of \( \nabla_\rho \), that is,

   \[
   \nabla^{\text{bas}}_\mu \nu := [\mu,\nu]|_E + \nabla_\rho(\nu)\mu
   \]

   for all \( \mu,\nu \in \Gamma(E) \)

2. **(Basic \( E \)-connection on \( T N \))**

   The basic connection on \( T N \) is defined by

   \[
   \nabla^{\text{bas}}_\mu X := [\rho(\mu),X] + \rho(\nabla_X\mu)
   \]

   for all \( \mu \in \Gamma(E) \) and \( X \in \mathfrak{X}(N) \)

Remarks 5.27.

In the following we often just write of the "basic connection" or \( \nabla^{\text{bas}} \), while we then always mean both connections. It should be clear by context which of both connections we mean then. Similar for its curvature \( R^{\text{bas}} \); but the torsion \( t^{\text{bas}} \) will only denote the torsion for the basic connection on \( E \) since only on \( E \) the torsion is formulated.

It is also trivial to see that we have

\[
\rho \circ \nabla^{\text{bas}} = \nabla^{\text{bas}} \circ \rho.
\]
It would exceed to discuss the basic connection here in full details; see for example [9], or [1] and [2] if you are interested into its relations with gauge theory, although you will see some relations in the following.

We especially also need its related notion of the basic curvature; not to be confused with the curvature of the basic connection.

\textbf{Definition 5.28: Basic curvature, [9, Definition 2.10]}

Let \( E \to N \) be a Lie algebroid over a smooth manifold \( N \), and let \( \nabla \) be a connection on \( E \). The basic curvature \( R_{\nabla}^{\text{bas}} \) is then defined as an element of \( \Gamma\left( \bigwedge^2 E^\ast \otimes T^*N \otimes E \right) \) by

\[
R_{\nabla}^{\text{bas}}(\mu,\nu)X := \nabla_X([\mu,\nu]_E) - [\nabla_X\mu,\nu]_E - [\mu,\nabla_X\nu]_E - \nabla_{\nabla_{\text{bas}}^X\mu}\nu + \nabla_{\nabla_{\text{bas}}^X\nu}\mu, \tag{67}
\]

where \( \mu, \nu \in \Gamma(E) \) and \( X \in \mathfrak{X}(N) \).

\textbf{Remarks 5.29.}

- It is a straight-forward task to check that the basic curvature is a tensor; see also the mentioned references.

- Although this paper will not explain certain aspects of the basic curvature, we want to cite several important relations. As stated in [9] one may think of this as \( \nabla_X([\mu,\nu]_E) - [\nabla_X\mu,\nu]_E - [\mu,\nabla_X\nu]_E \) which is a measure of the derivation property of \( \nabla \) w.r.t. \( [\cdot,\cdot]_E \), but corrected in such a way that it is tensoriel in all arguments. For a zero anchor the basic curvature would be equivalent to \( \nabla_X([\mu,\nu]_E) - [\nabla_X\mu,\nu]_E - [\mu,\nabla_X\nu]_E \) since then the basic connection on \( TN \) is identically zero.

- As one can also check by straight-forward calculation, one can show

1. The curvature of \( \nabla^{\text{bas}} \) on \( E \) is equal to \( -R_{\nabla}^{\text{bas}}(\cdot,\cdot) \circ \rho \),

2. The curvature of \( \nabla^{\text{bas}} \) on \( TN \) is equal to \( -\rho \circ R_{\nabla}^{\text{bas}} \),

see e.g. [9, Proposition 2.11]. Also,

\[
R_{\nabla}^{\text{bas}}(\mu,\nu)X = (\nabla_X t_{\nabla_{\text{bas}}}) (\mu,\nu) - R_{\nabla}(\rho(\mu), X)\nu + R_{\nabla}(\rho(\nu), X)\mu,
\]

see for example [1, Equation (9)] and [10, generalization of second statement of the first proposition in §4.6].

Let us go back to the discussion around Eq. (61). We want to use the basic connection as the Lie algebroid connection behind \( \delta_\varepsilon \), and we now do not assume a second Lie algebroid anymore as we did in the discussion around Prop. 5.20, hence, \( E = B \). We start with a reinterpretation of Eq. (61) in the context of Section 4.
Corollary 5.30: Gauge transformation of the minimal coupling in the standard framework

Let \( N = W \) be a vector space, \( E = N \times g \) be an action Lie algebroid of a Lie algebra \( g \) whose action is induced by a Lie algebra representation \( \psi : g \to \text{End}(W) \), \( E \) is also equipped with its canonical flat connection \( \nabla \). Also let \( \Psi_\varepsilon \in \mathfrak{X}^E(\mathcal{M}_E(M;N)) \) for an \( \varepsilon \in \mathcal{F}_E^0(M;\ast E) \) and for the functional space \( \mathcal{F}_E^0(M;\ast TN) \) let \( \delta_{\Psi_\varepsilon} \) be the unique operator of Prop. 5.20, using \( \nabla^{\text{bas}} \) as \( E \)-connection on \( TN \). Then we have

\[
(\delta_{\Psi_\varepsilon} \mathcal{D})(\Phi, A) = 0 \iff (\delta_{\Psi_\varepsilon} \mathcal{D}^\alpha)(\Phi, A) = \left(\psi(\varepsilon(\Phi, A))\left(\mathcal{D}^\alpha \Phi\right)\right)^\alpha
\]

(68)

for all \((\Phi, A) \in \mathcal{M}_E(M;N)\) and \( \alpha \in \{1, \ldots, \dim(W)\} \), where the components are with respect to global coordinate vector fields \((\partial_\alpha)_{\alpha}\) on \( W \), and where we used the canonical trivializations \( TW \cong W \times W \) and \( \Phi^*TW \cong M \times W \) such that \( \mathcal{D}^\alpha \Phi \) can be viewed as an element of \( \Omega^1(M;W) \).

**Proof.**

Let \((e_\alpha)_{\alpha}\) be a global and constant frame of \( E \) and \( \partial_\alpha \) coordinate vector fields on \( N \), then we can write \( \mathcal{D} = \mathcal{D}^\alpha \otimes \partial_\alpha \), and, thus, by the Leibniz rule and with \( \varepsilon := \varepsilon(\Phi, A) \)

\[
(\delta_{\Psi_\varepsilon} \mathcal{D}^\alpha)(\Phi, A) - (\delta_{\Psi_\varepsilon} (\mathcal{D}^\alpha))(\Phi, A)) = -\left(\left(\mathcal{D}^\alpha \Phi\right)^\beta \otimes (\delta_{\Psi_\varepsilon} (\varepsilon \partial_\beta))(\Phi, A)\right)^\alpha
\]

\[
= \delta_{\Psi_\varepsilon}(\mathcal{D}^\alpha) \otimes \partial_\alpha + \mathcal{D}^\alpha \otimes \delta_{\Psi_\varepsilon} (\varepsilon \partial_\alpha)
\]

\[\text{Prop. 5.20} \quad -\mathcal{D}^\alpha \otimes \Phi^* (\nabla^{\text{bas}} \partial_\beta)
\]

\[= \varepsilon^\alpha \Phi^* \left( -\partial_\beta \rho^\alpha_\alpha + \rho^\alpha_\beta \left( \nabla_{\partial_\beta} e_\alpha \right) \right) \left(\mathcal{D}^\alpha \Phi\right)^\beta
\]

(69)

for all \( \alpha \). Let us write \( \partial_\alpha = \partial / \partial w^\alpha \) for some coordinates \((w^\alpha)_{\alpha}\) on \( W \). Then by Eq. (25),

\[
-\partial_\beta \left[w \mapsto \rho^\alpha_\beta(w)\right] = -\partial_\beta \left[w \mapsto \gamma^\alpha_\beta(w)\right] = \partial_\beta \left[w \mapsto (\psi(e_\alpha)(w))^\alpha\right] = (\psi(e_\alpha))_{\beta}^\alpha
\]

(70)

for \( w \in W \), because the differential is then just the differential of a matrix vector-product \( W \ni w \mapsto \psi(e_\alpha)(w) \). Since \( \nabla \) is the canonical flat connection, constant sections are parallel, thus, we get in total

\[
(\delta_{\Psi_\varepsilon} \mathcal{D}^\alpha)(\Phi, A) - (\delta_{\Psi_\varepsilon} (\mathcal{D}^\alpha))(\Phi, A)) = \varepsilon^\alpha \Phi^* (\psi(e_\alpha))_{\beta}^\alpha \left(\mathcal{D}^\alpha \Phi\right)^\beta = \left(\psi(\varepsilon)\left(\mathcal{D}^\alpha \Phi\right)\right)^\alpha
\]

(71)

for all \( \alpha \), having \( \varepsilon \in C^\infty(M;g) \) and \( \mathcal{D}^\alpha \Phi \in \Omega^1(M;W) \). That shows that we have

\[
(\delta_{\Psi_\varepsilon} \mathcal{D}^\alpha)(\Phi, A) = \left(\psi(\varepsilon)\left(\mathcal{D}^\alpha \Phi\right)\right)^\alpha
\]

if and only if

\[
\delta_{\Psi_\varepsilon} \mathcal{D} = 0.
\]
The right equation in the Equivalence (68) describes precisely the components of the expected infinitesimal gauge transformation of the minimal coupling in the standard formulation of gauge theory, and it is no coincidence that this is equivalent to $\delta_{\Psi} D = 0$ if using the basic connection: The basic connection on $E$ and $TN$ can be seen as a generalization of the adjoint and Lie algebra representation $\psi$, respectively. See for example [1] or [2, Lemma 4.3.12].

Hence, when using the basic connection, we want that $\delta_{\Psi} D = 0$ such that we can recover the classical formula in sense of Cor. 5.30. To study this and later results we need several auxiliary results, recall also Ex. 5.9, 5.10 and 5.14.

Lemma 5.31: Several identities related to variations with the basic connection

Let $M, N$ be two smooth manifolds, $E \to N$ a Lie algebroid over $N$, $\nabla$ a connection on $E$, and $\Psi_\varepsilon \in \mathcal{X}(\mathcal{M}_E(M; N))$ for an $\varepsilon \in \mathcal{F}_E^0(M; * E)$. For both functional spaces, $\mathcal{F}_E^*(M; * E)$ and $\mathcal{F}_E^*(M; * TN)$, let $\delta_{\Psi_\varepsilon}$ be the unique operator of Prop. 5.20, using $\nabla_{bas}$ as $E$-connection on $E$ and $TN$, respectively. Then

$$
\delta_{\Psi_\varepsilon} D = -(\ast \rho)(\nabla \varepsilon),
$$

$$
\delta_{\Psi_\varepsilon}(\ast \rho) = 0,
$$

$$
\delta_{\Psi_\varepsilon}(\ast \rho)(\varpi_2) = (\ast \rho)(\delta_{\Psi_\varepsilon} \varpi_2),
$$

$$
\delta_{\Psi_\varepsilon}(\imath(\nabla \mu)) = -\left(\imath\left(\nabla_{\varepsilon}^{bas} \nabla \mu \right) + \ast \left(\nabla(\ast \rho)((\ast \varepsilon) \mu)\right)\right)
$$

for all $\mu \in \Gamma(E)$, where we view $\nabla \mu$ as an element of $\Omega^1(N; E)$.

Remarks 5.32.

Regarding the notation for Eq. (74), let us shortly write down what it is for each $(\Phi, A) \in \mathcal{M}_E(M; N)$,

$$
\left(\delta_{\Psi_\varepsilon}(\imath(\nabla \mu))\right)(\Phi, A) = -\left(\Phi^I \left(\nabla_{\varepsilon}^{bas} \nabla \mu \right) + \ast \left(\nabla(\ast \rho)((\ast \varepsilon) \mu)\right)\right)
$$

where $\varepsilon := \varepsilon(\Phi, A)$ and we view terms like $\nabla \mu$ as elements of $\Omega^1(N; E)$. When $\varepsilon = \ast \nu$ for a $\nu \in \Gamma(E)$, then $(\Phi^*(\nabla))(\Phi^* \nu) = \Phi^I(\nabla \nu)$ by definition of the pullback connection, so, $(\ast \nu)(\ast \nu) = \imath(\nabla \nu)$. Thus, we can then write

$$
\delta_{\Psi_{\ast \nu}} \imath(\nabla \mu) = -\imath\left(\nabla_{\nu}^{bas} \nabla \mu + \nabla_{\rho(\nabla \nu)} \mu\right).
$$

Proof for Lemma 5.31.

In the following $(e_a)_a$ denotes a local frame of $E$, and $\partial_a$ are local coordinate vector fields on $N$, and $(\Phi, A) \in \mathcal{M}_E(M; N)$. Regarding $\varepsilon \in \mathcal{F}_E^0(M; * E)$ we also write $\varepsilon := \varepsilon(\Phi, A)$.

$\bullet$ For Eq. (71) we write locally

$$
D \Phi = d \Phi^\alpha \otimes \Phi^* \partial_\alpha,
$$
where we view $(\Phi, A) \mapsto \Phi^\alpha$ as an element of $\mathcal{F}_E^0(M)$ (on an open subset of $M$), such that by $\delta_\varepsilon \Phi = -(*\rho)(\varepsilon)$, and by using $d\delta_\varepsilon = \delta_\varepsilon d$ and $\delta_\varepsilon = \mathcal{L}_\Phi$ on $\mathcal{F}_E^0(M)$ (recall the discussion around Eq. (57)),

$$(\delta_\varepsilon d[(\Phi, A) \mapsto \Phi^\alpha])(\Phi, A) = (d\mathcal{L}_\Phi[(\Phi, A) \mapsto \Phi^\alpha])(\Phi, A) = -d((\rho^\alpha_a \circ \Phi) \varepsilon^a)$$

then by Eq. (54) and the Leibniz rule of $\delta_\varepsilon$

$$(\delta_\varepsilon D)(\Phi, A) = -d((\rho^\alpha_a \circ \Phi) \varepsilon^a) \otimes \Phi^* \partial_\alpha - d\Phi^\alpha \otimes \varepsilon^a \Phi^*(\nabla_{\varepsilon} \partial_\alpha)$$

$$= -\left(\frac{d(\rho^\alpha_a \circ \Phi) \varepsilon^a + (\rho^\alpha_a \circ \Phi) d\varepsilon^a}{(\partial_\beta \rho^a \circ \Phi) d\Phi^\beta} - d\Phi^\alpha \otimes \varepsilon^a \Phi^* \left(\partial_\alpha \rho^a_\beta + \rho(\nabla_{\varepsilon_\alpha} e^a)\right)\right)$$

$$= -\rho^\alpha_a \circ \Phi \left(d\varepsilon^a \otimes \Phi^* \partial_\alpha - d\Phi^\beta \otimes \varepsilon^b \left(\omega^a_{\beta \gamma} \circ \Phi\right) \Phi^* \partial_\alpha\right)$$

$$= -\left(\rho^\alpha_a \circ \Phi\right)d\varepsilon^a + \varepsilon^b \left(\omega^a_{b \gamma} \circ \Phi\right) d\Phi^\beta \otimes \Phi^* \partial_\alpha$$

$$= -\left(\Phi^\alpha \rho\right)((\Phi^* \nabla_\varepsilon)\varepsilon).$$

- By Eq. 54,

$$\delta_\varepsilon(*\rho) = -*\left(\nabla_{\varepsilon} \rho\right),$$

and by $\rho \circ \nabla_{\text{bas}} = \nabla_{\text{bas}} \circ \rho$ we get

$$\left(\nabla_{\text{bas}} \rho\right)(\mu) = \nabla_{\text{bas}}(\rho(\mu)) - \rho\left(\nabla_{\text{bas}} \mu\right) = 0$$

for all $\mu \in \Gamma(E)$. Hence,

$$\delta_\varepsilon(*\rho) = 0.$$

- By the Leibniz rule and the previous result we also have

$$\delta_\varepsilon\left((\rho)(\varepsilon_2)\right) = (**\rho)(\varepsilon_2).$$

- We view terms like $\nabla_\mu$ as elements of $\Omega^1(N; E)$ for all $\mu \in \Gamma(E)$, $\mathcal{X}(N) \ni Y \mapsto (\nabla_\mu)(\mathcal{X}) = \nabla_\mathcal{X}\mu$, and therefore we can use the Leibniz rule on $^1(\nabla_\mu) = (**(\nabla_\mu))(D) = *(\nabla_{D\mu})$, i.e. due to

$$\Phi^1(\nabla_\mu) = (\Phi^*(\nabla_\mu))(D\Phi)$$

we can view $^1(\nabla_\mu)$ as a contraction of the functionals $*(\nabla_\mu)$ and $D$. Hence,

$$\delta_\varepsilon\left(^1(\nabla_\mu)\right) = (\delta_\varepsilon\left(*(\nabla_\mu)\right))(D) + \left(\nabla_{\delta_\varepsilon D\mu}\right)$$
Eq. (54)  \[ -\left( *\left( \nabla_{\varepsilon}^{\text{bas}} \nabla_{\mu} \right) \right)(D) + *\left( \nabla_{\delta_{\varphi_{x}} D \mu} \right) \]

Eq. (71)  \[ -\left( *\left( \nabla_{\varepsilon}^{\text{bas}} \nabla_{\mu} \right) + *\left( \nabla((\ast_{\varphi})(\ast_{\varepsilon})\mu) \right) \right) \]

\[ \mathbf{\Box} \]

Let us now fix the gauge transformation of \( A \) using these results. Recall that we write \( \Psi = \Psi_{\varepsilon} \) for a \( \Psi \in \mathfrak{X}^{E}(\mathfrak{M}_{E}(M;N)) \), where \( \varepsilon \in \mathfrak{F}^{0}_{E}(M;*E) \) such that we can write (recall Eq. (51))

\[ \Psi_{\varepsilon} = (-(*_{\rho_{B}})(\varepsilon), a) \]

where \( a \) is a map on \( \mathfrak{M}_{E}(M;N) \) such that \( \Psi_{(\Phi, A)} \) is a tangent vector for all \( (\Phi, A) \in \mathfrak{M}_{E}(M;N) \), \( i.e. \) satisfying the diagram of Prop. 5.2 for all \( (\Phi, A) \). For a given \( \varepsilon \) such a \( \Psi_{\varepsilon} \) is in general not unique. We denote also the following with respect to a local frame \( (e_{a})_{a} \) of \( E \) and local coordinate functions \( (\partial_{a})_{a} \) on \( N \) we have

\[ [e_{a}, e_{c}]_{E} = C_{bc}^{a} e_{a}, \quad \nabla_{e_{b}} = \omega_{b}^{a} \otimes e_{a}, \quad \nabla_{\partial_{a}} e_{b} = \omega_{b}^{a} \partial_{a} \]

\( i.e. \) \( C_{bc}^{a} \) denote the structure functions of \([\cdot, \cdot]_{E}\) and \( \omega_{b}^{a} \) the connection 1-forms of \( \nabla \).

**Proposition 5.33: Gauge transformation of the field of gauge bosons**

Let \( M, N \) be two smooth manifolds, \( E \to N \) a Lie algebroid over \( N \), \( \nabla \) a connection on \( E \), \( \varepsilon \in \mathfrak{F}^{0}_{E}(M;*E) \), and for the functional space \( \mathfrak{F}^{*}_{E}(M;*E) \) let \( \delta_{\psi_{\varepsilon}} \) be the unique operator of Prop. 5.20, using \( \nabla^{\text{bas}} \) as \( E \)-connection on \( E \) and any \( \Psi_{\varepsilon} \in \mathfrak{X}^{E}(\mathfrak{M}_{E}(M;N)) \). Then there is a unique \( \Psi_{\varepsilon} \in \mathfrak{X}^{E}(\mathfrak{M}_{E}(M;N)) \) such that

\[ \delta_{\psi_{\varepsilon}} \omega_{2} = -(*_{\nabla})\varepsilon. \quad (76) \]

Locally with respect to a given frame \( (e_{a})_{a} \)

\[ (\delta_{\psi_{\varepsilon}} \omega_{2}^{a})(\Phi, A) = (C_{bc}^{a} \circ \Phi) \epsilon^{b} A^{c} + (\omega_{b}^{a} \circ \Phi)(\rho_{C}^{a} \circ \Phi) \epsilon^{b} A^{c} - de^{a} - \epsilon^{b} \Phi^{(\rho_{C}^{a})} \]

\[ = \left( \epsilon^{b} A^{c} \otimes \Phi^{(\nabla_{c}^{(e_{b})} e_{c})} - (\Phi^{(\nabla e_{b})} \varepsilon) e^{a} \right) \quad (77) \]

for all \( (\Phi, A) \in \mathfrak{M}_{E}(M;N) \), where \( \epsilon := \varepsilon(\Phi, A) \).

Moreover, if we also have \( \alpha, \beta \in \mathbb{R} \) and \( \vartheta \in \mathfrak{F}^{0}_{E}(M;*E) \), then

\[ \Psi_{\alpha \varepsilon + \beta \vartheta} = \alpha \Psi_{\varepsilon} + \beta \Psi_{\vartheta}, \quad (78) \]

where the vector fields are the ones uniquely given by Eq. (76).

**Proof of Prop. 5.33.**

Since it is about a vector field on \( \mathfrak{M}_{E}(M;N) \), we will classify \( \Psi_{\varepsilon} \) by its flow: We denote its flow through a fixed point \( (\Phi_{0}, A_{0}) \in \mathfrak{M}_{E}(M;N) \) by \( \gamma : I \to \mathfrak{M}_{E}(M;N), \; t \mapsto \gamma(t) =: \)
(Φ_t, A_t) ∈ \mathcal{M}_E(M; N)$, where $I$ is an open interval of $\mathbb{R}$ containing 0, and we write $\Psi|_{\gamma(t)} = (-(\Phi_t^*\rho)(\epsilon_t), \alpha_t) ∈ T_{(\Phi_t, A_t)}\mathcal{M}_E(M; N)$, where $\epsilon_t := \epsilon(\Phi_t, A_t) ∈ \Gamma(\Phi_t^*E)$, and $\alpha_t$ is a morphism $TM → TE$ satisfying the diagram in Prop. 5.2. So, we have a curve $\gamma$ with

$$\gamma(0) = (\Phi_0, A_0),$$

$$\frac{d}{dt}\gamma = \Psi|_{\gamma(t)} = (-(\Phi_t^*\rho)(\epsilon_t), \alpha_t).$$

$(\Phi_0, A_0)$ and $-(\Phi_t^*\rho)(\epsilon_t)$ are fixed, and we show that Eq. (76) will fix $\alpha_t$. Without loss of generality let us assume that everything is small and local enough such that we have frames and coordinates, like a frame $(e_a)_a$ of $E$.\(^5\) Making use of Prop. 5.20, we get

$$(\delta\Psi_\gamma(x))(\Phi_t, A_t) = \mathcal{L}_{\Psi_\gamma}(x_2)|_{(\Phi_t, A_t)} ⊗ \Phi_t^*e_a - A_t^a ⊗ \Phi_t^*(\nabla_{e_a}e_a).$$

Eq. (76) does then hold if and only if

$$\mathcal{L}_{\Psi_\gamma}(x_2)|_{(\Phi_t, A_t)} ⊗ \Phi_t^*e_a$$

$$= \epsilon_t^b A_t^c ⊗ \Phi_t^*(\nabla_{e_a}e_c) - (\Phi_t^*\nabla)\epsilon_t$$

$$= \left((C^b_{bc} \circ \Phi_t) \epsilon_t^b A_t^c + (\omega_{\alpha}^a \circ \Phi_t) (\rho_c^a \circ \Phi_t) \epsilon_t^b A_t^c - \nabla_a - \epsilon_t^b \Phi_t^*\omega_a^c\right) ⊗ \Phi_t^*e_a$$

which gives Eq. (77) at $t = 0$. By the definition of $\gamma$ and the Lie derivative we also get

$$\mathcal{L}_{\Psi_\gamma}(x_2)|_{(\Phi_t, A_t)} = \frac{d}{dt}|_{t=0}(x_2) = \frac{d}{dt}|_{t=0}[t → A_t^a],$$

and, thus,

$$\frac{d}{dt}|_{t=0}[t → A_t^a] = (C^a_{bc} \circ \Phi_t) \epsilon_t^b A_t^c + (\omega_{\alpha}^a \circ \Phi_t) (\rho_c^a \circ \Phi_t) \epsilon_t^b A_t^c - \nabla_a - \epsilon_t^b \Phi_t^*\omega_a^c. \hspace{1cm} (79)$$

So, Eq. (76) is equivalent to a set of coupled differential equations: We have a curve $\gamma(t) = (\Phi_t, A_t)$, with $\Phi_{t=0} = \Phi_0$ and

$$\frac{d}{dt}[t → \Phi_t] = -(\Phi_t^*\rho)(\epsilon_t),$$

and $A_{t=0} = A_0$, while

$$\alpha_t = \frac{d}{dt}[t → A_t] = \frac{d}{dt}[t → A_t^a ⊗ \Phi_t^*e_a].$$

$t → \Phi_t$ and $t → A_t^a$ are uniquely given by this system and the differential equation (79), and, so, $t → A_t = A_t^a ⊗ \Phi_t^*e_a$ is uniquely given, too. Hence, $\alpha_t$ is unique, and, thus, $\Psi_\gamma$. Alternatively, the differential equations for $d/dt \Phi$ and $d/dt A_t$ are the action of the vector field $\Psi_\gamma$ on the coordinates of $\mathcal{M}_E$ (along the flow line $\gamma$), and therefore defining $\Psi_\gamma$.

\(^5\)One could even fix a point $p ∈ M$ because we just need an interval for $t$ for $d/dt$. 
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The linearity of \( \psi \) in \( \varepsilon \) over \( \mathbb{R} \) simply follows by the linearity given in the differential equations above: Define \( \Theta := \alpha \Psi_\varepsilon + \beta \Psi_\vartheta \) for \( \alpha, \beta \in \mathbb{R} \) and \( \vartheta \in \mathcal{F}_E^0(M; *E) \), where \( \Psi_\varepsilon \) and \( \Psi_\vartheta \) are the unique vector fields as given above, \( i.e. \delta \Psi_\varepsilon \omega_2 = -(*\nabla)\varepsilon \) and \( \delta \Psi_\vartheta \omega_2 = -(*\nabla)\vartheta \), respectively. Observe that \( \Theta \in \mathfrak{X}^E(\mathfrak{M}_E(M; N)) \), where the component along the ”\( \Phi \)-direction” is by definition given by

\[
- \alpha (*\rho)(\varepsilon) - \beta (*\rho)(\vartheta) = -(*\rho)(\alpha \varepsilon + \beta \vartheta),
\]

then, using the linearity of Eq. (79) in \( \varepsilon \),

\[
\delta_\Theta \omega_2 = \mathcal{L}_{\Theta}(\omega_2^a) \otimes *e_a - \omega_2^a \otimes *(\nabla_{\alpha \varepsilon + \beta \vartheta} e_a)
= (\alpha \mathcal{L}_{\Psi_\varepsilon} + \beta \mathcal{L}_{\Psi_\vartheta})(\omega_2^a) \otimes *e_a - \omega_2^a \otimes *(\nabla_{\alpha \varepsilon + \beta \vartheta} e_a)
= \delta_{\Psi_{\alpha \varepsilon + \beta \vartheta}} \omega_2.
\]

By the shown uniqueness of vector fields like \( \Psi_{\alpha \varepsilon + \beta \vartheta} \), we get

\[
\Theta = \Psi_{\alpha \varepsilon + \beta \vartheta}.
\]

Remarks 5.34.

Eq. (77) is also \( e.g. \) defined in [1, Eq. (10); opposite sign of \( \varepsilon \)], but in this reference it was not known how a coordinate-free version can look like. This equation recovers the standard formula of the infinitesimal gauge transformation of \( A \). In order to see why this restricts to the standard formula, let us look again at the standard setting: When \( E = N \times g \) is an action Lie algebroid with Lie algebra \( g \), equipped with its canonical flat connection \( \nabla \), then we get the classical formula of gauge transformation by using a constant frame \( (e_a)_a \) for \( E \), \( i.e. \)

\[
(\delta_{\Psi_\varepsilon} \omega_2^a)(\Phi, A) = \Phi^*C_{bc}^a e^b A^c - d\varepsilon = \left( [\varepsilon \wedge A]_g - d\Phi^*\nabla \varepsilon \right)^a
\]

for all \( (\Phi, A) \in \mathfrak{M}_E(M; N) \), because \( \omega_0^a = 0 \) and \( \Phi^*C_{bc}^a = C_{bc}^a = \text{const.} \), the structure constants of \( g \). We can understand \( \varepsilon \) as an element of \( C^\infty(M; g) \) as usual in the standard setting. That is precisely the typical formula of the classical setting as in Def. 4.2, because \( \Phi^*\nabla \) is the canonical flat connection of \( \Phi^*E \cong M \times g \) such that \( d\Phi^*\nabla = d \).

Using such a \( \Psi_\varepsilon \) results into an infinitesimal gauge transformation of the minimal coupling as in Cor. 5.30.
Proposition 5.35: Infinitesimal gauge transformation of the minimal Coupling

Let $M, N$ be two smooth manifolds, $E \to N$ a Lie algebroid over $N$, $\nabla$ a connection on $E$, and $\varepsilon \in \mathcal{F}_E^0(M; \ast E)$ together with the unique $\Psi_\varepsilon \in \mathcal{X}^E(\mathcal{M}_E(M; N))$ as given in Prop. 5.33. For both functional spaces, $\mathcal{F}_E^0(M; \ast E)$ and $\mathcal{F}_E^0(M; \ast \mathcal{T}^*N)$, let $\delta_{\Psi_\varepsilon}$ be the unique operator of Prop. 5.20, using $\nabla^{\text{bas}}$ as $E$-connection on $E$ and $\mathcal{T}^*N$, respectively. Then we have

$$\delta_{\Psi_\varepsilon} \mathcal{D} = 0. \quad (80)$$

Remarks 5.36.

We already have derived the variation of the components of $\mathcal{D}$, for this recall the general calculation for Eq. (69): Let $(e_a)_a$ be a local frame of $E$ and $\partial_\alpha$ coordinate vector fields on $N$, then we can write $\mathcal{D} = \mathcal{D}^\alpha \otimes \ast \partial_\alpha$, and, thus, with $\varepsilon := \varepsilon(\Phi, A)$,

$$\left(\delta_{\Psi_\varepsilon} \mathcal{D}^\alpha\right)(\Phi, A) = e^a \Phi^* \left(-\partial_\beta \rho^\alpha_a + \rho^\alpha \left(\nabla_{\partial_\alpha} e_a\right)\right) \left(\mathcal{D}^A \Phi\right)^\beta. \quad (81)$$

That is precisely the same formula as given in [1, Eq. (12), different sign for $\varepsilon$ there], but there only the formula for the components was known.

Proof of Prop. 5.35.

This quickly follows by Lemma 5.31, especially Eq. (71) and (73),

$$\delta_{\Psi_\varepsilon} \mathcal{D} = \delta_{\Psi_\varepsilon} (\mathcal{D} - (\ast \rho)(\mathcal{w}_2)) = -(\ast \rho)(\ast \nabla \varepsilon) - (\ast \rho)(\delta_{\Psi_\varepsilon} \mathcal{w}_2) \overset{\text{Prop. 5.33}}{=} 0. \quad \blacksquare$$

By this result and Cor. 5.30 we define the following.

Definition 5.37: Infinitesimal gauge transformation of gauge bosons

Let $M, N$ be two smooth manifolds, $E \to N$ a Lie algebroid over $N$, $\nabla$ a connection on $E$, and $\varepsilon \in \mathcal{F}_E^0(M; \ast E)$ together with the unique $\Psi_\varepsilon \in \mathcal{X}^E(\mathcal{M}_E(M; N))$ as given in Prop. 5.33. For the functional space $\mathcal{F}_E^0(M; \ast E)$ let $\delta_{\Psi_\varepsilon}$ be the unique operator of Prop. 5.20, using $\nabla^{\text{bas}}$ as $E$-connection on $E$. For a $(\Phi, A) \in \mathcal{M}_E(M; N)$ we define the infinitesimal gauge transformation $\delta_{\varepsilon(\Phi, A)} A$ of $A$ as an element of $\Omega^1(M; \Phi^* E)$ by

$$\delta_{\varepsilon(\Phi, A)} A := \left(\delta_{\Psi_\varepsilon} \mathcal{w}_2\right)(\Phi, A) = -(\Phi^* \nabla)(\varepsilon(\Phi, A)), \quad (82)$$

shortly denoted as $\delta_{\varepsilon} A := \delta_{\Psi_\varepsilon} \mathcal{w}_2 = -(\ast \nabla) \varepsilon$. Given a local frame $(e_a)_a$ of $E$, we also similarly define $\delta_{\varepsilon} A^a := \delta \mathcal{w}_2^a$.

Remarks 5.38.

As discussed in Remark 5.34 we have seen that $\delta_{\varepsilon} A^a$ (using a frame $(e_a)_a$ of $E$) recovers the
classical formula of the infinitesimal gauge transformation. However, the total formula, $\delta \varepsilon A$, does not recover it which is no problem due to that the variation of the Lagrangian just depends on the variation of the components and its variation is independent on whether or not one uses the basic connection in the definition of $\delta \varepsilon$; for a rigorous discussion about the (generalised) Lagrangian and its gauge invariance see for example [1] and [2, §4].

Alternatively, one could use $\nabla_\rho$ as $E$-connection on $E$ instead of $\nabla^{\text{bas}}$ for the definition of $\delta \Psi_\varepsilon$; especially because of results like Thm. 5.23 and Thm. 4.9, which imply that one recovers classical formulas when $\nabla$ is additionally flat. When using $\nabla_\rho$, the same $\Psi_\varepsilon$ leads to

$$
\delta \Psi_\varepsilon \varpi_2 = -(*t_{\nabla_\rho})(\varepsilon, \varpi_2) - (*\nabla)\varepsilon,
$$

where $t_{\nabla_\rho}$ is the torsion of $\nabla_\rho$. As we have seen before, $\nabla$ will be the canonical flat connection in the standard setting such that then $\delta \Psi_\varepsilon A^a = (\delta \Psi_\varepsilon A)^a$ by flatness and Thm. 5.23. With similar calculations as before one also shows that the variation of the components, $\delta \Psi_\varepsilon \varpi_2$, recovers the classical formula of the infinitesimal gauge transformation of the field of gauge bosons, thus, $\delta \Psi_\varepsilon \varpi_2$ would restrict to the classical formula in the standard setting, too. Hence, $\nabla_\rho$ would look like the canonical choice, not $\nabla^{\text{bas}}$. But we will later see that while $\nabla_\rho$ is in general not flat, $\nabla^{\text{bas}}$ will be flat after applying a reasonable condition, such that only for the basic connection the infinitesimal gauge transformations in form of the operator $\delta \Psi_\varepsilon$ will give rise to a Lie algebra in general. Moreover, we are not going to fix any separate connection on $TN$ which would be identified with a canonical flat connection in the standard situation, such that the only canonical choice for $TN$ is the basic connection; using the basic connections also for $E$-valued tensors is then in alignment to $TN$-valued tensors.

5.1.3 Infinitesimal gauge transformation of functionals

Hence, we finally arrived at defining the infinitesimal gauge transformation of functionals.

**Definition 5.39: Infinitesimal gauge transformation of functionals**

Let $M,N$ be two smooth manifolds, $E \to N$ a Lie algebroid over $N$, $V \to N$ a vector bundle, $\nabla$ a connection on $E$, $E\nabla$ an $E$-connection on $V$, and $\varepsilon \in \mathcal{F}_E^\bullet(M;\ast E)$ together with the unique $\Psi_\varepsilon \in \mathcal{X}(\mathcal{M}_E(M;N))$ as given uniquely in Prop. 5.33. For the functional space $\mathcal{F}_E^\bullet(M;\ast V)$ let $\delta \Psi_\varepsilon$ be the unique operator as in Prop. 5.20, using $E\nabla$ as $E$-connection on $V$. Then we define the **infinitesimal gauge transformation** $\delta \varepsilon L$ of $L \in \mathcal{F}_E^\bullet(M;\ast V)$ as an element of $\mathcal{F}_E^\bullet(M;\ast V)$ by

$$
\delta \varepsilon L := \delta \Psi_\varepsilon L.
$$

---

*A flat connection is locally canonically flat with respect to the trivialization given by a parallel frame; later we will also see that then $E$ is locally an action algebroid and $\nabla$ its canonical flat connection, if $\nabla$ is flat and has vanishing basic curvature.*
For $V = E$ or $V = TN$ we take $E \nabla = \nabla^{bas}$ on $E$ and $TN$, respectively; for all further tensor spaces constructed of $E$ and $TN$, like their duals, we take the canonical extensions of the basic connection.

Remarks 5.40.
In the following we will have just one connection $\nabla$ on $E$ and $E \nabla$ on $V$ given. Without mentioning it further, we always use these connections for the definition of $\delta_\varepsilon$ because it should be clear by context.

We can quickly list two properties about $\delta_\varepsilon$.

**Corollary 5.41: Linearity in $\varepsilon$**

Let us assume the same as for Def. 5.39. Then

$$\delta_{\alpha \varepsilon + \beta \vartheta} = \alpha \delta_\varepsilon + \beta \delta_\vartheta$$

for all $\alpha, \beta \in \mathbb{R}$ and $\varepsilon, \vartheta \in \mathcal{F}_E^0(M;^*E)$.

**Proof.**

Let $k \in \mathbb{N}_0$, $L \in \mathcal{F}_E^k(M;^*V)$ and $(e_a)_a$ a local frame of $V$. Then, using Eq. (78) and the Leibniz rule,

$$\delta_{\alpha \varepsilon + \beta \vartheta} L = \mathcal{L}_{\Psi_{\alpha \varepsilon + \beta \vartheta}} L^a \otimes ^* e_a - L^a \otimes ^* (E \nabla_{\alpha \varepsilon + \beta \vartheta} e_a)$$

(85)

$$= \alpha \left( \mathcal{L}_{\Psi_\varepsilon} L^a \otimes ^* e_a - L^a \otimes ^* (E \nabla_\varepsilon e_a) \right) + \beta \left( \mathcal{L}_{\Psi_\vartheta} L^a \otimes ^* e_a - L^a \otimes ^* (E \nabla_\vartheta e_a) \right)$$

$$= (\alpha \delta_\varepsilon + \beta \delta_\vartheta) L,$$

where vector fields like $\Psi_\varepsilon$ are given by Def. 5.39.

**Corollary 5.42: Independence of $\nabla$**

Let us assume the same as for Def. 5.39, and let $L \in \mathcal{F}_E^k(M;^*V)$ ($k \in \mathbb{N}_0$) be independent of $A$, i.e. $L(\Phi, A) = L(\Phi, A')$ for all $(\Phi, A), (\Phi, A') \in \mathfrak{R}_E(M; N)$.

Then the definition of $\delta_\varepsilon L$ is independent of $\nabla$.

*But not of $E \nabla$, so, if $E \nabla = \nabla^{bas}$, then there is still the dependency on $\nabla$ in the role of $E \nabla$.**

**Proof.**

Let $(e_a)_a$ be a local frame of $V$, and write $L = L^a \otimes ^* e_a$, then, using that $\delta_\varepsilon = \mathcal{L}_{\Psi_\varepsilon}$ on $\mathcal{F}_E^k(M)$ (recall Remark 5.22, and $\Psi_\varepsilon$ is given by Def. 5.39),

$$\delta_\varepsilon L = \mathcal{L}_{\Psi_\varepsilon} L^a \otimes ^* e_a - L^a \otimes ^* (E \nabla_\varepsilon e_a).$$
The second summand is already independent of $\nabla$, so, let us look at the first summand. Recall that $\Psi_\varepsilon$ contains two components, the first is the differentiation along the "$\Phi$-direction", given by $-(\ast \rho)(\varepsilon)$, and the second for the "$A$-direction", fixed by Prop. 5.33 using $\nabla$. Due to the independence of $L$ with respect to $A$ we can conclude that $L^a$ must be independent of $A$ since $\ast e_a$ is already independent of $A$, thus,

$$\mathcal{L}_{\Psi} L^a = \mathcal{L}_{\Psi'} L^a$$

for all $\Psi, \Psi' \in \mathfrak{X}(\mathfrak{M}_E(M; N))$ whose first component, the derivative along "$\Phi$"-coordinates, coincide. Hence, regardless which connection $\nabla$ we choose to fix the second component of $\Psi_\varepsilon$ the definition of $\delta_\varepsilon L$ will be unaffected by this choice. ■

5.2 Commutator of gauge transformations

We want to calculate

$$\delta_\vartheta \delta_\varepsilon - \delta_\varepsilon \delta_\vartheta$$

for all $\varepsilon, \vartheta \in \mathcal{F}_E^0(M; {}^*E)$, and we want a behaviour similar to representations; thence, we need a bracket on $\mathcal{F}_E^0(M; {}^*E)$. For $\Phi \in C^\infty(M; N)$, $\Phi^*E$ is in general not a Lie algebroid, see [11, §3.2ff.] or [7, §7.4: page 42ff.] about conditions on $\Phi$ which imply a natural Lie algebroid structure on $\Phi^*E$. Therefore we cannot expect to have a Lie bracket on sections of $\Phi^*E$. The essential problem is that we do not have an anchor on $\Phi^*E \to M$ in general such that one cannot try to construct first a bracket on pullbacks of sections and then to canonically extend such a bracket, and this problem extends to $\mathcal{F}_E^0(M; {}^*E)$. But there is a better object measuring a "bracket-like" behaviour on this functional space; we will see at the end that this will be actually a Lie bracket.

**Definition 5.43: Pre-bracket on $\mathcal{F}_E^0(M; {}^*E)$**

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, and $\nabla$ a connection on $E$.

Then we define the **pre-bracket** $[\cdot, \cdot] : \mathcal{F}_E^0(M; {}^*E) \times \mathcal{F}_E^0(M; {}^*E) \to \mathcal{F}_E^0(M; {}^*E)$ by

$$[\vartheta, \varepsilon] := \delta_\varepsilon \vartheta - \delta_\vartheta \varepsilon - (\ast t_{\nabla^\text{bas}})(\vartheta, \varepsilon)$$

for all $\varepsilon, \vartheta \in \mathcal{F}_E^0(M; {}^*E)$.

**Remarks 5.44.**

Given an $E$-connection $E \nabla$ on $E$, Lie brackets can be expressed as

$$[\mu, \nu]_E = E \nabla_\mu \nu - E \nabla_\nu \mu - t_{E \nabla}(\mu, \nu)$$

for all $\mu, \nu \in \Gamma(E)$. Recall that $\delta$ is strongly related to a certain pullback of $\nabla^\text{bas}$, then the idea of the pre-bracket is to use the right-hand side as a definition. Since we know under which conditions and how to make pullbacks of $E$-connections and tensors, we circumvent the problem of defining a Lie bracket and anchor on a pullback bundle.
Let us study this bracket.

**Proposition 5.45: Properties of the pre-bracket**

Let \( M, N \) be smooth manifolds, \( E \rightarrow N \) a Lie algebroid, and \( \nabla \) a connection on \( E \).

Then we have

\[
\llbracket \cdot, \cdot \rrbracket \text{ is antisymmetric,}
\]

\[
\llbracket \cdot, \cdot \rrbracket \text{ is } \mathbb{R} \text{-bilinear,}
\]

\[
\llbracket \ast \mu, \ast \nu \rrbracket = \ast ([\mu, \nu]_E)
\]

for all \( \varepsilon, \vartheta \in \mathcal{F}_0^\varepsilon(M; E) \), \( f \in \mathcal{F}_0^\varepsilon(M) \), \( \mu, \nu \in \Gamma(E) \), and, when expressing everything with respect to a pull-back of a local frame \((e_a)_a\) of \( E \), we get

\[
\llbracket \vartheta, \varepsilon \rrbracket = \delta \varepsilon a e_a - \delta \vartheta \varepsilon a e_a + \vartheta \varepsilon b ([e_a, e_b]_E)
\]

for all \( \vartheta, \varepsilon \in \mathcal{F}_0^\vartheta(M; E) \).

Moreover, \( \llbracket \vartheta, \varepsilon \rrbracket \) is independent of the chosen connection \( \nabla \) when both, \( \varepsilon \) and \( \vartheta \), are independent of \( A \), that is, \( \varepsilon(\Phi, A) = \varepsilon(\Phi, A') \) for all \( (\Phi, A), (\Phi, A') \in \mathcal{M}_E(M; N) \); similar for \( \vartheta \).

**Remarks 5.46.**

Eq. (89) and (90) emphasize that we have a suitable candidate in \( \llbracket \cdot, \cdot \rrbracket \) as bracket. The latter actually proves that \( \llbracket \cdot, \cdot \rrbracket \) is independent of the choice about whether or not one uses the basic connection to define \( \delta \varepsilon \) because the infinitesimal gauge transformation of scalar-valued functionals is just a Lie derivative, see later also Remark 5.63. Similar to how one can express \( \llbracket \cdot, \cdot \rrbracket_E \) using Lie algebroid connections as in Remark 5.44, but \( \llbracket \cdot, \cdot \rrbracket_E \) is of course independent of any choice of Lie algebroid connection.

Let \( E = N \times \mathfrak{g} \) be an action Lie algebroid, the usual relationship in classical gauge theory is for \( \varepsilon, \vartheta \in C^\infty(M; \mathfrak{g}) \) that

\[
\left[ \delta^\text{clas}_\varepsilon, \delta^\text{clas}_\vartheta \right] A = -\left[ \delta^\text{clas}_[\varepsilon, \vartheta]_\mathfrak{g} \right] A,
\]

where \( \delta^\text{clas}_\varepsilon \) is given by Def. 4.3, and the negative sign on the right hand side is due to our choice of sign with respect to \( \varepsilon \), which we prove later in full generality. This shows that we want that \( \llbracket \cdot, \cdot \rrbracket \) generalizes and recovers \( \llbracket \cdot, \cdot \rrbracket_\mathfrak{g} \). As we discussed, we apply the "bookkeeping trick" to formulate infinitesimal gauge transformations, also recall Def. 4.7 and Thm. 4.9. That is, for a constant frame \((e_a)_a\) of \( E \), we have the "bookkeeping trick" \( \iota(\varepsilon) \) given by

\[
\iota(\varepsilon) = \varepsilon a^* e_a,
\]

hence, the bookkeeping trick is essentially a frame-dependent embedding of the functionals given in the classical gauge theory into \( \mathcal{F}_{E}^\ast \). \( \varepsilon^a \) are in this case only functions depending on \( M \), but
not on $\mathfrak{R}_E(M; N)$, especially, $\delta^\text{clas}_a \varepsilon^a = 0$. By Eq. (90) we then have
\[
\llbracket \varepsilon(\partial), \varepsilon(\partial) \rrbracket = \partial_a \varepsilon^a \ast ([e_a, e_b]_0) = \varepsilon \llbracket [\partial, \varepsilon]_0 \rrbracket,
\]
which is precisely what we want and expect of a generalized bracket.

**Proof of Prop. 5.45.**
The antisymmetry is clear, and the bilinearity follows by the linearity of $\delta_a$ for all $\varepsilon \in \mathcal{F}^0_E(M; \ast E)$, recall Cor. 5.41. We have
\[
(\ast t_{\nabla^\text{lin}})(\ast \mu, \ast \nu) = \ast ( (t_{\nabla^\text{lin}})(\mu, \nu)) = \ast \left( \nabla^\text{bas}_\mu \nu - \nabla^\text{bas}_\nu \mu - [\mu, \nu]_E \right)
\]
for all $\mu, \nu \in \Gamma(E)$, and
\[
\delta_{\ast \nu}(\ast \mu) = - \ast \left( \nabla^\text{bas}_\nu \mu \right),
\]
therefore
\[
\llbracket \ast \mu, \ast \nu \rrbracket = \ast \left( \nabla^\text{bas}_\mu \nu \right) - \ast \left( \nabla^\text{bas}_\nu \mu \right) - \ast \left( \nabla^\text{bas}_\mu \nu - \nabla^\text{bas}_\nu \mu - [\mu, \nu]_E \right) = \ast ([\mu, \nu]_E),
\]
which proves Eq. (89). For $\varepsilon, \vartheta \in \mathcal{F}^0_E(M; \ast E)$ we have, with respect to a frame $(e_a)_a$ of $E$,
\[
\delta_{\vartheta \varepsilon} = \delta_{\vartheta \varepsilon^a} \ast e_a - \varepsilon^a \vartheta^b \ast \left( \nabla^\text{bas}_{e_b} e_a \right),
\]
and so
\[
\llbracket \vartheta, \varepsilon \rrbracket = \delta_{\vartheta \varepsilon^a} \ast e_a - \vartheta^a \varepsilon^b \ast \left( \nabla^\text{bas}_{e_b} e_a \right) - \delta_{\vartheta \varepsilon^a} \ast e_a + \varepsilon^a \vartheta^b \ast \left( \nabla^\text{bas}_{e_b} e_a \right)
- \vartheta^a \varepsilon^b \ast \left( \nabla^\text{bas}_{e_a} e_b - \nabla^\text{bas}_{e_b} e_a - [e_a, e_b]_E \right)
= \delta_{\vartheta \varepsilon^a} \ast e_a - \delta_{\varepsilon^a} \ast e_a + \vartheta^a \varepsilon^b \ast ([e_a, e_b]_E).
\]
This expression for $\llbracket \vartheta, \varepsilon \rrbracket$ shows that its value is independent of the chosen $\nabla$, when the functionals $\varepsilon = \varepsilon^a \otimes \ast e_a$ and $\vartheta = \vartheta^a \otimes \ast e_a$ are independent of $A$, since then also the components with respect to $(\ast e_a)_a$ are independent of $A$ because $\ast e_a$ is already independent of $A$. Then apply Cor. 5.42. ■

**Corollary 5.47:** $[\cdot, \cdot]$ a Lie bracket on the pull-backs of $\Gamma(E)$

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, and $\nabla$ a connection on $E$.
Then the restriction of $[\cdot, \cdot]$ on pullback functionals is a Lie bracket.

**Proof.**
The antisymmetry, the bilinearity over $\mathbb{R}$ and the closedness follow by Prop. 5.45, the same also for the Jacobi identity by observing
\[
[\ast \mu, \ast \nu, \ast \eta]_E \stackrel{\text{Eq. (89)}}{=} [\ast \mu, \ast ( [\nu, \eta]_E )] \stackrel{\text{Eq. (89)}}{=} \ast ( [\mu, [\nu, \eta]_E ]_E )
\]
for all $\mu, \nu, \eta \in \Gamma(E)$. Hence, the Jacobiator of the restriction of $[\cdot, \cdot]$ on pullback functionals is given by the pullback of the Jacobiator of $[\cdot, \cdot]_E$, the latter is of course zero. ■
We will see that $[\cdot, \cdot]$ is actually always a Lie bracket, but for proving this we do not want to show the Jacobi identity directly, due to how we constructed it we rather are going to use the equivalence of Bianchi identities of curvatures with Jacobi identities of brackets; recall any proof of the first Bianchi identity of a curvature. Hence, let us define the curvature we are interested into.

**Definition 5.48: Curvature of infinitesimal gauge transformations**

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, $V \to N$ a vector bundle, $\nabla$ a connection on $E$, and $\hat{\nabla}$ an $E$-connection on $V$.

Then we define the curvature $\delta_\theta$ by

$$\mathcal{F}_E^0(M;*E) \times \mathcal{F}_E^0(M;*E) \times \mathcal{F}_E^k(M;*V) \to \mathcal{F}_E^k(M;*V)$$

$$(\vartheta, \varepsilon, L) \mapsto R_\delta(\vartheta, \varepsilon)L := \delta_\vartheta \delta_\varepsilon L - \delta_\varepsilon \delta_\vartheta L + \delta_{[\vartheta, \varepsilon]} L \quad (91)$$

for all $\vartheta, \varepsilon \in \mathcal{F}_E^0(M;*E)$ and $L \in \mathcal{F}_E^k(M;*V)$ ($k \in \mathbb{N}_0$ arbitrary).

In alignment to Def. 5.37 we denote $R_\delta(\cdot, \cdot)A := R_\delta(\cdot, \cdot)\mathcal{W}_2$, and $R_\delta(\cdot, \cdot)A^a := R_\delta(\cdot, \cdot)\mathcal{W}_2^a$ with respect to a frame $(e_a)_a$ of $E$.

**Remarks 5.49.**

The sign in front of the third term depends on which sign one takes in the definition of $\delta_\varepsilon$. Changing the sign $\varepsilon$ in the definitions of the gauge tranformations would lead to a minus sign in front of the third summand.

Using a frame of $E$ we can apply the Leibniz rule; since the curvature related to derivations is as expected again a derivation:

**Corollary 5.50: Relationships between curvatures**

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, $V \to N$ a vector bundle, $\nabla$ a connection on $E$, and $\hat{\nabla}$ an $E$-connection on $V$. Then locally

$$R_\delta(\cdot, \cdot)L = R_\delta(\cdot, \cdot)L^a \otimes \ast e_a + L^a \otimes \ast (R_{\hat{\nabla}}(\cdot, \cdot)e_a) \quad (92)$$

for all $L \in \mathcal{F}_E^k(M;*V)$ ($k \in \mathbb{N}_0$), where $(e_a)_a$ is a local frame of $E$ and viewing $R_{\hat{\nabla}}(\cdot, \cdot)e_a$ as an element of $\Omega^2(E;E)$.

**Proof.**

Let us first study terms like $R_\delta(\vartheta, \varepsilon)\ast h)$ for $\varepsilon, \vartheta \in \mathcal{F}_E^0(M;*E)$ and $h \in \Gamma(V)$, using a local frame $(e_a)_a$ of $E$,

$$\delta_\vartheta \delta_\varepsilon \ast h = -\delta_\vartheta \left( \varepsilon^a \ast (E \nabla_{e_a} h) \right) = -\delta_\vartheta \varepsilon^a \ast (E \nabla_{e_a} h) + \varepsilon^a \vartheta^b \ast (E \nabla_{e_b} E \nabla_{e_a} h),$$

and

$$\delta_{[\vartheta, \varepsilon]} \ast h = (90) - \left( \delta_\varepsilon \vartheta^a - \delta_\vartheta \varepsilon^a + \vartheta^b \varepsilon^c \ast [e_b, e_c]_E \right)^a \ast (E \nabla_{e_a} h).$$
We need to prove this if we want to simplify calculations. We are first focusing on $\varepsilon$ to $L$ for all $\in$. Therefore we arrive at

\[
R_\delta(\vartheta, \varepsilon)(^*h) = \varepsilon^a \vartheta^b * (E \nabla_{e_a} h) - \varepsilon^a g^b * (E \nabla_{[e_b, e_a]} h),
\]

in total

\[
R_\delta(\vartheta, \varepsilon)(^*h) = \varepsilon^a \vartheta^b * (E \nabla_{e_a} E \nabla_{e_a} h - E \nabla_{[e_a, e_a]} h).
\]

Therefore we arrive at

\[
R_\delta(\vartheta, \varepsilon)(L^a \otimes ^*e_a) = \delta_\vartheta \delta_\varepsilon L^a \otimes ^*e_a + \delta_\varepsilon L^a \otimes \delta_\vartheta (^*e_a) + \delta_\theta L^a \otimes \delta_\varepsilon (^*e_a) + L^a \otimes \delta_\theta \delta_\varepsilon (^*e_a)
\]

\[
- (\vartheta \leftrightarrow \varepsilon)
\]

\[
+ \delta_\theta \vartheta + \varepsilon \delta_\vartheta + L^a \otimes \delta_\theta \vartheta (^*e_a)
\]

\[
= R_\delta(\vartheta, \varepsilon)L^a \otimes ^*e_a + L^a \otimes R_\delta(\vartheta, \varepsilon)(^*e_a)
\]

\[
= R_\delta(\vartheta, \varepsilon)L^a \otimes ^*e_a + L^a \otimes (^*(R_\theta \nabla (\cdot, \cdot) e_a))(\vartheta, \varepsilon)
\]

for all $L \in \mathcal{F}_E(M; ^*V)$. \hfill \blacksquare

Keep in mind that $R_\delta$ is not a typical curvature, for example $\delta_\varepsilon$ is not $C^\infty$-linear with respect to $\varepsilon$, such that it is not immediately clear whether this curvature is a tensor in all arguments, so, we need to prove this if we want to simplify calculations. We are first focusing on $R_\delta(\cdot, \cdot) A$.

**Proposition 5.51: $R_\delta$ is a tensor**

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, and $\nabla$ a connection on $E$.

Then $R_\delta(\cdot, \cdot) A$ is an anti-symmetric tensor, i.e. anti-symmetric and $\mathcal{F}_E(M)$-bilinear, and we have

\[
R_\delta(\varepsilon, \vartheta)A = R_\delta(\varepsilon, \vartheta)A^a \otimes ^*e_a + (^*(R_\theta \nabla_{\varepsilon, \vartheta}))(\varepsilon, \vartheta)A
\]

for all $\varepsilon, \vartheta \in \mathcal{F}_E(M; ^*E)$.

**Proof.**

- The antisymmetry is clear by Prop. 5.45. Fix a local frame $(e_a)_a$ of $E$, then we have

\[
\delta_\vartheta \delta_\varepsilon A = \delta_\vartheta ((^*\nabla)(f \varepsilon)) = \delta_\vartheta (df \otimes \varepsilon + f (^*\nabla) \varepsilon)
\]

\[
= \delta_\vartheta (df \otimes \varepsilon - df \otimes \delta_\varepsilon - \delta_\vartheta f (^*\nabla) \varepsilon - f \delta_\vartheta (^*\nabla) \varepsilon)
\]

\[
= \delta_\vartheta (df \otimes \varepsilon - df \otimes \delta_\varepsilon e_a + df \otimes \varepsilon^a g^b * (\nabla_{e_b} e_a) - \delta_\vartheta f (^*\nabla) \varepsilon + f \delta_\vartheta \delta_\varepsilon A
\]
for all \( \vartheta, \varepsilon \in \mathcal{F}_E^0(M; \ast E) \) and \( f \in \mathcal{F}_E^0(M) \), and

\[
-\delta_{f\varepsilon} \delta \vartheta A = \delta_{f\varepsilon} ((\ast \nabla) \vartheta) \\
= \delta_{f\varepsilon} \left( d\vartheta^a \otimes \ast e_a + \vartheta^b \ast (\nabla e_b) \right) \\
\overset{\text{Eq. (74)}}{=} \delta_{f\varepsilon} d\vartheta^a \otimes \ast e_a - d\vartheta^a \otimes f \varepsilon^b \ast \left( \nabla_{e_b}^\text{bas} e_a \right) \\
+ \delta_{f\varepsilon} \vartheta^b \ast (\nabla e_b) - f \vartheta^b \ast \left( \nabla_{\varepsilon}^\text{bas} (\nabla e_b) \right) - \vartheta^b \ast \left( \nabla_{(\ast \rho)(\ast \nabla)(f\varepsilon)} e_b \right) \\
= \delta_{f\varepsilon} d\vartheta^a \otimes \ast e_a + \delta_{f\varepsilon} \vartheta^b \ast (\nabla e_b) - \vartheta^b \varepsilon^a df \otimes \ast \left( \nabla_{\rho(e_a)} e_b \right) + f \cdot (\ldots) .
\]

Since we want to check the tensorial property, we can ignore the terms proportional to \( f \); we also have

\[
\delta_{[\vartheta,f\varepsilon]} A = ((\ast \nabla) ([f\varepsilon, \vartheta])) \\
\overset{\text{Eq. (90)}}{=} ((\ast \nabla) \left( \delta \vartheta f \varepsilon + f \delta \varepsilon^a \ast e_a \right. \\
\left. \right. \left. - \delta_{f\varepsilon} \vartheta^b \ast \left( \left[ e_a, e_b \right]_E \right) \right)
\]

\[
\overset{\text{Eq. (57)}}{=} \delta \vartheta df \otimes \varepsilon + \delta \vartheta f \left( \ast \nabla \right) \varepsilon + df \otimes \delta \vartheta e_a \ast \left( \left[ e_a, e_b \right]_E \right) \\
\left. - \delta_{f\varepsilon} d\vartheta^a \otimes \ast e_b - \delta_{f\varepsilon} \vartheta^b \ast (\nabla e_b) \right) \\
+ \varepsilon^a \vartheta^b df \otimes \ast \left( \left[ e_a, e_b \right]_E \right) + f \cdot (\ldots) .
\]

Hence, we get in total

\[
R_\delta (\vartheta, f\varepsilon) A = \varepsilon^a \vartheta^b df \otimes \ast \left( \nabla_{e_b}^\text{bas} e_a - \nabla_{\rho(e_a)} e_b + \left[ e_a, e_b \right]_E \right) + f \cdot (\ldots) \\
= \varepsilon^a \vartheta^b df \otimes \ast \left( \left[ e_a, e_b \right]_E \right) \overset{\text{independent of } f}{=} 0.
\]

for all \( \vartheta, \varepsilon \in \mathcal{F}_E^0(M; \ast E) \) and \( f \in \mathcal{F}_E^0(M) \). Using the antisymmetry proves that \( R_\delta (\cdot, \cdot) A \) is a tensor because the shown equation also holds for \( f \equiv 1 \) such that the remaining terms in the \( f \)-independent bracket are precisely giving rise to \( R_\delta (\vartheta, \varepsilon) A \).

- Eq. (93) just follows by Cor. 5.50.

Due to the tensorial behaviour, we can study \( R_\delta (\cdot, \cdot) A \) just with respect to pullback functionals, such that the notations and calculations can be simplified; also recall Def. 5.28.
Theorem 5.52: Curvature of the infinitesimal gauge transformation measured by the basic curvature

Let $M, N$ be smooth manifolds, $E 	o N$ a Lie algebroid, and $\nabla$ a connection on $E$. Then

$$R_\delta(*\mu, *\nu)A = -\frac{1}{r}(R^\text{bas}_\nabla(\mu, \nu)) \quad (94)$$

for all $\mu, \nu \in \Gamma(E)$, viewing $R^\text{bas}_\nabla(\mu, \nu)$ as an element of $\Omega^1(N; E)$.

Remarks 5.53.

- One can then derive with Eq. (4) that

$$\nabla_{\gamma}((R^\text{bas}_\nabla(\mu, \nu))) = \left(\pi\left(R^\text{bas}_\nabla(\mu, \nu)\right)\right)\pi = \left(\pi R^\text{bas}_\nabla\right)(\pi(\mu, \pi(\nu)))D,$$

viewing $D$ as an element of $\mathcal{F}^1\mathcal{E}(M; \ast T^*N)$; recall Ex. 5.10. Using that $R_\delta(\cdot, \cdot)A$ is tensorial and that pullbacks are generators as usual, we get

$$R_\delta(\varepsilon, \vartheta)A = -\left(R^\text{bas}_\nabla\right)(\varepsilon, \vartheta)D$$

for all $\varepsilon, \vartheta \in \mathcal{F}^0\mathcal{E}(M; \ast E)$.

- One could also view this theorem as a physical interpretation of the basic curvature.

Proof of Thm. 5.52.

We have

$$\delta_*\mu(\delta_*\nu A) = -\delta_*\mu\left(\nabla_{\nu}\right)$$

$$\overset{\text{Eq. (75)}}{=} \left(\nabla^\text{bas}_\mu(\nabla_{\nu}) + \nabla_{\rho(\nabla_{\mu})}\nu\right),$$

and

$$\left(\nabla^\text{bas}_\mu(\nabla_{\nu}) + \nabla_{\rho(\nabla_{\mu})}\nu\right)(Y) = \nabla^\text{bas}_\mu(\nabla_{\nu}Y) - \nabla_{\nabla^\text{bas}_\mu Y}\nu + \nabla_{\rho(\nabla_{\nu}Y)}\mu$$

$$= [\mu, \nabla_{\nu}Y]_E + \nabla_{\rho(\nabla_{\nu}Y)}\mu - \nabla_{[\rho(\mu), Y]}\nu$$

for all $Y \in \mathcal{X}(M)$. In total we would then look at the pull-back of the following form, also using Eq. (89),

$$\left(\nabla^\text{bas}_\mu(\nabla_{\nu}) - \nabla_{\nu}(\nabla_{\mu})\nu - \nabla^\text{bas}_{\nu}(\nabla_{\rho(\nu)}\mu) - \nabla_{\rho(\nabla_{\rho(\nu)}\mu)} - \nabla_{\rho([\rho(\nu)]\mu)}\nu - \nabla_{Y}[\mu, \nabla_{\nu}Y]_E + \nabla_{\rho(\nabla_{\nu}Y)}\mu - \nabla_{[\rho(\nu), Y]}\mu - \nabla_{Y}(\rho([\rho(\nu)]\mu)]\nu$$

$$= -\left(\nabla_{Y}[\mu, \nabla_{\nu}Y]_E - [\mu, \nabla_{\nu}Y]_E - \nabla_{[\rho(\nu)]\mu]}\nu - \nabla_{\rho(\nabla_{\nu}Y)}\mu + \nabla_{\nabla^\text{bas}_{\mu}Y}\nu\right)$$

$$\overset{\text{Def. 5.28}}{=} -R^\text{bas}_\nabla(\mu, \nu)Y.$$
Therefore we arrive at

\[ R_\delta(*\mu,*\nu)A = -J\Big(R^{bas}_{\nabla}(\mu,\nu)Y\Big). \]

We get immediately the following statement.

**Corollary 5.54: Flat infinitesimal gauge transformation**

Let \( M, N \) be smooth manifolds, \( E \to N \) a Lie algebroid, and \( \nabla \) a connection on \( E \) with \( R^{bas}_{\nabla} = 0 \). Then

\[ R_\delta(\cdot, \cdot)A = 0. \]  \hspace{1cm} (95)

With respect to a frame \( (e_a)_a \) of \( E \) we then also have

\[ R_\delta(\cdot, \cdot)A^a = 0 \]  \hspace{1cm} (96)

for all \( \mu, \nu \in \Gamma(E) \).

**Remarks 5.55.**

- This discussion, especially Cor. 5.54 and Thm. 5.52, are generalizations of statements in [12, especially Prop. 8 and Thm. 1] and [13, especially Eq. 9, 10 and 11; there the \( S \) denotes the basic curvature].\(^7\) In both of these works a coordinate-free formulation of \( \delta_\varepsilon A \) was not known, just \( \delta_\varepsilon A^a \). It was known that \( \delta_\varepsilon A^a \) is dependent on coordinates, but not how it can be written/defined such that it is again an element of \( \Omega^1(M; \Phi^*E) \). [12] tries to formulate infinitesimal gauge transformations in a covariant way with a completely different approach by assuming a weaker form of equality,\(^8\) but only for a special situation and only for \( \varepsilon \) as an element of \( \Phi^*(\Gamma(E)) \) (i.e. they only looked at pullback functionals, when we express that in our language). [13] looks at the set \( \Gamma(\Phi^*E) \) for \( \varepsilon \) but assumes that \( \varepsilon^a \) is independent of \( \Phi \) and \( A \) which is clearly a coordinate-dependent description, because a change of the pull-back frame would introduce a \( \Phi \)-dependency of the components \( \varepsilon^a \) (in our words, they choose a coordinate-dependent embedding of \( \Gamma(\Phi^*E) \) as functionals). In one way or the other, both works arrive at Eq. (96), but only evaluated at pullback functionals, that is, \( R_\delta(*\mu,*\nu)A^a = 0 \) for all \( \mu, \nu \in \Gamma(E) \).

What we provide is a coordinate-independent and -free definition of such infinitesimal gauge transformations such that these give a closed algebra; see also the following theorems. Moreover, we have generalized Eq. (96) in form of Eq. (95), in sense of not only assuming pullback functionals by defining the pre-bracket \( \llbracket \cdot, \cdot \rrbracket \).

- Recall Remark 5.38: One could also take \( \nabla_\rho \) to define \( \delta_\varepsilon \). It has the advantage that then \( \delta_\varepsilon A \) directly restricts to the standard formula when restricting ourselves to the classical setting.

---

\(^7\)The sign of \( \varepsilon \) in the gauge transformations there is the opposite of our sign.

\(^8\)The closure of the algebra of gauge transformations is formulated as an on-shell condition.
When defining and calculating $R_\delta$ in a similar manner, we also get Eq. (93) where the curvature-term will be replaced with the curvature of $\nabla_\rho$ due to Cor. 5.50. Therefore one needs to impose at least flatness of $\nabla_\rho$ in order to get a similar result like Eq. (95); actually, one can check that one still needs a vanishing basic curvature as an additional condition, too. This leads to an extra condition, while the flatness of the basic connection is implied by the vanishing of the basic curvature by Remark 5.29.

However, we will see as expected that one just needs Eq. (96) for the closure of the algebra of the vector fields like $\Psi_\varepsilon$ defined by Prop. 5.33, and Eq. (96) is independent on whether one uses the basic connection to define $\delta_\varepsilon$.

**Proof of Cor. 5.54.**

That is a trivial consequence of Thm. 5.52 and Prop. 5.51, using $R^\text{bas}_\nabla = 0$ (and that then the basic connection is flat by the last bullet point of Remark 5.29) and that $R_\delta(\cdot, \cdot)A$ is $\mathcal{F}^0_E(M)$-bilinear such that one just needs to look at pullback functionals. □

These results motivate even further why we use the basic connection to define the infinitesimal gauge transformation. Moreover, $R^\text{bas}_\nabla = 0$ is actually a condition which one needs for gauge invariance of the Lagrangian; see [1, Eq. (9)] and [2, §4.4ff., especially Thm. 4.4.3 and Thm. 4.7.5]. Hence, we also have this condition in the standard formulation of gauge theory such that it is not a newly imposed and a reasonable condition; there is also the following well-known result:

**Theorem 5.56: Relation of the basic curvature and action Lie algebroids,** [1, discussion around Eq. (9)], [9, Prop. 2.12], and [10, §2.5, Theorem A]

*Let $E \to N$ be a Lie algebroid. Then $E$ is locally an action Lie algebroid if and only if it admits locally a flat connection $\nabla$ with $R^\text{bas}_\nabla = 0$. If there is such a local isomorphism, then it can be chosen in such a way that $\nabla$ describes the canonical flat connection.*

**Remarks 5.57.**

As clarification of the last sentence, under that isomorphism we have (locally) $E = N \times g$ for some Lie algebra $g$, and a basis of $g$, that is, a constant frame of $E$, will be parallel with respect to $\nabla$. Especially, the canonical flat connection of every action Lie algebroid has a vanishing basic curvature. Furthermore, over a simply connected base the isomorphism is global as we will see in the proof (because one can then construct a global parallel frame for $\nabla$; see the proofs in the references or in [2, proof of Thm. 4.3.41]).

We now want to generalize Cor. 5.54 by using Cor. 5.50, especially we need to understand the behaviour for scalar-valued functionals. For such functionals the infinitesimal gauge transformation is nothing else than the Lie derivative of some vector field in $\mathfrak{M}_E$, which we denoted by $\Psi_\varepsilon$. Recall Remark 5.16, we do in general not expect that $\Psi_\varepsilon \in \mathcal{F}(\mathfrak{M}_E(M; N))$ builds a subalgebra; however, since we restricted the set of those vector fields by defining $\delta_\varepsilon A$ in Prop. 5.33, there may be hope for the structure of a subalgebra; this will be discussed now.
Theorem 5.58: Bracket of gauge transformations a gauge transformation

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, $\nabla$ a connection on $E$ with $R^\text{bas}_\nabla = 0$. Furthermore let $\Psi_\varepsilon$ and $\Psi_\vartheta$ for $\varepsilon, \vartheta \in \mathcal{F}^0_E(M; *E)$ be the unique elements of $\mathfrak{X}^E(\mathcal{M}_E(M; N))$ as given by Prop. 5.33.

Then

$$[\Psi_\varepsilon, \Psi_\vartheta] = -\Psi_{[\varepsilon, \vartheta]}$$

(97)

for all $\varepsilon, \vartheta \in \mathcal{F}^0_E(M; *E)$, where $\Psi_{[\varepsilon, \vartheta]}$ is also the unique element of $\mathfrak{X}^E(\mathcal{M}_E(M; N))$ as given by Prop. 5.33.

Proof.

First recall that we have by Remark 5.22

$$\delta_\varepsilon \omega = \mathcal{L}_{\Psi_\varepsilon} \omega$$

for all $\omega \in \mathcal{F}^0_M(M)$ and $\varepsilon \in \mathcal{F}^0_E(M; *E)$. Therefore we want to use Cor. 5.54. As vector fields of $\mathcal{M}_E(M; N)$, the action of $\mathcal{L}_{\Psi_\varepsilon}$ is uniquely given by its action on coordinates of $\mathcal{M}_E(M; N)$, and these are essentially given by the components of the fields $(\Phi, A) \in \mathcal{M}_E(M; N)$: Let $(x^i)_i$ be local coordinate functions on $N$ and let $(e_a)_a$ be a local frame of $E$, then coordinates of $\mathcal{M}_E(M; N)$ are given by the functionals $\star(x^i)$ and $w_2^a$ because of

$$\star(x^i)|_{(\Phi, A)} = \Phi^i,$$

$$w_2^a(\Phi, A) = A^a$$

for all $(\Phi, A) \in \mathcal{M}_E(M; N)$. Recall the first calculation in the proof of Cor. 5.50, we get similarly

$$R_\delta(\varepsilon, \vartheta)(\star(x^i)) = \varepsilon^a \vartheta^b \left( \mathcal{L}_{\rho(e_a)} \mathcal{L}_{\rho(e_b)} x^i - \mathcal{L}_{\rho(e_b)} \mathcal{L}_{\rho(e_a)} x^i - \mathcal{L}_{\rho([e_a, e_b]_E)} x^i \right) = 0$$

$$= \left( \mathcal{L}_{\rho(e_a)} \mathcal{L}_{\rho(e_b)} \mathcal{L}_{\rho([e_a, e_b]_E)} \right) x^i = 0$$

for all $\varepsilon, \vartheta \in \mathcal{F}^0_E(M; *E)$, using that $\rho$ is a homomorphism and Remark 5.22 such that $\delta_\varepsilon(\star(x^i)) = -\varepsilon^a \left( \mathcal{L}_{\rho(e_a)} x^i \right)$. By Cor. 5.54 we also get

$$R_\delta(\varepsilon, \vartheta) w_2^a = 0.$$

By $\delta_\varepsilon = \mathcal{L}_{\Psi_\varepsilon}$ on scalar-valued functionals we therefore get

$$\left( [\mathcal{L}_{\Psi_\varepsilon}, \mathcal{L}_{\Psi_\vartheta}] + \mathcal{L}_{\Psi_{[\varepsilon, \vartheta]}} \right) f = 0$$

for all $f \in C^\infty(\mathcal{M}_E(M; N))$, which finishes the proof. □
Remark 5.59: Curvature of $\delta$ on $\Phi$

Keeping the same situation and notation as in the previous proof, observe that we have

$$\delta_{*,\nu}\nu = -\delta_{*,\nu}^*\left(\rho(\mu)\right) = *\left(\rho(\nabla^\text{bas}_\nu \mu)\right)$$

for all $\mu, \nu \in \Gamma(E)$, hence,

$$\delta_{*,\mu}\mu = -\delta_{*,\mu}^*\left(\rho(\nu)\right) = *\left(\rho(\nabla^\text{bas}_\mu \nu - \nabla^\text{bas}_\nu \mu)\right) = *\left(\rho(t(\nabla^\text{bas}_\mu \nu))\right).$$

Therefore, if we want that this is zero, too, we would need that the torsion of the basic connection has values in the kernel of the anchor which is in general not the case. However, it is no harm that we do not have a zero value in general here. That is due to the fact that on one hand $\Phi$ just contributes via pull-backs in gauge theories, see e.g. [1] and [2]; on the other hand $\Phi$ is not vector-bundle valued and hence will not arise in any other form than as the map for the pullbacks in any Lagrangian or physical quantity. Even in the classical case, recall Eq. (25), a Lie algebra representation acting on $\Phi$ is just the evaluation of its induced action at $\Phi$.

However, as we have seen in the proof, we got $R_\delta(\cdot, \cdot)(x^i) = 0$, and $*(x^i)|_{(\Phi, A)} = \Phi^i$ for all $(\Phi, A) \in \mathcal{M}_E(M; N)$. That is, for the components of the Higgs field we have the desired behaviour, which is all we need.

$^a$Recall Eq. (89).

Finally, we can generalize Cor. 5.54.

Theorem 5.60: Curvature of $\delta$ on arbitrary functionals

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, $\nabla$ a connection on $E$ with $R^\text{bas}_\nabla = 0$. Furthermore let $V \to N$ be a vector bundle, equipped with an $E$-connection $E\nabla$ on $V$. Then

$$R_\delta(\varepsilon, \vartheta)L = (*R_{E\nabla})(\varepsilon, \vartheta)L$$

for all $L \in \mathcal{F}_E^k(M; *V)$ ($k \in \mathbb{N}_0$) and $\varepsilon, \vartheta \in \mathcal{F}_E^0(M; *E)$. In short, $R_\delta = *R_{E\nabla}$.

Remarks 5.61.

This also shows that $R_\delta$ is a tensor. Moreover, as expected, for flat $E\nabla$ we would get

$$R_\delta(\varepsilon, \vartheta)L = 0.$$

Proof of Thm. 5.60.

We want to use Cor. 5.50, so, for a given frame $(e_a)_a$ we have

$$R_\delta(\varepsilon, \vartheta)L = R^a_\delta(\varepsilon, \vartheta)L^a \otimes *e_a + (*R_{E\nabla})(\varepsilon, \vartheta)L$$
for all $L \in \mathcal{E}^k(M;^*V)$ ($k \in \mathbb{N}_0$) and $\varepsilon, \vartheta \in \mathcal{E}^0(M;^*E)$. Hence, we just need to show that $R_{\delta}(\varepsilon, \vartheta)L^a = 0$. Again by Remark 5.22 we have $\delta_{\varepsilon} = \mathcal{L}_{\Psi_{\varepsilon}}$ on scalar-valued functionals, where $\Psi_{\varepsilon}$ still denotes vector fields as uniquely given by Prop. 5.33. $\Psi_{\varepsilon}$ are elements of $\mathfrak{X}(\mathcal{M}_F(M;N))$, hence,

$$\left(\delta_{\varepsilon} L^a_p\right)(Y_1, \ldots, Y_k) = \mathcal{L}_{\Psi_{\varepsilon}} \left(L^a_p(Y_1, \ldots, Y_k)\right) = \mathcal{L}_{\Psi_{\varepsilon}} L^a$$

for all $p \in M$ and $Y_1, \ldots, Y_k \in T_p M$. We know that $L^a \in \mathcal{E}^k(M)$, and therefore $L^a_p(Y_1, \ldots, Y_k) \in C^\infty(\mathcal{M}_E(M;N))$, so, we just need to use Thm. 5.58 to get

$$\left(\delta_{\varepsilon} L^a_p\right)(Y_1, \ldots, Y_k) = \left(\left[\mathcal{L}_{\Psi_{\varepsilon}}, \mathcal{L}_{\Psi_{\vartheta}}\right] + \mathcal{L}_{\Psi_{[\varepsilon, \vartheta]}}\right) L^a_p(Y_1, \ldots, Y_k) = \left(\left[\mathcal{L}_{\Psi_{\varepsilon}}, \mathcal{L}_{\Psi_{\vartheta}}\right] \right) \left(L^a_p(Y_1, \ldots, Y_k)\right) \text{ Thm. 5.58} 0,$$

which concludes the proof.

Let us conclude this section by showing that this finally implies that $[\cdot, \cdot]$ is a Lie bracket. For this we need to use the first Bianchi identity of $E$-connections on $E$ itself with torsion, which is very similar to the one known for vector bundle connections with torsions,

$$R_{E\nabla}(\mu, \nu)\eta + R_{E\nabla}(\nu, \eta)\mu + R_{E\nabla}(\eta, \mu)\nu$$

$$= t_{E\nabla}(t_{E\nabla}(\mu, \nu), \eta) + t_{E\nabla}(t_{E\nabla}(\nu, \eta), \mu) + t_{E\nabla}(t_{E\nabla}(\eta, \mu), \nu)$$

$$+ \left(\nabla_{\mu} t_{E\nabla}\right)(\nu, \eta) + \left(\nabla_{\nu} t_{E\nabla}\right)(\eta, \mu) + \left(\nabla_{\eta} t_{E\nabla}\right)(\mu, \nu), \text{ (100)}$$

for all $\mu, \nu, \eta \in \Gamma(E)$; the proof is as usual, using the Jacobi identity of $[\cdot, \cdot]_E$, but see e.g. [2, first equation in Thm. 3.4.6] for an explicit proof in that setting.

**Theorem 5.62: Pre-bracket a Lie bracket**

Let $M, N$ be smooth manifolds, $E \to N$ a Lie algebroid, $\nabla$ a connection on $E$ with $R^\text{bas}_{E\nabla} = 0$. Then $[\cdot, \cdot]$ is a Lie bracket.

**Proof.**

By Prop. 5.45 we already know antisymmetry and $\mathbb{R}$-bilinearity. Thus, only the Jacobi identity is left to show, and the calculation is very similar to the calculation of proofs of the first Bianchi identity,

$$[\eta, [\vartheta, \epsilon]] = [\eta, \delta_{\vartheta} \epsilon - \delta_{\epsilon} \vartheta - (t_{E\nabla}\text{bas})(\vartheta, \epsilon)]$$

$$= \delta_{\delta_{\vartheta} \epsilon} \eta - \delta_{\delta_{\epsilon} \vartheta} \eta - \delta_{(t_{E\nabla}\text{bas})(\vartheta, \epsilon)} \eta$$

$$\delta_{[\vartheta, \epsilon]} \eta$$
for all $\varepsilon, \vartheta, \eta \in \mathcal{F}_E^0(M; ^*E)$. Taking the cyclic sum, we collect the terms and get, using that $\nabla^{\text{bas}}$ is used for the definition of $\delta$ on $E$-valued functionals,

$$
\llbracket \delta_\varepsilon \vartheta \varepsilon \rrbracket + \llbracket \vartheta, \varepsilon \eta \rrbracket + \llbracket \varepsilon, \delta \vartheta \rrbracket = \llbracket [\delta_\varepsilon \vartheta \varepsilon] + [\delta \vartheta \varepsilon \eta], \delta \vartheta \rrbracket
$$

for all $\varepsilon, \vartheta, \eta \in \mathcal{F}_E^0(M; ^*E)$, where $(e_a)_a$ is a local frame of $E$. Thence, the Jacobi identity follows.

**Remarks 5.63.**

The proof is essentially based on the first Bianchi identity of curvatures. Hence, taking any other $E$-connection $\nabla'$ on $E$ one could define the bracket $[\cdot, \cdot]$ by using the torsion of $\nabla'$ instead of $\nabla^{\text{bas}}$, and then also define the infinitesimal gauge transformation $\delta$ with respect to $\nabla'$ on $E$-valued form. By Thm. 5.60 we could not expect $R_\delta = 0$ in general, but $[\cdot, \cdot]$ should be
nevertheless a Lie bracket due to the fact that the first Bianchi identity Eq. (100) always holds, even without flatness, and that Thm. 5.60 provides the needed curvature terms for the Bianchi identity. The vanishing of the basic curvature was essential however, and by Remark 5.29 the flatness of the basic curvature is a useful side effect but not needed for the Jacobi identity of $[,]$. Furthermore, already Eq. (90) points out that the definition of $[,]$ is independent of the choice of $\nabla'$ because $\delta_\varepsilon$ is just a Lie derivative on scalar-valued functionals, so that it is clear that it is always the same Lie bracket. By the very last statement of Prop. 5.45, we achieve a Lie bracket completely independent of connections, if the parameters are just functionals depending on the Higgs field $\Phi$.

6 Conclusion

We have seen how one can formulate infinitesimal gauge transformations using pullbacks of Lie algebroid connections. We first studied this formulation in the classical formulation, and this discussion can also be seen as a motivation of some of the fundamental aspects and notions of theories like curved Yang-Mills-Higgs gauge theories as provided by Thomas Strobl and Alexei Kotov (see e.g. [1] and the references therein). We then generalized these notions in a straightforward manner.

- By Cor. 5.17 and Def. 5.18 we have learned that the infinitesimal gauge transformations $\delta_\varepsilon \Phi$ of the Higgs field can be understood as the condition for making a pullback of an $E$-connection on a vector bundle over the Higgs target manifold $N$; the foundation for this were Cor. 3.9 and Remark 3.10. Hence, the definition of the infinitesimal gauge transformation of the Higgs field gives the existence of a suitable derivation describing infinitesimal gauge transformations by Thm. 5.23; uniqueness however comes together with the infinitesimal gauge transformation of the field of gauge bosons:

- Regarding the infinitesimal gauge transformation $\delta_\varepsilon A$ of the field of gauge bosons, we learned by Prop. 5.2 and Remark 5.3 that $\delta_\varepsilon A$ is not vertical in the sense of being an element of the vertical subbundle of $TE$, but vertical in the sense of having values in the vector bundle $TE \to TN$ with an offset given by $\delta_\varepsilon \Phi$. Since $\delta_\varepsilon \Phi$ is a given information, we can apply a horizontal projection to $\delta_\varepsilon A$ without really loosing any information, technically leading to Prop. 5.33, uniquely fixing $\Psi_\varepsilon = (\delta_\varepsilon \Phi, \delta_\varepsilon A)$. This construction is based on a specific motivation about how the infinitesimal gauge transformation of the minimal coupling should behave, given in Prop. 5.35 and motivated by Cor. 5.30.

- Def. 5.39 summarises all of that and provides the infinitesimal gauge transformation as a derivation lifting $\Psi_\varepsilon$; on scalar-valued functionals the infinitesimal gauge transformation is just the Lie derivative of $\Psi_\varepsilon$, while for $E$- and $TN$-valued ones we use the basic connection to lift $\Psi_\varepsilon$. 
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Finally, we discussed the algebra of such derivations, it was especially about whether it closes with respect to their commutator. Thm. 5.58 emphasizes that the vanishing of the basic curvature is essential for the closedness of the algebra subordinate to the vector fields $\Psi_\varepsilon$; while Thm. 5.60 shows that the closedness is up to the curvature of the used Lie algebroid connection behind the lift of $\Psi_\varepsilon$, as expected. The fundamental aspect needed for the proofs is provided by Thm. 5.52, providing the interpretation that the basic curvature measures whether or not the algebra of infinitesimal gauge transformations closes.

The parameters $\varepsilon$ are general functionals in this description, which is not completely avoidable, recall Remark 5.46 (the part about the bookkeeping trick of the parameters) and the first bullet point of Remark 5.55 about the general unavoidable $\Phi$-dependency of $\varepsilon$ by construction. Hence, we needed to construct a Lie algebra for such parameters, essential for Thm. 5.58 and Def. 5.48. A candidate as Lie bracket is provided by Def. 5.43, and Thm. 5.62 accentuates that we have indeed a Lie bracket.
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