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1 Introduction

Background. From its inception, string theory has provided remarkable conceptual simplification to the computation of scattering amplitudes, see for example [1] or more recently [2] and references therein. Twistor string theories [3–5], provide models that give rise to formulae [6–9] that are worldsheet reformulations of conventional field theory amplitudes. Not only do they benefit from the conceptual and technical simplifications of string based ideas, but they also take advantage of the geometry of twistor space to exhibit properties of amplitudes that are not apparent from a space-time perspective. These are now understood as examples of ambitwistor-string theories [10, 11] that underlie the formulae by Cachazo, He and Yuan (CHY) for massless scattering amplitudes in a wide variety of theories [12–17]. These formulae are often expressed in terms of moduli integrals, but are essentially algebraic as there are as many delta functions as integration variables, and the integrals localise to a sum of residues supported at solutions to the scattering equations.

Given \( n \) null momenta \( k_i \), the scattering equations determine \( n \) points \( \sigma_i \) on a Riemann sphere up to Möbius transformations. Introduced first by Fairlie and Roberts [18–20] to construct classical minimal surfaces as string solutions, they also determine the saddle-point of high-energy string scattering [21]. More recently, they were found to underpin the remarkable formulae for tree-level scattering amplitudes in gauge theory and gravity that arise from twistor-string theories [22] and the more recent CHY formulae [14]. The derivation of these formulae from ambitwistor string theories [10] led to proposals for formulae for loop amplitudes on higher-genus Riemann surfaces by Adamo, Casali and Skinner (ACS) [23], following the standard string paradigm. They extended the CHY formulae for type II supergravity in 10 dimensions to 1-loop in terms of scattering equations on an elliptic curve (and, in principle, to \( g \)-loops on curves of genus \( g \)). The only check that could be done at the time was factorisation at the boundary of the moduli space. It remained an open question as to whether these formulae compute amplitudes correctly due to the difficulties of solving these new scattering equations on the torus.

The ACS 1-loop proposal was investigated further by Casali and one of us [24]. To obtain the correct pole structure of the field theory integrand, they were led to change the form of the scattering equations as discussed below, and it was argued that the formulae were reproducing the known integrands of four-points supergravity amplitudes at a triple cut. A conjecture for “scalar \( n \)-gon integrands” was proposed, for an expression on the elliptic curve that should give rise to loop integrands based on permutations of polygon scalar integrals. This supported the fact that the formulas could be valid for arbitrary loop momentum, but the question remained open.

In [25], we demonstrated how the formalism of the scattering equations gives rational expressions for the integrands of scattering amplitudes, making the loop-level problem essentially as simple as the tree-level one. We started by making further alterations to the scattering equations on the torus so as to obtain a globally well-defined loop momentum. We then showed that formulae on the torus, such as the ACS and \( n \)-gon conjectures, reduce to ones on the Riemann sphere. This followed from a contour integral argument in the \( \tau \)-plane for the modular parameter of the torus (analogous to the use of the residue theorem at
tree level in [26]). On the Riemann sphere, the Jacobi theta functions reduce to elementary rational functions. We review our procedure below, and recall how these formulae now involve off-shell momenta at a pair of points corresponding to the loop momenta. The newly inserted points are subject to off-shell versions of the scattering equations. These formulae on the sphere were furthermore generalised to provide conjectures for other amplitudes for which no first-principle (i.e. ambitwistor string) derivation exists. We proposed formulae for super Yang-Mills theory at 1-loop, that were checked explicitly at four points and numerically at five and six points. The analogous formulae for biadjoint scalar theories at 1-loop on the Riemann sphere were subsequently studied in [27], where they were also verified at low point order.

Summary of this paper. In this paper, we first review the ideas of [25], giving full details that were omitted through lack of space there and some improvements. In section 2, we give a different formulation of the scattering equations on the torus following remarks from ACS that the one given in [25] might not factorise correctly. We then review how ambitwistor string amplitude formulae on the torus can be reduced to the Riemann sphere. The gravitational formulae are based on 1-loop extensions of the CHY Pfaffians. These are obtained from the limit on the Riemann sphere of the worldsheet correlator of vertex operators on the torus described by ACS as a sum over spin structures (although their factorisation limit on the Riemann sphere misses some terms). If one of the 1-loop Pfaffians is replaced by a 1-loop extension of the Parke-Taylor factor, super-Yang-Mills amplitudes are obtained. If both 1-loop Pfaffians are replaced by 1-loop Parke-Taylor factors, it was shown by [27] (see also [28]) that certain subtleties arise as additional degenerate solutions of the scattering equations contribute, and diagrams with bubbles on the external legs need to be considered.

The first main set of new results in this paper are presented in section 3, where we provide a detailed study of the individual contributions of the Neveu-Schwarz and Ramond sectors to the one-loop amplitudes. The Ramond sector running through the loop corresponds to one Pfaffian, together with the contribution from the odd spin structure which we can ignore in our analysis by restricting the external kinematics to 7 or fewer dimensions. Two further Pfaffians terms combine to give the contribution of the NS sector running through the loop. We express these two terms as a reduced Pfaffian of CHY type for a larger \((n+2) \times (n+2)\) matrix of co-rank two for the NS sector. In this matrix we are able to see the number of NS polarisation states running in the loop and we can adjust this to give different theories in different dimensions (we comment on dimensional reduction in section D). If we drop the Ramond sector terms, we obtain gauge and gravity amplitudes at one loop that are non-supersymmetric. The resulting formulae have been subjected to various checks at low point order in this section and proved systematically in the subsequent one.

A subtlety that arises here follows from an analysis of [27] in which it is argued that a degenerate class of solutions to the scattering equations might contribute nontrivially for non-supersymmetric theories and that of [28] who point out that on these degenerate

\[\epsilon_{10}\] terms are actually \(\epsilon_{8}\) ones, see for instance [29]. It is not clear how this situation transposes to the ambitwistor string.
solutions there is a risk of divergence, and some regularization might be required. For our proposed integrands we show (in the subsequent section) that no regularization is required at the divergent solutions. Nevertheless, we propose that these degenerate solutions should not be included as we see in our proof in the subsequent section that they do not contribute to the Q-cuts, and so are not needed in the final formula. It seems most likely that they correspond to degenerate contributions that will vanish under dimensional regularization and are thrown away in the derivation of Q-cuts.

The second set of new results discussed in section 4 give a full proof at one loop for the $n$-gon conjecture, and for the non-supersymmetric gauge, gravity and bi-adjoint scalar amplitudes. The basic strategy is to study factorisation of the Riemann sphere. The only poles that can arise in the formula, apart from the explicit $1/\ell^2$, where $\ell$ is the loop momentum, arise from factorisation of the Riemann sphere, i.e., the bubbling off of an additional sphere. We can use this to identify all the poles involving the loop momentum and the corresponding residues. We can also use factorisation ideas to identify the fall-off as $\ell \to \infty$. This immediately gives the poles and residues in the case of the $n$-gon conjecture. For gauge and gravity amplitudes, we also need to study the Pfaffians that arise (the Parke-Taylor factors in the Yang-Mills cases are rather easier to understand in this context). The poles and residues that we find give perfect agreement with the Q-cut representation of the amplitude, as obtained recently in [30], and this completes a proof of our formulae: the Q-cut procedure applied to our formula will yield the correct Q-cut representation.\(^2\) We are restricted to a proof for the non-supersymmetric theories because we do not have formulae for tree amplitudes with two Ramond sector particles.

In section 5, we summarise and discuss further aspects and developments of these ideas.

2 Review

2.1 The scattering equations on a torus

In this section, we define the scattering equations on a torus. These are motivated by the definitions given in [23, 24], but the definition has been changed so that they are holomorphic and single valued on the torus with a well defined loop momentum.

We use the complex coordinate $z$ on the elliptic curve $\Sigma_q = \mathbb{C}/(\mathbb{Z} \oplus \mathbb{Z} \tau)$ where $q = e^{2\pi i \tau}$. The scattering equations are equations for $n$ points $z_i \in \Sigma_q$ that depend on a choice of $n$ momenta $k_i \in \mathbb{R}^{1,d-1}$, $i = 1, \ldots, n$. To define them we first construct a meromorphic 1-form $P(z, z_i|q)dz$ on $\Sigma_q$, with values in $\mathbb{C}^d$, that satisfies

$$\bar{\partial}P = 2\pi i \sum_i k_i \bar{\delta}(z - z_i)dz,$$

where we define the complex double delta function by

$$\bar{\delta}(f(z)) := \bar{\partial} \frac{1}{2\pi i f(z)} = \delta(\Re f) \delta(\Im f) df(z).$$

\(^2\)We remark that the results of [31] (published after the first version of our paper) show that our formulae contain also spurious poles, which we do not discuss here. They show however, that these terms will not contribute to the Q-cut nor to the final scattering amplitude, because they vanish in dimensional regularization. Their paper serves to fill in a gap in our proof.
Introducing $\ell \in \mathbb{R}_{1,d-1}$ to parametrise the zero modes of $P$, and setting $z_{ij} = z_i - z_j$, our choice of solution of eq. (2.1) for $P(z, z_i | q)$ is

$$P(z, z_i) = 2\pi i \ell dz + \sum_i k_i \left( \frac{\theta'_1(z - z_i)}{\theta_1(z - z_i)} + \frac{\theta'_1(z_i - z_0)}{\theta_1(z_i - z_0)} + \frac{\theta'_1(z_0 - z)}{\theta_1(z_0 - z)} \right) dz. \quad (2.3)$$

Here the prime denotes $\partial/\partial z$, $z_0$ is some choice of reference point, and $\theta_1 = \theta_{11}$ where standard theta functions are defined by

$$\theta_{ab}(z|\tau) = \sum_{n \in \mathbb{Z}} q^{(n-a/2)^2/2} e^{2\pi i (z-b)(n-a/2)}. \quad (2.4)$$

Since $\theta_1(z) \sim_{z \to z_i} z_i$, there are poles at $z = z_i$, $i = 1, \ldots, n$ but momentum conservation implies that the coefficient of $\theta'_1(z_0 - z)/\theta_1(z_0 - z)$ is in fact zero, so $P$ is holomorphic at $z_0$. We include the last term to make the double periodicity manifest. Theta functions are trivially periodic under $z \to z + 1$, but under $z \to z + \tau$ we have

$$\frac{\theta'(z + \tau)}{\theta(z + \tau)} = \frac{\theta'(z)}{\theta(z)} - 2\pi i. \quad (2.5)$$

It is easy to see that our expression for $P$ is doubly periodic in $z$ as a consequence of momentum conservation, but it is also doubly periodic in the $z_i$ as a consequence of the extra last term involving the reference point in (2.3). Using this, we define the scattering equations to be

$$\text{Res}_{z_i} P^2(z) = 2k_i \cdot P(z_i) = 0, \quad P^2(z'_0) = 0. \quad (2.6)$$

where $z'_0$ is another choice of reference point. On the support of the other scattering equations, $P^2(z'_0)$ is global and holomorphic in $z'_0$ and hence independent of this $z'_0$. Because the sum of residues of $P^2$ vanishes, the first scattering equation follows from those at $i = 2, \ldots, n$. Translation invariance of the framework implies that we must fix the location of $z_1$ by hand. On the support of the equations at $z_i$, $P^2(z'_0)$ is global and holomorphic, hence constant in $z'_0$, depending only on $\tau$. Therefore, the final equation $P^2(z'_0) = 0$ is independent of $z'_0$ and serves to determine $\tau$.

Some remarks are in order here. Since our $P$ is meromorphic and doubly periodic both in $z$ and the $z_i$, so are the scattering equations. It differs from the previous versions in the literature in the choice of an additive ‘constant’ term in $\ell$ that depends on the $z_i$ and $k_i$. The ACS version is not holomorphic in the $z_i$; this leads to non-holomorphic scattering equations and it was argued in [24] that they do not give the correct $1/\ell^2$ pole structure. A holomorphic version was proposed there for which factorisation was checked, which is also the version used in [32]. However, that version is not doubly periodic so the scattering equations are not well defined on the elliptic curve for fixed constant $\ell$; there are different numbers of solutions on the different fundamental domains of the lattice as well as those related by $\text{SL}(2, \mathbb{Z})$ as observed numerically in [24].\footnote{This fact leads to a well-known apparent ambiguity in the definition of the loop momentum in all first quantized theories (worldline, strings [33]). This ambiguity drops out of the physical observables after}

The version in [25] is holomorphic and
doubly periodic, but concerns were raised about factorisation by Adamo, Casali & Skinner, who suggested this approach.

With this version of the scattering equations, the ACS proposal for the 1-loop integrand of type-II supergravity amplitudes takes the form

$$\mathcal{M}^{(1)}_{\text{SG}} = \int \mathcal{I}_q d^d \ell \, d\tau \, \overline{\delta(P^2(z_0^2))) \prod_{i=2}^n \delta(k_i \cdot P(z_i)) dz_i^2. \quad (2.7)$$

Here we have written $\overline{\delta(k_i \cdot P(z_i))} dz_i^2$ to give an expression that in total transforms as a 1-form. This is because $P$ is a 1-form but $\overline{\delta(f)}$ has negative weight in $f$, so that we need two $dz_i$ factors to yield a 1-form. In the ACS proposal, it is assumed that we are in the critical case of type II supergravity with $d = 10$. In this case, $\mathcal{I}_q = \mathcal{I}(k_i, \epsilon_i, z_i | q)$ is a function also of $\epsilon_i$, the gravitational polarisation data, and is the expression obtained as a sum over spin structures of the worldsheet correlator of vertex operators. It consists of certain Pfaffians and theta constants that arise as partition functions that are described later, and in more detail in [23]. In this special case, this formula is doubly periodic in the $z_i$ and modular invariant, i.e., invariant under $4 \tau \to \tau + 1, -1/\tau$.

In [24], it was shown that, when $n = 4$, as in conventional string theory, $\mathcal{I}_q$ is independent of $z_i$ and $q$, and factors out of the integral. The nontrivial remaining integral is the $n = 4$ version of the more general integral

$$\mathcal{M}^{(1)}_{n-\text{gon}} = \int d^d \ell \, d\tau \, \overline{\delta(P^2(z_0^2))) \prod_{i=2}^n \delta(k_i \cdot P(z_i)) dz_i^2, \quad (2.8)$$

where the integral can be checked to be modular invariant for dimension $d = 2n + 2$ (see the modular weight of $\ell$ in footnote 4). In [24], this was conjectured to be equivalent to a sum over permutations of $n$-gons and, if so at $n = 4$, this would confirm the 4-particle supergravity conjecture at 1-loop.

In both formulae, leaving aside the integration over the loop momentum variable $\ell$, there are as many delta functions as integration variables and these restrict the integral to a sum over a discrete set of solutions to the scattering equations. Each term in that sum consists of the integrand evaluated at the corresponding solution divided by a Jacobian.

### 2.2 From a torus to a Riemann sphere

Here we use a residue theorem (or integration by parts in our notation) to reduce the formula on the elliptic curve to one on the nodal Riemann sphere at $q = 0$. Our argument integration of the loop momentum and does not alter the modular properties of the string amplitudes. However, the case of the first quantized ambitwistor string is undoubtedly more subtle because of the presence of the scattering equations and the fact that we must integrate only over a real contour in the loop momentum variable. Therefore we must proceed by making two assumptions. Firstly, we must cure the ambiguity in the loop momentum in the integrand by defining $P$ by (2.3). Secondly, we want to define the integration cycle of the theory (in the sense of [32, 34]) as including only the solutions to the scattering equations in the fundamental domain, as described below.

$^4$The invariance under $\tau \to \tau + 1$ is trivial, and under $\tau \to -1/\tau$, we have $\ell \to \tau \ell$, $dz \to dz/\tau$, and the transformation of $\mathcal{I}_q$ can be deduced from conventional string theory since the worldsheet correlator is essentially the square of the holomorphic part of the worldsheet correlator there. For the counting in the $n$-gon case, observe that $\overline{\delta(P^2(z_0)))$ transforms also as $\tau^{-2}$, as it implicitly has a factor of $dz_0^2$. 

---
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Figure 1. Residue theorem in the fundamental domain.

relies on the intuitive fact that the scattering equation imposed by \( \delta(P^2(z_0)) \) has a separate status from the others, serving to fix \( \tau \), and can be analysed on the \( \tau \)-plane alone. We can use the residue theorem to convert it into an equation enforcing \( q = 0 \). Such ‘global residue theorems’ have already been applied to tree-level CHY formulae by [26] to relate the scalar CHY formulae to their Feynman diagrams. We apply the same strategy here, and we will be left with scattering equations that have off-shell momenta associated to \( \ell \), and a formula for the 1-loop integrand based on off-shell scattering equations on the Riemann sphere (in fact a forward limit of those of [35]).

In order to obtain a formula for the amplitude on the Riemann sphere, we need that \( I_q := \mathcal{I}(\ldots | q) \) be holomorphic as a function of \( q \) on the fundamental domain \( D_\tau = \{|\tau| \geq 1, \Re \tau \in [-1/2, 1/2]\} \) for the modular group. In the case of the \( n \)-gon conjecture below, we will put \( I_q = 1 \), and this will be obvious. For supergravity, however, \( I_q \) is a product of two 1-loop analogues of CHY Pfaffians that in particular have many contributions of the form \( 1/\theta_1(z_i - z_j) \), which provide potential poles when \( z_i \to z_j \), and it is conceivable that as \( q \) varies, these might lead to poles in \( q \). However, such poles are suppressed by the scattering equations for generic choices of the momenta. As \( z_i \to z_j \) for \( i, j \in I \) and \( I \) some subset of \( 1, \ldots, n \), \( P \) is well approximated by its counterpart on the Riemann sphere near the concentration point, and it is easily seen that such factorisation of the \( z_i \) can only occur if the corresponding partial sum of the momenta for \( i \in I \) becomes null. See section 4 for a detailed discussion of the argument. Thus, if the momenta are in general position, we cannot have \( z_i \to z_j \) on the support of \( k_i \cdot P(z_i) = 0 \), and so our \( I_q \) will have no poles.
It was shown in [23] that the holomorphicity of the supergravity integrand at $q = 0$ is a consequence of the GSO projection. For other values of $q$, the possible poles in the integrand can only occur when $z_i \to z_j$, but the standard factorisation argument [26] applies here also to imply that this can only happen when the momenta are factorising and hence non-generic. The main argument is then

$$
\mathcal{M}_{SG}^{(1)} = \int I_q d^d \ell \frac{dq}{q} \frac{1}{2\pi i P^2(z_0')} \prod_{i=2}^n \delta(k_i \cdot P(z_i)) dz_i \\
= -\int I_q d^d \ell \left( \frac{dq}{2\pi i q} \right) \frac{1}{P^2(z_0')} \prod_{i=2}^n \delta(k_i \cdot P(z_i)) dz_i \\
= -\int I_0 d^d \ell \frac{1}{P^2(z_0')} \prod_{i=2}^n \delta(k_i \cdot P(z_i)) dz_i \bigg|_{q=0}.
$$

In the first line, we put $d\tau = dq/(2\pi i q)$ and inserted the definition of $\delta(P^2(z_0'))$. In the second line, we integrated by parts in the domain $D_\tau$, yielding a delta function supported at $q = 0$ that is then integrated out. The boundary terms cancel because of the modular invariance. This is equivalent to a contour integral argument in the fundamental domain $D_\tau$, as in figure 1. The sum of the residues at the poles of $1/P^2(z_0'|q)$ simply gives the contribution from the residue at the top, $q = 0$, since the contributions from the sides and the unit circle cancel by modular invariance.

The fundamental domain for $z$ maps,

$$
\sigma = e^{2\pi i (z-\tau/2)},
$$

(2.10)

to $\{e^{-\pi q} \leq |\sigma| \leq e^{\pi q}\}$, with the identification $\sigma \sim q \sigma$. As $q \to 0$, we obtain $\sigma \in \mathbb{CP}^1$ with $0, \infty$ identified, giving a double point corresponding to the pinching of $\Sigma_q$ at a non-separating degeneration as illustrated in figure 1. We have $dz = \frac{d\sigma}{2\pi i \sigma}$ and, at $q = 0$,

$$
\frac{\theta_1'(z-z_i)}{\theta_1(z-z_i)} dz = \frac{\pi}{\tan \pi(z-z_i)} dz = -\frac{d\sigma}{2\pi \sigma} + \frac{d\sigma}{\sigma - \sigma_i}.
$$

(2.11)

Using momentum conservation we obtain

$$
P(z) = P(\sigma) = \ell \frac{d\sigma}{\sigma} + \sum_{i=1}^n \frac{k_i d\sigma}{\sigma - \sigma_i},
$$

(2.12)

where here we have translated $\ell$ by $^5 \sum_i k_i \cot \pi z_i$.

If we now consider the function $P^2(\sigma)$, we find that it has double poles at $0, \infty$ (along with the usual simple poles at $\sigma_i$). Defining

$$
S = P^2 - \ell^2 \frac{d\sigma^2}{\sigma^2},
$$

$^5$This was the extra term that we included in $\ell$ to make $P$ doubly periodic at constant $\ell$. In this limit on the Riemann sphere, it no longer plays a useful role and corresponds to taking $\sigma_0 = \infty$. 
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we find $S$ now has only simple poles. The vanishing of the residues of $S$ gives our \textit{off-shell} scattering equations

\[ 0 = \text{Res}_{\sigma} S = \frac{k_i \cdot \ell}{\sigma_i} + \sum_{j \neq i} \frac{k_i \cdot k_j}{\sigma_i - \sigma_j}, \quad (2.13) \]

at $\sigma_i$. The sum of the residues of $\sigma_\alpha \sigma_\beta S$ must vanish with $\sigma_\alpha = (1, \sigma)$ in affine coordinates, so that the equations for $i = 2, \ldots, n$ imply the vanishing of the residues of $S$ at $\sigma_1$, $0$ and $\infty$. Thus any $n - 1$ of these equations imply all $n + 2$, hence $S$ is holomorphic and, having negative weight, vanishes, so that $P^2 = \ell^2 \, d\sigma^2 / \sigma^2$.

With this, the 1-loop formula becomes

\[ \mathcal{M}^{(1)}_{SG} = - \int I_0 \, q^d \, \frac{1}{\ell^2} \prod_{i=2}^n \delta(k_i \cdot P(\sigma_i)) \frac{d\sigma_i}{\sigma_i^2}, \quad (2.14) \]

where we have used the identity $\bar{\delta}(\lambda f) = \lambda^{-1}\bar{\delta}(f)$ to give $\bar{\delta}(k_i \cdot P(z_i))dz_i = \bar{\delta}(k_i \cdot P(\sigma_i))d\sigma_i / \sigma_i^2$. The formula (2.14) is our new proposal for the supergravity loop integrand, with $I_0$ the $q = 0$ limit of the ACS correlator.

For the simpler ‘$n$-gon’ conjecture presented in [24], we now take $I_q = 1$. For both this and supergravity, modular invariance is no longer an issue on the Riemann sphere, and the new formulae make sense in any dimension. However, the link to a formula on the elliptic curve will only be valid in the critical dimension.

The integration by parts sets $q$ to zero, and this is also the regime in full string theory where one extracts the field theory or $\alpha' \to 0$ limit of the amplitudes. The difference here is that this limit is obtained by application of the residue theorem, so we are not throwing away any terms, whereas in string theory we would be projecting out the contribution of massive states running in the loop by doing so. At the moment it is unclear if the similarity between the method we use here and string theory is just a consequence of the fact that both strings are physical and hence factorise properly at the boundary of the moduli space, or if this goes deeper. In any case, the similarity between the $\alpha' \to 0$ limit and our IBP will allow us to reuse some standard technology from string theory.\(^6\)

2.3 The \textit{n}-gon conjecture, partial fractions and shifts

The question arises as to how the $\ell$ appearing in (2.14) relates to the loop momentum flowing in any given propagator. We will see that the answer requires a new way of expressing 1-loop amplitudes. The expression (2.14) is a representation of the one-loop contribution to the scattering amplitude of a theory specified by $I_0$. In this subsection, we consider the choice where $I_0 = 1$, which was conjectured in [24] to give rise to a permutation sum of polygons. When $n = 4$, the $n$-gon conjecture implies the supergravity conjecture [24].

\(^6\)Several restrictions apply: there is no fully fledged well defined Heterotic ambitwistor string (see appendix B), there are no winding modes which can become massless at self-dual radii in compactifications to enhance abelian to non-abelian gauge groups, see appendix D, and it is yet unknown how to include the contribution of non-perturbative states of supergravity.
For \( n = 4 \), the off-shell scattering equations can be solved exactly with two solutions\(^7\) given explicitly in section A. After substituting into (2.14), this yields

\[
\hat{\mathcal{M}}^{(1)}_4 = \frac{1}{\ell^2} \sum_{\sigma \in S_4} \frac{1}{2\ell \cdot k_{\sigma_1} (2\ell \cdot (k_{\sigma_1} + k_{\sigma_2}) + 2k_{\sigma_1} \cdot k_{\sigma_2}) (-2\ell \cdot k_{\sigma_4})},
\]

(2.15)

where we defined the loop integrand as \( \hat{\mathcal{M}}^{(1)}_1 \),

\[
\hat{\mathcal{M}}^{(1)}_1 = \int d^D \ell \, \hat{\mathcal{M}}^{(1)}.
\]

(2.16)

This result is not obviously equivalent to the permutation sum of the boxes

\[
I^{1234} = \frac{1}{\ell^2(\ell + k_3)^2(\ell + k_3 + k_4)^2(\ell - k_2)^2},
\]

(2.17)

as the only manifest propagator in \( \hat{\mathcal{M}}^{(1)}_4 \) is the pre-factor \( 1/\ell^2 \), and all the other denominator factors are linear in \( \ell \). However, the partial fraction identity

\[
\prod_{i=1}^n D_i = \sum_{i=1}^n D_i \prod_{j \neq i} (D_j - D_i)
\]

(2.18)

can be applied to a contribution such as (2.17) (this identity is easily proven by induction). The right-hand-side of this identity is a sum of terms with a single factor of the type \( D_i = (\ell + K)^2 \), and several factors of the type \( D_j - D_i = 2\ell \cdot K + O(\ell^0) \). We then perform a shift in the loop momentum for each term such that the corresponding \( D_i \) is simply \( \ell^2 \). Applying this procedure to the permutation sum, we precisely obtain \( \hat{\mathcal{M}}^{(1)}_4 \).

We are now in a position to address the \( n \)-gon conjecture of [24]. It states that \( \mathcal{I} = 1 \) corresponds to a permutation-symmetric sum of \( n \)-gons, which can be written as

\[
\hat{\mathcal{M}}^{(1)}_{n\text{-gon}} = \frac{1}{\ell^2} \sum_{\rho \in S_n} \frac{1}{\prod_{i=1}^{n-1} \left( 2\ell \cdot \sum_{j=1}^i k_{\rho_j} + \left( \sum_{j=1}^i k_{\rho_j} \right)^2 \right)}.
\]

(2.19)

In our previous work [25], we verified this equality analytically at four points, using the explicit solutions to the scattering equations in appendix A, and numerically at five points. We will see later in section 4.18 that this can be proved by factorisation arguments.

The \( n = 2 \) and \( 3 \) examples are also instructive. The bubble \((2\text{-gon})\) example gives\(^8\)

\[
\frac{1}{\ell^2(\ell + K)^2} = \frac{1}{\ell^2(2\ell \cdot K + K^2)} + \frac{1}{(\ell + K)^2(-2\ell \cdot K - K^2)}\]

(2.20)

\[
\text{shift} \rightarrow \frac{1}{\ell^2} \left( \frac{1}{2\ell \cdot K + K^2} + \frac{1}{-2\ell \cdot K + K^2} \right),
\]

\(^7\)This problem is identical to that arising in factorisation as studied in [24] except that now \( \ell \) is off-shell. It was conjectured there to have \( (n - 1)! - 2(n - 2)! \) solutions giving 2 at \( n = 4 \).

\(^8\)Henceforth, we use a capital symbol \( K \) to distinguish a possibly massive momentum.
where a shift $\ell \rightarrow \ell - K$ was applied to the second term. If $K$ is null, the bubble vanishes, which is also the result of dimensional regularisation. The triangle (3-gon) with massless corners, $k_1^2 = k_2^2 = k_3^2 = 0$, also vanishes:

$$
\frac{1}{\ell^2(\ell + k_1)^2(\ell - k_3)^2} \xrightarrow{\text{shift}} - \frac{\ell \cdot (k_1 + k_2 + k_3)}{4\ell^2(\ell \cdot k_1)(\ell \cdot k_2)(\ell \cdot k_3)} = 0. \quad (2.21)
$$

The partial fraction identity (2.18) can also be application of the residue theorem to the following integral

$$
\frac{1}{2\pi i} \oint_{|z|=\epsilon} \frac{1}{z} \prod_{i=1}^{n} \left( D_i - z \right). \quad (2.22)
$$

Typical integrands for theories like gauge theory or gravity depend on the loop momentum also in the numerators, and not simply through propagator factors in the denominators. The loop momentum in the numerators should also be shifted. For more general amplitudes, this can be achieved with a shift in the loop momentum together with a contour integral argument, and this has been explored and considerably generalised in [30] and reviewed in section 4.

### 2.4 Supersymmetric theories

Supergravity and Yang-Mills one-loop amplitudes were also expressed in [25] on the Riemann sphere using different choices for $I_q$ in (2.14). Here we present further details of these calculations. While the former are readily derived from the type II RNS ambitwistor string, the Yang-Mills one was simply conjectured (see some motivational comments in section B). We show that these integrands pass several non-trivial consistency checks, and later show that they factorise correctly in section 4.

#### 2.4.1 Supergravity

Let us start by recalling the form of genus-one graviton amplitudes in ambitwistor string, as derived by ACS in ref. [23]. As in the usual RNS string, the worldsheet correlator incorporates a GSO projection to remove the unwanted states. The integrand $I_q$ is the worldsheet correlator of the vertex operators resulting from Wick contractions. The main difference from a conventional string integrand is the absence of $XX$ contractions. This forbids in particular the appearance of an exponential factor of the form $\exp(\sum k_i k_j \langle X(z_i) X(z_j) \rangle)$ since these holomorphic plane waves have trivial OPE’s. The $I_q$ of the ACS proposal is a sum over spin structures on the torus. The odd-odd spin structure gives a fermionic 10-dimensional zero-mode integral that leads to a 10-dimensional Levi-Civita $\epsilon$ symbol. This will vanish if all the polarisation data and momenta are taken in less than 10-dimensions and for simplicity we will assume that this is the case in the following\(^9\) and focus only on the even spin structures labelled by $\alpha = 2, 3, 4$ (with $\alpha = 1$ the odd one). With this, the ACS proposal for the amplitude explicitly reads as (2.7) with

$$
I_q := \frac{1}{4} \sum_{\alpha,\beta=2,3,4} (-1)^{\alpha+\beta} Z_{\alpha;\beta}(\tau) \text{ Pf}(M_\alpha) \text{ Pf}(\bar{M}_\beta) \quad (2.23)
$$

\(^9\)In doing this, we miss the term that leads to the Green-Schwarz anomaly [36].
(the 1/4 comes from the two GSO projections). Above, in eq. (2.7), we referred to $I_q$ as the worldsheet CFT correlator that includes partition functions. The vertex operators are naturally a product of two factors that we refer to as “left” and “right”, and since left and right parts essentially decouple, the full correlator decomposes also as a product as follows:

$$I_q = I^L_q I^R_q,$$

with

$$I^L_q = \frac{1}{2} (Z_2 \text{Pf}(M_2) - Z_3 \text{Pf}(M_3) + Z_4 \text{Pf}(M_4)).$$

(2.24)

with a similar but tilde’d definition for $I^R_q$. The matrix $M_\alpha$ is a generalisation of the CHY matrix, and comes from a straightforward application of Wick’s theorem to the left parts of the vertex operators in the spin structure $\alpha$. It is defined as

$$M_\alpha = \begin{pmatrix} A & -C^T \\ C & B \end{pmatrix},$$

(2.25)

where

$$A_{ij} = k_i \cdot k_j S_\alpha(z_{ij}|\tau), \quad B_{ij} = \epsilon_i \cdot \epsilon_j S_\alpha(z_{ij}|\tau), \quad C_{ij} = \epsilon_i \cdot k_j S_\alpha(z_{ij}|\tau) \quad \text{for} \quad i \neq j,$$

(2.26)

and

$$A_{ii} = 0, \quad B_{ii} = 0, \quad C_{ii} = -\epsilon_i \cdot P(z_i),$$

(2.27)

where $P(z_i)$ was given in (2.3). The torus free fermion propagators, or Szegő kernels, are defined by

$$S_\alpha(z_{ij}|\tau) = \frac{\partial_\tau \theta_1(0|\tau) \theta_\alpha(z_{ij}|\tau)}{\theta_1(z_{ij}|\tau) \theta_\alpha(0|\tau)} \sqrt{dz_i \sqrt{dz_j}}$$

(2.28)

in even spin-structures $\alpha = 2, 3, 4$, while $S_1$ is given by

$$S_1(z|\tau) = \frac{\partial_\tau \theta_1(z|\tau)}{\theta_1(z|\tau)}.$$

(2.29)

Here $\alpha := (a, b) = (0, 0), (0, 1), (1, 0)$ are the even characteristics and (1, 1) is the odd one. In the notation $\alpha = 1, 2, 3, 4$ used above, these correspond to $\alpha = 3, 4, 2$ and $\alpha = 1$, respectively.

The tilded matrix $\tilde{M}_\alpha$ is defined as $M_\alpha$ is, with different polarisation vectors $\tilde{\epsilon}$, such that the polarisation tensors $\epsilon^{\mu\nu}_i = \epsilon^i_\mu \epsilon^i_\nu$ correspond to the NS-NS states of supergravity, graviton, the dilaton and the B-field. In terms of $\epsilon^{\mu\nu}$, the dilaton corresponds to the trace part, the B-field to the skew part, and the graviton to the traceless symmetric part.

The $Z_{\alpha;\beta}$ are the CFT partition functions in the $\alpha;\beta$ spin structures. In terms of the ambitwistor string theory, they have a factor of $1/\eta(\tau)^6$ from the $(P, X)$ system and $\theta_4(0|\tau)^4/\eta(\tau)^4$ from each of the $\psi_r$, $r = 1, 2$, fermion systems. The power 16 is twice the number of transverse directions of 10d Minkowski space, while the fourth power is one-half as appropriate for the spin 1/2 fermions. The theta functions have been defined in (2.4), while the Dedekind eta function is defined by

$$\eta(\tau) = q^{1/24} \prod_{n=1}^\infty (1 - q^n).$$

(2.30)

$^{10}$Alternatively the partition functions of the various $(b, c)$ and $(\beta, \gamma)$ ghosts account for the reduction to the physical transverse modes.
With this, the \( Z_\gamma \) of (2.24) are given by

\[
Z_\gamma = \frac{\theta_\gamma(0|\tau)^4}{\eta(\tau)^{12}} \quad (\gamma = \alpha, \beta).
\] (2.31)

Applying our contour argument to go from the torus to the nodal Riemann sphere, we are interested in the limit \( q \to 0 \). The partition functions do possess \( 1/\sqrt{q} \) poles which extract higher order terms in the Szeg"o kernels. Hence we need the following \( q \)-expansions:

\[
Z_2(\tau) = 16 + O(q^2), \quad Z_3(\tau) = \frac{1}{\sqrt{q}} + 8 + O(q), \quad Z_4(\tau) = \frac{1}{\sqrt{q}} - 8 + O(q).
\] (2.32)

and

\[
S_1(z_{ij}|\tau) \to \frac{1}{2} \frac{1}{\sigma_i - \sigma_j} \left( \sqrt{\frac{\sigma_i}{\sigma_j}} + \sqrt{\frac{\sigma_j}{\sigma_i}} \right) \sqrt{d\sigma_i \sqrt{d\sigma_j}},
\]

\[
S_2(z_{ij}|\tau) \to \frac{1}{2} \frac{1}{\sigma_i - \sigma_j} \left( \sqrt{\frac{\sigma_i}{\sigma_j}} + \sqrt{\frac{\sigma_j}{\sigma_i}} \right) \sqrt{d\sigma_i \sqrt{d\sigma_j}},
\]

\[
S_3(z_{ij}|\tau) \to \frac{1}{\sigma_i - \sigma_j} \left( \frac{1}{\sigma_i} + \sqrt{q} \frac{\sigma_i - \sigma_j}{\sigma_i \sigma_j} \right) \sqrt{d\sigma_i \sqrt{d\sigma_j}},
\]

\[
S_4(z_{ij}|\tau) \to \left( \frac{1}{\sigma_i - \sigma_j} - \sqrt{q} \frac{\sigma_i - \sigma_j}{\sigma_i \sigma_j} \right) \sqrt{d\sigma_i \sqrt{d\sigma_j}}.
\] (2.33)

in terms of the coordinates \( \sigma = e^{2\pi i (z - \tau/2)} \). The limit of \( P(z_i) \) required for the components \( C_{ii} \) was already given in (2.12). The \( q = 0 \) residue of (2.24) is then given by

\[
\mathcal{I}_L = \frac{1}{2\sqrt{q}} \left( Pf(M_3)|_{q^0} - Pf(M_4)|_{q^0} \right) + \frac{1}{2} \left( Pf(M_3)|_{\sqrt{q}} + Pf(M_4)|_{\sqrt{q}} \right) + 4 \left( Pf(M_3)|_{q^0} + Pf(M_4)|_{q^0} - 2Pf(M_2)|_{q^0} \right) + O(\sqrt{q})
\] (2.34)

where the symbol \((\cdot)|_{q^r}\) with \( r = 0, 1/2 \) means that we extract the coefficient of \( q^r \) in the Taylor expansion around \( q = 0 \).\(^{11}\)

Some simplifications occur at this stage. Firstly, it is easy to see from eq. (2.33) that

\[
Pf(M_3)|_{q^0} = Pf(M_4)|_{q^0}
\] (2.35)

which reflects the projection of the ambitwistor string “NS-tachyon” (we come back on this later). Then, we also have that

\[
Pf(M_3)|_{\sqrt{q}} = -Pf(M_4)|_{\sqrt{q}}
\] (2.36)

Using the two previous identities, we finally lend on eq. (11) presented in our previous work \cite{25}, which we reproduce here;

\[
\mathcal{I}_0^L = Pf(M_3)|_{\sqrt{q}} + 8 \left( Pf(M_3)|_{q^0} - Pf(M_2)|_{q^0} \right).
\] (2.37)

The structure of this object may appear to be quite complicated with regard to the extreme simplicity of one-loop maximal supergravity integrands. It is actually a lot simpler.

\(^{11}\)In the original ACS paper, the \( O(\sqrt{q}) \) were not included in the analysis of the factorisation channel.
than it looks, thanks to the use of standard stringy theta function identities [24]. The simplest identities involve products of up to three Szegő kernels,

$$
\sum_{\alpha=2,3,4} (-1)^{\alpha} Z_\alpha \prod_{r=1}^m S_\alpha(w_{(r)}|\tau) = 0, \quad \text{for} \quad m = 0, 1, 2, 3,
$$

(2.38)

where the $w_{(r)}$ can be arbitrary. At $n = 0$, this is the well known Jacobi’s identity $\theta_2(0, \tau)^4 - \theta_3(0, \tau)^4 + \theta_4(0, \tau)^4 = 0$. For $m > 3$, the analogous identities are valid only for

$$
w_{(1)} + \ldots + w_{(m)} = 0.
$$

(2.39)

Let us consider the case $m = 4$. In our application, the condition on the $w_{(r)}$ is naturally achieved by the set $(z_{ij}, z_{jk}, z_{kl}, z_{li})$, and the corresponding identity is

$$
\sum_{\alpha=2,3,4} (-1)^{\alpha} Z_\alpha \prod_{r=1}^4 S_\alpha(w_{(r)}|\tau) = (2\pi)^4,
$$

(2.40)

where we have ellipsed the global form degree $dz_i dz_j dz_k dz_l$. Applied to (2.24), these identities tell us that $I^L$ is a constant for four-point scattering [24]. This follows from the structure of the Pfaffians, or equivalently from the structure of the vertex operators. As in string theory, only the terms with 8 $\psi$‘s or more contribute. At $n$ points, each term in $\text{Pf}(M_\alpha)$ is a product of $m$ Szegő kernels of type $\alpha$ and $m - n$ factors $C_{ii}$. The Szegő kernels of type $\alpha$ appear with arguments which precisely satisfy the condition (2.39). At four points, the sum over spin structures ensures that no $C_{ii}$ contributes, as $m < 4$ for those terms, whereas the $m = 4$ identity implies that $I^L$ is a constant. For $n > 4$, the sum over spin structures ensures that there are no terms with more than $n - 4$ factors of the type $C_{ii}$. The classical reference is [37], while [38] provide an all-$n$ form for them. Since the loop momentum enters explicitly in $I^L$ only through $C_{ii}$, this means that $I^L$ is a polynomial of order $n - 4$ in the loop momentum, which is always contracted with a polarisation vector. This discussion holds for any value of $\tau$. In the limit $q \to 0$ ($\tau \to i\infty$), the Riemann identities become algebraic identities, and can be easily checked at low multiplicity.

### 2.4.2 Super-Yang-Mills theory

The supergravity amplitude was derived in [25] from the genus-one ambitwistor string expression of [23], as described above. However, a Yang-Mills analogue of the latter on the torus is not known, despite the progress in formulating an ambitwistor string version of gauge theory at tree level [10, 11, 39, 40]. Nevertheless, a proposal for super Yang-Mills amplitudes was given in [25], using the tree-level case and the relation between gauge theory and gravity.

At tree level, CHY [14] found that the expression for the gauge theory amplitude is obtained from the supergravity one by substituting one Pfaffian by a Parke-Taylor factor. The fact that gauge theory has only one Pfaffian, depending on a set of polarisation vectors ($\epsilon_i^\mu$), while gravity has two Pfaffians, each depending on a different set of polarisation vectors ($\epsilon_i^\mu$ and $\tilde{\epsilon}_i^\mu$), is a clear manifestation of gravity as a ‘square’ of gauge theory, in agreement with
the Kawai-Lewellen-Tye relations \[41\] and with the Bern-Carrasco-Johansson (BCJ) double copy \[42, 43\]. At loop-level, the BCJ double copy is known to hold at one-loop in a variety of cases, including certain classes of amplitudes at any multiplicity \[2, 36, 44–46\], so it is natural to propose that one-loop formulae based on the scattering equations will also exhibit this property. The proposal of \[25\] is that the super Yang-Mills amplitude is determined by\footnote{This gives the planar (single-trace) contribution to the amplitude. At one loop, the non-planar (double-trace) contribution is determined by the planar part for any gauge theory involving only particles in the adjoint representation of SU($N_c$) \[47\].}

\[I^{SYM} = I^L_0 I^{PT}, \quad (2.41)\]

where $I^L_0$ is defined in \(2.37\). The one-loop analogue of the Parke-Taylor factor was conjectured to be

\[I^{PT} = \sum_{\ell=1}^{n} \frac{\sigma_{\ell^+} \sigma_{\ell^-}}{\sigma_{\ell^+} \sigma_{i+1} \sigma_{i+2} \cdots \sigma_{i+n} \ell^-}, \quad (2.42)\]

where $\sigma_{\ell^+}$ and $\sigma_{\ell^-}$ represent the pair of insertion points of the loop momentum, and where we identify the labels $i \sim i + n$. With our choice of coordinates on the Riemann sphere we have fixed $\sigma_{\ell^+} = 0$ and $\sigma_{\ell^-} = \infty$, so that

\[I^{PT} = -\sum_{i=1}^{n} \frac{1}{\sigma_i \sigma_{i+1} \sigma_{i+2} \cdots \sigma_{i+n-1} i+n}. \quad (2.43)\]

In appendix B, we present a motivation for our conjecture based on the heterotic amplitwistor models.

### 2.4.3 Checks

The conjectures above were verified explicitly in \[25\] at low multiplicity. In a later section, we will provide a proof for these conjectures at any multiplicity, based on the factorisation properties of the formulae. In this section, however, we will simply give more details of the checks reported in \[25\]. These were performed in four dimensions, where there exist simple known expressions for $N = 4$ super Yang-Mills theory and $N = 8$ supergravity. These expressions should match our $D = 10$ formulae when we restrict the external data to four dimensions, as we argue in section D. We make use of the spinor-helicity formalism; see e.g. \[48\] for a review. The polarisation vectors for positive and negative helicities are represented as

\[\epsilon_i^{(+)\dag} = i^\eta [i], \quad \epsilon_i^{(-)} = i [\eta], \quad (2.44)\]

where $\eta = [\eta][\eta]$ is a reference vector. The four-point checks were performed analytically, using the solutions to the scattering equations presented in appendix A, whereas the five-point checks were performed numerically.

For the theories at hand, due to supersymmetry, the only external helicity configurations which lead to a non-vanishing amplitude have at least two particles of each helicity. We verified that our formulae for both super Yang-Mills theory and supergravity vanish if that condition is not satisfied.
For $n = 4$, non-vanishing amplitudes must have two particles of each helicity type. Let us label the negative-helicity particles as $r$ and $s$. The loop integrands for these super Yang-Mills and supergravity amplitudes are well known \cite{39, 40}. After the application of our shift procedure, they are given by

$$\hat{\mathcal{M}}^{(1)}_{4, \text{SYM}} = \frac{1}{\ell^2} \sum_{\rho \in \text{cyc}(1234)} \frac{N_4}{\prod_{i=1}^{3} \left( 2 \ell \cdot \sum_{j=1}^{i} k_{\rho_i} + \left( \sum_{j=1}^{i} k_{\rho_i} \right)^2 \right)}$$  \hspace{1cm} (2.45)

and

$$\hat{\mathcal{M}}^{(1)}_{4, \text{SG}} = \frac{1}{\ell^2} \sum_{\rho \in \text{S}_{4}} \frac{N_4^2}{\prod_{i=1}^{3} \left( 2 \ell \cdot \sum_{j=1}^{i} k_{\rho_i} + \left( \sum_{j=1}^{i} k_{\rho_i} \right)^2 \right)},$$  \hspace{1cm} (2.46)

where we sum over cyclic permutations for gauge theory and over all permutations for gravity. The numerator

$$N_4 = \langle rs \rangle^4 \left[ \frac{12}{12} \right] \left[ \frac{34}{34} \right] \frac{\langle 1 \rangle}{\langle 1 \rangle}$$  \hspace{1cm} (2.47)

is given by a permutation-invariant kinematic function, times the factor $\langle rs \rangle^4$ involving the negative-helicity particles. The fact that this numerator appears squared in gravity with respect to gauge theory is the simplest one-loop example of the BCJ double copy.\footnote{In the supergravity case, we could have distinguished the choice of $r$, $s$ in $\epsilon^r$ and $\tilde{r}, \tilde{s}$ in $\tilde{c}^r$, with the obvious outcome of substituting $\langle rs \rangle^4$ by $\langle rs \rangle^4 / \langle \tilde{r} \tilde{s} \rangle^4$ in the final result.}

We verified that these expressions match our formulae. The amplitude for supergravity follows from the $n$-gon conjecture (2.19). This is due to the fact that, at four points, the quantities $I^L$ and $I^R$ are constant \cite{24}, as discussed above, each coinciding with the numerator $N_4$.

For $n = 5$, we will consider the case of two negative-helicity particles (for two positive helicities, we should simply exchange the chirality of the spinors in the formulae). The complete integrands involve both pentagon and box integrals. In their shifted form, they are given by

$$\hat{\mathcal{M}}^{(1)}_{5, \text{SYM}} = \frac{1}{\ell^2} \sum_{\rho \in \text{cyc}(12345)} \frac{1}{\prod_{i=1}^{4} \left( 2 \ell \cdot \sum_{j=1}^{i} k_{\rho_i} + \left( \sum_{j=1}^{i} k_{\rho_i} \right)^2 \right)} \times \left( N_{\text{pent}}^{1 \rho_1 \rho_2 \rho_3 \rho_4 \rho_5} + \frac{1}{2} \sum_{i=1}^{4} N_{\text{box}}^{\rho_i, \rho_{i+1}} \langle \text{pent} \rangle \frac{2 \ell \cdot \sum_{j=1}^{i} k_{\rho_i} + \left( \sum_{j=1}^{i} k_{\rho_i} \right)^2}{k_{\rho_i} \cdot k_{\rho_{i+1}}} \right)$$  \hspace{1cm} (2.48)

and

$$\hat{\mathcal{M}}^{(1)}_{5, \text{SG}} = \frac{1}{\ell^2} \sum_{\rho \in \text{S}_{5}} \frac{1}{\prod_{i=1}^{4} \left( 2 \ell \cdot \sum_{j=1}^{i} k_{\rho_i} + \left( \sum_{j=1}^{i} k_{\rho_i} \right)^2 \right)} \times \left( (N_{\text{pent}}^{1 \rho_1 \rho_2 \rho_3 \rho_4 \rho_5})^2 + \frac{1}{4} \sum_{i=1}^{4} (N_{\text{box}}^{\rho_i, \rho_{i+1}})^2 \frac{2 \ell \cdot \sum_{j=1}^{i} k_{\rho_i} + \left( \sum_{j=1}^{i} k_{\rho_i} \right)^2}{k_{\rho_i} \cdot k_{\rho_{i+1}}} \right).$$  \hspace{1cm} (2.49)

A valid choice for the pentagon and box numerators was present in \cite{41},

$$N_{12345}^{\text{pent}} = \langle rs \rangle^4 \left[ \frac{12}{12} \right] \left[ \frac{23}{23} \right] \left[ \frac{34}{34} \right] \left[ \frac{45}{45} \right] \frac{\langle 5 \rangle}{\langle 5 \rangle} - \langle rs \rangle^4 \langle \tilde{r} \tilde{s} \rangle^4$$  \hspace{1cm} (2.50)
and

\[ N_{[1,2]}^{\text{box}} = N_{[1:2:345]}^{\text{box}} = N_{12345}^{\text{pent}} - N_{21345}^{\text{pent}}. \]  

(2.51)

The numerator \( N_{[1,2]}^{\text{box}} \) corresponds to a box with one massive corner, \( K = k_1 + k_2 \), and is independent of the ordering of 3,4,5. We verified that our expressions match these integrands. There are other choices of numerators leading to the same integrands, such as the choice in [46], which extends to any multiplicity (in the MHV sector, i.e. two negative helicities), and arises as the dimensional reduction of the superstring-derived numerators of [2]. In that case, the pentagon numerators depend on the loop momentum, but (2.48) and (2.49) take the same form, because the relevant shifts are of the type

\[ N_{12345}^{\text{pent}} (\ell - k_1) = N_{23451}^{\text{pent}} (\ell). \]

(2.52)

Here, we define the loop momentum as flowing between the first and last leg of the numerator, and this behavior with respect to shifts follows from cyclic symmetry. It is therefore trivial to translate between the shifted representation of the integrand and the standard one.

3 Non-supersymmetric theories

In this section, we describe new formulae for Yang-Mills theory and gravity amplitudes in the absence of supersymmetry. The main tool in arriving at these formulae is the detailed analysis of the sum over spin structures (or GSO sum), which was part of the formulae for supergravity and super Yang-Mills theory presented in [25] and reviewed above in (2.37).

On the torus, these GSO sectors correspond to the various states propagating in the loop. Once taken down to the sphere, we will see how they provide amplitudes with \( n \) external on-shell gravitons (or gluons) and additional NS-NS, R-NS, NS-R or R-R additional off-shell states (resp. NS or R), running in the loop. In particular, we are able to see that the \( M_2 \) contribution in (2.37) corresponds to the Ramond sector. Furthermore the \( M_3 \) contributions naturally combine as a reduced Pfaffian of an \((n + 2) \times (n + 2)\) matrix in which the number of NS states running in the loop can be chosen at will.

Taken individually, these one-loop amplitudes are non-supersymmetric. Using these building blocks, one can engineer various types of amplitudes. For gravity, we discuss both NS-NS gravity (graviton, dilaton, B-field) and pure Einstein gravity (graviton only). We later show that our formulae match the known 4-point one-loop amplitudes in Yang-Mills theory and gravity, in a certain helicity sector.

A subtlety that arises however is that a class of degenerate solutions to the scattering equation becomes nontrivial (and in fact potentially divergent) for these non-supersymmetric amplitudes, as described by [27, 28] for the biadjoint scalar theories. So we first rephrase the scattering equations in a more \( \text{SL}(2,\mathbb{C}) \) invariant manner to give a less degenerate formulation of these solutions. In the next section, we will see that the contribution of these degenerate solutions is finite for our proposed formulae, and can furthermore be discarded without changing the integrated amplitude.
3.1 General form of the one-loop scattering equations

Before proceeding, we rewrite our previous expressions in order to use their different building blocks for non-supersymmetric theories. The reason for this, as pointed out in [27], is that the one-loop scattering equations on the sphere possess, in their general form, more solutions than are obvious from (2.13). We used part of the SL(2, ℂ) freedom on the Riemann sphere to fix the positions of the loop-momentum insertions at $\sigma_{\ell^+} = 0$ and $\sigma_{\ell^-} = \infty$ as was natural from the degeneration of the torus into a nodal Riemann sphere. However there are extra solutions to the scattering equations for which $\sigma_{\ell^+} = \sigma_{\ell^-}$ with the remaining $\sigma_i$ then satisfy the tree-level scattering equations (these solutions do arise in the previous gauge fixing with $\sigma_1 = 1$, in which all the $\sigma_i = 1$ also, but this gauge is much more awkward to deal with for these solutions). We will see that these extra solutions do not contribute to the formulae for maximal supergravity and super Yang-Mills theory given in [25] and reviewed above, but do contribute for generic theories, e.g. the biadjoint scalar theory. As discussed in [27], the total number of solutions contributing is $(n-1)! - (n-2)!$, of which $(n-1)! - 2(n-2)!$ are the ‘regular’ solutions considered in (2.13), and $(n-2)!$ are the ‘singular’ solutions for which $\sigma_{\ell^+} = \sigma_{\ell^-}$.

Hereafter, we will write the one-loop formulae based on the general scattering equations as

$$\mathcal{M}^{(1)} = - \int d^d \ell \frac{1}{\ell^2} \int \frac{d \sigma_{\ell^+} d \sigma_{\ell^-} d^n \sigma}{\text{vol SL}(2, \mathbb{C})} \hat{I} \delta(\text{Res}_{\sigma_{\ell^+}} S) \delta(\text{Res}_{\sigma_{\ell^-}} S) \prod_i' \delta(\text{Res}_i S),$$

(3.1)

where we should not fix the positions of both $\sigma_{\ell^+}$ and $\sigma_{\ell^-}$ in choosing the SL(2, ℂ) gauge, to avoid losing the ‘singular’ solutions. Since

$$P = \left( \frac{\ell}{\sigma - \sigma_{\ell^+}} - \frac{\ell}{\sigma - \sigma_{\ell^-}} + \sum_{i=1}^n \frac{k_i}{\sigma - \sigma_i} \right) d\sigma$$

(3.2)

and

$$S = P^2 - \left( \frac{\ell}{\sigma - \sigma_{\ell^+}} - \frac{\ell}{\sigma - \sigma_{\ell^-}} \right)^2 d\sigma^2,$$

(3.3)

the scattering equations take the form

$$\text{Res}_{\sigma_i} S = k_i \cdot P(\sigma_i) = k_i \cdot \ell - \frac{k_i \cdot \ell}{\sigma_i - \sigma_{\ell^+}} - \frac{k_i \cdot \ell}{\sigma_i - \sigma_{\ell^-}} + \sum_{j \neq i} \frac{k_i \cdot k_j}{\sigma_i - \sigma_j} = 0,$$

(3.4)

$$\text{Res}_{\sigma_{\ell^+}} S = -\sum_i \frac{\ell \cdot k_i}{\sigma_{\ell^+} - \sigma_i} = 0,$$

(3.5)

$$\text{Res}_{\sigma_{\ell^-}} S = \sum_i \frac{\ell \cdot k_i}{\sigma_{\ell^-} - \sigma_i} = 0.$$  

(3.6)

In the formula (3.1), the prime on the product denotes the fact that only $n - 3$ of these equations should be enforced (with the those at $\sigma_{\ell^\pm}$ on an equal footing now with the others). The three remaining equations are a consequence of the three relations between the equations following from the identities described following (2.13).
The interesting part of formula (3.1) is the quantity $I$ specifying the theory. We introduced

$$\hat{I} = \frac{1}{(\sigma_{\ell+ \ell-})^4} I,$$

so that $\hat{I}$ has the same SL(2, $\mathbb{C}$) weight in $\{\sigma_{\ell+}, \sigma_{\ell-}, \sigma_i\}$, as required by the integration, whereas $I$ has zero weight in $\{\sigma_{\ell+}, \sigma_{\ell-}\}$. The $n$-gon formula now corresponds to

$$\mathcal{I}^{n-\text{gon}} = \prod_{i=1}^{n} \left(\frac{\sigma_{\ell+ \ell-}}{\sigma_{\ell+} + \sigma_{\ell-}}\right)^2.$$

(3.8)

The relation to the $n$-gon representation in [27] follows from the identity

$$\sum_{\alpha \in S_n} \sigma_{\ell+ \ell-} = \prod_{i=1}^{n} \left(\frac{\sigma_{\ell+ \ell-}}{\sigma_{\ell+} + \sigma_{\ell-}}\right).$$

(3.9)

This follows by induction and partial fractions.

For supergravity and for super Yang-Mills theory, we have

$$\mathcal{I}^{SG} = \mathcal{I}_0^L \mathcal{I}_0^R$$

and

$$\mathcal{I}^{SYM} = \mathcal{I}_0^L \mathcal{I}^{PT},$$

(3.10)

where $\mathcal{I}^{PT}$ was defined in (2.42). The quantities $\mathcal{I}_0^L$ and $\mathcal{I}_0^R$ are defined as in (2.37), but the Szegő kernels in the matrices $M_{\alpha}$ are now expressed as

$$S_2(z_{ij}|\tau) \to \frac{1}{2} \frac{1}{\sigma_{ij}} \left(\frac{\sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}}{\sigma_{i+ \sigma_{j+ \ell-}} + \sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}} \sqrt{d\sigma_i d\sigma_j},

\frac{\sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}}{\sigma_{i+ \sigma_{j+ \ell-}} - \sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}} \sqrt{d\sigma_i d\sigma_j},

S_3(z_{ij}|\tau) \to \frac{1}{\sigma_{ij}} \left(1 + \sqrt{q} \frac{(\sigma_{i+ \sigma_{j+ \ell-} \ell-})^2}{\sigma_{i+ \sigma_{j+ \ell-} \ell-} \sigma_{i+ \sigma_{j+ \ell-} \ell-}} \sqrt{d\sigma_i d\sigma_j},

\frac{\sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}}{\sigma_{i+ \sigma_{j+ \ell-}} - \sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}} \sqrt{d\sigma_i d\sigma_j},

\frac{\sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}}{\sigma_{i+ \sigma_{j+ \ell-}} + \sqrt{\sigma_{i+ \sigma_{j+ \ell-}}}} \sqrt{d\sigma_i d\sigma_j},

\right)$$

(3.11)

in the limit $q \to 0$.

Regarding the ‘singular’ solutions to the scattering equations, it is clear that they do not contribute in the $n$-gon case, since $\hat{I}^{n-\text{gon}} \to 0$ for $\sigma_{\ell+} \to \sigma_{\ell-}$. However, they do contribute in the case of the non-supersymmetric Yang-Mills and gravity formulae to be presented below, and some care is needed in their evaluation, due to the factor $(\sigma_{\ell+ \ell-})^{-4}$ in (3.7). It is easy to see that $\mathcal{I}^{PT} \sim O\left((\sigma_{\ell+ \ell-})^3\right)$. We will show in section 4.3 that

$$\text{Pf}(M_2)|_{\varphi}^0, \text{Pf}(M_3)|_{\varphi}^0 \sim O\left((\sigma_{\ell+ \ell-})^3\right),$$

$$\text{Pf}(M_2) - \text{Pf}(M_3)|_{\sqrt{q}} \sim O\left((\sigma_{\ell+ \ell-})^3\right).$$

(3.12)

This is irrespective of the context there of taking the limit of large $\ell$, or of considering the ‘singular’ solutions. The contributions from these solutions to our formulae are therefore finite, as expected, and they vanish in the case of $\hat{I}^{SG}$ and $\hat{I}^{SYM}$. Furthermore, we will see that the degenerate solutions do not contribute to the Q-cuts and hence to the integrated amplitudes, and so can be discarded. It would, however, be useful to have an explicit formula for the limit.
3.2 Contributions of GSO sectors and the NS Pfaffian

We now turn to the individual contributions of each GSO sector to the supergravity amplitudes. This analysis is based on standard string theory, the reader is referred to standard string textbooks such as that by Polchinski, or [23] for further details.

We work in dimension $d$ for $d \leq 10$ by dimensional reduction from $d = 10$. Since there are no winding modes, taking the radii of compactification to zero is enough to decouple the Kaluza-Klein modes, see appendix D for further comments. We consider first the “left” and “right” sectors independently. These consists of $N = 1$ sYM multiplets in $d = 10$, and their dimensional reduction is well known [53]. The 10 dimensional vector $A^{(10)}_{\mu}$ splits into a $d$-dimensional vector and $10 - d$ scalars — we mention the case of fermions below.

The important point for the present analysis is that the partition functions $Z_{a,b}$ as defined in eq. (2.31) are those of particular sectors of the theory. Precisely, $a = 0$ and $a = 1$ correspond to the NS and R sectors, while $b = 0, 1$ correspond to the periodicity of the boundary conditions. Thus

$$Z_{3,4} \leftrightarrow \text{NS sector},$$

$$Z_{1,2} \leftrightarrow \text{R sector}.$$  

Here we will ignore the odd spin structure $Z_1$ as it only contributes when the kinematics are fully in $d = 10$. This is similarly the case for correlators, whose chiral residues at $q = 0$ (i.e. $I^L$ and $I^R$) we gave in eq. (2.34). So we define

$$I_{NS} = \text{Pf}(M_3)|_{q^0},$$

$$I_{R} = 8\text{Pf}(M_2)|_{q^0}.  \quad (3.13)$$

In 10 dimensions, these correspond to chiral integrands for one vector and one Majorana-Weyl fermion. When we reduce to $d < 10$ dimensions, the problem that one faces is how to decide which parts of the integrand (3.13) correspond to the $10 - d$ scalars and which part corresponds to the vector. Following in particular the string theory analysis of [54], it is easy to identify first the scalar contribution by reading off the (vanishing) coefficient

$$\frac{1}{2}(\text{Pf}(M_3)|_{q^0} - \text{Pf}(M_4)|_{q^0})$$

of the $1/\sqrt{q}$ pole in eq. (2.34). Ignoring the minus sign of the GSO projection, it corresponds to the (vanishing) propagation of the unphysical scalar state $\delta(\gamma_1)\delta(\gamma_2)e^{ik \cdot X}$. With this we identify the scalar integrand as $\text{Pf}(M_3)|_{q^0}$ (recalling eq. (2.35)) and we can deduce

$$I^L_{\text{scal}} = \text{Pf}(M_3)|_{q^0},$$

$$I^L_{\text{vect}} = \text{Pf}(M_3)|_{\sqrt{q}} + (d - 2)\text{Pf}(M_3)|_{q^0},$$

$$I^L_{\text{ferm}} = -c_d\text{Pf}(M_2)|_{q^0}.  \quad (3.15a)$$

The fermion integrand eq. (3.15c) comes with a constant $c_d$ that follows from dimensional reduction of the 10d Majorana-Weyl spinor, which produces an 8d Weyl spinor, four 6d

---

14In string theory, this is justified by the chiral splitting of the worldsheet correlator whose dramatic consequences include the KLT relations [41, 52]. In the ambitwistor string this follows from KLT orthogonality [15].
simplectic-Weyl spinors, and four 4d Majorana spinors. From eq. (2.34) we read off $c_{10} = 8$, therefore we have $c_8 = 8$, $c_6 = 2$, $c_4 = 2$.

We can therefore obtain the reduced gravitational states in the loop by taking the tensor product of the two sectors

$$ (\text{Pf}(\mathcal{M}_3)|_{\sqrt{q}} + (d - 2) \text{Pf}(\mathcal{M}_3)|_{q^0})^2 = \mathcal{I}_{\text{NS-NS-grav}} \quad (3.16a) $$

$$ (\text{Pf}(\mathcal{M}_3)|_{q^0})^2 = \mathcal{I}_{\text{scalar}} \quad (3.16b) $$

$$ (\text{Pf}(\mathcal{M}_3)|_{q^0})(\text{Pf}(\mathcal{M}_3)|_{\sqrt{q}} + (d - 2) \text{Pf}(\mathcal{M}_3)|_{q^0}) = \mathcal{I}_{\text{vector}}, \quad (3.16c) $$

from the NS-NS sector. Here, by NS-NS gravity in eq. (3.16a) we mean Einstein gravity coupled to a B-field and a dilaton. The squares are to be understood as incorporating a replacement of the $\epsilon$’s by $\tilde{\epsilon}$’s in the second factor.

In the R-NS and NS-R sectors, we have

$$ -c_d \text{Pf}(\mathcal{M}_2)|_{q^0} \text{Pf}(\mathcal{M}_3)|_{q^0} = \mathcal{I}_{\text{fermion}}, \quad (3.17a) $$

$$ -c_d \text{Pf}(\mathcal{M}_2)|_{q^0} \left( \text{Pf}(\mathcal{M}_3)|_{\sqrt{q}} + (d - 2) \text{Pf}(\mathcal{M}_3)|_{q^0} \right) = \mathcal{I}_{\text{gravitino}}. \quad (3.17b) $$

The R-R states in $d = 10$ simply involve the square

$$ (8\text{Pf}(\mathcal{M}_2)|_{q^0})^2 = \mathcal{I}_{\text{RR}}, \quad (3.18) $$

and it would be interesting to investigate this sector further.

With these interpretations of how different fields in the loops correspond to different ingredients of the 1-loop correlator, we can make the following proposals.

**Pure YM and gravity amplitudes.** Firstly, by adjusting the building blocks in (3.16) in an appropriate way, we conjecture that a four-dimensional one-loop pure gravity amplitude can be written as follows;

$$ \mathcal{I}^{(d=4)}_{\text{pure-grav}} = (\text{Pf}(\mathcal{M}_3)|_{\sqrt{q}} + 2 \text{Pf}(\mathcal{M}_3)|_{q^0})^2 - 2 (\text{Pf}(\mathcal{M}_3)|_{q^0})^2 \quad (3.19) $$

where the subtraction removes the two scalar degrees of freedom of the dilaton and B-field.\(^{15}\)

This subtraction is analogous to the prescription of [55], where scalars with fermionic statistics were introduced to implement the BCJ double copy in loop-level amplitudes of pure gravity theories.

Using the prescription reviewed in section 2.4.2, we can also build four-dimensional pure YM amplitudes, by simply multiplying the vector integrand of eq. (3.15b) with the Parke-Taylor factor (2.42),

$$ \mathcal{I}^{(d=4)}_{\text{pure-YM}} = (\text{Pf}(\mathcal{M}_3)|_{\sqrt{q}} + 2 \text{Pf}(\mathcal{M}_3)|_{q^0}) \mathcal{I}^{PT}. \quad (3.20) $$

We will perform checks on these amplitudes in the next subsection and give a general proof in the next section. Note that although these standard string ideas are suggestive of the above proposals, they do not constitute a proof, so it is important to produce an independent proof.\(^{16}\)

\(^{15}\)The single degree of freedom of the B-field in four dimensions is the axion.

\(^{16}\)Amongst other issues, a point that is missing is that the abelian gauge groups do not get enhanced at self-dual radii of compactification as there are no winding modes that could become massless.
Pfaffian structure of the new amplitudes. A feature of the previous formulae is that they provide information on the structure of tree-level amplitudes. The finite residue that we extract at \( q = 0 \) coincides with the residue at the factorisation channel \( q \approx \ell^2 \to 0 \). The only difference between our expression and a “single cut” is the presence of \( 1/\ell^2 \) and the full \( d \)-dimensional integral \( \int d^d \ell \). Therefore, we have a variety of tree-level amplitudes with \( n + 2 \) (on-shell) particles, in a forward limit configuration where \( k_{n+1} = -k_{n+2} = \ell \) are off-shell, but traced over their polarization states.

One may therefore expect that the integrands of the pure gravity and Yang-Mills amplitudes (3.19) and (3.20) can be reformulated to look more like CHY Pfaffians.

For Yang-Mills, this can be done as follows: the full supergravity integrands \( \tilde{I}_0^{L,R} = \frac{1}{\sigma_{\ell^+ \ell^-}} T_{0}^{L,R} \) can be expressed more compactly in terms of a single NS sector matrix \( M_{NS} \), defined explicitly below, as

\[
\tilde{I}_0^{L,R} = \sum_r \text{Pf}'(M_{NS}^r) - \frac{c_d}{\sigma_{\ell^+ \ell^-}} \text{Pf}(M_2), \tag{3.21}
\]

where \( \text{Pf}'(M_{NS}^r) \equiv -\frac{1}{\sigma_{\ell^+ \ell^-}} \text{Pf}(M_{NS}(\ell^+ \ell^-)) \), and the brackets \((\ell^+ \ell^-)\) indicate that the rows and columns associated to \( \ell^+ \) and \( \ell^- \) have been removed. In particular, this implies that

\[
\sum_r \text{Pf}'(M_{NS}) = \text{Pf}(M_3) \big|_{\sqrt{q}} + (d - 2) \text{Pf}(M_3) \big|_{\omega^0}. \tag{3.22}
\]

The matrix \( M_{NS}^r \) is defined by

\[
M_{NS}^r = \begin{pmatrix} A & -C^T \\ C & B \end{pmatrix},
\]

and more specifically

\[
M_{NS}^r = \begin{pmatrix}
0 & \frac{\ell \cdot k_i}{\sigma_{\ell^+ \ell^-}} & \frac{\ell \cdot k_j}{\sigma_{\ell^+ \ell^-}} & -\varepsilon^r \cdot P(\sigma_{\ell^+}) & \frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} & \frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} & \frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} & \frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} \\
0 & -\frac{\ell \cdot k_i}{\sigma_{\ell^+ \ell^-}} & -\frac{\ell \cdot k_j}{\sigma_{\ell^+ \ell^-}} & -\varepsilon^r \cdot P(\sigma_{\ell^-}) & -\frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} & -\frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} & -\frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} & -\frac{\ell \cdot \varepsilon^r}{\sigma_{\ell^+ \ell^-}} \\
0 & \frac{k_i \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{k_j \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & -\epsilon_i \cdot P(\sigma_1) & \frac{k_i \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{k_j \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{k_i \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{k_j \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} \\
0 & \frac{k_i \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{k_j \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{k_j \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & -\epsilon_j \cdot P(\sigma_2) & -\epsilon_j \cdot P(\sigma_2) & -\epsilon_j \cdot P(\sigma_2) & -\epsilon_j \cdot P(\sigma_2) \\
0 & \frac{d-2}{\sigma_{\ell^+ \ell^-}} & -\frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & -\frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} \\
0 & -\frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & -\frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & -\frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} & \frac{\varepsilon^r \cdot \varepsilon}{\sigma_{\ell^+ \ell^-}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}. \tag{3.24}
\]

The sum runs over a basis of polarisation vectors \( \varepsilon^r \), and \( d \) denotes the space-time dimension. Note in particular that the reduced Pfaffian is well-defined since this matrix has indeed co-rank two. Similar to the structure at tree-level, the vectors \((1, \ldots, 1, 0, \ldots, 0)\) and \((\sigma_{\ell^+}, \sigma_{\ell^-}, \sigma_1, \ldots, \sigma_n, 0, \ldots, 0)\) span the kernel of the matrix \( M \) on the support of the scattering equations.
The proof of eq. (3.22), relies on standard properties of Pfaffians, and the interested reader is referred to section C. In this form, the NS contribution to the integrand is very suggestive of a worldsheet CFT correlator, and indeed it is not hard to see that this Pfaffian arises form an off-shell sphere correlator with two points whose polarizations should be replaced by a photon propagator in a physical gauge.

The gravity case uses also $M_{NS}$, and is treated in more details later in section 4.2.3, when we discuss the factorisation properties of these pure Yang-Mills and gravity amplitudes. Basically, we simply decompose the difference of squares in eq. (3.19) as a product.

To conclude this discussion, we note that the fermion contribution of eq. (3.17a) for a two-fermion-$n$-graviton integrand seems to arise naturally as a factorised product of Pfaffians. Although amplitudes with fermions have been computed in [23], no Pfaffian-like form for higher-point amplitudes is known, partly because of the non-polynomial nature of the spin-field OPE’s that prevents the naive re-summing of the correlators. The $n$-point amplitude is known, however [56]; using the procedure of [57] it is possible to cherry-pick the 2-fermion-$n$-boson component of the string amplitude (using [58] for instance). It would be interesting to see if a Pfaffian arises in doing so. It is possible that eq. (3.17a) is different from the generic — i.e. non-forward — amplitude due to terms vanishing with $\ell^2$. Nevertheless, this hints at some unexpected simplicity.

### 3.3 Checks on all-plus amplitudes

We have presented proposals for the integrands of four-dimensional $n$-particle amplitudes in non-supersymmetric gauge theory and gravity. In the gravity case, we distinguished between the cases of pure gravity and the theory consisting of the NS-NS sector of supergravity, namely the theory with a graviton, a dilaton and a B-field. While we focused on four dimensions for the sake of being explicit, it is clear that analogous constructions can be made of theories with different matter couplings in various dimensions, including different degrees of supersymmetry if we also introduce fermions.

We checked our conjectures against know expressions for the simplest class of non-supersymmetric four-dimensional amplitudes. These are the amplitudes for which all external legs have the same helicity, which we will choose to be positive. The supersymmetric Ward identities [59] lead to the following relations for these non-supersymmetric amplitudes:

\[
\begin{align*}
\mathcal{M}^{(1)}_{\text{pure-YM}}(\text{all-plus}) &= 2 \mathcal{M}^{(1, \text{scalar})}_{\text{pure-YM}}(\text{all-plus}) \\
\mathcal{M}^{(1)}_{\text{NS-NS-grav}}(\text{all-plus}) &= 2 \mathcal{M}^{(1)}_{\text{pure-grav}}(\text{all-plus}) = 4 \mathcal{M}^{(1, \text{scalar})}_{\text{pure-grav}}(\text{all-plus}).
\end{align*}
\] (3.25)

The superscript on the right-hand side indicates an amplitude where only one real minimally-coupled scalar is running in the loop. For gauge theory and for pure gravity, the two helicity states running in the loop are effectively equivalent to two real scalars, hence the factor of two, whereas for NS-NS gravity there are two extra states (dilaton and axion), leading to four real scalars. We checked at four and five points that

\[\mathcal{Pf}(M_3)|_{\sqrt{n}}(\text{all-plus}) = 0.\] (3.26)
From this simple fact, it is easy to see that our conjectured expressions satisfy the relations (3.25). We believe this to hold for any multiplicity. These statements also apply to amplitudes with one helicity distinct from all others (say one minus, rest plus), which also satisfy the relations (3.25).

We have explicitly checked that our conjectures for pure gauge theory and gravity match the (shifted) integrands for all-plus amplitudes in the case of \( n = 4 \). For concreteness, we will write down the integrands explicitly. The Feynman rules for the all-plus amplitudes take a particularly simple form in light-cone gauge, because such amplitudes correspond to the self-dual sector of the theory [60, 61]. The rules for the vertices and external factors in all-plus amplitudes in gauge theory can be taken to be [44]

\[
(i^+, j^+, k^-) = X_{i,j} \, f^{a_i a_j a_k}, \quad e_i^{(+)} = \frac{1}{(\eta_i)^2},
\]

whereas in gravity they are

\[
(i^{++}, j^{++}, k^{--}) = X_{i,j}^2, \quad e_i^{(++)} = \frac{1}{(\eta_i)^2}. \tag{3.28}
\]

We are again making use of the spinor helicity formalism, and taking \( \eta = |\eta| |\eta| \) to be a reference vector. Gauge invariance implies that the amplitudes are independent of the choice of \( \eta \). The object \( X_{i,j} \) is defined with respect to the spinors \( \eta \), which can be defined for any (generically off-shell) momentum \( K \), using the reference spinor \( |\eta| \),

\[
X_{i,j} = -[i|j] = -X_{j,i}. \tag{3.29}
\]

The direct “square” relation between the rules in gauge theory and in gravity makes the BCJ double copy manifest for these amplitudes [62].

Using the diagrammatic rules above, we can write the (shifted) integrand for the single-trace contribution to gluon scattering as

\[
\hat{M}^{(1,\text{scalar})}_{\text{pure-YM}}(1^+ 2^+ 3^+ 4^+) = \frac{1}{\ell^2 \prod_{i=1}^n (\eta_i)^2} \sum_{\rho \in \text{cyc}(1234)} \left( I_{\text{box-YM}}^{(1,2)34} + \frac{1}{2} I_{\text{box-YM}}^{(1,2)34} \right), \tag{3.30}
\]

with

\[
I_{\text{box-YM}}^{(1,2)34} = \frac{X_{\ell,1} X_{\ell+1,2} X_{\ell-4,3} X_{\ell,4}}{(2\ell \cdot k_1)(2\ell \cdot (k_1 + k_2) + 2k_1 \cdot k_2)(-2\ell \cdot k_4)},
\]

\[
I_{\text{tri-YM}}^{(1,2)34} = \frac{X_{1,2}}{2k_1 \cdot k_2} \left( \frac{X_{\ell,1} X_{\ell+2} X_{\ell,3} X_{\ell,4}}{(2\ell \cdot k_3)(2\ell \cdot (k_3 + k_4) + 2k_3 \cdot k_4)} + \frac{X_{\ell,1+2} X_{\ell-4,3} X_{\ell,4}}{(-2\ell \cdot (k_3 + k_4) + 2k_3 \cdot k_4)} \right),
\]

\[
I_{\text{box-YM}}^{(1,2)[3,4]} = \frac{X_{1,2} X_{3,4} X_{\ell+1,2} X_{\ell,3+4}}{(2k_1 \cdot k_2)^2} \left( \frac{1}{2\ell \cdot (k_1 + k_2) + 2k_1 \cdot k_2} + \frac{1}{-2\ell \cdot (k_1 + k_2) + 2k_1 \cdot k_2} \right).
\]
Notice that there is no contribution from external-leg bubbles. As discussed in [27] in the context of the biadjoint scalar theory, such contribution must be proportional to the tree-level amplitude, which vanishes for the all-plus helicity sector. We should mention that the ‘singular’ solutions of the scattering equations, for which \( \sigma_\ell^+ = \sigma_\ell^- \), give a directly vanishing contribution to the all-plus loop integrand.

For the scattering of gravitons, we have

\[
\mathcal{M}_{\text{pure-grav}}(1^+, 2^+, 3^+, 4^+) = \frac{1}{\ell^2} \prod_{i=1}^{n} \langle \eta_i \rangle^4 \sum_{\rho \in S_4} \left( I_{\text{box-grav}}^{\rho_1 \rho_2 \rho_3 \rho_4} + \frac{1}{2} I_{[\rho_1, \rho_2] \rho_3 \rho_4}^{\text{tri-grav}} + \frac{1}{4} I_{[\rho_1, \rho_2][\rho_3, \rho_4]}^{\text{bub-grav}} \right),
\]

(3.31)

where \( I_{\text{box-grav}}, I_{\text{tri-grav}} \) and \( I_{\text{bub-grav}} \) are respectively obtained from \( I_{\text{box-YM}}, I_{\text{tri-YM}} \) and \( I_{\text{bub-YM}} \) through the substitution \( X_{\mu} \rightarrow (X_{\mu})^2 \) in the numerators.

4 Proof for non-supersymmetric amplitudes at one-loop

We now give a full proof of the formulae for one-loop amplitudes derived above for non-supersymmetric theories, i.e., the \( n \)-gons, biadjoint scalar theory, Yang-Mills and gravity.\(^{17}\)

There are three main ingredients in our proof. The first is to identify the poles in our formulae arising from factorisation or bubbling of the Riemann sphere, which allows us to determine the location of the poles and their residues. Since the \( 1/\ell^2 \) is already apparent, this analysis of factorisation will lead to the identification of the residue at two poles. The second is the theory of ‘Q-cuts’ introduced in [30] that expresses a general one-loop amplitude in terms of tree amplitudes that is perfectly adapted to the factorisation of our formulae (this is perhaps not completely surprising as their construction was motivated by our formulae). The third is the discussion of [31] on the spurious poles of our formulae. The terms in the integrand that possess these poles scale homogeneously with the loop momentum, and are therefore discarded in dimensional regularization. These poles are also explicitly discarded in the ‘Q-cut’ procedure and so will not contribute to the Q-cut decomposition of our formulae. We will therefore not discuss these spurious poles in any detail, and will concentrate instead on the physical poles that generate the ‘Q-cuts’.

It is standard that an amplitude must factorise in the sense that if a partial sum of the external momenta \( k_I = \sum_{i \in I} k_i \), where \( I \subset \{1, \ldots, n\} \), becomes null, then there will be a pole corresponding to a propagator that has \( k_I \) flowing through it. Furthermore, the residue is the product of two tree amplitudes for the theory in question with external legs consisting of \( \pm k_I \) and the elements of \( I \) or its complement \( \bar{I} \). A well known property of the scattering equations [14] is that factorisation of the momenta corresponds precisely to factorisation of the Riemann surface, i.e., the concentration at a point of the points corresponding to the partial sum. This concentration point can then be blown up to give a bubbled-off Riemann sphere connected to the original at the concentration point, see below (or [26]).

Our scattering equations at 1-loop will give worldsheet factorisation channels that lead to poles associated to loop momenta, but these are not immediately recognizable as loop

\(^{17}\)In particular, the proof holds for both the NS sector (including the B-field and the dilaton for gravity) and the pure theories.
propagators; they instead correspond to poles of the form of those in the sum of (2.19). These however can be understood as naturally arising in the ‘Q-cuts’ of [30]. These are a systematic extension of the contour integral argument that leads to the partial fractions expansion of (2.18) applicable to any 1-loop integrand. They follow from a two-step process. The first follows the contour integral argument of (2.22). Consider a one-loop integrand

\[ \mathcal{M}(\ell, k_i, \epsilon_i) = \frac{N(\ell, \ldots)}{D_{I_1} \ldots D_{I_m}}, \]  

for the theory under consideration, where \( N \) is a polynomial numerator, and \( D_I = (\ell + k_I)^2 \) a propagator. We shift the loop momentum \( \ell \rightarrow \ell + \eta \) where \( \eta \) is in some higher dimension than the physical momenta and polarization vectors, so that the only shift that occurs in the invariants is \( \ell^2 \rightarrow \ell^2 + z \), with all other inner products remaining unchanged. One then runs the contour integral argument that expresses the amplitude as the residue at \( z = 0 \) of \( \mathcal{M}(\ell + \eta, k_i, \epsilon_i)/z \) in terms of the sum of the other residues of this expression. Such residues arise at shifted propagators \( 1/(D_I + z) \) with poles at \( z = -D_I \). One then shifts \( \ell \rightarrow \ell - k_I \) in each of these new residues so that \( z \) becomes \( \ell^2 \). This gives a representation of a 1-loop amplitude as a sum of terms of the form

\[ \frac{1}{\ell^2} \left[ \frac{\tilde{N}(\ell)}{(2\ell \cdot k_{I_1} + k_{I_1}^2) \ldots (2\ell \cdot k_{I_m} + k_{I_m}^2)} \right], \]  

giving a generalization of the partial fraction formulae of (2.18).

In order to interpret constituents of this expression as tree amplitudes, [30] considers a further contour integral argument with integrand

\[ \frac{\mathcal{M}(\alpha \ell)}{\alpha - 1}, \]  

where \( \mathcal{M}(\ell) \) is now the expression with shifted \( \ell \)-s obtained above. The residue at \( \alpha = 1 \) returns the original \( \mathcal{M}(\ell) \). The residues at zero and infinity can be discarded as they vanish in dimensional regularization. It can then be argued [30] that the finite residues finally yield the ‘Q-cut’ decomposition

\[ \mathcal{M}_{\text{Q-cut}} = \sum_I \mathcal{M}_{I}^{(0)}(\ldots, \tilde{\ell}_I + k_I) \frac{1}{\ell^2 (2\ell \cdot k_I + k_I^2)}\mathcal{M}_{I}^{(0)}(-\tilde{\ell}_I, -\tilde{\ell}_I - k_I, \ldots), \]  

where \( \tilde{\ell}_I = \alpha(\ell + \eta) \), with \( \alpha = -k_I^2/2\ell \cdot k_I \), \( \eta^2 = -\ell^2 \), \( \eta \cdot \ell = \eta \cdot k_I = 0 \), and \( \mathcal{M}_{I}^{(0)} \) and \( \mathcal{M}_{\bar{I}}^{(0)} \) are now tree amplitudes.

We will see in this section that factorisation of the worldsheet in our formulae gives precisely these poles and residues. It is not exactly equivalent to the Q-cuts, because we find \( \alpha = 1 \) in our case off the pole, rather than \( \alpha = -k_I^2/2\ell \cdot k_I \), as in (4.4). However, on any pole of (4.4), our formulae reproduce the same residue as the Q-cut formulae. The difference between the loop integrands we obtain and those given by the Q-cut representation will be homogeneous in the loop momenta and vanish upon loop integration. Apart from poles and residues, the other piece of evidence required to prove our result (for which \( \alpha = 1 \)
\[ M^{(1)}|_{Q\text{-cut}} = \sum_I \ell + K_I \]
\[ = \sum_I \frac{M_I^{(0)} M_I^{(0)}}{\ell^2 (2\ell \cdot K_I + K_I^2)} \]

**Figure 2.** Representation of the amplitude as a sum over Q-cuts.

is the UV behaviour of the loop integrand, which we also determine from a factorisation argument. These results on poles, residues and UV behaviour combine to prove that our formulae have the same Q-cut decompositions as one loop integrands and so give the correct amplitude under integration as desired.

**Theorem 1.** Consider a subset \( I \subset \{1, \ldots, n, \ell^+, \ell^-\} \) with one fixed point in \( I \) and two in its complement \( \bar{I} \) and suppose that we have solutions to the scattering equations such that \( \sigma_i = \sigma_I + \varepsilon x_i + \mathcal{O}(\varepsilon^2) \) for \( i \in I \) with \( x_i = O(1) \), \( \sigma_{ij} = O(1) \) for \( j \in \bar{I} \) and \( \varepsilon \to 0 \). Then we must also have \( \tilde{s}_I = O(\varepsilon) \) where

\[
\tilde{s}_I = \begin{cases} 
  k_I^2 & \sigma_{\ell+}, \sigma_{\ell-} \in \bar{I}, \\
  2\ell \cdot k_I + k_I^2 & \sigma_{\ell+} \in I, \sigma_{\ell-} \in \bar{I}.
\end{cases}
\]  

(4.5)

Our 1-loop formulae \( M^{(1)} \) on the Riemann sphere for n-gons, bi-adjoint scalar theory, Yang-Mills and gravity have poles at \( \tilde{s}_I = 0 \) with residue for \( \sigma_{\ell+}, \sigma_{\ell-} \in \bar{I} \) is given by the separating degeneration of the nodal Riemann sphere (case I of figure 3)

\[
M^{(1)}(\ldots, -\ell, \ell) = M_I^{(0)}(\ldots) \frac{1}{\tilde{s}_I} M_{\bar{I}}^{(1)}(\ldots, -\ell, \ell),
\]  

(4.6)

and for \( \sigma_{\ell+} \in I, \sigma_{\ell-} \in \bar{I} \) by the Q-cut degeneration

\[
M^{(1)}(\ldots, -\ell, \ell) = M_I^{(0)}(\ldots, \ell_I, \ell_I + k_I) \frac{1}{\tilde{s}_I} \frac{1}{\ell^2} M_{\bar{I}}^{(0)}(-\ell_I, -\ell_I - k_I, \ldots),
\]  

(4.7)

where \( \ell_I = \ell + \eta \), with \( \eta^2 = -\ell^2 \), \( \eta \cdot \ell = \eta \cdot k_i = 0 \) which is case II of figure 3.

**Proof.** We restrict ourselves here to outlining the idea of the proof, all details will be developed in section 4.1. The central observation is that poles in (2.14) occur only if a subset \( I \) of the marked points approach the same marked point \( \sigma_I \); so that \( \sigma_i \to \sigma_I + \varepsilon x_i + \mathcal{O}(\varepsilon^2) \) for \( i \in I \). This is conformally equivalent to a degeneration of Riemann sphere into two components, connected by a double point. All such poles receive contributions from both the measure and scattering equations. In particular, whether a pole occurs for a given integrand reduces to a simple scaling argument in the degeneration parameter \( \varepsilon \), and we can straightforwardly identify the residues.
To be more explicit, for some $m \in I$ fix $\sigma_m = \varepsilon$ so that $x_m = 1$ is the new fixed point on the $I$ component of the degenerate Riemann surface, then the measure and the scattering equations factorise as

$$d\mu = \prod_{i=2}^n \delta(k_i \cdot P(\sigma_i))d\sigma_i = \varepsilon^{2(|I|-1)} \frac{d\varepsilon}{\varepsilon} \delta(s_I + \varepsilon F) d\mu_I d\mu_{\bar{I}}.$$  \hspace{1cm} (4.8)

Moreover, section 4.2 provides details on how the integrands for $n$-gons, Yang-Mills theory and gravity factorise as well;

$$I^{(1)} = \varepsilon^{-2(|I|-1)} I^{(0)}_I I^{(0)}_{\bar{I}},$$  \hspace{1cm} (4.9)

where $I^{(0)}_I$ depend only on on-shell momenta $k_i$ and the loop momentum in the on-shell combination $\ell_I = \ell + \eta$, $\eta^2 = -\ell^2$. The full amplitude therefore factorises on the expected poles, and the residue gives the Q-cut factorisation described above;

$$\mathcal{M}^{(1)} = \int I^{(1)} d\mu = \int \frac{d\varepsilon}{\varepsilon} \delta(s_I + \varepsilon F) I^{(0)}_I d\mu_I d\mu_{\bar{I}} = \mathcal{M}^{(0)}_I \frac{1}{s_I} \mathcal{M}^{(0)}_{\bar{I}}.$$  \hspace{1cm} (4.10)

\[\square\]

Theorem 2. The amplitudes $\mathcal{M}^{(1)}$ scale as $\ell^{-N}$ for $\ell \to \infty$, where

| theory          | scaling $\ell^{-N}$ |
|-----------------|---------------------|
| n-gon           | $N = 2n$            |
| supergravity    | $N = 8$             |
| super Yang-Mills| $N = 6$             |
| pure gravity    | $N = 4$             |
| pure Yang-Mills | $N = 4$             |
| bi-adjoint scalar| $N = 4$            |

Proof. This follows from the fact that as $\ell \to \infty$, the insertions of $\sigma_{\ell^+}$ and $\sigma_{\ell^-}$ must approach each other. This is conformally equivalent to a degeneration of the worldsheet into a nodal Riemann sphere with no further insertions and another Riemann sphere carrying all the external particles, see case III in figure 3. This is also the configuration that corresponds to the singular/degenerate solutions described in the previous sections and so our analysis of fall-off in $\ell$ will also give information about the finiteness of the contributions from these degenerate solutions. We give the full details in section 4.3. \[\square\]

The UV behaviour found here is not optimal for maximal super-Yang-Mills theory. At one-loop, amplitudes in this theory are well known to be a sum of boxes, and these scale manifestly as $\ell^{-8}$ for large $\ell$. However, once a box has been subject to partial fractions and shifts, the individual terms scale only as $\ell^{-5}$. Were there no shifts, the partial fraction sum would nevertheless have to fall off as $\ell^{-8}$, because this is then simply a different expression for the box. However, with shifts, the $\ell$ in different terms is shifted by different amounts and the cancellations between the terms are affected, leading to a fall off as $\ell^{-6}$, weaker than the $\ell^{-8}$ exhibited by the unshifted sum. These two types of representations
for the integrand — unshifted and shifted — differ manifestly by a quantity that does not contribute to the (integrated) amplitude. In view of this, it is perhaps a surprise that, in the maximal supergravity case, our formula does show the optimal fall-off. This is because the full permutation sum in supergravity introduces all the needed cancellations of the error terms caused by the shifts, whereas the cyclic sum in super-Yang-Mills is not enough. It would be interesting to understand more systematically how to recover the optimal fall-off in our approach, including the subtle cancellations in lower supersymmetry studied in [63].

Theorem 1 and lemma 2 will now allow us to prove that the representation of one-loop amplitudes from the nodal Riemann sphere is equivalent to the Q-cut representation reviewed above.

**Theorem 3.** \( \mathcal{M}_{\text{BS}}^{(1)}, \mathcal{M}_{\text{YM}}^{(1)} \) and \( \mathcal{M}_{\text{gravity}}^{(1)} \) with the degenerate solutions omitted are representations of the one-loop amplitudes for the bi-adjoint scalar theory, Yang-Mills and gravity respectively.

**Proof.**\(^{18}\) We use the fact that our formula must be rational in the external data and \( \ell \), and that the only poles in our formulae arise when the punctures come together, i.e., factorisation as discussed above. This theorem is then a consequence of the correct factorisation on Q-cuts and the scaling behaviour in \( \ell \). Consider first the quantity

\[
\Delta = \mathcal{M}^{(1)} - \mathcal{M}^{(1)}_{|Q\text{-cut}|, \alpha = 1},
\]

where the last term is given by (4.4) with \( \alpha = 1 \) in the scaling of \( \tilde{\ell} \), which is not the case for the Q-cut representation. The quantity \( \Delta \) possesses two classes of poles in \( \ell \): the Q-cut poles from theorem 1 and the spurious poles analysed in [31]. The first class of poles are now given by theorem 1, and so are cancelled by the corresponding poles in \( \mathcal{M}^{(1)}_{|Q\text{-cut}|, \alpha = 1} \). The second class are homogeneous in the loop momenta and so

\[
\mathcal{M}^{(1)} = \mathcal{M}^{(1)}_{|Q\text{-cut}|, \alpha = 1} + \text{terms vanishing upon integration.}
\]

Finally, the difference between \( \mathcal{M}^{(1)}_{|Q\text{-cut}|, \alpha = 1} \) and the Q-cut representation also vanishes upon loop integration, as follows from the contour integral in \( \alpha \) in the construction of the Q-cuts. Therefore, \( \mathcal{M}^{(1)} \) is a valid representation of the loop integrand. Notice also that the degenerate solutions to the scattering equations do not contribute to the singularities that give rise to the Q-cuts, since the latter arise from case II of figure 3, whereas the degenerate solutions are all case III of figure 3. Like the terms with spurious poles, the contributions from degenerate solutions vanish upon loop integration. Hence, we can define \( \mathcal{M}^{(1)} \) by summing over the regular solutions only.\( \Box \)

---

\(^{18}\)Reference [31], which appeared after the first version of this paper, demonstrates the existence of spurious poles in our formulae that were missed in the first version. However, they also showed that these spurious poles are homogeneous in the loop momenta, and hence do not contribute to the Q-cut. Thus the reference serves to complete our proof.
4.1 Factorisation I — scattering equations and measure

As discussed above, poles of $\mathcal{M}^{(1)}$ only occur when a subset of the marked points (possibly including $\sigma_{t^+}$ or $\sigma_{t^-}$) approach the same point, giving rise to a degeneration of the Riemann sphere into a pair of Riemann spheres connected at a double point. The scattering equations then imply that this pole is associated with a partial sum of the momenta becoming null.

Let $I$ be a subset of $\{\ell^+, \ldots, n, \ell^-\}$ that contains just one of the fixed points which we shall, with an abuse of notation, denote $\sigma_I$. We shall always, however, write $k_I = \sum_{i \in I} k_i$, $k^- = \sum_{i \in I} k_i$ with $k_0 = \ell_I$, $k_{n+1} = -\ell_I$. Let the Riemann surface factorise\(^{19}\) so that for $i \in I$

$$\sigma_i \to \sigma_I + \varepsilon x_i + O(\varepsilon^2) \tag{4.13}$$

for some $\varepsilon$, with $x_I = 0$, $x_m = 1$ for some $m \in I$ and $x_i = O(1)$ for all other $i \in I$. Note that this implies that $\sigma_m = \varepsilon$ is now also our small parameter.

We first wish to see that with these assumptions, the scattering equations imply that $\tilde{s}_I = O(\varepsilon)$. Firstly we have

$$P(\sigma) = \frac{1}{\varepsilon} P_I(x) + \tilde{P}_I(\sigma_I) + O(\varepsilon) \quad \sigma = \sigma_I + \varepsilon x + O(\varepsilon^2)$$

$$P(\sigma) = P_I(\sigma) + O(\varepsilon) \quad \sigma \neq \sigma_I + \varepsilon x + O(\varepsilon^2) \tag{4.14}$$

where

$$P_I(x) = \sum_{i \in I} \frac{k_i}{x - x_i}, \quad \tilde{P}_I(\sigma) = \sum_{i \in I} \frac{k_i}{\sigma - \sigma_i}, \quad P_I(\sigma) = \sum_{p \notin I} \frac{k_p}{\sigma - \sigma_p} - \frac{k_I}{\sigma - \sigma_I}. \tag{4.15}$$

Thus the scattering equations give\(^{20}\)

$$0 = k_i \cdot P(\sigma_i) = \frac{1}{\varepsilon} k_i \cdot P_I(x_i) + k_i \cdot \tilde{P}_I(\sigma_I) + O(\varepsilon), \quad i \in I \tag{4.16a}$$

$$0 = k_p \cdot P(\sigma_p) = k_p \cdot P_I(\sigma_p), \quad p \in \bar{I} \tag{4.16b}$$

In particular, for $i \in I$, this implies $k_i \cdot P_I(x_i) = O(\varepsilon)$ as $\varepsilon \to 0$ since

$$k_i \cdot P_I(x_i) = -\varepsilon k_i \cdot \tilde{P}_I(\sigma_I) + O(\varepsilon^2). \tag{4.17}$$

By summing we obtain as an algebraic identity

$$\tilde{s}_I := \frac{1}{2} \sum_{i \neq j \in I} k_i \cdot k_j = \sum_{i,j \in I} \frac{x_i k_i \cdot k_j}{x_i - x_j} = \sum_{i \in I} x_i k_i \cdot P_I(x_i), \tag{4.18}$$

\(^{19}\)Two of the three original fixed points must be in $\bar{I}$ and just one in $I$ to obtain a stable degeneration as we cannot make two of the fixed points approach each other but $\bar{I}$ cannot contain three as, after factorisation, it will also have the fixed point $\sigma_I$ which would be too many.

\(^{20}\)Setting $k_0 = \ell_I$, $k_{n+1} = -\ell_I$, the scattering equations for the marked points $\sigma_{t^\pm}$ are

$$0 = \text{Res}_{\sigma_{t^\pm}} = \pm \sum \frac{\ell_I \cdot k_i}{\sigma_{t^\pm}} = \pm \ell_I \cdot P(\sigma_{t^\pm}),$$

so the conclusions hold for $\sigma_{t^\pm}$ also.
so $\tilde{s}_I = O(\varepsilon)$, and any (potential) pole is associated with the vanishing of $\tilde{s}_I$ where

$$
\tilde{s}_I = \begin{cases} k^2_i & \sigma_{\ell^+, \ell^-} \in \bar{I}, \\ 2\ell \cdot k_i + k^2_i & \sigma_{\ell^+} \in I, \sigma_{\ell^-} \in \bar{I}. \end{cases}
$$

We now focus on the measure of the amplitude expression with a generic integrand

$$
\mathcal{M} = \int \mathcal{I} n \prod_{i=2}^n \delta(k_i \cdot P(\sigma_i)) d\sigma_i. \quad (4.19)
$$

We first determine the weight of the measure in $\varepsilon$ as $\varepsilon \to 0$ (the integrand $\mathcal{I}$ will have some weight also which we discuss later). For each $i \in I$, the scattering equations contribute

$$
\bar{\delta}(k_i \cdot P(\sigma_i)) d\sigma_i = \varepsilon^2 \bar{\delta}(k_i \cdot P_I(x_i)) dx_i \quad i \in I 
$$

and

$$
\bar{\delta}(k_p \cdot P(\sigma_p)) d\sigma_p = \bar{\delta}(k_p \cdot P_I(\sigma_p)) d\sigma_p \quad p \in \bar{I}. \quad (4.20b)
$$

Thus we obtain scattering equations on the factorised Riemann surface, multiplied by a factor of $\varepsilon^2$ for each $i \in I$. Note however that there is a subtlety; we expect three fixed marked points on each Riemann surface. On the Riemann surface $\Sigma_{\bar{I}}$, this is trivially true since there are two fixed points and the degeneration point $\sigma_{\bar{I}}$. On $\Sigma_I$, the fixed points are given by the degeneration point $x_{\bar{I}} = \infty$ and $x_I = 0$, and our choice of parametrisation for the degeneration $x_m = 1$. This gives the required independence of exactly $n_I - 3$ scattering equations, but we still have the integration over $\sigma_m = \varepsilon$ and its associated delta function imposing its scattering equation associated to $\sigma_m$. Using

$$
s_I = \sum_{i \neq m \in I} x_i k_i \cdot P_I(x_i) + k_m \cdot P_I(x_m), \quad (4.21)
$$

and the support of the remaining scattering equations (4.16), we find

$$
k_m \cdot P(\sigma_m) = \frac{1}{\varepsilon} \left( k_m \cdot P_I(x_m) + \varepsilon \sum_{p \in I} k_m \cdot P_I(\sigma_I) + \mathcal{O}(\varepsilon^2) \right) 
$$

$$
= \frac{1}{\varepsilon} \left( \tilde{s}_I + \varepsilon \sum_{i \in I, p \in I} x_i k_i \cdot P_I(\sigma_I) + \mathcal{O}(\varepsilon^2) \right) 
$$

$$
\equiv \frac{1}{\varepsilon} \left( \tilde{s}_I + \varepsilon \mathcal{F} + \mathcal{O}(\varepsilon^2) \right). \quad (4.22)
$$

Thus

$$
\bar{\delta}(k_m \cdot P(\sigma_m)) d\sigma_m = \varepsilon \bar{\delta}(\tilde{s}_I + \varepsilon \mathcal{F}) d\varepsilon, \quad (4.23)
$$

and the measure factorises as

$$
d\mu \equiv \prod_{i=2}^n \delta(k_i \cdot P(\sigma_i)) d\sigma_i = \varepsilon^{2(|I|-1)} \frac{d\varepsilon}{\varepsilon} \bar{\delta}(\tilde{s}_I + \varepsilon \mathcal{F}) d\mu_I d\mu_{\bar{I}}. \quad (4.24)
$$

We now distinguish three cases according to whether $\sigma_{\ell^\pm}$ are in $I$ as in figure 3.
Figure 3. Different possible worldsheet degenerations.

Case I. If \( \sigma_{\ell^+} \) and \( \sigma_{\ell^-} \) are not in \( I \), and \( I \) is a strict subset of \( 1, \ldots, n \), this is standard factorisation with \( s_I = k_I^2 \to 0 \). This gives a Riemann sphere connected to a nodal sphere, corresponding to a tree-level amplitude factorising from a one-loop amplitude. The measure is

\[
d\mu^{(1)} = \varepsilon^{2(|I|-1)} \frac{d\varepsilon}{\varepsilon} \delta(s_I + \varepsilon F) d\mu_I^{(0)} d\mu_I^{(1)}.
\] (4.25)

Case II. If without loss of generality \( \sigma_{\ell^+} \in I \) but \( \sigma_{\ell^-} \notin I \) the condition is

\[
\tilde{s}_I = k_I \cdot \ell + \frac{1}{2} k_I^2 = \mathcal{O}(\varepsilon).
\] (4.26)

as \( \varepsilon \to 0 \). This non-separating degeneration describes two Riemann spheres, connected at two double points, see figure 3. The corresponding measure is given by

\[
d\mu^{(1)} = \varepsilon^{2(|I|-1)} \frac{d\varepsilon}{\varepsilon} \delta(\tilde{s}_I + \varepsilon F) d\mu_I^{(0)} d\mu_I^{(1)},
\] (4.27)

leading to the expected poles from the Q-cut factorisation.

Case III. The case \( I = \{ \sigma_{\ell^+}, \sigma_{\ell^-} \} \) is of particular interest since this configuration arises for large \( \ell \), \( \ell = \mathcal{O}(\lambda^{-1}) \) (see (2.13)), and for the singular solutions in non-supersymmetric theories. It is discussed in lemma 2, and determines the UV behaviour of our 1-loop amplitudes.

4.2 Factorisation II — integrands

Whether we actually have a pole or not in the factorization limit depends on the scaling behaviour of the integrand \( \mathcal{I} \) as \( \varepsilon \to 0 \). In this section, we consider the integrands for the \( n \)-gons, Yang-Mills, gravity and the biadjoint scalar in more detail. In particular, we will find that all these integrands behave as

\[
\mathcal{I}^{(1)} = \varepsilon^{-2(|I|-1)}(\mathcal{I}_I^{(0)})^{\mathcal{I}_I^{(1)}},
\] (4.28)
in case I and
\[ \mathcal{I}^{(1)} = \frac{1}{\ell^2} \varepsilon^{-2(|I|-1)} \mathcal{I}^{(0)}_I / \mathcal{I}^{(0)}_I, \]  
(4.29)
in case II, where \( \mathcal{I}_I (\tilde{\mathcal{I}}_I) \) depends only on the on-shell momenta \( k_I (k_I) \) and \( \ell_I = \ell + \eta, \eta^2 = -\ell^2 \). With the measure contributing a factor of \( \varepsilon^{2(|I|-1)} \delta(\tilde{s}_I + \varepsilon F) d\varepsilon \), the overall amplitude scales as \( \varepsilon^{-1} \), and we can perform the integral against the \( \delta \)-function explicitly, leading to a pole in \( \tilde{s}_I \). Therefore, the full amplitude factorises on the expected poles, with residues given by the corresponding subamplitudes. Moreover, as evident from above, for case II this factorisation channel corresponds to a Q-cut;

\[ \mathcal{M}^{(1)} = \int \mathcal{I}^{(1)} d\mu = \frac{1}{\ell^2} \int \varepsilon^{-1} d\varepsilon \delta(\tilde{s}_I + \varepsilon F) \mathcal{I}^{(0)}_I / \mathcal{I}^{(0)}_I d\mu d\mu_I \]
\[ = \mathcal{M}^{(0)}_I (\ldots, \ell_I, \ell_I + k_I, \frac{1}{\ell^2} \tilde{s}_I) \frac{1}{\ell^2} \mathcal{M}^{(0)}_I (-\ell_I, -\ell_I - k_I, \ldots). \]  
(4.30)
The analysis of the integrand can be further simplified by focussing on the ‘left’ and ‘right’ contributions \( I_{L,R} \) to the integrand individually, where \( I_{L} = I_{R} = \sum_{r} Pf(M^{r}_{NS}) \) for pure gravity in \( d \) dimensions, \( I_{L} = \sum_{r} Pf(M^{r}_{NS}) \) and \( I_{R} = I_{cPT} \) for pure Yang-Mills, and \( I_{L} = I_{R} = I_{cPT} \) for the bi-adjoint scalar theory. Therefore, it is sufficient to prove that

\[ \mathcal{I}^{(1)}_{L,R} = \varepsilon^{-2(|I|-1)} \mathcal{I}^{(0)}_{I_{L,R}} \mathcal{I}^{(0)}_{I_{L,R}}. \]  
(4.31)

4.2.1 The \( n \)-gon integrand

Let us first consider the \( n \)-gon integrand

\[ \hat{T}^{n-gon} = \frac{1}{\sigma_{\ell^+}^{\ell^-}} \prod_{i=1}^{n} \left( \frac{\sigma_{\ell^+}^{\ell^-}}{\sigma_{\ell^+}^{\ell^-}} \right)^2. \]  
(4.32)
It is straightforward to see that case I cannot contribute since the integrand scales as \( \varepsilon^0 \), and thus the amplitude behaves as \( \varepsilon^{2|I|-3} = O(\varepsilon) \). Therefore only case II contributes; and the integrand factorises as

\[ \hat{T}^{n-gon} = \varepsilon^{-2(|I|-1)} \prod_{i \in I} \frac{1}{\sigma_{\ell^+}^{\ell^-}} \prod_{p \in \tilde{I}} \left( \frac{\sigma_{\ell^+}^{\ell^-}}{\sigma_{\ell^+}^{\ell^-}} \right)^2 = \varepsilon^{-2(|I|-1)} \mathcal{I}^{n-gon}_I / \mathcal{I}^{n-gon}_I. \]  
(4.33)
Note that we have used explicitly the chosen gauge fixing \( x_I = \infty \) for the second equality. In particular, since \( \mathcal{I}^{n-gon}_{I,I} \) do not depend on \( \ell \), this gives the correct residues for the respective Q-cuts of the \( n \)-gon.

4.2.2 The Parke-Taylor factor

Consider next the Parke-Taylor-like integrands

\[ T^{cPT}(\sigma_{\ell^+}, \alpha, \sigma_{\ell^-}) = \sum_{\alpha \in S_n} T^{cPT}(\sigma_{\ell^+}, \alpha, \sigma_{\ell^-}) = \sum_{\alpha \in S_n} \frac{\sigma_{\ell^+}^{\ell^-}}{\sigma_{\ell^+}^{\ell^-} \sigma_{\ell^+}^{\alpha(1)} \sigma_{\ell^+}^{\alpha(2)} \cdots \sigma_{\ell^+}^{\alpha(n)}}. \]  
(4.34)
If the set $I$ is not consecutive in any of the orderings of the Parke-Taylor factors in the cyclic sum above, the amplitude scales as $O(\varepsilon)$ and thus vanishes. Therefore the only non-vanishing contributions come from terms where all $\sigma_i$, $i \in I$ are consecutive with respect to the ordering defined by the Parke-Taylor factors.

In case II, with $\sigma_{\ell^+} \in I$, the only term contributing is $I^{PT}(\sigma_{\ell^+}, I, \bar{I}, \sigma_{\ell^-})$, and we find the correct scaling behaviour to reproduce the pole,

$$I^{cPT}(\sigma_{\ell^+}, \alpha, \sigma_{\ell^-}) = \varepsilon^{-|I|-1} I^{PT}_I(x_{\ell^+}, I, x_{\ell^-}) I^{cPT}(\sigma_I, I, \bar{I}, \sigma_{\ell^-}). \quad (4.35)$$

In particular, the integrands are again independent of the loop momentum $\ell$, and are straightforwardly identified as the tree-level Parke-Taylor factors, $I^{PT} = I^{PT,(0)}$. Note furthermore that the reduction of the integrands from a sum over cyclic Parke-Taylor factors to single terms can be understood directly in terms of diagrams, as only a single diagram will contribute to a given pole. However, another nice interpretation can be given for the biadjoint scalar theory discussed in [27]: here, the cyclic sum is understood as a tool to remove unwanted tadpole contributions to the amplitude. The factorising Riemann surface however separates the insertions of the loop momenta, and thereby automatically removes these tadpole diagrams.

In case I, the same argument as above can be used to deduce that the only terms contributing on the factorised Riemann sphere are those where all $i \in \bar{I}$ appear in a consecutive ordering, and we find

$$I^{cPT}(\sigma_{\ell^+}, \alpha, \sigma_{\ell^-}) = \varepsilon^{-|\bar{I}|-1} I^{PT}_{\bar{I}}(x_{\ell^+}, \bar{I}, x_{\ell^-}) I^{cPT}(\sigma_I, \bar{I}, \sigma_{\ell^-}) \quad (4.36)$$

which again leads to the expected poles and residues, with $I^{cPT}_{\bar{I}} = I^{(1)}_{\bar{I}}$.

### 4.2.3 Non-supersymmetric theories

In both the case of the $n$-gon and the Parke-Taylor factors, the integrand was independent of $\ell$, and thus Q-cuts were easily identified. For non-supersymmetric theories, with Pfaffians in the integrands, this identification becomes more involved. We will focus first on the NS sector, with

$$I^{NS} = \sum_r Pf'(M_{NS}^{(r)}), \quad (4.37)$$

with $Pf'(M_{NS}) \equiv \frac{1}{\sigma_{\ell^+}} Pf(M_{NS(\ell^+,\ell^-)})$, and $M_{NS}$ defined in eq. (3.24). As above, we have used the subscript $(ij)$ to denote that both the rows and the columns $i$ and $j$ have been removed from the matrix. Consider first again the case II where the Riemann sphere degenerates as $\sigma_i \to \sigma_I + \varepsilon x_i + O(\varepsilon^2)$ with $\sigma_{\ell^+} \in I$. Then the entries in $M_{NS}$ behave to leading order in $\varepsilon$ as

$$P^{\mu}(\sigma_i) = \left\{ \begin{array}{ll} \varepsilon^{-1} P^{\mu}(x_i) & \text{if } i \in I, j \in \bar{I} \\ \bar{P}^{\mu}(\sigma_i) & \text{if } i, j \in \bar{I} \end{array} \right. \quad (4.38)$$

In the case of Yang-Mills, this is identical to the pure case, see eq. (3.20).

\[ \]
Using antisymmetry of the Pfaffian, we can rearrange the rows and columns such that $M_{\text{NS}}$ takes the following form:

$$M_{\text{NS}} = \begin{pmatrix} \varepsilon^{-1} M_1^{(0)} (I \bar{r}) & N \\ -N^T & M_1^{(0)} (I \bar{r}) \end{pmatrix},$$

(4.39)

where $M_1^{(0)}$ is the tree-level matrix, depending only on higher-dimensional on-shell deformations of the loop momentum $\ell = \ell + \eta$ with polarisation $\epsilon^r$, and the momenta $k_i$, $i \in I$. In particular, the diagonal entries $C_{ii} = \epsilon_i \cdot P(\sigma_i)$ respect this decomposition due to the one-form $P_\mu$ factorising appropriately. The matrices $N$ are defined (to leading order in $\varepsilon$) by $N_{ij} = \mu_i \cdot \nu_j$, with

$$\mu = (\ell, k_i, \epsilon^r, \epsilon_i), \quad \nu = \left( -\ell_i \sigma_{1\ell}, \frac{k_j}{\sigma_{I\ell}}, -\frac{\epsilon^r}{\sigma_I}, \frac{\epsilon_j}{\sigma_I} \right),$$

for $i \in I$, $j \in \bar{I}$, where $\ell = \ell + \eta$, with $\eta^2 = -\ell^2$. Note in particular that this ensures that $N_{\ell+\ell-} = 0$. To identify the scaling of the integrand $\mathcal{I}_{\text{NS}}$, we have to consider the Pfaffian of the reduced matrix $M_{\text{NS}}^{(\ell+\ell-)}$:

$$M_{\text{NS}}^{(\ell+\ell-)} = \begin{pmatrix} \varepsilon^{-1} M_1^{(0)} (\ell+\bar{r}) & N_{\ell+\ell-} \\ -N^T_{\ell+\ell-} & M_1^{(0)} (\ell-\bar{r}) \end{pmatrix},$$

(4.40)

where in $N$ only the row (column) associated to $\ell^+$ $(\ell^-)$ has been removed. Note in particular that the matrices $M_1^{(0)} (\ell+\bar{r})$ and $M_1^{(0)} (\ell-\bar{r})$ have odd dimensions, so the scaling in $\varepsilon$ is non-trivial. To identify the leading behaviour of the bosonic integrand in $\epsilon$, we will use the following lemma:

**Lemma 4.1 (Factorisation Lemma [26]).** Let $M_I$ and $M_{\bar{I}}$ be antisymmetric matrices of dimensions $m_I \times m_I$ and $m_{\bar{I}} \times m_{\bar{I}}$ respectively; and $N = \mu_\epsilon \nu_\epsilon$, with $d$-dimensional vectors $\mu_i = \mu_i^\epsilon$, $\nu_j = \nu_j^\epsilon$ for $i \in I$, $j \in \bar{I}$. Then the leading behaviour of the Pfaffian of

$$M = \begin{pmatrix} \varepsilon^{-1} M_I & N \\ -N^T & M_{\bar{I}} \end{pmatrix}$$

(4.41)

as $\varepsilon \to 0$ is given by

- $m_I + m_{\bar{I}}$ is odd: $Pf(M) = 0$.

- $m_I + m_{\bar{I}}$ is even, $m_I$ and $m_{\bar{I}}$ are even: $Pf(M) \sim \varepsilon^{-\frac{m_{\bar{I}}}{2}} Pf(M_I) Pf(M_{\bar{I}})$

- $m_I + m_{\bar{I}}$ is even, $m_I$ and $m_{\bar{I}}$ are odd:

$$Pf(M) \sim \varepsilon^{-\frac{m_{\bar{I}}+1}{2}} \sum_s Pf(\widetilde{M}_s^I) Pf(\widetilde{M}_s^{\bar{I}}),$$

(4.42)

where $s$ runs over a basis $\epsilon^s$, and

$$\widetilde{M}_s^I = \begin{pmatrix} M_I & (\mu \cdot \epsilon^s)^T \\ -\mu \cdot \epsilon^s & 0 \end{pmatrix}, \quad \widetilde{M}_s^{\bar{I}} = \begin{pmatrix} 0 & \nu \cdot \epsilon^s \\ -(\nu \cdot \epsilon^s)^T & M_{\bar{I}} \end{pmatrix}.$$  

(4.43)
The interested reader is referred to [26] for the proof of this lemma relying on basic properties of the Pfaffian. Applying lemma 4.1 to the integrand $\mathcal{I}_{\text{NS}}$, we can identify $\tilde{M}_I^{(0)}(\ell+I')$ with $M_I^{(0)}r_s$ by identifying the additional ‘s’ row and column with the ones associated to the interchanged particle $I$.

To leading order in $\varepsilon$, the integrand therefore becomes

$$\hat{\mathcal{I}}_{\text{NS}} = \varepsilon^{-(|I|-1)} \frac{1}{\sigma_{I\ell}} \sum_{r,s} \text{Pf} \left( M_I^{(0)r_s} \right) \text{Pf} \left( M_I^{(0)} \right).$$

(4.44)

Recalling furthermore the gauge fixing choices in degenerating the worldsheet with $x_I = \infty$, this can be identified with a product of reduced Pfaffians,

$$\hat{\mathcal{I}}_{\text{NS}} = \varepsilon^{-(|I|-1)} \sum_{r,s} \text{Pf}' \left( M_I^{(0)r_s} \right) \text{Pf}' \left( M_I^{(0)} \right).$$

(4.45)

As seen from the discussion above, this provides both the correct scaling in the degeneration parameter $\varepsilon$ and the correct residues for the Q-cut factorisation.

The discussion for case I proceeds along similar lines: for convenience, we choose to remove rows and columns associated to one particle on each side of the degeneration from $M_{\text{NS}}$. Following through the same steps as for case II, the integrand then factorises as

$$\hat{\mathcal{I}}_{\text{NS}} = \varepsilon^{-(|I|-1)} \sum_{r,s} \text{Pf}' \left( M_I^{(0)r_s} \right) \text{Pf}' \left( M_I^{(1)r_s} \right).$$

(4.46)

This correctly reproduces the poles and residues for the bubbling of a Riemann sphere: as a partial sum of the external momenta goes null, the residue is a product of a one-loop amplitude and a tree-level amplitude.

**Factorisation for Pure Yang Mills and gravity amplitudes.** At this point it is easy to see how this analysis extends to pure Yang-Mills and gravity. Note first of all that for Yang-Mills, the NS and the pure sector are identical, see eq. (3.20),

$$\mathcal{I}_{\text{pure-YM}} = (\text{Pf}(M_3)\bigg|_{\sqrt{q} + (d-2)\text{Pf}(M_3)\bigg|_{\phi^0}}) \mathcal{I}^{PT}. \quad (4.47)$$

For pure gravity, eq. (3.19), we have

$$\mathcal{I}_{\text{pure-grav}} = (\text{Pf}(M_3)\bigg|_{\sqrt{q}} + (d-2)\text{Pf}(M_3)\bigg|_{\phi^0})^2 - \alpha (\text{Pf}(M_3)\bigg|_{\phi^0})^2,$$

(4.48)

where $\alpha = \frac{1}{2}(d-2)(d-3) + 1$ is given by the degrees of freedom of the B-field and the dilaton. This factorises,

$$\mathcal{I}_{\text{pure-grav}} = \mathcal{I}_L \mathcal{I}_R, \quad \text{with} \quad \mathcal{I}_L = \text{Pf}(M_3)\bigg|_{\sqrt{q} + \alpha_d \text{Pf}(M_3)\bigg|_{\phi^0}},$$

$$\mathcal{I}_R = \text{Pf}(M_3)\bigg|_{\sqrt{q} + \tilde{\alpha}_d \text{Pf}(M_3)\bigg|_{\phi^0}},$$

(4.49)

where $\alpha_d = d - 2 + \sqrt{\alpha}$ and $\tilde{\alpha}_d = d - 2 - \sqrt{\alpha}$. An analogous calculation to section C then straightforwardly leads to

$$\hat{\mathcal{I}}_L = \sum_r \text{Pf}'(M_{\alpha_d}^r), \quad \hat{\mathcal{I}}_R = \sum_r \text{Pf}'(M_{\tilde{\alpha}_d}^r),$$

(4.50)
where \( M_{\alpha d}^r \) and \( M_{\tilde{\alpha} d}^r \) have been defined as \( M_{NS}^r \), but with the element \( B_{\ell+}^{NS} = \frac{d-2}{\sigma_{\ell+}} \) replaced by \( B_{\ell+}^{\alpha d} = \frac{\alpha_d}{\sigma_{\ell+}} \) and \( \tilde{B}_{\ell+}^{\tilde{\alpha} d} = \frac{\tilde{\alpha}_d}{\sigma_{\ell+}} \) respectively. Then the discussion given above for the NS sector generalises straightforwardly, and the factorisation lemma, in conjunction with the same identification of the matrices, yields again

\[
\hat{F}^{\text{pure}} = \varepsilon^{-|I|-1} \sum_{r,s} \text{Pf}' \left( M_I^{(0)rs} \right) \text{Pf}' \left( \tilde{M}_I^{(0)rs} \right).
\]  

(4.51)

Note in particular that since only the matrix \( N \) is affected by the change \( d-2 \to \alpha_d \), the residues are unchanged, and thus still correspond to the expected tree-level amplitudes for pure Yang-Mills and gravity. Again, case I proceeds in close analogy to the NS sector discussion above.

4.3 UV behaviour of the one-loop amplitudes

Consider now the UV behaviour of the 1-loop amplitudes; \( \ell \to \lambda^{-1} \ell \), with \( \lambda \to 0 \). In this set-up, the scattering equations only yield solutions if the two insertion points of the loop momentum coincide, \( \sigma_{\ell^-} \to \sigma_{\ell^+} \). The factorisation of the scattering equations and the measure will be closely related to section 4.1, so we will restrict the discussion to highlight the differences due to the factor of \( \lambda^{-1} \). As above, we will blow up this concentration point into a bubbled-off Riemann sphere,

\[
\sigma_{\ell^-} = \sigma_{\ell^+} + \varepsilon + \varepsilon^2 y_\ell + \mathcal{O}(\varepsilon^3),
\]  

(4.52)

where we have used the Möbius invariance on the sphere to fix \( x_\ell^- = 1 \). We thus find the scattering equations

\[
0 = \text{Res}_{\ell^+} P^2 = \lambda^{-1} \sum_i \frac{\ell \cdot k_i}{\sigma_{\ell^+}}
\]  

(4.53a)

\[
0 = \text{Res}_{\ell^-} P^2 = -\lambda^{-1} \sum_i \frac{\ell \cdot k_i}{\sigma_{\ell^+}} + \varepsilon \lambda^{-1} \sum_i \frac{\ell \cdot k_i}{\sigma_{\ell^+}} + \mathcal{O}(\varepsilon^2)
\]  

(4.53b)

\[
0 = k_i \cdot P(\sigma_i) = -\varepsilon \lambda^{-1} \frac{\ell \cdot k_i}{\sigma_{\ell^+}} + \sum_j \frac{k_i \cdot k_j}{\sigma_{ij}} + \mathcal{O}(\varepsilon^2).
\]  

(4.53c)

On the support of the scattering equations at \( \sigma_{\ell^+} \) and \( \sigma_i \) for \( i \neq i_1, i_2, i_3 \), eq. (4.53b) simplifies to

\[
0 = \text{Res}_{\ell^-} P^2 = \varepsilon \lambda^{-1} \sum_{i=i_1,i_2,i_3} \frac{\ell \cdot k_i}{\sigma_{\ell^+}} + \sum_{i \neq i_1,i_2,i_3} \frac{k_i \cdot k_j}{\sigma_{ij}} + \mathcal{O}(\varepsilon^2)
\]  

(4.54)

\[
\equiv \varepsilon \lambda^{-1} \mathcal{F}_1 - \mathcal{F}_2,
\]  

(4.55)

where the explicit form of \( \mathcal{F}_{1,2} \) will be irrelevant for the following discussion. Including the factor of \( \ell^{-2} \), the measure therefore factorises (to leading order) as

\[
d\mu \equiv \frac{\lambda^2}{\ell^2} \delta(\text{Res}_{\ell^+} P^2) \delta(\text{Res}_{\ell^-} P^2) \prod_{i \neq i_1,i_2,i_3} \delta(k_i \cdot P(\sigma_i)) d\sigma_i d\sigma_{\ell^+} d\sigma_{\ell^-}
\]  

(4.56)

\[
= \lambda^4 \tilde{\delta} \left( \varepsilon - \frac{\mathcal{F}_2}{\mathcal{F}_1} \right) d\varepsilon d\tilde{\mu},
\]

(4.56)
where $d\tilde{\mu}$ is independent of $\lambda$ and $\varepsilon$. The remaining delta-dunction thus fixes the scaling of the worldsheet degeneration $\varepsilon$, to be proportional to the UV scaling $\lambda$ of the loop momentum $\ell$.

Again, this factorisation behaviour of the measure is universal for all theories, and only the specific form of the integrand will dictate the UV scaling of the theory. Denoting the scaling of $I_{L,R}$ in $\varepsilon$ by $N_{L,R}$, the scattering equation fixing $\varepsilon$ implies that the 1-loop amplitudes scale as

$$M \to \lambda^{4+N_L+N_R}M.$$  (4.57)

Let us now consider the different supersymmetric and non-supersymmetric theories discussed above.

### 4.3.1 The n-gon

The integrand of the $n$-gon,

$$\hat{I}^{n-gon} = \frac{1}{\sigma_{\ell+\ell^-}} \prod_{i=1}^{n} \left( \frac{\sigma_{\ell+\ell^-}}{\sigma_{i\ell+\sigma_{i\ell^-}}} \right)^2,$$  (4.58)

manifestly scales as $\varepsilon^{2n-4}$ under the worldsheet degeneration 4.52. The leading behaviour of the amplitudes is thus given by $\lambda^{4+N} = \lambda^4$ for $\lambda \to 0$, and therefore the $n$-gons scale as $\ell^{-2n}$ in the UV limit.

### 4.3.2 The Parke-Taylor factor

The Parke-Taylor integrand eq. (2.42) contributing in Yang-Mills and the biadjoint scalar theory is given by

$$\hat{I}^{PT} = \frac{1}{\sigma_{\ell+\ell^-}} \sum_{i=1}^{n} \frac{1}{\sigma_{\ell+i}\sigma_{i+1}\sigma_{i+2}\ell+\ldots+\sigma_{i+n}\ell^-}.$$  (4.59)

While naively this scales as $\varepsilon^{-1}$, the leading order cancels due to the photon decoupling identity — a special case of the KK relations —

$$0 = \sum_{i=1}^{n} \frac{1}{\sigma_{\ell+i}\sigma_{i+1}\sigma_{i+2}\ell+\ldots+\sigma_{i+n}\ell^-},$$  (4.60)

and the integrand thus scales as $\varepsilon^0$. In particular, this allows us to identify immediately the UV behaviour of the bi-adjoint scalar theory as $\ell^{-4}$. This result can be given an intuitive interpretation in terms of Feynman diagrams; the UV behaviour of the theory is determined by the diagrams involving bubbles, which scale as $\ell^{-4}$.

### 4.3.3 Supersymmetric theories

For supersymmetric theories, the UV behaviour is governed by the scaling of the integrand eq. (2.37)

$$\hat{I}_{L,R}^{0} = \frac{1}{\sigma_{\ell+\ell^-}^2} I_{L,R}^{0}, \quad I_{L,R}^{0} = \text{Pf}(M_3)\sqrt{q^2 + 8\left(\text{Pf}(M_3)|\phi^0 - \text{Pf}(M_2)|\phi^0\right)},$$  (4.61)

\[23\] Note that we have chosen to include a factor of $\sigma_{\ell+\ell^-}$ symmetrically in each integrand $I_{L,R}^{0}$. 
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under the worldsheet degeneration described above. Note first that the Szegő kernels become (see eq. (3.11))

\[
S_2(\sigma_{ij}) = \frac{1}{2\sigma_{ij}} \left( \sqrt{\frac{\sigma_{i+} \sigma_{j-}}{\sigma_{i+} \sigma_{j-}}} + \sqrt{\frac{\sigma_{i+} \sigma_{j-}}{\sigma_{i+} \sigma_{j-}}} \right) \sqrt{d\sigma_i d\sigma_j} \rightarrow \sum_{m=0}^{\infty} \epsilon^m S_2^{(m)} \sqrt{d\sigma_i d\sigma_j},
\]

\[
S_3(\sigma_{ij}) = \frac{1}{\sigma_{ij}} \left( 1 + \sqrt{q} \frac{(\sigma_{ij} \sigma_{i+} + \sigma_{j-} \sigma_{i+} + \sigma_{j-} \sigma_{i+})^2}{\sigma_{i+} \sigma_{j-} \sigma_{i+} \sigma_{j-}} \right) \sqrt{d\sigma_i d\sigma_j} \rightarrow \sum_{m=0}^{\infty} \epsilon^m S_3^{(m)} \sqrt{d\sigma_i d\sigma_j},
\]

where

- \( S_2^{(0)} = \frac{1}{\sigma_{ij}} \)
- \( S_3^{(0)} = \frac{1}{\sigma_{ij}} \)
- \( S_2^{(1)} = 0 \)
- \( S_3^{(1)} = 0 \)
- \( S_2^{(2)} = \frac{1}{8} \frac{\sigma_{ij}}{\sigma_{i+} \sigma_{j+}} \)
- \( S_3^{(2)} = \frac{\sigma_{ij}}{\sigma_{i+} \sigma_{j+}} \)
- \( S_2^{(3)} = \frac{1}{8} \left( \frac{\sigma_{ij} (\sigma_{i+} + \sigma_{j+})}{\sigma_{i+} \sigma_{j+}} + \frac{2 y \ell \sigma_{ij}}{\sigma_{i+} \sigma_{j+}} \right) \)
- \( S_3^{(3)} = \frac{\sigma_{ij} (\sigma_{i+} + \sigma_{j+})}{\sigma_{i+} \sigma_{j+}} + \frac{2 y \ell \sigma_{ij}}{\sigma_{i+} \sigma_{j+}} \).

Expanding the integrand \( \hat{T}^{L,R} \) in powers of \( \epsilon \), \( Pf(M_3)|_{q^0} \) and \( Pf(M_2)|_{q^0} \) potentially contribute at order \( \epsilon^0 \), whereas \( Pf(M_2)|_{\sqrt{q}} \) can only contribute to \( \epsilon^2 \). However, the leading contribution cancels among \( Pf(M_3)|_{q^0} \) and \( Pf(M_2)|_{q^0} \), as well as all higher order contribution (starting at order \( \epsilon^1 \)) coming from the diagonal entries of \( C \). The scaling in \( \epsilon \) is thus governed by the higher order behaviour of the Szegő kernels. Moreover, due to the factor of \( 1/8 \) between \( S_2^{(2,3)} \) and \( S_3^{(2,3)} \), the terms of order \( O(\epsilon^2) \) and \( O(\epsilon^3) \) originating from \( Pf(M_2)|_{q^0} \) cancel against the contributions from \( Pf(M_3)|_{\sqrt{q}} \).

A short investigation confirms that there are no further cancellations, and thus \( \hat{\mathcal{T}}_0^{L,R} \) scales as \( \epsilon^2 \). In particular, using \( N = 4 + N_L + N_R \), this implies that our one-loop supergravity amplitudes scale as \( \ell^{-8} \) in the UV limit, and super Yang-Mills as \( \ell^{-6} \) (using \( N_R = 0 \) for the Parke-Taylor integrand derived above). Naively, this seems to be a weaker UV fall-off for super Yang-Mills than expected from the known expression for the integrand as a sum over box diagrams, which exhibits scaling \( \ell^{-8} \). See, however, our previous comment on this issue (following lemma 2).

### 4.3.4 Non-supersymmetric theories

In the supersymmetric case discussed above, cancellations between the NS and the R sector ensured the correct scaling of the integrand. However, these cancellations are absent in the purely bosonic case,

\[
\hat{T}^{NS} = \frac{1}{\sigma_{i+} \ell^-} \sum_r Pf(M_{SS}(\ell+) \epsilon^-)
\]

\[\text{– 39 –}\]
so naively the integrand seems to scale as \( \varepsilon^{-2} \). However, the leading contribution is given by the Pfaffian of the full tree-level matrix \( M_{\text{NS}}^{(0)} = M^{(0)} \), which vanishes on the support of the scattering equations. More explicitly, let us expand the reduced matrix \( M_{\text{NS}(\ell+\ell^{-})}^{c} \) in \( \varepsilon \);

\[
\text{Pf}(M_{\text{NS}(\ell+\ell^{-})}) = \text{Pf}(M^{(0)}) + \varepsilon \text{Pf}(M_{\text{NS}}^{(1)}) + O(\varepsilon) \quad (4.64)
\]

The vanishing of the leading term can then be seen from the existence of two vectors,

\[
v_0 = (\sigma_1, \ldots, \sigma_n, 0, \ldots, 0) \quad \text{and} \quad \tilde{v}_0 = (1, \ldots, 1, 0, \ldots, 0) \quad (4.65)
\]

in the kernel of \( M_{\text{NS}}^{(0)} = M^{(0)} \). This argument can in fact be extended to subleading order: expanding both the matrix \( M_{\text{NS}} \) and a potential vector in the kernel to subleading order,

\[
M_{\text{NS}(\ell+\ell^{-})} = M^{(0)} + \varepsilon M_{\text{NS}}^{(1)}, \quad v = v_0 + \varepsilon v_1 \quad (4.66)
\]

we note that the condition for \( I_{\text{NS}} \) to scale as \( O(\varepsilon^{0}) \) is that \( M_{\text{NS}(\ell+\ell^{-})} \) has co-rank two to order \( \varepsilon \), and thus two vectors spanning its kernel. Finding one of these is enough, as it guarantees the existence of the second. But this on the other hand is equivalent to

\[
(M^{(0)} + \varepsilon M_{\text{NS}}^{(1)}) (v_0 + \varepsilon v_1) = O(\varepsilon^2) \quad (4.67)
\]

vanishing to order \( O(\varepsilon^2) \). Expanding this out, we obtain the conditions

\[
M^{(0)} v_0 = 0, \quad M^{(0)} v_1 = -M_{\text{NS}}^{(1)} v_0. \quad (4.68)
\]

As commented above, the first condition is satisfied with \( v_0 \) given in eq. (4.65). Note furthermore that the second condition cannot be straightforwardly inverted, since \( \det(M^{(0)}) = 0 \). The constraint for a solution to exist is thus the vanishing of both sides of the equation under a contraction with a vector in the kernel of the matrix. Since the only contribution to \( M_{\text{NS}}^{(1)} \) to order \( O(\varepsilon) \) comes from the diagonal entries \( C_{ii} \), we get

\[
M_{\text{NS}}^{(1)} v_0 = \left( 0, \ldots, 0, \frac{\lambda^{-1} \ell_i}{\sigma_i \ell^+}, \ldots \right). \quad (4.69)
\]

This vanishes trivially when contracted with \( v_0 \) and \( \tilde{v}_0 \), and thus there exists a solution \( v_1 \) to eq. (4.68). The contributions of order \( O(\varepsilon^{-1}) \) to \( I_{\text{NS}} \) therefore vanish, and the integrand scales as \( \varepsilon^0 \). In particular, this implies that both pure Yang-Mills and pure gravity one-loop amplitudes scale as \( \ell^{-4} \) in the UV limit, which is the expected behaviour from both the Q-cut and the Feynman diagram expansion. Moreover, the analysis above is equally applicable to the NS and the pure theories, similarly to the discussion given in section 4.2.

To conclude the proof of lemma 2, let us summarise these results for the UV scaling of our one-loop amplitudes:

| theory             | scaling \( \lambda^N \sim \ell^{-N} \) |
|--------------------|----------------------------------------|
| \( n \)-gon        | \( N = 2n \)                           |
| supergravity       | \( N = 8 \)                            |
| super Yang-Mills   | \( N = 6 \)                            |
| pure gravity       | \( N = 4 \)                            |
| pure Yang-Mills    | \( N = 4 \)                            |
| bi-adjoint scalar  | \( N = 4 \)                            |
Note that the scaling of the non-supersymmetric theories (pure gravity and Yang-Mills, as well as the bi-adjoint scalar) corresponds to Feynman diagrams involving bubbles, whereas the higher scaling of the supersymmetric theories ensures that only boxes contribute. As commented above, Yang-Mills exhibits a lower scaling than expected from the Feynman diagram expansion, but which coincides with the expected scaling in the Q-cut representation.

Let us comment briefly on the closely related discussions regarding the contribution of the singular solutions \( \sigma^- = \sigma^+ + \varepsilon + \mathcal{O}(\varepsilon^2) \). The same arguments as above, without the rescaled loop momenta, ensure that the measure scales to leading order as

\[
d\mu = \delta \left( \varepsilon - \frac{F_2}{F_1} \right) d\varepsilon d\tilde{\mu},
\]

where the measure \( d\tilde{\mu} \) is again independent of \( \varepsilon \). Then the same powercounting argument in the degeneration parameter as above gives the following scaling for the different theories:

| theory               | scaling \( \varepsilon^N \) |
|----------------------|-----------------------------|
| \( n \)-gon          | \( N = 2n - 4 \)           |
| supergravity         | \( N = 4 \)                |
| super Yang-Mills     | \( N = 2 \)                |
| pure gravity         | \( N = 0 \)                |
| pure Yang-Mills      | \( N = 0 \)                |
| bi-adjoint scalar    | \( N = 0 \)                |

The contribution from the singular solutions \( \sigma^- = \sigma^+ + \varepsilon + \mathcal{O}(\varepsilon^2) \) to the \( n \)-gon and the supersymmetric theories thus vanishes, whereas they can clearly be seen to contribute for the bi-adjoint scalar theory and Yang-Mills and gravity in the absence of supersymmetry. Moreover, the scaling as \( \varepsilon^0 \) guarantees that the contributions are clearly finite. This complements the discussion given in section 3.1.

5 Discussion

In giving the theory that underlies the CHY formulae for tree amplitudes, ambitwistor strings gave a route to conjectures for the extension of those formulae to loop amplitudes. Being chiral string theories, ambitwistor strings potentially have more anomalies than conventional strings, but nevertheless the version appropriate to type II supergravity led to consistent proposals for amplitude formulae at one and two loops \([23, 24, 64]\). However, the other main ambitwistor string models would seem to have problems on the torus, either with anomalies, or because the full ambitwistor string theories have unphysical modes associated with their gravity sectors that would propagate in the loops and corrupt for example a pure Yang-Mills loop amplitude. Furthermore, once on the torus, it is a moot point as to how much can be done with the formulae, requiring as they do, the full machinery of theta functions. Issues such as the Schottky problem will make higher loop/genus formulae difficult to write down explicitly.
In \cite{25}, with the further details and extensions given in this paper, we have seen that the conjectures of \cite{23, 24}, with the adjustment to the scattering equations as described in section 2, are equivalent to much simpler conjectures on the Riemann sphere. These formulae are now of the same complexity as the CHY tree-level scattering formulae on the Riemann sphere with the addition of two marked points, corresponding to loop momenta insertions. It is therefore possible to apply methods that have been developed at tree-level on the Riemann sphere here also at 1-loop to both extend and prove the conjectures.

As far as extensions are concerned, we were able in \cite{25} to make conjectures for 1-loop formulae for maximal super Yang-Mills for which there is not a good formula on the torus, by replacing one of the Pfaffians with a Parke-Taylor factor, symmetrized so as to run through the loop in all possible ways. The approach was also suggestive of formulae for the biadjoint scalar theory also, but we were not able to confirm those numerically in \cite{25}. However, these were studied further in \cite{27, 28} where the difficulties that we had were to a certain extent resolved and are associated with degenerate solutions to the scattering equations.

In our original formulation, we only considered \((n - 1)! - 2(n - 2)!\) solutions to the scattering equations for an \(n\) particle amplitude at 1-loop. This counting was more clearly understood in \cite{27}. The \((n - 1)!\) is the number of solutions that one obtains for \(n + 2\) points on the sphere with arbitrary null momenta at \(n\) points, and off-shell momenta at the remaining two points (all summing to zero). If one takes the forward limit in which the two off-shell momenta become equal and opposite, one finds that there are two classes of \((n - 2)!\) degenerate solutions, in which the two loop insertion points come together (or alternatively all the other points come together); the two classes are distinguished by the rate at which the points come together as the forward limit is taken. In the forward limit at which we are working, the most degenerate class no longer applies but, in general, we can consider the other. For amplitudes in supersymmetric Yang-Mills and gravity, these degenerate solutions give a vanishing contribution to the loop integrand. However, they do contribute in the case of the biadjoint scalar theory, as shown in \cite{27}, and they also contribute in the cases of non-supersymmetric Yang-Mills and gravity presented in this paper.

However, as seen in section 4, the degenerate solutions do not contribute to the Q-cuts. So, to arrive at a loop integrand that computes the correct amplitude under dimensional regularisation, we simply discard them in our proposed formulae also. Having discarded these terms, our formulae will not then necessarily give the integrand itself as a sum of Feynman diagrams. In the biadjoint scalar theory, for example, there will be terms that look like tree amplitudes with bubbles on each external leg that will vanish under dimensional regularisation. These are correctly computed if the degenerate solutions are included as shown by \cite{27}. It would be interesting to see if this persists for all our formulae as we have seen that they make sense on the degenerate solutions.

It should also be possible to prove our one-loop formulae for supersymmetric theories via factorisation. The gap in our argument is that we do not have a good formula for the Ramond sector contributions at tree level, as would be required to prove factorisation. Our representation of the Ramond sector in the loop as the Pfaffian of \(M_2\) should provide some hint as to how to do this.
Ideally, there should be no need to solve the scattering equations explicitly. The main result of [25], which relied on the use of a residue theorem to localise the modular parameter, was inspired by [26], where the tree-level CHY integrals were computed by successive application of residue theorems, rather than by solving the scattering equations. The way forward is to use the map between integrals over the moduli space of the Riemann sphere and rational functions of the kinematic invariants, which is implicit in the scattering equations. Recently, there has been intense work on making this map more practical [28, 65–71]. We expect that this will make the use of our formulae much more efficient.

It was argued in [25] that the scheme explored here at one-loop has a natural extension to all loops. Similarly, the Q-cut formalism of [30] also has a natural extension to all loops. It will be interesting to see whether the factorization strategy presented in this paper can be extended to give a correspondence with the Q-cut formalism at higher loop order. Obtaining better control of higher loop Pfaffians will be crucial for using these ideas to understand gauge theories and gravity. A formulation as correlators on the Riemann sphere, as suggested by our introduction of $M_{\text{NS}}$, may play a key role.
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A Solutions to the four-point 1-loop scattering equations

In this appendix, we briefly discuss the solutions to the one-loop scattering equations for $n = 4$. There are two solutions to (2.13), in agreement with the counting $(n-1)! - 2(n-2)!$. Fixing $\sigma_1 = 1$, along with the choices $\sigma_{\ell^+} = 0$ and $\sigma_{\ell^-} = \infty$ understood in (2.13), these two solutions are given by

$$\sigma_2 = \frac{\ell \cdot k_2 (W + 1)(k_2 \cdot k_3 + \ell \cdot k_4 W)}{W(\ell \cdot k_4(W(\ell + k_1) \cdot k_2 + \ell \cdot k_2) + k_4 \ell \cdot k_2)}$$

$$\sigma_3 = -\frac{(W + 1)(\ell \cdot k_4 W - \ell \cdot k_2)(W k_1 \cdot k_2 + \ell \cdot k_2)(k_2 \cdot k_3 + \ell \cdot k_4 W)}{W(W(k_1 \cdot k_2 - \ell \cdot k_4) - k_2 \cdot k_3 + \ell \cdot k_2)(\ell \cdot k_4(W(\ell + k_1) \cdot k_2 + \ell \cdot k_2) + k_2 \cdot k_3 \ell \cdot k_2)}$$

$$\sigma_4 = \frac{\ell \cdot k_4(W(\ell + k_1) \cdot k_2 + \ell \cdot k_2) + k_2 \cdot k_3 \ell \cdot k_2}{W(\ell \cdot k_4(W(\ell + k_1) \cdot k_2 + \ell \cdot k_2)})$$

where $W$ can take the two values

$$W^{(\pm)} = \frac{k_1 \cdot k_2 \ell \cdot k_2 - k_2 \cdot k_4 \ell \cdot k_3 + k_2 \cdot k_3 \ell \cdot k_4 - 2\ell \cdot k_2 \ell \cdot k_4 \pm \sqrt{4\prod_{i=1}^4 \ell \cdot k_i + \det U}}{2\ell \cdot k_4(k_1 \cdot k_2 + \ell \cdot (k_1 + k_2))},$$

$$U = \begin{pmatrix} k_i \cdot k_j & \ell \cdot k_i \\ \ell \cdot k_j & 0 \end{pmatrix} \quad i, j = 1, 2, 3.$$
The expressions for $\sigma_i$ solve $f_2 = f_4 = 0$ for any $W$. The expression for $W$ is then determined by solving $f_3 = 0$, which takes a quadratic form.

In the case of more general theories, as discussed in section 3.1, there are two additional solutions contributing at four points, in agreement with $(n-2)!$, so that the total number of solutions is $(n-1)! - (n-2)!$. The ‘regular’ solutions are the ones described above, but we should now express them in a different SL(2, $\mathbb{C}$) gauge, where we don’t fix both $\sigma_{\ell+}$ and $\sigma_{\ell-}$. Let us use coordinates $\sigma'$ such that $(\sigma'_1, \sigma'_2, \sigma'_3) = (0, 1, \infty)$. Then we obtain the two ‘regular’ solutions from the expressions above through the change of coordinates

$$\sigma' = \frac{\sigma_{23}}{\sigma_{21}} \frac{\sigma - \sigma_1}{\sigma - \sigma_3}.$$

For the ‘singular’ solutions, we have $\sigma'_{\ell+} = \sigma'_{\ell-}$. The remaining $\sigma'_i$ must satisfy the tree-level scattering equations, so that in our choice $\sigma'_4 = -k_1 \cdot k_4 / k_1 \cdot k_2$. The two solutions for $\sigma'_i$ are then determined by

$$\ell \cdot k_3 \sigma'^2_\ell + \left( \ell \cdot (k_1 + k_4) + \sigma'_4 \ell \cdot (k_1 + k_2) \right) \sigma'_\ell - \sigma'_4 \ell \cdot k_1 = 0.$$

### B Motivation from ambitwistor heterotic models

The single trace sector of the heterotic ambitwistor model was used to derive the CHY formulae for gluon amplitudes in eq. [10]. It was however noted that generically these amplitudes contained unphysical would-be gravitational degrees of freedom, leading in particular to multi-trace interactions, absent from Yang-Mills theories. At one loop, the presence of these would be gravitational interactions leads to a double pole at the boundary of the moduli space $dq/q^2$, coming from the bosonic sector of the theory. In string theory, the level matching prevents these tachyonic modes from propagating, and heterotic models were used to write down a set of rules to compute gluon amplitudes in the 90’s [1]. Here this double pole simply renders the theory ill-defined.

One could hope that a subsector of the theory may be well defined at one-loop, just like at tree-level, but this is not the case. Even by restricting to the single-trace sector, one does not automatically decouples these additional states (just think about a tree-level single-trace connected by an internal graviton in two points) so we have to be more careful when attempting to extract a portion of the heterotic amplitude. Let us start by writing it out;

$$\mathcal{M}_{1\text{-loop}}^{n\text{-gluon}(!)} = \int \frac{dq}{q} \prod_i dz_i \frac{1}{2} \sum_\alpha Z_{\alpha}^{\text{Het}} \text{Pf}(M_{\alpha\beta}^{\text{col}}) \times \frac{1}{2} \sum_\beta Z_\beta \text{Pf}(M_\beta) \quad \text{(B.1)}$$

where the symbol (!) is here to emphasize that this is not a well defined amplitude in a well defined theory, but still we shall try to extract parts of it below. The matrix $M$ is the “kinematical” one of eq. (2.26), while the partition functions $Z_\alpha$ were defined in eq. (2.31). The new ingredient here is the colour part which contains a partition function for the 32 Majorana-Weyl fermions that realise the current algebra and the colour Pfaffian coming from Wick contractions between them. The partition functions are given by

$$Z_{\alpha}^{\text{Het}} = \theta_{\alpha}(0|\tau)^{16} \frac{1}{\eta^{16}(\tau)} \frac{1}{\eta(\tau)^8}, \quad \text{(B.2)}$$

$$\eta(Sech^2 x) = \eta(\tau),$$
The “color” Pfaffian is built out by application of Wick’s theorem in a standard way on the gauge currents

\[ J^a_i = T^a_{ij} \psi^i \psi^j, \quad i, j = 1, \ldots, 16, \] (B.3)

using the fermion propagator

\[ \langle \psi^i(z) \psi^j(0) \rangle = S_\alpha(z|\tau) \] (B.4)

in the spin structure \( \alpha \). In all we have the Pfaffian of a matrix whose elements are \( S_\alpha(z_i - z_j|\tau) T^a_{ij} \). However, contrary to the case of kinematics, were the Pfaffian structure is somewhat interesting (although it is very hard to read off the action of supersymmetry on them), in the case of colour we are more used to the colour ordering decomposition. For this reason and the one above on decoupling as many gravity states as possible, we shall from now on restrict our attention to one particular term in this Pfaffian, a single trace one, say \( \text{Tr}(T^1 T^2 T^3 T^4) \), such that

\[ \text{Pf}_\alpha \to \prod_{i=1}^4 S_\alpha(z_{i} - z_{i+1}|\tau) \text{Tr}(T^1 T^2 T^3 T^4), \quad z_5 \equiv z_1. \] (B.5)

To apply the IBP procedure and write down the integrands down to the sphere, we need the following \( q \)-expansions;

\[
\begin{align*}
\theta_2(0|\tau) &= 2^{16} q + O(q^2), \\
\theta_3(0|\tau) &= \frac{1}{q} + \frac{32}{q} \sqrt{q} + 504 + O(q), \\
\theta_4(0|\tau) &= \frac{1}{q} - \frac{32}{q} \sqrt{q} + 504 + O(q),
\end{align*}
\] (B.6)

Since the Pfaffians, made of Szegő kernels, are holomorphic in \( q \), one sees straight away that the spin structure 2 in the color side does not contribute after the IBP. Using the \( q \)-expansions of teh Szegő kernels already given in the text,

\[
\begin{align*}
S_3 &= \frac{\pi}{\sin(\pi z)} + 4\pi (-\sqrt{q} + q) \sin(\pi z) \\
S_4 &= \frac{\pi}{\sin(\pi z)} + 4\pi (\sqrt{q} + q) \sin(\pi z)
\end{align*}
\] (B.7)

(in their torus parametrization), we have that \( Z_3^{\text{Het}} \text{Pf}(M^{\text{col}})|_{q^{-1/2}} = -Z_4^{\text{Het}} \text{Pf}(M^{\text{col}})|_{q^{-1/2}} \).

Thus the integrand of (B.1) has a double pole in \( q \) with coefficient \( 2\text{Pf}_3|_{q^0} = \text{Pf}_4|_{q^0} \) (we used \( \text{Pf}_3|_{q^0} = \text{Pf}_4|_{q^0} \)) and a single pole in \( q \), given by the leading order piece.

The terms composing the leading order piece are of several kinds;

\[
\begin{align*}
\frac{32}{\sqrt{q}} &\to 32 \frac{\sin(\pi z_{12})}{\sin(\pi z_{23}) \sin(\pi z_{34}) \sin(\pi z_{41})} + \text{cyclic} \\
\frac{1}{q} &\to \frac{\sin(\pi z_{12})}{\sin(\pi z_{23}) \sin(\pi z_{34}) \sin(\pi z_{41})} + \frac{\sin^2}{\sin^2} + \text{perms}
\end{align*}
\] (B.9)
\[504 \rightarrow \frac{\sin(\pi z_{12}) \sin(\pi z_{23}) \sin(\pi z_{34}) \sin(\pi z_{41}) \sin^2(\pi z_{13}) \sin(\pi z_{14}) \sin(\pi z_{24})}{\sin(\pi z_{12}) \sin(\pi z_{23}) \sin(\pi z_{34}) \sin(\pi z_{41})} (B.11)\]

where \(\sin^2\) indicate terms of the form \(\frac{\sin(\pi z_{12}) \sin(\pi z_{41})}{\sin(\pi z_{12}) \sin(\pi z_{23}) \sin(\pi z_{34}) \sin(\pi z_{41})}\). After the usual change of variable, the “\(\sin/\sin^3\)” terms give rise to the PT part of our beloved YM integrands given in eq. (2.42) (including the reversed ones):

\[\frac{1}{\sigma_1 \sigma_2 \sigma_3 \sigma_4 \sin(\pi z_{12}) \sin(\pi z_{34}) \sin(\pi z_{41})} = \frac{\sigma_{41}}{\sigma_1 \sigma_4 \sigma_{12} \sigma_{23} \sigma_{34}} (B.12)\]

where an additional factor of \((\sigma_1 \sigma_2 \sigma_3 \sigma_4)^{-1}\) has been taken from the measure \(\prod d\sigma_i/\sigma_i^2\).

Note also that the counting for these terms produces a numerical factor of \((32 - 1) = 31\), which, after suitable counting of the powers of 2, builds up

\[496 = 2^4 \times 31 \quad (B.13)\]

which is the dimension of the adjoint of SO(32). The fact that loops in gauge theories come with a factor of \(N\) at leading order is well-known (the gluons are in the adjoint representation of the gauge group in these models).

However, we find additional terms. We haven’t been able to determine their origin with precision, but we suspect that they could originate from bi-adjoint scalars running in the loop, if they are not simple artefacts of the inconsistency of the model.

C The NS part of the integrand

This appendix provides the proof for the equivalence of the two expressions for the NS sector of the integrand;

\[T^{\text{NS}} \equiv (d - 2) \text{Pf}(M_3) \bigg|_{q^0} + \text{Pf}(M_3) \bigg|_{\sqrt{q}} = \sum_r \text{Pf}'(M_{\text{NS}}^r), \quad (C.1)\]

with \(\text{Pf}'(M_{\text{NS}}) = \frac{1}{\sigma_{\ell^+ \ell^-}} \text{Pf}(M_{\text{NS}}(\ell^+, \ell^-))\) and \(d\) denoting the dimension of the space-time.

Recall the definition of the matrix \(M_{\text{NS}}\) given in section 3.2;

\[M_{\text{NS}}^r = \begin{pmatrix} A & -C^T \\ C & B \end{pmatrix} \quad (C.2)\]

where the elements of \(M_{\text{NS}}^r\) were defined by

\[A_{\ell^+ \ell^+} = A_{\ell^- \ell^-} = 0 \quad A_{\ell^+ \ell^-} = 0 \quad A_{\ell^+ i} = \frac{\ell \cdot k_i}{\sigma_{\ell^+ i}} \quad A_{\ell^- i} = -\frac{\ell \cdot k_i}{\sigma_{\ell^- i}} \quad A_{ij} = \frac{k_i \cdot k_j}{\sigma_{ij}} \quad A_{ii} = 0 \]

\[B_{\ell^+ \ell^+} = B_{\ell^- \ell^-} = 0 \quad B_{\ell^+ \ell^-} = \frac{d-2}{\sigma_{\ell^+ \ell^-}} \quad B_{\ell^+ i} = \frac{\epsilon^r \cdot \epsilon_i}{\sigma_{\ell^+ i}} \quad B_{\ell^- i} = \frac{\epsilon^r \cdot \epsilon_i}{\sigma_{\ell^- i}} \quad B_{ij} = \frac{\epsilon_i \cdot \epsilon_j}{\sigma_{ij}} \quad B_{ii} = 0\]
\[ C_{\ell^+} = -e^r \cdot P(\sigma_{\ell^+}) \quad C_{\ell^+} = -\frac{e^r \cdot \ell}{\sigma_{\ell^+}} \quad C_{\ell_i} = \frac{e^r \cdot k_i}{\sigma_{\ell_i}} \quad C_{\ell^+} = \frac{e_i \cdot k_i}{\sigma_{\ell^+}} \]
\[ C_{\ell^-} = -e^r \cdot P(\sigma_{\ell^-}) \quad C_{\ell^-} = -\frac{e^r \cdot \ell}{\sigma_{\ell^-}} \quad C_{\ell^-} = -\frac{e_i \cdot \ell}{\sigma_{\ell^-}} \quad C_{\ell^-} = -\frac{e_i \cdot k_i}{\sigma_{\ell^-}} \]

Using the recursive definition of the Pfaffian,
\[ \text{Pf}(M) = \sum_{j \neq i} (-1)^{i+j+1+\theta(i-j)} m_{ij} \text{Pf}(M_{ij}), \tag{C.3} \]
we can expand the reduced Pfaffian \( \text{Pf}'(M^r_{NS}) = \frac{1}{\sigma_{\ell^+}} \text{Pf}(M^r_{NS(\ell^+, \ell^-)}) \), in the remaining rows associated to \( \ell^+ \) and \( \ell^- \).

\[
\text{Pf}'(M^r_{NS}) = \frac{1}{\sigma_{\ell^+}} - B_{\ell^+} \cdot \text{Pf}(M_{\ell^+ \ell^-+\ell^-})
\]
\[
+ \frac{1}{\sigma_{\ell^+}} \sum_{i,j \neq i} (-1)^{i+j+\theta(n_1-i)+\theta(n_2-j)+\theta(i-j)} m_{i,j} m_{i,j} \text{Pf}(M_{\ell^+ \ell^-+\ell^- ij}).
\]

To briefly comment on the notation used for \( M_{NS} \), rows and columns in \( \{1, \ldots, n+2\} \) are denoted by indices \( i \), whereas we use the conventional \( i' = n + 2 + i \) for rows in \( \{n + 3, \ldots, 2(n + 2)\} \). Now note that after summing over \( r \), the entries and prefactors simplify,
\[
(-1)^{i+j+\theta(n_1-i)+\theta(n_2-j)+\theta(i-j)} = \left\{
\begin{align*}
(-1)^{i+j+\theta(i-j)} & \quad i, j \in I, \\
(-1)^{i+j+\theta(i-j)} & \quad i, j \in I', \\
(-1)^{i+j} & \quad i \in I', j \in I,
\end{align*}\right.
\]
\[
\sum_{r} m_{i+j} m_{i+j} = \left\{
\begin{align*}
\frac{k_i k_j}{\sigma_{i+j}^r} & \quad i, j \in I, \\
\frac{\epsilon_i \epsilon_j}{\sigma_{i+j}^r} & \quad i, j \in I', \\
\frac{\epsilon_i \epsilon_j}{\sigma_{i+j}^r} & \quad i \in I', j \in I,
\end{align*}\right.
\]
where \( I = \{1, \ldots, n\} \), \( I' = \{1', \ldots, n'\} \). Moreover, using \( M_{\ell^+ \ell^-+\ell^- ij} = M_3 \) and choosing for simplicity \( \sigma_{\ell^+} = 0 \), \( \sigma_{\ell^-} = \infty \), the result further simplifies to
\[ \sum_{r} \text{Pf}'(M^r_{NS}) = (d - 2) \text{Pf}(M_3) + \sum_{i,j \in I} (-1)^{i+j+\theta(i-j)} \frac{k_i k_j}{\sigma_i} \text{Pf}(M_{ij^{ij}}) 
\]
\[ + \sum_{i,j \in I'} (-1)^{i+j+\theta(i-j)} \frac{\epsilon_i \epsilon_j}{\sigma_i} \text{Pf}(M_{ij^{ij}}) \tag{C.4} \]
\[ + \sum_{i \in I', j \in I} (-1)^{i+j} \left( \frac{\epsilon_i \cdot k_j}{\sigma_i} - \frac{\epsilon_i \cdot k_j}{\sigma_j} \right) \text{Pf}(M_{ij^{ij}}). \]

\[25\] For convenience, we have chosen to remove the rows and columns associated to \( \ell^+ \) and \( \ell^- \) in the reduced matrix.
To see that, as claimed above,

\[
\sum_r \text{Pf}'(M^r_{\text{NS}}) = (d - 2) \text{Pf}(M_3) \bigg|_{q^0} + \text{Pf}(M_3) \bigg|_{\sqrt{q}},
\]

(C.5)

expand the Pfaffian on the r.h.s. to order \(\sqrt{q}\), using

\[
\text{Pf}(M) = \sum_{\alpha \in \Pi} \text{sgn}(\alpha) m_{i_1 j_1} \ldots m_{i_n j_n} = \frac{1}{2} \sum_{i_k, j_k} (-1)^{1+i_k+j_k+\theta(i_k-j_k)} m_{i_k j_k} \text{Pf}(M^{i_k j_k}_{i_k j_k}).
\]

(C.6)

This leads to

\[
\text{Pf}(M_3) \bigg|_{q^{1/2}} = \frac{1}{2} \sum_{i_k, j_k} (-1)^{1+i_k+j_k+\theta(i_k-j_k)} m_{i_k j_k} \bigg|_{\sqrt{q}} \text{Pf}(M^{i_k j_k}_{i_k j_k}) \bigg|_{q^0}
\]

\[
= \sum_{i, j \in I} (-1)^{1+i+j+\theta(i-j)} \frac{k_i \cdot k_j}{\sigma_i} \text{Pf}(M^{i j}_{i j})
\]

\[
+ \sum_{i, j \in I'} (-1)^{1+i+j+\theta(i-j)} \frac{\xi_i \cdot \xi_j}{\sigma_i} \text{Pf}(M^{i' j'}_{i' j'})
\]

\[
+ \sum_{i \in I', j \in I} (-1)^{i+j} \left( \frac{\xi_i \cdot k_j}{\sigma_i} - \frac{\xi_i \cdot \xi_j}{\sigma_j} \right) \text{Pf}(M^{i' j}_{i' j}).
\]

The diagonal terms \(C_{ii} = \epsilon_i \cdot P(\sigma_i)\) do not contribute since \(P(\sigma)\) exclusively contains terms of the form \(k_i \tilde{S}_1 \sim k_i^\theta \frac{\theta}{\Pi}\), which only contribute at higher order in \(q\). This concludes the proof of eq. (3.22).

\section{D Dimensional reduction}

In this section we discuss considerations that are general and somewhat out of the scope of the main article. The point is to discuss how can one dimensionally reduce the ambitwistor string to \(d\) dimensions. At the core of these considerations is the work of ACS [72] where the ambitwistor string was be formulated in generic (on-shell) curved spaces; toroidal compactifications are just a subcategory of the latter spaces.

In the usual string compactified on a circle of radius \(R\), wrapping modes or worldsheet instantons are solutions that obey the periodicity conditions \(X = X + 2\pi m R\). Their classical values are given by \(X_{\text{class}} = 2\pi R(n\xi_1 + m\xi_2)\) where \(\xi_1, 2\) are the worldsheet coordinates, such that \(z = \xi_1 - i\xi_2\). This cannot be made holomorphic, except if \(n = m = 0\), therefore none of these can contribute in the Ambitwistor string, holomorphic by essence. This may not exclude the possibility of having other type of more exotic instantons, as mentioned in the final section of ref. [72], but we shall proceed here and assume that none of these are generated. In total, the Kaluza-Klein reduction of the amplitude above (2.23) is simply obtained by replacing the 10-dimensional loop momentum integral by a \(d\)-dimensional one and a \((10 - d)\)-dimensional discrete sum

\[
\int d^{10} \ell \to \frac{1}{R^{10-d}} \sum_{n \in \mathbb{Z}^{10-d}} \int d^{d} \ell_{(d)}
\]

(D.1)
where \( \mathbf{n} \) is an integer valued \((10 - d)\)-dim vector. A \(10 - d\) torus with \(10 - d\) different radii \(R_1, \ldots, R_{10-d}\) is dealt with at the cost of minor obvious modifications of the previous expression.

The loop momentum square is then given by

\[
\ell^2 = \ell^2_{(d)} + \frac{n^2}{R^2_d}
\]  

(D.2)

In this way, the transformation rule \( \ell \to \tau \ell \) of the loop momentum after a modular transformation is generalized to the compact dimensions by demanding \(R \to R/\tau\) and the integral is still modular invariant, in the sense of [23].

Ultimately, we take the radius \(R\) of the torus to zero in order to decouple the KK states. In this limit, \(\ell\) simply becomes \(\ell_d\) wherever it appears, therefore this process is achieved by, loosely speaking, restricting the loop momentum integral by hand.

In conclusion, standard compactification techniques of string theory on tori and orbifolds thereof apply straightforwardly.
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### References

[1] Z. Bern and D.A. Kosower, *The computation of loop amplitudes in gauge theories*, *Nucl. Phys. B* 379 (1992) 451 [arXiv:hep-th/0312171] [INSPIRE].

[2] C.R. Mafra and O. Schlotterer, *Towards one-loop SYM amplitudes from the pure spinor BRST cohomology*, *Fortsch. Phys.* 63 (2015) 105 [arXiv:1410.0668] [INSPIRE].

[3] E. Witten, *Perturbative gauge theory as a string theory in twistor space*, *Commun. Math. Phys.* 252 (2004) 189 [hep-th/0312171] [INSPIRE].

[4] N. Berkovits, *An alternative string theory in twistor space for N = 4 super Yang-Mills*, *Phys. Rev. Lett.* 93 (2004) 011601 [hep-th/0402045] [INSPIRE].

[5] D. Skinner, *Twistor strings for N = 8 supergravity*, arXiv:1301.0868 [INSPIRE].

[6] R. Roiban, M. Spradlin and A. Volovich, *On the tree level S matrix of Yang-Mills theory*, *Phys. Rev. D* 70 (2004) 026009 [hep-th/0403190] [INSPIRE].

[7] F. Cachazo, L. Mason and D. Skinner, *Gravity in twistor space and its Grassmannian formulation*, *SIGMA* 10 (2014) 051 [arXiv:1207.4712] [INSPIRE].

[8] F. Cachazo and D. Skinner, *Gravity from rational curves in twistor space*, *Phys. Rev. Lett.* 110 (2013) 161301 [arXiv:1207.0741] [INSPIRE].

[9] F. Cachazo and Y. Geyer, *A ‘twistor string’ inspired formula for tree-level scattering amplitudes in N = 8 SUGRA*, arXiv:1206.6511 [INSPIRE].

[10] L. Mason and D. Skinner, *Ambitwistor strings and the scattering equations*, *JHEP* 07 (2014) 048 [arXiv:1311.2564] [INSPIRE].

[11] E. Casali, Y. Geyer, L. Mason, R. Monteiro and K.A. Roehrig, *New ambitwistor string theories*, *JHEP* 11 (2015) 038 [arXiv:1506.08771] [INSPIRE].
[12] F. Cachazo, S. He and E.Y. Yuan, Scattering of massless particles: scalars, gluons and gravitons, *JHEP* **07** (2014) 033 [arXiv:1309.0885] [INSPIRE].

[13] F. Cachazo, S. He and E.Y. Yuan, Scattering in three dimensions from rational maps, *JHEP* **10** (2013) 141 [arXiv:1306.2962] [INSPIRE].

[14] F. Cachazo, S. He and E.Y. Yuan, Scattering equations and Kawai-Lewellen-Tye orthogonality, *Phys. Rev. D* **90** (2014) 065001 [arXiv:1306.6575] [INSPIRE].

[15] F. Cachazo, S. He and E.Y. Yuan, Scattering of massless particles in arbitrary dimensions, *Phys. Rev. Lett.* **113** (2014) 171601 [arXiv:1307.2199] [INSPIRE].

[16] F. Cachazo, S. He and E.Y. Yuan, Scattering equations and matrices: from Einstein to Yang-Mills, *JHEP* **07** (2015) 149 [arXiv:1412.3479] [INSPIRE].

[17] F. Cachazo, S. He and E.Y. Yuan, Scattering in three dimensions from rational maps, *JHEP* **07** (2014) 033 [arXiv:1309.0885] [INSPIRE].

[18] D.B. Fairlie and D.E. Roberts, Dual models without tachyons — a new approach, PRINT-72-2440, (1972) [INSPIRE].

[19] D.E. Roberts, Mathematical structure of dual amplitudes, chapter IV, Ph.D. thesis, Durham University Library, Durham U.K. (1972).

[20] D.B. Fairlie, A coding of real null four-momenta into world-sheet co-ordinates, *Adv. Math. Phys.* **2009** (2009) 284689 [arXiv:0805.2263] [INSPIRE].

[21] D.J. Gross and P.F. Mende, String theory beyond the Planck scale, *Nucl. Phys. B* **303** (1988) 407 [INSPIRE].

[22] E. Witten, Parity invariance for strings in twistor space, *Adv. Theor. Math. Phys.* **8** (2004) 779 [hep-th/0403199] [INSPIRE].

[23] T. Adamo, E. Casali and D. Skinner, Ambitwistor strings and the scattering equations at one loop, *JHEP* **04** (2014) 104 [arXiv:1312.3828] [INSPIRE].

[24] E. Casali and P. Tourkine, Infrared behaviour of the one-loop scattering equations and supergravity integrands, *JHEP* **04** (2015) 013 [arXiv:1412.3787] [INSPIRE].

[25] Y. Geyer, L. Mason, R. Monteiro and P. Tourkine, Loop integrands for scattering amplitudes from the Riemann sphere, *Phys. Rev. Lett.* **115** (2015) 121603 [arXiv:1507.00321] [INSPIRE].

[26] L. Dolan and P. Goddard, Proof of the formula of Cachazo, He and Yuan for Yang-Mills tree amplitudes in arbitrary dimension, *JHEP* **05** (2014) 010 [arXiv:1311.5200] [INSPIRE].

[27] S. He and E.Y. Yuan, One-loop scattering equations and amplitudes from forward limit, *Phys. Rev. D* **92** (2015) 105004 [arXiv:1508.06027] [INSPIRE].

[28] C. Baadsgaard, N.E.J. Bjerrum-Bohr, J.L. Bourjaily, P.H. Damgaard and B. Feng, Integration rules for loop scattering equations, *JHEP* **11** (2015) 080 [arXiv:1508.03627] [INSPIRE].

[29] K. Peeters, P. Vanhove and A. Westerberg, Supersymmetric higher derivative actions in ten-dimensions and eleven-dimensions, the associated superalgebras and their formulation in superspace, *Class. Quant. Grav.* **18** (2001) 843 [hep-th/0010167] [INSPIRE].

[30] C. Baadsgaard, N.E.J. Bjerrum-Bohr, J.L. Bourjaily, S. Caron-Huot, P.H. Damgaard and B. Feng, New representations of the perturbative S-matrix, *Phys. Rev. Lett.* **116** (2016) 061601 [arXiv:1509.02169] [INSPIRE].

[31] F. Cachazo, S. He and E.Y. Yuan, One-loop corrections from higher dimensional tree amplitudes, arXiv:1512.05001 [INSPIRE].
[32] K. Ohmori, Worldsheet geometries of ambitwistor string, *JHEP* 06 (2015) 075 [arXiv:1504.02675] [SPIRE].

[33] E. D'Hoker and D.H. Phong, The geometry of string perturbation theory, *Rev. Mod. Phys.* 60 (1988) 917 [SPIRE].

[34] E. Witten, Superstring perturbation theory revisited, arXiv:1209.5461 [SPIRE].

[35] G. Naculich, Scattering equations and BCJ relations for gauge and gravitational amplitudes with massive scalar particles, *JHEP* 09 (2014) 029 [arXiv:1407.7836] [SPIRE].

[36] C.R. Mafra and O. Schlotterer, The structure of n-point one-loop open superstring amplitudes, *JHEP* 08 (2014) 099 [arXiv:1203.6215] [SPIRE].

[37] A. Tsuchiya, More on one loop massless amplitudes of superstring theories, *Phys. Rev.* D 39 (1989) 1626 [SPIRE].

[38] J. Broedel, C.R. Mafra, N. Matthes and O. Schlotterer, Elliptic multiple zeta values and one-loop superstring amplitudes, *JHEP* 07 (2015) 112 [arXiv:1412.5535] [SPIRE].

[39] Z. Bern, J.J.M. Carrasco and H. Johansson, Perturbative quantum gravity as a double copy of gauge theory, *Phys. Rev.* Lett. 105 (2010) 061602 [arXiv:1004.0476] [SPIRE].

[40] R.H. Boels, R.S. Isermann, R. Monteiro and D. O'Connell, Colour-kinematics duality for one-loop rational amplitudes, *JHEP* 04 (2016) 171 [arXiv:1507.02207] [SPIRE].

[41] N.E.J. Bjerrum-Bohr, T. Dennen, R. Monteiro and D. O'Connell, Integrand oxidation and one-loop colour-dual numerators in N = 4 gauge theory, *JHEP* 07 (2013) 092 [arXiv:1303.2913] [SPIRE].

[42] S. He, R. Monteiro and O. Schlotterer, String-inspired BCJ numerators for one-loop MHV amplitudes, *JHEP* 01 (2016) 171 [arXiv:1507.06288] [SPIRE].

[43] Z. Bern, L.J. Dixon, D.C. Dunbar and D.A. Kosower, One loop n-point gauge theory amplitudes, unitarity and collinear limits, *Nucl. Phys.* B 425 (1994) 217 [hep-ph/9403226] [SPIRE].

[44] H. Elvang and Y.-T. Huang, Scattering amplitudes, arXiv:1308.1697 [SPIRE].

[45] M.B. Green, J.H. Schwarz and L. Brink, N = 4 Yang-Mills and N = 8 supergravity as limits of string theories, *Nucl. Phys.* B 198 (1982) 474 [SPIRE].

[46] Z. Bern, J.J.M. Carrasco, L.J. Dixon, H. Johansson and R. Roiban, The complete four-loop four-point amplitude in N = 4 super-Yang-Mills theory, *Phys. Rev.* D 82 (2010) 125040 [arXiv:1008.3327] [SPIRE].

[47] J.J. Carrasco and H. Johansson, Five-point amplitudes in N = 4 super-Yang-Mills theory and N = 8 supergravity, *Phys. Rev.* D 85 (2012) 025006 [arXiv:1106.4711] [SPIRE].
[52] N.E.J. Bjerrum-Bohr, P.H. Damgaard, T. Sondergaard and P. Vanhove, *The momentum kernel of gauge and gravity theories*, *JHEP* **01** (2011) 001 [arXiv:1010.3933] [INSPIRE].

[53] L. Brink, J.H. Schwarz and J. Scherk, *Supersymmetric Yang-Mills theories*, *Nucl. Phys. B* **121** (1977) 77 [INSPIRE].

[54] P. Tourkine and P. Vanhove, *One-loop four-graviton amplitudes in N = 4 supergravity models*, *Phys. Rev. D* **87** (2013) 045001 [arXiv:1208.1255] [INSPIRE].

[55] H. Johansson and A. Ochirov, *Pure gravities via color-kinematics duality for fundamental matter*, *JHEP* **11** (2015) 046 [arXiv:1407.4772] [INSPIRE].