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The invention describes a deep learning-based technique for monitoring power grid information operation and maintenance. Based on the time series data information in the power grid information operation and maintenance monitoring system, this method obtains the cleaned time series data through appropriate data preprocessing technology. This also uses the long-term and short-term memory neural network to realize the prediction function of the time series data to be detected. The reason behind is to construct the normal behavior model of the time series. Additionally, the control chart based on an exponentially weighted moving average is employed to determine whether the time series to be discovered contains any anomalous and abnormal phenomena. In the area of power grid information operation and maintenance monitoring, the method of invention is designed to counter anomaly. This phenomenon is universal in nature and has significant scientific importance for guiding treatment after the anomaly is discovered. Additionally, it guards against serious faults that the abnormality might bring about.

1. Introduction

The significance of data is that the fuel for artificial intelligence is self-evident. The accumulated data is increased due to informatization among various industries. However, the processing capacity of data is far from keeping up with the exponential growth of the amount of data [1]. To get accurate results, more data must be collected. However, the more the data, the slower the processing. This is contrary to the original intention of our data collection [2, 3]. The advent of deep learning has solved the problem of processing massive data quickly. In recent years, with the advancement of science and technology, the medical industry has developed by leaps and bounds [4]. While working in the medical industry, the power required is increasing and more intelligent information evaluation is also emerging. These powers operate intelligently. The importance of system information cannot be overemphasized. Therefore, if deep learning technology can be used to assist the power operation and maintenance system in identification of infection, the patient data can be efficiently processed. As a result, valuable information can be screened, and valuable diagnostic rules can be mined to make a better disease diagnosis. This improves the diagnostic efficiency. To achieve precise diagnosis and treatment in the medical field, it is often necessary to obtain images with the help of imaging equipment. On the other hand, it is necessary to accurately interpret the images [5, 6]. At present, the interpretation of medical images is mainly completed by the radiologists which will cause problems such as the subjectivity of the doctor and the influence of the doctor's experience on the interpretation results. Moreover, the doctor's repeated work for a long time is prone to fatigue which increases the risk of misinterpretation. To assist doctors in making more effective decisions [7] and to establish an intelligent power information evaluation system, many technology companies are currently using deep learning...
technology to carry out research in medical image recognition and disease diagnosis.

There have been deep learning applications in the power sector with the majority being focused on fault detection and decision optimization both domestically and internationally. These typically use deep learning to apply massive data related to electric power [4]. There are several studies and numerous accomplishments in this area because of the abundance of data and easy accessibility. In general, the former can be divided into two categories: (1) use deep learning to extract features from key parameters in the system and to learn that the model can detect faults or give early warnings by monitoring key parameters [8, 9]. This type of method requires manual analysis of the system and selection of key parameters for analysis and learning. In one sense, this step is also a feature selection work that requires manual intervention. However, this type of research can use a large number of simulation methods to obtain data to construct datasets. The depth of the model used does not need to be too deep and is relatively easy to produce results. (2) It is advised to directly use the advantages of deep learning in image processing and use image detection to develop applications such as using deep learning to process power grid inspection images [10]. This type of application is a direct transfer application of deep learning technology which is the most mature in theory. However, it is limited by the lack of datasets making it difficult to implement practical applications [4].

2. Deep Learning

Although deep learning has achieved remarkable results in many fields in recent years, it is not an emerging technology. It is essentially a specific artificial neural network with a multilayer structure (artificial neural networks (ANN)) which is a simple neural network with only an input layer, an output layer, and a single hidden layer. The input feature vector is transformed by the hidden layer to the output layer for classification. But this single-layer perceptron is powerless for slightly more complex functions and therefore remained silent for a long time. The first wave of advancement was ushered in by artificial intelligence with the appearance of multilayer perceptions. The structure of a multilayer perceptron is shown in Figure 1, a so-called neural network. Structurally, it consists of an input layer, an output layer, and a hidden layer. Each hidden layer is composed of many neurons. Each neuron accepts and carries out the data of all the neurons in the previous layer. After the weighted summation, the bias is performed and then the activation function is transformed to all neurons in the next layer. Since the neurons in the upper and lower layers are fully connected, it is also called a fully connected network [11].

At this point, for a single neuron,

$$z = x_1 \times w_1 + x_2 \times w_2 + x_3 \times w_3 + b_1,$$  \hspace{1cm} (1)

$$y_{ne} = \sigma(z) = \frac{1}{1 + e^{-z}}.$$  \hspace{1cm} (2)

For all hidden layers, the output is

$$y_h = f(x) = \sigma(w'_1 \cdots \sigma(w'_n \sigma(w'_1 x + b'_1) + b'_2) \cdots + b'_L).$$  \hspace{1cm} (3)

In the formula, $w'_n$ and $b'_n$ are the connection weights and biases between the $n$th layer network and the previous layer.
So, for the entire network, its output is
\[ y = f_{out}(y_h) = f_{out}(f(x)). \] (4)

3. Design and Methodology

The “intelligent perception and intelligent control” form the basis of the intelligent operation and maintenance system. It performs daily intelligent monitoring of the power distribution equipment using the deep learning neural network. After completing the data collection and monitoring of the power system, the information is centralized in the monitoring center for processing. The safe operation of power distribution equipment provides a reliable guarantee for the operation and maintenance of all aspects of power. The system realizes telemetry (current, voltage, power, active power, reactive power, and harmonics), remote signaling (switch status monitoring), remote control (remote control), and remote viewing functions. The overall design of the system is shown in Figure 2.

The advanced distributed structure that the intelligent operation and maintenance system uses is often separated into three layers: management layer, network layer, and perception layer. Figure 3 depicts the general and overall architecture of the system.
4. Model Training

The preprocessed image, which has been convolved with convolution kernels of various sizes, serves as the network’s training input. To ensure consistency in the feature size produced by convolution, the edge of the image is filled according to the size of the corresponding convolution kernel. Through feature extraction, rich features are extracted from the convolutional layer. Through feature dimensionality reduction, features that have no connection or less connection to the result are discarded and finally cross-entropy is used as the cost function. Cross-entropy is a classic loss function which reflects the distance between the predicted value and the actual value. The cross-entropy formula for $p$ represented by $q$ is as follows:

$$H(p, q) = - \sum p(x) \log q(x).$$

(5)

Using the probability distribution $q$ to express the probability distribution $p$ is challenging, as shown by the formula. Consequently, when the cross-entropy is utilized as the loss function of the convolutional neural network, $p$ stands for the correct answer and $q$ for the predicted value. The value is more accurately represented by a smaller value and is closer to actual value.

In the process of training and adjusting parameters, we at first set 500 iterations with 100 data each time. Using this parameter, we get the cross-entropy cost curve as shown in Figure 4.

We repeatedly change the parameters since the cross-entropy cost is consistent with the outcomes we anticipated. The ultimate decision is to iterate 500 times for training with a discard probability of 0.35 and a validation set of 30% of the training set. When the loss of the validation set does not decrease, the training ends.

The accuracy rate, recall rate, and F1 parameter are used as evaluation indicators when the model training is complete. The accuracy rate is a very logical and instinctive evaluation indicator. Its calculation is based on the “number of samples” divided by “all samples.” The equation is

$$\text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}.$$  

(6)

In the formula using the concept of confusion matrix, TP is the number of positive classes predicted as positive classes, TN is the number of negative classes predicted as negative classes, FP is the number of negative classes predicted as positive classes, and FN is the number of positive classes predicted as negative classes.

The recall rate is a measure of coverage. If there are multiple positive examples of the measure, it will be divided into positive examples. Its formula is

$$\text{recall} = \frac{TP}{TP + FN}.$$  

(7)

The $F_1$ score is the harmonic mean of precision and recall, and it is calculated as

$$F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.$$  

(8)

The $F_1$ score assigns an equal weight to precision and recall which is a special case of the $F$ metric. This can be used to give random weights to recall and precision. The results, when using the convolutional neural network model after 30 minutes, are shown in Figure 5.
5. Analysis of Experimental Results

As the analysis object, one image is chosen at random from the preprocessed image data. The examination of the image data demonstrates the accuracy of the early warning based on the convolutional neural network. Figure 6 displays the image data that was chosen at random.

The obtained feature is the feature index for our early warning judgement after feature extraction. If this feature occurs, it means that the equipment has faulty early warning. When outputting the result, the prediction result of each sample is nothing more than a \((0, 1)\) vector. We convert the bool value to a floating point value through \(\text{tf.cast}\). The output result of the final designed model is \([0.001, 0.999]\).

When it tends to 0.001, it means that no fault has occurred; when it tends to 0.999, it means that a fault has occurred. The analysis was performed using the accuracy rate graph as shown in Figure 7.

During the training process of the model, the training within several epochs will oscillate because there will be training losses during the training process. Unless the linearity of the data is very high, the training of the model will converge rapidly. In the process of 500 iterations, the final accuracy rate tends to 0.96. The result shows that the model can accurately warn the substation equipment of the intelligent operation and maintenance system without being affected by special cases. This paper is feasible.

6. Conclusion

This paper designs an intelligent operation and maintenance platform with intelligent perception and intelligent control. The intelligent control is used as a core to monitor operation and maintain data and process to analyze it. Designing such a platform has certain advantages, and the overall system is extensible. Based on the platform, the convolutional neural network is utilized for data analysis. At the same time, the convolution process is used for visual feature extraction. The early warning results of the intelligent operation and maintenance platform are associated and compared with the early warning outcomes after introducing deep learning. This demonstrates the viability, efficiency, and practical significance of the experiments presented in this study.
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