Dynamic networks of concurrent pushdown systems (DCPS) are a theoretical model for multi-threaded recursive programs with shared global state and dynamical creation of threads. The (global) state reachability problem for DCPS is undecidable in general, but Atig et al. (2009) showed that it becomes decidable, and is in \textit{2EXPSPACE}, when each thread is restricted to a fixed number of context switches. The best known lower bound for the problem is \textit{EXPSPACE}-hard and this lower bound follows already when each thread is a finite-state machine and runs atomically to completion (i.e., does not switch contexts). In this paper, we close the gap by showing that state reachability is \textit{2EXPSPACE}-hard already with only one context switch. Interestingly, state reachability analysis is in \textit{EXPSPACE} both for pushdown threads without context switches as well as for finite-state threads with arbitrary context switches. Thus, recursive threads together with a single context switch provide an exponential advantage.

Our proof techniques are of independent interest for \textit{2EXPSPACE}-hardness results. We introduce \textit{transducer-defined} Petri nets, a succinct representation for Petri nets, and show coverability is \textit{2EXPSPACE}-hard for this model. To show \textit{2EXPSPACE}-hardness, we present a modified version of Lipton’s simulation of counter machines by Petri nets, where the net programs can make explicit recursive procedure calls up to a bounded depth.
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Introduction

There is a complexity gap between $\text{EXPSPACE}$ and $\text{2EXPSPACE}$ that shows up in several problems in the safety verification of multithreaded programs.

Atig, Bouajjani, and Qadeer study safety verification for dynamic networks of concurrent pushdown systems (DCPS), a theoretical model for multithreaded recursive programs with a finite shared global state, where threads can be recursive and can dynamically spawn additional threads. Unrestricted reachability is undecidable in this model. To ensure decidability, like many other works, they assume a bound $K$ that restricts each thread to have at most $K$ context switches. For safety verification in this model, formulated as global state reachability, they show a lower bound of $\text{EXPSPACE}$ and an upper bound of $\text{2EXPSPACE}$, “closing the gap” is left open.

Kaiser, Kroening, and Wahl study safety verification of multithreaded non-recursive programs with local and global Boolean variables. In this model, an arbitrary number of non-recursive threads execute over shared global state, but each thread can maintain local state in Boolean variables. Although their paper does not provide an explicit complexity bound, a lower bound of $\text{EXPSPACE}$ and an upper bound of $\text{2EXPSPACE}$ can be derived from a reduction from Petri net coverability and their algorithm respectively.

Interestingly, when we restrict the models to disallow either context switches (i.e., each thread runs atomically to completion) or local state in the form of the pushdown stack or local variables (but allow arbitrary context switches), safety verification is in $\text{EXPSPACE}$.

Thus, the complexity gap asks whether or not the combination of local state (maintained in local variables or in the stack) and bounded context switching provides additional power to computation. In this paper, we show that indeed it does. In fact, the combination of local state and just one context switch is sufficient to achieve $\text{2EXPSPACE}$ lower bounds for these problems. This closes the complexity gap.

We believe the constructions and models that we use along the way are of independent interest. We introduce transducer-defined Petri nets (TDPNs), a succinct representation for Petri nets. The places in a TDPN are encoded using words over a fixed alphabet, and the transitions are described by length-preserving transducers. We show that coverability for TDPNs is $\text{2EXPSPACE}$-complete and give a polynomial-time reduction from coverability for TDPNs to safety verification for DCPS with one context switch.

The idea of the latter reduction is to map a (compressed) place to the stack of a thread and a marking to the set of currently spawned threads. A key obstacle in the simulation is to “transfer” potentially exponential amount of information from before a transition to after it through a polynomial-sized global store. We present a “guess and verify” procedure, using non-determinism and the use of additional threads to verify a stack content letter-by-letter.

In order to show $\text{2EXPSPACE}$-hardness for TDPNs, we introduce the model of recursive net programs (RNP s), which add the power of making possibly recursive procedure calls to the model of net programs (i.e., programs with access to Petri net counters). The addition of recursion enables us to replace the “copy and paste code” idea in Lipton’s construction to show $\text{EXPSPACE}$-hardness of Petri net coverability with a more succinct and cleaner program description where the copies are instead represented by different values of the local variables of the procedures. The net effect is to push the requirement for copies into the call

---

1 After submitting this work, the authors were made aware of “(level 1) counter systems with chained counters” from [3], for which $\text{2EXPSPACE}$-hardness of state reachability is shown in [3, Theorem 14]. The $\text{2EXPSPACE}$-hardness of coverability in TDPN could also be deduced from that result.
stack of the RNP while maintaining a syntax which gives us a RNP which is polynomial in the size of a given counter program. When the stack size is bounded by an exponential function of the size of the program, we get a 2EXPSPACE-lower bound. We show that recursive net programs with exponentially large stacks can be simulated by TDPNs.

Finally, we note that the 2EXPSPACE lower bound holds for DCPS where each stack is bounded by a linear function of the size. Such stacks can be encoded by polynomially many local Boolean variables, giving us a 2EXPSPACE lower bound for the model of Kaiser et al.

In summary, we introduce a number of natural 2EXPSPACE-complete problems and, through a series of reductions, close an exponential gap in the complexity of safety verification for multithreaded recursive programs.

## 2 Dynamic Networks of Concurrent Pushdown Systems (DCPS)

In this section, we define the model of DCPS and then state our main result. Intuitively, a DCPS consists of a finite state control and several pushdown threads with local configurations, one of them being the active thread. A local configuration contains the number of context switches the thread has already performed, as well as the contents of its local stack. An action of a thread may specify a new thread with initially one symbol on the stack to be spawned as an inactive thread. The active thread can be switched out for one of the inactive threads at any time. When a thread is switched out, its context switch number increases by one. One can view this model as a collection of dynamically created recursive threads (with a call stack each), that communicate using some finite shared memory (the state control).

A multiset \( m : S \rightarrow \mathbb{N} \) over a set \( S \) maps each element of \( S \) to a natural number. Let \( \mathbb{M}[S] \) be the set of all multisets over \( S \). We treat sets as a special case of multisets where each element is mapped onto 0 or 1. We sometimes write \( m = [a_1, a_2, a_3] \) for the multiset \( m \in \mathbb{M}[S] \) such that \( m(a_1) = 2, m(a_3) = 1, \) and \( m(a) = 0 \) for each \( a \in S \setminus \{a_1, a_3\} \). The empty multiset is denoted \( \emptyset \). The size of a multiset \( m \), denoted \( |m| \), is given by \( \sum_{a \in S} m(a) \).

Note that this definition applies to sets as well.

Given two multisets \( m, m' \in \mathbb{M}[S] \) we define \( m + m' \in \mathbb{M}[S] \) to be a multiset such that for all \( a \in S \), we have \( (m + m')(a) = m(a) + m'(a) \). We also define the natural order \( \preceq \) on \( \mathbb{M}[S] \) as follows: \( m \preceq m' \) iff there exists \( m^\Delta \in \mathbb{M}[S] \) such that \( m + m^\Delta = m' \). We also define \( m + m' \) for \( m' \preceq m \) analogously: for all \( a \in S \), we have \( (m + m')(a) = m(a) - m'(a) \).

A Dynamic Network of Concurrent Pushdown Systems (DCPS) \( \mathcal{A} = (G, \Gamma, \Delta, g_0, \gamma_0) \) consists of a finite set of (global) states \( G \), a finite alphabet of stack symbols \( \Gamma \), an initial state \( g_0 \in G \), an initial stack symbol \( \gamma_0 \in \Gamma \), and a finite set of transition rules \( \Delta \). Elements of \( \Delta \) have one of the two forms (1) \( g|\gamma \rightarrow g'|w', \) or (2) \( g|\gamma \rightarrow g'|w' \gamma' \), where \( g, g', \gamma, \gamma' \in G, \gamma, \gamma' \in \Gamma, \) and \( |w'| \leq 2 \). Rules of the first kind allow the DCPS to take a single step in one of the pushdown threads while the second additionally spawn a new thread with top of stack symbol \( \gamma' \). The size of \( \mathcal{A} \) is defined as \( |\mathcal{A}| = |G| + |\Gamma| + |\Delta| \).

The set of configurations of \( \mathcal{A} \) is \( G \times (\Gamma^* \times \mathbb{N}) \times \mathbb{M}[\Gamma^* \times \mathbb{N}] \). Given a configuration \( (g, (w, i), m) \), we call \( g \) the (global) state, \( (w, i) \) the local configuration of the active thread, and \( m \) the multiset of the local configurations of the inactive threads. The initial configuration of \( \mathcal{A} \) is \( (g_0, (\gamma_0, 0), \emptyset) \). For a configuration \( c \) of \( \mathcal{A} \), we will sometimes write \( c.g \) for the state of \( c \) and \( c.m \) for the multiset of threads of \( c \) (both active and inactive). The size of a configuration \( c \) is \( |c| = |w| + \sum_{(w', i) \in m} |w'| \).

For \( i \in \mathbb{N} \) we define the relation \( \Rightarrow \) on configurations of \( \mathcal{A} \), where \( \Rightarrow \) and \( \Rightarrow \) are defined as follows:

\[
(\forall g, (w, i), m) \Rightarrow (g', (w', w, i), m') \quad \text{for all } w \in \Gamma^* \text{ iff (1) there is a rule } g|\gamma \rightarrow g'|w' \in \Delta.
\]
and \( m' = m \) or (2) there is a rule \( g|\gamma \leftarrow g'|w' \triangleright \gamma' \in \Delta \) and \( m' = m \uplus \{(\gamma',0)\} \).

For \( b \in \mathbb{N} \) we define the relation \( \Rightarrow_{\leq b} = \bigcup_{i=0}^{b} \Rightarrow_{i} \). We use \( \Rightarrow_{1} \) and \( \Rightarrow_{\leq b} \) to denote the reflexive, transitive closure of \( \Rightarrow_{i} \) and \( \Rightarrow_{\leq b} \), respectively.

Given \( K \in \mathbb{N} \), a state \( g \) of \( A \) is \( K \)-bounded reachable if \( \langle g_{0},(\gamma_{0},0),\emptyset \rangle \Rightarrow_{\leq K} \langle g,(w,i),m \rangle \)

for some \( (w,i) \in \Gamma^{*} \times \{0,\ldots,K\} \) and \( m \in M[\Gamma^{*} \times \mathbb{N}] \), and \( w,i' \in \Gamma^{*} \).

Intuitively, a local configuration \( (w,i) \) describes a pushdown thread with stack content \( w \) that has already performed \( i \) context switches. The relation \( \Rightarrow_{i} \) corresponds to applying the two kinds of transition rules at \( i \) context switches. Both of them define pushdown transitions, which the active thread can perform. Type (2) also spawns a new inactive pushdown thread with \( 0 \) context switches, whose initial stack content consists of a single specified symbol. For each \( i \in \mathbb{N} \), the relation \( \Rightarrow_{i} \) corresponds to switching out the active thread and raising its number of context switches from \( i \) to \( i+1 \), while also switching in a previously inactive thread. For a fixed \( K \), the \( K \)-bounded state reachability problem (SRP\([K]\)) for a DCPS is:

**Input** A DCPS \( A \) and a global state \( g \)

**Question** Is \( g \) \( K \)-bounded reachable in \( A \)?

This corresponds to asking whether the global state \( g \) is reachable if each thread can perform at most \( K \) context switches.

**Theorem 1** (Main Result). For each \( K \geq 1 \), the problem SRP\([K]\) is 2EXPSPACE-complete.

The fact that SRP\([K]\) is in 2EXPSPACE for any fixed \( K \) follows from the results of Atig et al. [1]. They use a slightly different variant of DCPS. However, it is possible to show a reduction from SRP\([K]\) for our variant to SRP\([K+2]\) for theirs, see Appendix C.

Our main result is to show 2EXPSPACE-hardness for SRP\([1]\). One may also adapt the results of Atig et al. to the problem where \( K \) is part of the input (encoded in unary), to derive an EXPSPACE lower bound and a 2EXPSPACE upper bound. Our result immediately implies 2EXPSPACE-hardness for this problem as well.

In the remaining sections we prove the lower bound in Theorem 1. In Section 3 we introduce transducer-defined Petri nets (TDPN), a succinct representation for Petri nets for which we prove the coverability problem is 2EXPSPACE-complete. Then, we show a reduction from the coverability problem for TDPNs to the SRP\([1]\) problem. In Section 4 we prove hardness for coverability of TDPNs, completing the proof.

### 3 Transducer Defined Petri Nets (TDPN)

In this section, we prove the lower bound in Theorem 1 by reducing coverability for a succinct representation of Petri nets, namely TDPN, to SRP\([1]\) for DCPS. We first recall some definitions about Petri nets, transducers and problems related to them.

**Definition 2.** A Petri net is a tuple \( N = (P,T,F,p_{0},p_{f}) \) where \( P \) is a finite set of places, \( T \) is a finite set of transitions with \( T \cap P = \emptyset \), \( F \subseteq (P \times T) \cup (T \times P) \) is its flow relation, and \( p_{0} \in P \) (resp. \( p_{f} \in P \)) is its initial place (resp. final place). A marking of \( N \) is a multiset \( m \in M[P] \). For a marking \( m \) and a place \( p \) we say that there are \( m(p) \) tokens on \( p \). Corresponding to the initial (resp. final) place we have the initial marking \( m_{0} = [p_{0}] \) (resp. final marking \( m_{f} = [p_{f}] \)). The size of \( N \) is defined as \( |N| = |P| + |T| \).

A transition \( t \in T \) is enabled at a marking \( m \) if \( \{p \mid (p,t) \in F\} \leq m \). If \( t \) is enabled in \( m \), \( t \) can be fired, which leads to a marking \( m' \) with \( m' = m \uplus \{p \mid (t,p) \in F\} \ominus \{p \mid (p,t) \in F\} \).
In this case we write \( m \xrightarrow{t} m' \). A marking \( m \) is coverable in \( N \) if there is a sequence \( m_0 \xrightarrow{t_1} m_1 \xrightarrow{t_2} \ldots \xrightarrow{t_l} m_l \) such that \( m \preceq m_l \). We call such a sequence a run of \( N \).

The coverability problem for Petri nets is defined as:

Input A Petri net \( N \).

Question Is \( m_f \) coverable in \( N \)?

**Definition 3.** For \( n \in \mathbb{N} \), a (length preserving) \( n \)-ary transducer \( T = (\Sigma, Q, q_0, Q_f, \Delta) \) consists of an alphabet \( \Sigma \), a finite set of states \( Q \), an initial state \( q_0 \in Q \), a set of final states \( Q_f \subseteq Q \), and a transition relation \( \Delta \subseteq Q \times \Sigma^n \times Q \). For a transition \((q, a_1, \ldots, a_n, q') \in \Delta\) we also write \( q \xrightarrow{(a_1,\ldots,a_n)} q' \). The size of \( T \) is defined as \( |T| = n \cdot |\Delta| \).

The language of \( T \) is the \( n \)-ary relation \( L(T) \subseteq (\Sigma^*)^n \) containing precisely those \( n \)-tuples \((w_1, \ldots, w_n)\), for which there is a transition sequence \( q_0 \xrightarrow{(a_{1,1}, \ldots, a_{n,1})} q_1 \xrightarrow{(a_{1,2}, \ldots, a_{n,2})} \ldots \xrightarrow{(a_{1,m}, \ldots, a_{n,m})} q_m \) with \( q_m \in Q_f \) and \( w_i = a_{i,1}a_{i,2} \cdots a_{i,m} \) for all \( i \in \{1, \ldots, n\} \). Such a transition sequence is called an accepting run of \( T \).

We note that in the more general (i.e. non-length-preserving) definition of a transducer, the transition relation \( \Delta \) is a subset of \( Q \times (\Sigma \cup \varepsilon)^n \times Q \). All transducers we consider in this paper are length-preserving.

**Definition 4.** A transducer-defined Petri net \( N = (w_{\text{init}}, w_{\text{final}}, T_{\text{move}}, T_{\text{fork}}, T_{\text{join}}) \) consists of two words \( w_{\text{init}}, w_{\text{final}} \in \Sigma^l \) for some \( l \in \mathbb{N} \), a binary transducer \( T_{\text{move}} \) and two ternary transducers \( T_{\text{fork}} \) and \( T_{\text{join}} \). Additionally, all three transducers share \( \Sigma \) as their alphabet. This defines an explicit Petri net \( N(N) = (P, T, F, p_0, p_f) \):

- \( P = \Sigma^l \).
- \( T \) is the disjoint union of \( T_{\text{move}}, T_{\text{join}} \) and \( T_{\text{fork}} \) where
  - \( T_{\text{move}} = \{(w, w') \in \Sigma^l \times \Sigma^l \mid (w, w') \in L(T_{\text{move}})\} \),
  - \( T_{\text{fork}} = \{(w, w', w'') \in \Sigma^l \times \Sigma^l \times \Sigma^l \mid (w, w', w'') \in L(T_{\text{fork}})\} \), and
  - \( T_{\text{join}} = \{(w, w', w'') \in \Sigma^l \times \Sigma^l \times \Sigma^l \mid (w, w', w'') \in L(T_{\text{join}})\} \).
- \( p_0 = w_{\text{init}} \) and \( p_f = w_{\text{final}} \).
- \( \forall t \in T \):
  - If \( t = (p_1, p_2) \in T_{\text{move}} \) then \((p_1, t), (t, p_2) \in F\).
  - If \( t = (p_1, p_2, p_3) \in T_{\text{fork}} \) then \((p_1, t), (t, p_2), (t, p_3) \in F\).
  - If \( t = (p_1, p_2, p_3) \in T_{\text{join}} \) then \((p_1, t), (p_2, t), (t, p_3) \in F\).

An accepting run of one of the transducers, which corresponds to a single transition of \( N \), is called a transducer-move. The size of \( N \) is defined as \(|N| = l + |T_{\text{move}}| + |T_{\text{fork}}| + |T_{\text{join}}| \).

\[\]
A Petri net defined by transducers in this way can only contain three different types of transitions, each type corresponding to one of the three transducers. These transition types are depicted in Figure 1. The coverability problem for TDPN is given by:

Input A TDPN $\mathcal{N}$.

Question Is $m_f = [w_{\text{final}}]$ coverable in the corresponding explicit Petri net $N(\mathcal{N})$?

Observe that the explicit Petri net $N(\mathcal{N})$ has $|\Sigma|^l$ places, which is exponential in the size of $\mathcal{N}$. This means that TDPN are exponentially succinct representations of Petri nets.

It is a common theme in complexity theory to consider succinct versions of decision problems [12, 6, 15]. The resulting complexity is usually one exponent higher than the original version. In fact, certain types of hardness proofs can be lifted generically [15] (but such a simple argument does not seem to apply in our case). The hardness proof in the following is deferred to Section 4.

Theorem 5. The coverability problem for TDPN is \(2\text{EXPSPACE}\)-complete.

Traditionally, succinct versions of graphs and automata feature a compression using circuits [6, 15] or formulas [12]. One could also compress Petri nets by using circuits to accept binary encodings of elements $(p,t)$ or $(t,p)$ of the flow relation. It is relatively easy to reduce coverability for TDPN to this model by encoding transitions $t$ as the pair or triple of places that they correspond to, yielding \(2\text{EXPSPACE}\)-hardness. We consider transducers because they make the reduction to DCPS more natural. \(2\text{EXPSPACE}\)-membership for any such representation follows by first unravelling the Petri net and then checking coverability [17].

We now show that coverability for TDPN can be reduced in polynomial time to SRP[1] for DCPS. The goal of the reduction is, given a TDPN $\mathcal{N} = (w_{\text{init}}, w_{\text{final}}, T_{\text{move}}, T_{\text{fork}}, T_{\text{join}})$, to produce a DCPS $A(\mathcal{N})$ with a global state $\text{halt}$ such that $w_{\text{final}}$ is coverable in $\mathcal{N}$ iff $\text{halt}$ is 1-bounded reachable in $A(\mathcal{N})$. We outline the main ideas and informally explain the solution to some technical issues that arise; the formal construction is in Appendix A.

Representation of Markings The main idea behind the simulation of a TDPN $\mathcal{N}$ by a DCPS $A(\mathcal{N})$ is that a token on a place $w$ of $\mathcal{N}$ is represented by a thread with stack content $w$. Extending this idea, a marking is represented by a multiset of threads, one for each token.

Initialization The initial marking of $\mathcal{N}$ is $[w_{\text{init}}]$ and $A(\mathcal{N})$ starts by going into a special state where it always fills its stack with $w_{\text{init}}$ and then moving to a global state $\text{main}$. We need $O(l)$ states in the global memory for the initialization.

Simulation of one Transducer-move In the sequel, we explain the simulation of a single transducer-move from $T_{\text{move}}$; the changes required to be made in the case of $T_{\text{join}}$ and $T_{\text{fork}}$ are explained at the end. Remembering the choice of transducer incurs a multiplicative cost of 3 in the global memory. The transducer-move requires us to do two things: Read the stack contents of a particular input thread which corresponds to a place $w$ from which a token is removed; after which we need to create an output thread which corresponds to a place $w'$ to which a token is added. This results in the following issue regarding input threads:

Issue 1: How can an input thread communicate its stack content $w$ which comes from an exponentially large space of possibilities (since this space is $\Sigma^l$) given the requirement for the global state space to be polynomial in $|\mathcal{N}|$?

Solution 1: We pop the contents of the thread while simultaneously spawning bit-threads, each of which contains one letter of $w$ along with the index $i \in \{1, \ldots, l\}$ of the letter.
and the information that \( w \) is a place from which a token is being removed; all of which is coded into a single \textit{bit-symbol}.

Note that we have two types of threads: bit-threads and token-threads (i.e., those whose stack contents encode a token’s position). Moreover, these two types of threads have disjoint sets of stack symbols: bit-symbols and \textit{token-symbols}. The idea used to solve Issue 1 and read the stack contents, cannot be used in reverse to create an output token-thread since it is not possible to populate a stack with information from bit-threads.

**Issue 2:** How do we ensure the creation of appropriate output threads?

**Solution 2:** We implement a ‘guess-and-verify’ procedure whereby we first guess the contents of an output token-thread while simultaneously producing bit-threads corresponding to \( w' \); this is followed by a verification of the transition by comparing bit-threads produced corresponding to \( w \) and \( w' \), in a bit-by-bit fashion.

In particular, our simulation of a single transducer-move corresponds to a loop on the global state \textit{main} which is broken up into three stages: Read, guess and verify. The implementation of this loop ensures that a configuration \( c \) of \( A(N) \) where \( c.g = \text{main} \) has a multiset \( c.m \) of threads faithfully representing a marking \( \vec{m} \) of \( N \) in that \( c.m \) contains exactly \( \vec{m}(w'') \) token-threads with stack content \( w'' \) for each place \( w'' \) of \( N \) and no other threads.

We note that the discussion so far shows how the run of a \( N \) can be simulated when the schedule switches contexts at appropriate times. We must also ensure that new behaviors cannot arise due to context switches at arbitrary other points. We accomplish this by using global \textit{locks} that ensure unwanted context switches get stuck.

**Issue 3:** How do we control the effect of arbitrary context switches?

**Solution 3:** The global state is partitioned in such a way as to only enable operations on bit-symbols while in some states and token-symbols in others. We ensure that for every bit-symbol \( \gamma \), there is at most one thread with top of stack \( \gamma \) at any given time. Thus with the help of global control, we make sure unwanted context switches to bit-threads get the system stuck. The problem reduces to avoiding unwanted context switches between token-threads.

We use a \textit{locking mechanism}. We add an extra \( \top \) symbol at the top of every token-thread when it is first created. A read-stage always begins in a special state used for unlocking a thread (i.e. removing \( \top \)). While reading a particular thread, the global state disallows any transition on \( \top \) or bit-symbols. Since all inactive token-threads have \( \top \) as the top of stack symbol, this implies that the system cannot proceed until it switches back to the unlocked token-thread. Similarly, during the guess-stage where we are creating a new token-thread, transitions are disallowed on \( \top \) and bit-symbols. The verify-stage only operates on bit-threads and switching to a token-thread is similarly pointless.

We now describe the three stages. Recall that the global state keeps the information that the current step is a transducer-move from \( T_{\text{move}} \).

**Read-stage:** We non-deterministically switch to a token-thread \( t_0 \) containing \( w \) as stack content, which we need to read. As explained earlier, we produce bit-threads decorated appropriately and at the end of this stage, we have popped all of \( t_0 \) and created \( l \) bit-threads; \( t_0 \) ceases to exist. The number of global states required in the stage is \( O(l) \).

**Guess-stage:** Next, we create a new token-thread with \( w' \) as its stack contents by non-deterministic guessing, simultaneously spawning bit-threads for each letter of \( w' \). At the end of this stage \( l \) more bit-threads have been added to the task buffer (for a total of \( 2l \)
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bit-threads) along with a token-thread containing \( w' \). As in the read-stage, the number of global states used in this stage is \( O(l) \).

**Verify-stage:** We guess a sequence of transitions \( \delta_1 \ldots \delta_l \) of \( T_{move} \) on-the-fly; we guess \( \delta_i \) which must be of the form \( q_{i-1} \xrightarrow{(w_i, w'_i)} q_i \) where \( w_i \) (resp. \( w'_i \)) the \( i \)'th letter of \( w \) (resp. \( w' \)). We verify our guess by comparing each \( \delta_i \) with the corresponding bit-threads \( b_i, b'_i \) with index \( i \) produced in the read-stage from \( w, w' \) respectively, before moving on to \( \delta_{i+1} \). During the verification, the bit-threads are killed. We enforce the condition that the target state of \( \delta_i \) matches the source state of \( \delta_{i+1} \).

**Claim:** Killing a bit-thread \( t' \) with a single stack symbol \( \gamma' \) can be simulated by a DCPS. Consider the following sequence of operations starting from global state \( g \) with an active thread \( t \) which contains only one symbol \( \gamma \) on the stack:

1. Spawn a thread \( t'' \) with a special symbol \( \gamma_{spawn} \) and move to a special kill-state \( kill \) which contains information regarding the state \( g \) prior to the kill operation and stack symbols of \( t \) and \( t' \).
2. Switch to a thread with symbol \( \gamma' \) and pop its contents while moving to a special state \( return \) which is forwarded the information contained in \( kill \).
3. Switch to the thread with \( \gamma_{spawn} \) as top of stack and replace it with \( \gamma \) and at the same time go to global state \( g \).

This concludes our proof sketch of the claim. Adding a kill operation to a DCPS only incurs a polynomial increase in the size of the DCPS. A formal proof can be found in Appendix A.

In our setting, the net result of the sequence of operations simulating a kill-move is to remove the two bit-threads \( b_i, b'_i \) from the multiset of threads without changing the global state or the top of stack symbol \( \gamma \). The special states \( kill \) (resp. \( return \)) ensure that if one switches to a thread whose top of stack is different from \( \gamma' \) in Step 2 (resp. \( \gamma_{spawn} \) in Step 3), no transition can be made. We return to our discussion regarding the sequence of transitions \( \delta_i \).

Since this process of checking the transducer-move occurs bit-by-bit, we require \( O(||T_{move}||) \) many global states in this stage. At the end of the verification process, \( A(N) \) is once again in state \( main \) and the new multiset is the result of the addition of a \( w' \) thread and removal of the \( w \) thread from the old multiset of threads. We can now simulate the next transducer-move.

**Checking for Coverability** At any point when \( A(N) \) is in the state \( main \), it makes a non-deterministic choice between simulating the next transducer-move or checking for coverability. In the latter case, it goes into a special check state where the active thread is compared letter by letter with \( w_{final} \) in a process similar to initialization. At the end of the checking process, \( A(N) \) reaches the state \( halt \). If the check fails at any intermediate point, \( A(N) \) terminates without reaching the \( halt \) state. We require a further \( O(l) \) states for checking coverability.

**Fork and Join** We have shown above how a single transducer-move is simulated assuming that it is a transducer-move from \( T_{move} \). In general, the transducer-move could be from \( T_{join} \) or \( T_{fork} \) as well. In these two cases, we have triples of the form \( (w, w', w'') \) accepted by the transducer. However, in the former, we read \( w, w' \) and guess \( w'' \) while in the latter, we read \( w \) and guess \( w', w'' \). In the case of \( T_{join} \), once we have read \( w \), we non-deterministically switch to a thread containing \( w' \) as its contents. Whenever the threads picked during the read-stage and the threads created during the guess-stage do not agree with the guessed
transitions of the transducer-move, we encounter a problem during the verify-stage and $A(N)$ terminates without reaching the halt state.

**Context Switches** Every thread (other than the initial one for $w_{\text{init}}$) is created during the guess-stage and then switched out once. The next time it is switched in, it is read and ceases to exist. This implies that there exists a run of $A(N)$ simulating a run of $N$ where every thread undergoes at most one context switch. Conversely, we show that a run of $A(N)$ reaching halt where every thread is bounded by at most 1 context switch implies the existence of a run in $N$ which covers the final marking as desired.

This concludes our overview of the construction of $A(N)$ and completes the reduction of coverability for TDPN to SRP[1] for DCPS. The global memory is polynomial in the size of $N$. Similarly, the stack alphabet is expanded to include $O(l \cdot |\Sigma|)$ bit symbols, hence the alphabet of $A(N)$ is polynomial as well. In summary, $A(N)$ can be produced in time polynomial in the size of the input. Details of the reduction are in Appendix A.

**Remark 6.** Our lower bound holds already for DCPS where the stack of each thread is bounded by a linear function of the size of the DCPS. Thus, as a corollary, we get $2\text{EXPSPACE}$-hardness for a related model in which each thread is a Boolean program, i.e., where each thread has its stack bounded by a constant but has a polynomial number (in the size of $|G| + |\Gamma| + |\Delta|$) of local Boolean variables. This closes the gap from [8] as well as other similar models studied in the literature [2, 9, 4].

## 4 Recursive Net Programs (RNP)

We prove Theorem 5 by adapting the Lipton construction [13], as it is explained in [5], to our succinct representation of Petri nets. Our construction requires two steps. First we reduce termination for bounded counter programs to termination for Petri net programs which do not allow zero tests. Second, we reduce termination of net programs with to coverability for TDPN.

For the first step, we have to show how we can simulate the operation of a bounded counter program with one without zero tests. In the Lipton construction, this is achieved by constructing a gadget that performs zero tests for counters bounded by some bound $B$. These gadgets are obtained by transforming a gadget for bound $B$ into a gadget for $B^2$. Starting with $B = 2$ and applying this transformation $n$ times leads to a gadget for $B = 2^{2^n}$. One then has to argue that the resulting net program still has linear size in the parameter $n$. For a $2\text{EXPSPACE}$ lower bound, one would need to simulate a program where the bound is triply exponential in $n$. A naive implementation of the gadget would then lead to a program with triply exponential counter values, but exponential program size in $n$.

In order to argue later that the resulting program can be encoded in a small TDPN, we will present the Lipton construction in a different way. Instead of growing the program with every gadget transformation, we implement the gadgets recursively using a stack. We call these programs recursive net programs (RNP). This way, when we instantiate the model for a triply exponential bound on the counters (to get $2\text{EXPSPACE}$-hardness instead of $\text{EXPSPACE}$-hardness), the resulting programs still have polynomial size control flow. Note that at run time, such programs can have an exponentially deep stack; however, this very large stack does not form part of the program description. We shall show that RNP have a natural encoding as TDPN.

For the second step, we reduce termination for RNP to coverability for TDPN. To this end, we borrow some techniques from the original construction to translate an RNP into
The complexity of bounded context switching with dynamic thread creation

an exponential sized Petri net. We then assign binary addresses to its places and construct transducers for those pairs and triples that correspond to transitions. This results in a TDPN of polynomial size. Finally, we argue that we do not need the whole exponential sized Petri net to reason about the transducers, and that just a polynomial size part suffices. This then gives us a polynomial time procedure.

4.1 From Bounded Counter Programs to RNP

Bounded Counter Programs A counter program is a finite sequence of labelled commands separated by semicolons. Let \( l, l_1, l_2 \) be labels and \( x \) be a variable (also called a counter). The labelled commands have one of the following five forms:

1. \( l : \text{inc } x ; \) // increment
2. \( l : \text{dec } x ; \) // decrement
3. \( l : \text{halt} \)
4. \( l : \text{goto } l_1 ; \) // unconditional jump
5. \( l : \text{if } x = 0 \text{ then goto } l_1 \text{ else goto } l_2 ; \) // conditional jump

Variables can hold values over the natural numbers, labels have to be pairwise distinct, but can otherwise come from some arbitrary set. For convenience, we require each program to contain exactly one \( \text{halt} \) command at the very end. The size \( |C| \) of a counter program \( C \) is the number of its labelled commands.

During execution, all variables start with initial value 0. The semantics of programs follows from the syntax, except for the case of decrementing a variable whose value is already 0. In this case, the program aborts, which is different from proper termination, i.e., the execution of the \( \text{halt} \) command. It is easy to see that each counter program has only one execution, meaning it is deterministic. This execution is \( k \)-bounded if none of the variables ever reaches a value greater than \( k \) during it.

Let \( \exp^{m+1}(x) := \exp(\exp^m(x)) \) and \( \exp^1(x) = \exp(x) := 2^x \). The \( N \)-fold exponentially bounded halting problem (also called termination) for counter programs (HP[\( N \)]) is given by:

Input A unary number \( n \in \mathbb{N} \) and a counter program \( C \).

Question Does \( C \) have an \( \exp^N(n) \)-bounded execution that reaches the \( \text{halt} \) command?

We make use of the following well-known result regarding this problem:

\( \textbf{Theorem 7.} \) For each \( N > 0 \), the problem HP[\( N + 1 \)] is \( N \)-EXPSPACE-complete.

The proof for arbitrary \( N \) matches the proof for \( N = 1 \), which the Lipton construction used.

Recursive Net Programs The definition of recursive net programs (RNP) also involves sequences of labelled commands separated by semicolons. Let \( l, l_1, l_2 \) be labels, \( x \) be a variable, and \( \text{proc} \) be a procedure name. Then the labelled commands can still have one of the previous forms (1) to (4). However, form (5) changes from a conditional to a
nondeterministic jump, and there are two new forms for procedure calls:

\begin{align*}
(1) & \quad l : \text{inc } x; \quad \text{ // increment} \\
(2) & \quad l : \text{dec } x; \quad \text{ // decrement} \\
(3) & \quad l : \text{halt} \\
(4) & \quad l : \text{goto } l_1; \quad \text{ // unconditional jump} \\
(5) & \quad l : \text{goto } l_1 \text{ or goto } l_2; \quad \text{ // nondeterministic jump} \\
(6) & \quad l : \text{call proc}; \quad \text{ // procedure call} \\
(7) & \quad l : \text{return}; \quad \text{ // end of procedure}
\end{align*}

In addition to labelled commands, these programs consist of a finite set $\text{PROC}$ of procedure names and also a maximum recursion depth $k \in \mathbb{N}$. Furthermore, they not only contain one sequence of labelled commands to serve as the main program, but also include two additional sequences of labelled commands for each procedure name $\text{proc} \in \text{PROC}$. The second sequence for each $\text{proc}$ is not allowed to contain any call commands and serves as a sort of “base case” only to be called at the maximum recursion depth. Each label has to be unique among all sequences and each jump is only allowed to target labels of the sequence it belongs to. Each RNP contains exactly one halt command at the end of the main program. For $\text{proc} \in \text{PROC}$ let $#c(\text{proc})$ be the number of commands in both of its sequences added together and let $#c(\text{main})$ be the number of commands in the main program. Then the size of an RNP $R$ is defined as $|R| = \lceil \log k \rceil + #c(\text{main}) + \sum_{\text{proc} \in \text{PROC}} #c(\text{proc})$.

The semantics here is quite different compared to counter programs: If the command “$l : \text{call proc}$” is executed, the label $l$ gets pushed onto the call stack. Then if the stack contains less than $k$ labels, the first command sequence pertaining to $\text{proc}$, which we now call $\text{proc}_{<\text{max}}$, is executed. If the stack already contains $k$ labels, the second command sequence, $\text{proc}_{=\text{max}}$, is executed instead. Since $\text{proc}_{=\text{max}}$ cannot call any procedures by definition, the call stack’s height (i.e. the recursion depth) is bounded by $k$. On a return command, the last label gets popped from the stack and we continue the execution at the label occurring right after the popped one.

How increments and decrements are executed depends on the current recursion depth $d$ as well. For each variable $x$ appearing in a command, $k + 1$ copies $x_0$ to $x_k$ are maintained during execution. The commands inc $x$ resp. dec $x$ are then interpreted as increments resp. decrements on $x_d$ (and not $x$ or any other copy). As before, all these copies start with value 0 and decrements fail at value 0, which is different from proper termination.

Instead of a conditional jump, we now have a nondeterministic one, that allows the program execution to continue at either label. Regarding termination we thus only require there to be at least one execution that reaches the halt command. This gives us the following halting problem for RNP:

\textbf{Input} An RNP $R$

\textbf{Question} Is there an execution of $R$ that reaches the halt command?

We now adapt the Lipton construction to recursive net programs. We start with a $\exp^2(n)$-bounded counter program $C$ with a set of counters $X$ and construct an RNP $R(C)$ with maximum recursion depth $n + 1$ that terminates if $C$ terminates. The number of commands in $R(C)$ will be linear in $|C|$.

\textbf{Auxiliary Variables} The construction of $R(C)$ involves simulating the zero test. To this end, we introduce for each counter $x \in X$ a complementary counter $\bar{x}$ and ensure that the
The complexity of bounded context switching with dynamic thread creation

invariant \( x_0 + \bar{x}_0 = \exp^2(n) \) always holds. We can then simulate a zero test on \( x \) by checking that \( \bar{x} \) can be decremented \( \exp^2(n) \) times. This requires us to implement a decrement by \( \exp^2(n) \) in linearly many commands and also a similar increment to reach a value of \( \exp^2(n) \) for \( \bar{x} \) from its initial value 0 at the start of the program. Furthermore, we need helper variables \( s, \bar{s}, y, \bar{y}, z, \) and \( \bar{z} \). We also sometimes need to increment or decrement the \((d+1)\)th copy of one of these six variables at recursion level \( d \). As an example, for incrementing \( s_{d+1} \) in this way, we define the procedure \( s_{\text{inc}} \):

\[
\begin{align*}
  s_{\text{inc} < \text{max}} : & \quad \text{inc } s; \quad \text{return} \\
  s_{\text{inc} = \text{max}} : & \quad \text{inc } s; \quad \text{return}
\end{align*}
\]

The analogous procedures for \( \bar{s}, y, \bar{y}, z, \) and \( \bar{z} \) are defined similarly.

**Program Structure** The program \( R(C) \) consists of two parts: The initial part \( R_{\text{init}}(C) \), which initializes all the complementary counters as mentioned above, followed by \( R_{\text{sim}}(C) \), the part that simulates \( C \). We construct \( R_{\text{sim}}(C) \) from \( C \) by replacing some of its commands. Increments of the form \( \text{inc } x \) are replaced by \( \text{dec } \bar{x}; \quad \text{inc } x \), decrements \( \text{dec } x \) are replaced by \( \text{dec } x; \quad \text{inc } \bar{x} \). Unconditional jumps and the \texttt{halt} command stay the same. Each conditional jump (form (5) for counter programs) is replaced by

\[
\begin{align*}
l : & \quad \text{Test}(x, l_{\text{continue}}, l_2); \\
  l_{\text{continue}} : & \quad \text{Test}(\bar{x}, l_1, l_2)
\end{align*}
\]

where \( \text{Test}(x, l_{\text{zero}}, l_{\text{nonzero}}) \) is what we call a \textit{macro}. We use it as syntactic sugar to be replaced by its specification for the actual construction of \( R(C) \). This is in contrast to procedures, which refer to specific parts of the program that can be called to increase the recursion depth.

**Test Macros and Decrement Procedure** The macro Test is specified in the left part of Figure 2. It involves a call to the procedure \( \text{dec} \), which is defined in the right part of the same figure. Below Test we have also specified the variant \( \text{Test}_{+1} \), which is used in \( \text{dec} \). The main difference is that \( \text{Test}_{+1} \) can only be invoked on variables \( y \) or \( z \) and acts on their \((d+1)\)th copy at recursion depth \( d \).

Semantically, \( \text{dec} \) at recursion depth \( d \) decrements \( s_d \) by \( \exp^2(n+1-d) \) (and increments \( \bar{s}_d \) by the same amount). Both variants of Test simulate a conditional jump and have the side effect of switching the values \( x_d \) and \( \bar{x}_d \) if the tested variable \( x_d \) was 0. Because of this, every conditional jump of \( C \) gets replaced by two instances of the Test macro, where the second one reverses the potential side effect.

The decrements of procedure \( \text{dec} \) are performed via two nested loops that each run \( \exp^2(n-d) \)-times. Each of these loops uses a helper variable \( y_{d+1} \) or \( z_{d+1} \) that has to be tested for zero at the end, using the \( \text{Test}_{+1} \) macro. This involves transferring the helper variable's value to \( s_{d+1} \) and then calling \( \text{dec} \) at the next recursion depth. Essentially, any decrement by \( \exp^2(j) \) for some \( j \) is implemented using \( \exp^2(j-1) \) many decrements by \( \exp^2(j-1) \) via the nested loops. This iterative squaring of the value by which we decrement continues down to the base case of \( \exp^2(0) = 2 \).

**Semantics** Our construction is semantically very similar to the Lipton construction, barring two main differences: Firstly, instead of having \( n+1 \) different procedure definitions of \( \text{dec} \) (one per level \( d \)), we only need two because of recursion. The case for the Test macros is similar, as is the case of the helper variables \( s, y, z \) and their complements. Secondly, our
We now have to construct \( R_{\text{init}}(C) \) in such a way, that it performs all the necessary increments for these assumptions to hold at the start of \( R_{\text{sim}}(C) \). It has the following form:

\[
\text{Initialization}
\]

\[\text{Test}(x, l_{\text{zero}}, l_{\text{nonzero}}) : \]
\[
\text{goto } l_{\text{next}} \text{ or goto } l_{\text{loop}};
\]
\[
l_{\text{next}} : \text{dec } x; \text{inc } x; \text{goto } l_{\text{nonzero}};
\]
\[
l_{\text{loop}} : \text{dec } \bar{x}; \text{inc } x; \text{call } s_{\text{dec}}; \text{call } s_{\text{inc}};
\]
\[
goto l_{\text{exit}} \text{ or goto } l_{\text{loop}};
\]
\[
l_{\text{exit}} : \text{call } \text{dec}; \text{goto } l_{\text{zero}}.
\]

\[
\text{dec}_{<\text{max}}:
\]
\[
l_{\text{outer}} : \text{call } y_{\text{dec}}; \text{call } y_{\text{inc}};
\]
\[
l_{\text{inner}} : \text{call } z_{\text{dec}}; \text{call } z_{\text{inc}};
\]
\[
dec s; \text{inc } \bar{s};
\]
\[
\text{Test}_{+1}(x, l_{\text{next}}, l_{\text{inner}});
\]
\[
l_{\text{next}} : \text{Test}_{+1}(y, l_{\text{exit}}, l_{\text{outer}});
\]
\[
l_{\text{exit}} : \text{return}
\]

\[
\text{dec}_{\text{max}}:
\]
\[
dl_{\text{outer}} : \text{call } y_{\text{dec}}; \text{call } y_{\text{inc}};
\]
\[
dl_{\text{inner}} : \text{call } z_{\text{dec}}; \text{call } z_{\text{inc}};
\]
\[
dec s; \text{inc } \bar{s}; \text{dec } s; \text{inc } \bar{s};
\]
\[
\text{return}
\]

\( \text{Figure 2} \) Definitions of the macros Test and Test\(_{+1}\) as well as the procedure dec. Regarding the second macro we require \( v \in \{y, z\} \).

variable copies start with index 0 counting upwards, whereas in the Lipton construction the variables start with index \( n \) and count downwards. This means that for some index \( d \) we have the invariant \( s_d + \bar{s}_d = \exp^2(n + 1 - d) \) in our construction, where it is \( s_d + \bar{s}_d = \exp^2(d) \) for Lipton. While the invariant of the Lipton construction is simpler, ours allows us to define the recursion depth starting at 0 and going upwards, which seemed more natural for recursion.

Let us give a more precise analysis regarding the effect of the Test macros and \( \text{dec} \) procedure. During the execution of \( \text{dec} \) at recursion depth \( d \), we begin with \( s_d = \exp^2(n + 1 - d) \), \( y_{d+1} = z_{d+1} = \exp^2(n - d) \), and \( \bar{s}_d = \bar{y}_{d+1} = \bar{z}_{d+1} = 0 \). The invariants \( s_d + \bar{s}_d = \exp^2(n + 1 - d) \), \( y_{d+1} + \bar{y}_{d+1} = \exp^2(n - d) \), and \( z_{d+1} + \bar{z}_{d+1} = \exp^2(n - d) \) are upheld throughout. At the end we have \( s_d = y_{d+1} = z_{d+1} = 0 \), \( y_{d+1} = z_{d+1} = \exp^2(n - d) \), and \( \bar{s}_d = \exp^2(n + 1 - d) \), meaning the decrements were performed correctly and all helper variables retain their initial values. The situation is quite similar for Test and Test\(_{+1}\), if the variable to be tested was initially 0. In the non-zero case, the tested variable is just decremented and incremented once, whereas no other variables are touched. All executions that differ from the described behavior are guaranteed to get stuck.

Correctness of these semantics is proven by induction on the recursion depth in Appendix B.3. It requires the assumptions \( x_0 + \bar{x}_0 = \exp^2(n) \), \( v_d + \bar{v}_d = \exp^2(n + 1 - d) \), and \( \bar{v}_d = 0 \) for all \( x \in X \), \( v \in \{\bar{s}, y, z\} \), and \( d > 0 \).
inc<max :
    call inc;
    louter : call y_dec; call y_inc;
    linner : call z_dec; call z_inc;
    inc y; inc z; inc s;
    Test_{+1}(z, lnext, linner);
    lnext : Test'_{+1}(y, lexit, louter);
    lexit : return

inc=max :
    inc y; inc y;
    inc z; inc z;
    inc s; inc s;
    return

Figure 3 Definition of the procedure inc.

call inc;
lloop : call y_dec; call y_inc;
inc x;... // copy for each x ∈ X
    Test_{+1}(y, lexit, lloop);
    lexit : ... // first command of R_{sim}(C)

Here, inc is the procedure defined in Figure 3. Semantically, it performs the correct amount of increments for all copies of s, y, and z. This is again achieved using iterative squaring. Because inc’s first command is a call to itself, it first handles all the variable copies at higher recursion depth, before continuing at the current recursion depth d. Therefore using s_{d+1}, y_{d+1} and z_{d+1} as part of the Test_{+1} macro does not cause any problems.

Following the call to inc, the remainder of R_{init}(C) then performs the correct increments regarding x_0 for each x ∈ X. Since y_1 had the same target value as these, we use it as a counter for the loop that realizes these last increments. The Test_{+1} macro at the end then conveniently resets the value of y_1, once it is decremented to 0.

Like for dec and the Test macros, the proof of correctness regarding these semantics requires an induction on the recursion depth and can be found in Appendix B.1.

Size Analysis To give a brief size analysis of R(C), PROC contains 14 procedure names, whose corresponding definitions have constant size. For each command in C, R_{sim}(C) contains constantly many commands, and R_{init}(C) has linearly many commands in the size of the variable set X. Since wlog. each variable of C is involved in at least one of its commands, the amount of commands in R(C) is linear in |C|. Here, for doubly exponential counter values, we would not even need n to be given in unary since only ⌈log(n+1)⌉ factors into the size of R(C).

Handling Triply Exponential Counter Values The exact same construction with a maximum recursion depth of 2^n + 1 can be used to simulate a counter program with counters bounded by exp^3(n): Starting with 2 and squaring n-times yields exp^2(n), therefore squaring 2^n times instead yields exp^3(n). The correctness follows from the same inductive proofs as before. For this changed maximum recursion depth, configurations contain exponentially in n many counter values and also maintain a call stack of size up to 2^n. However, since the
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Figure 4 Petri net transitions for five of the seven command types found in recursive net programs. Here, \( d \in \{0, \ldots, k\} \), where \( k \) is the maximum recursion depth.

Figure 5 Petri net transitions for procedure calls found in recursive net programs. Here, \( d \in \{0, \ldots, k - 1\} \), where \( k \) is the maximum recursion depth.

maximum recursion depth can be encoded in binary, its size is still polynomial in the unary encoding of \( n \). Thus, the halting problem for recursive net programs is \( 2\text{EXPSPACE}\)-hard.

4.2 From RNP to TDPN

Figure 4 and Figure 5 show how the commands of recursive net programs can be simulated by Petri net transitions. This is again done in similar fashion to Esparza’s description [5] of the Lipton construction [13]. As we can see, this involves only the three types of transitions defined by our transducers.

Let us give more detail regarding the Petri net construction: Given an RNP \( R \) with maximum recursion depth \( k \) we construct a transducer-defined Petri net \( N = (w_{\text{init}}, w_{\text{final}}, T_{\text{move}}, T_{\text{fork}}, T_{\text{join}}) \), which defines the Petri net \( N(\mathcal{N}) = (P, T, F, p_0, p_f) \), such that \([p_f]\) is coverable in \( N(\mathcal{N}) \) iff there is a terminating execution of \( R \). We begin by arguing about the shape of \( N(\mathcal{N}) \) and then construct our transducers afterwards.

The idea is for \( N(\mathcal{N}) \) to start with one place per variable and one place per label, as well as one auxiliary place for each call command and each proc \( \in \text{PROC} \), which can be seen in Figure 5. Additionally, there is also a single auxiliary place \( w_{\text{halt}} \) for the halt command. Let the number of all these places be \( h \). Then each such place gets copied \( k + 1 \) times, so that a copy exists for each possible recursion depth. Transitions get added at each recursion depth \( d \) according to Figure 4 and Figure 5 whereas some transitions in the latter also connect to places of recursion depth \( d + 1 \).

Regarding the transducers, we use the alphabet \( \{0, 1\} \). Every place address \( w = u.v \) has a prefix \( u \) of length \( \lceil\log h\rceil \) and a postfix \( v \) of length \( \lceil\log k\rceil \). We assign each of the \( h \) places that \( N(\mathcal{N}) \) started with a number from 0 to \( h - 1 \). The binary representation of this number (with leading zeros) is used for the \( u \)-part of its address. For the \( v \)-part, we use the binary representation of the recursion depth \( d \) (also with leading zeros), that a particular copy of
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this place corresponds to. The address of the place corresponding to the first label in the main program at recursion depth 0 is used for $w_{\text{init}}$, whereas the one corresponding to $w_{\text{halt}}$ at recursion depth 0 is used for $w_{\text{final}}$.

To accept a particular pair or triple of addresses as a transition, each of the three transducers distinguishes between all possibilities regarding the $u$-parts. Any pair or triple of $[\log h]$-length words that matches a particular transition of the right type (move, fork, join) has a unique path in the transducer, while all non-matching pairs or triples do not. Then for the $v$-parts, the transducer needs to either check for equality, if all places correspond to the same recursion depth, or for one binary represented number to be one higher. Since it is clear from the $u$-parts, whether the recursion depths should all match or not, we can just connect the unique paths to the correct part of the transducer at the end.

The transducer parts for the first $\lceil \log h \rceil$ bits require to distinguish between up to $2^{3 \log h} = 8h$ possibilities, meaning they require polynomially in $h$ many states. The parts for the last $\lceil \log k \rceil$ bits can easily be constructed using polynomially many states in $\log k$. More details on this construction can be found in Appendix B.2. Since $h$ is linear in the number of commands in $R$ and $\lceil \log k \rceil$ is the size of the binary encoding of the maximum recursion depth, $N$ is of polynomial size compared to $R$. Because we can construct $N$ by first constructing $N(N)$ without the copies for each recursion depth, this is feasible in polynomial time. Thus, the coverability problem for transducer-defined Petri nets is 2EXPSPACE-hard.

5 Discussion

The chain of reductions in Sections 3 and 4 complete the 2EXPSPACE lower bound for 1-bounded reachability for DCPS. In fact, an inspection of the reductions show a technical strengthening: the 2EXPSPACE lower bound already holds for SRP[1] of DCPS which satisfy two additional properties, boundedness and local termination.

Definition 8. A DCPS $A$ is said to be bounded if there is a global bound $B \in \mathbb{N}$ on the size of every configuration of every run of $A$. It is locally terminating if every infinite run of $A$ contains infinitely many context switches.

Consider the chain of reductions from the halting problem for bounded counter programs to RNP to TDNP to SRP[1]. The configurations of the counter programs, by definition, are bounded by a triply-exponential bound on the parameter $n$. This bound translates to bounds on the RNP and TDNP instances. In particular, the number of places in the TDNP produced in the reduction is exponentially bounded in $n$ and the number of tokens on these places is triple-exponentially bounded in $n$. The DCPS constructed from the TDNP uses the stack of a thread to store an address of a place; thus, the height of a stack is bounded by a polynomial in $n$. In addition, since the number of tokens in the TDNP correspond to the number of in-progress threads in the DCPS, this implies a triple exponential (in $n$) bound on the number of threads in any execution of the DCPS. Thus, the size of every configuration in every run of the DCPS is bounded.

Second, the rules of the constructed DCPS do not allow any one thread to run indefinitely. In other words, any non-terminating run of the DCPS must involve infinitely many threads and the run contains infinitely many context switches.

Theorem 9. The SRP[1] problem for bounded, locally terminating DCPS is 2EXPSPACE-hard.
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### A Proofs for Section 3

For simplicity, we assume that threads die when they have an empty stack.

In order to explain our simulation of a TDPN by a DCPS, we introduce the following extension of DCPS which is easily seen to be syntactic sugar in that it does not add any more power to the DCPS model.

**Definition 10.** A kill-DCPS $\mathcal{A} = (G, \Gamma, \Delta, g_0, \gamma_0)$ is a DCPS with following additional features:

- $\Gamma = \Gamma_{\text{reg}} \cup \Gamma_{\text{kill}}$ is the disjoint union of two sets of symbols.
- Only finite state transitions are allowed on the set $\Gamma_{\text{kill}}$. In other words, for any $\gamma \in \Gamma_{\text{kill}}$, for any rule of the form
  \[ g|\gamma \leftrightarrow g'|w \triangleright \gamma'' \quad \text{or} \quad g|\gamma \leftrightarrow g'|w \]
  it is the case that $w \in (\Gamma_{\text{kill}} \cup \varepsilon)$.
- We allow kill-rules of the following form in $\Delta$ for $\gamma, \gamma' \in \Gamma_{\text{kill}}$:
  \[ g|\gamma \leftrightarrow g'|\gamma \not\triangleright \gamma' \quad \text{or} \quad g|\gamma \leftrightarrow g'|\varepsilon \not\triangleright \gamma' \]

Corresponding to such rules, the relation $\Rightarrow_i$ for $\mathcal{A}$ additionally includes the following transitions:

\[ \langle g, (\gamma, i), \mathbf{m} \oplus [(\gamma', j)] \rangle \rightarrow_i \langle g', (\gamma, 0), \mathbf{m} \rangle \quad \text{or} \quad \langle g, (\gamma, i), \mathbf{m} \oplus [(\gamma', j)] \rangle \rightarrow_i \langle g', (\varepsilon, 0), \mathbf{m} \rangle \]

Note that the number of context switches of the active thread drops to zero on application of a kill rule.

The relation $\Rightarrow_{\leq k}$ and its transitive closure $\Rightarrow_{\leq k}$ are defined as for a DCPS, with the additional restriction that the killed thread $(\gamma', j)$ in every application of a kill rule must satisfy $j \leq k$. A configuration $c$ of $\mathcal{A}$ is said to be $k$-bounded reachable by a kill-DCPS if $\langle g_0, (\gamma_0, 0), 0 \rangle \Rightarrow_{\leq k} c$ with this restriction.

**Proposition 11.** Reachability for kill-DCPS is reducible in polynomial time to reachability for DCPS.

We show that for every kill-DCPS $\mathcal{A}$, there exists a DCPS $\mathcal{A}'$ such that $\mathcal{A}'$ can be produced in time polynomial in the size of $\mathcal{A}$ and if $\text{config}(\mathcal{A})$, $\text{config}(\mathcal{A}')$ are the set of configurations of $\mathcal{A}, \mathcal{A}'$ respectively, then $\text{config}(\mathcal{A}) \subset \text{config}(\mathcal{A}')$ and any configuration $c \in \text{config}(\mathcal{A})$ is $k$-bounded reachable in $\mathcal{A}$ if $c$ is $k$-bounded reachable in $\mathcal{A}'$.

**Proof.** Let $\mathcal{A} = (G, \Gamma, \Delta, g_0, \gamma_0)$ where $\Gamma = \Gamma_{\text{reg}} \cup \Gamma_{\text{kill}}$, then there can be at most $O(|Q|^2 |\Gamma|^2)$ many kill rules. Let $\mathcal{A}' = (G', \Gamma' \cup \{\gamma_{\text{spawn}}\}, \Delta', g_0, \gamma_0)$ where $G' = G \cup G_{\text{kill}}$ with $G_{\text{kill}} = (\{g_{\text{kill}}, g_{\text{return}}, g_{\text{spawn}}\} \times Q^2 \times \Gamma^2 \times \{\text{nopop}, \text{pop}\}), \Delta' = \Delta \cup \Delta_{\text{kill}}$ where $\Delta_{\text{kill}}$ is described below.

We demonstrate for the case corresponding to a kill-rule $g|\gamma \leftrightarrow g'|\gamma \not\triangleright \gamma'$. The case where $\gamma$ is popped and results in $\varepsilon$ uses the states with the marker pop in the global state with appropriate modifications. We include the following set of transitions in $\Delta_{\text{kill}}$:

1. $g|\gamma \leftrightarrow (g_{\text{spawn}}, g, g', \gamma, \gamma', \text{nopop})|\gamma \triangleright \gamma_{\text{spawn}}$
we have the following sequence of transitions in one more than the old alphabet size and hence Note that the only transitions that could happen between lines 6 and 9 are context switches in \(\Delta\).

Suppose we have

\[2. (g_{\text{spawn}}, g, g', \gamma, \gamma', \text{nopop}) \xrightarrow{\gamma} (g_{\text{kill}}, g, g', \gamma, \gamma', \text{nopop}) \varepsilon \]

\[3. (g_{\text{kill}}, g, g', \gamma, \gamma', \text{nopop}) \xrightarrow{\gamma'} (g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}) \varepsilon \]

\[4. (g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}) | \gamma_{\text{spawn}} \rightarrow g'|\gamma.\]

Note that in the case of \(\gamma\) being popped, Step 4 above is modified so that the right hand side is \(g'|\varepsilon\). Since we add only finitely many new rules to \(\mathcal{A}'\) for each kill-rule of \(\mathcal{A}\), \(\Delta'\) is bigger than \(\Delta\) by \(O(|Q|^2|\Gamma|^2)\), \(Q'\) is bigger than \(Q\) by \(O(|Q|^2|\Gamma|^2)\), the new alphabet size is one more than the old alphabet size and hence \(\mathcal{A}'\) is polynomial in the size of \(\mathcal{A}\).

It is clear that the application of any kill-rule in \(\mathcal{A}\) can be simulated by the extra rules that we have added to \(\mathcal{A}'\). Corresponding to any transition in \(\mathcal{A}\) of the form

\[(g, (\gamma, i), \mathbf{m} \oplus [[(\gamma', j)]]) \xrightarrow{\Delta}\ (g', (\gamma, 0), \mathbf{m}),\]

we have the following sequence of transitions in \(\mathcal{A}'\)

\[\Delta'_{\gamma}((g_{\text{spawn}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma, i), \mathbf{m} \oplus [[\gamma_{\text{spawn}}, 0]), (\gamma', j))\]

\[\Delta'_{\gamma}((g_{\text{kill}}, g, g', \gamma, \gamma', \text{nopop}), (\varepsilon, i), \mathbf{m} \oplus [[\gamma_{\text{spawn}}, 0]), (\gamma', j))\]

\[\Delta'_{\gamma}((g_{\text{kill}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma', j), \mathbf{m} \oplus [[\gamma_{\text{spawn}}, 0])\]

\[\Delta'_{\gamma}((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}), (\varepsilon, j), \mathbf{m} \oplus [[\gamma_{\text{spawn}}, 0])\]

\[\Delta'_{\gamma}((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma, 0), \mathbf{m})\]

Conversely, we will prove by induction on the number of configurations of the form \((g_{\text{spawn}}, g, g', \gamma, \gamma')\), \((\gamma, i), \mathbf{m})\) (i.e. those which contain \(g_{\text{spawn}}\) in their state) in a run \(\rho'\) of \(\mathcal{A}'\) that \(k\)-bounded reaches a configuration \((g, (\gamma, i), \mathbf{m}) \in \text{config}(\mathcal{A})\) that there is a corresponding \(k\)-bounded run \(\rho\) of \(\mathcal{A}\) which reaches \((g, (\gamma, i), \mathbf{m})\).

In the base case, there are no configurations involving \(g_{\text{spawn}}\). This means that only the rules in \(\Delta\) are used in \(\rho'\) and the required witness \(\rho = \rho'\).

Suppose we have \(i + 1\) occurrences of \(g_{\text{spawn}}\) in \(\rho'\). Let

\[\rho' = \rho_0 \xrightarrow{\Delta} \cdots \xrightarrow{\Delta} \rho'\]

\[\Delta'_{\gamma}((g_{\text{spawn}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma', j'), \mathbf{m} \oplus [[\gamma, 0]), (\gamma', j', \gamma'''))\]

\[\Delta'_{\gamma}((g_{\text{kill}}, g, g', \gamma, \gamma', \text{nopop}), (\varepsilon, i'), \mathbf{m} \oplus [[\gamma, 0]), (\gamma', j', \gamma'''))\]

\[\Delta'_{\gamma}((g_{\text{kill}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma', j), \mathbf{m} \oplus [[\gamma, 0]), (\gamma', j', \gamma'''))\]

\[\Delta'_{\gamma}((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}), (\varepsilon, j), \mathbf{m} \oplus [[\gamma, 0]), (\gamma', j', \gamma'''))\]

\[\Delta'_{\gamma}((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma, 0), \mathbf{m} \oplus [[\gamma, 0]), (\gamma', j', \gamma'''))\]

\[\Delta'_{\gamma}((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma, 0), \mathbf{m} \oplus [[\gamma, 0]), (\gamma', j'', \gamma'''))\]

\[\Delta'_{\gamma}((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}), (\gamma, 0), \mathbf{m} \oplus [[\gamma, 0]), (\gamma', j'', \gamma'''))\]

Note that the only transitions that could happen between lines 6 and 9 are context switches by construction i.e. none of the contents of any of the threads can be affected in any way.
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This fact also holds for context switches at the \( g_{\text{spawn}} \) and \( g_{\text{return}} \) states. The context switches in lines 7 and 8 above could be removed to get the following run:

\[
\rho'' = c_0 \xrightarrow{A} (g, (\gamma, i'), m + [(\gamma', j'), (\gamma'', j'')])
\]

\[A' \cup \mathcal{A}' ((g_{\text{spawn}}, g, g', \gamma, \gamma', \text{nopop}, (\gamma, i'), m + [(\gamma, 0), (\gamma', j'), (\gamma'', j'')])
\]

\[A' \cup \mathcal{A}' ((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}, (\gamma', j'), m + [(\gamma, 0), (\gamma'', j'')])
\]

\[A' \cup \mathcal{A}' ((g_{\text{return}}, g, g', \gamma, \gamma', \text{nopop}, (\gamma, 0), m + [(\gamma'', j'')])
\]

By induction hypothesis, there exists a run \( \tilde{\rho} \) in \( A \) such that \( c_0 \xrightarrow{A} (g, (\gamma, i'), m + [(\gamma', j'), (\gamma'', j'')]) \) and we also have \( (g, (\gamma, i'), m + [(\gamma', j'), (\gamma'', j'')]) \xrightarrow{A} (g', (\gamma, 0), m + [(\gamma'', j'')]) \), where \( j' \leq k \) by hypothesis, giving us the run \( \rho \). \( \blacksquare \)

## A.1 Details of the DCPS simulating a TDNP

We will now give a polynomial time reduction of the coverability problem for a transducer defined Petri net to SRP[1] for DCPS. We will induct construct a kill-DCPS, but as shown by Proposition [1] this suffices.

Let the transducer defined Petri net given be \( \mathcal{N} = (w_{\text{init}}, w_{\text{final}}, T_{\text{move}}, T_{\text{join}}, T_{\text{fork}}) \) with the three transducers sharing the common alphabet \( \Sigma \) and \( w_{\text{final}} \) be the target state. Let the explicit Petri net corresponding to \( \mathcal{N} \) be \( N = (P, T, F, m_0) \) with target marking \( m_f \), where \( m_0 \) (resp. \( m_f \)) is the marking with one token on \( w_{\text{init}} \) (resp. \( w_{\text{final}} \)) and 0 tokens elsewhere. Let \( l = |w_{\text{init}}| \) be the length of each word in \( P \). Let \( T_{\text{move}} = (\Sigma, Q_{\text{move}}, q_{\text{move}0}, Q_{\text{move}f}, \Delta_{\text{move}}) \)

\[T_{\text{join}} = (\Sigma, Q_{\text{join}}, q_{\text{join}0}, Q_{\text{join}f}, \Delta_{\text{join}}) \]

\[T_{\text{fork}} = (\Sigma, Q_{\text{fork}}, q_{\text{fork}0}, Q_{\text{fork}f}, \Delta_{\text{fork}}) \]

In our description of the kill-DCPS, we will use the placeholder symbol \( \square \) with subscripts such as \( \square_1, \square_2 \) etc. We will then define the combination of values tuples of these placeholders could take.

The kill-DCPS \( \mathcal{A}(\mathcal{N}) = (G, \Gamma, \Delta, g_0, \gamma_0) \) is given as follows:

- \( G = G_{\text{init}} \cup G_{\text{check}} \cup G_{\text{read}} \cup G_{\text{guess}} \cup G_{\text{verify}}, \) where
  - \( G_{\text{init}} = \{ \text{init} \} \times \{ 1, \cdots, l \}, \)
  - \( G_{\text{check}} = \{ g_{\text{main}}, g_{\text{halt}} \} \cup \{ g_{\text{check}} \} \times \{ 0, 1, \cdots, l \} \cup \{ g_{\text{guess}} \} \times \{ \text{move}, \text{join}, \text{fork} \}, \)
  - \( G_{\text{read}} = \{ \text{move}, \text{fork}, \text{join} \} \times \{ \text{read, unlock} \} \times \{ 1, \cdots, l \} \times \{ \text{pop1, pop2} \}, \)
  - \( G_{\text{guess}} = \{ \text{move}, \text{fork}, \text{join} \} \times \{ \text{read, unlock} \} \times \{ \text{push1, push2} \}, \)
  - \( G_{\text{verify}} = \{ Q_{\text{move}} \cup Q_{\text{join}} \cup Q_{\text{fork}} \} \times \{ 1, \cdots, l \} \times \{ \text{pop1, pop2, push1, push2} \} \times \Delta_{\text{move}} \cup \Delta_{\text{join}} \cup \Delta_{\text{fork}} \cup \Sigma \),
  - \( \Gamma = \Sigma \cup \{ \top, \gamma_{\text{guess}} \} \cup \Gamma_{\text{kill}} \) where
    \( \Gamma_{\text{kill}} = \gamma_{\text{verify}} \cup \Sigma \times \{ 1, \cdots, l \} \times \{ \text{pop1, pop2, push1, push2} \}, \)
  - \( g_0 = (\text{init}, l), \)
  - \( \gamma_0 = w_1 \) where \( w_{\text{init}} = w_1 w_2 \cdots w_l, \)
  - \( \Delta \) contains the following rules:
    - Related to \( G_{\text{init}}: \)
      1. \( (\text{init}, i)|w_i \rightarrow (\text{init}, i-1)|w_{i-1}w_i \) for all \( i \in \{ 2, \cdots, l \} \) and
      2. \( (\text{init}, 1)|w_1 \rightarrow g_{\text{main}}|\top w_1 \)
Related to $G_{\text{check}}$:
1. For each $\square_1 \in \{\text{move, join, fork}\}$:
   \[ g_{\text{main}} | \top \leftrightarrow (\square_1, \text{unlock}, 1, \text{pop1}) | \top \]
2. \[ g_{\text{main}} | \top \leftrightarrow (g_{\text{check}}, 1) | \varepsilon \]
3. For each $i \leq l - 1$:
   \[(g_{\text{check}}, i) | b_i \leftrightarrow (g_{\text{check}}, i + 1) | \varepsilon \]
   where $w_{\text{final}} = b_1 b_2 \ldots b_l$
4. \[(g_{\text{check}}, l) | b_l \leftrightarrow g_{\text{halt}} | \varepsilon \]
   where $w_{\text{final}} = b_1 b_2 \ldots b_l$
5. For each $a \in \Sigma$
   \[(g_{\text{guess}}, \square_1) | a \leftrightarrow (\square_1, l, \text{push1}) | \varepsilon \ni \gamma_{\text{guess}} \]
   where $\square_1 \in \{\text{join, fork, move}\}$

Related to $G_{\text{read}}$:
1. \[(\square_1, \text{unlock}, 1, \square_2) | \top \leftrightarrow (\square_1, \text{read}, 1, \square_2) | \varepsilon \]
   where $(\square_1, \square_2) \in \{(\text{move, pop1}), (\text{join, pop1}), (\text{fork, pop1}), (\text{join, pop2})\}$
2. For each $a \in \Sigma$ and $i \in \{1, \cdots, l - 1\}$:
   \[(\square_1, \text{read}, i, \square_2) | a \leftrightarrow (\square_1, \text{read}, i + 1, \square_2) | \varepsilon \ni (a, i, \square_2) \]
   where $(\square_1, \square_2) \in \{(\text{move, pop1}), (\text{join, pop1}), (\text{join, pop2}), (\text{fork, pop1})\}$
3. For each $a \in \Sigma$:
   \[(\square_1, \text{read}, l, \square_2) | a \leftrightarrow (g_{\text{guess}}, \square_1) | a \ni (a, l, \square_2) \]
   where $(\square_1, \square_2) \in \{(\text{move, pop1}), (\text{join, pop1}), (\text{fork, pop1})\}$
4. For each $a \in \Sigma$:
   \[(\text{join, read}, l, \text{pop1}) | a \leftrightarrow (\text{join, unlock}, 1, \text{pop2}) | \varepsilon \ni (a, l, \text{pop1}) \]

Related to $G_{\text{guess}}$:
1. For each $a \in \Sigma$:
   \[(\square_1, l, \square_2) | \gamma_{\text{guess}} \leftrightarrow (\square_1, l - 1, \square_2) | a \ni (a, l, \square_2) \]
   where $(\square_1, \square_2) \in \{(\text{move, push1}), (\text{join, push1}), (\text{fork, push2}), (\text{fork, push1})\}$
2. For each $a, b \in \Sigma$, $1 < i < l$:
   \[(\square_1, i, \square_2) | a \leftrightarrow (\square_1, i - 1, \square_2) | b.a \ni (b, i, \square_2) \]
   where $(\square_1, \square_2) \in \{(\text{move, push1}), (\text{join, push1}), (\text{fork, push2}), (\text{fork, push1})\}$
3. For each \(a, b \in \Sigma\):

\[
(\square_1, \square_2) | a \leftrightarrow (\square_1, \text{toplock}, \square_2) | b. a \rightarrow (b, 1, \square_2)
\]

where \((\square_1, \square_2) \in \{(\text{move}, \text{push}1), (\text{join}, \text{push}1), (\text{fork}, \text{push}2), (\text{fork}, \text{push}1)\}\)

4. For each \(a \in \Sigma\):

\[
(\square_3, \text{toplock}, \square_2) | a \leftrightarrow \square_3 | a \rightarrow \gamma_{\text{verify}}
\]

where \((\square_1, \square_2) \in \{(\text{move}, \text{push}1), (\text{join}, \text{push}1), (\text{fork}, \text{push}2)\}\) and

\(\square_3 \in G_{\text{verify}}\) has the form \((\square_4, 1, \text{pop}1, \delta)\) with

\((\square_1, \square_4) \in \{(\text{fork}, q_{\text{fork}0}), (\text{join}, q_{\text{join}0}), (\text{move}, q_{\text{move}0})\}\) and

\(\delta\) is a transition with source \(\square_4\)

5. For each \(a \in \Sigma\):

\[
(\text{fork}, \text{toplock}, \text{push}1) | a \leftrightarrow (\text{fork}, l, \text{push}2) | a \rightarrow \gamma_{\text{guess}}
\]

- Related to \(G_{\text{verify}}\).

1. For each \(q \in Q_{\text{move}}, i \leq l - 1, \delta = (q \xrightarrow{(a_1, a_2)} q') \in \Delta_{\text{move}}:\n
\[
(q, i, \text{pop}1, \delta) | \gamma_{\text{verify}} \leftrightarrow (q, i, \text{push}1, \delta) | \gamma_{\text{verify}} \leftarrow (a_1, i, \text{pop}1)
\]

2. For each \(q \in Q_{\text{move}}, i \leq l - 1, \delta = (q \xrightarrow{(a_1, a_2)} q'), \delta' = (q' \xrightarrow{(a_1', a_2')} q'') \in \Delta_{\text{move}}:\n
\[
(q, i, \text{push}1, \delta) | \gamma_{\text{verify}} \leftrightarrow (q', i + 1, \text{pop}1, \delta') | \gamma_{\text{verify}} \leftarrow (a_2, i, \text{push}1)
\]

3. For each \(q \in Q_{\text{move}}, \delta = (q \xrightarrow{(a_1, a_2)} q') \in \Delta_{\text{move}}\) with \(q' \in Q_{\text{move}}:\n
\[
(q, l, \text{pop}1, \delta) | \gamma_{\text{verify}} \leftrightarrow (q, l, \text{push}1, \delta) | \gamma_{\text{verify}} \leftarrow (a_1, l, \text{pop}1)
\]

4. For each \(q \in Q_{\text{move}}, \delta = (q \xrightarrow{(a_1, a_2)} q') \in \Delta_{\text{move}}\) with \(q' \in Q_{\text{move}}:\n
\[
(q, l, \text{push}1, \delta) | \gamma_{\text{verify}} \leftrightarrow g_{\text{main}} | \epsilon \leftarrow (a_2, l, \text{push}1)
\]

5. For each \(q \in Q_{\text{join}}, i \leq l - 1, \delta = (q \xrightarrow{(a_1, a_2, a_3)} q') \in \Delta_{\text{join}}:\n
\[
(q, i, \text{pop}1, \delta) | \gamma_{\text{verify}} \leftrightarrow (q, i, \text{pop}2, \delta) | \gamma_{\text{verify}} \leftarrow (a_1, i, \text{pop}1)
\]

6. For each \(q \in Q_{\text{join}}, i \leq l - 1, \delta = (q \xrightarrow{(a_1, a_2, a_3)} q') \in \Delta_{\text{join}}:\n
\[
(q, i, \text{pop}2, \delta) | \gamma_{\text{verify}} \leftrightarrow (q, i, \text{push}1, \delta) | \gamma_{\text{verify}} \leftarrow (a_2, i, \text{pop}2)
\]

7. For each \(q \in Q_{\text{join}}, i \leq l - 1, \delta = (q \xrightarrow{(a_1, a_2, a_3)} q'), \delta' = (q' \xrightarrow{(a_1', a_2', a_3')} q'') \in \Delta_{\text{join}}:\n
\[
(q, i, \text{push}1, \delta) | \gamma_{\text{verify}} \leftrightarrow (q', i + 1, \text{pop}1, \delta') | \gamma_{\text{verify}} \leftarrow (a_3, i, \text{push}1)
\]

8. For each \(q \in Q_{\text{join}}, \delta = (q \xrightarrow{(a_1, a_2, a_3)} q') \in \Delta_{\text{join}}\) with \(q' \in Q_{\text{join}}:\n
\[
(q, l, \text{pop}1, \delta) | \gamma_{\text{verify}} \leftrightarrow (q, l, \text{pop}2, \delta) | \gamma_{\text{verify}} \leftarrow (a_1, l, \text{pop}1)
\]
9. For each $q \in Q_{\text{join}}$, $\delta = (q \xrightarrow{\omega_1, \omega_2} q') \in \Delta_{\text{join}}$ with $q' \in Q_{\text{init}}$:

$$(q, l, \text{pop} 2, \delta)[\gamma_{\text{verify}} \leftarrow (q, l, \text{push} 1, \delta)] \gamma_{\text{verify}} \not\vdash (\omega_2, l, \text{pop} 2)$$

10. For each $q \in Q_{\text{join}}$, $\delta = (q \xrightarrow{\omega_1, \omega_2} q') \in \Delta_{\text{join}}$ with $q' \in Q_{\text{join}}$:

$$(q, l, \text{push} 1, \delta)[\gamma_{\text{verify}} \leftarrow g_{\text{main}}] \not\vdash (\omega_3, l, \text{push} 1)$$

11. For each $q \in Q_{\text{fork}}, i \leq l - 1$, $\delta = (q \xrightarrow{\omega_1, \omega_2} q') \in \Delta_{\text{fork}}$:

$$(q, i, \text{pop} 1, \delta)[\gamma_{\text{verify}} \leftarrow (q, i, \text{push} 1, \delta)] \gamma_{\text{verify}} \not\vdash (\omega_1, i, \text{pop} 1)$$

12. For each $q \in Q_{\text{fork}}, i \leq l - 1$, $\delta = (q \xrightarrow{\omega_1, \omega_2} q') \in \Delta_{\text{fork}}$:

$$(q, i, \text{push} 1, \delta)[\gamma_{\text{verify}} \leftarrow (q, i, \text{push} 2, \delta)] \gamma_{\text{verify}} \not\vdash (\omega_2, i, \text{push} 1)$$

13. For each $q \in Q_{\text{fork}}, i \leq l - 1$, $\delta = (q \xrightarrow{\omega_1, \omega_2} q')$,

$$(q, i, \text{push} 2, \delta)[\gamma_{\text{verify}} \leftarrow (q', i + 1, \text{pop} 1, \delta')] \gamma_{\text{verify}} \not\vdash (\omega_3, i, \text{push} 2)$$

14. For each $q \in Q_{\text{fork}}, \delta = (q \xrightarrow{\omega_1, \omega_2} q') \in \Delta_{\text{fork}}$ with $q' \in Q_{\text{fork}}$:

$$(q, l, \text{pop} 1, \delta q')[\gamma_{\text{verify}} \leftarrow (q, l, \text{push} 1, \delta)] \gamma_{\text{verify}} \not\vdash (\omega_1, l, \text{pop} 1)$$

15. For each $q \in Q_{\text{fork}}, \delta = (q \xrightarrow{\omega_1, \omega_2} q') \in \Delta_{\text{fork}}$ with $q' \in Q_{\text{fork}}$:

$$(q, l, \text{push} 1, \delta)[\gamma_{\text{verify}} \leftarrow (q, l, \text{push} 2, \delta)] \gamma_{\text{verify}} \not\vdash (\omega_2, l, \text{push} 1)$$

16. For each $q \in Q_{\text{fork}}, \delta = (q \xrightarrow{\omega_1, \omega_2} q') \in \Delta_{\text{fork}}$ with $q' \in Q_{\text{fork}}$:

$$(q, l, \text{push} 2, \delta)[\gamma_{\text{verify}} \leftarrow g_{\text{main}}] \not\vdash (\omega_3, l, \text{push} 2)$$

**Lemma 12.** The marking $m_f$ is coverable in $N$ iff $g_{\text{halt}}$ is $1$-bounded reachable in $A(N)$.

**Proof.** We will prove the following statement towards establishing the equivalence:

**Claim:** A marking $m_k$ of $N(N)$ can be reached in $N(N)$ by using $k \geq 1$ transducer transitions iff for every place $u' \in P$ such that $m_k(u') \geq 1$ there exists a $1$-bounded run $\rho$ of $A(N)$ such that $\rho = (g_0, (\gamma_0, 0), \emptyset) \Rightarrow_{\leq 1} (g_{\text{main}}, (\top u', 1), m)$ where the following conditions hold:

- $g_{\text{main}}$ occurs $k + 1$ times in $\rho$.
- for each $u \in P$, $m \oplus [(\top u', 1)]$ contains exactly $m'(u)$ threads each of which have as stack content $\top u$ and context switch number $1$ and
- $m \oplus [(\top u', 1)]$ does not contain any other threads than those in the above point.
- The context switch number of any thread in any configuration of $\rho$ is at most $1$.

We will prove the claim by induction on the number $k$. The initial marking $m_0$ is

$m_0 = [w_{\text{init}}]$. Let $w_{\text{init}} = a_1 \delta_2 .. a_l$. It is clear that the rules related to $G_{init}$ can be used to
reach \( g_{\text{main}}, (\top a_1 a_2 \ldots a_l, 0) \) as follows:

\[
\begin{align*}
G_{\text{read}}^{1} : & \quad ((\text{init}, l), (w_l, 0), \emptyset) \\
& \xrightarrow{G_{\text{read}}^{1}} ((\text{init}, l - 1), (a_{l-1} a_l), \emptyset) \\
& \quad \vdots \\
& \xrightarrow{G_{\text{read}}^{2}} ((\text{init}, 1), (a_1 \ldots a_1 a_l), \emptyset) \\
G_{\text{read}}^{2} : & \quad g_{\text{main}}, (\top a_1 \ldots a_l, 0) \\
\end{align*}
\]

Note that the above is the unique run which reaches \( g_{\text{main}} \) for the first time (since there is only one thread).

The base case where \( k = 1 \) is similar to the induction step explained below. We point out the small ways in which the base case differs after proving the induction step.

**Induction Step:** Let \( m_k \) be a marking reached in \( N(N) \) via \( k \) transducer-moves:

\[
m_0 \xrightarrow{t_1} m_1 \xrightarrow{t_2} m_2 \ldots \xrightarrow{t_{k-1}} m_{k-1} \xrightarrow{t_k} m_k
\]

Corresponding to each transition \( t_i \) there exists an accepting run of a transducer \( T_{i} \) which is one of \( \{T_{\text{move}}, T_{\text{join}}, T_{\text{fork}}\} \), we call \( t_i \) a \( T_i \)-move. The \( T_i \)-move is a sequence of transitions \( \delta_1 \ldots \delta_{i_l} \) from the corresponding transducer.

By induction hypothesis, for any \( u \in P \) with \( m_{k-1}(u) \geq 1 \) there exists a run \( \rho' \) of \( A(N) \) in which \( g_{\text{main}} \) occurs \( k \) times and \( \rho' = \langle g_0, (\gamma_0, 0), \emptyset \rangle \Rightarrow^{*}_{t_1} \langle g_{\text{main}}, (u, 1), m \rangle \) and for all \( w \in P \) there are \( m_{k-1}(w) \) threads in \( m \oplus \llbracket [u, 1] \rrbracket \) each of which has stack content \( \tau w \).

Let \( m_{k-1} \xrightarrow{t_k} m_k \) be a \( T_{\text{join}} \)-move. Then there exist \( w', w'', w''' \) such that \( q_{\text{join}} \xrightarrow{w', w'', w'''} q_{\text{join}} \) where \( q_{\text{join}} \in Q_{\text{join}} \). This implies \( m_k = m_{k-1} \oplus [w'''] \oplus [w', w''] \).

By induction hypothesis, we can assume that \( u = \tau w' \) and there exists a thread \( t \) in \( m \) with stack content \( \tau w'' \). Let \( m' \oplus \llbracket [\tau w'', 1] \rrbracket = m \).

Let \( w' = w_1' \ldots w_l', w'' = w_1'' \ldots w_l'' \), \( w''' = w_1''' \ldots w_l''' \). We outline the simulation of a transducer-move by \( A(N) \) below.

### A.2 Simulation of a Single Transducer-move

We label each transition by either the corresponding rule if it is a transition of type \( \rightarrow \) (for instance \( G_{\text{read}}^{1} \) means that the \( 1^{st} \) rule related to \( G_{\text{read}} \) is being used ) or label it by the c.s.\( i \) if it is the \( i^{th} \) context switch ( for example, \( c.s.\( i \).)

1. Starting from the configuration \( \langle g_{\text{main}}, (\top w', 1), m' \oplus \llbracket [\top w'', 1] \rrbracket \rangle \), we use the rule \( G_{\text{check}} \) to unlock the thread \( (\top w', 1) \) and move to \( \langle (\text{join}, \text{read}, 1, \text{pop}1), (w', 1), m' \oplus \llbracket [\top w'', 1] \rrbracket \rangle \)

\[
\langle g_{\text{main}}, (\top w', 1), m' \oplus \llbracket [\top w'', 1] \rrbracket \rangle \\
G_{\text{check}} \rightarrow (\text{join}, \text{unlock}, 1, \text{pop}1), (\top w', 1), m' \oplus \llbracket [\top w'', 1] \rrbracket \rangle
\]

2. We then use the rules related to \( G_{\text{read}} \) to pop off the stack contents of \( (w', 1) \) symbol by symbol while simultaneously spawning threads of the kind \( (w', i, \text{pop}1) \), arriving at the
configuration $\langle (\text{join, unlock}, 1, \text{pop}2), (\varepsilon, 1), m' \oplus [(T \cdot w'''', 1)] \oplus \bigoplus_{i=1}^{L} \langle (w'_i, i, \text{pop}1), 0 \rangle \rangle$.

$$\frac{G_{\text{read}1}}{\text{read}} \stackrel{1}{\rightarrow} \langle (\text{join, read}, 1, \text{pop}1), (w_i', 1), m' \oplus [(T \cdot w'''', 1)] \rangle$$

$$\frac{G_{\text{read}2}}{\text{read}} \stackrel{2}{\rightarrow} \langle (\text{join, read}, 2, \text{pop}1), (w_2' \cdots w_L', 1), m' \oplus [(T \cdot w'''', 1)] \oplus \bigoplus_{i=1}^{L-1} \langle (w'_i, i, \text{pop}1), 0 \rangle \rangle$$

3. Next, we context switch to $(T \cdot w'''', 1)$ and repeat the process of unlocking, popping the stack contents and simultaneously spawning threads $(w'''', i, \text{pop}2)$.

$$\frac{G_{\text{read}1}}{\text{read}} \stackrel{1}{\rightarrow} \langle (\text{join, unlock}, 1, \text{pop}2), (\varepsilon, 1), m' \oplus [(T \cdot w'''', 1)] \oplus \bigoplus_{i=1}^{L} \langle (w'_i, i, \text{pop}1), 0 \rangle \rangle$$

$$\frac{G_{\text{read}2}}{\text{read}} \stackrel{2}{\rightarrow} \langle (\text{join, read}, 1, \text{pop}2), (w''', 1), m' \oplus \bigoplus_{i=1}^{L} \langle (w'_i, i, \text{pop}1), 0 \rangle \rangle$$

$$\frac{G_{\text{read}3}}{\text{read}} \stackrel{2}{\rightarrow} \langle (\text{join, read}, 2, \text{pop}2), (w_2' \cdots w_L', 1), m' \oplus \bigoplus_{i=1}^{L} \langle (w'_i, i, \text{pop}1), 0 \rangle \rangle$$

4. While reading the last (i.e. $l^{th}$) letter of $w'''$, we move to the state $(g\text{guess, join})$ without popping.

$$\frac{G_{\text{read}1}}{\text{read}} \stackrel{1}{\rightarrow} \langle (g\text{guess, join}), (w''', 1), m' \oplus \bigoplus_{i=1}^{L} \langle (w'_i, i, \text{pop}1), 0 \rangle \rangle$$

$$\frac{G_{\text{check}5}}{\text{check}} \stackrel{5}{\rightarrow} \langle (\text{join, pop}2), (\varepsilon, 1), m' \oplus \bigoplus_{i=1}^{L} \langle (w'''', i, \text{pop}2), 0 \rangle \rangle$$

5. We then use the rule $G_{\text{check}5}$ to pop $w'''$ and spawn a thread $(\gamma\text{guess})$.

$$\langle (\gamma\text{guess, join}), (w''', 1), m' \oplus \bigoplus_{i=1}^{L} \langle (w'_i, i, \text{pop}1), 0 \rangle \rangle$$

$$\frac{G_{\text{check}5}}{\text{check}} \stackrel{5}{\rightarrow} \langle (\text{join, push}1), (\varepsilon, 1), m' \oplus \bigoplus_{i=1}^{L} \langle (w''', i, \text{pop}2), 0 \rangle \rangle$$

6. Context switching to the thread $(\gamma\text{guess})$, the rules related to $G_{\text{guess}}$ are used to guess a thread with stack contents $(T \cdot w'''', 1)$ while simultaneously spawning threads $(w'''', i, \text{push}1)$ for each $i \leq l$. At this point we have threads (one per each letter) which contain the information regarding $w', w'', w'''$. At the end of the guess process, we spawn a thread.
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\( \gamma_{\text{verify}}. \)

\[
\langle (\text{join}, l, \text{push}1), (\varepsilon, 1), \rangle \\
\text{m'} \oplus_1^l [((w'_i, i, \text{pop}1), 0)] \oplus_1^l [((w''_i, i, \text{pop}2), 0)] \oplus [\langle \gamma_{\text{guess}}, 0 \rangle] \\
\xrightarrow{\text{c.s.} 2} \langle (\text{join}, l, \text{push}1), (\gamma_{\text{guess}}, 0), \rangle \\
\text{m'} \oplus_1^l [((w'_i, i, \text{pop}1), 0)] \oplus_1^l [((w''_i, i, \text{pop}2), 0)] \\
G_{\text{guess}} 1 \langle (\text{join}, \text{push}1), (w''_0, 0), \rangle \\
\text{m'} \oplus_1^l [((w'_i, i, \text{pop}1), 0)] \oplus_1^l [((w''_i, i, \text{pop}2), 0)] \oplus [((w''_1, l, \text{push}1), 0)] \\
G_{\text{guess}} \rightarrow_0 \langle (\text{join}, \text{push}1), (w''_{i-1} w''_i, 0), \rangle \\
\text{m'} \oplus_1^l [((w'_i, i, \text{pop}1), 0)] \oplus_1^l [((w''_i, i, \text{pop}2), 0)] \oplus_2 [((w''_i, i, \text{push}1), 0)] \\
G_{\text{guess}} \rightarrow_0 \langle (\text{join}, \text{toplock}, \text{push}1), (w''_{i-1} w''_i, 0), \rangle \\
\text{m'} \oplus_1^l [((w'_i, i, \text{pop}1), 0)] \oplus_1^l [((w''_i, i, \text{pop}2), 0)] \\
G_{\text{guess}} \rightarrow_0 \langle (q_{\text{join}0}, 1, \text{pop}1, \delta_0), (\top w''_0 \cdots w''_{i-1} w''_i, 0), \rangle \\
\text{m'} \oplus_1^l [((w'_i, i, \text{pop}1), 0)] \oplus_1^l [((w''_i, i, \text{pop}2), 0)] \oplus_1^l [((w''_i, i, \text{push}1), 0)] \\
\oplus [\langle \gamma_{\text{verify}}, 0 \rangle] \\
\]

7. We switch to the thread \( \gamma_{\text{verify}} \) and begin the process of verifying that our guess of \( w'' \) enables us to make a valid accepting run of the join transducer. This is a sequence of transitions \( (q_{\text{join}0} \xrightarrow{\delta_{k,1}} q_{k,1} \xrightarrow{\delta_{k,2}} \cdots \xrightarrow{\delta_{k,i}} q_{k,i}) \) where \( q_{k,i} \in Q_{\text{join}} \). This is accomplished by killing the threads \( (w', i, \text{pop}1), (w'', i, \text{pop}2), (w'', i, \text{push}1) \) for each \( i \leq l \) while checking that \( \delta_{k,i} = \)
(q_{k,l-1} \xrightarrow{(w'_1, w'_2, w''')} q_{k,l}).

\langle(q_{\text{join}0}, 1, \text{pop}1, \delta_{k,1}), (\top w'''' \cdots w'''_{l-1} w'''', 0),
\rangle
\begin{align*}
\mathbf{m} \oplus_{i=1}^{l} [(w'_i, i, \text{pop}1), 0] & \oplus_{i=1}^{l} [(w''', i, \text{pop}2), 0] \\
& \oplus_{i=1}^{l} [(w''', i, \text{push}1), 0] \oplus [(\gamma_{\text{verify}}, 0)]
\end{align*}

(c.s. 3) \gamma_0(\langle q_{\text{join}0}, 1, \text{pop}1, \delta_{k,1} \rangle, (\gamma_{\text{verify}}, 0),
\begin{align*}
\mathbf{m}' \oplus_{i=1}^{l} [(w'_i, i, \text{pop}1), 0] & \oplus_{i=1}^{l} [(w''', i, \text{pop}2), 0] \\
& \oplus_{i=1}^{l} [(w''', i, \text{push}1), 0] \oplus [(\top w''', 1)]
\end{align*}

\text{where } \delta_{k,1} = (q_{\text{join}0} \xrightarrow{(w'_1, w'_2, w''')} q_{k,1}) \in \Delta_{\text{join}}

\gamma_0(\langle q_{\text{join}0}, 1, \text{pop}2, \delta_{k,1} \rangle, (\gamma_{\text{verify}}, 0),
\begin{align*}
\mathbf{m} \oplus_{i=1}^{l} [(w'_i, i, \text{pop}1), 0] & \oplus_{i=1}^{l} [(w''', i, \text{pop}2), 0] \\
& \oplus_{i=1}^{l} [(w''', i, \text{push}1), 0] \oplus [(\top w''', 1)]
\end{align*}

\gamma_0(\langle q_{\text{join}0}, 1, \text{push}1, \delta_{k,1} \rangle, (\gamma_{\text{verify}}, 0),
\begin{align*}
\mathbf{m} \oplus_{i=1}^{l} [(w'_i, i, \text{pop}1), 0] & \oplus_{i=1}^{l} [(w''', i, \text{pop}2), 0] \\
& \oplus_{i=1}^{l} [(w''', i, \text{push}1), 0] \oplus [(\top w''', 1)]
\end{align*}

\text{where } \delta_{k,1} = (q_{\text{join}0} \xrightarrow{(w'_1, w'_2, w''')} q_{k,1})

\vdots

\gamma_0(\langle q_{k,l}, l, \text{pop}1, \delta_{k,l} \rangle, (\gamma_{\text{verify}}, 0),
\begin{align*}
\mathbf{m}' & \oplus [(w''', l, \text{pop}1), 0] \oplus [(w''', l, \text{pop}2), 0] \oplus [(w''', l, \text{push}1), 0] \\
& \oplus [(\top w''', 1)]
\end{align*}

\text{where } \delta_{k,l} = (q_{k,l-1} \xrightarrow{(w'_1, w'_2, w''')} q_{k,l}) \in \Delta_{\text{join}} \text{ and } q_{k,l} \in Q_{\text{join}}

\gamma_0(\langle q_{k,l}, l, \text{pop}2, \delta_{k,l} \rangle, (\gamma_{\text{verify}}, 0),
\begin{align*}
\mathbf{m}' & \oplus [(w''', l, \text{pop}1), 0] \oplus [(w''', l, \text{pop}2), 0] \\
& \oplus [(\top w''', 1)]
\end{align*}

\gamma_0(\langle q_{k,l}, l, \text{push}1, \delta_{k,l} \rangle, (\gamma_{\text{verify}}, 0),
\begin{align*}
\mathbf{m}' & \oplus [(w''', l, \text{push}1), 0] \oplus [(\top w''', 1)]
\end{align*}

\gamma_0(\langle \text{main}, (\varepsilon, 0) \rangle, \mathbf{m}' \oplus [(\top w''', 1)]
\begin{align*}
\gamma_0(\langle \text{main}, (v, 1) \rangle, \mathbf{m}'
\end{align*}

(c.s. 4) \gamma_0(\langle \text{main}, (v, 1) \rangle, \mathbf{m}')
\begin{align*}
\mathbf{m}'' \oplus [(v, 1)] = \mathbf{m}' \oplus [(\top w''', 1)]
\end{align*}

8. At this point, we can make a context switch to any of the threads in \( \mathbf{m}' \oplus [(\top w''', 1)] \) to
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start the simulation of the next transducer-move.

\[ \langle \gamma, (\varepsilon, 0), \mu' \rangle \Rightarrow^0 \langle \gamma, (v, 1), \mu'' \rangle \]

where \( \mu'' \oplus [(v, 1)] = \mu' \oplus [(\sim w'', 1)] \)

The cases of the transducer-move belonging to \( T_{\text{move}} \) or \( T_{\text{fork}} \) is similar. The only differences are that in the case of \( T_{\text{move}} \) there is only one stack to be read before we proceed to the guess of the stack related to \( \text{push1} \) and in the case of \( T_{\text{fork}} \) there are two stacks to be guessed. This concludes the proof that for any marking \( m_k \) reached in \( k \) transducer-moves by \( N(N) \), there exists a 1-bounded run \( \rho \) of \( A(N) \) that reaches the state \( g_{\text{main}} \) and in which \( g_{\text{main}} \) occurs \( k + 1 \) times.

Conversely, consider a run \( \rho \) of \( A(N) \) which satisfies the conditions in the claim:

\[ \langle \gamma_0, (\gamma_0, 0), \emptyset \rangle \Rightarrow^* \langle \gamma, \top w_{\text{init}}, 0, \emptyset \rangle \]
\[ \Rightarrow^* \langle \gamma, \top u_1, 1, \mu_1 \rangle \]
\[ \vdots \]
\[ \Rightarrow^* \langle \gamma, \top u_{k-1}, 1, \mu_{k-1} \rangle \]
\[ \Rightarrow^* \langle \gamma, \top u_k, 1, \mu_k \rangle \]

Let \( \mu_{k-1} \) be the marking reached by \( N(N) \) obtained by applying the induction hypothesis to the initial segment of \( \rho \) which reaches configuration \( \langle \gamma_{\text{main}}, (\top u_{k-1}, 1), \mu_{k-1} \rangle \). Consider the segment \( \rho' = \langle \gamma_{\text{main}}, (\top u_{k-1}, 1), \mu_{k-1} \rangle \Rightarrow^* \langle \gamma_{\text{main}}, (\top u_k, 1), \mu_k \rangle \). We assume that the first transition in \( \rho' \) is to the state \( (\text{join}, \text{unlock}, 1, \text{pop1}) \) (the other two choices being \( (\text{move}, \text{unlock}, 1, \text{pop1}) \) and \( (\text{fork}, \text{unlock}, 1, \text{pop1}) \), for both of which a similar argument holds). By construction, \( \rho' \) must reach the global states in each of the starting configurations outlined in the steps 1 through 8 in Subsection A.2.

It suffices to argue that the number of threads and their contents do not deviate from the configurations in steps 2 to 8. First, we observe that we cannot insert any context switches after a configuration containing an active thread \( (u, 1) \) where \( u \neq \varepsilon \). This is because such a switch increases the context switch number of the active thread to 2, which is disallowed by the conditions placed on \( \rho \). Thus the only deviation from the run can occur at the following two types of places:

1. the four context switches used in \( \rho \) and
2. configurations where the active thread has context switch number 0.

Let us consider the first case above, i.e. at the context switches where we could have switched to a different thread. There are in total 4 such context switches. At c.s.1 we could switch to a different thread \( (\top w'', 1) \) instead of \( (\top w', 1) \). However, the corresponding run \( \tilde{\rho} \) on making this change behaves in a similar way in the sense that \( (w', \tilde{w}'', \tilde{w}''') \) must belong to the language of \( T_{\text{join}} \) for us to successfully return to a configuration with state \( g_{\text{main}} \). At c.s.2, the only possible transition from a state \( (\square_1, l, \square_2) \in G_{\text{guess}} \) requires the top of stack symbol to be \( \gamma_{\text{guess}} \). Switching to any other thread and switching back leads to an increase in context switch number to more than 1, which is disallowed. Similarly at c.s.3 we require the top of stack symbol to be \( \gamma_{\text{verify}} \) and the same argument as before applies. At c.s.4 we are allowed to switch to any thread we want and this is intentional.

Next we consider the second case i.e. places where the active thread has context switch number 0. The first place where this occurs is at Step 6. At a configuration with state
(\text{join, i, push})$, the inactive threads either have top of stack symbol $\top$ or a symbol from $\Gamma_{kill} \setminus \{\gamma_{\text{verify}}\}$. The only transitions allowed are a sequence of context switches ending with a switch to back to the original active thread. None of the inactive threads with top of stack $\top$ can be involved in the context switches since this would increase such a thread’s switch number to at least 2, which is disallowed by the 1-boundedness of $\rho$. The only threads which can be involved are those with top of stack symbol belonging to $\Gamma_{kill} \setminus \{\gamma_{\text{verify}}\}$. Each of these can be switched to at most once since they are required to be killed later in the run and this is disallowed if their switch number is strictly more than 1. Thus the only difference in configuration can be that such threads have switch number 1 instead of 0. A similar argument as above applies to the case when the active thread is $\gamma_{\text{verify}}$.

Regarding the base case: The base case differs from the induction step in that the first time we arrive at $g_{\text{main}}$, the configuration is $\langle g_{\text{main}}, (\top w_{\text{init}}, 0), \emptyset \rangle$. The first transducer-move has to be either from $T_{\text{move}}$ or $T_{\text{fork}}$ and when arriving in $g_{\text{main}}$ for the second time, all threads have switch number 1, as can be seen from the fact that after the guess in Step 6, the newly created thread is switched out before the verification process in Step 7, resulting in a switch number of 1. This concludes our proof of the claim.

We now use the claim to prove the lemma. Let $\rho'$ be a run of $\mathcal{A}(N)$ which reaches a marking $m$ covering $m_f$. In other words, $m(w_{\text{final}}) \geq 1$. Suppose $\rho'$ uses $k'$ transducer-moves, then by the claim, there is a run $\rho$ of $\mathcal{A}(N)$ such that $\rho = \langle g_0, (\gamma_0, 0), \emptyset \rangle \Rightarrow^{\leq_{\leq 1}} \langle g_{\text{main}}, (\top w_{\text{final}}, 1), m \rangle$ Let $w_{\text{final}} = b_1b_2...b_l$. We now have the following sequence of transitions which enable us to reach $g_{\text{halt}}$:

\[
\begin{align*}
G_{\text{check}}^2 & \Rightarrow g_{\text{check}}^2 \langle g_{\text{check}}, 1 \rangle, (w_{\text{final}}, 1), m \rangle \\
G_{\text{check}}^3 & \Rightarrow g_{\text{check}}^3 \langle g_{\text{check}}, 2 \rangle, (b_2b_3...b_l, 1), m \rangle \\
& \vdots \\
G_{\text{check}}^3 & \Rightarrow g_{\text{check}}^3 \langle g_{\text{check}}, 1 \rangle, (b_l, 1), m \rangle \\
G_{\text{check}}^4 & \Rightarrow g_{\text{check}}^4 \langle g_{\text{halt}}, (\varepsilon, 1), m \rangle \\
\end{align*}
\]

Conversely, let $\rho$ be a run of $\mathcal{A}(N)$ that reaches $g_{\text{halt}}$. Then by construction there is an initial segment $\rho''$ of $\rho$ which reaches $g_{\text{main}}$ for the last time before we move to $(g_{\text{check}}, 1)$ i.e. $\rho$ must be of the following form

\[
\begin{align*}
\langle g_0, (\gamma_0, 0), \emptyset \rangle & \Rightarrow^{\leq_{\leq 1}} \langle g_{\text{main}}, (w_{\text{final}}, 1), m \rangle \\
G_{\text{check}}^2 & \Rightarrow g_{\text{check}}^2 \langle g_{\text{check}}, 1 \rangle, (w_{\text{final}}, i), m \rangle \\
& \Rightarrow^{\leq_{\leq 1}} \langle g_{\text{halt}}, (\varepsilon, 1), m \rangle \\
\end{align*}
\]

Note that once we reach $(g_{\text{check}}, 1)$, all inactive threads have switch number 1 and no context switches are possible. Hence there is exactly one sequence of transitions which enables us to
reach $\text{halt}$ from $(g_{\text{check}},1)$. This implies the multiset $\mathbf{m}$ when we reach $\text{halt}$ is exactly the same as that at the configuration $(g_{\text{main}},(w_{\text{final}},1),\mathbf{m})$ reached at the end of $\rho''$.

Assuming that $\rho''$ has $k'' + 1$ occurrences of $g_{\text{main}}$ and applying the claim, we obtain a run of $\mathcal{N}$ which uses $k''$ transducer-moves and ends in a final marking $\mathbf{m}_{k''}$ which must satisfy $\mathbf{m}_{k''}(w_{\text{final}}) \geq 1$. ■

\section{Proofs for Section 4}

\subsection{Proofs for Section 4.1}

Our construction borrows heavily from the Lipton construction \[13\], as it is explained in \[5\]. Therefore most to all of these proofs rely on ideas that were already established there. Let us prove the following three statements regarding $R(C)$:

1. Assume at the start of the execution of $\text{dec}$ at recursion depth $d > 1$ we have $v_{d'} = 2^{2n+1-d'}$ and $\bar{v}_{d'} = 0$ for each $v \in \{\bar{s},y,z\}$ and all $d' > d$. Then either $s_d$ gets decremented by $2^{2n+1-d}$ and $\bar{s}_d$ gets incremented by the same amount, or the execution of $\text{dec}$ gets stuck.

2. Assume at the start of the execution of Test$_{+1}(v,l_{\text{zero}},l_{\text{nonzero}})$ with $v \in \{y,z\}$ at recursion depth $d > 1$ we have $u_{d'} = 2^{2n+1-d'}$ and $\bar{u}_{d'} = 0$ for each $u \in \{\bar{s},y,z\}$ and all $d' > d + 1$. Furthermore, assume that $s_{d+1} = 0$, $\bar{s}_{d+1} = 2^{2n-d}$, and $v_{d+1} + \bar{v}_{d+1} = 2^{2n-d}$. Then either we go to $l_{\text{nonzero}}$ with no side effects if $v_{d+1} \neq 0$ at the start, or we go to $l_{\text{zero}}$ with the sole side effect of swapping the values of $v_{d+1}$ and $\bar{v}_{d+1}$ if $v_{d+1} = 0$ at the start, or the execution of Test$_{+1}$ gets stuck.

3. Assume at the start of the execution of $\text{inc}$ at recursion depth $d > 1$ all variables have value $0$. Then either the execution of $\text{inc}$ gets stuck, or for each $v \in \{\bar{s},y,z\}$ and all $d' \geq d$ the variable $v_{d'}$ gets incremented by $2^{2n+1-d'}$.

We prove these using induction on $d$.

Regardless of the base case for $\text{inc}$ or $\text{dec}$, we consider the maximum recursion depth $d = n + 1$. Thus, $\text{inc}_{\text{max}}$ or $\text{dec}_{\text{max}}$ get called which perform the increments and decrements by $2^{2n+1-((n+1)+1)} = 2^n = 2^1 = 2$ on the correct variables. For Test$_{+1}$, the base case is $d = n$, because it contains $\text{call}$ commands, which do not occur at maximum recursion depth by definition. We prove this base case together with the inductive case:

Regarding the inductive case for Test$_{+1}(v,l_{\text{zero}},l_{\text{nonzero}})$, we can jump to $l_{\text{nonzero}}$ if we previously jump to $l_{\text{test}}$ and perform a valid nonzero test on $v_{d+1}$ there via decrementing and incrementing once. This then leaves no side effects. On the other hand, we can jump to $l_{\text{zero}}$ if by induction hypothesis we can decrement $s_{d+1}$ by $2^{2n+1-(d+1)}$ using the call to $\text{dec}$ at $l_{\text{exit}}$. Since we assumed $s_{d+1}$ to be $0$ initially, we have to increment it that many times beforehand, requiring that many visits to $l_{\text{loop}}$. This then correctly shifts the value $2^{2n-d}$ from $\bar{v}_{d+1}$ to $v_{d+1}$ which means that we had $v_{d+1} = 0$ at the start from our assumptions.

Regarding the inductive case for $\text{dec}$, if the execution does not get stuck, we have to visit $l_{\text{outer}}$ $2^{2n-d}$-times while visiting $l_{\text{inner}}$ $2^{2n-d}$-times for each visit to $l_{\text{outer}}$. This is because we decrement either $y_{d+1}$ or $z_{d+1}$ once for each visit, both of them had initial value $2^{2n-d}$, and by induction hypothesis Test$_{+1}$ correctly tests them for zero. In the zero case, these variables are also conveniently reset to their maximum value, meaning that there are no side effects on them. All in all, $s_d$ gets decremented by $2^{2n-d}$. $2^{2n-d} = 2^{2n-d+2n-d} = 2^n 2^{2n-d} = 2^{2n-d+1}$, which is the correct amount.

Regarding the inductive case for $\text{inc}$, the recursive call gives us the statement for each $d' > d$ per the induction hypothesis. The remainder is very similar to $\text{dec}$ and relies on the
fact that all the variable values required by Test\(_{+1}\) have already been set by the recursive call to inc.

It is now clear that the call to inc at the start of \(R_{\text{init}}(C)\) sets up all the requirements so that dec and Test\(_{+1}\) can work correctly. The remainder of \(R_{\text{init}}(C)\) uses the variable \(y_1\) to increment \(x_0\) by \(2^{2^n}\) for each \(x \in X\). The correctness of the macro Test regarding \(x_0\), since it is only used in the main program, can then easily be inferred from the correctness of Test\(_{+1}\) regarding \(y_1\) and the similarities of their commands.

The same construction with a maximum recursion depth of \(2^n + 1\) can be used to simulate a counter program with counters bounded by \(2^{2^n}\): The procedures inc and dec both work by iteratively squaring a base value of 2 and performing that many increments or decrements. Starting with 2 and squaring \(n\)-times yields \(2^{2^n}\), therefore squaring \(2^n\) times instead yields \(2^{2^{2^n}}\). To give a more visual explanation:

\[
\begin{align*}
\cdots (2^2)^2 \cdots)^2 &= 2^{2^n} \\
\text{2}\text{\textsuperscript{n-times}} \\
\cdots (2^2)^2 \cdots)^2 &= 2^{2^{2^n}}.
\end{align*}
\]

### B.2 Proofs for Section 4.2

Given an RNP \(R\) with maximum recursion depth \(k\) we construct a TDPN \(N = (w_{\text{init}}, w_{\text{final}}, T_{\text{move}}, T_{\text{fork}}, T_{\text{join}})\), which defines the Petri net \(N(N) = (P, T, F, p_0, p_f)\), such that \([p_f]\) is coverable in \(N(N)\) iff there is a terminating execution of \(R\). Let us give more details on how to construct \(N(N)\) and the three transducers that define it.

The main idea for \(N(N)\) is to have up to \(k + 1\) many places for each variable and each label of \(R\). It is clear from the semantics of recursive net programs, why we need \(k + 1\) places for each variable. Furthermore, we need \(k - 1\) places for each label appearing in the \(\text{proc}_{\text{max}}\)-specification for a procedure \(\text{proc}\) to simulate the call stack. A single place per label would allow us to store the contents of the call stack, but not the order, meaning we would not be able to distinguish between some configurations. For \(\text{proc}_{\text{max}}\) as well as the main program, only a single place is needed per label, since the corresponding commands are only executed at recursion depths \(k\) and 0, respectively.

Transitions are introduced in similar fashion as places. We follow along the Lipton construction, with the alteration of having to copy some transitions up to \(k\)-times, to connect places at different recursion depths. How to simulate each command of \(R\) with Petri net transitions can be inferred from Figure 4 and Figure 5. As we can see, each call command and each procedure requires an additional place per recursion depth \(d\) (named \(l_{1,d, \text{calls}}\) \(\text{proc}\) respectively return \(\text{proc}_{d+1}\) in Figure 5). Furthermore, we need a single place \(w_{\text{halt}}\) for the halt command, which we use as our \(w_{\text{final}}\).

To make procedure calls work correctly, we also identify the starting labels of \(\text{proc}_{\text{max}}\) and \(\text{proc}_{\text{max}}\) for each procedure \(\text{proc}\). For such a label \(l\), the places indexed 1 to \(k - 1\) then correspond to \(\text{proc}_{\text{max}}\), whereas the place with index \(k\) corresponds to \(\text{proc}_{\text{max}}\). The places for labels of the main program are all indexed with 0. For \(w_{\text{init}}\) we use the place corresponding to the first label in the main program.

Let us now construct the transducers. First, we define our alphabet to be \(\Sigma := \{0, 1\}\). Thus, we need to give every place of \(N(N)\) a binary address. To this end, we first have to count the number \(h\) of places without counting additional copies at different recursion depths. Given a procedure \(\text{proc}\), let \(#p(\text{main})\), \(#p(\text{proc}_{\text{max}})\), and \(#p(\text{proc}_{\text{max}, d})\) be the number
The complexity of bounded context switching with dynamic thread creation

of places needed for the main program, for \( \text{proc}_{=} \text{max} \), and for \( \text{proc} < \text{max} \) at recursion depth \( d \), respectively. We define

\[
h := \#p(\text{main}) + \sum_{\text{proc} \in \text{PROC}} (\#p(\text{proc}_{=} \text{max}) + \#p(\text{proc} < \text{max}, 1) - 1).
\]

Here we have to subtract 1 for each procedure \( \text{proc} \), because we identified the starting labels of \( \text{proc} < \text{max} \) and \( \text{proc} = \text{max} \). Since every labelled command results in at most 2 places counted this way (one for the label and up to one auxiliary place), \( h \) is linear in the size of \( R \). Now we can give each of the counted places a different address using \( \log h \) bits. Then for the actual places, we just append to this address the binary representation of the recursion depth \( d \), that a given place corresponds to. This results in addresses of length at most \( \log h + \log k = \log(h \cdot k) \). If we encode the numbers for label and recursion depth with leading zeros, all addresses also have the same length, as required.

Now we start describing the components of the ternary transducers, leaving the binary one for later. Regarding Figure 4 to check whether three places are connected via a transition, most of the information is confined to the first \( \log h \) bits, while the last \( \log k \) bits just have to be checked for equality. Furthermore, there are only \( 2^{3\log h} = 8h \) many possibilities for triples of addresses of length \( \log h \), which is polynomial in the size of \( R \). To differentiate between all these possibilities, we can just use a ternary transducer \( T_{\text{diff}} \) with states \( Q_{\text{diff}} = \bigcup_{j=0}^{\log h} \{w \in \Sigma^* : |w| = j\} \), initial state \( \vee, \vee, \vee \), and transitions \( (w_1, w_2, w_3) \xrightarrow{(a_1, a_2, a_3)} (a_1, a_2, a_3) \) for all \( a_1, a_2, a_3 \in \Sigma^3 \) and \( (w_1, w_2, w_3) \in Q_{\text{diff}} \) with \( |w_1| = |w_2| = |w_3| < \log h \). This transducer then has polynomially many states and transitions in the size of \( R \). For the equality check on the last \( \log k \) bits, we use a ternary transducer \( T_{\vee} \) with states \( Q_{\vee} = \{q_0, \ldots, q_{\log k}\} \), initial state \( q_0 \), final states \( \{ q_{\log k} \} \), and transitions \( q_i \xrightarrow{(a,a,a)} q_{i+1} \) for each \( a \in \Sigma \) and all \( i \in \{0, \ldots, \log k - 1\} \). Since \( k \) was encoded in binary for \( R \), meaning it needed \( \log k \) space, this transducer’s size is also polynomial in the size of \( R \).

For the transitions connecting three places in Figure 5 we can reuse the transducer \( T_{\text{diff}} \) for the first \( \log h \) bits, but need something different from \( T_{\vee} \) for the last \( \log k \) bits. For transitions like the one connecting \( l_{1,d} \), \( l_{3,d+1} \) and \( l_{4,d} \_\text{calls}_\text{proc} \), or the one connecting \( l_{1,d} \_\text{calls}_\text{proc} \_\text{return}_\text{proc} \_d+1 \) and \( l_{2,d} \_\text{the second place belongs to a recursion depth one higher than the other two. Notice that we chose to order the places such a way, that it is always the second place that is different from the others. This order also complies with the definitions of } T_{\text{fork}} \text{ and } T_{\text{join}}. \) To check that the second number encoded in a triple of \( \log k \) bits is exactly one higher than the other two, we make use of a ternary transducer \( T_{\text{inc}} \) with states \( Q_{\text{inc}} = \{0, \ldots, \log k\} \times \{0, 1\} \), initial state \( (0, 0) \), final states \( \{ (\log k, 1) \} \), and the following transitions:

\[
(\text{inc}, 0) \xrightarrow{(a,a,a)} (\text{inc} + 1, 0) \text{ for all } a \in \Sigma,
\]

\[
(\text{inc}, 0) \xrightarrow{(0,1,0)} (\text{inc} + 1, 1) \text{ for all } a \in \{0, \ldots, \log k - 1\}, \text{ and}
\]

\[
(\text{inc}, 1) \xrightarrow{(1,0,1)} (\text{inc} + 1, 1) \text{ for all } a \in \{0, \ldots, \log k - 1\}.
\]

This transducer suffices for all transitions connecting three places in Figure 5 since the two we mentioned already are the only ones. It is also of polynomial size in the size of \( R \), since it consists at most twice as many states and transitions as \( T_{\vee} \).

To now construct \( T_{\text{fork}} \), we first take a copy of \( T_{\text{diff}}, T_{\vee}, \text{ and } T_{\text{inc}} \) and use the state \( \vee, \vee, \vee \) of \( T_{\text{diff}} \) as the new initial state. Then we consider all states of \( T_{\text{diff}} \) that correspond to a triple which could be connected via a transition of \( N \) of the appropriate form required for \( T_{\text{fork}} \) (see Figure 3). Then depending on whether this transition of \( N(N') \) would belong
to Figure 4 or Figure 5 we connect the considered state to either $T_{eq}$, or $T_{inc}$ in the following way: Let $(w_1, w_2, w_3)$ be the considered state and let $T$ be the transducer we want to connect it to. Then for every transition $q \xrightarrow{(a,b,c)} q'$ of $T$, where $q$ was the initial state of $T$, we add a transition $(w_1, w_2, w_3) \xrightarrow{(a,b,c)} q'$. The transducer $T_{join}$ is constructed in the same way.

The construction of $T_{move}$ is also very similar: We take the analogous binary transducers of $T_{diff}$ and $T_{eq}$ and connect them in the same way as before. This suffices, because all transitions connecting exactly two places in Figure 4 and Figure 5 only connect places of the same recursion depth.

All three transducers of $N$ have size polynomial in the size of $R$, and the binary addresses $w_{init}$ and $w_{halt}$ are also of length polynomial in this size. Therefore the input to the coverability problem for $N$ fulfills the size requirements. Furthermore, we can see that this construction can be done in polynomial time: We just construct $N(N)$ without additional copies of places for different recursion depths and then construct the three transducers from there.

C Reducing Non-Inheritance to Inheritance DCPS

In $\Pi$ the authors consider a variant of DCPS that has a slightly changed relation $\rightarrow_1$, compared to ours: Each newly spawned thread starts with $i + 1$ as its context switch number instead of 0, where $i$ is the context switch number of the thread that spawned it. Formally, for all $i \in \mathbb{N}, w \in \Gamma^*$ and each rule $g|\gamma \xrightarrow{w'} \gamma'$ we have $(g, (\gamma, w, i), m) \rightarrow_1 (g', (w', w, i), m')$, where now $m' = m \oplus [(\gamma', i + 1)]$ instead of $m \oplus [(\gamma', 0)]$. We call this model DCPS with inheritance, because each thread basically inherits the context switches from its parent. Our original model could then also be referred to as DCPS without inheritance.

To make use of the 2EXPSPACE-membership result from $\Pi$, let us reduce SRP[$K$] for DCPS without inheritance to SRP[$K + 2$] for DCPS with inheritance.

Let $A = (G, \Gamma, \Delta, g_0, \gamma_0)$ be a DCPS without inheritance and let $g_{reach} \in G, K \in \mathbb{N}$. We construct a DCPS with inheritance $A' = (G', \Gamma', \Delta', g'_0, \gamma'_0)$ with $g'_{reach} \in G'$ such that $g'_{reach}$ is $K$-bounded reachable in $A$ iff $g'_{reach}$ is $(K + 2)$-bounded reachable in $A'$:

1. $G' := \{g'_0\} \cup (G \times \{0, 1, 2\}) \cup (G \times \Gamma)$,
2. $g'_{reach} = (g_{reach}, 2)$,
3. $\Gamma' := \{(\gamma_0', \gamma_{dorm}), \gamma_{step}, \perp, \top\} \cup \Gamma \cup \bar{\Gamma}$, where $\bar{\Gamma} = \{\bar{\gamma}|\gamma \in \Gamma\}$, and
4. $\Delta'$ contains the following transition rules:
   1. $g'_0|\gamma_0 \xrightarrow{} g'_0|\gamma_0 \triangleright \gamma_{dorm}$,
   2. $g'_0|\gamma_0 \xrightarrow{} g'_0|\varepsilon \triangleright \perp$,
   3. $g'_0|\perp \xrightarrow{} (g_0, 0)|\gamma_0 \triangleright \perp$,
   4. $(g_1, 0)|\gamma \xrightarrow{} (g_2, 0)|w$ iff $g_1|\gamma \xrightarrow{} g_2|w \in \Delta$,
   5. $(g_1, 0)|\gamma_1 \xrightarrow{} (g_2, 0)|w \triangleright \gamma_2$ iff $g_1|\gamma_1 \xrightarrow{} g_2|w \triangleright \gamma_2 \in \Delta$,
   6. $(g, 0)|\gamma \xrightarrow{} (g, 1)|\top \triangleright \gamma_{step}$ for each $g \in G$ and each $\gamma \in \Gamma \cup \{\perp\}$,
   7. $(g, 1)\gamma_{step} \xrightarrow{} (g, 2)|\varepsilon$ for each $g \in G$,
   8. $(g, 2)|\top \xrightarrow{} (g, 0)|\varepsilon$ for each $g \in G$,
   9. $(g, 2)|\bar{\gamma} \xrightarrow{} (g, \bar{\gamma})|\varepsilon$ for each $g \in G$ and each $\gamma \in \Gamma$, and
   10. $(g, \gamma)|\gamma_{dorm} \xrightarrow{} (g, 0)|\gamma \perp$ for each $g \in G$ and each $\gamma \in \Gamma$.

To make it clear which rule is being applied for each $\rightarrow_1$-related pair of configurations, we put the rule number above the arrow.

We prove the following statements:

1. If $(g, (w, i), m)$ is $K$-bounded reachable in $A$ then $((g, 0), (w, \perp, i + 1), m')$ is $(K + 2)$-bounded reachable in $A'$, where...
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Let \( m(\gamma, 0) = \sum_{j=0}^{K+2} m'(\gamma, j') \) for all \( \gamma \in \Gamma \),
\( m(v, j) = m'(\top \cdot v \cdot \bot, j + 1) \) for all \((v, j) \in \Gamma^* \times \{1, \ldots, K\}\), and
\( m'(v', j') \neq 0 \) for any \( j' \in \mathbb{N} \) implies that \( v' = \varepsilon \), \( v' \in \Gamma \), or \( v' = \top \cdot v \cdot \bot \) for some \( v \in \Gamma^* \).

2. If \( \langle (g, 0), (w \cdot \bot, i'), m' \rangle \) with \( i' \leq K + 1 \) is \((K+2)\)-bounded reachable in \( \mathcal{A}' \) then \( \langle g, (w, i), m \rangle \) is \( K \)-bounded reachable in \( \mathcal{A} \), where

- if \( i + 1 \leq i' \),
- \( m \) and \( m' \) are related in the same way as in the previous statement, except every context switch number of a local configuration in \( m' \) is allowed to be arbitrarily higher and \( m' \) is allowed to contain additional local configurations with stack content \( \gamma_{dorm} \).

Regarding the first statement, we use induction on the length of the sequence of \( \Rightarrow_{\leq K} \)-related configurations of \( \mathcal{A} \). In the base case, this sequence consists of just the initial configuration \( \langle g_0, (\gamma_0, 0), \emptyset \rangle \). Consider the following configuration sequence of \( \mathcal{A}' \):

\[
\langle g_0, (\gamma_0, 0), \emptyset \rangle \\
\xrightarrow{\delta_0} \langle g_0', (\varepsilon, 0), [(\bot, 1)] \rangle \\
\xrightarrow{\Rightarrow_0} \langle g_0', (\bot, 1), [(\varepsilon, 1)] \rangle \\
\xrightarrow{\delta_1} \langle (g_0, 0), (\gamma_0 \cdot \bot, 1), [(\varepsilon, 1)] \rangle.
\]

The last configuration in this sequence fulfills the requirement.

For the inductive case, assume there is a \( K \)-bounded reachable configuration \( C \) of \( \mathcal{A} \), for which the statement already holds. Let \( \mathcal{C}' \) be a configuration of \( \mathcal{A} \) with \( C \Rightarrow_{\leq K} \mathcal{C}' \). We proceed by going over all cases for why this pair could be related via \( \Rightarrow_{\leq K} \):

**Case** \( \langle g, (\gamma, w, i), m \rangle \rightarrow_i \langle g', (w', w, i), m' \rangle \):

By induction hypothesis, a configuration of the form

\( \langle (g, 0), (\gamma, w \cdot \bot, i + 1), m' \rangle \)

is \((K+2)\)-bounded reachable in \( \mathcal{A}' \), where \( m' \) corresponds to \( m \) in the required way. Furthermore, \( \Delta \) has to contain the rule \( g|\gamma \leftrightarrow g'|w' \) for the above relation to hold. Therefore, \( \Delta' \) contains the rule \( (g, 0)|\gamma \leftrightarrow (g', 0)|w' \) by definition. Thus, we have

\( \langle (g, 0), (\gamma, w \cdot \bot, i + 1), m' \rangle \xrightarrow{\delta_{i+1}} \langle (g, 0), (w', w \cdot \bot, i + 1), m' \rangle. \)

The last configuration here fulfills the requirement.

**Case** \( \langle g, (\gamma, w, i), m \rangle \rightarrow_i \langle g', (w', w, i), m \oplus [(\gamma', 0)] \rangle \):

By induction hypothesis, a configuration of the form

\( \langle (g, 0), (\gamma, w \cdot \bot, i + 1), m' \rangle \)

is \((K+2)\)-bounded reachable in \( \mathcal{A}' \), where \( m' \) corresponds to \( m \) in the required way. Furthermore, \( \Delta \) has to contain the rule \( g|\gamma \leftrightarrow g'|w' \triangleright \gamma' \) for the above relation to hold. Therefore, \( \Delta' \) contains the rule \( (g, 0)|\gamma \leftrightarrow (g', 0)|w' \triangleright \gamma' \) by definition. Thus, we have

\( \langle (g, 0), (\gamma, w \cdot \bot, i + 1), m' \rangle \xrightarrow{\delta_{i+1}} \langle (g, 0), (w', w \cdot \bot, i + 1), m' \oplus [(\gamma', i + 2)] \rangle. \)

The last configuration here fulfills the requirement, because \( i \leq K \) due to adhering to the bound in \( \mathcal{A} \).
Case \( (g', (w, i), m \oplus [(w', 0)]) \mapsto_i (g', (w', 0), m \oplus [(w, i + 1)]) \):

Since inactive threads with context switch number 0 have never been active, their stack contents cannot have changed since they were spawned. Therefore \(|w'| = 0\), or rather \(w' = \gamma \in \Gamma\). By induction hypothesis, a configuration of the form

\[
(g', (w, \bot, i + 1), m' \oplus [(\bar{\gamma}, j')])
\]

is \((K + 2)\)-bounded reachable in \(\mathcal{A}'\), where \(j' \leq K + 2\) and \(m'\) corresponds to \(m\) in the required way. To the configuration sequence of \(\mathcal{A}'\), that serves as a witness for this reachability, we add the following at the start:

\[
(g_0', (\gamma_0', 0, \emptyset) \mapsto_\alpha (g_0', (\gamma_0', 0, ) \oplus [(\gamma_{dorm}, 1)])
\]

In the process, every configuration in the sequence receives an additional inactive thread with local configuration \((\gamma_{dorm}, 1)\). Thus, the configuration

\[
((g, 0), (w, \bot, i + 1), m' \oplus [(\bar{\gamma}, j')]) \oplus [(\gamma_{dorm}, 1)])
\]

is also \((K + 2)\)-bounded reachable in \(\mathcal{A}'\). From there, we consider the following configuration sequence:

\[
\begin{align*}
\delta_{i + 1} ((g, 1), (\top, w, \bot, i + 1), m' \oplus [(\bar{\gamma}, j')] \oplus [(\gamma_{dorm}, 1)]) \oplus [(\gamma_{step}, i + 2)] \\
\mapsto_i (g, 1), (\gamma_{step}, i + 2), m' \oplus [(\bar{\gamma}, j')] \oplus [(\gamma_{dorm}, 1)] \oplus [(\top, w, \bot, i + 2)] \\
\delta_{i + 2} ((g, 2), (\bar{\gamma}, i + 2), m' \oplus [(\bar{\gamma}, j')] \oplus [(\gamma_{dorm}, 1)]) \oplus [(\top, w, \bot, i + 2)] \\
\mapsto_i ((g, 2), (\bar{\gamma}, j'), m' \oplus [(\top, w, \bot, i + 2)] \oplus [(\gamma_{dorm}, 1)]) \oplus [(\bar{\gamma}, i + 3)] \\
\delta_{j'} ((g, \gamma, (\gamma_{dorm}, 1), m' \oplus [(\top, w, \bot, i + 2)] \oplus [(\gamma_{dorm}, 1)]) \oplus [(\gamma, j')]) \\
\mapsto_i ((g, \gamma, (\gamma_{dorm}, 1), m' \oplus [(\top, w, \bot, i + 2)] \oplus [(\gamma, j')]) \oplus [(\gamma, i + 3)])
\end{align*}
\]

The relations here hold, since \(i < K\) due to adhering to the bound \(K\) in \(\mathcal{A}\). The last configuration in this sequence fulfills the requirement.

Case \( (g, (w, i), m \oplus [(w', j)]) \mapsto_i (g, (w', j), m \oplus [(w, i + 1)])\), where \(j > 0\):

By induction hypothesis, a configuration of the form

\[
(g, 0), (w, \bot, i + 1), m' \oplus [(\top, w', \bot, j + 1)]
\]

is \((K + 2)\)-bounded reachable in \(\mathcal{A}'\), where \(m'\) corresponds to \(m\) in the required way. From here, we consider the following configuration sequence of \(\mathcal{A}'\):

\[
\begin{align*}
\delta_{i + 1} ((g, 1), (\top, w, \bot, i + 1), m' \oplus [(\top, w', \bot, j + 1)] \oplus [(\gamma_{step}, i + 2)]) \\
\mapsto_i ((g, 1), (\gamma_{step}, i + 2), m' \oplus [(\top, w', \bot, j + 1)] \oplus [(\top, w, \bot, i + 2)]) \\
\delta_{i + 2} ((g, 2), (\bar{\gamma}, i + 2), m' \oplus [(\top, w', \bot, j + 1)] \oplus [(\top, w, \bot, i + 2)]) \\
\mapsto_i ((g, 2), (\top, w', \bot, j + 1), m' \oplus [(\bar{\gamma}, i + 3)] \oplus [(\top, w, \bot, i + 2)]) \\
\delta_{j + 1} ((g, 0), (w', \bot, j + 1), m' \oplus [(\bar{\gamma}, i + 3)] \oplus [(\top, w, \bot, i + 2)])
\end{align*}
\]

The relations here hold, since \(i < K\) due to adhering to the bound \(K\) in \(\mathcal{A}\). The last configuration in this sequence fulfills the requirement.
This concludes the proof of the first statement.

Regarding the second statement, we use induction on the number of global states in \( G \times \{0\} \), that appear in the sequence of \( \Rightarrow_{\leq K+2} \)-related configurations of \( A' \). For the base case, we again consider the following configuration sequence:

\[
\langle g_0', (\gamma_0', 0), 0 \rangle \xrightarrow{0} \langle g_0', (\varepsilon, 0), \{\bot, 1\} \rangle \\
\xrightarrow{K_0} \langle g_0', (\bot, 1), \{\varepsilon, 1\} \rangle \\
\xrightarrow{K_1} \langle (g_0, 0), (\gamma_0, \bot), \{\varepsilon, 1\} \rangle.
\]

The last configuration in this sequence corresponds to the initial configuration of \( A \) as required. The only way to deviate from this sequence without including more than one configuration of \( G \times \{0\} \) is to spawn additional threads with stack content \( \gamma_{\text{dorm}} \) and to perform arbitrary context switches between these.

For the inductive case, we assume that we have \( C \Rightarrow_{\leq K+2} C' \) for configurations \( C, C' \) of \( A' \), whose global states are in \( G \times \{0\} \). Furthermore, we assume that the statement already holds for \( C \) and that the \( \Rightarrow_{\leq K+2} \)-related sequence from \( C \) to \( C' \) contains no further configurations, whose global states are in \( G \times \{0\} \). For the most part, it is easy to see, that such a sequence has to fall under one of the cases considered in the proof of the first statement, but may contain additional context switches. In all these cases, we end up with a configuration \( C' \), for which the second statement holds.

The one case, that we still need to consider, is having an active thread with local configuration \((w, \bot, K + 2)\) and a global state in \( G \times \{0\} \). This case is not covered by the second statement and therefore we should proof that it does not cause any problems. However, let us first argue that this case can actually occur. Consider the following sequence:

\[
C = \langle (g, 0), (w, \bot, i'), m' \oplus [(T. w'. \bot, K + 2)] \rangle \\
\xrightarrow{6} \langle (g, 1), (T. w'. \bot, i'), m' \oplus [(T. w'. \bot, K + 2)] \oplus [(\gamma_{\text{step}}, i' + 1)] \rangle \\
\xrightarrow{v_{i'+1}} \langle (g, 2), (\varepsilon, i' + 1), m' \oplus [(T. w'. \bot, K + 2)] \oplus [(T. w. \bot, i' + 1)] \rangle \\
\xrightarrow{8_{K+2}} \langle (g, 0), (w'. \bot, K + 2), m' \oplus [(\varepsilon, i' + 2)] \oplus [(T. w. \bot, i' + 1)] \rangle.
\]

We can see that this case can occur any time we have an inactive thread with local configuration \((T. w'. \bot, K + 2)\) for some \( w' \in \Gamma^* \). Let us argue that from here \( A' \) can no longer \((K + 2)\)-bounded reach a configuration of the form \((\tilde{g}, 0), (\tilde{w}. \bot, \tilde{i}), \tilde{m})\), where \( \tilde{w} \in \Gamma^* \) and \( \tilde{i} < K + 2 \). Considering \( C \) matched the requirements of the second statement, the only way to reach such a configuration is to go to some state in \( G \times \{2\} \) first, to then switch in an inactive thread with local configuration \((T. \tilde{w}. \bot, \tilde{i})\) and afterwards pop the \( T \)-symbol. An attempt at this leads to the following sequence:

\[
\langle (g, 0), (w'. \bot, K + 2), m' \oplus [(\varepsilon, i' + 2)] \oplus [(T. w. \bot, i' + 1)] \rangle \\
\xrightarrow{6_{K+2}} \langle (g, 1), (T. w'. \bot, K + 2), m' \oplus [(\varepsilon, i' + 2)] \oplus [(T. w. \bot, i' + 1)] \oplus [(\gamma_{\text{step}}, K + 3)] \rangle.
\]

Here, the inactive thread with local configuration \((\gamma_{\text{step}}, K + 3)\) cannot be switched in, since its context switch number is already too high. The multiset \( m' \) also contains no other
\(\gamma_{\text{step}}\)-threads by virtue of \(C\) matching the requirements of the second statement. Thus, \(\mathcal{A}'\) can no longer change the global state from here. This concludes the proof of the second statement.

Finally, let us prove that \(g_{\text{reach}}\) is \(K\)-bounded reachable in \(\mathcal{A}\) iff \((g_{\text{reach}}, 2)\) is \((K + 2)\)-bounded reachable in \(\mathcal{A}'\):

If \(g_{\text{reach}}\) is \(K\)-bounded reachable in \(\mathcal{A}\), then a configuration of the form \((g, 0), (w, \bot, i + 1), m'\) is \((K + 2)\)-bounded reachable in \(\mathcal{A}'\) by the first statement. Consider the following configuration sequence of \(\mathcal{A}'\), which reaches \((g_{\text{reach}}, 2)\):

\[
\langle (g_{\text{reach}}, 0), (w, \bot, i + 1), m' \rangle \\
\xrightarrow{\gamma_{\text{step}, i + 1}} \langle (g_{\text{reach}}, 1), (w, \bot, i + 1), m' \oplus [(\gamma_{\text{step}, i} + 2)] \rangle \\
\xrightarrow{i + 1} \langle (g_{\text{reach}}, 1), (\gamma_{\text{step}, i} + 2), m' \oplus [(w, \bot, i + 2)] \rangle \\
\xrightarrow{i + 2} \langle (g_{\text{reach}}, 2), (\varepsilon, i + 2), m' \oplus [(w, \bot, i + 2)] \rangle
\]

On the other hand, if \((g_{\text{reach}}, 2)\) is \((K + 2)\)-bounded reachable in \(\mathcal{A}'\) then \((g_{\text{reach}}, 0)\) must have been reachable as well, because the transition rules of \(\mathcal{A}'\) only allow the \(G\)-part of the state tuple to change while in \(G \times \{1\}\). Furthermore, only top of the stack symbols from \(\Gamma\) allow for changes in the \(G\)-part of the state tuple, and stacks with such symbols always receive a bottom of the stack symbol \(\bot\) according to the transition rules of \(\mathcal{A}'\). Additionally, an active thread with such stack contents must have a context switch number \(< K + 2\) to reach \(G \times \{2\}\) from \(G \times \{0\}\), as we have seen previously. Finally, we can assume there to be no inactive threads with stack content \(\gamma_{\text{step}}\), since such threads only exist in \(G \times \{1\}\) and get consumed to move away from there.

Therefore, a configuration of the form \((g_{\text{reach}}, 0), (w, \bot, i'), m'\) as required by the second statement is \((K + 2)\)-bounded reachable in \(\mathcal{A}'\). This means that a configuration of the form \((g_{\text{reach}}, (w, i), m)\) with \(i \leq i' - 1\) is \(K\)-bounded reachable in \(\mathcal{A}\), and so is \(g_{\text{reach}}\) itself.