PARABOLIC EQUATIONS WITH ROUGH COEFFICIENTS AND SINGULAR FORCING

FELIX OTTO, JONAS SAUER, SCOTT SMITH AND HENDRIK WEBER

Abstract. This article focuses on parabolic equations with rough diffusion coefficients which are ill-posed in the classical sense of distributions due to the presence of a singular forcing. Inspired by the philosophy of rough paths and regularity structures, we introduce a notion of modelled distribution which is suitable in this context. We prove two general tools for reconstruction and integration, as well as a product lemma which is tailor made for the reconstruction of the rough diffusion operator. This yields a partially automated deterministic theory, which we apply to obtain an existence and uniqueness theory for parabolic equations with rough diffusion coefficients and a singular forcing in the negative parabolic Hölder space of order larger than $-\frac{3}{2}$.
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1. Introduction

The present article is devoted to linear parabolic partial differential equations of the form

\[ \partial_t u - P(a \partial_x^2 u) = Pf, \]  

where we seek to build a \([0,1)^2\)-periodic solution \( u = u(x) \), where \( x = (x_1, x_2) \in \mathbb{R}^2 \) and \( P \) denotes the projection onto mean-free functions. The coefficient field is a periodic uniformly elliptic function \( a \in C^\alpha \), while the forcing is merely a distribution \( f \in C^{\alpha-2} \) for some \( \alpha \in (0, 1) \); see Section 1.2 for the definition of the Hölder spaces. Here we restrict our attention to scalar equations and a single space dimension for notational convenience. The framework of solutions that are periodic not just in the space-like variable \( x_1 \), but also the time-like variable \( x_2 \) is a more substantial modification: this more “elliptic” treatment of a parabolic equation necessitates the projection \( P \) and motivates the non-standard labeling of the variables. The initial-value problem will be treated in subsequent work. Solutions to (1) are expected to be generically at most \( C^\alpha \) when measured on the Hölder scale, so the product \( a \partial_x^2 u \) does not carry a canonical meaning in the sense of distributions, since \( \alpha + (\alpha - 2) < 0 \). Note that (1) arises naturally as a linear counterpart to non-linear stochastic PDEs where \( a \) itself depends on the solution \( u \), and \( f \) is a generic realization of a random forcing, the most canonical example being the case of space-time white noise, which however requires \( \alpha = \frac{1}{2} \), while in this paper we treat the range of \( \alpha \in \left( \frac{1}{2}, \frac{2}{3} \right) \), the range of \( \left( \frac{2}{3}, 1 \right) \) having dealt with in this framework in [17].

This work is part of an increased effort to understand singular stochastic PDE following Hairer’s discovery of regularity structures [14] and the work by Gubinelli-Imkeller-Perkowski on paracontrolled distributions [10]. Both of these theories gave a way to interpret and construct solutions to a large class of semi-linear equations

\[ Lu = F(u, f), \]

where \( L \) is a linear operator (often the diffusion operator \( \partial_2 - \partial_1^2 \), also in multiple space dimensions) and the right hand side involves an irregular noise term \( f \) (e.g. space-time white noise). Among the problems which
were treated were the KPZ equation [13, 6, 11], the parabolic Anderson model and more general multiplicative stochastic heat equations [14, 10, 15], as well as the dynamic $\Phi^4_3$ model [13, 4, 16].

The main issue addressed in all of these works is that certain non-linear operations which are part of the right hand side $F$ are not defined in the regularity class one expects the solution $u$ to live in. Because of this lack of regularity, the definition of these operations involves a renormalization procedure which often amounts to adding formally infinite counter-terms. Let us stress that the definition of the leading order operator $L$ does not pose a problem in any of these works. In both [14] and [10] the semi-linear structure is used to formulate (2) in the so-called mild form using the variation of constants formula. In both approaches explicit kernel representations of the operator $L^{-1}$ are used to infer the regularity for $u$.

The rigorous implementation of the renormalization procedure for (2) is split into two steps: a stochastic step and an analytic step. In the stochastic step, explicit approximate solutions to (2) are constructed off-line, as we like to say, the structure of which is given by a formal perturbation expansion of (2) in small $f$. These terms possess the same low regularity as one expects for $u$, but nonetheless the renormalization procedure can be performed more easily for these objects than for $u$, because they are known explicitly, typically as polynomials in the underlying random noise $f$. In the analytic step, going back to the original problem (2), the non-linear operations for $u$ are defined based on the assumption that $u$ is well-approximated by the explicit terms in the perturbation expansion, and (2) is solved in this framework. In this paper, we only focus on the second, analytic step in case of (1).

The analytic part of this approach works for a very large class of equations which satisfy a certain scaling property, called sub-criticality in [14]. In the context of equation (1) this condition translates to the assumption $\alpha > 0$. However, when approaching the threshold of criticality, more and more terms are required in the perturbation expansion with more and more complicated relations among themselves. In the framework of regularity structures these relations have now been completely analyzed [3, 5] systematically. Such higher-order expansions have yet to be analyzed in the framework of paracontrolled distributions; see however [1] for recent progress in this direction.

In [17], the first and last authors studied the variable coefficient equation (1) in the regime $\alpha \in \left(\frac{2}{3}, 1\right)$ en route to a small data theory for the corresponding quasilinear equation (for suitably randomized $f$), where $a = A(u)$ for a sufficiently smooth, uniformly elliptic function $A$ (see also [7], [2] for related work in the context of paracontrolled distributions). They introduce a parametric model based on a family
\{v_\alpha(\cdot, a_0)\}_{a_0 \in I} \subset C^\alpha \text{ of periodic solutions to the linear equation}

\begin{equation}
(\partial_2 - a_0 \partial_1^2) v_\alpha(\cdot, a_0) = Pf,
\end{equation}

where \( I = [\lambda, \lambda^{-1}] \) denotes the ellipticity interval. They consider a sub-class of functions \( u \) which are “modelled” after \( v_\alpha \) in the sense that for some \( \nu \in C^{2\alpha - 2} \) it holds

\begin{equation}
|u(y) - u(x) - (v_\alpha(y, a(x)) - v_\alpha(x, a(x))) - \nu(x)(y - x)|_1 
\leq Md^{2\alpha}(x, y),
\end{equation}

where \( M \) is a suitable constant and \( d(x, y) \) is the parabolic distance (see (6)). We remark that this approach was also adopted by [7]. Relation (4) is a higher-dimensional version of Gubinelli’s [9] notion of a controlled rough path and also closely related to Hairer’s notion of a modelled distribution. However (4) is nonlinear, since the function \( a \) is required to guide the ellipticity parameter.

The present work builds on the ideas developed in [17], with the broader goal of reaching a wider class of equations, including more singular noise and more sophisticated non-linearities. To build a solution theory for (1) with more singular forcing than the regime \( \alpha \in (\frac{2}{3}, 1) \), one must build a larger model, involving several functions which are higher-order analogues of \( v_\alpha \), having the same regularity but a higher homogeneity in \( f \). As a result, writing an explicit local description of \( u \) analogous to (4) becomes increasingly tedious, since the role of increments of \( v_\alpha \) in the relation (4) is replaced by more complicated expressions reflecting their own modelledness. Moreover, these objects naturally depend on several ellipticity arguments \( (a_0, a'_0, \ldots) \), so in the analysis of the linear problem (1) one requires additional rough functions playing the role of \( a \) in (4) above. In fact, these various instances of \( a \) must satisfy their own analogues of (4), leading to a hierarchy of controlled rough path relations.

Due to this complexity, it is natural to seek a more abstract framework that keeps track of these intricacies through an efficient book keeping. In the spirit of regularity structures [14], we introduce abstract spaces the elements of which act as placeholders for the various rough functions and singular distributions arising in the analysis of (1). To incorporate the parametric dependence of the model, we use abstract spaces which are infinite dimensional, consisting of functions of various instances \( (a_0, a'_0, \ldots) \) of the ellipticity parameter. This should be contrasted with the abstract spaces encountered in the semi-linear context, where finite dimensional-spaces suffice for the local description of the solution. Moreover, in order to bundle the hierarchy of controlled rough path relations into a single condition, we switch to the perspective that the local description of \( u \) is given by a family of linear forms.
on the direct sum of the abstract spaces modulated by $x$ (thus an element of the cotangent-bundle) satisfying a simple continuity condition (see (19)).

1.1. **Structure of the Paper.** The first part of the paper, namely Sections 2 and 3, provides abstract tools which are vital in the treatment of (1). The main results in this abstract part are Propositions 1 and 2, which we refer to as reconstruction and integration respectively. These can be viewed as generalizations of two of the core ideas in [17], the first being a wavelet-free approach to the reconstruction theorem of Hairer, cf. Theorem 3.10 in [14], and the second being a kernel-free approach to Schauder estimates. In comparison to [17], their novelty is more in their statement and greater generality. In particular, they are freed from the particular details of the underlying model, so they may eventually be applied to analyze (1) within the full regime $\alpha \in (0, 1)$. We also note that these results apply equally well in semi-linear contexts (i.e., without parametric dependence), and could be useful for the reader looking for additional clarity on the reconstruction and integration results in Sections 3 and 5 of Hairer [14].

Proposition 1 is well aligned with the more abstract perspective taken in the present article. Namely, we view the off-line inputs (a *model*) as a distribution with values in an abstract space and use a family of $x$ dependent semi-norms given in terms of a *skeleton* to quantify the required bounds (see (23)). In turn, these semi-norms determine a certain continuity and boundedness condition (see (18) and (19)) required for a family of linear forms (a *modelled distribution*) to have a unique reconstruction relative to the given off-line inputs. This result is certainly very close to that of Hairer [14], but is packaged in a different way and relies on a different set of tools in the proof.

Our key notions to formulate these results, namely model, skeleton and modelled distribution, are closely related to Hairer’s notion of model and modelled distribution [14], but we prefer to present them with a slightly different focus. For Hairer a model consists of families of distributions $\Pi_{x, \tau}$ indexed by the base-point $x$ and the symbol $\tau$ as well as operators $\Gamma_{xy}$ that translate these distributions from one base point to another (see [14, Definition 2.17]). In concrete situations (see e.g. [14, Remark 2.25, Section 8.2] or [15, Section 3.3]), such a model is typically constructed from distributions $\Pi_{\tau}$ which do not depend on the base point $x$ and operators $F_x$ that “recenter” the distributions $\Pi_{\tau}$ around a specific point $x$ and yield the $\Pi_{x, \tau}$. We view the “uncentered” distributions (i.e., Hairer’s $\Pi$) as the more fundamental object and this is what we call model. Our skeleton $\Gamma$ then corresponds exactly to the family of $F_x$, cf. Remark 1, and we stress that our $x$-dependent
continuity assumption (23) corresponds exactly to Hairer’s “order condition” [14, Equation (2.15)]. Both, the model and the skeleton are part of the off-line data and in applications to stochastic PDE we expect to construct them together. However, they play a somewhat different role in the analysis and we prefer to separate them to emphasize their difference. Similarly, we define modelled distribution in terms of the skeleton; note that our “form-continuity” condition (19) corresponds exactly to Hairer’s continuity condition
\[ \| \Gamma_{xy} f(y) - f(x) \|_{\beta} \lesssim d^{\alpha - \beta}(y, x), \]
see Remark 1.

Proposition 2 can be viewed as a splitting method, where in contrast to a typical decomposition into a rough piece and a more regular piece, the remainder does not need to satisfy an explicit equation in order to be shown of higher order, only to satisfy a certain bound (71), referred to as the local splitting condition. This idea is certainly implicit in the theory of regularity structures and paracontrolled calculus, but the formulation here seems new. It extends Safonov’s kernel-free approach to Schauder theory to singular equations.

Another important result in Section 2 is Lemma 3, which together with Corollary 1 yields an automated procedure for defining the rough diffusion operator \( a \circ \partial^2_1 u \) as a distribution, given as inputs modelled distributions \( a \) and \( \partial^2_1 u \) and assuming the necessary off-line products have already been defined. This is ultimately a corollary of the abstract reconstruction result Proposition 1, but we must first build a suitable family of linear forms to represent \( a \circ \partial^2_1 u \) at the abstract level. This turns out to almost be the form given by a naive tensorization, but it must be extended further to include an additional abstract placeholder for the distribution \( \partial^2_1 u \) (see (60)). We remark that since our main objective is to give an enhanced description of the commutator \( (a \circ \partial^2_1 u)_T - a(\partial^2_1 u)_T \), the power counting for the order of this form is slightly better than in the typical multiplication theorem of Hairer, cf. Theorem 4.7 in [14], in that one can neglect the contribution of the lowest homogeneity in the description of \( a \).

Our larger goal, for which the present work gives partial progress, is to develop a complete well-posedness theory for (1) under the hypothesis that the rough diffusion coefficient \( a \) has a suitable description as a modelled distribution. Given such a description, specified in terms of appropriate abstract spaces and a corresponding model, one then attempts to build the abstract framework sufficient to describe \( u \) together with the description of \( a \). The construction of such a joint framework has to anticipate the nonlinear relationship \( a \mapsto u \) given through (1). Finally, one seeks an estimate for the norm of \( u \) as a modelled distribution in terms of the corresponding norm for \( a \). We do not put forth a general theory of this type in the present article. However, as a proof of concept, illustrating how to apply the results
in Sections 2 and 3, we carry out this approach to (1) in a concrete setting motivated by quasi-linear SPDEs with additive forcing in the regime \( \alpha \in \left( \frac{1}{2}, \frac{3}{2} \right) \) corresponding to a marginally smoother covariance structure than space-time white noise.

Namely, in Section 4 we study (1) under the simplifying hypothesis that the modelled distribution describing \( a \) resembles a linear transformation of the solution \( u \). In Sections 4.3 and 4.4, we specify the abstract spaces (functions of several parameters) along with the functions and distributions required in an off-line step for the local description of \( a, u \), and \( a \circ \partial_1^2 u \). In Section 4.5, we present the “algebraic” algorithm for constructing the modelled distribution describing \( u \) from the modelled distribution describing \( a \). The main result, Theorem 1, establishes existence and uniqueness including an \textit{a priori} bound for the norm of \( u \) as a modelled distribution in terms of the norm of \( a \) as a modelled distribution, under a smallness condition on the Hölder norm of \( a \).

For concreteness, we carry this analysis out on a very particular example of a model for \( a \) (and \( u \)) suitable for the quasilinear problem \( a = a(u) = u + 1 \) and additive noise. In Corollary 2, we point out that our \textit{a priori} estimate is sufficient for the self-mapping property in a fixed point argument in the quasilinear case. The complementing contraction property would follow from a stability analysis for (1) including Lipschitz dependence on the modelled distribution describing \( a \), which is currently in preparation. Moreover, we expect that our result remains true with roughly the same proof if the model describing \( a \) were larger in order to be suitable for a general (smooth) \( a(u) \) or multiplicative noise \( \sigma(u)f \), as long as the relevant stochastic off-line inputs can be constructed, and \( a \) is described to a sufficiently high order. In contrast, carrying out this procedure with rougher noise would require additional ideas. Indeed, in Section 6 we find that in contrast to the semi-linear setting, the algebraic and the analytic aspects of the problem are more intertwined. In particular, the differential structure in the parameter plays a crucial role in the proof of Lemma 5, the application of our general integration lemma, Proposition 2. This is the main analytic ingredient which must still be done by hand, cf. the proof of Lemma 4 and Step 1 in the proof of Lemma 5, and would need to be automated in order to provide a black box of analytic tools for solving (1) with arbitrary \( \alpha \in (0, 1) \).

While completing this article, we became aware of a recent work by Hairer and Gerencsér [8] on a closely related subject. These authors developed a short-time solution theory for the initial value problem of stochastic PDEs of the type

\[
(\partial_t - a(u)\partial_1^2)u = b(u)(\partial_1 u)^2 + \sigma(u)f.
\]

Here \( f \) is a suitable random distribution of low regularity. Their results are optimal in the sense that the analytic part of their construction
works up to the threshold of sub-criticality, i.e., for all \( f \) of regularity \( \alpha > 0 \). In order to construct the terms in the stochastic expansion they impose a stronger regularity assumption which corresponds to \( \alpha > \frac{1}{2} \) and this condition may also be close to optimal. However, in order to analyze the renormalization procedure they impose an even stronger regularity assumption on \( f \) which corresponds exactly to our condition \( \alpha > \frac{1}{2} \). Their analysis is based on a transformation which turns (5) into a rather complicated non-local integral equation. Despite its complexity this equation does fall into the class of problems that can be treated within the sophisticated regularity structure machinery as developed in [3, 5, 14]. The reason for their restriction \( \alpha > \frac{1}{2} \) stems from the fact that in their framework it is not obvious that the terms produced in the renormalization depend locally on the solution \( u \) and they only checked this explicitly in the case \( \alpha > \frac{1}{2} \).

In the present work we do not discuss the construction of the off-line stochastic terms or their effect on renormalization. However, we do not expect any problem connected to non-locality as this only arises in the transformation to an integral equation and can probably be avoided by dealing directly with the more natural equation (5), as we do.

1.2. Semigroup Convolution and Hölder Scale. We will use similar notation as in [17] whenever possible. Let us recall the basic notations used there, in particular the parabolic metric and the convolution kernel.

The parabolic operator \( \partial_2 - a_0 \partial_2^2 \) and its mapping properties on the scale of Hölder spaces (i.e., Schauder theory) imposes its intrinsic (Carnot-Carathéodory) metric, which is given by

\[
d(x, y) = |x_1 - y_1| + \sqrt{|x_2 - y_2|}.
\]

(6)

In order to define negative norms of distributions in an intrinsic way, it is convenient to have a family \( \{ (\cdot)_T \}_{T > 0} \) of mollification operators \( (\cdot)_T \) consistent with the relative scaling \( (x_1, x_2) = (\ell \hat{x}_1, \ell^2 \hat{x}_2) \) of the two variables dictated by (6). It will turn out to be extremely convenient to have in addition the semi-group property

\[
(\cdot)_T(\cdot)_t = (\cdot)_{T+t}.
\]

(7)

All the above is achieved by convolution with the kernel of the semi-group \( \exp(-T(\partial_1^4 - \partial_2^2)) \) of the elliptic operator \( \partial_2^2 - \partial_2^4 \), which is the simplest positive operator displaying the same relative scaling between the variables as \( \partial_2 - \partial_2^2 \) and being symmetric in \( x_2 \) next to \( x_1 \). We note that the corresponding convolution kernel \( \psi_T \) is easily characterized by its Fourier transform \( \hat{\psi}_T(k) = \exp(-T(k_1^4 + k_2^2)) \); since the latter is a Schwartz function, also \( \psi_T \) is a Schwartz function. For later reference we note that

\[
\partial_T \psi_T = -(\partial_1^4 - \partial_2^2) \psi_T.
\]

(8)
The only three (minor) inconveniences are that 1) the $x_1$-scale is played by $T_4^\dagger$ (in line with (6) the $x_2$-scale is played by $T_2^\dagger$) since we have $\psi_T(x_1, x_2) = \frac{1}{T_4^\dagger} \psi_1(\frac{x_1}{T_4^\dagger}, \frac{x_2}{T_2^\dagger})$, that 2) $\psi_1$ (and thus $\psi_T$) does not have a sign, and that 3) $\psi_1$ is not compactly supported. The only properties of the kernel we need are moments of derivatives:

$$\int |\partial^k_1 \psi_T(x - y)| d^\alpha(x, y) dy \lesssim (T_4^\dagger)^{-k+\alpha} \quad \text{and} \quad \int |\partial^k_2 \psi_T(x - y)| d^\alpha(x, y) dy \lesssim (T_2^\dagger)^{-2k+\alpha}$$

for all orders of derivative $k = 0, 1, \cdots$ and moment exponents $\alpha \geq 0$. Here, the symbol $\lesssim$ is used whenever the inequality holds up to a constant that depends only on $\alpha$ and $k$. Estimates (9) follow immediately from the scaling and the fact that $\psi_1$ is a Schwartz function. In addition, we use that $\hat{\psi}_x = 0$.

Given a Banach space $T$, we define $cT$ for any $c > 0$ to be $T$ endowed with the norm

$$\|\cdot\|_{cT} := c\|\cdot\|_T.$$

Moreover, we denote by $C^0(\mathbb{R}^2; T)$ the space of strongly continuous functions $v : \mathbb{R}^2 \to T$. We will also use the parabolic Hölder space $C^\alpha(\mathbb{R}^2; T)$, defined for $\alpha \in (0, 1)$ via the semi-norm

$$[v]_{C^\alpha(\mathbb{R}^2; T)} := \sup_{x \neq y} d^{-\alpha}(y, x) \|v(y) - v(x)\|_T,$$

where $v \in C^0(\mathbb{R}^2; T)$. If $T$ happens to be the scalar field, we will simply write

$$[\cdot] : [v]_{C^\alpha(\mathbb{R}^2; \mathbb{R})}.$$

We will also need a space of tempered distributions $C^{\alpha-2}(\mathbb{R}^2; T)$, which carries the norm

$$\|g\|_{C^{\alpha-2}(\mathbb{R}^2; T)} := \sup_{T \leq 1} (T_4^\dagger)^{2-\alpha} \sup_{x \in \mathbb{R}^2} \|g_T(x)\|_T,$$

where $g \in S'(\mathbb{R}^2; T)$ and for $x \in \mathbb{R}^2$ we have $g_T(x) = \langle g, \psi_T(x - \cdot) \rangle_{\mathbb{R}^2} \in T$.

2. Modelled Distributions

In this section, we introduce our notion of a modelled distribution. As in Chapter 3 of [14], this abstract object should be thought of as a local description of a function or a distribution to a given order. Modelled distributions are defined relative to an abstract space and a skeleton. Elements of the abstract spaces should be thought of as placeholders for functions and distributions, while the skeleton should be thought of as the primitive object from which modelled distributions are built.
Definition 1. An abstract space is a pair \((A, T)\), where \(A \subset \mathbb{R}\) is finite and \(T\) is a Banach space graded according to \(A\), meaning that
\[
T = \bigoplus_{\beta \in A} T_{\beta},
\]
for some collection of Banach spaces \(\{T_{\beta}\}_{\beta \in A}\). The smallest and largest elements of \(A\) are denoted \(\underline{\beta}\) and \(\overline{\beta}\) respectively, that is
\[
\underline{\beta} := \min A, \quad \overline{\beta} := \max A.
\]

Given an abstract space \((A, T)\), real numbers in \(A\) are referred to as homogeneities and typically denoted by \(\beta, \gamma, \varepsilon\) etc., while elements of \(T\) are denoted by \(v = (v_{\beta})_{\beta \in A}\).

Definition 2. Given an abstract space \((A, T)\), an operator-valued function \(\Gamma \in C^0(\mathbb{R}^2; \mathcal{L}(T, T))\) is called a skeleton provided that
(1) Triangular representation: for each \(x \in \mathbb{R}^2\) and \(v = (v_{\gamma})_{\gamma \in A} \in T\), we write
\[
\Gamma(x)v := \left(\sum_{\gamma \in A} \Gamma_{\gamma}(x)v_{\gamma}\right)_{\beta \in A},
\]
where in particular \(\Gamma_{\beta} \in C^0(\mathbb{R}^2; \mathcal{L}(T_{\gamma}, T_{\beta}))\), and assume
\[
\Gamma_{\beta}(x)v := (\Gamma(x)v)_{\beta} = v_{\beta} + \sum_{\gamma < \beta} \Gamma_{\gamma}(x)v_{\gamma}.
\]

In other words, (16) means that for all \(\beta \in A\) and \(x \in \mathbb{R}^2\), we impose \(\Gamma_{\gamma}(x) = 0\) for \(\gamma > \beta\) and \(\Gamma_{\beta}(x) = \text{id}_{T_{\beta}}\).

(2) Continuity property: for some constant \(C \geq 0\) and all \(\beta \in A\), \(v \in T\), and \(x, y \in \mathbb{R}^2\) with \(d(y, x) \leq 1\), it holds
\[
\|\Gamma_{\beta}(y) - \Gamma_{\beta}(x)v\|_{T_{\beta}} \leq C \sum_{\gamma < \beta} d^{\beta-\gamma}(y, x)\|\Gamma_{\gamma}(x)v\|_{T_{\gamma}}.
\]
The minimal constant \(C\) is denoted by \(\|\Gamma\|_{sk}\).

Definition 3. Given an abstract space \((A, T)\) and a skeleton \(\Gamma\), we call \(V \in C^0(\mathbb{R}^2; \mathcal{L}(T, \mathbb{R}))\) a modelled distribution of order \(\overline{\pi}\), if there is a family of non-negative constants \(\{M^0_{\beta}\}_{\beta \in A}\) and a constant \(M^\varepsilon \geq 0\) such that the following hold:
(1) Form boundedness: for every \(v \in T\) and \(x \in \mathbb{R}^2\)
\[
|V(x)v| \leq \sum_{\beta \in A} M^0_{\beta}\|\Gamma_{\beta}(x)v\|_{T_{\beta}}.
\]
(2) Form continuity: for all $v \in \mathcal{T}$ and $x, y \in \mathbb{R}^2$ with $d(y, x) \leq 1$, 

\begin{equation}
|V(y) - V(x)|.v \leq M^c \sum_{\beta \in A} d^{(\beta)^\vee 0}(y, x)\|\Gamma_\beta(x)v\|_{[T, \Gamma]}.
\end{equation}

The space of modelled distributions is denoted $D^{\mathcal{T}}(T; \Gamma)$. The smallest constant $M^c$ in (19) is denoted by $[V]_{D^{\mathcal{T}}(T, \Gamma)}$, defining a semi-norm. Given a parameter $N \in (0, 1]$ and a family of non-negative exponents $\{(\beta)\}_{\beta \in A}$, we denote the smallest value of $\max_{\beta \in A} N^{-\langle \beta \rangle} M^0_\beta$ over all $\{M^0_\beta\}_{\beta \in A} \in [0, \infty)$ with (18) by $\|V\|_{T, \Gamma}$; this defines a norm.

A remark on the definition of (semi-)norms $[\cdot]_{D^{\mathcal{T}}(T, \Gamma)}$ and $\|\cdot\|_{T, \Gamma}$ is in place. In principle, both (18) and (19) implicitly define two families of semi-norms indexed by $A$. In order to present our results in a compact form, we consider weighted sums of these semi-norms. In our application, for the more important (19), we absorb the suitable weights by adjusting the norms $\|\cdot\|_{T, \Gamma}$, cf. (113), which also has the advantage of making all contributions to $\|\Gamma\|_{sk}$ to be of the same order unity. Hence in this abstract section, we are acquitted of introducing $\{M^0_\beta\}_{\beta \in A}$. However, we have to allow for weights when aggregating $\{M^0_\beta\}_{\beta \in A}$; without loss of generality, we parameterize these weights through $\{N^{-\langle \beta \rangle}\}_{\beta \in A}$. This specific parameterization of weights is motivated by the application, where $N \leq 1$ is a scale parameter measuring the size of the r. h. s. $f$ and $\langle \beta \rangle$ is another (integer-valued) homogeneity parameter, essentially indicating the homogeneity of the model on level $\beta$ in the r. h. s. $f$, cf. Subsections 4.3 and 4.4. For later reference we note that (18) takes the form

\begin{equation}
|V(x).v| \leq \|V\|_{T, \Gamma} \sum_{\beta \in A} N^{\langle \beta \rangle} \|\Gamma_\beta(x)v\|_{T, \beta}.
\end{equation}

Remark 1. The form boundedness (18) highlights that there exists $\hat{V} \in C^0(\mathbb{R}^2; \mathcal{T}^*)$ such that $V$ is of the form

\begin{equation}
V.v = \hat{V}.\Gamma v,
\end{equation}

and it follows easily (see Subsection 5.1 for a short proof) that form continuity (19) is then equivalent to

\begin{equation}
\|\Gamma^\ast(x)\Gamma^\ast(y)\hat{V}(y) - \hat{V}(x)\|_{T, \Gamma} \leq [V]_{D^{\mathcal{T}}(T, \Gamma)} d^{(\beta)^\vee 0}(y, x)
\end{equation}

for all $\beta \in A$ and $x, y \in \mathbb{R}^2$ with $d(y, x) \leq 1$. Here $\Gamma^{-1} \in C^0(\mathbb{R}^2; \mathcal{L}(\mathcal{T}, \mathcal{T}))$ denotes the (pointwise in $x$) inverse of $\Gamma$, which exists thanks to the triangular structure (16); and $\Gamma^\ast, \Gamma^{--} \in C^0(\mathbb{R}^2; \mathcal{L}(\mathcal{T}^*, \mathcal{T}^*))$ stand for the (pointwise) adjoints of $\Gamma, \Gamma^{-1}$. This equivalent formulation (22) coincides with Hairer’s notion of continuity [14, Definition 3.1, with $\Gamma^{--}(x)\Gamma^\ast(y)$ playing the role of $\Gamma_{xy}$ [14, Definition 2.17].
2.1. **Reconstruction.** Before discussing the next result, a word on the notation is in order. Throughout the paper we will denote typical elements in $T$ by a bold face $v$, while $T$-valued functions or distributions are typically denoted by a symbol $v$. The following proposition states under which assumptions on a local description $V$ one can define a distribution $RV$ that satisfies the local description. In analogy to Theorem 3.10 in [14], we call this procedure *reconstruction*. We observe that $\|\Gamma_\beta(x)v\|_{T_\beta}$ acts as a (semi)-norm on $T_\beta$ and thus puts a topology on the tangent bundle $\mathbb{R}^2 \times T$. The idea is that if the topology on the one hand is weak enough that a given $T$-valued distribution $v$ (a model) satisfies a continuity condition (23) reminiscent of a negative Hölder condition $v_\beta \in C^{\beta}$, cf. (13), and on the other hand is strong enough that a given $T^*$-valued function $V$ (a modelled distribution) satisfies a continuity condition (19) reminiscent of a positive Hölder condition, cf. (12), then this balance causes that $V.v$ defines a distribution $RV$. The boundedness (18) of $V$ is only needed in a qualitative way.

**Proposition 1.** *(Reconstruction)* Let $(A, T)$ be an abstract space with $\beta \in (-4, 0)$, cf. (15), and skeleton $\Gamma$. Assume we are given $v \in S'(\mathbb{R}^2; T)$ such that for all $\beta \in A$, $x \in \mathbb{R}^2$, $T \leq 1$ it holds

\begin{equation}
\|\Gamma_\beta(x)v_T(x)\|_{T_\beta} \leq (T^{1/4})^\beta.
\end{equation}

Then for each $V \in D^\pi(T; \Gamma)$ with $\pi > 0$, there exists a unique $RV \in S'(\mathbb{R}^2)$, the “reconstruction”, such that for all $T \leq 1$

\begin{equation}
\|(RV)_T - V.v_T\| \lesssim (1 + \|\Gamma\|_{sk})^{1-1}[V]_{D^\pi(T; \Gamma)}(T^{1/4})^\pi,
\end{equation}

where $|A|$ denotes the number of elements in $A$ and $\lesssim$ denotes $\leq C$ up to a constant only depending on $A$ and $\pi$.

2.2. **Reduction of Modelled Distributions.** In our analysis, it is often convenient to pass from a modelled distribution $V$ on an abstract space $(A, T)$ to a reduced modelled distribution (effectively) acting on a smaller abstract space. This is made precise through the cutting operation introduced below.

Let $(A, T)$ be an abstract space. For each $\eta$ satisfying $\beta < \eta \leq \overline{\beta}$, cf. (15), we may define a new abstract space $(A_{<\eta}, T_{<\eta})$ where the objects of homogeneity $\eta$ and higher have been removed:

$$A_{<\eta} := \{\beta \in A : \beta < \eta\}, \quad T_{<\eta} := \bigoplus_{\beta < \eta} T_\beta.$$

Moreover, given a skeleton $\Gamma$ on $(A, T)$, the skeleton $\Gamma_{<\eta}$ on $(A_{<\eta}, T_{<\eta})$ is defined by restriction

\begin{equation}
(\Gamma_{<\eta}v)_\beta := v_\beta + \sum_{\gamma < \beta} \Gamma^\gamma_\beta v_\gamma \quad \text{for } \beta < \eta.
\end{equation}
It is straightforward to see that $\Gamma_{<\eta}$ constitutes a skeleton with respect to the abstract space $(A_{<\eta}, T_{<\eta})$ and that
\begin{equation}
\|\Gamma_{<\eta}\|_{sk} \leq \|\Gamma\|_{sk}.
\end{equation}
We will now define a reduction operator $C_\eta$ on modelled distributions $V$ over $(A, T)$. It is convenient to think of the reduced modelled distribution to be both an element of $C^0(\mathbb{R}^2; T^*_{<\eta})$ and of the original $C^0(\mathbb{R}^2; T^*)$. Since the base point $x \in \mathbb{R}^2$ is a mere parameter in this operation, we suppress it in the notation. The definition on the level of $V$ proceeds recursively, starting from cutting at the highest homogeneity $\beta$ via
\begin{equation}
C_\eta V : = V.(\text{id}_T - \Gamma_\beta)v.
\end{equation}
By the triangular structure (16) of $\Gamma$, $C_\eta V.v$ does not depend on $v_{<\eta}$, so that (27) indeed defines an element of $C^0(\mathbb{R}^2; T^*_{<\eta})$. The definition of the reduction operator is then extended to all $\eta$ satisfying $\beta < \eta \leq \overline{\beta}$ by successively cutting each of the homogeneities in $A$ larger than $\eta$ (see Section 5.3 for more details). The following lemma establishes that the reduced form is again a modelled distribution. Since the only non-trivial reduction procedure occurs in $V$, we will suppress the subscripts in $A_{<\eta}$, $T_{<\eta}$ and $\Gamma_{<\eta}$ for notational clarity.

Lemma 1. Let $(A, T)$ be an abstract space with skeleton $\Gamma$ and $V \in D^\eta(T; \Gamma)$. For each $\eta$ satisfying $\beta < \eta \leq \overline{\beta}$, we have $C_\eta V \in D^{\eta \wedge \beta}(T; \Gamma)$ and
\begin{align}
&\|C_\eta V\|_{T; \Gamma} \leq \|V\|_{T; \Gamma}, \\
&[C_\eta V]_{D^{\eta \wedge \beta}(T; \Gamma)} \leq [V]_{D^\eta(T; \Gamma)} + (|A| - 1)N^{\min_{\beta \geq \eta}(\beta)}\|\Gamma\|_{sk}\|V\|_{T; \Gamma},
\end{align}
where we recall that $|A|$ denotes the number of elements in $A$. In addition, for each $\kappa > \eta$, $v \in T$ and $x \in \mathbb{R}^2$ it holds
\begin{equation}
|(C_\kappa - C_\eta)V(x).v| \leq \|V\|_{T; \Gamma} \sum_{\beta \in [\eta, \kappa) \cap A} N^{(\beta)}\|\Gamma_\beta(x)v\|_{T_\beta},
\end{equation}
in particular
\begin{equation}
|(id - C_\eta)V(x).v| \leq \|V\|_{T; \Gamma} \sum_{\beta \geq \eta} N^{(\beta)}\|\Gamma_\beta(x)v\|_{T_\beta}.
\end{equation}

Remark 2. While the continuity condition (19) is more natural in terms of $V$ than $\tilde{V}$, cf. (22), the reduction procedure is more natural in terms of $\tilde{V}$, cf. (21), in which it becomes a simple restriction:
\begin{equation}
C_\eta \tilde{V}.v = \sum_{\beta < \eta} \tilde{V}_\beta.v_\beta.
\end{equation}
In particular we learn that \( \{ C_\eta \}_{\eta \in (\beta, \beta']} \) acts as an increasing family of projections on \( D^m(T; \Gamma) \) in the sense that for all levels \( \beta < \eta \leq \eta' \leq \beta' \)
\[
C_\eta C_{\eta'} = C_\eta C_\eta = C_\eta.
\] (33)

We display the simple computation for (32) in Step 6 of the proof of Lemma 1.

For Corollary 1, and ultimately for our main result Theorem 1, we need the following more precise version of Proposition 1, where one of the homogeneities plays a special role. The proof of Remark 3 is relegated to Step 5 in the proof of Lemma 1.

**Remark 3.** Suppose that there is a \( \beta_s \in A \) such that
\[
|V(x)\nu| \leq M^b_s N^{(\beta_s)} \| \Gamma_{\beta_s}(x)\nu \|_{\tau_{\beta_s}} + M^b \sum_{\beta \neq \beta_s} N^{(\beta)} \| \Gamma_{\beta}(x)\nu \|_{\tau_{\beta}}
\] (34)
for some constants \( M^b_s \) and \( M^b \) and for all \( \nu \in T \) and \( x \in \mathbb{R}^2 \). Then provided \( \eta > \beta_s \) the outcome (29) takes the more specific form
\[
[C_\eta V]\_D^m,\eta(T, \Gamma) \leq [V]\_D^m,\eta(T, \Gamma) + (|A| - 1)N^{\min_{\beta \geq \eta}(\beta)} \| \Gamma \|_{sk} M^b.
\] (35)

### 2.3. Multiplication

In this subsection, we develop an abstract multiplication result which is tailored to the product \( a \diamond \partial^2_1 u \). At the abstract level, we think of \( a \) as being described by a modelled distribution acting only on placeholders for functions, while \( \partial^2_1 u \) is described by a modelled distribution acting only on placeholders for distributions. We work in slightly more generality, and consider a modelled distribution \( V_{u+} \) describing a function \( u_+ \) together with a modelled distribution \( V_{u-} \) describing a distribution \( u_- \).

We are motivated by the following result concerning classical multiplication of a function and a distribution. If \( u_+ \in C^{\overline{\alpha}_+} \) and \( u_- \in C^{\overline{\alpha}_-} \), where \( \overline{\alpha}_+ \in (0, 1) \), \( \overline{\alpha}_- \in (-1, 0) \) and \( \overline{\alpha}_+ + \overline{\alpha}_- > 0 \), then there exists a unique distribution \( u_+ u_- \in C^{\overline{\alpha}_-} \) such that for all \( T \leq 1 \) it holds
\[
\|(u_+ u_-)_T - u_+(u_-)_T\| \lesssim (T^2)^{\overline{\alpha}_+ + \overline{\alpha}_-} \| u_+ \|_{\overline{\alpha}_+} \| u_- \|_{\overline{\alpha}_-}.
\]

In this section, we generalize this result, cf. (69), by building an appropriate linear form \( V_{u_+ u_-} \) and applying the abstract reconstruction result Proposition 1.

The first step is to build an appropriate abstract space on which the form \( V_{u_+ u_-} \) acts. That is, given two abstract spaces \( (A_+, T_+) \) and \( (A_-, T_-) \) with corresponding skeletons \( \Gamma_+ \) and \( \Gamma_- \), respectively, we construct an abstract product space \( (A, T) \) and a product skeleton \( \Gamma \) in the following way. The set of homogeneities \( A \) is defined as the algebraic sum
\[
A := A_+ + A_- = \{ \beta_+ + \beta_- : \beta_+ \in A_+, \beta_- \in A_- \}.
\] (36)
The Banach space $T$ is defined to be the topological tensor space

$$T = T_+ \otimes T_-,$$

equipped with an appropriate crossnorm $\| \cdot \|_T$ (we refer to the monographs [12] and [18] for details on topological tensor spaces). Observe that in view of (14), $T$ is graded with respect to $\mathcal{A}$ via

$$(37) \quad T = \bigoplus_{\beta \in \mathcal{A}} T_\beta = \bigoplus_{\beta \in \mathcal{A}} \bigoplus_{\beta_+ + \beta_- = \beta} T_{\beta_+} \otimes T_{\beta_-},$$

where by a slight abuse of notation $T_{\beta_+} := (T_+)^{\beta_+}$ and $T_{\beta_-} := (T_-)^{\beta_-}$. Hence, a typical element $v \in T$ decomposes into

$$(38) \quad v = (v_\beta)_{\beta \in \mathcal{A}} = \left( \bigoplus_{\beta_+ + \beta_- = \beta} v_{\beta_+} \otimes v_{\beta_-} \right)_{\beta \in \mathcal{A}}.$$

We assume that the crossnorm $\| \cdot \|_T$ has good properties which we will verify in Lemma 7 in the case of spaces of continuously differentiable functions. Namely, we assume that it is a uniform crossnorm, in particular that for any indices $\beta_+, \gamma_+, \varepsilon_+, \beta_-, \gamma_-, \varepsilon_-$ there is a bounded bilinear map

$$\mathcal{L}(T_{\beta_+}, T_{\gamma_+}) \times \mathcal{L}(T_{\beta_-}, T_{\gamma_-}) \to \mathcal{L}(T_{\beta_+} \otimes T_{\beta_-}, T_{\gamma_+} \otimes T_{\gamma_-}),$$

$$\quad (A_+, A_-) \mapsto A_+ \otimes A_-,$$

characterized by

$$(39) \quad (A_+ \otimes A_-)(v_+ \otimes v_-) := (A_+ v_+) \otimes (A_- v_-), \quad v_+ \in T_{\beta_+}, v_- \in T_{\beta_-},$$

and that for linear operators $B_+ \in \mathcal{L}(T_{\beta_+}, T_{\varepsilon_+})$ and $B_- \in \mathcal{L}(T_{\beta_-}, T_{\varepsilon_-})$ with

$$(40) \quad \|A_+ v_+\|_{\mathcal{T}_{\gamma_+}} \leq \|B_+ v_+\|_{\mathcal{T}_{\varepsilon_+}}, \quad v_+ \in T_{\beta_+},$$

$$(41) \quad \|A_- v_-\|_{\mathcal{T}_{\gamma_-}} \leq \|B_- v_-\|_{\mathcal{T}_{\varepsilon_-}}, \quad v_- \in T_{\beta_-},$$

one has

$$(42) \quad \|(A_+ \otimes A_-) v\|_{\mathcal{T}_{\gamma_+} \otimes \mathcal{T}_{\gamma_-}} \leq \|(B_+ \otimes B_-) v\|_{\mathcal{T}_{\varepsilon_+} \otimes \mathcal{T}_{\varepsilon_-}}, \quad v \in T_{\beta_+} \otimes T_{\beta_-}.$$
where we think of $\langle \cdot \rangle_+$ given on $A_+$, $\langle \cdot \rangle_-$ given on $A_-$ and $\langle \cdot \rangle$ given on $A$. If there is no danger of confusion, we will write $\langle \beta_+ \rangle$ instead of $\langle \beta_+ \rangle_+$ and similarly for negative homogeneities.

**Lemma 2.** For $x \in \mathbb{R}^2$ we define $\Gamma(x) := \Gamma_+(x) \otimes \Gamma_-(x)$. Then $\Gamma$ is a skeleton on $(A, T)$ and we have

$$\| \Gamma \|_{sk} \leq \| \Gamma_+ \|_{sk} + \| \Gamma_- \|_{sk} + \| \Gamma_+ \|_{sk} \| \Gamma_- \|_{sk}.$$  

Moreover, for all $x \in \mathbb{R}^2$, $\beta, \gamma \in A$ and $v_\gamma \in T_\gamma$ we have

$$\Gamma_\beta(x)v_\gamma = \bigoplus_{\beta_+ + \beta_- = \beta, \gamma_+ + \gamma_- = \gamma} \Gamma_{\beta_+}^+ \otimes \Gamma_{\beta_+}^- \otimes (x) v_{\gamma_+, \gamma_-},$$

cf. (38). In addition, for $V_+ \in C^0(\mathbb{R}^2; T_+)$ and $V_- \in C^0(\mathbb{R}^2; T_-)$, we have

$$\| V_+ \otimes V_- \|_{T, \Gamma} \leq \| V_+ \|_{T_+} \| V_- \|_{T_-},$$

and for any pair of exponents $\overline{\alpha}_\pm$

$$[V_+ \otimes V_-]D_\overline{\alpha}_\pm(x) \leq \left[ V_+ \right]_{D_\overline{\alpha}_-(T_+; \Gamma_+)} \left[ V_- \right]_{D_\overline{\alpha}_-(T_-; \Gamma_-)} + \left[ V_+ \right]_{D_\overline{\alpha}_+(T_+; \Gamma_+)} \left[ V_- \right]_{D_\overline{\alpha}_+(T_-; \Gamma_-)}.$$  

We will not give a proof for (47) since it is not needed and the argument is contained in the one for (63) in Lemma 3. In fact, we now want to build a form $V_{u_+ \circ u_-}$ using two modelled distributions $V_{u_+} \in D_\overline{\alpha}_+(T_+; \Gamma_+)$ and $V_{u_-} \in D_\overline{\alpha}_-(T_-; \Gamma_-)$ for some $\overline{\alpha}_+ > 0$ and $\overline{\alpha}_- < 0$. In view of (46) and (47), one option would be to consider the tensored form $V_{u_+} \otimes V_{u_-}$ on the product space $(A, T)$. However, it turns out that we can increase the order (as a modelled distribution) of $V_{u_+ \circ u_-}$ when the object described by the $V_{u_+}$ is an honest function $u_+$ rather than a distribution. Towards this end, we further assume that

$$A_+ = \{ 0 \} \cup A'_+, \quad \alpha := \min A'_+ > 0.$$  

The special role of the homogeneity 0 is underlined by demanding

$$T_0 := (T_+)_0 = \mathbb{R}, \quad 1 := (v_+)_0,$$

e.g., by writing 1 instead of $(v_+)_0$ for a typical element in $T_0 = \mathbb{R}$. We also assume that $A_-$ consists solely of negative homogeneities, that is

$$\overline{\beta}_- \overset{(15)}{=} \max A_- < 0.$$  

Note that by (48), the reduction $C_\alpha V_{u_+}$ of a form $V_{u_+}$ on $(A_+, T_+)$ is an element of $C^0(\mathbb{R}^2; T_0^*)$ and thus by (49) can canonically be identified with an element of $C^0(\mathbb{R}^2)$, which we denote by $u_+$:

$$u_+1 = C_\alpha V_{u_+}1.$$
Also the complementary part of this projection will play an important role, motivating the notation
\[ \nabla u_+ := V_{u_+} - C_\alpha V_{u_+}. \]  

**Remark 4.** Let \( v_+ \in C^0(\mathbb{R}^2; T_+) \) be characterized by
\[ \Gamma_\beta v_+ \equiv 0 \text{ for } \beta \in \mathcal{A}_+', \quad v_0 := (v_+)_0 \equiv 1. \]
Then \( u_+ \), cf. (50), may also be recovered as
\[ u_+ = C_\eta V_{u_+} v_+ = V_{u_+} v_+ \]
for all \( \eta \in (\beta_+, \beta_-] \). Moreover, (19) for \( \beta = 0 \) turns into
\[ \left| (u_+(y) - u_+(x)) - \nabla u_+(x)(v_+(y) - v_+(x)) \right| \leq [V]_{D^\infty(T_+; \Gamma_+)} d^\mathcal{R}_2(y, x) \]
for all \( x, y \in \mathbb{R}^2 \) with \( d(y, x) \leq 1 \). Inequality (54) states that the increments of \( u_+ \in C^0(\mathbb{R}^2) \) follow the increments of \( v_+ \in C^0(\mathbb{R}^2; T_+) \), modulated by \( \nabla u_+ \). Therefore, \( v_+ \) should be interpreted as a model, and then (54) is an instance of Gubinelli’s controlled rough path condition [9]. For later purpose, we note that we obtain immediately from Definition 3 and (50)
\[ \|u_+\| = N^{(0)} \|C_\alpha V_{u_+}\|_{T_+; \Gamma_+}, \quad [u_+]_\alpha = [C_\alpha V_{u_+}]_{D^\infty(T_+; \Gamma_+)} \]
We display the simple computation that derives (54) from (22) at the beginning of Section 5.

The projections (50) and (51) will prove to be crucial in order to obtain a higher order for the modelled distribution \( V_{u_+} \) in Lemma 3, and suggests to use the original modelled distribution \( V_{u_-} \) to construct an extended space \((\mathcal{A}, \mathcal{T})\) together with an extended skeleton \( \Gamma \): Let
\[ \kappa := (\overline{\alpha}_+ \beta_-) \wedge (\alpha + \overline{\alpha}_), \]
and assume
\[ \kappa - \alpha \notin \mathcal{A} \quad \text{and} \quad \kappa - \alpha > \beta_. \]
Define the extended product space \((\overline{\mathcal{A}}, \overline{\mathcal{T}})\) via
\[ \overline{\mathcal{A}} := \{ \kappa - \alpha \} \cup \mathcal{A}, \quad \overline{\mathcal{T}} := \overline{\mathcal{T}}_{\kappa - \alpha} \oplus \mathcal{T} \quad \text{with} \quad \overline{\mathcal{T}}_{\kappa - \alpha} := \frac{1}{N_*} \mathbb{R}, \]
where it is convenient to have a parameter \( N_* > 0 \) in the norm of \( \overline{\mathcal{T}}_{\kappa - \alpha} \), cf. (11). Moreover, we extend the skeleton \( \Gamma \) by
\[ \Gamma_\beta \left( \begin{array}{c} u_- \\ v_+ \end{array} \right) := \Gamma_\beta v, \quad \beta \neq \kappa - \alpha, \]
\[ \Gamma_{\kappa - \alpha} \left( \begin{array}{c} u_- \\ v_+ \end{array} \right) := u_- - V_{u_-} v_. \]
where \( v_\_ := (v_{0,\beta\_})_{\beta\_ \in \mathcal{A}_\_} \), cf. (38). We will show in Lemma 3 that this does indeed define a skeleton on \((\overline{\mathcal{A}}, \overline{T})\).

Now we define \( V_{u_+,ou_-} \in C^0(\mathbb{R}^2; \overline{T}) \) by

\[
V_{u_+,ou_-} \left( u_- \right) := u_+ u_- + V_{u_+} \otimes V_{u_-} v, \tag{60}
\]

where \( u_+ \) and \( V_{u_+} \) are defined by (50) and (51), so that we have the explicit formula

\[
V_{u_+,ou_-} \left( u_- \right) := (C_\alpha V_{u_+}, 1) u_- + (V_{u_+} - C_\alpha V_{u_+}) \otimes V_{u_-} v.
\]

We are now in the position to state the abstract multiplication lemma.

**Lemma 3.** Let \( V_{u_+} \in \mathcal{D}^{\pi_+}(T_+; \Gamma_+) \), \( V_{u_-} \in \mathcal{D}^{\pi_-}(T_-; \Gamma_-) \), \( N_\_ > 0 \) and assume \( \kappa \) defined by (56) satisfies (57). Then \( \overline{T} \) defined via (59) is a skeleton on \((\overline{\mathcal{A}}, \overline{T})\) with

\[
\| \overline{T} \|_{sk} \leq \| \Gamma \|_{sk} + \frac{1}{N_\_}[V_{u_-}]_{\mathcal{D}^{\pi_-}(T_-; \Gamma_-)}. \tag{61}
\]

In addition, \( V_{u_+,ou_-} \) defined by (60) belongs to \( \mathcal{D}^\kappa(\overline{T}; \overline{T}) \) and more precisely, the following hold

1. **form boundedness:** for all \( x \in \mathbb{R}^2 \) and \( (u_-, v) \in \overline{T} \) it holds

\[
\left| V_{u_+,ou_-} (x), \left( u_- \right) \right| \leq N_\_ \| u_+ \| \left\| \overline{T}_{\kappa-\alpha} (x) \left( u_- \right) \right\|_{\overline{T}_{\kappa-\alpha}} + M_{u_+,ou_-}^b \sum_{\beta\in\mathcal{A}} N^{(\beta)}(\| \Gamma_\beta (x) v \|_{\overline{T}_\beta}). \tag{62}
\]

2. **form continuity:** for all \( x, y \in \mathbb{R}^2 \) with \( d(y, x) \leq 1 \) and all \( (u_-, v) \in \overline{T} \) it holds

\[
\left| (V_{u_+,ou_-} (y) - V_{u_+,ou_-} (x)), \left( u_- \right) \right| \leq N_\_ [u_+]_\alpha [d^\alpha (y, x)] \left\| \overline{T}_{\kappa-\alpha} (x) \left( u_- \right) \right\|_{\overline{T}_{\kappa-\alpha}} + M_{u_+,ou_-}^c \sum_{\beta\in\mathcal{A}} d^{(\kappa-\beta)\vee 0} (y, x) \| \Gamma_\beta (x) v \|_{\overline{T}_\beta}, \tag{63}
\]

where the constants \( M_{u_+,ou_-}^b \) and \( M_{u_+,ou_-}^c \) are given by

\[
M_{u_+,ou_-}^b := \left\| V_{u_+} \right\|_{\overline{T}_+; \Gamma_+} \left\| V_{u_-} \right\|_{\overline{T}_-; \Gamma_-}, \tag{64}
\]

\[
M_{u_+,ou_-}^c := \left( N^{\min_{\beta\in\mathcal{A}_+} (\beta)} \left\| V_{u_+} \right\|_{\overline{T}_+; \Gamma_+} + [u_+]_\alpha + [V_{u_+}]_{\mathcal{D}^{\pi_+}(T_+; \Gamma_+)} [V_{u_-}]_{\mathcal{D}^{\pi_-}(T_-; \Gamma_-)} \right) [V_{u_-}]_{\mathcal{D}^{\pi_-}(T_-; \Gamma_-)} + \left( N^{\min_{\beta\in\mathcal{A}_-} (\beta)} \left| V_{u_+} \right|_{\mathcal{D}^{\pi_+}(T_+; \Gamma_+)} \right) \| V_{u_-} \|_{\overline{T}_-; \Gamma_-}. \tag{65}
\]
Combining the reconstruction result in Proposition 1 and the multiplication result in Lemma 3, we obtain the following corollary.

**Corollary 1.** Under the hypotheses and with the notation of Lemma 3, assume \( \kappa > 0 \). Suppose there exists \( v_+ \circ v_- \in \mathcal{S}'(\mathbb{R}^2; \mathcal{R}_{<\kappa}) \) such that for each \( \beta < \kappa \), \( x \in \mathbb{R}^2 \) and \( T \leq 1 \)

\[
\| \Gamma_\beta(x)(v_+ \circ v_-)_T(x) \|_{\mathcal{T}_\beta} \leq (T^{\frac{3}{4}})^\beta .
\]

Following (38), we denote \(((v_+ \circ v_-)_0)_{\beta \in \mathbb{A}_-} \) by \( v_- \in \mathcal{S}'(\mathbb{R}^2; \mathcal{R}_-), \) which is consistent notation in view of \( 0 \in \mathbb{A}_+ \) and \((v_+)_0 \equiv 1 \). Suppose there is a distribution \( u_- \in \mathcal{S}'(\mathbb{R}^2) \) such that for all \( x \in \mathbb{R}^2 \) and \( T \leq 1 \)

\[
\| (u_-)_T(x) - V_{u_-}(x).((v_-)_T(x)) \|_{T_{\alpha - \kappa}} \leq (T^{\frac{3}{4}})^{\alpha - \kappa}.
\]

Then there exists a unique distribution \( u_+ \circ u_- \in \mathcal{S}'(\mathbb{R}^2) \) such that for all \( T \leq 1 \)

\[
\| (u_+ \circ u_-)_T - C_\eta V_{u_+ \circ u_-} \cdot \left( \frac{(u_-)_T}{(v_+ \circ v_-)_T} \right) \| \lesssim M_{u_+ \circ u_-}(T^{\frac{3}{4}})^{\kappa},
\]

where

\[
M_{u_+ \circ u_-} := \left( 1 + \| \mathcal{T}^k \|_{\mathcal{T}} \right)^{-1} \left( N_{\left( \eta \| \mathcal{T}^k \|_{\mathcal{T}} \right)}^\alpha + M_{u_+ \circ u_-}^c + M_{u_+ \circ u_-}^b \| \mathcal{T}^k \|_{\mathcal{T}} \right) .
\]

Moreover, for each \( \eta < \kappa \) the following suboptimal bound holds

\[
\| (u_+ \circ u_-)_T - u_+ (u_-)_T - C_\eta (V_{u_+ \circ u_-} \cdot (v_+ \circ v_-)_T) \| \lesssim M_{u_+ \circ u_-}(T^{\frac{3}{4}})^{\eta},
\]

where

\[
M_{u_+ \circ u_-} := M_{u_+ \circ u_-}^{c} + M_{u_+ \circ u_-}^{b} \| \mathcal{T} \|_{\mathcal{T}_+} \| V_{u_-} \|_{\mathcal{T}_-} .
\]

**Remark 5.** In [17], it was emphasized that the quantitative output of the reconstruction theorem, cf. (24) could be formulated in terms of commutators of mollification by \( (\cdot)_T \) and multiplication with a function in the positive model. It should be noted that under the assumptions of Remark 4, it is still true that the output (69) of Corollary 1 can be interpreted as a commutator estimate. Note that

\[
V_{u_+} \circ V_{u_-} \cdot (v_+ \circ v_-)_T \overset{51}{=} V_{u_+} \circ V_{u_-} \cdot (v_+ \circ v_-)_T - u_+ V_{u_-} \cdot (v_-)_T \overset{53}{=} V_{u_+} \circ V_{u_-} \cdot (v_+ \circ v_-)_T - v_+ \circ (v_-)_T .
\]

Thus, (69) may be re-cast as

\[
\| (u_+ \circ u_-)_T - u_+ (u_-)_T - C_\eta (V_{u_+ \circ u_-} \cdot (v_+ \circ v_-)_T - v_+ \circ (v_-)_T) \| \lesssim M_{u_+ \circ u_-}(T^{\frac{3}{4}})^{\eta},
\]
which emphasizes that the commutator \((u_+ \circ u_-)_T - u_+(u_-)_T\) is locally described by the commutator \((v_+ \circ v_-)_T - v_+ \otimes (v_-)_T\), upon modulation by the modelled distribution \(V_{u_+} \otimes V_{u_-}\).

3. Integration

We now state a general tool for obtaining a priori estimates on the solution of a rough PDE. Recall that we write \(I = [\lambda, \lambda^{-1}]\) for the interval of ellipticity.

**Proposition 2 (Integration).** Let \(\kappa \in (1, 2)\) and \(A \subset [0, \kappa)\) finite. Let \(U\) be a bounded function of \((x, y) \in \mathbb{R}^2 \times \mathbb{R}^2\) that is periodic and continuous in the \(y\)-variable. Assume that there exists an \(I\)-valued function \(a\) of \(x \in \mathbb{R}^2\) and a constant \(M\) such that for all base points \(x\) and length scales \(L \leq 1, T^4 \leq 1\) it holds that

\[
(T^4)^2 \inf_{c \in \mathbb{R}} \|\partial_2 - a(x)\partial_1^2\)U_T(x, \cdot) - c\|_{B_L(x)} \leq \overline{M}\sum_{\beta \in A} (T^4)^\kappa L^{\kappa-\beta},
\]

where \(\| \cdot \|_{B_L(x)}\) denotes the supremum norm on the ball \(B_L(x)\) with radius \(L\) around the point \(x\) with respect to the metric \(d\).

Assume there also exists \(\gamma \in C^0(\mathbb{R}^2 \times \mathbb{R}^2)\) and a constant \(\overline{M}\) such that for any \(x, y, z \in \mathbb{R}^2\) there holds the “three-point continuity”

\[
|U(x, z) - U(x, y) - U(y, z) + U(y, y) - \gamma(x, y)(z - y)|_1 \leq \overline{M}\sum_{\beta \in A} d^\beta(y, x)d^{\kappa-\beta}(z, y).
\]

Then there exists a function \(\nu\) of \(x \in \mathbb{R}^2\) such that

\[
M_U := \sup_{x \neq y} d^{-\kappa}(y, x)|U(x, y) - U(x, x) - \nu(x)(y - x)|_1 \lesssim \overline{M} + \overline{M}.
\]

(73)

Moreover, we have

\[
\|\nu\| \leq M_U \overset{(73)}{\lesssim} \overline{M} + \overline{M},
\]

(74)

\[
\sup_{x \neq y} d^{-(\kappa-1)}(y, x)|\nu(y) - \nu(x) + \gamma(x, y)| \lesssim M_U + \overline{M} \overset{(73)}{\lesssim} \overline{M} + \overline{M}.
\]

(75)

Here, \(\lesssim\) means up to a multiplicative constant that only depends on \(\lambda, \kappa\) and \(A\).

A couple of useful observations on the function \(\nu\) are collected in the next remark, the proof of which is the last step in the proof of Proposition 2.
Remark 6. Under the assumptions and with the notation of Proposition 2, the function \( \nu \) is uniquely determined through \( U \). Moreover, if \( U \) is also periodic in the \( x \)-variable, so is \( \nu \). Finally, if \( 0 \notin A \), then \( \nu \) is Hölder continuous with exponent \((\kappa - 1) \wedge \min A\).

In the proof of Proposition 2, cf. Step 5, we show that defining \( \nu^\tau(x) := \frac{\partial}{\partial y} U^\tau(x, x) \), where \( U^\tau \) denotes convolution in the second argument only, (73) and (74) hold uniformly in \( \tau \) in the sense that
\[
\sup_{x \neq y} \sup_{\tau \leq \frac{1}{2}} d^{-\kappa}(y, x) |U^\tau(x, y) - U^\tau(x, x) - \nu^\tau(x)(y - x)_1| \lesssim M + \overline{M},
\]
(76)
\[
\sup_{\tau \leq \frac{1}{2}} \|\nu^\tau\| \lesssim M + \overline{M}.
\]
(77)

Let us comment a bit more on Proposition 2 and its application. For every \( x \), we are given a function \( U(x, \cdot): y \mapsto U(x, y) \), which one should think of as the remainder of a generalized Taylor’s expansion to order \( \kappa \). On the one hand, we assume that \( U(x, \cdot) \) satisfies \((\partial_2 - a(x)\partial_1^2)U(x, \cdot) \approx 0\), cf. (71). On the other hand, up to “affine functions” (i.e., functions of the form \( y \mapsto c + \nu y_1 \) which are exactly the “caloric” polynomials of order less than \( \kappa \in (1, 2) \) in our parabolic metric), \( U(x, \cdot) \) depends continuously on \( x \), cf. (72). As a result, again up to affine functions, \( U(x, y) \) is indeed small of order \( \kappa \) in \( d(y, x) \), cf. (73). Moreover, the two affine functions, namely \( \gamma \) appearing in (72) and \( \nu \) appearing in (73) are related to order \( \kappa - 1 \), cf. (75).

Notice that both assumptions express the order \( \kappa \) in a very general way: Assumption (71) measures \((\partial_2 - a(x)\partial_1^2)U(x, \cdot) \) in a “graded” negative Hölder norm, cf. (13), where the order \( \kappa - \beta \) of vanishing in the size \( L \) of the neighborhood of \( x \) has to compensate the (negative) exponent \( \kappa - 2 \) of the Hölder norm. Assumption (72) measures the increment \( U(x, \cdot) - U(y, \cdot) \) in a graded positive Hölder norm, where the order \( \beta \) of vanishing in the distance \( d(y, x) \) has to compensate the positive but possibly low Hölder exponent \( \kappa - \beta \). It will be important that (72) does not involve four points in general position, but only three positions, thus we call it the “three-point continuity”.

Proposition 2 is the only PDE ingredient of our main result, i.e., Theorem 1, which estimates the form \( V_u \) describing the solution \( u \) in terms of the form \( V_a \) describing the coefficients \( a \). It only enters in the proof of Lemma 5 below in the following way: The form \( V_u \) can be “algebraically” constructed from \( V_a \) by a formula (92). However, this formula for \( V_u \) involves the functions \( u \) and \( \nu \) (the latter plays the role of \( \partial_1 u \) in the regular setting) next to the \( V_a \). Since these functions are \textit{a priori} uncontrolled, the form continuity of \( V_u \) (as opposed to \( V_{\partial_1 u} \), cf. (80)) does not entirely follow from that of \( V_a \) – two ingredients are
missing with respect to the hierarchy of controlled rough path conditions encoded in (19). In Lemma 5, these two ingredients are recovered from the two estimates (73) and (75).

4. Existence and Uniqueness

4.1. Statements of the Concrete Results. With Theorem 1 we now state the main concrete result of this paper. Its statement refers to definitions and assumptions of two later sections. Namely, in Section 4.3 we specify the abstract space \((A_+ = \{0, \alpha, 1, 2\alpha\}, T_+\) and its skeleton \(\Gamma_+\), from which \((A_- = \{\alpha-2, 2\alpha-2\}, T_-, \Gamma_-)\) will be obtained functorially (i.e. by formally applying \(\partial^2_t\)), and from which \((A, T, \Gamma)\) will be obtained by multiplication, cf. Section 2.3. In Section 4.4, we specify the appropriate models \(v_+ \in C^0(\mathbb{R}^2, T_+)\) and \(v \in C^0(\mathbb{R}, T_{<0})\) and quantify their amplitude through a single parameter \(N\), which is mostly hidden in the norm we endow \(T_+\) with.

Equipped with \((A_+, T_+, \Gamma_+)\), we have at hand spaces of modelled distributions of varying order, along with associated norms and semi-norms, cf. Definition 3, which will be used to formulate the a priori bounds below. In the following, we will use a subscript to indicate the function or distribution the modelled distribution describes, and a superscript to denote its order. This allows us to ease notation by omitting the subscript in the corresponding norms and semi-norms, writing for instance \([V^\eta_a]\) and \(\|V^\eta_a\|\) instead of \(\|V^\eta_a\|\) and \(\|V^\eta_a\|_{T_+; \Gamma_+}\).

**Theorem 1.** Let

\[
\alpha \in \left(\frac{1}{2}, \frac{2}{3}\right), \quad \eta \in (2 - \alpha, \alpha + 1),
\]

and \(\lambda > 0\). Define \(I := [\lambda, \lambda^-1]\) and assume we are given periodic model inputs

\[
\begin{align*}
  f &\in \mathcal{S}'(\mathbb{R}^2), \\
  w_{2\alpha} &\circ \partial^2_t v_\alpha \in \mathcal{S}'(\mathbb{R}^2, C^{0,1,2}(I^3)), \\
  v_\alpha &\circ \partial^2_t v_\alpha \in \mathcal{S}'(\mathbb{R}^2, C^{2,2}(I^2)), \\
  v_\alpha &\circ \partial^2_t w_{2\alpha} \in \mathcal{S}'(\mathbb{R}^2, C^{2,1,1}(I^3))
\end{align*}
\]

satisfying the off-line assumptions (131), (136), and (144) with respect to a parameter \(N \ll 1\), where here and in the sequel \(\ll\) means \(\leq c\) for some sufficiently small positive constant \(c\) only depending on \(\alpha, \eta\), and \(\lambda\).

Let \(V^\eta_a \in D^0(T_+; \Gamma_+)\) be periodic in the sense of (153) and assume that \(a := C_\alpha V^\eta_a\) is \(I^-\)-valued with \([a]_\alpha \ll 1\). Then there exists a unique \(V^\eta_a \in D^0(T_+; \Gamma_+)\) with the following three properties.

1. The modelled distribution \(V^\eta_{\partial^2_{\alpha}u} \in C^0(\mathbb{R}^2; T^+)\) defined functorially from \(V^\eta_a\) by

\[
V^\eta_{\partial^2_{\alpha}u} \circ v_- = V^\eta_a(0, \partial^2_t v_\alpha, 0, \partial^2_t w_{2\alpha})
\]

(79)
are sufficient to establish the self-mapping property of the Theorem

\[ V_{\alpha}^{\eta-2} \nu_\alpha = \delta_\alpha \partial_\alpha^2 \nu_\alpha + \nabla_{\eta-\alpha} \otimes \delta_\alpha \left( \partial_\alpha^2 \nu_{\alpha} \right), \]

where \( V_{\alpha}^{\eta-2} := C_{\eta-\alpha} V_{\alpha}^{\eta} \) and \( \nabla_{\eta-\alpha} := (id - C_{\alpha}) V_{\alpha}^{\eta-\alpha}. \)

(2) There exists a (periodic) distribution \( a \otimes \partial_\alpha^2 u \in S'(\mathbb{R}^2) \) such that for some \( \delta > 0, \)

\[ \lim_{T \to 0} (T^\frac{1}{2})^{-\delta} \| a \otimes \partial_\alpha^2 u \|_T - a(\partial_\alpha^2 u)_T - C_{\eta+\alpha-2} (V_{\alpha}^{\eta} \otimes V_{\alpha}^{\eta-2}) v_T = 0, \]

where \( u := C_{\alpha} V_{\alpha}^{\eta}, \nabla_{\eta} := (id - C_{\alpha}) V_{\alpha}^{\eta}, \) and \( v \) is the abbreviation for the vector appearing in (128).

(3) The function \( u \) is mean free and satisfies

\[ \partial_{2u} - P(a \otimes \partial_\alpha^2 u) = Pf \text{ distributionally.} \]

Moreover, the (non-linear) mapping from \( V_{\alpha}^{\eta} \) to \( V_{\alpha}^{\eta} \) is bounded in the sense that the following estimates hold:

\[ \| V_{\alpha}^{\eta} \| \lesssim N([\alpha]+N\| V_{\alpha}^{\eta-\alpha} \|)(1 + N\| V_{\alpha}^{\eta} \|) \]

\[ + N\| V_{\alpha}^{\eta} \|(1 + \| V_{\alpha}^{\eta-\alpha} \| + [V_{\alpha}^{\eta-\alpha}]) \]

\[ + N^2 ([\alpha]+N\| V_{\alpha}^{\eta-\alpha} \|)(1 + \| V_{\alpha}^{\eta-\alpha} \|), \]

\[ \| V_{\alpha}^{\eta} \| \lesssim N^{-1} ([\alpha]+N\| V_{\alpha}^{\eta-\alpha} \|)(1 + N\| V_{\alpha}^{\eta-\alpha} \|) \]

\[ + N^{-1}\| V_{\alpha}^{\eta} \|(1 + \| V_{\alpha}^{\eta-\alpha} \| + [V_{\alpha}^{\eta-\alpha}]) \]

\[ + (1 + N\| V_{\alpha}^{\eta-\alpha} \| + N^2\| V_{\alpha}^{\eta} \|)(1 + \| V_{\alpha}^{\eta-\alpha} \|), \]

where here and in the sequel \( \lesssim \) denotes inequality up to a universal constant depending only on \( \alpha, \eta, \) and \( \lambda. \)

Item (1) in the above definition of a solution \( V_{\alpha}^{\eta} \) might appear strange: The form \( V_{\alpha}^{\eta-2} \) on \( T_\alpha \) describing the distribution \( \partial_\alpha^2 u, \) which is naturally (or “functorially”) derived from \( V_{\alpha}^{\eta} \) through (79), is completely determined by \( V_{\alpha}^{\eta} \) through identity (80), which we call algebraic since it is pointwise in \( x. \) We motivate in Subsection (4.2) why this is natural.

We also note that compared to a classical reading, equation (82) involves a renormalization, which becomes apparent by considering what (82) turns into under the approximation argument for existence, cf. Step 1 of the Theorem 1. The approximation argument proceeds via (semigroup) convolution \( \langle \rangle \) of \( f \) and the model \( v. \) The counter term \( C_{\eta+\alpha-2} (V_{\alpha}^{\eta} \otimes V_{\alpha}^{\eta-2}) v \) in (238) depends algebraically, and thus in particular locally, on \( V_{\alpha}^{\eta} \) through (80).

The following corollary shows that the detailed \textit{a priori} estimates (83) and (84) of Theorem 1 are sufficient to establish the self-mapping property in a fixed-point argument for a quasi-linear setting. Here we have
in mind the simplest non-trivial situation of \( a = u + 1 \), which is consistent with choosing \( V_a^n, \nu = V_a^n, \nu + 1 \) so that \( \nabla^a = \nabla^a_u \) and \([V_a^n] = [V_u^n] \).

**Corollary 2.** Suppose that for some \( \epsilon \leq 1 \) we have
\[
N \leq \epsilon^3, \quad [V_a^n] \leq \epsilon^{-4} N^3, \quad \|V_a^n\| \leq \epsilon^{-1}, \quad \|V_a^{n-\alpha}\| \leq 1.
\]
Then under the assumptions of Theorem 1, we have
\[
[V_a^n] \leq \epsilon^{-2} N^3, \quad \|V_a^n\| \leq 1, \quad \|V_a^{n-\alpha}\| \leq 1.
\]

Theorem 1 essentially relies

- on Lemma 4, which provides a priori bounds on \( V_{\partial^2 u}^{n-2} \) in terms of \( V_a^n \), based on the algebraic relation (80),
- on the concrete reconstruction result, Lemma 6, which provides a characterization of \( a \circ \partial^2 u \) in terms of the product form \( V_{a \circ \partial^2 u}^{n-2} \) of \( V_a^n \) and \( V_{\partial^2 u}^{n-2} \) in the sense of (60), with estimates in terms of \( V_{\partial^2 u}^{n-2} \), of \( V_a^n \), and a bit of \( V_a^n \),
- on the concrete integration result, Lemma 5, which provides the a priori estimates on \( V_a^n \) in terms of \( V_{\partial^2 u}^{n-2} \) and of (a suboptimal version of) the estimate on \( a \circ \partial^2 u \) from Lemma 6.

This loop in the two last items reflects that the proof of the a priori estimates in Theorem 1 requires a buckling argument, which relies on \([a]_\alpha \ll 1\).

The following lemma states the a priori bound (87) on \( V_{\partial^2 u}^{n-2} \), on the level of both form boundedness and form continuity, in terms of \( V_a^n \), or rather \( V_a^{n-\alpha} \). It relies on a bound on \( V_{a \circ \partial^2 u}^{n-2} \) following from the abstract multiplication result Lemma 3.

**Lemma 4.** With the above notation and under the off-line assumptions of Theorem 1, we are given \( V_a^n \in D^n(T_+; \Gamma_+ \). Then \( V_{\partial^2 u}^{n-2} \) defined through (80) satisfies
\[
\|V_{\partial^2 u}^{n-2}\| \leq 1 + \|V_{a \circ \partial^2 u}^{n-2}\|, \quad \|V_{\partial^2 u}^{n-2}\| \leq N[a]_\alpha^2 + M_{a, n-\alpha},
\]
where
\[
M_{a, n-\alpha} := ([a]_\alpha + N\|V_{a \circ \partial^2 u}^{n-2}\| + [V_a^{n-\alpha}]\|V_{\partial^2 u}^{n-\alpha-2}\| + N[V_a^{n-\alpha}]\|V_{\partial^2 u}^{n-\alpha-2}\|, \quad \text{and where } V_{\partial^2 u}^{n-\alpha-2} := C_{n-\alpha-2} V_{\partial^2 u}^{n-2} \text{ satisfies }
\]
\[
\|V_{\partial^2 u}^{n-\alpha-2}\| \leq 1, \quad \|V_{\partial^2 u}^{n-\alpha-2}\| \leq N[a]_\alpha.
\]

The primary ingredient for the following lemma is the abstract integration result Proposition 2. Note that it is obvious from (80) and (92) that \( V_{\partial^2 u}^{n-2} \) is functorially related to \( V_u^n \), cf. (79).
Lemma 5. With the above notation and under the off-line assumptions of Theorem 1 and those related to \( V^\eta_{a} \), let \( u \in C^0(\mathbb{R}^2) \), \( a \circ \partial_t^2 u \in S'(\mathbb{R}^2) \) be periodic and related by

\[
\partial_t u - P(a \circ \partial_t^2 u) = Pf \quad \text{distributionally.}
\]

Define the product form \( V^{\eta-2}_{\alpha \circ \partial_t^2 u} \) from \( V^\eta_{a} \) and \( V^{\eta-\alpha}_{\alpha \circ \partial_t^2 u} \) via (60) and assume there exists a constant \( M_{a \circ \partial_t^2 u, \eta-2} \) such that for all \( T \leq 1 \)

\[
(a \circ \partial_t^2 u)_T - V^{\eta-2}_{\alpha \circ \partial_t^2 u} \left( \begin{array}{c} (\partial_t^2 u)_T \\ (\partial_t^2 v_\alpha)_T \\ (v_\alpha \circ \partial_t^2 v_\alpha)_T \\ (\partial_t^2 w_{2a})_T \\ (w_{2a} \circ \partial_t^2 v_\alpha)_T \\ (v_\alpha \circ \partial_t^2 w_{2a})_T \\ \end{array} \right) \]

\[
\leq M_{a \circ \partial_t^2 u, \eta-2}(T^\frac{1}{2})^{\eta-2}.
\]

Then there exists a periodic function \( \nu \in C^0(\mathbb{R}^2) \) such that \( V^\nu_{u} \) defined for \( v_+ = (1, v_\alpha, v_1, w_{2a}) \in T_+ \) by

\[
V^{\nu}_{u,v_+} := u1 + \delta_{v_\alpha} (v_\alpha - v_{\alpha}1) + \nu(v_1 - v_11)
\]

\[
+ V^\nu_{a} \otimes \delta_{v_\alpha} \left( \partial_{a v_\alpha} - \partial_{a v_\alpha}1 \right)
\]

belongs to \( D^\eta(T_+; \Gamma_+) \) and the following estimates hold

\[
[V^\nu_{u}] \leq M_{a \circ \partial_t^2 u, \eta-2} + [a]_{\alpha}[V^{\eta-\alpha}_{u}] + M_{a, \eta-\alpha} + [V^{\eta-2}_{\alpha \circ \partial_t^2 u}],
\]

\[
\|\nu\| \lesssim [V^\nu_{u}],
\]

\[
\|V^\nu_{u}\| \lesssim \|u\| + N^{-2}\|\nu\| + \|V^{\eta-2}_{\alpha \circ \partial_t^2 u}\|,
\]

where \( M_{a, \eta-\alpha} \) is defined by (88) and \( V^{\eta-\alpha}_{u} := C_{\eta-\alpha} V^\eta_{u} \).

The following lemma is a consequence of Corollary 1 to the abstract reconstruction result Proposition 1.

Lemma 6. With the above notations and under the off-line assumptions of Theorem 1, let \( V^\eta_{a}, V^\eta_{u} \in D^\eta(T_+; \Gamma_+) \) be given, and assume both are periodic in the sense of (153). Consider also the product form \( V^{\eta+\alpha-2}_{\alpha \circ \partial_t^2 u} \), cf. (60), of \( V^\eta_{a} \) and \( V^{\eta-2}_{\alpha \circ \partial_t^2 u} \). Then there exists a unique periodic \( a \circ \partial_t^2 u \in S'(\mathbb{R}^2) \) such that for all \( T \leq 1 \) it holds

\[
(a \circ \partial_t^2 u)_T - C_{\eta+\alpha-2}V^{\eta+\alpha-2}_{\alpha \circ \partial_t^2 u} \left( \begin{array}{c} (\partial_t^2 u)_T \\ (\partial_t^2 v_\alpha)_T \\ (\partial_t^2 w_{2a})_T \\ (v_\alpha \circ \partial_t^2 v_\alpha)_T \\ (v_1 \partial_t^2 v_\alpha)_T \\ (v_\alpha \circ \partial_t^2 w_{2a})_T \\ \end{array} \right) \]

\[
\leq M_{a \circ \partial_t^2 u, \eta+\alpha-2}(T^\frac{1}{2})^{\eta+\alpha-2},
\]
where

\[(97)\quad M_{a\circ\partial_t^2 u, \eta+\alpha-2} := [a]_\alpha[V^n_a] + M_{a, \eta} + N^4\|V^n_a\|\|V^{\eta-2}_a\|,\]

\[(98)\quad M_{a, \eta} := (\eta)_\alpha + N\|V^n_a\| + [V^n_a]\|\partial_t^2 u\| + N\|V^n_a\|\|\partial_t^2 u\|.\]

Moreover, the sub-optimal estimate (91) holds with

\[(99)\quad M_{a\circ\partial_t^2 u, \eta-2} := M_{a\circ\partial_t^2 u, \eta+\alpha-2} + N^3\|\partial_t^2 u\|\|V^{\eta-2}_a\|.

4.2. Heuristics for the Concrete Results. One crucial aspect of our result is that, given a point \(x \in \mathbb{R}^2\), we may construct the form \(V^{\eta-2}_a(x) \in T^*_+,\) supposed to describe \(\partial_t^2 u\) near \(x\) to order \(\eta - 2\), purely “algebraically” on the basis of the form \(V^n_a(x) \in T^*_+\), which describes the coefficient \(a\) near a point \(x\) to order \(\eta\), see (80). Here \(\eta\) is such that \(\eta + \alpha - 2 > 0\), cf. (44), so that our multiplication result Lemma 3 yields a form \(V^{\eta+\alpha-2}_{a\circ\partial_t^2 u}\) of positive order and thus determines a distribution \(a\circ\partial_t^2 u\). We now explain, at first on a general level, why this algebraic relation holds. We make the assumptions of the abstract subsection 2.3 on \(\mathbb{A}_+\) and \(T_+\); we are given a model \(v_+ \in C^0(\mathbb{R}^2; T_+)\). In addition, we assume that also homogeneity \(1 \in \mathbb{A}_+\) plays a special role in the sense that \(T_1 = \mathbb{R}\) and that \(v_1 = x_1\). In line with this, we functorially impose that \(\mathbb{A}_+ = (\mathbb{A}_+ \setminus \{0, 1\}) - 2\) and \(T_+ \supset T_\beta \cong T_{\beta+2} \subset T_+\) for \(\beta \in \mathbb{A}_-\). Finally, we are given a model \(v \in \mathcal{S}(\mathbb{R}^2; T)\) where \(T = T_+ \otimes T_-\).

In view of our abstract integration result Proposition 2, \(V^{\eta}_a(x)\) should be such that \(U(x, \cdot) := u - V^{\eta-2}_a(x).v_+\) is a good approximate solution to \((\partial_2 - a(x)\partial_t^2)U(x, \cdot) = 0,\) cf. (71), where we recall \(a = C_a V^n_a\). (Note that because of the canonical identification of \(T_-\) with a subspace of \(T_+,\) \(V^{\eta-2}_a(x)\) can be identified with an element of \(T^*_+\)). More precisely, in the notation of our abstract multiplication result, Lemma 3, we seek the identity

\[(100)\quad (\partial_2 - a(x)\partial_t^2)U_T(x, \cdot) = (a\circ\partial_t^2 u)_T - V^{\eta-2}_a(x).\left(\partial_t^2 u_T\right),\]

which in view of \(\partial_2 u - a\circ\partial_t^2 u = f\) is an immediate consequence of

\[(101)\quad (\partial_2 - a(x)\partial_t^2)V^{\eta-2}_a(x).v_+ = (\nabla_{\alpha}^{\eta-a} \otimes V^{\eta-a-2}_{a\circ\partial_t^2 u})(x). v - f,\]

where we think of \(\partial_2 - a(x)\partial_t^2\) as acting on the implicit \(y\)-variable, and interpret (101) in a distributional way. Note that the r. h. s. of (100) is precisely such that we expect to control it (after possible reduction) thanks to Corollary 1, the outcome of our abstract reconstruction result, and thanks to the form continuity of \(V^{\eta-2}_{a\circ\partial_t^2 u}\). We now note that by
telescoping, (101) can be separated into the identities for \( n = 1, 2, \cdots \)
\[
(\partial_2 - a(x)\partial^2_1)(V^{\eta-(n-1)\alpha-2}_a - V^{\eta-na-2}_a)(x).v_+
\]
(102)  
\[
= (V^{\eta-na}_a \otimes V^{\eta-na-2}_a - V^{\eta-(n+1)\alpha}_a \otimes V^{\eta-(n+1)\alpha-2}_a)(x).v,
\]
with the understanding that for \( \eta - (n+1)\alpha - 2 < \alpha < \eta - n\alpha - 2 \), (102) is to be read as
\[
(\partial_2 - a(x)\partial^2_1)(V^{\eta-(n-1)\alpha-2}_a - V^{\eta-na-2}_a)(x).v_+
\]
(103)  
\[
= (V^{\eta-na}_a \otimes V^{\eta-na-2}_a)(x).v,
\]
and for \( \eta - n\alpha - 2 < \alpha \), (102) is replaced by
\[
(\partial_2 - a(x)\partial^2_1)V^{\eta-(n-1)\alpha-2}_a(x).v_+ = f.
\]
Here, we think of \( V^{\eta-na}_a \) as the reduction \( C_{\eta-na}V_a \). If it is at all possible to construct these forms, and provided \( v_+ \) is – loosely speaking – non-degenerate, \( V^{\eta}_a(x) \) must be a multi-linear expression in \( V^{\eta}_a(x) \).

The more delicate issue is the construction of \( T_+ \) and \( v_+ \) (alongside with conditions on \( v \)) that make (104), (103), and (102) solvable. In this paper, we restrict ourselves to the range of \( \alpha \in \left( \frac{1}{7}, \frac{2}{3} \right) \), cf. (78), in which case this set of linear equations in forms (substantially) reduces to
\[
(\partial_2 - a(x)\partial^2_1)(V^{\eta-2}_a - V^{\eta-\alpha-2}_a)(x).v_+ = (V^{\eta-na}_a \otimes V^{\eta-na-2}_a)(x).v,
\]
(105)  
\[
(\partial_2 - a(x)\partial^2_1)V^{\eta-\alpha-2}_a(x).v_+ = f.
\]
Equation (106) suggests to define \( T_0 \subset T_+ \) as the space of functions \( v_0 \) of a placeholder \( a_0 \in I \) (we postpone the definition of the norm to Subsection 4.3) and to characterize \( v_0(\cdot, a_0) \) by
\[
(\partial_2 - a_0\partial^2_1)v_0(\cdot, a_0) = f,
\]
where we ignore the issue of (periodic) boundary conditions in this heuristic discussion. Then (106) is solved by
\[
V^{\eta-\alpha-2}_a(x).v_+ = \delta_{a(x)}\partial^2_1v_a,
\]
where we denote by \( \partial^2_1v_a \) the generic element of \( T_- \supset T_{a-2} \cong T_a \), a function of \( a_0 \in I \).

Under the additional assumption of \( \eta < \alpha + 1 \), cf. (78), we may assume that the reduction \( V^{\eta-na}_a(x).v_+ \) depends on \( v_+ \) only through \( (1, v_a) \) (and not on \( v_0 \)). We note that by definition of the tensor product, the space \( T_0 \otimes T_{a-2} \subset T \) consists of functions of \( (a_0', a_0) \in I^2 \), and which we give the generic (but suggestive) name of \( v_0 \odot \partial^2_1v_a \). This suggests the choice of \( T_+ \supset T_{2a} \cong T_a \otimes T_{a-2} \), thus also consisting of functions of
(a'_0, a_0) which we give the generic name of w_{2a}. Moreover, for (a'_0, a_0) we characterize w_{2a}(\cdot, a'_0, a_0) by

\[(\partial_2 - a_0 \partial_1^2)w_{2a}(\cdot, a'_0, a_0) = (v_a \circ \partial_1^2 v_a)(\cdot, a'_0, a_0),\]

where \(v_a \circ \partial_1^2 v_a\) (suggestively) denotes the \((T_a \otimes T_{a-2})\)-component of \(v \in S'(\mathbb{R}^2, T)\). Since (107) implies \((\partial_2 - a_0 \partial_1^2)\partial_{a_0} v_a = \partial_2^2 v_a\), (105) is solved by

\[(109) \quad (V^{\eta-2}_a - V^{\eta-\alpha-2}_a)(x) \cdot v_\alpha = (\nabla^{\eta-\alpha}_a \otimes V^{\eta-\alpha-2}_a)(x) \cdot (\partial_{a_0} \partial_1^2 v_a),\]

where we used that thanks to (108) we have the commutation relation

\[(\partial_2 - a(x) \partial_1^2)(\nabla^{\eta-\alpha}_a \otimes V^{\eta-\alpha-2}_a)(x) = (\nabla^{\eta-\alpha}_a \otimes V^{\eta-\alpha-2}_a)(x) (\partial_2 - a \partial_1^2).\]

The combination of (108) and (109) yields (80).

4.3. Function Spaces and Skeletons. In our application, the roles of the abstract spaces \(T_\beta\) are played by the spaces \(C^k(I)\) of \(k\) times continuously differentiable functions equipped with the usual \(C^k(I)\) norm, and their tensor products \(C^{k,l}(I^2)\) and \(C^{k,l,m}(I^3)\) of two or three arguments and mixed order of differentiability, cf. Lemma 7. We recall that \(I = [\lambda, \lambda^{-1}]\) denotes the ellipticity interval for some fixed \(\lambda \in (0,1)\). More precisely, we define the norms

\[(110) \quad \|u\|_{C^\mu, k} := \max_{(a'_0, a_0) \in I^2} \max_{\nu \leq k, \nu' \leq k} \left| \partial_{a_0} \partial_{a_0}^{\nu'} u(a'_0, a_0) \right|,\]

\[\|u\|_{C^\mu, \nu, k} := \max_{(a'_0, a_0) \in I^2} \max_{\nu' \leq k, \nu'' \leq k} \left| \partial_{a_0}^{\nu'} \partial_{a_0}^{\nu''} u(a'_0, a_0, a_0) \right|,\]

and note that for \(g \in C^\mu(I)\) and \(h \in C^k(I)\), the tensor product can be identified with the 2-variate function \(g \otimes h \in C^{\mu,k}(I^2)\) via

\[(g \otimes h)(a'_0, a_0) := g(a'_0) h(a_0), \quad (a'_0, a_0) \in I^2.\]

A similar identification holds in the case of \(C^{\mu', \nu', k'}\). In the following lemma we observe that these tensor spaces fulfill the properties assumed in Subsection 2.3.

**Lemma 7.** The norm \(\| \cdot \|_{C^\mu, k}\) defined in (110) is a crossnorm in the sense

\[(111) \quad \|g \otimes h\|_{C^\mu, k} = \|g\|_{C^\mu, k} \|h\|_{C^k}, \quad g \in C^\mu(I), h \in C^k(I).\]

The completion of \(C^\mu(I) \otimes C^k(I)\) under this norm can be identified with \(C^{\mu,k}(I^2)\). Moreover, \(\| \cdot \|_{C^\mu, k}\) is a uniform crossnorm with respect to \(\| \cdot \|_{C^\mu}\) and \(\| \cdot \|_{C^k}\) in the sense (39)-(42). Similarly, \(\| \cdot \|_{C^{\mu', \nu', k'}}\) is a uniform crossnorm with respect to \(\| \cdot \|_{C^{\mu', \nu'}}\) and \(\| \cdot \|_{C^{k'}}\).
We begin by defining an abstract space \((A_+, T_+)\) describing the relevant objects of non-negative homogeneity. The index set is defined by
\[
A_+ := \{0, \alpha, 1, 2\alpha\},
\]
(note that this notation is consistent with \((48)\)) and to each homogeneity in \(A_+\) we associate a Banach space via
\[
T_\alpha := \frac{1}{N} C^{2}(I), \quad T_0 := T_1 := \mathbb{R}, \quad T_{2\alpha} := \frac{1}{N^2} C^{2,1}(I^2),
\]
where it will turn out to be convenient to scale the norms of \(T_\alpha\) and \(T_{2\alpha}\) with \(N\) and \(N^2\) respectively, cf. \((11)\), in order to ensure that the skeleton \(\Gamma\) defined below has a norm of order one, cf. \((142)\). The Banach space \(T_+\) consists of
\[
v_+ \in T_+ := T_0 \oplus T_\alpha \oplus T_1 \oplus T_{2\alpha} \ni (1, v_\alpha, v_1, w_{2\alpha}),
\]
where as before, we write \(1\) for \(v_0\). As an input, we will associate to \(T_+\) a \(T_+\)-valued function
\[
v_+ := (1, v_\alpha, v_1, w_{2\alpha}) \in C^{0}(\mathbb{R}^2; T_+),
\]
where the functions \(v_0(x) := 1\) and
\[
v_1(x) := x_1
\]
are the ones that span the kernel of \(\partial_1^2\), while \(v_\alpha\) and \(w_{2\alpha}\) will be defined in Section 4.4. In order to work with the boundedness norm of a modelled distribution, cf. Definition 3 and \((20)\), we need to specify \(\langle \cdot \rangle\) for \(A_+\):
\[
\langle 0 \rangle := 0, \; \langle \alpha \rangle := 1, \; \langle 1 \rangle := 2, \; \langle 2\alpha \rangle := 2.
\]
Note that with the exception of \(\langle 1 \rangle\), the value of \(\langle \beta \rangle\) coincides with the homogeneity of \(v_\beta\) in the right-hand side \(f\). The information on \((A_+, T_+)\) is summarized in the following table.

| \(\beta\) | \(v_\beta\) | \(T_\beta\) | \(v_\beta\) | \(\langle \beta \rangle\) |
|---|---|---|---|---|
| 0 | 1 | \(\mathbb{R}\) | 1 | 0 |
| \(\alpha\) | \(v_\alpha\) | \(\frac{1}{N} C^{2}(I)\) | \(v_\alpha\) | 1 |
| 1 | \(v_1\) | \(\mathbb{R}\) | \(v_1\) | 2 |
| \(2\alpha\) | \(w_{2\alpha}\) | \(\frac{1}{N^2} C^{2,1}(I^2)\) | \(w_{2\alpha}\) | 2 |

We will also build a skeleton \(\Gamma_+\) for \((A_+, T_+)\) by defining \(\Gamma_{\gamma+}^{\beta+}(x) \in \mathcal{L}(T_{\gamma+}, T_{\beta+})\) for all \(x \in \mathbb{R}^2\) and \(\gamma_+, \beta_+ \in A_+\) with \(\gamma_+ < \beta_+\). The discussion in Subsection 2.3 on abstract multiplication and in particular Remark 4 motivates to postulate that \(\Gamma_+\) satisfies relation \((52)\), which implies that \(\Gamma_{\beta+}^{0}(x)\) will be determined as soon as we have fixed \(\Gamma_{\beta+}^{\gamma+}(x)\) for all positive \(\gamma_+\). Thus, it suffices to make the choices
\[
\Gamma_{\beta+}^{\alpha}(x)v_\alpha := 0, \; \Gamma_{\beta+}^{\alpha}(x)v_\alpha := -v_\alpha(x) \otimes \partial_{\alpha}v_\alpha, \; \Gamma_{\beta+}^{1}(x)v_1 := -\omega(x)v_1,
\]
where \(\omega \in C^{0}(\mathbb{R}^2; T_{2\alpha})\) will be constructed in Lemma 8, which also motivates this definition of \(\Gamma_{2\alpha}^{\alpha}\) and \(\Gamma_{2\alpha}^{1}\), whereas \(\Gamma_{1}^{\alpha} = 0\) is motivated by the explanation for level \(\alpha - 1\) in Section 4.4 below. This choice
determines the operator $\Gamma_+ \in C^0(\mathbb{R}^2; \mathcal{L}(T_+, T_+))$ via the prescription (16), which can be summarized in the block form

$$
\Gamma_+ = \begin{pmatrix}
\text{id}_{\mathbb{R}} & 0 & 0 & 0 \\
-v_\alpha & \text{id}_{C^2} & 0 & 0 \\
-v_1 & 0 & \text{id}_{\mathbb{R}} & 0 \\
-w_{2\alpha} + v_\alpha \otimes \partial_{a_0} v_\alpha + \omega v_1 & -v_\alpha \otimes \partial_{a_0} -\omega & \text{id}_{C^{2,1}} & 0
\end{pmatrix}.
$$

We note that it is the presence of the parameter derivative $\partial_{a_0}$ that requires us to reduce the differentiability with respect to the second argument for functions in $T_{2\alpha}$.

Next we define an abstract space $(A_-, T_-)$ and its skeleton $\Gamma_-$ describing the relevant objects of negative homogeneity. Loosely speaking, it naturally or “functorially” arises from $(A_+, T_+)$ and $\Gamma_+$ by applying the operator $\partial^2_2$. More precisely, the index set is defined by

$$
A_- := (A_+ \setminus \{0, 1\}) - 2 = \{\alpha - 2, 2\alpha - 2\},
$$

and to each homogeneity in $A_-$ we associate a Banach space via

$$
T_{\alpha - 2} := T_\alpha = \frac{1}{N} C^2(I), \quad T_{2\alpha - 2} := T_{2\alpha} = \frac{1}{N^2} C^{2,1}(I^2).
$$

The Banach space $T_-$ consists of

$$
v_- \in T_- := T_{\alpha - 2} \oplus T_{2\alpha - 2} \ni (\partial^2_2 v_\alpha, \partial^2_2 w_{2\alpha}),
$$

which act as placeholders for the $T_-$-valued distribution

$$
v_- := (\partial^2_2 v_\alpha, \partial^2_2 w_{2\alpha}) \in \mathcal{S}'(\mathbb{R}^2; T_-)
$$

obtained from applying $\partial^2_2$ to $v_+$. We specify $\langle \cdot \rangle$ on $A_-$ through

$$
\langle \alpha - 2 \rangle := \langle \alpha \rangle = 1, \quad \langle 2\alpha - 2 \rangle := \langle 2\alpha \rangle = 2.
$$

This information is summarized in the following table.

| $\beta$   | $v_\beta$ | $T_\beta$ | $v_\beta$ | $\langle \beta \rangle$ |
|-----------|-----------|-----------|-----------|-----------------|
| $\alpha - 2$ | $\partial^2_1 v_\alpha$ | $\frac{1}{N} C^2(I)$ | $\partial^2_1 v_\alpha$ | $1$            |
| $2\alpha - 2$ | $\partial^2_1 w_{2\alpha}$ | $\frac{1}{N^2} C^{2,1}(I^2)$ | $\partial^2_1 w_{2\alpha}$ | $2$            |

In line with these definitions we define the associated skeleton $\Gamma_-$ as resulting from $\Gamma_+$ via $\Gamma_\gamma := \Gamma_{\beta+2\gamma}^{\beta+2}$ for $\beta, \gamma \in A_-$, so that the triangular structure (16) of $\Gamma_+$ is passed to $\Gamma_-$. For later reference, we record

$$
\Gamma_- = \begin{pmatrix}
\text{id}_{C^2} & 0 \\
-v_\alpha \otimes \partial_{a_0} & \text{id}_{C^{2,1}}
\end{pmatrix}.
$$

With these objects defined, we can define the product space $(A, T)$ and the associated skeleton $\Gamma$ in virtue of Section 2.3. The elements of $A$ are ordered according to $\alpha - 2 < 2\alpha - 2 < \alpha - 1 < 3\alpha - 2 < 0 < 2\alpha - 1 < 4\alpha - 2$, and we define $\langle \cdot \rangle$ via

$$
\langle \alpha - 1 \rangle := 3, \quad \langle 3\alpha - 2 \rangle := 3, \quad \langle 2\alpha - 1 \rangle := 4, \quad \langle 4\alpha - 2 \rangle := 4.
$$
Is is easily checked by inspection that $⟨⋅⟩$ satisfies the consistency condition (43), which we recall was crucial for multiplication. Following (37) and removing objects of nonnegative homogeneity in virtue of Section 2.2, we obtain the following tensor spaces. Homogeneities $α - 2$ and $α - 1$ are each attached to a single space via

$$T_0 ⊗ T_{α - 2} ≡ T_{α - 2}, \quad T_1 ⊗ T_{α - 2} =: T_{α - 1}.$$  

Homogeneity $2α - 2$ is attached to two spaces denoted by

$$T_0 ⊗ T_{2α - 2} =: T_{2α - 2, 1}, \quad T_α ⊗ T_{α - 2} =: T_{2α - 2, 2}.$$  

Homogeneity $3α - 2$ is also attached to two spaces denoted by

$$T_{2α} ⊗ T_{α - 2} =: T_{3α - 2, 1}, \quad T_α ⊗ T_{2α - 2} =: T_{3α - 2, 2}.$$  

By Lemma 7, these spaces are identified with function spaces of mixed order of differentiability the norms of which carry certain powers of $N$ as stated in the table below. Hence, we obtain the direct sum decomposition

$$(126) \quad T_{< 0} = T_{α - 2} ⊕ T_{2α - 2, 1} ⊕ T_{2α - 2, 2} ⊕ T_{α - 1} ⊕ T_{3α - 2, 1} ⊕ T_{3α - 2, 2}$$  

and write a generic element in $T_{< 0}$ as

$$(127) \quad v = (∂^2_1 v_α, ∂^2_2 w_{2α}, v_α ∘ ∂^2_1 v_α, v_1 ∘ ∂^2_1 v_α, w_{2α} ∘ ∂^2_1 v_α, v_α ∘ ∂^2_1 w_{2α}),$$  

which acts as a placeholder for the $T_{< 0}$-valued distribution

$$(128) \quad v := (∂^2_1 v_α, ∂^2_1 w_{2α}, v_α ∘ ∂^2_1 v_α, v_1 ∘ ∂^2_1 v_α, w_{2α} ∘ ∂^2_1 v_α, v_α ∘ ∂^2_1 w_{2α})$$  

belonging to $S'(\mathbb{R}^2; T_{< 0})$. This information is summarized in the following table.

| $β$   | $v_β$      | $T_β$                  | $v_β$ | ($β$) |
|-------|------------|------------------------|-------|-------|
| $α - 2$ | $∂^2_1 v_α$ | $\frac{1}{2} C^2(I)$  | $∂^2_1 v_α$ | 1 |
| $2α - 2$ | $∂^2_2 w_{2α}$ | $\frac{1}{2} C^{2,1}(I^2)$ | $∂^2_1 w_{2α}$ | 2 |
| $2α - 2$ | $v_α ∘ ∂^2_1 v_α$ | $\frac{1}{2} C^{2,2}(I^2)$ | $v_α ∘ ∂^2_1 v_α$ | 2 |
| $α - 1$ | $v_1 ∘ ∂^2_1 v_α$ | $\frac{1}{2} C^2(I)$ | $v_1 ∘ ∂^2_1 v_α$ | 3 |
| $3α - 2$ | $w_{2α} ∘ ∂^2_2 v_α$ | $\frac{1}{2} C^{2,1,2}(I^3)$ | $w_{2α} ∘ ∂^2_2 v_α$ | 3 |
| $3α - 2$ | $v_α ∘ ∂^2_2 w_{2α}$ | $\frac{1}{2} C^{2,2,1}(I^3)$ | $v_α ∘ ∂^2_2 w_{2α}$ | 3 |

4.4. The Model. We now define the concrete objects $v_α, w_{2α}, v_α ∘ ∂^2_1 v_α, v_1 ∘ ∂^2_1 v_α, w_{2α} ∘ ∂^2_1 v_α,$ and $v_α ∘ ∂^2_1 w_{2α}$. We also construct $ω$ and thus complete the construction of the skeletons. In doing so, we make sure (either by an argument or by an “off-line” assumption) that the so defined models $v_+ ∈ C^0(\mathbb{R}^2; T_+)$ and $v ∈ S'(\mathbb{R}^2; T_{< 0})$ satisfy the conditions

$$(129) \quad ||Γ_β(x)v_+(y)||_{T_β} \lesssim d^β(y, x) \quad \text{for all } β ∈ A_+, x, y ∈ \mathbb{R}^2,$$

$$(130) \quad ||Γ_β(x)v_T(x)||_{T_β} \lesssim (T^+)^β \quad \text{for all } β ∈ A_{< 0}, x ∈ \mathbb{R}^2, T ∈ (0, 1],$$

recalling that (130) corresponds to the assumption (66) of the abstract Corollary 1, and noting that (129) contains the consistency condition.
(52) (for \( y = x \)). We also make sure that the skeletons satisfy the continuity condition (17). We proceed homogeneity level by level, noting that (129) is trivially satisfied for \( \beta = 0, 1 \).

Level \( \alpha - 2 \): Our standing assumption is that there exists an \( \mathbb{R} \)-valued periodic distribution \( f \) such that

\[
\| f \|_{C^{\alpha - 2}(\mathbb{R}^2)} \leq N,
\]

which sets both \( \alpha \) and \( N \).

Level \( \alpha \): We now define \( v_\alpha \in C^\alpha(\mathbb{R}^2; \mathcal{T}_\alpha) \) by the condition that for each fixed \( a_0 \in I \), \( v_\alpha(\cdot, a_0) \) is the mean-free periodic solution to

\[
(\partial_2 - a_0 \partial_1^2)v_\alpha(\cdot, a_0) = Pf.
\]

In addition, it will be useful to note that for all \( k \in \mathbb{N} \)

\[
(\partial_2 - a_0 \partial_1^2)\partial_1^kv_\alpha(\cdot, a_0) = k\partial_1\partial_1^{k-1}v_\alpha(\cdot, a_0).
\]

Assumption (131) together with the classical Schauder estimates therefore imply (129) for \( \beta = \alpha \), that is, for all \( x, y \in \mathbb{R}^2 \)

\[
\| \Gamma_\alpha(x)v_\alpha(y)\|_{\mathcal{T}_\alpha} \leq \| v_\alpha(y) - v_\alpha(x) \|_{\mathcal{C}^2} \lesssim d^\alpha(x, y).
\]

This in turn yields (130) for \( \beta = \alpha - 2 \), that is, for all \( T \in (0, 1] \)

\[
\| \Gamma_{\alpha - 2}(T) \|_{C^0(\mathbb{R}^2; \mathcal{T}_{\alpha-2})} \lesssim \| v_\alpha \|_{C^0(\mathbb{R}^2; \mathcal{C}^2)} (T^\frac{3}{4})^{\alpha - 2} \lesssim (T^\frac{3}{4})^{\alpha - 2}.
\]

Level \( 2\alpha - 2, 2 \): We now make our first off-line assumption and postulate that there exists a distribution \( v_\alpha \circ \partial_1^2v_\alpha \in C^{\alpha - 2}(\mathbb{R}^2; C^{2,2}(I^2)) \) satisfying (66). We observe that \( \Gamma_{\alpha - 2, 2} \overset{(45)}{=} \Gamma_\alpha \otimes \Gamma_{\alpha - 2} \overset{(118)}{=} (124) \sim v_\alpha \otimes \text{id} \), so that

\[
\Gamma_{2\alpha - 2, 2}v_T \overset{(16)}{=} (v_{2\alpha - 2, 2})_T + \Gamma_{2\alpha - 2, 2}(v_{\alpha - 2})_T \overset{(128)}{=} (v_\alpha \circ \partial_1^2v_\alpha)_T + \Gamma_{2\alpha - 2, 2}(\partial_1^2v_\alpha)_T = (v_\alpha \circ \partial_1^2v_\alpha)_T - v_\alpha \otimes (\partial_1^2v_\alpha)_T.
\]

Hence, our assumption (130) takes the natural form

\[
\| \Gamma_{2\alpha - 2, 2}v_T \|_{C^0(\mathbb{R}^2; \mathcal{T}_{2\alpha - 2, 2})} \leq \| (v_\alpha \circ \partial_1^2v_\alpha)_T - v_\alpha \otimes (\partial_1^2v_\alpha)_T \|_{C^0(\mathbb{R}^2; \mathcal{C}^{2,2})} \leq (T^\frac{3}{4})^{2\alpha - 2}.
\]

We note that the factor \( N^2 \) in the definition of the space \( \mathcal{T}_{2\alpha - 2, 2} \) is justified, since \( (v_\alpha \circ \partial_1^2v_\alpha)_T - v_\alpha \otimes (\partial_1^2v_\alpha)_T \) is (formally) a quadratic...
expression in \(v_a\), and hence (136) would follow from (134) if \(\alpha\) were larger than 1.

**Level \(\alpha - 1\):** The product \(v_1 \partial_1^2 v_\alpha\) of a smooth function and a distribution is classically defined. By the triangular structure of \(\Gamma\), we have \(\Gamma_{\alpha-1} v_T = (v_{\alpha-1})_T + \Gamma_{\alpha-2}^{\alpha-2} (v_{\alpha-2})_T + \Gamma_{\alpha-1}^{2\alpha-2} (v_{2\alpha-1})_T\). We further note that by (45) and the definitions (118) of \(\Gamma_0\) and (124) of \(\Gamma_\pm\), it holds \(\Gamma_{\alpha-1}^\alpha = \Gamma_0^\alpha \otimes \Gamma_{\alpha-2}^{\alpha-2} = -v_1 \otimes \text{id}_{\tau_{\alpha-2}}, \) while \(\Gamma_{\alpha-1}^{2\alpha-2} = \Gamma_\alpha^\alpha \otimes \Gamma_{\alpha-2}^{\alpha-2} = 0 \) vanishes. Together with (128), these observations combine to \(\Gamma_{\alpha-1} v_T = (v_1 \partial_1^2 v_\alpha)_T - v_1 \otimes (\partial^2_1 v_\alpha)_T\). Hence (130) is satisfied:

\[
\| \Gamma_{\alpha-1} v_T \|_{C^0(\mathbb{R}^2; \tau_{\alpha-1})} = \| (v_1 \partial^2_1 v_\alpha)_T - v_1 \otimes (\partial^2_1 v_\alpha)_T \|_{C^0(\mathbb{R}^2; \tau_{\alpha-1})} \lesssim (T^{1\frac{1}{2}})^{\alpha-1},
\]

which follows from (135) by Lemma 10 in [17].

**Level \(2\alpha\):** Next we define \(w_{2\alpha} \in C^0(\mathbb{R}^2; \tau_{2\alpha})\) to be the mean-free periodic solution to

\[
(\partial_2 - a_0 \partial_1^2)w_{2\alpha}(a'_0, a_0) = P(v_\alpha \diamond \partial_1^2 v_\alpha)(a'_0, a_0).
\]

Since by assumption \(v_\alpha \diamond \partial_1^2 v_\alpha \in C^{\alpha-2}(\mathbb{R}^2; C^{3.2}(I^2))\), for each \(j \leq 3, k \leq 2\)

\[
(\partial_2 - a_0 \partial_1^2) \partial_{a_0}^k \partial_{a'_0}^j w_{2\alpha}(a'_0, a_0) = \partial_{a_0}^k \partial_{a'_0}^j P(v_\alpha \diamond \partial_1^2 v_\alpha)(a'_0, a_0)
\]

\[
+ k \partial_j^{k-1} \partial_{a_0}^{j+1} \partial_1^2 w_{2\alpha}(a'_0, a_0),
\]

which implies \(w_{2\alpha} \in C^\alpha(\mathbb{R}^2; C^{3.2}(I^2))\) by repeatedly applying standard Schauder theory. Moreover, \(w_{2\alpha}\) behaves as an object of order \(2\alpha\) in the sense that (130) holds for \(\beta = 2\alpha\), as made precise by the following lemma, which is another consequence of our abstract integration result, Proposition 2.

**Lemma 8.** There exists a periodic function \(\omega \in C^{2\alpha-1}(\mathbb{R}^2; \tau_{2\alpha})\) with

\[
\| \omega \|_{C^{2\alpha-1}(\mathbb{R}^2; \tau_{2\alpha})} \lesssim 1
\]

and such that for all \(x, y \in \mathbb{R}^2\)

\[
\| \Gamma_{2\alpha}(x) v^*_+(y) \|_{\tau_{2\alpha}} \overset{(115),(118)}{=} \| w_{2\alpha}(y) - w_{2\alpha}(x) - v_\alpha(x) \otimes (\partial_{a_0} v_\alpha(y) - \partial_{a_0} v_\alpha(x)) - \omega(x)(v_1(y) - v_1(x)) \|_{N^{\alpha} C^{2,1}}
\]

\[
\lesssim d^{2\alpha}(y, x).
\]

Moreover, \(\Gamma_+\) and \(\Gamma\) satisfy

\[
\| \Gamma_+ \|_{sk} \lesssim 1 \quad \text{and} \quad \| \Gamma \|_{sk} \lesssim 1.
\]

**Level \(2\alpha - 2, 1\):** We return to level \(2\alpha - 2\), this time to the contribution of the first component of the space. We note that by (45), (118),
and (124) \( \Gamma_{2a-2,1}^{-2} = \Gamma_0^{-2} \otimes \Gamma_{2a-2}^{-2} = -v_\alpha \otimes \partial_{a_0} \), so that \( \Gamma_{2a-2,1} v_T \) (16)
\((v_{2a-2,1})_T + \Gamma_{2a-2,1}^{-2}(v_{a-2})_T \) (128) \(= (\partial_1^2 w_{2a})_T - v_\alpha \otimes \partial_{a_0}(\partial_1^2 v_\alpha)_T \). Hence (130) is satisfied:

\[
\|\Gamma_{2a-2,1} v_T\|_{C^0(\mathbb{R}^2; T_{2a-2,1})}^{(9), (141)} \leq (T^4)^{2a-2}.
\]

**Level 3a – 2:** The last off-line assumption concerns the distribution
\[(v_\alpha \partial_1^2 w_{2a}, w_{2a} \partial_1^2 v_\alpha) \in C^{a-2}(\mathbb{R}^2; C^{2,2,1}(I^3) \oplus C^{2,1,2}(I^3)).\]
Namely, we assume that we have

\[
\|\Gamma_{3a-2} v_T\|_{C^0(\mathbb{R}^2; T_{3a-2})} \leq (T^4)^{3a-2}.
\]

We do not spell out the (rather lengthy) expression \( \Gamma_{3a-2} \) determined through (118), (124), and (45), as it will be needed only as an input in (66) when proving Lemma 6. Analogously to level 2a – 2, we note that the factor \( N^3 \) in the definition of \( T_{3a-2} \) is consistent, since the involved distributions are formally cubic in \( v_\alpha \), and the estimate would follow from our other assumptions if \( \alpha \) were larger than \( \frac{2}{3} \).

4.5. Relation between the forms. We now collect further relations between the forms \( V_u^{\eta-\alpha} \), \( V_u^{\eta} \), \( V_u^{\eta-\alpha-2} \), \( V_u^{\eta-2} \), \( V_{\partial_1^2 u}^{\eta-\alpha} \), \( V_{\partial_1^2 u}^{\eta} \), \( V_{\partial_1^2 u}^{\eta-\alpha-2} \), \( V_{\partial_1^2 u}^{\eta-2} \), \( V_{\alpha \partial_1^2 u}^{\eta-\alpha} \), and \( V_{\alpha \partial_1^2 u}^{\eta-\alpha-2} \). This also serves the purpose to reveal the iterative structure of the identity (92).

**Step 1.** [Differentiation and Multiplication] We note that (92) implies for the reduction \( V_u^{\eta-\alpha} = C_{\eta-\alpha} V_u^{\eta} \) that

\[
V_u^{\eta-\alpha} \cdot \begin{pmatrix} 1 \\ v_\alpha \end{pmatrix} = u1 + \delta_\alpha (v_\alpha - v_\alpha 1).
\]

We also note that the functorial relation between the forms for \( u \) and those for \( \partial_1^2 u \) commutes with reduction:

\[
V_{\partial_1^2 u}^{\eta-\alpha-2} \partial_1^2 v_\alpha = V_u^{\eta-\alpha} \cdot \begin{pmatrix} 0 \\ \partial_1^2 v_\alpha \end{pmatrix} = \delta_\alpha \partial_1^2 v_\alpha.
\]

Following (60), the product of the forms \( V_u^{\eta-\alpha} \) and \( V_{\partial_1^2 u}^{\eta-\alpha-2} \) assumes the form

\[
V_{\alpha \partial_1^2 u}^{\eta-2} \cdot \begin{pmatrix} \partial_1^2 u \\ \partial_1^2 v_\alpha \\ v_\alpha \end{pmatrix} = u \partial_1^2 u + V_u^{\eta-\alpha} \otimes V_{\partial_1^2 u}^{\eta-\alpha-2} \cdot \begin{pmatrix} \partial_1^2 v_\alpha \\ v_\alpha \end{pmatrix}.
\]
STEP 2. [Integration] From (92), (146), and (147) we obtain

\begin{equation}
V^\eta_u \cdot \begin{pmatrix} 1 \\ v_0 \\ v_1 \\ w_{2a} \end{pmatrix} = V^{\eta-a}_u \cdot \begin{pmatrix} 1 \\ v_0 \\ v_1 \end{pmatrix} + \nu(v_1 - v_11)
\end{equation}

\[- a \partial_1^2 u + V^{\eta-2}_a \partial_1^2 u \cdot \begin{pmatrix} \partial_1^2 u \\ \partial_1^2 w_{2a} \\ \partial_1^2 v_{1a} \\ \partial_1^2 w_{2a} \end{pmatrix} + \nu(v_{1a} - v_{1a}1) \] .

STEP 3. [Reconstruction] Following (60), the product of the forms \( V^\eta_a \) and \( V^{\eta-2}_{\partial_1^2 u} \) assumes the form

\begin{equation}
V^{\eta+a-2}_{a \circ \partial_1^2 u} \cdot \begin{pmatrix} \partial_1^2 v_{1a} \\ \partial_1^2 w_{2a} \\ \partial_1^2 v_{1a} \\ \partial_1^2 w_{2a} \end{pmatrix} = a \partial_1^2 u + C_{\eta+a-2}(\nabla \chi \otimes V^{\eta-2}_{\partial_1^2 u} \cdot \begin{pmatrix} \partial_1^2 v_{1a} \\ \partial_1^2 w_{2a} \\ \partial_1^2 v_{1a} \\ \partial_1^2 w_{2a} \end{pmatrix} + \nu(v_{1a} - v_{1a}1) \] .

4.6. **Periodicity.** While Section 2 and in particular the reconstruction result Proposition 1 are oblivious to periodicity, it is convenient for the integration result Proposition 2, and boundary conditions are unavoidable for our uniqueness statement. On the level of a modelled distribution \( V \), the notion of periodicity is not the naive one, because the model \( v \) itself is not periodic due to the presence of \( v_1(x) = x \) on the level of \( T_+ \), and of \( v_1 \partial_1^2 v_{1a}, v_1 \partial_1^2 w_{2a} \) on the level of \( T \). In this subsection, we introduce such a notion and argue that the forms constructed in Subsection 4.5 are indeed periodic in this sense, based on the assumption that \( V_\alpha \) is periodic in this sense and that the functions \( u \) and \( \nu \) are plain periodic, and on the off-line assumption that the distributions \( f \) and \( v_{\alpha} \circ \partial_1^2 u \) are (plain) periodic. The so ensured (extended notion of) periodicity of \( V^{\eta+a-2}_{a \circ \partial_1^2 u} \) will be argued to imply the periodicity of the distribution \( a \circ \partial_1^2 u \) in Lemma 6, which in turn is the input for Lemma 5.

The additive group \( \mathbb{Z}^2 \owns k \) acts on space-time \( \mathbb{R}^d \owns x \) via translation \( k + x \). Our model \( v_+ \in C^0(\mathbb{R}^2; T_+) \), cf. (115), is equi-variant under this action, provided we let \( \mathbb{Z}^2 \) act on \( T_+ \) via

\begin{equation}
(k + v_+)_{\beta} = \begin{cases} k_1 v_0 + v_\beta & \text{for } \beta = 1 \\ v_\beta & \text{else} \end{cases}
\end{equation}

Equi-variance means

\begin{equation}
v_+(k + x) = k + v_+(x),
\end{equation}
and is a consequence of the (plain) periodicity of \(v_\alpha\) and \(w_{2\alpha}\), which in view of their definitions (132) and (138) itself is a consequence of the periodicity of the distributions \(f\) and \(v_\alpha \partial_1^2 v_\alpha\), respectively.

We also note that our skeleton \(\Gamma_+\), cf. (118), is covariant under the action (150), meaning that

\[
(152) \quad \Gamma_+(k + x)(k + v_+)(k + v_+) = \Gamma_+(x)v_+,
\]

a property we call periodicity. Let us check (152) for the two interesting components \(\beta = 1, 2\alpha\): For \(\beta = 1\) we have \(\Gamma_1(k + x)(k + v) \overset{(118)}{=} (k + v)_1 - (k_1 + v_1(x))(k + v)_0 \overset{(150)}{=} (k_1 v_0 + v_1) - (k_1 + v_1(x))v_0 \overset{(118)}{=} \Gamma_1(x)v_+\).

For \(\beta = 2\alpha\) we have \(\Gamma_{2\alpha}(k + x)(k + v) \overset{(118), (150)}{=} v_{2\alpha} - \omega(x)(k_1 v_0 + v_1) - v_\alpha(\partial_{\eta_0} v_\alpha - (w_{2\alpha}(x) - v_\alpha(x) \otimes \partial_{\eta_0} v_\alpha(x) - \omega(x)(k_1 + v_1(x)))v_0 \overset{(118)}{=} \Gamma_{2\alpha}(x)v_+\). Here we used in addition the periodicity of \(\omega\), cf. Lemma 8.

We now turn to a modelled distribution \(V_+\) on \((A_+, 1_+),\) and call it periodic provided we have

\[
(153) \quad V_+(k + x)(k + v_+) = V_+(x)v_+.
\]

We claim that periodicity is preserved under reduction, cf. Subsection 2.2. Next to (152), for preservation of periodicity under reduction we crucially need the following property of the action (150)

\[
(154) \quad (k + v_+) + v'_+ = k + (v_+ + v'_+) \quad \text{provided} \quad v'_0 = 0.
\]

By induction it is sufficient to check preservation of (153) under the one-step reduction (27) with \(\bar{\beta} > 0\). Periodicity of \(C_{\bar{\beta}} V_+\) is now easily seen: \(C_{\bar{\beta}} V_+(k + x)(k + v_+) \overset{(27)}{=} V_+(k + x)((k + v_+) - \Gamma_{\bar{\beta}}(k + x)(k + v_+)) \overset{(152)}{=} V_+(k + x)((k + v_+) - \Gamma_{\bar{\beta}}(x)v_+) \overset{(154)}{=} V_+(k + x)(k + (v_+ - \Gamma_{\bar{\beta}}(x)v_+)) \overset{(153)}{=} V_+(x)(v_+ - \Gamma_{\bar{\beta}}(x)v_+) \overset{(27)}{=} C_{\bar{\beta}} V_+(x)v_+.

Applying this observation on periodicity and reduction to the forms from Subsection 4.5, we obtain from our assumption of periodicity of \(V_\eta\) that also the two reductions \(V_\eta^{\alpha - \alpha}\) and \(a = V_\eta^\alpha\), and thus also \(V_\eta^{\alpha - \alpha}\), are periodic. Hence with \(u\) also the \(V_\eta^{\alpha - \alpha}\) defined in (145) is periodic. As a consequence, with \(u, \nu, v_\alpha,\) and \(w_{2\alpha}\), also \(V_\eta^\alpha\) defined in (92) is periodic.

Recall from Subsection 4.3 that the structure \((A_-, \Gamma_-, v_-)\) arises from \((A_+, \Gamma_+, v_+\) functorially by formal differentiation (i.e. applying \(\partial_1^2\)), which shifts homogeneities by \(-2\) while annihilating the homogeneities 0, 1. In particular, \(\Gamma_\pm\) is given by (124), and extending (150) to \(\beta = \alpha - 2, 2\alpha - 2\), we obtain (151) and (152) with \(v_\pm\) and \(\Gamma_\pm\) replaced by \(v_-\) and \(\Gamma_-\), respectively. As a consequence, with \(V_\eta\) also \(V_\eta^{\alpha - 2}\) is periodic, and then also \(V_\eta^{\alpha - 2} = C_{\eta - \alpha - 2} V_\eta^{\alpha - 2} = C_{\eta - \alpha - 2} V_\eta^{\alpha - 2}\).
We now turn to the multiplication of our structures \((A_+, T_+, \Gamma_+)\) and \((A_-, T_-, \Gamma_-)\) resulting in the product structure \((A, T, \Gamma)\), cf. Subsection 2.3. The (continuous) action of \(\mathbb{Z}^2\) on \(T_+\) naturally extends to an action on the (topological) tensor product \(T = T_+ \otimes T_-\), cf. (39), and is easily seen to be given by

\[
(k + v)_\beta = \begin{cases} 
  k_1 v_{\alpha-2} + v_\beta & \text{for } \beta = \alpha - 1 \\
  k_1 v_{2\alpha-2} + v_\beta & \text{for } \beta = 2\alpha - 1 \\
  v_\beta & \text{else}
\end{cases}
\]

As it should, our model \(v\), cf. (128), is equi-variant:

\[
v(k + \cdot) = k + v \quad \text{in the sense of distributions},
\]

which is to be compared to (151), and is a consequence of the fact that the products \(v_1 \partial^2_1 v_\alpha, v_1 \partial^2_2 w_\alpha\) of the smooth function \(v_1\) and a distribution are classically defined. Since \(\Gamma(x) = \Gamma_+(x) \otimes \Gamma_-(x)\), cf. Lemma 2, the periodicity property (152) and the similar property for \(\Gamma_-\) extends to \(\Gamma\):

\[
\Gamma(k + x)(k + v) = \Gamma(x)v.
\]

For the same reason, if a form \(V_+\) on \((A_+, T_+)\) is periodic in the sense of (153), and thus by the above remark on preservation of periodicity also \(V_+ = V_+ - C_\alpha V_+\), cf. (51), and if a form \(V_-\) on \((A_-, T_-)\) is periodic in the same sense, then \(\nabla_+ \otimes V_-\) is also periodic.

Considering now the extended product structure \((\overline{A}, \overline{T}, \overline{\Gamma})\), cf. (58) and (59), and extending (155) also to \(\kappa - \alpha = \eta - \alpha - 2 \neq \alpha - 2, 2\alpha - 2\) as a definition, we learn from the periodicity of \(V_-\) that also \(\overline{T}\) is periodic. Moreover, \(V_-(\nu) = (C_\alpha V)_- \partial \overline{T} \otimes V_- \nu\), cf. (60), is periodic.

Returning to reduction, this time for the extended product structure, we note that the analogue of (154) reads

\[
(k + v) + v' = k + (v + v') \quad \text{provided } v'_{\alpha-2} = v'_{2\alpha-2} = 0.
\]

Hence by the argument used above for reduction of a form \(V_+\) on \((A_+, T_+)\), the reduction of a form \(V_+(\nu)\) on \((\overline{A}, \overline{T})\) to levels above \(2\alpha - 2\) preserves periodicity. We will only use that for \(C_{\eta - \alpha - 2}\), which is in this range.

We finally argue that \(C_{\eta - \alpha - 2} V^{\eta + \alpha - 2}_{\partial^2_1 u}\) functorially defined in (149) is periodic. As argued above in the context of differentiation, the above deduced periodicity of \(V^{\eta}_{\partial^2_1 u}\) entails the one of \(V^{\eta - 2}_{\partial^2_1 u}\) via (79). As argued above in the context of the extended product, the assumed periodicity of \(V^{\eta}_{\partial^2_1 u}\) and the just established periodicity of \(V^{\eta - 2}_{\partial^2_1 u}\) entails the one of \(V^{\eta + \alpha - 2}_{\partial^2_1 u}\) defined in (149). As argued in the context of reduction for \(\overline{T}\), this in turn implies the periodicity of \(C_{\eta - \alpha - 2} V^{\eta + \alpha - 2}_{\partial^2_1 u}\).
Finally, we note that the function $C_{\eta - \alpha - 2} V_{\alpha \circ \partial^2 u}^{\eta + \alpha - 2} \cdot v_T$ appearing in (96) in Lemma 6 is (plain) periodic. Indeed, (156) implies $v_T(k + x) = k + v_T(x)$ in the classical sense (with values in $T$), and which by the assumed periodicity of $u$ and thus $(\partial^2 u_T)$ extends to $\overline{T}$. Combining this with the periodicity of $C_{\eta - \alpha - 2} V_{\alpha \circ \partial^2 u}^{\eta + \alpha - 2}$ in form of $C_{\eta - \alpha - 2} V_{\alpha \circ \partial^2 u}^{\eta + \alpha - 2}(k + x).k + v) = C_{\eta - \alpha - 2} V_{\alpha \circ \partial^2 u}^{\eta + \alpha - 2}(x).v$, we obtain the desired $C_{\eta - \alpha - 2} V_{\alpha \circ \partial^2 u}^{\eta + \alpha - 2}(k + x).v_T(k + x) = C_{\eta - \alpha - 2} V_{\alpha \circ \partial^2 u}^{\eta + \alpha - 2}(x).v_T(x)$. By (96) and $\eta + \alpha - 2 > 0$, this (plain) periodicity of $C_{\eta - \alpha - 2} V_{\alpha \circ \partial^2 u}^{\eta + \alpha - 2} \cdot v_T$ extends to $\alpha \circ \partial^2 u$.

5. Proofs of Abstract Results

### 5.1. Proof of Remarks 1 and 4.

**Proof.** We start with Remark 1. We fix $x, y$ and note that (19) is equivalent to

$$|\langle V(y) - V(x) \rangle, \Gamma^{-1}(x) \overline{v} \rangle | \leq [V]_{\mathcal{D}^\infty(T, \Gamma)} d^{(\pi - \beta)\gamma_0}(y, x)\|\overline{v}\|_{T, \beta}$$

for all $\beta \in A$ and $\overline{v} \in T_\beta$. By (21), the l. h. s. may be rewritten as $|\langle V(y) \Gamma(y) \Gamma^{-1}(x) \overline{v} - \overline{v} \rangle |$. Hence by duality, this is equivalent to (22).

We now turn to Remark 4 and start by giving the argument for (53). By the second item in (52), the first identity for $\eta = \alpha$ follows from the definition (50). Hence by definition of $C_\eta$, cf. Subsection 2.2, it is enough to check that for $\eta \in A_\gamma$, the one-step-reduction (27) preserves $C_\eta V_+ v_+$. This in turn follows from $(\text{id}_{T_+} - \Gamma_\eta) v_+ = v_+$, which is a consequence of the first item in (52).

By (53), the l. h. s. of (54) simplifies:

$$(u_+(y) - u_+(x)) - \overline{v_+}(x).v_+(y) - v_+(x)$$

$$\overset{(51)}{=} (V_+(y) - V_+(x)).v_+(y) - C_\alpha V_+(x).v_+(y) - v_+(x)$$

$$\overset{(52)}{=} (V_+(y) - V_+(x)).v_+(y),$$

where the last identity uses the fact that $C_\alpha V_+ v_+$ depends on $v_+$ only through $1$. Hence by form continuity (19), with the roles of $x$ and $y$ exchanged, we obtain as desired

$$\langle (u_+(y) - u_+(x)) - \overline{v_+}(x).v_+(y) - v_+(x) \rangle$$

$$\overset{(19)}{\leq} [V_+]_{\mathcal{D}^\infty(T_+, \Gamma_\gamma)} \sum_{\beta \in A_\alpha} d^{(\pi - \beta)\gamma_0}(y, x)\|\Gamma_\beta(y) v_+(y)\|_{T, \beta}$$

$$\overset{(52)}{=} [V_+]_{\mathcal{D}^\infty(T_+, \Gamma_\gamma)} d^\pi(x, y).$$

\qed
5.2. Proposition 1.

Proof of Proposition 1. The strategy of the proof is to define $RV$ as a limit in $C^0_{\beta}(\mathbb{R}^2) \subset S'(\mathbb{R}^2)$ via

$$RV := \lim_{\tau \to 0} V.v_\tau. \quad (158)$$

The defining inequality (24) is obtained in the limit $\tau \to 0$ from an analogous inequality where $(RV)_T$ is replaced by $(V.v_\tau)_T$. This leads us to analyze the quantity

$$(V.v_\tau)_T - V.v_T,$$

which, by virtue of the semi-group property (7) may be written as a commutator

$$[\langle \cdot \rangle_{T-\tau}, V].v_\tau. \quad (159)$$

Here, and in the whole proof of Proposition 1, we use the commutator notation $[\langle \cdot \rangle, V]v := (V.v)_T - V.v_T$ for a generic $v \in \mathcal{D}'(\mathbb{R}^2; T)$. Steps 1 to 3 are devoted to estimating (159) with $\tau > 0$ fixed under a slightly more restrictive assumption on the modelled distribution, while Step 4 concludes with a compactness argument. This compactness result itself relies on an independent Step 5, while in step 6, we argue that the more restrictive assumption used in the first steps is justified.

In terms of the properties of the modelled distribution $V$, Steps 1 to 3 require only the form continuity condition (19). However, the boundedness condition (18) is required qualitatively for Step 4.

**STEP 1.** We claim that for all $\tau < T$, where $T$ is a dyadic multiple of $\tau$, the following identity holds

$$[\langle \cdot \rangle_{T-\tau}, V].v_\tau = \sum_{\tau \leq t \leq T} ([\langle \cdot \rangle_t, V].v_t)_{T-2t}, \quad (160)$$

where the sum runs over all dyadic multiples $t = \frac{T}{2}, \frac{T}{4}, \cdots, \tau$. In fact, by the semi-group property (7) of the convolution kernel

$$([\langle \cdot \rangle_t, V].v_t)_{T-2t} = (V.v_t)_{T-t} - (V.v_2t)_{T-2t},$$

which turns the right hand side of (160) into a telescoping sum.

**STEP 2.** We claim that for all $s \leq t \leq 1$ it holds

$$\|[\langle \cdot \rangle_s, V].v_t\| \lesssim [V]_{E^{\alpha}(T, T)} \sum_{\beta \in A} (\tau^\beta)^{\frac{\alpha}{2}}, \quad (161)$$

where we recall that $\|\cdot\|$ denotes the supremum norm on $\mathbb{R}^2$. For clarity of exposition, we will give the proof of (161) under the more restrictive assumption that the continuity property (19) holds for all $x, y \in \mathbb{R}^2$ (dropping the assumption that $d(x, y) \leq 1$). In Step 6, we will give the (slightly more involved) argument without this additional hypothesis.
Note that for each \( x \in \mathbb{R}^2 \)

\[
[(\cdot)_s, V].v_t(x) = \int \psi_s(x - y)(V(y) - V(x)).v_t(y) \, dy.
\]

Indeed, by the definition of the convolution \([(\cdot)_s, V].v_t(x)\) equals

\[
\int \psi_s(x - y)V(y).v_t(y) \, dy - \int \psi_s(x - y)V(x).v_t(y) \, dy,
\]

which is (162). Here, we used that for each \( x \), the linear form \( V(x) \) is continuous on \( T \) in order to interchange integration in \( y \) with application of \( V(x) \) in the above Bochner integral.

To estimate (162), we will appeal to our simplifying assumption, that the form continuity condition (19) holds for all \( x, y \in \mathbb{R}^2 \). We combine this with (23) to find

\[
|(V(y) - V(x)).v_t(y)| \lesssim \|[V]_{\mathcal{D}^s(T;\Gamma)}\sum_{\beta \in A} d^{(\alpha - \beta)\vee 0}(y, x)\|\Gamma_\beta(y)v_t(y)\|_{T_\beta},
\]

which implies (161) in light of \( s \leq t \leq 1 \) and \((\alpha - \beta)\vee 0) + \beta \geq \alpha\).

**Step 3.** We now claim that if \( \tau < T \), then

\[
\|(\cdot)_{T-\tau}, V].v_\tau\| \lesssim \|[V]_{\mathcal{D}^s(T;\Gamma)}(T^{\frac{1}{4}})^{\alpha}.
\]

Let us first assume that \( T \) is a dyadic multiple of \( \tau \). Observe that for a generic \( g \)

\[
\|g_T\| \lesssim \|g_t\| \quad \text{for all } T \geq t.
\]
Hence,
\[
\|[(\cdot)_{T-\tau}, V] \cdot v_\tau\| \leq \sum_{\tau \leq t < T} \|[(\cdot)_t, V] \cdot v_\tau \|_{T-2t}
\]
\[
\lesssim \sum_{\tau \leq t < T} \|[(\cdot)_t, V] \cdot v_\tau\| \leq [V]_{\mathcal{D}_\infty(T, \Gamma)} \sum_{\tau \leq t < T} \tau^{4/\pi},
\]
where in the last inequality, we have used (161) applied with \( s = t \leq 1 \). Since \( \tau > 0 \), the geometric sum converges and we obtain (164). If now \( 0 < \tau < T \) is arbitrary, we find a \( \hat{T} \in [\frac{T}{2}, T) \) which is a dyadic multiple of \( \tau \) (including the case \( \tau = \hat{T} \)). Since
\[
[(\cdot)_{T-\tau}, V] \cdot v_\tau = ([(\cdot)_{\hat{T}-\tau}, V] \cdot v_\tau)_{T-\hat{T}} + [(\cdot)_{T-\hat{T}}, V] \cdot v_{\hat{T}},
\]
we have by (165)
\[
\|[(\cdot)_{T-\tau}, V] \cdot v_\tau\| \lesssim \|[(\cdot)_{\hat{T}-\tau}, V] \cdot v_\tau\| + \|[(\cdot)_{T-\hat{T}}, V] \cdot v_{\hat{T}}\|.
\]
Since \( \hat{T} \) is a dyadic multiple of \( \tau \), we can estimate the first contribution of the right-hand side by
\[
\|[(\cdot)_{\hat{T}-\tau}, V] \cdot v_\tau\| \lesssim [V]_{\mathcal{D}_\infty(T, \Gamma)} \tau^{4/\pi} \lesssim [V]_{\mathcal{D}_\infty(T, \Gamma)} (\hat{T}^{4/\pi}).
\]
For the second contribution, we apply (161) with \( s = T - \hat{T} \) and \( t = \hat{T} \), which is applicable since \( T - \hat{T} \leq \hat{T} \) in virtue of \( \hat{T} \in [\frac{T}{2}, T) \), to obtain
\[
\|[(\cdot)_{T-\hat{T}}, V] \cdot v_{\hat{T}}\| \lesssim [V]_{\mathcal{D}_\infty(T, \Gamma)} \tau^{4/\pi} \lesssim [V]_{\mathcal{D}_\infty(T, \Gamma)} (\tau^{4/\pi}).
\]

**STEP 4.** In the final step, we carry out a compactness argument to complete the proof. We begin by defining \( \mathcal{R} V^\tau := V \cdot v_\tau \) and claim that for each \( \tau > 0 \) and all \( T \leq 1 \)
\[
(166) \quad \|\mathcal{R} V^\tau\|_T \lesssim \|V\|_{\mathcal{D}_\infty(T, \Gamma)} (T^{4/\pi}).
\]
To prove the claim, fix a \( \tau \) and appeal to (164), which by the semi-group property takes the form
\[
(167) \quad \|\mathcal{R} V^\tau\|_{T-\tau} - V \cdot v_T \lesssim [V]_{\mathcal{D}_\infty(T, \Gamma)} (T^{4/\pi}).
\]
Next we observe that using the form boundedness property (18), \( N \leq 1 \) and definition (23), it follows that
\[
(168) \quad \|V \cdot v_T\| \leq \|V\|_{T, \Gamma} \sum_{\beta \in A} \sup_x \|\Gamma_\beta(x) v_T(x)\|_{T, \beta}
\]
\[
\leq \|V, \mu\|_{T, \Gamma} \sum_{\beta \in A} (T^{4/\pi})^{\beta} \lesssim \|V, \mu\|_{T, \Gamma} (T^{4/\pi})^\beta,
\]
where we used that \( T \leq 1 \) and \( \beta \geq \beta \) for all \( \beta \in A \) in the final step. Hence, noting that \( \|\mathcal{R} V^\tau\|_T \lesssim \|\mathcal{R} V^\tau\|_{T-\tau} \) in virtue of (165),
the estimate (166) now follows from (167) and (168) via the triangle inequality and the fact that \( \overline{\alpha} \geq \beta \).

Hence, by relying on the independent Step 5 on weak compactness below, we find a subsequence \( \tau_n \to 0 \) as \( n \to \infty \) and a distribution \( \mathcal{R}V \in C_0^\infty \) such that \( \mathcal{R}V^{\tau_n} \to \mathcal{R}V \) in the sense of distributions. Thus, it only remains to obtain the inequality (24), which we claim follows from passing to the limit \( \tau_n \to 0 \) in (167). Indeed, note that for \( \tau \leq \frac{T}{2} \) it holds

\[
\| (\mathcal{R}V^T)_{T-\tau} - (\mathcal{R}V)_T \| = \| (\mathcal{R}V^\tau - (\mathcal{R}V)_\tau)_{T-\tau} \| \leq \| (\mathcal{R}V^\tau - (\mathcal{R}V)_\tau)_{\frac{T}{2}} \| + \| (\mathcal{R}V^\tau - (\mathcal{R}V)_\tau)_{\frac{T}{2}} \|,
\]

which tends to zero along the subsequence \( \tau_n \to 0 \). By the triangle inequality, it follows that (167) implies (24), which completes the proof.

**Step 5.** [Weak compactness] We claim that for any sequence \( \{f_n\}_{n<\infty} \subset \mathcal{S}'(\mathbb{R}^2) \) with bounded \( \sup_{T \leq 1} (T^\frac{1}{4})^{-2} \| f_n \| \), there exists a subsequence that converges in the sense of distributions. This will turn out to be a consequence of the estimate

\[
(169) \quad \| (1 + \partial_1^4 - \partial_2^2)^{-1} f \| \lesssim \sup_{T \leq 1} (T^\frac{1}{4})^{-2} \| f_T \|.
\]

Note that the Fourier symbol of \( (1 + \partial_1^4 - \partial_2^2)^{-1} \) is \( (1 + k_1^4 + k_2^2)^{-1} \) and thus has a well-decaying and moderately regular kernel; in particular, it is integrable, so that it acts on Schwartz functions. As a consequence, \( (1 + \partial_1^4 - \partial_2^2)^{-1} f \) makes sense as a distribution, and the finiteness of the l.h.s. of (169) is to be understood in the sense that this distribution is represented by an \( L^\infty(\mathbb{R}^2) \) function.

We first argue that (169) yields the desired weak compactness result. Indeed, under our assumptions, (169) implies that \( u_n := (1 + \partial_1^4 - \partial_2^2)^{-1} f_n \) is bounded in \( L^\infty(\mathbb{R}^2) \) so that there exists a subsequence \( u_{n'} \) and a \( u \in L^\infty(\mathbb{R}^2) \) such that \( u_{n'} \) converges to \( u \) in the weak-* topology. Since \( L^\infty(\mathbb{R}^2) \subset L^1_{\text{loc}}(\mathbb{R}^2) \), this implies that \( f_{n'} \) converges to \( f := (1 + \partial_1^4 - \partial_2^2) u \) in \( \mathcal{D}(\mathbb{R}^2) \).

We now turn to the proof of (169). By definition of the convolution \((\cdot)_t\), cf. Subsection 1.2, we have \( \partial_t f_t = -\partial_t^1 (1 + \partial_1^4 - \partial_2^2)^{-1} f_t \), so that \( \partial_t (1 + \partial_1^4 - \partial_2^2)^{-1} f_t = -(1 + \partial_1^4 - \partial_2^2)^{-1} (\partial_1^4 - \partial_2^2) f_t \). Since \( (1 + \partial_1^4 - \partial_2^2)^{-1} (\partial_1^4 - \partial_2^2) = \text{id} - (1 + \partial_1^4 - \partial_2^2)^{-1} \) and the operator \((1 + \partial_1^4 - \partial_2^2)^{-1}\) has integrable kernel (see above), this yields the estimate

\[
\| \partial_t (1 + \partial_1^4 - \partial_2^2)^{-1} f_t \| \lesssim \| f_t \|.
\]
Since $\beta > -4$, we obtain by integration over $t \in (\tau, 1)$
\[
\|(1 + \partial_1^2 - \partial_2^2)^{-1} f_\tau\| \lesssim \|(1 + \partial_1^2 - \partial_2^2)^{-1} f_1\| + \sup_{t \leq 1} (t^{1/2})^{-\beta} \|f_1\|.
\]
Using once more the fact that $(1 + \partial_1^2 - \partial_2^2)^{-1}$ has integrable kernel to absorb the first r.h.s. term into the second, this implies (169) in the limit $\tau \downarrow 0$, appealing to the lower semi-continuity of the $\| \cdot \|$-norm, interpreted as an essential supremum, under distributional convergence.

**Step 6.** [Proof in the General Case] In this step, we address the modifications of Step 2 made necessary by the fact that the continuity condition (19) on the modelled distribution $V$ only holds for pairs of points $(x, y)$ with $d(y, x) \leq 1$. In fact, we will establish that for all $x, y \in \mathbb{R}^2$ and $v \in T$
\[
| (V(y) - V(x)) . v | \lesssim [V]_{D^{\vec{\alpha} \vec{\pi}}(T, \Gamma)} (1 + \| \vec{\alpha} \vec{\pi} \delta_{sk} ) |A|^{-1} d^{2|A|} (y, x) \sum_{\beta} |\Gamma_\beta(y) v|_{T, \tau},
\]
provided $d(y, x) \geq 1$,
\[
(170)
\]
where we recall that $|A|$ denotes the number of elements in $A$ and $\lesssim$ stands for $\leq C$ up to a constant only depending on $A$ (and on $\vec{\pi}$, which is irrelevant here). In order to do so, we also have to overcome the fact that the continuity condition (17) on the skeleton $\Gamma$ only holds for pairs of points $(x, y)$ with $d(y, x) \leq 1$. In fact, we will establish that for all $\beta \in A, x, y \in \mathbb{R}^2$, and $v \in T$
\[
\| \Gamma_\beta(x) v \|_{T, \tau} \lesssim \left( (1 + \| \vec{\alpha} \vec{\pi} \delta_{sk} ) d^{2} (y, x) \right)^{|A|^{-1}} \sum_{\gamma \leq \beta} |\Gamma_\gamma(y) v|_{T, \tau},
\]
provided $d(y, x) \geq 1$.
\[
(171)
\]
Before establishing (170) and (171), we first argue how (170) yields the outcome of Step 2, which in this more general context takes the form of
\[
| [ (\cdot)_s, V] . v_t | \lesssim (1 + \| \vec{\alpha} \vec{\pi} \delta_{sk} ) |V|_{D^{\vec{\alpha} \vec{\pi}}(T, \Gamma)} (t^{1/2})^\beta.
\]
Indeed, inserting our assumption (23) into (170) yields for all points $x, y$ with $d(y, x) \geq 1$ and all $t \leq 1$
\[
| (V(y) - V(x)) . v_t(y) |
\]
\[
\lesssim (1 + \| \vec{\alpha} \vec{\pi} \delta_{sk} ) |V|_{D^{\vec{\alpha} \vec{\pi}}(T, \Gamma)} d^{2|A|} (y, x) \sum_{\beta} (t^{1/2})^\beta,
\]
and thus trivially, recalling that $\beta < 0$ denotes the most negative exponent in $A$,
\[
| (V(y) - V(x)) . v_t(y) |
\]
\[
\lesssim (1 + \| \vec{\alpha} \vec{\pi} \delta_{sk} ) |V|_{D^{\vec{\alpha} \vec{\pi}}(T, \Gamma)} d^{-2|A|+\beta+\pi} (y, x) (t^{1/2})^{-2|A|},
\]
so that by (9)
\[
\int_{d(y,x) \geq 1} |(V(y) - V(x)).v_t(y)||\psi_s(x - y)|dy \\
\lesssim (1 + ||\Gamma||_{sk})^{[A] - 1}[V]_{D^m(T,\Gamma)}(s^{\frac{1}{2}} - 2[A])^2(1 + ||\Gamma||_{sk})^{[A] - 1}[V]_{D^m(T,\Gamma)}(t^{\frac{1}{2}})^2.
\]
By the same argument as in (163) of Step 2 we have
\[
\int_{d(y,x) \leq 1} |(V(y) - V(x)).v_t(y)||\psi_s(x - y)|dy \lesssim [V]_{D^m(T,\Gamma)}(t^{\frac{1}{2}})^2,
\]
so that by the representation (162), we obtain (172).

It is easy to see how (170) follows from (171) and our assumption (19): Let \( K \in \{2, 3, \ldots\} \) be such that \( K - 1 < d(y, x) \leq K \) and divide the segment between \( x \) and \( y \) into \( K^2 \) intervals delimited by the points \( x = z_0, \ldots, z_{K^2} = y \). By definition, the \( K^2 + 1 \) adjacent points have distance \( d(z_{k+1}, z_k) \leq 1 \) (note that we need \( K^2 \) intervals instead of \( K \) because of the square root in the definition of the metric \( d \), cf. (6)), so that we may apply (19) on those. We have
\[
||(V(y) - V(x)).v|| \leq \sum_{k=0}^{K^2-1} |(V(z_{k+1}) - V(z_k)).v|
\]

\[
\stackrel{(19)}{\leq} [V]_{D^m(T,\Gamma)} \sum_{k=0}^{K^2-1} \sum_{\beta} ||\Gamma_\beta(z_k)v||_{T_\beta}
\]

\[
\stackrel{(171)}{\leq} (1 + ||\Gamma||_{sk})^{[A] - 1}[V]_{D^m(T,\Gamma)} \sum_{k=0}^{K^2-1} d^{2([A] - 1)}(y, z_k) \sum_{\beta \leq \gamma \leq \beta} ||\Gamma_\gamma(y)v||_{T_\gamma},
\]
which yields (170) because of \( K^2 \leq (d(y, x) + 1)^2 \leq 4d^2(y, x) \) and \( d(y, z_k) \leq d(y, x) \).

We finally turn to the argument for (171). It is the nilpotent structure of the continuity condition (17) that saves the day. Appealing to the triangle inequality in \( T_\beta \), we use in the simpler form of
\[
||\Gamma_\beta(z_k)v||_{T_\beta} \leq ||\Gamma_\beta(z_{k+1})v||_{T_\beta} + ||\Gamma||_{sk} \sum_{\gamma < \beta} ||\Gamma_\gamma(z_{k+1})v||_{T_\gamma},
\]

applied to the previously constructed sequence \( x = z_0, \ldots, z_{K^2} = y \) of \( K^2 + 1 \) points, the adjacent of which have distance at most one. By iterating this inequality we obtain
\[
||\Gamma_\beta(x)v||_{T_\beta} \leq \sum_{\gamma = \epsilon_0 \leq \cdots \leq \epsilon_{K^2} = \beta} ||\Gamma||_{sk}^{[A(\gamma, \beta)] - 1} ||\Gamma_\gamma(y)v||_{T_\gamma},
\]
where \( [A(\gamma, \beta)] \) denotes the number of elements of \( A \cap [\gamma, \beta] \). Note that an increasing sequence \( \gamma = \epsilon_0 \leq \cdots \leq \epsilon_{K^2} = \beta \) with values in
$A \cap [\gamma, \beta]$ is parameterized by the (not-strictly) increasing sequence of length $|A(\gamma, \beta)| - 1$ of positions where it jumps (by one increment). Since there are $K^2$ possible positions for these jumps (namely parameterized by the $K^2$ intervals), the number of such sequences is estimated by $(K^2)^{|A(\gamma, \beta)| - 1}$. Since trivially, $|A(\gamma, \beta)| \leq |A|$ and $K^2 \leq 4d^2(y, x)$, we obtain (171).

5.3. Lemma 1.

Proof of Lemma 1. Before turning to the proof, we complete the definition of the reduction $C_\eta V$. To this purpose, we enumerate the homogeneities $\{\beta_j\}_{j=1}^J$ in increasing order, so that $\beta_1 = \beta$ and $\beta_J = \beta$. Note that $C_{\beta_j} V$ has already been defined in (27). The reductions $C_{\beta_j} V$ for $j \in \{1, \ldots, J - 1\}$ are recursively defined through

$$
C_{\beta_j} V \nu := C_{\beta_{j+1}} V \nu (id_{\mathcal{T}} - \Gamma_{\beta_j}) \nu,
$$

where we view the operator $\Gamma_{\beta_j}$ as an element of $L(\mathcal{T}, \mathcal{T})$ with the understanding that $(\Gamma_{\beta_j}(x)) \nu_\gamma = 0$ for $\gamma \neq \beta_j$. For intermediate values $\eta \in (\beta_j, \beta_{j+1}]$ we just set

$$
C_\eta V := C_{\beta_{j+1}} V.
$$

STEP 1. Form boundedness (28) in case of $\eta = \overline{\beta}$. We start by noting that the triangular structure (16) implies

$$
\Gamma_{\beta}(id - \Gamma_{\eta}) = \begin{cases} 
\Gamma_{\beta} & \text{for } \beta < \eta \\
0 & \text{for } \beta = \eta
\end{cases},
$$

where we write for abbreviation $id = id_{\mathcal{T}}$. We use this in the string of inequalities

$$
|C_\eta V \nu| \overset{(27)}{=} |V.(id - \Gamma_{\eta}) \nu| \overset{(20)}{\leq} \|V\|_{\mathcal{T}, \Gamma} \sum_\beta N(\beta) \|\Gamma_{\beta} (id - \Gamma_{\eta}) \nu\|_{\mathcal{T}, \beta}
$$

$$
\overset{(176)}{=} \|V\|_{\mathcal{T}, \Gamma} \sum_{\beta < \eta} N(\beta) \|\Gamma_{\beta} \nu\|_{\mathcal{T}, \beta} \leq \|V\|_{\mathcal{T}, \Gamma} \sum_{\beta} N(\beta) \|\Gamma_{\beta} \nu\|_{\mathcal{T}, \beta},
$$

which gives (28) in view of (20).

STEP 2. Form continuity (29) in case of $\eta = \overline{\beta}$. More precisely, we claim

$$
[C_\eta V]_{\mathcal{D}^{\mathcal{P}_{\eta}(\mathcal{T}, \Gamma)}} \leq |V|_{\mathcal{D}^{\mathcal{P}(\mathcal{T}, \Gamma)}} + N(0) \|\Gamma\|_{sk} \|V\|_{\mathcal{T}, \Gamma}.
$$

To this purpose, we give ourselves two points $x, y$ with $d(y, x) \leq 1$ and write

$$
(C_\eta V(y) - C_\eta V(x)) \nu \overset{(27)}{=} (V(y) - V(x)).(id - \Gamma_{\eta}(x)) \nu - V(y).(\Gamma_{\eta}(y) - \Gamma_{\eta}(x)) \nu,
$$

(178)
so that

\[ |(C_\eta V(y) - C_\eta V(x)).v| \]

\[ \leq [V]_{\mathcal{D}_{\pi,\Gamma}} \sum_{\beta} d^{(\pi - \beta)\vee 0}(y, x)\|\Gamma_\beta(x)(\mathrm{id} - \Gamma_\eta(x))v\|_{T, \beta} \]

\[ + \|V\|_{T, \Gamma} \sum_{\beta} N^{(\beta)}\|\Gamma_\beta(y)(\Gamma_\eta(y) - \Gamma_\eta(x))v\|_{T, \beta} \]

\[ \overset{(176)}{=} [V]_{\mathcal{D}_{\pi,\Gamma}} \sum_{\beta < \eta} d^{(\pi - \beta)\vee 0}(y, x)\|\Gamma_\beta(x)v\|_{T, \beta} \]

\[ + N^{(\eta)}\|V\|_{T, \Gamma} (\Gamma_\eta(y) - \Gamma_\eta(x))v\|_{T, \eta} \]

\[ \leq [V]_{\mathcal{D}_{\pi,\Gamma}} \sum_{\beta < \eta} d^{(\pi - \beta)\vee 0}(y, x)\|\Gamma_\beta(x)v\|_{T, \beta} \]

\[ + N^{(\eta)}\|\Gamma\|_{sk} [V]_{T, \Gamma} \sum_{\beta < \eta} d^{(\pi - \beta)\vee 0}(y, x)\|\Gamma_\beta(x)v\|_{T, \beta}. \]

Since \((\pi - \beta) \vee 0, \eta - \beta \geq (\pi \wedge \eta - \beta) \vee 0\) and \(d(y, x) \leq 1\) we obtain

\[ |(C_\eta V(y) - C_\eta V(x)).v| \]

\[ \leq [V]_{\mathcal{D}_{\pi,\Gamma}} + N^{(\eta)}\|\Gamma\|_{sk} [V]_{T, \Gamma} \sum_{\beta < \eta} d^{(\pi - \beta)\vee 0}(y, x)\|\Gamma_\beta(x)v\|_{T, \beta}, \]

which is the detailed version of (177).

**STEP 3. General \(\eta\).** We first treat the case of \(\eta = \beta_j\) for some \(j \in \{1, \ldots, J-1\}\). By Step 1 and Step 2 applied with \(V\) replaced by \(C_{\beta_{j+1}}V\) (and \(\mathcal{D}_{\pi}\) replaced by \(\mathcal{D}_{\pi \wedge \beta_{j+1}}\)) we obtain by our inductive definition (174)

\[ \|C_{\beta_j} V\|_{T, \Gamma} \leq \|C_{\beta_{j+1}} V\|_{T, \Gamma}, \]

\[ [C_{\beta_j} V]_{\mathcal{D}_{\pi,\beta_j}(T, \Gamma)} \leq [C_{\beta_{j+1}} V]_{\mathcal{D}_{\pi,\beta_{j+1}}(T, \Gamma)} \]

\[ + N^{(\beta_j)}\|\Gamma\|_{sk}\|C_{\beta_{j+1}} V\|_{T, \Gamma}. \]

Iterating these two inequalities and using \(N \leq 1\) yields (28) \& (29) for all \(\eta \in A\). The extension to arbitrary \(\eta \in [\beta, \beta]\), say \(\eta \in (\beta_j, \beta_{j+1})\) for some \(j \in \{1, \ldots, J-1\}\), uses definition (175), with (28) being immediate and (29) following as a result of the monotonicity of the semi-norm in the exponent, i.e. \([\cdot]_{\mathcal{D}_{\pi,\eta}(T, \Gamma)} \leq [\cdot]_{\mathcal{D}_{\pi,\beta_{j+1}}(T, \Gamma)}\).

**STEP 4. Proof of (30) and (31).** Recalling (174), arguing by induction (the base case following as in Step 1), we find that for all \(x \in \mathbb{R}^2\) and \(v \in \mathbb{T}\) it holds for each \(\beta_j \in A\)

\[ |C_{\beta_j} V(x).v| \leq \|V\|_{T, \Gamma} \sum_{\beta \in [\beta, \beta_j) \cap A} N^{(\beta)}\|\Gamma_\beta(x)v\|_{T, \beta}. \]
Re-writing (174) as

\[(C_{\beta_{j+1}} - C_{\beta_j}) V(x) \cdot v = C_{\beta_{j+1}} V(x) \cdot \Gamma_{\beta_j}(x) v\]

we find that

\[
| (C_{\beta_{j+1}} - C_{\beta_j}) V(x) \cdot v | \leq \| V \|_{T;\Gamma} \sum_{\beta < \beta_{j+1}} N^{(\beta)} \| \Gamma_{\beta}(x) \Gamma_{\beta_j}(x) v \|_{T_{\beta}}
\]

\[
= \| V \|_{T;\Gamma} N^{(\beta_j)} \| \Gamma_{\beta_j}(x) v \|_{T_{\beta_j}},
\]

since \( \Gamma_{\beta} \Gamma_{\beta_j} \) vanishes for \( \beta < \beta_j \). Let \( \eta < \kappa \) and choose natural numbers \( k, m \) such that \( \eta \in (\beta_{k-1}, \beta_k) \), \( \kappa \in (\beta_{k+m-1}, \beta_{k+m}) \). By telescoping and the triangle inequality we find

\[
| (C_{\kappa} - C_{\eta}) V(x) \cdot v | = \left| \sum_{j=k}^{k+m-1} (C_{\beta_{j+1}} - C_{\beta_j}) V(x) \cdot v \right| \leq \| V \|_{T;\Gamma} \sum_{j=k}^{k+m-1} N^{(\beta_j)} \| \Gamma_{\beta_j}(x) v \|_{T_{\beta_j}}
\]

which corresponds to (30).

For the proof of (31) we observe that \((\text{id} - C_{\eta}) V \cdot v = (\text{id} - C_{\beta_j}) V \cdot v + (C_{\beta_j} - C_{\eta}) V \cdot v\). For the first term, we appeal to (27) to estimate

\[
| (\text{id} - C_{\beta_j}) V(x) \cdot v | = | V(x) \cdot \Gamma_{\beta_j}(x) v | \leq \| V \|_{T;\Gamma} \sum_{\beta \in A} N^{(\beta)} \| \Gamma_{\beta}(x) \Gamma_{\beta_j}(x) v \|_{T_{\beta}}
\]

\[
= \| V \|_{T;\Gamma} \sum_{\beta \in (\eta, \kappa) \cap A} N^{(\beta)} \| \Gamma_{\beta}(x) v \|_{T_{\beta}},
\]

Using (30) with \( \beta \) playing the role of \( \kappa \), we estimate the second term by

\[
| (C_{\beta_j} - C_{\eta}) V(x) \cdot v | \leq \| V \|_{T;\Gamma} \sum_{\beta \in [\eta, \beta_j) \cap A} N^{(\beta)} \| \Gamma_{\beta}(x) v \|_{T_{\beta}},
\]

and summing the two contributions gives (31).

**Step 5.** Proof of Remark 3. In this step, we indicate the changes that under the assumption (34) lead to the improved outcome (35). We first point out the modifications in Step 1. We claim that

\[
| C_{\eta} V \cdot v | \leq M^b_\ast N^{(\beta_\ast)} \| \Gamma_{\beta_\ast} v \|_{T_{\beta_\ast}} + M^b \sum_{\beta < \eta} N^{(\beta)} \| \Gamma_{\beta} v \|_{T_{\beta}},
\]

\[(181)\]
Indeed, appealing to (176) and the assumption (34), we obtain
\[
|C_\eta Vv| \leq |V.(\text{id} - \Gamma_\eta)v| \\
\leq M^b N^{(\beta_\eta)} \|\Gamma_{\beta_\eta}(\text{id} - \Gamma_\eta)v\|_{T_{\beta_\eta}} + M^b \sum_{\beta \neq \beta_\eta} N^{(\beta)} \|\Gamma_\beta(\text{id} - \Gamma_\eta)v\|_{T_\beta} \\
\leq M^b N^{(\beta_\eta)} \|\Gamma_{\beta_\eta}v\|_{T_{\beta_\eta}} + M^b \sum_{\beta < \eta, \beta \neq \beta_\eta} N^{(\beta)} \|\Gamma_\beta v\|_{T_\beta},
\]
which gives (181).

We now turn to the changes in Step 2. Appealing to (34), the second term in (178) is now controlled as follows
\[
|V(y). (\Gamma_\eta(y) - \Gamma_\eta(x))v| \leq M^b N^{(\eta)} \|\Gamma\|_{sk} \sum_{\gamma < \eta} d^{\gamma - \beta}(y, x) \|\Gamma_\beta(x)v\|_{T_\beta},
\]
which directly leads to the improved version of (177)
\[
(182) \quad |C_\eta V|_{D^{\pi_{\eta}}(T; \Gamma)} \leq |V|_{D^{\pi}(T, \Gamma)} + N^{(\eta)} \|\Gamma\|_{sk} M^b.
\]
Finally, we turn to the changes in Step 3, i.e. the treatment of general cutting level \( \eta \). According to (181) and (182) we have
\[
[C_{\beta_j} V]_{D^{\pi_{\gamma_j}}(T, \Gamma)} \leq [C_{\beta_{j+1}} V]_{D^{\pi_{\gamma_j+1}}(T, \Gamma)} + N^{(\gamma_j)} \|\Gamma\|_{sk} M^b.
\]
Hence we iteratively obtain (35) for \( \eta = \beta_j \) in view of \( N \leq 1 \). For \( \eta \in (\beta_{j-1}, \beta_j] \) the inequality (35) is unaffected thanks to \( d(y, x) \leq 1 \) once again.

**Step 6.** Proof of Remark 2. By the above inductive argument, we may reduce to the case of \( \eta = \beta_+ \). Rewriting the r. h. s. of (32) as \( \tilde{V}.v - \tilde{V}.v_{\eta} \), and substituting \( v \) by \( \Gamma v \), we note that by definition (21) we have to show \( C_\eta Vv = Vv - \tilde{V}.\Gamma_\eta v \). By definition (27) the l. h. s. turns into \( V.(\text{id}_{T_+} - \Gamma_\eta)v \), so that we have to show \( V.\Gamma_\eta v = \tilde{V}.\Gamma_\eta v \). Again by definition (21) this assumes the form \( \tilde{V}.\Gamma_\eta v = \tilde{V}.\Gamma_\eta v \). This in turn follows from \( \Gamma_\eta v = \Gamma_\gamma \), which is a consequence of the maximality of \( \eta = \beta_+ \) and of the triangular structure (16). \( \square \)

### 5.4. Lemmas 2 & 3 and Corollary 1.
In this section, we will prove the assertions of Section 2.3.

**Proof of Lemma 2.** Identity (45) is an immediate consequence of (16). Bilinearity and property (42) of the operator norm on tensor spaces ensure continuity of \( \Gamma \) with respect to \( x \), that is \( \Gamma \in C^0(\mathbb{R}^2; \mathcal{L}(T; \mathbb{T})) \).

We now observe that the triangular structure of the skeletons \( \Gamma_+ \) and \( \Gamma_- \) transmits to \( \Gamma \), that is, it holds \( \Gamma_\beta = 0 \) for \( \beta < \gamma \) and \( \Gamma_\beta = \text{id}_{T_\beta} \). Indeed, if \( \beta \in A \) and \( (\beta_+, \beta_-) \neq (\gamma_+, \gamma_-) \) satisfy \( \beta_+ + \beta_- = \gamma_+ + \gamma_- = \beta \), then \( \Gamma_{\beta_+} \otimes \Gamma_{\beta_-} = 0 \), since \( \beta_+ < \gamma_+ \) or \( \beta_- < \gamma_- \). Let us show that the product skeleton \( \Gamma \) satisfies the continuity property (17). We
decompose \( v = (v_{\gamma_+, \gamma_-})_{\gamma_+, \gamma_-} \in T \) according to (38) and fix \( \beta \in A \) and \( x, y \in \mathbb{R}^2 \) with \( d(y, x) \leq 1 \). Writing \( [\Gamma] := \Gamma(y) - \Gamma(x) \) and similarly for \( \Gamma_{\beta_+}^+ \) and \( \Gamma_{\beta_-}^- \), we have

\[
\|([\Gamma]_\beta v)_{\beta_+} \|_{T_{\beta_+}} = \left\| \sum_{\gamma_+} \sum_{\gamma_-} \left( \left[ \Gamma_{\beta_+}^+ \right] \otimes \left[ \Gamma_{\beta_-}^- \right] + \left[ \Gamma_{\beta_+}^- \right] \otimes \Gamma_{\beta_-}^+ (x) + \Gamma_{\beta_+}^+ (x) \otimes \left[ \Gamma_{\beta_-}^- \right] \right) v_{\gamma_+, \gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}}
\]

\[
\leq \sum_{\beta_+ + \beta_- = \beta} \sum_{\gamma_+} \sum_{\gamma_-} \left( \left[ \Gamma_{\beta_+}^+ \right] \otimes \left[ \Gamma_{\beta_-}^- \right] \right) v_{\gamma_+, \gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}}
\]

\[
+ \sum_{\beta_+ + \beta_- = \beta} \sum_{\gamma_+} \sum_{\gamma_-} \left( \left[ \Gamma_{\beta_+}^- \right] \otimes \Gamma_{\beta_-}^+ (x) \right) v_{\gamma_+, \gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}}
\]

(183)

In order to estimate the first term on the right-hand side, we apply (42) for fixed \((\beta_+, \beta_-)\) with

\[
A_{+} v_+ := \sum_{\gamma_+ < \beta_+} \left( \Gamma_{\beta_+}^+ (y) - \Gamma_{\beta_-}^+ (x) \right) v_{\gamma_+},
\]

\[
A_{-} v_- := \sum_{\gamma_- < \beta_-} \left( \Gamma_{\beta_-}^- (y) - \Gamma_{\beta_+}^- (x) \right) v_{\gamma_-},
\]

(184)

\[
B_{+} v_+ := \| \Gamma_{+} \|_{sk} \left( d_{\beta_+ - \gamma_+} (y, x) \Gamma_{\gamma_+} (x) v_+ \right)_{\gamma_+ < \beta_+},
\]

\[
B_{-} v_- := \| \Gamma_{-} \|_{sk} \left( d_{\beta_- - \gamma_-} (y, x) \Gamma_{\gamma_-} (x) v_- \right)_{\gamma_- < \beta_-},
\]

and spaces \( T_{\beta_+} \otimes T_{\beta_-} \) and \((\bigoplus_{\gamma_+ < \beta_+} T_{\gamma_+}) \otimes \left( \bigoplus_{\gamma_- < \beta_-} T_{\gamma_-} \right)\), which by (17) satisfy (40) and (41), to the effect of

\[
\sum_{\beta_+ + \beta_- = \beta} \left\| \sum_{\gamma_+} \sum_{\gamma_-} \left( \left[ \Gamma_{\beta_+}^+ \right] \otimes \left[ \Gamma_{\beta_-}^- \right] \right) v_{\gamma_+, \gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}}
\]

\[
\leq \| \Gamma_{+} \|_{sk} \| \Gamma_{-} \|_{sk} \sum_{\beta_+ + \beta_- = \beta} \sum_{\gamma_+ < \beta_+} \sum_{\gamma_- < \beta_-} \left| d_{\beta_+ - \gamma_+} (y, x) d_{\beta_- - \gamma_-} (y, x) \right| \left\| \sum_{\gamma_- < \beta_-} \left( \Gamma_{\beta_-}^- (x) \otimes \Gamma_{\gamma_-}^- (x) \right) v_{\gamma_-} \right\|_{T_{\gamma_-}}
\]

(42)

\[
\leq \| \Gamma_{+} \|_{sk} \| \Gamma_{-} \|_{sk} \sum_{\gamma < \beta} \left| d_{\beta - \gamma} (y, x) \right| \| \Gamma_{\gamma} (x) v \|_{T_{\gamma}}
\]

(45)

It remains to estimate the last two lines in (183). Appealing to symmetry, we restrict ourselves to the last line and apply (42) for fixed
(β+, β-) with A_ and B_ as in (184),

\[ A_+v_+ := B_+v_+ := \sum_{\gamma+} \Gamma_{\beta+}^{\gamma+}(x)v_{\gamma+}, \]

and spaces \( T_{\beta+} \otimes T_{\beta-} \) and \( \bigoplus_{\gamma_- < \beta_-} T_{\beta+} \otimes T_{\gamma_-} \), which trivially satisfies (40) and as before by (17) satisfies (41), to the effect of

\[
\sum_{\beta_+ + \beta_- = \beta} \left\| \sum_{\gamma_+ \gamma_-} \left( \Gamma_{\beta+}^{\gamma+}(x) \otimes [\Gamma_{\beta-}^{\gamma-}] \right)v_{\gamma+ \gamma_-} \right\|_{T_{\beta+} \otimes T_{\beta-}} \leq \| \Gamma_- \|_{sk} \sum_{\beta_+ + \beta_- = \beta} \sum_{\gamma_- < \beta_-} d^{3-\gamma-}(y, x) \times \left\| \sum_{\gamma_+ \gamma_-} \left( \Gamma_{\beta+}^{\gamma+}(x) \otimes \Gamma_{\gamma_-}^{\gamma-}(x) \right)v_{\gamma+ \gamma_-} \right\|_{T_{\beta+} \otimes T_{\gamma_-}}.
\]

Writing \( \beta_- - \gamma_- = \beta - (\beta_+ + \gamma_-) \) and observing that trivially it holds

\[ \{(\beta_+, \gamma_-) \in A_+ \times A_- : \exists \beta_- \in A_- \text{ with } \beta_+ + \beta_- = \beta \text{ and } \gamma_- < \beta_- \} \]

\[ \subset \{(\beta_+, \gamma_-) \in A_+ \times A_- : \exists \gamma < \beta \text{ with } \beta_+ + \gamma_- = \gamma \}, \]

we may continue the string of inequalities with

\[
\leq \| \Gamma_- \|_{sk} \sum_{\gamma < \beta} \sum_{\gamma_+ \gamma_- = \gamma} d^{3-\gamma}(y, x) \times \left\| \sum_{\gamma_+ \gamma_-} \left( \Gamma_{\beta+}^{\gamma+}(x) \otimes \Gamma_{\gamma_-}^{\gamma-}(x) \right)v_{\gamma+ \gamma_-} \right\|_{T_{\beta+} \otimes T_{\gamma_-}}
\]

\[= \| \Gamma_- \|_{sk} \sum_{\gamma < \beta} d^{3-\gamma}(y, x) \| \Gamma_{\gamma}(x) \|_{T_{\gamma}}. \]

Combining the above estimates, we obtain that \( \Gamma \) is a skeleton on \((A, T)\) satisfying (44).

Finally, we turn to the proof of (46). In view of (20), it suffices to show for \( v \in T \)

\[
|V_+(x) \otimes V_-(x), v| \leq \| V_+ \|_{T_+; \Gamma_+} \| V_- \|_{T_-; \Gamma_-} \sum_{\beta} N^{(\beta)} \| \Gamma_{\beta}(x) \|_{T_{\beta}}.
\]

This is achieved by property (42) of the tensor-space norm: Set

\[
A_+v_+ := V_+(x), v_+, \quad B_+v_+ := \| V_+ \|_{T_+; \Gamma_+} \sum_{N^{(\beta)+}} \| V_+ \|_{T_+; \Gamma_+} \left( N^{(\beta)+}_{\beta+}(x)v_{\beta+} \right)_{\beta+ \in A_+},
\]

\[
A_-v_- := V_-(x), v_-, \quad B_-v_- := \| V_- \|_{T_+; \Gamma_-} \sum_{N^{(\beta)-}} \| V_- \|_{T_-; \Gamma_-} \left( N^{(\beta)-}_{\beta-}(x)v_{\beta-} \right)_{\beta- \in A_-}.
\]

Then (40) and (41) are satisfied by the boundedness of \( V_+ \) and \( V_- \), respectively, and the outcome (42) turns into (185) by definition (45) and property (43) combined with \( N \leq 1. \)

**Proof of Lemma 3.** First, we argue that \( \overline{T} \) is indeed a skeleton on \((\overline{A}, \overline{T})\):

The triangular representation is fulfilled in view of \( \kappa - \alpha > \beta_- \) and the continuity property (17) is fulfilled on level \( \kappa - \alpha \) in virtue of
$V_u \in D^{\overline{\alpha}}_\ast (T_\ast; \Gamma_\ast)$, so that (19) multiplied by $1/N_s$ turns into (17) by using again $\kappa - \alpha > \overline{\beta}_\ast$ to argue that the maximum appearing in (19) is not effective. Clearly, this argument also shows the estimate (61).

Now, in order to show $V_{u+\circ u_\ast} \in D^\kappa_\ast (\overline{T}; \overline{T})$ and for the sake of readability, let us introduce the abbreviations

$$
M^0 := [V_{u+}]_{D^\kappa_\ast (T_\ast; \Gamma_\ast)}, \quad M^1 := [V_{u+}]_{D^\kappa_\ast (T_\ast; \Gamma_\ast)}, \\
M^2 := [V_{u+}]_{D^\kappa_\ast (T_\ast; \Gamma_\ast)}.
$$

We first verify the form boundedness, cf. (18), of $V_{u+\circ u_\ast}$. Note that by definition (60) we have for any $x \in \mathbb{R}^2$ and $(u_\ast, v) \in \overline{T}$

$$
V_{u+\circ u_\ast} (x) \cdot \begin{pmatrix} u_\ast \\ v \end{pmatrix} = u_\ast (x) (u_\ast - V_{u_\ast} (x) \cdot v) + V_{u_\ast} (x) \otimes V_{u_\ast} (x) \cdot v,
$$

where $v := (\nu_\ast, \beta)_\ast \in \mathbb{A}_\ast$, cf. (38). Thus, (62) follows in view of (46), (59), $\overline{T}_\kappa - \alpha = \frac{1}{N_s} \mathbb{R}$ and $\langle \kappa - \alpha \rangle = 0$.

We now turn to the form continuity statement in (63). Towards this end, we fix points $x, y$ with $d(y, x) \leq 1$ and use the definition (60) together with the discrete product rule to find the identity

$$
(V_{u+\circ u_\ast} (y) - V_{u+\circ u_\ast} (x) \cdot \begin{pmatrix} u_\ast \\ v \end{pmatrix} \\
= (u_\ast (y) - u_\ast (x)) (u_\ast - V_{u_\ast} (x) \cdot v) \\
- (u_\ast (y) - u_\ast (x)) (V_{u_\ast} (y) - V_{u_\ast} (x)) \cdot v \\
+ V_{u_\ast} (x) \otimes (V_{u_\ast} (y) - V_{u_\ast} (x)) \cdot v \\
+ (V_{u_\ast} (y) - V_{u_\ast} (x)) \otimes V_{u_\ast} (y) \cdot v.
$$

The contribution in the first line of the right hand side is estimated by

$$
N_s [u_\ast]_\ast d^\alpha (y, x) \frac{1}{N_s} \left| u_\ast - V_{u_\ast} (x) \cdot v \right|,
$$

which falls by $\overline{T}_\kappa - \alpha = \frac{1}{N_s} \mathbb{R}$ and (59) under the right-hand side of (63). For the second line on the right hand side of (186) we find

$$
[u_\ast]_\ast d^\alpha (y, x) \left| (V_{u_\ast} (y) - V_{u_\ast} (x)) \cdot v \right|.
$$

Hence, by definition (19) of form continuity of $V_{u_\ast}$ and our abbreviations $v := (\nu_\ast, \beta)_\ast \in \mathbb{A}_\ast$, we estimate this by

$$
[u_\ast]_\ast M^2 \sum_{\beta} d^{(\kappa - \beta)} (y, x) \left| \Gamma_{\beta} (x) \cdot v \right|_{\overline{T}_\beta} \\
\leq [u_\ast]_\ast M^2 \sum_{\beta} d^{(\kappa - \beta)} (y, x) \left| \Gamma_{\beta} (x) \cdot v \right|_{\overline{T}_\beta} (45)
$$

$$
\leq [u_\ast]_\ast M^2 \sum_{\beta} d^{(\kappa - \beta)} (y, x) \left| \Gamma_{\beta} (x) \cdot v \right|_{\overline{T}_\beta}.
$$
where in the first inequality, we have used \( \alpha + (\pi_- - \beta_-) \lor 0 \geq (\alpha + \pi_- - \beta_-) \lor 0 \geq (\kappa - \beta_-) \lor 0 \). Thus, in view of the definition (65) of \( M^{(\beta_+)}_{\alpha,\alpha_-} \), this term falls under the right-hand side of (63). We now estimate the contribution from the third line of the right hand side in (186) by applying (42) to

\[
A_+ v_+ := \nabla u_+(x) \cdot v_+,
A_- v_- := (V_{u_-}(y) - V_{u_-}(x)) \cdot v_-,
B_+ v_+ := M^b (\Gamma_{\beta_+}(x) v_+)_{\beta_+ \in A^+_+},
B_- v_- := M^c (d(\pi_- - \beta_-) \gamma_0)(y, x) \Gamma_{\beta_-}(x) v_-)_{\beta_- \in A^-_-}.
\]

The reduction assertion (31) with \( \alpha \) playing the role of \( \eta \) together with \( N \leq 1 \) ensures that the input condition (40) is satisfied with \( \oplus_{\beta_+ \in A^+_+} T_{\beta_+} \) playing the role of \( T_{\pi_+} \), whereas (41) with \( \oplus_{\beta_- \in A^-_-} T_{\beta_-} \) playing the role of \( T_{\pi_-} \) follows from the form continuity of \( V_{u_-} \). Hence, for \( v = (v_{\gamma_+,\gamma_-})_{\gamma_+,\gamma_-} \in T \), cf. (38), we learn from (42)

\[
|\nabla u_+(x) \otimes (V_{u_-}(y) - V_{u_-}(x)) \cdot v| \\
\leq M^b M^c \sum_{\beta_+ > 0, \beta_-} d(\pi_- - \beta_-) \gamma_0(y, x) \\
\times \left\| \sum_{\gamma_+,\gamma_-} (\Gamma_{\beta_+}(x) \otimes \Gamma_{\beta_-}(x)) v_{\gamma_+,\gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}} \\
\leq M^b M^c \sum_{\beta} d(\beta_+ + \beta_- = \beta) \\
\times \left\| \sum_{\gamma_+,\gamma_-} (\Gamma_{\beta_+}(x) \otimes \Gamma_{\beta_-}(x)) v_{\gamma_+,\gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}} \\
= M^b M^c \sum_{\beta} d(\kappa - \beta) \gamma_0(y, x) \|\Gamma_{\beta}(x)v\|_{T_{\beta}},
\]

where for the second inequality, we have used \( -\beta_- = \beta_+ - \beta \geq (\alpha - \beta) \lor 0 \) and \( (\pi_- + \alpha - \beta) \lor 0 \geq (\kappa - \beta) \lor 0 \). Again, the right-hand side falls under (63). The estimate for the last line in (186) follows analogously: Namely, we choose

\[
A_+ v_+ := (V_{u_+}(x) - V_{u_+}(y)) \cdot v_+,
A_- v_- := V_{u_-}(y) \cdot v_-,
B_+ v_+ := M^c (d(\pi_+ - \beta_+) \gamma_0)(y, x) \Gamma_{\beta_+}(x) v_+)_{\beta_+ \in A^+_+},
B_- v_- := (M^b + M^c) (\Gamma_{\beta_-}(x) v_-)_{\beta_- \in A^-_-}.
\]
Then the input condition (40) is satisfied by the continuity of \( V_{u_+} \). Due to \( N \leq 1 \) and \( d(y, x) \leq 1 \), the input condition (41) is fulfilled in virtue of

\[
|V_{u_-}(y)_\cdot \nu_-| \leq |V_{u_-}(x)_\cdot \nu_-| + |(V_{u_-}(x) - V_{u_-}(x))_\cdot \nu_-| \\
\leq (M^b_b + M^c_c) \sum_{\beta_- \in A_-} \| \Gamma_{\beta_-}(x)_\cdot \nu_- \|_{T_{\beta_-}}.
\]

Thus, from (42) we obtain

\[
|(V_{u_+}(y) - V_{u_+}(x)) \otimes V_{u_-}(y)_\cdot \nu| \\
\leq M^c_c (M^b_b + M^c_c) \sum_{\beta_+ - \beta_-} d^{(\beta_+ - \beta_-)}(y, x) \\
\times \left\| \sum_{\gamma_+ - \gamma_-} (\Gamma_{\beta_+}^{\gamma_+}(x) \otimes \Gamma_{\beta_-}^{\gamma_-}(x))_\cdot \nu_{\gamma_+ - \gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}} \\
\leq M^c_c (M^b_b + M^c_c) \sum_{\beta_+ - \beta_-} d^{(\beta_+ - \beta_-)}(y, x) \\
\times \left\| \sum_{\gamma_+ - \gamma_-} (\Gamma_{\beta_+}^{\gamma_+}(x) \otimes \Gamma_{\beta_-}^{\gamma_-}(x))_\cdot \nu_{\gamma_+ - \gamma_-} \right\|_{T_{\beta_+} \otimes T_{\beta_-}} \\
(45) = M^c_c (M^b_b + M^c_c) \sum_{\beta} d^{(\beta_+ - \beta_-)}(y, x) \sum_{\gamma} \| \Gamma_{\beta}^{\gamma}(x)_\cdot \nu_{\gamma} \|_{T_{\beta_+} \otimes T_{\beta_-}},
\]

where in the second inequality, we have used \(-\beta_+ = \beta_- - \beta \geq \beta_- - \beta\) \((45)\) and \((\beta_+ + \beta_- - \beta) \vee 0 \geq (\kappa - \beta) \vee 0 \). Therefore, also this contribution falls under the right hand side of (63), which concludes the proof. \( \square \)

**Proof of Corollary 1.** We begin with the proof of (68), which we will obtain from the abstract reconstruction result, Proposition 1, via the multiplication results in Lemma 3. Towards this end, we first note that by (66), (67) and by construction of \((\overline{A}, \overline{T})\) and \(\overline{T}\), condition (23) is fulfilled for the distribution \((u_-, v_+ \circ v_-) \in D'(\mathbb{R}^2; \overline{T})\). Moreover, by Lemma 3, \(V_{u_+ \circ v_-}\) has the continuity and boundedness properties (62) and (63), thus (35) in Remark 3 implies

\[
[C_{\kappa}V_{u_+ \circ v_-}]_{D^\infty(\overline{T}, \overline{T})} \leq [V_{u_+ \circ v_-}]_{D^\infty(\overline{T}, \overline{T})} + (|\overline{A}| - 1) N^{\min_{\beta \geq (\kappa)}(\beta)} \| \overline{T} \|_{sk} M^b_b_{u_+ \circ v_-}.
\]

With these observations at hand, we are now justified in applying Proposition 1 to obtain a distribution

\[
u_+ \circ u_- := \mathcal{R}C_{\kappa}V_{u_+ \circ v_-}
\]
such that (24) holds, which translates directly to (68).

We now turn our attention to the sub-optimal bound (69). First observe that since \(\kappa > \kappa - \alpha\), the definition (174) ensures that for all
(\(u_-, v\)) \(\in T\), the following identity holds:

\[
C_\kappa V_{u_+ \circ u_-} \left( \frac{u_-}{v} \right) = u_+ u_- + C_\kappa (\nabla_{u_+} \otimes V_{u_-}) v.
\]

Hence, we may recast (68) as

\[
\| (u_+ \circ u_-)_T - u_+ (u_-)_T - C_\kappa (\nabla_{u_+} \otimes V_{u_-}) . (v_+ \circ v_-)_T \|
\lesssim M_{u_+ \circ u_- \kappa} (T^\frac{1}{2})^\kappa.
\]

Moreover, observe that for each \(\eta < \kappa\), we may appeal to (30) to deduce

\[
\| (C_\eta - C_\kappa) (\nabla_{u_+} \otimes V_{u_-}) . (v_+ \circ v_-)_T \|
\leq \| \nabla_{u_+} \otimes V_{u_-} \|_{T^\Gamma} \sum_{\beta \in [\eta, \kappa)} N^{(\beta)} \sup_{x \in \mathbb{R}^2} \| \Gamma_{\beta}(x)(v_+ \circ v_-)_T \|_{T^\beta}
\lesssim (46) \sum_{\beta \in [\eta, \kappa)} N^{\min(\beta)} \| \nabla_{u_+} \|_{T^\Gamma} \| V_{u_-} \|_{T^\Gamma} (T^\frac{1}{2})^{\beta^ \kappa - \beta}.
\]

Using the triangle inequality, we may combine the two last estimates to obtain (69). \(\square\)

5.5. **Proposition 2.**

Proof of Proposition 2. The proof follows closely the one of Lemma 5 in [17]. For the convenience of the reader, we include the argument here.

**Step 1.** We claim that for all base points \(x\) and scales \(T^\frac{1}{2}\), \(R\) and \(L\) with \(R \ll L\) it holds

\[
\inf_{\ell} \| U_T(x, \cdot) - \ell \|_{B_R(x)} \lesssim \left( \frac{R}{L} \right)^2 \inf_{\ell} \| U_T(x, \cdot) - \ell \|_{B_L(x)}
+ L^2 M \sum_{\beta \in A} (T^\frac{1}{2})^{\beta - 2} L^{\kappa - \beta},
\]

where the infimum runs over all affine functions \(\ell\), by which we mean functions of the form \(\ell(y) = \nu y + c\) for some constants \(\nu\) and \(c\). Towards this end, we define a decomposition \(U_T(x, \cdot) = u_-(\cdot) + u_+ (\cdot)\) by setting \(u_+\) to be the (decaying and in particular non-periodic) solution to

\[
(\partial_2 - a(x) \partial_1^2) u_+ = I(B_L(x)) \left( (\partial_2 - a(x) \partial_1^2) U_T(x, \cdot) - c_\cdot \right),
\]

where \(I(B_L(x))\) is the characteristic function of \(B_L(x)\), and where \(c_\cdot\) is (near) optimal in the estimate (71). Observe that on \(B_L(x)\) it holds

\[
(\partial_2 - a(x) \partial_1^2) u_- = c_\cdot.
\]

By standard estimates for the heat equation and (71) we have

\[
\| u_+ \|_{B_L(x)} \lesssim L^2 \| (\partial_2 - a(x) \partial_1^2) U_T(x, \cdot) - c_\cdot \|_{B_L(x)}
\leq L^2 M \sum_{\beta \in A} (T^\frac{1}{2})^{\beta - 2} L^{\kappa - \beta},
\]

\[
\| u_- \|_{B_L(x)} \lesssim L^2 \sum_{\beta \in A} (T^\frac{1}{2})^{\beta - 2} L^{\kappa - \beta},
\]

\[
\| u_+ \|_{B_L(x)} \lesssim L^2 \sum_{\beta \in A} (T^\frac{1}{2})^{\beta - 2} L^{\kappa - \beta},
\]

\[
\| u_- \|_{B_L(x)} \lesssim L^2 \sum_{\beta \in A} (T^\frac{1}{2})^{\beta - 2} L^{\kappa - \beta}.
\]
together with
\[(191) \quad \| \{ \partial^2_1, \partial^2_2 \} u_\prec \|_{B_R(x)} \lesssim L^{-2} \| u_\prec - \ell_\succ \|_{B_L(x)} \]
for any affine \( \ell_\succ \), where we used that \( R \leq L \). In fact, \((191)\) is slightly non-standard due to the presence of a constant \( c_\succ \) on the right-hand side of \((189)\). However, as observed in \([17]\), this can be reduced to the case \( c_\succ = 0 \). First of all, we note that replacing \( u_\prec \) by \( u_\prec - \ell_\prec \), we may assume that \( \ell_\prec = 0 \). Testing \((189)\) with a cut-off function on \( B_L \) that is smooth on scale \( L \), we learn that \( |c_\succ| \leq L^2 \| u_\prec \|_{B_L} \). We then may replace \( u_\prec \) by \( u_\prec + c_\succ y_2 \) which reduces the further estimate to the standard case \( c_\succ = 0 \). Next we define a concrete affine function \( \ell_\prec \) via \( \ell_\prec(y) := u_\prec(x) + \partial_1 u_\prec(x)(y - x)_1 \) and observe that using Taylor’s formula and \((191)\) gives for any \( \ell_\succ \)
\[\| u_\prec - \ell_\prec \|_{B_R(x)} \lesssim R^2 \| \{ \partial^2_1, \partial^2_2 \} u_\prec \|_{B_R(x)} \]
\[\lesssim \left( \frac{R}{L} \right)^2 \| u_\prec - \ell_\succ \|_{B_L(x)} \]
\[\leq \left( \frac{R}{L} \right)^2 \| U_T(x, \cdot) - \ell_\succ \|_{B_L(x)} + \| u_\succ \|_{B_L(x)}. \]

Combining this observation with \((190)\) gives
\[\| U_T(x, \cdot) - \ell_\prec \|_{B_R(x)} \leq \| u_\succ \|_{B_R(x)} + \| u_\prec - \ell_\prec \|_{B_R(x)} \]
\[\lesssim \left( \frac{R}{L} \right)^2 \| U_T(x, \cdot) - \ell_\succ \|_{B_L(x)} + \| u_\succ \|_{B_L(x)} \]
\[\lesssim \left( \frac{R}{L} \right)^2 \| U_T(x, \cdot) - \ell_\succ \|_{B_L(x)} + L^2 M \sum_{\beta \in A} (T^{\frac{1}{4}})^{\beta - 2} L^{\kappa - \beta}, \]
which implies \((188)\).

**Step 2.** We claim that for all base points \( x \) and all scales \( T^{\frac{1}{4}} \) and \( L \) it holds
\[(192) \quad \| U_T(x, \cdot) - U(x, \cdot) \|_{B_L(x)} \lesssim M U(T^{\frac{1}{4}})^{\kappa} + \sum_{\beta} L^\beta (T^{\frac{1}{4}})^{\kappa - \beta}. \]

We give an argument that is also suitable for Step 5, when we approximate by semi-group convolution \((\cdot)_\tau\). We fix a point \( x, y \) and convolution parameters \( t > \tau \geq 0 \) and write
\[\partial_t U_t(x, y) = \int U(x, z) \partial_t \psi_t(y - z) \, dz \]
\[= \int U(y, z) \partial_t \psi_t(y - z) \, dz + \int (U(x, z) - U(y, z)) \partial_t \psi_t(y - z) \, dz \]
\[\overset{(7)}{=} \int U_t(y, z) \partial_t \psi_{t-\tau}(y - z) \, dz + \int (U(x, z) - U(y, z)) \partial_t \psi_t(y - z) \, dz. \]
Since by (8) we have in particular $\int (U(y, z) - U(y, y) - \nu^\tau(y)(z - y))_1\partial_t \psi_t(y - z)dz$ for any affine function $\ell$, we may rewrite the above identity as

$$\partial_t U_t(x, y) = \int (U_r(y, z) - U_r(y, y))\partial_t \psi_{t-\tau}(y - z)dz + \int (U(x, z) - U(y, z) - U(x, y) + U(y, y) - \gamma(x, y)(z - y))_1\partial_t \psi_t(y - z)dz,$$

where the reader should think of $\tau = 0$ till Step 5) so that by (72) and the definition of $M_U$, we obtain the inequality

$$|\partial_t U_t(x, y)| \leq M_U \int d^\kappa(z, y)|\partial_t \psi_{t-\tau}(y - z)||dz + \overline{M} \sum_{\beta \in A} d^\beta(x, y)\int d^{\kappa_\beta}(z, y)|\partial_t \psi_t(y - z)||dz.$$

Hence in view of (8) and (9), we obtain the estimate

$$|\partial_t U_t(x, y)| \lesssim M_U,((t - \tau)^{\frac{1}{4}})^{\kappa - \beta} + \overline{M} \sum_{\beta \in A} d^\beta(y, x)((t + \tau)^{\frac{1}{4}})^{\kappa - \beta}.$$

Integrating over $t \in (\tau, T + \tau)$, using once more (7), this yields because of $\kappa - \beta > 0$ (and $\kappa > 0$) that

$$|((U_r)_T - U_r)(x, y)| \lesssim M_U,((t - \tau)^{\frac{1}{4}})^{\kappa} + \overline{M} \sum_{\beta \in A} d^\beta(y, x)((t + \tau)^{\frac{1}{4}})^{\kappa - \beta} - ((t + \tau)^{\frac{1}{4}})^{\kappa - \beta}.$$

Since $((t + \tau)^{\frac{1}{4}})^{\kappa - \beta} - ((t + \tau)^{\frac{1}{4}})^{\kappa - \beta} \lesssim (T^\frac{1}{4})^{\kappa - \beta}$, this simplifies to the desired

$$|((U_r)_T - U_r)(x, y)| \lesssim M_U,((t + \tau)^{\frac{1}{4}})^{\kappa} + \overline{M} \sum_{\beta \in A} d^\beta(y, x)(T^\frac{1}{4})^{\kappa - \beta},$$

and implies in particular (192) in the special case $\tau = 0$.

**STEP 3.** We claim the norm equivalence

$$M_U \sim M'_U,$$

where we have set

$$M'_U := \sup_{x \in \mathbb{R}^2} \sup_{R \leq 4} R^{-\kappa} \inf_\ell \|U(x, \cdot) - \ell\|_{B_R(x)},$$

and where $\sim$ means that both inequalities with $\lesssim$ and $\gtrsim$ are true. We first argue that the $\ell$ in (195) may be chosen to be independent of $R$, that is,

$$\sup_{x} \inf_{\ell} \sup_{R \leq 4} R^{-\kappa}\|U(x, \cdot) - \ell\|_{B_R(x)} \lesssim M'_U.$$

Indeed, fix $x$, say $x = 0$, and let $\ell_R(y) = \nu_R y_1 + c_R$ be (near) optimal in (195). Then by definition of $M'_U$ and the triangle inequality,

$$R^{-\kappa}\|\ell_{2R} - \ell_R\|_{B_R(0)} \lesssim M'_U,$$
This implies \( R^{-(\kappa-1)}|\nu_{2R} - \nu_R| + R^{-\kappa}|c_{2R} - c_R| \lesssim M'_U \). Since \( \kappa > 1 \), telescoping gives \( R^{-(\kappa-1)}|\nu_{R} - \nu_{R}| + R^{-\kappa}|c_{R} - c_{R}| \lesssim M'_U \) for all \( R' \leq R \) and thus the existence of \( \nu, c \in \mathbb{R} \) such that
\[
R^{-(\kappa-1)}|\nu_{R} - \nu| + R^{-\kappa}|c_{R} - c| \lesssim M'_U,
\]
so that \( \ell(y) := \nu y_1 + c \) satisfies
\[
(197) \quad R^{-\kappa}\|\ell_R - \ell\|_{B^R(0)} \lesssim M'_U.
\]

Hence we may pass from (195) to (196) by the triangle inequality. It is clear from (196) that necessarily for any \( x \), the optimal \( \ell \) must be of the form \( \ell(y) = U(x, x) + \nu(x)(y - x)_1 \). This establishes the main part of (194), namely the modelledness
\[
(198) \quad |U(x, y) - U(x, x) - \nu(x)(y - x)_1| \lesssim M'_U d^\kappa(y, x)
\]
for any base point \( x \) and any \( y \) of distance at most 4. Since \( B_4(x) \) covers a periodic cell, we may use (198) for \( y = x + (1, 0) \) so that by periodicity of \( y \mapsto U(x, y) \) we extract \( |\nu(x)| \lesssim M'_U \), which by \( \kappa > 1 \) implies \( |\nu(x)(y - x)_1| \lesssim M'_U d^\kappa(x, y) \) for all \( y \notin B_4(x) \). Hence once again by periodicity of \( y \mapsto U(x, y) \), (198) holds also for \( y \notin B_4(x) \).

**Step 4.** We now give the argument for (73) and (74) under the additional (purely qualitative hypothesis) that there exists \( \nu \) such that \( M_U < \infty \), of which we free ourselves in Step 5. Combining Steps 1 and 2, we obtain by the triangle inequality for each base point \( x \) and all scales \( R, L \) and \( T^{1/4} \) with \( R \ll L \)
\[
\inf_{\ell} \|U(x, \cdot) - \ell\|_{B^R(x)} \lesssim \left( \frac{R}{L} \right)^2 \inf_{\ell} \|U(x, \cdot) - \ell\|_{B^L(x)} + M_U \left( \frac{T^{1/4}}{R} \right)^\kappa
\]
\[
+ L^2 M \sum_{\beta \in \mathbb{A}} (T^{1/4})^{\beta/2} L^{\kappa/2} + \overline{M} \sum_{\beta \in \mathbb{A}} L^{\beta} (T^{1/4})^{\kappa/2 - \beta}.
\]

Multiplying by \( R^{-\kappa} \) and using the definition of \( M_U \) gives
\[
R^{-\kappa} \inf_{\ell} \|U(x, \cdot) - \ell\|_{B^R(x)} \lesssim M_U \left( \frac{L}{R} \right)^{\kappa - 2} + M_U \left( \frac{T^{1/4}}{R} \right)^\kappa
\]
\[
+ R^{-\kappa} L^2 M \sum_{\beta \in \mathbb{A}} (T^{1/4})^{\beta/2} L^{\kappa/2} + R^{-\kappa} \overline{M} \sum_{\beta \in \mathbb{A}} L^{\beta} (T^{1/4})^{\kappa/2 - \beta}.
\]

Now we link the scales \( L \) and \( T^{1/4} \) to \( R \) by introducing a small \( \varepsilon > 0 \) and choosing \( L = \frac{1}{\varepsilon} R \) and \( T^{1/4} = \varepsilon R \). Using Step 3, we find
\[
M_U \lesssim M_U (\varepsilon^{-(\kappa-2)} + \varepsilon^{\kappa}) + \sum_{\beta \in \mathbb{A}} \left( \overline{M} \varepsilon^{-\kappa+2\beta-4} + \overline{M} \varepsilon^{\kappa-2\beta} \right).
\]
Taking into account \( \kappa \in (1, 2) \), we may choose \( \varepsilon \) small enough to ensure (73), where we used the qualitative assumption that \( M_U < \infty \). The first inequality in (74) instantly follows from choosing \( y = x + (1, 0) \) and appealing to the periodicity of \( U \) in the \( y \)-variable.
Step 5. In this step, we give the argument for (73) without the additional qualitative hypothesis of Step 4 (which was not needed for (74)).

To this purpose, we consider \( U_\tau \) for \( 0 < \tau \leq \frac{1}{2} \); since \( U_\tau \) is bounded and smooth in the \( y \)-variable, \( \nu^\tau(x) := \frac{\partial}{\partial y^2} U_\tau(x, y) \) is such that \( M_{U_\tau} < \infty \).

By the semi-group property (7), and because of \( \beta - 2 \leq 0 \), our hypothesis (71) also holds with \( U \) replaced by \( U_\tau \) with the same constant \( \bar{M} \), albeit in the restricted range \( 0 < T < \frac{1}{\bar{M}} \). The latter is no problem for the argument in Step 4, since we set \( T^2 = \epsilon R \) with \( R \leq 4 \) and \( \epsilon \ll 1 \).

By estimate (193) in Step 2 we have for all \( T \geq 0 \)

\[
\|(U_\tau T(x, \cdot) - U_\tau(x, \cdot))\|_{B_L(x)} \lesssim M_{U_\tau}(T^{\frac{1}{2}})^\kappa + \bar{M} \sum_{\beta \in A} L^\beta(T^{\frac{1}{2}})^{\kappa - \beta}.
\]

By the buckling argument of Step 4 we thus obtain the uniform estimate

\[
M_{U_\tau} + \|\nu^\tau\| \lesssim \bar{M} + \bar{M}.
\]

We now fix \( x \in \mathbb{R}^2 \); for any sequence of \( \tau \)'s there exists a subsequence \( \tau_n \downarrow 0 \) such that the bounded sequence \( \nu^{\tau_n}(x) \) converges to some \( \nu(x) \in \mathbb{R} \). By the continuity of \( U \) in the \( y \)-variable, we have \( U_{\tau_n}(x, y) \to U(x, y) \) for any \( y \in \mathbb{R}^2 \). Hence we may pass to the limit in \( |U_{\tau_n}(x, y) - U_{\tau_n}(x, x) - \nu^{\tau_n}(x)(y - x)| \lesssim (\bar{M} + \bar{M}) \, d^\kappa(y, x) \), thus obtaining (73).

Step 6. Finally, we turn to the estimate (75). By the definition of \( M_U \), for any \( x \) and \( y \) we have

\[
|U(x, y) - U(x, x) - \nu(x)(y - x)| \leq M_U d^\kappa(y, x).
\]

Using \( z \) in place of \( y \) gives

\[
|U(x, z) - U(x, x) - \nu(x)(z - x)| \leq M_U d^\kappa(z, x).
\]

Combining these two estimates and using the triangle inequality for the absolute value, we obtain for all \( x, y, z \)

\[
|U(x, z) - U(x, y) - \nu(x)(z - y)| \leq M_U \big(d^\kappa(y, x) + d^\kappa(z, x)\big).
\]

In particular, setting \( x = y \) gives

\[
|U(y, z) - U(y, y) - \nu(y)(z - y)| \leq M_U d^\kappa(z, y).
\]

Combining the last two estimates by the triangle inequality for both the absolute value and the parabolic metric yields

(199)

\[
|(U(y, z) - U(y, y)) - (U(x, z) - U(x, y)) - (\nu(y) - \nu(x))(z - y)| \lesssim M_U \big(d^\kappa(y, x) + d^\kappa(z, y)\big).
\]
We now combine (199) with the three-point continuity condition (72) and the triangle inequality to obtain
\[
|(\nu(y) - \nu(x) + \gamma(x, y))(z - y)|_1 \\
\lesssim M_U(d^\kappa(y, x) + d^\kappa(z, y)) + \overline{M} \sum_{\beta \in A} d^\beta(y, x)d^{\kappa - \beta}(z, y).
\]
Hence, given any two points \(x, y\), setting \(z = (y_1 + d(y, x), y_2)\) and observing that \((y - z)_1 = d(z, y) = d(y, x)\), we obtain
\[
|\nu(y) - \nu(x) + \gamma(x, y)| \\
\lesssim (M_U + \overline{M})d^{\kappa - 1}(y, x),
\]
which implies (75).

**Step 7.** We finally give the argument for Remark 6. We first address uniqueness: If \(\tilde{\nu}\) were another function for which the expression on the l. h. s. of (73) is finite, we would have for every point \(x\) that \(\sup_{y \neq x} d^{-\kappa}(y, x)|\tilde{\nu} - \nu)(y - x)_1| < \infty\). Choosing \(y = x + (M, 0)\) and letting \(M \downarrow 0\) we obtain \((\tilde{\nu} - \nu)(x) = 0\) thanks to \(\kappa > 1\). Uniqueness now implies that periodicity of \(U\) in \(x\) is transmitted to \(\nu\).

We now turn to Hölder continuity. By the periodicity of \(U\) in the \(y\)-variable we obtain from setting \(z = y + (1, 0)\) in (72) that
\[
\left|\gamma(x, y)\right| \leq \overline{M} \sum_{\beta \in A} d^\beta(y, x).
\]
Using this in conjunction with (75) yields the desired
\[
|\nu(y) - \nu(x)| \lesssim (M_U + \overline{M})(d^{\kappa - 1}(y, x) + \sum_{\beta \in A} d^\beta(y, x)).
\]

\(\square\)

6. **Proofs of Concrete Results**

6.1. **Lemma 7 and Lemma 8.**

**Proof of Lemma 7.** Let us verify the crossnorm property (111). By definition (110) we have
\[
\|g \otimes h\|_{C^{\kappa,k}} = \max_{a_0, a_0,i} \left| \partial_{a_0,i}^j \partial_{a_0} g(a_0)h(a_0) \right| = \max_{a_0, a_0,i} \left| \partial_{a_0,i}^j g(a_0) \right| \left| \partial_{a_0}^j h(a_0) \right| \\
= \max_{a_0,i} \left| \partial_{a_0,i}^j g(a_0) \right| \max_{a_0,i} \left| \partial_{a_0}^j h(a_0) \right| = \|g\|_{C^{\kappa'}}\|h\|_{C^\kappa}.
\]
Let now \(u = \sum_{n=1}^N g_n \otimes h_n\) be a general element of the algebraic tensor space of \(C^k(I)\) and \(C^k(I)\), thus in particular a \(C^{k',k}(I^3)\)-function of
the two variables \((a'_0, a_0) \in I^2\). Assume that
\[
A_+ \in \mathcal{L}(C^{k'}(I); C^{m'}(I)), \quad A_- \in \mathcal{L}(C^k(I); C^m(I)),
\]
\[
B_+ \in \mathcal{L}(C^{k'}(I); C^{m'}(I)), \quad B_- \in \mathcal{L}(C^k(I); C^m(I)),
\]
and admit the estimates (40) and (41). We observe that for all \(i' \leq l'\),
\(i \leq l\), \(a'_0 \in I\) and \(a_0 \in I\) it holds
\[
\partial_{a'_0} \partial_{a_0}(A_+ \otimes A_-)u(a'_0, a_0) = \partial_{a'_0} \partial_{a_0} \left( \sum_{n=1}^N A_+ g_n(a'_0)A_- h_n(a_0) \right)
\]
with the understanding that \(A_+\) acts on the \(a'_0\)-variable. Hence,
\[
\| (A_+ \otimes A_-)u \|_{C^{l', t}} \leq \max_{i \leq l, a_0 \in I} \max_{i' \leq l', a'_0 \in I} \left| \partial_{a'_0} \partial_{a_0} \left( \sum_{n=1}^N g_n(a'_0) \partial_{a_0} A_- h_n(a_0) \right) \right|
\]
\[
\leq \max_{i \leq l, a_0 \in I} \max_{i' \leq l', a'_0 \in I} \left| \partial_{a'_0} \partial_{a_0} \left( \sum_{n=1}^N g_n(a'_0) \partial_{a_0} A_- h_n(a_0) \right) \right|
\]
\[
= \| (B_+ \otimes A_-)u \|_{C^{m', l}}.
\]
By an analogous procedure we obtain from (41)
\[
\| (B_+ \otimes A_-)u \|_{C^{m', l}} \leq \| (B_+ \otimes B_-)u \|_{C^{m, m}},
\]
and thus the desired (42) for \(u\) in the algebraic tensor space.

In particular, in the special case \(B_+ = \|A_+\|_{\mathcal{L}(C^{k'}, C^{m'})} \text{id}_{C^{k'}}\) and \(B_- = \|A_-\|_{\mathcal{L}(C^k, C^m)} \text{id}_{C^k}\) we can now conclude \(A_+ \otimes A_- \in \mathcal{L}(C^{k', k}(I^2); C^{m', m}(I^2))\) by a standard density argument based on the observation that any element \(u \in C^{k', k}(I^2)\) may be approximated by elements in the algebraic tensor space, since in particular polynomials are dense in \(C^{k', k}(I^2)\). In the general case with arbitrary \(B_+\) and \(B_-\) we likewise have \(B_+ \otimes B_- \in \mathcal{L}(C^{k', k}(I^2); C^{m', m}(I^2))\). Hence, using the continuity of \(A_+ \otimes A_-\) and \(B_+ \otimes B_-\), we may pass to the limit in (42). For the triple tensor product spaces \(C^{k', k', k}(I^3)\), similar arguments apply.

We now give the proof of the properties of the model.

Proof of Lemma 8. For each \(a'_0, a_0 \in I\), define the function \(U(\cdot, a'_0, a_0) : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}\) by
\[
U(x, y, a'_0, a_0) := w_2a(y, a'_0, a_0) - v_\alpha(x, a'_0) \partial_{a_0} v_\alpha(y, a_0).
\]
Our plan is to apply Proposition 2 to the function \((x, y) \mapsto \partial_{a'_0} \partial_{a_0} U(x, y, a'_0, a_0)\) for each \(a'_0, a_0 \in I\), \(k' = 0, 1, 2, 3\) and \(k = 0, 1, 2\). In Steps 1 and 2 we establish the three-point continuity condition (72) and the local splitting condition (71). With these inputs at hand, in Step 3 we construct
ω and obtain the estimates (140) and (141). Finally, in Step 4, we turn to the estimates (142) for the skeleton.

**Step 1.** [Three-point continuity] In this step, we claim that for all \( x, y, z \) in \( \mathbb{R}^2 \), \( k' = 0, 1, 2, 3 \), \( k = 0, 1, 2 \), \( a'_0, a_0 \in I \) and \( \tau \geq 0 \) it holds

\[
\left| \partial^{k'}_{a'_0} \partial^k_{a_0} (U_\tau(x, z, a'_0, a_0) - U_\tau(x, y, a'_0, a_0) - U_\tau(y, z, a'_0, a_0) + U_\tau(y, y, a'_0, a_0)) \right| \lesssim N^2 d^\alpha(x, y)d^\alpha(z, y),
\]

where \( U_\tau \) denotes convolution in the second argument only. Indeed, we note the identity

\[
\partial^{k'}_{a'_0} \partial^k_{a_0} (U_\tau(x, z, a'_0, a_0) - U_\tau(x, y, a'_0, a_0) - U_\tau(y, z, a'_0, a_0) + U_\tau(y, y, a'_0, a_0))
= \partial^{k'}_{a'_0} (v_\alpha(y, a'_0) - v_\alpha(x, a'_0)) \partial^{k+1}_{a_0} ((v_\alpha)_\tau(y, a_0) - (v_\alpha)_\tau(z, a_0)),
\]

which follows directly from the definition (200). For \( \tau = 0 \), the identity above implies (201) as a consequence of (134). Note that it is here that we use the control in \( C^3 \). For \( \tau > 0 \), we again use (134) together with the fact that Hölder estimates are stable with respect to the convolution operator \( (\cdot)_\tau \).

**Step 2.** [Local splitting condition] We claim that for all base points \( x \in \mathbb{R}^2 \) and scales \( L, T^\frac{1}{4} \leq 1 \)

\[
\inf_{c \in \mathbb{R}} \| (\partial_2 - a_0 \partial^2_1)(\cdot)_T \partial^{k'}_{a'_0} \partial^k_{a_0} U(x, \cdot, a'_0, a_0) - c\|_{B_L(x)} \lesssim N^2 (T^\frac{1}{4})^{2\alpha - 2} + L^\alpha (T^\frac{1}{4})^{\alpha - 2},
\]

where \( k' = 0, 1, 2, 3 \), \( k = 0, 1, 2 \), and \( a'_0, a_0 \in I \). The claim will be established by induction in \( k \), starting with the anchoring \( k = 0 \) which we now address. Let us fix an \( x \in \mathbb{R}^2 \), an integer \( k' \in \{0, 1, 2, 3\} \), and ellipticities \( a'_0, a_0 \in I \). In light of definition (200), together with (138) and (133), it follows that

\[
(\partial_2 - a_0 \partial^2_1) \partial^{k'}_{a'_0} U(x, \cdot, a'_0, a_0)
= \partial^{k'}_{a'_0} P(v_\alpha \circ \partial^2_1 v_\alpha)(\cdot, a'_0, a_0) - \partial^{k'}_{a'_0} v_\alpha(x, a'_0) (\partial^2_1 v_\alpha)(\cdot, a_0)
\]

in the sense of distributions. Hence, applying \((\cdot)_T^\frac{1}{4}\) on both sides of the above and re-arranging, we find

\[
(\partial_2 - a_0 \partial^2_1)(\cdot)_T \partial^{k'}_{a'_0} U(x, \cdot, a'_0, a_0) + \partial^{k'}_{a'_0} c(a'_0, a_0)
= \partial^{k'}_{a'_0} (v_\alpha \circ \partial^2_1 v_\alpha)_T(\cdot, a'_0, a_0) - \partial^{k'}_{a'_0} v_\alpha(\cdot, a'_0) (\partial^2_1 v_\alpha)_T(\cdot, a_0)
\]

\[
+ \partial^{k'}_{a'_0} (v_\alpha(\cdot, a'_0) - v_\alpha(x, a'_0)) (\partial^2_1 v_\alpha)_T(\cdot, a_0),
\]

where \( c(a'_0, a_0) = \int_{[0,1]^2} (v_\alpha \circ \partial^2_1 v_\alpha)(y, a'_0, a_0) \, dy \). Hence, (202) for \( k = 0 \) is a consequence of (136), (134), and (135).
We now turn to the inductive step. Assuming that the local splitting condition (202) holds for some \( k \in \{0, 1, 2, 3 \} \) and each \( k' = 0, 1, 2, 3 \), \( a_0', a_0 \in I \), we claim that (202) continues to hold with \( k + 1 \) in place of \( k \). Towards this end, we differentiate the identity (204) \( k + 1 \) times in \( a_0 \) to obtain

\[
(\partial_2 - a_0 \partial^2_0)(\cdot) T \partial^{k'}_{a_0} \partial^{k+1}_{a_0} U(x, \cdot, a_0') - \partial^{k'}_{a_0} \partial^{k+1}_{a_0} c(a_0', a_0) \\
= \partial^{k'}_{a_0} \partial^{k+1}_{a_0} (v_\alpha \partial^2_{0} v_\alpha)_T(\cdot, a_0', a_0) - \partial^{k'}_{a_0} v_\alpha(\cdot, a_0') (\partial^{k+1}_{a_0} \partial^2_{0} v_\alpha)_T(\cdot, a_0) \\
+ \partial^{k'}_{a_0} (v_\alpha(\cdot, a_0') - v_\alpha(x, a_0')) (\partial^{k+1}_{a_0} \partial^2_{0} v_\alpha)_T(\cdot, a_0) \\
+ (k + 1) \partial_{a_0}^2 (\cdot) T \partial^{k'}_{a_0} \partial^{k}_{a_0} U(x, \cdot, a_0', a_0).
\]

The first two lines on the r.h.s. of the equality above are estimated by the r.h.s. of (202) by the same argument as in the base case \( k = 0 \), in light of (136), (134), and (135). To estimate the last line, we write for each \( y \in B_L(x) \)

\[
\partial^2_1(\cdot)_T \partial^{k'}_{a_0} \partial^{k}_{a_0} U(x, y, a_0') - \partial^{k'}_{a_0} \partial^{k}_{a_0} c(y, a_0') \\
= \int \partial^{k'}_{a_0} \partial^{k}_{a_0} U(x, z, a_0', a_0) \partial^2_1 \psi_T(y - z)dz \\
= \int \partial^{k'}_{a_0} \partial^{k}_{a_0} (U(x, z, a_0', a_0) - U(x, y, a_0') - U(y, z, a_0') + U(y, a_0')) \partial^2_1 \psi_T(y - z)dz \\
+ \int \partial^{k'}_{a_0} \partial^{k}_{a_0} (U(y, z, a_0', a_0) - U(y, y, a_0')) \partial^2_1 \psi_T(y - z)dz.
\]

The first integral on the r.h.s. is controlled by \( N^2 L^\alpha (T^\tau)^{\alpha - 2} \) as a consequence of (201) (with \( \tau = 0 \)) and (9). Moreover, we claim that the second integral is estimated by \( N^2 (T^\tau)^{2\alpha - 2} \). First observe that by (9) and (10), it suffices to find an affine function \( \ell(z) \) (depending on \( y, a_0', a_0, k', k \)) such that for all \( z \in \mathbb{R}^2 \)

\[
|\partial^{k'}_{a_0} \partial^{k}_{a_0} (U(y, z, a_0', a_0) - U(y, y, a_0')) - \ell(z)| \\
\lesssim N^2 \delta^{2\alpha}(z, y).
\]

For this, we apply Proposition 2 to the function

\[
(y, z) \mapsto \partial^{k'}_{a_0} \partial^{k}_{a_0} U(y, z, a_0', a_0),
\]

with \( \eta := 2\alpha - 2, \gamma \equiv 0 \), and \( \overline{M} = \overline{M} \lesssim N^2 \). The hypotheses (71) and (72), follow as a consequence of our inductive assumption (202) and the three-point continuity condition (201) for \( \tau = 0 \). The output \( \nu \) determines the affine function as \( \ell(z) = \nu(y)(z - y)_1 \).

**Step 3.**[Identification Step] We now construct \( \omega : \mathbb{R}^2 \to C^{2,1}(I^2) \) such that (140) and (141) hold. Towards this end, we first claim that defining
\(\omega^\tau : \mathbb{R}^2 \to C^{3,2}(I^2)\) by \(\omega^\tau(x, a'_0, a_0) = \frac{\partial}{\partial y_2} U_\tau(x, x, a'_0, a_0)\), the following estimates hold uniformly in \(0 < \tau \leq \frac{1}{2}\) for all \(x, y \in \mathbb{R}^2\)

\begin{align*}
(205) \quad \|U_\tau(x, y) - U_\tau(x, x) - \omega^\tau(x)(y - x)_1\|_{C^{3,2}} &\lesssim N^2 d^{2\alpha}(y, x), \\
(206) \quad \|\omega^\tau(y) - \omega^\tau(x)\|_{C^{3,2}} &\lesssim N^2 d^{2\alpha - 1}(y, x).
\end{align*}

To see this, we apply Proposition 2 as in the end of Step 2 above. The hypotheses (71) and (72), follow as a consequence of the local splitting condition (202) established in Step 2 and the three-point continuity condition (201) established in Step 1, applied with \(\tau = 0\). For the output (205), we appeal to Remark 6 in the form of estimate (76). Here, we are taking advantage of exchanging the order of differentiation in the sense of \(\partial_{a_0} \partial_{a_0} \omega^\tau(x, a'_0, a_0) = \frac{\partial}{\partial y_2} \partial_{a_0} \partial_{a_0} U_\tau(x, x, a'_0, a_0)\), which enforces a consistency among the functions \(\nu^\tau\) in Remark 6 as we vary the parameters \(k', k, a'_0, a_0\). The estimate (206) now follows from (205) and (201) by the same arguments that lead from (72) and (73) to (75) in the proof of Proposition 2, cf. Step 6.

We now apply the Arzelà-Ascoli theorem for functions with values in Banach spaces to the sequence \(\{\omega^\tau\}_{\tau \leq \frac{1}{2}}\). Note that \(\omega^\tau\) inherits periodicity from \(U_\tau\) which allows us to restrict to a bounded domain and also implies via (206) that \(\{\omega^\tau\}_{\tau \leq \frac{1}{2}}\) is bounded in \(C^0(\mathbb{R}^2; C^{3,2}(I^2))\). Note that the embedding \(C^{3,2}(I^2) \hookrightarrow C^{2,1}(I^2)\) is compact. The uniform estimate (206) also provides the necessary equi-continuity, so there exists \(\omega \in C^{2\alpha - 1}(\mathbb{R}^2, C^{2,1}(I^2))\) such that, along a subsequence, \(\omega_{\tau} \to \omega\) in \(C^0(\mathbb{R}^2; C^{2,1}(I^2))\). Moreover, by the continuity of the convolution operator \((\cdot)^\tau\), it follows that \(U_\tau(x, y) \to U(x, y)\) in \(C^{2,1}(I^2)\) pointwise in \((x, y) \in \mathbb{R}^2 \times \mathbb{R}^2\). Thus, sending \(\tau \to 0\) in (205) and (206) leads to (141) and (140) respectively.

**Step 4. [Estimate of the Skeleton Norms]**

We now prove the bound (142) for the skeleton \(\Gamma\). Namely, we treat separately \(\Gamma_+\) and \(\Gamma_-\) and then appeal to Lemma 2 to complete the estimate. Starting with \(\Gamma_+\), cf. (118), we will analyze each of the increments \(\Gamma_\beta(y) - \Gamma_\beta(x)\) for \(\beta \in A_+\) and show (17) with a constant which is bounded (in the sense of \(\lesssim\)) by 1. There is nothing to show for the lowest homogeneity 0. For homogeneity \(\alpha\), we note that \((\Gamma_\alpha(y) - \Gamma_\alpha(x))\nu_+\) is estimated in \(T_\alpha\) by \(d^\alpha(y, x)\) \(\|\Gamma_\alpha(y)\nu_+\|_{T_\alpha}\). For homogeneity 1, we note that \((\Gamma_1(y) - \Gamma_1(x))\nu_+\) is estimated by \(d(y, x)\) \(\|\Gamma_1(x)\nu_+\|_{T_0}\). Finally, we turn to homogeneity
2α. Rearranging terms, we obtain from (118)
\[(\Gamma_{2\alpha}(y) - \Gamma_{2\alpha}(x))\nu_+ = -(v_\alpha(y) - v_\alpha(x)) \times (\partial_{a_0} v_\alpha - \partial_{a_0} v_\alpha(x)1) \]
\[- (\omega(y) - \omega(x))(v_1 - v_1(x)1) \]
\[- (w_{2\alpha}(y) - w_{2\alpha}(x) - v_\alpha(y) \times (\partial_{a_0} v_\alpha(y) - \partial_{a_0} v_\alpha(x)) \]
\[- \omega(y)(v_1(y) - v_1(x))1.\]

We now estimate each line on the right hand side separately in the space $T_{2\alpha}$. By the uniform cross-norm property (40)-(42) for function spaces, cf. Lemma 7, the scaling in $N$, the grading in terms of order of derivatives of the norms of $T_{2\alpha}$ and $T_\alpha$, cf. (113) leading to the estimate $\|g \otimes \partial \|_{T_{2\alpha}} \leq \|g\|_{T_\alpha\|h\|_{T_\alpha}}$, and (134), the first line is bounded in $T_{2\alpha}$ by
\[
\lesssim d^{\alpha}(y, x)\|\nu_\alpha - v_\alpha(x)1\|_{T_\alpha} \overset{(118)}{=} d^{\alpha}(y, x)\|\Gamma_\alpha(x)\nu_+\|_{T_\alpha}.
\]
For the second line, we appeal to (140) and bound in $T_{2\alpha}$ by
\[
\lesssim d^{2\alpha-1}(y, x)|v_1 - v_1(x)1| \overset{(118)}{=} d^{2\alpha-1}(y, x)\|\Gamma_\alpha(x)\nu_+\|_{T_\alpha}.
\]
Thanks to (141) with roles of $x$ and $y$ exchanged, the final term is then estimated by
\[
\lesssim d^{2\alpha}(y, x)|1| \overset{(118)}{=} d^{2\alpha}(y, x)\|\Gamma_\alpha(x)\nu_+\|_{T_\alpha}.
\]

In summary, we find that (17) holds for homogeneity $2\alpha$ in the form of
\[
\|\Gamma_{2\alpha}(y) - \Gamma_{2\alpha}(x)\nu_+\|_{T_{2\alpha}} \lesssim \sum_{\beta \in \{0, 1, 2\}} d^{2\alpha - \beta}(x, y)\|\Gamma_\beta(x)\nu_+\|_{T_\beta},
\]
so that indeed $\|\Gamma_+\|_{sk} \lesssim 1$.

Now we turn our attention to $\Gamma_-$ and seek to prove $\|\Gamma_\alpha\|_{sk} \lesssim 1$. Observe that $(\Gamma_{2\alpha-2}(y) - \Gamma_{2\alpha-2}(x))\nu_- = 0$ by (124), while $(\Gamma_{2\alpha-2}(y) - \Gamma_{2\alpha-2}(x))\nu_- = -(v_\alpha(y) - v_\alpha(x)) \times \partial_{a_0} \partial_1^2 v_\alpha$, which is controlled in $T_{2\alpha-2}$ by
\[
(207) \quad d^{\alpha}(y, x)\|\partial_1^2 v_\alpha\|_{T_{2\alpha-2}} \leq d^{\alpha}(y, x)\|\Gamma_{2\alpha-2}(x)\nu_-\|_{T_{2\alpha-2}}.
\]

Hence, we find also that $\|\Gamma_\alpha\|_{sk} \lesssim 1$. We now combine this with $\|\Gamma_+\|_{sk} \lesssim 1$ to obtain by Lemma 2
\[
\|\Gamma\|_{sk} \leq \|\Gamma_+\|_{sk} + \|\Gamma_-\|_{sk} \leq \|\Gamma_+\|_{sk} \lesssim 1,
\]
which completes the proof of (142). \qed

6.2. Lemma 4.

Proof of Lemma 4. We begin in Step 1 with the estimate (89), and will in fact prove a sharper estimate which will be used to establish the inequality (210) in Step 2 below, en route to (87), which is established in Step 3.
STEP 1. [Analysis of $V^{\eta-\alpha-2}_a$] Our first claim is that $V^{\eta-\alpha-2}_a$ is a modelled distribution of order $\eta - \alpha - 2$ on the abstract space with only one homogeneity, $\{\alpha - 2\}$, endowed with the skeleton id, and more specifically, the following estimates hold

\[
\|V^{\eta-\alpha-2}_a\|_{\partial^2 C^1(I)}^{\text{id}} \leq 1,
\|V^{\eta-\alpha-2}_a\|_{D^{\eta-\alpha-2}(\partial^2 C^1(I))}^{\text{id}} \leq N[a]_{\alpha}.
\]

In particular, (208) implies (89) since the norm on $T_{\alpha-2}$ is stronger than the $\frac{1}{N} C^1(I)$ norm, cf. (120) and (123). For the proof of (208), we recall from (146) that $V^{\eta-\alpha-2}_a(x) = \delta_a(x)$, and clearly we have

\[
|\delta_a(x)\partial^2 v_a| \leq \|\partial^2 v_a\|_{C^0} \leq N\|\partial^2 v_a\|_{\frac{1}{N} C^1} \leq N\|\partial^2 v_a\|_{\frac{1}{N} C^1},
\]

so that the boundedness property (18) is fulfilled with a constant 1, resulting in the first estimate in (208). To establish the second estimate, we show that the continuity property (19) holds with a constant $N[a]_{\alpha}$. Namely, for $x, y \in \mathbb{R}^2$ with $d(y, x) \leq 1$

\[
\left|\left(V^{\eta-\alpha-2}_a(y) - V^{\eta-\alpha-2}_a(x)\right)\partial^2 v_a\right| = \left|\left(\delta_a(y) - \delta_a(x)\right)\partial^2 v_a\right| \leq [a]_{\alpha} d^{\alpha}(y, x)\|\partial^2 v_a\|_{C^1} \leq N[a]_{\alpha} d^{\alpha-2\alpha}(y, x)\|\partial^2 v_a\|_{\frac{1}{N} C^1},
\]

where in the last step we used $\alpha \geq \eta - 2\alpha$ as a consequence of $\eta < 1 + \alpha < 3\alpha$ (using $\alpha > \frac{1}{2}$).

STEP 2. [Analysis of $V^{\eta-2}_{a\circ \partial^2 u}$] In this step, we claim that the form $V^{\eta-2}_{a\circ \partial^2 u}$ built according to (147) has the following continuity property: for all $\partial^2 u \in \mathbb{R}$,

\[
v = (\partial^2 v_a, v_a \circ \partial^2 v_a) \in C^1(I) \oplus C^{2,1}(I^2),
\]

and all $x, y \in \mathbb{R}^2$ with $d(y, x) \leq 1$ it holds

\[
\left|\left(V^{\eta-2}_{a\circ \partial^2 u}(y) - V^{\eta-2}_{a\circ \partial^2 u}(x)\right)\partial^2 v_a\right| \leq [a]_{\alpha} d^{\alpha}(y, x)\|\partial^2 u - V^{\eta-\alpha-2}_{\partial^2 u}(x)\|_{\partial^2 v_a} + M_{a,\eta-\alpha} d^{\alpha-\alpha}(y, x)\|\Gamma_{\alpha-2}(x)\|_{\frac{1}{N} C^1} + M_{a,\eta-\alpha} d^{\alpha-2\alpha}(y, x)\|\Gamma_{\alpha-2}(x)\|_{\frac{1}{N} C^{2,1}},
\]

where $M_{a,\eta-\alpha}$ is defined by (88). We now turn to the proof, the main ingredient being Lemma 3. Since $V_a \in D^n(T_+, \Gamma_+)$ and by definition $V^{\eta-\alpha}_a = C_{\eta-\alpha} V^{\eta}_a$, Lemma 1 implies that $V^{\eta-\alpha}_a$ is a modelled distribution of order $\eta - \alpha$ on the abstract space $\{\{0, \alpha\}, \mathbb{R} \oplus \frac{1}{N} C^2(I)\}$ obtained from $(A_+, T_+)$ by removing homogeneities (and their associated Banach spaces) greater or equal to $1 > \eta - \alpha$. According to (25), the skeleton reduces to

\[
\begin{pmatrix}
id_{\mathbb{R}} & 0 \\
-v_\alpha & id_{C^2}
\end{pmatrix},
\]
According to the construction in Section 2.3, cf. (147), the form $V_{\alpha \sigma_1^2 u}$ acts on the tensor spaces $\mathbb{R} \otimes \frac{1}{N} C^1(I) = \frac{1}{N} C^1(I)$ and $\frac{1}{N} C^2(I) \otimes \frac{1}{N} C^1(I) = \frac{1}{N^2} C^{2,1}(J^2)$, cf. Lemma 7, associated to homogeneities $\alpha - 2$ and $2\alpha - 2$ respectively, extended with a copy of $\mathbb{R}$ for the placeholder $\sigma_1^2 u$ attached to homogeneity $\eta - \alpha - 2$. The product skeleton defined via (45) takes the form

$$ \begin{pmatrix} \text{id}_{C^1} & 0 \\ -v_a \otimes \text{id}_{C^2,1} \end{pmatrix}. $$

Hence, we may appeal to Lemma 3, where $V_{\alpha \sigma_1^2 u}^{\eta - \alpha}$ plays the role of $V_{u_+}$, $N_\sigma$ is set to 1 and $V_{\alpha \sigma_1^2 u}^{\eta - \alpha - 2}$ plays the role of $V_{u_-}$. Observe that (63) turns into (210). Indeed, the constant $M_{a, \eta - \alpha}$ defined by (88) corresponds exactly to $M_{a, \alpha \sigma_1^2 u}^{\eta - \alpha}$ defined by (65), taking into account that $\langle \alpha \rangle = \langle \alpha - 2 \rangle = 1$, cf. (123).

**Step 3.** [Analysis of $V_{\sigma_1^2 u}^{\eta - 2}$] In the final step, we claim that the estimate (87) holds, and we now begin with the proof of the boundedness estimate. We bound each of the two terms in the definition (80) separately, the first being estimated exactly as in (209) in Step 1 above. The second term is estimated via (46) in Lemma 2 and (31) in Lemma 1, taking into consideration (208), so that for all $x \in \mathbb{R}^2$

$$ |V_{\sigma_1^2 u}^{\eta - 2} \cdot \delta_{a(x)} \cdot (\partial_{u_{a \sigma_1^2 u}}^2 \nu_a) | \leq \|V_{\sigma_1^2 u}^{\eta - \alpha} \| \|N^2 \| \| \partial_{u_{a \sigma_1^2 u}}^2 \nu_a - v_a(x) \otimes \partial_{u_{a \sigma_1^2 u}}^2 \nu_a \| \frac{1}{N^2} C^{2,1}(J^2). $$

Hence, we find that for each $\nu_- = (\partial_{u_{a \sigma_1^2 u}}^2 \nu_a, \partial_{u_{a \sigma_1^2 u}}^2 \nu_a) \in T_-$

$$ |V_{\sigma_1^2 u}^{\eta - 2} \cdot \nu_- | \leq N^{(\alpha - 2)} \| \partial_{u_{a \sigma_1^2 u}}^2 \nu_a \|_{T_{a \sigma_1^2 u} - 2} + \|V_{\sigma_1^2 u}^{\eta - \alpha} \| \|N^{2(\alpha - 2)} \| \| \Gamma_{2\alpha - 2} \nu_- \|_{T_{a \sigma_1^2 u} - 2}, $$

cf. (123),(124),(120), which yields the first estimate in (87).

To establish the second estimate in (87), we use the following identity, which follows from (148) in light of (79) and (145): for all $\nu_- := (\partial_{u_{a \sigma_1^2 u}}^2 \nu_a, \partial_{u_{a \sigma_1^2 u}}^2 \nu_a) \in C^1(I) \oplus C^{2,1}(I^2)$, it holds

$$ V_{\sigma_1^2 u}^{\eta - 2} \cdot \left( \begin{array}{c} \partial_{u_{a \sigma_1^2 u}}^2 \nu_a \\ \partial_{u_{a \sigma_1^2 u}}^2 \nu_a \end{array} \right) = \delta_a \partial_{u_{a \sigma_1^2 u}}^2 \nu_a - a_{\sigma_1^2 u} \partial_{u_{a \sigma_1^2 u}}^2 \nu_a + V_{a \sigma_1^2 u}^{\eta - 2} \left( \begin{array}{c} \partial_{u_{a \sigma_1^2 u}}^2 \nu_a \\ \partial_{u_{a \sigma_1^2 u}}^2 \nu_a \end{array} \right). $$
where $\partial^2_{t} u \in \mathbb{R}$ is free to be chosen. Given $x, y \in \mathbb{R}^2$ with $d(x, y) \leq 1$, we find that
\[
(V_{\partial^2_t u}^{\eta-2}(y) - V_{\partial^2_t u}^{\eta-2}(x)) \left( \partial_{t}^{2} v_{\alpha} \right) = (\delta_{\alpha(y)} - \delta_{\alpha(x)}) \partial_{\alpha}^{2} v_{\alpha} - (a(y) - a(x)) \partial_{t}^{2} u
\]
\[+ \left( V_{\partial^2_{a\partial^2_t u}}^{\eta-2}(y) - V_{\partial^2_{a\partial^2_t u}}^{\eta-2}(x) \right) \left( \partial_{a} \partial_{t}^{2} v_{\alpha} \right).\]

Choosing $\partial_{t}^{2} u := \partial_{a\alpha} \delta_{a(x)} \partial_{t}^{2} v_{\alpha}$, we find that the first term is bounded by
\[|a|_{\alpha}^{2} d^{\alpha}(y, x) \|\partial_{t}^{2} v_{\alpha}\|_{C^{2}(I)} \leq N |a|_{\alpha}^{2} d^{\eta-\alpha}(y, x) \|\partial_{t}^{2} v_{\alpha}\|_{T_{\alpha-2}},\]
where we have used that $\eta - \alpha \leq 2\alpha$ and (120). For the second term we appeal to (210) noting that the first term on the right hand side of (210) is annihilated by our choice of $\partial_{t}^{2} u$, cf. (146). Hence, the second term is controlled by
\[
M_{\alpha, \eta-\alpha} d^{\eta-\alpha}(y, x) \|\partial_{a\alpha} \partial_{t}^{2} v_{\alpha}\|_{C^{1}(I)} + M_{\alpha, \eta-\alpha} d^{\eta-2\alpha}(y, x) \|\partial_{t}^{2} v_{\alpha} - \partial_{a\alpha} \partial_{t}^{2} v_{\alpha}\|_{C^{2}(I)_{Y}} \leq M_{\alpha, \eta-\alpha} \sum_{\beta \in A_{-}} d^{\eta-2-\beta}(y, x) \|\Gamma_{\beta}(x)\|_{\Gamma_{\beta}}.
\]

Combining these two observations gives the second inequality in (87).

6.3. Lemma 6.

Proof of Lemma 6. The main ingredient for the proof of the lemma is Corollary 1, after an appropriate translation of the hypotheses, which in turn requires two preliminary steps. Namely, in Step 1, we establish a local description (212) of $\partial_{t}^{2} u$, which will translate to the hypothesis (67). In Step 2, we prove a consistency of multiplication and reduction, which (effectively) means that the reduction of $V_{\partial^2_{a\partial^2_t u}}^{\eta-2}$ on level $\eta - 2$ is $V_{\partial^2_{a\partial^2_t u}}^{\eta-2}$, and allows to translate the sub-optimal output (69) into (91). Finally, in Step 3 we detail how to apply Corollary 1 to obtain $a \diamond \partial_{t}^{2} u$, together with the estimates (96) and (91).

Step 1. The local description of $\partial_{t}^{2} u$

In this step, we claim that the following estimate holds: for all $T \leq 1$,
\[
\|\partial_{t}^{2} u_{T} - V_{\partial^2_{t} u}^{\eta-2}(u_{-})_{T}\| \lesssim [V_{u}]^2(T^{4})^{\eta-2}.
\]

Here comes the argument: we first claim that for all points $x, y$
\[
\|(V_{u}^{\eta}(y) - V_{u}^{\eta}(x)) \cdot u_{+}(y)\| \leq [V_{u}^{\eta}] d^\eta(x, y).
\]
Indeed, for points with \( d(x, y) \leq 1 \) this is an immediate consequence of form continuity (19), applied with exchanged roles of \( x \) and \( y \), and of compatibility (52). We now turn to points with \( d(x, y) \geq 1 \), which as in the proof of Proposition 1 we need to consider due to the infinite tails of \( \psi_T \). Clearly, there exists \( k \in \mathbb{Z}^2 \) such that \( d(x - k, y) \leq 1 \), so that by \( \eta > 2 - \alpha > 1 \), it is enough to show

\[
(214) \quad |(V_u^\eta(x - k) - V_u^\eta(x)).v_+(y)| \leq [V_u^\eta]|k_1|.
\]

By periodicity of \( V_u^\eta \) we have

\[
(215) \quad (V_u^\eta(x - k) - V_u^\eta(x)).v_+(y) = V_u^\eta((k + v_+(y)) - v_+(y)) \tag{153}
\]

\[
= V_u^\eta(x).((k + v_+(y)) - v_+(y)) \tag{150} = V_u^\eta(x).(0, 0, k_1, 0).
\]

From (215) we learn in particular that \( V_u^\eta(x).(0, 0, 1, 0) = (V_u^\eta(y) - V_u^\eta(x)).v_+(y) \) with \( y = x - (1, 0) \) and thus \( d(x, y) = 1 \), so that from the already established part of (213) we obtain

\[
|V_u^\eta(x).(0, 0, 1, 0)| \leq [V_u^\eta].
\]

Inserting this into (215) yields (214), which completes the proof of (213).

We now argue how (213) entails (212). On the one hand, by the functorial definitions (79) and (122) (together with the \( \partial_T^2 v_0 = \partial_T^2 v_1 = 0 \)) we have \( V_{\alpha_0 T}^{\eta - 2} (v_\cdot T) = V_{\alpha_0 T}^{\eta}.(0, \alpha_0 - 2, 0, \alpha_2 - 2, 1) = V_{\alpha_0 T}^{\eta} \cdot \partial_T^2 (v_+ T). \) On the other hand, we have by (53) in Remark 4 that \( u = V_u^\eta . v_+ \) (since our skeleton and model are related by (52)) and therefore \( \partial_T^2 u_T = \partial_T^2 (V_u^\eta . v_+) T \). Combining both observations and the definition of \( (\cdot)_T \), we obtain the representation

\[
(\partial_T^2 u_T - V_{\partial_T^2 u}^{\eta - 2} (v_\cdot T))(x) = \int (V_u^\eta(y) - V_u^\eta(x)).v_+(y) \partial_T^2 \psi_T(x - y) dy.
\]

Now (212) follows from (213) using (9).

**STEP 2: Consistency of multiplication and reduction** In this step, we argue that the product \( V_{\alpha_0 T}^{\eta - 2} \) of the reductions of \( V_{\alpha_0 T}^{\eta - \alpha} = C_{\eta - \alpha} V_{\alpha_0 T}^{\eta} \) and \( V_{\alpha_0 T}^{\eta - \alpha - 2} \) is the reduction \( C_{\eta - 2} V_{\alpha_0 T}^{\eta + \alpha - 2} \) of the product \( V_{\alpha_0 T}^{\eta - 2} \) of \( V_{\alpha_0 T}^{\eta} \) and \( V_{\alpha_0 T}^{\eta} \) to level \( \eta - 2 \). That is, we claim

\[
(216) \quad C_{\eta - 2} (V_{\alpha_0 T}^{\eta} \otimes V_{\partial_T^2 u}^{\eta - 2}) = V_{\alpha_0 T}^{\eta - \alpha} \otimes V_{\partial_T^2 u}^{\eta - \alpha - 2}.
\]

Here comes the argument. By definition of \( V_{\alpha_0 T}^{\eta - \alpha} \) and \( V_{\partial_T^2 u}^{\eta - \alpha - 2} \), it suffices to show that \( C_{\eta - 2} (V_{\alpha_0 T}^{\eta} \otimes V_{\partial_T^2 u}^{\eta - 2}) = (C_{\eta - \alpha} V_{\alpha_0 T}^{\eta}) \otimes (C_{\eta - \alpha - 2} V_{\partial_T^2 u}^{\eta - 2}). \) Appealing to the orderings for \( A_0 \), \( A_+ \), and \( A_\cdot \), respectively,

\[
\begin{align*}
\alpha - 2 < 2\alpha - 2 < \eta - 2 < \alpha - 1 < 3\alpha - 2 < 2\alpha - 1 < 4\alpha - 2, \\
0 < \alpha < \eta - \alpha < 1 < 2\alpha,
\end{align*}
\]

\[
\alpha - 2 < \eta - \alpha - 2 < 2\alpha - 2,
\]

we have

\[
(217) \quad V_{\alpha_0 T}^{\eta} \otimes V_{\partial_T^2 u}^{\eta - 2} = (C_{\eta - \alpha} V_{\alpha_0 T}^{\eta}) \otimes (C_{\eta - \alpha - 2} V_{\partial_T^2 u}^{\eta - 2}).
\]
this instance of compatibility of product and reduction can be rephrased in terms of the single-order reduction operators

\[(217) \quad C_{a-1}C_{3a-2}C_{2a-1}C_{4a-2}(V_+ \otimes V_-) = (C_1C_{2a}V_+) \otimes (C_{2a-2}V_-), \]

where we set for abbreviation \(V_+ := V_a^\eta\) and \(V_- := V^\eta_{\partial Tu} \).

We start with the l. h. s. of (217). In view of \(C_{a-1}C_{3a-2}C_{2a-1}C_{4a-2}V\nu = V.(\text{id} - \Gamma_{4a-2})(\text{id} - \Gamma_{2a-1})\text{id} - \Gamma_{3a-2})(\text{id} - \Gamma_{a-1})\nu\), which we obtain from iterating (27), our first step towards (217) is the following string of identities. From the definition \(\Gamma = \Gamma_+ \otimes \Gamma_-\), cf. Lemma 2, we obtain for the four factors

\[
\begin{align*}
\text{id} - \Gamma_{a-1} & = \text{id}_+ \otimes \text{id}_- - \Gamma_1 \otimes \Gamma_{a-2} \\
& = (\text{id}_+ - \Gamma_1) \otimes \Gamma_{a-2} + \text{id}_+ \otimes (\text{id}_- - \Gamma_{a-2}), \\
\text{id} - \Gamma_{3a-2} & = \text{id}_+ \otimes \text{id}_- - \Gamma_\alpha \otimes \Gamma_{2a-2} - \Gamma_2 \otimes \Gamma_{a-2} \\
& = (\text{id}_+ - \Gamma_2a) \otimes \Gamma_{a-2} - \Gamma_\alpha \otimes \Gamma_{2a-2} + \text{id}_+ \otimes (\text{id}_- - \Gamma_{a-2}), \\
\text{id} - \Gamma_{2a-1} & = \text{id}_+ \otimes \text{id}_- - \Gamma_1 \otimes \Gamma_{2a-2} \\
& = (\text{id}_+ - \Gamma_1) \otimes \Gamma_{2a-2} + \text{id}_+ \otimes (\text{id}_- - \Gamma_{2a-2}), \\
\text{id} - \Gamma_{4a-2} & = \text{id}_+ \otimes \text{id}_- - \Gamma_2 \otimes \Gamma_{2a-2} \\
& = (\text{id}_+ - \Gamma_2a) \otimes \Gamma_{2a-2} + \text{id}_+ \otimes (\text{id}_- - \Gamma_{2a-2}),
\end{align*}
\]

where \(\text{id}_\pm\) denotes the identity on \(\Gamma_\pm\) as opposed to the identity \(\text{id}\) on \(\Gamma\). Using the triangular structure of \(\Gamma_\pm\), cf. (118) and (124), we obtain successively

\[
\begin{align*}
(\text{id} - \Gamma_{3a-2})(\text{id} - \Gamma_{a-1}) & = (\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1) \otimes \Gamma_{a-2} - \Gamma_\alpha \otimes \Gamma_{2a-2} \\
& + \text{id}_+ \otimes (\text{id}_- - \Gamma_{a-2}),
\end{align*}
\]

and

\[
\begin{align*}
(\text{id} - \Gamma_{4a-2})(\text{id} - \Gamma_{2a-1}) & = (\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1) \otimes \Gamma_{2a-2} + \text{id}_+ \otimes (\text{id}_- - \Gamma_{2a-2}).
\end{align*}
\]

Note that \((\text{id}_- - \Gamma_{2a-2})\Gamma_{a-2} = (\text{id}_- - \Gamma_{2a-2})\) and on the same token \((\text{id}_- - \Gamma_{2a-2})\text{id}_- - \Gamma_{a-2} = 0\). Moreover, \((\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1)\) is idempotent, so that

\[
\begin{align*}
(\text{id} - \Gamma_{4a-2})(\text{id} - \Gamma_{2a-1})(\text{id} - \Gamma_{3a-2})(\text{id} - \Gamma_{a-1}) & = (\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1) \otimes \Gamma_{a-2} - \Gamma_\alpha \otimes \Gamma_{2a-2} \\
& - (\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1) \Gamma_\alpha \otimes \Gamma_{2a-2} \\
& + (\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1) \Gamma_{2a-2}(\text{id}_- - \Gamma_{a-2}) \\
& + (\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1) \otimes (\text{id}_- - \Gamma_{2a-2}) \\
& = (\text{id}_+ - \Gamma_2a)(\text{id}_+ - \Gamma_1)(\text{id}_- - \Gamma_{2a-2}).
\end{align*}
\]
We now turn to the r. h. s. of (217). In view of (39) it is enough to check (217) for a fixed point \( x \) (which we suppress in our notation) on \( \nu_+ \otimes \nu_- \in T = T_+ \otimes T_- \). We have from iterating (27)
\[
(C_1 C_{2a} \nabla_+) \otimes (C_{2\alpha - 2} V_-) (\nu_+ \otimes \nu_-) = (\nabla_+ (\nu_+ - \nabla_+) (\nu_- - \Gamma_1) \nu_+) (\nu_- (\nu_- - \Gamma_2) \nu_-).
\]
From (218) we obtain for the l. h. s. of (217)
\[
C_{2\alpha - 2} C_{2\alpha - 1} C_{4\alpha - 2} (\nabla_+ \otimes \nabla_-) (\nu_+ \otimes \nu_-) = (\nabla_+ (\nu_+ - \Gamma_2) (\nu_+ - \Gamma_1) (\nu_+ - \Gamma_2) \nu_+) (\nu_- (\nu_- - \Gamma_2) \nu_-) + (\nabla_+ (\nu_+ - \Gamma_1) (\nu_+ - \Gamma_2) \nu_+)(\nabla_- (\nu_- - \Gamma_2) \nu_-).
\]
Hence (217) follows once we convince ourselves of \( 0 = \nabla_+ (\nu_+ - \Gamma_2) (\nu_+ - \Gamma_1) (\nu_+ - \Gamma_2) \nu_+ = C_{2\alpha - 2} C_{2\alpha - 1} C_{4\alpha - 2} \nu_+ \), which follows from \( \nabla_+ = V_+ - C_{2\alpha - 2} C_{2\alpha - 1} C_{4\alpha - 2} \nu_+ \), and the idempotence of \( C_{2\alpha - 2} C_{2\alpha - 1} C_{4\alpha - 2} \).

**STEP 3** [Application of Corollary 1] In the final step, we argue for the existence of \( \alpha \circ \partial^2 u \), together with the estimates (96) and (91). With Steps 1 and 2 now complete, this is essentially a consequence of Corollary 1, with an appropriate translation of the hypotheses, which we now detail. For positive homogeneity objects, we use the abstract spaces \( (A_+, T_+ \rangle \) specified by (112) and (113), along with the function \( v_+ \) defined by (115). For negative homogeneity objects, we use the abstract spaces \( (A_-, T_- \rangle \) specified by (119) and (120), along with the distribution \( v_- \) defined by (122). The role of \( V_{\alpha+} \) is played by \( V_{\alpha+} \), which belongs to \( D^\nu(T_+; \Gamma_+) \) by assumption. The role of \( V_{\alpha-} \) is played by \( V_{\alpha-}^{\nu-2} \), which belongs to \( D^\nu(T_-; \Gamma_-) \) as a consequence of our assumption \( V_{\alpha-}^{\nu-2} \in D^\nu(T_-; \Gamma_-) \). In fact, one has the inequality
\[
[V_{\alpha+}^{\nu-2}] \leq [V_{\alpha-}^\nu],
\]
which can be established using the definition (79) together with the functorial derivation (upon application of \( \partial^2 \) of \( A_-, T_-; \Gamma_-; \langle \cdot \rangle_- \) cf. (119), (120), (118), (123) from \( A_+, T_+, \Gamma_+, \langle \cdot \rangle_+ \) cf. (112), (113), (118), (117). Noting that \( \alpha \) is the smallest positive homogeneity in \( A_+, \) while \( \alpha - 2 \) is the most negative homogeneity in \( A_- \), the exponent \( \kappa \) defined by (56) is equal to \( \eta + \alpha - 2 \). We note that by (78), \( \kappa \) separates the homogeneities of \( A \) as follows
\[
\alpha - 2 < 2\alpha - 2 < \alpha - 1 < 3\alpha - 1 < 0 < \kappa < 2\alpha - 1 < 4\alpha - 2.
\]
The model input \( v_+ \circ v_- \) is played by (128), and we note that (66) is a consequence of (130). We also note that \( u_- = \partial^2 u \) satisfies (67) with \( (v_-)_* \) (122), (128) \( (v_+ \circ v_-)_* \), provided we set \( N_* := [V_{\alpha-}^\nu] \) in the definition of \( T_{\kappa-\alpha} \). Indeed, in view of \( \kappa - \alpha = \eta - 2 \), which by (78) satisfies (57), the estimate (67) corresponds to (212) established in Step 1.
Hence, we may appeal to Corollary 1 to obtain a unique distribution $a \circ \partial^2_1 u$ satisfying (68), which we now claim translates exactly into (96). We only need to argue that the constant $M_{a\circ \delta^2_1u} \eta + \alpha - 2$ in (97) corresponds to $M_{a\circ \delta^2_1u} \eta + \alpha - 2$ of Corollary 1. First we note that $\|\Gamma\|_{sk} \lesssim 1$ as a consequence of

$$\|\Gamma\|_{sk} \leq \|\Gamma\|_{sk} + \frac{[V_{\delta^2_1u}^{-2}]}{[V_{\delta^2_1u}]} \lesssim 1.$$  

Next we note that $\min_{\beta\in\mathbb{A}_-} \langle \beta \rangle = \min_{\beta\in\mathbb{A}_+} \langle \beta \rangle = 1$, cf. (123) and (125). Thus, $M_{a\circ \delta^2_1u}$ of (65) corresponds to $M_{\alpha\eta}$ defined by (98). Also, it follows that $M_{a\circ \delta^2_1u}$ corresponds to $\|V_{\delta^2_1u}^{-2}\|_\eta$, which is multiplied by $N^4$ in (97) because $\min_{\beta \geq \eta + \alpha - 2} \langle \beta \rangle = \min\{\langle 2\alpha - 1 \rangle, \langle 4\alpha - 2 \rangle\} = 4$, cf. (125). From these observations, we see that the constants $M_{a\circ \delta^2_1u, \eta + \alpha - 2}$ and $M_{a\circ \delta^2_1u, \eta}$ coincide.

The last step is to obtain the sub-optimal bound (91), which will follow from (69) with $\eta$ in Corollary 1 playing the role $\eta - 2$ in the current lemma. There are two points to justify here. The first is a consistency condition, which guarantees that the left hand side of (69) turns into the left hand side (91) upon cutting at level $\eta - 2$. Indeed, this follows from Step 2, cf. (60). The second point is to verify that the constant denoted $M_{a\circ \delta^2_1u, \eta}$ in Corollary 1 translates to $M_{a\circ \delta^2_1u, \eta - 2}$ in the current lemma. For this, it suffices to note that $\min_{\beta \geq \eta - 2} \langle \beta \rangle = \min\{\langle \alpha - 1 \rangle, \langle 3\alpha - 2 \rangle, \langle 2\alpha - 1 \rangle, \langle 4\alpha - 2 \rangle\} = 3$, cf. (125). 

6.4. Lemma 5.

Proof of Lemma 5. The proof consists of several steps. In Step 1, we record in advance a useful auxiliary result, which will be crucial in Step 3. In Step 2, we introduce the language necessary to apply our abstract integration result, Proposition 2. We verify the local splitting condition (71) in Steps 3 and 4, followed by the three-point continuity condition (72) in Step 5. The output of Proposition 2 asserts a modelledness stated in Step 6, which is used in Step 7 in conjunction with Lemma 4 to establish the form continuity (93) for $V_{\delta^2_1u}$ in the $D'(T_+; \Gamma_+)$ norm, as well as (94). The form boundedness (95) is obtained in Step 8.

STEP 1. [Structural property] We claim that for all $x \in \mathbb{R}^2$ and $(\partial^2_1 v_\alpha, v_\alpha \circ \partial^2_1 v_\alpha) \in C^1(I) \oplus C^{2,1}(I^2)$ satisfying

$$\delta_{a(x)} \partial^2_1 v_\alpha = \delta_{a'_0} \partial_{a(x)} v_\alpha \circ \partial^2_1 v_\alpha = 0 \quad \text{for all } a'_0 \in I,$$

it holds

$$\left( \nabla_{\partial^2_1 v_\alpha} - \frac{\eta - \alpha - 2}{2} \right)(x), \left( \frac{\partial^2_1 v_\alpha}{v_\alpha \circ \partial^2_1 v_\alpha} \right) = 0.$$


Towards this end, we claim that the following boundedness property holds.

\[
\left| (V_\eta^{-\alpha} \otimes V_\eta^{-\alpha-2})(x), \left( \frac{\partial^2_v V_\alpha}{\partial^2_v V_\alpha} \right) \right| \leq N^{(\alpha)} \| V_\eta^{-\alpha} \| \| (\text{id}_{T_\alpha} \otimes \delta_{a(x)}) \cdot (V_\alpha \otimes \partial^2_v V_\alpha - V_\alpha \otimes \partial^2_v V_\alpha) \|_{T_\alpha}.
\]

(222)

To see this, note first that trivially, since \( V_\eta^{-\alpha-2} = \delta_a \), we have for all \( \partial^2_v V_\alpha \in T_{\alpha-2} \)

\[
\left| V_\eta^{-\alpha-2}(x), \partial^2_v V_\alpha \right| \leq |\delta_{a(x)} \partial^2 V_\alpha|.
\]

Moreover, the inequality (31) of Lemma 1 implies that for all \((1, \nu_\alpha) \in T_0 \otimes T_\alpha\) it holds

\[
\left| V_\eta^{-\alpha} \left( \frac{1}{\nu_\alpha} \right) \right| \leq \| V_\eta^{\alpha} \| N^{(\alpha)} \| \nu_\alpha - \nu_\alpha (x) \|_{T_\alpha}.
\]

Thus, (222) now follows from the cross norm property (42) of the spaces \( T_\alpha \) and \( \mathbb{R} \). The vanishing property (221) now follows from (222) by noting that for \((\partial^2 V_\alpha, \nu_\alpha \otimes \partial^2 v_\alpha)\) with property (220), the r.h.s. of (222) vanishes.

**STEP 2.**[Set up]

Our plan is to apply Proposition 2 with \( \eta \) playing the role of \( \kappa \), and \( U, \gamma \in C^0(\mathbb{R}^2 \times \mathbb{R}^2) \) given by

\[
U(x, y) := u(y) - V_\eta^{-2}(x), \left( \frac{v_\alpha(y)}{w_\alpha(y)} \right),
\]

(223)

\[
\gamma(x, y) := (V_\eta^{-2}(y) - V_\eta^{-2}(x)), \left( \frac{0}{\omega(y)} \right).
\]

(224)

**STEP 3.**[Preparation for Local Splitting]

In order to motivate the definition (223) of \( U \) and in preparation for Step 4, where we verify the local splitting condition (71) for this choice of \( U \), we claim the following identity

\[
(\partial_2 - a(x)\partial^2) U_T(x, \cdot)
\]

(225)

\[
= (\cdot)_T P(a \otimes \partial^2 u) - V_\eta^{-2}(x), \left( \frac{(\partial^2 u)_T}{(\partial^2 v_\alpha)_T} \right),
\]

\[
\left( \frac{P(v_\alpha \otimes \partial^2 v_\alpha)_T}{w_\alpha} \right),
\]

where we recall that \( \partial_1 \) and \( \partial_2 \) act on the implicit variable \( y \). Here comes the argument: in light of the definition (80), applied with the abstract vectors \( \partial^2 V_\alpha := v_\alpha(y), \partial^2 w_\alpha := w_\alpha(y) \), we may write \( U \) explicitly as

\[
U(x, y) = u(y) - \delta_{a(x),a}(y) - V_\eta^{-\alpha}(x) \otimes V_\eta^{-\alpha-2}(x), \left( \frac{\partial_{a_0} v_\alpha(y)}{w_{\alpha_0}(y)} \right).
\]

To establish (225), we apply the operator \((\partial_2 - a(x)\partial^2) (\cdot)_T\) to each of the three contributions of \( y \to U(x, y) \) separately, then combine the
holds. Indeed, \((228)\)

\[
\partial_2 - a(x)\partial_1^2 u = (\cdot)_TP(a \circ \partial_1^2 u) - a(x)(\partial_1^2 u)_T + Pf_T.
\]

For the second contribution, we observe that

\[
(\partial_2 - a(x)\partial_1^2)(\cdot)_T \delta_{\alpha(x)}v_\alpha(\cdot) = Pf_T,
\]

which is a consequence of the PDE \((132)\) defining \(v_\alpha\). For the third contribution, we observe that

\[
(\partial_2 - a(x)\partial_1^2)(\cdot)_T \nabla_a^\gamma - \alpha(x) \otimes V_\partial_1^\gamma - \alpha (x), \left(\partial_{a_0} v_{a}\right)_{W_{2\alpha}}
\]

\[
= \nabla_a^\gamma - \alpha (x) \otimes V_\partial_1^\gamma - \alpha (x), \left(\partial_{\alpha}^2 v_\alpha\right)_T P(v_\alpha \circ \partial_1^2 v_\alpha)_T.
\]

Indeed, \((228)\) follows from the defining PDEs \((133)\) and \((138)\) together with the structural property \((221)\) established in Step 1. More specifically, we define for each \(y\) the abstract elements of \(T_{\alpha} - 2\) and \(T_{2\alpha} - 2\), respectively,

\[
\partial_1^2 v_\alpha(a_0) := (a_0 - a(x))(\partial_{a_0} \partial_1^2 v_\alpha)_T(y, a_0),
\]

\[
v_\alpha \circ \partial_1^2 v_\alpha(a_0', a_0) := (a_0 - a(x))(\partial_1^2 w_{2\alpha})_T(y, a_0', a_0),
\]

and note that \((220)\) certainly holds, which allows us to replace \(\partial_2 - a(x)\partial_1^2\) by \(\partial_2 - a_0\partial_1^2\) when applied to \((\partial_{a_0} v_{a})_T, (w_{2\alpha})_T\) in the argument of \(\nabla_a^\gamma - \alpha(x) \otimes V_\partial_1^\gamma - \alpha (x)\). It remains to combine the three identities \((226), (227),\) and \((228)\) to obtain \((225)\).

**Step 4. [Local Splitting]**

In this step we verify the local splitting condition \((71)\) for \(U\) defined in \((223)\). More precisely, we claim that for all \(x \in \mathbb{R}^2\) and all \(L, T \leq 1\) it holds

\[
\inf_{c \in \mathbb{R}} \| (\partial_2 - a(x)\partial_1^2)U_T(x, \cdot) - c \|_{B_L(x)} \lesssim M_{a, \partial_{1,2}}(T^{\frac{1}{2}})^{\gamma - 2} + [a]_a [V_a^{\gamma - \alpha}] L^{\alpha} (T^{\frac{1}{2}})^{\gamma - \alpha - 2}
\]

\[
+ M_{a, \gamma - \alpha} (L^{\gamma - \alpha} (T^{\frac{1}{2}})^{\alpha - 2} + L^{\gamma - 2\alpha} (T^{\frac{1}{2}})^{\alpha - 2}),
\]

where we recall the definition of \(M_{a, \gamma - \alpha}\) in \((88)\).
For this purpose, we re-write identity (225) obtained in Step 3 as

\[
(\partial_2 - a(x)\partial_1^2)U_T(x, y) - V_{\alpha\partial_1^2 u}^{\eta-2}(x, y) + c_1
= (a\circ\partial_1^2 u)_T(y) - V_{\alpha\partial_1^2 u}^{\eta-2}(y). \left( \begin{array}{c} (\partial_1^2 u)_T(y) \\ (\partial_1^2 v_\alpha)_T(y) \\ (v_\alpha\circ\partial_1^2 v_\alpha)_T(y) \end{array} \right)
+ (V_{\alpha\partial_1^2 u}^{\eta-2}(y) - V_{\alpha\partial_1^2 u}^{\eta-2}(x)). \left( \begin{array}{c} (\partial_1^2 u)_T(y) \\ (\partial_1^2 v_\alpha)_T(y) \\ (v_\alpha\circ\partial_1^2 v_\alpha)_T(y) \end{array} \right),
\]

where \( c_0(a_0', a_0) := \int_{[0,1]^2} (v_\alpha\circ\partial_1^2 v_\alpha)(y, a_0', a_0) \, dy \) and \( c_1 := \int_{[0,1]^2} (a\circ\partial_1^2 u)(y) \, dy \). By assumption (91), the first right-hand side term is estimated by \( M_{\alpha\partial_1^2 u, \eta-2}(T_\frac{1}{\alpha})^{\eta-2} \). To estimate the second right-hand side term, we appeal to the form continuity (210) of \( V_{\alpha\partial_1^2 u}^{\eta-2} \) contained in (210) in Step 2 of the proof of Lemma 4 (with the roles of \( x \) and \( y \) exchanged) and find the following upper bound for all \( y \in B_L(x) \)

\[
[a]_\alpha L^\alpha |(\partial_1^2 u)_T(y) - V_{\alpha\partial_1^2 u}^{\eta-\alpha-2}(y), (\partial_1^2 v_\alpha)_T(y)|
\leq M_{a, \eta-\alpha} L^\eta \alpha \| (\partial_1^2 v_\alpha)_T(y) \|_{C^{1,2}}
+ M_{a, \eta-\alpha} L^\eta \alpha \| (v_\alpha\circ\partial_1^2 v_\alpha)_T(y) - v_\alpha(y) \otimes (\partial_1^2 v_\alpha)_T(y) \|_{C^{1,2}}.
\]

Recalling that \( T_{\alpha-2} \leftarrow \frac{1}{\alpha}C^1(I) \) and \( T_{2\alpha-2,2} = \frac{1}{\alpha^2}C^{2,1}(I^2) \) cf. (120), we can appeal to (135) and (136) to estimate the last two lines by

\[
M_{a, \eta-\alpha}(L^\eta \alpha(T_\frac{1}{\alpha})^{\eta-2} + L^\eta \alpha(T_\frac{1}{\alpha})^{2\alpha-2}).
\]

It remains to estimate the first line (230), which is a lower-order version of (212). By even simpler arguments than in (212), this line is hence estimated by

\[
[a]_\alpha[V_{\alpha}^{\eta-\alpha}] L^\alpha(T_\frac{1}{\alpha})^{\eta-\alpha-2}.
\]

**STEP 5. Three-Point Continuity**

The next step is to verify the three-point continuity condition (72) in our setting of (223) and (224). More precisely, we claim that for any three points \( x, y, z \) it holds

\[
|U(x, z) - U(x, y) - U(y, z) + U(y, y) - \gamma(x, y)(z - y)|
\leq |V_{\alpha\partial_1^2 u}^{\eta-2}(d^\eta \alpha(x, y)d^\alpha(z, y) + d^{\eta-\alpha} \alpha(x, y)d^\alpha(z, y)).
\]

First observe that by definitions (223) and (224) of \( U \) and \( \gamma \) it holds

\[
U(x, z) - U(x, y) - U(y, z) + U(y, y) - \gamma(x, y)(z - y)
= (V_{\alpha\partial_1^2 u}^{\eta-2}(y) - V_{\alpha\partial_1^2 u}^{\eta-2}(x)). \left( \begin{array}{c} v_\alpha(z) - v_\alpha(y) \\ w_\alpha(z) - w_\alpha(y) - \omega(y)v_1(z) - v_1(y) \end{array} \right).
\]
We now appeal to the form continuity of $V_{\partial_t^2 u}^{\eta-2}$. Using the following choices of abstract vectors

\[
\partial_t^2 v_\alpha := v_\alpha(z) - v_\alpha(y),
\partial_t^2 w_{2\alpha} := w_{2\alpha}(z) - w_{2\alpha}(y) - \omega(y)(v_1(z) - v_1(y)),
\]

and recalling the definition of $\Gamma_\alpha$ in (124), the quantity above is estimated by

\[
[V_{\partial_t^2 u}^{\eta-2}] d^{\eta-\alpha}(y, x)\|v_\alpha(z) - v_\alpha(y)\|_{\mathcal{T}_{\alpha-2}}
+ [V_{\partial_t^2 u}^{\eta-2}] d^{\eta-2\alpha}(y, x)\|w_{2\alpha}(z) - w_{2\alpha}(y) - \omega(y)(v_1(z) - v_1(y))
- v_\alpha(y) \otimes (\partial_{\alpha} v_\alpha(z) - \partial_{\alpha} v_\alpha(y))\|_{\mathcal{T}_{\alpha-2}},
\]

which implies (231) as a consequence of (134) and (141).

**Step 6.** [Output of Proposition 2 and Remark 6]

We claim that there exists a Hölder continuous and periodic function $\nu$ such that for all $x, y \in \mathbb{R}^2$

\[(232) \quad |U(x, y) - U(x, x) - \nu(x)(v_1(y) - v_1(x))| \lesssim Md^\eta(y, x),
\]

\[(233) \quad |\nu(y) - \nu(x) + \gamma(x, y)| \lesssim Md^{\eta-1}(y, x),
\]

where

\[(234) \quad M := M_{0,0;\partial_t^2 u,\eta-2} + [a]_\alpha [V_{\partial_t^2 u}^{\eta-\alpha}] + M_{a,\eta-\alpha} + [V_{\partial_t^2 u}^{\eta-2}].
\]

Indeed, the estimates (232) and (233) correspond to the outputs (73) and (75), since the sum of the constants gathered in (229) and (231) is controlled by $M$.

**Step 7.** [Form Continuity]

Using the function $\nu$ obtained in Step 6, the definition (92) of $V_{\partial_t^2 u}^\eta$ is now complete, and we may turn to the proof of (93), which in view of definition (234) amounts to showing that for all $x, y \in \mathbb{R}^2$ with $d(x, y) \leq 1$ and all $v_+ \in \mathcal{T}_+$

\[(235) \quad |(V_{\partial_t^2 u}^\eta(y) - V_{\partial_t^2 u}^\eta(x)) \cdot v_+| \lesssim M \sum_{\beta \in \mathbb{A}_+} d^{\eta-\beta}(y, x)\|\Gamma_\beta(y)v_+\|_{\mathcal{T}_\beta}.
\]

For this we first note that for all $v_+ = (1, v_\alpha, v_1, w_{2\alpha}) \in \mathcal{T}_+$

\[
(V_{\partial_t^2 u}^\eta(y) - V_{\partial_t^2 u}^\eta(x)) \cdot v_+
= (U(x, y) - U(x, x) - \nu(x)(v_1(y) - v_1(x)))\mathbf{1}
+ (\nu(y) - \nu(x) + \gamma(x, y))(v_1 - v_1(y))
+ \left(\frac{\partial_{\alpha} v_\alpha}{\partial_{\alpha} w_{2\alpha} - w_{2\alpha}(y) - \omega(y)(v_1 - v_1(y))}\right).
\]

\[(236) \quad \left(\frac{v_\alpha - v_\alpha(y)}{w_{2\alpha} - w_{2\alpha}(y) - \omega(y)(v_1 - v_1(y))}\right).
\]
Indeed, note that
\[
V_u^\gamma(x) \nu_+ = u(x)1 + \nu(x) (v_1 - v_1(x)1) + V_{\partial^2_u}^{\gamma-2} (x) \left( \begin{array}{c} v_\alpha - v_\alpha(x)1 \\ w_{2\alpha} - w_{2\alpha}(x)1 \end{array} \right),
\]
which follows from comparing the definitions (80) and (92). Applying the discrete product rule and noting that
\[
\gamma(x, y) (v_1 - v_1(y)1) + \left( V_{\partial^2_u}^{\gamma-2}(y) - V_{\partial^2_u}^{\gamma-2}(x) \right) \cdot \left( -\omega(y)(v_1 - v_1(y)1) \right)
\]
vanishes by (224), gives (236). By (232) and (233) in Step 6, the first two contributions to (236) are estimated by
\[
M \left( d^\alpha(y, x)|1 + d^{\alpha-1}(y, x)|v_1 - v_1(y)1 \right),
\]
which falls under the right-hand side of (235) in view of (113) and (118). The last contribution to (236) is estimated as in Step 5, using the form continuity of \( V_{\partial^2_u}^{\gamma-2} \) with the abstract vectors
\[
\partial^2_\alpha v_\alpha := v_\alpha - v_\alpha(y)1, \quad \partial^2_\alpha w_{2\alpha} := w_{2\alpha} - w_{2\alpha}(y)1 - \omega(y)(v_1 - v_1(y)1),
\]
which yields
\[
\left[ V_{\partial^2_u}^{\gamma-2} d^{\gamma-\alpha}(y, x) \right] \|v_\alpha - v_\alpha(y)1\|_{\alpha-2} + \left[ V_{\partial^2_u}^{\gamma-2} d^{\gamma-2\alpha}(y, x) \right] \|w_{2\alpha} - w_{2\alpha}(y)1 - \omega(y)(v_1 - v_1(y)1) - v_\alpha(y) \otimes \partial_{\alpha} (v_\alpha - v_\alpha(y)1)\|_{\alpha-2},
\]
which again falls under the right-hand side of (235) in light of (118) and (234).

We give now the argument for (94). Since \( V_u^\gamma \in \mathcal{D}^\gamma(\Gamma_+; \Gamma_+) \), we obtain by definition (19) of form continuity and the property (52)
\[
| (V_u^\gamma(y) - V_u^\gamma(x)) \cdot \nu_+ | \leq |V_u^\gamma| d^\gamma(y, x).
\]
Inserting \( \nu_+(y) = (1, v_\alpha(y), v_1(y), w_{2\alpha}(y)) \) into (236), the last two lines of (236) vanish and we obtain \( (V_u^\gamma(y) - V_u^\gamma(x)) \cdot \nu_+ = U(x, y) - U(x, y) - \nu(x)(y - y)1 \). Choosing \( y := x + (1, 0) \) and appealing to the periodicity of \( y \to U(x, y) \), we obtain (94).

**Step 8. Form Boundedness** To show (95), observe that (237) implies
\[
|V_u^\gamma(x) \nu_+ | \leq \|u\| |1 + \|\nu\| |v_1 - v_1(x)1| + \left| V_{\partial^2_u}^{\gamma-2}(x) \left( \begin{array}{c} v_\alpha - v_\alpha(x)1 \\ w_{2\alpha} - w_{2\alpha}(x)1 \end{array} \right) \right| \\
\leq \|u\| |\Gamma_0(x) \nu_+ | + N^{-2} \left( \|\nu\| + \left| V_{\partial^2_u}^{\gamma-2}(x) \left( \begin{array}{c} 0 \\ \omega(x) \end{array} \right) \right| \right) N^2 |\Gamma_1(x) \nu_+ |
\]
\[
+ \left| V_{\partial^2_u}^{\gamma-2}(x) \left( \begin{array}{c} v_\alpha - v_\alpha(x)1 \\ w_{2\alpha} - w_{2\alpha}(x)1 - \omega(x)(v_1 - v_1(x)1) \end{array} \right) \right|,
\]
By definition (20) of \(||V^\eta_{\alpha}||\), the prescription \(|2\alpha - 2| = 2\), cf. (125), and the bound \(||\omega||_{C^0(\mathbb{R}^2_+,T_{\alpha})} \leq 1\), cf. (141), we obtain
\[
\begin{align*}
\|V^\eta_{\alpha}(x)\| &\leq \|V^\eta_{\alpha}(x)\| N^2, \\
\|V^\eta_{\alpha}(x)\| &\leq \|V^\eta_{\alpha}(x)\| (N^{\alpha-2}) \|\nu\| \langle |\nabla u(x)| \rangle \|\omega\| \langle |\nabla v_\alpha(x)| \rangle,
\end{align*}
\]
Combining the above estimates we find
\[
\|V^\eta_{\alpha}(x)\| \leq \|u\| (N^{\alpha-2}) \|\nu\| \langle |\nabla u(x)| \rangle \|\omega\| \langle |\nabla v_\alpha(x)| \rangle,
\]
which yields (95) in view of (18) and (117).

6.5. Theorem 1 and Corollary 2.

Proof of Theorem 1. The proof involves several steps, with Steps 1-10 being devoted to the existence of \(V^\eta_{\alpha} \in D^0(T_+; \Gamma_+\rangle\) with the desired three properties as well as the estimates (83) and (84), and the final Step 11 being devoted to the uniqueness. The existence proof proceeds by an approximation argument. To start, we establish in Step 1 that for each \(\tau \leq 1\) there exists a periodic mean-free solution \(u^\tau \in C^{2+n-2\alpha}\) to the following regularized PDE
\[
\partial_2 u^\tau - P(a\partial_2 u^\tau) = Pf_\tau + PC_{\alpha+\alpha-2} (V^\eta_{\alpha} \otimes V^\eta_{\alpha}) . v_\tau,
\]
where \(V^\eta_{\alpha}\) is given by (80) and the modified right hand side may be viewed as renormalization, cf. (260) for further motivation. We also introduce a regularized skeleton
\[
\Gamma^\tau_+ := \begin{pmatrix}
-\langle v_\alpha \rangle_\tau & 0 & 0 & 0 \\
-\langle v_1 \rangle_\tau & \text{id}_{C^2} & 0 & 0 \\
\end{pmatrix},
\]
cf. (118). In the above definition,
\[
\omega^\tau(x) := \partial_y (U_{2\alpha})_\tau(x,x),
\]
(240) \(U_{2\alpha}(x,y) := w_{2\alpha}(y) - v_\alpha(x) \otimes \partial_0 v_\alpha(y),\)
where \((U_{2n})_\tau\) denotes convolution in the \(y\) argument only. Note that these quantities were used in the proof of Lemma 8, cf. (200) to establish (140) and (141) and the specific form of \(\omega^\tau\) is in line with Remark 6. We emphasize that the regularized skeleton \(\Gamma_{\alpha}^\tau\) agrees with \(\Gamma_{\gamma}\) away from homogeneities 0 and 1, in that the functorial relation between \(\Gamma_{\alpha}^\tau\) and \(\Gamma_{\gamma}\) is preserved

\[
(241) \quad \Gamma_{\alpha}^\tau v_+ = \Gamma_+ v_+ \quad \text{for} \quad v_+ = (0, v_\alpha, 0, w_{2n}) \in T_+.
\]

Step 2 is devoted to establishing uniform estimates on the regularized model \(v_\tau\). In Step 3, we slightly modify the definition (92) (to account for the regularization parameter \(\tau\)) and define a form \(V_u^\tau\) with \(C_\alpha V_u^\tau = u^\tau\) which will serve as an approximation to \(V_u\). For notational convenience, we will use \([V_u^\tau]_\tau, \|V_u^\tau\|_\tau\) to abbreviate the associated form continuity semi-norm and boundedness norms. We will then establish the necessary qualitative ingredient \(V_{u,\tau} \in D(\Gamma_+; \Gamma_{\alpha}^\tau)\). In Steps 4-7, we improve upon the qualitative Step 3 and obtain uniform estimates on \(V_u^\tau \in D(\Gamma_+; \Gamma_{\alpha}^\tau)\). Steps 8-10 are concerned with the limit \(\tau \to 0\): Step 8 establishes the convergence of the skeleton, Step 9 convergence of \(V_{u,\tau}\), and Step 10 convergence for \(\omega \odot \partial_1^2 u^\tau\).

**STEP 1.**[Solvability of the regularized PDE] To this purpose, we rewrite (238) as a perturbation of a constant-coefficient equation, i.e.

\[
(\partial_2 - a_0 \partial_1^2)u^\tau = P(f^\tau + (a - a_0)\partial_1^2 u^\tau)
\]

with periodic \(f^\tau := f_\tau + C_{\eta+\alpha-2}(V_{a}^\eta \otimes V_{\partial_1^2 a}^\eta-2).v_\tau\). Note that the periodicity of \(C_{\eta+\alpha-2}(V_{a}^\eta \otimes V_{\partial_1^2 a}^\eta-2)\) was established in Section 4.6. As can be seen from Fourier series, \(\partial_2 - a_0 \partial_1^2\) is (formally) invertible on the space of periodic functions that are mean-free (thus the projection \(P\)); by standard Schauder theory we have the \textit{a priori} estimate \(\|u^\tau\|_{C^{2+\eta-2\alpha}} \lesssim [f^\tau + (a - a_0)\partial_1^2 u^\tau]_{\eta-2\alpha}\). Since \(|a|_\alpha \ll 1\) and thus \(\|a - a_0\| \ll 1\) for suitable \(a_0 \in I\) together with \(\alpha \geq \eta - 2\alpha > 0\), cf. (78), we learn from a standard fixed-point argument that there exists a periodic mean-free solution \(u^\tau \in C_{\eta-2\alpha+2}(\mathbb{R}^2)\) provided \(f^\tau \in C_{\eta-2\alpha}(\mathbb{R}^2)\). Rewriting \(f^\tau = f_\tau + C_{\eta+\alpha-2}V_{\partial_1^2 a}^{\eta+\alpha-2}(v_\tau),\) and using that thanks to \(\tau > 0\) we have in particular \(f_\tau \in C_{\eta-2\alpha}(\mathbb{R}^2)\) and \(v_\tau \in C_{\eta-2\alpha}(\mathbb{R}^2; T)\), we see that this follows from \(C_{\eta+\alpha-2}V_{\partial_1^2 a}^{\eta+\alpha-2} \in C_{\eta-2\alpha}(\mathbb{R}^2; \mathbf{T})\). This in turn is a consequence of the boundedness and continuity of \(C_{\eta+\alpha-2}V_{\partial_1^2 a}^{\eta+\alpha-2}\) to order \(\eta + \alpha - 2\), cf. (19), together with \(\max_{\beta \in A, \beta < 0} \beta = 3\alpha - 2\) and the boundedness (on a periodic cell) of the range of \(\mathbf{T}\) in \(\mathcal{L}(T, T)\).

**STEP 2.**[Uniform bounds on the regularized model] We now claim that the crucial boundedness properties (129) and (130) are preserved in the
following sense: for any $0 < \tau \leq 1$ it holds
\begin{equation}
\|\Gamma_\beta(x)(v_+)_\tau(y)\|_{\mathbb{T}_\beta} \lesssim d^\beta(y, x) \quad \text{for all } \beta \in \mathbb{A}_+, \ x, y \in \mathbb{R}^2, \tag{242}
\end{equation}
\begin{equation}
\|\Gamma_\beta(x)(v_\tau)_T(x)\|_{\mathbb{T}_\beta} \lesssim (T^{\frac{1}{2}})^\beta \quad \text{for all } \beta \in \mathbb{A}_{<0}, \ T \leq 1, \ x \in \mathbb{R}^2. \tag{243}
\end{equation}
Moreover, in analogy with (140) and (142), we claim that
\begin{equation}
\|\omega^\tau\|_{C^{2\alpha-1}(\mathbb{R}^2; \mathbb{T}_2)} \lesssim 1, \quad \|\Gamma_+\|_{\mathbb{S}_k} \lesssim 1. \tag{244}
\end{equation}
Here comes the argument for (243). By the semi-group property (7), this is immediate once we show that (130) implies the same estimate in the extended range of $T \leq 2$. The latter can be seen as follows: Writing $\Gamma_\beta(x)v_{2T}(x) = \int \psi_T(x-y)\Gamma_\beta(x)v_T(y) \, dy$ and $\Gamma_\beta(x)v_T(y) = \Gamma_\beta(y)v_T(y) + (\Gamma_\beta(x) - \Gamma_\beta(y))v_T(y)$, we obtain from the continuity (17) of the skeleton that
\[
\|\Gamma_\beta(x)v_{2T}(x)\|_{\mathbb{T}_\beta} \leq (1 + \|\Gamma\|_{\mathbb{S}_k}) \int |\psi_T(x-y)| \sum_{\gamma \leq \beta} d^{3-\gamma}(x, y) \|\Gamma_\gamma(y)v_T(y)\|_{\mathbb{T}_\gamma} \, dy,
\]
and thus, provided $T \leq 1$, by (130) and (9) that $\|\Gamma_\beta(x)v_{2T}(x)\|_{\mathbb{T}_\beta} \lesssim (1 + \|\Gamma\|_{\mathbb{S}_k})(T^{\frac{1}{2}})^\beta$. In conjunction with (142) this yields the desired upgrade from $T \leq 1$ to $T \leq 2$.

We now argue for (242), and note that in light of the definition (239), for $\beta = 0, 1$ this is immediate and for $\beta = \alpha$ it suffices to note that the Hölder estimate (134) is stable under convolution. For $\beta = 2\alpha$ as well as the first estimate in (244), we refer the reader to (205) and (206) in Step 3 of the proof of Lemma 8. Finally, the uniform bounds on the regularized skeleton follow from adapting the arguments in Step 4 of Lemma 8.

**Step 3.** [Verifying the qualitative hypothesis]
In this step, for each $\tau \leq 1$, we define a form $V^{\eta}_{\alpha\tau}$ such that $C_\alpha V^\eta_{\alpha\tau} = u^\tau$ and verify the qualitative hypothesis $V^\eta_{\alpha\tau} \in \mathcal{D}^\eta(\mathbb{T}_+; \mathbb{G}^\tau_+)$ (required for Lemma 6). In line with Step 2 in the proof of Lemma 5, we define
\begin{equation}
U^\tau(x, y) := u^\tau(y) - V^{\eta-2}_{\nabla^{2,\alpha}_u}(x). \left( \begin{array}{c} (v_\alpha)_\tau(y) \\ (w_{2\alpha})_\tau(y) \end{array} \right), \tag{245}
\end{equation}
\begin{equation}
\gamma^\tau(x, y) := (V^{\eta-2}_{\nabla^{2,\alpha}_u}(y) - V^{\eta-2}_{\nabla^{2,\alpha}_u}(x)). \left( \begin{array}{c} 0 \\ \omega^\tau(y) \end{array} \right), \tag{246}
\end{equation}
and in line with Remark 6
\begin{equation}
\nu^\tau(x) := \partial_{y_1} U^\tau(x, x). \tag{247}
\end{equation}
We now modify (92) to define $V_u^{\eta}$. Namely, for $v_+ := (1, v_\alpha, v_1, w_{2\alpha})$, we set

\[
V_u^{\eta} : V_u^{\eta} = u^\tau + \delta_a(v_\alpha - (v_\alpha)^\tau 1) + \nu^\tau(v_1 - v_1 1)
\]

\[(248)\]

\[
V_u^{\eta} := C_{\eta-a}V_u^{\eta}.
\]

For later purpose, we note that the definitions above together with (80) entail the following consistency properties,

\[
u^\tau = C_\alpha V_u^{\eta} = V_u^{\eta}(v_+)^\tau,
\]

\[(250)\]

\[
J_{\eta} \otimes (v_\alpha, w_{2\alpha}) = V_u^{\eta}(0, v_\alpha, 0, w_{2\alpha}),
\]

\[(251)\]

cf. (53) and (79).

We now turn to the proof that $V_u^{\eta} \in D^\eta(T_+; \Gamma_+)$ and begin with the following claims

\[
\sup_{x \neq y} d^{-\eta}(y, x) |U^\tau(x, y) - U^\tau(x, x) - \nu^\tau(x)(y - x) 1| < \infty,
\]

\[(252)\]

\[
\sup_{x \neq y} d^{-(\eta-1)}(y, x) |\nu^\tau(y) - \nu^\tau(x) + \gamma^\tau(x, y)| < \infty.
\]

\[(253)\]

In light of our regularization in $y$, together with $u^\tau \in C^{\eta-2\alpha+2}$ by Step 1, the first claim holds as a consequence of Taylor’s formula and the periodicity of $U^\tau$ in both arguments, taking into account $1 \leq \eta \leq 2$. The second claim will be deduced from the first, taking into account the following three-point continuity condition: for all $x, y, z \in \mathbb{R}^2$ it holds

\[
|U^\tau(x, z) - U^\tau(x, y) - U^\tau(y, z) + U^\tau(y, y) - \gamma^\tau(x, y)(z - y) 1|
\]

\[(254)\]

\[
\lesssim [V_{\partial^2u}^{\eta-2}](d^{\eta-\alpha}(y, x) + d^{\eta-2\alpha}(y, x) + d^{\eta-2\alpha}(y, z) + d^{\eta-2\alpha}(z, y)).
\]

Indeed, as in Step 5 of the proof of Lemma 5, (254) is based on the straightforward identity

\[
U^\tau(x, z) - U^\tau(x, y) - U^\tau(y, z) + U^\tau(y, y) - \gamma^\tau(x, y)(z - y) 1
\]

\[(245),(246)\]

\[
= \left( V_{\partial^2u}^{\eta-2}(y) - V_{\partial^2u}^{\eta-2}(x) \right).
\]

\[
\left( (v_\alpha)^\tau(z) - (v_\alpha)^\tau(y)\right)\]

\[
\left( (w_{2\alpha})^\tau(z) - (w_{2\alpha})^\tau(y) - \omega^\tau(y)(v_1(z) - v_1(y))\right).
\]
By definition of $[V^\eta_{\partial_t^2 u}]$, cf. (19), (118), and (120), the quantity above is estimated by
\[
\begin{align*}
[V^\eta_{\partial_t^2 u}] (d^{\eta-\alpha}(y, x) &\| (v_\alpha)_\tau(z) - (v_\alpha)_\tau(y)\|_{\mathcal{T}_\alpha} \\
+ d^{\eta-2\alpha}(y, x) &\| (w_{2\alpha})_\tau(z) - (w_{2\alpha})_\tau(y) - \omega^\tau(y)(v_1(z) - v_1(y)) \\
- v_\alpha(y) &\otimes ((\partial_{a_0} v_\alpha)_\tau(z) - (\partial_{a_0} v_\alpha)_\tau(y))\|_{\mathcal{T}_{2\alpha}}
\end{align*}
\]

\[
\stackrel{(239)}{=} [V^\eta_{\partial_t^2 u}] (d^{\eta-\alpha}(y, x)\| \Gamma^\alpha_\eta(y)(v_\alpha)_\tau(z)\|_{\mathcal{T}_\alpha} \\
+ d^{\eta-2\alpha}(y, x)\| \Gamma^\tau_{2\alpha}(y)(v_\alpha)_\tau(z)\|_{\mathcal{T}_{2\alpha}}).
\]

The three-point continuity (254) now follows from (242). Using (252) and (254), one can deduce the relation (253) by the arguments leading from (72) and (73) to (75), cf. Step 6 of the proof of Proposition 2.

With the above ingredients, the remaining arguments for $V^\eta_{\alpha} \in \mathcal{D}^\eta(T_+; \Gamma^\tau_+)$ are similar to those given in Step 7 of Lemma 5. Indeed, the analogue of (236) takes the form
\[
(V^\eta_{\alpha}(y) - V^\eta_{\alpha}(x)). v_+
\]
\[
= \left( U^\tau(x, y) - U^\tau(x, x) - \nu^\tau(x)(v_1(y) - v_1(x)) \right) 1
\]
\[
+ (\nu^\tau(y) - \nu^\tau(x) + \gamma^\tau(x, y))(v_1 - v_1(1))
\]
\[
+ \left( V^\eta_{\partial_t^2 u}(y) - V^\eta_{\partial_t^2 u}(x) \right) \cdot \left( w_{2\alpha} - (w_{2\alpha})_\tau(y - \omega^\tau(y)(v_1 - v_1(1)) \right).
\]

Appealing to (252) and (253), the first two lines are estimated by
\[
d^{\eta}(y, x)|v_+| + d^{\eta-1}(y, x)|\Gamma^\tau_1(y)v_+|,
\]
where it is used that $\Gamma^\tau_1(y)v_+ \stackrel{(239)}{=} v_1 - v_1(1).$ As in Step 7 of Lemma 5, the estimate for the third line is entirely analogous to the arguments above leading to (254); using the form continuity of $V^\eta_{\partial_t^2 u}$ it is controlled, up to a factor of $[V^\eta_{\partial_t^2 u}]$, by the quantity $d^{\eta-\alpha}(y, x)|\Gamma^\alpha_\eta(y)v_+| + d^{\eta-2\alpha}(y, x)|\Gamma^\tau_{2\alpha}(y)v_+|_{\mathcal{T}_{2\alpha}}$, which completes the proof that $u^\tau \in V^\eta_{\alpha}(T_+; \Gamma^\tau_+)$.

**Step 4.** [Application of Lemma 6] In this step, we claim there exists $a \otimes \partial_t^2 u^\tau \in \mathcal{S}'(\mathbb{R}^2)$ such that for all $T \leq 1$

\[
\left\| (a \otimes \partial_t^2 u^\tau)_T - C_{\eta+\alpha-2}V^\eta_{\alpha+\alpha-2} \cdot (\partial_t^2 u^\tau)_T \right\| 
\]

\[
\leq M_{\alpha a \partial_t^2 u^\tau, \eta+\alpha-2}(T^4)^{8+\alpha-2},
\]

where, in line with (97),

\[
M_{\alpha a \partial_t^2 u^\tau, \eta+\alpha-2} \stackrel{(256)}{=} [a]_{\alpha}[V^\eta_{\alpha}]_T + M_{a, \eta} + N^4|V^\eta_{\alpha}|\| V^{\eta-2}_{\partial_t^2 u} \|,
\]
and $M_{a,\eta}$ is defined by (98). Moreover, we claim the following sub-optimal estimate: for all $T \leq 1$

$$\left\| (a \circ \partial_1^2 u^\tau)_T - V_{a \circ \partial_1^2 u^\tau}^{\eta-2} \left( (\partial_1^2 u^\tau)_T, ((\partial_1^2 v_\alpha)_\tau)_{\partial_1^2 u^\tau}, ((v_\alpha \circ \partial_1^2 v_\alpha)_\tau)_{\partial_1^2 u^\tau} \right) \right\| \lesssim M_{a \circ \partial_1^2 u^\tau, \eta-2} (T\frac{1}{2})^{\eta-2},$$

(257)

where, in line with (99),

$$M_{a \circ \partial_1^2 u^\tau, \eta-2} := M_{a \circ \partial_1^2 u^\tau, \eta+\alpha-2} + N^3 \| V_{a^\tau}^i \| \| V_{a^\tau}^{\eta-2} \|.$$ 

(258)

The claim essentially follows from Lemma 6, with the estimates (255) and (257) corresponding to (96) and (91). The minor difference is that $u^\tau, V_{a^\tau}^i$ play the role of $u, V_{a^\tau}^i$ and in place of the hypothesis $V_{a^\tau}^i \in D(T_+; \Gamma_+)$ we use $V_{a^\tau}^i \in D(T_+; \Gamma_+^\tau)$, cf. Step 3 above. Note that this is reflected in the definitions (256) and (258) in comparison with (97) and (99).

We now outline the minor changes to the proof of Lemma 6 that are required. Recall that Lemma 6 essentially follows from Corollary 1, modulo an appropriate translation of the hypotheses. In this regard, we continue to use the $(\tau$-independent) forms $V_{a^\tau}^i$ and $V_{a^\tau}^{\eta-2}$ to play the role of $V_{a^\tau}^i$ and $V_{a^\tau}^{\eta-2}$. However, the roles of $\partial_1^2 u$ and $v$ (corresponding to $u$ and $v$, respectively, cf. (67), (66)) are replaced by $\partial_1^2 u^\tau$ and $v_\tau$. The hypothesis (66) continues to hold in light of (243). Hypothesis (67) now also takes the form

$$\| (\partial_1^2 u^\tau)_T - V_{a \circ \partial_1^2 u^\tau}^{\eta-2} \| \lesssim [V_{a^\tau}^i]_\tau (T\frac{1}{2})^{\eta-2}.$$ 

(259)

The proof is essentially the same as that of (212), but we give the details for the convenience of the reader. We remark in advance that the most essential ingredients are the compatibility conditions (250) and the functorial relations (251) and (241), and now we turn to the argument. First note that a periodicity argument identical to the one given in Lemma 6 yields that for all $x, y \in \mathbb{R}^2$ it holds

$$\| (V_{a^\tau}^i(y) - V_{a^\tau}^i(x), (v_\tau)_T)(y) \| \leq [V_{a^\tau}^i]_\tau d^p(x, y).$$

Moreover, one verifies that for $x \in \mathbb{R}^2$

$$(\partial_1^2 u^\tau)_T(x) - V_{a \circ \partial_1^2 u^\tau}^{\eta-2} ((v_\tau)_T)(x) = \int \left( V_{a^\tau}^i(y) - V_{a^\tau}^i(x), (v_\tau)_T(y) \partial_1^2 \psi_T(x - y) \right) dy$$

as a consequence of (250), (251) and of the equality

$$V_{a \circ \partial_1^2 u^\tau}^{\eta-2} ((v_\tau)_T)_T = V_{a^\tau}^i(0, (v_{\alpha-2})_T)_T = V_{a^\tau}^i \cdot (\cdot)_T (v_\tau)_T.$$ 

These two points, together with (9), imply (259) as desired. There is one other change to the proof of Lemma 6 that should be mentioned,
regarding the extraction of the sub-optimal bounds \( (257) \). Namely, the constant \( N \), defining the normed space \( \mathcal{T}_{\eta-2} \), cf. \((58)\) is now played by \( [V^\eta_{\eta}]_\tau \), and for the purpose of estimating the extended skeleton \( \mathcal{T} \), cf. \((61)\), one should note that \( [V^{-2}_{\eta-2}]_\tau \leq [V^\eta_{\eta}]_\tau \), cf. \((219)\). Indeed, this follows from the functorial relations \((251)\) and \((241)\).

**Step 5.** [Identification of product distribution] We now claim that
\[
\tag{260}
a \circ \partial^2_1 u^\tau = a \partial^2_1 u^\tau + C_{\eta+a-2}(V^\eta_a \otimes V^{-2}_{\eta-2}).v_\tau.
\]

By definition \((149)\) the r. h. s. of \((260)\) can be written as \( C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \cdot (\partial^2_1 u^\tau) \), since the reduction operator \( C_{\eta+a-2} \) does not affect the \((\eta-2)\)-component into which \( \partial^2_1 u^\tau \) is substituted. Hence \((260)\) assumes the form
\[
\tag{261}
a \circ \partial^2_1 u^\tau = C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \cdot \left( \frac{\partial^2_1 u^\tau}{v_\tau} \right)
\]

and follows immediately from \((255)\) in the limit \( T \downarrow 0 \), at least formally. For the sake of completeness, we now give the details. Because of the qualitative properties of \( C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \in C^0(\mathbb{R}^2, \mathcal{T}) \), \( (\partial^2_1 u^\tau) \in C^0(\mathbb{R}^2, \mathcal{T}) \), and thus \( C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \cdot (\partial^2_1 u^\tau) \in C^0(\mathbb{R}^2) \), we have
\[
\lim_{T \downarrow 0} C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \cdot \left( \frac{\partial^2_1 u^\tau}{v_\tau} \right) = C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \cdot \left( \frac{\partial^2_1 u^\tau}{v_\tau} \right).
\]

as limits in \( C^0(\mathbb{R}^2) \), also appealing to (generalized) periodicity for uniformity. By the triangle inequality w. r. t. \( \| \cdot \| \), these limits combine with \((255)\) to
\[
\lim_{T \downarrow 0} \left( a \circ \partial^2_1 u^\tau - C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \cdot \left( \frac{\partial^2_1 u^\tau}{v_\tau} \right) \right) T = 0.
\]

By \((165)\) this strengthens to
\[
\left( a \circ \partial^2_1 u^\tau - C_{\eta+a-2}V^\eta_{\alpha \circ a \partial^2_1 u} \cdot \left( \frac{\partial^2_1 u^\tau}{v_\tau} \right) \right) T = 0 \quad \text{for any } T > 0,
\]

which in the limit \( T \downarrow 0 \) yields \((261)\) as an identity of distributions.

**Step 6.** [Application of Lemma 5] We now claim that the following estimates hold:
\[
\tag{262}
[V^\eta_{\eta}]_\tau \lesssim M_{\alpha \circ a \partial^2_1 u_{\eta-2}} + [a]_a [V^\eta_{\eta-\alpha}]_\tau + M_{\alpha, \eta-\alpha} + [V^{-2}_{\eta-2}]_\tau,
\]
\[
\tag{263}
\| \nu^\tau \| \lesssim [V^\eta_u]_\tau,
\]
\[
\tag{264}
\| V^\eta_u \|_\tau \lesssim \| u^\tau \| + N^{-2} \| \nu^\tau \| + \| V^{-2}_{\eta-2} \|.
\]

The above estimates essentially follow from Lemma 5 and correspond to \((93),(94)\), and \((95)\) with \( u^\tau, \nu^\tau, V^\eta_{\eta-\alpha}, V^\eta_u \) in place of \( u, \nu, V^\eta_{\eta-\alpha}, V^\eta_u \) as
well as $\Gamma_\tau^+$ in place of $\Gamma_+$ in the continuity and boundedness semi-norms measuring the forms describing $v$. We now outline the modifications to the proof of Lemma 5 that are required to deduce these estimates. First observe that in light of the identification (260), we may re-write (238) in line with (90) as

\begin{equation}
\partial_2 u^\tau - P(a \circ \partial_1^2 u^\tau) = Pf_\tau.
\end{equation}

Also note that by the periodicity of $u^\tau$ and $V_\eta^\alpha$ (and thus $V_\eta^{\alpha-2}$ and $a$) in the sense of (153), the identification (260) implies that $a \circ \partial_1^2 u^\tau$ is periodic. In modifying Step 2 of Lemma 5, we use the functions $U^\tau, \gamma^\tau$ defined by (245) and (246) above. In Step 3, the identity (225) is replaced by

\begin{equation}
(\partial_2 - a(x)\partial_1^2)(U^\tau)_T(x, \cdot) = (\cdot)_T P(a \circ \partial_1^2 u^\tau) - V_\eta^{\alpha-2} a(\partial_1^2 u^\tau)(x),
\end{equation}

\begin{equation}
\left(\frac{(\partial_1^2 u^\tau)_T}{(\partial_1^2 v_\alpha)_T}, \left(P(v_\alpha \circ \partial_1^2 v_\alpha)_T\right)_T\right).
\end{equation}

The proof is the same, but with $f_\tau, (v_\alpha)_\tau, (w_2\alpha)_\tau$ in place of $f, v_\alpha, w_2\alpha$. In Step 4, one deduces from the identity above, as a replacement for (229), that for all $x \in \mathbb{R}^2$ and all $L, T \leq 1$ it holds

\begin{equation}
\inf_{c \in \mathbb{R}} \| (\partial_2 - a(x)\partial_1^2)(U^\tau)_T(x, \cdot) - c\|_{B_L(x)}
\end{equation}

\begin{equation}
\lesssim M_a \circ \partial_1^2 u^\tau \eta - 2 (T^\tau_1)^{\eta - 2} + [a]\alpha [V_\eta^{\alpha - \alpha}]_\tau L^\alpha (T^\tau_1)^{\alpha - 2}
\end{equation}

\begin{equation}
+ M_a \eta - \alpha L^{\eta - \alpha} (T^\tau_1)^{\alpha - 2} + L^{\eta - 2\alpha} (T^\tau_1)^{2\alpha - 2}.
\end{equation}

The proof is identical, but uses (257) as a replacement for (91), (243) in place of (135) & (136), and also the analogue of (259) on level $\eta - \alpha$. In Step 5, in place of (231), we use (254) established above. In Step 6, one obtains that for all $x, y \in \mathbb{R}^2$

\begin{equation}
|U^\tau(x, y) - U^\tau(x, x) - \nu^\tau(x)(v_1(y) - v_1(x))| \lesssim M_\tau d^{\eta - 1}(y, x),
\end{equation}

\begin{equation}
|\nu^\tau(y) - \nu^\tau(x) + \gamma^\tau(x, y)| \lesssim M_\tau d^{\eta - 1}(y, x),
\end{equation}

where

\begin{equation}
M_\tau := M_a \circ \partial_1^2 u^\tau \eta - 2 + [a]\alpha [V_\eta^{\alpha - \alpha}]_\tau + M_a \eta - \alpha + [V_\eta^{\alpha - 2}].
\end{equation}

This is again an application of Proposition 2, keeping in mind that the resulting function $\nu$ (depending on $\tau$) is determined through (266) and hence must agree with $\nu^\tau$ defined by (247). As in Step 7 of Lemma 5, one then establishes (262) and (263). Finally, one follows the same proof in Step 8 in order to establish (264), using the functorial relation between the skeletons, cf. (241), and also the uniform estimate on $\omega^\tau$, cf. (244).

**Step 7. [Buckling argument]** In this step, we claim that the estimates (83) and (84) hold provided the quantities $[V_\eta^{\alpha}]_\tau$ and $\|V_\eta^{\alpha}\|_\tau$ are written...
in place of \([V^\eta_u]\) and \([V^\eta_u]\) on the left hand side. As a first step, we will show that
\[
\|V^{\eta}_u\|_r \lesssim N^{-2}[V^{\eta}_u]_r + 1 + \|\nabla^{\eta-\alpha}_a\|.
\]
Using that \(u^r\) is periodic and mean-free together with (250), applying Lemma 1 to \(V^{\eta}_u\) in the form of inequality (29) and identity (55), taking note of (117) and \([\Gamma^\eta_{+}]_{sk} \lesssim 1\), cf. (244), we find
\[
\|u^r\| \lesssim \|u^\eta\| \lesssim [V^{\eta}_u]_r + N\|V^{\eta}_u\|.
\]
Inserting this into (264) and using \(N \ll 1\) we obtain
\[
\|V^{\eta}_u\|_r \lesssim [V^{\eta}_u]_r + N^{-2}\|\nu^r\| + \|V^{\eta-2}_\partial^{\eta}_u\| \tag{263}
\]
\[
\lesssim N^{-2}[V^{\eta}_u]_r + \|V^{\eta-2}_\partial^{\eta}_u\|.
\]
Hence, inserting (87) into the estimate above yields (269).

Next we claim that (83) holds with \([V^\eta_w]\) in place of \([V^\eta_u]\) on the left hand side. First observe that applying once more Lemma 1 to \(V^\eta_w\) in the form of estimate (29), recalling (249) and \(1 = \langle 2\alpha\rangle = 2\), cf. (117), we obtain
\[
[V^{\eta-\alpha}_u]_r \lesssim [V^{\eta}_u]_r + N^2\|V^{\eta}_w\|_r \tag{269}\lesssim [V^{\eta}_u]_r + N^2(1 + \|\nabla^{\eta-\alpha}_a\|).
\]
Moreover, we note that inserting (256) into (258) and appealing again to (87) to estimate the contribution of \(\|V^{\eta-2}_\partial^{\eta}_u\|\) gives
\[
M_{av^\partial^{\eta}_u,\eta-2} \lesssim [a]_\alpha[V^{\eta}_w]_r + M_{a,\eta} + (1 + \|\nabla^{\eta-\alpha}_a\|)(N^3\|\nabla^{\eta}_a\| + N^4\|V^{\eta}_a\|).
\]
Inserting the previous two inequalities into (262), appealing to (87) to estimate \(\|V^{\eta-2}_\partial^{\eta}_u\|\), and using \([a]_\alpha \ll 1\) to buckle yields
\[
[V^{\eta}_u]_r \lesssim M_{a,\eta-\alpha} + M_{a,\eta} + N[a]_\alpha^2
\]
\[
+ N^2([a]_\alpha + N\|\nabla^{\eta}_a\| + N^2\|V^{\eta}_a\|)(1 + \|\nabla^{\eta-\alpha}_a\|). \tag{272}
\]
It remains to estimate \(M_{a,\eta-\alpha} + M_{a,\eta}\), for which we appeal to Lemma 4 of the following inequalities
\[
M_{a,\eta-\alpha} \lesssim N([a]_\alpha([a]_\alpha + N\|\nabla^{\eta-\alpha}_a\|) + [V^{\eta-\alpha}_a]),
\]
\[
M_{a,\eta} \lesssim (1 + N\|\nabla^{\eta}_a\| + [V^{\eta}_a])(N[a]_\alpha^2 + M_{a,\eta-\alpha})
\]
\[
+ N[V^{\eta}_a](1 + \|\nabla^{\eta-\alpha}_a\|).
\]
Indeed, the estimates above follow from inserting (89) into definition (88), (87) into definition (98), then appealing to \([a]_\alpha \leq 1\). Note in particular that the right hand side of the second estimate dominates
Finally, we claim that \((275)\) holds with \(\left. V_n \right|_a \) in place of \([V_n]_a\), noting that \(N[a]^2\) already appears on the right hand side of the estimate above.

Finally, we claim that \((83)\) holds with \(|V_n|_\tau \) in place of \([V_n]_\tau \) on the left hand side. Indeed, since we have already established that \((83)\) holds with \([V_n]_\tau \) in place of \([V_n]_\tau \), inserting this information into the estimate \((269)\) yields the desired estimate.

**Step 8.** [Sending \(\tau \to 0\): analysis of the skeleton] In this step, we establish the following estimates: for each \(0 < \tau \leq 1\) it holds

\[(273)\quad \sup_{x \in \mathbb{R}^2} \|(v_\alpha)_\tau(x) - v_\alpha(x)\|_{T_\alpha} \lesssim (\tau^{\frac{3}{4}})^\alpha,\]

\[(274)\quad \sup_{x \in \mathbb{R}^2} \|(w_{2\alpha})_\tau(x) - w_{2\alpha}(x)\|_{T_{2\alpha}} \lesssim (\tau^{\frac{1}{4}})^\alpha,\]

\[(275)\quad \sup_{x \in \mathbb{R}^2} \|\omega_\tau(x) - \omega(x)\|_{T_{2\alpha}} \lesssim (\tau^{\frac{1}{4}})^{2\alpha - 1}.\]

The estimate \((273)\) follows by writing for each \(x \in \mathbb{R}^2\)

\[(276)\quad (v_\alpha)_\tau(x) - v_\alpha(x) = \int \psi_\tau(x - y)(v_\alpha(y) - v_\alpha(x)) \, dy,\]

then estimating the integrand in \(T_\alpha\) by \(d^a(x, y)\), cf. (134), then using (9). To establish the remaining two estimates, we will first establish that

\[(277)\quad \sup_{x \in \mathbb{R}^2} \|(w_{2\alpha})_\tau(x) - w_{2\alpha}(x) - v_\alpha(x) \otimes \partial_{a_0}(v_\alpha)_\tau - v_\alpha(x)\|_{T_{2\alpha}} \lesssim (\tau^{\frac{1}{4}})^{2\alpha}.\]

Indeed, for each \(x \in \mathbb{R}^2\) the quantity inside the norm can be written as

\[
\int \psi_\tau(x - y)(w_{2\alpha}(y) - w_{2\alpha}(x) - v_\alpha(x) \otimes \partial_{a_0}(v_\alpha)_\tau - v_\alpha(x)) \, dy \\
\overset{\text{(10)}}{=} \int \psi_\tau(x - y)(w_{2\alpha}(y) - w_{2\alpha}(x) - v_\alpha(x) \otimes \partial_{a_0}(v_\alpha(y) - v_\alpha(x)) \\
- \omega(x)(y - x)_1 \, dy.
\]

Since the integrand is estimated in \(T_{2\alpha}\) by \(d^a(x, y)\), cf. (141), \((277)\) follows by (9). Note that \((277)\) implies \((274)\) as a consequence of \((273)\).
and the definitions (113) of the norms $T_\alpha$ and $T_{2\alpha}$ together with the cross-norm property (111) in the form of
\[
\|v_\alpha(x) \otimes \partial_\alpha ((v_\alpha)_\tau - v_\alpha)(x)\|_{T_{2\alpha}} \leq \|v_\alpha(x)\|_{T_\alpha} \|(v_\alpha)_\tau - v_\alpha(x)\|_{T_\alpha}.
\]
We also use that since $v_\alpha$ has vanishing mean value, (134) implies $\|v_\alpha(x)\|_{T_\alpha} \lesssim 1$.

Finally, we turn our attention to (275). Indeed, recalling the definition (240) of $U_{2\alpha}$ and of $\omega^\tau$, we note that for all $x, y \in \mathbb{R}^2$ it holds
\[
\|(U_{2\alpha})_\tau(x, y) - (U_{2\alpha})_\tau(x, x) - \omega^\tau(x)(y - x)\|_{T_{2\alpha}} \lesssim d^{2\alpha}(y, x),
\]
\[
\|U_{2\alpha}(x, y) - U_{2\alpha}(x, x) - \omega(x)(y - x)\|_{T_{2\alpha}} \lesssim d^{2\alpha}(y, x).
\]

By triangle inequality this yields
\[
\|\omega^\tau(x) - \omega(x)\|_{T_{2\alpha}} \|y - x\|_1 \lesssim \|(U_{2\alpha})_\tau - U_{2\alpha}\|_{T_{2\alpha}} + d^{2\alpha}(y, x) + \|(U_{2\alpha})_\tau - U_{2\alpha}\|_{T_{2\alpha}}.
\]

Moreover, note that
\[
(U_{2\alpha})_\tau(x, y) - U_{2\alpha}(x, y) = (w_{2\alpha})_\tau - w_{2\alpha} - v_\alpha \otimes ((\partial_\alpha v_\alpha)_\tau - \partial_\alpha v_\alpha)(y)
+ (v_\alpha(y) - v_\alpha(x)) \otimes ((\partial_\alpha v_\alpha)_\tau - \partial_\alpha v_\alpha)(y).
\]

In light of (277), (273), and (134) we find that
\[
\|(U_{2\alpha})_\tau - U_{2\alpha}\|_{T_{2\alpha}} \lesssim (\tau^\frac{1}{2})^{2\alpha} + d^\alpha(x, y)(\tau^\frac{1}{2})^{2\alpha}.
\]

Choosing $y = x + \tau(1, 0)$ in the estimate above yields (275).

STEP 9. [Sending $\tau \to 0$: the limiting modelled distribution] In this step, we construct the limiting solution $u$, its associated form $V_a^\tau$, and establish the a priori bounds (83) and (84). We start by establishing uniform bounds for the sequences $\{u^\tau\}_\tau$ and $\{\nu^\tau\}_\tau$. First we claim that $\{u^\tau\}_\tau$ is uniformly bounded in $C^\alpha$. Indeed, as a consequence of Step 7, we have uniform bounds on $[V_{a^\tau}^\alpha]_\tau$ and $\|V_{a^\tau}^\alpha\|_\tau$, so the claim follows from (270). Next we claim that $\{\nu^\tau\}_\tau$ is uniformly bounded in $C^{\alpha - 2\alpha}$. Towards this end, first observe that
\[
\sup_{\tau \neq y} \sup_{x \neq y} d^{-(\alpha - 1)}(x, y) |\nu^\tau(y) - \nu^\tau(x) - \gamma^\tau(x, y)| < \infty,
\]
as a consequence of the estimate (267) from Step 6. Indeed, the quantity (268) is bounded uniformly in $\tau$ as a result of the uniform bounds on $[V_{a^\tau}^\alpha]_\tau$, $\|V_{a^\tau}^\alpha\|_\tau$ obtained in Step 7, taking into account the estimate (271) and the definition (247). Moreover, using the definition (246), the form continuity of $V_{a^\tau}^{\alpha - 2\alpha}$, and the fact that $\{\omega^\tau\}_\tau$ is bounded uniformly in $C^0(\mathbb{R}^2; T_{2\alpha})$, cf. (244), it follows that
\[
\sup_{\tau \neq y} \sup_{x \neq y} d^{-(\alpha - 2\alpha)}(x, y) |\gamma^\tau(x, y)| < \infty.
\]
These estimates, together with periodicity, cf. (247), yield that \( \{\nu^\tau\}_\tau \) is uniformly bounded in \( C^{\eta-2\alpha} \) as desired.

In light of the discussion in the previous paragraph, together with periodicity to have a compact domain, we may apply Arzelà-Ascoli to obtain uniform limits \( u \in C^\alpha \) and \( \nu \in C^{\eta-2\alpha} \) of the sequences \( \{u^\tau\}_\tau \) and \( \{\nu^\tau\}_\tau \), along a subsequence which we omit for notational convenience. Together, these inputs allow to define the form \( V^\eta_u \) according to (92). In particular, using the pointwise convergences \( u^\tau \to u, \nu^\tau \to \nu \) together with (273) and (274), we obtain the convergence \( V^\eta_{u^\tau}(x).\nu^\tau \to V^\eta_u(x).\nu \) holds for \( x \in \mathbb{R}^2 \) and \( \nu^\tau \in T_+ \). Combining this pointwise convergence of the approximate forms with the pointwise convergence of the skeleton \( \Gamma^\tau_\xi \), cf. (239), to \( \Gamma_+ \), cf. (118), as a consequence of (273)-(275), we find that

\[
[V^\eta_u] \leq \liminf_{\tau \to 0} [V^\eta_{u^\tau}], \quad \|V^\eta_u\| \leq \liminf_{\tau \to 0} \|V^\eta_{u^\tau}\|.
\]

These inequalities, together with Step 7, lead to the estimates (83) and (84).

**STEP 10.** [Sending \( \tau \to 0 \): Limiting product and equation] We postpone the argument that, along a further subsequence, \( a \circ \partial^2_T u^\tau \) has a distributional limit we name \( a \circ \partial^2_T u \) to the end of this step and first derive the limiting equation (82). Indeed, (265) turns into (82) in the limit \( \tau \downarrow 0 \) (along the subsequence) by the (uniform) convergence of \( u^\tau \to u \) and the distributional convergence of \( (a \circ \partial^2_T u^\tau, f_\tau) \) to \( (a \circ \partial^2_T u, f) \), respectively. Moreover, note that \( a \circ \partial^2_T u \) inherits periodicity from \( a \circ \partial^2_T u^\tau \) in the limit \( \tau \downarrow 0 \).

We now argue that (81) holds with \( \delta = \eta + \alpha - 2 \). Indeed, this is a consequence of (255) together with (83) ensuring that the r. h. s. constant \( M_{a \circ \partial^2_T u^\tau, \eta + \alpha - 2} \) defined in (256) is bounded for \( \tau \downarrow 0 \). On the one hand, for fixed \( T > 0 \) as \( \tau \downarrow 0 \), \( (a \circ \partial^2_T u^\tau)_T \) converges to \( (a \circ \partial^2_T u)_T \) in \( C^0(\mathbb{R}^2) \). On the other hand, \( ((\partial^2_T u^\tau)_T, (v^\tau)_T) = (v_T)_T \) converges in \( C^0(\mathbb{R}^2; \mathbb{T}^2) \) to \( ((\partial^2_T u)_T, v_T) \), and thus because of \( C_{\eta + \alpha - 2} V^{\eta + \alpha - 2}_{a \circ \partial^2_T u^\tau} \in C^0(\mathbb{R}^2; \mathbb{T}) \) also \( C_{\eta + \alpha - 2} V^{\eta + \alpha - 2}_{a \circ \partial^2_T u^\tau} \cdot (\partial^2_T u^\tau)_T \) converges to \( C_{\eta + \alpha - 2} V^{\eta + \alpha - 2}_{a \circ \partial^2_T u} \cdot (\partial^2_T u)_T \) in \( C^0(\mathbb{R}^2) \).

We finally argue that, along a subsequence, \( a \circ \partial^2_T u^\tau \) indeed has a distributional limit. We do so by an application of the compactness argument in Step 5 in the proof of Proposition 1. As an input for the latter, we need to establish \( \limsup_{\tau \downarrow 0} \sup_{T \leq 1} (T^4)^{2-\alpha} \|(a \circ \partial^2_T u^\tau)_T\| < \infty \), which by (255), and again the boundedness of \( M_{a \circ \partial^2_T u^\tau, \eta + \alpha - 2} \), will be a consequence of \( \limsup_{\tau \downarrow 0} \sup_{T \leq 1} (T^4)^{2-\alpha} \|C_{\eta + \alpha - 2} V^{\eta + \alpha - 2}_{a \circ \partial^2_T u^\tau} \cdot (\partial^2_T u^\tau)_T\| < \infty \). For
the latter we observe that for any $x$,
\[
|C_{\eta + \alpha - 2} V_{\alpha \circ \partial_1^2 u_i}^{\eta + \alpha - 2}(x), \left(\left(\partial_1^2 u_i^T\right)_T(x)\right)| \\
\leq \left\| V_{\alpha \circ \partial_1^2 u_i}^{\eta + \alpha - 2} \right\|_{\text{T,T}} \left(\frac{1}{N_\tau} \left\| (\partial_1^2 u_i^T)_T - V_{\alpha \circ \partial_1^2 u_i}^{\eta - 2}.((v_\tau)_T) \right\| \\
+ \sum_{\beta < \eta + \alpha - 2} N^{(\beta)} \left\| (\Gamma_\beta(x)(v_\tau)_T(x)\right\|_{\text{T,T}}\right).
\]

The prefactor $\left\| V_{\alpha \circ \partial_1^2 u_i}^{\eta + \alpha - 2} \right\|_{\text{T,T}}$ is finite, cf. Lemma 3, and obviously independent of $\tau$. Estimate (259) together with the definition $N_\tau = [V_{\alpha \circ \partial_1^2 u_i}^\eta]_\tau$ implies that the first r. h. s. term is $\lesssim (T^{1/4})^{\eta - 2} \leq (T^{1/4})^{\alpha - 2}$. By (243), the remaining r. h. s. terms are $\lesssim N^{(\beta)}(T^{1/4})^{\beta} \leq (T^{1/4})^{\alpha - 2}$.

**Step 11. Uniqueness** In the final step, we argue that the three properties in the statement of the theorem uniquely determine the modelled distribution $V_{\alpha \circ \partial_1^2 u_i}^\eta$. Indeed, suppose we are given two such modelled distributions $V_{\alpha \circ \partial_1^2 u_i}^\eta$ for $i = 1, 2$ with the three listed properties and let $a \circ \partial_1^2 u_i$ be the two associated distributions. We will first argue that $u_1 = u_2$, where $u_i := C_{\alpha \circ \partial_1^2 u_i}$. Towards this end, define $u := u_1 - u_2$, $a \circ \partial_1^2 u := a \circ \partial_1^2 u_1 - a \circ \partial_1^2 u_2$, and $R_T := P(a \circ \partial_1^2 u_T) - P(a \partial_1^2 u_T)$. Applying (\ref{eq:42}) on both sides of (\ref{eq:43}) for each $i = 1, 2$ and taking the difference leads to
\[
(\ref{eq:44}) \quad \partial_2 u_T - P(a \partial_1^2 u_T) = R_T.
\]
First note that since the modelled distribution $V_{\alpha \circ \partial_1^2 u_i}^\eta$ is fixed, the algebraic property (\ref{eq:40}) ensures that $V_{\alpha \circ \partial_1^2 u_1}^{\eta - 2} = V_{\alpha \circ \partial_1^2 u_2}^{\eta - 2}$ and therefore (\ref{eq:41}) implies that for $T \ll 1$ it holds $\left\| R_T \right\| = O((T^{1/4})^{\delta})$.

We argue further that for a sufficiently small $\gamma > 0$, it holds that $\left\| R_T \right\| = o(1)$. Using the semi-group property of the kernel, we now argue in favor of the following Lipschitz estimates
\[
(\ref{eq:45}) \quad [a \circ \partial_1^2 u_T]^1 = O((T^{1/4})^{\alpha - 4}), \quad [(\partial_1^2 u_T)]^1 = O((T^{1/4})^{\alpha - 4}).
\]

We give the details only for the first estimate, a similar but easier argument gives the second estimate. By periodicity of $(a \circ \partial_1^2 u_T)$, it suffices to consider $x \neq y$ with $d(x, y) \leq 1$, and we write
\[
(a \circ \partial_1^2 u_T)(y) - (a \circ \partial_1^2 u_T)(x) \\
= \int (a \circ \partial_1^2 u_T)_T(z) (\psi_T(x - z) - \psi_T(y - z)) \, dz. \\
= (y - x) \cdot \int \int_0^1 (a \circ \partial_1^2 u_T)_T(z) (\partial_1 \psi_T, \partial_2 \psi_T)(\theta x + (1 - \theta) y - z) \, d\theta \, dz.
\]

The claim (\ref{eq:45}) now follows from $\sup_{T \leq 1} (T^{1/4})^{\alpha - 2} \| (a \circ \partial_1^2 u_T) \| < \infty$, cf. Step 10, the definition (\ref{eq:13}), property (\ref{eq:9}) of the kernel, and the fact
that the parabolic distance is larger than the Euclidean distance for 
\(d(x, y) \leq 1\).

By (280), \(a \in C^\alpha\), and the discrete product rule, we obtain 
\([R^T]_\alpha = O((T^+)^{\alpha-1})\). Combining this with 
\(\|R^T\| = O((T^+)^{\theta})\), we find by elementary interpolation
that for each \(\theta \in [0, 1]\) it holds
\[
[R^T]_\alpha \leq (2\|R^T\|)^{1-\theta}[R^T]_\alpha \leq O((T^+)^{(\alpha-1)\theta}(T^+)\delta(1-\theta)).
\]
Choosing \(\theta\) sufficiently small and setting \(\gamma = \theta\alpha\) implies the desired
\([R^T]_\gamma = o(1)\).

We now claim that 
\(\|u_T\| \lesssim [R^T]_\gamma\). Setting \(a_0 = a(0)\) and freezing-in
the coefficients we rewrite (279) as
\[
\partial^2 u_T - a_0 \partial^2 u_T = R^T + P((a - a_0)\partial^2 u_T).
\]
Since \(u\) is mean free, we obtain that 
\(\|u_T\| + \|\partial^2 u_T\| \lesssim [u_T]_{2+\gamma}\),
which may be combined with constant-coefficient Schauder theory to obtain
\[
[u_T]_{2+\gamma} \lesssim \|R^T\|_\gamma + [a]_\gamma\|\partial^2 u_T\| + \|a - a_0\|\|\partial^2 u\|_\gamma.
\]
Since by assumption \([a]_\gamma \leq [a]_\alpha \ll 1\), we may buckle and obtain
that 
\(\|u_T\| \lesssim [u_T]_{2+\gamma} \lesssim [R^T]_\gamma\). Hence, from the above established
\([R^T]_\gamma = o(1)\), sending \(T \to 0\) we find that 
\(\|u\| = 0\), which ensures that
\(u_1 = u_2\).

We finally argue in favor of the stronger identification \(V_{u_1}^\eta = V_{u_2}^\eta\) as
modelled distributions. Indeed, first observe that for each \(i = 1, 2\) and
\(v_+ = (1, v_\alpha, v_1, w_{2\alpha})\) it holds that
\[
V_{u_i}^\eta(x).v_+ = V_{u_i}^\eta(x).v_+(x)1 + V_{u_i}^\eta(x).\begin{pmatrix}
0 \\
v_\alpha - v_\alpha(x)1 \\
w_{2\alpha} - w_{2\alpha}(x)1 \\
0 \\
v_1 - v_1(x)1 \\
0
\end{pmatrix}
\]
\(= u_i(x) + V_{u_i}^\eta(x).\begin{pmatrix}
v_\alpha - v_\alpha(x)1 \\
w_{2\alpha} - w_{2\alpha}(x)1 \\
0 \\
0 \\
0 \\
0
\end{pmatrix}
+ V_{u_i}^\eta(x).\begin{pmatrix}
0 \\
0 \\
1 \\
0 \\
1 \\
0
\end{pmatrix}(v_1 - v_1(x)1).\)

By the uniqueness of \(u_i\) established above and the algebraic relation
(80), it only remains to argue that the quantity \(V_{u_i}^\eta(x). (0, 0, 1, 0)\) is
unique. For this, we note that by the arguments leading to Lemma 5, there exists a unique function \( \nu \) such that

\[
\sup_{x \neq y} d^{-n}(y, x) |U(x, y) - U(x, x) - \nu(x)(y - x)_1| = O(1),
\]

where \( U(x, y) = u_i(y) - V^{\eta-2}_i(x). (v_\alpha(y), w_{2\alpha}(y)) \). By the uniqueness of \( u_i \) and (80), we see that \( U \) does not depend on \( i \). Hence, to complete the proof, it suffices to show that \( \nu(x) = V^{\eta}_u(x). (0, 0, 1, 0) \). For this, we note that by using (281) with \( v_+ = v_+(y) \) in the form of

\[
V^{\eta}_u(x). v_+(y) = u_i(x) + V^{\eta-2}_u(x). \left( \begin{array}{c} v_\alpha(y) - v_\alpha(x) \\ w_{2\alpha}(y) - w_{2\alpha}(x) \\ 0 \\ 1 \end{array} \right) + V_u(x). \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix} (v_1(y) - v_1(x)),
\]

from which we subtract the same identity with \( x \) replaced by \( y \), we obtain

\[
\left( V^{\eta}_u(x). \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} - \nu(x) \right) (y - x)_1 = U(x, y) - U(x, x) - \nu(x)(y - x)_1 - (V^{\eta}_u(y) - V^{\eta}_u(x). v_+(y)).
\]

By (282), (52) and the form continuity of \( V^{\eta}_u \), the r.h.s is of the order \( d^n(x, y) \), so letting \( y \) approach \( x \) we complete the claim. \( \square \)

**Proof of Corollary 2.** First we claim that

\[
[\alpha]_1 \lesssim \epsilon^{-1} N, \quad [V^{\eta-\alpha}_a] \lesssim \epsilon^{-1} N^2, \quad \|V^{\eta}_a\| \lesssim \epsilon^{-1}.
\]

Indeed, by definition \( a = C_\alpha V^{\eta}_a, V^{\eta-\alpha}_a = C_{\eta-\alpha} V^{\eta}_a \), so applying Lemma 1 in the form of (29), noting that \( \langle 2\alpha \rangle = 2, \langle 1 \rangle = 2, \langle \alpha \rangle = 1 \), cf. (117) and (142), we find

\[
[\alpha]_1^{(55)} \lesssim [V^{\eta}_a] + N\|V^{\eta}_a\| \lesssim \epsilon^{-4} N^3 + \epsilon^{-1} N \lesssim \epsilon^{-1} N,
\]

\[
[V^{\eta-\alpha}_a]^{(55)} \lesssim [V^{\eta}_a] + N^2\|V^{\eta}_a\| \lesssim \epsilon^{-4} N^3 + \epsilon^{-1} N^2 \lesssim \epsilon^{-1} N^2.
\]

Also, note that \( \|\nabla^{\eta}_a\| \lesssim \|V^{\eta}_a\| \lesssim \epsilon^{-1} \) by (31) of Lemma 1.

Inserting (283) and (85) into the estimate (83) we find

\[
[V^{\eta}_a] \lesssim N (\epsilon^{-1} N (\epsilon^{-1} N + N) + \epsilon^{-1} N^2) \left( 1 + \epsilon^{-1} N \right)
\]

\[
+ \epsilon^{-4} N^4 \left( 1 + \epsilon^{-1} N^2 \right)
\]

\[
+ N^2 \left( \epsilon^{-1} N + \epsilon^{-1} N^2 \right) \lesssim \epsilon^{-2} N^3.
\]
Similarly, from (84) we obtain
\[
\|V_u^\eta\| \lesssim N^{-1}(\epsilon^{-1}N(\epsilon^{-1}N + N) + \epsilon^{-1}N^2) \left(1 + \epsilon^{-1}N\right)
+ \epsilon^{-1}N^2 \left(1 + \epsilon^{-1}N\right)^{N \leq 3, \epsilon \leq 1}
\lesssim 1.
\]
This completes the proof of the first two estimates in (86), it only remains to argue that \(\|V_u^{\eta-\alpha}\| \leq 1\). Indeed, inspecting the proof of Theorem 1, cf. Step 9, we find that \(V_u^\eta\) is defined by (92).

From \(u = C_\alpha V_u^\eta\) and (145) we learn from \(V_u^{\eta-\alpha} = V_u^{\eta-\alpha} - C_\alpha V_u^\eta\) that
\[
\nabla V_u^{\eta-\alpha} \cdot v = \delta_a (v_\alpha - v_\alpha 1),
\]
from which the claim follows by definition of \(\cdot \|_{\sigma; \Gamma_+}\), cf. Definition 3, and by (113), (117), (118).
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