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Abstract

We study the initial value problem for the integrable nonlocal nonlinear Schrödinger (NNLS) equation

\[ iq_t(x,t) + q_{xx}(x,t) + 2q^2(x,t)\bar{q}(-x,t) = 0 \]

with symmetric boundary conditions: \( q(x,t) \to Ae^{2iA^2t} \) as \( x \to \pm\infty \), where \( A > 0 \) is an arbitrary constant. We describe the asymptotic stage of modulation instability for the NNLS equation by computing the large-time asymptotics of the solution \( q(x,t) \) of this initial value problem. We shown that it exhibits a non-universal, in a sense, behavior: the asymptotics of \( |q(x,t)| \) depends on details of the initial data \( q(x,0) \). This is in a sharp contrast with the local classical NLS equation, where the long-time asymptotics of the solution depends on the initial value through the phase parameters only. The main tool used in this work is the inverse scattering transform method applied in the form of the matrix Riemann-Hilbert problem.

1 Introduction

In the present paper we consider the initial value (IV) problem for the so-called focusing nonlocal nonlinear Schrödinger (NNLS) equation (here and below \( \bar{q} \) is the complex conjugate of \( q \))

\[ iq_t(x,t) + q_{xx}(x,t) + 2q^2(x,t)\bar{q}(-x,t) = 0, \quad x \in \mathbb{R}, \ t > 0, \quad (1.1a) \]

\[ q(x,0) = q_0(x), \quad x \in \mathbb{R}, \quad (1.1b) \]

with symmetric nonzero boundary conditions:

\[ q(x,t) \to Ae^{2iA^2t}, \quad x \to \pm\infty, \quad t \geq 0, \quad (1.1c) \]
with some $A > 0$ (throughout the paper we assume that $q(x,t)$ approaches the boundary values sufficiently fast).

The NNLS equation was introduced by Ablowitz and Musslimani in 2013 [1] as a $PT$-symmetric reduction ($r(x,t) = \bar{q}(-x,t)$) of the well-known Ablowitz-Kaup-Newell-Segur (AKNS) system [4] (a.k.a. coupled Schrödinger equations):

\[
\begin{align*}
    i q_t(x,t) + q_{xx}(x,t) + 2q^2(x,t)r(x,t) &= 0, \\
-ir_t(x,t) + r_{xx}(x,t) + 2r^2(x,t)q(x,t) &= 0.
\end{align*}
\]

This reduction leads to (1.1a) and is consistent with the $PT$-symmetry condition [8]: if $q(x,t)$ is a solution of (1.1a), then $\bar{q}(-x,-t)$ is a solution as well. Therefore, the NNLS equation is related to the $PT$-symmetric theory, which is a state-of-the-art area in modern physics (see, e.g., [7, 41, 47] and references therein). Also this equation is connected to the unconventional system of coupled Landau-Lifshitz equations [32, 49] and it can be obtained as a small amplitude quasi-monochromatic reduction of the nonlinear Klein-Gordon equation [2]. Moreover, it can be viewed as a particular case of Alice-Bob nonlocal systems [44].

The IV problem (1.1a), (1.1b) with the boundary conditions $q(x,t) \to q_\pm(t) = Ae^{i\theta_\pm(t)}$ as $x \to \pm \infty$ was considered in [6], where it was shown that the admissible boundary functions $q_\pm(t)$ are neither exponentially growing nor decaying only if $q_\pm(t) = Ae^{2iA^2t}$ or $q_\pm(t) = \pm Ae^{-2iA^2t}$. Notice that the spectral pictures for these two cases are significantly different. For $q_\pm(t) = Ae^{2iA^2t}$, the continuous spectrum consists, as in the case of the classical focusing nonlinear Schrödinger (NLS) equation [11, 15], of the real axis $\mathbb{R}$ and the segment $[-iA, iA]$, whereas when $q_\pm(t) = \pm Ae^{-2iA^2t}$ the continuous spectrum is purely real and has a gap $(-A, A)$ and thus the spectral picture is similar to that for the classical defocusing NLS equation [58, 38] (see Sections 3 and 4 in [6] for details).

The choice of the (symmetric) boundary conditions (1.1c) is inspired by considerable interest in nonlinear dynamics of modulation instability (MI) in recent years (see, e.g., [14, 28, 34, 39, 42, 56] and references therein). The MI (a.k.a. the Benjamin-Feir instability [9] in the context of water waves) is related to numerous important physical phenomena, such as envelope solitons ("bright solitons"), envelope shocks, freak (rogue) waves, effects of hydrodynamic instability, to name but a few (see, e.g., [18, 21, 27, 40, 57] and references therein). For the focusing NLS equation (which is a conventional model for studying the MI) the nonlinear stage of modulation instability was studied in [15], where the authors showed that in the solitonless case the large-time asymptotics of the modulus of the solution is formed solely by the boundary conditions of the problem while only the phase parameters depend on the initial data. Therefore, the solution exhibits the same large-time behavior for a large class of initial data and in this sense the asymptotic stage of MI is universal. Later, this result was numerically established for other NLS-type models [12].

For both focusing NNLS and NLS equations, the stationary wave $Ae^{2iA^2t}$ is unstable under small perturbations. In [53] Santini considered the periodic Cauchy problem for (1.1a) and
showed, using the perturbation approach, that Akhmediev-type rogue waves (see Section 2 in [53]; cf. [54] where the Peregrine-type rogue waves were obtained) are relevant for describing the evolution of the solution in an intermediate region, i.e., for $t$ such as $1 \ll t \ll O(|\log \varepsilon|)$, where the perturbation of the stationary wave is $O(\varepsilon)$. Particularly, it was rigorously demonstrated that since Akhmediev-type soliton solutions of the NNLS equation blow up, in general, in finite time, the solution also blows up in the linear stage of MI.

In the present paper we study the nonlinear stage of MI for the nonlocal NLS equation. We do so by analyzing the solution $q(x,t)$ as $t \to \infty$, i.e., beyond the intermediate region considered in [53]. This can’t be done by linearizing equation (1.1a), so we utilize the full force of integrability of the IV problem (1.1). Applying the inverse scattering transform (IST) method in the form of the matrix Riemann-Hilbert (RH) factorization problem [29, 48], we adapt the nonlinear steepest-descent method (Deift and Zhou method, see [22, 24] and [25, 26, 45, 46] for its extensions) to the associated oscillatory RH problem. We found that the asymptotic stage of MI in the case of the NNLS equation essentially depends on the initial data. Particularly, the modulus of the leading order asymptotic term depends explicitly on $q_0(x)$ (via the associated spectral functions) in all asymptotic regions (see Theorems 1 and 2 below). In this sense, the nonlinear stage of MI is non-universal in the case of the nonlocal equation (1.1a), which is in a sharp contrast with the local NLS equation, where only the phase parameters depend on the initial data [12, 15].

To be more specific, we present here rough results on the asymptotic behavior of $q(x,t)$ (see Theorems 1 and 2 below for the precise results).

**Theorem 1’. (Plane wave region)**

Assuming that the initial data $q_0(x)$ is such that the solitons are absent (i.e., the associated spectral functions $a_j(k)$, $j = 1, 2$, see Section 2.2 have no zeros in the corresponding domains) and the winding of the argument of certain spectral function is less than $\pi$ (see Assumption (3.11)), the asymptotics of the solution $q(x,t)$ of problem (1.1) along the rays $\frac{x}{4t} = \text{const}$ with $|\frac{x}{4t}| > \sqrt{2}A$ has the form:

$$q(x,t) = Ae^{-2\text{Im} F_\infty(k_1)}e^{2i(A^2t + \text{Re} F_\infty(k_1))} + \mathcal{O}(1), \quad t \to \infty, \quad \frac{x}{4t} > \sqrt{2}A, \quad (1.3a)$$

$$q(-x,t) = Ae^{2\text{Im} F_\infty(k_1)}e^{2i(A^2t + \text{Re} F_\infty(k_1))} + \mathcal{O}(1), \quad t \to \infty, \quad -\frac{x}{4t} < -\sqrt{2}A, \quad (1.3b)$$

where $k_1 = \frac{1}{2} \left(-\xi - \sqrt{\xi^2 - 2A^2}\right)$ with $\xi = \frac{x}{4t}$ for $x > 0$ and the complex constant $F_\infty(k_1)$ (which depends on $\xi$ through $k_1$) is given by (3.21).

**Theorem 2’. (Modulated elliptic wave region)**

Under the same assumptions as in Theorem 1’ (with only difference that instead of Assumption (3.11) we make Assumption (3.28)), the asymptotics of the solution $q(x,t)$ of problem (1.1)
The complex constants \( \omega \) and \( \Theta \) here the genus-1 theta function along the rays \( \frac{x}{4t} = \text{const} \) with \( 0 < |\frac{x}{4t}| < \sqrt{2}A \) has the form:

\[
q(x,t) = (A + \text{Im} \alpha)e^{-2\text{Im}G_\infty(k_0,\alpha)}\frac{\Theta\left(\frac{\Omega t}{2\pi} + \frac{\omega}{2\pi} - \frac{1}{4} - v_\infty + c\right)\Theta(v_\infty + c)}{\Theta\left(\frac{\Omega t}{2\pi} + \frac{\omega}{2\pi} - \frac{1}{4} + v_\infty + c\right)\Theta(-v_\infty + c)}
\times e^{2i(tH_\infty + \text{Re}G_\infty(k_0,\alpha))} + o(1), \quad 0 < \frac{x}{4t} < \sqrt{2}A,
\]

\[
q(-x,t) = (A + \text{Im} \alpha)e^{2\text{Im}G_\infty(k_0,\alpha)}\frac{\Theta\left(\frac{\Omega t}{2\pi} + \frac{\omega}{2\pi} - \frac{1}{4} + v_\infty - c\right)\Theta(-v_\infty - c)}{\Theta\left(\frac{\Omega t}{2\pi} + \frac{\omega}{2\pi} - \frac{1}{4} - v_\infty - c\right)\Theta(v_\infty - c)}
\times e^{2i(tH_\infty + \text{Re}G_\infty(k_0,\alpha))} + o(1), \quad 0 > -\frac{x}{4t} > -\sqrt{2}A.
\]

Here the genus-1 theta function \( \Theta \) is given by (C.11) and the constants \( \alpha, \Omega, v_\infty \) and \( c \), which do not depend on the initial data \( q_0(x) \), are given by (3.41), (3.45), (C.17) and (C.13), respectively. The complex constants \( \omega, H_\infty \) and \( G_\infty(k_0, \alpha) \), which depend on the initial data \( q_0(x) \), are given by (3.48), (3.45) and (3.50), respectively. Moreover, \( G_\infty(k_0, \alpha) \) depends on the ray \( \xi \) through \( k_0 \) and \( \alpha \), where the former is defined as a unique solution of equation (3.42).

**Remark 1.** Assumption (3.11) is sufficient for establishing the asymptotics for the nonlocal NLS equation in the plane wave regions (Theorem 1'). Though the asymptotics in these regions has not been considered before (to the best of our knowledge) for nonlocal equations, the analysis needed for obtaining this result is close to that used in the decaying \([50]\) and “modulated constant” zones \([51, 52]\). Remarkably, a similar assumption (see Assumption (3.28)) on the winding of the argument of the spectral function \((1 + r_1(k)r_2(k))\) turns out to be sufficient for establishing the asymptotics in the modulated elliptic wave region as well (Theorem 2'). Here the reasoning is more involving; particularly, we have to deal with a non-analytic phase function and unbounded entries of the jump matrix at a neighborhood of the stationary phase point (see Appendix C, item (ii)).

**Remark 2.** In the case of the NNLS equation, the reflection coefficients \( r_1(k) \) and \( r_2(k) \) (see Section 2.2) are not connected (in contrast with the classical NLS equation); this “lack of symmetry” implies, in particular, that \( F_\infty(k_1) \) and \( G_\infty(k_0, \alpha) \) in (1.3) and (1.4) can be complex-valued and thus the modulus of the asymptotics depends on the initial data. A similar lack of symmetry holds for other integrable nonlocal equations (see, e.g., \([3, 5, 51, 52, 53]\)), which allows us to conjecture that the modulation instability in other nonlocal models should also exhibit a kind of non-universal behavior.

**Remark 3.** It is known that the solution of the problem (1.4) can blow up in finite time. Particularly, the “breathing” two-soliton solution \([6]\), Peregrine-type \([54]\) and Akhmediev-type \([55]\) solutions can blow up at a discrete set of points in the \((x,t)\) plane, even in the cases when the initial profile (i.e., \( q(x,t = 0) \)) is smooth. On the other hand, away from point singularities, a solution can be smooth and satisfying the boundary conditions for all \( t \geq 0 \). With this respect, the Riemann-Hilbert problem provides a formalism for constructing global solutions outside the domains where they may have irregular behavior. Indeed, (i) the RH problem is intrinsically
local and (ii) the jump matrix is usually analytic w.r.t. parameter(s) (say, $x$), which imply (in view of the analytic Fredholm alternative [59]) that the solution of the associated RH problem is meromorphic in $x$ (or, otherwise, the problem is solvable for no $x$; see, e.g., Chapter 3, Section 1 in [30]). Particularly, in this paper we obtain the extension of the solution from a neighborhood of $t = \infty$ into the sectors $\frac{x}{4t} \in \mathbb{R} \setminus \{\pm \sqrt{2}A, 0\}$.

The article is organized as follows. In the Section 2 we develop the inverse scattering transform method in the form of the RH problem. In Sections 3 and 4 we obtain the long-time asymptotics of the solution in the plane wave region and modulated elliptic wave region respectively, establishing the non-universality of the asymptotic stage of the modulation instability in these zones.

## 2 Inverse scattering transform and the Riemann-Hilbert problem

In this section we reformulate the IST method for the IV problem (1.1) which was first developed in [6], in the form suitable for asymptotic analysis, particularly, keeping the determinant of a matrix constructed from the Jost solutions to be equal to 1. We also point out that since the boundary conditions in (1.1) are symmetric, the implementation of the IST method is close to that in the case of the classical NLS equation [11, 15]; but the associated spectral functions satisfy different symmetry relations, which affects significantly the resulting asymptotic formulas.

### 2.1 Direct scattering

The NNLS equation (1.1a) is a compatibility condition of the following system of linear equations [1] (the so-called Lax pair)

\[
\begin{align*}
\Phi_x + ik\sigma_3 \Phi &= U \Phi, \\
\Phi_t + 2ik^2 \sigma_3 \Phi &= V \Phi,
\end{align*}
\]

(2.1)

(2.2)

where $\sigma_3 = (\begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix})$ is the third Pauli matrix, $\Phi(x, t, k)$ is a $2 \times 2$ matrix-valued function, $k \in \mathbb{C}$ is a spectral parameter, and the $2 \times 2$ matrix coefficients $U(x, t)$ and $V(x, t, k)$ are given in terms of $q(x, t)$ as follows:

\[
U(x, t) = \begin{pmatrix} 0 & q(x, t) \\ -\bar{q}(-x, t) & 0 \end{pmatrix}, \quad V(x, t, k) = \begin{pmatrix} V_{11}(x, t) & V_{12}(x, t, k) \\ V_{21}(x, t, k) & V_{22}(x, t) \end{pmatrix},
\]

(2.3)

where $V_{11} = -V_{22} = i q(x, t)\bar{q}(-x, t)$, $V_{12} = 2kq(x, t) + iq_x(x, t)$, and $V_{21} = -2k\bar{q}(-x, t) + i(\bar{q}(-x, t))_x$. 5
Assuming that $\int_{\mathbb{R}} |q(x,t) - Ae^{2iA^2t}| dx < \infty$ for all $t \geq 0$, introduce the $2 \times 2$ matrix valued functions $\Psi_j(x,t,k)$, $j = 1, 2$ as the solutions of the following linear Volterra integral equations

$$
\Psi_j(x,t,k) = e^{iA^2t}\mathcal{E}(k) + \frac{1}{iA} \int_{-\infty}^{\infty} G(x,y,t,k)(U(y,t) - U_0(t))\Psi_j(y,t,k)e^{i(x-y)f(k)\sigma_3} dy, j = 1, 2, (2.4)
$$

where $U_0(t)$ is the limits of $U(x,t)$ as $x \to \pm \infty$:

$$
U(x,t) \to U_0(t), \quad x \to \pm \infty; \quad U_0(t) = \begin{pmatrix} 0 & Ae^{-2iA^2t} \\ -Ae^{2iA^2t} & 0 \end{pmatrix}. (2.5)
$$

The kernel $G(x,y,t,k)$ is defined as follows:

$$
G(x,y,t,k) = e^{iA^2t}\mathcal{E}(k)e^{-i(x-y)f(k)\sigma_3}\mathcal{E}^{-1}(k)e^{-iA^2t}\mathcal{E}_3, (2.6)
$$

where

$$
\mathcal{E}(k) = \frac{1}{2} \begin{pmatrix} w(k) + \frac{1}{w(k)} & w(k) - \frac{1}{w(k)} \\ w(k) - \frac{1}{w(k)} & w(k) + \frac{1}{w(k)} \end{pmatrix}, \quad w(k) = \left( \frac{k - iA}{k + iA} \right)^{\frac{1}{2}}, (2.7)
$$

and

$$
f(k) = (k^2 + A^2)^{\frac{1}{2}}. (2.8)
$$

Here the functions $f(k)$ and $w(k)$ are fixed to be analytic in $\in \mathbb{C} \setminus \mathcal{B}$, where

$$
B = (-iA, iA) \subset i\mathbb{R},
$$

and to have the asymptotics

$$
f(k) = k + O(k^{-1}), \quad k \to \infty \quad \text{and} \quad w(k) = 1 + O(k^{-1}), \quad k \to \infty.
$$

Particularly, we have $f(k) = \sqrt{k^2 + A^2}$ for $k \in (0, \infty)$ and $f(k) = -\sqrt{k^2 + A^2}$ for $k \in (-\infty, 0)$.

In what follows, $f_{\pm}(k)$ and $w_{\pm}(k)$ denote the limiting values of the corresponding function as $k$ approaches $B$ (oriented upward from $-iA$ to $iA$) from the left/right (and similarly for $\mathcal{E}_{\pm}(k)$). Notice that in spite of the jumps of $f$ and $\mathcal{E}$ across $B$, $G(x,y,t,k)$ is entire w.r.t. $k$ for all $x$, $y$, and $t$.

Since $f(k)$ is real for $k \in \mathbb{R}$ and $f_{\pm}(k)$ are real for $k \in B$, the integral equations (2.4) are well-defined for $k \in \mathbb{R} \cup B$.

The columns of the matrices $\Psi_j(x,t,k)$, $j = 1, 2$ play a crucial role in the construction of the basic Riemann-Hilbert problem: a sectionally holomorphic matrix function can be defined in terms of the corresponding columns of $\Psi_j(x,t,k)$, $j = 1, 2$ (see (2.25) below). In the next proposition we summarize the main properties of $\Psi_j(x,t,k)$, $j = 1, 2$ (we use the following notations: $Q^{[j]}$ stands for the $j$-th column of a matrix $Q$; $\mathbb{C}^\pm = \{k \in \mathbb{C} | \pm \text{Im}k > 0\}; \overline{\mathbb{C}}^\pm = \{k \in \mathbb{C} | \pm \text{Im}k \geq 0\}$).
Proposition 1.  

(i) The matrices \( \Psi_{j^\pm}(x, t, k) \), \( j = 1, 2 \) are well defined for \( \kappa \in B \) as the solutions of the integral equations (cf. (2.4))

\[
\Psi_{j^\pm}(x, t, k) = e^{iA^2\sigma_3} \xi \pm \int_{(-1)^\infty} G(x, y, t, k)(U(y, t) - U_0(t))\Psi_{j^\pm}(y, t, k)e^{ix-y}f_{\pm}(k)\sigma_3 dy.
\]

(ii) The columns \( \Psi_1(x, t, k) \) and \( \Psi_2(x, t, k) \) are well-defined for \( \kappa \in \mathbb{C}^+ \setminus [0, iA] \), analytic for \( \kappa \in \mathbb{C}^+ \setminus (0, iA] \) and continuous for \( \kappa \in \mathbb{C}^+ \setminus [0, iA] \); moreover,

\[
\Psi_1(x, t, k) = e^{iA^2t} \begin{pmatrix} 1 \\ 0 \end{pmatrix} + O(k^{-1}), \quad \Psi_2(x, t, k) = e^{-iA^2t} \begin{pmatrix} 0 \\ 1 \end{pmatrix} + O(k^{-1}), \quad k \to \infty, \quad \kappa \in \mathbb{C}^+,
\]

and \( \Psi_1(x, t, k), \Psi_2(x, t, k) = O((k \pm iA)^{-\frac{1}{2}}) \) as \( k \to \mp iA \).

(iii) The columns \( \Psi_1(x, t, k) \) and \( \Psi_2(x, t, k) \) are well-defined for \( \kappa \in \mathbb{C}^- \setminus [-iA, 0] \), analytic for \( \kappa \in \mathbb{C}^- \setminus [-iA, 0) \) and continuous for \( \kappa \in \mathbb{C}^- \setminus [-iA, 0] \); moreover,

\[
\Psi_1(x, t, k) = e^{-iA^2t} \begin{pmatrix} 0 \\ 1 \end{pmatrix} + O(k^{-1}), \quad \Psi_2(x, t, k) = e^{iA^2t} \begin{pmatrix} 1 \\ 0 \end{pmatrix} + O(k^{-1}), \quad k \to \infty, \quad \kappa \in \mathbb{C}^-,
\]

and \( \Psi_1(x, t, k), \Psi_2(x, t, k) = O((k \pm iA)^{-\frac{1}{2}}) \) as \( k \to \mp iA \).

(iv) The functions \( \Phi_j(x, t, k), \ j = 1, 2 \) defined by

\[
\Phi_j(x, t, k) = e^{-(ix+2ikt)\sigma_3}, \quad k \in \mathbb{R} \setminus \{0\}, \quad j = 1, 2, \quad (2.9a)
\]

\[
\Phi_j^\pm(x, t, k) = e^{-(ix+2ikt)\sigma_3}, \quad k \in B, \quad j = 1, 2, \quad (2.9b)
\]

are the (Jost) solutions of the Lax pair equations (2.1) satisfying the boundary conditions

\[
\Phi_j(x, t, k) \to \Phi_{0j}(x, t, k), \quad x \to \pm \infty, \quad j = 1, 2, \quad k \in \mathbb{R} \setminus \{0\}, \quad (2.10a)
\]

\[
\Phi_j^\pm(x, t, k) \to \Phi_{0j^\pm}(x, t, k), \quad x \to \pm \infty, \quad j = 1, 2, \quad k \in B, \quad (2.10b)
\]

where \( \Phi_{0j}(x, t, k) = e^{iA^2\sigma_3} \xi e^{-(ix+2ikt)\sigma_3} \) and \( \Phi_{0j^\pm}(x, t, k) = e^{iA^2\sigma_3} \xi e^{-(ix+2ikt)\sigma_3} \).

(v) \( \det \Psi_j(x, t, k) = 1, \quad k \in \mathbb{R} \quad \text{and} \quad \det \Psi_{j^\pm}(x, t, k) = 1, \quad k \in B, \quad j = 1, 2. \)

(vi) The following symmetry relations hold:

\[
\frac{i}{\sigma_1} \Psi_{1^\pm}(-x, t, -k) = \Psi_{2^\pm}(x, t, k), \quad k \in \mathbb{C}^+ \setminus [0, iA], \quad (2.11a)
\]

\[
\frac{i}{\sigma_1} \Psi_{1^\pm}(-x, t, -k) = \Psi_{2^\pm}(x, t, k), \quad k \in \mathbb{C}^- \setminus [-iA, 0], \quad (2.11b)
\]

and

\[
\Psi_{j^\pm}(x, t, k) = i\Psi_{j^\mp}(x, t, k)\sigma_1, \quad k \in B, \quad j = 1, 2, \quad (2.11b)
\]

where \( \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) is the first Pauli matrix.
Proof. Items (i)–(iv) follow directly from the integral representation \((2.4)\). Since the matrix \(U(x,t)\) is traceless and \(\det \mathcal{E}(k) = 1\), Item (v) follows. Finally, \((2.11a)\) in Item (vi) follows from the symmetries

\[
\sigma_1 \overline{U(-x,t)} \sigma_1^{-1} = -U(x,t), \quad \text{and} \quad \overline{\sigma_1 G(-x,-y,t,-k)} \sigma_1^{-1} = G(x,y,t,k), \quad k \in \mathbb{C}, \quad (2.12)
\]

whereas \((2.11b)\) is a consequence of the symmetry

\[
\mathcal{E}_+(k) = i \mathcal{E}_-(k) \sigma_1, \quad k \in B. \quad (2.13)
\]

\[\square\]

### 2.2 Spectral functions

The Jost solutions \(\Phi_j(x,t,k), j = 1,2\) of the Lax pair \((2.1)\) are related by a matrix independent of \(x\) and \(t\), which allows us to introduce the scattering matrices \(S(k)\) and \(S_{\pm}(k)\) as follows:

\[
\Phi_1(x,t,k) = \Phi_2(x,t,k) S(k), \quad k \in \mathbb{R} \setminus \{0\}; \quad \Phi_{1 \pm}(x,t,k) = \Phi_{2 \pm}(x,t,k) S_{\pm}(k), \quad k \in B. \quad (2.14)
\]

In terms of \(\Psi_j(x,t,k), j = 1,2\), the scattering relations \((2.14)\) read as follows (see \((2.9)\)):

\[
\Psi_1(x,t,k) = \Psi_2(x,t,k) e^{-(ix+2itk)f(k)\sigma_3} S(k) e^{(ix+2itk)f(k)\sigma_3}, \quad k \in \mathbb{R} \setminus \{0\}, \quad (2.15a)
\]

\[
\Psi_{1 \pm}(x,t,k) = \Psi_{2 \pm}(x,t,k) e^{-(ix+2itk)f_{\pm}(k)\sigma_3} S_{\pm}(k) e^{(ix+2itk)f_{\pm}(k)\sigma_3}, \quad k \in B. \quad (2.15b)
\]

Let us denote the entries of \(S(k)\) by

\[
S(k) = \begin{pmatrix} a_1(k) & -b_2(k) \\ b_1(k) & a_2(k) \end{pmatrix}, \quad k \in \mathbb{R} \setminus \{0\}; \quad S_{\pm}(k) = \begin{pmatrix} a_{1 \pm}(k) & -b_{2 \pm}(k) \\ b_{1 \pm}(k) & a_{2 \pm}(k) \end{pmatrix}, \quad k \in B. \quad (2.16)
\]

Taking into account the analytical properties of the columns of matrices \(\Psi_j, j = 1,2\) (see Items (ii), (iii) in Proposition 1), the function \(a_1(k)\) is analytic in \(\mathbb{C}^+ \setminus (0,iA)\) and \(a_2(k)\) is analytic in \(\mathbb{C}^- \setminus [-iA,0)\) whereas \(b_j(k), j = 1,2\) are well-defined for \(k \in \mathbb{R} \setminus \{0\}\). Indeed, \((2.15a)\) implies

\[
a_1(k) = \det \left( \Psi_1(0,0,k), \Psi_2(0,0,k) \right), \quad k \in \mathbb{C}^+ \setminus [0,iA], \quad (2.17a)
\]

\[
a_2(k) = \det \left( \Psi_1(0,0,k), \Psi_2(0,0,k) \right), \quad k \in \mathbb{C}^- \setminus [-iA,0], \quad (2.17b)
\]

\[
b_1(k) = \det \left( \Psi_2(0,0,k), \Psi_1(0,0,k) \right), \quad k \in \mathbb{R} \setminus \{0\}, \quad (2.17c)
\]

\[
b_2(k) = \det \left( \Psi_2(0,0,k), \Psi_1(0,0,k) \right), \quad k \in \mathbb{R} \setminus \{0\}. \quad (2.17d)
\]

Moreover, \(a_j(k), b_j(k), j = 1,2\) have the following asymptotics as \(k \to \infty\):

\[
a_1(k) = 1 + O(k^{-1}), \quad k \to \infty, \quad k \in \mathbb{C}^+, \quad (2.18a)
\]

\[
a_2(k) = 1 + O(k^{-1}), \quad k \to \infty, \quad k \in \mathbb{C}^-, \quad (2.18b)
\]

\[
b_j(k) = O(k^{-1}), \quad k \to \infty, \quad k \in \mathbb{R}. \quad (2.18c)
\]
For $k \in B$, we define $a_{j\pm}(k)$ and $b_{j\pm}(k)$, $j = 1, 2$ with the aid of the similar determinant representations:

\[
\begin{align*}
a_{1\pm}(k) &= \det \left( \Psi_{1\pm}^{[1]}(0, 0, k), \Psi_{2\pm}^{[1]}(0, 0, k) \right), \quad k \in B, \\
a_{2\pm}(k) &= \det \left( \Psi_{1\pm}^{[1]}(0, 0, k), \Psi_{2\pm}^{[2]}(0, 0, k) \right), \quad k \in B, \\
b_{1\pm}(k) &= \det \left( \Psi_{2\pm}^{[1]}(0, 0, k), \Psi_{1\pm}^{[1]}(0, 0, k) \right), \quad k \in B, \\
b_{2\pm}(k) &= \det \left( \Psi_{2\pm}^{[2]}(0, 0, k), \Psi_{1\pm}^{[2]}(0, 0, k) \right), \quad k \in B. 
\end{align*}
\]

In this way, $a_{1\pm}(k)$ turn to be the limiting values of $a_1(k)$ from the left/right for $k \in (0, iA)$ and $a_{2\pm}(k)$ are the limiting values of $a_2(k)$ from the left/right for $k \in (-iA, 0)$.

The symmetries (2.11) imply the following symmetries of the spectral functions (cf. [6]):

\[
\begin{align*}
\overline{a_1(-k)} &= a_1(k), \quad k \in \mathbb{C}^+ \setminus [0, iA], \\
\overline{a_2(-k)} &= a_2(k), \quad k \in \mathbb{C}^- \setminus [-iA, 0], \\
b_2(k) &= b_1(-k), \quad k \in \mathbb{R} \setminus \{0\},
\end{align*}
\]

and

\[
a_{1\pm}(k) = a_{2\pm}(k), \quad b_{1\pm}(k) = -b_{2\pm}(k), \quad k \in B. \tag{2.21}
\]

Notice that (2.20a) implies $\overline{a_{j\pm}(0)} = a_{j\pm}(0)$, $j = 1, 2$; combining this with (2.21) we arrive at the equality $a_{1\pm}(0) = a_{2\pm}(0)$.

From Item (v) of Proposition 1, (2.9) and (2.14) it follows that $a_j(k)$ and $b_j(k)$, $j = 1, 2$ satisfy the determinant relations:

\[
a_1(k)a_2(k) + b_1(k)b_2(k) = 1, \quad k \in \mathbb{R} \setminus \{0\}; \quad a_{1\pm}(k)a_{2\pm}(k) + b_{1\pm}(k)b_{2\pm}(k) = 1, \quad k \in B. \tag{2.22}
\]

Notice that due to the Schwarz symmetry breaking for the solutions $\Psi_j(x, t, k)$, $j = 1, 2$, see (2.11a), the values of $a_1(k)$ for $k \in \mathbb{C}^+ \setminus (0, iA]$ and $a_2(k)$ for $k \in \mathbb{C}^- \setminus (0, -iA]$ are, in general, not related.

Finally, we point out that $a_j(k)$, $b_j(k) = O \left( (k \pm iA)^{-\frac{1}{2}} \right)$ as $k \to \mp iA$.

**Notations** From now on we identify the values of $f(k)$, $w(k)$, $a_j(k)$ and $b_j(k)$, $j = 1, 2$ for $k \in B$ as the limiting values of the corresponding function from the right:

\[
f(k) := f_+(k) = \sqrt{k^2 + A^2}, \quad k \in B, \quad w(k) := w_+(k), \quad k \in B. \tag{2.23}
\]

and

\[
a_j(k) := a_{j\pm}(k), \quad j = 1, 2, \quad k \in B, \quad b_j(k) := b_{j\pm}(k), \quad j = 1, 2, \quad k \in B. \tag{2.24}
\]

**Assumption** (Zeros of the spectral functions $a_j(k)$, $j = 1, 2$). We assume that $a_1(k)$ and $a_2(k)$ do not have zeros in $\mathbb{C}^+$ and $\mathbb{C}^-$ respectively (see, however, Remark 6 below). Particularly, there are no spectral singularities (in other words, no zeros on $\mathbb{R} \cup \overline{B}$), particularly the virtual levels are absent (i.e., $a_1(iA) \neq 0$ and $a_2(-iA) \neq 0$).

**Remark 4.** Above Assumption is motivated by the fact that the pure background (i.e., $q(x, 0) \equiv A$) gives rise to the spectral functions $a_j(k) \equiv 1$ and $b_j(k) \equiv 0$, $j = 1, 2$. Indeed, for such initial data $\Psi_j(0, 0, k) = E(k)$, $j = 1, 2$, therefore (2.15) implies that $S(k) = E^{-1}(k)E(k) = I$. 9
2.3 Riemann-Hilbert problem

Now we are in a position to formulate the basic Riemann-Hilbert problem. Assuming that $a_j(k), j = 1, 2$ have no zeros in the corresponding half-planes, define a $2 \times 2$ matrix function $M(x, t, k)$ as follows:

$$M(x, t, k) = \begin{cases} e^{-iA^2\sigma_3} \left( \frac{\Psi_1^{[1]}(x, t, k)}{a_1(k)}, \frac{\Psi_2^{[2]}(x, t, k)}{a_2(k)} \right), & k \in \mathbb{C}^+ \setminus (0, iA], \\ e^{iA^2\sigma_3} \left( \frac{\Psi_1^{[1]}(x, t, k)}{a_1(k)}, \frac{\Psi_2^{[2]}(x, t, k)}{a_2(k)} \right), & k \in \mathbb{C}^- \setminus [-iA, 0). \end{cases} \quad (2.25)$$

Then the scattering relation (2.15) imply that $M(x, t, k)$ satisfies the multiplicative jump condition across the contour $\mathbb{R} \cup B$:

$$M_+(x, t, k) = M_-(x, t, k)J(x, t, k), \quad k \in \mathbb{R} \cup B, \quad (2.26)$$

where $M_\pm(\cdot, \cdot, k)$ denotes the nontangential limits of $M(\cdot, \cdot, k)$ as $k$ approaches the contour from the corresponding side (the real axis $\mathbb{R}$ is oriented from left to right and the segment $B$ is oriented upwards). The jump matrix $J(x, t, k)$ has the form (follows from the scattering relations (2.15) and the symmetry condition (2.11b)):

$$J(x, t, k) = \begin{cases} \left( \begin{array}{cc} 1 + r_1(k)r_2(k) & r_2(k)e^{-(2ix+4itk)f(k)} \\ r_1(k)e^{(2ix+4itk)f(k)} & 1 \end{array} \right), & k \in \mathbb{R} \setminus \{0\}, \\ \left( \begin{array}{cc} -ir_2(k)e^{-(2ix+4itk)f(k)} & i \\ i(1+r_1(k)r_2(k)) & -ir_1(k)e^{(2ix+4itk)f(k)} \end{array} \right), & k \in (0, iA), \\ \left( \begin{array}{cc} ir_2(k)e^{-(2ix+4itk)f(k)} & i(1+r_1(k)r_2(k)) \\ i & ir_1(k)e^{(2ix+4itk)f(k)} \end{array} \right), & k \in (-iA, 0), \end{cases} \quad (2.27)$$

with the reflection coefficients $r_j(k) = \frac{b_j(k)}{a_j(k)}, j = 1, 2$ (recall that the values of $r_j(k), j = 1, 2$ and $f(k)$ are taken from the “−” (right) side of the segment $B$, see (2.23) and (2.24)). Notice that $r_j(k), j = 1, 2$ are bounded as $k$ approaches $\pm iA$:

$$r_j(k) = O(1), \quad k \to \pm iA. \quad (2.28)$$

The matrix $M(x, t, k)$ satisfies the normalization condition

$$M(x, t, k) = I + O(k^{-1}), \quad k \to \infty. \quad (2.29)$$

Besides, since $k = \pm iA$ are not virtual levels (see Assumption in Section 2.2 and Remark 6), the possible singularities of $M(x, t, k)$ at $k = \pm iA$ are square integrable:

$$M(x, t, k) = O \left( (k \pm iA)^{-\frac{1}{2}} \right), \quad k \to \mp iA. \quad (2.30)$$

The basic Riemann-Hilbert problem consists in finding a sectionally holomorphic $2 \times 2$ matrix $M(x, t, k)$, which satisfies (i) the multiplicative jump conditions (2.26) given in terms
of known reflection coefficients $r_j(k)$, $j = 1, 2$ and (ii) the normalization at infinity $[2.29]$; moreover, (iii) it is square integrable (satisfying $[2.30]$) at the endpoints $k = \pm iA$.

Assuming that the solution $M(x, t, k)$ of the basic Riemann-Hilbert problem $[2.26]$, $[2.29]$, $[2.30]$ exists, the solution $q(x, t)$ of the original initial value problem $[1.1]$ can be found via the (12) or (21) entry of $M(x, t, k)$ as $k \to \infty$ (follows from the first equation in the Lax pair $[2.1]$):

$$q(x, t) = 2i e^{2tA^2 i} \lim_{k \to \infty} kM_{12}(x, t, k),$$

and

$$q(-x, t) = -2i e^{2tA^2 i} \lim_{k \to \infty} kM_{21}(x, t, k).$$

Notice that solution of the basic Riemann-Hilbert is unique, if it exists. Indeed, let $M$ and $\tilde{M}$ be two solutions. Then, due to $[2.30]$, the possible singularities of $M\tilde{M}^{-1}$ at the endpoints $k = \pm iA$ are weak, and $M\tilde{M}^{-1}$ has no jump in $\mathbb{C}$. Then, by the Liouville theorem, $M\tilde{M}^{-1} = I$ for all $k \in \mathbb{C}$.

**Remark 5.** From $[2.31]$ it follows that for obtaining the solution $q(x, t)$ of $[1.1]$ for all $x \in \mathbb{R}$, it is enough to have the solution of the Riemann-Hilbert problem for $x \geq 0$ only.

**Remark 6.** Generically, $a_1(k)$ and $a_2(k)$ can have finite number of simple zeros in $\mathbb{C}^+ \setminus (0, iA]$ and $\mathbb{C}^- \setminus (0, -iA]$ respectively (notice that since $a_1(k)$ and $a_2(k)$ are not related, their zeroes do not, in general, constitute pairs associated with solitons, as it takes place for the classical NLS equation $[13]$). In this case the basic Riemann-Hilbert problem has to be supplemented by appropriate residue conditions defined in terms of the (known) zeros and norming constants. On the other hand, spectral singularities may arise for non-generic initial data (similarly to the NLS equation with zero background $[60]$); particularly, virtual levels (cf. Appendix B in $[11]$) introduce non-square-integrable singularities at the endpoints $k = \pm iA$ in the basic RH problem for $M(x, t, k)$. To deal with singularities of all types in a systematic way, one can reformulate the basic RH problem in such a way that all singularities are replaced by additional jump conditions on an auxiliary part of the contour, which is a circle centered at $k = 0$ with sufficiently large radius $r = r(q_0(\cdot))$ (see $[10, 19, 61]$). In this way, the original RH problem becomes regular; however, its direct asymptotic analysis (without resorting to residue conditions) is problematic.

**Remark 7.** Since $a_1(k)$ and $a_2(k)$ are not related, the spectral picture for the nonlocal problem is more rich and variegated comparing with the local case. First, the number of zeros in the upper and in the lower half planes can be different (in view of the symmetry relations $[2.20a]$, zeros are symmetric w.r.t. $i\mathbb{R}$, but not w.r.t. $\mathbb{R}$ as for the classical NLS equation). Moreover, even if zeros of $a_1(k)$ and $a_2(k)$ constitute appropriate pairs, solitons associated to these zeros can blow up in finite time (see (4.62) in $[6]$). Cases with equal number of purely imaginary zeros in $\mathbb{C}^+$ and $\mathbb{C}^-$ with the absolute values which are greater or equal to $A$ give rise to three different types of rogue waves given in Theorems 1-3 in $[54]$. Notice that apart from the case
when the absolute values of these zeros are less than $A$, it is also possible that, say, $a_1(k)$ has a (simple) zero at $k = ih$, $0 < h < A$ and $a_2(k)$ has a zero at $k = -ih$, $h = A$ or $h > A$. Consequently, there can be a “mixture” of spectral portraits, which in the local case correspond to the Kuznetsov-Ma (zeros at $k = \pm ih$, $h > A$), Peregrine (zeros at $k = \pm iA$) or Akhmediev (zeros at $k = \pm ih$, $0 < h < A$) breathers.

3 Long-time asymptotics

The implementation of the Deift–Zhou nonlinear steepest descent method is guided (by analogy with the classical steepest decent method) by the signature structure of the phase function in the jump matrix $J(x,t,k)$ given by (2.27), which is similar to that in the case of the NLS equation with nonzero background [15].

Introduce the phase function $\theta(k, \xi)$ by (cf. (2.34) in [15])

$$2ixf(k) + 4itkf(k) = 2it(4\xi + 2k)f(k) \equiv 2it\theta(k, \xi),$$

where $\xi = \frac{\pi}{4t}$. The signature table of $\text{Im} \theta(k, \xi)$ has qualitatively different form for $\xi > \sqrt{2}A$, $\xi = \sqrt{2}A$, $\sqrt{2}A > \xi > 0$, and $\xi = 0$, see Figure 1 and Figure 2 (cf. Figure 3.2 in [15]). For $\xi \geq \sqrt{2}A$, the stationary phase points (i.e., the points $k_s \in \mathbb{C}$ such that $\theta'_k(k_s, \xi) = 0$) are real and have the values

$$k_1 = \frac{1}{2}\left(-\xi - \sqrt{\xi^2 - 2A^2}\right), \quad k_2 = \frac{1}{2}\left(-\xi + \sqrt{\xi^2 - 2A^2}\right),$$

whereas for $\sqrt{2}A > \xi \geq 0$ the stationary phase points are complex conjugate:

$$\tilde{k}_1 = \frac{1}{2}\left(-\xi + i\sqrt{2A^2 - \xi^2}\right), \quad \tilde{k}_2 = \frac{1}{2}\left(-\xi - i\sqrt{2A^2 - \xi^2}\right).$$

In the present paper we consider the asymptotics of the solution $q(x,t)$ along the rays $\frac{\pi}{4t} = \text{const}$ for $|\frac{\pi}{4t}| > \sqrt{2}A$ (plane wave region) and for $0 < |\frac{\pi}{4t}| < \sqrt{2}A$ (modulated elliptic wave region). The transition zones (containing $x = 0$ and $\frac{\pi}{4t} = \pm \sqrt{2}A$) will be addressed elsewhere.

3.1 Plane wave regions: $|\frac{\pi}{4t}| > \sqrt{2}A$

In the present Section we investigate the large-time behavior of the solution $q(x,t)$ along the rays $\frac{\pi}{4t} = \text{const}$ for $|\frac{\pi}{4t}| > \sqrt{2}A$. In view of (2.31) (see also Remark 5) it is enough to consider $\xi = \frac{\pi}{4t} > \sqrt{2}A$ only.

According to the signature table of $\theta(k, \xi)$, see Figure 1 two different triangular factorizations of the jump matrix $J(x,t,k)$ needed for $k \in \mathbb{R}$ (cf. [15] [24] [72]):

$$J(x,t,k) = \begin{pmatrix} 1 & 0 & 0 \\
\frac{r_1(k)e^{2it\theta}}{1 + r_1(k)r_2(k)} & 1 + r_1(k)r_2(k) & 0 \\
0 & 0 & 1 \\
\frac{1}{1 + r_1(k)r_2(k)} & 0 & 1 \\
\end{pmatrix}, \quad k < k_1, \quad (3.4a)$$
and
\[
J(x,t,k) = \begin{pmatrix}
1 & r_2(k)e^{-2it\theta} \\
0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 \\
r_1(k)e^{2it\theta} & 1
\end{pmatrix}, \quad k > k_1.
\] (3.4b)

In order to get rid of the diagonal factor in (3.4a) we introduce the auxiliary function \(\delta(k,k_1)\) as the solution of the following scalar Riemann-Hilbert problem:

\[
\begin{align*}
\delta_+(k,k_1) &= \delta_-(k,k_1)(1 + r_1(k)r_2(k)), \quad k \in (-\infty, k_1), \\
\delta(k,k_1) &\to 1, \quad k \to \infty.
\end{align*}
\] (3.5)

Though problem (3.5) looks similar to that in the case of the local NLS equation, it has an important distinction. Namely, the jump \((1 + r_1(k)r_2(k))\) is not, in general, real valued for \(k \in (-\infty, k_1)\) (as it holds for the local NLS equation due to the inherent symmetries of the spectral functions, see [11, 15]). The nonzero imaginary part gives rise to the singularity of \(\delta\) (or \(\delta^{-1}\), depending on the sign) at the endpoint \(k = k_1\). Indeed, by using the Plemelj-Sokhotski formula we obtain the following integral representation for \(\delta(k,k_1)\):

\[
\delta(k,k_1) = \exp\left\{ \frac{1}{2\pi i} \int_{-\infty}^{k_1} \ln(1 + r_1(\zeta)r_2(\zeta)) \frac{d\zeta}{\zeta - k} \right\}.
\] (3.6)

Integrating by parts one concludes that

\[
\delta(k,k_1) = (k - k_1)^{\nu(k_1)}e^{\chi(k,k_1)},
\] (3.7)

where

\[
\chi(k,k_1) = -\frac{1}{2\pi i} \int_{-\infty}^{k_1} \ln(k - \zeta)d\zeta \ln(1 + r_1(\zeta)r_2(\zeta)),
\] (3.8)

and

\[
\nu(k_1) = -\frac{1}{2\pi} \ln(1 + r_1(k_1)r_2(k_1)) = -\frac{1}{2\pi} \ln|1 + r_1(k_1)r_2(k_1)| - \frac{i}{2\pi} \Delta(k_1),
\] (3.9)
with
\[ \Delta(k_1) = \int_{-\infty}^{k_1} d \arg(1 + r_1(\zeta)r_2(\zeta)). \] (3.10)

Since \( \Delta(k_1) \) is not, in general, equal to zero, the matrix function \( \delta^{\sigma_3}(k, k_1) \) is not bounded at \( k = k_1 \).

In order to justify the asymptotics in the plane wave region (see Theorem 1 below) we need the following additional

**Assumption** (*Winding of the argument, plane wave region*). We impose the following restriction on the winding of the argument of \((1 + r_1(k)r_2(k))\) for \( k < -\frac{A}{\sqrt{2}} \) in the plane wave region:
\[ \int_{-\infty}^{k} d \arg(1 + r_1(\zeta)r_2(\zeta)) \in (-\pi, \pi), \quad \text{for all } k \in \left(-\infty, -\frac{A}{\sqrt{2}}\right). \] (3.11)

This implies that \( |\text{Im } \nu(k_1)| < \frac{1}{2} \) and, consequently, \( \delta^{\sigma_3}(k, k_1) \) has a square integrable singularity at \( k = k_1 \):
\[ \delta(k, k_1) = O \left( (k - k_1)^{-\frac{1}{2} + \varepsilon(k_1)} \right), \quad k \to k_1, \varepsilon(k_1) > 0. \]

Using the function \( \delta(k, k_1) \) we make the first transformation of \( M(x, t, k) \) as follows:
\[ M^{(1)}(x, t, k) = M(x, t, k)\delta^{-\sigma_3}(k, k_1), \quad k \in \mathbb{C} \setminus \{\mathbb{R} \cup \mathcal{B}\}, \] (3.12)

where \( \mathcal{B} = [-iA, iA] \). Then \( M^{(1)} \) solves the following Riemann-Hilbert problem:
\[
\begin{align*}
M^{(1)}_+(x, t, k) &= M^{(1)}(x, t, k)J^{(1)}(x, t, k), & k \in \mathbb{R} \cup \mathcal{B}, \quad (3.13a) \\
M^{(1)}(x, t, k) &= I + O(k\varepsilon^{-1}), & k \to \infty, \quad (3.13b) \\
M^{(1)}(x, t, k) &= O \left( (k \pm iA)^{-\frac{1}{2}} \right), & k \to \mp iA, \quad (3.13c) \\
M^{(1)}(x, t, k) &= O \left( (k - k_1)^{-\frac{1}{2} + \varepsilon(k_1)} \right), & k \to k_1, \varepsilon(k_1) > 0, \quad (3.13d)
\end{align*}
\]

with the jump matrix \( J^{(1)}(x, t, k) \) in the form
\[
J^{(1)} = \begin{cases}
\begin{pmatrix}
1 & 0 \\
\frac{r_1(k)\delta^{-2}(k, k_1)}{1 + r_1(k)r_2(k)} e^{2it\theta} & 1
\end{pmatrix}
& k < k_1, \\
\begin{pmatrix}
1 & r_2(k)\delta^2(k, k_1) e^{-2it\theta} \\
0 & 1
\end{pmatrix}
& k > k_1,
\end{cases}
\]
\[
\begin{cases}
\begin{pmatrix}
-i r_2(k) e^{-2it\theta} & i\delta^2(k, k_1) \\
i(1 + r_1(k)r_2(k))\delta^{-2}(k, k_1) & -ir_1(k) e^{2it\theta}
\end{pmatrix}
& k \in (0, iA), \\
\begin{pmatrix}
i r_2(k) e^{-2it\theta} & i(1 + r_1(k)r_2(k))\delta^2(k, k_1) \\
i\delta^{-2}(k, k_1) & ir_1(k) e^{2it\theta}
\end{pmatrix}
& k \in (-iA, 0).
\end{cases}
\] (3.14)

Now we are in a position to start the so-called “opening lenses” procedure: the Riemann-Hilbert problem is transformed in such a way that the jump matrix across the new contours
significantly simplifies as $t \to \infty$, and the original RH problem can be approximated by an exactly solvable one with well controlled errors. For this purpose we need the spectral functions $r_j(k)$, $j = 1, 2$ to be analytically continued at least in a neighborhood of the contour $\mathbb{R} \cup B$. This takes place, particularly, when the initial data $q_0(x)$ is a compact perturbation of the boundary values: for such $q_0(x)$, the reflection coefficients $r_j(k)$, $j = 1, 2$ can be continued to the whole complex plane.

Assuming that $r_j(k)$, $j = 1, 2$ can be continued at least in a neighborhood of $\mathbb{R} \cup B$, we introduce $M^{(2)}(x, t, k)$ as follows (we drop the arguments of $M^{(j)}(x, t, k)$, $j = 1, 2$):

$$M^{(2)} = \begin{cases} M^{(1)}, & k \in \hat{\Omega}_0; \\ M^{(1)} \left( \begin{array}{cc} 1 & -r_2(k)\delta^2(k,k_1)e^{-2it\theta} \\ 0 & 1 \end{array} \right), & k \in \hat{\Omega}_1; \\ M^{(1)} \left( \begin{array}{cc} 1 & 0 \\ -r_1(k)\delta^2(k,k_1)e^{2it\theta} & 1 \end{array} \right), & k \in \hat{\Omega}_2; \\ M^{(1)} \left( \begin{array}{cc} 1 & r_2(k)\delta^2(k,k_1)e^{-2it\theta} \\ 0 & 1 \end{array} \right), & k \in \hat{\Omega}_3; \\ M^{(1)} \left( \begin{array}{cc} 1 & 0 \\ r_1(k)\delta^2(k,k_1)e^{2it\theta} & 1 \end{array} \right), & k \in \hat{\Omega}_4, \end{cases}$$

where $\Omega_j$, $j = 1, \ldots, 4$ are depicted in Figure 3. Then $M^{(2)}(x, t, k)$ solves the following Riemann-Hilbert problem on the contour $\hat{\Gamma} \cup B$, $\hat{\Gamma} = \hat{\gamma}_1 \cup \cdots \cup \hat{\gamma}_4$ (see Figure 3):

$$\begin{align*} M^{(2)}_+(x, t, k) &= M^{(2)}_-(x, t, k)J^{(2)}(x, t, k), & k \in \hat{\Gamma} \cup B, \\
M^{(2)}(x, t, k) &= I + O(k^{-1}), & k \to \infty, \\
M^{(2)}(x, t, k) &= O\left((k \pm iA)^{-\frac{1}{2}}\right), & k \to \mp iA, \\
M^{(2)}(x, t, k) &= O\left((k - k_1)^{-\frac{1}{2} + \varepsilon(k_1)}\right), & k \to k_1, \varepsilon(k_1) > 0. \end{align*}$$
where

\[
J^{(2)} = \begin{cases}
(1\ +\ r_2(k)\delta^2(k,k_1)\ e^{-2i\theta})\/1+\ r_1(k)r_2(k)\ , \ k \in \hat{\gamma}_1; \\
0\ 1 \\
1\ -\ r_2(k)\delta^2(k,k_1)\ e^{-2i\theta} \\
0\ 1 \\
i\delta^2(k,k_1) \\
0
\end{cases}, \ k \in \hat{\gamma}_3;
\]

and

\[
J^{(2)} = \begin{cases}
1 \\
0 \\
1 \\
i\delta^{-2}(k,k_1) \\
0
\end{cases}, \ k \in B.
\]

Then the Plemelj-Sokhotski formula gives the following integral representation for \( F(k,k_1) \) (see (2.23)):

\[
F(k,k_1) = \exp \left\{ -\frac{f(k)}{\pi i} \int_B \frac{\ln \delta(\zeta,k_1)}{f(\zeta)(\zeta-k)} \ d\zeta \right\}, \ k \in \mathbb{C} \setminus \hat{B},
\]

which satisfies the RH problem (3.17a). In order to recover \( q(x,t) \) from the solution of the RH problem, we will need the large-\( k \) behavior of \( F(k,k_1) \):

\[
F(k,k_1) = e^{iF_{\infty}(k_1)} + O(k^{-1}), \ k \to \infty,
\]

where

\[
F_{\infty}(k_1) = -\frac{1}{\pi} \int_B \frac{\ln \delta(\zeta,k_1)}{f(\zeta)} \ d\zeta.
\]

Taking into account (3.6) and that the contour of integration in (3.20) lies on the imaginary axis, the real and imaginary part of \( F_{\infty}(k_1) \) can be written as follows (cf. purely real \( g_{\infty} \) given by (4.25) in [15] in the case of the local NLS equation):

\[
\text{Re} \ F_{\infty}(k_1) = -\frac{1}{2i\pi^2} \int_B \frac{1}{f(\zeta)} \int_{-\infty}^{k_1} \frac{\ln |1 + r_1(s)r_2(s)|}{s - \zeta} \ ds \ d\zeta,
\]

\[
\text{Im} \ F_{\infty}(k_1) = -\frac{1}{2i\pi^2} \int_B \frac{1}{f(\zeta)} \int_{-\infty}^{k_1} \Delta(s) \ ds \ d\zeta,
\]

where \( \Delta(s) \) is given by (3.10).
Remark 8. Due to the “lack of symmetry” for \( r_1(k) \) and \( r_2(k) \), the imaginary part of \( F_\infty(k_1) \) is, in general, nonzero. It is in a sharp contrast with the local case, where \( \text{Im} \ F_\infty \) (see \( g_\infty \) given by (4.25) in [13]) is always zero due to the symmetry \( r_2(k) = \bar{r}_1(k) \) for \( k \in \mathbb{R} \). Consequently, the asymptotics of the modulus of \( q(x,t) \) will depend on details of the initial data (cf. “modulated constant” region in the step-like problem for the NNLS equation [52]). This is qualitatively different from the local case, where the asymptotics in the plane wave region depends on \( q_0(x) \) through the phase shift only [15].

Remark 9. Taking into account that (see Chapter I, Paragraph 8.3 in [33])

\[
\int_B \frac{d\zeta}{f(\zeta)(\zeta - k)} = i\pi \left[ (k + iA)^{-\frac{1}{2}} - (k - iA)^{-\frac{1}{2}} \right] + F_0(k),
\]

where \( F_0(k) \) is an analytic function, one concludes that \( F(k,k_1) \) is bounded at the endpoints \( k = \pm iA \).

Now we define \( M^{(3)} \) with the help of \( F(k,k_1) \):

\[
M^{(3)}(x,t,k) = e^{-iF_\infty(k_1)\sigma_1}M^{(2)}(x,t,k)F^{\sigma_3}(k,k_1), \quad k \in \mathbb{C} \setminus \{ \mathbb{R} \cup \overline{B} \}. \tag{3.22}
\]

Then \( M^{(3)} \) solves the RH problem with the constant jump across \( B \):

\[
M^{(3)}_+(x,t,k) = M^{(3)}_-(x,t,k)J^{(3)}(x,t,k), \quad k \in \hat{\Gamma} \cup B, \tag{3.23a}
\]

\[
M^{(3)}(x,t,k) = I + O(k^{-1}), \quad k \to \infty, \tag{3.23b}
\]

\[
M^{(3)}(x,t,k) = O \left( (k \pm iA)^{-\frac{1}{2}} \right), \quad k \to \mp iA, \tag{3.23c}
\]

\[
M^{(3)}(x,t,k) = O \left( (k - k_1)^{-\frac{1}{2} + \varepsilon(k_1)} \right), \quad k \to k_1, \varepsilon(k_1) > 0, \tag{3.23d}
\]

with

\[
J^{(3)}(x,t,k) = \begin{cases} 
  i\sigma_1, & k \in B, \\
  F^{-\sigma_3}(k,k_1)J^{(2)}(x,t,k)F^{\sigma_3}(k,k_1), & k \in \hat{\Gamma}.
\end{cases} \tag{3.24}
\]

The solution \( q(x,t) \) of the Cauchy problem (1.1) can be found in terms of \( M^{(3)}(x,t,k) \) as follows:

\[
q(x,t) = 2ie^{2iA^2t + 2iF_\infty(k_1)} \lim_{k \to \infty} kM^{(3)}_{12}(x,t,k), \quad x > 0, \tag{3.25a}
\]

\[
q(-x,t) = -2ie^{2iA^2t + 2iF_\infty(k_1)} \lim_{k \to \infty} kM^{(3)}_{21}(x,t,k), \quad x > 0. \tag{3.25b}
\]

Now we can calculate the long-time asymptotics of the solution in the plane wave region.

Theorem 1. (Plane wave region).
Suppose that the initial data \( q_0(x) \) is a compact perturbation of the background (1.1c) and that the associated spectral functions \( a_j(k) \) and \( r_j(k) = \frac{b_j(k)}{a_j(k)} \), \( j = 1, 2 \) satisfy the following conditions:

1. \( a_1(k) \) and \( a_2(k) \) have no zeros in \( \mathbb{C}^+ \) and \( \mathbb{C}^- \) respectively,
Then the solution \( q(x, t) \) of problem (1.1) has the following long-time asymptotics along the rays \( \frac{x}{4t} = \text{const} \) uniformly in any compact subset of \( \{ \frac{x}{4t} \in \mathbb{R} : |\frac{x}{4t}| > \sqrt{2}A \} \):

\[
q(x, t) = Ae^{-2 \text{Im} F_\infty(k_1)} e^{2i(A^2 t + \text{Re} F_\infty(k_1))} + E_1(x, t), \quad t \to \infty, \quad \frac{x}{4t} > \sqrt{2}A, \tag{3.26a}
\]

\[
q(-x, t) = Ae^{2 \text{Im} F_\infty(k_1)} e^{2i(A^2 t + \text{Re} F_\infty(k_1))} + E_2(x, t), \quad t \to \infty, \quad -\frac{x}{4t} < -\sqrt{2}A, \tag{3.26b}
\]

where \( k_1 = \frac{1}{2} \left( -\xi - \sqrt{\xi^2 - 2A^2} \right) \) with \( \xi = \frac{x}{4t} > 0 \), \( \text{Re} F_\infty(k_1) \) and \( \text{Im} F_\infty(k_1) \) are given by (3.21), and the decaying terms \( E_j(x, t), j = 1, 2 \) have the following form depending on the value of \( \text{Im} \nu(k_1) \):

(a) if \( \text{Im} \nu(k_1) \in \left( -\frac{1}{2}, -\frac{1}{6} \right) \), then

\[
E_1(x, t) = t^{-\frac{1}{2} - \text{Im} \nu(k_1)} c_1(k_1) \exp \left\{ 2it(A^2 + \theta(k_1, \xi)) + i \text{Re} \nu(k_1) \ln t \right\} + R(x, t),
\]

\[
E_2(x, t) = t^{-\frac{1}{2} - \text{Im} \nu(k_1)} c_3(k_1) \exp \left\{ 2it(A^2 - \theta(k_1, \xi)) - i \text{Re} \nu(k_1) \ln t \right\} + R(x, t).
\]

(b) if \( \text{Im} \nu(k_1) \in \left( -\frac{1}{6}, \frac{1}{6} \right) \), then

\[
E_1(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_1)} c_2(k_1) \exp \left\{ 2it(A^2 - \theta(k_1, \xi)) - i \text{Re} \nu(k_1) \ln t \right\} + R(x, t),
\]

\[
E_2(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_1)} c_4(k_1) \exp \left\{ 2it(A^2 + \theta(k_1, \xi)) + i \text{Re} \nu(k_1) \ln t \right\} + R(x, t).
\]

(c) if \( \text{Im} \nu(k_1) \in \left[ \frac{1}{6}, \frac{1}{2} \right) \), then

\[
E_1(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_1)} c_2(k_1) \exp \left\{ 2it(A^2 - \theta(k_1, \xi)) - i \text{Re} \nu(k_1) \ln t \right\} + R(x, t),
\]

\[
E_2(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_1)} c_4(k_1) \exp \left\{ 2it(A^2 + \theta(k_1, \xi)) + i \text{Re} \nu(k_1) \ln t \right\} + R(x, t).
\]

Here

\[
c_1(k_1) = \frac{\sqrt{\pi} (w(k_1) - 1/w(k_1))^2}{\sqrt{2}r_2(k_1) \Gamma(i\nu(k_1))} \frac{F^2(k_1, k_1)}{2iF_\infty(k_1) - \frac{\pi}{4} \nu(k_1) + \frac{3\pi i}{4} - 2\chi(k_1, k_1) - (1 - 2i\nu(k_1)) \ln 2 \sqrt{\frac{4k_1 + 2\xi}{f(k_1)}}},
\]

\[
c_2(k_1) = \frac{\sqrt{\pi} (w(k_1) + 1/w(k_1))^2}{\sqrt{2}r_1(k_1) \Gamma(-i\nu(k_1)) F^2(k_1, k_1)} \times \exp \left\{ 2iF_\infty(k_1) - \frac{\pi}{2} \nu(k_1) + \frac{\pi i}{4} + 2\chi(k_1, k_1) - (1 + 2i\nu(k_1)) \ln 2 \sqrt{\frac{4k_1 + 2\xi}{f(k_1)}} \right\},
\]
\( c_3(k_1) = \frac{\sqrt{\pi} (w(k_1) + 1/w(k_1))^2 F_2^2(k_1, k_1)}{2 \sqrt{r_1(k_1)} \Gamma(-i \nu(k_1))} \times \exp \left\{ 2i F_\infty(k_1) - \frac{\pi}{2} \nu(k_1) + \frac{\pi i}{4} - 2\chi(k_1, k_1) - (1 + 2i \nu(k_1)) \ln 2 \frac{4k_1 + 2\xi}{f(k_1)} \right\}, \)

\( c_4(k_1) = \frac{\sqrt{\pi} (w(k_1) - 1/w(k_1))^2}{2 \sqrt{r_1(k_1)} \Gamma(i \nu(k_1)) F_2^2(k_1, k_1)} \times \exp \left\{ 2i F_\infty(k_1) - \frac{\pi}{2} \nu(k_1) + \frac{3\pi i}{4} + 2\chi(k_1, k_1) - (1 - 2i \nu(k_1)) \ln 2 \frac{4k_1 + 2\xi}{f(k_1)} \right\}, \)

where \( \Gamma(\cdot) \) is the Euler Gamma-function and \( w(k_1), f(k_1), \chi(k_1, k_1), \nu(k_1), \) and \( F(k_1, k_1) \) are given by (2.7), (2.8), (3.8), (3.9) and (3.18), respectively. The error term \( R(x, t) \) has the form:

\[
R(x, t) = \begin{cases} 
O(t^{-1 + 2|\text{Im} \nu(k_1)|}), & \text{Im} \nu(k_1) \neq 0, \\
O(t^{-1} \ln t), & \text{Im} \nu(k_1) = 0. 
\end{cases}
\]

(3.27)

Proof. See Appendix A. \( \square \)

### 3.2 The modulated elliptic wave regions: \( 0 < |\frac{x}{4t}| < \sqrt{2}A \)

The present Subsection is devoted to obtaining the large-time asymptotics of the solution in the modulated elliptic wave regions, which are defined by \( 0 < |\frac{x}{4t}| < \sqrt{2}A. \)

The main difference of this case comparing with the plane wave regions is the absence of real stationary phase points (see (3.3)). Similarly to [20] (see also [15, 16]), we set a change-of-factorization point \( k = k_0, k_0 < 0 \) (see Figure 4), and then deal with exponentially growing (as \( t \to \infty \)) jump matrices. This artificial “stationary phase point” will be found as the solution of a linear integral equation (see (3.42) below).

The transformations from \( M(x, t, k) \) to \( M^{(2)}(x, t, k) \) are as in the plane wave case, with the only difference: instead of \( \delta(k, k_1) \), in the modulated elliptic wave region we take \( \delta(k, k_0) \). As in the plane wave case, we make an assumption on the winding of the argument of \( (1+r_1(k)r_2(k)) \):

**Assumption (Winding of the argument, elliptic wave region).** We impose the following restriction on the winding of the argument of \( (1+r_1(k)r_2(k)) \) for \(-\frac{A}{\sqrt{2}} < k < 0 \) in the modulated elliptic wave region (cf. (3.11)):

\[
\int_{-\infty}^{k} d \arg(1 + r_1(\zeta)r_2(\zeta)) \in (-\pi, \pi), \quad \text{for all} \quad k \in \left(-\frac{A}{\sqrt{2}}, 0\right), \quad (3.28)
\]

Then \( \delta^{\sigma_3}(k, k_0) \) has square integrable singularity at \( k = k_0 \), and the Riemann-Hilbert problem for \( M^{(2)}(x, t, k) \) has the form (see Figure 4):
Figure 4: Contour $\hat{\Gamma} = \hat{\gamma}_1 \cup \cdots \cup \hat{\gamma}_4$, where $\hat{\gamma}_j = \hat{\gamma}_{j0} \cup \hat{\gamma}_{j1}$, $j = 2, 3$, and domains $\Omega_j$, $j = 0, \ldots, 4$ for the Riemann-Hilbert problem $M^{(2)}$ in the elliptic wave region.

\[
M^{(2)}_+(x, t, k) = M^{(2)}_-(x, t, k)J^{(2)}(x, t, k), \quad k \in \hat{\Gamma} \cup B, \quad (3.29a)
\]

\[
M^{(2)}(x, t, k) = I + O(k^{-1}), \quad k \to \infty, \quad (3.29b)
\]

\[
M^{(2)}(x, t, k) = O\left((k \pm iA)^{-\frac{1}{2}}\right), \quad k \to \mp iA, \quad (3.29c)
\]

\[
M^{(2)}(x, t, k) = O\left((k - k_0)^{-\frac{1}{2}+\varepsilon(k_0)}\right), \quad k \to k_0, \quad \varepsilon(k_0) > 0, \quad (3.29d)
\]

where the point $\alpha$ will be specified below (see (3.41)) and

\[
J^{(2)} = \begin{cases}
1 & \frac{r_2(k)\delta^2(k, k_0)}{1+r_1(k)r_2(k)}e^{-2it\theta}, \quad k \in \hat{\gamma}_1; \\
0 & 1, \quad k \in \hat{\gamma}_2; \\
1 & -r_2(k)\delta^2(k, k_0)e^{-2it\theta}, \quad k \in \hat{\gamma}_3; \\
0 & 1, \quad k \in \hat{\gamma}_4; \\
i\delta^2(k, k_0) & 0, \quad k \in B.
\end{cases}
\]

Notice that the jump matrix $J^{(2)}(x, t, k)$ is exponentially growing for $k \in \hat{\gamma}_{21} \cup \hat{\gamma}_{31}$. To resolve the issue of this growth, we use the factorizations on this part of the contour, which are similar to (4.2), (4.3) in [20] (see also (5.3) in [15]). Namely, we define $M^{(3)}(x, t, k)$ as follows (see Figure 5):

\[
M^{(3)} = \begin{cases}
M^{(2)}\left(1 - \frac{\delta^2(k, k_0)}{r_1(k)}e^{-2it\theta}\right), \quad k \in \hat{\Omega}_{01}; \\
M^{(2)}\left(1 - \frac{1}{r_2(k)e^{2it\theta}}\right), \quad k \in \hat{\Omega}_{02}; \\
M^{(2)}\left(1 - \frac{\delta^2(k, k_0)}{r_1(k)}e^{-2it\theta}\right), \quad k \in \hat{\Omega}_{21}; \\
M^{(2)}\left(1 - \frac{1}{r_2(k)e^{2it\theta}}\right), \quad k \in \hat{\Omega}_{31}; \\
M^{(2)}, \quad \text{otherwise.}
\end{cases}
\]
It is straightforward to show that jump matrix $J^{(3)}(x, t, k)$ associated with sectionally holomorphic matrix $M^{(3)}(x, t, k)$ grows as $t \to \infty$ for $k \in \hat{\gamma}_{21} \cup \hat{\gamma}_{31}$ only:

\[
J^{(3)} = \begin{cases} 
\begin{pmatrix} 0 & -\frac{\delta^2(k, k_0)}{r_1(k)} e^{-2it\theta} \\ \frac{r_1(k)}{\delta^2(k, k_0)} e^{2it\theta} & 0 \end{pmatrix}, & k \in \hat{\gamma}_{21}; \\
\begin{pmatrix} \frac{\delta^2(k, k_0)}{r_1(k)} e^{-2it\theta} & 0 \\ 0 & 1 \end{pmatrix}, & k \in \hat{\gamma}_{22} \cup \hat{\gamma}_{23}; \\
\begin{pmatrix} 0 & -\frac{r_2(k)}{\delta^2(k, k_0)} e^{-2it\theta} \\ \frac{r_2(k)}{\delta^2(k, k_0)} e^{2it\theta} & 0 \end{pmatrix}, & k \in \hat{\gamma}_{31}; \\
\begin{pmatrix} 1 & 0 \\ -\frac{e^{2it\theta}}{r_2(k)\delta^2(k, k_0)} & 1 \end{pmatrix}, & k \in \hat{\gamma}_{32} \cup \hat{\gamma}_{33}; \\
J^{(2)}(x, t, k), & \text{otherwise.} 
\end{cases}
\]  

(3.31)

To circumvent the problem of exponentially growing anti-diagonal jump matrices across $\hat{\gamma}_{21} \cup \hat{\gamma}_{31}$, we employ the $g$-function mechanism, firstly introduced by Deift, Venakides and Zhou [25, 26].

Namely, introduce a new phase function $h(k, \xi, k_0, \alpha)$ as a sectionally analytic function, which has a jump along $k \in B \cup \hat{\gamma}_{21} \cup \hat{\gamma}_{31}$ and is bounded at the endpoints. In order to deal with bounded at infinity sectionally analytic functions, $h(k) = h(k, \xi, k_0, \alpha)$ should have a behavior for large $k$ that is similar to $\theta(k, \xi)$. Since (see (3.1))

\[
\theta(k, \xi) = 2k^2 + 4\xi k + A^2 + O(k^{-1}), \quad k \to \infty,
\]  

(3.32)

we assume that

\[
h(k) = 2k^2 + 4\xi k + H_\infty + O(k^{-1}), \quad k \to \infty,
\]  

(3.33)

where $H_\infty$ will be found below (see (3.43)).

Supposing that an appropriate $h(k)$ is known, we define $M^{(4)}(x, t, k)$ as follows:

\[
M^{(4)}(x, t, k) = e^{-it(H_\infty - A^2)\sigma_3} M^{(3)}(x, t, k) e^{-it(\theta(k, \xi) - h(k, \xi, k_0, \alpha))\sigma_3}, \quad k \in \mathbb{C} \setminus \{\hat{\Gamma} \cup \hat{B}\}. 
\]  

(3.34)
Then $M^{(4)}(x, t, k)$ satisfies the following RH problem

\[
\begin{align*}
M^{(4)}_+(x, t, k) &= M^{(4)}_-(x, t, k) J^{(4)}(x, t, k), & k &\in \tilde{\Gamma} \cup B, \\
M^{(4)}(x, t, k) &= I + O(k^{-1}), & k &\to \infty, \\
M^{(4)}(x, t, k) &= O\left((k \pm iA)^{-\frac{1}{2}}\right), & k &\to \mp iA, \\
M^{(4)}(x, t, k) &= O\left((k - k_0)^{-\frac{1}{2} + \varepsilon(k_0)}\right), & k &\to k_0, \varepsilon(k_0) > 0, 
\end{align*}
\]

where

\[
J^{(4)} = \begin{cases}
0 & -\delta^2(k, k_0) e^{-it(h_++h_-)} \frac{r_1(k)}{\delta^2(k, k_0)} e^{it(h_++h_-)} & k \in \hat{\gamma}_1; \\
0 & -r_2(k) \delta^2(k, k_0) e^{-it(h_++h_-)} & k \in \hat{\gamma}_21; \\
0 & 1 & k \in \hat{\gamma}_22; \\
0 & -r_2(k) \delta^2(k, k_0) e^{-2ith} & k \in \hat{\gamma}_23; \\
0 & 1 & k \in \hat{\gamma}_24; \\
0 & i\delta^2(k, k_0) e^{-it(h_++h_-)} & k \in \hat{\gamma}_5; \\
0 & 1 & k \in \hat{\gamma}_5; \\
0 & \frac{r_2(k)\delta^2(k, k_0)}{1+r_1(k)r_2(k)} e^{-2ith} & k \in \hat{\gamma}_5; \\
0 & \frac{r_2(k)\delta^2(k, k_0)}{1+r_1(k)r_2(k)} e^{-2ith} & k \in \hat{\gamma}_5; \\
0 & 1 & k \in \hat{\gamma}_5.
\end{cases}
\]

The solution $q(x, t)$ can be found via $M^{(4)}(x, t, k)$ as follows:

\[
\begin{align*}
q(x, t) &= 2ie^{2ith}\lim_{k \to \infty} kM^{(4)}_{12}(x, t, k), & x > 0, \\
q(-x, t) &= -2ie^{2ith}\lim_{k \to \infty} kM^{(4)}_{21}(x, t, k), & x > 0,
\end{align*}
\]

where the real constant $H_\infty$ is given by (3.43).

Now the task is to define $h(k) \equiv h(k, \xi, k_0, \alpha)$ in a manner that the jump matrix $J^{(4)}(x, t, k)$ decays (exponentially fast) to $I$ except neighborhoods of stationary phase points and, possibly, some parts of the contour, where the jump matrix remains bounded as $t \to \infty$. Similarly to [16], Section 4.3.1, we define the differential $dh(k)$ which has three zeros at $k = \alpha$, $k = \overline{\alpha}$ and $k = k_0$:

\[
dh(k) = 4 \frac{(k - k_0)(k - \alpha)(k - \overline{\alpha})}{\sqrt{(k^2 + A^2)(k - \alpha)(k - \overline{\alpha})}} dk.
\]

We consider $dh(k)$ as an Abelian differential of the second kind with poles at $\infty^\pm$ on the genus-1 Riemann surface $\Sigma$ of

\[
\gamma(k) = \sqrt{(k^2 + A^2)(k - \alpha)(k - \overline{\alpha})},
\]

where the branch of the square root is specified by the asymptotics on the upper sheet $\Sigma_u$: $\gamma(k) \sim k^2$ as $k \to \infty^+$. On the cuts $B$ and $(\overline{\alpha}, \alpha)$ we set $\gamma(k) = \gamma_-(k) \equiv -\gamma_+(k)$. The
canonical basis \{a, b\} of cycles on this Riemann surface is defined as follows. The b-cycle is a closed counterclockwise oriented simple loop around the branch cut \(B\), which lies on the lower sheet \(\Sigma_l\). The a-cycle starts on the upper sheet from the point \(\alpha\), then approaches \(-iA\) and returns to the starting point on the lower sheet (see Figure 6). Define \(h(k)\) as the sum of two

![Figure 6: Canonical basis \{a, b\} of cycles on the Riemann surface \(\Sigma\) of \(\gamma(k)\). The solid lines lie on the upper sheet \(\Sigma_u\), while the dashed lines lie on the lower sheet \(\Sigma_l\).](image)

Abelian integrals (cf. [16, 15]):

\[
h(k) = \frac{1}{2} \left( \int_{iA}^k + \int_{-iA}^k \right) \, dh(z),
\]

(3.40)

where \(dh(z)\) is given by (3.38). In order to make the locally holomorphic multivalued function \(h(k)\) single valued, we assume that all integrals along paths on the Riemann surface lie on the fundamental rectangle obtained by cutting this surface along the basis \(\{a, b\}\), see Figure 7.

![Figure 7: The fundamental rectangle of the Riemann surface \(\Sigma\), obtained by cutting it along the basis \(\{a, b\}\). \(\Sigma_u\) and \(\Sigma_l\) are the upper and the lower sheets of \(\Sigma\) respectively; “+” and “−” denotes the left and the right sides of the corresponding branch cuts.](image)

The definition (3.40) involves three real parameters: \(k_0\), Re \(\alpha\) and Im \(\alpha\). We choose these parameters in such a way that the jump matrix \(J^{(4)}(x, t, k)\) become bounded for \(k \in B\) and \(k \in \hat{\gamma}_{21} \cup \hat{\gamma}_{31}\) and decaying for the other parts of the contour:

(i) \(h_+(k) + h_-(k) = 0\), for \(k \in B\),

(ii) \(h_+(k) + h_-(k) \in \mathbb{R}\), for \(k \in \hat{\gamma}_{21} \cup \hat{\gamma}_{31}\), is similar as that of Im \(\theta(k, \xi)\).

These conditions are fulfilled for the parameters given in the following Proposition (cf. [15, 16]).
Proposition 2. The phase function \( h(k) \) defined by (3.40), satisfies conditions (i)–(iii) if the parameters \( k_0 \) and \( \alpha \) have the following values:

\[
\begin{align*}
\text{Re} \alpha &= -k_0 - \xi, \\
\text{Im} \alpha &= \sqrt{A^2 + 2k_0^2 + 2k_0\xi},
\end{align*}
\] (3.41)

and \( k_0 \in (-\xi/2, 0) \) is the single solution of the integral equation:

\[
\int_B \sqrt{(k + k_0 + \xi)^2 + 2k_0^2 + 2\xi k_0 + A^2} (k - k_0) \, dk = 0.
\] (3.42)

For such values of the parameters, \( h(k) \) has the large \( k \) asymptotics (3.33), where \( H_\infty \in \mathbb{R} \) has the form

\[
H_\infty = 2 \left( \int_{iA}^{\infty} + \int_{-iA}^{\infty} \right) \left[ \frac{(k - k_0)(k - \alpha)(k - \bar{\alpha})}{\gamma(k)} - (k + \xi) \right] \, dk + 2A^2.
\] (3.43)

Moreover, for \( k \in \hat{\gamma}_{21} \cup \hat{\gamma}_{31} \) the Abel integral \( h(k) \) satisfies the following jump condition:

\[
h_+(k) + h_-(k) = \Omega, \quad k \in \hat{\gamma}_{21} \cup \hat{\gamma}_{31},
\] (3.44)

where the real constant \( \Omega \) is as follows:

\[
\Omega = \left( \int_{iA}^{\alpha} + \int_{-iA}^{\pi} \right) dh(k).
\] (3.45)

Proof. See Appendix B. \qed

Having constructed the new phase function \( h(k) \), which satisfies conditions (i)–(iii), we must eliminate the dependence of \( k \) from the jump matrix \( J^{(4)}(x, t, k) \) across \( B \) and \( \hat{\gamma}_{21} \cup \hat{\gamma}_{31} \). To do this, we define the scalar function \( G(k, k_0, \alpha) \) as the solution of a scalar Riemann-Hilbert problem (cf. (3.17)):

\[
\begin{align*}
G_+(k, k_0, \alpha)G_-(k, k_0, \alpha) &= \delta^2(k, k_0), & k \in B, \\
G_+(k, k_0, \alpha)G_-(k, k_0, \alpha) &= \frac{\delta^2(k, k_0)}{r_1(k)} e^{i\omega}, & k \in \hat{\gamma}_{21}, \\
G_+(k, k_0, \alpha)G_-(k, k_0, \alpha) &= \delta^2(k, k_0)r_2(k)e^{i\omega}, & k \in \hat{\gamma}_{31}, \\
G(k, k_0, \alpha) &= O(1), & k \to \pm iA, k \to \text{Re} \alpha \pm i \text{Im} \alpha, k \to \infty.
\end{align*}
\] (3.46a–d)

Using the arguments similar to those in the plane wave case for the auxiliary function \( F(k, k_1) \), we arrive at the following integral representation for \( G(k, k_0, \alpha) \):

\[
G(k, k_0, \alpha) = \exp \left\{ -\frac{\gamma(k)}{2\pi i} \left( \int_B \frac{2 \ln \delta(\zeta, k_0)}{\gamma(\zeta)(\zeta - k)} \, d\zeta + \int_{\hat{\gamma}_{21}} \frac{\ln \frac{\delta^2(\zeta, k_0)}{r_1(\zeta)} + i\omega}{\gamma(\zeta)(\zeta - k)} \, d\zeta \right) + \int_{\hat{\gamma}_{31}} \frac{\ln \left[ \delta^2(\zeta, k_0)r_2(\zeta) \right] + i\omega}{\gamma(\zeta)(\zeta - k)} \, d\zeta \right\},
\] (3.47)
where \( \omega \in \mathbb{C} \) is chosen to ensure that \( G(k) \) is bounded as \( k \to \infty \):

\[
\omega = i \frac{2 \ln \delta(\zeta, k_0)}{\gamma(\zeta)} + \frac{\int_{\hat{\gamma}_{21}} \ln \left[ \frac{\delta^2(\zeta, k_0)}{\gamma(\zeta)} \right] \frac{d\zeta}{\gamma(\zeta)} + \int_{\hat{\gamma}_{31}} \frac{\ln[\delta^2(\zeta, k_0) r_2(\zeta)]}{\gamma(\zeta)} d\zeta}{\int_{\hat{\gamma}_{21} \cup \hat{\gamma}_{31}} \frac{d\zeta}{\gamma(\zeta)}}.
\]

(3.48)

This implies that \( G(k) \) has the following behavior for the large \( k \):

\[
G(k, k_0, \alpha) = e^{iG_\infty(k_0, \alpha)} + O(k^{-1}), \quad k \to \infty,
\]

(3.49)

where the complex constant \( G_\infty(k_0, \alpha) \) has the form

\[
G_\infty(k_0, \alpha) = -\frac{1}{2\pi} \left( \int_B \frac{2 \ln \delta(\zeta, k_0)}{\gamma(\zeta)} \zeta d\zeta + \int_{\hat{\gamma}_{21}} \frac{\ln \left[ \frac{\delta^2(\zeta, k_0)}{\gamma(\zeta)} \right]}{\gamma(\zeta)} \zeta d\zeta \right.
\]

\[
+ \left. \int_{\hat{\gamma}_{31}} \frac{\ln[\delta^2(\zeta, k_0) r_2(\zeta)]}{\gamma(\zeta)} \zeta d\zeta \right) + i\omega.
\]

(3.50)

Finally, arguing as in Remark 9 we conclude that \( G(k, k_0, \alpha) \) given by (3.47) satisfies (3.46d).

**Remark 10.** In the case of the classical (local) NLS equation, the reflection coefficients \( r_1(k) \) and \( r_2(k) \) have symmetries for \( k \in \mathbb{R} \). Since the symmetry axis of the contour of the RH problem (3.46) for \( G(k, k_0, \alpha) \) is the real line, in the case of the local NLS equation the constants \( \omega \) and \( G_\infty(k_0, \alpha) \) are purely real (cf. \( \omega \) and \( g_\infty \) given by (3.44) and (3.47) respectively in [13]). In our case, however, the spectral data have symmetries with respect to the imaginary axis (see (2.20)), which leads to, in general, complex valued constants \( \omega \) and \( G_\infty(k_0, \alpha) \). Therefore, the large-time asymptotics of \( q(x, t) \) depends on the initial data and, as in the plane wave region, the effect of modulation instability is non-universal in the modulated elliptic wave regions.

**Remark 11.** In view of lack of symmetry between \( r_1(k) \) and \( r_2(k) \), the function \( G(k, k_0, \alpha) \) can have a singularity as \( k \) approaches \( k_0 \), which is in contrast with the case of the classical NLS equation. Indeed, considering the behavior of contour integrals at the endpoints with logarithmic singularity (see Chapter I, Paragraph 8.5 in [33]) and using (3.7) with \( k_0 \) instead of \( k_1 \) we have that

\[
\frac{1}{2\pi i} \int_{\hat{\gamma}_{21}} \frac{\ln \left[ \frac{\delta^2(\zeta, k_0)}{r_1(\zeta)} \right]}{\gamma(\zeta)} \frac{d\zeta}{\gamma(\zeta)} = \frac{\ln r_1(k_0) - 2\chi(k_0, k_0) - 2\pi \nu(k_0)}{2\pi i \gamma_-(k_0)} \ln(k - k_0)
\]

\[
- \frac{\nu(k_0)}{2\pi \gamma_-(k_0)} \ln^2(k - k_0) + I_{k_0,1},
\]

(3.51a)

\[
\frac{1}{2\pi i} \int_{\hat{\gamma}_{31}} \frac{\ln \left[ \frac{\delta^2(\zeta, k_0) r_2(\zeta)}{\gamma(\zeta)} \right]}{\gamma(\zeta)} \frac{d\zeta}{\gamma(\zeta)} = \frac{\ln r_2(k_0) + 2\chi(k_0, k_0) + 2\pi \nu(k_0)}{2\pi i \gamma_-(k_0)} \ln(k - k_0)
\]

\[
+ \frac{\nu(k_0)}{2\pi \gamma_-(k_0)} \ln^2(k - k_0) + I_{k_0,2},
\]

(3.51b)

where \( I_{k_0,j}, j = 1, 2 \) are analytic in a neighborhood of \( k = k_0 \). Consequently we have that

\[
G(k, k_0, \alpha)(k - k_0)^{\frac{\gamma(k)}{2\pi \nu_-(k_0)}} \ln r_1(k_0) r_2(k_0) = O(1), \quad k \to k_0.
\]

(3.52)
Despite the possible strong singularity of \(G(k, k_0, \alpha)\) (and, consequently, \(M^{(5)}(x, t, k)\), see (3.53) and (3.54d) below) at \(k = k_0\), we are able to construct the parametrix and make correct asymptotic estimates under the assumption (similar to the plane wave case) about smallness of \(\text{arg}(1 + r_1(k)r_2(k))\), see Theorem 2 and Appendix C below.

Now we are in a position to make the final transformation of the Riemann-Hilbert problem:

\[
M^{(5)}(x, t, k) = e^{-iG_{\infty}(k_0, \alpha)\sigma_3} M^{(4)}(x, t, k)G^{\sigma_3}(k, k_0, \alpha), \quad k \in \mathbb{C} \setminus \{\bar{\Gamma} \cup \bar{B}\}. \tag{3.53}
\]

Then \(M^{(5)}(x, t, k)\) solves the RH problem with a constant jump along the contours \(B, \gamma_{21}\) and \(\hat{\gamma}_{31}^*\):

\[
\begin{align*}
M^{(5)}_{+}(x, t, k) &= M^{(5)}_{-}(x, t, k)J^{(5)}(x, t, k), & k &\in \bar{\Gamma} \cup B, \tag{3.54a} \\
M^{(5)}(x, t, k) &= I + O(k^{-1}), & k &\to \infty, \tag{3.54b} \\
M^{(5)}(x, t, k) &= O\left((k \pm iA)^{-\frac{1}{2}}\right), & k &\to \mp iA, \tag{3.54c} \\
M^{(5)}(x, t, k) \left(\begin{array}{cc}
(k - k_0)^{P(k)} & 0 \\
0 & (k - k_0)^{-P(k)}
\end{array}\right) &= O\left((k - k_0)^{-\frac{1}{2} + \varepsilon(k_0)}\right), & k &\to k_0, \varepsilon(k_0) > 0, \tag{3.54d}
\end{align*}
\]

where \(P(k) = \frac{\gamma(k) \text{arg}(r_1(k) r_2(k))}{2\pi \gamma_{-}(k_0)}\) and (recall that \(\Omega \in \mathbb{R}\) is given by (3.45))

\[
J^{(5)}(x, t, k) = \begin{cases} 
\left(\begin{array}{cc}
0 & -e^{-i\Omega - i\omega} \\
\varepsilon^{i\Omega + i\omega} & 0
\end{array}\right), & k \in \hat{\gamma}_{21} \cup \hat{\gamma}_{31}, \\
i\sigma_1, & k \in B, \\
G^{-\sigma_3}(k, k_0, \alpha)J^{(4)}(x, t, k)G^{\sigma_3}(k, k_0, \alpha), & \text{otherwise}.
\end{cases} \tag{3.55}
\]

The solution \(q(x, t)\) can be found via \(M^{(5)}(x, t, k)\) as follows:

\[
\begin{align*}
q(x, t) &= 2ie^{-2itH_{\infty} + 2iG_{\infty}(k_0, \alpha)} \lim_{k \to \infty} kM^{(5)}_{12}(x, t, k), & x &> 0, \tag{3.56a} \\
q(-x, t) &= -2ie^{-2itH_{\infty} + 2iG_{\infty}(k_0, \alpha)} \lim_{k \to \infty} kM^{(5)}_{21}(x, t, k), & x &> 0. \tag{3.56b}
\end{align*}
\]

**Theorem 2. (Elliptic wave region)**

Suppose that the initial data \(q_0(x)\) is a compact perturbation of the background \(1.1c\) and that the associated spectral functions \(a_j(k)\) and \(r_j(k) = \frac{b_j(k)}{a_j(k)}\), \(j = 1, 2\) satisfy the following conditions:

1. \(a_1(k)\) and \(a_2(k)\) have no zeros in \(\mathcal{C}^+\) and \(\mathcal{C}^-\) respectively,
2. \(\int_{-\infty}^{k} d\text{arg}(1 + r_1(\zeta)r_2(\zeta)) \in (-\pi, \pi)\), for all \(k \in \left(-\frac{A}{\sqrt{2}}, 0\right)\).
Then the solution $q(x, t)$ of problem (1.1) has the following large-time asymptotics along the rays $\frac{x}{4t} = \text{const}$ uniformly in any compact subset of $\{ \frac{x}{4t} \in \mathbb{R} : \sqrt{2}A < \frac{x}{4t} < 0 \}$:

$$
q(x, t) = (A + \text{Im} \alpha)e^{-2\text{Im}G_{\infty}(k_0, \alpha)} Q_{\infty}(\frac{\text{Re}Q_{\infty}(k_0, \alpha)}{2\pi} + \frac{\text{Im}Q_{\infty}(k_0, \alpha)}{2\pi} - \frac{1}{4} - \nu_{\infty} + c)\Theta(\nu_{\infty} + c)
\times e^{2itH_{\infty} + \text{Re}G_{\infty}(k_0, \alpha))} + E_3(x, t), \quad 0 < \frac{x}{4t} < \sqrt{2}A,
$$

$$
q(-x, t) = (A + \text{Im} \alpha)e^{2\text{Im}G_{\infty}(k_0, \alpha)} Q_{\infty}(\frac{\text{Re}Q_{\infty}(k_0, \alpha)}{2\pi} + \frac{\text{Im}Q_{\infty}(k_0, \alpha)}{2\pi} - \frac{1}{4} - \nu_{\infty} - c)\Theta(\nu_{\infty} - c)
\times e^{2itH_{\infty} + \text{Re}G_{\infty}(k_0, \alpha))} + E_4(x, t), \quad 0 > -\frac{x}{4t} > -\sqrt{2}A.
$$

(3.57a) (3.57b)

Here the genus-1 theta function $\Theta$ is given by (C.11), the constants $\alpha, \Omega, \nu_{\infty}$ and $c$ which do not depend on the initial data $q_0(x)$ are given by (3.44), (3.45), (C.17) and (C.13) respectively.

Moreover, depended on the associated to the initial value spectral data constants $\omega$ and $H_{\infty}$ and function $G_{\infty}(k_0, \alpha)$ are given by (3.48), (3.43) and (3.50) respectively.

Depending on the value of $\text{Im} \nu(k_0)$, the decaying terms $E_3(x, t)$ and $E_4(x, t)$ are given by

(a) if $\text{Im} \nu(k_0) \in (-\frac{1}{2}, -\frac{1}{6}]$, then

$$
E_3(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_0)}c_5(x, t) + R(x, t),
E_4(x, t) = t^{-\frac{1}{2} - \text{Im} \nu(k_0)}c_7(x, t) + R(x, t),
$$

(b) if $\text{Im} \nu(k_0) \in (-\frac{1}{6}, \frac{1}{6})$, then

$$
E_3(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_0)}c_6(x, t) + t^{-\frac{1}{2} - \text{Im} \nu(k_0)}c_6(x, t) + R(x, t),
E_4(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_0)}c_8(x, t) + t^{-\frac{1}{2} - \text{Im} \nu(k_0)}c_8(x, t) + R(x, t),
$$

(c) if $\text{Im} \nu(k_0) \in [\frac{1}{6}, \frac{1}{2})$, then

$$
E_3(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_0)}c_6(x, t) + R(x, t),
E_4(x, t) = t^{-\frac{1}{2} + \text{Im} \nu(k_0)}c_8(x, t) + R(x, t).
$$

The oscillating terms $c_j(x, t), j = 5, 8$ have the following form

$$
c_j(x, t) = 2ie^{2itH_{\infty} + 2G_{\infty}(k_0, \alpha)}c_j(x, t), \quad j = 5, 6,
$$

$$
c_j(x, t) = -2ie^{2itH_{\infty} + 2G_{\infty}(k_0, \alpha)}c_j(x, t), \quad j = 7, 8.
$$

(3.58) (3.59)

where $c_j(x, t), j = 5, 8$ and the remainder $R(x, t)$ are given by (C.39) and (3.27) respectively.

Proof. See Appendix C.
Proof of Theorem 1

The adaptation of the nonlinear steepest decent method \[22, 24\] needed in the plane wave region is close to that used in \[20\] (see also \[15\]) for the local NLS equation. The main difference is related to the non-reality of \(\nu(k_1)\), which significantly affects both the main terms and the estimations of the residue terms. Hereinafter we emphasize the main steps of the proof, paying special attention to its peculiarities while referring the reader to relevant literature for details.

Recall that due to (3.25a) it is sufficient to consider \(\xi > \sqrt{2}A\) only. Let \(S_{k_1}^\varepsilon\) be a counter-clockwise oriented circle of radius \(\varepsilon > 0\) centered at \(k = k_1\). Define \(M_{\text{err}}(x,t,k)\) as follows

\[
M_{\text{err}}(x,t,k) = \begin{cases} 
M^{(3)}(x,t,k) \left[ M^{\text{mod}}(k) \right]^{-1}, & \text{outside } S_{k_1}^\varepsilon, \\
M^{(3)}(x,t,k) \left[ M^{\text{par}}(x,t,k) \right]^{-1} \left[ M^{\text{mod}}(k) \right]^{-1}, & \text{inside } S_{k_1}^\varepsilon,
\end{cases}
\]

where \(0 < \varepsilon \ll 1\) is such that \(S_{k_1}^\varepsilon\) does not intersect \(B\). Matrix \(M^{\text{mod}}(k)\) is the solution of the model Riemann-Hilbert problem with a constant jump matrix (RH problem for \(M^{(3)}\) without “vanishing” jump across \(\hat{\Gamma}\)):

\[
\begin{align*}
M^{\text{mod}}_+(k) &= M^{\text{mod}}_-(k)J^{\text{mod}}, & k \in B, \\
M^{\text{mod}}_+(k) &= I + O(k^{-1}), & k \to \infty, \\
M^{\text{mod}}_+(k) &= O \left( (k \pm iA)^{-1/4} \right), & k \to \mp iA,
\end{align*}
\]

with \(J^{\text{mod}} = i\sigma_1\). This problem has the explicit solution (see (2.7) and (2.13)):

\[
M^{\text{mod}}(k) = \mathcal{E}(k), \quad k \in \mathbb{C} \setminus \overline{B}.
\]

The matrix function \(M^{\text{par}}(x,t,k)\), which is an appropriate approximation (as \(t \to \infty\)) of the RH problem stated solely on the cross \(\hat{\Gamma}\), can be constructed explicitly in terms of the parabolic cylinder functions \[37\]. Indeed, let’s expand the phase function \(\theta(k,\xi)\) in a neighborhood of the stationary phase point \(k = k_1\) \[20\]:

\[
\theta(k, \xi) = \theta(k_1, \xi) + \sum_{n=2}^{\infty} \theta_n(k - k_1)^n, \quad \theta_n \equiv \theta_n(k_1, \xi) = \frac{\theta^{(n)}(k_1, \xi)}{n!}.
\]

Then introduce the scaled spectral parameter \(z\):

\[
z = 2\sqrt{t} (k - k_1) \left( \sum_{n=2}^{\infty} \theta_n(k - k_1)^{n-2} \right)^{1/2} \equiv \sqrt{t} \sum_{n=1}^{\infty} \alpha_n(k - k_1)^n,
\]

and write the phase function in terms of the new variables (cf. \[24, 50\]):

\[
\theta(k(z), \xi) = \theta(k_1, \xi) + \frac{z^2}{4t}.
\]
Since \( \theta_2 = \frac{4k_1 + 2\xi}{f(k_1)} > 0 \) in the plane wave case, we have \( \alpha_1 = 2\sqrt{\theta_2} \neq 0 \) and thus, by the inverse function theorem, we can write \( k - k_1 \) as a series in \( z/\sqrt{t} \):

\[
k - k_1 = \sum_{n=1}^{\infty} \beta_n \left( \frac{z}{\sqrt{t}} \right)^n, \quad k \text{ inside } S_{k_1}^o, \tag{A.7}
\]

where \( \beta_n \in \mathbb{C}, n \in \mathbb{N} \) can be found recursively in terms of \( \alpha_n, n \in \mathbb{N} \) starting from

\[
\beta_1 = 1/\alpha_1 \equiv \frac{1}{2} \sqrt{\frac{f(k_1)}{4k_1 + 2\xi}}. \tag{A.8}
\]

Define \( \tilde{r}_j(k), j = 1, 2 \) by

\[
\tilde{r}_1(k) = r_1(k) F^2(k, k_1), \quad \tilde{r}_2(k) = r_2(k) F^{-2}(k, k_1). \tag{A.9}
\]

Now using the following approximations of the functions \( \tilde{r}_j(k), \delta(k, k_1) \) near \( k = k_1 \) involved in \( J^{(3)}(x, t, k) \) on the cross \( \Gamma \):

\[
\tilde{r}_j(k(z)) \approx \tilde{r}_j(k_1), \quad j = 1, 2, \quad \delta(k(z), k_1) \approx \beta_1^{i\nu(k_1)} e^{\chi(k_1, k_1) t - \frac{i\nu(k_1)}{2} z^{i\nu(k_1)}}, \tag{A.10}
\]

define \( M_{par} \) as follows (cf. (3.19) in [50]):

\[
M_{par}(x, t, k) = \Delta_0(k_1, t) m^{r_{k_1}}(k_1, z(k_1)) \Delta_0^{-1}(k_1, t), \tag{A.11}
\]

where \( \Delta_0(k_1, t) = \beta_1^{i\nu(k_1)\sigma_3} t^{-\frac{i\nu(k_1)}{2} \sigma_3} e^{\chi(k_1, k_1) \sigma_3 - it\theta(k_1, \xi) \sigma_3} \) (cf. \( \delta^0 \) in [20]) and \( m^{r_{k_1}}(k_1, z) \) satisfies the RH problem on the cross (see (3.17), (3.18) in [50], where instead of \( r_j(-\xi), j = 1, 2, \) and \( \nu(-\xi) \) we have \( \tilde{r}_j(k_1), j = 1, 2, \) and \( \nu(k_1) \) respectively). The latter, in turn, can be determined in terms of the explicitly solvable problem for \( m_0(k_1, z) \) as follows:

\[
m^{r_{k_1}}(k_1, z) = m_0(k_1, z) D_j^{-1}(k_1, z), \quad z \in \Omega_j, \quad j = 0, \ldots, 4, \tag{A.12}
\]

where domains \( \Omega_j \) are shown in Figure 8 and matrices \( D_j \) have the form (cf. [50])

\[
D_0(k_1, z) = e^{-i\frac{z^2}{4} \sigma_3 z^{i\nu(k_1)\sigma_3}}, \tag{A.13}
\]

and

\[
D_1(k_1, z) = D_0(k_1, z) \begin{pmatrix} 1 & -\tilde{r}_2(k_1) \\ 0 & 1 + \tilde{r}_2(k_1) \end{pmatrix}, \quad D_2(k_1, z) = D_0(k_1, z) \begin{pmatrix} 1 & 0 \\ -\tilde{r}_1(k_1) & 1 \end{pmatrix}, \quad D_3(k_1, z) = D_0(k_1, z) \begin{pmatrix} 1 & 0 \\ 0 & 1 + \tilde{r}_1(k_1) \end{pmatrix}, \quad D_4(k_1, z) = D_0(k_1, z) \begin{pmatrix} 1 & 0 \\ -\tilde{r}_1(k_1) & 1 \end{pmatrix}.
\]

The RH problem for \( m_0(k_1, z) \) with a constant jump matrix has the form:

\[
m_{0+}(k_1, z) = m_{0-}(k_1, z) j_0(k_1), \quad z \in \mathbb{R}, \tag{A.14a}
\]

\[
m_0(k_1, z) = (I + O(1/z)) e^{-i\frac{z^2}{4} \sigma_3 z^{i\nu(k_1)\sigma_3}}, \quad z \to \infty, \tag{A.14b}
\]
Figure 8:
Domains $\Omega_j$, $j = 0, 4$ in $z$-plane and contour $\Gamma_{k_1}^0 = \gamma_1^0 \cup ... \cup \gamma_4^0$.

where

$$j_0(k_1) = \begin{pmatrix} 1 + \bar{r}_1(k_1)\bar{r}_2(k_1) & \bar{r}_2(k_1) \\ \bar{r}_1(k_1) & 1 \end{pmatrix},$$  \hspace{1cm} (A.15)$$

which can be solved explicitly in terms of the parabolic cylinder functions [37] (see also, e.g., Appendix A in [17, 50]).

For the derivation of the asymptotic formulas in Theorem [1] we give the large-$z$ behavior of $m_{k_1}^0(k_1, z)$ [50]:

$$m_{k_1}^0(k_1, z) = I + \frac{i}{z} \begin{pmatrix} 0 & \beta(k_1) \\ -\gamma(k_1) & 0 \end{pmatrix} + O(z^{-2}), \hspace{1cm} z \to \infty,$$

(A.16)

where

$$\beta(k_1) = \sqrt{2\pi e^{-\frac{\pi}{4}}} e^{-\frac{3\pi i}{4} k_1},$$  \hspace{1cm} (A.17)$$

$$\gamma(k_1) = \sqrt{2\pi e^{-\frac{\pi}{4}}} e^{-\frac{\pi i}{4} k_1}.$$

(A.18)

Having constructed all functions involved in (A.1), let us formulate the RH problem for $M_{k_1}(x, t, k)$:

$$M_{k_1}^0(x, t, k) = M_{k_1}^0(x, t, k) J_{k_1}(x, t, k), \hspace{1cm} k \in \hat{\Gamma}_1,$$

(A.19a)

$$M_{k_1}^0(x, t, k) = I + O(k^{-1}), \hspace{1cm} k \to \infty,$$

(A.19b)
The solution $q(x, t)$ can be obtained from the large-$k$ behavior of $M^{err}$ as follows:

$$q(x, t) = A e^{2iA^2t+2iF_{\infty}(k_1)} + 2i e^{2iA^2t+2iF_{\infty}(k_1)} \lim_{k \to \infty} k M^{err}_{12}(x, t, k), \quad x > 0,$$

$$q(-x, t) = A e^{2iA^2t+2iF_{\infty}(k_1)} - 2i e^{2iA^2t+2iF_{\infty}(k_1)} \lim_{k \to \infty} k M^{err}_{21}(x, t, k), \quad x > 0.$$

In order to estimate $M^{err}(x, t, k)$ as $t \to \infty$, we can argue as in Section III.C in [50], which leads us to the following estimates for $(J^{err}(x, t, k) - I)$ as $t \to \infty$:

$$\|J^{err}(x, t, \cdot) - I\|_{L^2(\hat{\Gamma}_1)} = M^{mod}(k) \left( O \left( t^{-\frac{1}{2} - \text{Im} \nu(k_1)} \right) O \left( t^{-\frac{1}{2} + \text{Im} \nu(k_1)} \right) \right) [M^{mod}(k)]^{-1}$$

$$= O \left( t^{-\frac{1}{2} + |\text{Im} \nu(k_1)|} \right), \quad t \to \infty,$$

and

$$\|J^{err}(x, t, \cdot) - I\|_{L^1(\hat{\Gamma})} = M^{mod}(k) \left( O \left( t^{-1 - \text{Im} \nu(k_1)} \right) O \left( t^{-1 + \text{Im} \nu(k_1)} \right) \right) [M^{mod}(k)]^{-1}$$

$$= O \left( t^{-1 + |\text{Im} \nu(k_1)|} \right), \quad t \to \infty.$$
where $\tilde{R}^{ij}(x, t) = O(t^{-1+(-1)^j \text{Im} \nu(k_1)}), t \to \infty, j = 1, 2$ and (cf. (3.32) in [50])

$$B(x, t) = \begin{pmatrix} 0 & -i\beta(k_1)e^{-2it\theta(k_1, \xi) + 2\chi(k_1, k_1)} \left(\frac{t}{\beta_1}\right)^{-i\nu(k_1)} \\ i\gamma(k_1)e^{2it\theta(k_1, \xi) - 2\chi(k_1, k_1)} & 0 \end{pmatrix}. \tag{A.27}$$

Combining (A.24) and (A.26) one obtains

$$\lim_{k \to \infty} k(M^{err}(x, t, k) - I) = \tilde{B}(x, t) + \hat{R}(x, t), \tag{A.28}$$

with

$$\tilde{B}_{11}(x, t) = \frac{\beta_1}{4\sqrt{t}} \left(\frac{w^2(k_1) - \frac{1}{w^2(k_1)}}{w(k_1) - \frac{1}{w(k_1)}}\right) B_{12}(x, t) - \left(\frac{w^2(k_1) - \frac{1}{w^2(k_1)}}{w(k_1) + \frac{1}{w(k_1)}}\right) B_{21}(x, t), \tag{A.29a}$$

$$\tilde{B}_{12}(x, t) = \frac{\beta_1}{4\sqrt{t}} \left(\frac{w(k_1) - \frac{1}{w(k_1)}}{w(k_1) + \frac{1}{w(k_1)}}\right)^2 B_{21}(x, t) - \left(\frac{w(k_1) + \frac{1}{w(k_1)}}{w(k_1) + \frac{1}{w(k_1)}}\right)^2 B_{12}(x, t), \tag{A.29b}$$

$$\tilde{B}_{21}(x, t) = \frac{\beta_1}{4\sqrt{t}} \left(\frac{w(k_1) - \frac{1}{w(k_1)}}{w(k_1) + \frac{1}{w(k_1)}}\right)^2 B_{12}(x, t) - \left(\frac{w(k_1) + \frac{1}{w(k_1)}}{w(k_1) + \frac{1}{w(k_1)}}\right)^2 B_{21}(x, t), \tag{A.29c}$$

$$\tilde{B}_{22}(x, t) = -\tilde{B}_{11}(x, t). \tag{A.29d}$$

where we have used the standard notations for the matrix entries of $\tilde{B}(x, t)$ and $B(x, t)$ (recall that $w(k)$ is given by (2.7)). Finally, substituting (A.29) into (A.28) and using (A.21a) and (A.21b) we arrive at (3.26a) and (3.26b) respectively.

**B Appendix B**

Proof of Proposition 2

Let us write the Abelian differential $dh(k)$ in an equivalent form:

$$dh(k) = 4\frac{k^3 + c_2k^2 + c_1k + c_0}{\gamma(k)} dk, \tag{B.1}$$

where

$$c_0 = -k_0|\alpha|^2, \quad c_1 = |\alpha|^2 + 2k_0\text{Re} \alpha, \quad c_2 = -k_0 - 2\text{Re} \alpha. \tag{B.2}$$

(i) Taking into account that $\left(\int_{iA}^k dh(k)\right)_+ = -\left(\int_{iA}^k dh(k)\right)_-$ for $k \in B$, one obtains:

$$h_+(k) + h_-(k) = \int_B dh(k), \quad k \in B. \tag{B.3}$$

We normalize the Abel integral $h(k)$ so that its $b$-period vanishes:

$$\int_B dh(k) = \frac{1}{2} \int_b dh(k) = 0, \tag{B.4}$$
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which determines one of the three parameters:
\[
c_0 = -\frac{\int_B (k^3 + c_2 k^2 + c_1 k) \frac{dk}{\gamma(k)}}{\int_B \frac{dk}{\gamma(k)}}.
\] (B.5)

(ii) The jump condition \([3.44]\) follows from \(\left(\int_k^k dh(k)\right)_+ = -\left(\int_k^k dh(k)\right)_-\) for \(k \in \gamma_{21} \cup \gamma_{31}\), \(\int_{iA} \alpha dh(k) = \int_{-iA} \alpha dh(k) = -\frac{1}{2} \int_0 \alpha dh(k)\), and \([B.4]\). Therefore, this condition on \(h(k)\) does not impose additional restrictions on the parameters.

(iii) We start with the analysis of \(\text{Im} h(k)\) as \(k \to \infty\). From the large-\(k\) behavior of \(\gamma(k)\)
\[
\gamma(k) = k^2 \left(1 - \frac{\text{Re} \alpha}{k} + \frac{A^2 + \text{Im}^2 \alpha}{2k^2} + O\left(k^{-3}\right)\right), \quad k \to \infty,
\] (B.6)
it follows that
\[
\frac{dh(k)}{dk} = 4k + h_0 + \frac{h_{-1}}{k} + O\left(k^{-2}\right), \quad k \to \infty,
\] (B.7)
where
\[
h_0 = 4(c_2 + \text{Re} \alpha), \quad h_{-1} = 4c_1 - 2A^2 - 2\text{Im}^2 \alpha + h_0 \text{Re} \alpha.
\] (B.8)
According to the expansion of \(\frac{dh}{dk}\) as \(k \to \infty\) (see \([3.32]\)), we set \(h_0 = 4\xi\) and \(h_{-1} = 0\), which determines \(c_1\) and \(c_2\):
\[
c_1 = (A^2 + \text{Im}^2 \alpha)/2 - \xi \text{Re} \alpha, \quad c_2 = \xi - \text{Re} \alpha.
\] (B.9)

Taking into account that
\[
2 \left(\int_{iA}^k + \int_{-iA}^k\right) (z + \xi) \, dz = 2k^2 + 4\xi k + 2A^2,
\]
and expressing \(h(k)\) in the form
\[
h(k) = 2 \left(\int_{iA}^k + \int_{-iA}^k\right) \left[\frac{z^3 + c_2 z^2 + c_1 z + c_0}{\gamma(z)} - (z + \xi)\right] \, dz + 2k^2 + 4\xi k + 2A^2,
\] (B.10)
we arrive at \([3.33]\) with \(H_\infty\) given by \([3.43]\). Combining \([B.9]\) and \([B.2]\) we obtain \([3.41]\), whereas substituting \(c_0 = -|k_0|\alpha|^2\) into \([B.5]\) with \(\alpha\) given by \([3.41]\) we arrive at the integral equation \([3.42]\) for \(k_0\). The existence and uniqueness of the solution \(k_0 = k_0(\xi)\), \(k_0 \in (-\xi/2, 0)\), follows from the implicit function theorem \([16]\) (see also Lemma 5.4 in \([15]\)).

At this point we must verify that \(\text{Im} h(k)\) has the same signature structure as \(\theta(k, \xi)\) in the neighborhood of the points \(k = \alpha, k = \bar{\alpha}\) and \(k = 0\). First, let us consider the signature of \(\text{Im} h(k)\) in the neighborhood of \(k = 0\). Again, the expansions
\[
(k^2 + A^2)^{\frac{1}{2}} \sim A \text{sign}(\text{Re} k), \quad k \to 0 \quad \text{and} \quad [(k - \alpha)(k - \bar{\alpha})]^{\frac{1}{2}} \sim |\alpha|, \quad k \to 0,
\]

imply
\[
\frac{dh}{dk} \sim -\frac{4|\alpha|k_0}{A \text{sign}(\text{Re} k)}, \quad k \to 0.
\]
From the above expansion of $\frac{dh}{dk}$ we obtain

$$h(k) \sim h(0) - \frac{4|\alpha|k_0}{4A\text{sign}(\text{Re} k)}k, \quad k \to 0.$$  

(B.11)

From the definition (3.40) of $h(k)$ it follows that $h(0) \in \mathbb{R}$. Therefore, $\text{Im} h(k)$ has the following behavior as $k \to 0$:

$$\text{Im} h(k) \sim -\frac{4|\alpha|k_0}{4A\text{sign}(\text{Re} k)} \text{Im} k, \quad k \to 0,$$  

(B.12)

which implies that $\text{Im} h(k)$ has the same signature structure at the vicinity of $k = 0$ as $\text{Im} \theta(k, \xi)$.

Now we consider $k = \alpha$ (the treatment of $k = \bar{\alpha}$ is similar). Taking into account that

$$(k^2 + A^2)\frac{1}{2} = (\alpha^2 + A^2)\frac{1}{2} [1 + O(k - \alpha)], \quad k \to \alpha,$$

$$[(k - \alpha)(k - \bar{\alpha})]^{\frac{1}{2}} = (\alpha - \bar{\alpha})^{\frac{1}{2}} [(k - \alpha)^{\frac{1}{2}} + O((k - \alpha)^{\frac{1}{2}})], \quad k \to \alpha,$$

we arrive at

$$\frac{dh}{dk} = \frac{4(\alpha - \bar{\alpha})^{\frac{1}{2}}(\alpha - k_0)}{(\alpha^2 + A^2)^{\frac{1}{2}}} [(k - \alpha)^{\frac{1}{2}} + O((k - \alpha)^{\frac{1}{2}})], \quad k \to \alpha.$$

Integrating the latter expansion we obtain

$$h(k) = h(\alpha) + (k - \alpha)^{\frac{1}{2}} H_\alpha(k),$$  

(B.13)

where the analytic function $H_\alpha(k)$ has the form

$$H_\alpha(k) = \frac{8(\alpha - \bar{\alpha})^{\frac{1}{2}}(\alpha - k_0)}{3(\alpha^2 + A^2)^{\frac{1}{2}}} [1 + O(k - \alpha)], \quad k \to \alpha.$$  

(B.14)

In order to have the sign structure of $\text{Im} h(k)$ in the vicinity of $k = \alpha$ the same as of $\text{Im} \theta(k, \xi)$, the curve $\text{Im} h(k) = 0$ going out from $k = \alpha$ has to have three branches. Therefore, the leading term of the expansion of $\text{Im} h(k)$ as $k \to \alpha$ has to be $O((k - \alpha)^{\frac{1}{2}})$. In view of (B.13), we have to verify that $\text{Im} h(\alpha) = 0$. Observing that $h(\alpha)$ can be written in the form

$$h(\alpha) = \frac{1}{2} \left( \int_{iA}^{\alpha} + \int_{-iA}^{\alpha} \right) dh(k) + \frac{1}{2} \int_{\pi}^{\alpha} dh(k),$$  

(B.15)

we conclude that

$$\text{Im} h(\alpha) = \frac{1}{2} \int_{\pi}^{\alpha} dh(k).$$  

(B.16)

Since $\int_{\alpha}^{\pi} dh(k) = \frac{1}{2} \int_{b} dh(k)$ and $\int_{b} dh(k) = 0$, we have that $\text{Im} h(\alpha) = 0$.

Notice that since $h(iA) = 0$, one branch of the curve $\text{Im} h(k) = 0$ has to connect $k = \alpha$ with $k = iA$. Since $\text{Im} h(k)$ has the same behavior for large $k$ as $\text{Im} \theta(k, \xi)$ (see (3.33)), the second branch has to go to infinity along the asymptotic line $\text{Re} k = -\xi$. Therefore, taking into account the behavior of $\text{Im} h(k)$ at $k = 0$ and at $k = \infty$, one concludes that the signature of $\text{Im} h(k)$ near $k = \alpha$ is similar to that of $\text{Im} \theta(k, \xi)$ near $k = \alpha$.  
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C Appendix C

Proof of Theorem 2

Despite the essential singularity of $M^{(5)}(x,t,k)$ at $k = k_0$, we show, by adapting the nonlinear steepest decent method, that the asymptotics in the elliptic wave region can be established under the condition on the winding of the argument of $(1 + r_1(k)r_2(k))$ similar to that in the plane wave region and for the nonlocal problems with decaying \cite{50, 35} and step-like \cite{51, 52} boundary conditions. An additional care is needed for treating sectionally analytic phase function $h(k)$ in the vicinity of $k = k_0$.

Since some ingredients of the analysis below can be found in the existing works, here we fix the main steps of the proof referring the reader to the relevant literature for details and paying attention to peculiarities of the analysis for the present nonlocal problem.

Define the error matrix $M^{err}(x,t,k)$ as follows (cf. \cite{20})

$$M^{err}(x,t,k) = \begin{cases} M^{(5)}(x,t,k) \left[ M^{mod}(x,t,k) \right]^{-1}, & k \text{ outside } S^e_{k_0} \cup S^e_{\alpha} \cup S^e_{\Xi}, \\ M^{(5)}(x,t,k) \left[ M^{par}(x,t,k) \right]^{-1} \left[ M^{mod}(x,t,k) \right]^{-1}, & k \text{ inside } S^e_{k_0}, \\ M^{(5)}(x,t,k) \left[ M^{\alpha par}(x,t,k) \right]^{-1} \left[ M^{mod}(x,t,k) \right]^{-1}, & k \text{ inside } S^e_{\alpha}, \\ M^{(5)}(x,t,k) \left[ M^{\Xi par}(x,t,k) \right]^{-1} \left[ M^{mod}(x,t,k) \right]^{-1}, & k \text{ inside } S^e_{\Xi}, \end{cases}$$

(C.1)

where $S^e_{k_0}, S^e_{\alpha}$ and $S^e_{\Xi}$ are the small counterclockwise oriented circles of a small radius $\varepsilon$, $0 < \varepsilon \ll 1$, centered at $k = k_0$, $k = \alpha$ and $k = \Xi$ respectively. The construction of the error matrix $M^{err}(x,t,k)$ involves (i) the solution of the model problem $M^{mod}(k)$, (ii) the local parametrix $M^{par}_{k_0}(x,t,k)$ at $k = k_0$, and (iii) the local parametrixes $M^{par}_{\alpha}(x,t,k)$ and $M^{par}_{\Xi}(x,t,k)$ at $k = \alpha$ and $k = \Xi$ respectively. The solution $q(x,t)$ of the original IV problem (1.1) is given in terms of $M^{err}$ and $M^{mod}$ by

$$q(x,t) = 2ie^{2itH_{\infty}+2ig_{\infty}(k_0,\alpha)} \lim_{k \to \infty} k \left( M^{mod}_{12}(x,t,k) + M^{err}_{12}(x,t,k) \right), \quad x > 0, \quad (C.2a)$$

$$q(-x,t) = -2ie^{2itH_{\infty}+2ig_{\infty}(k_0,\alpha)} \lim_{k \to \infty} k \left( M^{mod}_{21}(x,t,k) + M^{err}_{21}(x,t,k) \right), \quad x > 0. \quad (C.2b)$$

Below we will show that the main contribution to the asymptotics is given in terms of $M^{mod}(x,t,k)$ and the first decaying terms involve $M^{par}_{k_0}(x,t,k)$ whereas $M^{par}_{\alpha}(x,t,k)$ and $M^{par}_{\Xi}(x,t,k)$ contribute to the error term only.

Let us specify yet undetermined functions in the definition (C.1) of $M^{err}(x,t,k)$.

(i) Model problem $M^{mod}(x,t,k)$

Neglecting all parts of contour $\tilde{\Gamma}$ where the jump matrix $J^{(5)}(x,t,k)$ converges to the identity matrix, we arrive at the following model RH problem on the contour $\tilde{\gamma}_{21} \cup \tilde{\gamma}_{31} \cup B$:

$$M^{mod}_{+}(x,t,k) = M^{mod}_{-}(x,t,k)J^{mod}(x,t,k), \quad k \in \tilde{\gamma}_{21} \cup \tilde{\gamma}_{31} \cup B, \quad (C.3a)$$

$$M^{mod}(x,t,k) = I + O(k^{-1}), \quad k \to \infty. \quad (C.3b)$$
The jump condition \((C.3a)\) is similar to (5.52a), (5.52b) in [15]. Therefore, arguing as in [15] one concludes that \(M^{\text{mod}}(x, t, k)\) has the form (cf. (5.78) in [15])

\[
M^{\text{mod}}(x, t, k) = N^{-1}(t, \infty, c)N(t, k, c),
\]

\((C.5)\)

The \(2 \times 2\) matrix \(N(t, k, c)\) is defined in terms of the theta functions as follows (cf. (5.68) in [15])

\[
N(t, k, c) = \frac{1}{2} \begin{pmatrix} [p(k) + p^{-1}(k)]M_1(t, k, c) & i[p(k) - p^{-1}(k)]M_2(t, k, c) \\ -i[p(k) - p^{-1}(k)]M_1(t, k, -c) & [p(k) + p^{-1}(k)]M_2(t, k, -c) \end{pmatrix},
\]

\((C.6)\)

with

\[
p(k) = \left[\frac{(k - iA)(k - \alpha)}{(k + iA)(k - \bar{\alpha})}\right]^{\frac{1}{2}},
\]

\((C.7)\)

and

\[
M_j(t, k, c) = \frac{\Theta(\frac{\Omega t}{2\pi} + \frac{\omega}{4} + \frac{1}{4} + (-1)^jv(k) + c)}{e(-1)^{j+1}v(k) + c} \Theta((-1)^jv(k) + c), \quad j = 1, 2.
\]

\((C.8)\)

Introducing the normalized Abelian differential on the genus-1 Riemann surface \(\Sigma\) by

\[
dw = \frac{C}{\gamma(k)} \quad \text{with} \quad C = \left(\int_\gamma \frac{dk}{\gamma(k)}\right)^{-1},
\]

\((C.9)\)

where \(\gamma(k)\) is given by \((3.39)\), define \(\tau\) as its \(a\)-period:

\[
\tau = \int_a dw.
\]

\((C.10)\)

Then the genus-1 theta function \(\Theta(k)\) in \((C.8)\) is defined via the third Jacobi theta function \(\theta_3\) as follows:

\[
\Theta(k) = \theta_3(\pi k, e^{i\pi \tau}) \equiv \sum_{l \in \mathbb{Z}} e^{2i\pi lk + i\tau^2},
\]

\((C.11)\)

and \(v(k)\) in the argument of \(\Theta\) in \((C.8)\) is defined as the following Abelian map

\[
v(k) = \int_{IA}^{k} dw.
\]

\((C.12)\)

The constant \(c\) is chosen to compensate a possible singularity of \(N(k, c)\):

\[
c = v(\hat{k}_0) + \frac{1}{2}(1 + \tau),
\]

\((C.13)\)
where $\hat{k}_0$ is a unique simple zero of the function $p(k) - p^{-1}(k)$:

$$
\hat{k}_0 = \frac{A \Re \alpha}{A + \Im \alpha}.
$$

Finally, we notice that $N(t, \infty, c)$ in (C.5) has the form

$$
N(t, \infty, c) \equiv \lim_{k \to \infty} N(t, k, c) = \begin{pmatrix} M_1(t, \infty, c) & 0 \\ 0 & M_2(t, \infty, -c) \end{pmatrix},
$$

where (see (C.8))

$$
M_j(t, \infty, c) \equiv \lim_{k \to \infty} M_j(t, k, c) = \frac{\Theta(\frac{\Omega}{2\pi} + \frac{\omega}{2\pi} - \frac{1}{4} + (-1)^{j+1}v_\infty + c)}{e^{(-1)^{j+1}\pi}(\Theta((-1)^{j+1}v_\infty + c)}, \quad j = 1, 2.
$$

with (see (C.12))

$$
v_\infty \equiv \lim_{k \to \infty} v(k) = \int_{iA}^{\infty} dw.
$$

Combining (C.5), (C.6), (C.15) and

$$
\frac{i}{2}(p(k) - p^{-1}(k)) = \frac{A + \Im \alpha}{2k} + O(k^{-2}), \quad k \to \infty,
$$

we arrive at

$$
\lim_{k \to \infty} kM_{12}^{\text{mod}}(x, t, k) = \frac{A + \Im \alpha}{2}M_1^{-1}(t, \infty, c)M_2(t, \infty, c),
$$

$$
\lim_{k \to \infty} kM_{21}^{\text{mod}}(x, t, k) = -\frac{A + \Im \alpha}{2}M_1(t, \infty, -c)M_2^{-1}(t, \infty, -c).
$$

(ii) Local parametrix $M_{k_0}^\text{par} (x, t, k)$

In the neighborhood of $k = k_0$, the matrix $M^{(5)}(x, t, k)$ satisfies the following jump condition on the contour $\Gamma_{k_0}$ (see Figure 9)

$$
M_+^{(5)}(x, t, k) = M_-^{(5)}(x, t, k)J^{(5)}(x, t, k), \quad k \in \Gamma_{k_0}, \quad k \text{ inside } S_{k_0}^c,
$$

where $J^{(5)}(x, t, k)$ on $\Gamma_{k_0}$ has the form

$$
J^{(5)} = \begin{cases}
\begin{pmatrix}
1 & 0 \\
\frac{\delta^2(k, k_0)G^{-2}(k, k_0, \alpha)}{r_1(k)} e^{-2ith} & 1
\end{pmatrix}, & k \in \gamma_{22}^{k_0} \cup \gamma_{23}^{k_0}; \\
\begin{pmatrix}
1 & 0 \\
\frac{r_2(k)\delta^2(k, k_0)G^{-2}(k, k_0, \alpha)}{1 + r_1(k)r_2(k)} e^{-2ith} & 1
\end{pmatrix}, & k \in \gamma_{11}^{k_0}; \\
\begin{pmatrix}
1 & 0 \\
\frac{-r_1(k)\delta^2(k, k_0)G^2(k, k_0, \alpha)}{1 + r_1(k)r_2(k)} e^{-2ith} & 1
\end{pmatrix}, & k \in \gamma_{44}^{k_0}; \\
\begin{pmatrix}
1 & 0 \\
e^{-i\Omega - i\omega} & 0
\end{pmatrix}, & k \in \gamma_{21}^{k_0} \cup \gamma_{31}^{k_0}.
\end{cases}
$$

Introduce the piecewise constant function $B(k)$ by (cf. (6.13) in [17]).
Figure 9: Contour $\Gamma_{k_0} = \gamma_{1}^{k_0} \cup \gamma_{4}^{k_0} \cup (\bigcup_{i=2}^{3} \bigcup_{j=1}^{3} \gamma_{ij}^{k_0})$ in $k$-plane. Here $\gamma_{ij}^{k_0} = \tilde{\gamma}_{ij}$, and domains $\Omega$'s in $z$-plane.

$\gamma_{i}^{k_0} = \hat{\gamma}_{i}$ and $\gamma_{4}^{k_0} = \hat{\gamma}_{4}$ for $k$ inside $S_{k_0}^{\epsilon}$.

$$B(k) = \begin{cases} e^{-ith_{+}(k)\sigma_{3}}, & k \text{ on the left of } \gamma_{21}^{k_0} \cup \gamma_{31}^{k_0}, \ k \text{ inside } S_{k_0}^{\epsilon}, \\
 e^{-ith_{-}(k)\sigma_{3}}, & k \text{ on the right of } \gamma_{21}^{k_0} \cup \gamma_{31}^{k_0}, \ k \text{ inside } S_{k_0}^{\epsilon}, \end{cases}$$ (C.21)

and define $M_{0}^{par}(x, t, k)$ in the neighborhood of $k_0$ as follows:

$$M_{0}^{par}(x, t, k) = M^{(5)}(x, t, k)B(k), \ k \text{ inside } S_{k_0}^{\epsilon}, k \notin \Gamma_{k_0}. \quad (C.22)$$

Then $M_{0}^{par}(x, t, k)$ satisfies the same jump condition on $\Gamma_{k_0}$ as $M^{(5)}(x, t, k)$ but (i) the jump across $\gamma_{21}^{k_0} \cup \gamma_{31}^{k_0}$ has the form $\begin{pmatrix} 0 & -e^{-i\omega} \\ e^{i\omega} & 0 \end{pmatrix}$ and, more importantly, (ii) instead of $h(k)$, which is non-analytic inside $S_{k_0}^{\epsilon}$, we arrive at the new phase function $h_{k_0}(k)$ given by

$$h_{k_0}(k) = \begin{cases} h(k) - h_{+}(k), & k \text{ on the left of } \gamma_{21}^{k_0} \cup \gamma_{31}^{k_0}, \ k \text{ inside } S_{k_0}^{\epsilon}, \\
 h(k) - h_{-}(k), & k \text{ on the right of } \gamma_{21}^{k_0} \cup \gamma_{31}^{k_0}, \ k \text{ inside } S_{k_0}^{\epsilon}, \end{cases}$$ (C.23)

which has no jump across $\gamma_{21}^{k_0} \cup \gamma_{31}^{k_0}$.

Since $G(k, k_0, \alpha)$ does not have a limit as $k \to k_0$, we can’t proceed as in the plane wave case by introducing $\tilde{r}_{1}(k) = r_{1}(k)G^{2}(k, k_0, \alpha)$ and $\tilde{r}_{2}(k) = r_{2}(k)G^{-2}(k, k_0, \alpha)$, cf. (A.9). To eliminate the singularity at $k = k_0$ of $M_{0}^{par}$, we introduce $\hat{G}(k) = \hat{G}(k, k_0, \alpha)$ so that $Y_{k_0}(x, t, k)$
(see (C.40) below) is analytic inside \(S_{k_0}^e\):

\[
G^{\sigma_3}(k, k_0, \alpha), \quad k \text{ on the left of } \gamma_{21}^k \cup \gamma_{31}^k, \quad k \text{ inside } S_{k_0}^e;
\]

\[
egin{pmatrix}
0 & \frac{\delta^2(k, k_0)}{r_1(k)} e^{-2ith_{k_0}(k)} \\
-\frac{r_1(k)}{\delta^2(k, k_0)} e^{2ith_{k_0}(k)} & 0
\end{pmatrix} G^{\sigma_3}(k, k_0, \alpha),
\]

\(\dot{G}(k) = \)

\[
\begin{cases}
0 & \text{k on the right of } \gamma_{21}^k \cup \gamma_{31}^k, \quad k \text{ inside } S_{k_0}^e, k \in \mathbb{C}^+; \\
\frac{\delta^2(k, k_0)}{r_1(k)} e^{-2ith_{k_0}(k)} & \text{k in the neighborhood of } G_{k, \alpha}^G(1), \quad k_0 \in S_{k_0}^e, k \in \mathbb{C}^-.
\end{cases}
\]

Define \(M_1^{\text{par}}(x, t, k)\) in the neighborhood of \(k_0\) as follows:

\[
M_1^{\text{par}}(x, t, k) = M_0^{\text{par}}(x, t, k) \dot{G}^{-1}(k), \quad k \text{ inside } S_{k_0}^e, k \notin \Gamma_{k_0},
\]

Then \(M_1^{\text{par}}(x, t, k)\) satisfies the following jump condition across \(\Gamma_{k_0} \cup (k_0, k_0 + \varepsilon)\):

\[(M_1^{\text{par}})_+(x, t, k) = (M_1^{\text{par}})_-(x, t, k) J_1^{\text{par}}(x, t, k), \quad k \in \Gamma_{k_0} \cup (k_0, k_0 + \varepsilon), \quad k \text{ inside } S_{k_0}^e,
\]

where

\[
J_1^{\text{par}} = \begin{cases}
\begin{pmatrix}
1 & \frac{r_2(k)\delta^2(k, k_0)}{1 + r_1(k)r_2(k)} e^{-2ith_{k_0}} \\
0 & \frac{1}{1 + r_1(k)r_2(k)}
\end{pmatrix}, & k \in \gamma_{11}^k; \\
\begin{pmatrix}
1 & -\frac{r_1(k)\delta^2(k, k_0)}{r_1(k)} e^{2ith_{k_0}} \\
0 & \frac{1}{r_1(k)}
\end{pmatrix}, & k \in \gamma_{44}^k; \\
\begin{pmatrix}
1 & 0 \\
0 & \frac{1}{r_2(k)\delta^2(k, k_0)}
\end{pmatrix}, & k \in \gamma_{33}^k; \\
\begin{pmatrix}
\frac{1}{r_1(k)r_2(k)} & 0 \\
0 & \frac{1}{r_1^{-1}(k)r_2^{-1}(k)}
\end{pmatrix}, & k \in (k_0, k_0 + \varepsilon).
\end{cases}
\]

Now we are in a position to approximate \(M_1^{\text{par}}(x, t, k)\) by an exactly solvable RH problem, which, in turn, leads to the approximation of \(M^{(5)}(x, t, k)\) by a local parametrix inside \(S_{k_0}^e\). Indeed, expanding the phase function \(h_{k_0}(k)\) in a vicinity of the stationary phase point \(k = k_0\) (cf. [A.4])

\[
h_{k_0}(k) = \sum_{n=2}^{\infty} \hat{h}_n (k - k_0)^n, \quad \hat{h}_n \equiv \hat{h}_n(k_0) = \frac{h_{k_0}^{(n)}(k)}{n!},
\]

define the scaled parameter \(z\) by

\[
z = 2\sqrt{t}(k - k_0) \left( \sum_{n=2}^{\infty} \hat{h}_n (k - k_0)^{n-2} \right)^{1/2} \equiv \sqrt{t} \sum_{n=1}^{\infty} \hat{\alpha}_n (k - k_0)^n.
\]
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Then the phase function $h_{k_0}(k)$ can be written in terms of $z$ as follows (cf. (A.6)):

$$h_{k_0}(k(z)) = \frac{z^2}{4t},$$

(C.30)

and $(k - k_0)$ can be expressed in terms of $z$ by (cf. (A.7))

$$k - k_0 = \sum_{n=1}^{\infty} \hat{\beta}_n \left( \frac{z}{\sqrt{t}} \right)^n, \quad k \text{ inside } S_{k_1}^\varepsilon,$$

(C.31)

where $\hat{\beta}_n$ can be found recursively in terms of $\hat{\alpha}_n$. Taking into account the following approximations

$$r_j(k(z)) \approx r_j(k_0), \quad j = 1, 2, \quad \delta(k(z), k_1) \approx \hat{\beta}_1^{iv(k_0)} e^{\chi(k_0,k_0)t} t^{-\frac{iv(k_0)}{2}} z^{iv(k_0)},$$

(C.32)

we introduce $M_{\text{par}}^\varepsilon(x,t,k)$ as follows:

$$M_{k_0}^\varepsilon(x,t,k) = B(k) \hat{G}^{-1}(k) \hat{\Delta}_0(k_0, t) m_{k_0}^\varepsilon(k_0, z(k)) \hat{\Delta}_0^{-1}(k_0, t) \hat{G}(k) B^{-1}(k).$$

(C.33)

Here $\hat{\Delta}_0(k_0, t) = \hat{\beta}_1^{iv(k_0)\sigma_3} t^{-\frac{iv(k_0)}{2}\sigma_3} e^{\chi(k_0,k_0)\sigma_3}$ and $m_{k_0}^\varepsilon(k_0, z)$ (the “simplified” matrix $M_{\text{par}}^\varepsilon(x,t,k(z))$) is given by (see Figure 10; cf. (A.12))

$$m_{k_0}^\varepsilon(k_0, z) = m_0(k_0, z),$$

(C.34)

where $D_0(k_0, z)$ is given by (A.13) and $m_0(k_0, z)$ solves the RH problem (A.14) with a constant jump matrix.

Arguing as in Appendix A (see also, e.g., 50, 17, 43) one concludes that the main contribution to the asymptotics of $M_{\text{err}}(x,t,k)$ is given by the integral along the circle $S_{k_0}^\varepsilon$:

$$\lim_{k \to \infty} k(M_{\text{err}}(x,t,k) - I) = -\frac{1}{2\pi i} \int_{|k-k_0|=\varepsilon} M_{\text{mod}} \left[ [M_{k_0}^\varepsilon(x,t,k)]^{-1} - I \right] [M_{\text{mod}}]^{-1} dk + \hat{R}(x,t),$$

(C.35)
where \( \hat{R}(x, t) \) is the same as in (A.24) and \([M^\text{par}_{k_0}(x, t, k)]^{-1}\) is inferred from the large-\(z\) asymptotics of \(m^\text{par}_{k_0}\), which is the same as \([A.16]\) but with \(\beta(k_0)\) and \(\gamma(k_0)\) instead of \(\beta(k_1)\) and \(\gamma(k_1)\) respectively:

\[
[M^\text{par}(x, t, k)]^{-1} = B(k) \hat{G}^{-1}(k) \hat{\Delta}_0(k_0, t) \left[m^\text{par}_{k_0}(x, \beta_1^{-1}\sqrt{t}(k - k_0))\right]^{-1} \hat{\Delta}_0^{-1}(k_0, t) \hat{G}(k) B^{-1}(k) = I + B(k) \hat{G}^{-1}(k) \frac{\beta_1 \hat{B}(x, t)}{\sqrt{t}(k - k_0)} \hat{G}(k) B^{-1}(k) + \hat{R}(x, t),
\]

(C.36)

where \( \hat{R}(x, t) \) is the same as in (A.26) and (cf. (A.27))

\[
\hat{B}(x, t) = \begin{pmatrix}
0 & -i\beta(k_0)e^{2\chi(k_0, k_0)} \left( \frac{t}{\beta_1^2} \right)^{-i\nu(k_0)} \\
-i\gamma(k_0)e^{-2\chi(k_0, k_0)} \left( \frac{t}{\beta_1^2} \right)^{i\nu(k_0)} & 0
\end{pmatrix},
\]

(C.37)

From (C.35) and (C.36) we obtain

\[
\lim_{k \to \infty} \left[ k (M^\text{err}(x, t, k) - I) \right]_{12} = t^{-\frac{1}{2} - \text{Im} \nu(k_0)} \tilde{c}_5(k_0, t) + t^{-\frac{1}{2} + \text{Im} \nu(k_0)} \tilde{c}_6(k_0, t) + R(x, t),
\]

(C.38a)

\[
\lim_{k \to \infty} \left[ k (M^\text{err}(x, t, k) - I) \right]_{21} = t^{-\frac{1}{2} - \text{Im} \nu(k_0)} \tilde{c}_7(k_0, t) + t^{-\frac{1}{2} + \text{Im} \nu(k_0)} \tilde{c}_8(k_0, t) + R(x, t),
\]

(C.38b)

with \( R(x, t), j = 1, 2 \) given by (B.27) and

\[
\tilde{c}_5(k_0, t) = i\gamma(k_0)e^{-2\chi(k_0, k_0)} \beta_1^{-2i\nu(k_0)} e^{\frac{1}{2}t \text{Re} \nu(k_0)} (Y_{12})^2(x, t, k_0),
\]

(C.39a)

\[
\tilde{c}_6(k_0, t) = i\beta(k_0)e^{2\chi(k_0, k_0)} \beta_1^{2i\nu(k_0)} e^{-\frac{1}{2}t \text{Re} \nu(k_0)} (Y_{11})^2(x, t, k_0),
\]

(C.39b)

\[
\tilde{c}_7(k_0, t) = -i\gamma(k_0)e^{-2\chi(k_0, k_0)} \beta_1^{-2i\nu(k_0)} e^{\frac{1}{2}t \text{Re} \nu(k_0)} (Y_{22})^2(x, t, k_0),
\]

(C.39c)

\[
\tilde{c}_8(k_0, t) = -i\beta(k_0)e^{2\chi(k_0, k_0)} \beta_1^{2i\nu(k_0)} e^{-\frac{1}{2}t \text{Re} \nu(k_0)} (Y_{21})^2(x, t, k_0),
\]

(C.39d)

where the analytical (owing to the appropriate choice of \( \hat{G}(k) \)) function \( Y(x, t, k) \) has the form

\[
Y(x, t, k) = M^\text{mod}(x, t, k) B(k) \hat{G}^{-1}(k).
\]

(C.40)

(iii) Local parametrizes \( M^\text{par}_\alpha(x, t, k) \) and \( M^\text{par}(x, t, k) \)

In the neighborhood of \( k = \alpha \), the parametrix \( M^\text{par}_\alpha(x, t, k) \) satisfies the following jump condition on the contour \( \Gamma_\alpha \) (see Figure 11)

\[
(M^\text{par}_\alpha)_+(x, t, k) = (M^\text{par}_\alpha)_-(x, t, k) J^\text{par}_\alpha(x, t, k), \quad k \in \Gamma_\alpha, \quad k \text{ inside } S^c_\alpha,
\]

(C.41)

where

\[
J^\text{par}_\alpha = \begin{cases}
1 & 0, \quad k \in \gamma_{20}^\alpha; \\
\frac{\tau_1(k)}{\hat{\beta}^2(k, k_0, \alpha)} G^2(k, k_0, \alpha) e^{2ith} & \frac{0}{e^{ith}} e^{-ith - i\omega}, \quad k \in \gamma_{21}^\alpha; \\
1 & 0, \quad k \in \gamma_{22}^\alpha \cup \gamma_{23}^\alpha.
\end{cases}
\]

(C.42)
Here $\gamma_{2j}^\alpha = \hat{\gamma}_{2j}$ for $k$ inside $S^\varepsilon_\alpha$, $j = 0, 3$. $\Omega_j$, $j = I, \ldots, IV$ in $z$-plane.

Introduce $\tilde{M}_\alpha(x, t, k)$ as follows:

$$
\tilde{M}_\alpha = E^{-1}(x, t, k) \left( \frac{\delta(k, k_0)}{r_1(k)} G^{-1}(k, k_0, \alpha) e^{-ith(\alpha)} \right)^{-\sigma_3} M_\alpha \left( \frac{\delta(k, k_0)}{r_1(k)} G^{-1}(k, k_0, \alpha) e^{-ith(k)} \right)^{\sigma_3},
$$

(C.43)

where the $2 \times 2$ matrix $E(x, t, k)$ will be determined below. Direct calculations show that $\tilde{M}_\alpha(x, t, k)$ satisfies the following jump condition across $\Gamma^\alpha$:

$$
(\tilde{M}^\alpha_\alpha)_{x, t, k} = \left( \tilde{M}^\alpha_\alpha \right)_{x, t, k} \tilde{J}^\alpha(x, t, k), \quad k \in \Gamma^\alpha, \quad k \text{ inside } S^\varepsilon_\alpha
$$

where

$$
\tilde{J}^\alpha_\alpha = \begin{cases} 
\begin{pmatrix} 1 & 0 \\ 1 & 1 \\ 0 & 1 \end{pmatrix}, & k \in \gamma_{20}^\alpha; \\
\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, & k \in \gamma_{21}^\alpha; \\
\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, & k \in \gamma_{22}^\alpha \cup \gamma_{23}^\alpha.
\end{cases}
$$

(C.45)

The latter jump conditions are satisfied by a sectionally analytic matrix function that can be
determined in terms of the Airy functions \([23, 20]\). Indeed, the function (see Figure 12)

\[
\begin{align*}
\tilde{M}_\alpha^{\text{par}}(z) &= \begin{cases}
\begin{pmatrix}
\text{Ai}(e^{4i\pi/3}z) & \text{Ai}(z) \\
e^{4i\pi/3}\text{Ai}'(e^{4i\pi/3}z) & \text{Ai}'(z)
\end{pmatrix} e^{i\pi\sigma_3/6}, & z \in \Omega_1, \\
e^{4i\pi/3}\text{Ai}(e^{4i\pi/3}z) & \text{Ai}(z)
\end{cases} \\
\begin{cases}
\begin{pmatrix}
\text{Ai}(e^{4i\pi/3}z) & \text{Ai}(z) \\
e^{4i\pi/3}\text{Ai}'(e^{4i\pi/3}z) & \text{Ai}'(z)
\end{pmatrix} e^{i\pi\sigma_3/6} \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix}, & z \in \Omega_2, \\
e^{4i\pi/3}\text{Ai}(e^{2i\pi/3}z) & \text{Ai}(z)
\end{cases} \\
\begin{cases}
\begin{pmatrix}
\text{Ai}(e^{4i\pi/3}z) & \text{Ai}(z) \\
e^{4i\pi/3}\text{Ai}'(e^{4i\pi/3}z) & \text{Ai}'(z)
\end{pmatrix} e^{i\pi\sigma_3/6} \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, & z \in \Omega_3, \\
e^{4i\pi/3}\text{Ai}(e^{2i\pi/3}z) & \text{Ai}(z)
\end{cases} \\
\begin{cases}
\begin{pmatrix}
\text{Ai}(e^{4i\pi/3}z) & \text{Ai}(z) \\
e^{4i\pi/3}\text{Ai}'(e^{4i\pi/3}z) & \text{Ai}'(z)
\end{pmatrix} e^{i\pi\sigma_3/6}, & z \in \Omega_4.
\end{cases}
\end{align*}
\]

satisfies the jump conditions \([C.44]\) on \(\Gamma_0^\alpha\), which can be checked by using the identity \([36]\)

\[\text{Ai}(z) + e^{2i\pi/3}\text{Ai}(e^{2i\pi/3}z) + e^{4i\pi/3}\text{Ai}(e^{4i\pi/3}z) = 0.\]

The scaled variable \(z = z(x, t, k)\) is chosen according to the asymptotics of the Airy functions:

\[
\begin{align*}
\text{Ai}(z) &\sim \frac{1}{2\sqrt{\pi}} z^{-1/4} e^{-\frac{2}{3}z^{3/2}}(1 + O(z^{-\frac{3}{2}})), & \text{arg}(z) < \pi, & z \to \infty, & (C.47a) \\
\text{Ai}'(z) &\sim -\frac{1}{2\sqrt{\pi}} z^{3/4} e^{-\frac{2}{3}z^{3/2}}(1 + O(z^{-\frac{3}{2}})), & \text{arg}(z) < \pi, & z \to \infty. & (C.47b)
\end{align*}
\]

In order to eliminate the exponentially growing term \(e^{ith(k)}\) in \([C.43]\), the asymptotics of \(\text{Ai}(z)\) suggests to introduce the scaled variable \(z(x, t, k)\) in the following way:

\[
z(x, t, k) = (k - \alpha) \left( -\frac{3}{2} i H_{\alpha}(k) \right)^{\frac{2}{3}},
\]

where the analytic function \(H_{\alpha}(k)\) is given by \([B.13]\). Choosing an appropriate branch in the definition of \(\zeta\) and deforming the contours \(\gamma_{0j}^\alpha, j = 0, 3\) if necessary, we obtain that the biholomorphism \(z(x, t, k)\) maps \(\gamma_{0j}^\alpha\) onto \(\gamma_{2j}^\alpha\) for all \(j = 0, 3\).

From \((C.47)\) and \((C.46)\) we have

\[
\tilde{M}_\alpha^{\text{par}}(z) e^{-\frac{2}{3}z^{3/2}\sigma_3} = \frac{e^{i\pi/12}}{2\sqrt{\pi}} \begin{pmatrix} z^{-\frac{1}{4}} & 0 \\ 0 & z^{\frac{1}{4}} \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} e^{i\pi\sigma_3/4} + O(z^{-\frac{3}{2}}). \quad (C.49)
\]

The latter asymptotic expansion suggests to define the (yet undetermined) function \(E(x, t, k)\) as follows:

\[
E(x, t, k) = \sqrt{\pi} e^{-i\pi/12} e^{-i\pi\sigma_3/4} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} z^{\frac{3}{4}}(x, t, k) & 0 \\ 0 & z^{-\frac{3}{4}}(x, t, k) \end{pmatrix}, \quad (C.50)
\]

which implies

\[
\tilde{M}_\alpha^{\text{par}}(x, t, k) \equiv \tilde{M}_\alpha^{\text{par}}(z(x, t, k)) = I + O(t^{-1}), \quad t \to \infty. \quad (C.51)
\]

The treatment of the local parametrix at \(k = \bar{\alpha}\) is similar.

Combining \((C.2)\), \((C.18)\), \((C.38)\) and \((C.51)\) we obtain \((3.57)\).
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