Minimal model for the frustrated spin ladder system BiCu$_2$PO$_6$
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To establish the microscopic model of the compound BiCu$_2$PO$_6$ is a challenging task. Inelastic neutron scattering experiments showed that the dispersion of this material is non-degenerate suggesting the existence of anisotropic interactions. Here we present a quantitative description of the excitation spectrum for BiCu$_2$PO$_6$ on the one-particle level. The solution of the isotropic frustrated spin ladder by continuous unitary transformations is the starting point of our approach. Further couplings such as isotropic interladder couplings and anisotropic interactions are included on the mean-field level. Our aim is to establish a minimal model built on the symmetry allowed interactions and to find a set of parameters, which allow us to describe the low-energy part of the dispersion without assuming unrealistic couplings.

I. INTRODUCTION

In general, the interaction between two spins in a quantum magnet is not completely isotropic due to the fact that no crystallographic environment is entirely isotropic. As a consequence, anisotropic interactions have to be considered in order to describe the properties of a compound in an embracing way.

Recently, Romhányi et al.\(^{[2]}\) showed that small anisotropic interactions in SrCu$_2$(BO$_3$)$_2$, essentially a realization of the Shastry-Sutherland model,\(^{[1]}\) give rise to non-trivial topological properties of the excitation spectrum and the phase diagram. In the compound (C$_7$H$_{10}$N$_2$)$_2$CuBr$_4$ (DIMPY) anisotropic interactions also exist and have the effect of lifting the triplet excitation degeneracy as well as broadening of the lines in electron spin resonance (ESR).\(^{[2]}\) These results attracted great attention to the field of anisotropic interactions in low-dimensional spin systems in experiment and in theory.

The anisotropic interaction, referred to as the Dzyaloshinskii-Moriya interaction (DM interaction),\(^{[3]}\) arises from the spin-orbit coupling (SOC) which constitutes a relativistic correction to the non-relativistic description of atoms. Thus it is particularly pronounced for elements with large atomic number implying a strong Coulomb potentials and high electronic velocities. The DM interaction between two localized spins $S_i$ and $S_j$ describes an antisymmetric interaction\(^{[4]}\)

$$\mathcal{H}_D = D_{ij} (S_i \times S_j), \quad (1)$$

which arises already in linear order in the SOC. Additionally a symmetric anisotropic exchange

$$\mathcal{H}_G = \sum_{\alpha, \beta} \Gamma_{\alpha \beta} S^\alpha_i S^\beta_j \quad (2)$$

occurs from the SOC, which is of quadratic order in the SOC; $\alpha$ and $\beta$ label the spin components. In spite of being quadratic in the SOC, the symmetric terms are not negligible\(^{[5]}\) compared to the antisymmetric ones.

Another candidate for important DM interaction is the compound BiCu$_2$PO$_6$ (BCPO) which received much attention in the last decades.\(^{[6]}\) It is difficult to estimate the relevance of the SOC. Although bismuth has a large atomic number (Z=83) it does not host the localized spin which resides at the copper ions. Thus the DM interactions depend on the details of the super exchange paths and to what extent the bismuth ions are involved or not.

BCPO is a realization of a spin ladder in the intermediate energy range ($J \sim 10$ meV) what makes it an interesting material to analyze on the theoretical and on the experimental side. Its crystallographic structure contains tube-like, frustrated spin-$1/2$ Heisenberg ladders. These spin ladders are coupled among one another in one spatial direction, which makes BCPO a two-dimensional material.\(^{[7]}\) The actual ladder structure of BCPO is still controversial and has been a point of argument in the past.\(^{[8]}\)

Several properties of BCPO have been measured in the last years, such as field-induced phase transitions,\(^{[9]}\) the thermal conductivity,\(^{[10]}\) the magnetic susceptibility,\(^{[11]}\) the heat capacity,\(^{[12]}\) and the spin excitation spectrum.\(^{[13]}\) Even the effects of doping BCPO with Zn or Ni on the Cu site,\(^{[14,15]}\) and V on the P site have been analyzed.\(^{[16]}\)

On the theoretical side various methods, such as the density matrix renormalization group (DMRG),\(^{[17]}\) exact diagonalization (ED),\(^{[18]}\) density-functional calculations of the band structure,\(^{[19]}\) and quadratic bond operator theory\(^{[20]}\) have been used to describe the magnetic properties.

A recent theoretical analysis argued that the DM interactions in BCPO are as large as $D \approx 0.6J$ where $J$ is the isotropic Heisenberg exchange of the corresponding bond.\(^{[21,22]}\) Lately these values were revised\(^{[23,24,25]}\) to $D \approx 0.3J$. The analysis suggesting the lower relative values includes the effects of the interaction of the elementary excitations, i.e., triplons.

Keeping in mind that DM interactions arise from the SOC we classify these values as extremely large. A standard estimate for the relative strength of $D/J$ is $|\Delta g|/g$ where $g$ is the gyromagnetic ratio $g \approx 2$ and $\Delta g = g - 2$.
For spins in copper ions $\Delta g$ varies from zero to 0.4 so that any value of $D/J$ beyond 0.2 must be considered remarkable. Thus it is our motivation to derive a quantitative one-particle description for the low-lying magnetic excitation modes of BCPO within a minimal spin model. In particular, we want to investigate which values of the DM interactions are required to describe the magnetism in BCPO.

This article is set up as follows. First, we present the structure of BCPO and discuss the controversial point concerning the ladder structure briefly. In the next section, we start with a brief overview of the method of continuous unitary transformations which constitutes the basis for our calculations. After that we present the starting point for our calculations and the choice of parameters for the isotropic model. In Sect. [V] the directions of the $D$-vectors of the DM interactions are determined exemplarily. The relation between the $D$-components and the matrix elements of the symmetric tensor $\Gamma$ are derived by mapping the anisotropic interactions between two spins onto a pure isotropic interaction in a rotated basis. The perturbative method used to compute the influence of the anisotropic interactions on the dispersion of BCPO is illustrated in Sect. [V]. In the following section, the results are discussed. As a consequence of these results, we propose an modification of the next-nearest neighbor interaction $J_2$ to improve agreement between experiment and theory in Sect. [VI] and compare its results to the previous ones. We obtain a considerably improved set of parameters. Finally, we conclude our study in Sect. [X] including an outlook.

II. STRUCTURE OF BCPO

We focus only on the spin model of BCPO and refer to Tsirlin et al. [21] for a detailed description of the crystal structure including the spatial arrangement of the relevant ions. The magnetic structure of BCPO is dominated by tube-like arranged spin ladders coupled among themselves leading to a two-dimensional lattice. [19,21] The tubes in BCPO constitute frustrated spin ladders which are formed by two crystallographically different types of copper ions.

The two types of copper ions $Cu_A$ and $Cu_B$ alternate along the ladder in $y$-direction as shown in Fig. [1]. The coupling in the $xy$-plane between the spins belonging to different types of copper ions constitutes the nearest neighbor (NN) interaction $J_1$ and forms a zigzag pattern. The couplings in $z$-direction are labelled $J_0$ and $J'$ and act also between copper ions of different types. It is reasonable to assume a difference between the next-nearest neighbor (NNN) couplings $J_2$ and $J'_2$ which couples the copper ions of the same type ($Cu_A-Cu_A$ and $Cu_B-Cu_B$) in $y$-direction. [20,21] First, we neglect the difference between $J_2$ and $J'_2$ and denote the NNN interaction by $J_2$. In Sect. [V] we come back to this point discussing various extensions.

Considering the couplings $J_0$ and $J'$ in $z$-direction it is not clear which of them describes the rung coupling of the spin ladder and which the interladder coupling. The crystal structure is consistent with both options. Koteswararao et al. [26] proposed $J'$ to be the rung coupling due to the shorter distance between the concerned copper ions making stronger super exchange possible. Then $J_0$ was identified as the interladder coupling. The basis for this assignment were band structure calculations and measured susceptibility data.

In return, Mentré et al. [22] suggested $J'$ to be the interladder coupling and $J_0$ to be the rung coupling of the ladders. Their arguments for this assignment were based on the angles of the associated bonds, band structure calculations and inelastic neutron scattering (INS) measurements. Plumb et al. [24] verified Mentré’s proposal by analyzing the intensity modulation along the $x$- and $z$-direction. For this reason, we use the assignment suggested by Mentré. But we stress that our results for the dispersion do not depend on the assignment between $J'$ and $J_0$. This is the case because we do not address spectral weights in the present article.

Another issue was the question whether BCPO has to be described by a one-dimensional or by a two-dimensional model. For the answer one has to compare the value of the interladder coupling $J'$ with the intraladder couplings $J_0$, $J_1$ and $J_2$. In the $yz$-plane, noticeable dispersions exist and therefore an interladder coupling has to be taken into account in order to capture the essential features of BCPO. [20,21] The dispersion along the $x$-direction is hardly detectable and can be neglected. [22] As a result, BCPO can be described as a two-dimensional frustrated spin ladder system with an interladder coupling $J'$ in $z$-direction. Due to the absence of inversion symmetry about the center of the $Cu-Cu$ bonds, see Fig. [1] anisotropic interactions may occur in BCPO. Other observations, such as discrepancies between measured gap values and the calculated ones excluding anisotropic interactions, [23] indicate that anisotropic interactions must be present. In addition, the difference between the gap value from neutron-scattering and from thermodynamic measurements underlines that strong anisotropic interactions are required to receive a comprehensive understanding of BCPO. [22]

III. THE ISOTROPIC SPIN LADDER

Here, we present the results for the isotropic ladder. They constitute the starting point of our study because the anisotropic couplings are expected to be small relative to the isotropic ones. In order to provide a self-contained study we give a brief overview about the method employed, i.e., continuous unitary transformations.
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H (l) = U (l) H U^\dagger (l)
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Here the anti-hermitian generator \eta (l) = (∂t U (l)) U^\dagger (l) of the CUT is introduced. Equation [4] can be interpreted as a system of coupled differential equations for the prefactors of the operators, which occur in the Hamiltonian H (l).

In general, an infinite number of differential equations ensues which need to be solved. Thus one has to define an appropriate truncation scheme. A truncation scheme employed enhanced perturbative CUT (deepCUT) introduced four years ago. In this scheme, operators and terms in the differential equations are kept or omitted according to their effect in powers of the expansion parameter x on certain target quantities. In the present study, the target quantity is the dispersion of the triplons. If n denotes the order up to which the target quantity should be computed, all operators and terms are kept which affect the target quantity in the order m ≤ n in x.
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The operators H_0^+ (l) and H_1^+ (l) contain all terms of H (l) which create more quasiparticle than they annihilate out of states with 0 and 1 quasiparticle at least. In return, the operators H_0^- (l) and H_1^- (l) refer to all terms of H (l) annihilating more quasiparticles than creating. Clearly, H_{1n} (l) is the hermitian conjugate of H_{1n} (l). The In-generator decouples the subspaces containing zero and one quasi-particle from all other subspaces. Thus this generator is particularly suited to compute the ground-state energy and the dispersion.

FIG. 1. a) Crystal structure of BCPO. The unit cell is orthorhombic and contains coupled frustrated spin ladders formed by the two inequivalent copper ions Cu_A and Cu_B. We omitted the phosphorus and oxygen ions for a better overview. b) Effective spin model. The analyzed model is made of frustrated spin ladders, which are coupled by an interladder coupling J'. The inequivalence of the copper ions is neglected.
B. Results for the isotropic spin ladder

The first step to describe the measured dispersion of BCPO is to analyze the spectrum of a single frustrated isotropic spin ladder with the Hamiltonian

\[ H_{ladder} = J_0 H_0 + J_1 H_1 + J_2 H_2 \]  

(8a)

\[ H_0 = \sum_i S_i^x S_i^x \]  

(8b)

\[ H_1 = \sum_{i,\tau} S_i^\tau S_{i+1}^\tau \]  

(8c)

\[ H_2 = \sum_{i,\tau} S_i^\tau S_{i+2}^\tau \]  

(8d)

where \( i \) is the rung index. The variable \( \alpha \) assumes the values \( L \) for the left leg of the spin ladder and \( R \) for the right leg. We define the ratios \( x = J_1/J_0 \) and \( y = J_2/J_0 \). The parameter \( \alpha \) is the expansion parameter around the limit of decoupled rungs, i.e., in the limit \( x \to 0 \) at constant \( y \) no interdimer coupling is left. So \( \alpha \) is used in the deepCUT approach as the parameter defining the truncation scheme. The parameter \( y \) controls the relative strength of the NN and NNN coupling along the legs of the ladder.

Because the structure of BCPO consists of frustrated spin ladders coupled by an interladder coupling \( J' \), it is necessary to take the effect of \( J' \) into account as well. To this end, we start from the effective model of a single frustrated spin ladder obtained by deepCUT as sketched above. That means we consider the following Hamiltonian of dispersive triplons

\[ H_{ladder}^{\text{eff}} = \sum_{k,\alpha} \omega_0 (k) t_k^{\alpha,+} t_k^{\alpha,-} \]  

(9)

The operator \( t_k^{\alpha,+} \) (\( t_k^{\alpha,-} \)) creates (annihilates) a triplon with momentum \( k \) and flavor \( \alpha \in \{x,y,z\} \). The dispersion of a single frustrated spin ladder is denoted with \( \omega_0 (k) \). Possible interactions between two or even more triplons are left out at this stage because we do not have experimental indications for their relevance.

Next, we also transform other operators to their effective counter parts by the same CUT. In particular, we need the spin operator \( S_{i,\alpha}^{\alpha,R} \) expressed in triplon operators

\[ S_{i,\alpha}^{\alpha,R} = \sum_{\delta=-n}^{n} a_\delta (t_{i,\delta}^{\alpha,+} t_{i+n,\delta}^{\alpha,-}) + \ldots \]  

(10)

The dots refer to omitted terms of normal-ordered bilinear terms and terms of even higher number of triplon operators which we neglected for our calculations similar to previous applications. The index \( \delta \) runs from \(-n\) to \( n \) in integer steps while \( n \) denotes the order up to which the spin ladder was solved by the CUT. The effective spin operator \( S_{i,\alpha}^{\alpha,R} \) is no longer local anymore, but a superposition of triplon operators from rung \( i-n \) to rung \( i+n \). The coefficients \( a_\delta \) indicate the probability amplitude of the triplon operator on rung \( i+n \). Physically, this expresses the fact that the initial triplon which is completely local becomes smeared out when the effect of the interrung couplings \( J_1 \) and \( J_2 \) are considered.

We only focus on the linear terms in the effective spin operators. On this level of description, the relation

\[ S_{i,\alpha}^{\alpha,R} = -S_{i,\alpha}^{\alpha,L} \]  

(11)

is valid. It is based on the fact that triplon excitations have odd parity relative to the ground state with respect to reflection on the center line of the spin ladder, see also symmetry \( S_{xy} \) in section IV A.

From now on, we treat the triplons as free bosons in a mean-field approach. This approach constitutes an approximation, but it is justified by the relative smallness of the interladder coupling \( |J'/J_0| \ll 1 \). The Fourier transformation of (10) yields

\[ S_{\alpha}^{\alpha,R} (k) = a (k) (t_k^{\alpha,+} + t_{-k}^{\alpha,-}) \]  

(12)

using the quantity

\[ a (k) = \sum_{\delta} a_\delta e^{j k \delta} \]  

(13a)

\[ = \sum_{\delta} a_\delta \cos (k \delta) . \]  

(13b)

The absolute value squared of \( a (k) \) corresponds to the weight of the dominant single-particle mode in the dynamical structure factor at zero temperature under the made assumptions. In the single mode approximation this weight equals the momentum resolved static structure factor. The Eq. (13b) is valid because the spin ladder fulfills the relation \( a_{\delta} = a_{-\delta} \) due to the mirror symmetry about a rung, see symmetry \( S_{xx} \) in Sect. IV A.

The Hamiltonian

\[ H' = J' \sum_{i,j} S_{i,j}^{R} S_{i,j+1}^{R} \]  

(14)

describes the coupling between two adjacent spin ladders with the coupling strength \( J' \). The index \( i \) denotes the rung again and the index \( j \) labels the ladder. Using the effective operators from Eq. (10) in Fourier transformed form leads to the effective Hamiltonian of the interladder coupling

\[ H'_{\text{eff}} = -J' \sum_{k,l,\alpha} d_{k,l} (t_{k,l}^{\alpha,+} + t_{k,-l}^{\alpha,-}) (t_{l,-k}^{\alpha,+} + t_{k,-l}^{\alpha,-}) \]  

(15)

with the abbreviation

\[ d_{k,l} = \cos (2\pi l) a^2 (k) . \]  

(16)

Here the variable \( l \) indicates the wave vector perpendicular to the spin ladder (in \( z \)-direction, see Fig. 1) measured in reciprocal lattice units (r.l.u.).
The complete Hamiltonian is the sum of $H_{\text{ladder}}$ in Eq. (9) for all ladders and of $H'$ in Eq. (15). Since the interladder coupling is weak compared to the ladder couplings $J_0$, $J_1$ and $J_2$ we use a standard Bogoliubov transformation to obtain the complete two-dimensional dispersion
\[
\omega (k) = \sqrt{(\omega_0 (k))^2 - 4J' dk \omega_0 (k)}
\] (17)

of the complete isotropic system.

It is not possible to describe the measured dispersion data of BCPO with an isotropic model completely because its dispersion is threefold degenerate unlike in experiment. Our aim in the analysis with the isotropic model would have if the anisotropic couplings were not difficult because one has to guess which gap value the measured modes and take its gap position as the desired maximum $k$ dispersion which are essential and which should be determined from experiment. Our aim in the analysis with the isotropic model completely because its dispersion is threefold degenerate unlike in experiment. It is not possible to describe the measured dispersion data of BCPO with an isotropic model because its dispersion is threefold degenerate unlike in experiment. We present the curves defined by $k_\Delta = k_\Delta^*$, $\omega (\pi)/\Delta^*$ and $\Delta^*$, see Fig. 3 including the respective regions of acceptable deviations. As one sees both criteria are fulfilled for all $x \approx 1.2$ and $y \approx 0.9$. The interladder coupling $J'$ is set here to $J'/J_0 = 0.16$.

Since we use mode 3 to read off a value for $\omega (\pi)^*$ we consistently take the gap value of mode 3 to obtain the desired ratio $\omega (\pi)/\Delta^*$. The gap value of mode 3 is $\Delta^* = 3.8$ meV and thus we reach the ratio $\omega (\pi)/\Delta^* = 3.7$ as reference. Due to the large error bars, we estimate that a deviation from this value of up to 0.5 is still acceptable.

To find the best matching values of $x$ and $y$ we present the curves defined by $k_\Delta = k_\Delta^*$ and $\omega (k)/\Delta = (\omega (\pi)/\Delta)^*$ in Fig. 3 including the respective regions of acceptable deviations. As one sees both criteria are fulfilled well for $x \approx 1.2$ and $y \approx 0.9$. In this analysis, we used a relative interladder coupling of $J'/J_0 = 0.16$ as done previously. As Fig. 3 shows an overlap of both selection criteria in the tolerated error range for larger $x$ than 1.2, we compared the isotropic dispersion of larger $x$ with the measured dispersions. But analyzing the dispersion with values of $x = 1.3$ to $x = 1.7$ and $y = 0.9$ does not show any improvement. Similarly, a variation of $y$ does not improve the results. Thus, the parameters $x \approx 1.2$, $y \approx 0.9$, and $J'/J_0 = 0.16$ define our starting point for the minimal isotropic model for BCPO. This will be refined in the sequel.
IV. ANALYSIS OF THE ANTISYMMETRIC AND SYMMETRIC ANISOTROPIC COUPLINGS

Starting from the minimal isotropic model determined in the previous section, we consider here anisotropic couplings, i.e., the Hamiltonian

$$\mathcal{H} = \mathcal{H}_{\text{ladder}} + \sum_{i,j} D_{ij} \left( S_i \times S_j \right) + \sum_{i,j} \sum_{\alpha,\beta} \Gamma_{ij}^{\alpha\beta} S_i^\alpha S_j^\beta.$$  (18)

It consists of the isotropic spin ladder $\mathcal{H}_{\text{ladder}}$ and the DM interactions $D_{ij} \left( S_i \times S_j \right)$ and the symmetric anisotropic exchanges $\Gamma_{ij}^{\alpha\beta} S_i^\alpha S_j^\beta$. We want to stress that the sums with the indices $i$ and $j$ count each pair of spins only once.

We denote the couplings concerning the rungs of the ladder with the index 0, thus $J_0$, $D_0$, and $\Gamma_0^{\alpha\beta}$. The couplings concerning the NN interactions are marked with the index 1, thus $J_1$, $D_1$, and $\Gamma_1^{\alpha\beta}$. Finally, the components considering the NNN bonds carry the index 2, thus $J_2$, $D_2$, and $\Gamma_2^{\alpha\beta}$, see also Fig. 4.

FIG. 4. Scheme of the spin ladder structure of BCPO. The gray spheres represent the copper ions Cu$_A$ and Cu$_B$, see Fig. 1. The different bonds are labelled by the corresponding D-vectors. The unit cell of the spin ladder contains an upper and a lower rung.

A. Symmetries of the D-components

First, we have to specify the direction of each DM-vector $D_{ij}$. The components of $D$ are real and constant coefficients. Each bond on the ladder holds one D vector, see Fig. 1. The direction of the D vectors is restricted by the selection rules formulated by Moriya [8]. To decide whether a component $D_{ij}^\alpha$ has to vanish or not, it is necessary to apply these rules to the crystal structure of BCPO, see Sect. II. Our convention in the notation of the DM-vectors is the following. For the NN and NNN bonds the spin operators in the outer product $D_{ij} \left( S_i \times S_j \right)$ are ordered according to ascending $y$-coordinate. The convention for the rung couplings is to order the spin operators according to ascending $z$-coordinate.

We stress that in this symmetry analysis we do not distinguish between the two inequivalent copper sites Cu$_A$ and Cu$_B$, see Figs. 1(b) and 4, but treat all sites as equal. The prevailing symmetries of the crystal structure are the following:

1. $RS_y$: Rotation by $\pi$ about $\vec{y}$ located in the middle of the ladder tube and a shift by half a unit cell.
2. $R_x$: Rotation by $\pi$ about $\vec{x}$ located in the middle of a rung.
3. $S_{xy}$: Reflection at the $xy$-plane located in the middle of the ladder.
4. $S_{xz}$: Reflection at the $xz$-plane perpendicular through a rung.
5. $SS_{yz}$: Reflection at the $yz$-plane located in the middle of the ladder and a shift by half a unit cell.

Next, we apply the above five symmetries to each bond, see Figs. 1(b) and 4. As a result we obtain relations between the different bonds and therefore relations between the components of the D-vectors. For a better understanding, we exemplarily demonstrate the different steps of the symmetry analysis for the vector $D_1$ corresponding to the NN bonds in detail in App. A.

This symmetry analysis can be carried out for the vectors $D_0$ and $D_2$ as well, see Apps. B and C for a detailed explanation. At this point we just give the results, see Table I.

$$\begin{array}{ccc}
D_{ij}^\alpha & \text{along the legs} & \text{parity} \\
D_0^\alpha & \text{alternating} & \text{odd} \\
D_1^\alpha & \text{uniform} & \text{odd} \\
D_2^\alpha & \text{alternating} & \text{odd} \\
D_3^\alpha & \text{uniform} & \text{odd} \\
D_4^\alpha & \text{alternating} & \text{even} \\
\end{array}$$

TABLE I. Behavior of the sign along the legs of the spin ladder and the parity with respect to the symmetry $SS_{yz}$ of the D vectors. Components not listed vanish due to symmetry arguments. The parity of $D_0^\alpha$ does not refer to the component itself, but to the corresponding term in the Hamiltonian.

B. Symmetries of the symmetric $\Gamma$-components

The components $\Gamma_{ij}^{\alpha\beta}$ of the tensor $\Gamma_{ij}$ represent the symmetric anisotropic exchange between the two spin components $S_i^\alpha$ and $S_j^\beta$. We choose the tensor $\Gamma_{ij}$ to be traceless because any finite trace can be incorporated in the isotropic interaction $JS_i S_j$. Furthermore, the tensor has to be symmetric. We derive the formula for the components $\Gamma_{ij}^{\alpha\beta}$ based on the D vectors below.
According to Shekhtman et al.\textsuperscript{13} it is possible to map two coupled spins

$$\mathcal{H} = JS_1S_2 + D (S_1 \times S_2) + S_1 \Gamma S_2$$  \hfill (19)

with antisymmetric and symmetric anisotropic interactions onto an isotropic model in a rotated basis. The reason is that the anisotropic interactions are induced by SOC which results in a rotation of the spin in the hopping from site 1 to site 2.

To keep the calculations transparent we consider two interacting spins $S_1$ and $S_2$. The isotropic coupling is denoted with $J$ and the antisymmetric and symmetric anisotropic interaction by the vector $D$ and by the tensor $\Gamma$, respectively. More precisely, Shekhtman et al. state that the Hamiltonian in \textsuperscript{19} is equivalent to the Hamiltonian

$$\mathcal{H} = J'S_1S_2'$$  \hfill (20)

where $S_2'$ is a rotated spin.

For the renormalized isotropic coupling $J'$ between the two spins the relation $J' = \frac{4|u|D^2}{J^2}$ holds in leading order as it is well-known from the derivation of the Heisenberg coupling from a Hubbard model\textsuperscript{13} The hopping amplitude is given by $\Gamma$ and the $U$ denotes the repulsion energy between two spins on one site. Without loss of generality, we choose the z-axis as the rotation axis for $S_2'$. At the end of this calculation we will generalize the direction of the rotation axis. Therefore the relation between the spins $S_2'$ and $S_2$ is given by

$$S_2' = \begin{pmatrix} \cos (\varphi) & \sin (\varphi) & 0 \\ -\sin (\varphi) & \cos (\varphi) & 0 \\ 0 & 0 & 1 \end{pmatrix} S_2,$$  \hfill (21)

where $\varphi$ is the angle of rotation which is of the order of the SOC. Using \textsuperscript{21} we transform \textsuperscript{20} to

$$\mathcal{H} = JS_1S_2 + J \left( \sqrt{1 + \frac{D^2}{J^2}} - 1 \right) S_1^z S_2^z + D (S_1 \times S_2)$$  \hfill (22)

with the substitutions $J = J' \cos (\varphi)$ and $D = J' \sin (\varphi) e_z$. It is reasonable to assume that the absolute value of the vector $D$ is much smaller than the isotropic coupling $J$. Thus, we can expand the term $\sqrt{1 + \frac{D^2}{J^2}} = 1 + \frac{D^2}{J^2}$ in leading order.

Now we generalize the calculation, this means that $D$ points into an arbitrary direction. Then, the Hamiltonian takes the form

$$\mathcal{H} = JS_1S_2 + \frac{D^2}{2J^2} S_1^D S_2^D + D (S_1 \times S_2).$$  \hfill (23)

The components $S_i^D$ represent the component of the spin $S_i$ pointing in $D$-direction. It is given by the projection $S_i^D = \frac{D S_i}{|D|}$. The antisymmetric part has already the correct form, cf. \textsuperscript{19}. We write down the other two terms component by component to reach a formula for the entries $\Gamma^{\alpha\beta}$ depending on the components of $D$ and the isotropic coupling $J$. Splitting $\mathcal{H}$ into its components we obtain

$$\mathcal{H} = \sum_{\alpha,\beta} S_1^{\alpha} \left( J\delta^{\alpha\beta} + \frac{D^\alpha D^\beta}{2J} \right) S_2^{\beta} + D (S_1 \times S_2).$$  \hfill (24)

Keeping in mind that the trace of $\Gamma^{\alpha\beta}$ has to vanish we write

$$\mathcal{H} = \sum_{\alpha,\beta} S_1^{\alpha} \left( \tilde{J}\delta^{\alpha\beta} + \Gamma^{\alpha\beta} \right) S_2^{\beta} + D (S_1 \times S_2)$$  \hfill (25)

by using the substitutions

$$\tilde{J} = J + \frac{D^2}{6J},$$  \hfill (26a)

$$\Gamma^{\alpha\beta} = \frac{D^\alpha D^\beta}{2J} - \frac{\delta^{\alpha\beta} D^2}{6J}.$$  \hfill (26b)

We emphasize that the isotropic coupling is now given by $\tilde{J}$ and not by $J$. But due to the assumption that the absolute value of $D$ is much smaller than $J$ the approximation $\tilde{J} \approx J$ is justified. The deviation is of second order in $D$ (or $\varphi$) only. Therefore, the general formula for the entries of the tensor $\Gamma_{ij}$ is given by

$$\Gamma_{ij}^{\alpha\beta} = \frac{D_{ij}^\alpha D_{ij}^\beta}{2J_{ij}} - \frac{\delta_{ij} \delta^{\alpha\beta} D_{ij}^2}{6J_{ij}}.$$  \hfill (27)

At this point we stress once more that all isotropic interactions are shifted to the isotropic coupling $\tilde{J}$. The tensor $\Gamma_{ij}$ contains only anisotropic interactions and thus has trace zero, see \textsuperscript{27}. In the literature, also other representations of $\Gamma_{ij}$ are in use\textsuperscript{29,30} without vanishing trace.

On the basis of \textsuperscript{27} we translate the properties of the DM vectors in Table I to properties of the matrix elements of the symmetric tensor $\Gamma$ in Table II. This concludes the section on the general properties of the anisotropic couplings.

V. METHOD

Here we provide details how we calculate the dispersion in presence of the DM interactions and the symmetric anisotropic exchanges. As described in Sect. \textsuperscript{11} we perform the mean-field approach justified by the smallness of the effect. Recall that the interladder coupling is left dealt with on the same level. More sophisticated treatments are subject of future research.
TABLE II. Behavior of the sign along the legs of the spin ladder and the parity with respect to the symmetry $SS_{xy}$ of the components $\Gamma_{\alpha i j}$. Components not listed vanish due to even parity or they are given by their equivalent expression $\Gamma_{\alpha i j}$. 

| $\Gamma_{\alpha i j}$ | parity |
|---------------------|--------|
| $\Gamma_{0}^{\alpha}$ | uniform |
| $\Gamma_{0}^{\alpha}$ | even |
| $\Gamma_{1}^{\alpha}$ | uniform |
| $\Gamma_{1}^{\alpha}$ | even |
| $\Gamma_{2}^{\alpha}$ | uniform |
| $\Gamma_{2}^{\alpha}$ | even |
| $\Gamma_{3}^{\alpha}$ | uniform |
| $\Gamma_{3}^{\alpha}$ | even |
| $\Gamma_{4}^{\alpha}$ | uniform |
| $\Gamma_{4}^{\alpha}$ | even |
| $\Gamma_{5}^{\alpha}$ | uniform |
| $\Gamma_{5}^{\alpha}$ | even |
| $\Gamma_{6}^{\alpha}$ | uniform |
| $\Gamma_{6}^{\alpha}$ | even |

A. Derivation of the bilinear DM terms

We proceed as follows:

1. Write down the anisotropic interaction term in the basis of the spin operators $S_{i}^{x,L/R}$.

2. On the linear operator level the deepCUT maps the spin operators $S_{i}^{x,L/R}$ onto the effective spin operators as in Eqs. (10), (11), and (12).

3. We treat the triplon operators as bosonic operators in a mean-field approach and apply a Fourier transformation.

After these steps we obtain the effective anisotropic interaction terms in momentum space $k$.

We illustrate these steps for the component $D_{z}$. It is the only one with even parity, see Table I which implies that no other component contributes on the bilinear level due to the odd parity of the triplon creation and annihilation operators. We emphasize, however, that the other $D$-components may and will have contributions on the level of odd numbers of triplon operators. This means that they may generate linear or trilinear contributions. Their treatment is beyond the scope of the present article and left to future research.

First, we write down the corresponding anisotropic interaction term

$$H_{NNN,z}^{D} = \sum_{i} \sum_{\tau \in \{L,R\}} D_{2i}^{z,\tau} (S_{i}^{z} \times S_{i+2}^{z})_{z}. \tag{28}$$

The index $\tau$ indicates the left (L) and the right (R) leg of the spin ladder; the index $i$ stands for the rung. The component $D_{z}^{z}$ has even parity and an alternating sign, see Table I which means that $D_{2i}^{x,L} = D_{2i}^{x,R} = D_{z}^{z} (-1)^{i}$ holds. In Step 2 we replace the spin operators in (28) by the effective spin operators (10) which yields the effective anisotropic interaction

$$H_{NNN,z}^{D,\text{eff}} = 2D_{2}^{z} \sum_{i} (-1)^{i} S_{i}^{z,L} (S_{i+2}^{y,L} - S_{i-2}^{y,L}). \tag{29}$$

Expressing this term in bosonic operators and performing a Fourier transformation leads to

$$H_{NNN,z}^{D,\text{eff}} = 4D_{2}^{z} \sum_{k} a(k) a(k + \pi) \sin(2k) \left( t_{k}^{x,\uparrow} (t_{k-\pi}^{y,\downarrow} + t_{k+\pi}^{y,\downarrow}) - \text{h.c.} \right). \tag{30}$$

Now we see that the component $D_{z}$ couples the $x$-mode with momentum $k$ to the $y$-mode with momentum $k + \pi$ and the $y$-mode with momentum $k$ to the $x$-mode with momentum $k + \pi$.

B. Computation of the dispersion

On the level of bilinear triplon operators treated as standard bosons we have to find the appropriate generalized Bogoliubov transformation in order to diagonalize the Hamiltonian. At present, we only need the dispersion, i.e., the eigen energies, without constructing the full diagonalizing transformation. The eigen energies are the eigen values of finite matrices which we determine in the following way.

We consider the commutator

$$[\mathcal{H}, v] = w \tag{31}$$

with the operators $v$ and $w$ which are linear combinations of bosonic operators $B_{i}$ with prefactors $v_{i}$ and $w_{i}$. The operator structure of $v$ and $w$ is identical, only the prefactors differ. The commutation with $\mathcal{H}$ in (31) provides linear relations between the prefactors $v_{i}$ and $w_{i}$ which can be cast into the matrix-vector product

$$\mathcal{M} \vec{v} = \vec{w} \tag{32}$$

where

$$[\mathcal{H}, B_{j}] = \sum_{j} M_{ij} B_{j}. \tag{33}$$

Then we are looking for the eigen values $\lambda$ fulfilling

$$\mathcal{M} \vec{v} = \lambda \vec{v} \tag{34}$$

for the eigen vector $\vec{v}$.

Thus, we diagonalize the matrix $\mathcal{M}$. The positive eigen values $\lambda$ depending on the momentum $k$ represent the dispersion of the considered Hamiltonian $\mathcal{H}$. To find the matrix $\mathcal{M}$ it is useful to identify a minimal closed ansatz for the operators $B_{i}$. The closure means that the commutation with $\mathcal{H}$ of the set $\{B_{i}\}$ does not yield operators which cannot be expressed by $\{B_{i}\}$. The set should be minimal for convenience because a small number of operators requires a matrix with low dimension only. Generally, our ansatz comprises the adjoint operators as well,
i.e., if $B_i$ is element of our set of operators then $B_i^\\dagger$ as well. This implies that all eigen values come in pairs of positive and negative values. The positive values result from the creation of a diagonal boson as in $[\omega b^\\dagger b, b^\\dagger] = \omega b^\\dagger$ while the negative ones correspond to the annihilation of a diagonal boson as in $[\omega b^\\dagger b, b] = -\omega b$.

For the effective Hamiltonian of the single frustrated spin ladder the minimal closed ansatz for $v$ is simply given by

$$v_{\text{ladder}} = v_1 t_k^{\alpha,\dagger},$$

containing only one operator. The corresponding matrix $M_{\text{ladder}}$ has just one entry which is

$$M_{\text{ladder}} = \omega_0 (k)$$

defining the dispersion. Note that this is an exceptional case because no adjoint operators are considered.

Next, we consider $H_{\text{NNN}, z}^{\text{eff}}$ in (36) where a minimal closed ansatz for $v$ is given by

$$v = v_1 t_k^{\alpha,\dagger} + v_2 t_k^{\gamma,\dagger} + v_3 t_k^\gamma v_4 t_{-k}^{\gamma} - \pi$$

leading to the commutation matrix

$$M_{D_2} = \begin{pmatrix} 0 & iD_2^\alpha (k) & 0 & -iD_2^\alpha (k) \\ -iD_2^\gamma (k) & 0 & iD_2^\gamma (k) & 0 \\ 0 & 0 & 0 & -iD_2^\gamma (k) \\ -iD_2^\gamma (k) & 0 & iD_2^\gamma (k) & 0 \end{pmatrix}, \quad (38)$$

using

$$D_2^\alpha (k) = 4D_2 a (k) a (k + \pi) \sin (2k). \quad (39)$$

Following this pattern, we set up matrices for the isotropic effective Hamiltonian of the single spin ladder, all DM interactions, and the interladder coupling. Then we diagonalize their sum to obtain the wanted dispersion from the momentum dependent positive eigen values.

Up to this point, we analyzed the DM interactions and found that only one component, $D_2^\alpha$, contributes to the dispersion. Although the symmetric anisotropic exchanges are of second order in SOC we know that they can be equally important. To include the symmetric anisotropic exchanges we repeat the steps from Sect. V A to transform the corresponding observables, see App. D. As discussed before only components $\Gamma_{ij}^{\alpha\beta}$ of even parity contribute to the bilinear Hamiltonian. Finally, the corresponding commutation matrix $M$ is computed and added to the other matrices. We find that the coupling between the $x$-mode and $y$-mode is modified while the $z$-mode is still separated.

The sum of all matrices for the $x$- and $y$-mode has the form

$$M_{\text{all}} = \begin{pmatrix} A_\omega & -iB & -A (k) & iB \\ iB & C_\omega & iB & -C \\ A (k) & -iB & -A_\omega & iB \\ iB & C & -iB & C_\omega \end{pmatrix}, \quad (40)$$

where the entries depend on momentum $k$. Here we used the shorthands

$$A_\omega := \omega_1 + A (k) \quad (41a)$$
$$C_\omega := \omega_2 + C \quad (41b)$$
$$A (k) := d_1 + \Gamma_0^{xx} (k) + \Gamma_1^{xx} (k) + \Gamma_2^{xx} (k) \quad (41c)$$
$$B := \Gamma_1^{xy} (k) - \Gamma_2^{xy} (k) \quad (41d)$$
$$C := d_2 + \Gamma_0^{yy} (k) + \Gamma_1^{yy} (k) + \Gamma_2^{yy} (k). \quad (41e)$$

The abbreviations in (41c) to (41e) stand for

$$\omega_1 = \omega_0 (k) \quad (42a)$$
$$\omega_2 = \omega_0 (k + \pi) \quad (42b)$$
$$d_1 = -2J' \cos (2\pi l) a^2 (k) \quad (42c)$$
$$d_2 = -2J' \cos (2\pi l) a^2 (k + \pi) \quad (42d)$$
$$\Gamma_0^{xx} (k) = -2\Gamma_0^{xy} a^2 (k) \quad (42e)$$
$$\Gamma_1^{xx} (k) = 4\Gamma_1^{xy} a^2 (k) \quad (42f)$$
$$\Gamma_2^{xx} (k) = 4\Gamma_2^{xy} a^2 (k) \quad (42g)$$
$$\Gamma_0^{yy} (k) = -2\Gamma_0^{yy} a^2 (k + \pi) \quad (42h)$$
$$\Gamma_1^{yy} (k) = -4\Gamma_1^{yy} a^2 (k + \pi) \quad (42i)$$
$$\Gamma_2^{yy} (k) = 4\Gamma_2^{yy} a^2 (k + \pi) \quad (42k)$$

The resulting eigen values read

$$\omega_x (k) = \sqrt{\frac{1}{2} \Omega_1^2 + \frac{1}{2} \Omega_2^2 + 16\omega_1 \omega_2 B^2} \quad (43)$$

with

$$\Omega_1 := \omega_1^2 + 2\omega_1 A (k) + \omega_2^2 + 2\omega_2 C \quad (44a)$$
$$\Omega_2 := \omega_1^2 + 2\omega_1 A (k) - \omega_2^2 - 2\omega_2 C. \quad (44b)$$

One finds that the dispersion of the $y$-mode can be found from the dispersion of the $z$-mode by a shift by $\pi$

$$\omega_y (k) = \omega_x (k + \pi). \quad (45)$$

The analysis of the $z$-mode reveals that it is not coupled to the $x$- and $y$-mode at all. Only the symmetric anisotropic exchange has an effect on the $z$-mode. The minimal closed set only requires two operators for $v$

$$v_z = v_1 t_k^{\gamma,\dagger} + v_2 t_k^{\gamma}. \quad (46)$$

The sum of the commutation matrices affecting the $z$-mode has the form

$$M_{\text{all}, z} = \begin{pmatrix} \omega_1 + D & -D \\ -D & -\omega_1 - D \end{pmatrix} \quad (47)$$

with the abbreviations

$$D := d_1 + \Gamma_0^{zz} (k) + \Gamma_1^{zz} (k) + \Gamma_2^{zz} (k) \quad (48a)$$
$$\Gamma_0^{zz} (k) := -2\Gamma_0^{zz} a^2 (k) \quad (48b)$$
$$\Gamma_1^{zz} (k) := 4\Gamma_1^{zz} a^2 (k) \quad (48c)$$
$$\Gamma_2^{zz} (k) := 4\Gamma_2^{zz} a^2 (k) \quad (48d).$$
The positive eigen values of the matrix $M_{\text{all},z}$ read
\[
\omega_z(k) = \sqrt{\omega_1^2 + 2\omega_1 D}.
\] (49)

VI. DISCUSSION OF THE RESULTS

Prior to any attempt to fit the experimental dispersion by adjusting the anisotropic couplings we studied the effects of each D-component on $\omega_z(k)$ separately. We summarize the results in Table III.

| $D^0_i$ | $D^0_i$ lin. | effect on $\omega_z(k)$ |
|--------|--------------|------------------------|
| $\times$ | increase in the complete Brillouin zone |
| $\times$ | asymmetric shift about $k = \frac{\pi}{2}$ |
| $\times$ | lowering at $k > \frac{\pi}{2}$ |
| $\times$ | asymmetric shift about $k = \frac{\pi}{2}$ |
| $\checkmark$ | lowering around the minimum |

TABLE III. Effects of an increase of the various D-components on the dispersion $\omega_z(k)$. If the component induces an effect in linear order it is marked by $\times$, otherwise we put $\checkmark$. All components contribute in quadratic order, i.e., via the symmetric $\Gamma$-components.

Based on this understanding of the effects of anisotropic couplings we systematically searched for values of the D-components which provide the best match between the calculated dispersion and the measured dispersion data. We departed from the isotropic coupling ratios $x = 1.2$ and $y = 0.9$ and used the calculated isotropic dispersion $\omega_0(k)$ and the coefficients $a_\alpha$ resulting from the transformation of the observable. Then, we looked for appropriate values of the D-components and of the energy scale $J_0$. Below, we indicate the D-components in units of the corresponding isotropic coupling, i.e., we use $\widetilde{D}^i = D^i / J_0$ with $i \in \{0, 1, 2\}$ labeling the various bonds, see Fig. 4.

In the following, we discuss several issues concerning the theoretical fits depicted in Fig. 4.

(i) A good description of the measured data in the area of the minimum of mode 1 and mode 2 is achieved with the calculated dispersions $\omega_x(k)$ and $\omega_y(k)$. The necessary large values of the components $\widetilde{D}^1_x$ and $\widetilde{D}^1_y$ represent an unsatisfying feature. We expected the relative anisotropic couplings to assume values of $\widetilde{D} \approx 0.1 - 0.2$. The reason why one has to choose such large values for $\widetilde{D}^1_x$ and $\widetilde{D}^1_y$ is that one needs $\Gamma^{xy}_{11}$ to be sufficiently large. We found out that this term leads to the lowering of the dispersions $\omega_x(k)$ and $\omega_y(k)$ around the point $k = 0.5$ (r.l.u.), and to a flattening of the W-shape of the dispersions. At the point $k = 0.5$ (r.l.u.), the dispersion without anisotropic interactions takes the value $7.00\text{ meV}$, the experimental values of mode 1 and 2 take the values $3.20\text{ meV}$ and $3.55\text{ meV}$. This implies that the anisotropic interactions have to lower the dispersions at $k = 0.5$ about 3 to $4\text{ meV}$. To achieve such a large energy difference the component $\Gamma^{xy}_{11}$, which causes the main influence on the dispersion at $k = 0.5$, has to accept a large value. Hence, the components $\widetilde{D}^1_x$ and $\widetilde{D}^1_y$ have to assume large values due to the relation (27). We choose $\widetilde{D}^1_z$ to be slightly larger than $\widetilde{D}^1_x$ to create the slightly asymmetric behavior of the measured dispersion about $k = 0.5$ (r.l.u.). We stress that it is possible to swap the dispersions of the $x$- and $y$-mode by swapping the values of $\widetilde{D}^1_x$ and $\widetilde{D}^1_y$.

(ii) The chosen value of $\widetilde{D}^1_z$ is negative and small. The reason for the sign of the component can be found in Eq. (43). Only for a negative sign the effects of $\Gamma^{xy}_{11}$ and $\Gamma^{xy}_{22}$ partly compensate so that the value of the minimum is approximated in a satisfying way.

(iii) Major discrepancies between the shape of the calculated dispersion of the $z$-mode and the measured mode 3 cannot be eliminated. The measured data shows a W-
shaped dispersion like for the modes 1 and 2. But the overall shape of the calculated z-mode is similar to the dispersion without anisotropic interactions, see Fig. 5 panel a). The only difference between the two curves is that the z-mode is slightly increased about the minimum by finite $\Gamma_{16}^x$, $\Gamma_{17}^y$, and $\Gamma_{18}^z$; see Fig. 5 panel b).

(iv) Around $k = 0.75$ (r.l.u) the two lowest modes bend towards lower energies. The corresponding theoretical modes do not show this feature. We expect that inclusion of the two-triplon continuum and its hybridization with the one-triplon states will explain this feature, see Refs. 14–47 for similar calculations of asymmetric spin ladders. The importance of the two-triplon continua has already been pointed out by Plumb et al. But so far no theoretical description of the down-bending exists to our knowledge. We come back to this point in Sect.

(v) The maximum value reached by the z-mode is $\approx 19$ meV. The measured maximum value is $\approx 27$ meV. We tried hard to obtain a better match between experiment and theory at high energies and did not succeed. Other ratios $x$ and $y$ do not help in this respect either. In view of the large error bars it is reasonable to presume that states of higher triplon number and the hybridization with them need to be taken into account. This is beyond the scope of the present article and subject of future research.

We recall that it was our aim to describe the experimentally measured dispersion in BCPO by including anisotropic interactions. We assumed these interactions to accept values between 10% and 20% of the isotropic couplings. Summarizing, we state that this was not possible. Large values of $D_1 \approx 0.6J_1$ must be assumed to achieve agreement between experiment and theory. Even then the z-mode cannot be described convincingly at low energies. Moreover, the broad resonances at high energies are not captured either.

Our results go well with the ones from Plumb et al.20,29 They chose the couplings constants to assume the following values based on bond operator theory (BOT) on the mean-field level: $x = 1$, $y = 1$, $J_0 = 8$ meV, $J' = 1.6$ meV, $D_1^y = 0.6$ and $D_1^z = 0.4$. The parameters are in good agreement, i.e., they differ only by up to 20%. Thus the comprehensive high-order CUT approach confirms the BOT results and refines them. The large values of the DM interactions, however, do not fulfill our expectation for the anisotropy in the exchange of copper spins as discussed above.

A striking discrepancy between the experimental and the calculated dispersion is the shape of the evaluated z-mode. To improve the shape, it is necessary to identify an interaction which couples the z-mode with momentum $k$ with the z-mode with momentum $k + \pi$. As we have seen in our previous analysis, this type of interaction has the effect that the dispersion splits up into an upper and a lower branch yielding a shallow W-shape if the coupling is large enough. So far, we have not found such a coupling, but we will consider possible candidates in the next section.

VII. ALTERNATING NEXT-NEAREST NEIGHBOR COUPLING

Here, we want to discuss possible extension of the model considered so far which may help to understand and to describe the magnetism in BCPO better.

The first idea suggesting itself is to consider the differing copper ions, see Fig. 6. The coupling $J_2$ among the Cu4 and the coupling $J_2'$ among the Cu2 can be different. Tsirlin et al.33 computed it and found that it is significantly large. The relative difference can be quantified by $r := (J_2' - J_2)/J_2$. Inspecting Fig. 6 b) we see that $r$ changes sign by shifting the ladder by one NN bond along the legs. Of course, this can only be done if we view the ladder as being flat which we can do for the sake of symmetry analysis. Thus, this alternation indeed couples modes at $k$ to those at $k + \pi$.

But in addition, $r$ has odd parity, i.e., it changes sign if the spin ladder is reflected at its center line. This implies that it will be represented by terms of odd number of triplon operators. Thus on the level of our description no effect will ensue. But even if we computed the effects of these terms in infinite order of perturbation it would not yield a coupling of the triplon mode at $k$ to one at $k + \pi$ because due to the odd parity of the perturbation quantified by $r$ this would require an even number of application of the perturbing Hamiltonian. Hence, the overall momentum change would be an even multiple of $\pi$ equivalent to zero. We conclude that this term does not suffice to explain the observed shallow W-shape of the z-mode.

Therefore, we vary the alternation of $J_2$, see Fig. 6 c). We assume that it is even at the temperatures at which the magnetism is measured. This means, that we assume that the couplings $J_2$ is the same along the rails of the tubes in Fig. 6 c) and it is the same in each layer of the tubes. But it differs between the lower layer and the upper layer by an alternation $\delta := (J_2' - J_2)/(J_2' + J_2)$. The key point is that this alternation is even with respect to reflections of the spin ladder about the center line and it is alternating along the (flattened) spin ladder. Hence, it is capable to couple the modes at $k$ to the modes at $k + \pi$. This is the empirical reason why we introduce this kind of alternation. At present, it is not backed by structural analyses of the crystal at low temperatures to our knowledge. We like to point out that only small shifts of the order of 1% in the atomic positions are required to justify the values we will use for $\delta$, see below, because the magnetic couplings are extremely sensitive to the precise position values. We suggest that the low temperature structure is re-analyzed in this respect.

We will show below that the alternation $\delta$ of $J_2$ indeed improves the fits of the magnetic dispersions at low energies considerably. In contrast, an alternation of the NN coupling $J_1$ has hardly an effect around $k = \pi/2$ because its matrix element contains the factor $\cos(k)$ in the effective observable.
FIG. 6. a) Crystal structure of BCPO including the alternation of $J_2$. The variation of the coupling $J_2$ is visualized by the two different couplings $J_2$ and $J'_2$. b) Effective spin model analyzed by Tsirlin et al.\cite{31} including the alternation NNN coupling. Here, the inequivalence of the copper ions is taken into account and therefore the alternation of the NNN coupling has odd parity. c) Effective spin model including the alternation of $J_2$. The analyzed model is made of frustrated spin ladders with an alternating NNN coupling, which are coupled by an interladder coupling $J'$. Again the inequivalence of the copper ions is neglected so that the alternation of the NNN coupling has even parity.

A. Inclusion of the alternation in the NNN coupling

The term in the Hamiltonian representing this alternation reads

$$\mathcal{H}_{J_2} = J_2 \delta \sum_{i,\tau} (-1)^\tau S_i^+ S_{i+2}^-.$$ \hspace{1cm} (50)

We include this term in a perturbative way. As described in Sect.\cite{10} the first step is to insert the effective spin operators (10) and to transform the resulting expression to $k$ space yielding

$$\mathcal{H}_{J_2}^{\text{eff}} = 2J_2 \delta \sum_{k,\alpha} a(k) a(k + \pi) \cos (2k)$$

$$\left( t_k^{\alpha} t_{k-k-\pi}^{\alpha} + 2t_k^{\alpha} t_{k+\pi}^{\alpha} + t_k^{\alpha} t_{k-k-\pi}^{\alpha} \right).$$ \hspace{1cm} (51)

As expected the effective term $\mathcal{H}_{J_2}^{\text{eff}}$ couples modes with momentum $k$ and momentum $k + \pi$ of each flavor $\alpha$. The alternation $\delta$ is multiplied with $\cos (2k)$, which means that it gives a contribution at $k = 0.5$ (r.l.u) corresponding to $k = \pi/2$ in the theoretical description.

B. Symmetry analysis of the D-components

The alternation $\delta$ lowers the symmetry of the crystal structure. In concrete terms, this means that the two symmetries RS$_y$ and SS$_{yz}$ of the five symmetries in Sect.\cite{6} are not fulfilled any more. Therefore, it is necessary to perform the complete symmetry analysis again. We present the results of the symmetry analysis in Table IV.

| $D_{\alpha}^{ij}$ | along the legs | parity |
|------------------|---------------|--------|
| $D_1^x$          | uniform       | odd    |
| $D_1^y$          | uniform       | even   |
| $D_1^z$          | alternating   | odd    |
| $D_2^x$          | -             | even   |
| $D_2^y$          | -             | even   |

TABLE IV. Behavior of the sign along the legs of the spin ladder with NNN alternation $\delta$ and the parity of the D vectors. Components not listed have to vanish due to symmetry arguments. The symbol "-" means that it is not possible to determine the behavior of the sign with the help of the present symmetries.

The most interesting result of the symmetry analysis is that the component $D_1^z$ does not have to vanish any more. The parity of this component is even which means that $D_1^z$ provides a contribution to the dispersion on bilinear level. We presume that the best matching value for $\delta$ ranges between 10% and 15% because this is roughly the value required to lower the isotropic dispersion of the uniform spin ladder to the experimental values around $k = 0.5$ (r.l.u). As a consequence, we assume that the component $D_1^z$ accepts value between 10% and 15% of the components $D_1^x$ and $D_1^y$ because the finite values of $D_1^z$ only results from the additional symmetry breaking by the NNN alternation $\delta$.

The analysis of the $\Gamma$-components shows that the parity of the previously non-vanishing components does not change. The parity of the components which do not vanish because of the contribution of $D_1^z$ have odd parity.
Thus, they do no influence the dispersion. The only effect of $D^x_1$ on the $\Gamma$-components is a certain change of the value of the components $\Gamma_\gamma^{\alpha x}$ according to (27).

For the linear effect of $D^y_1$ we express the outer product in spin space

$$\mathcal{H}^D_{NN,z} = \sum_{i,j} D^z_{1,i} \left( S^i_x \times S^j_{x+1} \right)$$  \hspace{1cm} (52)

in terms of triplon operators as described before in Sect. VA leading to

$$\mathcal{H}^D_{NN,z} = 4D^y_1 \sum_k a^2(k) \sin(k) \left( \nu^x_k \left( \nu^y_k + \nu^y_k \right) - \text{h.c.} \right).$$ \hspace{1cm} (53)

The $D^y_1$-component modifies the coupling between the $x$- and $y$-mode as the component $D^z_2$ does. We emphasize that the $D^y_1$-component couples between the modes with same momenta $k$ while the $D^z_2$-component connects the momenta $k$ and $k + \pi$.

C. Computation of the dispersion

To take the influence on the dispersion of the alternation $\delta$ and the ensuing component $D^z_1$ into account we have to extend the set of operators $\{B_k\}$ used before for $v$ in (37) because the commutators $[\mathcal{H}^D_{eff,1},v]$ and $[\mathcal{H}^D_{eff,2},v]$ yield operators not contained in the previous ansatz for $v$. In presence of the alternation, the minimal and complete ansatz is given by

$$v_{z,j} = v_1 t^z_{1,j} + v_2 t^z_{k+1,k} + v_3 t^z_{k-1,k} + v_4 t^z_{-k,k}$$
$$+ v_5 t^z_{k+1,k} + v_6 t^z_{k+1,k} + v_7 t^z_{k-1,k} + v_8 t^z_{k-1,k}.$$ \hspace{1cm} (54)

As explained in Sect. VB the next step is to commute the complete effective Hamiltonian with $v_{z,j}$ in order to set up the commutation matrix arising from (31). The positive eigen values of this matrix $\mathcal{M}_{all,x,y,j}$ represent the dispersion of the $x$- and $y$-mode. Since the required ansatz (54) comprises eight operators the resulting matrix is an $8 \times 8$ matrix and cannot be diagonalized analytically, see App. E Therefore, the eigen values have to be computed numerically.

Considering the $z$-mode we find that it is still not coupled to the $x$- and $y$-mode. Thus the minimal and complete ansatz for it to include the effect of the NNN alternation $\delta$ is given by

$$v_{z,j} = v_1 t^z_{1,j} + v_2 t^z_{i+1,k} + v_3 t^z_{i-1,k} + v_4 t^z_{-k,k}.$$ \hspace{1cm} (55)

The resulting commutator matrix from (31) is $4 \times 4$ reading

$$\mathcal{M}_{all,x,z,j} = \begin{pmatrix} D_{\omega,1} & J_2 & -D(k) & -J_2 \\ J_2 & D_{\omega,2} & -J_2 & -D(k+\pi) \\ D(k) & J_2 & -D_{\omega,1} & -J_2 \\ J_2 & D(k+\pi) & -J_2 & -D_{\omega,2} \end{pmatrix}$$ \hspace{1cm} (56)

with the abbreviations

$$D_{\omega,1} = \omega_0(k) + D(k)$$ \hspace{1cm} (57a)

$$D_{\omega,2} = \omega_0(k + \pi) + D(k + \pi)$$ \hspace{1cm} (57b)

$$J_2 = 4J_2 \delta a(k) a(k + \pi) \cos(2k).$$ \hspace{1cm} (57c)

The concrete form of $D(k)$ is listed in Eqs. (48). The positive eigen values of $\mathcal{M}_{all,x,z,j}$ are the following

$$\omega_z(k) = \sqrt{\frac{1}{2} \Omega^2_3 + \frac{1}{2} \sqrt{\Omega^2_3 + 16 \omega_4^2 J^2_2}}.$$ \hspace{1cm} (58)

using the shorthands

$$\Omega_4 = \omega_0^2 + 2\omega_1 D(k) + \omega_2^2 + 2\omega_2 D(k)$$ \hspace{1cm} (59a)

$$\Omega_4 = \omega_0^2 + 2\omega_1 D(k) - \omega_2^2 - 2\omega_2 D(k).$$ \hspace{1cm} (59b)

D. Discussion of the results

Again, we search for values of the D-components, which provide the best match between the measured data and the evaluated dispersions. We start with the results of the isotropic ladder with the parameters $x = 1.2$ and $y = 0.9$ and fix the interladder coupling $J'' = 1.5$ meV. The NNN alternation $\delta$ and the D-components are varied to obtain the best agreement between experiment and theory.

Below we discuss several issues of the results depicted in Fig. 7.

(i) The eigen values $\mathcal{M}_{all,x,y,j}$ provide four positive energies and the ones of $\mathcal{M}_{all,z}$ two positive energies. These six values can be divided into three upper branches and three lower branches which have a W-shape. Fig. 7 shows that it is possible to describe the three measured modes by the three lowest energies. The energies in the upper branch lie clearly above the measured data and are not suitable for a description of the experiment.

(ii) We determined the alternation $\delta$ by fitting the evaluated lower z-dispersion to the measured mode 3 at the $k = 0.5$ (r.u.

(iii) Comparing the best matching values of $\tilde{D}^x_1$ and $\tilde{D}^y_1$ in presence of the alternation to the values of the previous section we clearly see that they can be chosen much lower. Previously, we had to choose the components to accept $\tilde{D}^x_1 = 0.48$ and $\tilde{D}^y_1 = 0.61$. With alternation $\delta = 0.13$ the values $\tilde{D}^x_1 = 0.36$ and $\tilde{D}^y_1 = 0.34$ are sufficient. As expected the alternation $\delta$ already lowers the dispersion for each flavor in the vicinity of $k = 0.5$ r.u. Therefore, $\Gamma_1^{\alpha x}$ has not the main influence on the $x$- and y-dispersion any more and its value can be reduced and so the components $\tilde{D}^x_1$ and $\tilde{D}^y_1$.

Mainly the component $\tilde{D}^x_1$ is responsible for the splitting at the $k = 0.5$ r.u. between the two lowest modes resulting from the $x$- and $y$-dispersion. In combination with the alternation $\delta$ the components $\tilde{D}^y_1$ and $\tilde{D}^z_2$ have a minimal influence on the mentioned splitting. The value
The energy values of the minima of the three lowest modes agree nicely the theoretical dispersions. Even the value at \( k = 1 \) r.l.u. matches with the measured z-mode.

The bending-down behavior of mode 1 and 2 around \( k = 0.75 \) r.l.u. still cannot be described by the modified theory. This is another piece of evidence for the necessity to include the hybridization of the two-particle-continuum in future more extended studies, see for instance Ref. 30.

The discrepancy at the high energies around \( \approx 27 \) meV persists. The NNN alternation \( \delta \) has no important effect on the largest evaluated energies.

We also varied the parameters \( x \) and \( y \) to improve our description of the experimental data, but did not reach better results than the ones presented here.

Summarizing this section we are able to describe the three lowest measured dispersions with anisotropic interactions of less than 40% of the isotropic couplings. It was necessary to introduce an alternation \( \delta \) in the NNN coupling \( J_2 \) of about 15%. This alternation lowers the crystal symmetry and as a consequence the \( D_I^z \) can be finite producing a small splitting between the two lowest modes. The qualitative discrepancies between experiment and theory for the two lowest modes around \( k = 0.75 \) r.l.u. and at high energies could not be resolved.

The fit could be improved considerably compared to the fit in the previous section without NNN alternation. First, the dispersion of the third mode with its shallow W-shape is captured. Second, the values of the relative DM couplings are significantly closer to reasonable expectations for the super exchange between copper ions. Note in this context that recently, Plumb et al. also advocated much smaller values \( D \approx 0.3 \) for BCPO when compared to theoretical calculations including many-triplon states. This supports our second fit presented in this section with its lower values for the DM interactions.

**VIII. PERPENDICULAR DISPERSION**

For the sake of completeness we also discuss the dispersion perpendicular to the spin ladder, that means in spatial \( z \)-direction, see Fig. 8. The width of its cosine shape is mainly affected by the interladder coupling \( J' \).
the measured dispersion, see Fig. 8. The agreement for the two lower modes is poorer, but still acceptable. Since a change of $J'$ essentially influences all three modes in the same way, it is not possible to reduce the band width of the two lower modes without affecting the upper $z$-mode. We attempted to find better overall fits by varying $J'$. Although it is possible to improve the agreement of the perpendicular dispersion this leads to poorer agreement in the dispersions along the spin ladders. Thus we still favor the parameter set used. Fig. 8 shows that it yields a reasonable agreement.

Moreover, we have to stress again that a description on the single-triplon level, i.e., with a bilinear Hamiltonian, cannot capture all details of BCPO where a significant influence of higher triplon states is obvious, see the large error bars of the peaks at high energies in Fig. 2. In particular the two low-lying modes seem to hybridize with two-triplon continua as conjectured in Ref. 80 from the down-bending of their dispersions around $k = 0.75$ r.l.u.

IX. MAGNETIC FIELD DEPENDENCE

A model on the single-triplon level can address the effect of magnetic fields as well. So we turn to this issue as a final check for the validity of the minimal model advocated. The magnetic field dependence of the three gap values of BCPO has been analyzed in the past on experimentally and theoretically. We stress that the expected range of $g$-values for Cu$^{2+}$ ions is $g = 2.1 - 2.3$ which implies at maximum a 15% effect of the SOC. Another aspect to be mentioned is the fact that BCPO may contains strong magnetoelastic couplings due to its structure, like the copper mineral azurite. Thus, an easy interpretation of susceptibility measurements is difficult.

Because of the importance of anisotropic interactions in BCPO the $g$-factor may be anisotropic as well. This means that it may have different values depending on the direction of the magnetic field $H$. This has been kept in mind in the following analysis.

Another interesting aspect is that the $g$-tensor may contain a staggered part due to the two inequivalent copper ions in a unit cell. To take this effect into account the following arguments concerning the transformation of the Zeeman term would not be valid and the calculations become significantly more complicated. As the total experimental information on the field dependence is presently still limited, only a few points are available, see Fig. 9 we do not discuss this aspect in the present article.

A. Transformation of the Zeeman term

To proceed we have to identify the transformation of the Zeeman term (60) in terms of triplon operators. At first glance, one may think that the effective spin operator (10) solves this issue as before. But in fact the problem is more complicated and simpler at the same time. First, it is more complicated because the Zeeman term is even with respect to reflection about the center line. This implies that there is no linear contribution but one has to pass to the bilinear terms which we have not considered so far.

Second, however, it is simpler because the total spin sum $S^i$ is the generator of global rotations in spin space. Since the CUT is performed for the isotropic spin ladder conserving spin rotation invariance the total spin is not altered at all by the CUT. Thus we can use its representation in terms of triplon operators prior to any CUT and still use it for the effective model afterwards.

Using the general representation of the spin operators by triplon operators $^3$ and performing the Fourier transform one obtains straightforwardly

$$H_Z = -g \mu_B H \sum_{i, \tau} S^\tau_i, \quad (60)$$

with the $g$-factor, the Bohr magneton $\mu_B$ and the magnetic field $H$. For copper ions as in BCPO, the expected value for $g$-factor is 2 or slightly larger by up to 20%. Analyses of the magnetic susceptibility indicate that the $g$-factor of BCPO takes the value $g \approx 2.1$ due to the influence of the bismuth ions. We stress that the expected range of $g$-values for Cu$^{2+}$ ions is $g = 2.1 - 2.3$ which implies at maximum a 15% effect of the SOC. Another aspect to be mentioned is the fact that BCPO may contains strong magnetoelastic couplings due to its structure, like the copper mineral azurite. Thus, an easy interpretation of susceptibility measurements is difficult.

Because of the importance of anisotropic interactions in BCPO the $g$-factor may be anisotropic as well. This means that it may have different values depending on the direction of the magnetic field $H$. This has been kept in mind in the following analysis.

Another interesting aspect is that the $g$-tensor may contain a staggered part due to the two inequivalent copper ions in a unit cell. To take this effect into account the following arguments concerning the transformation of the Zeeman term would not be valid and the calculations become significantly more complicated. As the

B. Computation of the dispersion

To assess the effect of the magnetic field on the dispersions $\omega_{\alpha}(k)$, $\alpha \in \{x, y, z\}$ we follow the steps explained in Sect. V B. To this end, we have to find a minimal closed set of operators for the ansatz of the input operator $V$. In
the case of $H = H^x e_x$, the ansatz (54) for the coupled $x$- and $y$-mode and the ansatz (55) for the $z$-mode continue to be appropriate. The reason is that the magnetic field introduces no new couplings in addition to the considered anisotropic couplings.

However, for $H = H^x e_x$ or $H = H^y e_y$, respectively, one has to combine the ansatz $v_{J_x}$ in (54) and the ansatz $v_{z,J_z}$ in (55) leading to

$$ v_{mag} = v_1 t^x_{k} + v_2 t^z_{k+\pi} + v_3 t^x_{-k} + v_4 t^z_{-k-\pi} + v_5 t^y_{k} + v_6 t^y_{k+\pi} + v_7 t^y_{-k} + v_8 t^y_{-k-\pi} + v_9 t^z_{k} + v_{10} t^z_{k+\pi} + v_{11} t^z_{-k} + v_{12} t^z_{-k-\pi}. $$

No ansatz with less operators is closed under the commutation with the full Hamiltonian.

As explained above in Sect. V B, one has to set up the commutation matrix $M_{all,mag}$ for the complete Hamiltonian. Due to the twelve operators in (63) the matrix is of dimension twelve. So its eigenvalues providing the dispersions cannot be computed analytically, but the numerical solution is effortless.

C. Discussion of the results

Fig. 9 displays the results for the gap values at the incommensurate momentum $k_{min} = 0.575$ r.l.u.. The solid curves are evaluated with $g = 2$. For magnetic field along the $x$-axis we can compare to experimental data, see upper panel in Fig. 9. The agreement is very good for the lower and the upper mode. The middle mode is reasonably approximated.

The other panels display the effect of magnetic fields along other directions. In all three directions a critical field $H_c$ exists at which the lowest gap closes and the system enters another phase which can be viewed as a condensate of the gapless triplon (63). In comparison to the measured critical fields (44) the theoretical values are too low by about up to 20%, see fitted $g$-values given in the caption of Fig. 9.

We think that the reason of this discrepancy is the neglect of the hardcore constraint of the triplons. We know from the transverse Ising model in one dimension which can be described either by non-interacting fermions or by hardcore bosons that the disordered quantum phase appears to be too unstable if the bosons are treated as standard bosons. So we conclude that the closure of the gaps is not quantitatively captured by our mean-field type approach. Another aspect is the possible alternation of the g-tensors which we have neglected. In view of these arguments the achieved agreement for the behavior under applied magnetic field can be considered satisfying.

FIG. 9. Computed gaps of the three lower modes at fixed momentum $k_{min} = 0.575$ r.l.u. for the best fitting parameters as used in Fig. 7. The color coding is the same as in the previous figures. The solid lines show the evolution of the three gaps depending on magnetic fields along the three crystallographic axes for $g = 2$. In the upper panel ($H \parallel x$) we compare our results with the neutron scattering data from Ref. 30. The dashed lines result from anisotropic values $g_x = 1.6$, $g_y = 1.9$, and $g_z = 1.6$ fitted such that the critical fields $H_{c}^x = 23$ T, $H_{c}^y = 21$ T, and $H_{c}^z = 20$ T measured by Kohama et al. are reproduced.

X. SUMMARY

A. Conclusions

In this article, we analyzed the influence of anisotropic interactions in the frustrated spin ladder system BiCu$_2$PO$_6$ (BCPO). We presented a single-triplon description of the excitation spectrum. The first step was to identify a starting point for the perturbative treatment of the anisotropic couplings. For this we used an advanced version of the continuous unitary transformation, here deepCUT, and computed the dispersion of a single frustrated spin ladder in a reliable and systematically controlled fashion.

Additionally we included the interladder coupling $J'$ on the level of a mean-field theory. We fixed the interladder coupling in units of the rung coupling to $J'/J_0 = 0.16$ which we justified afterwards. We determined the fit parameters $x = J_1/J_0$ and $y = J_2/J_1$ such that the position of the gap in momentum space and the ratio between the dispersion at $k = 1$ r.l.u. and the gap value $\Delta$ are described as well as possible. The best matching values were found to be $x \approx 1.2$ and $y \approx 0.9$. Yet the single-triplon mode at high energies does not match the measured ones which, however, are very broad suggesting that many-triplon states are needed to reach a good description.

In a next step, we determined the directions of the D-vectors allowed by symmetry. As a result of the symme-
try analysis of the crystal structure of BCPO, we found that five components out of the nine possible ones may have finite values. But only one of them has even parity with respect to reflection of the spin ladder about the center line. In a single-triplon theory only the bilinear terms matter which are even in parity. Terms with odd number of triplons are odd. This single D-component is not sufficient to describe BCPO and hence we extended our analysis also to the symmetric anisotropic \( \Gamma \) couplings. According to Shekhtman et al\(^{11}\), the symmetric terms are as important as the antisymmetric ones.

We showed that the \( x \)- and \( y \)-mode are coupled by the full set of DM-interactions. The \( z \)-mode remains uncoupled and can be treated separately. The comparison of the computed dispersions with the experimental data demonstrated that the two lower measured modes can be described well by the theoretical coupled \( x \)- and \( y \)-mode in the low energy part of the spectrum. But this is only possible by assuming unreasonably large anisotropic interactions \( D^I_y \approx 0.6 J_1 \). This issue also occurred in bond-operator analyses on mean-field level which starts from coupled dimers.\(^{29,30}\) Another discrepancy is the shape of the computed \( z \)-dispersion \( \omega_z(k) \) which does not match to any measured dispersion such as the upper mode.

In order to improve the description, we conjectured that BCPO at low temperatures displays an alternation of the next-nearest neighbor coupling \( J_2 \) which is of even parity, but alternating along the ladders. Its relative strength is expressed by \( \delta \). At this point, we stress that this conjectured alternation \( \delta \) is not (yet) confirmed by structural analysis. The explicit calculation shows that a value of \( \delta = 0.13 \) leads indeed to a considerably improved description of the upper mode. Hence, all three modes are nicely captured at lower energies by our minimal model. In addition, with this alternation the required values for the \( D \)-components can be lowered to less than \( 0.6 J_1 \). We expect that the inclusion of many-triplon effects will reduce the required DM coupling strengths even further well below \( D \approx 0.3 J \) as indicated by diagrammatic perturbation theory.\(^{31,32}\)

For completeness, we analyzed the dispersion perpendicular to the spin ladder as well. The obtained results agree reasonably well with the measured data.

Finally, we studied the magnetic field dependence of all three energy gaps and all crystallographic directions for the magnetic field. For magnetic fields along the \( x \)-direction experimental data is available and the critical fields along all three directions. Our theory describes the finite energy gaps for magnetic fields along \( x \) very well; only the middle mode does not fit perfectly. The critical fields are reproduced within 20\%. On the one hand, this is reassuring because it shows that the theory captures the physics correctly. On the other hand, an even better agreement would be desirable. We think that the quantitative discrepancy is due to the neglect of the hardcore constraint in our approach.

In total, the present study provides a comprehensive derivation of a minimal model for the triplon excitations in BCPO on the single-triplon level. This means that the effective Hamiltonian is expressed by bilinear terms of the triplon operators. The approach is based on a systematically controlled continuous unitary transformation of the frustrated spin ladder. All other couplings such as interladder couplings, anisotropic couplings and alternations are included perturbatively on a mean-field level. The three low-lying modes are described very well.

\section*{B. Outlook}

Our results call for a re-analysis of the crystal structure of BCPO at low temperatures. The conjectured alternation of the NNN couplings along the spin ladder translates to a difference in the couplings in the upper and in the lower plane of the tube, see Fig.\(^{1}\). The improvement of the minimal model including this alternation is significant and important so that is necessary to verify or to falsify this point experimentally.

Within the minimal model established above a next theoretical step for improved understanding is to address the spectral weights quantitatively. To this end, one would have to compute the eigen vectors of the commutation matrices \( M \) in order to evaluate the overlap of the spin operators occurring in the dynamic structure factor with the eigen states. Although this point is beyond the present article there are no conceptual difficulties to realize this step.

The weak points the advocated minimal model are more demanding. The persisting challenges for the theory are two-fold: (i) the high energy part of the spectrum at around \( \approx 27 \) meV is not reproduced and (ii) the down-bending behavior of the two lowest modes around \( k \approx 0.75 \) r.l.u. is not described properly. We presume that both discrepancies are due to the neglect of many-triplon states in the present theory.

Thus, an improved approach must be extended to states with more triplons. A first step has been performed recently by Plumb et al\(^{30}\) who applied diagrammatic perturbation theory to the hardcore triplons. So far, none of the above stated challenges has been solved. Thus the magnetic excitations in BCPO continue to be of great interest because sizable anisotropic exchange couplings open fascinating routes to unconventional physics in quantum magnets.\(^{2}\).
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Appendix A: Symmetry analysis of $D_1$

The analysis of the vector $D_1$ concerning the NN bonds, see Fig. 4, is demonstrated in detail to provide a complete presentation of the symmetry analysis.

By applying the rotation $RS_y$ we map the bonds of the vectors $D_{1,LU}$ and $D_{1,LO}$, respectively, to the bonds to which the vectors $D_{1,RO}$ and $D_{1,RU}$ belong. It is not necessary to rearrange the spin operators according to our notation after the rotation because the spin operators stay in the same order with regard to the $y$-coordinate. In this way, we obtain the following relations

$$D_{1,RO} = RS_y(D_{1,LU}) \quad (A1a)$$
$$D_{1,RU} = RS_y(D_{1,LO}) \quad (A1b)$$
$$D_{1,LU} = RS_y(D_{1,RO}) \quad (A1c)$$
$$D_{1,LO} = RS_y(D_{1,RU}) \quad (A1d)$$

Second, we consider the rotation $R_x$ and obtain

$$D_{1,RO} = -R_x(D_{1,LU}) \quad (A2a)$$
$$D_{1,RU} = -R_x(D_{1,LO}) \quad (A2b)$$
$$D_{1,LU} = -R_x(D_{1,RO}) \quad (A2c)$$
$$D_{1,LO} = -R_x(D_{1,RU}) \quad (A2d)$$

After the rotation $R_x$ the spin operators have to be swapped to comply with our convention. Thus an additional minus sign appears in Eqs. (A2a) – (A2d).

Next, the reflection $S_{xy}$ is applied yielding

$$D_{1,RU} = -S_{xy}(D_{1,LU}) \quad (A3a)$$
$$D_{1,RO} = -S_{xy}(D_{1,LO}) \quad (A3b)$$
$$D_{1,LO} = -S_{xy}(D_{1,RO}) \quad (A3c)$$
$$D_{1,LU} = -S_{xy}(D_{1,RU}) \quad (A3d)$$

The additional minus sign occurs due to the pseudovector properties of the spin operators.

Now we derive the relations between the vectors $D_1$ which arise from applying the reflection $S_{xz}$

$$D_{1,LO} = S_{xz}(D_{1,LU}) \quad (A4a)$$
$$D_{1,LU} = S_{xz}(D_{1,LO}) \quad (A4b)$$
$$D_{1,RO} = S_{xz}(D_{1,RO}) \quad (A4c)$$
$$D_{1,RU} = S_{xz}(D_{1,RU}) \quad (A4d)$$

In this case the minus signs resulting from the pseudovector properties and the rearrangement of the spin operators compensate.

Finally, we employ the reflection $SS_{yz}$ to receive the following relations

$$D_{1,LO} = SS_{yz}(D_{1,LU}) \quad (A5a)$$
$$D_{1,LU} = SS_{yz}(D_{1,LO}) \quad (A5b)$$
$$D_{1,RO} = SS_{yz}(D_{1,RO}) \quad (A5c)$$
$$D_{1,RU} = SS_{yz}(D_{1,RU}) \quad (A5d)$$

Here the minus sign occurs because of the pseudovector properties of the spin operators.

With the above relations we are now able to derive the parity and the behavior of the sign along the legs of the vector $D_1$. We start from the ansatz

$$D_{1,LU} = c_x e_x + c_y e_y + c_z e_z \quad (A6)$$

which means that $D_{1,LU}$ is an arbitrary combination of the unit vectors $e_x$, $e_y$, and $e_z$ with constant real coefficients $c_x$, $c_y$, and $c_z$. Using this ansatz in (A4a) we obtain

$$D_{1,LO} = c_x e_x - c_y e_y + c_z e_z \quad (A7)$$

Additionally, we insert the ansatz in (A5a) and obtain

$$D_{1,RO} = c_x e_x - c_y e_y - c_z e_z \quad (A8)$$

To fulfill Eqs. (A7) and (A8), the $z$-component has to vanish, $c_z = 0$. Using Eqs. (A5a) and (A1a), respectively, we obtain

$$D_{1,LU} = c_x e_x - c_y e_y \quad (A9a)$$
$$D_{1,RO} = -c_x e_x + c_y e_y \quad (A9b)$$

In conclusion, we see that the sign of the $x$-component does not change along the legs, i.e., the signs of the $x$-component of the vectors $D_{1,LO}$ and $D_{1,LU}$ are the same as the signs of the $x$-component of the vectors $D_{1,RO}$ and $D_{1,RU}$.

In contrast, the $y$-component alternates along the legs, i.e., the signs of the $y$-component of the vectors $D_{1,LO}$ and $D_{1,LU}$ differ, so do the signs of the vectors $D_{1,RO}$ and $D_{1,RU}$. To determine the parity of $D_1$ we compare the sign of each components of $D_{1,LU}$ with then one of $D_{1,RO}$ and $D_{1,LU}$ with $D_{1,RU}$. As a result we find that the components on the left leg have a different sign than the components on the right leg. Hence, the parity of $D_1$ is odd.

Appendix B: Symmetry analysis of $D_0$

To determine the direction of the vector $D_0$ determining the DM-term on the rungs, see Fig. 4, the third selection rule of Moriya is applied. This rule indicates that $D_0$ has to point into the $y$-direction due to the existing symmetry $S_{xz}$. To analyze the behavior of the sign along the legs we use $RS_y$ or $SS_{yz}$ yielding

$$D_{0,LU} = -D_{0,RO}, \quad (B1)$$

which means that the sign of $D_0$ alternates along the legs.

Appendix C: Symmetry analysis of $D_2$

The analysis of the vector $D_2$ concerning the NNN bonds, see Fig. 4, is more complicated, but analogous to
the symmetry analysis of $D_1$ in App. A. By applying the rotation $RS_y$ we obtain the following relations

$$
D_{2,LU} = RS_y(D_{2,RO}) \quad (C1a)
$$
$$
D_{2,LO} = RS_y(D_{2,RU}) \quad (C1b)
$$
$$
D_{2,RU} = RS_y(D_{2,LO}) \quad (C1c)
$$
$$
D_{2,RO} = RS_y(D_{2,LU}) \quad (C1d)
$$

Considering the rotation $R_x$ yields

$$
D_{2,LU} = -R_x(D_{2,RU}) \quad (C2a)
$$
$$
D_{2,LO} = -R_x(D_{2,RO}) \quad (C2b)
$$
$$
D_{2,RU} = -R_x(D_{2,LU}) \quad (C2c)
$$
$$
D_{2,RO} = -R_x(D_{2,LO}) \quad (C2d)
$$

After the rotation $R_y$ the spin operators have to be rearranged to conserve the convention regarding the sequence of $y$-coordinates. This is the reason for the minus signs in Eqs. (C2a)-(C2c).

Next we apply the reflection $S_{xy}$ from where we find

$$
D_{2,LU} = -S_{xy}(D_{2,RU}) \quad (C3a)
$$
$$
D_{2,LO} = -S_{xy}(D_{2,RO}) \quad (C3b)
$$
$$
D_{2,RU} = -S_{xy}(D_{2,LU}) \quad (C3c)
$$
$$
D_{2,RO} = -S_{xy}(D_{2,LO}) \quad (C3d)
$$

The additional minus sign occurs because of the pseudovector properties of the spin operators. Then we derive the relations between the vectors $D_2$ arising from applying the reflection $S_{zz}$

$$
D_{2,LU} = S_{zz}(D_{2,LU}) \quad (C4a)
$$
$$
D_{2,LO} = S_{zz}(D_{2,LO}) \quad (C4b)
$$
$$
D_{2,RU} = S_{zz}(D_{2,RU}) \quad (C4c)
$$
$$
D_{2,RO} = S_{zz}(D_{2,RO}) \quad (C4d)
$$

In this case, the minus sign from the pseudovector properties and from the rearrangement of the spin operators cancel.

Finally, we use the reflection $S_{yz}$ to derive the following relations

$$
D_{2,LU} = -S_{yz}(D_{2,RO}) \quad (C5a)
$$
$$
D_{2,LO} = -S_{yz}(D_{2,LU}) \quad (C5b)
$$
$$
D_{2,RU} = -S_{yz}(D_{2,RU}) \quad (C5c)
$$
$$
D_{2,RO} = -S_{yz}(D_{2,LO}) \quad (C5d)
$$

Here the minus sign appears due to the pseudovector properties of the spin operators.

As illustrated in Sect. LV.A for $D_1$ one can use the above relations to determine the behavior of the sign along the legs of the ladder and the parity of each $D_2$-component. To this end, we make the ansatz

$$
D_{2,LU} = d_xe_x + d_ye_y + d_ze_z
$$

with real constant coefficients $d_x$, $d_y$ and $d_z$. Inserting this ansatz in (C4a) we see that the $y$-component has to vanish. This holds also for all other $D_2$ vectors. From (C5b) we obtain

$$
D_{2,LO} = d_xe_x - d_ze_z
$$

Using (C5c) yields

$$
D_{2,RU} = -d_ze_x + d_ze_z
$$

Using this result and (C5c) we obtain

$$
D_{2,RO} = -d_ze_x - d_ze_z
$$

As a conclusion, we find that the sign of the $x$-component does not change along the legs, i.e., the signs of the $x$-component of the vectors $D_{2,LO}$ and $D_{2,LU}$ are the same as the signs of the $x$-component of the vectors $D_{2,RO}$ and $D_{2,RU}$. In contrast, the $z$-component alternates along the legs, i.e., the sign of the $z$-component of the vectors $D_{2,LO}$ and $D_{2,LU}$ differ. So do the signs of the vectors $D_{2,RO}$ and $D_{2,RU}$.

Concerning the parity, we see that the parity of the $x$-component is odd, i.e., the signs of the $x$-components of $D_{2,LO}$ and $D_{2,RU}$ differ, so as the signs of the $x$-components of $D_{2,LU}$ and $D_{2,RO}$. Looking at the parity of the $z$-component we see that it is even, i.e., the sign of the $z$-components of $D_{2,LU}$ and $D_{2,RU}$ is the same, so the corresponding signs in $D_{2,LO}$ and $D_{2,RO}$.

### Appendix D: Transformed anisotropic interaction terms

For completeness, we list all the transformed anisotropic interaction terms which do not vanish due to symmetry arguments and which are not listed in the main text

$$
\mathcal{H}_{\text{rung},\alpha\alpha}^{\Gamma} = -\Gamma_0^{\alpha\alpha} \sum_k a^2(k) \left( \alpha_k^\dagger \alpha_k^\alpha + 2\alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha \right) + \text{h.c.}
$$

$$
\mathcal{H}_{\text{NN},\alpha\alpha}^{\Gamma} = 2\Gamma_1^{\alpha\alpha} \sum_k a^2(k) \cos(k) \left( \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha \right) + \text{h.c.}
$$

$$
\mathcal{H}_{\text{NN},x\alpha}^{\gamma} = -2\Gamma_1^{x\alpha} \sum_k a(k) a(k + \pi) \left( e^{ikx} \left( \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha \right) + \text{h.c.} \right)
$$

$$
\mathcal{H}_{\text{NN},y\alpha}^{\gamma} = 2\Gamma_1^{y\alpha} \sum_k a(k) a(k + \pi) \left( e^{-iky} \left( \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha \right) + \text{h.c.} \right)
$$

$$
\mathcal{H}_{\text{NN},\alpha\alpha}^{\Gamma} = 2\Gamma_2^{\alpha\alpha} \sum_k a^2(k) \cos(2k) \left( \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha + \alpha_k^\dagger \alpha_k^\alpha \right) + \text{h.c.}
$$

whereas $\alpha \in \{x, y, z\}$. 


Appendix E: Precise form of the 8×8 matrix

The complete 8×8 commutation matrix has the structure

\[
\mathcal{M}_{\text{all}, \text{xy}, J_2} = \begin{pmatrix} M_{xx} & M_{xy} \\ M_{yx} & M_{yy} \end{pmatrix},
\]

where each entry denotes a 4×4 matrix. The matrix \(M_{xx}\) has the following form

\[
M_{xx} = \begin{pmatrix} A_\omega & J_2 & -A(k) & -J_2 \\ A(k) & A_\omega & -J_2 & -A(k+\pi) \\ J_2 & A(k+\pi) & -J_2 & -A_\omega \\ A_\omega & J_2 & -A(k) & -J_2 \end{pmatrix}.
\]

(E2)

Here we used the abbreviation

\[
A_\omega := \omega_1 + A(k+\pi).
\]

(E3)

The expressions for \(A_\omega, J_2, \omega_2\) and \(A(k)\) can be found in Eqs. (41a), (57c), (42b), and (41c).

The matrix \(M_{yy}\) is given by

\[
M_{yy} = \begin{pmatrix} E_\omega & J_2 & -E(k) & -J_2 \\ J_2 & E_\omega & -J_2 & -E(k+\pi) \\ E(k) & J_2 & -E_\omega & -J_2 \\ J_2 & E(k+\pi) & -J_2 & -E_\omega \end{pmatrix}.
\]

(E4)

The introduced coefficients are given by

\[
E_\omega := \omega_1 + E(k), \quad E_\omega := \omega_2 + E(k+\pi),
\]

(E5a)

\[
E(k+\pi) := d_2 + \Gamma^{xy}_0 (k) + \Gamma^{xy}_1 (k) + \Gamma^{xy}_2 (k),
\]

(E5c)

\[
E(k) := d_1 + \Gamma^{xy}_0 (k+\pi) + \Gamma^{xy}_1 (k+\pi) + \Gamma^{xy}_2 (k+\pi),
\]

(E5d)

The exact form of the abbreviations for \(\omega_1, d_2, d_1, \Gamma^{xy}_0 (k), \Gamma^{xy}_1 (k),\) and \(\Gamma^{xy}_2 (k)\) are shown in Eqs. (42a), (42d), (42e), (42f), (42g), and (42h).

The expressions for \(\Gamma_1^{xy} (k)\) and \(D_2^z (k)\) are given in Eqs. (42b) and (39).

The last matrix \(M_{yx}\) has the form

\[
M_{yx} = \begin{pmatrix} -iD_1^x (k) & F_{--} & iD_1^x (k) & F_{++} \\ F_{+-} & -iD_1^x (k+\pi) & F_{--} & iD_1^x (k+\pi) \\ iD_1^x (k) & F_{++} & -iD_1^x (k) & F_{--} \\ F_{--} & iD_1^x (k+\pi) & F_{--} & iD_1^x (k+\pi) \end{pmatrix}.
\]

(E8)