Abstract

We use a deterministic model to study two competing viruses spreading over a two-layer network in the Susceptible–Infected–Susceptible (SIS) framework, and address a central problem of identifying the winning virus in a “survival-of-the-fittest” battle. Existing sufficient conditions ensure that the same virus always wins regardless of initial states. For networks with an arbitrary but finite number of nodes, there exists a necessary and sufficient condition that guarantees local exponential stability of the two equilibria corresponding to each virus winning the battle, meaning that either of the viruses can win, depending on the initial states. However, establishing existence and finding examples of networks with more than three nodes that satisfy such a condition has remained unaddressed. In this paper, we address both issues for networks with an arbitrary but finite number of nodes. We do this by proving that given almost any network layer of one virus, there exists a network layer for the other virus such that the resulting two-layer network satisfies the aforementioned condition. To operationalize our findings, a four-step procedure is developed to reliably and consistently design one of the network layers, when given the other layer. Conclusions from numerical case studies, including a real-world mobility network that captures the commuting patterns for people between 107 provinces in Italy, extend on the theoretical result and its consequences.
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1. Introduction

Mathematical models of epidemics have been studied extensively for over two centuries, providing insight into the process by which infectious diseases and viruses spread across human or other biological populations [1, 2]. Models utilizing health compartments are classical, where each individual in a large population may be susceptible to the virus (S), infected with the virus and able to infect others (I), or removed with permanent immunity through recovery or death (R). Different diseases or viruses are modeled by including different compartments and specifying the possible transitions between the compartments. Two classical frameworks are Susceptible–Infected–Removed (SIR) and Susceptible–Infected–Susceptible (SIS), while further compartments can be added to reflect latent or incubation periods for the disease, or otherwise provide a more realistic description of the epidemic process. Moving beyond single populations, network models of meta-populations have also been widely studied, where each node in the network represents a large population and links between nodes represent the potential for the virus to spread between populations.

Recently, increasing attention has been directed to network models of epidemics involving two or more viruses [3]. Depending on the problem scenario, the viruses may be cooperative; being infected with one virus makes an individual more vulnerable to infection from another virus [4–6]. Alternatively, viruses may be competitive, whereby being infected with one virus can provide an individual with partial or complete protection from also being infected with another virus. For competitive models utilizing the SIS framework, a central question is whether each virus will persist over time or become extinct [7–20]. If a particular virus persists while others become extinct, it is said to have won the “survival-of-the-fittest” battle, and is also referred to as achieving a state of “competitive exclusion” [13, 21]. An important problem is to identify the winning virus for the given initial states. It is also crucial to understand when multiple viruses may persist in the meta-population, resulting in a state of “coexistence”.

Our work considers a popular model for competing epidemics, namely two viruses in the SIS framework, described as a deterministic continuous-time dynamical system [7, 8, 12, 13, 22]. The two viruses, termed virus 1 and virus 2, ...
and virus 2, spread across a two-layer meta-population network; each layer represents the possibly distinct topologies for virus 1 and virus 2. In each population, individuals belong to one of three mutually exclusive compartments: infected by virus 1, or infected by virus 2, or not infected by either of the viruses. The competing nature implies that an individual infected by virus 1 cannot be infected by virus 2, and vice versa. An infected individual that recovers from either virus will do so with no immunity, and then becomes susceptible again to infection from either virus.

Existing literature on bivirus networks has identified a variety of scenarios that specify the winning virus in the survival-of-the-fittest battle, regardless of the initial state [11, 8, 12, 16, 18]. In this paper, however, we address a key yet relatively unexplored question: are there networks such that either virus can prevail in the survival-of-the-fittest battle? For a 3-node graph, with tree structure, [13] presented a necessary and sufficient condition for either of the viruses to prevail, depending on the initial states. However, the question has remained unanswered for networks with four or more nodes and general topology structure; the complexity arising from the coupled spreading dynamics of multiple nodes and two viruses makes it nontrivial to extend the approach in [13].

The main contribution of this paper is to show that for any given finite number of nodes, and supposing that the network layer corresponding to one of the viruses has an arbitrary structure, one can systematically construct the network layer corresponding to the other virus such that either virus can survive in the resulting bivirus network, depending on the initial states. The main results are based on novel control-theoretic arguments, and begin by recalling that under a certain necessary and sufficient condition on the infection and recovery rates of the epidemic dynamics, the two equilibria associated with either virus winning the survival battle are both locally exponentially stable [22] (this condition extends the condition presented in [13]). This ensures that there are initial states for which either of the viruses can win the battle. While it is straightforward to check whether a given bivirus network satisfies the condition, the converse problems of existence and design of such networks are significantly more challenging. The reason why the demonstration of the existence of bivirus networks with more than three nodes satisfying the aforementioned condition has remained an elusive challenge is that the condition is expressed implicitly using complex nonlinear functions of the infection and recovery rates. Further, there have been no simple procedures to design or create the two network layers to satisfy the condition (a numerical example of which would resolve the existence question).

We prove that, given almost any network layer of one virus, there always exists a network layer of the second virus such that the resulting bivirus network satisfies the aforementioned necessary and sufficient condition. We subsequently operationalize the theoretical results by developing a robust four-step procedure, starting with an essentially arbitrary network layer, to construct the other network layer to satisfy the condition. This allows one to generate bivirus networks that have two possible survival-of-the-fittest outcomes. Numerical examples involving small synthetic networks and a real-world large scale network are presented to demonstrate the procedure, and they show that the bivirus network model can exhibit a rich and complex set of dynamical phenomena, verifying the theoretical findings in [13], including the presence, on occasions, of an unstable equilibrium where, in each population, both viruses coexist. Taken as a whole, our work offers insight into bivirus networks and the complex survival-of-the-fittest battles that unfold over them.

**Paper Outline**

The paper unfolds as follows: We conclude this section by collecting most of the notations and certain preliminaries required in the sequel. The bivirus network model is detailed in Section 2, where we also formulate the problem of interest. The main results are presented in Section 3; the proofs have been relegated to the Appendix. Two case studies that illustrate the construction procedure and the resulting diverse limiting behaviour are provided in Section 4. Finally, conclusions and potential future work are given in Section 5.

**Notation and Preliminaries**

We use $I$ to denote the identity matrix, with dimension to be understood from the context. Let $A$ be a square matrix, with eigenvalues $\lambda_i$. We use $\rho(A) = \max_i |\lambda_i|$ and $\sigma(A) = \max_i \Re(\lambda_i)$ to denote the spectral radius and the spectral abscissa of $A$, respectively. If $\sigma(A) < 0$, we say $A$ is Hurwitz. The matrix $A$ is reducible if and only if there is a permutation matrix $P$ such that $P^TAP$ is block upper triangular; otherwise $A$ is said to be irreducible. For two vectors $x = \{x_i\}$ and $y = \{y_i\}$ of the same dimension, we write $x \leq y \iff x_i \leq y_i$ for all $i$, and $x < y \iff x_i < y_i$ for all $i$. We use $\mathbf{0}_n$ and $\mathbf{1}_n$ to denote the all-0 and all-1 column vectors of dimension $n$. We define the set

$$\Delta = \{(x, y) \in \mathbb{R}^{n}_0 \times \mathbb{R}^{n}_0 : \mathbf{0}_n \leq x + y \leq \mathbf{1}_n\},$$

and its interior by $\text{Int}(\Delta)$.

In this paper, we consider two-layer directed networks represented by the graph $G = (\mathcal{V}, \mathcal{E}_A, \mathcal{E}_B)$, where $\mathcal{V} = \{1, \ldots, n\}$ is the set of nodes, and $\mathcal{E}_A \subseteq \mathcal{V} \times \mathcal{V}$ and $\mathcal{E}_B \subseteq \mathcal{V} \times \mathcal{V}$ are the ordered set of edges of the first and second layer, respectively. Associated with $\mathcal{E}_A$ and $\mathcal{E}_B$ are the nonnegative adjacency matrices $A = \{a_{ij}\}$ and $B = \{b_{ij}\}$, respectively, that capture the edge weights. We define $a_{ij} > 0$ and $b_{ij} > 0$ if and only if $(j, i) \in \mathcal{E}_A$ and $(j, i) \in \mathcal{E}_B$, respectively, where $(j, i)$ is the directed edge from node $j$ to node $i$. A layer is strongly connected if and only if there is a path from any node $i$ to any other node $j$, which corresponds to the associated adjacency matrix being irreducible [23].
2. Bivirus Network Model

Following the convention in the literature [7], we consider two viruses spreading over a two-layer network represented by the graph $G = (V, E_A, E_B)$, where $E_A$ and $E_B$ determine the spreading topology for virus 1 and virus 2, respectively. Each node represents a well-mixed population of individuals with a large and constant size; a well-mixed population means any two individuals in the population can interact with the same positive probability.

Fig. 1 shows a schematic of the compartment transitions, and the two-layer network structure.

We define $x_i(t) \in [0,1]$ and $y_i(t) \in [0,1]$, $t \in \mathbb{R}_+$, as the fraction of individuals in population $i \in V$ infected with virus 1 and virus 2, respectively. In accordance with [7] [8] [12], the dynamics at node $i \in V$ are given by

$$\dot{x}_i(t) = -x_i(t) + (1 - x_i(t) - y_i(t)) \sum_{j=1}^{n} a_{ij} x_j(t), \quad (1a)$$

$$\dot{y}_i(t) = -y_i(t) + (1 - x_i(t) - y_i(t)) \sum_{j=1}^{n} b_{ij} y_j(t), \quad (1b)$$

with $a_{ij} \geq 0$ and $b_{ij} \geq 0$ being infection rate parameters.

In fact, individuals in population $j$ infected with virus 1 (resp. virus 2) can infect susceptible individuals in population $i$ if and only if $(j, i) \in E_A$ (resp. $E_B$) at a rate $a_{ij}$ (resp. $b_{ij}$).

By defining $x(t) = [x_1(t), \ldots, x_n(t)]^\top$ and $y(t) = [y_1(t), \ldots, y_n(t)]^\top$, we obtain the following bivirus dynamics for the meta-population network:

$$\dot{x}(t) = -x(t) + (I - X(t) - Y(t)) Ax(t), \quad (2a)$$

$$\dot{y}(t) = -y(t) + (I - X(t) - Y(t)) B y(t), \quad (2b)$$

where $X = \text{diag}(x_1, \ldots, x_n)$, and $Y = \text{diag}(y_1, \ldots, y_n)$. The system in Eq. (2) has state variable $(x(t), y(t))$, and is in fact a mean-field approximation of a coupled Markov process that captures the SIS bivirus contagion process [7] [8] [23]. Note that we have taken the recovery rates for both viruses to be equal to unity for every population for the purposes of clarity. Importantly, this can actually be done without loss of generality when examining the stability properties of equilibria for the bivirus system (see [23] Lemma 3.7). It is known from [8] Lemma 8 that $\Delta$ is a positive invariant set for the bivirus dynamics in Eq. (2). Given that $x_i$ and $y_i$ represent the fraction of population $i$ infected with virus 1 and virus 2, respectively, we naturally consider $\dot{x}_i(t)$ and $\dot{y}_i(t)$ to exist exclusively in $\Delta$, so that $x_i(t)$ and $y_i(t)$ retain their physical meaning in the context of the model for all $t \geq 0$.

We place the following standing assumption on the network topology.

**Assumption 1.** The matrices $A$ and $B$ are irreducible, which is equivalent to both layers of $G$ being, separately, strongly connected.

In the epidemiological context, this implies that there exists an infection pathway for the virus from any node to any other node. Strong connectivity is a standard assumption for Eq. (2) (see [8] [17] [22]) and sometimes assumed without explicit statement [7] or is inherent from the problem formulation [13].

The second standing assumption of the paper is now stated, and as we will explain below, is in place due to our interest in survival-of-the-fittest outcomes.

**Assumption 2.** There holds $\rho(A) > 1$ and $\rho(B) > 1$.

There is always the healthy equilibrium $(x = 0_n, y = 0_n)$, where both viruses are extinct, and under Assumption 2 it is an unstable equilibrium (in fact, a repeller such that all trajectories starting in its neighborhood move away from it) [8]. With irreducible $A$ and $B$, there can be at most three types of equilibria. There can be two “survival-of-the-fittest” equilibria $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$, where $0_n < \bar{x} < 1_n$ and $0_n < \bar{y} < 1_n$ [8] (also referred to as boundary equilibria elsewhere in the literature [22]). Assumption 2 is relevant here: the necessary and sufficient conditions for $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$ to exist are $\rho(A) > 1$ and $\rho(B) > 1$, respectively, see [8] Theorem 2 and Theorem 3. Moreover, $\bar{x}$ and $\bar{y}$ correspond to the unique endemic equilibrium of the classical SIS model considering only virus 1 and only virus 2, respectively [15] [23] [20]. These two separate single virus systems are given by

$$\dot{x}(t) = -x(t) + (I - X(t)) Ax(t), \quad (3a)$$

$$\dot{y}(t) = -y(t) + (I - Y(t)) B y(t). \quad (3b)$$

In the sequel, we provide a brief summary of the single virus system dynamics, including results useful for our theoretical analysis. The third type of equilibrium involves coexistence of both viruses, and any such equilibrium $(\bar{x}, \bar{y})$ must necessarily satisfy $\bar{x} > 0_n$, $\bar{y} > 0_n$, and $\bar{x} + \bar{y} < 1_n$ [22]. Assumption 2 is the necessary condition for existence of a coexistence equilibrium, but it is not sufficient [22]. Bivirus systems can have a unique...
coexistence equilibrium which can be stable or unstable (uniqueness has only been established for \( n \leq 3 \)) [13 22], or multiple (including an infinite number) [8 22 27 28], or none [12 13 22].

Next, we remark that recent results show that for a ‘generic’ bivirus network\(^1\) convergence to a stable equilibrium (of which there can be multiple) occurs for ‘almost all’ initial conditions [20 22]. Hence, the key question is as follows: to which equilibrium does convergence occur? We are now ready to formulate the problem to be studied, which deals with bivirus networks with at least two stable attractive equilibria.

**Problem formulation.** In this paper, we study scenarios where either of the viruses can win the survival-of-the-fittest battle, under Assumptions 1 and 2. Such scenarios are uncovered by examining the stability properties of the two equilibria \((\bar{x}, 0_n)\) and \((0_n, \bar{y})\) for the network dynamics in Eq. (2). Namely, we seek to study bivirus networks with conditions on \( A \) and \( B \) that ensure both \((\bar{x}, 0_n)\) and \((0_n, \bar{y})\) are locally exponentially stable. In such a scenario, there exist open sets \( U \in \text{Int}(\Delta) \) and \( W \in \text{Int}(\Delta) \), with non-zero Lebesgue measure and \( U \cap W = \emptyset \), such that \( \lim_{t \to \infty} (x(t), y(t)) = (\bar{x}, 0_n) \) for all \((x(0), y(0)) \in U \) and \( \lim_{t \to \infty} (x(t), y(t)) = (0_n, \bar{y}) \) for all \((x(0), y(0)) \in W \). In context, the winner of a survival-of-the-fittest battle depends on the initial conditions.

The local exponential stability and instability of \((\bar{x}, 0_n)\) and \((0_n, \bar{y})\) can be characterized by analysis of the Jacobian of the right hand side of Eq. (2), evaluated at the two equilibria. Let \( \bar{X} = \text{diag}(\bar{x}_1, \ldots, \bar{x}_n) \) and \( \bar{Y} = \text{diag}(\bar{y}_1, \ldots, \bar{y}_n) \). We recall the following result of [22, Theorem 3.10].

**Proposition 1.** Consider Eq. (2) under Assumption 1. Then the following hold:

1. The equilibrium \((\bar{x}, 0_n)\) is locally exponentially stable if and only if \( \rho((I - \bar{X})B) < 1 \).
2. The equilibrium \((0_n, \bar{y})\) is locally exponentially stable if and only if \( \rho((I - \bar{Y})A) < 1 \).

The equilibria \((\bar{x}, 0_n)\) and \((0_n, \bar{y})\) are unstable if the corresponding inequality in the proposition is reversed. Notice that these inequalities involve \( \bar{X} \) and \( \bar{Y} \) which are a non-linear function of \( A \) and \( B \), respectively. In other words, \( \rho((I - \bar{X})B) \) depends on \( B \) explicitly and \( A \) implicitly, and hence the stability property of \((\bar{x}, 0_n)\) is tied to the complex interplay between the \( A \) and \( B \) matrices, or equivalently, between the edge set and edge weights of the two layers. The same is true for \((0_n, \bar{y})\). Thus, if one were provided \( A \) and \( B \), it is straightforward to check if the conditions hold, as there are iterative algorithms to compute \( \bar{x} \) and \( \bar{y} \), e.g. [29, Theorem 4.3] or [30, Theorem 5]. However, the inverse problems of existence and design are significantly more difficult to address. First, for an arbitrary number of nodes, proving the existence of a bivirus system satisfying the above inequalities has remained an elusive challenge; firstly, no methods have been developed for designing bivirus networks with multiple survival-of-the-fittest outcomes. In the rest of this paper, we comprehensively address both of these issues.

The existing literature has identified sufficient conditions on \( A \) and \( B \) such that one survival-of-the-fittest equilibrium is locally stable and the other unstable, see [7 8 12 13 15 18]. Note that in such a scenario, one can still have (multiple) locally coexistence equilibria [27]. Stronger sufficient conditions on \( A \) and \( B \) have been identified that ensure one of \((\bar{x}, 0_n)\) and \((0_n, \bar{y})\) is in fact globally stable in \( \text{Int}(\Delta) \) and the other unstable [12 22]. Sufficient conditions on \( A \) and \( B \) can also be identified for both survival equilibria to be unstable [7 13 18], and hence convergence must occur to a coexistence equilibrium (which may or may not be unique [27]). For many of the conditions discussed, it is straightforward to i) prove there exist \( A \) and \( B \) that satisfy each of them, and ii) design one network layer, given the other layer, to meet these conditions. In contrast, existence and design of network topology to ensure both survival-of-the-fittest equilibria are locally stable is nontrivial, as we explained above, and has not been addressed in the literature to the best of our knowledge.

**Remark 1.** Our paper considers Eq. (2) in the context of a meta-population model. In some literature [7 8], node \( i \) is taken to be a single individual, and \( x_i \) and \( y_i \) are the probabilities that individual \( i \) is infected with virus 1 and virus 2, respectively. In other literature [13], the nodes may represent groups of individuals split according to some demographic characteristics, e.g. male or female. Depending on the modelling context, the diagonal entries of \( A \) and \( B \) may be zero (e.g. an individual cannot infect themselves), or \( A \) and \( B \) may be constrained to have the same zero and nonzero entry pattern (the two layers have the same topologies, but possibly different edge weights). Irrespective of the context, the dynamics are as given in Eq. (2), and the results in this paper are equally applicable to various alternative physical/epidemiological interpretations of the model. This is because all of the aforementioned modelling frameworks are equivalent, see [31].

### 3. Main Results

The main theoretical results of this work are presented in two parts. First, we present an existence result which states that given almost any \( A \) matrix, a corresponding \( B \) matrix can be found to satisfy the desired stability conditions. Second, we detail the four-step procedure for finding such a \( B \) matrix, given a \( A \) matrix.
3.1 Preliminaries on matrix theory and single virus SIS systems

We recall relevant results from matrix theory and properties of the single SIS network model, required for deriving the main theoretical results. We say that a square matrix \( A \) is nonnegative (positive) if all of its entries are nonnegative (positive). A nonnegative matrix \( A \) is irreducible if and only if whenever \( y = Ax \), with \( x \geq 0 \), \( y \) always has a nonzero entry in at least one position where \( x \) has a zero entry. If \( A \) is nonnegative and irreducible, then by the Perron–Frobenius Theorem, \( \sigma(A) = \rho(A) \) is a simple eigenvalue, and we call it the Perron–Frobenius eigenvalue of \( A \). The associated eigenvector can be chosen to have all positive entries, and up to a scaling, there is no other eigenvector with this property. We say that \( A \) is a Metzler and irreducible if and only if whenever \( \sigma(A) \leq 1 \), then \( \lim_{t \to \infty} x(t) = 0_n \) for all \( x(0) \in [0,1]^n \). We call \( 0_n \) the healthy equilibrium. If \( \sigma(A) > 1 \), then \( \lim_{t \to \infty} x(t) = \bar{x} \) for all \( x(0) \in [0,1]^n \setminus \{0_n\} \), where \( 0_n < \bar{x} < 1_n \) is the unique non-zero (endemic) equilibrium which is exponentially stable. Note that the equilibrium equation yields:

\[
-\bar{I} + \bar{(I - \bar{X})}A\bar{x} = 0_n, \tag{4}
\]

with \( \bar{X} = \text{diag}(\bar{x}) \). The following result characterises properties of the matrix on the left of Eq. (4).

**Lemma 1.** Consider the single virus system in Eq. (3), and suppose that \( \sigma(A) > 1 \) and \( A \) is irreducible. With respect to Eq. (4), the following hold:

1. The matrix \(-\bar{I} + \bar{(I - \bar{X})}A\) is a singular irreducible Metzler matrix;

2. \( \sigma(-\bar{I} + \bar{(I - \bar{X})}A) = 0 \) is a simple eigenvalue with an associated unique (up to scaling) left eigenvector \( \bar{u}^\top \) and right eigenvector \( \bar{x} \), with all entries positive, i.e. \( \bar{u}^\top > 0_n \) and \( \bar{x} > 0_n \).

**Proof.** Regarding the first statement, observe that \( 0_n < \bar{x} < 1_n \) guarantees that \((I - \bar{X}) \) is a positive diagonal matrix, and hence \((I - \bar{X})A\) is irreducible precisely when \( A \) is irreducible. It is also nonnegative. Thus, \(-\bar{I} + \bar{(I - \bar{X})}A\) is an irreducible Metzler matrix. Eq. (4) implies that \( \bar{x} \) is a null vector of the matrix \(-\bar{I} + \bar{(I - \bar{X})}A\), which accordingly is a singular matrix. Regarding the second statement, the conclusions immediately follow by viewing Eq. (4) in light of the properties of Metzler matrices detailed above.

3.2. Existence of two stable survival equilibria

We now present the main theoretical result of this paper, showing that given almost any \( A \) matrix, one can find a \( B \) matrix (with \( \rho(B) > 1 \)) such that the two spectral radius inequalities in Proposition 1 are satisfied.

Given \( A \) with \( \rho(A) > 1 \), let \( u^\top \) and \( \bar{x} \) be the eigenvectors stated in Lemma 1 normalised to satisfy \( u^\top \bar{x} = 1 \). Let \( B' \) be any other nonnegative and irreducible matrix such that

\[
[I - (I - \bar{X})B]'\bar{x} = 0_n, \tag{5}
\]

which similarly implies that \( \bar{x} \) is a positive right eigenvector for \(-I + (I - \bar{X})B'\) associated to the simple eigenvalue at the origin. Let \( v^\top \) be the associated left eigenvector, normalised to satisfy \( v^\top \bar{x} = 1 \). Notice that our definition of \( B' \) implies that \( A \) and \( B' \) define the infection matrix for two separate single virus systems in Eq. (3) and Eq. (5) that have the same endemic equilibrium.

We require that \( u \) and \( v \) be linearly independent, and this can be straightforwardly achieved by selecting an appropriate \( B' \) when given \( A \). Indeed, we present Lemma 2 in the sequel, showing a procedure to select \( B' \), when given \( A \), to ensure the linear independence of \( u \) and \( v \). The main result follows, with proof in Appendix A.
Theorem 1. Suppose that $A$ and $B'$ are irreducible nonnegative matrices, with $\rho(A) > 1$ and $\rho(B') > 1$, that satisfy Eq. (4) and Eq. (3), respectively. Suppose further that $u^\top$ and $v^\top$, as defined above, are linearly independent. Then there exists $\delta x \in \mathbb{R}^n$ with arbitrarily small Euclidean norm and satisfying

$$u^\top[(I - \bar{X})^{-1}]\delta x > 0 \quad (6)$$

$$v^\top[(I - \bar{X})^{-1}]\delta x < 0. \quad (7)$$

Furthermore, there exists $\delta B \in \mathbb{R}^{n \times n}$ such that $B' + \delta B$ is an irreducible nonnegative matrix, and $\delta B$ also satisfies

$$\delta B \bar{x} = [(I - \bar{X})^{-2} - B']\delta x. \quad (8)$$

Then, with $B := B' + \delta B$, for the bivirus network in Eq. (2), both the survival-of-the-fittest equilibria $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$ are locally exponentially stable, and $\bar{y} = \bar{x} + \delta x + o(\delta)$. 

Provided $\delta x$ and $\delta B$ are sufficiently small, the resulting bivirus network in Eq. (2) is such that either virus 1 or virus 2 may win a survival-of-the-fittest battle, depending on whether the initial states $(x(0), y(0))$ are in the region of attraction for $(\bar{x}, 0_n)$ or $(0_n, \bar{y})$, respectively. Our result does not exclude other limiting behavior, such as converging to a coexistence equilibrium everywhere every population $i$ has individuals infected with virus 1 and virus 2. This is because the regions of attraction for $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$ together cannot cover all of $\mathbb{R}^n$ since there will be points in $\mathbb{R}^n$ which are on the boundary of one or both regions of attraction (and thus cannot be part of the region). Indeed, there exist numerical examples where both $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$ locally exponentially stable, and there are also multiple locally exponentially stable coexistence equilibria.

3.3. Systematic construction procedure

To begin, we provide a specific method for constructing a suitable $B'$, with proof given in Appendix A. Let $e_i$, be the $i$-th basis vector, with 1 in the $i$-th entry and 0 elsewhere.

Lemma 2. Let $A$ be an irreducible nonnegative matrix fulfilling Eq. (4) for some $x$ such that $1_n > x > 0_n$. For a fixed but arbitrary $i \in V$, let $z^\top \neq 0_n$ be chosen to satisfy $z^\top x = 0$ and the $j$-th entry $z_j < 0$ only if $a_{ij} > 0$. Then, there exists a sufficiently small $\epsilon$ such that $B' := A + e_i\epsilon z^\top$ is an irreducible nonnegative matrix. Moreover, $B'$ fulfills the conditions in the hypothesis of Theorem 1, i.e., $\rho(B') > 1$, Eq. (3) is satisfied, and $u$ and $v$ are linearly independent.

A procedure to systematically construct a bivirus network according to Theorem 1 is now presented.

Step 1. Consistent with Theorem 1, we begin by assuming that we are given an irreducible nonnegative matrix $A$ with spectral radius greater than 1. Construct the matrix $B' = A + \epsilon e_i z^\top$ according to Lemma 2.

Step 2. With $u^\top$ and $v^\top$ as defined in Section 3.3, set $F = (I - \bar{X})^{-2} - B'$ and $\tilde{u}^\top = u^\top (I - \bar{X})^{-1} F^{-1}$ and $\tilde{v}^\top = v^\top (I - \bar{X})^{-1} F^{-1}$. Note that $F$ is invertible and $F^{-1}$ is a positive matrix, as detailed in Appendix A.

Select two integers $j$ and $k$ for which $\tilde{u}_j / \tilde{u}_k > \tilde{v}_j / \tilde{v}_k$. This is possible since $u^\top$ and $v^\top$ (and thus $u^\top$ and $v^\top$ also) are linearly independent. Select $\alpha > 0$ to satisfy

$$\alpha \tilde{u}_j / \tilde{u}_k > 1 \alpha \tilde{v}_j / \tilde{v}_k,$$

noting that such an $\alpha$ can always be found. Identify one positive entry in each of the $j$th row and $k$th row of $B'$, say $b'_{jp}$ and $b'_{kj}$. Set $\beta \in (0, b'_{kj} \bar{x}_q)$. Finally, define the vector $s \in \mathbb{R}^n$ which has zeros in every entry except $s_k = -\beta$ and $s_j = \alpha \beta$. Compute $\delta x = F^{-1}s$.

Step 3. To obtain $\delta B$, set all of its entries to be equal to zero, except to get the value of $\delta b_{kj} = -\beta / \bar{x}_q$ and $\delta b_{jp} = \alpha \beta / \bar{x}_p$. Then, set $B = B' + \delta B$.

Step 4. (If necessary). Check that the resulting $B$ satisfies the necessary and sufficient condition for local stability outlined in Proposition 1 and if not, iterate Step 1–3 with different choices of $z^\top$, $\epsilon$, $\alpha$, and $\beta$. The theoretical analysis uses arguments centred on perturbation methods (see Appendix A), and the $\delta x$ and $\delta B$ must be sufficiently small. The design choices of the construction method are $z^\top$, $\epsilon$, $\alpha$, and $\beta$, and hence one may need to adjust/tune these values in order to obtain a suitable $B$. Nonetheless, existence of such $B$ is guaranteed by Theorem 1.

With $z^\top$, $\epsilon$, $\alpha$, and $\beta$ as the design choices, there are numerous potential options which give rise to different suitable $B$. For instance, since $\bar{x} > 0_n$, $z$ must have at least one positive and one negative entry in order to satisfy $z^\top x = 0$, and so one straightforward implementation is to set $z_k = 1$ and $z_j = -\bar{x}_k / \bar{x}_j$, for arbitrary $k, j$. For the selected index $j$, we need $\epsilon < \min_{(i \in V, a_{ij} > 0)} a_{ij} / z_j$ to ensure that $B'$ is nonnegative. Then, $B'$ is equal to $A$ except for the following entries: for the particular choice of $e_i$, $b'_{jm} = a_{im} + \epsilon \bar{x}_m$ for any $z_m \neq 0$. Next, $B$ is equal to $B'$ except the following entries: $b_{kj} = b'_{kj} - \beta / \bar{x}_q$ and $b_{jp} = a_{jp} + \alpha \beta / \bar{x}_p$ for the indices $j, k, p, q$ identified in Step 2.

If $A$ is a positive matrix, corresponding to an all-to-all connected virus 1 layer, then a more straightforward approach can be taken. We set $B' = A + \epsilon_1 z^\top$, with $z^\top x = 0$ and $\epsilon$ sufficiently small to guarantee $B'$ is a positive matrix. Then, solve Eq. (6) and Eq. (7) for $\delta x$ using standard linear programming methods. Next, compute a solution $\delta B$ for Eq. (8) and apply a scaling constant to decrease the entries of $\delta B$ to ensure that $B = B' + \delta B$ remains a positive matrix. The challenge occurs when $A$ and $B'$ are not positive matrices, because any $\delta B$ satisfying Eq. (8) must have both positive and negative entries. This can be problematic if we obtain a solution $\delta B$ that has a negative entry where $B'$ has a zero entry but we also require $B$ to be nonnegative irreducible. The above four-step procedure resolves this issue, by producing a $\delta B$.
whose single negative entry is in the same position corresponding to a positive entry in $B'$, and the former is smaller in magnitude than the latter.

In order to apply the four-step construction procedure, one requires knowledge of the infection matrix $A$, from which one can compute the endemic equilibrium $\bar{x}$ associated with the single virus system Eq. (5a) (see below Proposition 1). It is important to stress that only knowledge of the single virus system is needed, as opposed to knowledge of any bivirus system. From knowledge of $A$ and $\bar{x}$, one would construct a suitable $B'$, and subsequently compute $\delta x$ and $\delta B$ as necessary.

4. Simulation Case Studies

We now present two case studies to illustrate the procedure and the diverse limiting behavior that can be observed, including different survival-of-the-fittest outcomes. Full code at [https://github.com/lepmacca/bivirus_code](https://github.com/lepmacca/bivirus_code) and [https://github.com/mengbin-ye/bivirus](https://github.com/mengbin-ye/bivirus)

4.1. Two-node case study

We consider a setting involving a two-node network, with each layer of the graph being complete. More specifically, we used the following matrices, obtained with the four-step procedure (note that all numerical values are reported at most to four decimal points):

$$A = \begin{bmatrix} 3.2 & 2 \\ 2 & 3.2 \end{bmatrix}, \quad B = \begin{bmatrix} 4.2 & 0.312 \\ 6.1318 & 2.2 \end{bmatrix}. \quad (9)$$

The two single virus systems defined using the $A$ and $B$ above (see Eq. (5a) and Eq. (3i)) have the following two endemic equilibria $\bar{x} = [0.8077, 0.8077]^\top$ and $\bar{y} = [0.7801, 0.8699]^\top$, respectively. These define two survival-of-the-fittest equilibria $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$ for the bivirus system in Eq. (2). We then obtain $\rho(I - Y)A = 0.9276$ and $\rho(I - X)B = 0.9436$, which establishes that each survival-of-the-fittest equilibrium is locally exponentially stable, due to Proposition 1. For $n = 2$, one can analytically compute coexistence equilibrium, see [22]. We used Maple to analytically identify a unique coexistence equilibrium $(\tilde{x}, \tilde{y})$:

$$\tilde{x} = [0.5467, 0.4180]^\top, \quad \tilde{y} = [0.2418, 0.4101]^\top. \quad (10)$$

The Jacobian matrix of Eq. (2) at this coexistence equilibrium has three negative real eigenvalues of $-5.4373$, $-3.8924$ and $-0.7507$ and one unstable eigenvalue of 0.0321 (see [20] [22] for expressions of the Jacobian matrix).

Fig. 2a shows the phase portrait for two initial states in Int($\Delta$) that are close together: Initial state 1, $x(0) = [0.1, 0.1]^\top$ and $y(0) = [0.05, 0.05]^\top$, and Initial state 2, $x(0) = [0.09, 0.09]^\top$ and $y(0) = [0.06, 0.06]^\top$. Different survival-of-the-fittest outcomes occur, with either virus 1 (blue) or virus 2 (red) winning. Figs. 2b and 2c show the time evolution of the blue and red trajectories in Fig. 2a respectively. It is notable that there is a rapid initial transient that takes the system to a point very close to a curve that connects $(\bar{x}, 0_n)$ to $(0_n, \bar{y})$ and passes through the unstable coexistence equilibrium (magenta cross), followed by a slower convergence to the two survival equilibria.

Separating the time-scales of the two viruses can change the shape of the regions of attraction for $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$, but the local exponential stability property is unchanged, and thus both regions will always have non-zero Lebesgue measure. Time-scale separation can be easily achieved by introducing a parameter $\gamma > 0$ and modifying Eq. (2a) to be

$$\dot{x}(t) = \gamma \left( -x(t) + (I - X(t) - Y(t))Ax(t) \right). \quad (11)$$

Adjusting $\gamma$ allows study of scenarios of interest where virus 1 has much faster or slower dynamics relative to virus 2. Fig. 2d shows the trajectories for the two viruses having the same speed (green) and virus 1 being faster than virus 2 (purple, $\gamma = 1.2$). We set “Initial state 1” (square symbol) to be $x(0) = [0.09, 0.09]^\top$ and $y(0) = [0.06, 0.06]^\top$, “Initial state 2” (circle symbol) as $x(0) = [0.25, 0.25]^\top$ and $y(0) = [0.05, 0.05]^\top$, and “Initial state 3” (star symbol) as $x(0) = [0.05, 0.05]^\top$ and $y(0) = [0.2, 0.2]^\top$. The unique coexistence equilibrium (magenta cross) obviously remains unchanged for any positive $\gamma$. Thus, from the same initial condition, the virus that survives may depend on the relative speeds of the two viruses, but there are always two nontrivial regions of attraction for the two stable equilibria.

In Fig. 2e, we create a 150 $\times$ 150 grid of initial states, imposing a constraint that $x_i(0) + y_i(0) = 0.01$ for $i = 1, 2$. For each point on this grid, we simulated the system over a large time window and recorded the particular equilibrium point reached. The figure thus divides the plane into two regions of attraction, for initial states that resulted in virus 1 or virus 2 winning the survival-of-the-fittest battle. Fig. 2f is generated using the exact same procedure as Fig. 2e except we change the timescale for virus 1 by setting $\gamma = 1.2$, resulting in a marked shift in the regions of attraction.It appears that as the dynamics of one virus becomes faster, the region of attraction increases in size, which accords with intuition.

It is known that the region of attraction for an equilibrium forms an open set [23], and in our case study there are two locally stable equilibria (the two survival-of-the-fittest equilibria) and two unstable equilibria (the healthy equilibrium and the coexistence equilibrium). Thus, the boundaries of the regions of attraction for $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$ do not belong to the region of attraction of either, and if the system is initialized at a common point of the two boundaries, then necessarily the trajectories do not converge to either stable equilibrium. In fact, the common boundary of the two regions of attraction forms the stable manifold of the coexistence equilibrium $(\tilde{x}, \tilde{y})$, which has zero Lebesgue measure [23]. Initial states on this manifold would lead to convergence to $(\tilde{x}, \tilde{y})$, providing a third out-


Figure 2: The dynamics of the two-node case study of Eq. (2). In (a), the trajectories \((x_1(t), y_1(t))\) are shown for two different initial states (blue and red); virus 1 and virus 2 win the survival-of-the-fittest battle in the blue and red trajectories, respectively. In (d), we show the trajectories \((x_1(t), y_1(t))\) for virus 1 and virus 2 of the same speed (green, \(\gamma = 1\)) and virus 1 that is 1.2 times faster relative to virus 2 (purple, \(\gamma = 1.2\)), for different initial states. The winning virus for different initial states is recorded when (e) virus 1 and virus 2 are the same speed and (f) when virus 1 is faster than virus 2, with \(\gamma = 1.2\). Note the line where the boundaries of the two regions meet forms part of the stable manifold of the unstable coexistence equilibrium.

come of the battle, namely coexistence, which is unlikely to be encountered in practice but is not impossible. Certain trajectories may appear to converge to the unstable equilibrium, but after some time end up moving on to one of the survival-of-the-fittest equilibria.

4.2. Real-world network case study

In this section, we present a case study involving a real-world network topology. We consider a mobility network reported in Ref. [36], capturing commuting patterns for people in \(n = 107\) provinces in Italy. The original network \(G\), with associated adjacency \(A\), is a complete directed graph, i.e., \(A\) is a positive matrix but it is not symmetric. Due to differences in commuting patterns, journeys between some provinces were highly frequent, whereas journeys between some other provinces were virtually nonexistent save for a small number of individuals, so the largest and smallest entries of \(A\) differed by several orders of magnitude. For computational convenience, we first normalize this matrix so that the row sums are equal to \(2\), i.e. \(A_{1n} = 2I_n\). Then, we obtain the matrix \(A\) by setting each entry as \(a_{ij} = \bar{a}_{ij}\) if \(a_{ij} \geq \kappa\), and \(a_{ij} = 0\) otherwise, where the scalar \(\kappa > 0\) acts as a threshold. By using \(\kappa = 5 \times 10^{-5}\), we obtained an \(A\) matrix that was nonnegative irreducible but not positive (and thus the graph associated with \(A\) is strongly connected but not complete).

We normalized \(A\) to satisfy \(A_{1n} = 2I_n\), and then set \(A\) to be the adjacency matrix associated with the network layer of virus 1.

We followed the systematic construction procedure outlined in Section 3.3 to obtain \(B\). First, note that \(\bar{x} = 0.51n\) due to our normalization. We selected the 48-th basis vector, i.e., \(i = 48\) for the vector \(e_i\). The vector \(z\) (of dimension 107) was a vector of zeros, except \(z_{48} = 1\) and \(z_{55} = -1\), and \(\epsilon = 0.2346\). After following the four step construction procedure, we obtained \(B = A\), except the following four entries were adjusted: \(b_{48,48} = a_{48,48} + 0.2346\), \(b_{48,55} = a_{48,55} - 0.2346\), \(b_{48,69} = a_{48,69} - 0.0205\), \(b_{55,100} = a_{55,100} + 5.0795 \times 10^{-4}\). We can compute that \(\rho(I - \hat{Y})A = 0.99999914\) and \(\rho(I - \hat{X})B = 0.99999964\), and hence \((\hat{x}, 0_n)\) and \((0_n, \hat{y})\) are locally exponentially stable. The network is shown in Fig. 3c with the matrices \(A\) and \(B\) found in the online repository mentioned at the start of Section 4.

We consider two sets of initial conditions. We first sample \(p_i\) and \(q_i\) from a uniform distribution \((0, 1)\), for all \(i \in \{1, \ldots, n\}\). For the first set of initial conditions, we set \(x_i(0) = p_i/(p_i + q_i)\) and \(y_i(0) = 0.1q_i/(p_i + q_i)\). This ensures that \(x_i(0) + y_i(0) < 1\) as required, and the initial virus 1 infection level is ten times that of virus 2.
at any node $i$. For the second set of initial conditions, we set $x_i(0) = p_i/(p_i + q_i)$ and $y_i(0) = 0.5q_i/(p_i + q_i)$. Hence, the initial virus 1 infection level is twice as large as that of virus 2 for any node $i$. Fig. 3A corresponds to the first set of initial conditions, where virus 1 emerges as the winner of the survival-of-the-fittest battle. In contrast, Fig. 3B corresponds to the second set of initial conditions, where virus 2 wins the battle. Interestingly, virus 2 is still able to win the survival-of-the-fittest battle, even if initial infection levels satisfied $x_i(0) = 2q_i(0)$ for all $i$.

5. Conclusion

In summary, we explored a fundamental problem for competing epidemics spreading using the deterministic SIS bivirus network model. We provided a rigorous argument which demonstrated that for almost any $A$, there exists a $B$ such that the pair of matrices $(A, B)$ satisfied a certain necessary and sufficient condition under which the winner of a survival-of-the-fittest battle depends nontrivially on the initial state of the bivirus network. Then, we presented a systematic procedure to generate such a bivirus network, and studied three numerical examples. This paper significantly expands the known dynamical phenomena of the bivirus model, but should be considered as just a first important step for the epidemic modeling community to explore the diverse new outcomes that are now unlocked for competing epidemic spreading models. A key direction of our future work is to investigate models of three or more competing viruses (multivirus networks) [13], and to explore how the regions of attraction might change as a function of the relative speeds of the different virus dynamics.

Our work did not provide theoretical conclusions on the presence or stability properties of coexistence equilibria, although our example demonstrated a unique unstable coexistence equilibrium; deeper investigation of uniqueness, multiplicity and stability of coexistence equilibria is a current focus [27].

Appendix A. Proof of Theorem 1 and Lemma 2

In order to prove the claim in Theorem 1 we need the following result on eigenvalue perturbation of a matrix, useful for the subsequent proof.

Lemma 3. [27] pg. 15.2, Fact 3]. Let $W \in \mathbb{R}^{n \times n}$ be a square matrix with left and right eigenvectors $a^\top, b$ corresponding to a real simple eigenvalue $\lambda$. Suppose that $W$ is perturbed by a small amount $\delta W \in \mathbb{R}^{n \times n}$. Then to first order in $\delta$, $\lambda$ is perturbed by an amount $\delta \lambda$ given by $\delta \lambda = (a^\top \delta W b)/(a^\top b)$.

Proof of Theorem 1]. There are three key steps to the proof. Step 1 deals with the existence claims. Step 2 establishes that the relation Eq. 6 ensures that the bivirus system in Eq. 2, with infection matrices $A$ and $B = B' + \delta B$, has the survival-of-the-fittest equilibrium associated with virus 2 at $(0_n, \bar{x} + \delta \bar{x})$. Step 3 shows that the inequalities Eq. 6 and Eq. 7 satisfied by $\delta x$ cause both of the survival-of-the-fittest equilibria to be locally stable, exploiting inequality conditions in Proposition 1.

Step 1. Since $0_s < \bar{x} < 1_n$, $I - X$ is a positive diagonal matrix and its inverse exists. Since $u, v$ are assumed to be linearly independent, the row vectors $u^\top [X(I - X)^{-1}]$ and $v^\top [X(I - X)^{-1}]$ are also linearly independent, and accordingly $\delta x$ exists satisfying Eq. 6 and Eq. 7 and its norm can be chosen arbitrarily by scaling. However, an additional requirement has to be met, viz. that Eq. 5 holds for some $\delta B$ such that $B' + \delta B$ is irreducible and nonnegative. This is straightforward if $B'$ is positive by scaling $\delta B$ to have its entries sufficiently small in magnitude, but not when $B'$ can have zero entries. To proceed, set $F = (I - X)^{-2} - B'$ and observe that $F = [(I - X)^{-2} - (I - X)^{-1}] + [(I - X)^{-1} - B']$, i.e. $F$ is the sum of a diagonal positive matrix and an irreducible singular $M$-matrix. Hence it is an irreducible nonsingular $M$-matrix, and accordingly $F^{-1}$ is a positive matrix. The two vectors $\tilde{u} := u^\top X(I - X)^{-1}F^{-1}$ and $\tilde{v} := v^\top X(I - X)^{-1}F^{-1}$ are then both positive and linearly independent. Let

$$s = \delta B \tilde{x} \quad (A.1)$$

Finding $\delta x$ and $\delta B$ to satisfy Eq. 6, Eq. 7 and Eq. 8 is then equivalent to finding $s$ and $\delta B$ to satisfy Eq. 1 and

$$\tilde{u}^\top s > 0, \quad \text{and} \quad \tilde{v}^\top s < 0. \quad (A.2)$$

We shall now show that these requirements can be fulfilled by choosing just two of the entries of $s$ to be nonzero, and likewise, just two of the entries of $\delta B$.

Because $\tilde{u}$ and $\tilde{v}$ are linearly independent, there is no nonzero $\mu$ for which $\tilde{u} = \mu \tilde{v}$. Thus, there must be two integers, say $j$ and $k$, for which $\tilde{u}_j/\tilde{v}_j \neq \tilde{u}_k/\tilde{v}_k$. Without loss of generality (using renumbering if necessary) let us assume that $\tilde{u}_j/\tilde{v}_j > \tilde{u}_1/\tilde{v}_1$, or equivalently, $\tilde{u}_j/\tilde{u}_1 > \tilde{v}_j/\tilde{v}_1$. Let $\alpha > 0$ be such that

$$\alpha \tilde{u}_j/\tilde{u}_1 > 1 > \alpha \tilde{v}_j/\tilde{v}_1 \quad (A.3)$$

Let $\beta > 0$ be a constant to be specified below, and choose $s = [-\beta, \alpha \beta, 0, \ldots, 0]^\top$. Using Eq. 1, it is immediate that Eq. 2 is satisfied. Now to specify $\delta B$, observe that the irreducibility of $B'$ guarantees that at least one entry of the first row and one entry of the second row are positive, say $b_{1i}$ and $b_{2j}$. (They may or may not be in the same column.) Choose $\beta$ such that $0 < \beta < b_{1i}/\bar{x}_i$, and set all entries of $\delta B$ to zero except that

$$\delta b_{1i} = -\beta/\bar{x}_i \quad (A.4)$$

$$\delta b_{2j} = \alpha \beta/\bar{x}_j \quad (A.5)$$

These two definitions ensure that $s = \delta B \tilde{x}$ as required, that $B' + \delta B$ is a nonnegative matrix, and that it is also
irreducible since it has the same zero entries as $B'$. To summarize, setting $\delta B$ using Eq. (A.4) and Eq. (A.5) ensures that $B' + \delta B$ is a nonnegative irreducible matrix, while we select the specific form of $s$ with first and second entry equal to $-\beta$ and $\alpha \beta$ to ensure that Eq. (A.2) is satisfied for the particular choice of $\delta B$.

**Step 2.** We must establish that the survival-of-the-fittest equilibria corresponding to $A$ and $B = B' + \delta B$ are $(\bar{x}, 0_n)$ and $(0_n, \bar{y})$ with $\bar{y} = \bar{x} + \delta x + o(\delta)$. Since Eq. (1) holds, the claim for $(\bar{x}, 0_n)$ is immediate. Next, let $\delta X = \text{diag}(\delta x)$, and observe that

$$
\begin{aligned}
(I - (I - \bar{X} - \delta X)(B' + \delta B))(\bar{x} + \delta x) &= [I - (I - \bar{X})B']\bar{x} + \delta X B' \bar{x} - (I - \bar{X})(\delta B)\bar{x} \\
&+ [I - (I - \bar{X})B']\delta x + o(\delta),
\end{aligned}
$$

(A.6)

where $o(\delta) = \delta X B' \delta x + \delta X B \delta x + (I - \bar{X})\delta B \delta x$ consists of terms that are of higher order than $\delta$. The first term on the right is zero due to Eq. (A.5). Notice that $B'\bar{x} = (I - \bar{X})^{-1}\bar{x}$ according to Eq. (5), and this is substituted into the second term, where we also use the fact that $\delta X (I - \bar{X})^{-1}\bar{x} = (I - \bar{X})^{-1}\bar{x} \delta x$. Finally, we use the constraint equation Eq. (6) to handle the third term.

Hence, we obtain

$$
\begin{aligned}
&I - (I - \bar{X} - \delta X)(B' + \delta B)(\bar{x} + \delta x) \\
&= \delta X (I - \bar{X})^{-1}\bar{x} - (I - \bar{X})[I - \bar{X}]^{-2}B' \delta x \\
&+ [I - (I - \bar{X})B']\delta x + o(\delta) \\
&= \bar{X}(I - \bar{X})^{-1}\delta x - (I - \bar{X})^{-1}\delta x + \delta x + o(\delta) \\
&= o(\delta).
\end{aligned}
$$

This establishes the claim for the equilibrium $(\bar{0}_n, \bar{y})$.

**Step 3.** We must establish that both survival-of-the-fittest equilibria are locally exponentially stable, i.e. that $\rho(I - \bar{X})B < 1$ and $\rho(I - \bar{Y})A < 1$.

Consider the effect of a small perturbation $\delta x$ in the entries of $\bar{x}$ on the Perron–Frobenius eigenvalue of the positive matrix $(I - \bar{X})A$; we know the Perron–Frobenius eigenvalue is equal to 1. By Lemma 3 we have (to first order in $\delta$)

$$
\rho(I - \bar{X} - \delta X)A = \rho(I - \bar{X})A - u^\top \delta X A \bar{x} \quad \text{(A.7)}
$$

Now use the fact that $[(I - \bar{X})^{-1} - A] \bar{x} = 0_n$ to write $\rho(I - \bar{X} - \delta X)A = 1 - u^\top \delta X (I - \bar{X})^{-1}\bar{x}$. From Eq. (6), we have that $\rho((I - \bar{X} - \delta X)A) < 1$ as required.

The other survival-of-the-fittest equilibrium can be handled similarly. Using arguments like those above, it is evident that $\rho((I - \bar{X})(B' + \delta B)) < 1$ if and only if

$$
v^\top (I - \bar{X})(\delta B) \bar{x} < 0 \quad \text{(A.8)}
$$
Using the expression for \((\delta B)\tilde{x}\) from Eq. (A.8), we have that an equivalent condition to Eq. (A.8) is \(v_i^\top [(I - \tilde{X})^{-1} - (I - \tilde{X})B]\delta x < 0\). Recall that \(v_i^\top\) is the positive left eigenvector of \(I - (I - \tilde{X})B^\top\) corresponding to the zero eigenvalue, and so the equivalent condition is

\[
v_i^\top [(I - \tilde{X})^{-1} - I]\delta x = v_i^\top (I - \tilde{X})^{-1} \tilde{X}\delta x < 0 \quad (A.9)
\]

This is guaranteed by Eq. (7). \(\square\)

**Proof of Lemma 2** We postpone the proof that \(\rho(B^\top) > 1\) to the end of the following argument.

Observe first that because \(\tilde{x} > 0_n\), it follows that \(z\) must have both positive and negative entries to satisfy \(z^\top \tilde{x} = 0\). Next, note that

\[
[I - (I - \tilde{X})B^\top]\tilde{x} = [I - (I - \tilde{X})(A + \epsilon \epsilon_i z^\top)]\tilde{x} = 0_n. \quad (A.10)
\]

The irreducibility of \(A\) implies that there exists a \(k \in \mathbb{V}\) such that \(a_{ik} < 0\). It follows that for sufficiently small \(\epsilon > 0\), \(B^\top = A + \epsilon \epsilon_i z^\top\) is nonnegative and irreducible since for any \(j \in \mathbb{V}\), \(z_j < 0\) only if \(a_{jk} > 0\). Therefore \(B^\top\) fulfills Eq. (11). We let \(u^\top\) and \(v^\top\) be positive left eigenvectors of \(-I + (I - \tilde{X})A\) and \(-I + (I - \tilde{X})B^\top\), respectively, associated with the simple zero eigenvalue (see Lemma 1). Notice that this also implies that \(u^\top\) and \(v^\top\) are positive left eigenvectors of the nonnegative irreducible matrices \((I - \tilde{X})A\) and \((I - \tilde{X})B^\top\), respectively, associated with the Perron–Frobenius eigenvalue, which is equal to unity. We now need to prove that \(u\) and \(v\) are linearly independent.

Now, assume, to obtain a contradiction, that \(u\) and \(v\) are in fact linearly dependent. Then \(u^\top\) must be a left eigenvector of \((I - \tilde{X})B^\top\) with eigenvalue 1. Observe however that this would imply

\[
u^\top = u^\top (I - \tilde{X})B^\top = u^\top (I - \tilde{X})(A + \epsilon \epsilon_i z^\top) = u^\top + u^\top (I - \tilde{X})\epsilon_i \epsilon_i z^\top
\]

Since \(u^\top\) and \(1_n\) are positive vectors, \((I - \tilde{X})\) is a positive diagonal matrix, and \(z^\top \neq 0_n\), it follows that \(u^\top (I - \tilde{X})\epsilon_i \epsilon_i z^\top = u_0 (1 - \tilde{x}_i) \epsilon_i z^\top \neq 0_n\). A contradiction is immediate. Lastly, the fact that \(\tilde{X}\) is positive definite with diagonal entries less than 1 ensures that \(\rho(B^\top) > \rho((I - \tilde{X})B^\top) = 1\) (see Item 4 of the properties of \(M\)-matrices and Metzler matrices in Section 3). \(\square\)
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