Abstract

As social network services has become one of the most successful web-based business, recommendation in social network sites that assist people to choose various products and services is also widely adopted. Collaborative Filtering is one of the most widely adopted recommendation approaches, but recommendation technique that use explicit or implicit social network information from social networks has become proposed in recent research works. In this paper, we reviewed and compared research works about recommendation using social network analysis and collaborative filtering in social network sites. As the results of the analysis, we suggested the trends and implications for future research of recommendation in SNSs. It is expected that graph-based analysis on the semantic social network and systematic comparative analysis on the performances of social filtering and collaborative filtering are required.
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1. Introduction

Social network services has become one of the most successful web-based business, and there are hundreds of social network sites (SNSs) supporting a wide range of interests. A large number of companies are using SNSs as their marketing channels. Recently, recommendation which uses a social network is growing fast because recommendation in SNSs can give new chances for attracting and retaining customers. Traditionally, collaborative filtering (CF) was used a lot for recommendation of products and services. CF is a method of making automatic recommendation for a user by collecting preferences from other neighbors who bought similar products. The underlying assumption of CF is that if users X and Y have similar buying patterns, then they will have similar taste on other items too [1].

Neighbors in CF mean users who have similar buying patterns or rating patterns on items as mentioned before, and recommendation is made from the preferences of neighbors. In social networks, the friends can substitute the neighbors. The important issue of using friends instead of using neighbors is that recommendation with the friendship of a social network could outperform that of traditional CF. Lerman [2] showed that users tend to like products which friends posted or liked. Moreover, Domingos [3] insisted that the network value of customers is important. Moreover, there exist customers who are more influential than others, and the influence recursively work through the entire network. Therefore, the use of a social network could enhance the performance of recommendation in SNSs. Furthermore, it is possible to apply various network analysis methods on the social network because it can be represented with a graph where nodes are users and links are relationships. Therefore, network analysis and graph theories can be utilized in various ways to improve the performance of recommendation in SNSs. The purpose of our research is to identify the state of the art of recommendation using social network analysis by comparing it with CF and draw implications from the comparison. As SNSs become popular, research about recommendation using social information is growing fast. We expect that implications from the current literature will help to develop new recommendation applications in SNSs.

In this paper, we will review and compare research works on recommendation using social network analysis and CF in SNSs, also will categorize them with criteria defined in the paper and draw implications from the results. Furthermore, we will analyze the trends of recommendation in SNSs from the review results, and postulate implications for future research of recommendation such as the use of social semantic web and graph theories in SNSs.

The rest of this paper is organized as follows. Brief overview of social network analysis and collaborative filtering are described in section 2. Section 3 analyzes recommendation with SNA and CF including hybrid of SNA and CF, and categorized them with our criteria. Section 4 proposes research trends of recommendation in SNSs and implications for future research. Conclusion is presented in the last section.

2. Overview of Social Network Analysis and Collaborative Filtering

This section describes brief overview of related works on social network analysis and collaborative
Social network analysis (SNA) was developed to investigate the interaction among members of a community to understand the structure of social networks [5]. In social network analysis, nodes represent individuals of the social network and links represent a single or multiple types of relationships among the individuals [6].

One of the important analysis methods in SNA is centrality, which shows how influential an individual is in a network. There are three important centrality measures, which are degree centrality, closeness centrality and betweenness centrality [5]. Degree centrality measures how many nodes are directly connected to a node. The degree of the node means centrality and power. Closeness centrality calculates the distance of a node to all other nodes while degree centrality counts only the number of immediate links. Betweenness centrality is defined as the number of shortest paths between pairs of other nodes that run through a node. It means that the node with high betweenness centrality potentially could be a broker or gatekeeper in the network.

There are other SNA methods such as vertex similarity and cohesive subgroups. Vertex similarity is based on the structure of a network, and jaccard similarity and cosine similarity are the widely adopted similarity measures. Vertex similarity can be used to measure the similarity between customers. That is, customers with high vertex similarity to a target customer can be considered as the neighbors for recommendation [5]. For example, Huang et al. [7] proposed CF algorithms that use various vertex similarities. The concept of subgroup can be used group customers with similar preferences for recommendation. All members of cohesive subgroup should be reachable from each other. There are various types of subgroups such...
as cliques, N-cliques, k-plexes, and k-cores.

A social network can be represented with a graph, so it is possible to apply various graph theories for recommendation in addition to SNA methods. For example, Konstas et al. [8] used Random Walk with Restarts for recommendation and Cantador and Castells [9] used preferences spreading on multi-layered semantic social networks. Semantic social network can be described as a social network where the components are represented with Semantic Web standards such as RDF and OWL. Therefore, various Semantic Web techniques can be used in the analysis of semantic social network. The spreading-activation algorithm also can be applied in recommendation with social networks [10].

2.2 Collaborative Filtering

In the Internet environment, recommendation is widely used to assist people to choose various products and services, and Collaborative Filtering (CF) is one of the most widely adopted recommendation approaches. Many new CF techniques have been developed to enhance the performance of recommendation in various situations. The basic idea of CF is to recommend items which are consumed by the people who have similar consumption style with the user.

Huang et al. [10] investigated the CF algorithms which are popular in e-commerce applications. Six algorithms (the user-based algorithm, the item-based algorithm, the dimensionality-reduction algorithm, the generative-model algorithm, the spreading-activation algorithm and the link-analysis algorithm) were reviewed in the article. The user-based algorithm computes a consumer similarity matrix and recommends items based on a set of similar consumers while the item-based algorithm computes product similarities and recommend products which are similar to the purchased items. The dimensionality-reduction algorithm condenses the similarity matrix and recommends based on the less-sparse matrix in order to alleviate the sparsity problem. The generative-model algorithm also alleviates the data-sparse problem by using latent class variables that represent the patterns of consumer-product interactions. The spreading-activation algorithm explores the consumer-product graph which represents consumers and products as nodes, by using the spreading-activation algorithm. It also addresses the sparsity problem. The link analysis algorithm utilizes social-network analysis and Web page ranking. In the article, the link-analysis algorithm and spreading-activation algorithms showed the best performance and the second respectively, in precision, recall, F-measure, and rank score measures. It is interesting that the graph based algorithms showed high performances.

Su and Khoshgoftaar [1] suggested three categories of collaborative filtering techniques: Memory-based CF, Model-based CF, and Hybrid recommenders. Memory-based CF techniques are the most common CF techniques. The techniques identify neighbors of a user by using the user-item database, and predict the preference of the user from those of the neighbors. The algorithms consist of similarity computation, prediction and recommendation computation, top-N recommendation. Model-base CF techniques have been suggested to complement the shortcomings of memory-based CF algorithms. The design of models such as data mining algorithms and statistical methods were used to recognize complex patterns from item-user data in the model-based CF techniques [1]. Hybrid CF systems combine CF with other recommen-
dation techniques such as content-based recommen-
dation. Moreover, two different CF techniques
can be combined. It is interesting that Su and
Khoshgoftaar [1] insisted that the future CF tech-
niques should be effectively applied in fast-growing
mobile applications, and the social network appli-
cation is one of them.

The well-known limitations of CF are scalability,
sparcity, and cold start [11, 12]. Scalability problem
means that CF has serious computational comple-
xity increment as the number of user increases.
Sparsity problem is that there are few items having
ratings while there is huge number of items. Cold
start problem is that it is difficult to identify a user’s
neighbors when the user does not evaluate enough
number of items. Most recent studies on CF tried to
overcome the limitations by adopting new methods
such as social information and social network analysis.

3. Analysis on Recommendation using SNA and CF in SNSs

A literature survey approach has been employed
as the research methodology in this research. The
literature search was conducted using various
combinations of keyword such as: recommendation
SNS, collaborative filtering SNS, recommendation
social network, social filtering, social network
analysis collaborative filtering. In addition to Google
Scholar and NDSL which are general purpose jour-
nal paper search engines, the search services of
journal publishers such as Springer Link, Elsevier
Science Direct, and IEEE Xplore were used to collect
the literature. Twenty two papers were chosen for
the literature survey from the eighty two papers
of the search results. Reviews on recommendation
in SNSs are divided into four sections. The first
section describes recommendation using SNA in-
cluding just social information in SNSs. The second
section reviewed recommendation using social in-
formation and CF at the same time in SNSs. The
third section reviewed hybrid recommendation that
used SNA and CF. The last section categorized and
organized them with a table, and propose brief
implications from the results.

3.1 Recommendation using SNA in SNSs

The term Social Filtering (SF) or social infor-
mation filtering was used as the same meaning with
CF in the earlier studies, which means the approach
that recommends items based upon values assigned
by other people with similar taste [13]. However,
the recent studies defined SF as the recommenda-
tion technique that use explicit or implicit social
network information from community networks or
affinity networks [14]. Bobadilla et al. [14] sug-
gested trust and reputation are closely related to
the social information used in trust-based SF such
as trust propagation mechanisms, ‘follow the leader’
approaches, trust networks, etc. Most of the studies
on SF aimed to obtain improvements in recommen-
dation by using social information [15, 16], and
showed that SF outperforms traditional CF in the
used scenarios.

There are two ways of using social network
information. The former is using social information
directly from a social network, and the latter is
using results from network analysis on the social
network. There are two types of social information:
explicit and implicit as mentioned in Section 2.1. A
number of studies built their own social networks
for recommendation while the others use general-
purpose or special-purpose existing SNSs. We re-
viewed research works about recommendation in
SNSs based on the above three features.
Mesnage et al. [16] suggested the idea of the social shuffle, which recommends tracks and diffuse discoveries through the social network. Star-net application on Facebook was used in the work, so an existing general-purpose SNS was used. They showed that social recommendation that recommends a track randomly from the tracks that have been rated by friends of the subject were better than non-social recommendation. Explicit friendship was directly used in the algorithm. Golbeck and Hendler [15] used the social network Film Trust where users can rate their trust on friends, and used it for movie recommendation. They used not only explicit friendship but also implicit trust to alleviate explicit information.

Kautz et al. [17] constructed its own social network by using co-occurrence of names in any documents publicly available on the WWW, and recommended experts with the social network. Implicit social information was directly used in building the social network and recommendation.

There are studies that tried to use various types of social information through various SNA methods. Huang et al. [7] used six linkage measures employed in social network link prediction for the measures calculating similarity between users instead of traditional similarity measures, where links were user-item relationship. It is interesting that the study used SNA methods without an existing social network.

A social network naturally has the characteristics of a graph because users are connected to other users with friendship links. Therefore, it is possible and natural to use graph analysis methods in SF, which makes one of important differences with CF. Konstas et al. [8] recommended music tracks by using the framework of Random Walk with Re-starts (RWR) in Last.fm which is an existing special-purpose SNS. They used not only explicit friendship that is a User-User matrix, but also implicit information such as social tags which are User-Track, User-Tag, and Track-Tag matrices to build a social graph. Moreover, Huang et al. [10] suggested recommendation with spreading-activation. The algorithm in the paper traverses consumer-product graph from target consumer to calculate activation levels of all nodes, and determine recommendation of each product with the activation levels of the nodes.

3.2 Recommendation using CF in SNSs

Recommendation using CF in SNSs Considerable number of SF research works incorporated social information into CF in order to enhance the performance of recommendation, while a group of SF works made recommendation with pure social network information. The former will be reviewed in this section while the latter was reviewed in the previous section. Liu and Lee [18] suggested CF with combined neighbors consisted of nearest neighbors and friends, which showed the best performance among CF algorithms with traditional, social, combined and amplified neighbors. The algorithm made recommendation with explicit friendship in the general-purpose SNS, cyworld. You et al. [19] combined CF and social information from Facebook in order to alleviate the cold start problem. It proposed a technique that combines CF of users’ rating and the users’ genre interest extracted from ‘Like’ of the users on ‘Facebook Pages’ for movies. Actually, ‘Like’ is not explicit friendship between people, so the algorithm used implicit information of SNS to alleviate CF. Thay et al. [20] integrated social relationship from users’ behavior in Facebook with CF. Two measures were com-
combined in the research work. The first measure was that of traditional CF and the second was the users’ relationship with their friends by counting posts and comments which were implicit information.

3.3 Hybrid Recommendation using SNA and CF

Another interesting area of recommendation using social networks is hybrid of SNA and CF. Park et al. [21] built a customer network by linking customers who have similar buying preferences in order to solve the cold start problem. After that, products that had been bought by the customers whose centrality were high in the network were recommended for a new customer. Centrality is one of the representative methods of SNA. However, the constructed network is not a social network because the link is not friendship. They used similarity measures of CF in the construction of the network. Ohira et al. [22] integrated SNA and CF with the similar manner. They used collaborative filtering to calculate similarity between users for determining links of the social network. The links were visualized so that users could find and determine appropriate experts from the graph. The integration of SNA and CF proposed by Cantador and Castells [9] is interesting in the sense that it suggested a new CF method using network analysis on a semantic social network. Firstly, they made ontological representation for the user preferences and proceeded clustering on semantic concepts of the ontology. Based on the clustering results and the links between preferences and users, they clustered users and determine neighbors from the clusters.

3.4 Categories of Recommendation in SNSs

We reviewed and analyzed recommendation using SNA and SF so far. This section will categorize the studies explained above, and suggest implications from the results. The purpose of categorization is to find important trends from literature. Firstly, the trend on the basic recommendation algorithm is moving from CF to SF, SNA and Graph based algorithm. Therefore, the first criterion is the algorithm which is categorized into CF, SF, SNA and Graph. CF is collaborative filtering without social information and SF is a recommendation algorithm with similarity calculated with only social information. SNA uses only the results of network analysis and Graph uses graph analysis method for similarity. Hybrid recommendation is represented with ‘+’ and the composed algorithms such as CF+SNA which integrates CF and SNA.

Secondly, the studies were categorized with the type of social information used, which are explicit and implicit. The trend of this criterion is using more implicit information. Explicit information means explicit friendship and implicit information is other remaining social information of a social network. The last criterion of categorization is the type of the social network. There are three types which are ‘General-purpose’, ‘Special-purpose’, and ‘Make own’. The type ‘Make own’ means that the study constructed its own social network for recommendation instead of using social information from existing SNSs. <Table 1> shows the results of categorization for 12 studies.

There are a number of implications from the categorization results. Firstly, most studies using SNA constructed their own social network for recommendation. Therefore, recommendation with SNA in existing SNSs will be interesting. Especially, implicit social information was used to construct the social networks so we expect that investigation of recommendation using explicit social information in the existing SNSs would give us valuable results.
4. Research Trends and Implications of Recommendation in SNSs

This section investigated research trends of recommendation in SNSs from the review results of section 3. Moreover, implications for future research in the recommendation area were drawn.

4.1 Research Trends of Recommendation in SNSs

4.1.1 Utilization of Implicit Social Information

Implicit social information such as the number of posts can be used in order to estimate trust between users and to quantify friendship and preferences for items. Konstas et al. [8] used social tags for recommendation by building a social graph using User-Track, User-Tag, and Track-Tag matrix. Golbeck and Hendler [15] integrated trust with friendship to alleviate explicit friendship. You et al. [19] tried to complement common preferences between users by using ‘Like’ in Facebook Pages.

4.1.2 Graph-based approaches

A social network can be represented with a graph where nodes represent users and links represent friendship between users, so it is natural to apply graph theories to analysis of friendship in the social network. Therefore, studies suggested recommendation using graph theories instead of traditional SNA. For example, Huang et al. [10] suggested recommendation with spreading-activation. Random Walk with Restarts by Konstas et al. [8] is another example of graph-based approach in recommendation.

4.1.3 Network Analysis without an Existing Social Network
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4.2. Implications for Future Research

4.2.1 Recommendation with Graph theories in the Semantic Social Network

Cantador and Castells [9] constructed ontological representation for the user preferences and made recommendation by clustering the concepts. The study is interesting in the sense that it used semantic social network, but the ontology is limited in user preferences. Most SNSs provides only one link which is friendship in social networks. However, there are many other possible links such as 'Like' in Facebook. Therefore, various relations between customers and items can be represented in a social graph if the Semantic Web is utilized to represent the relationships. Moreover, the nodes in social networks could be connected to other ontologies in the Semantic Web. We expect that recommendation would be done in an extended semantic social network soon, and more diversified graph theories and traversing techniques would be used in the semantic social network because it consists of various types of resources and links. Furthermore, it is possible to represent and analyze not only the relationship between users but also between a user and an item with the Semantic Web techniques that includes various description languages such RDF and ontology reasoning techniques. We expect that it will help to make effective recommendation by considering both explicit friendship and implicit social information in the semantic social network.

4.2.2 Recommendation using SNA in the Existing SNSs

As discussed in Section 3.4, most studies using SNA constructed their own social network for recommendation instead conducting SNA in the existing SNSs. Therefore, we expect that recommendation with SNA in existing SNSs would be interesting. Moreover, the investigation of recommendation using explicit social information in the existing SNSs would be promising because implicit social information was used to construct the social networks.

4.2.3 Analysis on the Performances of SF and CF

Most research works using social information reviewed in this paper showed recommendation with social information outperforms traditional CF. It is suggested that users tend to like products or services that submitted by friends or friends liked. However, there is no deep analysis on the mechanism why the recommendation by social information is better. It is expected that more systematic analysis on the mechanism will be able to help more effective use of social information in recommendation.

5. Conclusion

Explicit and implicit social information of a social network is becoming widely used in research works about recommendation of products and services in various SNSs. Moreover, various analysis methods including social network analysis and graph theory are used in order to utilize the social information. Further, hybrid of SNA and CF is adopted in considerable number of recent recommendation studies. Therefore, we reviewed and compared research works about recommendation using SNA and CF in SNSs, and categorized them with the dimensions of algorithm, type of social information and type of the social network used in the studies.

As the results of the analysis, we suggested the
trends of recommendation in SNSs. Firstly, the utilization of implicit social information is increasing. Secondly, graph-based approaches using a social network are also increasing. Thirdly, most recommendation using SNA was not made in existing SNSs. Furthermore, we proposed implications for future research as follows: we expect that the semantic social network will be a promising tool of recommendation in SNSs. Moreover, we expect that recommendation with SNA in existing SNSs will be interesting because it is hard to find those studies. Lastly, comparative analysis on the performances of SF and CF that shows how and why the friendship is better than neighbors is required.

As SNSs become popular, a tremendous amount of data is gathered and new applications using the data are becoming introduced. Recommendation is one of the promising applications, so we analyzed trends, implications and future directions through the literature survey. We expect that various useful recommendation services will be studied and developed along the guide of our results. The most important limitation of our research is that in-depth analysis on graph based recommendation is not enough. Therefore, the future research will be analyzing methods how to represent social information based on graph and use it for recommendation in various ways.
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