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Abstract: Understanding the mechanism of chip formation during orthogonal cutting requires a local measurement of the displacement and strain fields in the cutting zone. These measurements can then be used in order to enhance/validate numerical simulation of metal cutting or calibrate material behavior laws for a better prediction of the thermomechanical loads inside the cutting zone. Particle tracking to identify the strain localization that is exhibited in the Adiabatic Shear Band (ASB) is a challenging task. These local measurements can be determined by images post-processing while using the Digital Image Correlation (DIC) technique or analytical models using streamline models or by micro grid analysis. Recently, the use of the DIC technique is widely increased. Texture quality has been shown to be an important factor. Various techniques of surface preparation are then discussed and classified in terms of the created pattern size. Tools for texture analysis are presented. The technique suitability for the kinematic fields measurement while using the DIC technique during machining is discussed. Various optical systems of the literature employed in the context of kinematic fields measurement during machining are discussed in this paper. The recent advances on the design of optical systems are given. Finally, the results of kinematic fields measurement during machining metallic alloys are analyzed.
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1. Introduction

Numerical simulations of metal cutting enable the prediction of the thermomechanical loads that helps to optimize the cutting process. Therefore, it helps to reduce the number and cost of experiments. During orthogonal cutting, the material undergoes high plastic deformation and temperature increase in the primary (PSZ), the secondary (SSZ), and the tertiary shear zones (TSZ). The PSZ is subjected to high deformation with a strain rate that generally exceeds $10^3 \text{s}^{-1}$ [1–3]. Finite element modeling of metal cutting requires both suitable material behavior law and friction law for accurate prediction. The Johnson Cook (JC) model [4] was widely used for numerical simulation of metal cutting. This model accounts for the material strain hardening, strain rate hardening, and thermal softening at high strain rates. However, for material undergone chip segmentation at low cutting speeds, this model shows its weakness of prediction of the thermomechanical load. The model gives continuous chip, instead of a segmented one. Several works have been carried out in order to modify the JC model to enable good prediction of the thermomechanical load during metal cutting. With an extension of the JC model, Calamaz et al. [5] proposed a model that accounts for the material strain softening that is dependent on the equivalent strain and temperature. The model shows the good prediction of segmented chip for a wide cutting...
speed range. A good prediction of the cutting forces has been found at low cutting speeds (<67 m/min) on Ti-6Al-4V alloy. This model was later used by Sima [6] for numerical simulation and experimental validation when cutting Ti-6Al-4V alloy. Numerous works has been addressed to modify the JC model. A good prediction of the thermo-mechanical load was shown to be also dependent from the implemented friction law [7–9].

Currently, numerical simulation results are compared with the experimental ones at the macroscopic level [5,6,10–12] through (i) force components measurements, (ii) post-mortem analysis giving the chip morphologies, its geometrical characteristics [13], and with an SEM (“Scanning Electron Microscopy”) analysis [14–18], (iii) in-situ measurement of the tool-chip contact length [7,19,20], and (iv) temperature measurement at the tool tip using inverse methods [9,21–23].

The displacement field measurement provide quantitative data that help to predict the strain, strain rates, stress, and surface integrity [24,25]. In addition, local data measurements enable enhancing and validating numerical models that could better describe the thermo-mechanical load at the local scale.

Three techniques were used for kinematic fields measurement during orthogonal cutting: (i) microgrid analysis, (ii) streamlines model, and (iii) the Digital Image Correlation (DIC) technique. The grid technique was first employed. This technique involves printing a well-defined grid squares on the surface of a workpiece. During the orthogonal cutting test, the grid is subjected to the same displacement as the workpiece material. Thus, by analyzing the distorsion of the deformed grid, the plastic strain field can be found.

In 1965, Bitans et al. [26] employed the grid technique while using a Quik-Stop Device (QSD) [27,28] to study: (i) the relationship between the shear angle and the rake angle of the tool, (ii) qualitatively, the effect of the tool sharpness on the deformation state near the tool tip, and (iii) the measured cutting forces over the calculated forces by applying the theory of perfect plasticity. Later, in 1971, Childs et al. [29] employed the same technique in order to study the material flow during orthogonal cutting on mild steel. The surface of the workpiece was polished and a grid with squares of 25.4 µm was printed. In 1982, Jeelani et al. [30,31] used an embossing method to produce microgrid on both annealed 18% Ni maraging steel and annealed brass. Grid squares of 12.7 µm were obtained. Recently, Ghadbeigi et al. [32] used the Electron Beam Lithography to make an ultra-fine microgrid of gold on an AA5182 aluminium alloy. The grid square size was 10 µm and the grid’s line width was less than 1 µm. Orthogonal cutting tests were carried out with a cutting speed of 2.4 m/min and a feed of 0.5 mm. A QSD was used. After freezing the cutting process, the distorted ultra-fine microgrid was observed using a SEM. By analyzing the grid distorsions, the maximum plastic stain within the subsurface of the workpiece was found to reach 2.2. On the other hand, Pujana et al. [33] used a rotatory laser machine to produce a 65 µm microgrid on a 42CrMo4 steel material.

The flow lines scratching technique was employed by [34] in 2008 to study the deformation fields during an Equal Channel Angular Extrusion (ECAE)of Al6061 aluminium alloy workpieces. Four flow lines were scratched on the cross-section while using a diamond stylus. After extrusion, the workpiece was photographed. Subsequently, the shape of the flow lines was analyzed using the “streamline models” to determine the deformation fields. Based on the work in [34], Bi and List [35,36] used the same technique to investigate the material flow during orthogonal cutting. This method can be applied only to a continuous chip formation [29]. The orthogonal cutting test was carried out on a mild steel AISI 1018 with a cutting speed of 1020 m/min [36]. Using a mechanical scratching method, four flow lines were scratched parallel to the cutting direction. A high feed of 0.84 mm was used because of the high flow line spacing and in order to ensure a sufficient spatial resolution around the primary shear zone. The shape of the flow lines was analyzed while using the streamlines model to determine the deformations fields.

Microgrid analysis was found difficult to apply in the PSZ due to high distorsion [32], while the streamlines model has been shown to be limited to continuous chip formation [29,35,36]. However, the highly interest in increasing the accuracy of numerical simu-
lations of machining has led researchers to develop experimental systems for in-process visualization of the material flow in the cutting zones.

Recently, optical imaging systems have been successfully implemented for in-situ measurement of the kinematic fields during machining. They offer real-time insight on the material flow through surface observation in the tool tip vicinity, within a sub-millimetric region of investigation (Figure 1) [37–47]. The DIC technique was used in order to identify high localized deformation band within the PSZ [41–44,46–48].

Figure 1. Cutting zones and the region of interest.

The DIC technique is used to measure the displacement and strain fields that are based on images post-processing. Two images, denoted by the reference and the deformed images, are required. A region of interest (ROI) is selected in the reference image and discretized into N × N square subsets or speckle patterns. Each speckle pattern must contain enough of an intensity gradient (or grey level intensity variation) to ensure a unique correspondence in the deformed image. During the matching procedure, each speckle pattern in the reference image is used to track its location in the deformed image.

During machining, images from the cutting zones are recorded while using a specific optical systems. The choice of the magnification lens is usually made with respect to the size of the region of investigation. The ROI does not exceed 1 mm² when observing the PSZ and 2 mm² when observing the subsurface of the workpiece [24,25]. For example, in the case of orthogonal cutting on Ti-6Al-4V, it was found that, in the range of cutting speeds between 3 and 30 m/min., the frame rate allowing for obtaining sufficient images of one segment chip formation is in the range of 6000 to 50,000 fps [48,49]. Therefore, the choice of the high-speed camera should be made, so that it allows capturing with frame rates ranging between 6000 and 50,000 textit fps. In this case, the inter-frame time ranges between 20 µs and 100 µs. Otherwise, a dual-frame camera allows for considerably reducing the inter-frame time to 120 ns [24,38].

Image post-processing tools that are used for the displacement fields measurement during machining are divided into two main categories: (i) analytical methods, including both streamlines model [34–36] and micro grids analysis [32,33] and (ii) the numerical method using the DIC technique. Each methods requires a specific technique of surface preparation. Because the ROI does not exceed 1 mm², this disables any strain gauges to be mounted. In order to overcome this issue, the use of a non-contact technique for kinematic fields measurement has been employed. Recently, optical imaging systems has been successfully implemented for in-situ measurement of the kinematic fields during machining [24,38,43,48,49]. It offers real-time insight on the material flow through surface observation. The application of the DIC technique on captured images leads to determining the kinematic fields. This article gives a review on kinematic fields measurement during orthogonal cutting while using the DIC technique. The experimental results in term of displacement, strain, and strain rate fields can then be used to enhance/validate numerical simulation or to calibrate material behavior laws.

Figure 2 shows the synoptic scheme of the article. First, the fundamentals of the DIC technique are given in Section 2. Section 3 gives details on techniques that are used
for surface preparation of the workpiece for DIC post-processing. These techniques are discussed and classified in terms of the created pattern size. Tools for texture analysis are presented. Subsequently, Section 4 gives basics and analyzes high-speed camera fundamentals. The definition of each optical parameter is given and methods for identifying the appropriate optical parameters are presented. Section 5 gives details on the previously designed optical systems. Optical and mechanical parameters that are used for instrumented orthogonal cutting are summarized at the end of this section. Following this order and after instrumented orthogonal cutting tests, this paper ends with Section 6, giving the results of kinematic fields measurement during orthogonal cutting [24,43,47,49] and discussing the application of the DIC technique.

![Synoptic scheme of the article.](image)

### 2. Fundamentals of the DIC Technique

Recently, the use of the DIC technique is widely increased. It allows for measuring a full-field displacement with sub-pixel accuracy and estimating the full-field strain. In this section, the two approaches of the DIC technique are given and the main difference is highlighted.

#### 2.1. Global Approach

In the global approach (or the so called finite element-based approach [50]), the ROI (Region of interest) is discretized into finite elements, denoted by $\Omega_m$ (Figure 3). As adjacent elements share two same nodes, this approach ensures continuity of the displacement. Assume that the ROI is discretized into M quadrilateral elements, which gives a total number of nodes, denoted by N. The global approach aims to determine the nodal displacement components: for each node, the x- and y-directional displacement denoted, respectively, by $u$ and $v$ are determined. Before that, the definition of the correlation criterion that aims to identify the degree of similarity between the speckle pattern in the reference image and the deformed image in terms of grey level is made.
is made by either maximizing the Cross-Correlation Criterion ($C_{CC}$) or minimizing the Sum of Squared Differences correlation criterion ($C_{SSD}$) over the hole ROI, denoted by $\Omega$. For more details about the $C_{CC}$ and $C_{SSD}$ correlation criterion, the lecturer can refer to [51].

It was found that the simple $C_{SSD}$ criterion was widely used with the global approach, according to [50]. This criterion has shown to be sensitive to a scale in lighting. During machining, images recorded from one segment chip formation suffer from a loss of light due to out-of-plane motion. The last leads to difficulties in applying the DIC technique. On the other side, when studying the surface integrity [24], only two images are used: one before the cut and one after the cut. The subsurface of the workpiece is less subjected to an out-of-plane motion and almost constant lightening is ensured. Therefore, the application of the DIC technique with the global approach using the simple $C_{SSD}$ criterion is reasonable for studying the surface integrity. The simple $C_{SSD}$ criterion over the hole ROI is given by:

$$C_{SSD,\Omega}(p_\Omega) = \sum_{m=1}^{M} C_{SSD,\Omega_m} = \sum_{m=1}^{M} \sum_{\Omega_m} [f(x, y) - g(x', y')]^2$$  \hspace{1cm} (1)

where $f(x, y)$ is the gray level of the pixel at the position $(x, y)$ located in an element $\Omega_m$ in the reference image, $g(x', y')$ is the gray level of the corresponding pixel in the deformed image situated at the position $(x', y')$ and $p_\Omega$ is the entire nodal displacement vector that is to be determined.

Because the global approach is based on the finite element description, the displacement components of each pixel located in the element $\Omega_m$ are given by:

$$\begin{cases}
  u_{\Omega_m}(x, y) = \sum_{i=1}^{k} N_i(\xi, \eta) u_{mi} \\
  v_{\Omega_m}(x, y) = \sum_{i=1}^{k} N_i(\xi, \eta) v_{mi}
\end{cases}$$  \hspace{1cm} (2)

where $\xi \in [-1,1]$ and $\eta \in [-1,1]$ are the local coordinates of a pixel $(x, y)$ located in the element $\Omega_m$, $u_{mi}$ and $v_{mi}$ are the $x$- and $y$-directional displacement, respectively, of the $i$-th node within the $m$-th element $\Omega_m$, $N_i$ refers to the shape function of the $i$-th node, and $k$ is the total number of nodes of the element $\Omega_m$.

Using the global approach, each speckle pattern is linked to its neighbors by nodes. Therefore, overlap between the speckle patterns is not possible and the measured displacement field is assumed to be a two-dimensional (2D) continuum displacement field.

### 2.2. Local Approach

The local approach differs from the global one in the way that the pattern matching procedure is made (Figure 3). While using this approach, the pattern matching is made separately for each speckle pattern.

**Figure 3.** Schematic illustration of the principle of the Digital Image Correlation (DIC) with local approach.
The correlation criterion is given by:

\[ C_{CCorSSD}\Omega_m = \sum_{\Omega_m} C_{CCorSSD} \]  

(3)

where CC are the commonly used cross-correlation criteria, which are the simple Cross-Correlation (CC) or the Normalized Cross-Correlation (NCC) or the Zero-Normalized Cross-Correlation (ZNCC). SSD are the commonly used sum of squared differences criteria that are the simple Sum of Squared Differences (SSD) or the Normalized Sum of Squared Differences (NSSD) or the Zero-Normalized Sum of Squared Differences (ZNSSD) [51].

Two types of correlation criteria are utilized in order to evaluate the possible matches of the speckle pattern: cross correlation (CC) and sum of squared differences (SSD).

CC is a formulation that is based on scalar product; when speckle patterns in the reference and in the deformed images are matching, the scalar product is at maximum. Therefore, this criterion has to be maximized.

SSD is a formulation based on sum of squared differences; the minimum of that function corresponds to the minimum deviation of matching.

A normalized version of the previous criteria is used to overcome problems, like variations of lighting, in the compared images. Using Zero-Normalized version of CC and SSD formulations allows for overcoming both variations of lighting and contrast in the compared images.

The commonly used CC criteria are linked to the commonly used SSD criteria, as described in [51]. For example, the ZNSSD correlation criterion can be determined from the ZNCC correlation criterion as \( C_{ZNSSD} = 2[1 - C_{ZNCC}] \). Therefore, in order to evaluate the degree of similarity between the speckle pattern in the reference and the deformed images, the minimization of the correlation residue is made either by minimizing the commonly used sum of squared differences correlation criterion or maximizing the commonly used cross-correlation criterion.

Pan et al. [51] mentioned that both the simple CC and SSD correlation criterion are sensitive to all lighting fluctuations, while the NCC and NSSD correlation criteria are only insensitive to a linear scale in lighting and the ZNCC and ZNSSD correlation criteria are insensitive to both offset and linear scale in lighting.

The difference between the position of the center of the reference speckle pattern and the center of the deformed speckle pattern yields to determine the displacement vector of the node. Because the shape of the reference speckle pattern changes in the deformed image (Figure 4), the speckle pattern shape functions must be defined before the matching procedure [51,52]. Therefore, for each point \( Q(x_i, y_i) \) in the reference speckle pattern, the corresponding coordinates in the deformed speckle pattern are determined according to the defined speckle pattern shape functions and they can be given by:

\[
\begin{align*}
x'_i &= x_i + \xi(x_i, y_i) \\
y'_i &= y_i + \eta(x_i, y_i)
\end{align*}
\]  

(4)

where \( \xi(x_i, y_i) \) and \( \eta(x_i, y_i) \) are, respectively, the \( x \)- and \( y \)-directional shape functions. If the material undergoes a rigid body motion, then zero-order shape functions can be used and they are given by [51]:

\[
\begin{align*}
\xi_0(x_i, y_i) &= u \\
\eta_0(x_i, y_i) &= v
\end{align*}
\]  

(5)

where \( u \) and \( v \) are respectively the \( x \)- and \( y \)-directional displacement components.
However, in orthogonal cutting, the material undergoes translation, rotation, and shear. Thus, a minimum first-order shape function are required and they are defined by:

\[
\begin{align*}
\xi_1(x_i, y_i) &= u + u_x \Delta x + u_y \Delta y \\
\eta_1(x_i, y_i) &= v + v_x \Delta x + v_y \Delta y 
\end{align*}
\]

where \( u \) and \( v \) are, respectively, the \( x \)- and \( y \)-directional displacement components, \( u_x \), \( u_y \), \( v_x \), and \( v_y \) are the first order displacement gradient of the reference speckle pattern, \( \Delta x = x_i - x_0 \) and \( \Delta y = y_i - y_0 \). For the general expression of the speckle pattern shape function, the lecturer can refer to [52].

While using the local approach, each speckle pattern is analyzed independently. Overlap between the speckle patterns is possible. There is no issue when the speckle patterns overlap because each of the speckle patterns is analyzed independently in the local approach. In addition, this overlap implies an increase of the size of the speckle pattern, which helps to render it more discernable in the deformed image. The size of the speckle pattern is an important factor in determining the localized deformation band. The smaller the size of the speckle pattern, the higher the correlation procedure can identify a localized deformation band. However, reducing the size of the speckle pattern increases the difficulties to find its correspondence in the deformed image.

Moreover, most of the commercial and academic DIC softwares used the local approach. The Zero-Normalized Cross Correlation (ZNCC) and Zero-Normalized Sum of Squared Differences (ZNSSD) correlation criteria are integrated. These two correlation criteria are insensitive to a scale in lightening. Therefore, they are highly recommended for kinematic fields measurement during machining.

The main difference between the global and the local approach is in the way how the matching procedure is made. Minimization of the correlation residue is made over the whole region of interest when using the global approach while it is made separately for each speckle pattern when using the local approach. For the local approach, each speckle pattern is analyzed independently. The location of each speckle pattern does not depend on the location of its neighbours. However, in the global approach or the so called finite element approach, each speckle pattern is linked to its neighbours by the nodes. Then, the location of each speckle pattern depend on the location of its neighbours. Therefore, in the local approach, solution in terms of the nodal displacement vector does not depend on the nodal displacement vector of its neighbours, while it is not the case when using the global approach. Further, when using the global approach, the displacement of the region of interest is assumed to be a 2D continuum displacement.

3. Surface Preparation of the Workpiece for DIC Post-Processing

Surface preparation aims to create patterns that can be followed during the material flow. Various techniques of surface preparation were employed for in-situ investigation of the material flow during machining. This section aims to give an overview on the used techniques. Subsequently, these techniques are classified in terms of the created pattern size. In particular, criteria for texture assessment when using the deposition technique or the
Polishing based technique are presented and discussed. These two techniques of surface preparation are used for DIC post-processing. The results in terms of the created speckle pattern size are given and summarized in one table for all surface preparation techniques, including the grid technique and the flow lines scratching technique. These results help to compare and discuss the technique suitability for kinematic fields measurement during machining, in particular, during one segment chip formation. More attention is given to the criteria that help to identify the speckle pattern size, allowing for a proper application of the DIC technique. Figure 5 shows the techniques of surface preparation and criteria for texture assessment.

### Figure 5. Surface preparation: techniques and texture assessment tools.

#### 3.1. Techniques

##### 3.1.1. Deposition Technique

This technique is widely known as a painting technique. An alternative was proposed in [53] in order to create a speckle resistant enough under high deformation and temperatures up to 1000 °C. It was obtained by first polishing the surface of the workpiece to a roughness of 1 µm, followed by etching. Subsequently, a titanium dioxide powder that was diluted in ethanol was sprayed onto the polished surface. Using this method for kinematic fields measurement during orthogonal cutting, the obtained speckle has to withstand (i) large strain (>150%) and (ii) a potentially high temperature (1000 °C) generated during machining. By considering these constraints, the painting technique, considered to be the simplest technique, is excluded.

##### 3.1.2. “Polishing Based” Technique

Polishing based technique refers to the techniques that first began by polishing, followed either by etching or sand blasting. Several authors used this technique [24,25,43,54–57].

Table 1 summarizes the techniques used for surface preparation for instrumented cutting tests with the associated results in terms of pattern size. The pattern size is important in the identification of the high localized deformation band. In this table, the pattern size refers to:

- the grid square size when using the grid technique (Gr) for the surface preparation;
- the lines spacing when using the flow lines scratching technique; and,
- the speckle pattern size when using the deposition or the “polishing based” technique.
Table 1. Pattern size function of the material and the surface preparation technique.

| Reference/Year | Material                  | Techniques                        | Pattern Size (µm) |
|----------------|---------------------------|-----------------------------------|-------------------|
| [26] 1965      | Wax                       | Gr: scribing the lines then casting the rubber mould. | 381               |
| [29] 1971      | Brass                     | Gr: vickers microhardness machine. | 25.4              |
| [30] 1982      | Annealed 18% Ni maraging steel | Gr: microtome machine.     | 12.7              |
| [31] 1982      | Annealed red brass        | Gr: microtome machine.           | 12.7              |
| [32] 2008      | AA5182                    | Gr: EBL                          | 10                |
| [33] 2008      | 42CrMo4                   | Gr: laser marking.               | 65                |
| [34] 2009      | NS (“Not specified”)      | Flow lines scratching.           | NS                |
| [36] 2013      | AISI 1018                 | Flow lines scratching.           | ≈170              |
| [37] 2015      | Cast iron                 | Deposition                       | 225               |
| [38] 2015      | CFRP                      | Deposition                       | 135               |
| [39] 2009      | Al6061-T6                 | Polishing                        | NS                |
| [40] 2011      | 42CrMo4                   | Polishing                        | 41                |
| [41] 2012      | Ti-Mg                     | Polishing                        | NS                |
| [42] 2012      | Ti-6Al-4V                 | Polishing + etching              | 19.2              |
| [43] 2014      | Ti-6Al-4V                 | Polishing + etching              | 16.5              |
| [44] 2015      | Brass                     | Polishing                        | NS                |
| [45] 2015      | Copper                    | Polishing + etching              | NS                |
| [46] 2015      | Al7075-T6                 | Polishing + sandblasting         | 35                |
| [47] 2015      | AISI 52100                | Polishing + sandblasting         | 17                |
| [48] 2015      | AW7020-T6                 | Polishing + sandblasting         | 7.9               |
| [49] 2018      | Al6061-T4                 | Polishing + sandblasting         | 10                |
| [50] 2018      | Ti-6Al-4V                 | Polishing + etching              | 18.12             |
| [51] 2018      | Ti-6Al-4V/Ti54M           | Polishing + etching              | NS                |
| [52] 2018      | ECAE Ti                   | polishing                        | 75                |
| [53] 2019      | Nickel Aluminium          | Polishing + sandblasting         | NS                |

3.1.3. Discussion/Comparison

When using the grid technique analysis, a real-printed microgrid is made. The microgrid is subjected to the same displacement as the workpiece material. Subsequently, the measured displacement of each grid square nodes leads to determining the displacement field. Instead of using a real-printed microgrid, the DIC technique uses a virtual microgrid. Image post-processing while using the DIC technique leads to determining the displacement fields.

During machining, the printed microgrid on the surface of the workpiece is subjected to the same load as the workpiece. High deformation in very localized bands induces high distortion of the printed microgrid. Therefore, the displacement field cannot be determined in this zone by applying the grid distortion analysis. A high pattern size was obtained while using the deposition technique (225 µm in [33] and 135 µm in [58]). Consequently, the spatial resolution of the displacement field measurement was low and it cannot be used to identify high localized deformations. On the other hand, the “polishing based” technique offered an acceptable pattern size that is sufficient enough to identify high localized deformations. A low pattern size (7.9 µm) was obtained in [24] while using polishing + sandblasting on AW7020-T6. This value remains the lowest, even when compared with [25,54,55,57] while using the same technique. In fact, the obtained pattern size is a function of the sandblasting pressure [24] and the diameter of the abrasive particle.

To conclude, it is found that the “polishing” based technique is the most suitable technique for kinematic fields measurement during machining. It offers an acceptable
spectacle pattern size, whose size is low enough to enable identifying high localized deformation band [24,43,49]. In addition, to guarantee a proper application of the DIC technique and to evaluate the texture quality, the following sub-section gives criteria/tools for texture analysis.

3.2. Texture Analysis

Texture analysis helps to determine the speckle pattern size allowing for the application of the DIC technique for the displacement field measurement. This section describes texture analysis that is based on images processing on surfaces that were prepared either by deposition techniques or “polishing based” techniques.

3.2.1. Global Analysis

Using a high-speed camera and for an 8-bit digitalization, each pixel in the image referred to a certain value in the [0.255] dynamic range. This value indicates the grey level of the pixel. Analyzing the grey levels histogram helps to identify:

- the degree of the image’s luminosity; and,
- the grey level dynamic of the image ($\Delta N_G$), where:

$$\Delta N_G = N_{G_{\text{max}}} - N_{G_{\text{min}}}$$  (7)

$N_{G_{\text{max}}}$ and $N_{G_{\text{min}}}$ are respectively the maximum and the minimum grey levels.

3.2.2. Local Analysis

Local analysis helps to evaluate whether the speckle pattern size is sufficient enough to allow a proper DIC application. Four criteria are used for this analysis: the mean gray level fluctuation, the autocorrelation function, the mean intensity gradient, and the rigid body motion approach. These criteria aim to determine the speckle pattern size, ensuring the application of the DIC technique with an acceptable standard deviation of the measured displacement, considered as an error.

- Mean Gray Level Fluctuation

Each of the speckle pattern in one image is characterized by its own gray level dynamic (Equation (7)). The latter quantity, averaged over all the speckle patterns of a given size, and normalized by the maximum gray level used in the image ($G_{\text{max}}$), gives the mean gray level fluctuation $mgf$ [62] expressed by:

$$mgf = \frac{\sum_i \Delta N_{G,SP_i}}{G_{\text{max}}}$$  (8)

where $\Delta N_{G,SP_i}$ is the gray level dynamic of the speckle pattern number $i$ and $G_{\text{max}}$ is the maximum gray level of the image.

According to [63,64], the higher the mean gray level fluctuation ($mgf$), the smaller the detection of displacement. However, increasing the $mgf$ means increasing the speckle pattern size, which affects the spatial resolution of the displacement fields measurement.

- Autocorrelation function

The autocorrelation function provides a quantification of the average size of local features that comprise the speckle pattern. It is a standard quantity [52] given by Equation (9). This function takes values between 0 and 1.

$$I(h) = \frac{\int_{\text{image}} (f(x) - F) * (f(x + h) - F) dx}{\int_{\text{image}} (f(x) - F)^2 dx}$$  (9)

where $f(x)$ is the gray level at position $x$ and $F$ is the average value of gray levels over the full image. $h$ is the norm of vector $h$ that is usually taken along the x-direction. For an
isotropic pattern, the intensity of the autocorrelation function \( I(h) \) does not depend from the vector orientation. When \( I(h) \) is equal to 0, \( h \) refers to the average size that comprises the speckle pattern.

Pottier \cite{43} was the first to use this tool for a local texture analysis on Ti-6Al-4V microstructure in the context of kinematic fields measurement during machining.

- **Mean Intensity Gradient (MIG)**

Being developed by \cite{65}, the Mean Intensity Gradient (MIG) was defined in order to evaluate the quality of the entire speckle. It is given by the following equation:

\[
\delta_f = \frac{W}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} |\nabla f(x_{ij})| \tag{10}
\]

where \((W,H)\) are the image width and height; \( |\nabla f(x_{ij})| = \sqrt{f_x(x_{ij})^2 + f_y(x_{ij})^2} \) is the modulus of local gray level gradient vector and \((f_x(x_{ij}), f_y(x_{ij}))\) are the gray level derivatives at pixel \( x_{ij} \), respectively, along the \( x \) and \( y \) direction.

Pan et al. \cite{65} demonstrated that the standard deviation of the measured displacement is function of the MIG \((\delta_f)\):

\[
\sigma(U) = \sqrt{2 \times \frac{\sigma m \times \delta_f}{m \times \delta_f}} \tag{11}
\]

where \( \sigma(U) \) is the predicted standard deviation of the measured displacement, \( \sigma \) is the standard deviation of the measurement noise that is determined by capturing two images before motion and \( m \) is the speckle pattern size. For a given speckle pattern size \((m)\), images that are characterized by large MIG \((\delta_f)\) produce a small standard deviation.

- **Rigid body motion approach**

Based on \cite{63} and defined by \cite{43} in the context of kinematic fields measurement during machining, the rigid body motion approach was applied on a non-deformed zone in the image captured during the orthogonal cutting test. Over five successive images, this zone was assumed to move under the assumption of rigid body motion. Subsequently, the measured displacements (returned by the DIC technique) were subtracted from the imposed displacement. Thus, the residual displacements that represent the displacement measurement uncertainties were obtained. Figure 6 provides the occurrence of the residual displacements. It was fitted by a uniform distribution to determine the real standard deviation.

![Figure 6. Occurrence of residual displacements over 5 successives images [43].](image-url)
The author found that for a speckle pattern size of 16.5 µm × 16.5 µm, the standard deviation of the measured displacement is equal to 0.0181 pixels ≈ 0.031 µm. The latter matches well with the predicted standard deviation while using the MIG approach (0.027 µm).

4. Basics of High-Speed Camera

This section gives the basics of high-speed camera and focus on the identification of the principle optical parameters: (i) the camera resolution, (ii) the frame rate, and (iii) the integration time.

4.1. Camera Resolution

The size of the region of investigation helps to identify the camera resolution. As mentioned above, in the context of kinematic fields measurement during machining, this zone does not exceed 1 mm² when observing the PSZ and 2 mm² when observing the subsurface of the workpiece [24,25]. Each camera is characterized by its pitch: the metric size of one camera pixel. Hence, the camera resolution can be determined from:

\[ R = \frac{G \cdot T}{\text{pitch}} \]  

where \( R \) is the camera resolution, \( G \) is the magnification, and \( T \) is the size of the region of investigation.

4.2. Frame Rate

The frame rate refers to the number of images per second taken from the zone of investigation. The inverse of the frame rate gives the inter-frame time, which defines the temporal resolution of the measured kinematic fields.

The optimum frame rate can be determined from [66]:

\[ f_{aq} = \frac{N \cdot V}{l} \]  

where \( f_{aq} \) is the frame rate, \( N \) is the number of images, \( V \) is the speed of the object in motion, and \( l \) is the length scale. In particular, when observing one segment chip formation during machining, \( V \) refers to the cutting speed and \( l \) refers to the segment width [43,46]. During orthogonal cutting on Ti-6Al-4V with a cutting speed of 6 m/min. and a feed of 0.25 mm (which is assumed to be equal to the segment width), Pottier et al. [43] obtained 45 images about one segment chip formation while using a frame rate of 18,000 fps.

4.3. Integration Time

The integration time refers to the time that is required to capture one frame. Mainly, it should be adjusted in order to obtain unblurred images that are required for a good image post-processing.

The optimum integration time [46] can be determined by minimizing the displacement (as given by the Equation (14)) of the observed zone during the capture time (the integration time):

\[ \text{Dis(pixels)} = \frac{V \cdot t_i}{p} \]  

where \( \text{Dis} \) refers to the displacement expressed in pixels, \( V \) is the speed, \( t_i \) is the integration time, and \( p \) is the pixel size.

The adjustment of the integration time depends from the light power. Two categories of light sources are available for high-speed imaging: (i) continuous light source or (ii) pulsed light source. Table 2 provides the types of light sources used in high-speed imaging.
Table 2. Types of light sources used in high-speed imaging [67].

| Source                              | Typical Duration (s) |
|-------------------------------------|----------------------|
| Sunlight                            | Continuous           |
| Tungsten filament lamps             | Continuous           |
| Continuous arc source and gas discharge lamps | Continuous           |
| Flash bulbs                         | $0.5 \times 10^{-3}$  |
| Electronic flash                    | $10^{-3}$ to $10^{-6}$|
| Argon bomb                          | $10^{-6}$ to $10^{-7}$|
| Electrica spark                     | $10^{-6}$ to $10^{-9}$|
| X-ray flash                         | $10^{-7}$ to $10^{-9}$|
| Pulsed laser                        | $10^{-6}$ to $10^{-12}$|
| Super radiant light source          | $10^{-9}$             |
| LED                                 | Continuous or up to $5 \times 10^{-7}$ |

Nowadays, LED sources are becoming more popular as a lighting source in high-speed imaging. Another light option is the pulsed laser. It offers the possibility to considerably reduce the inter-frame time when using a dual-frame camera (a minimum of 120 ns in [24,38]). LED and laser light sources both share the advantage that they are “cold light” and do not generate high temperatures, which could induce noise and affect the image quality [66]. Laser source has the unique advantage of unique wavelength illumination allowing to avoid diffraction and chromatic aberration.

Moreover, the choice of integration time also depends from two major parameters: (i) the light intensity and (ii) the camera sensitivity.

5. Optical Systems

The highly interest in understanding local phenomena during the chip formation has led many researchers to develop several optical devices. This section describes the major advances in the design of optical systems used in the context of kinematic fields measurement. Childs [29] was the first to develop an optical system for in-process visualization of the material flow during orthogonal cutting. Figure 7 shows this system. Two light beams enter a first beam splitter; then, the outgoing beams enter a collimator and then a second beam splitter to get coaxial (confocal) light. The duration of the light flash is limited to 2 µs with a recharging time that is equal to 5 s. The latter imposes the use of two lighting sources to take only a pair of images at a cutting speed equal to $0.254 \times 10^{-3}$ m/min.

Figure 7. Scheme of the optical system used in [29] and described in [46].
By applying the grid analysis method, the author determines the kinematic fields. However, the temporal evolution of the kinematic fields cannot be obtained when only using two images.

In 2008, Hijazi [38] presented an optical system that is based on an X23 optical microscope equipped with four high-speed cameras (Figure 8a). It uses four laser sources with a beam combiner for coaxial illumination (Figure 8b). In order to limit the inter-frame time, the author uses a pulsed laser type illumination source with a pulse duration that ranges from 3 to 5 ns. The time between two pulses must be greater than 500 ns. The repetition frequency of a pair of pulses is very low (of the order of a few Hz, e.g., 15 Hz when using the Nd:YAG laser [24]). Thus, in order to allow for an ultra-high speed imaging and to obtain eight highly resolved images at a very high acquisition frequency (of the order of MHz), 4 high-speed cameras are used in “double frame” mode. Thus, each high-speed camera records a pair of images with a very short inter-frame time (around 120 ns).

Based on the work of [38] and by using the double-frame mode of the LaVision high-speed camera with a pulsed laser source (Figure 9), Baizeau [24] made it possible to capture a pair of images with an inter-frame time of 120 ns. The used Nd:YAG dual pulsed laser produces pulses with a duration of 5 to 8 ns. The first exposure time was reduced to 10 µs, while the second took 20 ms. The optical system was equipped with an X10 magnification lens. In order to focus and distribute the laser light on the zone of investigation, an optical fiber with an expander was used. Orthogonal cutting test was carried out on AW7020-T6 with a cutting speed of 90 m/min. Although the double-frame mode made it possible to considerably reduce the inter-frame time in order to obtain a pair of highly resolved images, the use of the pulsed laser proves to be limiting in terms of the acquisition frequency of the camera, since the maximum repetition frequency is limited to 15 Hz.
The MADMACS dual-spectrum optical system developed in [68] in the National Institute of Standards and Technology (NIST) laboratory enables coupled visible and thermal imaging. In order to ensure good lighting, two light sources (high-intensity visible light source) were used and guided by optical fibers. The first one is placed outside while the second one is integrated in it to obtain a coaxial illumination. The use of an R50/T50 beam splitter causes a loss in the coaxial light power. Only 25% of the initial light power is received by the high-speed camera sensors. High-speed and thermal cameras are coupled via two different optical channels (Figure 10). The radiation from the observed scene first goes through a protective sapphire window and then through a reflective X15 magnification lens (primary lens in Figure 10). At the intersection of the two channels, a cold mirror reflects waves from the visible range into the visible channel and then transmits waves from the infrared range into the infrared channel. The reflected visible waves goes through a tube lens that focuses the light towards the sensor of the high-speed camera. Ref. [68] shows that, while using this optical system, it is possible to capture images of 1 mm² size with the different mechanical and optical parameters presented in Table 3.

**Figure 10.** MADMACS dual-spectrum optical system developed by [68].

**Table 3.** Mechanical and optical parameters that can be used with the MADMACS optical system that was developed by [68].

| Channel    | \( V_c \) (m/min) | \( R \) (px) | \( f_{aq} \) (fps) | \( t_i \) (µs) |
|------------|---------------------|--------------|-------------------|----------------|
| Visible    | 30–300              | 256 × 128    | 300,000           | 1–33           |
| Infrared   | 160 × 120           | 300          | 9–20              |                |

Based on the work of [68], In [49] proposed an optical system for coupled kinematic and thermal fields measurement (Figure 11). The device (called VISIR) was equipped with an X15 reflective objective, allowing for the transmission of radiation over a wide range of wavelengths (>95% for [600, ..., 20,000 nm]). The high-speed camera Fastcam SA3 and the thermal camera FLIR SC7000 were coupled via two different channels. While using a silicon separator plate (thickness of 1 mm), the radiation coming from the observed scene is separated in two: the visible waves were reflected with a reflectance equal to 40% while the infrared waves were transmitted with a transmittance higher than 65% for a wavelength range in [2000 nm, ..., 20,000 nm]. The use of a parabolic mirror in the infrared channel allows for the thermal waves to be reflected and focused on the infrared camera sensors. For the visible channel, it was equipped with a 50R/50T beam splitter and tube lens to
focus the visible waves on the high-speed camera sensors. The 50R/50T beam splitter was also used for coaxial illumination. The light source was composed of 1040 lm power LEDs, providing a luminance of $10^6$ lux. Although the author obtained images with sufficient quality allowing for a proper application of the DIC technique, the light source proved to be limiting factor, since the integration time was limited to 20 $\mu$s.

Table 4 summarizes the mechanical and optical parameters used in the context of kinematic fields measurement.

Although Hijazi [38] succeed in synchronizing four high-speed cameras to obtain eight visual images with a high frame rate (of the order of 1 MHz), this technique is shown to be complicated from a technical standpoint. In addition, this optical system can not be used for kinematic fields measurement during one segment chip formation because it does not allow to record a continuous film. Using a high-speed camera with a dual-frame mode is limited by the maximum repetition rate, which is considerably low (15 Hz in [24]). However, this dual-frame mode is highly recommended when studying the surface integrity. Baizeau [24] succeed in obtaining high resolved images (one before the cut and one after the cut), allowing for kinematic field measurements on the subsurface of the workpiece.

On the other hand, Harzallah [46,49] presented a coupled visible and infrared imaging system (VISIR). This optical system offered real-time insight on the material flow and recorded a continuous film about segment chip formations during machining. The high-speed camera used a standard mode. The images were obtained with sufficient quality, allowing for a proper application of the DIC technique for kinematic fields measurement during one segment chip formation. The obtained results highlighted localized deformation bands when cutting the Ti-6Al-4V with a low cutting speed of 3 m/min.
Table 4. Mechanical and optical parameters that were used in the context of kinematic fields measurement during machining.

| Reference | Material  | $V_c$ (m/min) | $f$ (mm) | Size (mm$^2$) | Magnification | Resolution (px) | Pixel Size ($\mu$m/px) | $f_{eq}$ (fps) | $t_i$ (µs) |
|-----------|-----------|----------------|--------|--------------|--------------|----------------|---------------------|---------------|------------|
| [29]      | Brass     | $0.25 \times 10^{-3}$ | NS     | NS           | X25          | NS             | NS                  | NS            | 2          |
| [60]      | Copper    | 0.6            | 0.1    | NS           | X3           | NS             | 3.3                 | 250           | NS         |
| [33]      | 42CrMo4   | 150/300        | 0.2/0.3| $1 \times 1$ | X12          | NS             | 22.5–25 $\times 10^3$ | 1             | 10         |
| [38]      | AISI 1045 | 200            | 0.15   | 0.35 $\times$ 0.25 | X25          | 1296 $\times$ 925 | 0.27          | $10^6$        | NS         |
| [39]      | Al6061-T6 | 0.6            | 0.1    | 2.1 $\times$ 2.1 | X3           | 256 $\times$ 256 | 8.2              | 250           | NS         |
| [40]      | 42CrMo4   | 30             | 0.1    | NS           | X15          | 256 $\times$ 128 | NS               | 30,000        | 33         |
| [42]      | Ti-Mg     | 0.6            | 0.2    | 1.4 $\times$ 1.4 | NS           | 1000 $\times$ 1000 | 1.4             | 2000          | NS         |
| [41]      | Ti-6Al-4V | 6              | 0.15   | 0.3 $\times$ 0.3 | NS           | 128 $\times$ 128 | 2.4              | 70,000        | 10         |
| [36]      | AISI1018  | 1020           | 0.84   | 1.75 $\times$ 1.75 | X10          | 1024 $\times$ 1024 | 1.7             | NS            | NS         |
| [43]      | Ti-6Al-4V | 6              | 0.25   | 0.65 $\times$ 0.6 | X10          | 384 $\times$ 352 | 1.65            | 18,000        | 6.6        |
| [44]      | Brass     | 0.06           | 0.05–0.15 | 4.3 $\times$ 2.4 | X5           | 1296 $\times$ 720 | 3.3             | NS           | NS         |
| [61]      | Copper    | $6 \times 10^{-4}$ | 0.1–0.25 | 1 $\times$ 1 | NS           | 1000 $\times$ 1000 | 1               | 50            | NS         |
| [53]      | GS        | 36             | 15     | 5 $\times$ 5  | X7           | 1000 $\times$ 1000 | 5               | 7000         | NS         |
| [54]      | Al7075-T6 | 0.35/0.5       | 0.1/0.15 | 1.68 $\times$ 0.94 | X12          | 1920 $\times$ 1080 | 0.875           | NS           | NS         |
| [24]      | AW7020-T6 | 90             | 0.1    | 1.7 $\times$ 1.4 | X10          | NS             | 0.66 (max. 1/ | 10/ | 20 $\times 10^3$ | NS         |
| [56]      | NAB       | 2/4.5          | 0.3    | NS           | X12          | NS             | 2.4              | 2000          | NS         |
| [55]      | Al6061-T6 | 0.1            | 0.06/0.08/0.1 | 1.75 $\times$ 0.98 | X12          | 1920 $\times$ 1080 | 0.916           | 1000          | NS         |
| [46]      | Ti-6Al-4V | 3/15           | 0.25   | 0.58 $\times$ 0.58 | X15          | 512 $\times$ 512 | 1.133           | 6000          | 50         |
| [48]      | ECAE Ti   | 30             | 0.1    | 0.5 $\times$ 0.5 | X12          | 1024 $\times$ 1024 | 5              | 50,000        | NS         |
6. Results/Discussion

In the context of kinematic fields measurement during machining, Ref. [24] used the global approach with Correli-Q4 software to: (i) map the norm of the displacement vectors (Figure 12a) for an automatic measurement of the shear angle and (ii) map the displacement field in the subsurface of the workpiece (Figure 12b) in order to study the surface integrity.

Figure 12. (a) Displacement field in the primary shear zone for automatic measurement of the shear angle and (b) displacement field in the subsurface of the workpiece during orthogonal cutting [24].

Most of the commercial digital image correlation software use the local approach, as described above. In the context of kinematic fields measurement during machining, some authors [43,46,47,69] used the approach that was offered by the 7d software. The DIC was applied on a sequence of images captured during one segment chip formation. Because of the fluctuation of light, a Zero-Normalized Cross-Correlation criterion (ZNCC) was used for the pattern matching procedure. This correlation criterion is insensitive to a scale in lighting, according to [51,70]. Bilinear (second-order [52,70]) shape functions were chosen. Because of a loss in image quality, an incremental correlation was employed. In order to allow for particle tracking, Pottier [43,69] developed a framework allowing the determination of the cumulative displacement field from the incremental displacement field returned by the DIC technique. Thus, the temporal evolution of the cumulative displacement and strain fields during one segment chip formation were determined. The orthogonal cutting test was made on Ti-6Al-4V workpiece with a cutting speed of 6 m/min. It was shown that the material is subjected to a significant strain magnitude (up to 3) inside the ASB. This strain magnitude was found to be overestimated, since the framework keeps cumulating strains, even though the material undergoes segmentation [43], denoted by a material disjunction or crack propagation. In order to monitor the crack propagation within the ASB, three material points were selected and the strain rate evolution on these points was investigated (Figure 13a). Based on the strain rate evolution that is shown in Figure 13b, the author suggests that the segment chip formation can be described by three stages:

- **stage 1:** strain concentration at the tool-tip vicinity.
- **stage 2:** rapid strain accumulation within the ASB from the tool tip to the free surface. The strain rate magnitude is up to $4 \times 10^3 \, \text{s}^{-1}$ and leads to a material failure.

Figure 13. (a) Initial and final position of the three investigated points (P1, P2, and P3), (b) strain rate evolution for each point over the sequence of images [43].
- **stage 3:** the strain rate became stable and the segment chip is fully formed.

Based on Pottier’s perspectives described in [43], Harzallah [49] used the same methodology with a newly developed optical system. The cumulative displacement field was determined by post-processing the incremental displacement field returned by the DIC technique. Results of kinematic fields measurement when cutting Ti-6Al-4V at 15 m/min are given in Figure 14. The author highlighted the crack propagation from the tool tip towards the free surface within the primary shear zone. The cumulative Henky strain field in the PSZ reaches 1.6 under a strain rate field of the order of $10^3$ s$^{-1}$. The cumulative Henky strain was chosen in order to allow for comparison with numerical simulation giving eulerian outputs. Good correlation between the measured kinematic fields during one segment chip formation and the numerical results using a new material behavior law [13,46] was found.

![Figure 14](image)

**Figure 14.** (a) Captured visual images at different instants during one segment chip formation; (b) crack propagation within the PSZ; and, (c) cumulative Henky strain field and (d) the equivalent strain rate field [49].

To conclude, Pottier and Harzallah [43,46,49] have succeeding in developing a new optical system allowing for real-time insight on the material flow during one segment chip formation. Texture analysis was made and an acceptable standard deviation of the measured displacement was found, allowing for a proper application of the DIC technique. The authors were able to highlight localized deformation bands when cutting Ti-6Al-4V with low cutting speed.

Figure 15 summarizes the techniques used for kinematic fields measurement. For analytical technique and when using the grid distorsion analysis, it was found difficult to apply in the PSZ due to high distorsion. Moreover, the streamlines model shows to be limited to continuous chip formation. Numerous works demonstrated the efficiency of the DIC technique in kinematic fields measurements during orthogonal cutting tests [24,25,38–41,43,46–48,53–57]. In addition, It offers a high spatial resolution of the measured displacement field. Table 5 gives the magnitude of the measured plastic strain and strain rate within the PSZ with the corresponding cutting parameters.
Table 5. Plastic strain and strain rate magnitude function of the cutting parameters.

| Reference | Material      | $V_c$ (m/min) | $f$ (mm) | $\varepsilon$ | $\dot{\varepsilon}$ (s$^{-1}$) |
|-----------|---------------|---------------|----------|----------------|-------------------------------|
| [54]      | Al7075-T651   | 0.35 and 0.5  | 0.15 and 0.1 | 1–2            | $10^2$                        |
| [43]      | Ti-6Al-4V     | 6             | 0.25      | 3              | $10^3$                        |
| [46]      | Ti-6Al-4V     | 3 and 15      | 0.25      | 1.2–1.7        | $10^3$                        |
| [48]      | ECAE Ti       | 30            | 0.1       | 1              | $10^3$                        |
| [57]      | NAB           | 30            | 0.1       | 1.2–1.4        | $10^3$                        |

Figure 15. Kinematic fields measurement: analytical technique and the DIC technique.

- for Al7075-T651 and with low cutting speed, the plastic strain magnitude is ranging from 1 to 2 with a strain rate magnitude of $10^2$ s$^{-1}$ [54];
- for titanium alloys [43,46,48] and with a cutting speed ranging from 3 to 30 m/min., the plastic strain magnitude is ranging from 1 to 3 with a strain rate magnitude of $10^3$ s$^{-1}$; and,
- for nickel based alloy and with a cutting speed of 30 m/min (respectively 150 m/min.), the plastic strain magnitude is ranging from 1.2 to 1.4 with a strain rate magnitude of $10^3$ s$^{-1}$ (respectively $10^4$ s$^{-1}$) [57].

7. Conclusions

This paper discusses techniques that are used for kinematic fields measurement during machining. In-situ visualization of the material flow within a sub-mellimetric zone, namely the cutting zone, remains a non-trivial task. Nevertheless, the great interest in understanding local phenomena has led many researchers to develop experiments allowing for collecting data regarding the chip formation. The following conclusions are made:

1. in-situ investigation of the material flow during machining requires surface preparation of the workpiece. Various techniques of surface preparation were discussed and classified in term of created pattern size. It was found that the “polishing based” technique is the most suitable for kinematic fields measurement in orthogonal cutting. It offers an acceptable pattern size sufficient enough to identify high localized deformation band. The speckle pattern size is identified through texture analysis. Various texture analysis tools were discussed. The MIG approach and rigid body motion approach prove to be the most reliable tools in evaluating the property of the DIC application.

2. With the development of high-speed cameras, significant progress on the kinematic fields measurement has been made. The basics of high-speed camera were discussed and yield a definition of a methodology that can be followed to determine the optimum optical parameters.

3. With the recent advances on the design of optical systems, real-time insight on the material flow during orthogonal cutting through surface observation of the PSZ was
made possible. Captured images with sufficient quality can be obtained allowing for a proper application of the DIC technique.

4. Details on the used two approaches (global and local) with the DIC technique were presented. The choice of the appropriate correlation criterion is important. It was found that the ZNCC (Zero-Normalized Cross Correlation) and the ZNSSD (Zero-Normalized Sum of Squared Differences) correlation criteria are the most suitable, due to the fact that both criteria are insensitive to a scale in lighting. Because of the loss of image quality, the incremental correlation type is privileged for the kinematic fields measurement during orthogonal cutting.

5. During orthogonal cutting, the material undergoes translation, rotation, and shear. Thus, minimum first-order shape functions are required for the displacement fields interpolation.
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