Random Choices can Facilitate the Solving of Collective Network Coloring Problems by Artificial Agents
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Abstract. Global coordination is required to solve a wide variety of challenging collective action problems from network colorings to the tragedy of the commons. Recent empirical study shows that the presence of a few noisy autonomous agents can greatly improve collective performance of humans in solving networked color coordination games. To provide further analytical insights into the role of behavioral randomness, here we study myopic artificial agents attempt to solve similar network coloring problems using decision update rules that are only based on local information but allow random choices at various stages of their heuristic reasonings. We consider that agents are distributed over a random bipartite network which is guaranteed to be solvable with two colors. Using agent-based simulations and theoretical analysis, we show that the resulting efficacy of resolving color conflicts is dependent on the specific implementation of random behavior of agents, including the fraction of noisy agents and at which decision stage noise is introduced. Moreover, behavioral randomness can be finely tuned to the specific underlying population structure such as network size and average network degree in order to produce advantageous results in finding collective coloring solutions. Our work demonstrates that distributed greedy optimization algorithms exploiting local information should be deployed in combination with occasional exploration via random choices in order to overcome local minima and achieve global coordination.
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1. Introduction

Many classical games like the Prisoner’s Dilemma focus on two players attempting to get the better of each other. Both players would like to defect while their opponent cooperates, thus reaping rewards and avoiding punishments. A great body of work is focused on how to foster cooperation in such non-zero sum games [1, 2]. But there is another well-studied class of games in which all players receive the most benefit when they work together, called coordination games [3]. The optimal behavior for all players can be easily determined and agreed upon if all players can meet and strategize beforehand. In such games, the difficulty comes not from attempting to scam one’s opponent, but figuring out what one’s partner will play before choosing one’s own strategy [4, 5]. However, there can still be a “defecting” component, in which one’s opponent can unilaterally choose a strategy with lower maximum payoff but also less risk [6].

Frequently, we consider playing games in which the population is given some spatial structure other than being well-mixed [7, 8]. Population structure is typically modelled as a graph or network, where each node is an individual, and individuals play games if they are connected by an edge [9, 10, 11, 12, 13, 14, 15, 16]. On such a network, many coordination games can be rephrased as network coloring problems [17]. A coloring is a collection of labels or colors, one for each node, such that any two nodes connected by an edge have different colors. Network colorings make appearances in all sorts of fields, including sudoku puzzles, register allocation in computer science [18], and clustering problems [19]. Deciding on a time table for various classes with shared classrooms [20] and assignment of radio frequencies [21] are just two examples or coordination games that manifest naturally as network coloring problems. Generally, we let the nodes be individuals (which we refer to as artificial agents in this work), and the color choice represents the strategy of that individual. When the nodes of a network are properly colored, all the individuals are playing an optimal strategy. In this sense, the network coloring problem, if assigned with a proper payoff structure for the coloring outcome, can be considered broadly as coordination game [22, 23].

In general, the network coloring problem is NP-hard [24]. It is found that many difficult mathematical problems cannot be solved by a simple, direct approach, but it can help to apply a small degree of randomness to any algorithms searching the solution space. This approach has been used to all sorts of problems, including the Traveling Salesman Problem [25] and the graph coloring problem [26] with which we are concerned in this paper.

Attempts to solve the network coloring problem typically use information about the entire network to make decisions about the colors of nodes. This makes sense as having all the information simultaneously leads to better informed decisions. For example, Ref. [26] uses a notion of temperature to gradually reduce stochastic behavior as the system “cools” into the global solution. This requires some central information unit that instructs each node on color choice. However, if we are using the network as a
model of a population in which edges represent interactions, such a central “brain” may not exist. Instead, individuals may be forced to make decisions based on nothing except the color of their neighbors at any given moment. Thus, solving the distributed network coloring problem, in which each node decides its color with only the local information about its neighbors, is more difficult, as we lose the ability to make decisions based on the state of the entire network.

Some work has already been done in solving distributed coloring problems. One line of work involves deterministic algorithms that require more colors than necessary for the network \cite{27, 28}. The additional available colors make the problem much more tractable. There has also been work involving experiments with human subjects who have been given control of the color of a single node, and are asked to choose colors to eliminate conflicts with their neighbors. Ref. \cite{29} observed that individuals would frequently choose colors that temporarily increased the total number of color conflict, but ultimately lead to a global coloring. Ref. \cite{30} found that by adding a small number of bots (namely, artificial agents as opposed to humans) to the system who periodically made random changes “decreased both the number of conflicts and the duration of unresolvable conflicts” when finding network colorings. However, they also found that the bots could be detrimental if not properly tuned with the appropriate levels of randomness. \cite{30}.

Motivated by these empirical findings \cite{29, 30}, here we study artificial agents using stochastic decision update rules to solve the network coloring problem collectively. Without loss of generality, we assume agents are situated on the simple case of networks that can be colored with only two colors, often called bipartite networks \cite{31}. This specific network structure simplifies the number of possible colorings (exactly two for a connected network) and offers analytical insights that would be formidable to obtain otherwise. The results reported below come from an entire population of artificial agents (in the fashion of simulated bots as in Ref. \cite{30}), some of whom are behaving deterministically and some stochastically. Our work sheds some light on the appropriate levels of randomness to optimize solving the distributed coloring problem.

2. Methods

2.1. Random Network Construction

As we will see, different network topologies will be easier or harder to color. Even with global information, finding network colorings becomes exponentially more difficult as the number of nodes increases \cite{24}. On the other hand, as average degree increases, individuals will have more neighbors and therefore be able to make more informed decisions when choosing a color. Throughout this paper, we simulate artificial agents that attempt to find 2-colorings of random bipartite networks. The exact structure of these networks will vary, as will the decision update rules agents use to solve the network colorings.
We construct a random network with $n$ nodes and average degree $k$ by first assigning each node to group A or group B with probability $\frac{1}{2}$. Then, we add an edge between any two nodes in different groups with probability $\frac{2k}{n}$. Thus, the resulting network is guaranteed to have a 2-coloring by assigning every node in group A one color and every node in group B the other color. However, there may be different numbers of nodes for each color, as the sizes of groups A and B are binomially distributed in our bipartite network model.

2.2. Decision Update Rules for Agents

In this paper, we consider multiple decision update rules to account for a variety of artificial agents’ behavior, each with their own strengths and weaknesses. In the following, an acceptable local coloring at a node is the choice of color such that none of the node’s neighbors have that color (no color conflicts with neighbors).

We first consider a basic greedy update rule of agents:

I: Basic greedy update rule

Step 1: Check if the current color is already an acceptable local coloring. If yes, no further change.
Step 2: If not, check if the other color would make an acceptable local coloring. If yes, choose the other color.
Step 3: (and so on for all the steps) If not, choose the color that minimizes color conflicts, and randomly choose one color if both color choices have the same number of color conflicts with neighbors.

We incorporate random behavior in various decision stages in the following modified update rules based on the basic greedy update rule above.

II: Randomness-first update rule

Step 1 With probability $p$, choose a color uniformly at random.
Step 2 Check if the chosen color is already an acceptable local coloring. If yes, no further change.
Step 3 If not, check if the other color would make an acceptable local coloring. If yes, choose the other color.
Step 4 If not, choose the color that minimizes color conflicts, and randomly choose one color if both color choices have the same number of color conflicts with neighbors.

III: Memory-0 update rule

Step 1 Check if the current color is already an acceptable local coloring. If yes, no further change.
Step 2 If not, check if the other color would make an acceptable local coloring. If yes, choose the other color.
Step 3 If not, with probability $p$, choose a color uniformly at random.
Step 4 Choose the color of the two that minimizes color conflicts, and randomly choose one color if both color choices have the same number of color conflicts with neighbors.

**IV: Memory-$N$ update rule**

Step 1 Check if the current color is already an acceptable local coloring. If yes, no further change.
Step 2 If not, check if the other color would make an acceptable local coloring. If yes, choose the other color.
Step 3 If not, and if no neighbors have changed colors in prior $N$ cycles, with probability $p$, choose a color uniformly at random.
Step 4 Choose the color of the two that minimizes color conflicts, and randomly choose one color if both color choices have the same number of color conflicts with neighbors.

**2.3. Initialization of Agent Behavior**

Each artificial agent, located at a node in the network, behaves according to one of the aforementioned update rules. Specifically, we consider scenarios where the population may be using two different update rules. A certain fraction $\rho_r$ of randomly-selected agents adopt one of the randomness-first, memory-0, or memory-$N$ update rules where the propensity of random behavior is $p$ (as defined in the update rules), and the rest of agents use the basic greedy update rule.

The color choice of agents is updated in a random sequential manner [32]. Agents update one at a time, and the order in which agents update is random. Each agent begins with a randomly chosen color.

**2.4. Difficulty Metrics**

We use three different metrics to quantify how successful a given decision update rule is in solving coloring problems by artificial agents: the number of unsolved networks, the number of update cycles, and the number of player updates.

The number of unsolved networks metric is simply the probability that a given network will reach a coloring given certain initial conditions including update order, update rules for each agent, and initial coloring.

The number of update cycles measures the number of times each agent goes through the update process, and the number of updated agents measures the total number of color changes. Roughly, the number of update cycles measures how long it will take the system to reach a coloring in real time, and the number of updated agents measures how involved the process is for all agents involved. Because some combinations of networks and initial conditions may never end up with a complete coloring solution,
Figure 1. Overcoming local minima is often needed to solve collective action problems. (a) shows a small network that did not find a valid coloring using only greedy behavior. The four dashed edges represent “bowties,” subgraphs where the greedy update rule can become gridlocked. The red edge shows a color conflict that cannot be resolved by greedy behavior. In (b), we see how the interior nodes of a bowtie are both forced to keep the same color by the exterior nodes, creating gridlock.

3. Results

3.1. Bowties and Gridlock

To see how local minima arise, we show a small network in which each agent occupying a network node uses the greedy update rule in Fig. 1a. The dashed edges are “bowties,” small subgraphs consisting of a central edge whose end nodes both have at least three edges. Motif structures like this can lead to gridlock and the failure of the greedy update rule, as demonstrated in Fig. 1b. If the central agents are playing the same color, they can become locked in by their other neighbors, and as a consequence, the greedy update rule becomes trapped at this local minimum, unable to explore the entire space and find a global minimum of color conflicts. Without random behavior, the network will never reach a global coloring once this happens. The smallest possible network structure that can become gridlocked is the six-node bowtie, as shown in Fig. 1b.

This simple case demonstrated in Fig. 1b can yield an interesting insight. Consider the case where there is no random behavior and each agent is playing the greedy update rule. There are $6! \cdot 2^6$ random initial conditions for the update order and initial colors. Using exhaustive search to work out each case, we find that the simple bowtie results in gridlock with probability $\frac{29}{120}$. In each case, either gridlock or a global coloring is always reached after two update cycles.

these metrics have the possibility to be infinite in these cases. Therefore, the average of difficulty metrics across model parameter combinations may be heavily skewed by some of the unsolved network coloring cases. Nevertheless, these difficulty metrics provide a practical means to compare the efficacy of resolving color conflicts across simulated scenarios and can help reveal interesting results to some extent.
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Of course, brute-force computation quickly becomes untenable for large network sizes, but we can still develop helpful intuition from this simple example (Fig. 1b). With the randomness-first update rule, if at least one agent has random behavior (occurs with probability $1 - (1 - \rho_r)^6$), the network will eventually find a global coloring. However, in the memory-$N$ update rule, the peripheral nodes already have a locally acceptable color, and will not change even if they have the potential for random behavior. One of the middle two nodes must have random behavior to find a coloring, which happens with probability $1 - (1 - \rho_r)^2$, a much less likely event than in the randomness-first update rule. Thus, the gridlock probabilities for the randomness-first and memory-$N$ update rules respectively are approximately

$$P_{\text{rand-first}}(\text{Gridlock}) = \frac{29}{120} (1 - \rho_r)^6$$

$$P_{\text{memory-}N}(\text{Gridlock}) = \frac{29}{120} (1 - \rho_r)^2$$

We see excellent agreement between these equations and simulations in Fig. 2. We note that these probabilities are less accurate when $p$ is large, because individuals could behave randomly before the system reaches gridlock, disrupting the earlier computation for $\frac{29}{120}$ which assumed no random behavior takes place in the first two update cycles.

Similarly, we see that the memory-$N$ update rules require larger $\rho_r$ than the randomness-first rule to reach the same efficacy of resolving color conflicts. When using the former update rule, only agents with a color conflict are allowed to make random choices, unlike the latter randomness-first update rule. Because random behavior is limited to individuals with a color conflict, large $\rho_r$ values are less likely to result in too much randomness when most agents are already in a local coloring without conflicts and hence will not behave randomly in any given time step. We shall see this difference between randomness-first and memory-$N$ update rules manifest itself in simulations on larger networks in the following section.

3.2. Monte Carlo Agent-Based Simulations

Having defined the model parameters for the problem, we now can ask a basic question: What is the optimal amount of randomness to have in the system so as to reach a coloring solution? It turns out that the answer varies, depending on the specific update rule used, the size of the network, and the average degree of the underlying network. Typically, we will consider large and small networks with 50 and 500 nodes, and vary with average network degree values of 2 and 20, respectively. Figure 3 shows how noisy agents using different update rules succeed at reducing the total number of conflicts in different situations. Notice that no update rule alone can beat the greedy update rule in the short term, but eventually the randomness-based update rules begin underperforming the greedy rule only to eventually surpass it and completely eliminate color conflicts.
There are two sources of difficulty for coloring networks using any randomness-based update rule. If there is not enough randomness, the decision update rule is unable to break away from the local minimum found by agents using the greedy update rule. If there is too much randomness, the probability that at least one agent will be picking the wrong color every turn is so high that the network will not find a coloring in a reasonable number of time steps. Methods like simulated annealing avoid this problem by cooling the system and decreasing the amount of randomness over time [26]. However, in a distributed system (where each agent is using only local information to choose color) with no global information like temperature, we are limited to very simple local update rules that simply cannot evolve over time.

### 3.3. Randomness-first rule

For the randomness-first update rule, we ran simulations for 20 combination values of \( \rho_r \) and \( p \) between 0 and 1. Networks that found a coloring within 10,000 update cycles
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Figure 3. Plots of total conflicts vs time. Each curve is the average of 1,000 simulations, and each run consists of 2,000 update cycles. Observe that the x-axis is log-scale, to show the short and long term behavior of each update rule. All networks have average degree 2, and the other network properties are as follows: a) \( n = 50, p = 0.1, \rho_r = 0.9 \) b) \( n = 50, p = 0.1, \rho_r = 0.5 \) c) \( n = 50, p = 0.6, \rho_r = 1 \) d) \( n = 500, p = 0.6, \rho_r = 1 \)

by agents were considered solved, and those that did not find a coloring within 10,000 cycles were considered unsolved. In Fig. 4, we show the results of these simulations.

We see the difficulty of too much and too little randomness in Fig. 4. In all four regions of the network parameter space (small/large size, low/high edge density) the probability of solving the network goes to zero because agents are always making random decisions, even when the rest of the network has found a local coloring. When average degree is two, we also see unsolved networks when there is very little randomness. Here, there are too few random agents to break out of the local minimum.

These results demonstrate how the randomness-first update rule’s success varies depending on the properties of the network (Fig. 4). When average degree is high, randomness is actually a hindrance; the fewer random actions there are, the better. However, when average degree is low, a large fraction of the population using the randomness-first update rule with a low \( p \) is best. Unfortunately, for large networks with
small average degree, there seems to be no good $p$ and $\rho_r$ when using the randomness-first rule.

Notice that in general, as network size goes up and/or average degree goes down, there are more unsolved networks. This makes intuitive sense, as additional nodes means more colors that need to be correct, and smaller average degree means the nodes have less information and make poorer decisions.

3.4. Memory-$N$ rule

We first study the memory-0 update rule that differs from the randomness-first rule in that agents only take random actions if they are in conflict with at least one of their neighbors. Thus, there are fewer needless random actions, and we would expect this decision update rule to perform better where excess randomness is an issue. This is partially confirmed by simulations in Fig. 5.

Figure 4. For the randomness-first update rule, simulation results of the probability of not solving the network in 10,000 time steps using four different types of networks as a function of the level of randomness $p$ and the fraction of agents with random behavior $\rho_r$. The bipartite network parameters including the size $N$ and the average degree $k$ used for the underlying networks are as follows: a) $n = 500, k = 2$ b) $n = 500, k = 20$ c) $n = 50, k = 2$, d) $n = 50, k = 20$. 
Figure 5. For the memory-0 update rule, simulation results of the probability of not solving the network in 10,000 time steps using four different types of networks as a function of the level of randomness $p$ and the fraction of agents with random behavior $\rho_r$. The bipartite network parameters including the size $N$ and the average degree $k$ used for the underlying networks are as follows: a) $n = 500, k = 2$ b) $n = 500, k = 20$ c) $n = 50, k = 2$, d) $n = 50, k = 20$.

Generally, we see an improvement of performance over the randomness-first update rule. The memory-0 rule does very well when $\rho_r$ is close to one, even for large networks with low average degree. However, it still struggles with excess randomness, particularly when network size and average degree are large. A higher average degree means that a single random color choice creates more color conflicts and therefore makes it more difficult for the system to settle into a global coloring. However, if we assume agents with a longer memory (i.e., $N \geq 1$), this issue vanishes, as demonstrated in Fig. 6.

This compelling evidence suggests that the memory-1 update rule is most effective at resolving color conflicts as compared with the basic greedy update rule and the memory-0 update rule (cf. Figs. 4, 6 and 5). If $\rho_r$ is close to one, networks are almost always able to find a global coloring, regardless of network size or average degree. However, if for some reason only a rather small fraction of the agents are allowed to use randomness-based update rules, the randomness-first update rule will have more
Figure 6. For the memory-1 update rule, simulation results of the probability of not solving the network in 10,000 time steps using four different types of networks as a function of the level of randomness $p$ and the fraction of agents with random behavior $\rho_r$. The bipartite network parameters including the size $N$ and the average degree $k$ used for the underlying networks are as follows: a) $n = 500, k = 2$ b) $n = 500, k = 20$ c) $n = 50, k = 2$, d) $n = 50, k = 20$.

4. Discussion & Conclusion

Among others, an important insight stemming from the present paper is that the type of decision update rule used by agents is at least as important as the amount of random behavior. The randomness-first and memory-$N$ update rules require different conditions to be successful. This gives us two different update rules that are useful in different settings, and should be thought of as complementary instead of one being superior to the other. For example, in a scenario where all agents are able to use a randomness-based update rule, a memory-$N$ update rule can be used to great success. However, if only a few agents in the population can be persuaded to take on the personal risk of behaving randomly (or a small number of bots prescribed with random behavior have
been introduced into the population like \[30\]), a randomness-first update rule with a low \(p\) will have a higher chance of success.

This paper most closely relates to previous work involving human subjects playing the coloring game with random bots \[30\]. While random behavior was observed coming from human players \[29\], it is not clear if this behavior was closer to the randomness-first or the memory-\(N\) update rule. The noisy bots themselves in Ref. \[30\] played a randomness-first update rule, which may explain how such a small fraction (\(\rho_r = 0.15\)) of random actors had such a profound impact on the network coloring game.

Our work demonstrates that the solving of challenging distributed network coloring problems can be achieved by entirely using myopic artificial agents without human subjects. We find that it is necessary to have enough randomness to ensure that the system is able to find the global coloring, but without having so much random behavior the system never settles down. Different randomness-based update rules each are successful in different networks with different parameters.

Of particular note, here we only consider the simplest possible 2-colorings of bipartite networks, which is surely an over-simplification of the more general coloring problems. Introducing even one more color adds all sorts of complications. For example, the bowtie analysis completely falls apart, as the subgraphs to result in gridlock in a 3-colorable network are significantly larger and more complex. Besides, this paper also only considers populations that play a mix of two decision update rules: a fraction of the agents use greedy decision rule and the rest use randomness-based rule. It is possible that other potential combinations, such as a mixed population of agents using the randomness-first rule and the memory-\(N\) rule, could succeed in places where neither update rule succeeds alone. Future work taking into account these extensions will be of interest and improves our understanding of collective decision-makings in the presence of noise \[33\ \[34\], and more generally, machine behavior \[35\].
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