Abstract: Traffic microsimulation models use the movement of individual driver-vehicle-units (DVUs) and their interactions, which allows a detailed estimation of the traffic noise using Common Noise Assessment Methods (CNOSSOS). The Dynamic Traffic Noise Assessment (DTNA) methodology is applied to real traffic situations, then compared to on-field noise levels from measurement campaigns. This makes it possible to determine the influence of certain local traffic factors on the evaluation of noise. The pattern of distribution of vehicles along the avenue is related to the logic of traffic light control. The analysis of the inter-cycles noise variability during the simulation and measurement time shows no influence from local factors on the prediction of the dynamic traffic noise assessment tool based on CNOSSOS. A multifractal approach of acoustic waves propagation and the source behaviors in the traffic area are implemented. The novelty of the approach also comes from the multifractal model’s freedom which allows the simulation, through the fractality degree, of various behaviors of the acoustic waves. The mathematical backbone of the model is developed on Cayley–Klein-type absolute geometries, implying harmonic mappings between the usual space and the Lobacevsky plane in a Poincaré metric. The isomorphism of two groups of SL(2R) type showcases joint invariant functions that allow associations of pulsations–velocities manifolds type.

Keywords: traffic noise; traffic microsimulation model; multifractal approach

1. Introduction

It is well known that the main source of noise in urban areas is due to road traffic [1,2]. Figures on the number of vehicles in European cities continue to increase, leading to major pollution problems. The incorporation of electric vehicles is not happening at the same rate in all countries. When it comes to noise pollution, according to the 2018 studies (EU-28), it seems that approximately 75 million people within urban areas are exposed to a noise level $L_{den}$ (day–evening–night) above 55 dB [1].

The consequences of noise exposure of city inhabitants are often ignored or underestimated. The impact of traffic noise on humans is related to its negative impact on their health and behavior. There is growing evidence proving that noise is a cause of annoyance, nervousness,
stress, sleep disturbance, decreased professional performance, and reduced learning ability of children [3-8]. Not all noise-related health problems mean hearing loss, serious health problems have also been reported due to prolonged noise exposures that cause, among others, high blood pressure, cardiovascular accidents, diabetes, even mental health problems [9-12]. Regarding the European Environment Agency using data of the year 2017, the situation in Romania concerning the number of inhabitants with sleep problems and annoyed by noise is very important. In this regard, the figures for assessing the impact of traffic noise on human health in Romanian conurbation are very worrying [2].

The European Noise Directive [13] is based on three pillars that address the diagnosis, information to the public, and the treatment of problems that arise from environmental noise. To complete the task, a methodological plan is developed that adopts a “macro” approach when population is that the long-term traffic noise effects are used, using dose-effect relations set out in this amending to Noise Directive. Finally, the total number of people (N) affected by these harmful effects (HA and HSD) due to road noise ($L_{den}$ and $L_{night}$) was estimated. These indicators are based on previous works that have been endorsed by the WHO [16,17]. Comparison of figures presented in Tables 1 and 2, suggests either a growth in noise, or a growth in population, or both. The increase of 33,140 people exposed to traffic noise are the ones expressed in Table 1 for the day–evening–night noise levels $L_{den}$ and night noise levels $L_{night}$.

### Table 1. Summary of results $L_{den}$ and $L_{night}$ of exposure to noise to traffic noise within the Bacau urban area [14].

| Year | $L_{den}$ | Percentage of people at risk of a harmful effect due to traffic noise | $L_{night}$ | Percentage of people at risk of a harmful effect due to traffic noise |
|------|-----------|---------------------------------------------------------------|------------|---------------------------------------------------------------|
| 2012 | 19,800    | 25,800 and 21,500                                            | 20,000    | 9200 and 21,800                                              |
| 2018 | 34,912    | 36,654 and 36,635                                            | 19,541    | 1698 and 34,496                                              |

By applying the amendment 2020/367 [15] of the Directive 2002/49/EC, the figures of people affected by the harmful effect due to road noise are as follows:

Table 2 presents the occurrence of harmful effects in a population exposed in Bacau to levels $L_{den} > 55$ dB and $L_{night} > 50$ dB. For the calculations, HA (high annoyance) and HSD (high sleep disturbance) were used, using dose-effect relations set out in this amending to Noise Directive. Finally, the total number of people (N) affected by these harmful effects (HA and HSD) due to road noise ($L_{den}$ and $L_{night}$) was estimated. These indicators are based on previous works that have been endorsed by the WHO [16,17]. Comparison of figures presented in Tables 1 and 2, suggests either a growth in noise, or a growth in population, or both. The increase of 33,140 people exposed to $L_{den} > 55$ dB and 44,588 people exposed to $L_{night} > 50$ dB over these 6 years, warns that something needs to be done to reduce noise.

### Table 2. Summary of results of the total number of people affected by the harmful effect due to traffic noise within the Bacau urban area.

| Year | $L_{den}$ and $L_{night}$ | Total number N of people at risk of a harmful effect due to traffic noise | Percentage of people at risk of a harmful effect due to traffic noise |
|------|---------------------------|---------------------------------------------------------------|---------------------------------------------------------------|
| 2012 | $L_{den}$ > 55 dB         | 2286.1 and 7031.5                                            | 0.2374 and 0.2901                                           |
| 2018 | $L_{night}$ > 50 dB       | 2705.6 and 7463.6                                            | 0.2374 and 0.2901                                           |

Another concern found in the literature that evaluates the nuisance by traffic noise in the population is that the long-term traffic noise indicators ($L_{den}$, $L_{night}$) cannot explain by themselves all the adverse effects that traffic noise causes in the population. For this reason, there is a growing need to explore other characteristics of traffic noise that are also causes of annoyance, sleep disturbances,
and health problems, for example, low-frequency noise [18–20]. Low-frequency content is relatively more dominant indoors and behind noise barriers where mid-high frequency content is reduced. Paradoxically, even if the overall noise level goes down, the annoyance and complaints from people may increase. Moreover, the high spatial–temporal variability of traffic noise makes it advisable to take into account the possibility of using also other noise indicators that can better assess certain aspects of annoyance not clearly included in the static strategic noise maps [21]. Road traffic noise depends on several well-known factors, such as traffic density, vehicle fleet composition, speed, and speed variations. The road surface and the type of tires should also be considered. When the flow of vehicles involves frequent speed changes, including stop and go conditions, it usually involves the generation of noise events [22–24]. This adverse phenomenon can be quantified in terms of the levels and number of these noise events using the maximum noise levels $L_{A\text{max}}$ exceeding a threshold or time history of $L_{A\text{eq},T=1s}$.

There are many examples of studies within the literature that make evaluations of specific noise problems using alternative noise indicators together with dynamic tools capable of micro-analysis of noise issues [25–34]. Therefore, the main objective of the current study is to analyze the validity and applicability of CNOSSOS-EU road noise emission model [35] for noise road traffic prediction in the urban area of a medium-sized city (Bacau, Romania). In first place, it will be verified whether the methodology called Dynamic Traffic Noise Assessment tool or, for short, DTNA tool is capable of correctly modeling the noise emitted by mixed traffic in an area regulated by traffic lights, with constant accelerations and decelerations on a city avenue of Bacau. On the other hand, a multifractal model of acoustic waves propagation is proposed that assumes the role of simulating the external constraints that can be found in real acoustic waves.

Another objective of this study aims to demonstrate the limitations of conventional strategic noise maps to show the data necessary to (i) assess the level of annoyance, (ii) understand the scope of the problem, and then, (iii) propose the appropriate measures noise mitigation.

2. Traffic Noise Standard Model

Any new methods used for the analysis of noise mitigation measures must be tested. Their effectiveness should be subjected to validation when it is suspected that local factors may have an impact on a correct evaluation. In this part of the study, it is intended to check if the noise dynamic emission model of CNOSSOS will have problems predicting the real emissions of road traffic in the city of Bacau. This question on which the research is founded is based on two facts: (i) the vehicles in this region are very old, and (ii) the aggressive driving behavior of car drivers. For this reason, a section of an avenue was selected in the city where there are frequent speed changes, with accelerations and decelerations. Therefore, it is necessary to carry out field studies that measure the performance parameters. For this, a series of trials were defined controlling all the variables involved. The possibilities and also the limits of the use of the DTNA tool in the city of Bacau (and, by extension, in many cities in Romania) must undergo a validation process. This tool is proposed in previous works [25–34]. Once the limits of the method have been tested, it will be used to generate dynamic noise maps in CADNA that more realistically analyze the proposed mitigation measures for traffic noise.

The validation implies:

- Carrying out a noise measurement campaign in a section of an avenue in the city of Bacau that stands out for its importance in the strategic noise map of this agglomeration.
- Generation of a VISSIM traffic model for the avenue, with the traffic conditions identified at the moment when the noise measurements are performed;
- Calculation of noise power of traffic flow using DTNA tool (performed in VISSIM-MATLAB combination);
- Recreation of a virtual sound level meter that mimics the actual position of the microphone during the noise/traffic measurement campaign and estimation of noise levels at that point;
- Noise mapping of the avenue using NMPB (French road traffic noise prediction model) and CNOSSOS (Common Noise Assessment methods developed under the European Commission umbrella);
- Statistical and comparative analysis of the two evaluation methods (measurements and simulation);
- Comparative analysis of the different approaches respects the official strategic noise maps.

2.1. Study Area: Marasesti Avenue in Bacau

The document prepared to design the action plans in the city points out some traffic noise hot-spots that are identified in the city through the strategic noise maps [14]. For this, it warns that the total number of people exposed to levels that exceed the limit values of 70 dBA for the $L_{den}$ indicator, is 29,251. At the same time, the number of people living exposed to more than 60 dBA for the $L_{night}$ is 36,189. These people live along several arteries of the city including the Calea Marasesti.

For the choice of this avenue, this evidence was taken into account. Figure 1 shows a 3-D representation of the study area imported from CADNA (Computer Aided Noise Abatement software). It shows the selected study area in Marasesti Avenue. The noise measurement position is defined in the image with a white arrow.

![Figure 1. 3-D representation of the study area imported from CADNA (Computer Aided Noise Abatement software).](image-url)

Besides, the analyzed section of the avenue has some characteristics that made it suitable for the study.
- The surface of the avenue is in good condition and is neutral for the generation of noise.
- The traffic flow includes a small percentage of heavy vehicles, mainly composed of buses.
- The avenue is straight and from the perspective of the measuring point, there are no obstacles (upstream/downstream) between the vehicles passing through the avenue and the microphone.
- The surrounding land surface is flat.
- There are no significant vertical reflective surfaces in the vicinity of the sound level meter.
- Regarding noise zoning and city area, it should be noted that the location is in the downtown of the city, and the land use around the avenue is mainly residential. Although, there is an area that must be considered sensitive.
- Lane width is 3.5 m. Speed limit—50 km/h.
- A traffic light is in the area that makes traffic flow not regular with speed changes.

2.2. Noise Measurement Design

The sound level meter used in the determination of the traffic noise level (including cables, microphone, and preamplifier) meets the requirements of a type 1 instrument, as defined by European standards EN-60651: 1996 modified by EN-60804 /A1: 1997 and EN-60804: 1996 modified by EN-60804/A2: 1997. It is the Bruel and Kjaer 2270 with the microphone B&K 4189 and the Extended Sound Analysis Software B&K BZ-7225. The B&K 2270 was used together with a tripod and wind protection. Before and at the end of each measurement the status of the measurement chain was verified using the calibrator B&K 4231. For the collection of local weather conditions during noise measurements, the meter Testo 425 was used. The variables collected were the wind speed, the relative humidity, and the temperature. The general wind direction and atmospheric pressure were collected from nearby meteorological stations.

Noise tests were carried out to validate the emission model, so the measurement point where the effect of noise propagation is minimized as much as possible was selected. In general, the test design follows the precepts and recommendations of the international standard ISO 1996-2:2017 Acoustics—Description, measurement, and assessment of environmental noise—Part 2: Determination of sound pressure levels.

Spatial sampling considerations:
- The position of the microphone was specified following the HARMONOISE methodology [36], 7.5 m from the centerline of the closest lane.
- The measuring point was chosen in front of the stop line of vehicles (the traffic light stop line S–N direction).
- The measurement point was selected away from building facades and vertical walls, and therefore it will not be necessary to correct for reflection.
- The viewing angle of the microphone on the road is greater than 150 degrees.
- The measuring height where the microphone is situated is 1.3 m.

Time sampling considerations:
- Noise magnitude (equivalent continuous sound level) is recorded LAeq, T = 1 s. Noise spectra in third-octave bands are also registered but not considered for the study purpose.
- Three measurement campaigns of 1 h and 30 min were carried out on different days. From these campaigns, a record of 1 h duration was extracted (actually a noise time series of 3630 noise data), once all noise anomalies not due to traffic were discarded and it was guaranteed that the vehicle set follows the statistics of the region. When an anomaly is detected, the entire traffic light cycle included is deleted.

Noise source considerations:
- The traffic flow is made up of heavy and light vehicles.
- The capacity of Marasesti Avenue allowed by the traffic signaling cycle and the traffic density at the time of measurement guarantee a fluid traffic flow, far away from congestion.
- The choice of the season of the year in which the noise measurement campaigns are carried out ensures that the tires of the vehicles during the test are not for winter use.

2.3. Complementary Equipment Used to Describe Traffic

The main measuring equipment was used to characterize the traffic noise and, in a synchronized way, the complementary equipment identifies the traffic variables related to that noise (Figure 2). Complementary measuring equipment is understood as the one that has the purpose of guaranteeing the repetitiveness and reproducibility of the environmental noise tests coming from the traffic. The equipment used in the test are as follows:
- For vehicle speed and acceleration measurements—Radar gun Stalker ATS II + Canon camera.
- For vehicle description and classification of driver’s behavior through video and audio recording—GoPro HERO 2 with a tripod which is a 170° wide-angle lens.

![Figure 2. Camera for video-audio recording and the sound level meter B&K 2270 (a). Radar gun Stalker ATS II and Canon camera (b).](image)

All the equipment shown in Figure 2 was programmed to provide data in a synchronized way. With the video and audio from the camera, the traffic situation can be recreated as many times as desired. The traceability of traffic variables environmental noise test by audio and video is synchronized with the acoustic measurements. This way the number of vehicles and their category during the test can be established. The audio helps to identify the source of the noise recorded by the sound level meter, synchronize the events, and interpret the scene of the video and in the conditions in which the events occurred. With this combination audio-video-noise record, the idle noise episodes can be identified when the cars are at the traffic light. We discarded noise episodes that do not correspond to traffic noise. At the same time, the age of the cars that have been part of the study, whether they are gasoline or diesel, the type of vehicle, etc., can be checked. With this, it can be guaranteed that the test situation corresponds to the statistics handled for the vehicle park. The behavior of the drivers can be also analyzed and the other calibration data can be recovered if necessary, as the length of queues, the reaction time of the driver, changes in traffic light programming, etc.

The identification and marking of residual noise are facilitated by audio/video recordings. Once these events are marked, they can be discarded. During the measurements, anomalies took place as vehicles that commit infractions (prohibited U-turns), shouts of people, ambulance-police sirens, and horns.

2.4. Dynamic Traffic Noise Assessment (DTNA) Tool

VISSIM simulation is the heart of the methodology of the dynamic noise prediction tool. Traffic micromodels simulate the movements (axial and lateral) of every driver-vehicle unit (DVU) in the street and their interaction with the rest of DVUs. In micro-simulation traffic models, every vehicle is modeled individually and its position, acceleration, and speed are updated in discrete time steps. That is why noise associated with a certain street is a function of space/time evolution of sound power levels emitted by every vehicle in the street (see Figure 3). In the present study, 1-h output data from
VISSIM (vehicle type, position, time, speed, and acceleration) was introduced in a MATLAB script and using the two HARMONOISE-IMAGINE-CNOSSOS [35,37,38] Equation (1) for rolling noise power and (2) for engine noise power, and taking into account the latest recommendations and precautions for the implementation of the method [39,40], the noise power of the selected road section is identified.

\[
L_{WR}(f) = A_R(f) + B_R(f) \cdot \log_{10}\left( \frac{v}{v_{ref}} \right) \tag{1}
\]

\[
L_{WP}(f) = A_p(f) + B_p(f) \left( \frac{v}{v_{ref}} - 1 \right) + C_p(f) \cdot a \tag{2}
\]

Figure 3. Space/time evolution of \( L_{Aw} (t, s) \).

\( L_{WR} \) is the rolling (tire/road) noise power; \( A_R \) and \( B_R \) are the coefficients that will change for each frequency band “f” in octaves for each vehicle category; \( v \) is the speed of the vehicle, and \( v_{ref} \) is the reference speed.

\( L_{WP} \) is the propulsion noise power, \( A_p, B_p, C_p \) are coefficients that will change for each frequency band “f” in octaves for each vehicle category; \( v \) is the speed of the vehicle; \( v_{ref} \) is the reference speed; \( a \) represents the acceleration of the vehicle.

The results from CNOSSOS road noise emission model (noise power) serve, at first, as input to a simplified propagation model that allows determining the sound pressure levels at a receiver point that mimics the exact position of the sound level meter with respect to the track. This will estimate the measured sound pressure levels, \( L_{Aw} \) (every 1 s) by the virtual sound level meter, second by second in the analysis time interval (1 h). Figure 3 helps to understand how the noise power distribution, \( L_{Aw} \), along the avenue, evolves (in this case it was only shown 101 m centered on the measurement point), second by second, during the simulation time. It is interesting to note that the traffic light situation and the duration of the traffic light cycle can be deduced from the graph itself, paying attention to the patterns (periodicities) revealed in the space–time distribution of noise power emissions.
The graphs (Figure 3) present, from left to right, the temporal evolution of $L_{Ae}$ ($t$, $s$), the radiated power per meter, and, per second, at 101 m around the measurement point ($s = 51$ m where is the traffic light). The noise power at the source is due to the traffic composition except for motorcycles and other special vehicles. In the case on the left (a), it is shown the rolling noise, on the center the engine noise, and on the right (c) the total power. The “x” axis is the space ($s$) that coincides from left to right with the S–N direction. The “y” axis represents the progression in time ($t$) from the top (1 s) to the bottom (until 3630 s). The colors represent the sound power level from highest (tending towards yellow) to lowest (tending towards dark blue).

2.5. Local Factors

VISSIM is the traffic microscopic model used in this paper. Nonetheless, to obtain a more realistic approach to noise emissions, micro-simulation traffic models strongly depend on some constraints [41]:

1. A technical description of every vehicle class that participates in traffic flow during the time of noise measurements.
2. Credible modeling of actions and interactions between vehicles.
3. A detailed description of the network, its traffic control features (i.e., signal timing, signs), and rules.
4. A correct geographic layout (UTMx and UTMy coordinates) for the construction of the network.
5. Traffic volume and composition of the fleet in every link and node of the network.
6. Calibration data (traffic counts distinguishing all modes, speed, the length of queues, etc.).

Through the work done with the equipment used on-site, and after the necessary processing, the traffic constraints 2–6, could be measured in the case study. The aggressiveness of the drivers can be credited by measuring accelerations, decelerations, and cruise speed. The following was also defined: reaction times, the minimum distance to the vehicle in front, and lane changes of each driver. Unfortunately, not all the software packages provide adjustable interfaces for the parameters that define the behavioral model [42] or, at least, an interface to use optional external driver models.

About constraint 1, the DTNA tool should include a technical breakdown of every vehicle class and its noise emission. According to a recent study, the North-East Region of Romania has the lowest level of motoring (177 passenger cars per 1000 inhabitants) compared to other regions. Despite this fact, the motorization index of Bacău city (368 cars per 1000 inhabitants) is well above this motoring index and increasing, the average of the motorcycle rate in the last 5 years is 3.3% (https://www.drpciv.ro). Although there is a continuing increase in car fleet, the percentage of cars with 5 years as the maximum age is only 5% (https://www.drpciv.ro). Nowadays, Bacau vehicle park carries approximately 74,000 vehicles, according to the Vehicle Driving and Registration Regime (https://municipiulbacau.ro/wp-content/uploads/2017/09/04.proiect-mud-partea-3.pdf).

Therefore, Bacau has a fleet of old cars, with many second-hand vehicles that, together with aggressive driving behavior, give rise to the following questions to be considered in this work. Will CNOSSOS road noise emission model, Equations (1) and (2), work correctly for the calculation of the noise power emitted by traffic in the streets and avenues of the city of Bacau without the need to introduce any correction? Taking into consideration that at low speed, the propulsion noise is the predominant one, if there is any difference in the emitted noise by the vehicle fleet due to other local factors, it will be noticeable more in stop and go situations when vehicles have enough room for strong accelerations. Some research groups have conducted studies that assess the variability of the emissions due to the distinctive characteristics of the fleet [43–45]. This dispersion of results is more important when the $L_{AFmax}$ record is evaluated for noise action plan purposes.
3. Model Results

3.1. Results of the Measurement Campaign Traffic Variables

The real traffic conditions are very important to correct the VISSIM model until reaches a degree of realism in Bacau. The incorporation of this data reproduces a more realistic behavior model of the vehicle–driver unit for the time when the environmental noise test was carried out. The real traffic density was identified during the measurements and is shown in Table 3.

| Traffic Flow Direction | No. of Cars (during 1 h) | No. of Heavy Vehicles (during 1 h) |
|------------------------|--------------------------|-----------------------------------|
| N–S carriageway        | 814                      | 20                                |
| S–N (carriageway close to the sound level meter) | 770                     | 20                                |

The distribution of the car speed (Figure 4) shows the many light vehicles driving with a speed greater than 50 km/h which is the regulation on the respective section of the avenue. This is not the case for heavy vehicle speed (Figure 5). It can be concluded that there is a high percentage of aggressive driving (Table 4).

![Figure 4. Cars speed distribution during test time (cruising speed).](image)

![Figure 5. Heavy vehicle speed distribution during test time (cruising speed).](image)

| Driving Behavior Type | Cruising Speed (km/h) | Percentage of Cars |
|-----------------------|------------------------|--------------------|
| Calm                  | <45                    | 23%                |
| Normal                | 45–55                  | 43%                |
| Aggressive            | >55                    | 34%                |

Other important data recovered is the following:
3.2. Results of the Noise Measurements Campaign

From the measurements carried out in the field, 1 h of noise data was obtained. The $L_{A_{eq,T=1s}}$ data record is the one shown below in Figures 6 and 7.

![Figure 6. Noise measurements in the exterior once the anomalies produced by ambulances, sirens, motorcycles, and other events that cannot be simulated in VISSIM have been corrected.](image)

![Figure 7. $L_{A_{eq,T=1s}}$ distribution per noise level classes, once the noise anomalies have been corrected.](image)

The total $L_{A_{eq,T=3630s}}$ represented in Figures 6 and 7, is 67.9 dBA, the arithmetic mean is 64.76 dBA, and the standard deviation is 6.12 dBA.

3.3. Noise Results Coming from Traffic Noise Simulation in the Selected Area

VISSIM must simulate the traffic that has been collected on the street in relation to the configuration of the road, traffic lights, and the number of vehicles, and the composition of the fleet. Something very important is to incorporate the actual parameters of cruising speed and acceleration. Concerning the control of the traffic light, special attention is paid to realistically include the traffic lights upstream and downstream of the study area (and that are not seen in the images) that are the cause of the composition of the platoons and have a special impact on the temporal evolution of noise in the area.

This does not only refer to the instantaneous speed but the cruising speed that the drivers intend to reach on an avenue with traffic lights. For its estimation, only the speed of the vehicles leading the traffic platoons was chosen, as the rest is subject to maintaining this speed and therefore does not add information in this regard.

The time series (shown in Figure 8) was generated after applying the simulation method and finally using a MATLAB script that generates the data of acoustic levels registered in a virtual sound level meter that mimics the real situation, as they were recorded. Distribution of the values shown in Figures 6 and 7 are as follows: $L_{A_{eq,T=3630s}} = 68.6$ dBA, arithmetic mean 65.77 dBA, standard deviation = 5.32 dBA.

- The traffic signal program remains the same during all noise measurement campaigns. The total cycle time of 110 s is distributed as follows: 86 s of green time, 4 s of yellow, and 20 s of red.
- The queues of vehicles stopped in front of the traffic light have never exceeded seven vehicles.
- No Medium-Heavy vehicles were detected.
- Motorcycles and special vehicles not of interest in the analysis were not taken into account.

The time series (shown in Figure 8) was generated after applying the simulation method and finally using a MATLAB script that generates the data of acoustic levels registered in a virtual sound level meter that mimics the real situation, as they were recorded. Distribution of the values shown in Figures 6 and 7 are as follows: $L_{A_{eq,T=3630s}} = 68.6$ dBA, arithmetic mean 65.77 dBA, standard deviation = 5.32 dBA.

- Motorcycles and special vehicles not of interest in the analysis were not taken into account.
- No Medium-Heavy vehicles were detected.
- The queues of vehicles stopped in front of the traffic light have never exceeded seven vehicles.

Concerning the control of the traffic light, special attention is paid to realistically include the traffic lights upstream and downstream of the study area (and that are not seen in the images) that are the cause of the composition of the platoons and have a special impact on the temporal evolution of noise in the area.

This does not only refer to the instantaneous speed but the cruising speed that the drivers intend to reach on an avenue with traffic lights. For its estimation, only the speed of the vehicles leading the traffic platoons was chosen, as the rest is subject to maintaining this speed and therefore does not add information in this regard.

The time series (shown in Figure 8) was generated after applying the simulation method and finally using a MATLAB script that generates the data of acoustic levels registered in a virtual sound level meter that mimics the real situation, as they were recorded. Distribution of the values shown in Figures 6 and 7 are as follows: $L_{A_{eq,T=3630s}} = 68.6$ dBA, arithmetic mean 65.77 dBA, standard deviation = 5.32 dBA.

- Motorcycles and special vehicles not of interest in the analysis were not taken into account.
- No Medium-Heavy vehicles were detected.
- The queues of vehicles stopped in front of the traffic light have never exceeded seven vehicles.

Concerning the control of the traffic light, special attention is paid to realistically include the traffic lights upstream and downstream of the study area (and that are not seen in the images) that are the cause of the composition of the platoons and have a special impact on the temporal evolution of noise in the area.

This does not only refer to the instantaneous speed but the cruising speed that the drivers intend to reach on an avenue with traffic lights. For its estimation, only the speed of the vehicles leading the traffic platoons was chosen, as the rest is subject to maintaining this speed and therefore does not add information in this regard.

The time series (shown in Figure 8) was generated after applying the simulation method and finally using a MATLAB script that generates the data of acoustic levels registered in a virtual sound level meter that mimics the real situation, as they were recorded. Distribution of the values shown in Figures 6 and 7 are as follows: $L_{A_{eq,T=3630s}} = 68.6$ dBA, arithmetic mean 65.77 dBA, standard deviation = 5.32 dBA.
that mimics the real situation, as they were recorded. Distribution of the values shown in Figures 8 and 9 are as follows: $L_{Aeq,T=3630s} = 68.6$ dBA, arithmetic mean $65.77$ dBA, standard deviation $= 5.32$ dBA.

![Figure 8](image.png)

**Figure 8.** The 3630 values of $L_{Aeq,T=1s}$ recorded by the virtual sound level meter located in the same position as the real one shown in Figure 2.

![Figure 9](image.png)

**Figure 9.** Distribution of $L_{Aeq,T=1s}$ data shown in Figure 8 (per noise level classes).

### 3.4. Noise Maps

For comparison reasons, the maps were prepared with the same methodology as the official strategic noise maps of Bacau. They were estimated for a case study area and using the traffic data collected in the measurement campaign (Figure 10). Marasesti Avenue in Bacau was introduced for a section of 401 m. First, the noise traffic map was generated with the NMPB96 model, as it was employed in the two rounds of Bacau strategic noise maps. Then, to show the difference with the CNOSSOS model, the traffic noise map using the same input data (geometrical and attribute data) was also presented using CADNA sound prediction software.

The noise maps developed by DTNA were also estimated. The improvement is to describe the sound levels variations instead of a static description of road traffic noise as it is usual in strategic noise mapping in Figure 10, where $L_{AW}$ (noise power per meter) remains constant along the avenue. Examining the average sound power along the 401 m of the simulated path during the 3630 s of analysis, it can be extracted that the noise fluctuations describe a periodicity that corresponds to the traffic light period.

If noise power emission is averaged per 33 cycles during the 110 s of traffic light cycle, this process can generate 110 intra-cycle noise maps for every second of the cycle. Figure 11 represents two of these possible maps, those built with the minimum and maximum total noise power associated with the street. The maps were created using the CNOSSOS propagation model and give a time-dependent vision of the dispersion of noise in the vicinity of the avenue.
Figure 10. $L_{Aeq,T=1h}$ noise map built with collected traffic information recovered during the measurements campaign. On the left (a), the map prepared with the provisional traffic noise model NMPB06. On the right (b), the map prepared with the current traffic noise model CNOSSOS.

Figure 11. Mapping the noise variations within traffic light intra-cycles. The figures show the averaged lower (a) and higher (b) noise level maps (two of the 110 possible) during the hour of simulation.
Note that Figures 8 and 9 show second by second the variation of the noise measured by a virtual sound meter at 1.3 m high. With the same data from traffic microsimulation (and of course the same power emission levels) these maps were developed, but at 4 m high.

In addition to those 110 maps that show the dynamics of noise in the area with that traffic load, it is also possible to represent an average view of the equivalent noise throughout the simulation time (not represented in this paper), following the method widely tried, for example, see [31].

4. Analysis and Discussion

There are two tasks ahead. The first is to validate the DTNA tool and the second has to do with the possible implementation of the model as an analytical tool for the action plans. There are in the literature, some urban noise indicators well adapted to the traffic signals period [21,46,47]. These kinds of noise indicators are generally used to investigate the pattern of noise variations within inter-cycles and intra-cycles of traffic lights. The first involves finding the variability of noise analyzed cycle by cycle, averaging, and examining its evolution during the simulation and/or measurement time. The second analyzes the variability of noise second by second during the traffic light cycle, averaging the total number of cycles.

4.1. Validation of the Model Using Noise Variations within Inter-Cycles of Traffic Lights

The problem of analyzing the distribution represented in Figure 9 in contrast to Figure 7, is due to the problem of background noise. Once the anomalous sound events were removed from the measured series (some of them reach $L_{Aeq,T=1s} = 102.9$ dBA), which are due to ambulance sirens and high power motorcycles, the distribution shown in Figure 7 was obtained. It has an asymmetrical shape with two humps. This distribution shape allows understanding that there are at least two sources of noise in the area and that it has two mixed distributions. The first and most important source caused by the traffic on the avenue as it passes through the measuring point could be visually assigned at approximately 68 dBA. The second, the background noise, is the noise caused in the moments in which by different causes the main noise is turned off and loses importance. Then, not from other avenues and the Marasesti avenue itself but out of the limits of the 401 m analyzed, etc. This begins to stand out in special situations when there is no traffic in the area near the sound level meter, or, for example, when the traffic light is red, with the vehicles stopped.

Energetically subtracting the background noise from the series of “total” noise measurements is complicated precisely by their dispersion. In this case, there is an area in which the traffic noise mixes with the background noise, causing the subtraction to generate uncertainty in this decision area.

Several alternatives were estimated, some of which were assessed as more correct than others. Finally, the process used went through the following steps:

1. Splitting both time series (simulated and real) into intervals of 110 s, which coincide with the red-green-yellow-red traffic signal cycle, in such a way that it extract both the $L_{Aeq}$ for each of the cycles (inter-cycles analysis).
2. The cycle of the passage of the ambulance was eliminated from the real series measured, not only by the anomaly detected but because the traffic is altered, and the normal flow of vehicles is altered by the presence of the ambulance.
3. It was added energetically to the simulated data series, 50 dBA, which corresponds to the lowest and prolonged $L_{Aeq}$ level of background noise measured during the measurement period. This also eliminates the presence of zeros. Another possibility (not contemplated in this study) is to take into account only the green time in the analysis.
4. Noise data is energetically averaged within each cycle.

The processing to which the data was subjected makes them a better estimator of noise caused by traffic and much more robust in the presence of background noise. In the new data series, the background noise is negligible energetically in comparison with the $L_{Aeq}$ of the estimated traffic
flow for each of these cycles. After processing the data, Figure 12 shows the distribution of the new series.

![Figure 12. Distribution of $L_{Aeq,T=110}$ synchronized with the traffic light for both the simulated series (red) and the series measured (in blue) corrected for the anomalies.](image)

A normality test was carried out and it can be said with 95% confidence that the distributions are not normal, so nonparametric tests were executed. The contrasts that are presented below allow checking if the two samples (measurement and simulation) come from the same population, through the analysis of their distributions. Some tests were performed using SPSS (Statistical Package for the Social Science) program: Mann–Whitney U test, Kolmogorov–Smirnov Z test, and Wald–Wolfowitz test. Considering that $H_0$ is the null hypothesis whose formulation is “The two series are part of the same population and their distribution is identical”, this would be the evidence that the results of the simulation are representing acoustically what is happening on the Bacău’s Marasesti Avenue. A Kolmogorov–Smirnov test for two independent samples SPSS results is presented (Table 5).

| Variable | Group       | N  |
|----------|-------------|----|
| $L_{Aeq,T=110}$ | 1. Simulation | 34 |
|          | 2. Measurement | 34 |
|          | 3. Total     | 68 |

The Kolmogorov–Smirnov contrast provides the following results that show that there are no significant differences between the assigned scores since the level of significance corresponding to the value of the test statistic is 0.163 (Table 6).

| Variable $L_{Aeq,T=110}$ | Absolute   | 0.283 |
|---------------------------|------------|-------|
|                           | Positive   | 0.283 |
|                           | Negative   | −0.029|

| $Z$ Kolmogorov–Smirnov | 1.119 |
| Sig. Asymptotic (bilateral) | 0.163 |

a. Group variable: GROUP

With a $p$-value (probability value of deviation) $>0.1$, $H_0$ cannot be rejected. Therefore, it can be affirmed that both data series belong to the same process and it can be affirmed with a 95% level of significance that the simulated series perfectly predicts the results obtained directly from the environmental noise measurements. Mann–Whitney and Wald–Wolfowitz tests both for independent samples confirmed the result.
4.2. Dynamic Maps for Action Plans Using Noise Variations within Intra-Cycles of Traffic Lights

Selecting the three maps developed with CNOSSOS (Figure 10—map on the right (b) and Figure 11—both maps) the noise level pressure at 7.5 and 15 m from the centerline of the closest lane were selected. Figure 13 shows the results at the sampled points separated 20 m. Figure 13 presents that the dynamic tool gives much more precise information about noise space/time variability. The graph calculated from the difference in maps provides a clear idea of where the noise problem arises and how it evolves temporarily. This information helps to choose what is the most appropriate mitigation measures for the traffic noise management of the analyzed area.

![Figure 13](image-url)

**Figure 13.** Sound pressure level difference along the Marasesti Avenue between the maximum (in blue) and minimum (in red) intra-cycle noise maps with respect to the noise map carried out with the averaged traffic data for the measurement interval and without the presence of the traffic light.

5. Multifractal Model

As previously discussed, micro-simulation traffic models focus on each participating vehicle whose position, speed, and acceleration are considered in time, second by second. Dynamic Traffic Noise Assessment Tool (DTNA) was used to develop noise maps that show variation in traffic noise, avoiding a static description of this noise. Obviously, the generated noise in these conditions is a space/time function in terms of acoustic power from every vehicle in that street. It is not an easy task to precisely evaluate, and predict, the traffic noise, which must be separated from background noise. The uncertainty amount, large numbers of variables involves, the dynamic character of the DTNA tool leads us to the idea to try a theoretical approach of multifractal type. Consequently, accepting the nondifferentiable behavior in the study of the acoustic field, the approximation of acoustic waves of multifractal type is detailed below.

5.1. From Differentiability to Nondifferentiability in a Hydrodynamic Approach

Known models, for example hydrodynamic-type models; kinetic-type models [48–50] used to describe complex fluid dynamics (compressible and incompressible complex fluids) are based on the uncertain hypothesis that the variables describing them are differentiable. The success of these models must be understood gradually in domains in which differentiability is still valid. However, the differential procedures are not suitable when describing processes related to complex fluid dynamics, which imply nonlinearity and chaos (for example acoustic dynamics in complex fluids—it is reminded that this is the de-facto case [51,52]). Since the nondifferentiability appears as a universal property of the complex fluids [50–54], it is necessary to construct nondifferentiable physics of complex fluids. In such a conjecture, by considering that the complexity of the interaction process is replaced by nondifferentiability, it is no longer necessary to use the entire classical “arsenal” of quantities from the standard physics of fluids (differentiable physics of fluids). Therefore, in order to describe complex
fluid dynamics by remaining faithful to the differentiable mathematical procedures, it is necessary to employ a multifractal paradigm, which explicitly introduces scale resolutions, both in the expression of the variables and in the fundamental equations which govern complex fluid dynamics. This means that, instead of “working” with a single variable described by a strict nondifferentiable function, it is possible to “work” only with approximations of this mathematical function, obtained by averaging them on different scale resolutions. As a consequence, any variable purposed to describe complex fluid dynamics will perform as the limit of a family of mathematical functions, this being nondifferentiable for null scale resolutions and differentiable otherwise [53–56].

In such a context, the dynamics of any complex fluid structural units become operational in the multifractal paradigm through the Multifractal Theory of Motion [54–57]. In this theory, the dynamics of any structural units of the complex fluids are described through multifractal curves, which “manifest” themselves like multifractal Schrodinger type geodesics or like multifractal hydrodynamic type geodesics on multifractal manifolds. In the following we will analyze the acoustic dynamics in a complex fluid by using the following multifractal hydrodynamic framework [55,56]:

\[
\partial_t V_D^i + V_D^i \partial_t V_D^j = -\partial^i Q
\]  

(3)

\[
\partial_t \rho + \partial_i (\rho V_D^i) = 0
\]  

(4)

with \(Q\) the specific multifractal potential:

\[
Q = -2\lambda^2 (dt)^{1/|\alpha|} - \frac{\partial^i}{\sqrt{\rho}} \partial_i V_D^l - \frac{1}{2} \lambda (dt)^{1/|\alpha|} \partial_i V_D^l
\]  

(5)

and

\[
\partial_t = \frac{\partial}{\partial t}, \partial_i = \frac{\partial}{\partial x^i}, \partial_i \partial^j = \frac{\partial^2}{\partial x^i \partial x^j}, i, l = 1, 2, 3
\]  

(6)

In Equations (3)–(6) the specific multifractal potential, Equation (5), is a measure of the movement curves “breaking”, \(V_D^l\) is the differentiable velocity of the complex fluid independent of the resolution scale \(dt\), \(\rho\) is the state density of multifractal type, \(x^l\) is the spatial coordinate of multifractal type, \(t\) is the temporal coordinate of a non-multifractal type which is also an affine parameter of the movement curves, \(\lambda\) is a parameter associated with the multifractal–non-multifractal scale transitions, \(f(\alpha)\) is the singularity spectra of \(\alpha\) order of the multifractal dimension \(D_f\) and \(\alpha\) is the singularity index of the multifractal dimension [53,57,58]. Moreover, Equation (3) corresponds to the multifractal conservation law of specific momentum and Equation (4) corresponds to the multifractal conservation law of state density.

There are many modes, and thus a varied selection of definitions of multifractal dimensions, the multifractal dimension in the sense of Kolmogorov, the multifractal dimension in the sense of Hausdorff-Besikovich [53,57,58], etc. Selecting one of these definitions and operating in the complex fluid dynamics, the value of the multifractal dimension must be constant and arbitrary for the entirety of the dynamical analysis. For example, it is regularly found \(D_f < 2\) for correlative processes, \(D_f > 2\) for noncorrelative processes etc. In such a conjecture, operating with the singularity spectrum \(f(\alpha)\) it is possible to identify not only the “areas” of the complex fluid dynamics that are characterized by a certain multifractal dimension, but also the number of “areas” whose multifractal dimensions are situated in an interval of values. Moreover, through \(f(\alpha)\) it is possible to identify classes of universality in the complex fluid dynamics laws, even when regular or strange attractors have different aspects [57,58].

For the case in which the complex fluid suffers an external constrains of \(\rho^{-1} \partial^i p\) type, where \(p\) is the pressure, the hydrodynamic equations of the multifractal type become [55,56]:

\[
\partial_t V_D^i + V_D^i \partial_t V_D^j = -\partial^i Q - \rho^{-1} \partial^i p
\]  

(7)

\[
\partial_t \rho + \partial_i (\rho V_D^i) = 0
\]  

(8)
5.2. Acoustic Waves Approximation of Multifractal Type

The approximation of acoustic waves of multifractal type implies the functionality of the following relations:

\[ p = p_0 + p', \quad \rho = \rho_0 + \rho', \quad V_D = V_{D0} + V_{D'}, \]

\[ p' \ll p_0, \quad \rho' \ll \rho_0, \quad V_{D'} \ll V_{D0'} \]

\[ p' = p - p_0 = p c_s^2 \tag{9} \]

where the index “0” specify the initial values, the index “\(\cdot\)” the perturbed values, and \(c_s\) the velocity of the acoustic wave in the complex fluid. By operating with these relations in Equations (7) and (8), and using the procedure from [48], we obtain the propagation equation of the acoustic waves of multifractal type:

\[ \frac{\partial^2 \rho'}{\partial t^2} - c_s^2 \Delta \rho' - \mu^2 \Delta^2 \rho' = 0, \quad \mu = \lambda (dt)^{\frac{1}{f(\alpha)}} \tag{10} \]

where \(\Delta\) is the Laplace operator of the first order and \(\Delta^2\) is the Laplace operator of the second order.

Assuming for \(\rho'\) a space–time dependence \((\mathbf{z},t)\):

\[ \rho' = \rho'_0 \exp(\mathbf{kz} - \Omega t) \tag{11} \]

where \(\rho'_0\) is the amplitude, \(\mathbf{k}\) is the acoustic wave number, and \(\Omega\) is the pulsation of the acoustic wave, then the dispersion relation associated to (10) becomes:

\[ D(\Omega, k, \mu) = \Omega^2 + c_s^2 k^2 - \mu^2 k^4 = 0 \tag{12} \]

Moreover, defining the following parameters:

(i) the pulsation of the differentiable component of the acoustic wave of multifractal type \(\Omega_S\)

\[ \Omega_S = c_s k; \tag{13} \]

(ii) the pulsation of the nondifferentiable component of the acoustic wave of multifractal type \(\Omega_{SM}\)

\[ \Omega_{SM} = c_{SM} k; \tag{14} \]

(iii) velocity of the nondifferentiable (multifractal) component of the acoustic wave of multifractal type \(c_{SM}\),

\[ c_{SM} = \mu k = \lambda (dt)^{\frac{1}{f(\alpha)}} k; \tag{15} \]

(iv) the velocity of the differentiable–nondifferentiable component of an acoustic wave of multifractal \(c\)

\[ c = \frac{\Omega}{k} \tag{16} \]

the Equation (12) takes the equivalent forms:

\[ \Omega^2 = \Omega_S^2 - \Omega_{SM}^2, \quad c^2 = c_S^2 - c_{SM}^2 \]

\[ \Omega^2 = c_S^2 k^2 - \Omega_{SM}^2, \quad \Omega^2 = \Omega_S^2 - c_{SM}^2 k^2 \tag{17} \]

From here, it results the phase velocity of an acoustic wave of multifractal type:

\[ V_{FM} = \frac{\Omega}{k} = (c_S^2 - c_{SM}^2)^{1/2} \tag{18} \]
and the group velocity of an acoustic wave of multifractal type:
\[
V_{GM} = \frac{d\Omega}{dk} = \frac{c_S^2}{\left(\frac{c_S^2 - c_{SM}^2}{c_S^2 - c_{SM}^2} + 1\right)^{1/2}}
\]
(19)
respectively:
\[
V_{GM}V_{FM} = c_S^2 = -c_{SM}^2
\]
(20)

Therefore, for \(c_S > c_{SM}\), or in pulsation terms \(\Omega_S > \Omega_{SM}\), in the complex fluid there is an acoustic wave of multifractal type propagating with a phase velocity of multifractal type, Equation (18), and a group velocity of multifractal type, Equation (19). The product of these velocities satisfies the De Broglie type relation either as \(V_{FM}V_{GM} = c_S^2\) at a differentiable scale resolution or \(V_{FM}V_{GM} = -c_{SM}^2\) at a nondifferentiable scale resolution. However, if \(c_S < c_{SM}\), or in pulsation terms \(\Omega_S < \Omega_{SM}\), in the complex fluid there is a damped acoustic wave of multifractal type, which stops at:
\[
d = \frac{1}{k} = \frac{1}{\Omega_S} \left(\frac{c_{SM}^2 - c_S^2}{c_S^2 - c_{SM}^2}\right)^{1/2}
\]
(21)

A particular situation can be found when \(c_S = c_{SM}\), or in pulsation term \(\Omega_S = \Omega_{SM}\). Then, defining the acoustic refractive index of multifractal type:
\[
n_S = \frac{c_S}{c} = \frac{c_S}{\left(\frac{c_{SM}^2 - c_S^2}{c_S^2 - c_{SM}^2}\right)^{1/2}}
\]
(22)
the above-mentioned restriction implies an infinite value for \(n_S\). Therefore, “exotic states” of matter are mimicked in the complex fluid which implies the existence of some special topologies, such as “Acoustic Black Hole” of multifractal type. In particular, for movements of the complex fluid’s structural units on Peano type curves at Compton scale resolution (i.e., for \(D_f = 2\), and \(\lambda = \frac{h}{2m_0c}\), where \(h\) is the Planck constant and \(m_0\) is the rest mass of the complex fluid structural units) the generating condition of “Acoustic Black Hole” implies:
\[
k^{-1} = \frac{h}{2m_0c_S}
\]
(23)
while for similar movements at a mesoscale:
\[
k^{-1} = \frac{D}{c_S}
\]
(24)
where \(D\) is the diffusion coefficient of the complex fluid particles [54]. We would like to present in Table 7, some collapse length characteristics for complex fluids at various scale resolutions:

**Table 7.** Acoustic collapse length for fluid complex at various scale resolutions.

| Complex Fluid               | Particle Mass (kg) | Particle Radius (m) | Diffusion Coefficient (m²/s) | Collapse Length of the Acoustic Wave (m) |
|-----------------------------|--------------------|---------------------|----------------------------|---------------------------------------|
| Electronic fluid            | ~10^{-30}          |                     | ~3 × 10^{-4}               | ~10^{-7}                              |
| Ionic fluid                 | ~10^{-27}          |                     | ~3 × 10^{-7}               | ~10^{-10}                             |
| Tropospheric fluid          | \(10^{-8}\)        |                     | 1.56 × 10^{-4}             | ~10^{-5}                              |
| with particles of           | \(10^{-7}\)        |                     | 2.53 × 10^{-6}             | ~10^{-7}                              |
| various sizes and densities | \(10^{-6}\)        |                     | 1.29 × 10^{-6}             | ~10^{-9}                              |
|                             | \(10^{-5}\)        |                     | 1.19 × 10^{-8}             | ~10^{-11}                             |

It results that if the minima relevant dimensions of any complex fluid structural units are increasing the acoustic collapse length decreases, regardless of the scale resolution.
5.3. Pulsation–Velocity Correlation through Patches of Riemann Type

The dispersion Equation (12) can be rewritten according to Equation (17) as:

\[
\Omega_s^2 = \Omega^2 + \Omega_{SM}^2 \quad c_s^2 = c^2 + c_{SM}^2
\]  

and allows, both in the pulsation space as well as in velocity space, the development of Cayley–Klein absolute geometries for the characterization of the propagation process parameters variation of an acoustic wave of multifractal type.

In the most general case, the metric of the Lobachevsky plan can be provided as a Caylean metric of a Euclidian plan for which the absoluteness is the circle with the unit radius:

\[
x^2 + y^2 = 1
\]  

This way, the Lobachevsky plane can be put into biunivocal correspondence with the interior of this circle. The general procedure of metrization of Caylean space starts with the definition of the metric as an an-harmonic ratio. With this purpose, let us suppose that the absoluteness of the space is represented by the quadradic form \( \Omega(X, Y) \), where \( X \) denotes any vector.

The Caylean metric is given by the differential quadratic form [59–62]:

\[
\frac{ds^2}{f^2} = \frac{\Omega(dX, dX)}{\Omega(X, X)} - \frac{\Omega^2(X, dX)}{\Omega^2(X, X)}
\]  

where \( \Omega(X, Y) \) is the duplication of \( \Omega(X, X) \) and \( f \) is a constant connected to the space curvature.

In the case of the Lobachevsky plane, we have:

\[
\Omega(dX, dX) = -dx^2 - dy^2
\]
\[
\Omega(X, X) = 1 - x^2 - y^2
\]
\[
\Omega(X, dX) = -xdx - ydy
\]  

which yields:

\[
\frac{ds^2}{f^2} = \frac{(1 - y^2)dx^2 + 2xydx dy + (1 - x^2)dy^2}{(1 - x^2 - y^2)^2}
\]  

Performing now the coordinate transformations:

\[
x = \frac{h}{\bar{h}}^{-1}
\]
\[
y = \frac{h}{\bar{h}}^{-1} + \frac{1}{\bar{h} + 1}
\]  

\( \leftrightarrow h = u + iv = \frac{y + i(1 - x^2 - y^2)^{1/2}}{1 - x} \)  

where \( \bar{h} \) is the complex conjugate of \( h \), the metric (29) becomes:

\[
\frac{ds^2}{f^2} = -\frac{dhd\bar{h}}{(h - \bar{h})^2} = -\frac{du^2 + dv^2}{v^2}
\]  

As easily seen, the absoluteness \( 1 - x^2 - y^2 = 0 \) goes to the straight line \( \text{Im} \ h = 0 \), while straight lines of the Euclidian plane go to circles with the centers on the real axis of the complex plane \( h \). The metric (31) is invariant with respect to a group of transformations whose explicit form will be given as follows. For this purpose, let us consider the real homographic transformation on the variable \( h \) [59–62].

\[
h' = \frac{ah + b}{ch + d}, \quad a, b, c, d \in R
\]
\[
ad - bc \neq 0
\]
The conjugates of these two complex quantities \( h \) and \( h' \) are connected, obviously, by the same transformation:

\[
\tilde{h}' = \frac{\tilde{a} h + b}{\tilde{c} h + d}
\]  

(33)

Transformations (32) and (33) form a group of two variables with three parameters (one of the quantities \( a, b, c, d \) is not essential), as it can easily be verified. Since:

\[
dh' = \frac{(ad - bc) dh}{(ch + d)^2}, \quad \tilde{h}' = \frac{(ad - bc)(h - \tilde{h})}{(ch + d)^2}, \quad h' - \tilde{h}' = \frac{(ad - bc)(h - h)}{(ch + d)^2}
\]

(34)

it immediately yields:

\[
\frac{dh' \tilde{dh}'}{(dh' - \tilde{dh})^2} = \frac{dh \tilde{dh}}{(h - \tilde{h})^2}
\]

(35)

The structure of this group is typical of a \( SL(2R) \), which we take in the standard form:

\[
[\hat{H}_1, \hat{H}_2] = \hat{H}_1, \quad [\hat{H}_2, \hat{H}_3] = \hat{H}_3, \quad [\hat{H}_3, \hat{H}_1] = -2\hat{H}_2
\]

(36)

where \( \hat{H}_k \) are the infinitesimal generators of the group:

\[
\hat{H}_1 = \frac{\partial}{\partial h} + \frac{\partial}{\partial h}, \quad \hat{H}_2 = h \frac{\partial}{\partial h} + \bar{h} \frac{\partial}{\partial \bar{h}}, \quad \hat{H}_3 = h^2 \frac{\partial}{\partial h} + \bar{h}^2 \frac{\partial}{\partial \bar{h}}
\]

(37)

Now, considering the previous results (25), both the pulsation space and the velocity space it can be structured in an absolute geometry as varieties of Riemann type on Poincare metrics:

\[
\frac{d\Omega^2}{\Omega^2} = \frac{dh \Omega \Omega}{(h - \Omega)}, \quad \frac{d\bar{\Omega}^2}{\bar{\Omega}^2} = \frac{-d\Omega \bar{\Omega}}{(h - \bar{\Omega})}
\]

\[
h_\Omega = u_\Omega + i \bar{v}_\Omega = \frac{\left(\Omega_{SM} \Omega_{SM}\right)^{1/2}}{1 - \left(\frac{\Omega_{SM}}{\bar{\Omega}_{SM}}\right)^2}
\]

(38)

for the pulsation space, respectively:

\[
\frac{d\Omega^2}{\Omega^2} = \frac{dh \Omega \Omega}{(h - \Omega)}, \quad \frac{d\bar{\Omega}^2}{\bar{\Omega}^2} = \frac{-d\Omega \bar{\Omega}}{(h - \bar{\Omega})}
\]

\[
h_c = u_c + i \bar{v}_c = \frac{\left(c_{SM} \bar{c}_{SM}\right)^{1/2}}{1 - \left(\frac{c_{SM}}{\bar{c}_{SM}}\right)^2}
\]

(39)

for the velocity space.

The metrics (38) and (39) are invariant with respect to two groups of \( SL(2R) \) type whose infinitesimal operators:

\[
\hat{H}_1\Omega = \frac{\partial}{\partial h_\Omega} + \frac{\partial}{\partial h_\Omega}, \quad \hat{H}_2\Omega = h_\Omega \frac{\partial}{\partial h_\Omega} + \bar{h}_\Omega \frac{\partial}{\partial \bar{h}_\Omega}, \quad \hat{H}_3\Omega = h_\Omega^2 \frac{\partial}{\partial h_\Omega} + \bar{h}_\Omega^2 \frac{\partial}{\partial \bar{h}_\Omega}
\]

(40)

for pulsation space, respectively:

\[
\hat{H}_1c = \frac{\partial}{\partial h_c} + \frac{\partial}{\partial h_c}, \quad \hat{H}_2c = h_c \frac{\partial}{\partial h_c} + \bar{h}_c \frac{\partial}{\partial \bar{h}_c}, \quad \hat{H}_3c = h_c^2 \frac{\partial}{\partial h_c} + \bar{h}_c^2 \frac{\partial}{\partial \bar{h}_c}
\]

(41)

for the velocities space, satisfy the algebras:

\[
[\hat{H}_1\Omega, \hat{H}_2\Omega] = \hat{H}_1\Omega, \quad [\hat{H}_2\Omega, \hat{H}_3\Omega] = \hat{H}_3\Omega, \quad [\hat{H}_3\Omega, \hat{H}_1\Omega] = -2\hat{H}_2\Omega
\]

(42)
Now, we can describe the topography of an acoustic wave of multifractal type through relations between the pulsation and velocity, one characterized by $h_\Omega$ and its complex conjugate, the other characterized by $h_c$ and its complex conjugate. Their correlation is universal [60–62], i.e., scale-invariant, in the sense defined above. Following this, each one of the two quantities is described by the operators (40) and (41) and their properties of correlation are to be defined in terms of the joint invariant functions of the Stoka system [63].

The Stoka system [63] for operators (40) and (41) describing the propagation of the acoustic wave in complex fluids and their correspondents are:

$$
\begin{align*}
\frac{\partial F}{\partial h_\Omega} + \frac{\partial F}{\partial h_\Omega} + \frac{\partial F}{\partial h_\Omega} + \frac{\partial F}{\partial h_\Omega} &= 0 \\
\h_\Omega \frac{\partial F}{\partial h_\Omega} + \h_\Omega \frac{\partial F}{\partial h_\Omega} + \h_c \frac{\partial F}{\partial h_\Omega} + \h_c \frac{\partial F}{\partial h_\Omega} &= 0 \\
\h_\Omega^2 \frac{\partial F}{\partial h_\Omega} + \h_\Omega \frac{\partial F}{\partial h_\Omega} + \h_\Omega \frac{\partial F}{\partial h_\Omega} + \h_c \frac{\partial F}{\partial h_\Omega} &= 0
\end{align*}
$$

(44)

Notice that the system has the rank 3, so there is only one independent integral. This is the cross-ratio of the following form:

$$
\frac{h_\Omega - h_c}{h_\Omega - h_c} = \rho^2
$$

(45)

where $\rho$ is real and we took the square in order to account for the fact that the cross-ratio (45) is always positive. Any joint invariant function is here a regular function of this cross-ratio. As the values of the cross-section (45) are always positive, we can assume them smaller than unity in absolute value, making thus legitimate the notation $\rho = \tan h_\Psi$, where $\Psi$ is arbitrary. Then the variable $h_c$ is by Equation (45) related to $h_\Omega$ through the linear relation [54–56].

$$
h_c = u_\Omega + v_\Omega h_\Omega
$$

(46)

where we take $h_c = u_c + i v_c$, provided $h_\Omega$ is given by the equation:

$$
h_\Omega = i \frac{\cosh \Psi - e^{-i\chi} \sinh \Psi}{\cosh \Psi + e^{-i\chi} \sinh \Psi}
$$

(47)

with

$$
\Delta \Psi = 0
$$

(48)

The basic variable in Equation (45) is then given in (47).

6. Model Results Analysis

Through this approach, the topography of an acoustic wave is argued by the relations between the pulsation and velocity of the sound wave. Their correlation is scale-invariant. A connection can be made between the representative hyperbolic geometry of the acoustic wave propagation problem and the physical space regions occupied by the "physical object" involved in this problem. This rather unusual approach has never been used before and has the advantage of being developed in abstract multifractal space and it can generate a wide range of acoustic waves. Modeling traffic acoustic waves can be rather difficult, as it not only has to be related to the source but also to the multiple overlap with noise and other acoustic waves. The novelty of our approach also comes from the freedom that the multifractal model presents through the fractality degree of each acoustic wave, the scale resolution chosen to generate and observe the time-series and the control parameter(s) that have the role to simulate external constraints existing in real noise acoustic waves.
The theoretical model built in a multifractal paradigm leads to the finding of relation for the acoustic field amplitude in Equation (47). By plotting the real component ($h_{t,0}$) of the time series of the acoustic field amplitude it can be generated for specific scale resolutions ($\chi = \Omega t$, with $\Omega$ the normalized scale resolution and $t$ the normalized time) and control parameter ($r = \tanh(\Psi)$) (they will characterize unique acoustic waves generated for particular sound sources). In Figure 14a,b it can be seen oscillatory dynamics of acoustic wave time-series. The period-doubling signature can be seen throughout the simulated acoustic wave series at each scale resolution: $\Omega = 7.8$ (a) and $\Omega = 9.7$ (b). It was also observed a modulated periodical scenario useful for acoustic wave dynamics and possible intermittence scenarios depending on the control parameter ($r$) and the scale resolution. The multifractal model encompasses various scenarios for the acoustic wave time-series which can help to understand more complicate real data which are a combination of various types of acoustic waves mixed in a rather complex manner. However, it is worth noting that these time-series are describing the evolution of the acoustic wave generated by singular signals evolving in a multifractal medium.

![Figure 14](image-url) - Time-series of $Reh_{t,0}$ for different values of $\Omega$ and $r$: (a) $\Omega = 7.8, r = 0.1; 0.5; 0.9$; (b) $\Omega = 9.7, r = 0.1; 0.5; 0.9$.

Furthermore, using the multifractal model paradigm, certain behaviors of acoustic waves can be generated at a particular scale resolution for one fractality degree. However, in reality, the empirical data contains contributions from several such subsystems which are combined and have a weighted contribution to the overall signal. In Figure 15, two signals generated and unified through the contributions of multifractal systems with various scale resolutions (7.8, 8.8, and 10) in a superposition scenario (a) and a polynomial type mixing scenario in (b) are shown. Both approaches are encompassing a similar conclusion. Out of the multitude of signals interacting and creating the acoustic fractal medium there are some of them that can be considered driving forces in shaping the real recorded signal. This can be seen in Figure 15 where we notice a modulation of the signal obtained via superposition scenario which means that the acoustic signal generated at low scale resolutions and low fractality
degrees can modulate high fractality signals. It can be appreciated that both models are promising and can be used at a starting point for further development of the model.

![Simulated noise](image1.png)

**Figure 15.** Simulated noise generated by combinatorial mixing of single-fractal systems from the multifractal theoretical model by superposition of signals (a) and polynomial mixing (b).

### 7. Conclusions

Traffic microsimulation models are very useful to judge urban noise as they allow a deep knowledge of its causes, and therefore they provide a very powerful tool for the analysis of the proposed action plans against the noise. The local factors of each country must be validated before being introduced in the VISSIM traffic model, as their importance is much higher than other local factors of the vehicle fleet that can be included in the CNOSSOS-EU road noise emission model (such as the age of the vehicle fleet). Therefore, aspects such as the level of aggressiveness of the drivers, the response time, the safety distance between vehicles, the behavior to overtake vehicles, and above all the cruise speed (desired) are very important to transfer the results of the models from one country to another.

Considering the statistical analysis it can be affirmed with a confidence level of 95% that once the traffic model in VISSIM was calibrated for the studied medium-sized city in the actual conditions of the avenue during the test time, the environmental noise measurements $L_{Aeq}$ of the total traffic which passes through the avenue and the simulated noise data $L_{Aeq}$ of the total traffic of the same avenue generated with the dynamic traffic noise simulation method, are equal. The validation of the dynamic traffic noise assessment tool shows that this traffic noise prediction method is suitable for the evaluation of action plan effectiveness against urban noise, and specifically, this has been proven for the city of Bacau when cars use summer tires. The mathematical model was developed based on Cayley–Klein-type absolute geometries that implied harmonic mappings between the usual space and the Lobacevsky plane in a Poincaré metric. This allowed studying the isomorphism of two groups of SL(2R) type, and through Stoka formalism showcased joint invariant functions that allow associations of pulsations–velocities manifolds type. Based on the complexity of our model and its multitude of degrees of freedom, the multifractal approach can be used through the fractality degree of each acoustic wave to simulate external constraints that can be found in real ones. Therefore, the multifractal approach of acoustic waves propagation and their sources in the traffic area offers another perspective of traffic noise interpretation and simulation.
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