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Abstract

We study the discrete Gel’fand’s inverse boundary spectral problem of determining a finite weighted graph. Suppose that the set of vertices of the graph is a union of two disjoint sets: \( X = B \cup G \), where \( B \) is called the set of the boundary vertices and \( G \) is called the set of the interior vertices. We consider the case where the vertices in the set \( G \) and the edges connecting them are unknown. Assume that we are given the set \( B \) and the pairs \((\lambda_j, \phi_j|_B)\), where \( \lambda_j \) are the eigenvalues of the graph Laplacian and \( \phi_j|_B \) are the values of the corresponding eigenfunctions at the vertices in \( B \). We show that the graph structure, namely the unknown vertices in \( G \) and the edges connecting them, along with the weights, can be uniquely determined from the given data, if every boundary vertex is connected to only one interior vertex and the graph satisfies the following property: any subset \( S \subseteq G \) of cardinality \(|S| \geq 2\) contains two extreme points. A point \( x \in S \) is called an extreme point of \( S \) if there exists a point \( z \in B \) such that \( x \) is the unique nearest point in \( S \) from \( z \) with respect to the graph distance. This property is valid for several standard types of lattices and their perturbations.

1. Introduction

In this paper, we consider the discrete version of Gel’fand’s inverse boundary spectral problem, defined for a finite weighted graph and the graph Laplacian on it. We assume that we are given the Neumann eigenvalues of the graph Laplacian and the values of the corresponding Neumann eigenfunctions at a pre-designated subset of vertices, called the boundary vertices.

Gel’fand’s inverse boundary spectral problem was originally formulated in [42] for partial differential equations. For partial differential operators, one considers an \( n \)-dimensional Riemannian manifold \((M, g)\) with boundary and the Neumann eigenvalue problem

\[
-\Delta_g \Phi_j(x) = \omega_j \Phi_j(x), \quad \text{for } x \in M, \tag{1.1}
\]

\[
\partial_{\nu} \Phi_j|_{\partial M} = 0, \tag{1.2}
\]

where \( \Delta_g \) is the Laplace–Beltrami operator with respect to the Riemannian metric \( g \) on \( M \), and \( \Phi_j : M \to \mathbb{R} \) are the eigenfunctions corresponding to the eigenvalues \( \omega_j \in \mathbb{R} \). In local coordinates \((x^i)_{i=1}^n\), the Laplacian has the representation

\[
\Delta_g u = \det(g)^{-\frac{1}{2}} \sum_{i,j=1}^n \frac{\partial}{\partial x^i} \left( \det(g)^{\frac{1}{2}} g^{ij} \frac{\partial}{\partial x^j} u \right), \tag{1.3}
\]

where \( g(x) = [g_{ij}(x)]_{i,j=1}^n, \det(g) = \det(g_{ij}(x)) \) and \([g^{ij}]_{i,j=1}^n = g(x)^{-1}\).

Gel’fand’s inverse problem is to find the topology, differential structure and Riemannian metric of \((M, g)\) when one is given the boundary \( \partial M \) and the pairs \((\omega_j, \Phi_j|_{\partial M})\), \( j = 1, 2, \ldots \), where \( \omega_j \) are the Neumann eigenvalues and \( \Phi_j|_{\partial M} \) are the Dirichlet boundary values of the corresponding eigenfunctions. Here, the eigenfunctions \( \Phi_j \) are assumed to form a complete orthonormal family in \( L^2(M) \). We review earlier results on this problem and the related problems in Section 1.2.
To formulate the discrete Gel’fand’s inverse problem, we consider a finite weighted graph. We use the following terminology. When \( X \) is the set of vertices of a finite graph, we can declare any subset \( B \subseteq X \) to be the set of the boundary vertices, denoted by \( B = \partial G \), and call the set \( G = X - B \) the set of the interior vertices of \( X \). This terminology is motivated by inverse problems where one typically aims to reconstruct objects in a set \( \Omega \subseteq \mathbb{R}^n \) using observations on the boundary \( \partial \Omega \). In our case, we aim to reconstruct objects in a vertex set \( G \subseteq X \) from observations on the boundary \( \partial G \).

For \( x, y \in X = G \cup \partial G \), we denote \( x \sim y \) if there is an edge in the edge set \( E \) connecting \( x \) to \( y \), that is, \( \{x, y\} \in E \). Every edge \( \{x, y\} \in E \) has a weight \( g_{xy} = g_{yx} > 0 \) and every vertex \( x \in G \) has a measure \( \mu_x > 0 \). For a function \( u : G \cup \partial G \to \mathbb{R} \) defined on the whole vertex set, the graph Laplacian \( \Delta_G \) on \( G \) is defined by

\[
(\Delta_G u)(x) = \frac{1}{\mu_x} \sum_{y \sim x \atop y \in G \cup \partial G} g_{xy} (u(y) - u(x)), \quad x \in G,
\]

and the Neumann boundary value \( \partial_x u \) of \( u \) is defined by

\[
(\partial_x u)(z) = \frac{1}{\mu_z} \sum_{x \sim z \atop x \in G} g_{xz} (u(x) - u(z)), \quad z \in \partial G.
\]

We consider the Neumann eigenvalue problem

\[
-\Delta_G \phi_j(x) = \lambda_j \phi_j(x), \quad \text{for} \ x \in G,
\]

\[
\partial_x \phi_j|_{\partial G} = 0.
\]

The discrete Gel’fand’s inverse problem is to find the set of interior vertices \( G \), the edge structure of \((G \cup \partial G, E)\) and the weights \( g, \mu \), when one is given the boundary \( \partial G \) and the pairs \( (\lambda_j, \phi_j|_{\partial G}) \), \( j = 1, 2, \ldots, N, \ N = |G| \), where \( |G| \) is the number of elements in \( G \). Here, \( \{\phi_j\}_{j=1}^N \) is a complete orthonormal family of eigenfunctions and their Dirichlet boundary values, \( \phi_j|_{\partial G} = (\phi_j(z))_{z \in \partial G} \), are vectors in \( \mathbb{R}^{|\partial G|} \).

We mention that with suitable choices of \( g, \mu \), our definition of the graph Laplacian \((1.4)\) includes widely used Laplacians in graph theory, in particular, the combinatorial Laplacian when \( g, \mu \equiv 1 \), and the normalized Laplacian when \( g \equiv 1, \mu_x = \deg(x) \). The spectra of these two particular operators are mostly unrelated for general graphs and were usually studied separately.

Solving the discrete Gel’fand’s inverse problem is not possible without further assumptions due to the existence of isospectral graphs, see \cite{35,40,68}. One of the main difficulties we encounter in solving the problem is that the graph Laplacian can have nonzero eigenfunctions which vanish identically on a part of the graph. This phenomenon, intuitively caused by the symmetry of the graph, can make one part of the graph invisible to the spectral data measured at another part. Therefore one needs to impose appropriate assumptions. On one hand, the assumptions have to break some symmetry of the graph to make the inverse problem solvable, and also designate sufficiently many boundary vertices to measure data on. On the other, the assumptions need to include a large class of interesting graphs besides trees, since trees are already well-understood. In this paper, we introduce the Two-Points Condition (Assumption \(1\)), and prove that the inverse boundary spectral problem on finite graphs is solvable with this assumption. Our result can be applied to detect local perturbations and recover potential functions on periodic lattices \((3,4)\), in particular, to probe graphene defects from the scattering matrix. We will address potential applications in another work.

We start by defining the notations for undirected simple graphs, where weights on vertices and edges are considered. These weights are related to physical situations where graph models are applicable.
1.1 Finite graphs

A graph is generally denoted by a pair \((X,E)\) with \(X\) being the set of vertices and \(E\) being the set of edges between vertices. A graph \((X,E)\) is finite if both \(X\) and \(E\) are finite. A graph is said to be simple if there is at most one edge between any pair of vertices and no edge between the same vertex. For undirected simple graphs, edges are two-element subsets of \(X\). We endow a general graph with the following additional structures that affect wave propagation on the graph.

**Definition 1.1** (Weighted graph with boundary). We say that \(G = (G, \partial G, E, \mu, g)\) is a weighted graph with boundary if the following conditions are satisfied.

- \(G \cup \partial G\) is the set of vertices (points), \(G \cap \partial G = \emptyset\); \(E\) is the set of edges. Elements of \(G\) are called interior vertices and elements of \(\partial G\) are called boundary vertices. We require \((G \cup \partial G, E)\) to be an undirected simple graph.
- \(\mu : G \cup \partial G \rightarrow \mathbb{R}_+\) is the weight function on the set of vertices.
- \(g : E \rightarrow \mathbb{R}_+\) is the weight function on the set of edges.

We use the following terminology. A graph with boundary \(G\) is finite if \((G \cup \partial G, E)\) is finite. Vertices \(x\) and \(y\) are adjacent, denoted by \(x \sim y\), if \(\{x,y\} \in E\), i.e., there is an edge connecting \(x\) to \(y\). When \(x \sim y\), we denote by \(g_{xy}\), or equivalently \(g_{yx}\), the weight of the edge connecting \(x\) to \(y\). We write \(\mu_x\) short for \(\mu(x)\).

The degree of a vertex \(x\) of \(G\) is defined as the number of vertices connected to \(x\) by edges in \(E\), denoted by \(\deg_E(x)\) or \(\deg_G(x)\). The neighbourhood \(N(\partial G)\) of \(\partial G\) is defined by

\[
N(\partial G) = \{x \in G : x \sim z \text{ for some } z \in \partial G\} \cup \partial G.
\]

When the weights are not relevant in a specific context, we make use of the notation \((G, \partial G, E)\) for an unweighted graph with boundary.

**Definition 1.2** (Paths and metric). Let \(x, y \in G \cup \partial G\). A path of \((G \cup \partial G, E)\) from \(x\) to \(y\) is a sequence of vertices \((v_j)_{j=0}^{J-1}\) satisfying \(v_0 = x, v_j = y\) and \(v_j \sim v_{j+1}\) for \(j = 0, \ldots, J - 1\). The length of the path is \(J\). The distance between \(x\) and \(y\), denoted by \(d(x,y)\), is the minimal length among all paths from \(x\) to \(y\). In other words, the distance \(d(x,y)\) is the minimal number of edges in paths that connect \(x\) to \(y\). The distance is defined to be infinite if there is no path from \(x\) to \(y\). An undirected graph \((G \cup \partial G, E)\) can be considered as a discrete metric space equipped with the distance function \(d\). An undirected graph is connected if there exists a path between any pair of vertices.

A graph with boundary \(G\) is said to be connected if \((G \cup \partial G, E)\) is connected. We say that \(G\) is strongly connected, if it is still connected after one removes all edges connecting boundary vertices to boundary vertices (see Definition 2.4).

We remark that in our setting, any pair of adjacent vertices has distance 1, while different choices of distances appear in other settings. If the graph sits in a manifold, it is more natural to use the intrinsic distance of the underlying manifold. For this type of graphs, additionally with geometric choices of weights, the graph Laplacian \([14]\) can be used to approximate the standard Laplacians on the manifold, as long as the graphs are sufficiently dense (\([23]\ [21]\ [22]\ [59]\)).

**Definition 1.3.** Given a subset \(S \subseteq G\), we say a point \(x_0 \in S\) is an extreme point of \(S\) with respect to \(\partial G\), if there exists a point \(z \in \partial G\) such that \(x_0\) is the unique nearest point in \(S\) from \(z\), with respect to the distance \(d\) on \((G \cup \partial G, E)\).

**Assumption 1.** We impose the following assumptions on the finite graph \((G, \partial G, E)\).
(1) For any subset \( S \subseteq G \) with cardinality at least 2, there exist at least two extreme points of \( S \) with respect to \( \partial G \). We refer to this condition as the Two-Points Condition.

(2) For any \( z \in \partial G \) and any pair of distinct points \( x, y \in G \), if \( x \sim z \), \( y \sim z \), then \( x \sim y \).

Note that Item 2 of Assumption 1 is void if every boundary point is connected to only one interior point. Hence any graph can be adjusted to satisfy Item 2 by attaching an additional edge to every boundary point and declaring the added vertices as the new boundary points. We remark that Item 2 is essential for proper wavefront behaviour (see Lemma 3.5).

One can view the Two-Points Condition (Item 1 of Assumption 1) as a criterion of choosing appropriate boundary points for solving the inverse boundary spectral problem. As an intuitive example in the continuous setting, any compact subset of a square in \( \mathbb{R}^2 \) has at least two extreme points unless it is a single point set. In this case, two extreme points can be chosen by taking a point achieving the maximal height and a point achieving the minimal height with respect to one edge of the square. The boundary points realizing the extreme point condition are the vertical projections of those two chosen points to the proper edges (see Figure 1). Several types of graphs satisfying the Two-Points Condition are discussed in Section 1.3.

Figure 1: Any non-singleton compact subset of the unit square in \( \mathbb{R}^2 \) has at least two extreme points with respect to the boundary of the square.

From now on, let \( G \) be a finite weighted graph with boundary. For a function \( u : G \cup \partial G \rightarrow \mathbb{R} \), its graph Laplacian on \( G \) is defined by the formula (1.4). Recall that the Neumann boundary value of \( u \) is defined by the formula (1.5), see e.g. [26, 30]. For \( u_1, u_2 : G \cup \partial G \rightarrow \mathbb{R} \), we define the \( L^2(G) \)-inner product by

\[
\langle u_1, u_2 \rangle_{L^2(G)} = \sum_{x \in G} \mu_x u_1(x) u_2(x).
\]

(1.8)

For a finite graph with boundary, the function space \( L^2(G) \) is exactly the space of real-valued functions on \( G \cup \partial G \) equipped with the inner product (1.8). Note that the inner product is calculated only on the interior \( G \) and not on the boundary \( \partial G \). The main reason for such consideration is that we mostly deal with functions \( u \) satisfying \( \partial_x u |_{\partial G} = 0 \), in which case the values of \( u \) on \( \partial G \) are uniquely and linearly determined by the values on \( G \), see (3.2).

Let \( q : G \rightarrow \mathbb{R} \) be a potential function, and we consider the following Neumann eigenvalue problem for the discrete Schrödinger operator \( -\Delta_G + q \).

\[
\begin{cases}
(-\Delta_G + q)u(x) = \lambda u(x), & x \in G, \lambda \in \mathbb{R}, \\
\partial_x u |_{\partial G} = 0.
\end{cases}
\]

(1.9)

Note that all Neumann eigenvalues are real, because the Neumann graph Laplacian is a self-adjoint operator on real-valued functions on \( G \) with respect to the inner
product (1.8) due to Lemma 2.1. In particular, the number of Neumann eigenvalues is equal to \(|G|\), the number of interior vertices.

**Definition 1.4.** Let \(G\) be a finite weighted graph with boundary, and \(q : G \to \mathbb{R}\) be a potential function. A collection of data \((\lambda_j, \phi_j|_{\partial G})_{j=1}^N\) is called the Neumann boundary spectral data of \((G, q)\), if

- \(\lambda_j \in \mathbb{R}\), \(\phi_j : G \cup \partial G \to \mathbb{R}\), \(N = |G|\) is the number of interior vertices of \(G\);
- the functions \(\phi_j\) are Neumann eigenfunctions with respect to Neumann eigenvalues \(\lambda_j\) for the equation (1.9), namely
  \[(−Δ_G + q)\phi_j = \lambda_j\phi_j, \quad \partial_v\phi_j|_{\partial G} = 0; \quad (1.10)\]
- the functions \(\phi_j\) form an orthonormal basis of \(L^2(G)\).

**Remark 1.5.** There are multiple choices of Neumann boundary spectral data for a given graph. More precisely, given two choices of Neumann boundary spectral data \((\lambda_j, \phi_j|_{\partial G})_{j=1}^N\) and \((\lambda_j', \phi_j'|_{\partial G})_{j=1}^N\) of \((G, q)\), they are equivalent if

- (i) there exists a permutation \(\sigma\) of \(\{1, \ldots, N\}\) such that \(\lambda_{\sigma(j)} = \lambda_j\) for all \(j\);
- (ii) for any fixed \(k\), there exists an orthogonal matrix \(O\) such that
  \[\tilde{\phi}_{\sigma(j)}|_{\partial G} = \sum_{j \in L_k} O_{ij} \phi_j|_{\partial G},\]
for all \(i \in L_k\), where \(L_k = \{j| \lambda_j = \lambda_k\}\) and the matrix \(O\) is of dimension \(|L_k|\).

In fact, this is the only non-uniqueness in the choice of Neumann boundary spectral data (a linear algebra fact). In other words, there is exactly one equivalence class of Neumann boundary spectral data on any given finite weighted graph with boundary, and any representative of that class is a choice of Neumann boundary spectral data. We mention that the Neumann boundary spectral data is related to other types of data on graphs, such as the Neumann-to-Dirichlet map (see [43] [49] for the manifold case).

Next, we define our a priori data. In order to uniquely determine the graph structure, not only do we need to know the Neumann boundary spectral data, but some structures related to the boundary also need to be known. In essence, this extra knowledge is the number of interior points connected to the boundary, and the edge structure between the boundary and its neighbourhood.

**Definition 1.6.** Let \(G, G'\) be two finite graphs with boundary. We say that \(G, G'\) are boundary-isomorphic, if there exists a bijection \(\Phi_0 : N(\partial G) \to N(\partial G')\) with the following properties:

- (i) \(\Phi_0|_{\partial G} : \partial G \to \partial G'\) is bijective;
- (ii) for any \(z \in \partial G\), \(y \in N(\partial G)\), we have \(y \sim z\) if and only if \(\Phi_0(y) \sim' \Phi_0(z)\), where \(\sim'\) denotes the edge relation of \(G'\).

We call \(\Phi_0\) a boundary-isomorphism.

**Definition 1.7.** Let \(G, G'\) be two finite weighted graphs with boundary, and \(q, q'\) be real-valued potential functions on \(G, G'\). We say \((G, q)\) is spectrally isomorphic to \((G', q')\) (with a boundary-isomorphism \(\Phi_0\)), if

- (i) there exists a boundary-isomorphism \(\Phi_0 : N(\partial G) \to N(\partial G')\);
- (ii) the Neumann boundary spectral data of \((G, q)\) and \((G', q')\) have the same number of eigenvalues counting multiplicities;
- (iii) there exists a choice of Neumann boundary spectral data of \((G, q)\) and \((G', q')\), such that \(\lambda_j = \lambda_j'\) and \(\phi_j|_{\partial G} = \phi_j'|_{\partial G} \circ \Phi_0|_{\partial G}\) for all \(j\).
Note that if \((G, q)\) and \((G', q')\) are assumed to be spectrally isomorphic, in particular to have the same number of Neumann eigenvalues, then \(G\) and \(G'\) necessarily have the same number of interior vertices. Moreover, the existence of a boundary-isomorphism from the definition (i) implies that the number of boundary vertices is also necessarily the same.

Now we state our main results, Theorems 1 and 2.

**Theorem 1.** Let \(G = (G, \partial G, E, \mu, g)\), \(G' = (G', \partial G', E', \mu', g')\) be two finite, strongly connected, weighted graphs with boundary satisfying Assumption 1. Let \(q, q'\) be real-valued potential functions on \(G, G'\). Suppose \((G, q)\) is spectrally isomorphic to \((G', q')\) with a boundary-isomorphism \(\Phi_0\). Then there exists a bijection \(\Phi : G \cup \partial G \rightarrow G' \cup \partial G'\) such that

1. \(\Phi|_{\partial G} = \Phi_0|_{\partial G}\),
2. for any pair of vertices \(x_1, x_2\) of \(G\), we have \(x_1 \sim x_2\) if and only if \(\Phi(x_1) \sim \Phi(x_2)\).

**Remark.** It may happen that \(\Phi\) and \(\Phi_0\) differ on \(G \cap N(\partial G)\), for example if there exist points \(y_1, y_2 \in G \cap N(\partial G)\) which are connected to the same set of boundary vertices but connected to different parts in the interior.

**Theorem 2.** Take the assumptions of Theorem 1 and identify vertices of \(G\) with vertices of \(G'\) via the bijection \(\Phi\). Assume furthermore that \(\mu_z = \mu'_z\), \(g_{xz} = g'_{xz}\) for all \(z \in \partial G, x \in G\), where \(\mu', g'\) denote the weights of \(G'\). Then the following two conclusions hold.

1. If \(\mu = \mu'\), then \(g = g'\) and \(q = q'\).
2. If \(q = q' = 0\), then \(\mu = \mu'\) and \(g = g'\).

In particular, if \(\mu = \deg_G\) and \(\mu' = \deg_{G'}\), then \(g = g'\) and \(q = q'\).

### 1.2 Earlier results and related inverse problems

Gel’fand’s inverse problem \([42]\) for partial differential equations has been a paradigm problem in the study of the mathematical inverse problems and imaging problems arising from applied sciences. The combination of the boundary control method, pioneered by Belishev on domains of \(\mathbb{R}^n\) and by Belishev and Kurylev on manifolds \([15]\), and the Tataru’s unique continuation theorem \([69]\) gave a solution to the inverse problem of determining the isometry type of a Riemannian manifold from given boundary spectral data. Generalizations and alternative methods to solve this problem have been studied e.g. in \([1, 10, 14, 24, 45, 51, 54, 56]\), see additional references in \([12, 48, 55]\). The inverse problems for the heat, wave and Schrödinger equations can be reduced to Gel’fand’s inverse problem, see \([10, 48]\). In fact, all these problems are equivalent, see \([49]\). Also, for the inverse problem for the wave equation with the measurement data on a sufficiently large finite time interval, it is possible to continue the data to an infinite time interval, which makes it possible to reduce the inverse problem to Gel’fand’s inverse problem, see \([48, 53]\). The stability of the solutions of these inverse problems have been analyzed in \([1, 13, 24, 45, 51, 54, 55]\). Numerical methods to solve Gel’fand’s inverse problems have been studied in \([13, 45, 57]\). The inverse boundary spectral problems have been extensively studied also for elliptic equations on bounded domains of \(\mathbb{R}^n\). In this setting, Gel’fand’s problems can be solved by reducing it, see \([60, 61]\), to Calderón’s inverse problems for elliptic equations that were solved using complex geometrical optics, see \([67]\).

An intermediate model between discrete and continuous models is the quantum graphs, namely graphs equipped with differential operators defined on the edges. In this model, a graph is viewed as glued intervals, and the spectral data that are
measured are usually the spectra of differential operators on edges subject to the Kirchhoff condition at vertices. For such graphs, two problems have attracted much attention. In the case where one uses only the spectra of differential operators as data, Yurko \([71, 72, 73]\) and other researchers \([5, 19, 52]\) have developed so-called spectral methods to solve inverse problems. Due to the existence of isospectral trees, one spectrum is not enough to determine the operator and therefore multiple measurements are necessary. It is known in \([73]\) that the potential can be recovered from appropriate spectral measurements of the Sturm-Liouville operator on any finite graph. An alternative setting is to consider inverse problems for quantum graphs when one is given the eigenvalues of the differential operator and the values of the eigenfunctions at some of the nodes. Avdonin and Belishev and other researchers \([5, 6, 7, 8, 11, 16]\) have shown that it is possible to solve a type of inverse spectral problem for trees (graphs without cycles). With this method, one can recover both the tree structures and differential operators.

In this paper, we consider inverse problems in the purely discrete setting, that is, for the discrete graph Laplacian. In this model, a graph is a discrete metric space with no differential structure on edges. The graph can be additionally assigned with weights on vertices and edges. The spectrum of the graph Laplacian on discrete graphs is an object of major interest in discrete mathematics \([26, 35, 66]\). It is well-known that the spectrum is closely related to geometric properties of graphs, such as the diameter (e.g. \([28, 29, 30]\)) and the Cheeger constant (e.g. \([25, 27, 41]\)). There were inverse problems, especially the inverse scattering problem, considered on periodic graphs (e.g. \([2, 46, 50]\)). However, due to the existence of isospectral graphs \([35, 40, 68]\), few results are known regarding the determination of the exact structure of a discrete graph from spectral data.

There have been several studies with the goal of determining the structure or weights of a discrete weighted graph from indirect measurements in the field of inverse problems. These studies mainly focused on the electrical impedance tomography on resistor networks \([17, 34, 58]\), where electrical measurements are performed at a subset of vertices called the boundary. However, there are graph transformations which do not change the electrical data measured at the boundary, such as changing a triangle into a Y-junction, which makes it impossible to determine the exact structure of the inaccessible part of the network in this way. Instead, the focus was to determine the resistor values of given networks, or to find equivalence classes of networks (with unknown topology) that produce a given set of boundary data \([31, 32, 33]\).
1.3 Examples

As primary examples, we consider several standard types of graphs satisfying the Two-Points Condition (Item 1 of Assumption 1).

Example 1. All finite trees satisfy the Two-Points Condition, with the boundary vertices being all vertices of degree 1.

This fact can be shown as follows. Recall that a tree is a connected graph containing no cycles. Take any subset \( S \) of the interior vertices (i.e., vertices of degree at least 2) of a tree with \( |S| \geq 2 \). If \( |S| = 2 \), say \( S = \{v_1, v_2\} \), then both vertices in \( S \) are extreme points. This can be argued as follows. Take the (unique) shortest path between \( v_1, v_2 \), remove the edge incident to \( v_1 \) on this path, and one gets two disjoint subtrees. Consider the subtree containing \( v_1 \). One can see that any boundary vertex on this subtree realizes the extreme point condition for \( v_1 \). If \( |S| > 2 \), pick two arbitrary points in \( S \), say again \( \{v_1, v_2\} \), then in the same way, consider the subtree containing \( v_1 \) after removing the edge incident to \( v_1 \) on the shortest path between \( v_1, v_2 \). If this subtree does not intersect with \( S - \{v_1\} \), then any boundary vertex on this subtree realizes the extreme point condition for \( v_1 \). Otherwise if the subtree intersects with \( S - \{v_1\} \) at another vertex \( v'_1 \in S \), then consider further the subtree containing \( v'_1 \) by the same construction. Repeat this procedure until one finds a subtree that only intersects with \( S \) at one vertex, and the procedure stops in finite steps since the graph is finite. Repeating this procedure from \( v_2 \) gives another extreme point, which verifies the Two-Points Condition.

For general cyclic graphs (i.e., graphs containing at least one cycle), it is often not easy to see if the Two-Points Condition is satisfied. The following proposition shows a concrete way to test for the Two-Points Condition.

Proposition 1.8. For a finite graph with boundary \((G, \partial G, E)\), the Two-Points Condition follows from the existence of a function \( h : G \cup \partial G \to \mathbb{R} \) satisfying the following conditions:

1. the Lipschitz constant of \( h \) is bounded by 1, i.e. if \( x \sim y \) then \( |h(x) - h(y)| \leq 1 \);
2. \(|N_+(x)| = 1\) for all \( x \in G \), and \(|N_+(z)| \leq 1\) for all \( z \in \partial G \), where
   \[
   N_+(x) = \{ y \in G \cup \partial G : y \sim x, h(y) = h(x) + 1 \},
   \]
   \[
   N_-(x) = \{ y \in G \cup \partial G : y \sim x, h(y) = h(x) - 1 \}.
   \]

We call \( N_+(x) \) the discrete gradient of \( h \) at \( x \), and \( N_-(x) \) the discrete gradient of \( -h \) at \( x \).

Proof. For any \( S \subseteq G \) with \( |S| \geq 2 \), take the points where the function \( h \) achieves maximum and minimum in \( S \). Let \( x_0 \in S \) be any maximal point. By condition (2), we can take the unique path, denoted by \( \gamma_{x_0} \), starting from \( x_0 \) such that each
step increases the function $h$ by 1. This path $\gamma_{z_0}$ can only pass each point of the graph at most once, and therefore the path must end somewhere since the whole graph is finite. Let $z_0$ be the point where the path $\gamma_{z_0}$ ends. By construction we know $|N_4(z_0)| = 0$, which indicates $z_0 \in \partial G$ by condition (2). Observe that $h(z_0) - h(x_0) \geq d(x_0, z_0)$ as $\gamma_{z_0}$ may not be distance-minimizing.

We claim that $x_0$ is the unique nearest point in $S$ from $z_0$ (i.e. $x_0$ is an extreme point of $S$). Suppose not, and there exists another $x_1 \in S, x_1 \neq x_0$ such that $d(x_1, z_0) \leq d(x_0, z_0)$. Then condition (1) implies that

$$|h(x_1) - h(z_0)| \leq d(x_1, z_0) \leq d(x_0, z_0).$$  \hspace{1cm} (1.11)

We claim that the two equalities in (1.11) cannot hold at the same time. Suppose both equalities are achieved. We take the shortest path from $z_0$ to $x_1$, and then the length of this path is equal to $d(x_0, z_0)$ by the second equality. The function $h$ can only change $d(x_0, z_0)$ times along the shortest path from $z_0$ to $x_1$, and hence every change must be decreasing by 1 in order to make both equalities hold. However, there can only exist one such path starting from $z_0$ due to condition (2), which is exactly the backward direction from $z_0$ to $x_0$. Along this path, $x_0$ would be reached in exactly $d(x_0, z_0)$ steps and hence $x_1 = x_0$. Hence the equalities in (1.11) cannot hold at the same time, and we have $h(x_1) > h(z_0) - d(x_0, z_0)$. On the other hand, we already know $h(z_0) \leq h(z_0) - d(x_0, z_0)$ indicating $h(x_1) > h(z_0)$, which is a contradiction to the maximality of $x_0$. This shows $x_0$ is an extreme point of $S$.

The same argument shows that any minimal point is also an extreme point of $S$. Therefore the Two-Points Condition follows from the condition $|S| \geq 2$. \hfill \square

**Example 2.** Finite square, hexagonal (Figure 2 Left), triangular (Figure 3 Left), graphite and square ladder (Figure 3 Right) lattices satisfy the Two-Points Condition with the set of boundary vertices being the domain boundary.

We can apply Proposition 1.8 to verify this. For the square, hexagonal, graphite and square ladder lattices, the function $h$ can be chosen as the standard height function with respect to a proper floor. Note that for these lattices, it suffices to choose only the floor and the ceiling as the boundary. For triangular lattices, the function $h$ can be constructed as a group action, such that $h$ changes by 1/2 along the horizontal direction and changes by 1 along one of the other directions.

**Example 3.** In the finite square, hexagonal, triangular, graphite and square ladder lattices, any horizontal edges can be removed and the obtained graphs still satisfy the Two-Points Condition. Here, the horizontal edges refer to the edges in the non-gradient directions with respect to the function $h$. See Figure 2 (Right). This is because removing such edges does not affect the conditions for the function $h$ in Proposition 1.8.

A finite square lattice with an interior vertex and all its edges removed also satisfies the Two-Points Condition. Essentially, one can repeat the proof of Proposition 1.8 to show this particular situation. However, it is necessary to choose all four sides as the boundary and use two different choices of the function $h$. (Intuitively speaking, removing one small square does not affect the ability to find maximal and minimal points in at least two directions.) More generally, removing one square of any size from a finite square lattice does not affect the Two-Points Condition.

**Example 4.** Assume that a function $h : G \cup \partial G \rightarrow \mathbb{R}$ satisfies the conditions (1, 2) in Proposition 1.8 for a finite graph with boundary $(G, \partial G, E)$. Then one can add to the graph $(G, \partial G, E)$ additional edges $\{x, y\}$ that connect any two vertices $x, y \in G \cup \partial G$ satisfying $|h(x) - h(y)| < 1$. Similarly, one can remove from the graph any edges $\{x, y\}$ that connect vertices $x, y \in G \cup \partial G$ satisfying $|h(x) - h(y)| < 1$. The obtained graph and the function $h$ satisfy the conditions (1, 2) in Proposition 1.8 and hence the Two-Points Condition. This procedure can be used, for example, to add additional horizontal edges in the finite hexagonal lattice in Figure 2.
Example 5. Graphs that satisfy the conditions given in Proposition 1.8 can be connected together so that these conditions stay valid. To do this, assume that real-valued functions \( h_1 \) and \( h_2 \), defined on disjoint finite graphs with boundary \((G_1, \partial G_1, E_1)\) and \((G_2, \partial G_2, E_2)\), satisfy the conditions (1, 2) in Proposition 1.8 respectively. Moreover, assume that there are \( c \in \mathbb{R} \) and ordered sets \( X_1 = \{x_1^1, x_1^2, \ldots, x_1^k\} \subseteq G_1 \cup \partial G_1 \) and \( X_2 = \{x_2^1, x_2^2, \ldots, x_2^k\} \subseteq G_2 \cup \partial G_2 \), such that \( |h_2(x_j^1) + c - h_1(x_j^1)| < 1 \) for all \( j = 1, 2, \ldots, k \). (In particular, such sets and \( c \) always exist for \( k = 1 \).) Then we consider \((G, \partial G, E)\) for \( G = G_1 \cup G_2, \partial G = \partial G_1 \cup \partial G_2 \) and \( E = E_1 \cup E_2 \cup E_{12} \), where \( E_{12} = \{\{x_j^1, x_j^2\} : j = 1, 2, \ldots, k\} \). We define a function \( h \) on \( G \cup \partial G \) by

\[
h(x) = \begin{cases} h_1(x), & \text{for } x \in G_1 \cup \partial G_1, \\ h_2(x) + c, & \text{for } x \in G_2 \cup \partial G_2. \end{cases}
\]  

(1.12)

Then this function \( h \) satisfies the conditions (1, 2) in Proposition 1.8 for \((G, \partial G, E)\), and therefore the graph \((G, \partial G, E)\) satisfies the Two-Points Condition. Figure 5 is a special case of this example.

However, the Two-Points Condition does not hold (without declaring more boundary vertices) if one adds an additional vertex and connects it to any interior vertex with an additional edge. This is because the set of the two endpoints of that additional edge violates the Two-Points Condition. Let us also mention an example where the Two-Points Condition is not satisfied: the Kagome lattice.

This paper is organized as follows. We introduce relevant definitions and basic facts in Section 2. In Section 3 we define the discrete wave equation and study the wavefront propagation. Section 4 is devoted to proving our main results.
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2. Preliminaries

In this section, let \( \mathbb{G} = (G, \partial G, E, \mu, g) \) be a finite weighted graph with boundary. First, we derive an elementary but important Green’s formula.

Lemma 2.1 (Green’s formula). For two functions \( u_1, u_2 : G \cup \partial G \rightarrow \mathbb{R} \), we have

\[
\sum_{x \in G} \mu_x (u_1(x) \Delta_G u_2(x) - u_2(x) \Delta_G u_1(x)) = \sum_{x \in \partial G} \mu_x (u_2(x) \partial_x u_1(x) - u_1(x) \partial_x u_2(x)).
\]

Proof. By definition (1.4),

\[
\sum_{x \in G} \mu_x u_1(x) \Delta_G u_2(x) = \sum_{x \in G} \left( \sum_{y \sim x, y \in G} g_{xy} u_1(x)(u_2(y) - u_2(x)) \right)
\]

\[
= \sum_{x \in G} \left( \sum_{y \sim x, y \in G} g_{xy} u_1(x)(u_2(y) - u_2(x)) \right).
\]

Observe that the indices and summations can be switched in the following way:

\[
\sum_{x \in G} \sum_{y \sim x, y \in G} g_{xy} u_1(x) u_2(y) = \sum_{y \in G} \sum_{x \sim y, x \in G} g_{xy} u_1(y) u_2(x) = \sum_{x \sim y, x \in G} \sum_{y \in G} g_{xy} u_1(y) u_2(x).
\]

Hence the summation over \( x, y \in G \) cancels out, and we get

\[
\sum_{x \in G} \mu_x (u_1(x) \Delta_G u_2(x) - u_2(x) \Delta_G u_1(x)) = \sum_{x \in G} \sum_{y \sim x, y \in \partial G} g_{xy} (u_1(x) u_2(y) - u_2(x) u_1(y)),
\]
where we have used the fact that the weights are symmetric: \( g_{xy} = g_{yx} \). Then the lemma follows from (1.5) and the following identity:

\[
u_1(x)u_2(y) - u_2(x)u_1(y) = u_2(y)(u_1(x) - u_1(y)) + u_1(y)(u_2(y) - u_2(x)).\]

Next we consider the boundary distance functions and the closely related resolving sets of a graph, see [44, 64] and their generalizations in [43].

**Definition 2.2.** Let \((G, \partial G, E)\) be a finite connected graph with boundary. We say \( \partial G = \{z_i\}_{i=0}^{m-1} \) is a resolving set for \((G, \partial G, E)\), if the boundary distance coordinate

\[
(d(\cdot, z_0), d(\cdot, z_1), \ldots, d(\cdot, z_{m-1})) : G \to \mathbb{R}^m
\]

is injective, where \( d \) denotes the distance on \((G \cup \partial G, E)\).

For any point \(x \in G\), we denote by \(r_x\) the boundary distance function

\[
r_x : \partial G \to \mathbb{R}, \quad r_x(z) = d(x, z). \tag{2.1}
\]

The set of boundary distance functions of a graph \(G\) is denoted by \(\mathcal{R}(G)\). If \(\partial G\) is a resolving set, the map \(x \mapsto r_x\) from \(G\) to \(\mathcal{R}(G)\) is a bijection.

The minimal cardinality of resolving sets for a graph is called the metric dimension of the graph [44]. The boundary distance functions are extensively used in the study of inverse problems on manifolds, see e.g. [38, 47, 48, 57, 63].

The concept of resolving sets gives a rough idea on how to choose boundary points such that the inverse problem may be solvable. If the chosen boundary points do not form a resolving set, then there is little hope to solve the inverse problem from spectral data measured at those points.

**Lemma 2.3.** The Two-Points Condition (Item 7 of Assumption 7) implies that \(\partial G\) is a resolving set for \((G, \partial G, E)\).

**Proof.** Suppose that \(\partial G\) is not a resolving set for \((G, \partial G, E)\). Then by Definition 2.2 there exist two points \(x_1, x_2 \in G\) such that \(d(x_1, z) = d(x_2, z)\) for all \(z \in \partial G\). However, the set \(S = \{x_1, x_2\}\) is a contradiction to the Two-Points Condition for \((G, \partial G, E)\). □

We point out that the Neumann spectral data for the equation (1.9) are not affected at all by edges between boundary points, since the Neumann boundary value (1.5) only counts edges from boundary points to interior points. In other words, the edges between boundary points are invisible to our Neumann spectral data. However, this limitation does not matter to us since the structure of the boundary is a priori given. What we will reconstruct in the next few sections is actually the reduced graph of \(G\), which is defined as follows.

**Definition 2.4** (Reduced graph). Let \(G = (G, \partial G, E, \mu, g)\) be a weighted graph with boundary. The reduced graph of \(G\) is defined as \(G_{re} = (G, \partial G, E_{re}, \mu, g|_{E_{re}})\), where

\[
E_{re} = E \setminus \{\{x, y\} \in E \mid x \in \partial G \text{ and } y \in \partial G\}.
\]

A graph with boundary being strongly connected is equivalent to its reduced graph being connected. Note that \(G\) and \(G_{re}\) have identical Neumann spectral data due to the definition of the Neumann boundary value (1.5).

Reducing a graph affects distances as paths along edges between boundary points become forbidden. In the same way as Definition 1.2 the distance \(d_{re}(x, y)\) on the reduced graph \((G \cup \partial G, E_{re})\) is defined through paths of \((G \cup \partial G, E_{re})\) from \(x\) to \(y\), instead of along paths of the original graph \((G \cup \partial G, E)\). Then clearly
We require Neumann boundary condition at each time step. More precisely, using the definition of the discrete first and second time derivatives at \((x,t)\) (Definition 3.1), we consider the following initial value problem for the discrete wave equation:

\[
\begin{aligned}
D_t u(x,t) - \Delta_G u(x,t) + q(x)u(x,t) &= 0, & x \in G, & t \geq 1, \\
\partial_t u(x,t) &= 0, & x \in \partial G, & t \geq 0, \\
D_t u(x,0) &= 0, & x \in G, \\
u(x,0) &= W(x), & x \in G \cup \partial G,
\end{aligned}
\]  

(3.1)

where the values of \(u\) on \(\partial G\) are uniquely determined by the values on \(G\) via the Neumann boundary condition at each time step. More precisely, using the definition of the Neumann boundary value (1.5) gives

\[
u(z) = \sum_{x \in \tilde{G}} g_{xz} u(x) / \sum_{x \in \tilde{G}} g_{xz}, \quad z \in \partial G.
\]  

(3.2)

We require \(\partial_n W|_{\partial G} = 0\) for the compatibility of the initial value and Neumann boundary condition. The initial conditions and the boundary condition imply that \(u(x,1) = u(x,0) = W(x)\) for all \(x \in G \cup \partial G\).
Definition 3.2 (Waves). Given $W : G \cup \partial G \to \mathbb{R}$ satisfying $\partial_v W|_{\partial G} = 0$, denote by $u^W : (G \cup \partial G) \times N \to \mathbb{R}$ the solution of the discrete wave equation (3.1) with the initial condition $u(\cdot, 0) = W(\cdot)$ on $G \cup \partial G$. The function $W$ is called the initial value. In this paper, a wave refers to a solution of the wave equation (3.1).

Lemma 3.3. Given any initial value $W : G \cup \partial G \to \mathbb{R}$ satisfying $\partial_v W|_{\partial G} = 0$, the discrete wave equation (3.1) has a unique solution.

Proof. The discrete wave equation is solved in the following way. The solution on $G \cup \partial G$ at times $t = 0$ and $t = 1$ are determined by the initial conditions. Afterwards, the value on $G$ at time $t \geq 2$ is calculated from the value on $(G \cup \partial G) \times \{t-1\}$ and on $G \times \{t-2\}$ by the equation $D_t u - \Delta_G u + q u = 0$. Then the formula (3.2) gives the value on $\partial G$ at time $t$.

The main purpose of this section is to prove a wavefront lemma which will be used frequently in the next section. Item 2 of Assumption 1 is essential to guarantee proper wave behaviour.

Lemma 3.4. Let $\mathbb{G}$ be a finite connected graph with boundary satisfying Item 2 of Assumption 1. Suppose the reduced graph of $\mathbb{G}$ is connected. Let $x \in G$ and $z \in \partial G$. If $x \sim z$, then $d_{re}(x, p) \leq d_{re}(z, p)$ for any $p \in G \cup \partial G - \{z\}$.

Proof. Let $x' \in G$ be a point such that $x' \sim z$ and $d_{re}(x', p) = d_{re}(z, p) - 1$. This point exists since distances are realised by paths in a connected graph. Such a point $x'$ cannot be in $\partial G$, because there are no edges between boundary points in the reduced graph. We have $x, x' \in G$ and $x \sim z$, $x' \sim z$. Then by Item 2 of Assumption 1 we have $x \sim x'$ if $x \neq x'$. Hence the triangle inequality yields that $d_{re}(x, p) \leq d_{re}(x, x') + d_{re}(x', p) = d_{re}(z, p)$. If $x = x'$, then $d_{re}(x, p) = d_{re}(z, p) - 1 < d_{re}(z, p)$.

Recall that the Neumann boundary value (1.3) does not take into account the edges between boundary points. This means that waves cannot propagate from one boundary point to another without going through the interior. Hence the wavefront propagates by the distance function $d_{re}$ of the reduced graph, instead of the distance function of the original graph.

Lemma 3.5 (Wavefront). Let $\mathbb{G}$ be a finite connected weighted graph with boundary satisfying Item 3 of Assumption 1. Suppose the reduced graph of $\mathbb{G}$ is connected. Let $x \in G$, $z \in \partial G$ and $t_0 = d_{re}(x, z)$. Suppose $W : G \cup \partial G \to \mathbb{R}$ is an initial value satisfying $\partial_v W|_{\partial G} = 0$, $W(z) = 0$ and

$$ \{ y \in N_{re}(z, t_0) \cap G \mid W(y) \neq 0 \} \subseteq \{ x \}. $$

Then the following properties hold for the wave $u^W$ generated by $W$:

(1) If $W(x) > 0$, then $t_0 \geq 2$, $u^W(z, t_0) > 0$ and $u^W(z, t) = 0$ for all $t < t_0$;

(2) If $W(x) = 0$, then $u^W(z, t) = 0$ for all $t \leq t_0$.

Proof. Let us prove the first claim of the lemma with $W(x) > 0$. To start with, we show that $t_0 = d_{re}(x, z) \geq 2$. Suppose $d_{re}(x, z) = 1$. Let $x, y_1, \ldots, y_J \in G$ be the interior points connected to $z \in \partial G$. The boundary conditions $W(z) = 0$ and $\partial_v W(z) = 0$ imply that

$$ \sum_{y \sim z, y \in G} g_{y,z} W(y) = 0. $$
On the other hand, (3.3) implies that $W(y_j) = 0$ for $j = 1, \ldots, J$. Hence the equation above reduces to $g_{xj} W(x) = 0$, which is a contradiction as $g$ is defined to be positive. Hence $d_{xj}(x, z) \geq 2$.

Let $z' \in \partial G$, $z' \neq z$. If $d_{xj}(z', z) \leq t_0 - 1$, then for any $x' \in G$ with $x' \sim z'$, Lemma 3.4 implies that $d_{xj}(x', z) \leq d_{xj}(z', z) \leq t_0 - 1$, and hence $W(x') = 0$ by (3.3). Since this holds for all the interior points connected to $z'$, the Neumann boundary condition yields that $W(z') = 0$. On the other hand, (3.3) implies that $W(x') \leq t_0$, and hence $W(x') \geq 0$. Note that $W(x')$ may be nonzero in this case since possibly $x' = x$. Then the Neumann boundary condition gives $W(z') \geq 0$. Combining these observations, for any $p \in G \cup \partial G$, we have

$$W(p) \begin{cases} = 0, & p \in G \cup \partial G, d_{xj}(p, z) \leq t_0 - 1, \\ \geq 0, & p \in G \cup \partial G, d_{xj}(p, z) = t_0, \\ > 0, & p = x. \end{cases} \tag{3.4}$$

By the initial conditions of the wave equation (3.1), $u^W(p, 1) = u^W(p, 0) = W(p)$ for all $p \in G \cup \partial G$. Hence (3.4) gives the wavefront behavior of the wave $u^W(\cdot, t)$ at time $t = 0, 1$.

To study the wavefront behavior of the wave $u^W(\cdot, t)$ at $t \geq 2$, it is convenient to use an induction formulation where (3.4) serves as the base case. The formulation is as follows: prove the following statement, by induction on $\tau = 1, 2, \ldots, t_0 - 1$, that for any $p \in G \cup \partial G$,

$$u^W(p, \tau) \begin{cases} = 0, & p \in G \cup \partial G, d_{xj}(p, z) \leq t_0 - \tau, \\ \geq 0, & p \in G \cup \partial G, d_{xj}(p, z) = t_0 - \tau + 1, \end{cases} \tag{3.5}$$

and that

$$u^W(x, \tau) > 0, \tag{3.6}$$

for some $x \in G$ satisfying $d_{xj}(x, z) = t_0 - \tau + 1$. For $\tau = 1$, the claims (3.5) and (3.6) reduce to (3.4) by choosing $x = x$. This verifies the initial conditions for the induction. Assume that (3.5) and (3.6) hold for some $\tau \in \{1, 2, \ldots, t_0 - 2\}$. Then we need to prove that (3.5) and (3.6) hold for $\tau + 1$. We will spend most of the proof to argue this. Once (3.5) and (3.6) are proved, we will show in the end that the lemma can be proved from the $\tau = t_0 - 1$ case.

By the wave equation (3.1), we have

$$u^W(p, \tau + 1) = 2u^W(p, \tau) - u^W(p, \tau - 1) + \Delta_G u^W(p, \tau) - q(p)u^W(p, \tau), \tag{3.7}$$

when $p \in G$ and $\tau \geq 1$. This formula and the Neumann boundary condition are what the induction is based on. First, we prove that (3.5) holds for $\tau + 1$.

Let $p \in G$ satisfying $d_{xj}(p, z) \leq t_0 - (\tau + 1)$. Then we see that the terms $2u^W(p, \tau), u^W(p, \tau - 1)$ and $q(p)u^W(p, \tau)$ in (3.7) are all equal to zero by the induction assumption. Moreover, since $u^W(p, \tau) = 0$, we have

$$\Delta_G u^W(p, \tau) = \frac{1}{\mu_p} \sum_{y \in G \cup \partial G} g_{yp} u^W(y, \tau).$$

Let $y \in G \cup \partial G$ be any point connected to $p$. Then $d_{xj}(y, z) \leq d_{xj}(y, p) + d_{xj}(p, z) \leq 1 + t_0 - (\tau + 1) = t_0 - \tau$, and hence $u^W(y, \tau) = 0$ by the induction assumption. Thus (3.7) shows that $u^W(p, \tau + 1) = 0$ for all $p \in G$, $d_{xj}(p, z) \leq t_0 - (\tau + 1)$.

On the other hand, if $p \in G$ satisfying $d_{xj}(p, z) = t_0 - (\tau + 1) + 1 = t_0 - \tau$, then for the same reason as above, we see that

$$u^W(p, \tau + 1) = \Delta_G u^W(p, \tau) = \frac{1}{\mu_p} \sum_{y \in G \cup \partial G} g_{yp} u^W(y, \tau).$$
If $y \in G \cup \partial G$ satisfies $y \sim p$, then $d_{rc}(y, z) \leq d_{rc}(y, p) + d_{rc}(p, z) = 1 + t_0 - \tau$, and hence $u^W(y, \tau) \geq 0$ by the induction assumption. Thus $u^W(p, \tau + 1) \geq 0$. It remains to consider the case of $p \in \partial G$, and find $x_{t+1}$ for (3.6).

Let $p \in \partial G$. Instead of using (3.7), which is valid only in the interior, we can determine the sign of $u^W(p, \tau + 1)$ by using the Neumann boundary condition $\partial_y u^W(p, \tau + 1) = 0$. Namely,

$$u^W(p, \tau + 1) = \sum_{y \sim p \atop y \in G} g_{yp} u^W(y, \tau + 1) / \sum_{y \sim p \atop y \in G} g_{yp}. \tag{3.8}$$

Suppose $p \neq z$ and $d_{rc}(p, z) \leq t_0 - (\tau + 1)$. Any interior point $y$ with $y \sim p$ satisfies that $d_{rc}(y, z) \leq d_{rc}(y, p) + d_{rc}(p, z) = 1 + t_0 - \tau$ by Lemma 3.4. Since we have already showed that $u^W(y, \tau+1) = 0$ for any $x \in G$ satisfying $d_{rc}(y, z) \leq t_0 - (\tau + 1)$, it follows from (3.8) that $u^W(p, \tau + 1) = 0$. In the case of $p = z$, for any interior point $y$ adjacent to $z$ (i.e., $d_{rc}(y, z) = 1$), we have $u^W(y, \tau + 1) = 0$ if $d_{rc}(y, z) = 1 \leq t_0 - (\tau + 1)$ is satisfied. This is applicable to all our induction steps since $\tau \leq t_0 - 2$, and therefore we have $u^W(z, \tau + 1) = 0$ due to (3.8).

For the second line in (3.5), let $p \in \partial G$ satisfying $d_{rc}(p, z) = t_0 - (\tau + 1) + 1 = t_0 - \tau$. In particular $p \neq z$ since $\tau < t_0$. As in the previous case, we see that any interior point $x$ with $x \sim p$ satisfies $d_{rc}(x, z) \leq d_{rc}(p, z) = t_0 - \tau$. Since we have already showed that $u^W(x, \tau + 1) \geq 0$ for such $x$, we get $u^W(p, \tau + 1) \geq 0$. This concludes the proof of (3.5) by induction.

Next, we prove that (3.6) holds for $\tau + 1$. The induction assumption gives that $u^W(p, \tau) \geq 0$ for any $p \in G \cup \partial G$ satisfying $d_{rc}(p, z) = t_0 - \tau + 1$. Moreover, there exists one such $p \in G$, denoted by $x_{\tau}$, so that $u^W(x_{\tau}, \tau) > 0$. Let $y$ be a shortest path of length $t_0 - \tau + 1$ from $x_{\tau}$ to $z$ in the reduced graph. Since $\tau \leq t_0 - 2$, this path is at least of length 3. Let $x_{t+1}$ be the second vertex along this path, and then $d_{rc}(x_{t+1}, z) = t_0 - \tau \geq 2$. Observe that $x_{t+1}$ is also an interior point: if not, then Lemma 3.3 implies that $d_{rc}(x_{\tau}, z) \leq d_{rc}(x_{t+1}, z) = t_0 - \tau$ as $x_{\tau} \sim x_{t+1}$, contradiction.

To prove (3.6), it remains to prove that $u^W(x_{t+1}, \tau + 1) > 0$. We consider the formula (3.7) with $p = x_{t+1}$. The induction assumption for (3.5) shows that $u^W(x_{t+1}, \tau)$, $u^W(x_{t+1}, \tau - 1)$ and $q(x_{t+1})u^W(x_{t+1}, \tau)$ are all equal to zero, since $d_{rc}(x_{t+1}, z) \leq t_0 - \tau$. Thus by (3.7),

$$u^W(x_{t+1}, \tau + 1) = \Delta_G u^W(x_{t+1}, \tau) = \frac{1}{\mu_{x_{t+1}}} \sum_{y \sim x_{t+1} \atop y \in G \cup \partial G} g_{yx_{t+1}} u^W(y, \tau).$$

For a point $p \in G \cup \partial G$ connected to $x_{t+1}$, we have $d_{rc}(p, z) \leq t_0 - \tau + 1$, and therefore the induction assumption for (3.5) gives $u^W(y, \tau) \geq 0$. Notice that one of the points $y$ in the sum above is $x_{\tau}$, for which $u^W(x_{\tau}, \tau) > 0$. Hence the whole sum is positive. This concludes the proof of (3.6) by induction.

Now we turn to the statement of the lemma, with (3.5) and (3.6) in hand. We see that $u^W(z, t) = 0$ for all $t < t_0$ by (3.5). At time $t_0$, the Neumann boundary condition gives

$$u^W(z, t_0) = \sum_{y \sim z \atop y \in G} g_{yz} u^W(y, t_0) / \sum_{y \sim z \atop y \in G} g_{yz}. \tag{3.9}$$

Let $y \in G$ be an arbitrary point satisfying $y \sim z$. The formula (3.7) gives

$$u^W(y, t_0) = 2u^W(y, t_0 - 1) - u^W(y, t_0 - 2) + \Delta_G u^W(y, t_0 - 1) - q(y)u^W(y, t_0 - 1).$$

Since $u^W(y, t_0 - 1) = u^W(y, t_0 - 2) = 0$ by (3.5), we have

$$\Delta_G u^W(y, t_0 - 1) = \frac{1}{\mu_y} \sum_{p \sim y \atop p \in G \cup \partial G} g_{yp} u^W(p, t_0 - 1).$$
Note that \( d_{re}(p, z) \leq d_{re}(p, y) + d_{re}(y, z) = 1 + 1 = 2 \). If \( d_{re}(p, z) = 0 \), then \( p = z \) and \( u^W(p, t_0 - 1) = u^W(z, t_0 - 1) = 0 \). If \( d_{re}(p, z) = 1 \), then \( u^W(p, t_0 - 1) = 0 \) by the first line of (3.5). If \( d_{re}(p, z) = 2 \), then \( u^W(p, t_0 - 1) \geq 0 \) by the second line of (3.5). Hence from the equations above, we see that \( \Delta G^W(y, t_0 - 1) \geq 0 \), and consequently \( u^W(y, t_0) \geq 0 \) for any \( y \in G \) satisfying \( y \sim z \). Furthermore, there exists a point \( \hat{p} \in G \) with \( d_{re}(\hat{p}, z) = 2 \) such that \( u^W(\hat{p}, t_0 - 1) > 0 \) by (3.6). The condition \( d_{re}(\hat{p}, z) = 2 \) indicates that there exists a point \( \hat{y} \in G \) such that \( \hat{y} \sim z \) and \( \hat{y} \sim \hat{p} \). Hence from the same equations above, we see that \( \Delta G^W(\hat{y}, t_0 - 1) > 0 \) and consequently \( u^W(\hat{y}, t_0) > 0 \). Combining these with (3.9) yields that \( u^W(z, t_0) > 0 \).

The second claim of the lemma with \( W(x) = 0 \) simply follows from the same proof as above but without the need for (3.6), and by replacing instances of \( W \) \( \geq 0, W > 0 \) with \( W = 0 \) and those of \( u^W \geq 0, u^W > 0 \) with \( u^W = 0 \). □

4. The Inverse Spectral Problem

In this section, we reconstruct the graph structure and the potential from the Neumann boundary spectral data, and prove Theorem 1 and Theorem 2. Since the structure of the boundary is a priori given, it suffices to reconstruct the reduced graph \( G_{re} \) (recall Definition 2.4). The assumption that \( G \) is strongly connected is equivalent to \( G_{re} \) being connected. Due to Lemma 2.5 and the fact that removing edges between boundary points does not affect the boundary spectral data, without loss of generality, we assume \( G = G_{re} \) throughout this section. In other words, we assume that there are no edges between boundary points in \( G \).

The full reconstruction process is divided into two main parts. The first part proves that under the Two-Points Condition, the Neumann boundary spectral data determine the Fourier coefficients of all \( L^2 \)-normalized functions supported at one single interior point (and all boundary distance functions corresponding to interior points). The second part proves that these information then determines the graph structure and the weights.

4.1 Characterization by boundary data

In this subsection, we construct a characterization of the boundary distance functions by boundary data. We mention that the related constructions on partially ordered lattices that contain boundary distance functions as maximal elements have been used to study inverse problems on manifolds in [62].

Let \( s : \partial G \rightarrow \mathbb{Z}_+ \). We equip the set of such functions with the following partial order

\[
\forall z \in \partial G : s_1(z) \leq s_2(z) \quad \Longrightarrow \quad s_1 \lesssim s_2. \tag{4.1}
\]

We consider the set of initial values for which the corresponding waves are not observed at the boundary before time \( s(\cdot) \),

\[
\mathcal{W}(s) = \{ W : G \cup \partial G \rightarrow \mathbb{R} \mid \partial_w W|_{\partial G} = 0, u^W(z, t) = 0 \text{ for all } z \in \partial G, t < s(z) \}.
\]

Let \( N = |G| \) be the number of interior vertices, and we define the set

\[
\mathcal{U} = \{ s : \partial G \rightarrow \mathbb{Z}_+ \mid 2 \leq s(\cdot) \leq N, \dim(\mathcal{W}(s)) \neq 0 \}. \tag{4.2}
\]

We remark that given the Neumann boundary spectral data, the conditions of \( \mathcal{W}(s) \) correspond to a system of linear equations on \( \partial G \) for solving the Fourier coefficients of the initial value, which will be explained in details in the next subsection. As a consequence, the Neumann boundary spectral data determine the set \( \mathcal{U} \).

Due to the linearity of the wave equation (3.1), the set \( \mathcal{W}(s) \) is a linear space over \( \mathbb{R} \), so \( \dim(\mathcal{W}(s)) \) is simply its dimension as a vector space. The condition
Recall that we assumed $G$ corresponding wave satisfies the conditions of $W(s)$. Observe that the conditions of $W(s)$ indicate that any initial value $W \in W(s)$ vanishes on the whole boundary since $u^W(z,0) = W(z)$. Then the condition $u^W(z,t) = 0$ for $t = 0$ implies the same condition for $t = 1$ due to the initial conditions of $\{3.1\}$. Hence we only need to consider $s \geq 2$ in the definition above.

The set $U$ is a set of functions equipped with the partial order $\{4.1\}$. We are interested in its maximal elements with respect to the partial order, denoted by $\max(U)$.

**Lemma 4.1.** Let $G$ be a finite connected weighted graph with boundary satisfying Assumption $[2]$. Then we have

$$\{r_x \mid x \in G - N(\partial G)\} \subseteq \max(U).$$

Furthermore, for any nonzero initial value $W \in W(r_x)$ where $x \in G - N(\partial G)$, we have $\text{supp}(W) = \{x\}$.

**Proof.** For an arbitrary point $x \in G - N(\partial G)$, we first show that for any nonzero initial value $W \in W(r_x)$, we have $\text{supp}(W) = \{x\}$ and consequently $r_x \in U$ by Lemma $3.5$. Observe that $r_x(\cdot) \geq 2$ due to $x \in G - N(\partial G)$, and $r_x(\cdot) \leq N$ since we assume no edges between boundary points and any shortest path between $x$ and a boundary point can pass at most $N - 1$ interior points.

From the condition $W \in W(r_x)$, we see that the wave $u^W$ corresponding to this initial value satisfies $u^W(z,t) = 0$ when $z \in \partial G$ and $t < r_x(z)$. Let

$$S = \{y \in G \mid W(y) \neq 0\} \cup \{x\}.$$  

If $|S| \geq 2$, the Two-Points Condition in Assumption $[1]$ implies that there exist $x_0 \in S - \{x\}$ and $z_0 \in \partial G$, such that $x_0$ is the unique nearest point in $S$ from $z_0$, which in particular yields $d(x_0,z_0) \leq d(x,z_0) - 1 = r_x(z_0) - 1$. But by the propagation of the wavefront (Lemma $3.5$), we see that $u^W(z_0,t_0) \neq 0$ for $t_0 = d(x_0,z_0)$. This is a contradiction because $W(r_x)$ requires $u^W(z_0,t_0) = 0$ for $t_0 < r_x(z_0)$. Therefore $|S| \leq 1$ and $\text{supp}(W) \cap G \subseteq \{x\}$. Since $x \notin N(\partial G)$, we see by the Neumann boundary condition that $W = 0$ on $\partial G$. Hence $\text{supp}(W) = \{x\}$.

We next show that the boundary distance functions are maximal elements in $U$. Let $x \in G - N(\partial G)$ and suppose there exists an element $s \in U$ such that $s \geq r_x$.

By definition of $U$, there exists a nonzero initial value $W$ such that

$$u^W(z,t) = 0, \quad \forall z \in \partial G, t < s(z).$$

Since $r_x \leq s$, the same vanishing conditions hold for all $t < r_x(z)$. Then the same argument above yields $\text{supp}(W) = \{x\}$. If $r_x(z') < s(z')$ for some boundary point $z' \in \partial G$ then Lemma $3.5$ shows that $u^W(z',t') \neq 0$ for $t' = d(x,z') = r_x(z')$. This contradicts (4.4). Therefore if $r_x \leq s$, then $r_x = s$ and therefore $r_x$ is a maximal element in $U$.

Next, we recover the boundary distance functions corresponding to points in $G \cap N(\partial G)$. Let $s : \partial G \to \mathbb{Z}_+$, and we define

$$W_b(s) = \{W : G \cup \partial G \to \mathbb{R} \mid \partial_b W|_{\partial G} = 0, u^W(z,t) = 0 \text{ when } z \in \partial G, s(z) \geq 2 \text{ and } t < s(z)\},$$

and for $y \in G \cap N(\partial G)$, define the set

$$U_b(y) = \{s : \partial G \to \mathbb{Z}_+ \mid \dim(W_b(s)) \neq 0, s(\cdot) \leq N, s(z) = 1 \text{ only if } z \sim y\}.$$

1Precisely, $r_x$ is the boundary distance function with respect to $d_{re}$ on the reduced graph $G_{re}$.

Recall that we assumed $G = G_{re}$. This is the case throughout Section $[2]$.  
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Recall that \( N = |G| \) is the number of interior points. Functions \( s \in \mathcal{U}_b(y) \) can have \( s(z) > 1 \) at \( z \sim y \). As with the previous case, the set \( \mathcal{U}_b(y) \) is also determined by the Neumann boundary spectral data, which will be explained in the next subsection.

One can show the following lemma by a similar argument as Lemma 4.1.

**Lemma 4.2.** Let \( G \) be a finite connected weighted graph with boundary satisfying Assumption 7. Then for any \( y \in G \cap N(\partial G) \), we have

\[
    r_y \in \max \left( \mathcal{U}_b(y) \right).
\]

Furthermore, for any nonzero initial value \( W \in \mathcal{W}_b(r_y) \) where \( y \in G \cap N(\partial G) \), we have \( \text{supp}(W) \cap G = \{y\} \).

**Proof.** Following the argument in Lemma 4.1 for any nonzero initial value \( W \in \mathcal{W}_b(r_y) \), consider the set \( S = \{x \in G \mid W(x) \neq 0\} \cup \{y\} \). If \( |S| \geq 2 \), we can find an extreme point \( y_0 \in G - \{y\} \) of \( S \) with respect to some \( z_0 \in \partial G \). The extreme point condition implies that \( z_0 \) cannot be connected to \( y \), and hence \( W = W(z_0,0) = 0 \) by the condition \( W \in \mathcal{W}_b(r_y) \). The assumptions of Lemma 3.5 are satisfied for \( W \) and the pair of points \( y_0, z_0 \), so \( u^W(z_0,t_0) = 0 \) for \( t_0 = d(y_0, z_0) \). But by the definition of the extreme point, we have \( d(y_0, z_0) < d(y, z_0) = r_y(z_0) \). This contradicts the condition \( u^W(z_0,t) = 0 \) for \( t < r_y(z_0) \) of \( W \in \mathcal{W}_b(r_y) \), considering \( z_0 \not\sim y \). Hence \( |S| = 1 \) and \( \text{supp}(W) \cap G = \{y\} \).

Let \( y \in G \cap N(\partial G) \). We first show that \( r_y \in \mathcal{U}_b(y) \). Clearly \( r_y \leq N \) and \( r_y(z) = 1 \) only at boundary points \( z \) connected to \( y \). It remains to show that there exists a nonzero initial value \( W \in \mathcal{W}_b(r_y) \). Consider an initial value \( W \) satisfying \( W(x) = 1 \) at \( x = y \) and \( W(x) = 0 \) otherwise in \( G \). The values of \( W \) on \( \partial G \) are determined by the Neumann boundary condition \( \partial G \). By the definition of \( W_b(r_y) \), it suffices to show that \( u^W(z,t) = 0 \) for all \( t < r_y(z) \). At such boundary points \( z \) satisfying \( r_y(z) \geq 2 \) (i.e. \( z \not\sim y \)), the Neumann condition gives \( W(z) = 0 \). Moreover, we have \( W = 0 \) at all points in \( N(z,d(y,z)) \cap G \) except for \( y \) at which \( W(y) > 0 \). Hence Lemma 3.5 yields that \( u^W(z,t) = 0 \) for all \( t < d(y,z) = r_y(z) \). Thus \( r_y \in \mathcal{U}_b(y) \).

Next, we show that \( r_y \) is maximal. Let \( s \in \mathcal{U}_b(y) \) with \( r_y \leq s \). By the definition of \( \mathcal{U}_b(y) \), we have \( s(z) \leq N \) and \( s(z) > 1 \) if \( z \not\sim y \). Furthermore, there is a nonzero initial value \( W \in \mathcal{W}_b(s) \) satisfying

\[
    u^W(z,t) = 0, \quad \forall z \in \partial G, s(z) \geq 2, t < s(z).
\]

If \( s(z) = 1 \) occurs, it follows from the definition of \( \mathcal{U}_b(y) \) that \( s(z) = 1 \). Since \( r_y \leq s \), the wave \( u^W \) satisfies the following possibly less strict set of conditions

\[
    u^W(z,t) = 0, \quad \forall z \in \partial G, r_y(z) \geq 2, t < r_y(z).
\]

This exactly means \( W \in \mathcal{W}_b(r_y) \). Then the same argument above yields \( \text{supp}(W) \cap G = \{y\} \). Assume that \( r_y(z') < s(z') \) for some \( z' \in \partial G \). This indicates that \( s(z') \geq 2 \) as \( r_y > 0 \). Hence \( 4.6 \) implies that \( u^W(z',t) = 0 \) for \( t < s(z') \), and in particular \( W(z') = u^W(z',0) \neq 0 \). Then Lemma 3.5 shows that \( u^W(z',t') \neq 0 \) for \( t' = d(y,z') < s(z') \), which is a contradiction. Hence \( r_y(z') = s(z') \) for all \( z' \in \partial G \), and therefore \( r_y \) is maximal.

To uniquely determine \( G \cap N(\partial G) \), we need to find all maximal elements of \( \mathcal{U}_b(y) \) for every \( y \in G \cap N(\partial G) \). Then this set of maximal elements contains the set of boundary distance functions \( \{r_y\}_{y \in G \cap N(\partial G)} \), which corresponds to the initial values supported only at one single point of \( G \cap N(\partial G) \) in the interior. However in general, as with Lemma 4.1, there are more maximal elements than just the boundary distance functions.

To reconstruct the graph structure, we need to single out the actual boundary distance functions from the whole set of maximal elements. We will spend the rest of this subsection to address it.
Definition 4.3. We define the arrival time of a wave with an initial value \( W \) at a boundary point \( z \in \partial G \), to be the earliest time \( t \geq 1 \) when \( u^W(z,t) \neq 0 \). Denote the arrival time at \( z \) by \( t^W_z \).

Definition 4.4. Denote by \( \mathcal{A} \) the set of all the \( L^2(G) \)-normalized initial values \( W \) satisfying the following three conditions:

1. \( W : G \cup \partial G \to \mathbb{R}, \partial_z W|_{\partial G} = 0 \), i.e. \( W \) is an initial value;

2. \( W \in W(s) \) for some \( s \in \max(\mathcal{U}) \), or \( W \in W_0(s) \) for some \( s \in \max(\mathcal{U}_0(y)) \) and some \( y \in G \cap N(\partial G) \), i.e. \( W \) corresponds to a maximal element;

3. for all \( z \in \partial G \), we have \( u^W(z,t^W_z) > 0 \), i.e. the first arrival of the wave at any boundary point is with a positive sign.

For \( x \in G \), we use \( W_x \) to denote a function satisfying \( \partial_z W_x|_{\partial G} = 0 \), supp(\( W_x \)) \( \cap G = \{x\} \) and \( W_x(x) > 0 \). Finally, we define the set \( \mathcal{A}_0 \) as the \( L^2 \)-normalized initial values supported at one single point,

\[
\mathcal{A}_0 = \left\{ \frac{W_x}{\|W_x\|_{L^2(G)}} \mid x \in G, \partial_z W_x|_{\partial G} = 0, \text{supp}(W_x) \cap G = \{x\}, W_x(x) > 0 \right\}.
\]

Let us remark here regarding the motivation of Definition 4.4. In the next subsection, we will show in details that the Neumann boundary spectral data determine the sets \( \mathcal{U} \) and \( \mathcal{U}_0(y) \). This would imply that the Neumann boundary spectral data then determine the Fourier coefficients of functions in \( \mathcal{A} \). The functions in \( \mathcal{A} \) can be supported at multiple interior points, while what we really want are the functions in \( \mathcal{A}_0 \) supported at one single interior point. Therefore, we need to construct an algorithm (Lemma 4.8) to single out \( \mathcal{A}_0 \) from \( \mathcal{A} \).

Lemma 4.5. Let \( G \) be a finite connected weighted graph with boundary satisfying Assumption 7. Then \( \mathcal{A}_0 \subseteq \mathcal{A} \).

Proof. Let \( W \in \mathcal{A}_0 \). Then \( W \) is \( L^2(G) \)-normalized and it satisfies property 1 in Definition 4.4. Furthermore \( W = W_x \) for some \( x \in G \). We claim that \( t^W_z = r_x(z) \) for all \( z \in \partial G \).

This claim follows directly from the propagation of the wavefront (Lemma 3.5) if \( x \in G - N(\partial G) \), which yields that \( u^W(z,t^W_z) > 0 \) for all \( z \in \partial G \). If \( x \in G \cap N(\partial G) \) we see that \( t^W_z = r_x(z) \) when \( r_x(z) \geq 2 \) by Lemma 3.5. If \( r_x(z) = 1 \), then \( z \sim x \) and \( u^W(z,t) \) is determined by the Neumann boundary condition (3.2), which gives \( u^W(z,0) = u^W(z,1) > 0 \). Hence \( t^W_z = 1 \) in this case by Definition 4.4. In conclusion, \( t^W_z = r_x(z) \) and \( u^W(z,t^W_z) > 0 \) for all \( z \in \partial G \), i.e. the property 3 of Definition 4.4.

Moreover, Lemmas 4.1 and 4.2 imply that \( t^W \) is a maximal element, i.e. the property 2 with \( s(z) = t^W_z \).

Observe that \( \mathcal{A}_0 \) is an orthonormal basis of the linear span of \( \mathcal{A} \) with respect to the \( L^2(G) \)-inner product.

Lemma 4.6. Let \( G \) be a finite connected weighted graph with boundary satisfying Item 2 of Assumption 7.

1. Given any initial value \( W \) satisfying \( \partial_z W|_{\partial G} = 0 \) and the property 3 of Definition 4.4 if \( x_0 \) is an extreme point of \( \text{supp}(W) \cap G \), then \( W(x_0) > 0 \).

2. Given any nonzero initial value \( W \) satisfying \( \partial_z W|_{\partial G} = 0 \) and \( W|_G \geq 0 \), then for any \( z \in \partial G \), we have

\[
t^W_z = \min_{x \in \text{supp}(W) \cap G} t^W_x.
\]
As a consequence, if \( W, W_0 \) are two nonnegative initial values satisfying the Neumann boundary condition and \( \text{supp}(W_0) \cap G \subseteq \text{supp}(W) \cap G \), then \( t^{W_0}_z \geq t^W_z \) for any \( z \in \partial G \).

**Proof.** For the first claim, let \( z_0 \in \partial G \) be a boundary point realizing the extreme point condition of \( x_0 \). If \( d(x_0, z_0) \geq 2 \), the arrival time \( t^{W_0}_{z_0} = d(x_0, z_0) \) due to Lemma 3.5. If \( d(x_0, z_0) = 1 \), then \( t^{W_0}_{z_0} = 1 \) due to the Neumann boundary condition for \( W \). Hence the property 3, Lemma 3.5 and the Neumann boundary condition yield \( W(x_0) > 0 \).

Next, consider the second claim. Due to \( W|_G \geq 0 \), the initial value \( W \) restricted to \( G \) can be written as

\[
W|_G = \sum_{x \in \text{supp}(W) \cap G} \alpha_x W_x|_G
\]

for some positive numbers \( \alpha_x \), where \( W_x(x) = 1 \) and \( W_x(y) = 0 \) if \( y \notin G - \{x\} \). Since \( W \) and each \( W_x \) determine their boundary values uniquely and linearly from their values on \( G \) by (3.2), the form above extends to the whole graph \( G \cup \partial G \). By linearity and the uniqueness of the solution of (3.1), the wave \( u^W \) has the following form at any \( z \in \partial G \) and \( t \in \mathbb{N} \),

\[
u^W(z, t) = \sum_{x \in \text{supp}(W) \cap G} \alpha_x u^W_x(z, t).
\]

Since \( u^W_x(z, t^W_x) > 0 \) for any \( z \in \partial G \) by Lemma 3.5 and all \( \alpha_x \) are positive, we know that the earliest time \( u^W(z, \cdot) \) becomes nonzero is the earliest time when any of \( u^W_x(z, \cdot) \) becomes nonzero. This shows that for any \( z \in \partial G \),

\[
t^W_z = \min_{x \in \text{supp}(W) \cap G} t^W_x.
\]

The last part of the lemma follows from the condition that \( \text{supp}(W_0) \cap G \subseteq \text{supp}(W) \cap G \), since a minimum over a smaller set can only be larger.

**Lemma 4.7.** Let \( G \) be a finite connected weighted graph with boundary satisfying Assumption 7. If an initial value \( W \) satisfies \( W|_G \geq 0 \) and \( |\text{supp}(W) \cap G| \geq 2 \), then \( W \notin \mathcal{A} \).

**Proof.** Denote \( S = \{x \in G \mid W(x) \neq 0\} \) and we have \( |S| \geq 2 \) by assumption. We will show that the maximality requirement (2) of Definition 4.4 fails if (1) is satisfied.

First, let us bring forth a contradiction from the assumption that \( W \in W(s) \) for some \( s \in \max(\mathcal{U}) \). By the Two-Points Condition, there exists \( x_1 \in S \) and \( z_1 \in \partial G \), such that \( x_1 \) is the unique nearest point in \( S \) from \( z_1 \). Since \( W \in W(s) \) and \( s(z_1) \geq 2 \) as \( s \in \mathcal{U} \), we have \( W(z_1) = u^W(z_1, 0) = 0 \). Then Lemma 3.5 implies that \( t^W_{z_1} = d(x_1, z_1) \) and \( 2 \leq s(z_1) \leq t^W_{z_1} \). We consider the following modified function \( s' : \partial G \to \mathbb{Z}_+ \) defined by \( s'(z_1) = s(z_1) + 1 \) and equal to \( s \) at all other boundary points.

Now we prove that \( s' \in \mathcal{U} \) and consequently \( s \) cannot be maximal in \( \mathcal{U} \). On one hand, we have \( s' \geq s \geq 2 \). On the other hand, we have \( s' \leq s \). This is because if \( s(z_1) = N \) then \( d(x_1, z_1) \geq N \), which means that all \( y \in S - \{x_1\} \) are at least distance \( N+1 \) from \( z_1 \). But this is impossible since there are only \( N \) interior points, considering that distances (precisely \( d_{xx} \) on the reduced graph \( \mathcal{G}_{re} \)) are realized by paths passing through interior points by Lemma 3.4. Hence \( 2 \leq s' \leq N \) and it remains to show that \( W(s') \) is nontrivial. Define another initial value \( W_0 \) to be \( W_0(x_1) = 0 \) and equal to \( W \) elsewhere on \( G \). By the propagation of the wavefront (Lemma 3.5), we have \( u^{W_0}(z_1, t) = 0 \) for \( t \leq d(x_1, z_1) \). Since \( s(z_1) \leq t^W_{z_1} = d(x_1, z_1) \),

\[
u^{W_0}(z_1, t) = \sum_{x \in \text{supp}(W_0) \cap \partial G} \alpha_x u^{W_0}_x(z_1, t) = 0
\]

for any \( t \leq d(x_1, z_1) \) and \( \partial G \) - \( \{z_1\} \). Hence \( x_1 \) is realized by \( W_0 \) which is a contradiction.
and \( s'(z_1) = s(z_1) + 1 \), we have \( u^{W_0}(z_1, t) = 0 \) for \( t < s'(z_1) \). Since \( W|_{G} \geq 0 \), the arrival time of the wave \( u^{W_0} \) at any other boundary point is no earlier than that of \( u^W \) by Lemma 4.6. This shows \( W_0 \in W(s') \) and it is a nontrivial element since \( |S| \geq 2 \). Hence \( s' \in U \) and \( s \) cannot be maximal.

Next we consider \( W \in W_b(s_b) \) for some \( s_b \in U_b(y) \) and show that \( s_b \) cannot be maximal. Following the previous argument, we can find \( x_1 \in S \) and \( z_1 \in \partial G \), such that \( x_1 \) is the unique nearest point in \( S \) from \( z_1 \). If \( s_b(z_1) \geq 2 \), then the previous argument applies. Otherwise if \( s_b(z_1) = 1 \), then \( z_1 \approx y \). We define \( s'_b : \partial G \to \mathbb{Z}_+ \) by \( s'_b(z_1) = 2 \) and equal to \( s_b \) at all other boundary points. As before, we see that \( s'_b \leq N \), and \( s'_b(z) = 1 \) implies \( z \approx y \). It remains to show that there is a nontrivial initial value \( W_0 \in W_b(s'_b) \). We choose \( W_0(x_1) = 0 \) and equal to \( W \) elsewhere on \( G \). Since \( x_1 \) is an extreme point of \( S \) with respect to \( z_1 \), and \( W_0(x_1) = 0 \), we have \( W_0(z_1) = 0 \) by the Neumann boundary condition. This implies that \( u^{W_0}(z_1, 0) = u^{W_0}(z_1, 1) = W_0(z_1) = 0 \), and hence \( u^{W_0}(z, t) = 0 \) for \( t < s'_b(z_1) \). Then the same argument as for the earlier case shows that \( u^{W_0}(z, t) = 0 \) for \( t < s'_b(z) \) when \( s'_b(z) \geq 2 \). Thus we find a nontrivial initial value \( W_0 \in W_b(s'_b) \). Therefore \( s_b \) cannot be maximal in \( U_b(y) \). \( \square \)

Finally, we use the following criteria to distinguish \( A_0 \) from \( A \).

**Lemma 4.8.** Let \( G \) be a finite connected weighted graph with boundary satisfying Assumption 7. Then a subset \( \tilde{A} \subseteq A \) satisfies the following two properties

1. \( \tilde{A} \) is an orthogonal basis of the linear span of \( A \) in \( L^2(G) \);
2. for any \( W \in A - \tilde{A} \), there exists \( \tilde{W} \in \tilde{A} \) such that \( \langle W, \tilde{W} \rangle_{L^2(G)} < 0 \),

if and only if \( \tilde{A} = A_0 \).

**Remark.** Elements of \( A \) are normalized, so we are actually searching for an orthonormal basis satisfying Property 2. Property 1 can also be formulated as follows: \( \tilde{A} \) has cardinality equal to \( |G| \), and its elements are mutually orthogonal with respect to the \( L^2(G) \)-inner product.

**Proof.** First, we show that \( A_0 \) satisfies these two properties. The set \( A_0 \) satisfies Property 1 as a direct consequence of Lemma 4.5. Since every function in \( A - A_0 \) is supported at multiple interior points by the definition of \( A_0 \), Lemma 4.7 implies that any function \( W \in A - A_0 \) must have a negative value at some interior point, say at \( x \in G \). Then the condition \( \langle W, \tilde{W} \rangle_{L^2(G)} < 0 \) is satisfied with \( \tilde{W} = W_x \). Hence Property 2 is satisfied for \( A_0 \).

Next, we prove the “only if” direction. We claim that if \( \tilde{A} \nsubseteq A_0 \), then the Properties 1 and 2 cannot be satisfied at the same time. Suppose \( \tilde{A} \nsubseteq A_0 \) and Property 1 is true. The set \( \tilde{A} \) consists of two types of initial values: a) initial values supported at one single point in the interior (corresponding to the boundary distance functions), and b) initial values supported at multiple points in the interior (where interactions occur). Note that \( \tilde{A} \) may not contain the former type of initial values, but it must contain the latter type of initial values since \( \tilde{A} - A_0 \neq \emptyset \) by assumption. Property 1 implies that the support of these two types of initial values does not intersect.

Consider the union of the support (intersected with \( G \)) of all the initial values of type b) in \( \tilde{A} \), denoted by

\[
S = \bigcup_{W \in \tilde{A}, \; W \text{ of type } b} \text{supp}(W) \cap G.
\]

By the Two-Points Condition, we can find an extreme point \( \tilde{x} \in G \) of \( S \). Then we consider the \( L^2(G) \)-normalized initial value \( W_{\tilde{x}} \in \tilde{A} \) supported at \( \tilde{x} \in G \) with \( W_{\tilde{x}}(\tilde{x}) > 0 \). Orthogonality implies that \( W_{\tilde{x}} \notin \tilde{A} \), or equivalently \( W_{\tilde{x}} \in A - \tilde{A} \).
For any $\tilde{W} \in \mathcal{A}$ with $\langle W, \tilde{W} \rangle_{L^2(G)} \neq 0$, we know that $\tilde{W}$ is supported at multiple points containing $\hat{x}$. The condition that $\hat{x}$ is an extreme point of $S$ implies that $\hat{x}$ is also an extreme point of its subset $\text{supp}(\tilde{W}) \cap G$. Then $\tilde{W}(\hat{x}) > 0$ by Lemma 4.6(1). As a result, the positivity implies

$$\langle W, \tilde{W} \rangle_{L^2(G)} = \mu_{\hat{x}} W(\hat{x}) \tilde{W}(\hat{x}) > 0.$$  

Hence $\langle W, \tilde{W} \rangle_{L^2(G)} \geq 0$ for all $\tilde{W} \in \mathcal{A}$. This contradicts Property (2), and therefore proves the claim.

The claim shows that $\mathcal{A} \subseteq \mathcal{A}_0$ for any subset $\mathcal{A} \subseteq \mathcal{A}$ satisfying both properties. The set $\mathcal{A}_0$ is an orthogonal basis of the linear span of $\mathcal{A}$, and the only subset of $\mathcal{A}_0$ also forming a basis is $\mathcal{A}_0$ itself. Hence Property (1) yields $\mathcal{A} = \mathcal{A}_0$. \qed

### 4.2 Determination from spectral data

In this subsection, we will tie in the previous subsection’s objects to the spectral and boundary data of a graph. We will show that if two graphs have the same a priori data, then the spectral characterization of various objects, such as $\mathcal{U}_n$, $\mathcal{A}_0$ from the previous subsection, of these two graphs coincide. This leads to the conclusion that the inverse spectral problem is solvable.

Without loss of generality, we still assume $G = G_{re}$ throughout this section.

**Lemma 4.9.** Let $G$ be a finite connected weighted graph with boundary, and $q$ be a real-valued potential function on $G$. Let $\{\phi_j\}_{j=1}^\infty$ be the orthonormalized Neumann eigenfunctions of $(G, q)$. For any function $W: G \cup \partial G \to \mathbb{R}$, denote

$$\hat{W}(j) = \langle W, \phi_j \rangle_{L^2(G)} \quad \hat{W} = (\hat{W}(1), \cdots, \hat{W}(N)) \in \mathbb{R}^N.$$  

If $W$ is an initial value for (3.1), i.e. satisfying $\partial_n W|_{\partial G} = 0$, we have

$$W(x) = \sum_{j=1}^N \hat{W}(j) \phi_j(x), \quad \forall x \in G \cup \partial G.$$  

Conversely, given any $(c_j)_{j=1}^N \in \mathbb{R}^N$, $\sum_j c_j \phi_j$ gives an initial value for (3.1).

**Proof.** Since $G$ is connected and there are no edges between boundary points by assumption, every boundary point is connected to the interior. Then the claims are a direct consequence of the orthonormality of the eigenfunctions in $L^2(G)$, (3.2) and $\partial_n \phi_j|_{\partial G} = 0$. \qed

**Notation.** Given a complete orthonormal family of Neumann eigenfunctions of $(G, q)$ and $V \subseteq L^2(G)$, we denote $\hat{V} = \{\hat{f} \in \mathbb{R}^N \mid f \in V\}$. If $G'$ is another finite weighted graph with boundary, then we denote by $V'$ a subset of $L^2(G')$. In this case, $\hat{V}'$ is defined the same as above, but the hat-notation itself is defined using the eigenfunctions $\phi'_j$ of $G'$ rather than those of $G$.

The following lemma enables us to calculate a wave at any boundary point and any time, if we know the Neumann boundary spectral data and the Fourier transform (or the spectral representation) of the initial value of the wave.

**Lemma 4.10.** Let $G$ be a finite connected weighted graph with boundary, and $q$ be a real-valued potential function on $G$. Let $(\lambda_j, \phi_j)_{j=1}^\infty$ be the Neumann eigenvalues and orthonormalized Neumann eigenfunctions of $(G, q)$. Suppose $W$ is the initial value of some wave $u^W$ satisfying the wave equation (4.4). Then

$$u^W(x,t) = \sum_{j|\lambda_j=0} \hat{W}(j) \phi_j(x) + \sum_{j|\lambda_j=4} \hat{W}(j)(-2t + 1)(-1)^t \phi_j(x)$$  

$$+ \sum_{j|\lambda_j \notin \{0, 4\}} \hat{W}(j) \frac{\beta_{j,1} - \beta_{j,2} - (\beta_{j,1}^{-1} - \beta_{j,2}^{-1})}{\beta_{j,1} - \beta_{j,2}} \phi_j(x),$$
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where

$$\beta_{j,1} = -\frac{\lambda_j}{2} + 1 - \sqrt{\left(\frac{\lambda_j}{2} - 1\right)^2 - 1}, \quad \beta_{j,2} = -\frac{\lambda_j}{2} + 1 + \sqrt{\left(\frac{\lambda_j}{2} - 1\right)^2 - 1}. \quad (4.7)$$

Conversely, given any $\hat{W} \in \mathbb{R}^N$, then the wave $u^W$ defined as above solves (3.1) with the initial value $W = \sum_{j=1}^N \hat{W}(j)\phi_j$.

**Proof.** By assumption, every boundary point is connected to the interior. The wave satisfies $\partial_v u^W |_{\partial G \times \mathbb{N}} = 0$, so the orthonormality of $\{\phi_j\}_{j=1}^N$ in $L^2(G)$ and (3.2) imply that

$$u(x,t) = \sum_{j=1}^N a_j(t)\phi_j(x)$$

on $(G \cup \partial G) \times \mathbb{N}$ for some functions $a_j : \mathbb{N} \to \mathbb{R}$. The wave equation (3.1) and the eigenvalue problem (1.10) yield that

$$a_j(t+1) + (\lambda_j - 2)a_j(t) + a_j(t-1) = 0 \quad (4.8)$$

for all $t \in \mathbb{Z}_+$. The solutions to the associated characteristic equation $\beta_j^2 + (\lambda_j - 2)\beta_j + 1 = 0$ are shown in the lemma statement. The characteristic equation has two identical solutions if $\lambda_j = 0$ or 4, in which case the solutions are 1 or $-1$. Hence $a_j$ has the following form:

$$a_j(t) = \begin{cases} b_j t + c_j, & \lambda_j = 0, \\ (b_j t + c_j) (-1)^t, & \lambda_j = 4, \\ b_j \beta_{j,1}^2 + c_j \beta_{j,2}^2, & \lambda_j \not\in \{0, 4\}, \end{cases} \quad (4.9)$$

Recall that $u^W(\cdot, 0) = u^W(\cdot, 1)$. Then the formula for $a_j$ implies that

$$\sum_{\{j|\lambda_j=0\}} c_j \phi_j + \sum_{\{j|\lambda_j=4\}} c_j \phi_j + \sum_{\{j|\lambda_j \not\in \{0, 4\}\}} (b_j + c_j) \phi_j = \sum_{\{j|\lambda_j=0\}} (b_j + c_j) \phi_j - \sum_{\{j|\lambda_j=4\}} (b_j + c_j) \phi_j + \sum_{\{j|\lambda_j \not\in \{0, 4\}\}} (b_j \beta_{j,1}^2 + c_j \beta_{j,2}^2) \phi_j.$$

Taking the inner product with any $\phi_j$, and the orthonormality of $\phi_j$ allows us to solve $b_j$ as a function of $c_j, \beta_{j,1}$ and $\beta_{j,2}$ for each $j = 1, \ldots, N$. This gives

$$b_j = \begin{cases} 0, & \lambda_j = 0, \\ -2c_j, & \lambda_j = 4, \\ -c_j \beta_{j,2}^2 - 1, & \lambda_j \not\in \{0, 4\}. \end{cases}$$

Note that $\beta_{j,1}, \beta_{j,2} \neq \pm 1$ if $\lambda_j \not\in \{0, 4\}$. Hence we obtain the formula for the wave:

$$u^W(x,t) = \sum_{\{j|\lambda_j=0\}} c_j \phi_j(x) + \sum_{\{j|\lambda_j=4\}} c_j (-2t + 1) (-1)^t \phi_j(x) +$$

$$+ \sum_{\{j|\lambda_j \not\in \{0, 4\}\}} c_j \left( \frac{\beta_{j,2} - 1}{\beta_{j,1} - 1} \beta_{j,1}^2 + \beta_{j,2}^2 \right) \phi_j(x),$$

for $x \in G \cup \partial G$ and $t \in \mathbb{N}$. This satisfies the second initial condition, the Neumann boundary condition and the wave equation in (3.1). By Lemma 4.9 the first initial condition $u^W(x,0) = W(x)$ gives that

$$c_j = \begin{cases} \hat{W}(j), & \lambda_j = 0, \\ \overline{\hat{W}(j)}, & \lambda_j = 4, \\ \overline{\hat{W}(j)} \frac{\beta_{j,1} - 1}{\beta_{j,1} - \beta_{j,2}}, & \lambda_j \not\in \{0, 4\}. \end{cases}$$
The first claim of the lemma follows after plugging these into the formula for the wave. The converse claim is a straightforward calculation whose details are actually scattered in the proof of the first claim.

In our setting, we are working with two graphs having the same boundary and the same Neumann boundary spectral data. For convenience, we make use of the following pullback notation.

**Notation.** Given two finite weighted graphs with boundary $G, G'$ and a boundary-isomorphism $\Phi_0$ (Definition 1.6), we define the following notation.

- For $f' : \partial G' \to \mathbb{R}$, we denote $\Phi_0^*f' = f' \circ (\Phi_0|_{\partial G})$.
- If $S'$ is a set of functions on $\partial G'$, denote $\Phi_0^*S' = \{\Phi_0^*f' \mid f' \in S'\}$.

This notation defines $\Phi_0^* : \partial G' \to \partial G$, and $\Phi_0^*S'$ as a set of functions on $\partial G$.

We consider initial values not just as functions on the graph, but also as abstract points in $\mathbb{R}^N$ using their Fourier series representation in Lemma 4.9. Lemma 4.10 shows that the spectral (Fourier) coefficients of an initial value $W$ uniquely determine the boundary values of the corresponding wave $u^W$.

**Lemma 4.11.** Let $G, G'$ be two finite connected weighted graphs with boundary, and $q, q'$ be real-valued potential functions on $G, G'$. Suppose $(G, q)$ is spectrally isomorphic to $(G', q')$ with a boundary-isomorphism $\Phi_0$, namely

$$(\lambda_j, \phi_j|_{\partial G})_{j=1}^N = (\lambda'_j, \Phi_0^*(\phi_j|_{\partial G'}))_{j=1}^N.$$

Let $(c_j)_{j=1}^N \in \mathbb{R}^N$, $W = \sum_{j=1}^N c_j \phi_j$, $W' = \sum_{j=1}^N c_j \phi'_j$, and $u^W, u^{W'}$ be the corresponding solution to the wave equation (3.1) in $G, G'$. Then $u^W(z, t) = u^{W'}(\Phi_0(z), t)$ for all $z \in \partial G$ and $t \in \mathbb{N}$.

**Proof.** This is a direct consequence of the representation formula for $u^W, u^{W'}$ in Lemma 4.10 since $\tilde{W}(j) = c_j = \tilde{W}'(j)$, $\lambda_j = \lambda'_j$, and $\phi_j = \phi'_j \circ \Phi_0$ on $\partial G$. □

We remark that a full boundary-isomorphism is not needed for this lemma; a simple bijection $\partial G \to \partial G'$ which makes the boundary spectral data equivalent is enough.

Our next few tasks are to show that various objects from Section 4.1 are equivalent, or that their spectral representations are the same for two spectrally isomorphic graphs. Recall the definitions of the various objects $W, W_0, U, U_0$ which were defined just before Lemmas 4.1 and 4.2. The following lemma shows that knowing the Neumann boundary spectral data leads to the knowledge of the sets $U, U_0$.

**Lemma 4.12.** Let $G, G'$ be two finite connected weighted graphs with boundary, and $q, q'$ be real-valued potential functions on $G, G'$. Suppose $(G, q)$ is spectrally isomorphic to $(G', q')$ with a boundary-isomorphism $\Phi_0$. Then $\tilde{W}(s) = \tilde{W}'(s')$ and $\tilde{W}_0(s) = \tilde{W}'_0(s')$ for all $s : \partial G \to \mathbb{Z}_+$ and $s' = s \circ (\Phi_0|_{\partial G})^{-1}$. As a consequence,

$$U = \Phi_0^*U', \quad U_0(y) = \Phi_0^*(U'_0(y')),$$

for all $y \in G \cap N(\partial G)$ and $y' = \Phi_0(y)$.

**Proof.** We use the notation $s' = s \circ (\Phi_0|_{\partial G})^{-1}$ throughout this proof. By symmetry, it suffices to prove that $\tilde{W}(s) \subseteq \tilde{W}'(s')$. Suppose $\tilde{W} = (c_j)_{j=1}^N \in \mathbb{R}^N$ for some $W \in \mathcal{W}(s)$. This gives $u^W(z, t) = 0$ for all $z \in \partial G$ and $t < s(z)$. Then take the function $W' = \sum_{j=1}^N c_j \phi'_j$ with the same Fourier coefficients. By Lemma 4.11 we see that

$$u^{W'}(\Phi_0(z), t) = u^W(z, t) = 0$$
for $z \in \partial G$ and $t < s(z) = s'(\Phi_0(z))$. As $z$ runs through $\partial G$, the point $\Phi_0(z)$ runs through the whole $\partial G'$. Hence $W' \in W'(s')$ and $(c_j)_{j=1}^N = \tilde{W} \in \tilde{W}'(s')$. The same argument shows that $\tilde{W}_b(s) \subseteq \tilde{W}_b'(s').$

For the claim on $U, U'$, notice that

$$\dim(W(s)) = \dim(\tilde{W}(s)) = \dim(\tilde{W}(s')) = \dim(W'(s')).$$

This is because the map $W \mapsto \tilde{W}$ from $L^2(G)$ to $\mathbb{R}^N$ is an invertible linear map by Lemma 4.2. Thus $s \in U$ if and only if $s' \in U'$.

If $s \in U_b(y)$ for some $y \in G \cap N(\partial G)$, then $\dim(W_b'(s')) = \dim(W_b(s)) \neq 0$. By definition, $s(z) = 1$ only if $z \sim y$. By the definition of $\Phi_0$, $\Phi_0(z) \sim y' \Phi_0(y)$ holds if and only if $z \sim y$. Hence $s'$ satisfies all conditions of $U_b'(y')$.

The set $\mathcal{A}$ contains the initial values for which the corresponding wavefront reaches the boundary with positive values everywhere and as late as possible (Recall Definition 4.4). The following lemma shows that knowing the boundary spectral data leads to the knowledge of the spectral data of all such initial values.

**Lemma 4.13.** Let $G, G'$ be two finite connected weighted graphs with boundary, and $q, q'$ be real-valued potential functions on $G, G'$. Suppose $(\mathcal{G}, q)$ is spectrally isomorphic to $(G', q')$. Then $\tilde{\mathcal{A}} = \hat{\mathcal{A}}$.

**Proof.** Let $\Phi_0$ be a boundary isomorphism making the graphs spectrally isomorphic. Let $W \in \mathcal{A}$, i.e. $\|W\|_{L^2(G')} = 1$ and it satisfies the three conditions in Definition 4.4. Let $W' = \sum_j \tilde{W}(j)\phi_j'$. Then $\partial_v W'|_{\partial G'} = 0$ and

$$\|W'|^2_{L^2(G')} = \sum_{j=1}^N |\tilde{W}(j)|^2 = \|W|^2_{L^2(G')} = 1.$$ 

Since $u^W(z, t) = u^{W'}(\Phi_0(z), t)$ for all $z \in \partial G$ and $t \in \mathbb{N}$ by Lemma 4.11, we have $u^{W'}(z', t)^2 > 0$ for all $z' \in \partial G'$. It remains to verify Condition 2 for $W'$, i.e. that $W'$ corresponds to a maximal element $s': \partial G' \to \mathbb{N}$.

By Lemma 4.12, we have for any $y \in G \cap N(\partial G)$,

$$\max(U) = \max(\Phi_0 U'), \quad \max(U_b(y)) = \max(\Phi_0 U_b'(\Phi_0(y))).$$

If $W \in W_b(s)$ for some $s \in \max(U)$, then $W' = \tilde{W} \in \tilde{W}(s) = \tilde{W}(s')$ for $s' = s \circ (\Phi_0|_{\partial G})^{-1}$ by Lemma 4.12. Hence $W' \in W'(s')$ for the given $s'$ which is maximal in $U$. Next we show that $s'$ is a maximal element of $U'$. Since $\Phi_0 s' = s, s \in \max(U)$ and $U = \Phi_0 U'$ by Lemma 4.12, we see that $\Phi_0 s' \in \max(U')$. The pullback does not affect the partial order, and hence $s' \in \max(U')$.

Similarly, if $W \in W_b(y)$ for some $s \in \max(U_b(y))$ and $y \in G \cap N(\partial G)$, then we see that $W' \in W_b'(s')$ for $\Phi_0 s' = s$. Then $\Phi_0 s' \in \max(\Phi_0 U'_0(\Phi_0(y)))$, which implies $s' \in \max(\Phi_0 U'_0(\Phi_0(y)))$. Moreover, by the definition of $\Phi_0$ (Definition 1.6), we have $\Phi_0(y) \in G' \cap N(\partial G')$. Hence $W' \in W_b'(s')$ for $s' \in \max(U'_0(y'))$ for some $y' \in G' \cap N(\partial G')$, just as required in Condition 2 for $\tilde{\mathcal{A}}$. Thus $W \in \mathcal{A}$ implies that $W' = \tilde{W} \in \tilde{\mathcal{A}}$, where $W' = \tilde{W}$. A symmetric proof shows $\hat{\mathcal{A}} \subseteq \mathcal{A}$.

With Lemma 4.13, we can finally apply Lemma 4.8 to deduce the set of Fourier coefficients corresponding to initial values supported at one single interior point. These initial values correspond to individual points of the graph.

**Proposition 4.14.** Let $G, G'$ be two finite connected weighted graphs with boundary satisfying Assumption 4 and $q, q'$ be real-valued potential functions on $G, G'$. Suppose $(\mathcal{G}, q)$ is spectrally isomorphic to $(G', q')$. Then $\mathcal{A}_0 = \hat{\mathcal{A}}_0$. \hfill \(\Box\)
Proof. We need to define a subset of $L^2(G')$, such that its Fourier transform is equal to $\hat{A}_0$ and satisfies the conditions in Lemma 4.8. To write relevant notations clearly, we use $F$ to denote the Fourier transform in this proof. Let

$$\hat{A} = \left\{ \sum_{j=1}^{N} e_j \phi'_j \mid (e_j)_{j=1}^{N} \in F A_0 \right\}.$$ 

For $f, g \in L^2(G)$, we know that $\langle f, g \rangle_{L^2(G)} = \sum_j F(f)(j) F(g)(j) = Ff \cdot Fg$, where $\cdot$ is the inner product in $\mathbb{R}^N$. Furthermore,

$$F \text{span } A = \text{span } FA.$$ 

Since $A_0$ is an orthonormal basis of span $A$, these two observations indicate that $FA_0$ is an orthonormal basis of span $FA$. The latter is equal to span $FA'$ by Lemma 4.13. Hence we can deduce that $FA' = FA_0$ is an orthonormal basis of span $FA'$. Thus $A'$ is an orthonormal basis of span $A'$. Condition (1) has been verified.

Next, let us verify Condition (2) in Lemma 4.8. Let $W' \in A' - \hat{A}'$ and $W = \sum_j F W'(j) \phi_j$. Since $FA = FA'$ by Lemma 4.13, we have

$$F W = F W' \in FA' - FA' = FA - FA_0,$$

which shows $W \in A - A_0$. By Lemma 4.8, there exists $\tilde{W} \in A_0$ such that $\langle W, \tilde{W} \rangle_{L^2(G)} < 0$. Take $W' = \sum_j F \tilde{W}(j) \phi'_j$. Then $\tilde{W}' \in A'$ by the latter’s definition. Moreover,

$$\langle W', \tilde{W}' \rangle_{L^2(G)} = F W' \cdot F \tilde{W}' = F W \cdot F \tilde{W} = \langle W, \tilde{W} \rangle_{L^2(G)} < 0,$$

which shows that Condition (2) in Lemma 4.8 holds for $\hat{A}'$. Hence Lemma 4.8 yields $A' = A'_0$, and the lemma follows.

Recall that $A_0$ is the set of normalized initial values supported at one single interior point. Since the Fourier transforms of these sets are the same, it makes sense to identify interior vertices via their Fourier transforms. We will show that this identification gives the desired bijection $\Phi$ in Theorem 4.14.

Lemma 4.15. Let $G, G'$ be two finite connected weighted graphs with boundary satisfying Assumption 4.1 and $q, q'$ be real-valued potential functions on $G, G'$. Suppose $(G, q)$ is spectrally isomorphic to $(G', q')$. We define a relation $\equiv$ on $G \times G'$ by

$$x \equiv x' \iff \tilde{W}_x = \tilde{W}_{x'}, \quad \tilde{W}_x \in \tilde{A}_0, \quad \tilde{W}_{x'} \in \tilde{A}'_0.$$ 

Then $\equiv$ is a one-to-one correspondence.

Proof. Let us verify that $\equiv$ satisfies the conditions for a one-to-one correspondence. We make use of Proposition 4.14 which gives $\tilde{A}_0 = \tilde{A}'_0$.

“Every $x \in G$ is paired with exactly one $x' \in G'$: Let $x \in G$. Then $\tilde{W}_x \in \tilde{A}_0 = \tilde{A}'_0$. The latter set consists of all elements of the form $\tilde{W}_{x'}$ for $x' \in G'$. Since the Fourier transform is invertible, there is a unique $x' \in G'$ such that $\tilde{W}_{x'} = \tilde{W}_x$.

“For any $x' \in G'$, there exists a unique $x \in G$ such that $x \equiv x'$: the same proof as above.

Definition 4.16. With the assumptions of Lemma 4.15, given a boundary-isomorphism $\Phi_0$ which makes $(G, q)$ and $(G', q')$ spectrally isomorphic, we define a bijective map $\Phi : G \cup \partial G \to G' \cup \partial G'$ by

$$\Phi(x) = \begin{cases} \Phi_0(x), & x \in \partial G, \\ x', & x \in G, \; x \equiv x'. \end{cases}$$
With this map $\Phi$, we have the point-equivalence between these two graphs. Now we show that $\Phi$ also preserves the edge structure. From what we have done in this section, the boundary spectral data provide the knowledge of the Fourier transform of initial values, boundary values of waves, and the inner product of waves. We use this information to determine if there is an edge between two points.

**Lemma 4.17.** Let $G$ be a finite weighted graph with boundary, and $x \in G$, $z \in \partial G$. Then $x \sim z$ if and only if $W_x(z) \neq 0$.

**Proof.** This directly follows from $\partial_x W_x|_{\partial G} = 0$ and (3.2). \qed

**Lemma 4.18.** Let $G$ be a finite weighted graph with boundary satisfying Item 2 of Assumption 1 and $x, y \in G$. Then $x \sim y$ if and only if

$$
\min \{ t \in \mathbb{N} \mid \langle u^{W_x}(. , t), W_y \rangle_{L^2(G)} \neq 0 \} = 2.
$$

**Proof.** Recall that $W_x$ stands for a function on $G \cup \partial G$ satisfying $\partial_x W_x|_{\partial G} = 0$, $\text{supp}(W_x) \cap G = \{ x \}$ and $W_x(x) > 0$. By Item 2 of Assumption 1 and calculating the wave $u^{W_x}$ from (3.1) up to time $t = 2$, we see that

$$
G \cap \text{supp} \{ u^{W_x}(. , t) \} \subseteq \begin{cases} \{ x \}, & t \leq 1, \\ G \cap N(x, 1), & t = 2. \end{cases}
$$

Note that Item 2 of Assumption 1 is essential to the claim of the support at $t = 2$. More precisely, in the interior, the wave $u^{W_x}(. , 2)$ can be nonzero only at interior points adjacent to $x$, and interior points adjacent to boundary points that are adjacent to $x$. Under Item 2 of Assumption 1, the interior points in the latter case are also adjacent to $x$.

Moreover, we have $u^{W_x}(. , t) > 0$ on $\{ G \cap N(x , 1) \} - \{ x \}$ at $t = 2$. Indeed, for any $p \in (G \cap N(x, 1) - \{ x \}$, observe that $(\Delta_G u^{W_x})(p, 1) > 0$. This is because $u^{W_x}(p, 1) = W_x(p) = 0$, and the only nonzero contributions to the Laplacian come from point $x$ and boundary points adjacent to $x$. One can see that both types of contributions to the Laplacian are positive due to $W_x(x) > 0$ and the boundary value given by (3.2). Moreover, the positive contribution from point $x$ is always present since $p \in N(x, 1) - \{ x \}$, i.e. $p \sim x$. Thus, the Laplacian satisfies $(\Delta_G u^{W_x})(p, 1) > 0$, which yields that the wave $u^{W_x}(p, 2) > 0$ at $t = 2$.

If $x \sim y$, then $y \in (G \cap N(x, 1)) - \{ x \}$ and hence the minimum in question is equal to 2. If $x \not\sim y$, then either $x = y$ in which case the minimum is 0, or $d(x, y) \geq 2$ in which case $y \notin G \cap \text{supp}(u^{W_x}(. , t))$ for $t \leq 2$, and the minimum is more than 2. \qed

Finally, we are ready to prove the main theorems.

**Proof of Theorem 2** The first property of $\Phi|_{\partial G}$ being identical to $\Phi_0|_{\partial G}$ follows by definition. It remains to verify the second property that the edge relations are preserved by $\Phi$ and its inverse. Let $p_1, p_2 \in G \cup \partial G$.

If $p_1, p_2 \in G$, then by Lemma 4.18

$$
p_1 \sim p_2 \iff \min \{ t \in \mathbb{N} \mid \langle u^{W_{p_1}}(. , t), W_{p_2} \rangle_{L^2(G)} \neq 0 \} = 2.
$$

Let us write the inner product using the Fourier transform of the initial values $W_{p_1}, W_{p_2}$. By Lemma 4.10

$$
u^{W_{p_1}}(. , t) = \sum_{\{ j : \lambda_j = 0 \}} \hat{W}_{p_1}(j) \phi_j + \sum_{\{ j : \lambda_j = 4 \}} \hat{W}_{p_1}(j)(-2t + 1)(-1)^t \phi_j + \sum_{\{ j : \lambda_j \notin \{0, 4\} \}} \hat{W}_{p_1}(j) \frac{\beta_{j, 1} - \beta_{j, 2}^t}{\beta_{j, 1} - \beta_{j, 2}} \phi_j.
$$
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Taking the inner product with $W_{p_2} = \sum_j \widehat{W}_{p_2} \phi_j$ yields

$$\langle u^{W_{p_1}}(\cdot, t), W_{p_2} \rangle_{L^2(G)} = \sum_{(j|\lambda_j=0)} \widehat{W}_{p_1}(j)\widehat{W}_{p_2}(j) + \sum_{(j|\lambda_j=4)} \widehat{W}_{p_1}(j)\widehat{W}_{p_2}(j)(-2t + 1)(-1)^{j} + \sum_{(j|\lambda_j \notin \{0,4\})} \widehat{W}_{p_1}(j)\widehat{W}_{p_2}(j) \frac{\lambda_j^2 - \lambda_j^4 - (\lambda_j^{4-1} - \lambda_j^2)}{\lambda_j^{4-1} - \lambda_j^2} \equiv \langle u^{W_{p_1}}(\cdot, t), W_{\Phi(p_2)} \rangle_{L^2(G')}.$$ 

The second equality is because $\widehat{W}_{p_1} = \widehat{W}_{\Phi(p_1)}$, $\widehat{W}_{p_2} = \widehat{W}_{\Phi(p_2)}$, considering that $p_1 \equiv \Phi(p_1)$, $p_2 \equiv \Phi(p_2)$ and the eigenvalues are the same for $G, G'$. Hence the minimal time in question is equal to 2 for $p_1, p_2$ in $G$ if and only if it is so for $\Phi(p_1), \Phi(p_2)$ in $G'$.

Next, consider the edge between an interior point and a boundary point. If $p_1 \in G, p_2 \in \partial G$, then by Lemma 4.17

$$p_1 \sim p_2 \iff W_{p_1}(p_2) \neq 0.$$ 

Since $p_1 \equiv \Phi(p_1), p_2 \equiv \Phi(p_2)$ and $\phi_j = \phi_j' \circ \Phi = \phi_j' \circ \Phi$ on $\partial G$, we have

$$W_{p_1}(p_2) = \sum_{j=1}^N \widehat{W}_{p_1}(j)\phi_j(p_2) = \sum_{j=1}^N \Phi(\Phi(p_1))(j)\phi_j'(\Phi(p_2)) = W_{\Phi(p_1)}(\Phi(p_2)).$$ 

Hence $p_1 \sim p_2$ if and only if $\Phi(p_1) \sim \Phi(p_2)$.

Finally, the case of $p_1, p_2 \in \partial G$, because $\Phi(p_1), \Phi(p_2) \in \partial G'$ and the edge structure on the boundary is a priori given.

In Theorem 2, we assume that the isomorphic structure is already known and the vertices of $G'$ have been identified with vertices of $G$ via the $\Phi$-correspondence. In terms of notations, a vertex $x \in G$ can also denote a vertex of $G'$, which exactly refers to the vertex $\Phi(x)$ of $G'$.

**Proof of Theorem 2.** Recall from Definition 4.4 that $W_x \in A_0, W'_y \in A'_0$ are defined as the $L^2$-normalized initial values satisfying $\partial_t W_x|_{\partial G} = \partial_t W'_y|_{\partial G'} = 0$ with $G \cap \text{supp}(W_x) = G' \cap \text{supp}(W'_y) = \{x\}$. Then the definition of the $L^2$-norm (1.8) yields $W_x(x) = \mu_x^{1/2}$ and $W'_y(x) = \mu'_x^{1/2}$.

Now let us prove (1). Assume $\mu = \mu'$. First, we prove $g = g'$.

For $x, y \in G$ with $x \sim y$, we have

$$\langle (-\Delta_G + q)W_x, W_y \rangle_{L^2(G')} = \mu_y W_y(y)\langle (-\Delta_G + q)W_x(y) = \mu_y W_y(y)\langle (-\Delta_G W_x)(y) = -W_y(y) \sum_{p \in G \cap \partial G} g_{yp}(W_x(p) - W_x(y)) = -W_y(y) \sum_{p \in G \cap \partial G} g_{yp} W_x(p).$$

On the other hand, this inner product can be determined from the spectral data. Namely by (1.10), we have

$$\langle (-\Delta_G + q)W_x, W_y \rangle_{L^2(G')} = \langle \sum_j \varphi_j W_x(j) \lambda_j \phi_j, \sum_j \varphi_j W_y(j) \phi_j \rangle_{L^2(G')} = \sum_j \lambda_j \varphi_x(j) \varphi_y(j) = \sum_j \lambda_j W_x(j) W_y(j) = \langle (-\Delta_{G'} + q')W'_x, W'_y \rangle_{L^2(G')},$$

since $\lambda_j = \lambda'_j$, $\varphi_x = \varphi'_x$ and $\varphi_y = \varphi'_y$, due to Lemma 4.15 and Definition 4.16.

We consider two cases from here.
(i) If \( x \in G - N(\partial G) \) in (4.10), then for all \( p \in G \cup \partial G \), we have \( W_x(p) = 0 \) unless \( p = x \) (since \( x \) is not adjacent to the boundary). Then (4.10) and (4.11) yield

\[
-W_y(y)W_x(x)g_{xy} = \langle (-\Delta_G + q)W_x, W_y \rangle_{L^2(G)} = \langle (-\Delta_{G'} + q')W'_x, W'_y \rangle_{L^2(G')}
\]

\[
= -W'_y(y)W'_x(x)g'_{xy}.
\]

This implies that \( g_{xy} = g'_{xy} \), since \( W_y(y) = \mu_y^{-1/2} = \mu'^{-1/2} = W'_y(y) \) and similarly \( W_x(x) = W'_x(x) \).

(ii) It remains to consider the case where \( x, y \in G \cap N(\partial G) \). In this case, (4.10) and (4.11) reduce to

\[
W_y(y)W_x(x)g_{xy} + W_y(y) \sum_{z, z \sim x, z \in \partial G} g_{yz}W_z(z) = W'_y(y)W'_x(x)g'_{xy} + W'_y(y) \sum_{z, z \sim x, z \in \partial G} g'_{yz}W'_z(z).
\]

Since \( \partial_xW_x(z) = \partial_yW'_x(z) = 0 \), by (3.2) we see that

\[
W_x(z) = \sum_{p \sim z, p \in G} g_{pz}W_p(x) = \frac{g_{pz}W'_x(x)}{\sum_{p \sim z, p \in G} g_{pz}} = W'_x(z),
\]

where we have used that \( W_x(x) = W'_x(x) \) and \( g = g' \) on edges from the boundary. By (4.12), we see that \( g_{xy} = g'_{xy} \). This concludes the unique determination of \( g \).

Next, we prove \( q = q' \), assuming \( \mu = \mu' \). Let \( x \in G \). The spectral data determines the following inner product:

\[
\langle (-\Delta_G + q)W_x, W_x \rangle_{L^2(G)} = \mu_xW_x(x)\langle (-\Delta_G + q)W_x \rangle(x)
\]

\[
= -W_x(x) \sum_{p \sim x, p \in G} g_{xp}(W_x(p) - W_x(x)) + q(x).
\]

Observe that all relevant quantities have already been uniquely determined as above, during the proof for the unique determination of \( g \). Hence \( q = q' \).

At last, we prove (2). Assume \( q = q' = 0 \). For the graph Laplacian (with zero potential), there exists \( j_0 \) such that \( \lambda_{j_0} = \lambda'_{j_0} = 0 \) and \( \phi_{j_0} = \phi'_{j_0} = c \) for some constant \( c \in \mathbb{R} \). Given any \( x \in G \), we have \( \langle W_x, \phi_{j_0} \rangle_{L^2(G)} = \mu_xW'_x(x)c \), where \( W_x(x) = \mu_x^{-1/2} \). Then

\[
\mu_x = \frac{\langle W_x, \phi_{j_0} \rangle_{L^2(G)}}{c^2} = \frac{(W_x(j_0))^2}{c^2} = \frac{(W'_x(j_0))^2}{c^2} = \frac{\langle W'_x, \phi_{j_0}' \rangle_{L^2(G')}}{c^2} = \mu'_x.
\]

Hence \( \mu = \mu' \). Then the assumption of (1) is satisfied and therefore \( q = q' \).

In particular, if \( \mu = \deg_G \), \( \mu' = \deg_{G'} \), then \( \mu = \mu' \) since \( \Phi \) preserves the edge structure by Theorem [1]. Hence the conclusion follows from [1].
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