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1 INTRODUCTION

In recent years, session-based recommendations (SBRs) have attracted extensive attention [4, 17] for its strong capability to capture users’ dynamic and short-term preference. SBRs recommend the next item to a user by modeling the sequential dependencies over items within sessions.

Driven by the development of deep learning, many neural network-based SBRs have been developed. Among them, recurrent neural network (RNN) and graph neural network (GNN) [20] based approaches have shown good performance. RNN-based methods attempt to capture sequential dependencies between items within the sessions, which is based on the assumption that there is a strict chronological order inside the session [4]. However, this assumption does not always hold in the real-world scenarios since users’ behaviors are usually uncertain and dynamic and thus not all interacted items in one session are sequentially dependent.

Benefiting from the capability of GNN in learning complex dependencies, many GNN-based SBRs [3, 10, 21, 22] have been proposed. Leveraging the flexibility of graph structure used in GNN, the problem of strict chronological order confusing RNN-based methods is thus alleviated.

However, GNN-based SBRs often rely heavily on the strong assumption of adjacent dependency, namely, the adjacent items within one session are necessarily dependent. This is determined by its particular work mechanism. Specifically, most GNN-based SBRs first convert a given session consisting of a sequence of interacted items into a session graph by mapping each item to a node and the adjacency relation between any two items to an edge [22] to indicate the dependency between them, as shown in Fig. 1(b). This common practice of constructing session graphs often leads to two significant deficiencies: (1) the introduction of false dependencies between adjacent but actually independent items in a session, e.g., the item \(v_1\) (i.e., a bird cage) and item \(v_2\) (i.e., cat food) in the session described in Fig. 1(a), and (2) the missing of true dependencies between items which are non-adjacent but actually dependent in a session, e.g., the item \(v_1\) and item \(v_3\) (i.e., a bird) in the session described in Fig. 1(a). In practice, both false dependencies and true dependencies mentioned above are not uncommon in the real-world cases [19]. Obviously, these two deficiencies significantly downgrade the accurate learning of inter-item dependencies embedded in session data and thus reduce the performance of the downstream next-item recommendations. Therefore, it is critical to refine the dependencies between items by identifying and keeping all true dependencies while removing the false ones.

In practice, in addition to the session information, the review information associated with items can reveal dependencies between
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they to some degree. For example, the reviews associated with item $v_1$ and $v_2$ shown in Fig. 1 (a) are closely related and fall into the same topic. This actually provides extra information to enable the possibility to refine dependencies between items in sessions. To this end, we propose review-refined inter-item graph neural network (RI-GNN) to address the two deficiencies mentioned above in this paper. By leveraging the topic information from reviews written for items, RI-GNN can not only reduces the false dependencies between adjacent but actually independent items, but also well captures true dependencies between non-adjacent but dependent items which are usually ignored or weaken by existing GNN-based SBRs.

The main contributions of this work are summarized below:

- We propose and discuss a novel and important research question: does adjacency necessarily indicate dependency between items in sessions? We perform a preliminary exploration with the hope of shedding some light in this area.
- We propose a novel review-refined inter-item graph neural network, called RI-GNN, for session-based recommendations. To the best of our knowledge, this is the first work for leveraging reviews to enhance the dependency learning for SBR on anonymous sessions.
- We propose a novel method for constructing a novel review-refined inter-item graph for each session. In the graph, reviews for items are employed to filter out the false dependencies between some adjacent items, and recall the true dependencies between non-adjacent items missed by existing methods.

2 RELATED WORK

2.1 Session-based Recommendation

Existing methods for SBR can be summarized into: (1) Markov chain-based SBR; (2) RNN-based SBR; (3) Attention-based SBR; and (4) GNN-based SBR.

- **Markov chain-based SBR.** Early researches on SBR rely Markov chain to model the short-term dependencies to predict the next item. For example, FPMC [11] combined Markov chain and matrix factorization to model sequential behavior between two adjacent items and recommend next item. However, Markov chain-based methods only focus on first-order dependencies between adjacent items, while neglecting the high-order dependencies between long-distance items.
- **RNN-based SBR.** Due to the powerful ability in modeling sequential data, RNN-based methods are applied widely to SBR [4, 8, 9]. GRU4Rec [4] first applied RNN to SBR, which adopted gated recurrent unit (GRU) to model the dependencies within sessions. However, RNN-based SBR also suffers the similar problem in Markov chain-based methods, which always biases to short-distance items while missing the information from the long-distance items in sessions.
- **Attention-based SBR.** The attention mechanism is applied to further improve SBR [16, 18] by identifying important items within sessions. NARM [8] first integrated the attention mechanism into SBR to extract the the user’s main purpose in the current session. STAMP [9] proposed a short-term memory priority model based on multi-layer perception and attention mechanism, which captured the long-term and short-term interests of users. However, the attention mechanism only focuses on few important items that belong to the user’s main purpose, while neglecting the other purposes indicated by few inferior items.
- **GNN-based SBR.** Due to the superiority of GNN on modeling transition dependencies between items, GNN-based methods have been applied widely to SBR. SR-GNN [22] modeled all sessions via directed graphs, utilized GNN to capture the dependencies between items with sessions, and extracted the long-term and short-term interest of users to suggest the next item. FGNN [10] proposed to capture the sequence order and latent order in session graph, which devised the weighted attention graph layer to learn item embeddings and session embeddings for more accurate next item recommendation. GCE-GNN [21] proposed to learn the transitions between items from local and global perspectives simultaneously, so as to make better recommendations by leveraging the information from other sessions. Although GNN-based methods have achieved great success on SBR, all of these approaches construct the session graph according to the adjacent items, which ignore the dependencies from the non-adjacent items.

2.2 Review-based Recommendation

Considering the great value of user reviews on items, some works strive to model reviews to improve the performance of SR [7, 24]. DeepCoNN [24] employed two parallel cooperative neural networks to learn user behaviors by exploiting reviews written by the user and learn item properties from the reviews written for the item, then utilized factorization machine to predict item ratings.
RNS [7] proposed a review-driven neural sequential recommendation, which learned user’s long-term preference according to her historical reviews. Although the existing methods improve the recommendation performance, most of them are devised for the task of rating prediction instead of session-based recommendation. Although RNS is proposed for sequential recommendation, it requires to collect all reviews written by a user according to the user’s explicit ID. This means that it is unable to work well on the anonymous session-based recommendation. Neither of the existing works really solve the problem of session-based recommendations based on review information.

3 PRELIMINARY

3.1 Problem Statement

Let \( V = \{v_1, v_2, \ldots, v_m\} \) represent the whole item set. Each anonymous session \( s = \{v_1, v_2, \ldots, v_n\} \) is an ordered list of items, where all the items in \( s \) are interacted by an anonymous user in a chronological order. We embed each item into the same embedding space and let \( h_{v_i} \in \mathbb{R}^d \) denote the embedding of item \( v_i \), where \( d \) is the dimensionality. To accurately identify item dependencies within the session, we utilize review information to enhance item representations. Given an item \( v_i \), all of its reviews are collected to form the review document \( D_i \), where each word is represented by the corresponding embedding with the dimension \( d_w \). For the session-based recommendation problem, the goal is to predict the top-\( N \) items that the user is most likely to click in the next step.

3.2 Graph Construction

In this subsection, we first introduce the adjacency-driven inter-item graph (AIG), which is widely adopted by existing GNN-based approaches [21, 22], and then we present a novel graph, i.e., review-refined inter-item graph (RIG). RIG is used as an additional graph to complement AIG rather than to replace it by enhancing the learning of true dependencies.

**Adjacency-driven inter-item graph (AIG).** AIG captures important sequential patterns based on pair-wise adjacent items within the current session, which is first proposed by SR-GNN [22]. AIG converts each session \( s \) into a directed graph \( G_{s}^{adj} = (V_s, E_s^{adj}) \), where \( V_s \subseteq V \) denotes the node set, \( E_s^{adj} \) denotes the edge set. The weight of each edge is set as the value of the occurrences of the adjacent items’ embeddings for item \( v_i \) in the session sequence, \( W_{s,i} = \sum_{j=1}^{n-1} \langle h_{v_i} \rangle \\times \langle h_{v_j} \rangle \), which aggregates the item embeddings in the session sequence. Therefore, the weight of each edge is set to the number of times two items co-occur in the session.

**Review-refined inter-item graph (RIG).** The aforementioned AIG faces two deficiencies caused by the adjacent but independent items and the nonadjacent but dependent items. To address them, we utilize reviews to refine the session graph, and thus devise the review-refined inter-item graph (RIG).

We convert the session \( s \) into a directed graph \( G_s^{rev} = (V_s, E_s^{rev}) \), where \( V_s \subseteq V \) indicates the node set, \( E_s^{rev} \) denotes the edge set. As shown in Fig. 2, there are two steps for RIG to recognize the cross-item dependencies (i.e., the dependencies between non-adjacent items) to obtain the correct edges. Firstly, once AIG is generated, in order to filter out the noise edges and refine the session graph, we only reserve the edges between items sharing the same topic in the AIG, i.e., the same user purpose, and remove the other edges. For recognizing the topic information conveniently, we collect all reviews written for the item into the document set \( D \) together, and utilize LDA [1] to extract their topics. Once obtaining the topics of each item, we filter out the edges between items that do not belong to the same topic. Secondly, for each ordered pair of nodes \( (v_{t_1}, v_{t_2}) \) in the session sequence, we add the directed edge \( (v_{t_1} \rightarrow v_{t_2}) \) if item \( v_{t_1} \) shares the same topic with item \( v_{t_2} \) and \( t_1 < t_2 \). This makes the current item directly connect to all the following dependent items in the session for computing the cross-item dependencies. Finally, we obtain the refined edge set \( E_s^{rev} \). Similar to AIG, we calculate the connection matrix \( B_s \in \mathbb{R}^{m \times 2d} \) for RIG, where \( B_s = B_s^{(out)} \| B_s^{(in)} \).

4 ARCHITECTURE OF RI-GNN MODEL

The architecture of our proposed RI-GNN is shown in Fig. 3, which mainly consists of five components, i.e., adjacency-driven inter-item graph (AIG) learning layer, review-refined inter-item graph (RIG) learning layer, multi-stacking layer, session representation learning layer and prediction layer.

4.1 Adjacency-driven Inter-item Graph Learning Layer (AIL)

AIL aims to capture the sequential dependencies between items based on AIG within the current session. Next, we will present how to learn the sequential dependencies between adjacent pair-wise items, as follows:

\[
\begin{align*}
    a_{s,i}^t &= A_{s,i}^{(out)}(h_{v_0}^{t-1}, \ldots, h_{v_n}^{t-1})^T H + b_1, \\
    x_{s,i}^t &= \sigma(W_{s,i}a_{s,i}^t + U_{s,i}h_{v_i}^{t-1})^T, \\
    r_{s,i}^t &= \sigma(W_{r,s,i}a_{s,i}^t + U_{r,s,i}h_{v_i}^{t-1}), \\
    \tilde{h}_{v_i}^t &= \text{tanh}(W_{o,s,i}a_{s,i}^t + U_{o,s,i}(r_{s,i}^t \odot h_{v_i}^{t-1})), \\
    h_{v_i}^t &= (1 - x_{s,i}^t) \odot h_{v_i}^{t-1} + x_{s,i}^t \odot \tilde{h}_{v_i}^t, \\
    a_{s,i}^{adj} &= A_{s,i}^{adj}(h_{v_0}^{t-1}, \ldots, h_{v_n}^{t-1})^T H + b_1, \\
    x_{s,i}^{adj} &= \sigma(W_{s,i}a_{s,i}^{adj} + U_{s,i}h_{v_i}^{t-1}), \\
    r_{s,i}^{adj} &= \sigma(W_{r,s,i}a_{s,i}^{adj} + U_{r,s,i}h_{v_i}^{t-1}), \\
    \tilde{h}_{v_i}^{adj} &= \text{tanh}(W_{o,s,i}a_{s,i}^{adj} + U_{o,s,i}(r_{s,i}^{adj} \odot h_{v_i}^{t-1})), \\
    h_{v_i}^{adj} &= (1 - x_{s,i}^{adj}) \odot h_{v_i}^{t-1} + x_{s,i}^{adj} \odot \tilde{h}_{v_i}^{adj},
\end{align*}
\]

where \( a_{s,i}^{adj}, x_{s,i}^{adj}, r_{s,i}^{adj}, \tilde{h}_{v_i}^{adj}, h_{v_i}^{adj} \) are the current state at time step \( t \), which aggregates the adjacent items’ embeddings for item \( v_i \) in AIG, \( h_{v_0}^{t-1}, \ldots, h_{v_n}^{t-1} \) is the list of item embeddings in session \( s \) at previous time step \( t-1 \), \( A_{s,i}^{adj} \) are the two columns of blocks in AIG, corresponding to item \( v_i \). A_{s,i}^{(out)} \| A_{s,i}^{(in)} \) is the outgoing and incoming adjacency matrix respectively. \( \| \) indicates the concatenation operation, and \( n \) is the length of session \( s \).
4.2 Review-refined Inter-item Graph Learning Layer (RIL)

In order to filter out the noise information and improve the representations of items, we next present how to propagate features on RIG to encode item dependencies from reviews. This layer is built based on the architecture of graph neural network, and we generate attention weights based on the similarity of reviews between items by exploiting the idea of graph attention network [15].

For each item’s review document $D_i$ obtained from Section 3.2, we first convert it into a representation vector $E_i \in \mathbb{R}^{k \times d_w}$ through word embeddings. In order to better extract item features from the review representation $E_i$, we utilize the self-attention method proposed by Transformer [14]:

$$Attention(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V,$$  \hspace{1cm} (2)

where $Q$ is the queries, $K$ is the keys, $V$ is the values and $\sqrt{d}$ is the scale factor. We adopt multi-head attention to enable the model to jointly focus on information from different representation subspaces from different positions. For item $v_i$, the detailed operations are described as below:

$$\text{head}_h = \text{Attention}(E_i, W^Q, W^K, W^V),$$  \hspace{1cm} (3)

$$r_t = \text{MultiHead}(E_i) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h) W_1,$$

where $r_t$ is the review representation of item $v_i$ extracted by the multi-head attention, $W^Q \in \mathbb{R}^{d_w \times d_q}$, $W^K \in \mathbb{R}^{d_w \times d_k}$, $W^V \in \mathbb{R}^{d_w \times d_v}$, and $W_1 \in \mathbb{R}^{hd_w \times d_w}$ are the learnable parameters. In our experiments, we set the number of parallel attention heads $h$ to 3, set the dimensions of $d_q$, $d_k$, $d_v$ to 100, 100, 100, 100, 300.

In order to distinguish the importance of neighbor items for obtaining the representation of current item, we adopt attention mechanism and calculate the attention weight by cosine similarity:

$$\pi (v_i, v_j) = \begin{cases} \text{sim}(r_i, r_j), & \text{if } TP_i = TP_j \\ 0, & \text{if } TP_i \neq TP_j \end{cases},$$  \hspace{1cm} (4)

where $\pi (v_i, v_j)$ estimates the importance weight of different neighbor items, $\text{sim}()$ is the cosine similarity function, $r_i$ and $r_j$ are multi-head review representation of item $v_i$ and item $v_j$ respectively, $TP_i$ and $TP_j$ are the topics of item $v_i$ and item $v_j$ respectively. Next, we can obtain the final item representation by the linear
combination of neighbor items:

\[
\hat{r}(u_i, v_j) = \frac{\exp(\pi(u_i, v_j))}{\sum_{v_k \in N_G} \exp(\pi(u_i, v_k))}
\]

\[
h^{re}_{ij} = \sum_{v_k \in N_G} \hat{r}(u_i, v_j) h_{v_k},
\]

where \(\hat{r}(u_i, v_j)\) is attention coefficient normalized by softmax, which means the different contribution of neighbor item \(v_j\) to the current item \(v_i\). \(N_G^{re}\) is the neighbor set of item \(v_i\) in the RIL, \(h_{v_j}\) is the representation of the neighbor item \(v_j\) of item \(v_i\), \(h^{rel}_{ij}\) is the final representation of item \(v_j\) in the RIL.

### 4.3 Multi-stacking Layer

In order to fully capture the deep dependencies between items, inspired by the work of Chen et al. [2], we stack multiple AIL and RIL layers, which can capture the complex dependencies (i.e., both adjacent-item and cross-item) within the session, described as below:

\[
h^{ad}_{lj} \rightarrow h^{rel}_{lj} \rightarrow \ldots \rightarrow h^{rel}_{l0} \rightarrow \ldots \rightarrow h^{rel}_{l_k},
\]

where \(h^{ad}_{lj}\) denotes the representation of item \(v_j\) which is the output of layer \(l, l \in (2, k), k\) is the hyper-parameter, and \(s\) indicates either \(ad\) or \(re\).

To fully utilize all features captured by all layers, we apply dense connections [5] in our work. The input of each layer consists of the output representations of all previous layers. More specifically, the input of the \(l\)-th layer is \([h^{ad}_{l0}], [h^{re}_{l0}], \ldots, [h^{re}_{l_{k-1}}]\]. This allows the higher layers to utilize not only the features through their previous layer, but also the low-level features at lower layers. For each item \(v_j\), we obtain its representations \(h^{rel}_{lj} \in \mathbb{R}^d\) by stacking multiple AIL and RIL.

### 4.4 Session Representation Learning Layer

Through the three layers mentioned above, given session \(s = [v_1, v_2, \ldots, v_n]\), we can obtain all item representations in it, i.e., \(H = [h_{v_1}, h^{rel}_{v_1}, \ldots, h^{rel}_{v_n}]\). Then, we can generate session representation with the representations of items in it.

To reflect the different importance of different positions in the session sequence to the target item, we utilize a learnable position embedding matrix \(P = [p_1, p_2, \ldots, p_n]\), where \(p_i \in \mathbb{R}^d\) is a position vector for specific position \(i\) and \(n\) is the length of the session.

We combine the position information with item representations through concatenation and non-linear transformation:

\[
z_i = \tanh \left( W_2 \left[ h^{rel}_{v_i} \| p_{i-1} \right] + b_2, \right), \quad s' = \frac{1}{n} \sum_{i=1}^{n} h^{rel}_{i},
\]

where parameters \(W_2 \in \mathbb{R}^{d \times 2d}\) and \(b_2 \in \mathbb{R}^d\) are trainable parameters, \(s'\) is the session information computed as the average of representations of items in the session.

Next, we adopt a soft-attention mechanism to learn the contribution of item \(v_i\) to the next prediction, and then we can obtain the session representation by linearly combining the item representations:

\[
f_i = q^T \sigma \left( W_3 z_i + W_4 s' + b_3, \right), \quad s = \sum_{i=1}^{n} f_i h^{rel}_{i},
\]

where \(W_3, W_4 \in \mathbb{R}^{d \times d}\) and \(q, b_3 \in \mathbb{R}^d\) are learnable parameters.

### 4.5 Prediction Layer

We first utilize dot product and then apply softmax function to predict the click probability \(\hat{y}\) for the item \(v_i\):

\[
\hat{y}_i = \text{Softmax}(s^T h_{v_i}),
\]

where \(\hat{y}_i \in \hat{y}\) denotes the probability of item \(v_i\) to be the true next item. The loss function is defined as the cross-entropy of the prediction results.

## 5 EXPERIMENTS AND ANALYSIS

### 5.1 Experimental Settings

#### 5.1.1 Datasets

We select two datasets from the Amazon dataset\(^2\) for our experiments: Pet Supplies and Movies and TV. The datasets contain purchase history of users and users’ reviews for products. Following a common manner, we remove items appearing less than 5 times. Following [12], we split user’s purchase behaviors into week-long sessions. To evaluate our method more comprehensively, we prepare two versions for each dataset. The first version (Case 1) keeps all sessions with more than 1 item [8, 21, 22] while the second version (Case 2) keeps sessions with more than 5 items [22]. Obviously, Case 2 is a subset of Case 1 which keeps long sessions only. We set the sessions of last year as the test data, and the remaining sessions for training. Then, we adopt sequence splitting preprocessing method which is commonly adopted in SBR. For an input session \([v_1, v_2, \ldots, v_n]\), we generate multiple input sequence-label pairs, i.e., \([v_1, v_2], ([v_1, v_2], v_3), ([v_1, v_2, v_3], v_4), \ldots, ([v_1, v_2, \ldots, v_{n-1}], v_n)\).

After the preprocessing, the statistic of datasets are summarized in Table 1.

### Table 1: Statistic details of datasets.

| Dataset          | Pet Supplies | Movies and TV |
|------------------|--------------|---------------|
| # Interactions   | 1,668,635    | 927,769       |
| # Train sessions | 1,376,048    | 785,038       |
| # Test sessions  | 99,594       | 28,782        |
| # All sessions   | 1,476,639    | 915,851       |
| # Session length | 1,035        | 904           |

#### 5.1.2 Evaluation Metrics and Baselines

We adopt P@K (Precision) and MRR@K (Mean Reciprocal Rank) as evaluation metrics. We compare RI-GNN with the following representative methods, including S-POP [6], S-KNN [6], GRU4Rec [4], NARM [8], STAMP [9], BERT4Rec [13], SR-GNN [22], GCE-GNN [21] and DHCN [23]. (1) S-POP recommends the top-N frequent items in the current session. (2) S-KNN [6] is a session-based k-nearest-neighbors approach. (3) GRU4Rec [4] applies RNN to SBR, which adopts GRU to model short-term user preferences. (4) NARM [8] is a RNN-based model that utilizes attention mechanism to capture user’s main intents and sequential behavior. (5) STAMP [9] employs MLP and attention mechanism to capture the long-term and short-term interests of users, respectively. (6) BERT4Rec [13] introduces the Bert model to capture item transitions for the sequential recommendation. (7) SR-GNN [22] converts each of session to a directed graphs and updates item embeddings by gated GNN. (8) GCE-GNN [21] captures item-transitions from all sessions, not

\(^2\)https://nijiammo.github.io/amazon/index.html
just a single session. (9) DHCN [23] captures the complex high-order information among items by modeling session-based data as a hypergraph.

5.1.3 Hyper-parameters Settings. Following previous studies [8, 21, 22], the dimension of node embedding is 100, the size of mini-batch is 100, and the $L_2$ regularization is $10^{-5}$ for all models. For RI-GNN, we use the Adam optimizer with the initial learning rate 0.001. The dropout ratio of session graph is 0.2. Moreover, the number of topics is empirically set to 24 and 20 on Pet Supplies and Movies and TV dataset, respectively.

5.1.4 Overall Performance. The experimental results of overall performance on sessions of different lengths are reported in Table 2 and Table 3 respectively, according to the tables, we can draw the following conclusions:

**Case 1** (Performance on sessions with more than 1 item): (1) Traditional methods (i.e., S-POP, S-KNN) show a significant inferiority to neural methods, except for GRU4Rec. This demonstrates that neural networks can learn more sophisticated features than the traditional methods. (2) Neural network based methods (i.e., GRU4Rec, NARM, STAMP, BERT4Rec) usually have better performance for SBR. GRU4Rec shows worse performance, which is probably because it strictly defines a session as a sequence, and does not consider the diversity of user preferences. The other neural methods (i.e., NARM, STAMP, BERT4Rec) outperform GRU4Rec significantly. Among them, NARM combines RNN and attention mechanism, STAMP and BERT4Rec are completely based on attention mechanism. This result demonstrates that attention-based methods are also an effective way besides the RNN-based methods. (3) Among all the baseline methods, the GNN-based methods (i.e., SR-GNN, GCE-GNN and DHCN) demonstrate the superiority over the others. They convert each session into a graph and model item dependencies with GNN. This indicates that GNN-based models would be more effective than RNN-based and attention-based models when capturing the complex dependencies between items in SBR. (4) It is obvious that our proposed RI-GNN model outperforms all the baselines on all datasets. Compared with the GNN-based methods, the superiority of RI-GNN may due to that it is equipped with RIL and review information, which can model item dependencies more accurately.

**Case 2** (Performance on sessions with more than 5 items): Table 3 shows that our proposed RI-GNN model can outperform the state-of-the-art SBR methods by 2.87% to 5.50% on different metrics. Compared with the result in Table 2, RI-GNN outperforms state-of-the-art SBR methods with a larger margin on long sessions. This demonstrates the superiority of RI-GNN is more outstanding for the long sessions. The reason may be that there exist more dependencies between non-adjacent items within the long sessions. This further verifies our hypothesis.

5.1.5 Ablation Study. To investigate the effectiveness of RIL component and review information for RI-GNN, we implement three variants of RI-GNN, denoted as RI-GNN-\_RIL, RI-GNN-\_topic, and RI-GNN-\_review, by removing RIL, topic and review respectively. The comparison of them is shown in Fig. 4. It is clear that all variants are inferior to the standard RI-GNN, which demonstrates that RIL, topics and review information are critical and necessary for the success of RI-GNN model.

6 CONCLUSION

In this paper, we rethink adjacent dependencies in SBR, argue that adjacent items in a session are not always dependent and non-adjacent items are not necessarily independent. Accordingly, we propose a novel review-refined inter-item graph neural network (RI-GNN), which leverages reviews to reduce the false dependencies between adjacent but actually independent items and capture true dependencies between non-adjacent but dependent items. Empirical evaluations on two real-world datasets demonstrate the superiority of RI-GNN over the state-of-the-art methods. In the future, we will explore more powerful methods to refine the dependencies within sessions.
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