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Abstract
A number of results in the study of real-time sentence comprehension have been explained by computational models as resulting from the rational use of probabilistic linguistic information. Many times, these hypotheses have been tested in reading by linking predictions about relative word difficulty to word-aggregated eye tracking measures such as go-past time. In this paper, we extend these results by asking to what extent reading is well-modeled as rational behavior at a finer level of analysis, predicting not aggregate measures, but the duration and location of each fixation. We present a new rational model of eye movement control in reading, the central assumption of which is that eye movement decisions are made to obtain noisy visual information as the reader performs Bayesian inference on the identities of the words in the sentence. As a case study, we present two simulations demonstrating that the model gives a rational explanation for between-word regressions.

1 Introduction
The language processing tasks of reading, listening, and even speaking are remarkably difficult. Good performance at each one requires integrating a range of types of probabilistic information and making incremental predictions on the basis of noisy, incomplete input. Despite these requirements, empirical work has shown that humans perform very well (e.g., Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995). Sophisticated models have been developed that explain many of these effects using the tools of computational linguistics and large-scale corpora to make normative predictions for optimal performance in these tasks (Genzel & Charniak, 2002, 2003; Keller, 2004; Levy & Jaeger, 2007; Jaeger, 2010). To the extent that the behavior of these models looks like human behavior, it suggests that humans are making rational use of all the information available to them in language processing. In the domain of incremental language comprehension, especially, there is a substantial amount of computational work suggesting that humans behave rationally (e.g., Jurafsky, 1996; Narayanan & Jurafsky, 2001; Levy, 2008; Levy, Reali, & Griffiths, 2009). Most of this work has taken as its task predicting the difficulty of each word in a sentence, a major result being that a large component of the difficulty of a word appears to be a function of its probability in context (Hale, 2001; Smith & Levy, 2008). Much of the empirical basis for this work comes from studying reading, where word difficulty can be related to the amount of time that a reader spends on a particular word. To relate these predictions about word difficulty to the data obtained in eye tracking experiments, the eye movement record has been summarized through word aggregate measures, such as the average duration of the first fixation on a word, or the amount of time between when a word is first fixated and when the eyes move to its right (‘go-past time’).

It is important to note that this notion of word difficulty is an abstraction over the actual task of reading, which is made up of more fine-grained decisions about how long to leave the eyes in their current position, and where to move them next, producing the series of relatively stable periods (fixations) and movements (saccades) that characterize the eye tracking record. While there has been much empirical work on reading at this fine-grained scale (see Rayner, 1998 for an overview), and there are a number of successful models (Reichle, Pollatsek, & Rayner, 2006; Engbert, Nuthmann, Richter, & Kliegl, 2005), little is known about the extent to which human reading behavior appears to be rational at this finer
grained scale. In this paper, we present a new rational model of eye movement control in reading, the central assumption of which is that eye movement decisions are made to obtain noisy visual information, which the reader uses in Bayesian inference about the form and structure of the sentence. As a case study, we show that this model gives a rational explanation for between-word regressions.

In Section 2, we briefly describe the leading models of eye movements in reading, and in Section 3, we describe how these models account for between-word regressions and the intuition behind our model’s account of them. Section 4 describes the model and its implementation and Sections 5–6 describe two simulations we performed with the model comparing behavioral policies that make regressions to those that do not. In Simulation 1, we show that specific regressive policies outperform specific non-regressive policies, and in Simulation 2, we use optimization to directly find optimal policies for three performance measures. The results show that the regressive policies outperform non-regressive policies across a wide range of performance measures, demonstrating that our model predicts that making between-word regressions is a rational strategy for reading.

2 Models of eye movements in reading

The two most successful models of eye movements in reading are E-Z Reader (Reichle, Pollatsek, Fisher, & Rayner, 1998; Reichle et al., 2006) and SWIFT (Engbert, Longtin, & Kliegl, 2002; Engbert et al., 2005). Both of these models characterize the problem of reading as one of word identification. In E-Z Reader, for example, the system identifies each word in the sentence serially, moving attention to the next word in the sentence only after processing the current word is complete, and (to slightly oversimplify), the eyes then follow the attentional shifts at some lag. SWIFT works similarly, but with the main difference being that processing and attention are distributed over multiple words, such that adjacent words can be identified in parallel. While both of these models provide a good fit to eye tracking data from reading, neither model asks the higher level question of what a rational solution to the problem would look like.

The first model to ask this question, Mr. Chips (Legge, Klitz, & Tjan, 1997; Legge, Hooven, Klitz, Mansfield, & Tjan, 2002), predicts the optimal sequence of saccade targets to read a text based on a principle of minimizing the expected entropy in the distribution over identities of the current word. Unfortunately, however, the Mr. Chips model simplifies the problem of reading in a number of ways: First, it uses a unigram model as its language model, and thus fails to use any information in the linguistic context to help with word identification. Second, it only moves on to the next word after unambiguous identification of the current word, whereas there is experimental evidence that comprehenders maintain some uncertainty about the word identities. In other work, we have extended the Mr. Chips model to remove these two limitations, and show that the resulting model more closely matches human performance (Bicknell & Levy, 2010). The larger problem, however, is that each of these models uses an unrealistic model of visual input, which obtains absolute knowledge of the characters in its visual window. Thus, there is no reason for the model to spend longer on one fixation than another, and the model only makes predictions for where saccades are targeted, and not how long fixations last.

Reichle and Laurent (2006) presented a rational model that overcame the limitations of Mr. Chips to produce predictions for both fixation durations and locations, focusing on the ways in which eye movement behavior is an adaptive response to the particular constraints of the task of reading. Given this focus, Reichle and Laurent used a very simple word identification function, for which the time required to identify a word was a function only of its length and the relative position of the eyes. In this paper, we present another rational model of eye movement control in reading that, like Reichle and Laurent, makes predictions for fixation durations and locations, but which focuses instead on the dynamics of word identification at the core of the task of reading. Specifically, our model identifies the words in a sentence by performing Bayesian inference combining noisy input from a realistic visual model with a language model that takes context into account.

3 Explaining between-word regressions

In this paper, we use our model to provide a novel explanation for between-word regressive saccades. In reading, about 10–15% of saccades are regressive – movements from right-to-left (or to previous lines). To understand how models such as E-Z Reader or SWIFT account for re-
gressive saccades to previous words, recall that
the system identifies words in the sentence (gener-
ally) left to right, and that identification of a
word in these models takes a certain amount of
time and then is completed. In such a setup, why
should the eyes ever move backwards? Three ma-
jor answers have been put forward. One possibil-
ity given by E-Z Reader is as a response to over-
shoot; i.e., the eyes move backwards to a previ-
ous word because they accidentally landed fur-
ther forward than intended due to motor error.
Such an explanation could only account for small
between-word regressions, of about the magni-
tude of motor error. The most recent version,
E-Z Reader 10 (Reichle, Warren, & McConnell,
2009), has a new component that can produce
longer between-word regressions. Specifically, the
model includes a flag for postlexical integration
failure, that – when triggered – will instruct the
model to produce a between-word regression to
the site of the failure. That is, between-word re-
gressions in E-Z Reader 10 can arise because of
postlexical processes external to the model’s main
task of word identification. A final explanation for
between-word regressions, which arises as a result
of normal processes of word identification, comes
from the SWIFT model. In the SWIFT model, the
reader can fail to identify a word but move past
it and continue reading. In these cases, there is
a chance that the eyes will at some point move
back to this unidentified word to identify it. From
the present perspective, however, it is unclear how
it could be rational to move past an unidentified
word and decide to revisit it only much later.

Here, we suggest a new explanation for
between-word regressions that arises as a result
of word identification processes (unlike that of
E-Z Reader) and can be understood as rational
(unlike that of SWIFT). Whereas in SWIFT and
E-Z Reader, word recognition is a process that
takes some amount of time and is then ‘com-
pleted’, some experimental evidence suggests that
word recognition may be best thought of as a
process that is never ‘completed’, as comprehen-
ders appear to both maintain uncertainty about the
identity of previous input and to update that uncer-
tainty as more information is gained about the rest
of the sentence (Connine, Blasko, & Hall, 1991;
Levy, Bicknell, Slattery, & Rayner, 2009). Thus, it
is possible that later parts of a sentence can cause
a reader’s confidence in the identity of the previ-
ous regions to fall. In these cases, a rational way to
respond might be to make a between-word regres-
sive saccade to get more visual information about
the (now) low confidence previous region.

To illustrate this idea, consider the case of a lan-
guage composed of just two strings, AB and BA,
and assume that the eyes can only get noisy in-
formation about the identity of one character at a
time. After obtaining a little information about the
identity of the first character, the reader may be
reasonably confident that its identity is A and move
on to obtaining visual input about the second char-
acter. If the first noisy input about the second char-
acter also indicates that it is probably A, then the
normative probability that the first character is A
(and thus a rational reader’s confidence in its iden-
tity) will fall. This simple example just illustrates
the point that if a reader is combining noisy vis-
ual information with a language model, then con-
fidence in previous regions will sometimes fall.

There are two ways that a rational agent might
deal with this problem. The first option would be
to reach a higher level of confidence in the identi-
ity of each word before moving on to the right,
i.e., slowing down reading left-to-right to prevent
having to make right-to-left regressions. The sec-
ond option is to read left-to-right relatively more
quickly, and then make occasional right-to-left re-
gressions in the cases where probability in pre-
vious regions falls. In this paper, we present two
simulations suggesting that when using a rational
model to read natural language, the best strate-
gies for coping with the problem of confidence
about previous regions dropping – for any trade-
off between speed and accuracy – involve making
between-word regressions. In the next section, we
present the details of our model of reading and its
implementation, and then we present our two sim-
ulations in the sections following.

4 Reading as Bayesian inference

At its core, the framework we are proposing is one
of reading as Bayesian inference. Specifically, the
model begins reading with a prior distribution over
possible identities of a sentence given by its lan-
guage model. On the basis of that distribution, the
model decides whether or not to move its eyes (and
if so where to move them to) and obtains noisy
visual input about the sentence at the eyes’ posi-
tion. That noisy visual input then gives the likeli-
hood term in a Bayesian belief update, where the
model’s prior distribution over the identity of the sentence given the language model is updated to a posterior distribution taking into account both the language model and the visual input obtained thus far. On the basis of that new distribution, the model again selects an action and the cycle repeats.

This framework is unique among models of eye movement control in reading (except Mr. Chips) in having a fully explicit model of how visual input is used to discriminate word identity. This approach stands in sharp contrast to other models, which treat the time course of word identification as an exogenous function of other influencing factors (such as word length, frequency, and predictability). The hope in our approach is that the influence of these key factors on the eye movement record will fall out as a natural consequence of rational behavior itself. For example, it is well known that the higher the conditional probability of a word given preceding material, the more rapidly that word is read (Boston, Hale, Klugl, Patil, & Vasishth, 2008; Demberg & Keller, 2008; Ehrlich & Rayner, 1981; Smith & Levy, 2008). E-Z Reader and SWIFT incorporate this finding by specifying a dependency on word predictability in the exogenous function determining word processing time. In our framework, in contrast, we would expect such an effect to emerge as a byproduct of Bayesian inference: words with high prior probability (conditional on preceding fixations) will require less visual input to be reliably identified.

An implemented model in this framework must formalize a number of pieces of the reading problem, including the possible actions available to the reader and their consequences, the nature of visual input, a means of combining visual input with prior expectations about sentence form and structure, and a control policy determining how the model will choose actions on the basis of its posterior distribution over the identities of the sentence. In the remainder of this section, we present these details of the formalization of the reading problem we used for the simulations reported in this paper: actions (4.1), visual input (4.2), formalization of the Bayesian inference problem (4.3), control policy (4.4), and finally, implementation of the model using weighted finite state automata (4.5).

4.1 Formal problem of reading: Actions

For our model, we assume a series of discrete timesteps, and on each time step, the model first obtains visual input around the current location of the eyes, and then chooses between three actions: (a) continuing to fixate the currently fixated position, (b) initiating a saccade to a new position, or (c) stopping reading of the sentence. If on the ith timestep, the model chooses option (a), the timestep advances to i + 1 and another sample of visual input is obtained around the current position. If the model chooses option (c), the reading immediately ends. If a saccade is initiated (b), there is a lag of two timesteps, roughly representing the time required to plan and execute a saccade, during which the model again obtains visual input around the current position and then the eyes move—with some motor error—toward the intended target $t_i$, landing on position $\ell_i$. On the next time step, visual input is obtained around $\ell_i$ and another decision is made. The motor error for saccades follows the form of random error used by all major models of eye movements in reading: the landing position $\ell_i$ is normally distributed around the intended target $t_i$ with standard deviation given by a linear function of the intended distance\(^1\)

$$\ell_i \sim N(t_i, (\delta_0 + \delta_1|t_i - \ell_{i-1}|)^2)$$

(1)

for some linear coefficients $\delta_0$ and $\delta_1$. In the experiments reported in this paper, we follow the SWIFT model in using $\delta_0 = 0.87, \delta_1 = 0.084$.

4.2 Noisy visual input

As stated earlier, the role of noisy visual input in our model is as the likelihood term in a Bayesian inference about sentence form and identity. Therefore, if we denote the input obtained thus far from a sentence as $I$, all the information pertinent to the reader’s inferences can be encapsulated in the form $p(I\mid w)$ for possible sentences $w$. We assume that the inputs deriving from each character position are conditionally independent given sentence identity, so that if $w_j$ denotes letter $j$ of the sentence and $I(j)$ denotes the component of visual input associated with that letter, then we can decompose $p(I\mid w)$ as $\prod_j p(I(j)\mid w_j)$. For simplicity, we assume that each character is either a lowercase letter or a space. The visual input obtained from an individual fixation can thus be summarized as a vector of likelihoods $p(I(j)\mid w_j)$, as shown in

\(^1\)In the terminology of the literature, the model has only random motor error (variance), not systematic error (bias). Following Engbert and Krügel (2010), systematic error may arise from Bayesian estimation of the best saccade distance.
where the normalization constant $Z$ is given by

$$Z = \sqrt{\frac{\pi}{2}}(\sigma_L + \sigma_R).$$

From this distribution, we derive two types of visual input, peripheral input giving word boundary information and foveal input giving information about letter identity.

### 4.2.1 Peripheral visual input

In our model, any eccentricity with a processing rate proportion $\lambda(\varepsilon)$ at least 0.5% of the total processing rate ($\varepsilon \in [-5, 8]$) that is at least 1% of the total processing rate ($\varepsilon \in [-5, 8]$) yields peripheral visual input, defined as veridical word boundary information indicating whether each character is a letter or a space.

This roughly corresponds to empirical estimates that humans obtain useful information in reading from about 19 characters, more from the right of fixation than the left (Rayner, 1998). Hence in Figure 1, for example, left-peripheral visual input can be represented as veridical knowledge of the initial whitespace (denoted $\cdot$), and a uniform distribution over the 26 letters of English for the letter $a$.

### 4.2.2 Foveal visual input

In addition, for those eccentricities with a processing rate proportion $\lambda(\varepsilon)$ that is at least 1% of the total processing rate ($\varepsilon \in [-5, 8]$), the model receives foveal visual input, defined only for letters\footnote{For white space, the model is already certain of the identity because of peripheral input.} to provide noisy information about the letter's identity. This threshold of 1% roughly corresponds to estimates that readers get information useful for letter identification from about 4 characters to the left and 8 to the right of fixation (Rayner, 1998).

In our model, each letter is equally confusable with all others, following Norris (2006, 2009), but ignoring work on letter confusability (which could be added to future model revisions; Engel, Dougherty, & Jones, 1973; Geyer, 1977). Visual information about each character is obtained by sampling. Specifically, we represent each letter as a 26-dimensional vector, where a single element is 1 and the other 25 are zeros, and given this representation, foveal input for a letter is given as a sample from a 26-dimensional Gaussian with a...
mean equal to the letter’s true identity and a diagonal covariance matrix \( \Sigma(\epsilon) = \lambda(\epsilon)^{1/2} I \). It is relatively straightforward to show that under these conditions, if we take the processing rate to be the expected change in log-odds of the true letter identity relative to any other that a single sample brings about, then the rate equals \( \lambda(\epsilon) \). We scale the overall processing rate by multiplying each rate by \( \Lambda \). For the experiments in this paper, we set \( \Lambda = 4 \).

For each fixation, we sample independently from the appropriate distribution for each character position and then compute the likelihood given each possible letter, as illustrated in the non-peripheral region of Figure 1.

### 4.3 Inference about sentence identity

Given the visual input and a language model, inferences about the identity of the sentence \( w \) can be made by standard Bayesian inference, where the prior is given by the language model and the likelihood is a function of the total visual input obtained from the first to the \( i \)th timestep \( \mathcal{I}_i \),

\[
p(w|\mathcal{I}_i) = \frac{p(w)p(\mathcal{I}_i|w)}{\sum_{w'}p(w)p(\mathcal{I}_i|w')}. \tag{2}
\]

If we let \( \mathcal{I}(j) \) denote the input received about character position \( j \) and let \( w_j \) denote the \( j \)th character in sentence identity \( w \), then the likelihood can be broken down by character position as

\[
p(\mathcal{I}_i|w) = \prod_{j=1}^{n} p(\mathcal{I}_i(j)|w_j)
\]

where \( n \) is the final character about which there is any visual input. Similarly, we can decompose this into the product of the likelihoods of each sample

\[
p(\mathcal{I}_i|w) = \prod_{j=1}^{n} \prod_{i=1}^{j} p(\mathcal{I}_i(j)|w_j). \tag{3}
\]

If the eccentricity of the \( j \)th character on the \( r \)th timestep \( \epsilon_r^j \) is outside of foveal input or the character is a space, the inner term is 0 or 1. If the sample was from a letter in foveal input \( \epsilon_r^j \in [-5, 8] \), it is the probability of sampling \( \mathcal{I}_r(j) \) from the multivariate Gaussian \( \mathcal{N}(w_j, \Lambda \Sigma(\epsilon_r^j)) \).

### 4.4 Control policy

The model uses a simple policy to decide between actions based on the marginal probability \( m \) of the most likely character \( c \) in position \( j \),

\[
m(j) = \max_c p(w_n = c|\mathcal{I}_i) = \max_c \sum_{w_n = c} p(w_i|\mathcal{I}_i). \tag{4}
\]

Intuitively, a high value of \( m \) means that the model is relatively confident about the character’s identity, and a low value that it is relatively uncertain.

Given the values of this statistic, our model decides between four possible actions, as illustrated in Figure 2. If the value of this statistic for the current position of the eyes \( m(\ell_i) \) is less than a parameter \( \alpha \), the model chooses to continue fixating the current position (2a). Otherwise, if the value of \( m(j) \) is less than \( \beta \) for some leftward position \( j < \ell_i \), the model initiates a saccade to the closest such position (2b). If \( m(j) \geq \beta \) for all \( j < \ell_i \), then the model initiates a saccade to \( n \) characters past the closest position to the right \( j > \ell_i \) for which \( m(j) < \alpha \) (2c). Finally, if no such positions exist to the right, the model stops reading the sentence (2d). Intuitively, then, the model reads by making a rightward sweep to bring its confidence in each character up to \( \alpha \), but pauses to move left if confidence in a previous character falls below \( \beta \).

### 4.5 Implementation with wFSAs

This model can be efficiently and simply implemented using weighted finite-state automata (wFSAs; Mohri, 1997) as follows: First, we begin with a wFSA representation of the language model, where each arc emits a single character (or is an epsilon-transition emitting nothing). To perform belief update given a new visual input, we create a new wFSA to represent the likelihood of each character from the sample. Specifically, this wFSA has only a single chain of states, where, e.g., the first and second state in the chain are connected by 27 (or fewer) arcs, which emit each of

---

\(^3\)The role of \( n \) is to ensure that the model does not center its visual field on the first uncertain character. We did not attempt to optimize this parameter, but fixed \( n \) at 2.
the possible characters for \( w_1 \) along with their respective likelihoods given the visual input (as in the inner term of Equation 3). Next, these two wFSAs may simply be composed and then normalized, which completes the belief update, resulting in a new wFSA giving the posterior distribution over sentences. To calculate the statistic \( m \), while it is possible to calculate it in closed form from such a wFSA relatively straightforwardly, for efficiency we use Monte Carlo estimation based on samples from the wFSA.

5 Simulation 1

With the description of our model in place, we next proceed to describe the first simulation in which we used the model to test the hypothesis that making regressions is a rational way to cope with confidence in previous regions falling. Because there is in general no single rational trade-off between speed and accuracy, our hypothesis is that, for any given level of speed and accuracy achieved by a non-regressive policy, there is a faster and more accurate policy that makes a faster left-to-right pass but occasionally does make regressions. In the terms of our model’s policy parameters \( \alpha \) and \( \beta \) described above, non-regressive policies are exactly those with \( \beta = 0 \), and a policy that is faster on the left-to-right pass but does make regressions is one with a lower value of \( \alpha \) but a non-zero \( \beta \). Thus, we tested the performance of our model on the reading of a corpus of text typical of that used in reading experiments at a range of reasonable non-regressive policies, as well as a set of regressive policies with lower \( \alpha \) and positive \( \beta \). Our prediction is that the former set will be strictly dominated in terms of both speed and accuracy by the latter.

5.1 Methods

5.1.1 Policy parameters

We test 4 non-regressive policies (i.e., those with \( \beta = 0 \)) with values of \( \alpha \in \{.90, .95, .97, .99\} \), and in addition, test regressive policies with a lower range of \( \alpha \in \{.85, .90, .95, .97\} \) and \( \beta \in \{.4, .7\} \).

5.1.2 Language model

Our reader’s language model was an unsmoothed bigram model created using a vocabulary set consisting of the 500 most frequent words in the British National Corpus (BNC) as well as all the words in our test corpus. From this vocabulary, we constructed a bigram model using the counts from every bigram in the BNC for which both words were in vocabulary (about 222,000 bigrams).

5.1.3 wFSA implementation

We implemented our model with wFSAs using the OpenFST library (Allauzen, Riley, Schalkwyk, Skut, & Mohri, 2007). Specifically, we constructed the model’s initial belief state (i.e., the distribution over sentences given by its language model) by directly translating the bigram model into a wFSA in the log semiring. We then composed this wFSA with a weighted finite-state transducer (wFST) breaking words down into characters. This was done in order to facilitate simple composition with the visual likelihood wFSA defined over characters. In the Monte Carlo estimation of \( m \), we used 5000 samples from the wFSA. Finally, to speed performance, we bounded the wFSA to have exactly the number of characters present in the actual sentence and then renormalized.

5.1.4 Test corpus

We tested our model’s performance by simulating reading of the Schilling corpus (Schilling, Rayner, & Chumbley, 1998). To ensure that our results did not depend on smoothing, we only tested the model on sentences in which every bigram occurred in the BNC. Unfortunately, only 8 of the 48 sentences in the corpus met this criterion. Thus, we made single-word changes to 25 more of the sentences (mostly changing proper names and rare nouns) to produce a total of 33 sentences to read, for which every bigram did occur in the BNC.

5.2 Results and discussion

For each policy we tested, we measured the average number of timesteps it took to read the sentences, as well as the average (natural) log probability of the correct sentence identity under the model’s beliefs after reading ended ‘Accuracy’. The results are plotted in Figure 3. As shown in the graph, for each non-regressive policy (the circles), there is a regressive policy that outperforms it, both in terms of average number of timesteps taken to read (further to the left) and the average log probability of the sentence identity (higher). Thus, for a range of policies, these results suggest
that making regressions when confidence about previous regions falls is a rational reader strategy, in that it appears to lead to better performance, both in terms of speed and accuracy.

6 Simulation 2

In Simulation 2, we perform a more direct test of the idea that making regressions is a rational response to the problem of confidence falling about previous regions using optimization techniques. Specifically, we search for optimal policy parameter values \((\alpha, \beta)\) for three different measures of performance, each representing a different trade-off between the importance of accuracy and speed.

6.1 Methods

6.1.1 Performance measures

We examine performance measures interpolating between speed and accuracy of the form

\[ L(1 - \gamma) - T \gamma \]  

(5)

where \(L\) is the log probability of the true identity of the sentence ‘Accuracy’ for a range of values of \(\alpha\) and \(\beta\). Values of \(\alpha\) are not labeled, but increase with the number of timesteps for a constant value of \(\beta\). For each non-regressive policy \((\beta = 0)\), there is a policy with a lower \(\alpha\) and higher \(\beta\) that achieves better accuracy in less time.

6.1.2 Optimization of policy parameters

Searching directly for optimal values of \(\alpha\) and \(\beta\) for our stochastic reading model is difficult because each evaluation of the model with a particular set of parameters produces a different result. We use the PEGASUS method (Ng & Jordan, 2000) to transform this stochastic optimization problem into a deterministic one on which we can use standard optimization algorithms.\(^5\) Then, we evaluate the model’s performance at each value of \(\alpha\) and \(\beta\) by reading the full test corpus and averaging performance. We then simply use coordinate ascent (in logit space) to find the optimal values of \(\alpha\) and \(\beta\) for each performance measure.

6.1.3 Language model

The language model used in this simulation begins with the same vocabulary set as in Sim. 1, i.e., the 500 most frequent words in the BNC and every word that occurs in our test corpus. Because the search algorithm demands that we evaluate the performance of our model at a number of parameter values, however, it is too slow to optimize \(\alpha\) and \(\beta\) using the full language model that we used for Sim. 1. Instead, we begin with the same set of bigrams used in Sim. 1 – i.e., those that contain two in-vocabulary words – and trim this set by removing rare bigrams that occur less than 200 times in the BNC (except that we do not trim any bigrams that occur in our test corpus). This reduces our set of bigrams to about 19,000.

6.1.4 wFSA implementation

The implementation was the same as in Sim. 1.

6.1.5 Test corpus

The test corpus was the same as in Sim. 1.

6.2 Results and discussion

The optimal values of \(\alpha\) and \(\beta\) for each \(\gamma \in \{.025, .1, .4\}\) are given in Table 1 along with the mean values for \(L\) and \(T\) found at those parameter values. As the table shows, the optimization procedure successfully found values of \(\alpha\) and \(\beta\), which go up (slower reading) as \(\gamma\) goes down (valuing accuracy more than time). In addition, we see that the average results of reading at these parameter values are also as we would expect, with \(T\) and \(L\) going up as \(\gamma\) goes down. As predicted, the optimal

\(^5\)Specifically, this involves fixing the random number generator for each run to produce the same values, resulting in minimizing the variance in performance across evaluations.
values of $\beta$ found are non-zero across the range of policies, which include policies that value speed over accuracy much more than in Sim. 1. This provides more evidence that whatever the particular performance measure used, policies making regressive saccades when confidence in previous regions falls perform better than those that do not.

There is one interesting difference between the results of this simulation and those of Sim. 1, which is that here, the optimal policies all have a value of $\beta > \alpha$. That may at first seem surprising, since the model’s policy is to fixate a region until its confidence becomes greater than $\alpha$ and then return if it falls below $\beta$. It would seem, then, that the only reasonable values of $\beta$ are those that are strictly below $\alpha$. In fact, this is not the case because of the two time step delay between the decision to move the eyes and the execution of that saccade. Because of this delay, the model’s confidence when it leaves a region (relevant to $\beta$) will generally be higher than when it decided to leave (determined by $\alpha$). In Simulation 2, because of the smaller grammar that was used, the model’s confidence in a region’s identity rises more quickly and this difference is exaggerated.

### 7 Conclusion

In this paper, we presented a model that performs Bayesian inference on the identity of a sentence, combining a language model with noisy information about letter identities from a realistic visual input model. On the basis of these inferences, it uses a simple policy to determine how long to continue fixating the current position and where to fixate next, on the basis of information about where the model is uncertain about the sentence’s identity. As such, it constitutes a rational model of eye movement control in reading, extending the insights from previous results about rationality in language comprehension.

The results of two simulations using this model support a novel explanation for between-word regressive saccades in reading: that they are used to gather visual input about previous regions when confidence about them falls. Simulation 1 showed that a range of policies making regressions in these cases outperforms a range of non-regressive policies. In Simulation 2, we directly searched for optimal values for the policy parameters for three different performance measures, representing different speed-accuracy trade-offs, and found that the optimal policies in each case make substantial use of between-word regressions when confidence in previous regions falls. In addition to supporting a novel motivation for between-word regressions, these simulations demonstrate the possibility for testing a range of questions that were impossible with previous models of reading related to the goals of a reader, such as how should reading behavior change as accuracy is valued more.

There are a number of obvious ways for the model to move forward. One natural next step is to make the model more realistic by using letter confusability matrices. In addition, the link to previous work in sentence processing can be made tighter by incorporating syntax-based language models. It also remains to compare this model’s predictions to human data more broadly on standard benchmark measures for models of reading. The most important future development, however, will be moving toward richer policy families, which enable more intelligent decisions about eye movement control, based not just on simple confidence statistics calculated independently for each character position, but rather which utilize the rich structure of the model’s posterior beliefs about the sentence identity (and of language itself) to make more informed decisions about the best time to move the eyes and the best location to direct them next.
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