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Abstract

In this paper, we propose a new lifetime distribution by compounding the gamma and Lindley distributions. Construction of it can be interpreted in the viewpoint of the reliability analysis and Bayesian inference. Moreover, the distribution has decreasing and unimodal hazard rate shapes. Several properties of the distribution are obtained, involving characteristics of the (reverse) hazard rate function, quantiles, moments, extreme order statistics and some stochastic order relations. Estimating the distribution parameters is discussed by some estimation methods and their performance is evaluated by a simulation study. Also, estimation of the stress-strength parameter is investigated. Usefulness of the distribution among other models is illustrated by fitting two failure data sets and using some goodness-of-fit measures.
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1. Introduction

Different nature of the lifetime data requires introducing new distributions with various failure rate shapes to capture the analysis of such data. Among those shapes, we mention: the decreasing and unimodal (upside-down bathtub) hazard (failure) rates. The former rates have many applications in reliability and survival analysis. Further, a decreasing failure rate describes a phenomenon where the probability of an event in a fixed time interval in the future decreases over time. A decreasing failure rate can describe a period of infant mortality where earlier failures are eliminated or corrected (Finkelstein 2008). A practical example is failure in the air conditioning systems (Proschan 1963). On the other side, as mentioned by (Lai and Xie 2006), when the main reasons of the failures of products are caused by fatigue and corrosion, the failure rates of those products exhibit unimodal shapes. Moreover, in some medical situations, for example breast cancer and infection with some new viruses, the hazard rate is unimodal shape, see (Demichele, Bonadonna, Hrushesky, Retsky, and Valagussa 2004).

Recently, the gamma Lindley distribution was proposed by (Zeghdoudi and Nedjar 2015) as a mixture of gamma\((2, \theta)\) and one-parameter Lindley distribution. It is abbreviated as GamL
and having the probability density function (pdf)
\[
f(x; \theta, \beta) = \frac{\theta^2 ((\beta + \beta \theta - \theta)x + 1)e^{-\theta x}}{\beta(1 + \theta)}; \quad x > 0, \quad \theta > 0, \quad \beta > 0.
\]

Nedjar and Zeghdoudi (Nedjar and Zeghdoudi 2016) discussed various statistical properties and simulation of the GamL distribution. Such GamL distribution has some weaknesses, where there is an incorrectness in the parameter space. The above \(f(x; \theta, \beta)\) is not a proper pdf, since it can be negative for some values of the parameters \(\theta\) and \(\beta\) (see (Messaadia and Zeghdoudi 2017)). For a proper \(f(x; \theta, \beta)\), (Messaadia and Zeghdoudi 2017) modified the parameter space to be \(\theta > 0; \beta > \frac{\theta}{1+\theta}\). Moreover, when \(\alpha = \beta(1 + \theta) - \theta\), then the GamL distribution gives the two parameter Lindley distribution proposed by (Shanker, Sharma, and Shanker 2013), which has the following the pdf
\[
f(x; \theta, \alpha) = \frac{\theta^2 (\alpha x + 1)e^{-\theta x}}{\alpha + \theta}; \quad x > 0, \quad \theta > 0, \quad \alpha > 0.
\]

Therefore, the GamL distribution is only a reparametrization for the distribution above proposed by (Shanker et al. 2013). On the other side, the GamL distribution proposed by (Messaadia and Zeghdoudi 2017) does not allow a decreasing or unimodal hazard rate shapes, which makes it non-suitable for modeling data with those hazard rate shapes. Other generalizations of the Lindley distribution based on the same mixture approach can be found in (Abouammoh, Alshangiti, and Ragab 2015) and references therein.

The aim of this paper is to propose a new gamma Lindley distribution by compounding the gamma and Lindley distributions in a different manner than used in the GamL distribution. The new distribution has decreasing and unimodal hazard rates shapes and its construction is as follows. Let \(X | \lambda\) follow the gamma distribution with pdf
\[
f(x | \lambda) = \frac{\lambda^\alpha x^{\alpha-1}e^{-\lambda x}}{\Gamma(\alpha)}; \quad x > 0; \quad \alpha, \lambda > 0,
\]
and \(\lambda | \beta\) having the Lindley distribution (Lindley 1958) with the pdf
\[
f(\lambda | \beta) = \frac{\beta^2}{1 + \beta} (1 + \lambda) e^{-\beta \lambda}; \quad \lambda > 0; \quad \beta > 0,
\]
then the marginal distribution of \(X\) is called gamma-Lindley (GaL) distribution. The pdf of \(X\) is obtained by
\[
f(x) = \frac{\beta^2}{1 + \beta} \frac{x^{\alpha-1}(1 + \lambda) e^{-\beta x}}{\Gamma(\alpha) \int_0^\infty (1 + \lambda) \lambda^\alpha e^{-\beta x \lambda} d\lambda},
\]
which after some algebra, we get the GaL pdf as
\[
f(x) = \frac{\alpha \beta^2}{1 + \beta} \frac{(1 + \alpha + \beta + x) x^{\alpha-1}}{(\beta + x)^{2+\alpha}}, \quad x > 0, \quad \alpha > 0, \quad \beta > 0. \tag{1}
\]
Moreover, the cumulative distribution function (cdf) of the GaL distribution is
\[
F(x) = \frac{1}{1 + \beta} \frac{x^\alpha}{(\beta + x)^{1+\alpha}} \left[ x(1 + \beta) + (1 + \alpha + \beta) \beta \right] \\
= \frac{x^\alpha}{(\beta + x)^{1+\alpha}} + \frac{\beta \alpha x^\alpha}{(1 + \beta) (\beta + x)^{1+\alpha}}, \tag{2}
\]
hence, the corresponding reliability (survival) function is given by
\[
R(x) = \frac{(\beta + x)^{\alpha+1}(1 + \beta) - x^\alpha(1 + \beta)(\beta + x) - \beta \alpha x^\alpha}{(\beta + x)^{\alpha+1}(1 + \beta)}. \tag{3}
\]
The usefulness of model (1) in reliability analysis comes in noting that $X$ can be the lifetime of a component and $\lambda$ is the scale parameter of its distribution. Suppose that, in the population, there is some variability in the scale parameters; this variability can be described by the distribution for $\lambda$. Also, comparing the GaL distribution with gamma and Lindley distributions implies the flexibility of GaL in terms of its density and hazard rate shapes as shall be seen later. A practical importance, in the context of reliability, for the GaL distribution is shown by modeling two failure data sets (see application section) with comparing it to many recent versions of the Lindley distribution. Further, in several practical situations, objects in a certain population differ substantially from each other, hence this heterogeneity must be taken into account for accurate analysis on data of such population. Therefore, another motivation of the GaL distribution is represented by its mixture representation which is recommended for such heterogeneity. In the context of Bayesian inference, the GaL distribution given by (1) arises when the gamma $f(x \mid \lambda)$ represents the distribution of future observations and the Lindley $f(\lambda \mid \beta)$ is the posterior distribution of the parameters of $f(x \mid \lambda)$, given the information in a sample of observed data. By making use of (3), we find that $\lim_{x \to \infty} e^{\delta x} R(x) = \infty$, for all $\delta > 0$, as $e^{\delta x}$ is unbounded for any $\delta$ and grows fastly to $\infty$ as $x \to \infty$. Hence, the GaL is a heavy tail distribution. Further, it can be noted that $\lim_{x \to \infty} R(t + x)/R(x) = 1$, the GaL distribution has also a long right tail.

The rest of the paper is organized as follows. The shape characteristics of the pdf, hazard rate function (hrf) and reverse hazard rate function (rhrf) of the GaL distribution are discussed in Section 2. Quantiles, moments and extreme order statistics are discussed in Section 3. Also, some stochastic order relations are discussed. Estimation by the methods of maximum likelihood and least squares is presented in Section 4. Estimation of the stress-strength parameter is discussed in Section 5. In Section 6, we suggest two different algorithms for generating random data from the new distribution. Further, a simulation study is given to compare the performances of the proposed estimators under the three estimation methods. Finally, two real-life data applications are illustrated in Section 7 for evaluation of the GaL distribution among some recent models.

2. Shape characteristics

In this section, we discuss the shape characteristics of the pdf, hrf and rhrf of the GaL distribution.

2.1. Shape of pdf

We can see from (1) that

$$\lim_{x \to 0} f(x) = \begin{cases} \infty & \alpha < 1 \\
\frac{\beta^2(2+\beta)}{(1+\beta)^2} & \alpha = 1 \\
0 & \alpha > 1 
\end{cases}$$

and $\lim_{x \to \infty} f(x) = 0$. Figure 1 shows the pdf of the GaL distribution for some selected choices of $\alpha$ and $\beta$. From Figure 1, we see that the pdf of GaL distribution is decreasing for $\alpha \leq 1$ and unimodal for $\alpha > 1$. The shape characteristics of the pdf of GaL distribution are discussed theoretically in the following theorem.

**Theorem 1.** The pdf of GaL distribution given by (1) is decreasing for $\alpha \leq 1$ and unimodal for $\alpha > 1$.

**Proof.** The logarithm of (1) is

$$\log f(x) = C + \log(1 + \alpha + \beta + x) + (\alpha - 1) \log x - (\alpha + 2) \log(\beta + x).$$
where $C$ is a real valued constant. We have
\[
\frac{d}{dx} \log f(x) = \frac{1}{1 + \alpha + \beta + x} + \frac{\alpha - 1}{x} - \frac{\alpha + 2}{\beta + x} = \frac{\alpha - 1}{x} \frac{(\alpha + 1)(2 + \alpha + \beta + x)}{(\beta + x)(1 + \alpha + \beta + x)}.
\]

If $\alpha \leq 1$, we easily see that
\[
\frac{d}{dx} \log f(x) < 0.
\]
So in this case, $f(x)$ is decreasing for all $x$.

For $\alpha > 1$, from the equation
\[
\frac{d}{dx} \log f(x) = \frac{\alpha - 1}{x} \frac{(\alpha + 1)(2 + \alpha + \beta + x)}{(\beta + x)(1 + \alpha + \beta + x)} = 0,
\]
we get the quadratic equation
\[
2x^2 - (\alpha \beta - 3\alpha - 3\beta - 3)x - \alpha^2 \beta - \alpha\beta^2 + \beta^2 + \beta = 0,
\]
which has two real distinct roots over the real line. However, in our case, there is only one real positive root which is given by
\[
x_0 = \frac{\alpha\beta - 3\alpha - 3\beta - 3 + \sqrt{\alpha^2 \beta^2 + 9\alpha^2 + \beta^2 + 2\alpha^2 \beta + 2\alpha\beta^2 + 12\alpha\beta + 18\alpha + 10\beta + 9}}{4}.
\]

Now, for $\alpha > 1$, since $\lim_{x \to 0} f(x) = 0$, and $\lim_{x \to \infty} f(x) = 0$, the pdf $f(x)$ is unimodal and the mode is $x_0$.  

2.2. Shapes of hazard rate and reversed hazard rate functions

The hrf and rhrf corresponding to (1) and (2) are given, respectively, by

\[
h(x) = \frac{f(x)}{R(x)} = \frac{\alpha \beta^2 x^{\alpha-1} (1 + \alpha + \beta + x)}{(\beta + x)[(\beta + x)^{\alpha+1} (1 + \beta) - x^\alpha (1 + \beta) (\beta + x) - \beta \alpha x^\alpha]},
\]

and

\[
r(x) = \frac{f(x)}{F(x)} = \frac{\alpha \beta^2 (1 + \alpha + \beta + x)}{x(\beta + x)[x(1 + \beta) + \beta (1 + \alpha + \beta)]}.
\]

The behavior of \(h(x)\) when \(x \to 0\) and \(x \to \infty\), respectively, are given by

\[
\lim_{x \to 0} h(x) = \begin{cases} \infty & \alpha < 1 \\ \frac{2+\beta}{\beta (1+\beta)} & \alpha = 1 \\ 0 & \alpha > 1 \end{cases}
\]

and \(\lim_{x \to \infty} h(x) = 0\).

Also, we can find that \(\lim_{x \to 0} r(x) = \infty\) and \(\lim_{x \to \infty} r(x) = 0\). Figures 2 and 3, show the hrf \(h(x)\) and rhrf \(r(x)\) of the GaL distribution for some choices of \(\alpha\) and \(\beta\), respectively.

![Figure 2: Plots of the GaL hazard rate function for some parameter values.](image)

For establishing the main result regarding the shape of the hazard function \(h(x)\) in (4), we use the following lemma due to (Glaser 1980).

**Lemma 1.** Suppose \(f(t)\), for \(t > 0\), is the density function of a positive real-valued continuous random variable, \(f'(t)\) is the derivative of \(f(t)\), and \(\eta(t) = -f'(t)/f(t)\). Then, if there exists a \(t_0\) such that \(\eta'(t) > 0 \forall t \in (0, t_0)\), \(\eta'(t_0) = 0\) and \(\eta'(t) < 0 \forall t \in (t_0, \infty)\), the hazard function corresponding to \(f(t)\) is either an upside down or a decreasing function of \(t\).

**Proof.** See (Glaser 1980). \(\square\)
The following theorem shows that there are two shapes for the hazard rate function of the GaL distribution, depending on the values of the parameter $\alpha$ and one shape for the reversed hazard rate function of the GaL distribution.

**Theorem 2.**  

a) The hazard rate function of the GaL distribution in (4) is decreasing for $\alpha \leq 1$ and unimodal for $\alpha > 1$.

b) The reversed hazard rate function of the GaL distribution in (5) is decreasing.

**Proof.**  

a) For the pdf (1), we have

$$ \eta(x) = -\frac{f'(x)}{f(x)} = -\frac{\alpha - 1}{x} + \frac{(\alpha + 1)(2 + \alpha + \beta + x)}{(\beta + x)(1 + \alpha + \beta + x)}. $$

It follows that

$$ \eta'(x) = \frac{\alpha - 1}{x^2} - \frac{(\alpha + 1)(2 + 3\alpha + 4\beta + 4x + \alpha^2 + \beta^2 + x^2 + 2\beta x + 2\alpha x + 2\alpha\beta)}{(\beta + x)^2(1 + \alpha + \beta + x)^2}. $$

For $\alpha \leq 1$, we have $\eta'(x) < 0$. For $\alpha > 1$, $\eta(x)$ has a global maximum at some point $x_0$, where $x_0$ is the root of the equation $\eta'(x_0) = 0$. Therefore, part (a) follows from Lemma 1.

b) We have

$$ \frac{d}{dx} \log r(x) = \frac{1}{1 + \alpha + \beta + x} - \frac{1}{x} \frac{1}{\beta + x} - \frac{1 + \beta}{x(1 + \beta + \beta(1 + \alpha + \beta))} $$

$$ = \frac{-1 - \alpha - \beta}{(1 + \alpha + \beta + x)[x(1 + \beta + \beta(1 + \alpha + \beta)]} - \frac{1}{x} - \frac{1}{\beta + x} < 0, $$

for all $\alpha$ and $\beta$. Therefore, the reversed hazard rate function (5) is decreasing.
3. Quantiles and moments

The $p$th quantile $x_p$ of the GaL distribution defined by $F(x_p) = p$, is the root of the equation

$$x_p = \frac{\alpha \beta}{(1 + \beta) \left[(1 + \frac{\beta}{x_p})^\alpha p - 1\right]} - \beta.$$

Note that $x_p$ can be used to generate GaL random variates. Moreover, the median of the GaL distribution is obtained by using the equation above for $p = \frac{1}{2}$.

Now, we discuss moments of the GaL distribution. If $X \sim GaL(\alpha, \beta)$, then we find

$$E(X) = E(E(X|\lambda)) = E\left(\frac{\alpha}{\lambda}\right) = \alpha E\left(\frac{1}{\lambda}\right) = \infty,$$

and generally

$$E(X^r) = \infty, \quad r \geq 1,$$

which implies all moments of the distribution are infinite. Thus, the GaL distribution has no mean and this means in practice that if we take a sample $X_1, X_2, ..., X_n$ from the GaL distribution, then the average $\bar{X}$ does not tend to a particular value.

On the other side, the negative moments are useful in several applications, such as life testing problems and estimation purposes. Therefore, we discuss the negative moments for this distribution.

The $r^{th}$ negative moment (about the origin) of the GaL distribution is given by

$$E(X^{-r}) = E\left(E(X^{-r}|\lambda)\right) = \frac{\Gamma(\alpha - r) r!(\beta + r + 1)}{\Gamma(\alpha) \beta^r(\beta + 1)!}, \quad r < \alpha, \quad r = 1, 2, \ldots,$$

in particular, for $r = 1$

$$E\left(\frac{1}{X}\right) = \frac{\beta + 2}{\beta(\alpha - 1)(\beta + 1)!}, \quad \alpha > 1,$$

and for $r = 2$

$$E\left(\frac{1}{X^2}\right) = \frac{2(\beta + 3)}{\beta^2(\alpha - 1)(\alpha - 2)(\beta + 1)!}, \quad \alpha > 2.$$}

For $\alpha \leq 1$, the negative moments undefined.

3.1. Extreme order statistics and their limiting distributions

Let $X_{1:n}, \ldots, X_{n:n}$ be the order statistics of a random sample of size $n$ from the $GaL(\alpha, \beta)$ distribution with distribution function $F(x)$ given by (2). The cdf of the minimum order statistic $X_{1:n}$ is given by

$$F_{X_{1:n}}(x) = 1 - [1 - F(x)]^n = 1 - \left[\frac{(1 + \beta)(\beta + x)^{1+\alpha} - x^\alpha(1 + \beta)(\beta + x) - \beta x^\alpha}{(1 + \beta)(\beta + x)^{1+\alpha}}\right]^n.$$

The cdf of the maximum order statistic $X_{n:n}$ is given by

$$F_{X_{n:n}}(x) = [F(x)]^n = \left[\frac{x^\alpha}{(\beta + x)^\alpha} + \frac{\beta x^\alpha}{(1 + \beta)(\beta + x)^{1+\alpha}}\right]^n.$$

The minimum (maximum) order statistics represents the lifetime of a series (parallel) system in reliability studies.

In the following theorem, we provide the limiting distributions of $X_{1:n}$ and $X_{n:n}$ for the $GaL(\alpha, \beta)$ model.
Theorem 3. Let $X_{1:n}, \ldots, X_{n:n}$ be the order statistics of a random sample of size $n$ from the GaL$(\alpha, \beta)$ distribution, then

(i) $\lim_{n \to \infty} P \left( \frac{X_{1:n} - a_n}{b_n^*} \leq t \right) = 1 - e^{-t^\alpha}$, $t > 0$,

(ii) $\lim_{n \to \infty} P \left( \frac{X_{n:n} - a_n}{b_n^*} \leq t \right) = e^{-t^{-1}}$, $t > 0$,

where $a_n^* = 0$, $b_n^* = F^{-1}(n^{-1})$, $a_n = 0$, $b_n = F^{-1}(1 - n^{-1})$.

Proof. (i) In the GaL$(\alpha, \beta)$ model, we have, by using L’Hospital rule,

\[
\lim_{\epsilon \to 0^+} \frac{F(\epsilon x)}{F(\epsilon)} = \lim_{\epsilon \to 0^+} \frac{x \left( \frac{\beta + \epsilon}{\beta + \epsilon x} \right)^{2+\alpha}}{1 + \alpha + \beta + \epsilon x ^ {\alpha-1}} = x^\alpha.
\]

Therefore, by Theorem 8.3.6 of (Arnold, Balakrishnan, and Nagaraja 1992), the minimal domain of attraction of the GaL$(\alpha, \beta)$ distribution is the standard Weibull distribution, proving Part(i). Also, we obtain that $a_n^* = F^{-1}(0) = 0$, $b_n^* = F^{-1}(n^{-1}) - F^{-1}(0) = F^{-1}(n^{-1})$.

(ii) For the GaL$(\alpha, \beta)$ model, we have

\[
\lim_{t \to \infty} \frac{1 - F(tx)}{1 - F(t)} = \lim_{t \to \infty} x \left( \frac{\beta + t}{\beta + tx} \right)^{2+\alpha} \frac{1 + \alpha + \beta + tx}{1 + \alpha + \beta + t} x ^ {\alpha-1} = x^{-1}.
\]

Therefore, by Theorem 8.3.2 of (Arnold et al. 1992), the maximal domain of attraction of the GaL$(\alpha, \beta)$ distribution is the standard inverted exponential distribution, which proves Part(ii). Also, we obtain that $a_n = 0$, $b_n = F^{-1}(1 - n^{-1})$.

3.2. Stochastic orders

Stochastic ordering of positive continuous random variables is an important tool to judge the comparative behavior of such variables. For this purpose, we shall recall some basic definitions.

A random variable $X_1$ is said to be smaller than a random variable $X_2$ in the

(i) stochastic order $(X_1 \prec_{st} X_2)$ if $F_{X_1}(x) \geq F_{X_2}(x)$ for all $x$,

(ii) hazard rate order $(X_1 \prec_{hr} X_2)$ if $h_{X_1}(x) \geq h_{X_2}(x)$ for all $x$,

(iii) likelihood ratio order $(X_1 \prec_{lr} X_2)$ if $\frac{f_{X_1}(x)}{f_{X_2}(x)}$ decreases in $x$.

It is well known that the likelihood ratio order implies hazard rate order which in turn implies stochastic order, see (Shaked and Shanthikumar 1994) for additional details.

Theorem 4. Let $X_i \sim GaL(\alpha_i, \beta_i)$, $i = 1, 2$, be two random variables. If $\alpha_1 = \alpha_2 = \alpha$ and $\beta_1 \leq \beta_2$, and if $\beta_1 = \beta_2 = \beta \geq 1$ with $\alpha_1 \leq \alpha_2$, then $X_1 \prec_{lr} X_2 \Rightarrow X_1 \prec_{hr} X_2 \Rightarrow X_1 \prec_{st} X_2$. 
Proof. We have
\[
\frac{f_{X_1}(x)}{f_{X_2}(x)} = \frac{\alpha_1 \beta_1^2 (1 + \alpha_2)(1 + \alpha_1 + \beta_1 + x)(\beta_2 + x)^{2+\alpha_2}}{\alpha_2 \beta_2^2 (1 + \beta_1)(1 + \alpha_2 + \beta_2 + x)(\beta_1 + x)^{2+\alpha_1} x^{\alpha_1-\alpha_2}}.
\] (6)

If \( \alpha_1 = \alpha_2 = \alpha \), then Eq. (6) is reduced to
\[
g_1(x) = \frac{\beta_2^2 (1 + \beta_2)(1 + \alpha + \beta_1 + x)}{\beta_1^2(1 + \beta_1)(1 + \alpha + \beta_2 + x)} \left( \frac{\beta_2 + x}{\beta_1 + x} \right)^{2+\alpha}.
\]

We can write
\[
\frac{d \log g_1(x)}{dx} = \left( \frac{2 + \alpha}{\beta_2 + x} - \frac{1}{1 + \alpha + \beta_2 + x} \right) - \left( \frac{2 + \alpha}{\beta_1 + x} - \frac{1}{1 + \alpha + \beta_1 + x} \right) = q(\beta_2) - q(\beta_1),
\]
where
\[
q(\beta) = \left( \frac{2 + \alpha}{\beta + x} - \frac{1}{1 + \alpha + \beta + x} \right).
\]

Note that
\[
\frac{d \log q(\beta)}{d\beta} = -(2 + \alpha) \frac{1}{(\beta + x)^2} + \frac{1}{(1 + \alpha + \beta + x)^2} < 0,
\]
if \( \alpha_1 = \alpha_2 = \alpha \), then \( X_1 \) is stochastically smaller than \( X_2 \) with respect to the likelihood ratio if and only if \( \beta_1 \leq \beta_2 \).

If \( \beta_1 = \beta_2 = \beta \geq 1 \), then Eq. (6) has the form
\[
g_2(x) = \frac{\alpha_1(1 + \alpha_1 + \beta + x)}{\alpha_2(1 + \alpha_2 + \beta + x)} \left( \frac{x}{\beta + x} \right)^{\alpha_1-\alpha_2}.
\]

We can write
\[
\frac{d \log g_2(x)}{dx} = \left( \frac{1}{1 + \alpha_1 + \beta + x} + \frac{\alpha_1}{x} - \frac{\alpha_1}{\beta + x} \right) - \left( \frac{1}{1 + \alpha_2 + \beta + x} + \frac{\alpha_2}{x} - \frac{\alpha_2}{\beta + x} \right) = u(\alpha_1) - u(\alpha_2),
\]
where
\[
u(\alpha) = \frac{1}{1 + \alpha + \beta + x} + \frac{\alpha}{x} - \frac{\alpha}{\beta + x}.
\]

It can be shown that \( \frac{dx(\alpha)}{dx} > 0 \) for \( \beta \geq 1 \), and so in this case \( \frac{d \log g_2(x)}{dx} < 0 \), when \( \alpha_1 \leq \alpha_2 \).
Hence, if \( \beta_1 = \beta_2 = \beta \geq 1 \), then \( X_1 \) is stochastically smaller than \( X_2 \) with respect to the likelihood ratio if and only if \( \alpha_1 \leq \alpha_2 \).

4. Estimation

In this section, we consider estimation of the unknown parameters of the GaL(\( \alpha, \beta \)) distribution by maximum likelihood, least squares and weighted least squares methods.

4.1. Maximum likelihood estimation

Let \( x_1, x_2, \cdots, x_n \) be the observed values of a random sample \( X_1, X_2, \cdots, X_n \) from the GaL(\( \alpha, \beta \)) distribution. Then, the log-likelihood function is given by
\[
L(\alpha, \beta) = \left( \frac{\alpha \beta^2}{1 + \beta} \right)^n \prod_{i=1}^{n} \frac{(1 + \alpha + \beta + x_i)(\prod_{i=1}^{n} x_i)^{\alpha - 1}}{[\prod_{i=1}^{n}(\beta + x_i)]^{\alpha + 2}}.
\]
The log-likelihood function of the two parameters is

\[ \ln L(\alpha, \beta) = n \ln \alpha + 2n \ln \beta - n \ln(1 + \beta) + \sum_{i=1}^{n} \ln(1 + \alpha + \beta + x_i) \]

\[ + \ (\alpha - 1) \sum_{i=1}^{n} \ln x_i - (\alpha + 2) \sum_{i=1}^{n} \ln(\beta + x_i). \tag{7} \]

It follows that the maximum likelihood estimators (MLEs) of \( \alpha \) and \( \beta \), say \( \hat{\alpha} \) and \( \hat{\beta} \), are the simultaneous solutions of the following equations:

\[ \frac{n}{\alpha} + \sum_{i=1}^{n} \frac{1}{1 + \alpha + \beta + x_i} + \sum_{i=1}^{n} \ln x_i - \sum_{i=1}^{n} \ln(\beta + x_i) = 0, \]

and

\[ \frac{2n}{\beta} - \frac{n}{1 + \beta} + \sum_{i=1}^{n} \frac{1}{1 + \alpha + \beta + x_i} - (\alpha + 2) \sum_{i=1}^{n} \frac{1}{\beta + x_i} = 0. \]

For interval estimation of \((\alpha, \beta)\) and tests of hypothesis, one requires the Fisher information matrix:

\[ I(\alpha, \beta) = \begin{pmatrix} -E(\frac{\partial^2 \ln L(\alpha, \beta)}{\partial \alpha^2}) & -E(\frac{\partial^2 \ln L(\alpha, \beta)}{\partial \alpha \partial \beta}) \\ -E(\frac{\partial^2 \ln L(\alpha, \beta)}{\partial \beta \partial \alpha}) & -E(\frac{\partial^2 \ln L(\alpha, \beta)}{\partial \beta^2}) \end{pmatrix} = \begin{pmatrix} I_{11} & I_{12} \\ I_{12} & I_{22} \end{pmatrix}. \tag{8} \]

The elements of this matrix for the log-likelihood function (7) are

\[ I_{11} = \frac{n}{\alpha^2} + \sum_{i=1}^{n} E \left[ \frac{1}{(1 + \alpha + \beta + X_i)^2} \right], \]

\[ I_{12} = \sum_{i=1}^{n} E \left[ \frac{1}{(1 + \alpha + \beta + X_i)^2} \right] + \sum_{i=1}^{n} E \left[ \frac{1}{\beta + X_i} \right] = I_{21}, \]

\[ I_{22} = \frac{2n}{\beta^2} - \frac{n}{(1 + \beta)^2} + \sum_{i=1}^{n} E \left[ \frac{1}{(1 + \alpha + \beta + X_i)^2} \right] - (\alpha + 2) \sum_{i=1}^{n} E \left[ \frac{1}{(\beta + X_i)^2} \right]. \]

It can be shown that

\[ E \left( \frac{1}{\beta + X} \right) = \sum_{k=0}^{\infty} (-1)^{-k} (\beta + k + 2) \Gamma(k + 2) \Gamma(\alpha - k - 1) \frac{\Gamma(k + 2)}{\Gamma(\alpha)}, \quad \alpha > k + 1, \]

\[ E \left( \frac{1}{(\beta + X)^2} \right) = \sum_{k=0}^{\infty} (-1)^{-2-k} (k + 1) \frac{(\beta + k + 3) \Gamma(k + 3) \Gamma(\alpha - k - 2)}{\beta^2 (\beta + 1) \Gamma(\alpha)}, \quad \alpha > k + 2, \]

\[ E \left( \frac{1}{(1 + \alpha + \beta + X)^2} \right) = \sum_{k=0}^{\infty} (-1)^{-2-k} (k + 1) \frac{(\alpha + \beta + k + 4)}{(1 + \alpha + \beta)^2 (\alpha + \beta + 2)} \times \frac{\Gamma(k + 3) \Gamma(\alpha - k - 2)}{\Gamma(\alpha)}, \quad \alpha > k + 2. \]

The expressions above follow by using the series

\[ \frac{1}{b + x} = \sum_{k=0}^{\infty} \frac{(-x)^{-k}}{x} b^k, \quad |b| < |x|, \]
From the Fisher information matrix (8), the variance-covariance matrix of \((\hat{\alpha}, \hat{\beta})\) is given by

\[
V_n(\alpha, \beta) = \left( \begin{array}{cc} I_{11} & I_{12} \\ I_{12} & I_{22} \end{array} \right)^{-1} = \frac{1}{I_{11}I_{22} - I_{12}^2} \left( \begin{array}{cc} I_{22} & -I_{12} \\ -I_{12} & I_{11} \end{array} \right).
\]

(9)

Under regularity conditions, (see, for example, (Ferguson 1996), the asymptotic distribution of \(\sqrt{n}(\hat{\alpha} - \alpha, \hat{\beta} - \beta)\) as \(n \to \infty\) is a bivariate normal with zero mean and variance covariance matrix \(V_n(\alpha, \beta)\).

Based on the above, we can find that for large \(n\)

\[
Var(\hat{\alpha}) = \frac{I_{22}}{I_{11}I_{22} - I_{12}^2}, \quad Cov(\hat{\alpha}, \hat{\beta}) = \frac{-I_{12}}{I_{11}I_{22} - I_{12}^2}, \quad Var(\hat{\beta}) = \frac{I_{11}}{I_{11}I_{22} - I_{12}^2}.
\]

(10)

So the asymptotic confidence intervals for \(\alpha\) and \(\beta\) with a significance level \(\gamma\) are

\[
\hat{\alpha} - z_{\gamma/2} \sqrt{\frac{I_{22}}{I_{11}I_{22} - I_{12}^2}} \bigg|_{\alpha = \hat{\alpha}, \beta = \hat{\beta}} < \alpha < \hat{\alpha} + z_{\gamma/2} \sqrt{\frac{I_{22}}{I_{11}I_{22} - I_{12}^2}} \bigg|_{\alpha = \hat{\alpha}, \beta = \hat{\beta}}
\]

(11)

and

\[
\hat{\beta} - z_{\gamma/2} \sqrt{\frac{I_{11}}{I_{11}I_{22} - I_{12}^2}} \bigg|_{\alpha = \hat{\alpha}, \beta = \hat{\beta}} < \beta < \hat{\beta} + z_{\gamma/2} \sqrt{\frac{I_{11}}{I_{11}I_{22} - I_{12}^2}} \bigg|_{\alpha = \hat{\alpha}, \beta = \hat{\beta}}
\]

(12)

respectively, where \(z_\gamma\) denotes the 100\(\gamma\) percentile of a standard normal distribution.

### 4.2. Least squares and weighted least squares estimators

In this section, we present the regression based method estimators of the unknown parameters of the GaL distribution. The method of ordinary least squares and the method of weighted least squares were originally proposed by (Swain, Venkatraman, and Wilson 1988) to estimate the parameters of Beta distributions.

Suppose \(X_1, ..., X_n\) is a random sample of size \(n\) from a distribution function \(F(.)\) and \(X_{1:n} < ... < X_{n:n}\) be the ordered statistics of the sample. The least squares estimators (LSEs) can be obtained by minimizing

\[
\sum_{i=1}^{n} [F(X_{i:n}) - \frac{i}{n+1}]^2,
\]

with respect to the unknown parameters of \(F(.)\). Therefore in the case of GaL distribution, the least squares estimators of \(\alpha\) and \(\beta\), say \(\hat{\alpha}_{LSE}, \hat{\beta}_{LSE}\), respectively, can be obtained by minimizing

\[
\sum_{i=1}^{n} \left[ \frac{1}{1+\beta} \frac{X_{i:n}^\alpha [X_{i:n} (1+\beta) + (1+\alpha + \beta) \beta]}{(\beta + X_{i:n})^{1+\alpha}} - \frac{i}{n+1} \right]^2,
\]

with respect to \(\alpha\) and \(\beta\).

While, the weighted least squares estimators (WLSEs) of the unknown parameters can be obtained by minimizing

\[
\sum_{j=1}^{n} w_j [F(X_{j:n}) - \frac{j}{n+1}]^2,
\]
with respect to the unknown parameters, where

\[ w_j = \frac{1}{Var(F(X_{j:n})]} = \frac{(n+1)^2(n+2)}{j(n-j+1)}. \]

Therefore, in case of GaL distribution, the weighted least squares of \( \alpha \) and \( \beta \), say \( \hat{\alpha}_{WLSE} \) and \( \hat{\beta}_{WLSE} \), respectively, can be obtained by minimizing

\[ \sum_{j=1}^{n} w_j \left[ \frac{1}{1+\beta} \frac{X_{i:n}^{\alpha} [X_{i:n} (1+\beta) + (1+\alpha+\beta) \beta]}{\left(\beta + X_{i:n}\right)^{1+\alpha}} - \frac{i}{n+1} \right]^2 \]

with respect to \( \alpha \) and \( \beta \). Numerical solutions of those estimators will be obtained by a simulation study in Section 6.

5. Estimation of the stress-strength parameter \( R = P(X > Y) \)

In reliability, the stress-strength model describes the life of a component which has a random strength \( X \) subjected to a random stress \( Y \). The component fails at the instant that the stress applied to it exceeds the strength, and the component will function satisfactorily whenever \( X > Y \). In this section, we consider the problem of estimating \( R = P(X > Y) \), under the assumption that \( X \sim GaL(\alpha_1, \beta_1) \), \( Y \sim GaL(\alpha_2, \beta_2) \), and \( X \) and \( Y \) are independently distributed. Then it can be easily seen that

\[
R = P(X > Y) = \int_0^\infty P(X > Y | Y = y) f_Y(y) dy \\
= \int_0^\infty [1 - F_X(y)] f_Y(y) dy \\
= 1 - \int_0^\infty \frac{\alpha_2 \beta_2^2}{(1 + \beta_1)(1 + \beta_2)} \left[ y^{\alpha_1 + \alpha_2 - 1} [y(1 + \beta_1) + (1 + \alpha_1 + \beta_1) \beta_1] [1 + \alpha_2 + \beta_2 + y] \right] dy. \\
= H(\alpha_1, \alpha_2, \beta_1, \beta_2).
\]

To compute the maximum likelihood estimator (MLE) of \( R \), let us first obtain the MLEs of \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \). Suppose \( x_1, x_2, \cdots, x_n \) be the observed values of a random sample of size \( n \) from GaL(\( \alpha_1, \beta_1 \)) and \( y_1, y_2, \cdots, y_m \) be the observed values of a random sample of size \( m \) from GaL(\( \alpha_2, \beta_2 \)). Therefore, the log-likelihood function of \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \) is given by

\[
\ln L(\alpha_1, \alpha_2, \beta_1, \beta_2) = n \ln \alpha_1 + 2n \ln \beta_1 - n \ln(1 + \beta_1) + \sum_{i=1}^{n} \ln(1 + \alpha_1 + \beta_1 + x_i) \\
+ (\alpha_1 - 1) \sum_{i=1}^{n} \ln x_i - (\alpha_1 + 2) \sum_{i=1}^{n} \ln(\beta_1 + x_i) \\
+ m \ln \alpha_2 + 2m \ln \beta_2 - m \ln(1 + \beta_2) + \sum_{i=1}^{m} \ln(1 + \alpha_2 + \beta_2 + y_i) \\
+ (\alpha_2 - 1) \sum_{i=1}^{m} \ln y_i - (\alpha_2 + 2) \sum_{i=1}^{m} \ln(\beta_2 + y_i).
\]

It follows that the MLEs of \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \), say \( \hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1 \) and \( \hat{\beta}_2 \), are the simultaneous solutions of the following equations:

\[
\frac{n}{\alpha_1} + \sum_{i=1}^{n} \frac{1}{1 + \alpha_1 + \beta_1 + x_i} + \sum_{i=1}^{n} \ln x_i - \sum_{i=1}^{n} \ln(\beta_1 + x_i) = 0,
\]

\[
\frac{m}{\alpha_2} + \sum_{i=1}^{m} \frac{1}{1 + \alpha_2 + \beta_2 + y_i} + \sum_{i=1}^{m} \ln y_i - \sum_{i=1}^{m} \ln(\beta_2 + y_i) = 0.
\]
\[
\frac{m}{\alpha_2} + \sum_{i=1}^{m} \frac{1}{1 + \alpha_2 + \beta_2 + y_i} + \sum_{i=1}^{m} \ln y_i - \sum_{i=1}^{m} \ln(\beta_2 + y_i) = 0,
\]
\[
\frac{2n}{\beta_1} - \frac{n}{1 + \beta_1} + \sum_{i=1}^{n} \frac{1}{1 + \alpha_1 + \beta_1 + x_i} - (\alpha_1 + 2) \sum_{i=1}^{n} \frac{1}{\beta_1 + x_i} = 0,
\]
\[
\frac{2m}{\beta_2} - \frac{m}{1 + \beta_2} + \sum_{i=1}^{m} \frac{1}{1 + \alpha_2 + \beta_2 + y_i} - (\alpha_2 + 2) \sum_{i=1}^{m} \frac{1}{\beta_2 + y_i} = 0.
\]

Once we obtain \(\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1\) and \(\hat{\beta}_2\), then, we compute the MLE of \(R\) as
\[
\hat{R} = H(\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2).
\]

Here the maximum likelihood approach does not give an explicit estimator for the MLEs of the parameters and hence the MLE of \(R\). In practice, one has to use numerical methods to find the MLEs, such methods are well implemented in MATLAB and R packages.

6. Generation algorithms and Monte Carlo simulation study

In this section, we propose two different algorithms for generating the random data \(x_1, x_2, \cdots, x_n\) from the GaL distribution. Further, a simulation study is given to compare the performances of different estimators using the different estimation methods.

6.1. Algorithms

Two proposed algorithms for generating the random data \(x_1, x_2, \cdots, x_n\) from the GaL distribution are as follows.

(i) The first algorithm is based on generating random data from the Lindley distribution and conditional gamma distribution.

(ii) The second algorithm is based on generating random data from the inverse CDF of the GaL distribution.

Algorithm 1 (Conditional distribution).
1. Generate \(\lambda_i \sim \text{Lindley}(\beta), \ i = 1, 2, \cdots, n\);
2. Generate \(X_i | \lambda_i \sim \text{Gamma}(\alpha, \lambda_i), \ i = 1, 2, \cdots, n\).

In Algorithm 1, we use the following algorithm from (Ghitany, Atieh, and Nadarajah 2008) to generate \(\lambda_i\) from the Lindley(\(\beta\)) distribution:
1. Generate \(U_i \sim \text{Uniform}(0, 1), i = 1, ..., n\);
2. Generate \(V_i \sim \text{Exponential}(\beta), i = 1, 2, \cdots, n\);
3. Generate \(W_i \sim \text{Gamma}(2, \beta), i = 1, 2, \cdots, n\);
4. If \(U_i \leq p = \beta/(\beta + 1)\), then set \(\lambda_i = V_i\), otherwise, set \(\lambda_i = W_i, i = 1, 2, \cdots, n\).

Algorithm 2 (Inverse CDF).
1. Generate \(U_i \sim \text{Uniform}(0, 1), i = 1, ..., n\);
2. Set
\[
X_i = \frac{\alpha \beta}{(1 + \beta)\left([1 + \frac{\beta}{X_i}]^{\alpha} - 1\right)} - \beta.
\]

Note that \(X_i\) is the root of the equation \(F(X_i) = U_i\).
### Table 1: Average biases and MSEs of the simulated estimates.

| n    | (α, β)  | Method | Bias(\hat{α}) | MSE(\hat{α}) | Bias(\hat{β}) | MSE(\hat{β}) |
|------|---------|--------|----------------|---------------|----------------|---------------|
| 50   | (0.5, 0.5) | MLE    | 0.0314         | 0.0138        | 0.0105         | 0.0164        |
|      |         | LSE    | 0.0148         | 0.0142        | 0.0013         | 0.0289        |
|      |         | WLSE   | 0.0484         | 0.0427        | 0.0323         | 0.0354        |
| 100  | MLE    | 0.0139 | 0.0054         | 0.0036        | 0.0070         |               |
|      | LSE    | 0.0071 | 0.0059         | 0.0030        | 0.0147         |               |
|      | WLSE   | 0.0258 | 0.0202         | 0.0156        | 0.0168         |               |
| 200  | MLE    | 0.0062 | 0.0024         | -0.0003       | 0.0030         |               |
|      | LSE    | 0.0025 | 0.0026         | 0.0038        | 0.0070         |               |
|      | WLSE   | 0.0166 | 0.0089         | 0.0100        | 0.0075         |               |
| 50   | (0.5, 1.5) | MLE    | 0.0314         | 0.0147        | 0.0083         | 0.0178        |
|      |         | LSE    | 0.0132         | 0.0152        | 0.0268         | 0.3497        |
|      |         | WLSE   | 0.1929         | 0.5719        | 0.1313         | 0.4505        |
| 100  | MLE    | 0.0157 | 0.0060         | 0.0058        | 0.0080         |               |
|      | LSE    | 0.0089 | 0.0066         | 0.0144        | 0.1617         |               |
|      | WLSE   | 0.0871 | 0.2198         | 0.0542        | 0.1827         |               |
| 200  | MLE    | 0.0065 | 0.0027         | 0.0003        | 0.0035         |               |
|      | LSE    | 0.0030 | 0.0030         | 0.0110        | 0.0738         |               |
|      | WLSE   | 0.0516 | 0.0946         | 0.0302        | 0.0812         |               |
| 50   | (1.0, 0.5) | MLE    | 0.0910         | 0.1069        | 0.0449         | 0.1701        |
|      |         | LSE    | 0.0519         | 0.1364        | 0.0022         | 0.0305        |
|      |         | WLSE   | 0.0559         | 0.0518        | 0.0378         | 0.0413        |
| 100  | MLE    | 0.0396 | 0.0358         | 0.0200        | 0.0551         |               |
|      | LSE    | 0.0254 | 0.0429         | -0.0002       | 0.0143         |               |
|      | WLSE   | 0.0246 | 0.0227         | 0.0137        | 0.0189         |               |
| 200  | MLE    | 0.0202 | 0.0163         | 0.0088        | 0.0229         |               |
|      | LSE    | 0.0125 | 0.0184         | -0.0010       | 0.0068         |               |
|      | WLSE   | 0.0107 | 0.0095         | 0.0052        | 0.0077         |               |
| 50   | (1.0, 1.5) | MLE    | 0.1066         | 0.1365        | 0.0532         | 0.2470        |
|      |         | LSE    | 0.0624         | 0.1854        | 0.0284         | 0.3629        |
|      |         | WLSE   | 0.2345         | 0.7063        | 0.1608         | 0.5319        |
| 100  | MLE    | 0.0468 | 0.0462         | 0.0214        | 0.0686         |               |
|      | LSE    | 0.0280 | 0.0548         | 0.0167        | 0.1570         |               |
|      | WLSE   | 0.1098 | 0.2621         | 0.0703        | 0.2041         |               |
| 200  | MLE    | 0.0292 | 0.0188         | 0.0067        | 0.0300         |               |
|      | LSE    | 0.0119 | 0.0232         | 0.0120        | 0.0743         |               |
|      | WLSE   | 0.0599 | 0.1146         | 0.0361        | 0.0906         |               |
| 50   | (2.0, 0.5) | MLE    | 0.3734         | 1.3456        | 0.2918         | 5.2182        |
|      |         | LSE    | 0.2657         | 1.7600        | -0.0992        | 0.0375        |
|      |         | WLSE   | 0.0633         | 0.0713        | 0.0383         | 0.0542        |
| 100  | MLE    | 0.1520 | 0.3170         | 0.0890        | 0.4904         |               |
|      | LSE    | 0.1017 | 0.3699         | -0.0047       | 0.0181         |               |
|      | WLSE   | 0.0309 | 0.0318         | 0.0158        | 0.0238         |               |
| 200  | MLE    | 0.0812 | 0.1375         | 0.0553        | 0.2141         |               |
|      | LSE    | 0.0632 | 0.1663         | -0.0037       | 0.0085         |               |
|      | WLSE   | 0.0125 | 0.0137         | 0.0046        | 0.0105         |               |
| 50   | (2.0, 1.5) | MLE    | 0.4477         | 1.7078        | 0.3890         | 4.2562        |
|      |         | LSE    | 0.3601         | 2.6528        | 0.0057         | 4.596         |
|      |         | WLSE   | 0.2865         | 1.1653        | 0.1893         | 0.7964        |
| 100  | MLE    | 0.1750 | 0.4270         | 0.1381        | 0.8204         |               |
|      | LSE    | 0.1434 | 0.6019         | 0.0163        | 0.2066         |               |
|      | WLSE   | 0.1419 | 0.4134         | 0.0884        | 0.3040         |               |
| 200  | MLE    | 0.0860 | 0.1562         | 0.0739        | 0.2985         |               |
|      | LSE    | 0.0749 | 0.2163         | -0.0034       | 0.0952         |               |
|      | WLSE   | 0.0547 | 0.1745         | 0.0262        | 0.1283         |               |

### 6.2. Monte Carlo simulation study

Here, a simulation study is given to compare the performances of maximum likelihood, least squares and weighted least squares estimators of the unknown parameters \( \alpha \) and \( \beta \) via Monte Carlo simulation.
Carlo simulation. For a given \( n \) and \((\alpha, \beta)\), we have generated the sample \( x_1, x_2, \ldots, x_n \) from the GaL\((\alpha, \beta)\) model and then obtain the estimates using the preceding estimation methods. We used Algorithm 1 to generate data from the GaL distribution. The simulation experiment was repeated \( N = 10,000 \) times each with sample sizes \( n = 50, 100, 200 \) and \((\alpha, \beta) = (0.5, 0.5), (0.5, 1.5), (1.0, 0.5), (1.0, 1.5), (2.0, 0.5), (2.0, 1.5)\). Note that the selected values of \((\alpha, \beta)\) give decreasing and unimodal shapes of density as displayed in Fig. 1. Two quantities were examined in this Monte Carlo study:

(a) Average bias of the MLE \( \hat{\theta} \) of the parameter \( \theta = \alpha, \beta \):

\[
\frac{1}{N} \sum_{i=1}^{N} (\hat{\theta} - \theta),
\]

(b) Mean square error (MSE) of the MLE \( \hat{\theta} \) of the parameter \( \theta = \alpha, \beta \):

\[
\frac{1}{N} \sum_{i=1}^{N} (\hat{\theta} - \theta)^2.
\]

The results of this study are reported in Table 1. The following conclusions can be noted:

i) As expected, the biases and MSEs of the MLEs decrease as \( n \) increases. Therefore, the MLEs are asymptotically unbiased and consistent.

ii) Table 1 also shows that for most of cases considered, the biases and MSEs of the LSEs and WLSEs decrease as \( n \) increases.

iii) With respect to the bias, the LSEs work better than the MLEs and WLSEs.

iv) With respect to the MSEs, the MLEs work better than the LSEs and WLSEs for \( \alpha < 1 \) but for \( \alpha \geq 1 \), the LSEs and WLSEs work better than the MLEs.

### 7. Applications to failure data

In this section, we present the application of the GaL model to two real-life data sets to illustrate its flexibility. The first data set represents the number of successive failures for the air conditioning system of each member in a fleet of 13 Boeing 720 jet airplanes. The data are presented in Proshan (1963). The data having the values:

194, 413, 90, 74, 55, 23, 97, 50, 359, 50, 130, 487, 57, 102, 15, 14, 10, 57, 320, 261, 51, 44, 9, 254, 493, 33, 18, 209, 41, 58, 60, 48, 56, 87, 11, 102, 12, 5, 14, 14, 29, 37, 186, 29, 104, 7, 4, 72, 270, 283, 7, 61, 100, 61, 502, 220, 120, 141, 22, 603, 35, 98, 54, 100, 11, 181, 65, 49, 12, 239, 14, 18, 39, 3, 12, 5, 32, 9, 438, 43, 134, 184, 20, 386, 182, 71, 80, 188, 230, 152, 5, 36, 79, 59, 33, 246, 1, 79, 3, 27, 201, 84, 27, 156, 21, 16, 88, 130, 14, 118, 44, 15, 42, 106, 46, 230, 26, 59, 153, 104, 20, 206, 5, 66, 34, 29, 26, 35, 5, 82, 31, 118, 326, 12, 54, 36, 34, 18, 25, 120, 31, 22, 18, 216, 139, 67, 310, 3, 46, 210, 57, 76, 14, 111, 97, 62, 39, 30, 7, 44, 11, 63, 23, 22, 23, 14, 18, 13, 34, 16, 18, 130, 90, 163, 208, 1, 24, 70, 16, 101, 52, 208, 95, 62, 11, 191, 14, 71.
The second data set corresponds to the repair times (in hours) for 46 failures of an airborne communications receiver (Chhikara and Folks 1977). The data are given as follows:

0.2, 0.3, 0.5, 0.5, 0.5, 0.6, 0.6, 0.7, 0.7, 0.7, 0.8, 0.8, 1.0, 1.0, 1.0, 1.1, 1.3, 1.5, 1.5, 1.5, 2.0, 2.0, 2.2, 2.5, 2.7, 3.0, 3.0, 3.3, 3.3, 4.0, 4.0, 4.5, 4.7, 5.0, 5.4, 5.4, 7.0, 7.5, 8.8, 9.0, 10.3, 22.0, 24.5.

Let us first provide the total time on test (TTT) plots (Aarset 1987) for the data. The TTT plot provides an idea about the hazard rate shape, which can help with selecting a particular model. The TTT plot is obtained by plotting $T(r/n) = [\sum_{i=1}^{r} y_{i:n} + (n-r)y_{r:n}] / \sum_{i=1}^{n} y_{i:n}$ against $r/n$, where $r = 1, \ldots, n$ and $y_{i:n}(i = 1, \ldots, n)$ are the order statistics of the sample. It is a straight diagonal for constant hazard rates, it is convex for decreasing hazard rates and concave for increasing hazard rates. It is first convex and then concave if the hazard rate is bathtub-shaped. It is first concave and then convex if the hazard rate is upside-down bathtub (unimodal). The TTT plots for air conditioning system data set and repair times data are presented in Figure 4. These plots indicate that the empirical hazard rate functions of the both data sets are decreasing. Therefore, the GaL distribution is appropriate to fit these data sets.

![TTT plots](image)

Figure 4: TTT plots for the air conditioning system data set (left), and repair times data set (right).

In the following, we compare the proposed GaL model with some other lifetime distributions, namely:

(i) Lindley distribution Lindley (1958).

The one-parameter Lindley density function is

$$f(x; \beta) = \frac{\beta^2}{1 + \beta} (1 + x) e^{-\beta x}; \quad x > 0,$$

where $\beta > 0$. 
(ii) Gamma Lindley distribution (GamL) [Nedjar and Zeghdoudi (2016)].
The two-parameter GamL density function is given by
\[ f(x; \theta, \beta) = \frac{\theta^2 ((\beta + \beta \theta - \theta)x + 1)}{\beta(1 + \theta)} e^{-\theta x}; \quad x > 0, \]
where \( \theta > 0 \) and \( \beta > 0 \).

(iii) Marshall-Olkin extended Lindley distribution (MOEL) [Ghitany, Al-Mutairi, Al-Awadhi, and Al-Burais (2012)].
The two-parameter MOEL density function has the expression
\[ f(x; \alpha, \theta) = \frac{\alpha \theta^2 (1 + x)e^{-\theta x}}{[1 - (1 - \alpha) \left(1 + \frac{\theta}{\theta + x}\right)e^{-\theta x}]^2}; \quad x > 0, \]
where \( \alpha > 0 \) and \( \theta > 0 \).

(iv) Weighted Lindley distribution (WL) [Ghitany, Alqallaf, Al-Mutairi, and Husain (2011)].
The two-parameter WL density function is given by
\[ f(x; \theta, c) = \frac{\theta^{c+1}}{(\theta + c)\Gamma(c)} x^{c-1} e^{-\theta x}; \quad x > 0, \]
where \( \theta > 0 \) and \( c > 0 \) and \( \Gamma(c) = \int_0^\infty t^{c-1} e^{-t} dt \).

Table 2: Parameter estimates, standard errors, log-likelihood values and goodness of fit measures in first data set.

| Model | Parameter Estimation | -log(L) | K-S | p-value | AIC | BIC |
|-------|----------------------|---------|-----|---------|-----|-----|
| GaL(\alpha, \beta) | 2.0793 (0.4264) | 20.0060 (5.4418) | 1044.077 | 0.0692 | 0.3285 | 2092.155 | 2098.628 |
| Lindley(\beta) | 0.0215 (0.0011) | 1082.655 (5.4418) | 0.2147 (5.4418) | 0.2147 (5.4418) | 2167.309 (5.4418) | 2170.546 (5.4418) |
| GamL(\beta, \theta) | 0.8999 (0.0001) | 1082.240 (5.4418) | 0.2143 (5.4418) | 0.2143 (5.4418) | 2168.481 (5.4418) | 2174.954 (5.4418) |
| MOEL(\alpha, \theta) | 0.0832 (0.0011) | 1044.253 (5.4418) | 0.2143 (5.4418) | 0.2143 (5.4418) | 2102.979 (5.4418) | 2162.460 (5.4418) |
| WL(\theta, c) | 0.0128 (0.0011) | 1045.967 (5.4418) | 0.2143 (5.4418) | 0.2143 (5.4418) | 2102.406 (5.4418) | 2162.460 (5.4418) |
| NWL(\alpha, \lambda) | 197.9922 (290.9742) | 0.0215 (0.0001) | 1082.659 (5.4418) | 0.2148 (5.4418) | 2169.317 (5.4418) | 2175.79 (5.4418) |
| Gamma(\alpha, \beta) | 0.9046 (0.0014) | 1037.161 (12.0304) | 0.0702 (12.0304) | 0.3120 (12.0304) | 2079.215 (12.0304) | 2085.668 (12.0304) |
| GMW(\alpha, \beta, \lambda, \alpha) | 0.0028 (0.0004) | 1260.141 (0.0007) | 0.0133 (0.0007) | 0.3848 (0.0007) | 2528.293 (0.0007) | 2541.228 (0.0007) |
| GU(\alpha, \beta, a, b) | 0.8381 (0.0059) | 2483.805 (899.013) | -0.3190 (899.013) | 0.0849 (899.013) | 2089.355 (899.013) | 2102.48 (899.013) |

(v) A new weighted Lindley distribution (NWL) [Asgharzadeh, Bakouch, Nadarajah, and Sharafi (2016)].
The two-parameter NWL density function is
\[ f(x; \alpha, \lambda) = \frac{\lambda^2 (1 + \alpha)^2}{\alpha \lambda (1 + \alpha) + \alpha (2 + \alpha)} (1 + x)(1 - e^{-\lambda x})e^{-\lambda x}; \quad x > 0, \]
where \( \alpha > 0 \) and \( \lambda > 0 \).
(vi) The gamma modified Weibull distribution (GMW) Cordeiro, Aristizabal, Suarez, and Lozano (2015).

The four-parameter GMW density function is given by

\[ f(x; \alpha, \beta, \lambda, a) = \frac{1}{\Gamma(a)} \alpha x^{\beta - 1} (\beta + \lambda x) \{ \alpha x^\beta e^{\lambda x} \}^{a-1} e^{\lambda x - \alpha x^\beta e^{\lambda x}}; \quad x > 0, \]

where \( \alpha > 0, \beta > 0, \lambda > 0 \) and \( a > 0 \).

(vii) The gamma-uniform distribution (GU) Torabi and Montazeri (2012).

The four-parameter GU density function is

\[ f(x; \alpha, \beta, a, b) = \frac{(b - a) e^{\frac{x-a}{\beta(b-x)}} \left( \frac{x-a}{\beta(b-x)} \right)^{a-1}}{(b - x)^2 \beta^a \Gamma(a)}; \quad a < x < b, \]

where \( \alpha > 0, \beta > 0 \).

For each model, we estimate the unknown parameters using the maximum likelihood approach. All computations are performed using the statistical software R (see the Appendix A).

Tables 2 and 3, for both data sets and each fitted model, list the MLEs of the parameters and their standard errors (in parentheses) from the above fitted models and the values of the statistics: \(- \log L = - \log L(\hat{\alpha}, \hat{\beta})\), Kolmogorov-Smirnov (K-S) statistics with their p-values, Akaike information criterion (AIC) and Bayesian information criterion (BIC), which are defined, respectively, by \(-2 \log L + 2q\) and \(-2 \log L + q \log(n)\), where \((\hat{\alpha}, \hat{\beta})\) are the MLEs vector, \(q\) is the number of parameters estimated and \(n\) is the sample size. The best distribution corresponds to lower \(- \log L\), K-S statistic, AIC and BIC values, and large p-values associated with K-S.

Table 3: Parameter estimates, standard errors, log-likelihood values and goodness of fit measures in second data set.

| Model     | Parameter Estimation | \(-\log(L)\)  | K-S  | p-value | AIC       | BIC       |
|-----------|----------------------|----------------|------|---------|-----------|-----------|
| GaL(\(\alpha, \beta\)) | 4.3586 (2.1426) 0.5513 (0.2801) | 100.5682 | 0.0798 | 0.9315 | 205.1364 | 208.7937 |
| Lindley(\(\beta\)) | 0.4664 (0.0499) | 109.9847 | 0.2338 | 0.0131 | 221.9694 | 223.7981 |
| GamL(\(\beta, \theta\)) | 0.2171 (0.0670) 0.2773 (0.0604) | 105.0062 | 0.1597 | 0.1913 | 214.0124 | 217.6697 |
| MOEL(\(\alpha, \theta\)) | 0.0508 (0.0791) 0.1269 (0.1052) | 102.1403 | 0.1028 | 0.7160 | 208.2807 | 211.9379 |
| WL(\(\theta, c\)) | 0.3630 (0.0643) 0.6629 (0.1501) | 108.1267 | 0.1736 | 0.1249 | 220.2533 | 223.9106 |
| NWL(\(\alpha, \lambda\)) | 18.7713 (18.4383) 0.4737 (0.0514) | 109.4822 | 0.2416 | 0.0093 | 222.9643 | 226.6216 |
| Gamma(\(\alpha, \beta\)) | 0.9325 (0.1701) 3.8677 (0.9202) | 104.9309 | 0.1455 | 0.2847 | 213.8619 | 217.5192 |
| GMW(\(\alpha, \beta, \lambda, a\)) | 44.5445 (105.0) 0.1324 (0.1524) -0.0009 (0.0036) | 48.9365 (109.6758) | 0.0972 | 0.777 | 208.6238 | 215.9384 |
| GU(\(\alpha, \beta, a, b\)) | 0.9150 (0.0901) 0.0091 (0.0053) -0.0022 (NaN) | 445.5465 (265.6044) | 0.1465 | 0.2772 | 218.4853 | 225.7999 |

The values of AIC, BIC, \(- \log L\), K-S statistics with their p-values in Tables 2 and 3, indicate that the GaL distribution is a strong competitor to the other distributions commonly used in literature for fitting lifetime data, moreover being the best fitting considering the previous goodness of fit statistics.
In order to assess if the new model is appropriate, Figures 5 and 6 display the histograms of two data sets and the fitted density functions, and plots of the empirical and estimated cumulative distribution functions of these fitted distributions. We can conclude that the GaL distribution is a very suitable model to fit both data sets.

Figure 5: Estimated densities and Empirical and Estimated cdf for air conditioning system data set.

Figure 6: Estimated densities and Empirical and Estimated cdf for repair times data set.

8. Conclusions

In this paper, we propose a new gamma Lindley distribution by compounding the Lindley and gamma distributions in a different manner than used in the GamL distribution (Zeghdoudi and Nedjar 2015). The new distribution has decreasing and unimodal hazard rates shapes which adapt many applications in reliability and survival analysis. We study some of its mathematical properties such as characteristics of the pdf, hrf, rhrf, quantiles, moments, extreme order statistics and their limiting distributions, and stochastic ordering. The model parameters are estimated by the maximum likelihood, least squares and weighted least squares methods. A simulation study is given to compare the performances of the proposed estimators under the mentioned estimation methods. Further, Estimation of the stress-strength parameter is discussed. The potentiality of the new model among recent versions of the Lindley and gamma distributions is illustrated by means of two failure data sets, and using some goodness-of-fit statistics.
A future research may explore the Bayesian estimation of the GaL parameters and introducing the truncated version of the GaL distribution to overcome the issue of its infinite moments.

**Appendix A**

Program developed in R to obtain the value of density (pdf.GaL) and distribution (cdf.GaL) function and random generation (sim.GaL) for the GaL distribution.

```r
cdf.GaL<-function(par,x){
  alpha=par[1]; beta=par[2]
  return(((x/(beta+x))^alpha)+(alpha*beta*x^alpha)/((1+beta)*(beta+x)^(alpha+1)))
}
pdf.GaL<-function(par,x){
  alpha=par[1]; beta=par[2]
  return((alpha*beta^2*(1+alpha+beta+x)*x^((alpha-1)))/(1+beta)*(beta+x)^(alpha+2))
}
sim.GaL<-function(n,alpha,beta){
  x.sim=c(); lambda.sim=c()
  for(i in 1:n){
    lambda.sim[i]=rlindley(1, beta, mixture = TRUE)
    x.sim[i]=rgamma(1,shape=alpha,rate=lambda.sim[i])
  }
  return(x.sim)
}
```

Program justified in R to obtain the MLE in the simulations and applications and goodness of fit tests. The alpha and beta are initial values for the parameters.

```r
library("LindleyR")
library("AdequacyModel")
goodness.fit(pdf=pdf.GaL, cdf=cdf.GaL, starts = c(alpha,beta),
data = x, method="N", domain=c(0,Inf), mle=NULL)
```

Program developed in R to obtain the values of LSE and WLSE. The alpha and beta are initial values for the parameters.

```r
fLSE<-function(par,y){
  x<-sort(y); n=length(x); alpha<- par[1]; beta<- par[2]; p <--(1:n)/(n+1)
  sum(((x/(beta+x))^alpha)+(alpha*beta*x^alpha)/((1+beta)*(beta+x)^(alpha+1))-p)^2)
}
fWLSE<-function(par,y){
  x<-sort(y); n=length(x); alpha<- par[1]; beta<- par[2]
  i<- (1:n); p <- i/(n+1); W<- ((n+1)^2*(n+2))/(i*(n-i+1))
  sum(W*(((x/(beta+x))^alpha)+(alpha*beta*x^alpha)/((1+beta)*(beta+x)^(alpha+1))-p)^2)
}
LSE=optim(c(alpha,beta),fLSE,y=y)
WLSE=optim(c(alpha,beta),fWLSE,y=y)
```
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