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Abstract

A flow of metrics, $g_t$, on a manifold is a solution of a differential equation $\partial_t g = S(g)$, where a geometric functional $S(g)$ is a symmetric $(0,2)$-tensor usually related to some kind of curvature. The mixed sectional curvature of a foliated manifold regulates the deviation of leaves along the leaf geodesics. We introduce and study the flow of metrics on a foliation (called the Partial Ricci Flow), where $S = -2r$ and $r$ is the partial Ricci curvature of the foliation; in other words, the velocity for a unit vector $X$ orthogonal to the leaf, $-2r(X,X)$, is the mean value of sectional curvatures over all mixed planes containing $X$. The flow preserves totally geodesic foliations and is used to examine the question: Which foliations admit a metric with a given property of mixed sectional curvature (e.g., point-wise constant)? This is related to Toponogov question about dimension of totally geodesic foliations with positive mixed sectional curvature.

We first consider a one-dimensional foliation, since this case is easier. We prove local existence/uniqueness theorem, deduce the government equations for the curvature and conullity tensors (which are parabolic along the leaves), and show convergence of solution metrics for some classes of almost-product structures. For the warped product initial metric the global solution metrics converge to one with constant mixed sectional curvature.
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1 Introduction

We discuss Toponogov’s question about dimension of totally geodesic foliations with positive mixed sectional curvature (i.e., Ferus’s estimate) and define the Partial Ricci Flow on foliations. It exists locally and is proposed as the main tool to study the question (see the conjecture by Rovenski).

1.1 Totally geodesic foliations

A Riemannian manifold \((M, g)\) may admit many kinds of geometrically interesting foliations. The problems of the existence and classification of metrics on foliations (first posed by H. Gluck in 1979 for geodesic foliations) were studied already in the 1970’s when D. Sullivan provided a topological condition (called topological tautness) for a foliation, equivalent to the existence of a Riemannian metric making all the leaves minimal, see [2]. Several authors investigated whether on a given Riemannian manifold \((M, g)\) there exists a totally geodesic foliation, as well as the inverse problem of determining whether one can find a Riemannian metric on a foliated manifold \((M, \mathcal{F})\) with respect to which the foliation becomes totally geodesic, see for example [3], [6] and a survey in [9]. In 1970, Ferus [3] proved the following.

**Theorem 1.** Let a Riemannian manifold \((M^{n+p}, g)\) be foliated with complete totally geodesic leaves of dimension \(p\). Assume that the sectional curvature of \(M\) has the same positive value for all planes spanned by two vectors such that the first (second) vector is tangent (orthogonal) to a leaf. Then

\[
p \leq \rho(n) - 1,
\]

where \(\rho(n) - 1\) is the maximal number of point-wise linear independent vector fields on a sphere \(S^{n-1}\).

To the best of our knowledge, this is the unique theorem in Riemannian geometry, which involves the topological invariant \(\rho(n)\), the Adams number; here \(\rho((\text{odd}) 2^{4d+c}) = 8d + 2^c\) where \(d \geq 0\) and \(0 \leq c \leq 3\). In the simplest case of \(p = 1\), the manifold \(M\) is foliated to one-dimensional leaves that are complete geodesics. Let us refer to the latter case as a geodesic foliation. Let also mixed curvatures (mixed planes) stand for the sectional curvatures (planes) mentioned in Theorem 1.

Theorem 1 prohibits the existence of a geodesic foliation with positive constant mixed curvatures in the case of an even-dimensional manifold, since \(\rho(n) - 1 = 0\) for an odd \(n\). Hopf’s fiber bundle \(\pi : S^3 \to S^2\) gives the simple example of such a foliation for the odd \(n + p = 3\), where the sphere \(S^3\) is equipped with the standard metric. Fibers of Hopf’s bundle are closed geodesics (great circles). The theorem has various applications to geometry of submanifolds, for example: A complete submanifold \(M^l\) of a sphere \(S^{l+m}\) is totally geodesic if the relative nullity index satisfies the inequality \(\nu(M) \geq F(l) := \max\{s : s < \rho(l - s)\}\) (the Ferus number). One may try to find examples and classify submanifolds in \(S^{l+m}\) which satisfy the equality \(\nu(M) = F(l)\) (all of them have singularities when considered in \(R^{l+m}\), see recent examples in [5]).

Among Toponogov’s many important contributions to global Riemannian geometry is the following question, see survey in [9, p. 30]:

**Question 1.** Can Theorem 1 be generalized by replacing the hypothesis “all mixed curvatures are equal to a positive constant” with the weaker one: “all mixed curvatures are positive”?

Although the question was posed in 80’s, it is still open. Rovenski [9] proved the exactness of estimate 1 and necessity of more conditions when a foliation is given locally. He solved Problem 1 for the special case, when \(M^{n+p}\) is a ruled submanifold of a sphere.

1.2 The partial Ricci flow

Let \((M^{n+p}, g)\) be a connected Riemannian manifold with the Levi-Civita connection \(\nabla, \mathcal{F}\) a smooth \(p\)-dimensional foliation on \(M\) and \(\mathcal{D}\) its orthogonal \(n\)-dimensional distribution (i.e., \(g(N,N) = 1\)
and $g(N, X) = 0$ for $X \in \mathcal{D}$ and $N \in \mathcal{DF}$. As usual, $R(X, Y, Z, V) = g(R(X, Y)Z, V)$ is the Riemannian curvature tensor, and $R(X, Y) = \nabla_Y \nabla_X \gamma - \nabla_{[X, Y]} \gamma$ is the curvature operator. Thus, $R(X, Y) = \nabla^2_{Y, X} - \nabla^2_{X, Y}$ where $\nabla^2_{X, Y} := \nabla_X \circ \nabla_Y - \nabla_{\nabla_X Y}$ is the second covariant derivative.

A flow of metrics, $g_t$, on a manifold is a solution of a differential equation $\partial_t g = S(g)$, where the symmetric $(0, 2)$-tensor $S(g)$ is usually related to some kind of curvature. The mixed sectional curvature of a foliated manifold regulates the deviation of leaves along the leaf geodesics.

The first author and Walczak [11] (see also [10]) studied flows of metrics that depend on the extrinsic geometry of codimension-one foliations. Rovenski and Wolak [12] studied $\mathcal{D}$-conformal flows of metrics on any foliation in order to prescribe the mean curvature vector $H$ of $\mathcal{D}$.

Denote by $\mathcal{M}$ the space of smooth Riemannian metrics on $M$ such that the distribution $\mathcal{D}$ is orthogonal to $\mathcal{F}$. Elements of $\mathcal{M}$ are called $(\mathcal{D}, \mathcal{DF})$-adapted metrics (adapted metrics, in short).

**Definition 1.** The Partial Ricci Flow (PRF) is a family of adapted metrics $g_t$, $t \in [0, \varepsilon)$, satisfying the PDE

$$\partial_t g = -2 r(g).$$

The symmetric $(0, 2)$-tensor $r = r(g)$ (called the partial Ricci curvature, [8]) is defined as follows:

$$r(X, Y) = \text{Tr} \nabla^2 X, Y = \text{Tr} \nabla^2_{X, Y} (X, Y, T M),$$

where $\perp$ is the orthogonal to the leaf component of a vector.

Let $(e_1, \ldots, e_p)$ be a local orthonormal basis of the tangent space $\mathcal{F}_x$ to the leaf through a point $x \in M$. Then $r_x(X, Y) = \sum_{i=1}^p R(X^\perp, e_i, Y^\perp, e_i)$ for $X, Y \in T_x M$. In other words, for a unit vector $X$ orthogonal to the leaf, $r(X, X)$ is the mean value of sectional curvatures over all mixed planes containing $X$. Observe that $r(X, X) = 0$ if either $X$ or $Y$ is tangent to $\mathcal{F}$. This means that the PRF does not change geometry of leaves and remains leaves to be totally geodesic.

The notion of the $\mathcal{F}$-truncated $(0, 2)$-tensor will be helpful:

$$S(X, Y) = S(X^\perp, Y^\perp) \quad (X, Y \in TM).$$

The tensor $r$ provides an example of an $\mathcal{F}$-truncated symmetric $(0, 2)$-tensor. Another useful example is the $\mathcal{F}$-truncated metric tensor $\hat{g}$, i.e., $\hat{g}(X, Y) = g(X^\perp, Y^\perp)$.

**Remark 1.** The trace of $r$ is the mixed scalar curvature of a foliation, see [9], $\text{Sc}_{\text{mix}}(g) = \text{Tr} r$. If $\{e_i, \varepsilon_\alpha\}_{1 \leq p, \alpha \leq n}$ is a local orthonormal frame on $TM$ adapted to $\mathcal{DF}$ and $\mathcal{D}$ then

$$\text{Sc}_{\text{mix}}(g) = \sum_{i=1}^p \sum_{\alpha=1}^n R(e_i, \varepsilon_\alpha, e_i, \varepsilon_\alpha).$$

For a codimension-one foliation with a unit normal $N$, we have $\text{Sc}_{\text{mix}} = \text{Ric}(N, N)$. For a surface $(M^2, g)$, i.e., $n = p = 1$, we obtain $\text{Sc}_{\text{mix}} = K$ – the gaussian curvature. Rovenski and Zelenko [13] [14] initiated the study of the mixed scalar curvature flow

$$\partial_t g = -2 (\text{Sc}_{\text{mix}}(g) - \Phi) \hat{g},$$

where $\Phi : M \to \mathbb{R}$ is a leaf-wise constant. This is the ‘Yamabe type’ analogue to the normalized PRF

$$\partial_t g = -2 r(g) + 2 \Phi \hat{g}.$$  

Metrics with $r = pK\hat{g}$ for $K \in \mathbb{R}$ (hence, $\text{Sc}_{\text{mix}} = pnK$) are the fixed points of [15] with $\Phi = pK$.

Similarly to results of Section [13] one may prove the following.

**Proposition 1.** The flow (2) preserves the metric of $\mathcal{DF}$ and the orthogonality of vectors to $\mathcal{F}$. If $\mathcal{F}$ is totally geodesic for $t = 0$ then it is totally geodesic for all $t$.  

3
Theorem 2. Let \((M^{n+p}, g_0)\) be a closed Riemannian manifold with a smooth \(p\)-dimensional foliation. Suppose that the leaves compose a fiber bundle with the total space \(M\). Then (2) has a unique smooth solution \(g_t\) defined on a positive time interval \([0, \varepsilon)\).

The flow may be used to examine the question: Which foliations admit a metric with a given property of mixed sectional curvature (e.g., point-wise constant)? One may try to attack Question [1] by deforming the metric in directions orthogonal to leaves. The best candidate for such a deformation is the PRF. We are going to study the PRF along with the same line as the classical Ricci flow is applied in the proof of the smooth 1/4-pinching sphere theorem, see for example [1].

In order to use the Ricci flow machinery, we have to impose some additional restrictions. Indeed, Ricci flow theory is now well-developed for compact manifolds only. There are many open questions in the case of the Ricci flow on a non-compact manifold, most of them are related to the maximum principle for parabolic PDEs. In the case of a general foliation, the topology of the leave through a point can change dramatically with the point; this gives many difficulties in studying the PRF. Therefore one may assume, at least at the first stage of study, the Riemannian manifold to be compact and to be fibred instead of being foliated.

Rovenski posed (in his project EU-FP7-P-2010-RG, No. 276919) the following conjecture:

Conjecture 1. Let a compact Riemannian manifold \((M^{n+p}, g)\) be the total space of a smooth fiber bundle \(\pi : M \to B\) with totally geodesic \(p\)-dimensional fibers. Assume all mixed curvatures to be sufficiently close to a positive constant (the degree of the closeness should be specified). The PRF evolves the metric \(g\), after the normalization, to a limit metric whose mixed sectional curvature is a function of a point, i.e., is independent of a plane.

The conjecture seems to be an analogue of the following result by Böhm and Wilking.

Theorem 3 (see Theorem 1.10 in [1]). On a compact manifold the Ricci flow evolves a Riemannian metric with 2-positive curvature operator to a limit metric with constant sectional curvature.

Observe the following difference in statements of Conjecture 1 and Theorem 3. The sectional curvature of the limit metric is constant in Theorem 3 while it can depend on a point in Conjecture 1. The difference is caused by the absence of Schur’s lemma in the case of fiber bundles. Nevertheless, the statement of Conjecture 1 implies the Ferus inequality [1].

1.3 One-dimensional foliations

In what follows, we will consider a one-dimensional foliation \(\mathcal{F}\) (i.e., \(\mathcal{F}\) is spanned by a unit vector field \(N\)) since this case is easier. Let \((M^{n+1}, g)\) be a connected Riemannian manifold, \(N\) a unit vector field on \(TM\) and \(D\) its orthogonal codimension-one distribution. In other words, \(g(N, N) = 1\) and \(g(N, X) = 0\) for \(X \in D\). In this case \(p = 1\), the symmetric \((0, 2)\)-tensor in (4) has the view

\[
r(X, Y) = R(X, N, Y, N) \quad (X, Y \in TM).
\]

Its dual is the Jacobi operator \(R(N, \cdot)N\) for \(N\). Now, \(M\) (called \(N\)-adapted metrics) is the space of smooth Riemannian metrics on \(M\) such that the vector field \(N\) is unit. The tensor (6) provides an example of an \(N\)-truncated symmetric \((0, 2)\)-tensor \(S\), i.e., \(S(N, X) = 0\) for \(X \in TM\).

For \(p = 1\), the PRF equation (2) says that for any vector \(X\) orthogonal to \(N\), the time derivative of \(g(X, X)\) equals to minus twice the sectional curvature over the plane \(X \land N\).

By Corollary [1] (in Section 2.2), we have the following.

Proposition 2. The flow (2) preserves the length of \(N\) and the orthogonality of vectors to \(N\). If \(N\) is a geodesic vector field for \(t = 0\) then it is geodesic for all \(t\).

Notice that a circle bundle is a fiber bundle, where the fiber is a circle.

Theorem 4. Let \((M, g_0)\) be a closed Riemannian manifold with a unit vector field \(N\). Suppose that \(N\)-curves compose a circle bundle with the total space \(M\). Then (2) has a unique smooth solution \(g_t\) defined on a positive time interval \([0, \varepsilon)\).
2 Preliminaries

In this section we survey the conullity and related tensors of extrinsic geometry of foliations, describe their behavior under \(N\)-truncated variations of a metric, and calculate the second derivative of the curvature tensor in the \(N\)-direction.

2.1 Basic tensors of extrinsic geometry of a foliation

The scalar \emph{second fundamental form} \(h\) and the \emph{integrability tensor} \(T\) of \(\mathcal{D}\) are given by
\[
h(X, Y) = \frac{1}{2} g(\nabla_X Y + \nabla_Y X, N), \quad T(X, Y) = \frac{1}{2} g([X, Y], N) \quad (X, Y \in \mathcal{D}).
\] (7)

If \(\mathcal{D}\) is integrable then \(T = 0\), and if \(N\)-curves compose a Riemannian foliation then \(h = 0\). Notice that \(g(\nabla_X Y, N) = h(X, Y) + T(X, Y)\).

The (self-adjoint) \emph{Weingarten operator} \(A : \mathcal{D} \to \mathcal{D}\) and the skew-symmetric operator \(\mathcal{D}^t : \mathcal{D} \to \mathcal{D}\) are dual to \((0, 2)\)-tensors \(h\) and \(T\), respectively:
\[
g(A(X), Y) = h(X, Y), \quad g(\mathcal{D}^t(X), Y) = T(X, Y) \quad (X, Y \in \mathcal{D}).
\] (8)

The \emph{con-nullity tensor} \(C : T\mathcal{M} \to \mathcal{D}\) is defined by
\[
C(X) = -\nabla_X N, \quad X \in T\mathcal{M}.
\] (9)

In particular, \(C(N) = -\omega\), where \(\omega = \nabla_N N\) is the \emph{curvature vector} of \(N\)-curves.

Let \(\ast\) be the conjugation of \((1, 1)\)-tensors on \(\mathcal{D}\) with respect to \(g\). Then
\[
A = (C + C\ast)/2, \quad \mathcal{D}^t = (C - C\ast)/2
\] (10)
on \(\mathcal{D}\). Hence, \(C = 0\) when \(\omega = 0\) and \(\mathcal{D}\) is integrable with totally geodesic integral manifolds (i.e., \(M\) is locally the direct product).

The self-adjoint \((1, 1)\)-tensor \(R_N\) given by \(g(R_N(X), Y) = r(X, Y)\) is called the \emph{Jacobi operator} of \(N\). Its trace \(\operatorname{Ric}_N = \operatorname{Tr} R_N\) is the Ricci curvature in the \(N\)-direction.

**Lemma 1.** For a unit vector field \(N\) (i.e., \(g(N, N) = 1\)) we have, see for example [2 Lemma 2.25],
\[
\nabla_N C = C^2 + R_N + g(\omega, \cdot) \omega - \nabla_N \omega.
\] (11)

If \(\omega = 0\) then the symmetric and skew-symmetric parts of (11) are, respectively,
\[
\nabla_N A = A^2 + (\mathcal{D}^t)^2 + R_N, \quad \nabla_N \mathcal{D}^t = A \mathcal{D}^2 + \mathcal{D}^t A.
\] (12)

**Remark 2.** Tracing (11) and using \(\operatorname{div} N = -\tau_1\) yields the formula
\[
N(\tau_1) = \operatorname{Tr} (A^2) + \operatorname{Tr} ((\mathcal{D}^t)^2) + \operatorname{Ric}_N - \operatorname{div} \omega,
\] (13)

where \(\tau_1 = \operatorname{Tr} A = \operatorname{Tr}_g h\) is the \emph{mean curvature} of \(\mathcal{D}\). Note that \(\|\mathcal{D}^t\|^2 = -\operatorname{Tr} ((\mathcal{D}^t)^2)\).

2.2 Time-dependent adapted metric

Let \(S(g)\) be an \(N\)-truncated symmetric \((0, 2)\)-tensor on \(M\), and \(S^t : T\mathcal{M} \to T\mathcal{M}\) its dual \((1, 1)\)-tensor. Consider a family \(g_t \in \mathcal{M}\) (with \(0 \leq t < \varepsilon\)) of adapted metrics satisfying PDE
\[
\partial_t g = S(g).
\] (14)

Since the difference of two connections is always a tensor, \(\Pi_t := \partial_t \nabla^t\) is a \((1, 2)\)-tensor on \((M, g_t)\) with the symmetry \(\Pi_t(X, Y) = \Pi_t(Y, X)\). It is known, see [1],
\[
2 g_t(\Pi_t(X, Y), Z) = (\nabla^t_X S_t)(Y, Z) + (\nabla^t_Y S_t)(X, Z) - (\nabla^t_Z S_t)(X, Y)
\] (15)

for all \(X, Y, Z \in \Gamma(TM)\). If the vector fields \(X = X(t), Y = Y(t)\) are \(t\)-dependent, then
\[
\partial_t \nabla^t_X Y = \Pi_t(X, Y) + \nabla_X (\partial_t Y) + \nabla_{\partial_t X} Y.
\] (16)
Lemma 2 (see [11, 10]). The tensors \( A, T^4 \) and \( C = A + T^4 \), the mean curvature function \( \tau_1 \) of \( \mathcal{D} \) and the curvature vector \( \omega \) of \( N \)-curves evolve by (14) as

\[
\begin{align*}
\partial_t A &= -\frac{1}{2} \nabla_N S^2 + \frac{1}{2} \left[ A - T^2, \, S^2 \right], \\
\partial_t C &= -\frac{1}{2} \nabla_N S^2 + \frac{1}{2} \left[ C, \, S^2 \right] - T^2 S^2, \\
\partial_t \tau_1 &= -(1/2) N(\nabla S^2), \\
\partial_t \omega &= -S^2(\omega).
\end{align*}
\]  
(17)
(18)
(19)
(20)

Proof. For all \( X, Y \in \mathcal{D} \), using (15), we have

\[
2 g(\partial_t(\nabla^2 X), Y) = (\nabla^2 S)(X, Y) + S(C(X), Y) + S(X, C(Y)), \quad (X, Y \in \mathcal{D}).
\]
(21)

From this and (14), we have the formula

\[
2 \partial_t h(X, Y) = -((\nabla_S S)(X, Y)) + S(C(X), Y) + S(X, C(Y)) \quad (X, Y \in \mathcal{D}).
\]

Note that \( \partial_t T(X, Y) = 0 \). Using identities (5), we find

\[
g(\partial_t A(X), Y) = \partial_t h(X, Y) - (\partial_t g)(A(X), Y), \quad g(\partial_t T^2(X), Y) = -(\partial_t g)(T^2(X), Y).
\]

From the above, (14) and (21) we deduce (17). Using \( \partial_t C = \partial_t A + \partial_t T^2 \) and (17) we obtain

\[
\partial_t C = -\frac{1}{2} \nabla_N S^2 + \frac{1}{2} \left[ A - T^2, \, S^2 \right] - S^2 T^2,
\]

and hence (18). Next, we deduce (19): \( \partial_t \tau_1 = \text{Tr}(\partial_t A) = -\frac{1}{2} \text{Tr}(\nabla_N S^2) = -\frac{1}{2} N(\nabla S^2). \)

From (15) we then have 2 \( \rho_t(h(\omega, X)) = -2 \rho_t(S^2(\omega), X) \) for \( X \in \mathcal{M} \) that is (20).

Corollary 1. The flow of metrics (14) preserves the codimension-one distribution \( \mathcal{D} \) orthogonal to \( N \), and \( N \) is unit for all \( g_t \). If \( N \) is geodesic for \( t = 0 \) then it is geodesic for all \( t \).

Proof. Since \( S(N, \cdot) = 0 \), the flow (14) preserves the distribution \( \mathcal{D} \) orthogonal to \( N \), and \( N \) is unit for all \( g_t \). From (20) and the theory of linear ODEs the last claim follows.

Corollary 2. For (14), the symmetries of \( \partial_t A, \partial_t T^4 \) and \( \partial_t R_N \) may be lost:

\[
(\partial_t A)^* - \partial_t A = [S^2, \, A], \quad (\partial_t T^2)^* + \partial_t T^2 = [T^2, \, S^2],
\]

\[
(\partial_t R_N)^* - \partial_t R_N = [-R_N, \, S^2].
\]
(22)
(23)

Proof. From (17) formulae (22), (23) follow. Notice that

\[
\partial_t r(X, Y) = \partial_t (g(R_N(X), Y)) = S(R_N(X), Y) + g((\partial_t R_N)(X), Y), \quad (X, Y \in \mathcal{D}).
\]
(24)

From this and symmetry of \( \partial_t r \) the equality (23) follows.

Denote \( E \) the pull-back of \( \mathcal{T M} \) under the projection \( M \times (0, \varepsilon) \to M \), \( (q, t) \to q \). The fiber of \( E \) over a point \((q, t)\) is given by \( E_{(q,t)} = \mathcal{T}_q M \). A connection \( \nabla \) on a vector bundle \( E \) over \( M \) is a map \( \nabla : \mathcal{X}(M) \times \Gamma(E) \to \Gamma(E) \), written as \( \nabla \sigma \to \nabla \sigma \), that satisfies the following properties [11]:

1. \( \nabla \) is \( C^\infty(M) \)-linear in \( X \): \( \nabla_{f_1 X_1 + f_2 X_2} \sigma = f_1 \nabla_{X_1} \sigma + f_2 \nabla_{X_2} \sigma \),
2. \( \nabla \) is \( \mathbb{R} \)-linear in \( \sigma \): \( \nabla_X(\lambda_1 \sigma + \lambda_2 \sigma_2) = \lambda_1 \nabla_X \sigma_1 + \lambda_2 \nabla_X \sigma_2 \), and
3. \( \nabla \) satisfies the product rule: \( \nabla_X(f \sigma) = X(f) \sigma + f \nabla_X \sigma \).

A connection \( \nabla \) on a vector bundle \( E \) is said to be compatible with a metric \( g \) on \( E \) if for any \( \xi, \eta \in \Gamma(E) \) and \( X \in \mathcal{X}(M) \), we have \( X(g(\xi, \eta)) = g(\nabla_X \xi, \eta) + g(\xi, \nabla_X \eta) \). Compatibility by itself is not enough to determine a unique connection. There is a natural connection \( \nabla \) on \( E \), which extends the Levi-Civita connection on \( TM \). We need to specify only the covariant time derivative \( \nabla_{\partial_t} \). Given any section \( X \) of the vector bundle \( E \), we define

\[
\nabla_{\partial_t} X = \partial_t X + \frac{1}{2} S^2(X) \quad \text{for } X \in \mathcal{D}, \quad \nabla_{\partial_t} N = 0.
\]
(25)
Lemma 3. The connection on $E$ is compatible with the natural bundle metric:

$$\tilde{\nabla} \partial_t g = 0.$$  \hfill (26)

Proof. One may assume that $X, Y \in \mathcal{D}$ are constant in time. In this case, we have $\tilde{\nabla} \partial_t X = \frac{1}{2} S^g(X)$ and $\tilde{\nabla} \partial_t Y = \frac{1}{2} S^g(Y)$. Since $\partial_t g = S$, this and (14) imply (26):

$$(\tilde{\nabla} \partial_t g)(X, Y) = \partial_t g(X, Y) - g(\tilde{\nabla}_X Y, \partial_t) - g(X, \tilde{\nabla}_t Y) = (\partial_t g)(X, Y) - S(X, Y) = 0.$$ \hfill (27)

This connection is not symmetric: in general $\tilde{\nabla}_X Y \neq Y \tilde{\nabla}_X$, while $\tilde{\nabla}_X \partial_t = 0$ always for $X \in \mathcal{D}$. Clearly, the torsion tensor $\text{Tors}(X, Y) := \tilde{\nabla}_X Y - \tilde{\nabla}_Y X - [X, Y]$ vanishes if both arguments are spatial, so the only nonzero components are

$$\text{Tors}(\partial_t, X) = \tilde{\nabla}_X \partial_t = \frac{1}{2} S^g(X) \quad (X \in \mathcal{D}).$$

However, each submanifold $M \times \{t\}$ is totally geodesic, so computing derivatives of spatial tangent vector fields gives the same result as computing for sections of $T(M \times [0, \varepsilon])$. In particular, the corresponding Weingarten operators satisfy $A = A$.

Remark 3. Using the connection (25), we also have

$$(\tilde{\nabla} \partial_t h)(X, Y) = \partial_t h(X, Y) - h(\tilde{\nabla}_X Y, \partial_t) - h(X, \tilde{\nabla}_t Y) = -\frac{1}{2} (\nabla_N^f S)(X, Y),$$

$$(\tilde{\nabla} \partial_t A)(X) = (\partial_t A)(X) - A(\tilde{\nabla}_t Y) = -\frac{1}{2} (\nabla_N^f S^g)(X) - \frac{1}{2} [T^g, S^g].$$

If $\mathcal{D}$ is integrable then, see (17),

$$\partial_t A = -\frac{1}{2} \nabla_N S^g + \frac{1}{2} [A, S^g], \quad \tilde{\nabla} \partial_t A = -\frac{1}{2} \nabla_N S^g.$$

2.3 The second $N$-derivative of the curvature tensor

By Rectification Theorem, in a neighborhood of a point $q \in M$ there exist adapted coordinates $(x_0, x_1, \ldots, x_n)$ with coordinate fields $\partial_{x_j} = \partial_j$ for which $N$ is a coordinate field: $\partial_{x_0} = \partial_0 = N$ and $g_{00} = 1$, see (2). The Riemannian curvature tensor in components has the view $R_{ijkl} = g_{lp} R^p_{ijlk}$, where $R^p_{ijlk}$ are components of the curvature operator.

In analogy with (1, Section 4.2.1], define the quadratic in the curvature tensor $B \in \Lambda^4_0(M)$ as

$$B(X, Y, W, Z) = \langle R(X, \cdot, Y, N), R(W, \cdot, Z, N) \rangle \text{ for all } X, Y, W, Z \in TM.$$ 

In adapted coordinates (with respect to a unit vector field $N = \partial_0$), this becomes

$$B_{ijkl} = g^{pq} R_{pj00} R_{qk00}.$$ 

Although generally $B_{ijkl} \neq B_{jilk}$, the tensor $B$ has some symmetries of the curvature tensor, as

$$B_{ijkl} = B_{klij}.$$  \hfill (28)

Proposition 3. On a Riemannian manifold $(M, g)$ endowed with a unit vector field $N$, the second $N$-derivative of the curvature tensor satisfies

$$\nabla^2_{N,N} R_{ijkl} = \nabla^2_{i,k} R_{j000} - \nabla^2_{j,k} R_{i000} + \nabla^2_{j,l} R_{i000} - \nabla^2_{l,j} R_{i000} - (B_{ijkl} - B_{ijlk} - B_{jikl} + 2 B_{klij} - 2 B_{kijl} + g^{pq} (R_{pjkl} r_{iq} - R_{pikl} r_{jq})).$$
Proof. Using the second Bianchi identity $\nabla_0 R_{ijkl} + \nabla_i R_{j0kl} + \nabla_j R_{0ikl} = 0$ – together with the linearity of $\nabla$ over the space of tensor fields – we find that

$$\nabla_{0,0}^2 R_{ijkl} = \nabla_{i,0}^2 R_{0ijkl} - \nabla_{0,j}^2 R_{0ikl}. \tag{29}$$

It suffices to express first two terms in rhs of (29) using lower order terms. To compute the first term in rhs of (29), we transpose $\nabla_0$ and $\nabla_i$,

$$\nabla_{0,i}^2 R_{0ijkl} = \nabla_{i,0}^2 R_{i0kl} + (R(\partial_i, \partial_0) R)(\partial_0, \partial_j, \partial_k, \partial_l). \tag{30}$$

We transform the first term in rhs of (30), using the second Bianchi identity $\nabla_0 R_{kl0j} + \nabla_k R_{l00j} + \nabla_l R_{0k0j} = 0$,

$$\nabla_{0,i}^2 R_{0ijkl} = \nabla_{i,0}^2 R_{i0kl} - \nabla_{0,j}^2 R_{0ikl}. \tag{31}$$

Next, we transform the second term in the rhs of (30), using the identity $(R(X, Y) R)(Z, U, V, W) = -R(R(X, Y) Z, U, V, W) - R(Z, R(X, Y) U, V, W) - R(Z, U, R(X, Y) V, W) - R(Z, U, V, R(X, Y) W)$ and noting that $R(X, Y) f = 0$ where $f = R(Z, U, V, W)$, (in our case, $R(\partial_i, \partial_0) (R_{ijkl}) = 0$)

$$(R(\partial_i, \partial_0) R)(\partial_0, \partial_j, \partial_k, \partial_l) = -R(R(\partial_i, \partial_0) \partial_0, \partial_j, \partial_k, \partial_l) - \ldots - R(\partial_0, \partial_j, \partial_k, \partial_l) (R(\partial_i, \partial_0) \partial_0)$$

$$= -R_{i\alpha \beta \gamma} R_{\alpha jkl} - R_{i\alpha \beta \gamma} R_{\alpha qkl} - R_{i\alpha j\beta \gamma} R_{\alpha 0kq} - R_{i\alpha q\beta \gamma} R_{0j0kq}$$

$$= g^{pq} (R_{i0p0} R_{qjkl} + R_{0ijp} R_{q0kl} + R_{0ikp} R_{0jql} + R_{0ilp} R_{0jql}). \tag{32}$$

The first term in the rhs of (32) is

$$g^{pq} R_{i0p0} R_{qjkl} = -g^{pq} R_{ijkp l} r_{iq}.$$  

We transform the second term in the rhs of (32), using the first Bianchi identity,

$$g^{pq} R_{0ijp} R_{q0kl} = -g^{pq} R_{pj0i} R_{q0kl} = g^{pq} R_{pj0i} R_{q0kl} + g^{pq} R_{pj0i} R_{0qk0} = B_{jikl} - B_{jikl}.$$  

The third and the fourth terms in the rhs of (32) are transformed as

$$g^{pq} R_{0ikp} R_{0jql} + g^{pq} R_{0ilp} R_{0j0q} = -g^{pq} R_{pk0i} R_{qjl0} + g^{pq} R_{pkl0} R_{q0j0} = -B_{kilj} + B_{likj}.$$  

Hence (32) takes the following form:

$$(R(\partial_i, \partial_0) R)(\partial_0, \partial_j, \partial_k, \partial_l) = B_{jikl} - B_{jikl} - B_{kilj} + B_{likj} - g^{pq} R_{ijkp l} r_{iq}. \tag{33}$$

Substituting expressions of (31) and (33) into (30), we have

$$\nabla_{0,i}^2 R_{0ijkl} = \nabla_{i,0}^2 R_{i0kl} - \nabla_{0,j}^2 R_{0ikl} - (B_{jikl} - B_{jikl} + B_{kilj} - B_{likj}) - g^{pq} R_{ijkp l} r_{iq}.$$  

Using symmetry $i \leftrightarrow j$, we also have

$$\nabla_{0,j}^2 R_{0ijkl} = \nabla_{j,0}^2 R_{j0kl} - \nabla_{0,i}^2 R_{0ikl} - (B_{ijlk} - B_{ijlk} + B_{kjl} - B_{jlk}i) - g^{pq} R_{ipkl} r_{jq}.$$  

By the above, (29) reduces to

$$\nabla_{0,0}^2 R_{ijkl} = \nabla_{i,k}^2 R_{j000} - \nabla_{i,l}^2 R_{j000} - \nabla_{j,k}^2 R_{i000} + \nabla_{j,l}^2 R_{i000} + g^{pq} (R_{pjk1} r_{iq} - R_{pik1 l} r_{jq})$$

$$(B_{jikl} - B_{jikl} + B_{kilj} - B_{likj} - B_{ijlk} + B_{ijlk} - B_{kjl} - B_{jlk}).$$  

Using the symmetry (27) of $B$, from the above we obtain (28).

Remark 4. The formula (28) becomes trivial for $j = l = 0$. \[\square\]

8
3 Main results

In this section we prove local existence/uniqueness theorem, deduce the system of government equations for the curvature and conullity tensors (which are parabolic along the leaves).

3.1 Short-time existence and uniqueness

To linearize the differential operator \( g \rightarrow -2r(g) \), see (2), on the space of adapted metrics, we need the following.

Proposition 4 (see [1]). Let \( g_t \) be a family of metrics on a manifold \( M \) such that \( \partial_t g = S \). Then

\[
2 \partial_t R(X,Y,Z,V) = \nabla^2_{X,V} S(Y,Z) + \nabla^2_{Y,Z} S(X,V) - \nabla^2_{X,Z} S(Y,V) - \nabla^2_{Y,V} S(X,Z) + S(R(X,Y)Z,V) - S(R(X,Y)V,Z),
\]

or in components,

\[
2 \partial_t R_{ijkl} = \nabla^2_{i,j} S_{lk} + \nabla^2_{j,k} S_{il} - \nabla^2_{l,i} S_{jk} + \nabla^2_{k,j} S_{il} - \nabla^2_{j,l} S_{ik} + g^{pq}(R_{ijkl} S_{pq} - R_{ijlp} S_{pk}).
\]

Note that the first and second derivatives of a \((0,2)\)-tensor \( S \) are expressed as

\[
\begin{align*}
\nabla_k S_{jl} &= \nabla_k S(\partial_j, \partial_l) - S(\nabla_k \partial_j, \partial_l) - S(\partial_j, \nabla_k \partial_l), \\
\nabla^2_{i,k} S_{jl} &= \nabla_i(\nabla_k S)_{jl} - \nabla_{\nabla_k \partial_i} S_{jl} \\
    &= \nabla_i(\nabla_k S_{jl}) - \nabla_k S(\partial_i, \partial_l) - \nabla_l S(\partial_i, \partial_k) - S(\nabla_k \partial_i, \partial_l) - S(\nabla_l \partial_i, \partial_k) + g(\omega, \partial_i) S(\omega, \partial_l),
\end{align*}
\]

where \( \omega = \nabla N \). If, in addition, \( N \) is a geodesic vector field (i.e., \( \omega = 0 \)) then

\[
\begin{align*}
2 \partial \frac{R}{r} &= -\nabla^2_{\nabla N} S_{ikl} + \nabla S(\partial_i, \partial_k) + \nabla S(\partial_i, \partial_l) + S(\nabla S, \partial_k) + S(\nabla S, \partial_l) - 2S(\nabla S, \partial_k) + S(R_N(\partial_k), \partial_l) + S(R_N(\partial_l), \partial_k) \\
    &- S(\nabla S, \partial_k) + S(R_N(\partial_l), \partial_l) + S(R_N(\partial_k), \partial_k), \\
2 \partial \frac{R}{r} &= -\nabla^2_{\nabla N} S^{i,j} + (S(\nabla N), S^{i,j}) + S(\nabla^2 S), S^{i,j} - 2S(\nabla^2 S, S^{i,j}) - S(\nabla^2 S, S^{i,j}) - 2S(\nabla^2 S, S^{i,j}) - 2S(\nabla^2 S, S^{i,j}).
\end{align*}
\]

Proof. The symmetric \((0,2)\)-tensor \( [R] \) in adapted coordinates is \( r(g) = (r_{ik} = R_{ik00}) \). We calculate the time derivative \( \partial t R_{ik00} = \partial t r_{ik} \). By Proposition 4 with \( j = l = 0 \), and using \( R_{000p} = -r_{ip}, S_{00} = 0 \), we then have

\[
2 \partial t r_{ik} = \nabla^2_{i,0} S_{0k} + \nabla^2_{0,k} S_{i0} - \nabla^2_{i,k} S_{00} - \nabla^2_{0,0} S_{ik} + g^{pq} r_{ip} S_{qk}.
\]

By (9), we have \( \nabla \omega \partial_i = \nabla_i \omega \partial_0 = -C(\partial_i) \). By the above and (35), for a \( N \)-truncated symmetric \((0,2)\)-tensor, we have \( \nabla_k S_{jk} = S(\partial_j, \partial_k) + S(\partial_k, \partial_j) - S(\nabla_k \partial_j, \partial_k) - S(\nabla_k \partial_k, \partial_j) \).
Hence \((39)\), considered for a \(N\)-truncated tensor \(S\), reduces to \((36)\).

**Proof of Theorem** \([4]\) We will use variations of the form \(g(t) = g_0 + tS\) with a \(N\)-truncated symmetric \((0, 2)\)-tensor \(S\), i.e., \(S(N, \cdot) = 0\). We will show that \(\nabla^2_{0,0} S_{ik}\) yields the principal symbol of order two, and other terms are of order less then two. By Lemma \([4]\) the linearization of \(-2r\) is the second order differential operator (elliptic along \(N\)-curves)

\[
D(-2r)_{ik} = \nabla^2_{N,N} S_{ik} + \tilde{Q}_{ik},
\]

where \(\tilde{Q}_{ik}\) consists of the first and zero order terms. The result then follows from the theory of parabolic PDEs on vector bundles, see \([1]\) Section 5.1], and the “circle bundle” assumption. \(\square\)

3.2 Evolution of the curvature tensor

If \(M\) does not split along \(N\), the derivatives \(\nabla_i \partial_j\) in adapted coordinates do not vanish simultaneously just at one point. Indeed, \(\nabla_0 \partial_0 = \omega = -C(\partial_0).

**Lemma 5.** The difference of second derivatives, \(Q_{ik;jl} := \nabla^2_{i,k} R_{j0l0} - \nabla^2_{i,k} R_{j0l0}\), has the view

\[
Q_{ik;jl} = \nabla_i R(\partial_j, C(\partial_k), \partial_l, \partial_0) + \nabla_i R(\partial_j, \partial_0, \partial_l, C(\partial_k)) + \nabla_k R(\partial_j, C(\partial_l), \partial_i, \partial_0) + \nabla_k R(\partial_j, \partial_0, \partial_i, C(\partial_l)) + R(\partial_j, \nabla_i C(\partial_k), \partial_l, \partial_0) + R(\partial_j, \partial_0, \partial_l, \nabla_i C(\partial_k) - R(\partial_j, C(\partial_k), \partial_l, C(\partial_i)) - R(\partial_j, C(\partial_l), \partial_i, C(\partial_k)).
\]

**Proof.** We use

\[
\begin{align*}
\nabla^2_{i,k} R_{j0l0} &= \nabla_i (\nabla_k R_{j0l0}) - \nabla_i \partial_0 R_{j0l0} \\
&= \nabla_i (\nabla_k R_{j0l0}) - R(\partial_j, \nabla_k \partial_0, \partial_l, \partial_0) - R(\partial_j, \partial_0, \partial_l, \nabla_k \partial_0) - \nabla_k R(\partial_j, \nabla_i \partial_0, \partial_l, \partial_0) - \nabla_k R(\partial_j, \partial_0, \partial_l, \nabla_i \partial_0) \\
&\quad - \nabla_i \partial_0 R_{j0l0} + R(\partial_j, \nabla_i \partial_0, \partial_l, \partial_0) + R(\partial_j, \partial_0, \partial_l, \nabla_i \partial_0) \\
&= \nabla_i (\nabla_k R_{j0l0}) - R(\partial_j, \nabla_k \partial_0, \partial_l, \partial_0) - R(\partial_j, \partial_0, \partial_l, \nabla_k \partial_0) - \nabla_k R(\partial_j, \nabla_i \partial_0, \partial_l, \partial_0) - \nabla_k R(\partial_j, \partial_0, \partial_l, \nabla_i \partial_0) \\
&\quad - \nabla_i \partial_0 R_{j0l0} + R(\partial_j, \nabla_i \partial_0, \partial_l, \partial_0) + R(\partial_j, \partial_0, \partial_l, \nabla_i \partial_0) \\
&= \nabla^2_{i,k} R_{j0l0} + \nabla_i R(\partial_j, C(\partial_k), \partial_l, \partial_0) + \nabla_i R(\partial_j, \partial_0, \partial_l, C(\partial_k)) + \nabla_k R(\partial_j, \nabla_i \partial_0, \partial_l, \partial_0) + R(\partial_j, \nabla_i C(\partial_k), \partial_l, \partial_0) + R(\partial_j, \partial_0, \partial_l, \nabla_i C(\partial_k) - R(\partial_j, C(\partial_k), \partial_l, C(\partial_i)) - R(\partial_j, C(\partial_l), \partial_i, C(\partial_k)).
\end{align*}
\]

The above yields the claim. \(\square\)

**Proposition 5.** On a Riemannian manifold \((M, g)\) endowed with a unit vector field \(N\), the curvature tensor \(R_{ijkl}\) \((i, j, k, l \geq 0)\) evolves by \((34)\) according to a heat type equation along \(N\)-curves

\[
\partial_t R_{ijkl} = \nabla^2_{N,N} R_{ijkl} + B_{ijkl} - B_{jikl} + B_{jilk} - 2B_{kjl} + 2B_{kilj} - g^m(R_{aqkl} r_{ip} + R_{aqkl} r_{lp} + R_{ijkl} r_{kp} + R_{ijkl} r_{lp}) - \tilde{Q},
\]

where \(\tilde{Q} = Q_{ik;jl} - Q_{d;ik} - Q_{j;ik} + Q_{j;ik} \) (with first order spatial derivatives, see Lemma \([\tilde{\omega}]\)).
Proof. Applying Proposition \[\text{I}\] with \( S = -2r \), we have
\[
\partial_t R_{ijkl} = \nabla^2_{i,k} r_{jl} - \nabla^2_{j,k} r_{il} + \nabla^2_{j,l} r_{ik} - \nabla^2_{i,l} r_{jk} - g^{pq}(R_{ijkl} r_{pq} + R_{ijpl} r_{kq}).
\] (41)
Comparing \[(41)\] with \[(28)\] completes the proof. \( \square \)

Remark 5. By Lemma \[\text{I}\] we find
\[
\dot{Q} = \nabla_C(\partial_t) R_{ijkl} + \nabla_C(\partial_t) R_{ik0l} + \nabla_C(\partial_t) R_{jkl0} + \nabla_C(\partial_t) R_{ijkl0}
+ \nabla_0 R(\partial_t, C(\partial_t), \partial_t, \partial_t) + \nabla_0 R(\partial_t, C(\partial_t), \partial_t, \partial_t, C(\partial_h)) + \nabla_0 R(\partial_t, \partial_t, C(\partial_t), C(\partial_h))
+ R(\partial_t, \nabla_i C(\partial_t), \partial_t, \partial_t) + R(\partial_t, \partial_t, \partial_t, \nabla_i C(\partial_t)) - R(\partial_t, C(\partial_t), \partial_t, C(\partial_h)) - R(\partial_t, C(\partial_t), \partial_t, C(\partial_h))
+ R(\partial_t, \nabla_j C(\partial_t), \partial_t, \partial_t) + R(\partial_t, \partial_t, \partial_t, \nabla_j C(\partial_t)) - R(\partial_t, C(\partial_t), \partial_t, C(\partial_h)) - R(\partial_t, C(\partial_t), \partial_t, C(\partial_h))
+ R(\partial_t, \nabla_j C(\partial_t), \partial_t, \partial_t) + R(\partial_t, \partial_t, \partial_t, \nabla_j C(\partial_t)) - R(\partial_t, C(\partial_t), \partial_t, C(\partial_h)) - R(\partial_t, C(\partial_t), \partial_t, C(\partial_h)).
\]

Proposition 6. Let \((M, g)\) be a Riemannian manifold with a unit vector field \( N \), and \( \omega = \nabla_N N \). Then the tensor \( r \) evolves according to
\[
\partial_t r(X, Y) = \nabla^2_{X,N} r(X, Y) - \nabla_N r(C(X, Y)) - \nabla_N r(X, C(Y)) + \nabla_X r(\omega, Y) + \nabla_Y r(\omega, X) + r(\nabla_X \omega, Y) + r(\nabla_Y \omega, X) - g(\omega, Y) r(X, \omega)
- r(C^2(X, Y)) - r(C^2(Y, X)) + 2 r(C(X, C(Y))) - 2 r(X, R_N(Y)),
\] (42)
in components,
\[
\partial_t r_{ik} = \nabla^2_{X,N} r_{ik} - \nabla_N r(\partial_i, C(\partial_k)) - \nabla_N r(C(\partial_i), \partial_k)
- r(\partial_i, C^2(\partial_k)) - r(C^2(\partial_i), \partial_k) + 2 r(C(\partial_i), C(\partial_k)) - 2 r(\partial_i, R_N(\partial_k))
+ \nabla_k r(\partial_i, \omega) + \nabla_i r(\omega, \partial_k) + r(\nabla_i \omega, \partial_k) - g(\omega, \partial_k) r(\omega, \partial_i).
\] (43)

If, in addition, \( N \) is a geodesic vector field (i.e., \( \omega = 0 \)) then
\[
\partial_t r(X, Y) = \nabla^2_{X,N} r(X, Y) - \nabla_N r(C(X, Y)) - \nabla_N r(X, C(Y)) - r(C^2(X, Y)) - r(X, C^2(Y)) + 2 r(C(X, C(Y))) - 2 r(X, R_N(Y)),
\] (44)
in components,
\[
\partial_t r_{ik} = \nabla^2_{X,N} r_{ik} - \nabla_N r(C(\partial_i), \partial_k) - \nabla_N r(C(\partial_i), \partial_k)
- r(\partial_i, C^2(\partial_k)) - r(C^2(\partial_i), \partial_k) + 2 r(C(\partial_i), C(\partial_k)) - 2 r(\partial_i, R_N(\partial_k))
+ 2 r(C(\partial_i), C(\partial_k)) - 2 r(C(\partial_i), C(\partial_k)) - 2 r(\partial_i, R_N(\partial_k), \partial_i),
\] (45)

furthermore, the Jacobi operator \( R_N \) and its trace \( \text{Ric}_N \) evolve by \[(2)\] according to
\[
\partial_t R_N = \nabla^2_{X,N} R_N - (\nabla_N R_N) - C^* \nabla_N R_N - R_N C^2 - (C^*)^2 R_N + 2 C^* R_N C,
\] (46)
\[
\partial_t \text{Ric}_N = N(N(\text{Ric}_N)) - 2 \text{Tr} (A \nabla_N R_N) - 4 \text{Tr} ((T^2)^2 R_N).
\] (47)

Proof. We calculate the time derivative \( \partial_t R_{ijkl} = \partial_t r_{ik} \) and use \((41)\) with \( j = l = 0, \)
\[
\partial_t r_{ik} = \nabla^2_{X,N} r_{ik} + (B_{0ik0} - B_{00k0} - B_{0ik0} - B_{000i} + 2 B_{0000} + 2 B_{0000})
- g^{pq}(r_{pq} r_{ip} + r_{pq} r_{ip} + r_{ip} r_{kp} + r_{0ik0} r_{q0p}) + Q_{0ik0} - \dot{Q}_{j=l=0}.
\] (48)
Note that \( B_{0ik0} = B_{00k0} = B_{0k00} = 0 \) and \( B_{000k} = g^{pq} r_{ip} r_{qk} \). By Lemma \[\text{I}\] we have
\[
Q_{ik,00} = -2 r(C(\partial_i), C(\partial_k)),
Q_{0k,i0} = -\nabla_0 r(\partial_i, C(\partial_k)) - r(\partial_i, C^2(\partial_k))
- r(\partial_i, R_N(\partial_k)) + \nabla_k r(\partial_i, \omega) - g(\omega, \partial_k) r(\omega, \partial_i) + r(\nabla_k \omega, \partial_i),
Q_{00,ik} = -\nabla_0 r(C(\partial_i), \partial_k) - r(C^2(\partial_i), \partial_k) + \nabla_i r(\partial_k, \omega) + r(\nabla_i \omega, \partial_k).
\]
(Note that \( Q_{00;ik} = 0 \) when \( \omega = 0 \). Hence
\[
Q_{00;ik} - \tilde{Q}_{ij=0} = Q_{00;0k} + Q_{0k;0} - Q_{ik,00}
\]
\[
= -\nabla_0 r(\partial_i, C(\partial_k)) - \nabla_0 r(C(\partial_i), \partial_k) - r(\partial_i, C^2(\partial_k)) + r(C^2(\partial_k), \partial_k) - r(\partial_i, R_N(\partial_k))
\]
\[
+ 2r(C(\partial_i), C(\partial_k)) + \nabla_k r(\partial_i, \omega) + \nabla_i r(\omega, \partial_k) + r(\nabla_i, \omega, \partial_k) + r(\omega, \partial_k) r(\omega, \partial_k).
\]
Thus, (48) reads as (43). The formula (42) with \( \omega = 0 \) is equivalent to (41). By (44) and (24) for \( S = -2r \) we get (46). Tracing (46) and using \( \partial_i (\text{Tr } R_N) = \partial_i R_N \) and \( \text{Tr} (T^2 \nabla_N R_N) = 0 \), yields
\[
\partial_i \text{Ric}_N = N(N(\text{Ric}_N)) - 2 \text{Tr} (C \nabla_N R_N) - 4 \text{Tr} ((C T^2 R_N).
\]
From this and the property \( \text{Tr} (B_1 B_2) = \text{Tr} (B_2 B_1) \) we have (47). □

Remark 6. Alternatively, one may deduce (43) substituting \( S = -2r \) into (36) of Lemma 4.

We apply Uhlenbeck’s trick (see (11)) to remove a group of terms in (40) with a ‘change of variables’.

Corollary 3. If the metric \( g_{ij} \) evolves by (2) then the curvature \( R_{ijkl} \) evolves according to
\[
\tilde{\nabla}_t R_{ijkl} = \nabla_{N,N}^2 r_{ijkl} + B_{ijkl} - B_{jilk} + B_{jilk} - B_{klij} + 2 B_{klij} + 2 B_{klji} - \tilde{Q}
\]
where \( \tilde{Q} \) is defined in Proposition 2, and the tensor \( r_{ik} \) evolves according to
\[
\tilde{\nabla}_t r_{ik} = \nabla_{N,N}^2 r_{ik} - \nabla_N r(C(\partial_i), \partial_k) - \nabla_N r(C(\partial_k), \partial_i)
\]
\[
- r(C^2(\partial_i), \partial_k) + r(C^2(\partial_k), \partial_i) + 2r(C(\partial_i), C(\partial_k))
\]
\[
+ \nabla_k r(\partial_i, \omega) + \nabla_i r(\omega, \partial_k) + r(\nabla_i, \omega, \partial_k) + r(\omega, \partial_k) r(\omega, \partial_k).
\]

Proof. Using definition \( \tilde{\nabla}_t \partial_i = \partial_i - R_N(\partial_i) \), we obtain
\[
\tilde{\nabla}_t R_{ijkl} = \partial_i R_{ijkl} - R(\tilde{\nabla}_t \partial_i, \partial_j, \partial_k, \partial_l) - \ldots - R(\partial_i, \partial_j, \partial_k, \partial_l, \tilde{\nabla}_t \partial_l)
\]
\[
= \partial_i R_{ijkl} + g^{pq} (r_{iq} R_{pjkl} + r_{jq} R_{ipkl} + r_{kp} R_{ijql} + r_{iq} R_{ijkl}).
\]

From this and (40) the equation (49) follows. Similarly, (50) follows from (53). □

3.3 Evolution of the co-nullity tensor

For (2) with a unit vector field \( N \), using Corollary 2 with \( S = -2r \), we obtain
\[
(\partial_t A)^* - \partial_t A = 2 [A, R_N], \quad (\partial_t T^2)^* + \partial_t T^2 = -2 [T^2, R_N].
\]

We also have \( (\partial_t R_N)^* = \partial_t R_N \).

Proposition 7. For a unit geodesic vector field \( N \), the tensors \( A, T^2 \) and \( C \) and the mean curvature function \( \tau_1 \) of \( D \) evolve by (2) according to
\[
\partial_t A = \nabla_N (\nabla_N A) - 2 A \nabla_N A + [A^2, T^2] - 2(T^2)^2 A - 2 T^2 A T^2,
\]
\[
\partial_t T^2 = 2(\nabla_N A) T^2 - 2 A^2 T^2 - 2 (T^2)^3,
\]
\[
\partial_t C = \nabla_N (\nabla_N C) - (C + C^*) \nabla_N C - (C - C^*) C^2,
\]
\[
\partial_t \tau_1 = N(N(\tau_1)) - N(\text{Tr} (A^2)) - 4 \text{Tr} (A T^4).
\]

Proof. From (17)–(18) (of Lemma 2 with \( S = -2r \)) we obtain
\[
\partial_t A = \nabla_N R_N + [T^2 - A, R_N], \quad \partial_t T^2 = 2 R_N T^4,
\]
\[
\partial_t C = \nabla_N R_N + [R_N, C] + 2 T^2 R_N.
\]
Substituting \( R_N \) from (11) into (56–57), we obtain (52–54). Then, tracing (52) yields (55). □
Remark 7. From (19) with \( S = -2r \) we have
\[
\partial_t \tau_1 = N(\text{Ric}_N).
\] (58)
Substituting \( \text{Ric}_N \) from (13) with \( \omega = 0 \) into (58) yields
\[
\partial_t \tau_1 = N(N(\tau_1)) - N(\text{Tr}(A^2)) - N(\text{Tr}((T^\sharp)^2)).
\] (59)
One may use (12) to calculate
\[
\nabla_N((T^\sharp)^2) = A(T^\sharp)^2 + (T^\sharp)^2 A + 2T^\sharp AT^\sharp \implies N(\text{Tr}((T^\sharp)^2)) = 4 \text{Tr}(A(T^\sharp)^2).
\] The above again yields (55).

Corollary 4. Let \( N \) be a unit geodesic vector field with integrable orthogonal distribution. Then the Weingarten operator \( A \) evolves by (2) according to
\[
\tilde{\nabla}_{\partial_t} A = \nabla_N(\nabla_N A) - \nabla_N(A^2).
\] (60)

**Proof.** Due to definition (25), we obtain \( \tilde{\nabla}_{\partial_t} A = \partial_t - R_N \). If \( D \) is integrable then (52) reads as
\[
\partial_t A = \nabla_N(\nabla_N A) - 2A \nabla_N A.
\] (61)
One may assume that \( X \in D \) is constant in time. In this case, replacing \( R_N \) due to (12), we have
\[
(\tilde{\nabla}_{\partial_t} A)(X) = \tilde{\nabla}_{\partial_t}(A(X)) - A(\nabla_{\partial_t} X) = \partial_t(A(X)) - R_N A(X) - A(-R_N(X))
\]
\[
= (\partial_t A - (\nabla_N A)A + A \nabla_N A)(X)
\]
for any \( X \in D \). Applying (61), we obtain (60). \( \square \)

4 Examples

In this section we show that PRF preserve several classes of foliations and prove convergence of solution metrics under certain conditions. Let \( N \) be a geodesic unit vector field and let \( \Phi \) be a function on \( M \) satisfying \( N(\Phi) = 0 \). For normalized PRF (5), the co-nullity and the integrability tensors evolve, see (53), (54), according to
\[
\partial_t T^\sharp = 2(\nabla_N A)T^\sharp - 2A^2T^\sharp - 2(T^\sharp)^3 - 2\Phi T^\sharp,
\] (62)
\[
\partial_t C = \nabla_N(\nabla_N C) - (C + C^*) \nabla_N C - (C - C^*)C^2 - 2\Phi T^\sharp,
\] (63)
while the Weingarten operator \( A \) evolves by (52).

**Lemma 6.** Let \( g(t), \ t \in [0, T] \) be a solution to (2). If \( |R_N| \leq C \) on \( M \times [0, T] \) then
\[
e^{-2Ct} g(0)_{|D} \leq g(t)_{|D} \leq e^{2Ct} g(0)_{|D} \quad \text{for all } t \in [0, T].
\]

**Proof.** This is similar to one of [1, Lemma 8.5]. \( \square \)

4.1 Evolution of a Riemannian geodesic foliation

By the existence/uniqueness Theorem [1] (20) and (52), we have the following.

**Proposition 8.** If \( \omega = 0 \) and \( A = 0 \) at \( t = 0 \) then the flow preserves these properties.
Suppose that $N$-curves compose a geodesic Riemannian foliation and $T \neq 0$. (Examples of such foliations are Hopf fibrations of odd-dimensional spheres). By Lemma 1, we then have
\[ \nabla_N T^2 = 0, \quad R_N = -(T^2)^2 \geq 0. \]
This yields $\nabla_N R_N = 0$, $\nabla_N r = 0$ and $N(\text{Ric}_N) = 0$, hence (5) reduces to ODE in the variable $t$.

**Theorem 5.** Let $(M, g_0)$ be a Riemannian manifold with a unit geodesic vector field $N$ such that $A = 0$ and $T \neq 0$. If $r \leq \Phi \tilde{g}$ and $r_1 D > 0$ at $t = 0$ then (5) admits a unique global solution $g_t (t \in \mathbb{R})$ such that $\lim_{t \to -\infty} R_N(t) = \Phi \hat{\text{id}}$ and $\lim_{t \to -\infty} R_N(t) = 0$.

**Proof.** By (58) with $S^2 = -2 R_N + 2 \Phi \hat{\text{id}}$, $C = T^2$ and $\omega = 0$, we obtain
\begin{align*}
\partial_t R_N &= -R_N(T^2)^2 - (T^2)2R_N - 2T^2 R_N T^2 - 4 \Phi R_N = 2 R_N (\Phi - \hat{\text{id}}), \\
\partial_t \text{Ric}_N &= -4 \text{Tr} (4 \Phi \text{Ric}_N) - 4 \Phi \text{Ric}_N = 4 \text{Tr} (R_N^2) - 4 \Phi \text{Ric}_N \geq \frac{4}{n} (\text{Ric}_N)^2 - 4 \Phi \text{Ric}_N.
\end{align*}
One may show that (5) preserves the positive Ric. By Proposition 7 we also have
\[ \partial_t T^2 = -2 T^2 (T^2)^2 + 2 \Phi \hat{\text{id}}. \quad (64) \]
In our case $r_1 D > 0$, the dimension $n$ should be even (indeed, if $n$ is odd then the skew symmetric operator $T^2$ has zero eigenvalues, hence $R_N$ also has zero eigenvalues).

Let $\mu_i(t) > 0$ be the eigenvalue and $e_i(t)$ the eigenvector of $R_N(t)$ under the flow (5). Then
\[ \partial_t e_i = (\mu_i - \Phi) e_i, \quad \partial_t \mu_i = 4 \mu_i (\mu_i - \Phi). \]
Hence the PRF preserves the directions of eigenvectors of $R_N$. Furthermore, if $\Phi \geq \mu_i(0) > 0$ then $\lim_{t \to -\infty} \mu_i(t) = \Phi$ and $\lim_{t \to -\infty} \mu_i(t) = 0$. \hfill $\square$

### 4.2 Evolution of warped product metrics

Let us look at what happens for a general warped product metric $g = dx^2 + \varphi^2(x) \tilde{g}$ on $M = [0, l] \times \tilde{M}$, where $(\tilde{M}, \tilde{g})$ is a Riemannian manifold and $l$ a positive real, see (7). (The rotational symmetric metrics, i.e., $\tilde{M}$ is a unit $n$-sphere, are the particular case; such metrics appear on surfaces of revolution in space forms). The submanifolds $\{ x \} \times \tilde{M}$ compose a totally umbilical foliation on $M$ with a unit normal $N = \partial_x$. We have
\begin{align*}
\omega &= 0, \quad T = 0, \quad A = - (\varphi_{xx}/\varphi) \hat{\text{id}} , \\
r &= -(\varphi_{xx}/\varphi) \tilde{g}, \quad R_N = - (\varphi_{xx}/\varphi) \hat{\text{id}}, \quad \text{Ric}(N, N) = -n \varphi_{xx}/\varphi \quad \text{(when } \varphi \neq 0) .
\end{align*}
Thus, $K(N, X) = -\varphi_{xx}/\varphi$ for $X \perp N$. We apply the existence/uniqueness Theorem 4 to conclude that the flow (5) preserves totally umbilical foliations (with $N$ the unit normal).

**Proposition 9.** The flow (5) preserves each of the properties $C = \lambda \hat{\text{id}}$ and $C = 0$.

Thus we have the following.

**Corollary 5.** The flow (5) preserves warped product metrics.

Now, let a family of warped product metrics $g_t = dx^2 + \varphi^2(t, x) \tilde{g}$ solve (55) on $M$. This yields the boundary value problem for the warping function $\varphi$,
\[ \partial_t \varphi = \varphi_{xx} + \Phi \varphi, \quad \varphi(0, x) = \varphi_0(x), \quad \varphi(t, 0) = \mu_0(t), \quad \varphi(t, l) = \mu_1(t), \quad (65) \]
where $\mu_j(t) \geq 0$ $(j = 0, 1)$. The Cauchy’s problem (65) has a unique classical solution $\varphi(t, \cdot)$ for all $t \geq 0$. We are interested in convergence of solutions of this problem to a stationary state.

Assume that the functions $\mu_j(t)$ $(j = 0, 1)$ are continuously differentiable on $[0, \infty)$, and there exist limits $\lim_{t \to \infty} \mu_j(t) = \mu_j$ and $\lim_{t \to \infty} \mu_j'(t) = 0$.  \hfill 14
Lemma 7. Let \( \tilde{\varphi}(x) \) be a solution of the stationary Cauchy’s problem on \([0, l]\)

\[
\tilde{\varphi}_{xx} + \Phi \tilde{\varphi} = 0, \quad \tilde{\varphi}(0) = \tilde{\mu}_0, \quad \tilde{\varphi}(l) = \tilde{\mu}_1. \tag{66}
\]

Then

\[
\tilde{\varphi}(x) = \begin{cases} 
\frac{\tilde{\mu}_1 \sin(\sqrt{\Phi} x) + \tilde{\mu}_0 \sin(\sqrt{\Phi} (l-x))}{\sin(\sqrt{\Phi} l)} & \text{if } 0 < \Phi < (\pi/l)^2, \\
\frac{\tilde{\mu}_0 + (\tilde{\mu}_1 - \tilde{\mu}_0)(x/l)}{\sin(\sqrt{\Phi} l)} & \text{if } \Phi = 0, \\
\frac{\tilde{\mu}_1 \sinh(\sqrt{\Phi} x) + \tilde{\mu}_0 \sinh(\sqrt{\Phi} (l-x))}{\sinh(\sqrt{\Phi} l)} & \text{if } \Phi < 0.
\end{cases}
\]

For the resonance case of \( \Phi = (\pi/l)^2 > 0 \), the problem \( \Phi \) is solvable if and only if \( \tilde{\mu}_1 = -\tilde{\mu}_0 \), and in this case the solutions are \( \tilde{\varphi}(x) = C \sin(\pi x/l) + \tilde{\mu}_0 \cos(\pi x/l) \) where \( C > 0 \) is constant.

Denote

\[
\delta_j(t) := \mu_j(t) - \tilde{\mu}_j \quad (j = 0, 1), \quad U(t, x) := \delta_0(t) \frac{l-x}{l} + \delta_1(t) \frac{x}{l},
\]

\[
v_0(x) := \varphi_0(x) - \tilde{\varphi}(x) - U(0, x), \quad f(t, x) := \Phi U - \partial_t U = (\Phi \delta_0 - \delta'_0) + \frac{x}{l} (\Phi (\delta_1 - \delta_0) + \delta'_0 - \delta'_1). \tag{68}
\]

Consider the Fourier series

\[
f(t, x) = \sum_{j=1}^{\infty} f_j(t) \sin(\pi j x/l), \quad v_0(x) = \sum_{j=1}^{\infty} v^0_j \sin(\pi j x/l),
\]

where \( f_j(t) = \frac{2}{\pi} \int_0^l f(t, s) \sin(\pi j s/l) \, ds \) and \( v^0_j = \frac{2}{\pi} \int_0^l v_0(s) \sin(\pi j s/l) \, ds \).

For the warped product initial metric, the global solution of \( \Phi \) converges to one with constant mixed sectional curvature.

Theorem 6. Let the warped product metrics \( g_t \) on \( M = [0, l] \times \tilde{M} \) solve \( \Phi \). If \( \Phi > (\pi/l)^2 \) then the metrics diverge as \( t \to \infty \), otherwise they converge uniformly for \( x \in [0, l] \) to the limit metric \( g_\infty \) with \( r(g_\infty) = \Phi \hat{g}_\infty \), hence, the mixed sectional curvature of \( g_\infty \) is constant. Certainly,

(i) if \( \Phi < (\pi/l)^2 \) then \( g_\infty = \text{dx}^2 + \tilde{\varphi}_\infty^2(x) \hat{g} \), see Lemma 7.

(ii) if \( \Phi = (\pi/l)^2 \) and additional assumptions hold

\[
\tilde{\mu}_j = 0, \quad \int_0^\infty (|\delta'_1(\tau)| + |\delta'_2(\tau)|) \, d\tau < \infty \quad (j = 0, 1), \tag{69}
\]

then \( g_\infty = \text{dx}^2 + \varphi^2_\infty(x) \hat{g} \) and \( \varphi_\infty = (v^0_j + \int_0^\infty f_1(\tau) \, d\tau) \sin(\pi x/l) \).

Proof. Let \( \varphi(t, x) \) be a global solution of \( \Phi \). Note that \( \nu(t) \to 0 \) as \( t \to \infty \), where

\[
\nu(t) := |\Phi| (|\delta_0(t)| + |\delta_1(t)|) + |\delta'_0(t)| + |\delta'_1(t)|.
\]

(i) Denote

\[
M_0(t) = \left( \sum_{j=1}^{\infty} e^{2(\pi/l)^2(1-j^2) t} \right)^{1/2}, \quad M_1(t) = \frac{6}{\pi} \sum_{j=1}^{\infty} e^{(1-\theta)(\pi/l)^2(1-j^2) t}, \quad M_2 = \frac{6}{\pi} \sum_{j=1}^{\infty} \frac{1}{j ((\pi j/l)^2 - \Phi)}.
\]

We shall prove the following estimate which implies the claim (i):

\[
|\varphi(t, x) - \tilde{\varphi}(x)| \leq \max\{|\delta_0(t)|, |\delta_1(t)|\} + M_0(t) e^{(\Phi-(\pi/l)^2) t} \|v_0\|_{L^2} + M_1(t) ((\pi/l)^2 - \Phi)^{-1} e^{(1-\theta)(\Phi-(\pi/l)^2) t} \sup_{\tau \in [0, \theta]} \nu(\tau) + M_2 \sup_{\tau \in [\theta, t]} \nu(\tau) \tag{70}
\]

for any \( \theta \in (0, 1) \) and all \( (t, x) \in [0, \infty) \times [0, l] \). It is easy to check that the function

\[
v(t, x) = \varphi(t, x) - \tilde{\varphi}(x) - U(t, x) \tag{71}
\]
is the solution of the following Cauchy’s problem:

\[ \partial_t v = v_{xx} + \Phi v + f(t, x), \quad v(0, x) = v_0(x), \quad v(t, 0) = v(t, l) = 0. \] (72)

We may write \( v(t, x) = \sum_{j=1}^{\infty} v_j(t) \sin(\pi j x/l) \). Substitution the series into (72), and comparison of the coefficients of the series yield the Cauchy’s problem for \( v_j(t) \):

\[ v_j' = (\Phi - (\pi j/l)^2)v_j + f_j(t), \quad v_j(0) = v_j^0. \] (73)

Using series \( 1 = \sum_{j=1}^{\infty} \frac{1}{\pi j} (1 - (1 - 1/j^2) \sin(\pi j x/l)) \) and \( x = \sum_{j=1}^{\infty} \frac{1}{\pi j} (1 - 1/j^2) \sin(\pi j x/l) \), from (68) we find \( f_j(t) = \frac{2}{\pi j} ((1 - (1 - 1/j^2)(\Phi \delta_0 - \delta_0') - (-1)^j(\Phi(\delta_1 - \delta_0) + \delta'_0 - \delta'_1)). \) Hence,

\[ |f_j(t)| \leq \frac{2}{\pi j} (2(|\Phi \delta_0| + |\delta'_0|) + |\Phi|(|\delta_1| + |\delta_0|) + |\delta'_0| + |\delta'_1|) \leq \frac{2}{\pi j} (2\nu(t) + \nu(t)) \leq \frac{6}{\pi j} \nu(t). \] (74)

By Lemma 8 with \( a = \Phi - (\pi j/l)^2 \) and \( \nu(t) = f_j(t) \), for any \( \theta \in (0, 1) \) we get the estimate

\[ |v_j(t)| \leq |v_j^0|e^{(\Phi - (\pi j/l)^2)\theta - (\Phi - (\pi j/l)^2)_{1,2}^{-1}} \sup_{\tau \in [0, \theta]} |f_j(\tau)| \sup_{\tau \in [\theta, t]} |f_j(\tau)|. \] (75)

The above and (72) – (75) yield

\[ |v(t, x)| \leq \sum_j |v_j(t)| \leq \sum_j \left| v_j^0 \right| e^{(\Phi - (\pi j/l)^2)\theta - (\Phi - (\pi j/l)^2)_{1,2}^{-1}} \sup_{\tau \in [0, \theta]} \nu(\tau) + \left( \sum_j \frac{1}{\pi j} (\pi j/l)^2 - \Phi \right) \sup_{\tau \in [\theta, t]} \nu(\tau). \] (76)

Hence, (68), (71), (76) and Schwartz’s inequality imply the desired (70).

(ii) Since \( \bar{\mu} = \bar{\mu}_1 = 1 \), we can choose \( \bar{\varphi}(x) \equiv 0 \) as a solution of the stationary problem (66). Hence, \( v = \varphi(t, x) - U(t, x) \) and \( v_0 = \varphi_0(x) - U(0, x) \), see (71) and (67), and (72) takes the form

\[ \partial_t v = v_{xx} + (\pi l)^2 v + f(t, x), \quad v(0, x) = v_0(x), \quad v(t, 0) = v(t, l) = 0, \] (77)

where \( f = (\pi l/2)U - \partial_t U \). As in the proof of claim (i), one may represent a solution of (77) in the series form \( v(t, x) = \sum_{j=1}^{\infty} v_j(t) \sin(\pi j x/l) \), where \( v_j(t) \) solves (73) with \( \Phi = (\pi j/l)^2 \).

For \( j = 1 \) we obtain the Cauchy’s problem

\[ v_1' = f_1(t), \quad v_1(0) = v_1^0, \]

where \( f_1(t) = \frac{2}{\pi} ((\pi l)^2(\delta_0(t) + \delta_1(t)) - \delta'_0(t) - \delta'_1(t)) \), see (68), and

\[ v_1^0 = \frac{2}{\pi} \int_0^l v_0(s) \sin(\pi s/l) \, ds = \frac{2}{\pi} \int_0^l \varphi_0(s) \sin(\pi s/l) \, ds - \frac{2}{\pi} (\delta_0(0) + \delta_1(0)). \]

Hence, \( v_1(t) = v_1^0 + \int_0^t f_1(\tau) \, d\tau - \int_t^\infty f_1(\tau) \, d\tau \), where the improper integrals converge in view of (69).

By (74) for \( j = 1 \), we obtain

\[ |v_1(t) - v_1^0 - \int_0^t f_1(\tau) \, d\tau| \leq \frac{6}{\pi} \int_t^\infty \nu(\tau) \, d\tau. \]

For \( j > 1 \) we get the Cauchy’s problem

\[ v_j' = (\pi l)^2 (1 - j^2)v_j + f_j(t), \quad v_j(0) = v_j^0, \]

By Lemma 8 with \( a = (\pi l)^2 (1 - j^2) \) and \( \nu(t) = f_j(t) \), we get the estimates for \( v_j \) \((j \geq 2)\), see (75),

\[ |v_j(t)| \leq |v_j^0|e^{(\pi j/l)^2(1-j^2)\theta - (\pi j/l)^2(1-j^2)_{1,2}^{-1}} \sup_{\tau \in [0, \theta]} |f_j(\tau)| \sup_{\tau \in [\theta, t]} |f_j(\tau)| \] (78)
for any $\theta \in (0, 1)$. Hence, see (74) and (76),

$$
\sum_{j \geq 2} |v_j(t)| \leq \sum_{j \geq 2} |v_j^0| e^{(\pi/l)^2(1-j^2)t} + \left( \sum_{j \geq 2} \frac{(l/\pi)^2}{j^2 - 1} \frac{6}{\pi j} \right) \sup_{\tau \in [\theta t, t]} \nu(\tau) + \left( \sum_{j \geq 2} \frac{(l/\pi)^2}{j^2 - 1} e^{(1-\theta)(\pi/l)^2(1-j^2)t} \frac{6}{\pi j} \right) \sup_{\tau \in [\theta t, t]} \nu(\tau)
$$

$$
\leq \left( \sum_{j \geq 2} e^{2(\pi/l)^2(1-j^2)t} \right)^{1/2} \|v_0\|_{L_2} + \frac{2l^2}{\pi^3} \sum_{j \geq 2} e^{(1-\theta)(\pi/l)^2(1-j^2)t} \sup_{\tau \in [\theta t, t]} \nu(\tau) + \frac{3l^2}{2\pi^3} \sup_{\tau \in [\theta t, t]} \nu(\tau).
$$

Here we used $\sum_{j \geq 2} \frac{1}{j(j^2 - 1)} = \frac{1}{4}$. Note that

$$
\varphi(t, x) = (v_1(t) - v_1^0 - \int_0^\infty f_1(\tau) \, d\tau) \sin(\pi x/l) + \sum_{j \geq 2} v_j(t) \sin(\pi jx/l) + U(t, x).
$$

Denote by

$$
\tilde{M}_0(t) = \left[ \sum_{j = 2}^\infty \sum_{\nu \geq 2} e^{(\pi/l)^2(4-j^2)t} \right]^{1/2}, \quad \tilde{M}_1(t) = \sum_{j = 2}^\infty e^{(1-\theta)(\pi/l)^2(4-j^2)t}.
$$

By the above, we have

$$
|\varphi(t, x) - \varphi_\infty(x)| \leq \frac{6}{\pi} \int_0^\infty \nu(\tau) \, d\tau + \max\{|\delta_0(t)|, |\delta_1(t)|\} + \tilde{M}_0(t) e^{-3(\pi/l)^2\|v_0\|_{L_2}} + \tilde{M}_1(t) \frac{2l^2}{\pi^3} e^{-3(\pi/l)^2\|v_\tau\|_{L_2}} + \frac{3l^2}{2\pi^3} \sup_{\tau \in [\theta t, t]} \nu(\tau) (80)
$$

for any $\theta \in (0, 1)$ and all $(t, x) \in [0, \infty) \times [0, \ell]$. This estimate implies the claim (ii).

**Remark 8.** In Theorem 6 the limit metric $\check{g}$ has $r = \Phi \check{g}$, which may be as positive so negative definite. In case (i), the system has a global single point attractor, while in case (ii) the limit solution metric depends on initial condition.

**Remark 9.** For $\Phi = 0$ and $\mu_k(t) \equiv \mu_k$ the function $\tilde{\varphi}(x) = \tilde{\mu}_1(l - x) + \tilde{\mu}_0 x$ is linear, and we have $\delta_k(t) = 0$, $U(t) = 0$, $\nu(t) = 0$, $v_0 = \varphi_\infty - \tilde{\varphi}(x)$. Hence (74) reads as $|\varphi(t, x) - \tilde{\varphi}(x)| \leq M_0 \|\varphi(t, \cdot) - \tilde{\varphi}\|_{L_2}$.

**Lemma 8.** Let $y(t)$ solves the Cauchy’s problem (for the ODE)

$$
y' = \alpha(t)y + \nu(t), \quad y(0) = y_0,
$$

where the functions $\alpha, \nu \in C[0, \infty)$, $\alpha(t) \leq a < 0$ and $\nu(t)$ is bounded. Then

$$
|y(t)| \leq |y_0| e^{at} + |a|^{-1} e^{(1-\theta)at} \sup_{\tau \in [0, \theta t]} |\nu(\tau)| + |a|^{-1} \sup_{\tau \in [\theta t, t]} |\nu(\tau)|
$$

(81)

for any $\theta \in (0, 1)$. In particular, if $\lim_{t \to \infty} \nu(t) = 0$ then $\lim_{t \to \infty} y(t) = 0$.

**Proof.** As is known, $y(t) = y_0 e^{\int_0^t \alpha(t) \, dt} + \int_0^t e^{\int_0^s \alpha(t) \, dt} \nu(t) \, ds$. Hence we have the estimate

$$
|y(t)| = |y_0| e^{at} + \int_0^t e^{a(t-\tau)} |\nu(\tau)| \, d\tau + \int_0^t e^{a(t-\tau)} |\nu(\tau)| \, d\tau
$$

$$
\leq |y_0| e^{at} + \sup_{\tau \in [0, \theta t]} |\nu(\tau)| \int_0^\theta e^{a(t-\tau)} \, d\tau + \sup_{\tau \in [\theta t, t]} |\nu(\tau)| \int_\theta^t e^{a(t-\tau)} \, d\tau.
$$

The above and $\int_0^\theta e^{a(t-\tau)} \, d\tau = (e^{at} - e^{(1-\theta)at})/a$, $\int_0^t e^{a(t-\tau)} \, d\tau = (e^{(1-\theta)at} - 1)/a$ yield (81).
Example 1. Consider the problem (65) with $\Phi = (\pi/l)^2$ and stationary boundary conditions, $\mu_j(t) \equiv \tilde{\mu}_j$ ($j = 0, 1$). Assume that $\tilde{\mu}_0 \neq -\tilde{\mu}_1$, then the stationary boundary problem (66) does not have a solution (see Lemma 7). Let us show that in this case the solution of the non-stationary problem (65) does not have a solution as $t \to \infty$. As above, if $\varphi(t, x)$ is the solution of (65), then $v(t, x) = \varphi(t, x) - U_0(x)$ with $U_0(x) = \frac{1-x}{l} \tilde{\mu}_0 + \frac{x}{l} \tilde{\mu}_1$ is the solution of the problem

$$
\partial_t v = v_{xx} + (\pi/l)^2 v + f(x), \quad v(0, x) = v_0(x), \quad v(t, 0) = v(t, l) = 0,
$$

where $f(x) = (\pi/l)^2 U_0(x)$ and $v_0(x) = \varphi_0(x) - U_0(x)$. Applying the method used in the proof of Theorem 6, we obtain after easy calculations:

$$
v(t, x) = (v_0 + f_1 t) \sin(\pi x/l) + \sum_{j=2}^{\infty} \left( (v_0 - \frac{f_j}{(\pi/l)^2 (j^2 - 1)}) e^{(\pi/l)^2 (1-j^2) t} + \frac{f_j}{(\pi/l)^2 (j^2 - 1)} \right) \sin(\pi j x/l),
$$

where $v_0$ and $f_j$ are Fourier’s coefficients of the functions $v_0(x)$ and $f(x)$, respectively. In particular, $f_1 = \frac{2n\pi^2}{l^2} (\tilde{\mu}_0 + \tilde{\mu}_1) \int_0^l s \sin(\pi s/l) \mathrm{d}s \neq 0$ (since $\tilde{\mu}_0 + \tilde{\mu}_1 \neq 0$). Hence $|v(t, x)| \to \infty$ as $t \to \infty$, that is $v(t, x)$ is not stabilized at infinity.
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