Protein phase separation: physical models and phase-separation-mediated cancer signaling
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ABSTRACT
Phase separation is a concept well described in physics where a system spontaneously exhibits two or more distinct yet coexisting phases at equilibrium. This review describes several popular physical models that serve as a theoretical framework to understand protein phase separation in biological systems, a burgeoning area of research with many challenges left to be explored. The principles of statistical mechanics and thermodynamics that encompass phase separation are crucial to understanding the biophysical properties of biomolecular condensates. Representative systems of protein phase separation in several naturally occurring cancer fusion proteins and their implications in cancer mechanisms are discussed to highlight the underappreciated biophysical perspective on cancer. This insight into the driving force for protein condensate assembly may help to identify novel disease mechanisms and open opportunities for further innovative therapeutic strategies.
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1. Introduction
Phase separation is a concept well described in physics where a system exhibits two or more distinct yet coexisting phases \cite{1}, \cite{2}. In biological
systems, it is being increasingly shown that phase separation plays a critical role in a variety of cellular processes. Through high-resolution cell imaging studies, it is shown that under physiologically relevant salt, pH, and temperature conditions there are micrometer-scale structures spontaneously assembled in the cells that are composed of proteins. In sharp contrast to the traditional subcellular compartment and organelles, these protein-based structures have been found to be membraneless. As knowledge is rapidly expanding in this area, it is increasingly recognized that many subcellular structures, such as Cajal bodies, nucleoli, P bodies, and stress granules, are formed through protein phase separation [3–6]. Not only is protein phase separation involved in normal physiological processes, but it also plays key roles in pathological development [7–9].

The concept of phase separation is familiar to any who have experimented with the mixing of oil and vinegar. If the mixture is left to settle, the oil and vinegar will separate from each other. This spontaneous demixing can be ascribed to the energetically favorable homotypic interactions between oil molecules [10]. Therefore, upon reaching equilibrium, you would see regions that vary between high and low concentrations of oil and vinegar molecules. Interestingly, similar behavior on a microscopic scale has been observed with proteins inside cells. Proteins can bind to each other to create assemblies with high local concentration inside cells called macromolecular condensates. Such protein-rich structures often show some typical features of liquid–liquid phase separation, including flow in the presence of a shear stress and the formation of liquid droplets [11]. It is important to note that such assemblies can exist in a continuum of biophysical states. Depending on the specific systems and how the phase separation is induced, the system may exhibit characteristics that are somewhere in between liquid-like, gel-like, and solid-like. It seems that the state of phase separation is important as there is evidence that solid-like condensates are linked to a variety of diseases [12–16]. Protein phase separation plays an important role in normal cell physiology. Various membraneless subcellular structures are known to be assembled through protein phase separation, such as nucleoli and P bodies involved in RNA synthesis and processing. In contrast, misregulated protein phase separation can lead to dire consequences, resulting in neurodegenerative diseases such as amyotrophic lateral sclerosis and frontotemporal dementia [7] by promoting the formation of prion-like protein aggregates and cancers by promoting uncontrolled cell proliferation and growth signaling. This review will first summarize the theoretical frameworks and physical models widely accepted by the field. We will then present intriguing cases where protein phase separation is involved in cancer research, with special emphasis on cancer mutations of fusion proteins.
2. Physical mechanisms for protein phase separation

It is natural to wonder what kind of process or combination of processes could lead to phase separation. After all, in everyday experience things tend to mix, like mixing salt and water in a cup. Once the salt and water solution is made, the salt will not spontaneously precipitate out of the solution, assuming the environment surrounding the solution does not change. How then could phase separation, the opposite of mixing, occur? The answer lies in the sign of the change in Gibbs free energy. The Gibbs free energy is the amount of useful work that a system can do at a constant temperature and pressure. This quantity determines if a particular process occurs spontaneously or not. The process is spontaneous if the change is negative, and it is not spontaneous if the change is positive. The change in the Gibbs free energy is related to the change in enthalpy and entropy of a system by the relation, \( \Delta G = \Delta H - T\Delta S \), where \( \Delta H \) is the change in the enthalpy of the system, \( T \) is the temperature, and \( \Delta S \) is the change in the entropy of the system. There are several models that can be used to calculate these important quantities, each with its own assumptions.

2.1 Flory-huggins model

The Flory-Huggins model, originally applied to polymer solutions, is a simple physical model that provides intuitive understanding into the spontaneous de-mixing characteristic of phase separation. This model incorporates ideas similar to the entropy of mixing of ideal gases, with the caveat that it relaxes the assumption that the interaction energies between different pairs of molecules are the same [17,18]. In this model, there are two kinds of molecules: solvent and solute polymers. The solvent molecules and the individual solute monomers are imagined to be at a specific site in a lattice configuration. The number of lattice sites in the solution is \( N = N_1 + rN_2 \), where \( N_1 \) is the number of solvent molecules, \( N_2 \) is the number of solute polymers, and \( r \) is the number of monomers that are present in each solute polymer. A representation of the lattice in the Flory-Huggins model can be seen in Figure 1. The sign of the change in the Gibbs free energy for this system of solute and solvent molecules determines if phase separation happens spontaneously. The important parameters include the strength of interactions between like molecules, (i.e., solvent-solvent interactions and solute–solute interactions), and unlike molecules, solvent–solute interactions. \( \chi \), is an important parameter that depends on the difference between the solvent-solute interaction and the average of the solvent–solvent and solute–solute interactions, \( \chi = \frac{z(E_{\text{unlike}} - E_{\text{like}})}{k_BT} \). In this equation, \( z \) is the number of nearest neighbors for a lattice site, \( E_{\text{unlike}} \) is the solvent–solute interaction energy, \( E_{\text{like}} \) is the average of solute–solute
and solvent–solvent interaction energies, $k_b$ is Boltzmann’s constant, and $T$ is the temperature. The enthalpy change is the change in energy of each solvent–solute interaction compared to the average of solute–solute and solvent–solvent interactions, $E_{\text{Unlike}} - E_{\text{Like}}$, multiplied by the number of interactions, $N_1\phi_2 z$, where $\phi_2 = rN_2/N$ is the volume fraction of the solute monomers. Therefore, $\Delta H = k_bTN_1\phi_2\chi$. The entropy term $\Delta S$ in $\Delta G$ can be found as $S = k_b\ln(\Omega)$, where $\Omega$ is the number of microstates of the system. The number of initial microstates for the center of mass for each solute polymer is $rN_2$, and the number of initial microstates for each solvent molecule is $N_1$. The number of final positions for both solvent molecules and the center of mass of solute polymers is the total number of sites in the lattice, $N$. Using these values, the change in entropy can be calculated as $\Delta S = -k_b[N_1\ln(\phi_1) + N_2\ln(\phi_2)]$, which is the same equation as the entropy of mixing for two ideal gases. Adding this enthalpy change to the standard result obtained in the entropy of mixing yields a formula for change in Gibbs free energy; $\Delta G = RT[n_1\ln\phi_1 + n_2\ln\phi_2 + n_1\phi_2\chi]$, where $R$ is the gas constant, $n_1$ and $n_2$ are the moles of the solvent and solute, respectively, and $\phi_1$ and $\phi_2$ are the volume fractions of the solvent and solute, respectively. To apply this model to protein phase separation, the proteins that phase separate can be treated as the solute polymers and the surrounding cytoplasmic materials as the solvent in the Flory-Huggins
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**Figure 1** The Flory-Huggins model for protein phase separation. The blue circles represent the solvent particles, and the red circles represent the protein monomers that make up the protein polymers. The black lines indicate the bonds between protein monomers. For simplicity, each line indicates a single bond. Experimental data has been fit to this simplistic model, and it successfully describes the phenomenon of protein phase separation in various systems.
model. The amino acids that make up the proteins are the individual monomers in the model. One caveat of the Flory-Huggins model is the underlying assumption that there is only one kind of monomer that makes up the polymer. Proteins should be viewed as a co-polymer with twenty different monomer (i.e., twenty distinct amino acids) choices. There would
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Figure 2 Multivalent interactions promote protein phase separation. a. The valency can be thought of as the number of interactions that a protein can have with other molecules. Example of two proteins both with a valency of 4. b. The phase boundary is shown with respect to the concentrations of the protein 1 and protein 2. The phase boundary can be shifted depending on the valencies of the proteins. Proteins with higher valencies phase separate at lower concentrations than proteins with lower valencies.

Figure 3 The nephrin–NCK–N-WASP system is an example of a phase separation resulting from multivalent interactions. This figure depicts the interactions formed by nephrin, NCK, and N-WASP. As phosphorylated nephrin is introduced into the system the effective valency is increased and phase separation occurs at lower concentrations. This system shows that multivalent interactions can promote protein phase separation.
be many more interaction energies to account for in a practical biological system. A model based on Flory-Huggins may be a starting point to understand the phase behavior in a given system. Preliminary information may be obtained to create a more sophisticated model that incorporates the intricate behavior of the system. Even though this model may be simplistic, it has been used to successfully fit data for different systems involving protein phase separation [3,17,19–21].

2.2 Multivalent interaction model

Valency, number of bonds or interactions a protein can form with other proteins, plays a central role in determining the phase separation behavior [22,23]. Schematic examples of the valencies of two proteins are shown in Figure 2a. Relevant to protein phase separation, proteins can have well-defined protein-protein interactions between structured domains or have interactions at intrinsically disordered regions (IDRs), where the protein does not have a defined structure and switches between different conformations. It has been suggested that higher valencies have been tied to higher potency of protein phase separation (i.e., the onset of phase separation at lower concentrations) [22,24,25]. In one case, Li et al. studied the ability for the coacervation of SRC homology 3 (SH3) domain and the proline-rich motif (PRM) ligand to phase separate depending on the valency. The number of repeats of SH3 and that of PRM are varied between one and five subunits, creating a well-defined valency for each protein ranging from one to five. The proteins were denoted as $\text{SH3}_m$ and $\text{PRM}_n$, where the $m$ and $n$ in the subscripts represent the number of repeats present in each protein. An equal number of $\text{SH3}_m$ and $\text{PRM}_n$ molecules with the same valency were mixed together. The authors found that phase separation occurred at lower concentrations of both SH3 and PRM when the valency of both were higher [22]. The effects of protein concentration and the valency of proteins on protein phase separation can be seen in Figure 2b. These proteins can also form phase-separated condensates in cells. Li et al. made the fusion proteins mCherry-SH3$_5$ and eGFP-PRM$_5$ and expressed these two proteins in HeLa cells. Cells that expressed both fusion proteins developed small puncta in the cytoplasm that contained both mCherry-SH3$_5$ and eGFP-PRM$_5$. In contrast, puncta did not form with cells that only expressed one of the fusion proteins or cells that had mCherry-SH3$_5$ and eGFP-PRM$_5$. This suggests that condensates were only able to form through multivalent interactions between two proteins with high valency [22].

A more sophisticated model system with biological relevance has also been demonstrated [22,26]. The schematics of the protein system are depicted in Figure 3. NCK has SH3 domains, which can bind to the six PRMs on N-WASP. The authors found that N-WASP and NCK formed
droplets when mixed due to multivalent interactions. A third protein nephrin has three tyrosine phosphorylation sites where the SH2 domains of NCK can bind and serve as an underlying scaffold for NCK to increase its valency. It was shown that adding a diphosphorylated nephrin (2pTyr) tail peptide lowers the phase separation concentration threshold for NCK and N-WASP. The phase separation concentration threshold was lowered even more when a 3pTyr peptide (i.e., three potential valencies) was added [22]. These results show that valency is an important factor in determining if and at what concentration phase separation occurs. It was plausible for the cell to regulate the phase transition by tuning the amount of phosphorylation of nephrin in signaling pathways involving these three proteins [22].

Next, a theoretical framework for how the valencies of proteins lead to phase separation will be developed. As previously discussed, the number of bonds in a protein polymer is important in determining its ability to phase separate at certain concentrations. Therefore, to get a more accurate picture of protein phase separation, the contribution of valency should be included. The Flory-Huggins model did include interactions with multiple monomers in the formation of the protein polymer, but it does not consider the different ways of forming such a polymer. A physical model including valency has been developed by Li et al [22]. In this model, there exists A molecules with n interaction sites (denoted as $\alpha$ sites) and B molecules also with n sites (denoted as $\beta$ sites). Bonds form between $\alpha$ and $\beta$ sites. It is
assumed that there is 100% bond formation of all the different sites; that is, every site on an A molecule is bonded to a site on a B molecule and vice versa. Combining an A molecule and a B molecule leads to the formation of an AB molecule. The AB molecule is analogous to the monomer in the Flory-Huggins model. This model of combining two molecules to form new molecule can be used as a slightly more complicated model to explain protein phase separation. The process of combining two monomers into a dimer will be developed, then the same process can be generalized for the synthesis of any number of monomers in the polymer. In this case, the change in entropy will come from the different number of ways a dimer can be made from two monomers and the loss in translational and rotational freedom from formation of larger polymers [22]. Since the number of sites on each A and B molecule is n, the number of unique ways of bonding the two molecules together to form an AB molecule is n!. Similarly, the number of unique ways of combining two A and two B molecules is (2n)!. There is one small caveat; the (2n)! number of ways stated includes ways that form two separate AB molecules. Only the number of ways to form the A₂B₂ molecule matter. Therefore, the number of ways to form two separate AB molecules needs to be determined and subtracted from (2n)! to give the number of ways to form only the A₂B₂ molecule. As stated before, each AB molecule can form in an n! number of ways, and there are two ways to pick an A and a B molecule to form a bond. Thus, the number of ways to for two AB molecules from two A and two B molecules is 2(n!)(n!). Subtracting this value from (2n)! gives (2n)! − 2(n!)(n!) ways to form an A₂B₂ molecule. This kind of process can be continued for combining more than 2 AB molecules by using an iterative process, using the formula of the previous number to determine the formula for the next one. For large values of polymer length, the number of ways of forming an AₘBₘ molecule is approximately (mn)!. Therefore, the change in the entropy due to the difference in number of microstates can be found as ∆S_{\text{configuration}} \approx k_b \ln((mn)! − m \ln(n!)) \approx mn\ln(m), where the last result is obtained via Sterling’s approximation. This contribution to the entropy change is a positive quantity that is linear in the valency of the proteins and linear in the number of A and B molecules. The other contribution for the entropy change is ∆S_{\text{diffusion}} = k_b [(m − 1)\Delta S], where ∆S is the change in entropy due to the assimilation of one AB molecule into the larger polymer. This contribution is a negative quantity that depends on the concentration but not on the valency [22]. A change in the effective valency of a system will have a noticeable effect on ∆S_{\text{configuration}}, and therefore is an important concept regarding the formation of phase separated condensates. This framework provides a way for the incorporation of polymerization of individual monomers into a model for protein phase separation.
2.3 Patchy colloid model

The patchy colloid model can be thought of as an extension to the multivalent interaction model. In this model, molecules are hard spheres with interacting regions represented as physical patches on their surface [27]. In the paper by Zhou and Nguemaha, they form a model for liquid–liquid phase separation, which will be summarized next [28]. First, they distinguish between protein-like (P) and regulatory (R) particles; each is a hard sphere with attractive patches on its surface. A schematic of a protein-like particle (P) and a regulatory particle (R) is shown in Figure 4. In their model, the number of patches on P particles is 4, and the number of patches on R particles is 2. The patches on each particle cover the same fraction of the surface area of each sphere. The patches on the P particles are arranged in a tetrahedron pattern, while the patches on the R particles lie on the poles. A bond in this context is formed when the patches on two particles touch each other. The interaction energy between two particles is defined as \( U_{ij} = U_{sw}(r_{ij})U_{pp}(r_{ij}, \Omega_i, \Omega_j) \) where \( r_{ij} \) is the distance between the centers of two particles, \( r_i \) is the unit vector between the centers, and \( \Omega_i \) and \( \Omega_j \) correspond to the orientation of particles i and j, respectively. The first term corresponds to the square well potential that is defined in equation (1).

\[
U_{sw}(r_{ij}) = \begin{cases} 
\infty, & r_{ij} \leq \sigma \\
-\varepsilon_{ij}, & \sigma < r_{ij} \leq \sigma + \lambda \\
0, & r_{ij} \geq \sigma + \lambda 
\end{cases}
\]  

(1)

where \( \varepsilon_{ij} \) is the strength of the interparticle attraction, \( \lambda \) is the spatial length of the attraction, and \( \sigma \) is the diameter of both particles. The second term describes the particle–particle interaction, equation (2).

\[
U_{pp}(r_{ij}, \Omega_i, \Omega_j) = \begin{cases} 
1, & \text{if an } i-j \text{ bond is formed} \\
0, & \text{otherwise}
\end{cases}
\]  

(2)

In the last two equations, i and j can be either P or R for the two types of particles. The interaction between P and R particles is expected to depend upon the particular molecules involved in the system. Zhou and Nguemaha set the interaction between P particles to be strongly attractive, and the interaction between R particles to be repulsive. After this theoretical framework was set, the authors used Gibbs-ensemble Monte Carlo simulations to produce phase diagrams for various ratios of P to R particles. In the simulations, the authors found that the R particles can either promote or inhibit liquid–liquid phase separation, depending on the molar ratio of the P and R particles and the ratio of protein–protein interactions and protein–regulator interactions. For weak protein–regulator interactions, the regulator particles cause liquid–liquid phase separation by acting as a volume-exclusion crowder. This effect is amplified when the
regulator to protein ratio is high. On the other hand, when the protein–regulator interactions are strong, the regulator protein promotes liquid-liquid phase separation at low R to P molar ratios, and then at higher ratios the regulators start to inhibit liquid-liquid phase separation [28]. In this model, the P and R particles are treated as rigid bodies; however, for many proteins their constituent molecules can bend and change shape, as is the case for proteins with IDRs. The general patchy colloid model incorporates the geometry of particles present in a system, and thus gives researchers the ability to finely adjust their unique model to represent the experimental system more accurately. There are other models developed for various systems that also use patchy colloid theory [7,29]. Typically, the differences are attributed to modifications to the interactions between particles and the number of patches on the particles.

2.4 Amino acid composition model

The interactions that lead to phase separation discussed thus far have been generic and abstract. Interactions between various molecules have been discussed, but the specific molecules or regions of molecules have not been identified. In this section, we will go into more detail about the specific molecules involved in phase separation in the FUS family of proteins. FUS is a family of proteins that have similar domains, an intrinsically disordered prion-like domain (PLD) and an RNA-binding domain (RBD) [30,31]. Wang et al. have discovered that interactions between these two types of domains can drive phase separation [32]. In their paper, the authors were interested in the interactions between tyrosine in the PLD and arginine in the RBD since there is evidence that cation-π interactions, noncovalent interactions between electron rich systems with π bonds (e.g., benzene, ethylene, acetylene) and cations, may drive protein phase separation [3,13,33,34]. To study the importance of these interactions, they precisely mutated these two amino acids in FUS. Tyrosine residues in the PLD of FUS were replaced with serine residues and most arginine residues were replaced with glycine residues in the RBD. It was observed that phase separation for the altered proteins did not occur at concentrations up to 30 µM, compared to the saturation concentration for the original FUS protein was about 2 µM. Therefore, the interactions between tyrosine residues in the PLD and arginine residues in the RBD are important factors promoting phase separation. Additional variants of FUS with mutated amino acids were created to study the difference between generic cation-π interactions and the specific interaction between tyrosine and arginine. It was found that generic cation-π interactions are not the only reason tyrosine and arginine interactions promote protein phase separation; the chemical structure of the tyrosine and arginine side chains is also important [32]. The authors also highlighted
the complex types of interactions and their sometimes-conflicting effects on protein phase separation. For example, they found that electrostatic interactions are important for phase separation of proteins with both PLD and RBD domains. However, these electrostatic interactions tend to inhibit phase separation between PLD domains alone. More research of this level of sophistication and thoroughness is required to determine the important interactions for phase separation in other proteins.

2.5 Biophysical simulations

While theoretical models provide crucial insight on phase separation, simulations of biophysical protein properties and phase separation based on phenomenological models are equally important. Rohit Pappu and his lab have developed tools that can analyze aspects of proteins in biological systems and predict how the proteins will behave. We will briefly discuss two of the simulation tools based on phenomenological models. The first tool CIDER, Classification of Intrinsically Disordered Ensemble Relationships, can analyze the amino acid sequences of intrinsically disordered proteins (IDP) to simulate their biophysical properties. CIDER groups IDPs into five different categories based on the ratios of positive

Figure 5 The phase separated condensates of EWS-FLI1 impact tumorigenic gene transcription in Ewing’s sarcoma. a. EWS-FLI1 fusion protein made from joining partial EWS and FLI1 proteins. b. This diagram represents the impact that condensates of the fusion protein EWS-FLI1 has on the transcription of tumorigenic genes in Ewing’s sarcoma. The FLI1 domain of the fusion protein can bind to the DNA at GGAA microsatellites. BAF protein complexes can bind to EWS-FLI1 or to wild type EWSR1. The protein condensates act to enhance the transcription of the tumorigenic gene.
and negative residues in the protein. There are a couple of assumptions in CIDER’s implementation. First, CIDER assumes that the IDPs have fixed charge states. The other assumption is that the IDP sequence has low hydrophobicity and proline content. The properties of IDPs can then be extrapolated using phenomenological models incorporated within CIDER [35]. The team also developed a second tool called LASSI (Lattice simulation engine for Sticker and Spacer Interactions), which can simulate phase separation in multivalent proteins [36]. This tool uses the model of stickers and spacers to perform simulations of protein phase separation. The stickers can be regions on a protein or short strings of amino acids in an IDR that form interactions with other regions of proteins, while spacers are typically IDRs that control inhomogeneities in the densities of stickers around each other [36,37]. LASSI uses this model on a cubic lattice with boundary conditions that recapitulate real systems. The start of a simulation begins with randomly placing the proteins on the cubic lattice; solvent molecules occupy the sites not occupied by proteins. Simulations can then be conducted in which the conformational change of proteins is examined in a dense or dilute phase. Both CIDER and LASSI have been used by researchers to better understand various systems [33,38]. Other methods such as molecular dynamics simulations can also elucidate the phase behavior of proteins. Molecular dynamics simulations are a strategy to study the movements of atoms or molecules in a system using the forces that act on each individual particle. The forces can be derived from the potential energy which is found through interatomic potentials and molecular structure [39]. Molecular dynamics simulations have been used to study several proteins that can phase separate, such as the N-terminal disordered region of DDX4 protein [40]. The process of creating tools and simulations such as these is important as they help formulate future hypotheses and inspire experiments related to investigating the properties of various proteins and their phase separation behavior.

3. Protein phase separation as an unconventional biophysical mechanism in cancers driven by protein fusion mutations

Cancer has traditionally been studied in cell biology and biochemistry contexts as dysregulation of cell proliferation caused by protein mutations or disruption of the cellular signaling network. Recently, the physics of cancer has been gaining recognition to play complementary and critical roles in driving cancer progression [41,42]. There are some essential features present in all types of cancer and hence define it. The defining characteristics of a cancer cell include cell growth and proliferation that are not controlled by normal cell mechanisms and the invasion of territory typically occupied by cells other than the cancer cells. The way in which cancer cells
achieve these two properties can vary widely in different cancer types. For example, genetic mutations, heredity, and environmental factors all can play a role in the development of cancer in a patient. Oncogenes promote cell growth and proliferation in an unregulated way. Tumor suppression genes inhibit cell growth or can induce cell death. Cancer can arise by the creation of oncogenes through mutations or by the repression of tumor suppression genes. Similarly, mutations in caretaker genes, which originally produce proteins responsible for genome repair and integrity, can also cause cancer. We will discuss several examples of oncogene creation whose cancer-driving mechanisms were recently discovered to utilize protein phase separation. In particular, we will focus on a broad class of cancer mutations known as fusion protein mutations. Fusion proteins are made through deleterious chromosomal rearrangements joining two partial genes that would normally code for separate proteins. Our discussion of the recent work on cancer driven by fusion protein phase separation offers a different biophysical perspective of cancer. The understanding of this new perspective may lead to novel therapeutic treatment strategies that complement existing therapies to prevent or delay the development of cancer resistance, which is the bottleneck in current cancer research.

### 3.1 Protein phase separation in gene transcription

Before discussing the specific details of protein phase separation in gene transcription, we quickly summarize how gene expression is regulated at the transcription level. Transcription is a process that involves transcribing genetic information from DNA to RNA. During transcription, transcription regulatory proteins can bind to specific DNA sequences to regulate the expression (activation or inhibition) of a specific gene. Activation of transcription can occur by activating a paused RNA polymerase, and inhibition of transcription can occur by several methods such as stopping the assembly of general transcription factors or through inhibitor proteins preventing activator proteins from carrying out their function. There are regions on the genomic DNA called cis-regulatory sequences, also called enhancers where transcription regulatory proteins can bind to influence the rate of transcription of a gene. Similarly, superenhancers are regions in the DNA that contain multiple enhancers that increase the probability that transcription will occur for a particular gene. It has been shown that protein clusters of activator proteins can form at superenhancers [43–47]. Whether protein phase separation at enhancers creates an increase in transcription of a gene involved with tumorigenesis has recently been studied in Ewing’s sarcoma [48].

Ewing’s sarcoma is a well-known example of protein phase separation involved in cancer growth [48–50]. Ewing’s sarcoma is a pediatric cancer
caused by mutations in mesenchymal cells which form connective tissue such as bone, cartilage, etc. This type of cancer presents an intriguing case where protein phase separation can impact gene transcription in a drastic way with dire consequences [48]. The driver mutation for this cancer is often the fusion of two proteins EWSR1 and FLI, called EWS-FLI1, as a result from chromosomal translocation [51,52]. The EWSR1 protein is a part of a particular family of proteins called FET. This family of proteins has intrinsically disordered prion-like domains, and they have been shown to form liquid-liquid phase separation [16,53,54]. FLI1 is an ETS, Erythroblast Transformation Specific, transcription factor. In the fusion product, the intrinsically disordered domain of EWSR1 is kept with the ability to cause protein phase separation and the DNA binding domain of FLI1 is kept. Through the retained FLI1 interaction with the genome, the fusion protein EWS-FLI1 can specifically attach to a particular region of DNA called a GGAA microsatellite which is a region of DNA that consists of short repeating pattern of nucleotides [48]. The microsatellite regions here act as enhancers. Once this fusion protein has attached to the DNA, a BAF (BRG1/BRM-associated factor) complex protein is attracted to the EWS-FLI1 protein binding site. The BAF complex is a chromatin remodeling protein that unwinds DNA in nucleosomes, so that other transcription factors can bind to the DNA to initiate transcription of a particular gene. In this case, the genes transcribed lead to uncontrolled cell proliferation and growth and ultimately tumors. Figure 5 depicts the macromolecular complex that disrupts transcription in Ewing’s sarcoma. Interestingly, EWS-FLI1 can recruit BAF complexes to GGAA microsatellites, whereas wild-type FLI1 cannot. It has been shown that this recruitment of BAF to EWS-FLI1 binding site is through the bridging effect of wild type EWSR1: wild type EWSR1 present in the cells can bind BAF; and wild type EWSR1 can bind the intrinsically disordered domain of EWS portion of the fusion protein [48]. The wild type EWSR1 interacts with the fusion protein EWS-FLI1 to from phase-separated macromolecular complexes around the microsatellite enhancers. Accordingly, the transcription rate of the gene corresponding to the microsatellite is consistently increased compared to the transcription rate without the macromolecular complex. Therefore, the presence of the fusion protein in a phase-separated state is the key element to promote tumors.

Another example of phase separation mediated gene transcription is show by Nucleoporin 98 (NUP998). NUP98 is one of many proteins that make up the nuclear pore complex (NPC) which acts as a channel to allow molecules to cross the nuclear envelope. NUP98 has many fusion partners such as HOAX proteins, PMX1, HHEX, and TOP [55]. Fusion proteins involving NUP98 correspond to a variety of different hematopoietic malignancies such as acute myeloid leukemia (AML) and myelodysplastic
syndromes (MDS). It has been shown that fusion proteins with NUP98 can act as aberrant transcription factors [55]. A prevalent fusion protein in leukemia involving NUP98, NUP98-KDM5A, has been found by Terlecki-Zaniewicz et al. to form puncta in the nucleus instead of associating with the NPC as wildtype NUP98 does [56]. Their work suggests that the fusion between the N terminus of NUP98 and the C terminus of fusion partners involved in gene control is sufficient to initiate oncogenic gene expression.

### 3.2 Cell signaling pathways and protein phase separation

Cell signaling is a series of biochemical reactions that influence cellular metabolism and gene expression, leading to changes such as cell proliferation, differentiation, transformation, and programmed cell death. There are a flurry of recent studies showing the involvement of protein phase separation in normal physiological processes such as the regulation of transcription [53,57–60]. One example is the T cell signaling pathway. Su et al. showed that upon activation of T cell receptor (TCR), this pathway leads to effector proteins to phase separate, which allows internal access to some proteins and excludes others [19]. This accelerates the activation of downstream signaling proteins, suggesting that protein phase separation plays a critical role in mounting an immune response.

In contrast, dysregulation of cell signaling through protein phase separation can give rise to cancerous proliferation and growth [61]. In a type of non-small cell lung cancer (NSCLC) that especially affects non-smokers, a driver mutation EML4-ALK is a fusion protein between echinoderm microtubule-associated protein-like 4 (EML4) and anaplastic lymphoma kinase (ALK). ALK belongs to a family of receptor tyrosine kinase (RTK) proteins which are tightly regulated in normal cell cycles through extracellular growth factor stimulations. The conventional RTK signaling starts from the plasma membrane of the cell when the transmembrane RTK dimerizes upon the binding of corresponding growth factors. The dimerized RTK proteins will then phosphorylate each other to create phosphor-tyrosine motif to recruit downstream signaling effectors. Among the RTK downstream signaling pathways, RAS/MAPK is important for cell growth and proliferation, and numerous cancers have mutations significantly upregulating signaling activities in this pathway. This RTK/RAS/MAPK signaling axis was previously thought to exclusively initiate from cell membranes. However, recent work shows the cancer-causing fusion protein EML4-ALK employs an alternative signaling mode via phase-separated protein granules [62]. In the paper by Tulipule et. al., EML4-ALK is not found in the plasma membrane; instead, it is found in the cytoplasm forming micrometer-scale protein assemblies. These cytoplasmic protein granules locally enrich relevant signaling proteins to partition into granules and act effectively as signaling hotspots for the RAS/
MAPK pathway. The phase-separated protein granules are not only necessary but also sufficient for cancer growth signaling: disrupting granule assembly greatly attenuates signaling while forcing granule formation enhances cancer signaling. The ultimate result of EML4-ALK granules can be seen in Figure 6. Furthermore, the work shows that granules initiate the same signaling pathways with the same biochemical signature in conventional membrane-based signaling such as phosphor-tyrosine motifs. This alternative mode of signaling through cytoplasmic protein granules is speculated to be a general mechanism widely applicable to RTK cancer fusion mutations. For example, the authors demonstrate similar signaling platform in another naturally-occurring example of CCDC6-RET and a prototype EGFR artificial granule. Therefore, this perspective of protein phase separation points to a currently understudied area in cell signaling and cancer research with exciting avenues for mechanistic understanding and new therapeutic strategies.

4. Conclusions

The key concepts of the physical mechanisms underlying protein phase separation lies in statistical mechanics. Entropy and interaction strength are the two important factors that determine if mixing or phase separation occurs in biological systems. We have shown several models of protein phase separation, each with its own level of sophistication. The Flory-Huggins model provides intuitive understanding of the phase separation
behavior of proteins in solution by considering a lattice-based binary mixture. The change in entropy due to mixing of the molecules and the interaction energies of molecules are combined to find the change in the Gibbs free energy, the value of which determines the behavior of the protein and solvent system. The concept of valency can be used to find the entropy change due to different conformations between protein monomers. This model gives the entropy change due to polymerization of protein monomers, which is not included in the Flory-Huggins model. The patchy colloid model takes the idea of valency one step further; it deals with the exact locations on molecules that form interactions not just how many interactions exist. The various models stated in this paper can give researchers more methods to study and understand protein phase separation. The work done by Pappu’s lab in developing CIDER and LASSI uses theoretical frameworks to predict the behavior of IDPs and the phase separation behavior in multivalent proteins, respectively. Tools of this kind are essential to further analyze proteins and their affinity for phase separation in biological systems.

Protein phase separation and its role in cancer is a rapidly evolving area of study in which there is still much to learn. The physical principles and cancer examples of protein phase separation presented in this paper provide a brief overview on the driving force of protein phase separation in biological systems and how it can cause cancer. Current cancer treatments typically rely upon the removal of the cancerous cells through surgery, disrupting biochemical processes, such as cell signaling, or dysregulation in transcription that cause cancer or downregulating proteins that are important for cancer formation. Since the underlying mechanism of these cancer systems employ a higher-order protein assembly to promote uncontrolled cell proliferation and growth signaling, a phase-separation-based treatment will disrupt or reduce cancer-promoting protein assemblies. In connection to the physical models discussed here, these treatment strategies may involve blocking multivalent self-associative protein interactions or specific amino acid interactions in prion-like domains. Therefore, the studies of cancer biophysics provide alternative cancer treatment strategies through targeting the biophysical properties of protein phase separation. A better understanding, gained by the models and simulations stated in this review, of the role of protein phase separation in processes of cancer development can potentially lead to alternative cancer treatment strategies that complement existing therapies to prevent or delay the development of cancer resistance, which is critical to combat cancer [63].
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