Ultra-high speed digital micro-mirror device based ptychographic iterative engine method
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Abstract: To reduce the long data acquisition time of the common mechanical scanning based Ptychographic Iterative Engine (PIE) technique, the digital micro-mirror device (DMD) is used to form the fast scanning illumination on the sample. Since the transverse mechanical scanning in the common PIE is replaced by the on/off switching of the micro-mirrors, the data acquisition time can be reduced from more than 15 minutes to less than 20 seconds for recording 12 × 10 diffraction patterns to cover the same field of 147.08 mm². Furthermore, since the precision of DMD fabricated with the optical lithography is always higher than 10 nm (1 μm for the mechanical translation stage), the time consuming position-error-correction procedure is not required in the iterative reconstruction. These two improvements fundamentally speed up both the data acquisition and the reconstruction procedures in PIE, and relax its requirements on the stability of the imaging system, therefore remarkably improve its applicability for many practices. It is demonstrated experimentally with both USAF resolution target and biological sample that, the spatial resolution of 5.52 μm and the field of view of 147.08 mm² can be reached with the DMD based PIE method. In a word, by using the DMD to replace the translation stage, we can effectively overcome the main shortcomings of common PIE related to the mechanical scanning, while keeping its advantages on both the high resolution and large field of view.
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1. Introduction

Compared to imaging techniques based on the intensity detection, phase imaging can easily obtain higher image contrast especially in imaging the semi-transparent biological samples, and since they can provide another perspective for the sample observation, phase imaging is becoming more and more important for medical examinations and disease diagnoses [1,2]. Qualitative phase imaging techniques including the phase contrast and differential
interference contrast are mainly adopted to make the phase retardation of sample qualitatively visible to naked eyes. Quantitative phase imaging techniques can measure the accurate complex amplitude of the light field including the modulus and phase simultaneously and thus are more suitable for the quantitative analysis. In digital holography and other interference based imaging methods, the regular reference beam adopted always makes the setup complicated and sensitive to the outside disturbance [3–5]. Transport of intensity equation (TIE) method, which is a non-interference phase imaging technique, has much simpler setup and lower requirement on the working environment [6–13], and recently developed Fourier ptychographic microscopy [14,15] is another non-interference phase imaging technique that can provide complex amplitude of sample, however like other lens aided imaging methods, the accuracy of these two techniques is dependent to the used optics.

Ptychographic Iterative Engine (PIE), which is a recently developed coherent diffraction imaging (CDI) method, can retrieve both the complex amplitude of the illumination beam and that of the object with two counterpart formulas simultaneously [16]. The accuracy of its reconstruction is not influenced by the aberration of optics used to form the illumination, and the resolution reachable is only limited by the numerical aperture of the detection device [17–20]. During the data acquisition of common PIE, the sample is scanned through a localized illuminating beam to a grid of positions, and all the diffraction patterns formed are recorded in the far field by the detector. To get high quality reconstruction, the two neighboring illuminated regions should properly overlap with each other, and the overlapping ratio is about 70%, in other words the grid spacing is about 30% of the diameter of illuminating region [21]. The field of view (FoV) of PIE can be infinitely large in theory if we scan the sample to numerous positions and record all the diffractions. Unlike traditional CDI, which works well only for samples with simple structure, PIE always can reach the reconstruction accuracy higher than 95% after only 200 rounds of iterations even for complicated samples [22], showing high convergence speed and high reliability. Furthermore, since PIE uses Wegener-filter like updating formulas for reconstruction, the retrieved image is always free of the speckle noise [23,24]. Thus, in comparison with traditional CDI techniques using Gerchberg-Saxton algorithm, Error Reduction algorithm and Hybrid Input Output algorithm, which suffer from shortcomings of small field of view (less than 1mm for most of cases), poor convergence speed (more than 10,000 iterations is needed depending on the field of view and the complexity of the sample) and low reliability especially in imaging samples with complex structures, PIE has obvious advantages of high convergence speed, high reliability, speckle free reconstructions and infinitely large field of view in theory, making PIE an outstanding phase imaging technique. In the past years, various meaningful quantitative observations and measurements were realized with PIE: Zhang et al. realized complex amplitude imaging of the monocotyledon in visible light [25], Rodenburg et al. measured the gold structure in hard X-Ray [26], and Hüe et al. retrieved the particle configuration with the electron beam [27]. In other words, PIE has been widely studied with the visible light, x-ray and high energy electron beam worldwide and got great achievements in the fields of material science, biological research and medical diagnosis.

In our experiments, more than 15 minutes are needed to scan the sample to 12 × 10 positions with the mechanical translation stage of our self-built PIE system, this makes the data acquisition time consuming and leads to high requirement on the stability of the imaging system and working environment. At the same time, since the accuracy of mechanical translation stage is only about 1 μm, to get high quality reconstruction, the position-error should be corrected iteratively in the reconstruction procedure to reduce the position error to sub-micron, seriously slowing down the reconstructing speed. Thus, the mechanical translation stage is the main source for most of the shortcomings of PIE, including the extremely long data acquisition time, high requirements on the stability of the imaging system and time-consuming reconstruction [28–31]. Though PIE can realize very large field of view in theory, but the too long data acquisition time required is unacceptable for most of
practical cases, thus the large field of view essentially is difficult to acquire for common mechanical PIE in practices. Single-shot PIE methods \([32,33]\) fitting for real time measurements often suffer from small FoV (less than 5 mm\(^2\)), limiting their observation capability, moreover, the reconstruction quality especially the signal to noise ratio is still much lower than that of common PIE because of its low data redundancy.

To overcome these shortcomings of common PIE techniques, digital micro-mirror device (DMD) based PIE method is proposed to achieve the large field of view (FoV), fast speed data acquisition and high quality reconstruction simultaneously. DMD has been used in other imaging techniques including the tomographic phase microscopy and Fourier ptychographic microscopy to realize the phase measurement, where it was adopted mainly to avoid the rotating of the sample or to reduce the position-error of the light source by forming multi-directional illumination on the sample \([34,35]\). Quite different from these two existing techniques, our proposed method uses the on/off switching of the micro-mirrors of DMD to replace the mechanical scanning of the sample in common PIE. The switched on micro-mirrors within a rapidly moving region will reflect the laser light to form a rapidly scanning illumination beam. Since the on/off switching can be operated at 1K Hz or faster, the data acquisition time is mainly occupied by the CCD exposure and its data transfer to storage, the overall data acquisition time for recording 12 × 10 diffractions is successfully reduced to less than 20 seconds covering a FoV of 147.08 mm\(^2\) in experiment. Compared to common mechanical scanning based PIE, which needs at least 15 minutes to scan the same area, the data acquisition is speeded up by 45 times. Additionally, since the position error of each micro-mirrors of the DMD fabricated with optical lithography is only at the scale of several nano-meters, its influence to the final reconstruction of PIE is negligible, and the accurate reconstruction can be achieved without using the time consuming iterative position-correct computation, also speeding up the iterative reconstruction distinctively. In a word, the main shortcomings of common PIE were successfully overcome by using a DMD to replace the mechanical translation stage, achieving the large FoV, the high imaging quality and the high imaging speed simultaneously.

2. Principle and methods

The principle of the DMD based PIE can be demonstrated with the experimental setup in Fig. 1(A), where the laser is expanded into a planar laser beam and illuminated on the surface of DMD at the incident angle of 12°. Micro-mirrors within a proper region are switched to the 'on' state to reflect the laser beam to the sample, forming an illuminating probe, and when the position of this circular region is programmed to rapidly move on the DMD sensor, the illuminating probe will quickly scan the sample and form diffraction patterns on the CCD sensor. Unlike the common PIE, where the sample fixed on a translation stage is scanned to many positions relative to the static illuminating beam and static detector, In Fig. 1(A), the sample, the detector and the light beam incident on the DMD all keep stationary during the whole data acquisition, what we do to finish the data acquisition is just to switch on/off micro-mirrors within a moving region to form the scanning illumination on the sample and record the diffractions, and this can be automatically and rapidly realized with a computer program. The maximum FoV reachable is limited by the size of the DMD sensor and the size of the CCD chip. Take our experiment as an example, the DMD used is the DLP Discovery D4100 of Texas Instruments with a sensor size of 14.01 by 10.51 mm\(^2\), the CCD used is AVT-PE 1100B with a chip size of 15.16 by 15.16 mm\(^2\), so the maximum sample size that can be imaged with the proposed method is 14.01 by 10.51mm\(^2\), which is about 45 times that of a 10 × objective (~3.21 mm\(^2\)) and is large enough for most of researches in biological and material sciences. The numerical aperture of 10 × objective is about 0.25, and the numerical aperture of the above mentioned experimental setup is about 0.7, however since AVT-PE 1100B is only an industry CCD, because of its low sensitivity, lots of weak high frequency components cannot be recorded, the spatial resolution reached is only about 5μm in
If AVT-PE 1100B is replaced by a scientific CCD camera, the resolution can be further improved remarkably.

After all the diffraction patterns are recorded, the sample transmission function and the distribution of the scanning laser beam illuminating on the sample can be reconstructed with the standard PIE algorithm according to the flow chat of Fig. 1(B). The iterative reconstruction can be carried out with the following steps:

1. Give two initial guesses to the sample transmission function \( O_n(r) \) and the illuminating probe on the sample \( P_n(r) \).

2. Calculate the exiting wave of the sample as \( \psi_n(r) = O_n(r) \times P_n(r) \) and propagate it to the detector plane as \( \Psi_n(u) = F\{\psi_n(r)\} \), \( F \) denotes the Fresnel propagation from the sample plane to the recording plane with the Fresnel integral [22].

3. Replace the modulus of the \( \Psi_n(u) \) by the square root of the recorded intensity \( I(u) \) and propagate it back to the sample plane to obtain the new exiting field as \( \psi'_n(r) = F^{-1}\{\Psi_n(u)\} \), \( F^{-1} \) denotes the inverse propagation from the recording plane to the sample plane.

4. Update the illuminating probe and the sample transmission function according to Eq. (1) and (2):

\[
O'_n(r) = O_n(r) + \frac{|P_n(r)|}{|P_n(r)_{\text{max}}|^2 + \alpha} \frac{P_n^*(r)}{|P_n(r)|^2 + \alpha} \times \beta(\psi'_n(r) - \psi_n(r))
\]

\[
P'_n(r) = P_n(r) + \frac{|O_n(r)|}{|O_n(r)_{\text{max}}|^2 + \alpha} \frac{O_n^*(r)}{|O_n(r)|^2 + \alpha} \times \beta(\psi'_n(r) - \psi_n(r))
\]

Where \( \alpha \) and \( \beta \) are two constants with nonzero values chosen between 0~1. \( \alpha \) is used to avoid the zero denominator, and \( \beta \) is used to adjust the updating speed [16].

5. Propagate the updated illuminating probe \( F/P'_n(r) \) to the DMD plane using Eq. (3) and force the value outside the \( H(r) \), where the micro-mirrors of ‘off’ state to zero. Since the deviation of the size of the micro-mirror from the designed size is always less than 10 nm, which is much less than the wavelength used, we can simply assume that all the micro-mirrors are the same.
\[ S_n(r) = F\{P_n(r)\} = \begin{cases} F\{P_n(r)\} & r \in H(r) \\ 0 & r \notin H(r) \end{cases} \quad (3) \]

(6) Move \( S_n(r) \) to the next position of the micro-mirrors of the 'on' state and propagate the reflected light to the sample plane.

\[ P_n(r - R_n) = F\{S_n(r - R_n)\} \quad (4) \]

(7) Jump to step (2) to begin another round of computation till all the scanning positions are addressed.

(8) Calculate the residual error with the following formula to check the reconstruction accuracy, if the accuracy meets the requirement the iteration stops, else another round of iterative computation will start.

\[
\text{Error} = \frac{\sum_u \left| \sqrt{I(u)} - |\Psi(u)| \right|^2}{\sum_u I(u)} \quad (5)
\]

3. Experiments

The experiments are carried out with the setup schematically shown in Fig. 1(A). The wavelength used is 632.8 nm. The distance of the sample to the DMD and that to the CCD camera are 20.32 cm and 1.89 cm, respectively. Since the iterative computation is carried out between the sample plane and the recording plane, and the exact distribution of the illumination beam moving on the sample is also reconstructed iteratively, the distance between the DMD and the sample is only used to generate an initial guess to the illumination beam for the iterative computation and need not be known accurately, and accordingly the properties of the reflection taking place at the sharp edge of the micro-mirrors need not be considered also. In experiment, the iterative reconstruction can be carried out with the measured distance of the sample to the CCD firstly, and then by propagating the reconstructed complex amplitude backward or forward a little with the Fresnel integral the most clear image and the corresponding real distance of the sample to the CCD can be obtained [36–38]. The parallel laser beam illuminating on the DMD is planar enough, and micro-mirrors within a circular region of about 3.4 mm in diameter are switched to the 'on' state to reflect part of the laser beam to form a illumination probe vertically falling on the sample, and this circular region containing about 61700 micro-mirrors is moved to 12 × 10 positions within 20 seconds, and the all the diffraction patterns are recorded sequentially.

The sample used is a paraffin sectioning of stem cutting of monocot plant. The size of the observed FoV in the proposed PIE is ~45 time larger than the field of view of the commercial 10 × objective. Figure 2(A) shows the reconstructed modulus image of the whole sample, and the top insets are three recorded diffractions. The fine details of the sample can be clearly observed in the zoomed-in modulus and phase images that are also inserted in Fig. 2(A). Other two biological samples of Corn Stems and Umbrella Plant were also quantitatively imaged and shown in Figs. 2(B) and 2(C), respectively. It is obviously that, in all these images, the fine details of the sample structures are all quite clear in both modulus and phase images, showing a good applicability of this proposed method for the biological observation and quantitative analysis. Moreover, large FoV of 147.08 mm² is reached within 20 seconds, which is about 45 times faster than common mechanical scanning based PIE.
To check the resolving capability of the experimental setup quantitatively, a USAF 1951 resolution target was used as the sample, and the reconstructions are shown in Figs. 3(A)-(C), where we can find that the fine details of the forth element of group six can be clearly resolved, corresponding to a resolution of $5.52 \mu m$. Figure 3(D) shows the residual error of the reconstruction changing with the going on iterations, where we can find the reconstruction error reaches about 1% after only five iterations, ideally overcoming the second main shortcoming of common mechanical scanning PIE technique on the time consuming position-error-correction procedure.

4. Conclusions

In this paper, DMD based PIE is proposed to overcome the shortcoming of common mechanical scanning based PIE for accurate quantitative phase imaging. By replacing the mechanical scanning of common PIE with the on/off switching of the micro-mirrors of DMD, the data acquisition can be speeded up at least 45 times, and thus remarkably relaxing the requirement of PIE on the stability of the imaging system and working environment. At the same time, since the position error of the micro-mirror of DMD fabricated with optical lithography is always less than 10nm, its influence on the reconstruction quality is negligible, and then the time consuming position-error-correction procedure is not required in the reconstruction procedure. Since the proposed DMD based PIE method has overcome the main disadvantage of common PIE to realize large FoV with very short data acquisition time,
the application range of PIE is distinctively extended, and this DMD based PIE can find many important applications for the living cell and biological tissue culture or other cases requiring large field of view and fast imaging speed.
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