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Abstract
A robot’s dynamics – especially the degree and location of compliance – can significantly affect performance and control complexity. Passive dynamics can be designed with good regions of attraction or limit cycles for a specific task, but achieving flexibility on a range of tasks requires co-design of control. This paper takes an information perspective: the robot dynamics should reduce the amount of information required for a controller to achieve a threshold of performance in a range of tasks. Towards this goal, an iterative method is proposed to minimize the directed information from state to control on discrete-time nonlinear systems. iLQG is used to find a controller and value of information, then the design parameters of the dynamics (e.g. stiffness of end-effector or joint) are optimized to reduce directed information while maintaining a minimum bound on performance. The approach is validated in simulation, on a two-mass system in contact with an uncertain wall position and a high-DOF door opening task, and shown to improve noise robustness and reduce time variance of control gains.

1 Introduction
Robotic tasks in semi-structured environments, such as contact-rich manipulation and human-robot interaction, are partially observed and the robot must respond appropriately to the current environment state. In physical tasks, this can be realized with intrinsic dynamics or active control, and the environment state either directly affects the robot dynamics, or is inferred and informs the control policy.

Such tasks are often viewed from the impedance control framework [1], where the desired response to external forces or velocities is explicitly designed and realized through control. To adapt to a new task, the impedance can be changed by optimizing the impedance control parameters [2]–[4], or impedance control can be used with other higher-level control, where it can improve reinforcement learning efficiency [5] and robustness [6]. However, the rendered impedance depends heavily on the intrinsic robot dynamics (e.g. stiffness of end-effector/joints, reflected motor inertia), especially in dynamic events like collision, which have frequency content beyond the control bandwidth [7].

So what design objectives should be applied to the intrinsic robot dynamics? Often, a low impedance is desired, which is a design goal in haptic devices [8], human-robot interaction [9], soft robotics [10], and soft actuators [11]. However, reducing the intrinsic impedance comes with design trade-offs. Classically, a lower stiffness reduces motion control bandwidth and accuracy [12]. The modelling and motion control of soft robots remains challenging, even with data-driven approaches [13]. Additionally, compliance reduces the proprioceptive information flow - the ability to infer environment state or contact dynamics from robot position and force signals: intrinsic stiffness affects torque sensing accuracy [14] and the ability to infer contact conditions [15].

A possible solution to this trade-off is variable impedance actuators, which can adapt their physical dynamics, e.g. the DLR David [16], but they currently present prohibitive cost and complexity.

The intrinsic dynamics (i.e. dynamics without control) are important, and for certain tasks they are sufficient – passive devices are established for locomotion [17] and peg-in-hole assembly [18]. These systems are classically understood from a dynamics perspective; that their dynamics achieve stable limit cycles and good convergence properties. However, as illustrated in Figure 1, purely passive devices do not have the adaptability which defines modern robotics.

An alternative approach to the design of intrinsic dynamics is morphological computation [19], which use information theoretic metrics to characterize the degree of influence between environment/robot [20], predictability [21], empowerment of a system [22], or the influence of an external system [23]. While information-theoretic approaches can scale to more
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complex systems described by data, they often do not include a sense of performance (objective/cost/reward function), thus limiting their applicability to design. The selection of minimal sensors to meet performance requirements has been considered on networked control systems [24], but not the co-design of dynamics and sensing.

This paper adopts an information-limited control approach, and proposes that good intrinsic dynamics reduce the amount of information required by the controller to achieve a certain performance in a range of tasks. In the limiting case of no online information required, the system is informationally passive, and can be operated open-loop (i.e. pure trajectory planning) [25], [26]. We propose that if only a small amount of information is required for control, suitable controllers may tolerate noise better or be more easily found by exploration.

Existing results on linear systems are illustrative: the information rate required for a controller to stabilize a discrete-time linear system is $\sum \lambda_i^+ \text{bits/sample}$, where $\lambda_i^+$ are the unstable eigenvalues where $|\lambda_i| > 1$ – the more unstable, the more information required [27]. Recent results have provided bounds on information rates required for linear time-varying systems with quadratic costs (i.e. LQG systems) [26]. These rates are measured with directed information [25], also known as transfer entropy [23], which has also been used to find bounds on the bits/sample required for control [28].

Here, an iterative method is proposed for finding intrinsic dynamic parameters which reduce the required directed information, as seen in Figure 2. About an initial trajectory, iLQG is used to find control, nominal performance, and the value of information [29], [30]. Parameters of the intrinsic dynamics are then updated to reduce the directed information while maintaining a bound on performance. The approach is validated in simulation, a two-mass system which makes contact with an uncertain environment position and a high-DOF door opening task, and shown to reduce sensitivity to environment noise.

![Figure 2: Proposed algorithm for minimizing directed information while maintaining a performance bound $D$. The result is optimized dynamics parameters $\phi$, such as end-effector or joint stiffness, link geometry, or center of compliance.](image.png)
1.1 Notation
Denote a matrix determinant $|\cdot|$ and transpose $\cdot'$. Time series are denoted $y^t = [y_0, \ldots, y_t]$. A random variable is typeset $y$ which takes values/samples $y$. Expectation is denoted $\mathbb{E}$, independence with $\perp$, and $y \sim \mathcal{N}(\mu, \Sigma)$ denotes that $y$ is distributed normally with mean $\mu$, covariance $\Sigma$.

2 Information and Performance

2.1 Directed Information
Denote robot design variables as $\phi \in \Phi$, which may affect dynamics and/or sensing (e.g. end-effector compliance, joint stiffness, geometry of linkages). Let the robot and environment state at time step $t$ be $x_t \in \mathbb{R}^n$ with control input $u_t \in \mathbb{R}^m$. The directional influence of the state trajectory distribution of length $T$, $x_T$, on control trajectory $u_T$ can be characterized by directed information [25]

$$\text{DI}(x^T \rightarrow u^T) \triangleq \sum_{t=0}^{T} I(x^t; u^t|u^{t-1}),$$

(1)

where conditional mutual information is

$$I(x^t; u^t|u^{t-1}) \triangleq \int p(x^t, u^t) \log \frac{p(x^t, u^t|u^{t-1})}{p(x^t|u^{t-1}) p(u^t|u^{t-1})} dx^t u^t.$$

(2)

As mutual information is non-negative and zero when the arguments are independent, $\text{DI}(x^T \rightarrow u^T)$ is zero if and only if $u_t$ is independent of $x_t$, conditioned on $u_{t-1}$, for all time. This occurs, for example, when there is no feedback and the system is operating in open-loop [25]. Reducing (1) means the control input is (in summation) more weakly related with the state. We propose that if acceptable performance can be reached with lower (1), the control is simpler: more controller noise can be tolerated, and the state need not be so accurately estimated.

2.2 Dynamics and Performance
To formalize performance, consider the nonlinear coupled robot/environment dynamics as

$$x_{t+1} = f(x_t, u_t) + w_t$$
$$y_t = g(x_t) + v_t$$

(3)

where process and measurement noise are independently distributed as $w_t \sim \mathcal{N}(0, W_t)$, $v_t \sim \mathcal{N}(0, V_t)$, and the initial state as $x_0 \sim \mathcal{N}(0, X_0)$.

Take a performance metric and objective of

$$J(x^T, u^T) = \mathbb{E} \left[ \sum_{t=0}^{T-1} \ell_t(x_t, u_t) + \ell_T(x_T) \right]$$

(4)

$$J(x^T, u^T) \leq D,$$

(5)

respectively, for some given performance threshold $D$. The bound (5) captures that many robotic task outcomes are binary – success/failure – and the performance need not be optimal but rather meet some threshold for success.

2.3 Problem Statement
Note that $\text{DI}(x^T \rightarrow u^T)$ depends on the control policy, which may not be known at design time. By Theorem 5 of [31], when $v_t \perp w_t$ and $(v_t, w_t) \perp x_0$, and the control policy $\pi$ is deterministic given past observations $u_t = \pi(y^t)$,

$$\text{DI}(x^T \rightarrow u^T) \leq \text{DI}(x^T \rightarrow y^T).$$

(6)

$\text{DI}(x^T \rightarrow y^T)$ can be evaluated from dynamics and observation models alone, and will thus be used here. When the control policy is not deterministic, e.g. for exploration in reinforcement learning, additive control noise can considered with system noise $w_t$. 

Let $J^i$ denote a performance metric of task $i$ and $D^i$ the corresponding minimum required performance which must be met by a control policy $u_t = \pi^i(y^t)$. Then

$$\phi = \arg\min_{\phi \in \Phi} \text{DI}_\phi(x^T \to y^T)$$

s.t. $\exists \pi^i, \quad J^i_\phi(x^T, \pi^i(y^T)) \leq D^i \forall i \in I.$

(7)

When the cost function of a performance metric $\ell_i$ is quadratic in state and dynamics are linear time-invariant (LTI) with Gaussian i.i.d. noise (i.e. LQG), the minimum information rate required for the controller to meet performance $D$ is $R \leq \text{DI}(x^T \to u^T)$ [32]; where $R$ is an average number of bits/sample provided to the controller. Closed-form bounds on $R(D)$ have also been developed for LTI systems [28].

For linear time-varying systems, the selection of ‘virtual sensor’ parameters and noise covariance to solve (7) can be formulated as a semidefinite program [26]. The problem at hand is slightly different – here, sensing is not freely chosen, but determined by design parameters, and these design parameters may also affect the dynamics. Furthermore; most problems of interest in robotics are nonlinear. Thus, here (7) will be approached with gradients and barrier functions, to be introduced in the following two sections.

## 3 Iterative Linearization

In the style of the iLQG algorithm [30], we consider approximations to (7) based on local linearization about a previous trajectory. The iLQG is here extended to the partially observed case (i.e. iLQG + EKF), which allows approximation to the value of information.

Given a trajectory $x^T, u^T$, consider state and control perturbations $\delta_x^T, \delta_u^T$, which approximate dynamics (3) as

$$x_{t+1} \approx f(x_t, u_t) + A_t \delta_{x,t} + B_t \delta_{u,t} + w_t$$

$$y_t \approx g(x_t) + C_t \delta_{x,t} + v_t$$

(8)

where $A_t = \frac{\partial f}{\partial x}, \; B_t = \frac{\partial f}{\partial u}, \; C_t = \frac{\partial g}{\partial x}$ and all derivatives are evaluated at $x_t, u_t$.

### 3.1 Estimation and Directed Information

Considering the directed information of the trajectory deviations, $\text{DI}(\delta_x^T \to y^T)$ can be written largely following results for linear time-varying systems [26],

$$I(\delta_x^T; y^T|\gamma^{t-1}) = H(\delta_x^T|\gamma^{t-1}) - H(\delta_x^T|y^T)$$

$$= H(\delta_x,t|\gamma^{t-1}) - H(\delta_x,t|y^T)$$

(9)

with differential entropy $H(x) \triangleq \int p(x) \ln p(x) dx$, where (9) follows from the chain rule of entropy, conditional independence, and cancellation of terms [33].

Denoting belief $p(\delta_x,t|y^T) = N(\mu_t, \Sigma_t)$, standard extended Kalman filter equations give

$$\Sigma_{t+1} = ((A_t \Sigma_t A_t' + W_t)^{-1} + C_{t+1}' V_{t+1}^{-1} C_{t+1})^{-1}$$

(10)

where $\Sigma_0 = (X_0^{-1} + C_0' V_0^{-1} C_0)^{-1}$. The directed information can then be written as [26]

$$\text{DI}(\delta_x^T \to y^T) = \sum_{t=0}^{T} \frac{1}{2} \log |A_t \Sigma_t A_t' + W_t| - \frac{1}{2} \log |\Sigma_t|$$

(11a)

$$= \sum_{t=0}^{T} \frac{1}{2} \log |\Sigma_t^{-1} + A_t' W_t^{-1} A_t| - \frac{1}{2} \log |W_t|.$$  

(11b)
3.2 Partially Observed iLQG

To consider the performance constraint in (7), we extend the iLQG derivation in [30] with additive noise and partial observations according to (8). Recall optimal cost to go,

\[ J^*_t (x_t) = \min_{u_t} \mathbb{E} \left[ \ell_t (x_t, u_t) + J^*_{t+1} (x_{t+1}) | y^t \right] \]

(12)

where \( J^*_t (x_T) = \mathbb{E} \ell_T (x_T) \). Approximating the argument of (12) about perturbed state and input of \( \tilde{x}_t = x_t + \delta x_t, \tilde{u} = u_t + \delta u_t \) and supressing subscript \( t \) where unambiguous:

\[ \ell_t (\tilde{x}, \tilde{u}) \approx \ell_t (x, u) + \ell_x \delta x + \ell_u \delta u + \frac{1}{2} \delta_x^T \ell_x \delta x + \frac{1}{2} \delta_u^T \ell_u \delta u \]

\[ J^*_{t+1} (x_{t+1}) \approx J^*_{t+1} (f (x_t, u_t)) + \mathbb{E} \left[ J^*_x + \frac{1}{2} \delta x^T J^*_{xx} \delta x \right] \]

where \( \delta x^+ = A_t \delta x_t + B_t \delta u_t + w_t \), \( J^*_x = \frac{dJ^*_{t+1}}{dx} \), \( J^*_{xx} = \frac{d^2J^*_{t+1}}{dx dx} \), and \( \ell_x = \frac{\partial \ell_t}{\partial x_t} \). This then gives a change in the argument to (12) of

\[ \approx \mathbb{E} \left[ Q_x \delta_x + Q_u \delta u + \frac{1}{2} \delta_x^T Q_{xx} \delta x + \delta_u^T Q_{uu} \delta u + \frac{1}{2} \delta_u^T Q_{uu} \delta u | y^t \right] + \frac{1}{2} \text{Tr}(J^*_x W_t) \]

(13)

where \( Q_x = \ell_x + J^*_x A_t, Q_u = \ell_u + J^*_u B_t \), \( Q_{xx} = \ell_{xx} + A_t^T J^*_x A_t, \) \( Q_{uu} = \ell_{uu} + B_t^T J^*_u B_t \). For a new trajectory, the maximum likelihood state estimate \( \mu_t = Q_u^{-1} (Q_u + Q_{ux} \mu_t) = k_t + K_t \mu_t \)

(14)

which gives

\[ J^*_t (\tilde{x}) \approx \ell_t (x, u) + J^*_{t+1} (f (x_t, u_t)) + \Delta J_t + J_x \mu_t + J_u \mu_t + \frac{1}{2} \text{Tr}(\Xi_t \Sigma_t) + \frac{1}{2} \text{Tr}(J^*_x W_t) \]

(15)

where \( \Delta J_t = k' Q_{uu} k + k' Q_{ux} J_x + Q_{xx} K + Q_{ux} K, J_{xx} = Q_{xx} + K' Q_{uu} K + K' Q_{ux} + Q_{ux} K, \) \( \Xi_t = Q_{xx} Q_{uu}^{-1} Q_{ux} \). Note that \( \Xi_t = K_t' (\ell_{uu} + B_t^T J^*_u B_t) K_t \), and \( \text{Tr}(\Xi_t \Sigma_t) \) is the new cost introduced by belief uncertainty (i.e. the value of information).

3.3 Differences with respect to fully-observed iLQG

In comparison the standard iLQG, there are two additional terms in (15) arising from process noise covariance \( W_t \) and belief uncertainty \( \Sigma_t \).

One important additional distinction is that the state is not known, so the point to linearize the dynamics about is also uncertain. We adopt the heuristic of maintaining a moving average for reference trajectories \( \pi^T \) and \( \bar{\pi}^T \). For a new trajectory, the maximum likelihood state estimate \( \mu_T \) is used as \( \pi^T \leftarrow \alpha \mu^T + (1 - \alpha) \pi^T \) and \( \bar{\pi}^T \leftarrow \alpha u^T + (1 - \alpha) \bar{\pi}^T \) for some \( \alpha \in [0, 1] \).

Furthermore, the cost of an individual trajectory is not deterministic, making the use of cost reduction to schedule regularization [30] or as a terminating condition more difficult.

4 Optimizing information

To avoid higher-order tensors or vectorization, consider a single element of the design parameters \( \phi_t \in \mathbb{R} \) which affects both the observations \( g_\phi (x_t) \) and/or the dynamics \( f_\phi (x_t, u_t) \). Changing this parameter can affect the directed information DI \( (x^T \rightarrow y^T) \), the belief covariance \( \Sigma_t \), and performance \( J^*_t \). This section optimizes (7) by gradient descent, including the constraint via barrier methods.
4.1 Objective

Let precision matrix $\Gamma_t = \Sigma_t^{-1}$ and denote $\nabla_t \Gamma = \frac{\partial \Gamma}{\partial \phi_t}$, $\nabla_t A_t = \frac{\partial A_t}{\partial x_t}$, and $\nabla_t C_t = \frac{\partial C_t}{\partial u_t}$. Calculating the gradient of the terms in the objective in the form of (11a):

$$
\frac{\partial}{\partial \phi_t} \text{DI}(\delta^T \to y^T) = \sum_{t=0}^{T} \frac{1}{2} \text{Tr} \left( \left( A_t' \Sigma_t A_t + W_t \right)^{-1} \Psi_t \right) + \frac{1}{2} \text{Tr} \left( \nabla_t \Gamma_t \Sigma_t \right) \tag{16}
$$

where $\Psi_t = \nabla_t A_t' \Sigma_t A_t + A_t' \Sigma_t \nabla_t A_t + A_t' \Sigma_t \nabla_t A_t$.

This is found by standard matrix relations [34], including $\frac{\partial \Sigma_t}{\partial x_t} = \Sigma_t \nabla_t \Sigma_t$. Calculating the gradient via (11b) was found to be less numerically stable.

$\nabla_t \Gamma_t$ can be calculated recursively as

$$
\nabla_t \Gamma_{t+1} = N_0 - N_1 + N' \nabla_{t} \Gamma_t N \tag{17}
$$

where $N_0 = \nabla_t C_t' V_t^{-1} C_t + C_t' V_t^{-1} \nabla_t C_t$, $N_1 = \Psi_t \left( \nabla_t A_t \Sigma_t A_t' + A_t' \Sigma_t \nabla_t A_t \right) \Psi_t$, $N = \Psi_t A_t \Sigma_t$, and $\Psi_t = (A_t \Sigma_t A_t' + W_t)^{-1}$.

Recursive expressions such as (17) may not be stable. For a simplified stability analysis, consider time-invariant system matrices and derivatives, where a sufficient condition for the convergence of the sequence, i.e. $\nabla_t \Gamma_{t+1} = \nabla_t \Gamma_t$, is if all eigenvalues of $N$ are stable $|\lambda_j(N)| < 1 \forall j$, arising from the existence condition for the discrete-time Lyapunov equation [35].

4.2 Performance constraint

The performance constraint can then be incorporated by barrier methods, where

$$
\phi^* = \arg \min_{\phi} \text{DI}(\phi) \text{ s.t. } J_0^*(\phi) \leq D \\
\approx \arg \min_{\phi} \text{DI}(\phi) - \beta \log(D - J_0^*(\phi))
$$

where $\beta > 0$ is a scalar weight for the barrier penalty. The gradient of the barrier can be found as

$$
\frac{\partial}{\partial \phi_t} [-\beta \log(D - J_0^*)] = -\frac{\beta}{D - J_0^*} \frac{\partial J_0^*}{\partial \phi_t}.
$$

We simplify by considering only the impact of $\phi$ on belief covariance $\Sigma_t$, leaving the impact of $\phi$ on dynamics to be handled with the control optimization in the iLQR, giving

$$
\frac{\partial J_0^*}{\partial \phi_t} \approx \sum_{t=1}^{T} \text{Tr} \left( \nabla_t \Sigma_t \frac{\partial \Gamma_t}{\partial \phi_t} \right) \tag{18}
$$

Recall $\Xi_t$ is the value of information from (15).

4.3 Gradient Descent

Simple gradient descent is used to update $\phi$ as

$$
\phi \leftarrow \phi + h \left( \frac{\partial}{\partial \phi} \text{DI} - \frac{\beta}{D - J_0^*} \frac{\partial J_0^*}{\partial \phi} \right) \tag{19}
$$

$$
h = \tanh(D - J_0^* + \gamma) \tag{20}
$$

where gradients are given in (16) and (18), $J_0^*$ is taken from the iLQG solution, small positive constant $\gamma$, and the step size $h$ reduces as the cost barrier is approached.

5 Validation

To validate the approach, an implementation\(^\dagger\) is built based on the DRAKE robotics library [36]. Two example systems are tested: a two-mass system with rigid contact, and a simplified door-opening task with a high-DOF robot. Optimizing compliance is shown to improve noise robustness and reduce the time variance in iLQR gains, which has been proposed as a metric for control complexity [37].

\(^\dagger\)Implementation available at [https://github.com/khaninger/infomin](https://github.com/khaninger/infomin)
Figure 3: In (a), a two mass system in contact (in free-space when $x^2 < x^w$, $K_2 = 0$). In (b), a door opening simulation, robot EE is coupled with a diagonal stiffness to door handle.

Figure 4: The parameter space and traces of the optimization.
5.1 Two-mass with contact

A standard two-mass system is taken with inertia, damping, and stiffness of $M_i$, $B_i$, and $K_i$ for $i = 1, 2$, and positions of $x_1, x_2$. A rigid wall is added at $x^w$, where $x^w \sim p(x^w)$ varies between trajectory rollouts, but is fixed within the task. This system emulates a flexible-joint robot with joint-torque sensing coming in contact with a rigid environment of uncertain location. The stiffness $K_1$ is the joint stiffness, and $K_2$ the effective stiffness of end-effector and environment in series. The bounds $K_1 \in [50, 600]$ (N/m) and $K_2 \in [100, 600]$ (N/m) will be applied, with fixed parameters $M = 0.8, 0.4$ Kg and $B = 60, 35$ Ns/m, for $1, 2$, respectively. The measurements are position and force $y_t = [x^1; K_1(x^2 - x^1)] + v_t$ where $v_t \sim \mathcal{N}(0, \text{diag}(1e-3, 1e-2))$. The dynamics are standard, with the caveat that when $x^2 < x^w$, $K_2$ is effectively 0. Process noise has covariance $W = \text{diag}(1e-7, 5e-3, 1e-7, 1e-2, 0)$ and initial state covariance is $X_0 = 10^{-3}\text{diag}(1, 1, 1, 1, 0.1)$ with state of $[x^1, \dot{x}^1, x^2, \dot{x}^2, x^w]$. The objective is to achieve a small positive contact force $f^o$ with the environment (which is a basic requirement for contact tasks),

$$\ell_t = \| (K_2(x^2 - x^w)+) - f^o \| + 0.1\|\dot{x}^1\| + 0.1\|\dot{x}^2\| + 10^{-4}\|\tau_m\|$$

where $(x)_+$ is $\frac{1}{2}(\sqrt{\sqrt{x^2 + \gamma^2} + x}$, the differentiable approximation to $\max(0, x)$ from [30]. Here, $f_0 = 10, \gamma = 0.1$, and the barrier weight $\beta = 1e4$. First, iLQG was performed over a grid of $K_1$ and $K_2$, and the directed information of the converged controller estimated. The total cost and DI can be seen in Figure 4a. The total cost decreases as $K_1$ or $K_2$ increases, and reducing $K_1$ reduces the directed information.

The stiffnesses $\phi = K_1, K_2$ can be optimized according to (19), where a number of initial $\phi$ can be seen on contour plots of directed information 4b and performance 4b, where $D = 250$. The barrier method succeeds in increasing $K_2$ from lower initial values, but the trajectories do not converge to a single point as the barrier gradient is almost parallel to the DI gradient. A trace of the system response with initial stiffnesses $K_1 = 500, K_2 = 500$ can be compared with the optimized stiffnesses $K_1 = 123, K_2 = 240$ is shown in Figure 5a and 5b, respectively.

The noise robustness of several $\phi$ was compared: how the total cost of iLQG varies as either (1) environment or (2) control noise increases, where environment noise is the covariance of normally distributed $x^w$, and the control noise is additive Gaussian. The high stiffness system is more sensitive to all noise. The optimized gains show better environment noise robustness, even compared with the low-stiffness system. However, the optimized gains have slightly more control noise sensitivity than the low stiffnesses. This suggests that optimizing to reduce required information allows the system to better tolerate environment noise.

\[ \text{Figure 5: Plots of true state, mean and covariance of corresponding belief for initial and optimized gains. Uncertainty in the state estimate is increased; but acceptable performance is maintained.} \]
Figure 6: iLQG total cost (mean and covariance over 20 trajectories) as noise is increased in (top) environment ($x_{w}$ position) and control (additive Gaussian noise). The optimized stiffness has better noise robustness than the high-stiffness system.

$$k_{1:3} = [1, 1, 1]e^{4}$$

$$k_{1:3} = [9.8, 9.3, 7.9]e^{5}$$

$$k_{1:3} = [1, 1, 1]e^{6}$$

Figure 7: Optimization of the stiffness coupling robot to door reduces the temporal variability of the feedback gains compared with the stiff system, reducing directed information by almost 1/3 with only a 6% penalty in total cost, relative to high-stiffness gains.
5.2 Manipulator opening door

To investigate the scalability of the algorithm, it is then applied to a simulation of the KUKA iiwa manipulator in a door opening/closing task. The robot and door handle are coupled via a diagonal stiffness matrix $K_e = \text{diag}[k_1, k_2, k_3, k_4, k_5, k_6]$ to simulate the compliance of a gripper. Torsional stiffnesses are fixed at $k_{4:6} = 50 \text{ Nm/rad}$, and linear stiffnesses $\phi = k_{1:3}$ are optimized. The robot positions and velocities are observed, joint-space torque control is used, and the cost function is

$$\ell_t = \|\theta - \theta_0\| + 0.05\|\dot{q}\| + 0.1\|\tau_m\|$$

where $\theta$ is the angle of the door, and $\dot{q}, \tau_m$ the joint velocities and torque of the robot. This objective function aims to move the door to the position $\theta_0$, while reducing the velocity and motor torque along the way.

Due to space limitations, interested readers are referred to the public code for parameter values used and the calculation of the required derivatives. A very low-stiffness $k_{1:3} = [1, 1, 1]e4 \text{ (N/m)}$ and high-stiffness $k_{1:3} = [1, 1, 1]e6$ coupling are compared with the optimized stiffnesses where $k_{1:3} = [9.8, 9.3, 7.9]e5$. A video is available at https://youtu.be/8p5HAMRCdAg and the resulting state and control trajectories are seen in Figure 7. The iLQR feedback gains and feedforward trajectory vary more over time when the stiffness is higher, providing better performance from higher directed information. The optimized gains respect the performance limit of $D = 300$ while reducing DI. Similar trends occur in a door closing task, as seen in the attached video.

6 Conclusion

This paper proposed a new principle for the design of intrinsic dynamics: to reduce the information required for control, operationalized by iLQG where gradients of the linearized dynamics and value of information reduce the directed information while maintaining performance. The feasibility and stability of the algorithm was validated on a two-mass model; and a higher-DOF example used to demonstrate the scalability. Optimizing compliance was shown to reduce the time variation in control gains and the environment noise sensitivity.
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