High predictive QSAR models for predicting the SARS coronavirus main protease inhibition activity of ketone-based covalent inhibitors
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Abstract
In this research, a dataset including 29 ketone-based covalent inhibitors with SARS-CoV-1 3CL\(^{pro}\) inhibition activity was used to develop high predictive QSAR models. Twenty-two molecules were put in train set and seven molecules in test set. By using stepwise MLR method for molecules in train set, four molecular descriptors including Mor26p, Hy, GATS7p and Mor04v were selected to build QSAR models. MLR and ANN methods were used to create QSAR models for predicting the activity of molecules in both train and test sets. Both QSAR models were validated by calculating several statistical parameters. \(R^2\) values for the test set of MLR and ANN models were 0.93 and 0.95, respectively, and RMSE values for their test sets were 0.24 and 0.17, respectively. Other calculated statistical parameters (especially \(Q^2_{F3}\) parameter) show that created ANN model has more predictive power with respect to developed MLR model (with four descriptor). Calculated leverages for all molecules show that predicted \(pIC_{50}\) (by both QSAR models) for all molecules is acceptable, and drawn residuals plots show that there is no systematic error in building both QSAR modes. Also, based on developed MLR model, used molecular descriptors were interpreted.
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Introduction
Coronavirus disease 19 (COVID-19) is a pandemic disease that has affected the health of peoples in the whole world. Until May 6, 2021, the World Health Organization (WHO) had reported 155,506,494 infected cases to COVID-19 (including 3,247,228 deaths) [1, 2]. The disease has spread from Wuhan in China (in late 2019) by a virus that has called severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Since some coronaviruses had been transmitted from animals to humans, probably, the similar event has happened for SARS-CoV-2 [3–6]. Before COVID-19 pandemic, two coronaviruses including severe acute respiratory syndrome coronavirus (SARS-CoV-1) and Middle East respiratory syndrome coronavirus (MERS-CoV) had been transmitted to human from animals [7, 8]. Although SARS-CoV-2 has lower mortality rate (2.3%) with respect to SARS-CoV-1 (mortality rate 10%) and MERS-CoV (mortality rate 35%), it has higher reproductive number (2.0–2.5) with respect to SARS-CoV-1 (1.7–1.9) and MERS-CoV (< 1) [9–11]. Despite the lower mortality rate of SARS-CoV-2, it has killed more people with respect to SARS-CoV-1 and MERS-CoV because of its global pandemic outbreak. SARS-CoV-2 virus is present in body fluids such as cerebrospinal fluid and blood and usually is transmitted through respiratory droplets [12, 13]. So, from the beginning of COVID-19 outbreak, social distancing and closing mask have been suggested to reduce the number of infected cases [14]. Infected people show a variety of symptoms such as fever, difficulty breathing, taste or smell loss, headache, muscle ache, sore throat, runny nose and nausea [15]. Most of the patients show mild symptoms (~80%), and just the smaller proportion of them (~5%) have severe disease [16]. There are four subfamilies of coronaviruses including α-coronaviruses, β-coronaviruses, δ-coronaviruses and γ-coronaviruses, in which α- and β-coronaviruses infect mammals. SARS-CoV-1, MERS-CoV and SARS-CoV-2 are belonging to β-coronaviruses subfamily [17–19]. SARS-CoV-2 is a positive-sense, single-stranded RNA virus (+ssRNA) that has been packed in an envelope. Spike membrane glycoproteins in the surface
of virus bind to angiotensin-converting enzyme 2 (ACE2) receptor in the membrane of human cells and enters virus to our cells [20–23]. Generally, designed drugs for COVID-19 treatment can be classified into four groups including drugs that prevent the replication and synthesis of RNA by targeting critical enzymes for the replication of the virus, drugs that block the binding of spike protein to ACE2 receptor on human cells, drugs that inhibit coronavirus virulence factors and drugs that inhibit a receptor or enzymes in human cells [24]. 3C-like cysteine protease (3CL\textsuperscript{pro}) is the main protease of SARS-CoV-2 that catalyzes the cleavage of polypeptides to their effector forms and has essential enzymatic role for virus life cycle [25, 26]. So it can be considered as a target for design drugs in COVID-19 treatment [27–29].

Quantitative structure–activity relationship (QSAR) is a computer-assisted drug design method that relates the structural features of molecules to their activities. QSAR models are useful in drug design process because they predict the activity of molecules quantitatively and determine structural features that increase the activity of molecules [30]. In this research, we have used a series of new synthesized compounds including 29 ketone-based molecules as covalent inhibitors of SARS-CoV-1 3CL\textsuperscript{pro} (that had been synthesized by Hoffman et al.) [31] to develop QSAR models with high predictive power for predicting their 3CL\textsuperscript{pro} inhibition activities. Hoffman et al. had shown that the greatest active compound in their research (compound 4 in their published paper and compound m15 in this research) is the covalent inhibitor of 3CL\textsuperscript{pro} SARS-CoV-1 (IC\textsubscript{50}: 0.004 µM) and 3CL\textsuperscript{pro} SARS-CoV-2 (IC\textsubscript{50}:0.00027 µM) enzymes. The crystallographic structure of the complex of this compound with 3CL\textsuperscript{pro} SARS-CoV-2 is available in protein data bank (PDB ID: 6XHM). Also, performed researches by other groups show that the derivatives of available molecules in this dataset are covalent inhibitors for the 3CL\textsuperscript{pro} enzymes of MERS-CoV and SARS-CoV-2 [32–37]. Since SARS-CoV-1 and SARS-CoV-2 have high similarity in their genome [38] and the derivatives of molecules in this dataset are active against the 3CL\textsuperscript{pro} enzymes of SARS-CoV-1 and SARS-CoV-2, designed and optimized inhibitors by using developed QSAR models in this research help to design new drugs for treating COVID-19.

Materials and methods

Materials

A series of molecules including 29 ketone-based covalent inhibitors of 3CL\textsuperscript{pro} SARS-CoV-1 were selected from published paper by Hoffman et al. [31]. The chemical structure and activity of molecules are listed in Table 1. The activity of molecules was IC\textsubscript{50} in nano-molar unit. In the first step, IC\textsubscript{50} values in nano-molar unit were converted to IC\textsubscript{50} values at molar unit and then they are converted to pIC\textsubscript{50} by using the following equation:

\[
\text{pIC}_{50} = -\log(\text{IC}_{50})
\]

IC\textsubscript{50} values had a wide range from 5.97 to 8.40. This dataset has suitable features that make it unique for developing QSAR models including the following:

- Dataset has the wide range of activities (more than 2 log unit);
- 3CL\textsuperscript{pro} SARS-CoV-1 inhibition activity in nano-molar level;
- Molecule m15 in the dataset shows potent inhibition activity against 3CL\textsuperscript{pro} SARS-CoV-1 (IC\textsubscript{50}: 0.004 µM) and 3CL\textsuperscript{pro} SARS-CoV-2 (IC\textsubscript{50}:0.00027 µM);
- Molecule m15 is a covalent inhibitor of 3CL\textsuperscript{pro} SARS-CoV-2 (PDB ID: 6XHM);
- Molecule m15 in the dataset shows good selectivity against other proteases [31];
- Several researches have indicated that the derivatives of molecules in this dataset are covalent inhibitors of 3CL\textsuperscript{pro} enzymes in SARS-CoV-1, SARS-CoV-2 and MERS-CoV [32–37], so the developed model can help to design new drugs for treating COVID-19.

To develop QSAR models, the dataset was divided into a train set containing 22 molecules for developing QSAR models and a test set including 7 molecules (molecules m3, m8, m13, m14, m17, m21 and m23) for validating them. Molecules with low, moderate and high activities were put in both train and test sets manually, and molecules with the lowest and greatest activities were put into the train set.

Programs

The three-dimensional chemical structure of all molecules was built in HyperChem (version 7.1) software and optimized by using AMBER force field (the root-mean-square gradient was set to 0.0001 kcal mol\textsuperscript{-1} Å\textsuperscript{-1}) [39]. Dragon software (version 5.5) was used to calculate molecular descriptors for the optimized structures of molecules [40]. SPSS software (version 16) was used to select informative descriptors by using stepwise multiple linear regression (stepwise MLR) [41]. All other chemometrics methods for building and validating models were performed in R software (version 3.6.3) [42]. RStudio software (Version 1.1.463) was used as integrated development environment (IDE) for R programing language [43]. MLRQASR package (version 0.1.0) was used to develop multiple linear regression (MLR) model and validate it by performing leave-one-out cross-validation and Y-randomization test on MLR model. Also, it was used to compute descriptor...
Table 1  The chemical structures and activities of molecules in dataset

| Molecule | R₁         | R₂         | R₃         | R₄         | IC₅₀ (nM) | pIC₅₀ |
|----------|------------|------------|------------|------------|-----------|-------|
| m1       |            |            |            |            | 220       | 6.66  |
| m2       |            |            |            |            | 182       | 6.74  |
| m3       |            |            |            |            | 230       | 6.64  |
| m4       |            |            |            |            | 86        | 7.07  |
| m5       |            |            |            |            | 79        | 7.10  |
| m6       |            |            |            |            | 87        | 7.06  |
| m7       |            |            |            |            | 53        | 7.28  |
| m8       |            |            |            |            | 82        | 7.09  |
| m9       |            |            |            |            | 97        | 7.01  |
Table 1 (continued)

|    | Structure   | R      | m   | log P  |
|----|-------------|--------|-----|--------|
| m10| ![Structure](image1) | H      | 74  | 7.13   |
| m11| ![Structure](image2) | H      | 205 | 6.69   |
| m12| ![Structure](image3) | H      | 17  | 7.77   |
| m13| ![Structure](image4) | CH₃    | 1028| 5.99   |
| m14| ![Structure](image5) | H      | -CH₂OH | 7   | 8.15   |
| m15| ![Structure](image6) | H      | -CH₂OH | 4   | 8.40   |
| m16| ![Structure](image7) | CH₃    | -CH₂OH | 83  | 7.08   |
| m17| ![Structure](image8) | H      | -CH₂OH | 20  | 7.70   |
| m18| ![Structure](image9) | H      | -CH₂OH | 34  | 7.47   |
| m19| ![Structure](image10) | H      | -CH₂OH | 44  | 7.36   |
| m20| ![Structure](image11) | H      | -CH₂OH | 103 | 6.99   |
contribution for MLR model, calculate variance inflation factor (VIF) for descriptors, calculate several statistical parameters for validating both train and test sets of developed QSAR models and compute the applicability domain of created QSAR models based on the calculation of the leverage matrix [44, 45]. For building artificial neural network (ANN) model, h2o package (version 3.32.1.2) was used [46]. Also, ggplot2 package (version 3.3.3) was used to draw plots [47].

Methods

MLR modelling and validation

A MLR model has the following form:

$$pIC_{50} = \beta_0 + \beta_1MD_1 + \beta_2MD_2 + \ldots + \beta_nMD_n$$  \hspace{1cm} (2)

where $\beta_0$ is constant coefficient and $\beta_1$ to $\beta_n$ are corresponding coefficients to the molecular descriptors MD$_1$ to MD$_n$. Coefficients are obtained so that the sum of squared residuals (between predicted pIC$_{50}$ and experimental pIC$_{50}$) is minimum. Also, leave-one-out cross validation (LOOCV) and Y-randomization tests were performed on this model to indicate that the created model is robust and has not been obtained by chance [48, 49].

ANN modelling

To create an ANN model in h2o package, h2o.deeplearning option was used. Although this package is able to build both shallow feedforward ANN model (ANN model with one hidden layer) and deep feedforward ANN model (ANN model with more than one hidden layer), we built a shallow feedforward ANN model due to the small size of dataset. In deep ANN model, the number of trainable parameters increases and the small size of dataset leads to overfitting. To solve overfitting in created model, dropout technique

|   |   |   |   |   |
|---|---|---|---|---|
| m21 |   | H |   | - CH$_2$OMe | 35 | 7.46 |
| m22 |   | H |   | - CH$_2$OH | 20 | 7.70 |
| m23 |   | H |   | - CH$_2$OMe | 105 | 6.98 |
| m24 |   | H |   | - CH$_2$OEt | 112 | 6.95 |
| m25 |   | H |   | - CH$_2$OH | 91 | 7.04 |
| m26 |   | H |   | - CH$_2$OMe | 1076 | 5.97 |
| m27 |   | H |   | - CH$_2$OMe | 53 | 7.28 |
| m28 |   | H |   | - CH$_2$OH | 38 | 7.42 |
| m29 |   | H |   | - CH$_2$OMe | 131 | 6.88 |
was applied to network during its training and regularization terms were used in its cost function. Dropout removes some neurons from input and hidden layers during the training process, randomly. L1 (lasso) regularization, L2 (ridge) regularization and max_w2 (an upper limit for the (squared) sum of the incoming weights to a neuron) were added to loss function as regularization terms. The loss function in h2o deep learning has the following form that it is minimized for each training example j:

\[
L = \frac{1}{2} \sum_{i=1}^{n} (y_i - k \times \hat{y}_i)^2 + \lambda_1 R_1(W.B[j]) + \lambda_2 R_2(W.B[j])
\]  

(3)

In Eq. 3, W is the collection \{Wi\}1:N−1, where \(W_i\) denotes the weight matrix connecting layers i and i + 1 for a network of N layers and B is the collection \{bi\}1:N−1, where \(b_i\) denotes the column vector of biases for layer i + 1. In loss function, \(L(W.B[j])\) was set to absolute that is the sum of residuals. \(R_1(W.B[j])\) is the sum of all L1 norms for the weights and biases in the network, and L2 regularization is presented via \(R_2(W.B[j])\) that is the sum of squares of all the weights and biases in the network. \(\lambda_1\) and \(\lambda_2\) are constant variables that generally they are set to a very small value (for example \(10^{-5}\)). Also, maxout activation function was used for neurons in the hidden layer [50–53].

### Applicability domain

The applicability domain of built QSAR models was investigated by calculating leverage matrix (H):

\[
H = X(X^TX)^{-1}X^T
\]  

(4)

where \(X\) is descriptors matrix and the diagonal elements of \(H\) matrix are the leverages for objects (molecules). Critical leverage value was considered 3p/n, where \(p\) is the number of descriptors in model plus one and \(n\) is the number of molecules in the train set. If calculated leverage \(h\) for a molecule is larger than critical leverage value, its predicted activity (by created model) is not acceptable [54, 55].

### Statistical parameters for validating QSAR models

For validating created QSAR models, several statistical parameters have been calculated for both train and test sets including:

\[
R^2 = \frac{\left( \sum_{i=1}^{n} (y_i - \bar{y})(\hat{y}_i - \bar{\hat{y}}) \right)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2 \times \sum_{i=1}^{n} (\hat{y}_i - \bar{\hat{y}})^2}
\]  

(5)
where \( y_i \) and \( \hat{y}_i \) are, respectively, the experimental and the predicted activity of molecule and \( \bar{y} \) and \( \bar{\hat{y}} \) are the mean of the experimental and the predicted activities, respectively. \( n_{TR} \) and \( n_{Test} \) are the mean of the activity for train and test sets, respectively. Also, \( n, n_{TR} \) and \( n_{Test} \) are the number of compounds, the number of compounds in train set and the number of compounds in test set, respectively. CCC\(^2\) is the squared concordance correlation coefficient, RMSE is the root-mean-squared error, and MAE is the mean absolute error \([44, 56, 57]\).

### Results and discussion

#### Model building and validation

Molecular descriptors that belong to all 22 descriptors blocks in Dragon software were calculated for all molecules. In the first step, molecular descriptors with few repeated values (fewer than 5) across samples and many zero values (with more than 10 zero values) across samples were removed. After this preprocessing step, 1203 molecular descriptor were remained. Stepwise MLR in SPSS software was used to select informative variables based on molecules in the train set. Four molecular descriptors were selected to develop QSAR models whose name and definition are listed in Table 2, and their values for all molecules are listed in Table 3. VIF values for Mor26p, Hy, GATS7p and Mor04v molecular descriptors were 1.06, 1.28, 1.12 and 1.21 which indicate that these descriptors have no collinearity and multi-collinearity problems and are suitable for creating QSAR models. Mor26p has the largest correlation with the activities of molecules \( (R^2 = 0.59) \), but a predictive model cannot be created just by using this descriptor, so Hy descriptor was added by stepwise MLR and the following model was created:

\[
pIC_{50} = 6.769(\pm 0.253) - 3.236(\pm 0.588) \text{Mor26p} + 0.563(\pm 0.119) \text{Hy}
\]  

(20)

\( R^2 \) and RMSE values for the train set of this model were 0.77 and 0.22, respectively, and those for the test set were 0.79 and 0.32, respectively. \( R^2 \) value for LOO-CV on the train set was 0.72 which indicates that the created model is robust, and the maximum value of \( R^2 \) for ten runs of Y-randomization test was 0.17 which shows that the created model has not been obtained by chance. By adding another descriptor (GATS7p), a model with three descriptors was built:

\[
pIC_{50} = 3.837(\pm 0.633) - 3.542(\pm 0.372) \text{Mor26p} + 0.751(\pm 0.082) \text{Hy} + 2.936(\pm 0.602) \text{GATS7p}\]

(21)

\( R^2 \) and RMSE values for the train set of this model were 0.85 and 0.17, respectively, and those for the test set were 0.82 and 0.28, respectively. \( R^2 \) value for LOO-CV on the train set was 0.84 which indicates that the created model is robust, and the maximum value of \( R^2 \) for ten runs of Y-randomization test was 0.29 which shows that the created model has not been obtained by chance. As seen, adding GATS7p has increased the predictive power of QSAR model. For increasing the predictive power of model, another descriptor (Mor04v) was added to the model, and according to Topliss and Costello rule (the ratio of molecules in train set to used descriptors for building model should be at least 5 to 1) \([58]\), this is the last descriptor that we can use for developing QSAR models. By using all four descriptors, the following equation was obtained in R software:

\[
pIC_{50} = 3.837(\pm 0.633) - 3.542(\pm 0.372) \text{Mor26p} + 0.751(\pm 0.082) \text{Hy} + 2.936(\pm 0.602) \text{GATS7p} + 0.245(\pm 0.065) \text{Mor04v}
\]

(22)

\( R^2 \) values for the train and test sets of this model were 0.92 and 0.93, respectively, and RMSE values for the train and test sets were 0.13 and 0.24, respectively. \( R^2 \) value for LOO-CV was 0.90 which shows that the created model is robust, and the maximum \( R^2 \) value for ten runs of Y-randomization test was 0.37 which indicates that the created model has not been obtained by chance. \( R^2 \) and RMSE values for the test set of created MLR models show that the created MLR model with all four descriptors has the highest predictive power. For further validation of the MLR model (MLR model with four descriptors), several statistical parameters

### Table 2 The definition of selected descriptors by stepwise MLR

| Descriptor | Type | Descriptor block | Definition |
|------------|------|------------------|------------|
| Mor26p     | 3D   | 3D-MoRSE descriptors | 3D-MoRSE—signal 26/weighted by atomic polarizability |
| Hy         | Others | Molecular properties | Hydrophilic factor |
| GATS7p     | 2D   | 2D autocorrelations | Geary autocorrelation-lag 7/weighted by atomic polarizability |
| Mor04v     | 3D   | 3D-MoRSE descriptors | 3D-MoRSE—signal 04/weighted by atomic van der Waals volume |
were calculated for the train and test sets that are listed in Tables 4 and 5. Calculated values for these statistical parameters show that the created model is acceptable and has high predictive power. Predicted pIC$_{50}$ for all molecules (in both train and test sets) by this model (MLR model with four descriptors) is listed in Table 3. Calculated leverages for all molecules (that are listed in Table 3) are smaller than critical leverages which show that the predicted pIC$_{50}$ for all molecules (by MLR model with four descriptors) is acceptable. The plot of predicted pIC$_{50}$ versus experimental pIC$_{50}$, William plot and residuals plot for the MLR model (MLR model with four descriptors) are shown in Fig. 1. The William plot in Fig. 1 shows that the created model has no outlier and the predicted pIC$_{50}$ for all molecules (in both train and test sets) is acceptable, and the residual plot shows that there is no systematic error in creating MLR model with four descriptors. To develop more predictive power QSAR model, these four descriptors were used as input variables for training an ANN model. In the first step, a network with one hidden layer and 10 neurons was created. For optimizing the

| Molecule | Experimental pIC$_{50}$ | Predicted pIC$_{50}$ by MLR model | Predicted pIC$_{50}$ by ANN model | Descriptor values Mor26p | Hy GATS7p Mor04v | Leverage |
|----------|------------------------|-----------------------------------|----------------------------------|-------------------------|-----------------|----------|
| m1       | 6.66                   | 6.80                              | 6.66                             | 0.231                   | 1.525           | 0.96     | −0.759  | 0.0419  |
| m2       | 6.74                   | 6.94                              | 6.76                             | 0.198                   | 1.478           | 0.973    | −0.671  | 0.0460  |
| m4       | 7.07                   | 7.13                              | 7.09                             | 0.155                   | 1.415           | 1.038    | −1.095  | 0.0770  |
| m5       | 7.10                   | 7.14                              | 7.11                             | 0.199                   | 1.399           | 1.078    | −0.833  | 0.0766  |
| m6       | 7.06                   | 6.94                              | 6.97                             | 0.224                   | 1.395           | 1.04     | −0.841  | 0.0592  |
| m7       | 7.28                   | 7.36                              | 7.27                             | 0.061                   | 1.399           | 1.012    | −1.166  | 0.1362  |
| m9       | 7.01                   | 7.22                              | 7.05                             | 0.11                    | 1.418           | 0.992    | −0.826  | 0.0807  |
| m10      | 7.13                   | 6.92                              | 7.11                             | 0.25                    | 1.377           | 1.102    | −1.235  | 0.1022  |
| m11      | 6.69                   | 6.52                              | 6.63                             | 0.229                   | 1.385           | 0.957    | −1.457  | 0.1103  |
| m12      | 7.77                   | 7.76                              | 7.65                             | 0.002                   | 1.399           | 1.069    | −1.049  | 0.2476  |
| m15      | 8.40                   | 8.12                              | 8.22                             | 0.022                   | 2.336           | 0.968    | −0.962  | 0.1625  |
| m16      | 7.08                   | 7.11                              | 6.94                             | 0.193                   | 1.548           | 0.987    | −0.431  | 0.0783  |
| m18      | 7.47                   | 7.55                              | 7.37                             | 0.224                   | 2.304           | 1.036    | −1.108  | 0.1097  |
| m19      | 7.36                   | 7.42                              | 7.32                             | 0.281                   | 2.243           | 1.049    | −0.754  | 0.1550  |
| m20      | 6.99                   | 7.03                              | 6.90                             | 0.246                   | 2.243           | 1.049    | −2.854  | 0.5575  |
| m22      | 7.70                   | 7.63                              | 7.59                             | 0.129                   | 2.341           | 0.9      | −0.606  | 0.2084  |
| m24      | 6.95                   | 6.90                              | 6.87                             | 0.131                   | 1.52            | 0.896    | −1.006  | 0.0330  |
| m25      | 7.04                   | 6.88                              | 6.91                             | 0.298                   | 1.697           | 1.001    | −0.493  | 0.1029  |
| m26      | 5.97                   | 6.00                              | 5.97                             | 0.379                   | 0.933           | 0.995    | −0.469  | 0.1676  |
| m27      | 7.28                   | 7.36                              | 7.16                             | 0.18                    | 2.336           | 0.968    | −1.777  | 0.1678  |
| m28      | 7.42                   | 7.55                              | 7.37                             | 0.118                   | 2.376           | 0.926    | −1.544  | 0.1414  |
| m29      | 6.88                   | 6.74                              | 6.80                             | 0.185                   | 1.573           | 0.933    | −1.464  | 0.0791  |

| Molecule | Experimental pIC$_{50}$ | Predicted pIC$_{50}$ by MLR model | Predicted pIC$_{50}$ by ANN model | Descriptor values Mor26p | Hy GATS7p Mor04v | Leverage |
|----------|------------------------|-----------------------------------|----------------------------------|-------------------------|-----------------|----------|
| m3       | 6.64                   | 6.95                              | 6.79                             | 0.193                   | 1.456           | 0.981    | −0.745  | 0.0444  |
| m8       | 7.09                   | 7.06                              | 6.98                             | 0.123                   | 1.418           | 0.972    | −1.054  | 0.0644  |
| m13      | 5.99                   | 5.54                              | 5.85                             | 0.601                   | 0.899           | 1.06     | −0.184  | 0.5221  |
| m14      | 8.15                   | 8.19                              | 8.40                             | −0.012                  | 2.304           | 0.939    | −0.741  | 0.2222  |
| m17      | 7.70                   | 7.77                              | 7.50                             | 0.146                   | 2.336           | 1.02     | −1.244  | 0.0943  |
| m21      | 7.46                   | 7.25                              | 7.29                             | 0.066                   | 1.522           | 0.943    | −1.074  | 0.0762  |
| m23      | 6.98                   | 7.00                              | 6.97                             | 0.123                   | 1.546           | 0.91     | −0.943  | 0.0357  |
trainable parameters of ANN model, k-fold cross-validation test was used. In this method, molecules in train set were divided into three sets, and each time, both of them were used for training ANN model and other for its validation and this process was repeated for each fold. The $R^2$ value for each

| Table 4 Calculated statistical parameters for validating created QSAR models |
|-----------------------------------------------|
| Statistical parameters | Threshold values | MLR | ANN |
|-----------------------------------------------|
| CCC$^2$ | > 0.6 | 0.92 | 0.96 |
| $R^2$ | > 0.6 | 0.92 | 0.99 |
| RMSE | – | 0.13 | 0.06 |
| $k$ | ≤ 1.15 and ≥ 0.85 | 1.00 | 1.01 |
| $k'$ | ≤ 1.15 and ≥ 0.85 | 1.00 | 0.99 |
| $r_0^2$ | > 0.6 | 0.92 | 0.98 |
| $r_0^2$ | > 0.6 | 0.91 | 0.98 |
| $r_m^2$ | > 0.5 | 0.92 | 0.93 |
| $r_m^2$ | > 0.5 | 0.85 | 0.92 |
| $r_m^2 - r_0^2$ | > 0.5 | 0.88 | 0.92 |
| $r_m^2 - r_0^2$ | > 0.5 | 0.88 | 0.92 |
| $\Delta r_m^2$ | < 0.2 | 0.08 | 0.01 |
| $(r^2 - r_0^2)/r^2$ | < 0.1 | 0.00 | 0.00 |
| $(r^2 - r_0^2)/r^2$ | < 0.1 | 0.01 | 0.00 |
| $|r^2 - r_0^2|$ | < 0.3 | 0.01 | 0.00 |
| MAE | – | 0.00 | 0.06 |

| Table 5 Calculated $Q^2$-based statistical parameters for validating created QSAR models |
|-----------------------------------------------|
| Parameter | MLR | ANN |
|-----------------------------------------------|
| $Q_{F1}^2$ | 0.89 | 0.94 |
| $Q_{F2}^2$ | 0.89 | 0.94 |
| $Q_{F3}^2$ | 0.77 | 0.88 |

Fig. 1 Plots for created MLR model (train set with blue color and test set with red color): (A) the plot of predicted pIC$_{50}$ versus experimental pIC$_{50}$; (B) William plot (critical leverage is 0.68); (C) residuals plot
fold and their mean were calculated. The activation function for neuron in the hidden layer was set to maxout activation function. By increasing the number of neurons in the hidden layer to 100 (each time, 10 neurons were added to the hidden layer of previous network architecture), the average of $R^2$ values for all three folds was increased. Increasing the number of neurons in the hidden layer to more than 100 neurons did not increase the average of $R^2$ values for k-fold cross-validation test, significantly, so an ANN architecture with one hundred neurons in its hidden layer was selected as the best architecture. Also, L1 and L2 regularization terms were set to 0.00001 and max_w2 was set to its default value. Dropout ratio from 0 to 0.5 was examined for both input and hidden layers, and the best results were obtained when dropout ratio for the input layer and hidden layer was set to 0.1 and 0.3, respectively. Other parameters were set to their default. So created ANN model had four neurons in its input layer and one hundred neurons in its hidden layer (with max-out activation function) and one neuron in its output layer (with linear activation function). The predicted $pIC_{50}$ for all molecules (in both train and test sets) is listed in Table 3, and the calculated statistical parameters for the train and test sets are listed in Tables 4 and 5. $R^2$ and RMSE values for the train set of ANN model were 0.99 and 0.06, respectively, and $R^2$ and RMSE values for the test set were 0.95 and 0.17, respectively. $R^2$ values for folds 1, 2 and 3 were 0.89, 0.69 and 0.68, respectively, and their mean was 0.75 which indicates that the created ANN model is robust. The plot of predicted $pIC_{50}$ versus experimental $pIC_{50}$, William plot and residuals plot for ANN model are shown in Fig. 2. Drawn residuals plot shows that there is no bias (systematic error) in creating this ANN model. William plot shows that molecule m15 is outlier, and based on this plot, predicted $pIC_{50}$ by the ANN model for all molecules (in both train and test sets) is acceptable.

**Descriptors interpretation**

The contribution of Mor26p, Hy, GATS7p and Mor04v molecular descriptors in the building of MLR model with four descriptors was 11.70%, 23.10%, 52.60% and 3.72%, respectively, and this MLR model (with four descriptors) was used for descriptors interpretation. Negative coefficient sign for Mor26p shows that smaller values (negative values) for this descriptor are favorable for increasing the activities of molecules. For example, molecules m14 and m15 which have smaller values for this descriptor have the most potent activities among others. Among all molecules, the value of this descriptor is negative only for molecule m14. Mor26p is a descriptor that belongs to 3D molecular representations of structure based on electron diffraction (3D-MoRSE) descriptors family that has been weighted by atomic polarizability. A study by Devinyak et al. [59] shows that the weighting of these descriptors by atomic polarizability decreases the effect of hydrogen significantly and diminishes the roles of nitrogen, oxygen and fluorine atoms. Also, they found that although these descriptors have information about the whole molecule, their final values are derived mostly from

---

Fig. 2 Plots for created ANN model (train set with blue color and test set with red color): (A) the plot of predicted $pIC_{50}$ versus experimental $pIC_{50}$; (B) William plot (critical leverage is 0.68); (C) residuals plot
short-distance atomic pairs [59]. The presence of methoxy group on phenyl ring in the \( R_1 \) substituent of molecule m21 has decreased its Mor26p value and increased its activity with respect to molecule m23. The comparison of molecules m21, m23 and m26 shows that \( R_1 \) substituent with two fused rings is favorable for increasing the activity of molecule with respect to \( R_1 \) substituent with a ring because two fused rings decrease the Mor26p descriptor value for molecule. Replacing hydrogen atom in \( R_2 \) substituent with methyl group increases the Mor26p descriptor value and decreases the activity of molecule, so bulky groups in \( R_2 \) substituent are not favorable. Comparing molecules m15 and m17 with m20 shows that longer and bulky groups for \( R_1 \) substituent increase the value of Mor26p descriptor, so cyclic and long-chain groups for \( R_1 \) substituent are not favorable for increasing the activity of molecules. The presence of nitrile group on phenyl ring in \( R_4 \) substituent in molecules m7 and m12 has decreased the value of Mor26p descriptor for these two molecules, but comparing all molecules does not reveal a specific relationship between the size of \( R_4 \) substituent and Mor26p descriptor values for molecules. Hy is the hydrophilic factor for molecule, and MLR model shows that larger Hy descriptor values improve the activity of the molecules. The \( R^2 \) value between Hy descriptor values and the activities of molecules is 0.52. Available data in Table 2 show that molecules with greater activities such as molecules m14, m15, m17 and m22 have larger Hy value. Hydrophilic groups such as hydroxyl group are favorable for increasing Hy descriptor value. Also, the presence of atoms with negative partial charge in \( R_1 \) substituent and less bulky groups in \( R_2 \) substituent increases the value of Hy descriptor.

The developed MLR model shows that the larger value of GATS7p descriptor is favorable for increasing the activity of molecule. Mor04v descriptor belonging to 3D-MoRSE descriptors has been weighted by atomic van der Waals volume. Weighting descriptor by atomic van der Waals volume has similar effect with the weighting of 3D-MoRSE descriptor by atomic polarizability that decreases the effect of hydrogen significantly and diminishes the roles of nitrogen, oxygen and fluorine atoms [59]. In MLR model, Mor04v descriptor has a coefficient with positive sign, so larger values of this descriptor are favorable for increasing the activity of molecules. Except for molecule m13, the values of this descriptor are negative for other molecules (Table 3). Comparing molecules m1 to m14 shows that the larger value of Mor04v descriptor for molecule m13 is related to less bulky group for \( R_1 \) substituent in molecule m13. This situation is seen for molecules m25 and m26. Less bulky groups for \( R_1 \) substituent increase the value of Mor26p descriptor and decrease the activity of molecules. Since Mor04v descriptor has less contribution in creating model with respect to Mor26p descriptor, less bulky groups for \( R_1 \) substituent are not favorable for increasing the activity of molecules. The contribution of Mor26p, Hy, GATS7p and Mor04v molecular descriptors in the building of ANN model was 26.27%, 26.09%, 25.62% and 21.99%, respectively, that show different values in comparison with the MLR model. Although GATS7p shows the largest contribution in the building of MLR model, in ANN model all four descriptors show comparable contribution in the building of model. Also, it should be considered that Mor26p has the largest correlation with the activities of molecules (\( R^2 = 0.59 \)).

Comparing QSAR models

Calculated statistical parameters for the train and test sets of both models in Tables 4 and 5 show both QSAR models are acceptable and have high predictive power. Calculated \( CCC^2, R^2, RMSE, r_m^2, r^2, r_{uni}^2, r_m^2, r_{uni}^2, r_{uni}^2 \) and \( Q^2 \)-based parameters (especially \( Q^2_{uni} \) parameter) show that ANN model has more predictive power with respect to MLR model. William plot in Fig. 2 shows that molecule m15 is outlier in ANN model, but as seen from Table 2, ANN model has better prediction for its activity, and probably, it has happened because of the small standard deviation value of residuals for molecules in the train set of ANN model (SD = 0.06) with respect to MLR model (SD = 0.13).

Conclusions

The results of this research show the building of MLR and ANN models based on using Mor26p, Hy, GATS7p and Mor04v molecular descriptors which are suitable for predicting the SARS-CoV-1 3CLpro inhibition activity of these ketone-based molecules. Although both created models are acceptable and show high predictive power, calculated \( R^2 \)- and \( Q^2 \)-based parameters and RMSE for both train and test sets of MLR model with four descriptors and ANN model show that the ANN model has more predictive power. The interpretation of descriptors (based on the developed MLR model with four descriptors) shows that groups with two fused rings in \( R_1 \) substituent are favorable for increasing the activity of molecule, bulky groups for \( R_2 \) substituent are not favorable for improving the activity of molecules, and the presence of cyclic groups and long-chain groups for \( R_3 \) substituent decreases the activity of molecules.
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