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Abstract

There has been tremendous success in the field of graph neural networks (GNNs) as a result of the development of the message-passing (MP) layer, which updates the representation of a node by combining it with its neighbors to address variable-size and unordered graphs. Despite the fruitful progress of MP GNNs, their performance can suffer from over-smoothing, when node representations become too similar and even indistinguishable from one another. Furthermore, it has been reported that intrinsic graph structures are smoothed out as the GNN layer increases. Inspired by the edge-preserving bilateral filters used in image processing, we propose a new, adaptable, and powerful MP framework to prevent over-smoothing. Our bilateral-MP estimates a pairwise modular gradient by utilizing the class information of nodes, and further preserves the global graph structure by using the gradient when the aggregating function is applied. Our proposed scheme can be generalized to all ordinary MP GNNs. Experiments on five medium-size benchmark datasets using four state-of-the-art MP GNNs indicate that the bilateral-MP improves performance by alleviating over-smoothing. By inspecting quantitative measurements, we additionally validate the effectiveness of the proposed mechanism in preventing the over-smoothing issue.

1 Introduction

Unlike regular data structures such as images and language sequences, graphs are frequently used to model data with arbitrary topology in many fields of science and engineering [22, 26, 33]. Graph neural networks (GNNs) are promising methods that are used for major graph representation tasks including graph classification, edge prediction, and node classification [9, 15, 18]. In recent years, the most widely used methods for GNNs have learnt node representations by gradually aggregating local neighbors. This is known as message-passing (MP) [10, 11, 17, 29].

Although MP GNNs have proven to be successful in various fields, it has been reported that MP makes node representations closer, leading them to inevitably converge to indistinguishable values with the increase in network depth [35, 37]. This issue, called over-smoothing, impedes the MP GNNs by making all nodes unrelated to the input features and further hurts prediction performance by preventing the model from going deeper [18, 21]. The main cause of over-smoothing is the over-mixing of helpful interaction messages and noise from other node pairs belonging to different classes [7, 37]. Recently, several methods have been developed to alleviate over-smoothing through various normalization schemes, including batch [10, 12], pair [35], and group normalization [37], as well as message reduction via dropping a subset of edges [27] or nodes [7]. However, these methods do not directly consider the fundamental problems of MP GNNs.

In the context of computer vision tasks, some studies may provide insights into this issue. Intuitively, the MP operation can be considered analogous to image filtering, which uses a spatial kernel to extract the weighted sum of values from local neighbors (e.g., mean filter and median filter). The concept
The bilateral image filter smooths the target image while preserving the edge structure by utilizing the gradient of intensity information $I(\cdot)$ of adjacent pixels (nodes): $I_{bi}(v) = \frac{1}{N} \sum_{u \in V} G_{\sigma^r}(|v - u|) G_{\sigma^i}(|I(v) - I(u)|) I(u)$ where $G_{\sigma^r}$ is a conventional filter kernel of closeness, and $G_{\sigma^i}$ is a regulating kernel of similarity. Similarly, given the soft class information $s_v$ for the node $v$, the proposed bilateral-MP layer calculates the modular gradient $\mathbb{G}(s_v, s_u), \forall u \in N_v$ and regulates the aggregating functions to prevent over-smoothing.

In this study, we introduce a new bilateral-MP scheme that can be applied to ordinary MP GNN layers to prevent over-smoothing. Instead of directly propagating information through local edges, the proposed model defines a pairwise modular gradient between nodes and uses it to apply a gating mechanism to the MP layer’s aggregating function. More specifically, the bilateral-MP takes a soft assignment matrix of as input and extracts the modular gradient by applying metric learning layers to selectively transfer the messages. The key intuition is that the propagation of useful information within the same node class survives while the extraneous noise between different classes is reduced. Thus, the bilateral-MP layer results in better graph representation and improved performance by preventing over-smoothing.

2 Method

In this study, we introduce a new bilateral-MP scheme that can be applied to ordinary MP GNN layers to prevent over-smoothing. Instead of directly propagating information through local edges, the proposed model defines a pairwise modular gradient between nodes and uses it to apply a gating mechanism to the MP layer’s aggregating function. More specifically, the bilateral-MP takes a soft assignment matrix of as input and extracts the modular gradient by applying metric learning layers to selectively transfer the messages. The key intuition is that the propagation of useful information within the same node class survives while the extraneous noise between different classes is reduced. Thus, the bilateral-MP layer results in better graph representation and improved performance by preventing over-smoothing.
2.1 GNNs based on the message-passing

Given a graph $G = (V, E)$ with set of nodes $V (|V| = N)$, and edges $E$, we set the input node feature vectors $x_v \in \mathbb{R}^{D \times 1}$ for node $v$, where $X = [x_1, \ldots, x_N]^\top$ denotes the feature matrix. Generally, MP GNNs consist of stacked MP layers that learn node representations by applying an update function after aggregating neighboring messages. The update function at layer $l$ is as follows:

$$h_{v}^{l+1} = \sigma(U_1^l h_v^l + \sum_{u \in \mathcal{N}_v} w_{u,v} U_2^l h_u^l)$$

(1)

where $\mathcal{N}_v$ is a set of neighboring nodes, $h_v^l$ is the feature vector of the node $v$ at layer $l$, $h_0^v$ is set to the input node attribute $x_v$, and $U_1^l \in \mathbb{R}^{D \times D}$, and $U_2^l \in \mathbb{R}^{D \times D}$ are trainable parameters at layer $l$. $w_{u,v}$ is the weighting factor between nodes $i$ and $j$, and can be scalar or vector (if vector, weighting operation should be performed by applying element-wise multiplication), and $\sigma$ is the nonlinearity. In the case of isotropic MP GNNs, such as Graph Convolutional Networks (GCN) [17] and GraphSAGE [11], $w_{u,v}$ can be treated as a scalar with a value of 1.

GNNs perform downstream tasks, including node classification, edge prediction, and graph-level prediction, by using additional task-specific layers. First, the task of node classification involves predicting the node label $y_v$ of the input graph by utilizing the following linear layer:

$$y_v = \sigma(W_{FC} h_v^L)$$

(2)

where $W_{FC} \in \mathbb{R}^{C \times D}$ is a trainable parameter with $C$ classes of node labels, and $h_v^L$ is the final node representation of the last MP layer. To predict the edge attributes $y_e$, we can apply a linear layer to the concatenation of the source’s representations and determine the edge. We can also perform graph-level prediction by making the linear layer receive the summary vector $z_G$ for the input graph $G$. This summary vector $z_G$ can be obtained by applying the readout-layer, which uses arithmetic operators such as summation and averaging [6].

$$y_e = \sigma(W_{FC} \text{Concat}(h_{src}^L, h_{dst}^L)), \quad y_G = \sigma(W_{FC} z_G)$$

(3)

In this study, we use the mean readout function for the output representation as follows:

$$z_G = \frac{1}{N} \sum_{v \in V} h_v^L$$

(4)

2.2 Modular gradient

To circumvent the over-smoothing issue, we intend to reduce the number of incoming messages from the nodes of different classes. This goal suggests the need for the simultaneous definition of 1) node class assignment and 2) measurement of the pairwise difference based on the class information.

By following the node clustering strategy introduced in [37], we train a stack of linear layers using both supervised task-specific loss $L_s$ and unsupervised loss $L_u$ based on the minimum cut objective to obtain the node-level class assignment matrix [3]:

$$S^l = \text{softmax}(\text{ReLU}(H^l W_1^l) W_2^l)$$

(5)

$$L_u = \frac{1}{L} \sum_l L_u^l$$

(6)

where $W_1^l \in \mathbb{R}^{D \times D}$, and $W_2^l \in \mathbb{R}^{D \times K^l}$ are trainable parameters, and $H^l = [h_1^l, \ldots, h_N^l]^\top$ is the matrix of the hidden representations. For each layer $l$, the unsupervised loss $L_u^l$ consists of a spectral
clustering loss $L^c_l$ based on the k-normalized minimum cut, and an orthogonal loss $L^o_l$ enabling unique assignment in terms of the node:

$$L^l_u = L^c + L^o_l = -\text{Tr}((S^l)^\top \tilde{A} S^l) + \frac{1}{\text{Tr}((S^l)^\top D S^l)} \frac{I_K}{\sqrt{K}} \|F - I_K\|_F$$

where $\text{Tr}(\cdot)$ is a trace operator and $\|\cdot\|_F$ is the Frobenius norm of the matrix. The spectral clustering loss $L^l_c$ ensures that connected nodes are grouped into the same cluster while partitioning the nodes in $K_l$ disjoint subsets. Minimizing the orthogonal loss $L^o_l$ enables the cluster assignment vectors $s^l_u \in \mathbb{R}^{K_l \times 1}, \forall v = 1, \ldots, N$ to be orthogonal.

To fulfill the second goal, we propose a novel metric called the modular gradient, which quantifies the pairwise difference of class assignment among the nodes. Specifically, we employ the metric learning mechanism to estimate the generalized Mahalanobis distance $\beta^l_{u,v}$ between the soft cluster assign vectors for the pairs of nodes $u$, and $v$ as follows:

$$\beta^l_{u,v} = \exp\left(-\frac{D(s^l_u, s^l_v)}{2\sigma_m^2}\right)$$

where $\exp(\cdot)$ denotes an exponential. The sensitivity to the class information of the message passing can be controlled by the hyperparameter $\sigma_m$. The Mahalanobis distance kernel $D(\cdot)$ is defined as:

$$D(s^l_u, s^l_v) = \sqrt{(s^l_u - s^l_v)^\top M^l (s^l_u - s^l_v)}, \text{ where } M^l = W^l_m W^l_m^\top$$

where $W^l_m \in \mathbb{R}^{D \times D}$ is a trainable parameter and $D(\cdot)$ is equal to the Euclidean distance metric when $M^l = I$. The modular gradient $\beta^l_{u,v}$ will have a large value when nodes $u$ and $v$ belong to the same class, and the opposite case occurs when their assignments are different.

2.3 Bilateral message-passing

The computed modular gradients were further normalized across all neighbors using following function:

$$\hat{\beta}^l_{u,v} = \frac{\text{sigmoid}(\beta^l_{u,v})}{\sum_{\hat{u} \in N_v} \text{sigmoid}(\beta^l_{u,v})}$$

where $\text{sigmoid}(\cdot)$ is a sigmoid function. Subsequently, we employed a new MP scheme, the bilateral-MP, by applying an additional gating mechanism using node class information to the MP layers of Equation 1.

$$h^l_{v+1} = \sigma(U^1_l h^l_v + \sum_{u \in N_v} \hat{\beta}^l_{u,v} w_{u,v} U^2_l h^l_u)$$

All existing MP GNNs can be improved with the bilateral-MP layer(s) by modulating the original layer with a modular gradient as they address the overmixing of harmful noise between different classes.

3 Experiments

In this section, we perform three fundamental supervised graph learning tasks (graph prediction, node classification, and edge prediction) using five medium-size benchmark datasets from diverse domains to evaluate the effectiveness and robustness of the proposed framework. With a unified and reproducible framework of [10], we cover four state-of-the-art (SOTA) MP GNNs: GCN, GraphSAGE, Graph Attention Networks (GAT) [31], and Gated GCN [5]. We also use the quantitative measurement for over-smoothing based on information theory to investigate how the measurement changes by applying the proposed framework.
Table 1: Statistics on five medium-size benchmark datasets. Columns 4 and 5 denote mean statistics for the number of nodes and edges, respectively. Columns 6 and 7 summarize the node and edge features (and dimension), respectively.

| Task                  | Dataset   | #Graphs | #Nodes  | #Edges  | Node feat (dim) | Edge feat (dim) |
|-----------------------|-----------|---------|---------|---------|-----------------|-----------------|
| Graph regression      | ZINC      | 12k     | 23.16   | 49.83   | Atom type (28)  | Bond type (4)   |
| Graph classification  | SMNIST    | 70k     | 70.57   | 564.53  | intensity+Coordinates (3) | Distance (1) |
| Graph classification  | CIFAR10   | 60k     | 117.63  | 941.07  | RGB+Coordinates (5) | Distance (1) |
| Edge prediction       | TSP       | 12k     | 275.76  | 6894.04 | Coordinates (2) | Distance (1)   |
| Node classification   | CLUSTER   | 12k     | 117.20  | 4301.72 | Attributes (7)  | —               |

3.1 Dataset

Following [10], we used two artificially generated (TSP [14], and CLUSTER [11]) and three real-world datasets (SMINIST [20], CIFAR10 [19], and ZINC [13]) with various sizes and complexities, covering all graph tasks. For the graph regression task, we predicted the constrained solubility of the molecular graphs that were randomly selected from the ZINC dataset. We also used the super-pixel datasets SMNIST and CIFAR10, which were converted into a graph classification task using the super-pixels algorithm [2]. The Traveling Salesman problem, which the TSP dataset is based on, is one of the most intensively studied problems relating to the multiscale and complex nature of 2D Euclidean graphs. As shown in [10], we cast the TSP as a binary edge prediction task that identifies the optimal edges given by the Concorde. CLUSTER, a semi-supervised node classification task, was generated using stochastic block models (SBM), which can be used to model community structures [1]. More details for the datasets are presented in [10], and corresponding statistics are reported in Table 1.

3.2 Benchmarking framework

For all datasets, we followed the same benchmarking protocol, which encompasses the method for data splits, pre-processing, performance metrics, and other training details in [10], to ensure a fair comparison. We reported summary statistics (mean, and the standard deviation) of the performance metrics over four runs with different seeds of initialization. We used the same learning rate decay strategy as in [10] to train the models using the Adam optimizer [16]. More details for the implementation of the experiments are provided in the GitHub repository.

3.3 GNN layers and network architecture

We considered two isotropic and two anisotropic MP GNNs as baselines. We modified these SOTA models by applying the proposed bilateral-MP algorithm and compared prediction performance with that of the original models. All GNNs consist of L-MP layers, and details of each SOTA GNN are reported in Appendix A. To apply the bilateral-MP layer to the SOTA GNNs, we proposed three variations of network configuration: boosting, interleaved, and dense. The boosting configuration only adopts a bilateral-MP layer at the initial part, while the other layers are unchanged. Specifically, only the second layer is modified to ensure better conditions for the soft cluster assignment networks in the bilateral-MP layer. The interleaved configuration alternates between ordinary and bilateral-MP layers, and the dense configuration consists only of bilateral-MP layers. Heuristically, we reported the experimental results using only the boosting configuration. The results and details for the other configurations can be found in Appendix B. We used the same setting as in [10] for any possible other basic building blocks, such as batch normalization, residual connection, and dropout. The hyperparameters for the number of layers and dimensions of the hidden and output representations for each layer are defined accordingly to match the parameter budgets proposed in [10]: 100k or 500k parameters. Finally, the task-specific networks which were mentioned in Section 2.1 are applied to the output of the stacked GNN layers, and other details for the implementation can be found in the GitHub repository.

3.4 Benchmarking results

Graph-level predictions. As shown in Table 2, the proposed bilateral-MP exhibits consistently high performance across datasets and MP GNNs. All models with the bilateral-MP framework
Table 2: Benchmarking results on four SOTA MP GNNs across datasets of graph-level prediction tasks. L and Params denote the number of layers and network parameters, respectively. We reported the statistics for mean absolute error (MAE), and prediction accuracy (ACC). Epochs refers number of epochs for convergence. **Bold**: there are performance improvements with our *bilateral*-MP scheme. **Red**: Best performance.

| Model | L  | Params | Test MAE | Train MAE | Epochs | Model | L  | Params | Test MAE | Train MAE | Epochs |
|-------|----|--------|----------|-----------|--------|-------|----|--------|----------|-----------|--------|
| GCN   | 4  | 130077 | 0.459 ± 0.006 | 0.343 ± 0.011 | 196.25  | bi-GCN | 4  | 125651 | 0.309 ± 0.006 | 0.300 ± 0.005 | 211.25  |
| GraphSAGE | 4  | 94977  | 0.468 ± 0.003 | 0.251 ± 0.004 | 147.25  | bi-GraphSAGE | 4  | 113589 | 0.305 ± 0.019 | 0.152 ± 0.022 | 167.25  |
| GAT   | 4  | 102285 | 0.475 ± 0.007 | 0.317 ± 0.006 | 137.5   | bi-GAT | 4  | 105256 | 0.410 ± 0.017 | 0.247 ± 0.038 | 198.5   |
| GateGCN | 4  | 105875 | 0.375 ± 0.003 | 0.236 ± 0.007 | 194.75  | bi-GatedGCN | 4  | 111574 | 0.310 ± 0.038 | 0.196 ± 0.009 | 208.5   |
| GCN   | 16 | 505098 | 0.398 ± 0.011 | 0.218 ± 0.019 | 101.5   | bi-GCN | 16 | 515651 | 0.254 ± 0.009 | 0.152 ± 0.047 | 157.5   |
| GraphSAGE | 16 | 505341 | 0.398 ± 0.007 | 0.087 ± 0.004 | 144.5   | bi-GraphSAGE | 16 | 516651 | 0.245 ± 0.009 | 0.042 ± 0.005 | 157.5   |
| GAT   | 16 | 533135 | 0.380 ± 0.007 | 0.067 ± 0.004 | 144.5   | bi-GAT | 16 | 555536 | 0.277 ± 0.012 | 0.030 ± 0.008 | 148.5   |
| GateGCN | 16 | 505011 | 0.214 ± 0.013 | 0.067 ± 0.019 | 105.25  | bi-GatedGCN | 16 | 511974 | 0.166 ± 0.009 | 0.099 ± 0.015 | 212.75  |

Table 3: Benchmarking results on four SOTA MP GNNs across datasets of edge- and node-level prediction tasks. We report the statistics for F1 score (F1), and prediction accuracy (ACC). **Bold**: there are performance improvements with our bilateral MP scheme. **Red**: Best performance.

| Model | L  | Params | Test ACC | Train ACC | Epochs | Model | L  | Params | Test ACC | Train ACC | Epochs |
|-------|----|--------|----------|-----------|--------|-------|----|--------|----------|-----------|--------|
| GCN   | 4  | 101567 | 55.710 ± 0.381 | 69.523 ± 1.948 | 127.5   | bi-GCN | 4  | 125564 | 54.450 ± 1.133 | 69.455 ± 1.975 | 153.25  |
| GraphSAGE | 4  | 104517 | 62.767 ± 0.308 | 79.719 ± 0.062 | 93.5    | bi-GraphSAGE | 4  | 114312 | 61.806 ± 0.445 | 79.975 ± 0.053 | 94.5    |
| GAT   | 4  | 110704 | 64.223 ± 0.455 | 89.114 ± 0.499 | 103.75  | bi-GAT | 4  | 114311 | 64.275 ± 0.458 | 87.670 ± 0.627 | 104.5   |
| GateGCN | 4  | 104357 | 67.312 ± 0.311 | 94.533 ± 1.018 | 97      | bi-GatedGCN | 4  | 110832 | 67.850 ± 0.522 | 93.908 ± 0.707 | 103.75  |

outperform the baseline MP GNNs for the graph-level regression task on the ZINC dataset. Among the MP GNNs, the gated GCN with the *bilateral*-MP (bi-gated GCN) yields superior performance to that of other GNNs, including its baseline network (vanilla gated GCN). Similarly, the best results in the graph classification task were yielded by the bi-gated GCN. Results from the other baseline MP GNNs (GraphSAGE, GAT, and GCN) indicate that the proposed scheme boosts prediction performance, except in the cases of GAT on SMNIST and isotropic models on CIFAR10.

**Node- and edge-level predictions.** Table 3 reports the results for both the edge prediction and node classification tasks with the TSP and CLUSTER datasets. In the case of TSP, all GNNs using the proposed *bilateral*-MP achieved higher performance than their respective baseline models. Our *bilateral*-MP framework injects global-level information (the node class) in message aggregation to prevent over-localization. Thus, these results were expected because TSP graphs require reasoning about both local- (neighborhood nodes) and global-level (node class information) graph structures. On the CLUSTER dataset, the proposed framework adapts the GNNs to better represent the graphs that are highly modularized using the SBM. As a result, the experiments on CLUSTER also show that the performance of *bilateral*-MP GNNs is consistently better than that of the baseline GNNs. The *bi-gated* GCN achieves the best performance among the models.

**Small-size benchmark datasets.** In addition to these medium-size benchmarking results, we also performed graph classification tasks using three other small-sized datasets: DD [25], PROTEINS [4], and ENZYMES [36]. We reported the details and results of the experiments on small-sized datasets in Appendix C.

### 3.5 Quantitative feature analysis
In Section 3.4 we demonstrated the robustness and effectiveness of our proposed framework on graph machine-learning tasks. In this section, we performed an additional analysis to understand how the bilateral-MP prevents over-smoothing. We quantitatively measured over-smoothing to investigate how it changes along the layers. To eliminate any undesired effect, we adopted the simplest model and its variant: GCN with and without the boosting bilateral-MP layer (bi-GCN). With the same setting as the above benchmarking experiments, these GNNs were trained and subsequently used to infer the test graphs using the CLUSTER dataset. Given a test graph $G$, we obtained the instance information gain $I_G^l$ based on the information theory at each layer $l$ \cite{37}.

$$I_G^l = \sum_v P_{X,H^l}(x_v,h_v) \log \frac{P_{X,H^l}(x_v,h_v)}{P_X(x_v)P_{H^l}(h_v)} \tag{12}$$

where $P_X$ and $P_{H^l}$ are the probability distributions of the input feature, and the hidden representation at layer $l$, respectively, both defined under the Gaussian assumption. $P_{X,H^l}$ denotes joint distribution. The instance information gain is a measurement of the mutual information between the input feature and hidden representation. Thus, the values of $I_G^l$ tend to decrease with the intensification of over-smoothing, as node embeddings lose their input information by averaging neighbor information. As shown in Figure 3, the information gains of the proposed model are significantly higher than those of the baseline model along the layers. This result suggests that our bilateral-MP framework can prevent the over-smoothing issue.

### 4 Conclusion

In this study, we introduced a new bilateral-MP scheme to minimize over-smoothing. To prevent over-mixing of node representations across different classes, the proposed model regulates the aggregating layer by utilizing the global community structure with the class information of nodes. Our model boosts the performance of existing GNNs by preventing over-smoothing. We expect to contribute to the community by providing a simple insight and sanity-check for novel MP GNNs in the future.
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A Details of the bilateral-GNN layer

In this section, we present details for the SOTA MP layers and their bilateral variants, which were used for the benchmarking experiments in Section 3.4. The MP GNNs, consisting of L-layers that embed the node representations, can consider multi-hop neighborhoods [37].

Graph Convolutional Networks (GCN). GCN layers can be implemented as a simple MP using some approximations and simplifications of the Chebyshev polynomials [17]:

\[ h_v^{l+1} = \text{ReLU}(U^l \frac{1}{\text{deg}_v} \sum_{u \in N_v} h_u^l) \]  
(S1)

where \( \text{deg}_v \) denotes the degree of node \( v \), and \( U^l \in \mathbb{R}^{D \times D} \) is a trainable parameter. We applied modular gradient weighting in Section 2.2 to the aggregating function of Equation S1 to define the bi-GCN layer:

\[ h_v^{l+1} = \text{ReLU}(U^l \hat{\beta}^{l,v} \frac{1}{\text{deg}_v} \sum_{u \in N_v} h_u^l) \]  
(S2)

GraphSAGE. Following [10], we use the GraphSAGE layer utilizing a max aggregator [11]:

\[ h_v^{l+1} = \text{ReLU}(U^l \text{Concat}(h_v^l, \text{Max}_{u \in N_v} \text{ReLU}(V^l h_u^l))) \]  
(S3)

where \( \text{Max}(\cdot) \) is the maxpooling operator, and \( U^l \in \mathbb{R}^{D \times D} \), and \( V^l \in \mathbb{R}^{D \times D} \) are trainable parameters. We applied modular gradient weighting in Section 2.2 to the aggregating function of Equation S3 to define the bi-GraphSAGE layer:

\[ h_v^{l+1} = \text{ReLU}(U^l \text{Concat}(h_v^l, \text{Max}_{u \in N_v} \hat{\beta}^{l,v} \text{ReLU}(V^l h_u^l))) \]  
(S4)

Graph Attention Networks (GAT). GAT layers embed representation of a center node by applying multi-head self-attention strategy with representations of neighborhood nodes [31]. The pairwise self-attention scores \( e_{u,v}^{k,l} \) at layer \( l \) and head \( k \) were normalized and used to perform anisotropic propagation of the neighborhood messages:

\[ h_v^{l+1} = \text{Concat}_{k=1}^K (\text{ELU}(\sum_{u \in N_v} e_{u,v}^{k,l} U^{k,l} h_u^l)) \]  
(S5)

\[ e_{u,v}^{k,l} = \frac{\exp(\hat{e}_{u,v}^{k,l})}{\sum_{\hat{u} \in N_v} \exp(\hat{e}_{u,v}^{k,l})} \]  
(S6)

\[ \hat{e}_{u,v}^{k,l} = \lReLU(V^{k,l} \text{Concat}(U^{k,l} h_v^l, U^{k,l} h_u^l)) \]  
(S7)
where ELU and lReLU denote the exponential linear unit (ELU) [8], and leaky ReLU nonlinearity [34] functions, respectively. We applied modular gradient weighting in Section 2.2 to the aggregating function of Equation S9 to define the \( \text{bi-GAT} \) layer:

\[
h_{v}^{l+1} = \text{Concat}_{k=1}^{K}(\text{ELU}\left(\sum_{u \in \mathcal{N}_{v}} \beta_{u,v}^{l} e_{u,v}^{l} U^{l} h_{u}^{l}\right))
\]  

(S8)

Residual gated graph neural networks (gated GCN). The layer introduced in [5] embeds representations of nodes \( v (h_{v}^{l}) \) and its edges \( (e_{u,v}^{l}, \forall u \in \mathcal{N}_{v}) \) simultaneously with a residual mechanism. The edge embeddings \( e \) can also be used as anisotropic aggregating weights.

\[
h_{v}^{l+1} = h_{v}^{l} + \text{ReLU}(\text{BN}(U^{l} h_{v}^{l} + \sum_{u \in \mathcal{N}_{v}} e_{u,v}^{l} \otimes V^{l} h_{u}^{l}))
\]  

(S9)

\[
e_{u,v}^{l} = \frac{\sigma(e_{u,v}^{l})}{\sum_{s \in \mathcal{N}_{v}} \sigma(e_{u,v}^{l}) + \epsilon}
\]  

(S10)

\[
e_{u,v}^{l} = e_{u,v}^{l-1} + \text{ReLU}(\text{BN}(A^{l} h_{u}^{l-1} + B^{l} h_{v}^{l-1} + C^{l} e_{u,v}^{l-1}))
\]  

(S11)

where BN(\( \cdot \)) is batch normalization [12] and \( \otimes \) is element-wise multiplication. \( U^{l} \in \mathbb{R}^{D \times D} \), \( V^{l} \in \mathbb{R}^{D \times D} \), \( A^{l} \in \mathbb{R}^{D \times D} \), \( B^{l} \in \mathbb{R}^{D \times D} \), and \( C^{l} \in \mathbb{R}^{D \times D} \) are trainable parameters. We applied modular gradient weighting in Section 2.2 to the aggregating function of Equation S9 to define the \( \text{bi-GatedGCN} \) layer:

\[
h_{v}^{l+1} = h_{v}^{l} + \text{ReLU}(U^{l} h_{v}^{l} + \sum_{u \in \mathcal{N}_{v}} e_{u,v}^{l} \otimes \beta_{u,v}^{l} V^{l} h_{u}^{l})
\]  

(S12)

B Results for the other configuration of the bilateral-GNN Network architecture

Figure S1 illustrates three configurations of network architecture using the \( \text{bilateral-MP} \) layer(s). A comparison of prediction performance across the configurations was performed using the gated GCN MP layer and ZINC dataset. As shown in Table S1 the \( \text{boosting} \) configuration achieved the best performance, while the other configurations were suboptimal.

C Benchmarking results for small-size dataset

Additionally, we demonstrated that the proposed \( \text{bilateral-MP} \) framework works well on several popular small datasets. We performed experiments on three TÜ graph classification datasets [24] with the same settings (data split, learning rate strategy, and batch size) as in [10]. A detailed description of the data statistics is provided in Table S2.

As shown in Table S3 the \( \text{bi-GatedGCN} \) and \( \text{bi-GraphSAGE} \) were consistently higher performing than the original MPs. In contrast, \( \text{bi-GAT} \) could not outperform the baseline \( \text{GAT} \) model. For the GCN, only the \( \text{bi-GCN} \) in the DD dataset exhibited a boost in prediction performance.
Table S2: Statistics on three small benchmark datasets of TU. Columns 3 and 4 denote mean statistics for the number of nodes and edges, respectively. Columns 5 and 6 summarize the node and edge features (and dimension), respectively.

Table S3: Benchmarking results on four SOTA MP GNNs across datasets of small graph-level classification tasks. **Bold**: there are performance improvements with our bilateral-MP scheme. **Red**: Best performance.