Sustaining Trade during COVID-19 Pandemic: Establishing a Conceptual Model Including COVID-19 Impact
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Abstract: The conceptual research aims to identify antecedents conducive to bilateral trade during the COVID-19 pandemic. Considering the relevance of bilateral trade for foreign policy and economy studies, there is a need for a renewed framework in times of extreme economic instability. As international commerce is essential for improving the country’s economy, we have examined how economic distance, population, trade percentage of GDP, exchange rate, and political changes interconnect and relate to COVID-19, influencing trade flows. This conceptual paper illustrates the likely impact of COVID-19 on international trade by exploring pandemics’ effects on standard trading parameters such as GDP, distance, policy stability, and population. We model the resulting shock as a multifaceted variable reflected in capital underutilization, manufacturing output decline, international trade costs inflation, production costs inflation, decrease in demand for certain services and shift from everyday needs towards activities that exclude the proximity between people, e.g., proclivity towards virtual market products. The sudden decrease in GDP and bilateral trade, as well as FDI, is amplified by further development of pandemics’ long-term consequences. We take COVID-19 to be a technological, financial, and policy shock significantly influencing international trade and economic development and argue that it will have a varying impact on diverse sectors and economies. The paper offers preliminary insight into the pandemic-related economics that are unfolding and deduce recommendations on positive changes in trading policy to fully leverage on arising trading opportunities and point to potential research directions.
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1. Introduction

Impediments on bilateral trade and closures due to an emergent situation propelled by COVID-19 deepened the public debt and had two detrimental effects. First, imports and exports were temporarily suspended, posing a major shock for the economy and causing a shortage of resources. Next, mass layoffs and record unemployment heightened the financial losses, leaving citizens reluctant to spend on anything but the essentials. Trade growth sharply declined consistently with the emergence of the pandemic, and this fall extended even more extremely through the second quarter of 2020. The value of year-on-year trade of goods decreased by 18% and 21% for services, respectively. Economic and fiscal implications for trade were reflected in an unprecedented decline in demand. The World Health Organization referred to the emerging pandemic as the greatest blow to the world’s economy leading to a “deepest global recession since the Second World War” and the 2009 Great Depression [1]. Due to its highly infectious nature, the virus spread was accelerated by traveling through cardinal global economic transport corridors. International reliance on bilateral trading and mutual associations has further increased the transmission of the infection. Sectors that were previously feeble and regressive were further exposed to unexpected disruptions.
Nevertheless, new global trade trends emerged, transforming the existing sale channels, leading to fresh opportunities, and even opening up unexpected market segments [2]. Merchants that anticipated this momentum leveraged the conveniences enabled by new technologies and pioneered by developing and providing novel products and services. In doing so, they established resiliency by introducing portfolio and supply chain diversification [3]. As expected, the demand for medical goods and Personal Protective Equipment (PPE) grew extensively, raising the sales of protective products by 186% compared to 2019 [4]. The Tech industry, including software and hardware providers, experienced growth as the need to equip home offices, perpetuated by the introduction of the remote working policy, increased.

Comprehensive research into the pandemics’ influence on bilateral trade should apply the standard gravity equation model treating COVID-19 as an economic shock influencing basic macroeconomic relationships. Researchers should consider such performance measures as unemployment, consumption rates, import and export levels, and inflation. Furthermore, there is bound to be an effect of COVID-19 on supply and demand patterns. The pandemic can be framed either as a technological shock, policy shock, or financial shock. Due to its unpredictable and volatile nature, it caused an economic downturn in export markets, a crash in stock prices, and had a negative effect on foreign investment.

According to some scholars, adaptive economic input-output models are best suited for assessing direct and indirect economic losses from natural disasters [5–7]. While these models provide relevant insight into the effects and crisis recovery rate, they often lack validity and support due to the rare instances in which they apply. For this reason, we consider the gravity model to be more adequate in the current situation.

The gravity model has extensively been used as the universal tool for analyzing trade flows, as reflected by numerous studies [8–11]. Although there has been some criticism at first, the scholars have been trying to extend the traditional base of the gravity model, as well as adopt new econometric methods, to estimate its parameters with more exactness. While some of those papers introduce new economic approaches, others examine the gravity model’s econometric potentials [11]. As soon as new interest appeared in the “Economic Geography” in the 1990s, the gravity model turned to a means to explain and assess global trade flows. Due to its robust economic foundation, a vast amount of research has been carried out to create gravity-type equations, including other variables that could hinder or ease bilateral trade patterns. For this reason, the main assumption of the model dictates that the bilateral trade is positively correlated to the goods of trading parties’ GDP and adversely correlated to the distance [12].

The gravity model is often considered essential and the most widespread schema in the field of economy. There are more than hundreds of papers that have used it to analyze and assess the impact of different variables of international trade. Thanks to this model, researchers can build causal relationships between variables of interest and commerce rather than merely assuming the existence of such a relationship [13,14]. All the studies utilizing the gravity model aimed to examine the impacts of distinct variables of commerce.

Recently, Heilmann studied the influence of prohibitions on bilateral trade, examples include US rejection of French wine in 2003 or boycotts of Danish products by Muslim countries in 2005 [15]. The results of his study show that boycotts have severe negative consequences for bilateral trade. Political tensions may emerge at a consumer level, where consumers may feel reluctant to consume the goods and services of the countries with which their home country has tension or conflict. Individual consumers may act in this way to support local production.

Political relationships among countries can be classified as normal, friendly, tense, and threatening. The increasing number of cases subjected to the International Court of Territory and Other Conflicts points to nations’ reluctance to start a war because of weak political relationships. Considering that real political conflicts between nations are less extreme, many researchers began to analyze the consequences of moderate political disagreement regarding international trade by applying the gravity model. Underlying
political relations can either hinder or facilitate these processes. We employ a research framework to explain the policy impact on trading relationships.

The study will consider the determinants driving bilateral trade in the new COVID-19 altered economic landscape. We explore the relevance of such variables as economic distance, population, trade percentage of GDP, exchange rate, and policy changes on trade flow among states in international trade patterns. As international commerce is essential for economic improvement, we need to identify the factors influencing smooth trade flow between countries.

While prior studies on the subject matter treated the ongoing pandemics as purely supply or demand shock or even a combination of both, to our knowledge there is no comprehensive framework on COVID-19 that clusters it in terms of technology, finance, and policy. As such, our analysis of hot-debated comparative policy, fiscal and digital interventions allow us to explore in-depth diverse dimensions of a single global economic shock and forces that lead to the intertwined supply-demand spill-over effect. As the situation is still unfolding, we leverage on preceding ample empirical evidence of single-focus academic work on outcomes of the pandemics and add to the emerging body of literature on the issue of immediate concern. While the discussion on supply vs. demand is relevant and instrumental, the problem of how to achieve an optimal solution to balance economic disruptions remains unresolved. We offer some preliminary suggestions into how managing digitization, budget deficits, and government regulations concerning sectoral restrictions can be deployed to mitigate risks, increase health expenditure and minimize unemployment. Moreover, our conceptual study builds on the existing theoretical grounds concerning global trade patterns and models the health crisis as disparate shock types, which allows it to be incorporated into the standard gravity model. For leaders to improve and strengthen the economic viability and sustainability, it is necessary to identify which factors contribute most to trade and which features are beneficial to bilateral relations and provide growth opportunities.

2. Background of the Study
2.1. COVID-19 Pandemic

As most countries have, immediately after the onset of COVID-19, implemented mandatory restrictions on routine trade operations and emergent shutdown and lockdown policies, the global economy experienced a major blow due to the spill-over effect of national confinements on affiliated economies through existing trade linkages. The COVID-19 outbreak’s disastrous impact has so far caused massive damages to nations worldwide, with ravaging instances of infected persons, morbidity, unemployment, bankruptcy, business closures, and poverty rates increasing by the day. According to the report of Vitenu-Sackey and Barfi, the number of infected persons reached 72,851,747 in December 2020, while deaths were counted at 1,643,339 [16]. Scholars and researchers were rapidly immersed in scrutinizing the economic effects of the ongoing crisis and rendered diverse analyses of the pandemics’ impact on trade linkages [17–20]. The World Bank reports that the pandemic wreaked havoc and undermined the sound global poverty reduction attained over the last twenty years, rising poverty rates and taking a toll on already under-developed economies, such as Low-Income Countries (LICs). Activity in LICs in 2020 contracted by 0.9%, promulgating the first aggregate contraction within a generation [21]. As per capita incomes, drawbacks were recorded in over 90% of Emergent and Developing Market Economies (EDMEs), infringing a decade of per capita income gains for a quarter of EDMEs.

The smallest economic crises are known to cause a butterfly effect, prompting large-scale changes in certain industries or entire economies. Small focal points of socio-economic disruptions can, by taking hold of key international intersections, become a source of a major global emergency affecting public health, livelihood, and economic welfare. Such disruptions in the existing supply chains and international trade are deemed economic shocks—temporary fluctuations impeding the smooth trade flow. Considering markets are connected, the impact of shocks can spill from one segment to another, moving across many
markets and causing severe macroeconomic implications. When disaster arises, scholars often employ auxiliary variables such as GDP, distance, population, tension, import, and export to measure short-term effects of disturbances to capture the economic outcomes and render the projection of long-term recovery. In rare instances, a crisis can outgrow being just a severe challenge for routine business and propel a revolution in existing trade, supply, production, and entrepreneurship paradigms. Drivers of economic revolutions are evaluated in relation to impediments that caused merchants to undergo transformation. These include delivery process bottlenecks, including export bans, trade impediments, shipment delays, and operational drawbacks, such as communication interruptions, power supply shutdowns, production plant closures, and physical restrictions to supplying regular consumers. COVID-19 was a source of both supply and demand shocks, as is usually the case with natural disasters. Most economic shocks fall under the demand category when they arise as a result of income losses or they are classified as supply shocks, emerging with the sudden inflation and increase in production costs. However, the COVID-19 crisis encompasses both collapses at the same time [22].

Accounting for the supply changes, pandemics propelled disturbances in the production and rise in the cost of commodities. On the demand side, outbursts caused considerable shifts in public and private spending patterns. Revolution is anchored in the concurrent emergence of several interrelated entrepreneurial challenges, yielding a need for alternative solutions. At the onset of such market conditions where all the existing revenue streams are cut off, organizations are faced with a crisis-induced opportunity to reorganize, learn, expand, redefine and reinvent. In the aftermath, some will go out of business; others will barely sustain their operations, while several will profit and emerge more competitive than ever. Although the majority could benefit from the change, not all are affected to the same extent or endowed with the same opportunity for progress. For instance, most studies found that sustainable growth during COVID-19 hinges on open innovation, digital transformation, product diversification, and innovation in service delivery [3,23]. When physical restrictions were put into place, trade proceeded in a virtual environment. However, such transition requires substantial technological infrastructure, and not only do certain organizations lack resources to catch up, but entire economies are unprepared for major advancement. Impoverished and developing economies lack the technological foundation to enable modernization, as their internet coverage in rural areas and access to ICT is almost nonexistent.

2.2. Gravity Model Theory Application and the Previous Studies Overview

The most applied method to study global trade flows is gravity model. The gravity model is established on the economic size, trade cost, and trade flows. It is considered potent and useful due to its applicability, explanatory power, and robustness. Despite its advantages, the Gravity model has its limitations. Like many others, the gravity model cannot elucidate the impact of all aspects influencing international trade. This includes historical similarities, political relationships, and culture, and these are usually regarded as fixed. Most of the papers studied the gravity model’s impact only based on the country’s size and distance. Still, such studies’ objectives were to determine whether political tensions have an impact on trade flow.

Ottaviano used the model to study the adverse organizational elements influencing bilateral trade flows [24]. Bernard used a gravity model to explore the relationship between intensive and extensive margins to trade shocks, while McCallum implemented it to investigate trade flows in the case of Canada and the US [25,26]. These are regarded as theoretical approaches to study the gravity model.

Since the gravity equation has been fascinating scholars for years, different researchers have attempted to explore it from different angles. Some of the most recent research has added weight to the current literature [27–31]. A group of Dutch economists developed the first mathematical equation of gravity-type model under the guidance of Tinbergen, and it was later empirically tested. In 1962, Tinbergen used this equation in his seminal paper
titled Shaping the World Economy, as well as supervising the Ph.D. thesis of Linnemann four years later. In this paper, Tinbergen is acknowledged as the first scholar to identify the gravity model econometrically to study global trade flows. Furthermore, Tinbergen’s research motivated many more papers by his apprentices. Many authors worked to further refine the theoretical aspects of the gravity equation [32–34].

Anderson, the first economist to have laid the theoretical base for the gravity equation, assumed that products differed according to their country of origin and the expenditure of Constant Elasticity of Substitution (CES). Such outstanding research of Anderson was founded on another study by Armington [35]. Anderson obtained the gravity equation by incorporating the product differentiation approach that elaborates on the existence of income in this model. Several other relevant papers were made to form the gravity model’s microeconomic bases [36–38]. Bergstrand also established a connection between trade conceptual framework and bilateral trade, accounting especially for the supply end. Many economists contributed to the growth of trade theory [39–43].

The gravity model is considered flexible, allowing it to be incorporated across a broad range of equilibrium structures in the analysis of the linkages between labor and trade markets, environments, capitals, climate change, and many others. Pivotal aspects of research modeling comprise exploration, description, explanation, and prediction [44,45]. Yet, the gravity model is very much appreciated on the grounds of its predictive capacity. Empirical predictions regarding trade flow range from 60 to 90% accuracy concerning the aggregate and sectoral information for goods and services alike [46].

Many arguments were advanced in favor of the model, and they are often provided by their own merit or in combination with other evidence. First and foremost, the model is compelling by its very intuitive nature. Secondly, the gravity model of trade is a structural model alongside a strong theoretical base. Such a characteristic makes the gravity framework especially suitable for counterfactual examination, like quantifying trade policy impacts. It demonstrates a realistic general equality ambiance that can accommodate multiple states at the same time. Therefore, the gravity model may capture the market cooperation and trade policy shifts the domino effect. Next, the gravity structure is flexible and can be integrated within a broader equilibrium. Thanks to its predictive power, the gravity framework was utilized. According to Yotov et al., empirical gravity equations of trade patterns always lead to staggering predictions [28].

3. Factors Affecting International Relations

3.1. COVID-19

To account for the effect of pandemics among nations, not only the immediate outcomes should be examined, but also subsequent technological transformation induced variations. We argue that COVID-19 will have a negative short-term impact on bilateral trade for most nations and a long-term indirect influence on underdeveloped economies. It will affect GDP, trade linkages, trade associations, and income. We theorize that resulting poverty in underdeveloped economies and rising unemployment can ultimately affect the population, as specialization will decrease, GDP will shrink, exchange rates will vary, and intermediate effects, such as lack of access to medical healthcare services, lack of finances, and undernourishment will lead to a reduction in population. The research model is depicted in the Figure 1 below.
3.1.1. COVID-19 as a Demand Shock

Economists may diverge in their views on how to best assess the COVID-19 variable, but many agree that it can be regarded as a hybrid supply-demand shock generating domino effect [47]. They argue that at the supply end, the lockdown policy cost the working population their income and savings, causing them to initiate demand shock when they were forced to restrain from all non-essential purchases. Vice versa, COVID-19 precipitated negative supply shocks which also caused demand shortages [48,49]. According to some scholars, pandemics differs significantly from a conventional demand or supply shock in that as a health crisis, it consists of both [50,51]. A stream of economists arguing that the demand shock is more dominant draws conclusions from changes in firms’ behaviors, perceptions, and forecasts [52,53]. Changes in consumer spending were central to many recent studies exploring the effects of COVID-19 [54–58]. While maintaining that disruption was significant on both ends, Meyer, Prescott, and Sheng used the Business Inflation Expectation Survey to examine how most firms perceive the pandemics [59]. According to their analysis, most of the companies framed the crisis as a demand shortfall [33]. Although with high relevance, supply shock advocates draw conclusions less from evidence and more on inferences. Some of the more robust research evidence examining the supply shock was generated using econometric models [47]. On a more moderate note, Candia et al. found that, as opposed to households that ultimately experience it as a supply disruption, only some companies perceive the crisis as a supply shock [60].

The emergent crisis has had an immediate and adverse effect on the travel and hospitality industry, with ongoing deterioration in demand for travel services extending in 2020 and 2021. COVID-19 can be interpreted as a demand shock wherein more consumers and households order fewer products and services that entail human interaction, such as entertainment and sporting events, transportation, tourism, and recreation. The global market demand shifts to consumption of virtual entertainment, essential commodities, and health-protective aids [61]. Due to the outburst, global manufacturing output declined significantly in 2020, signaling the largest global output fall since the Great Depression. Impact across sectors was unsynchronous, with uneven outcomes for different industries. At times of crisis, the demand for durables, such as cars, real-estate, and appliances tend to decrease [62,63]. Pharmaceutic manufacturers, food producers, rubber products, and chemical manufacturers suffered a significantly milder blow in developing countries and industrialized economies than machinery and equipment, textile, and wearing apparel producers [4]. The silver lining is in that medical equipment, PPE producers, and pharmaceutical manufacturers around the globe recorded a sudden sales growth, making a profit out of an imminent situation, so much so that different industrial manufacturers with sufficient resources and power plants at their disposal shifted towards production of protective equipment to support their operation [64]. At the same time, they engaged in corporate
social responsibility. Organizations lacking in resources have to pursue cross-sectoral cooperation with larger corporations to accommodate the market needs [65, 66]. Due to the significant decrease in output, motor vehicles, machinery, and apparel manufacturers aligned their processes to generate supply for global demand of essentials and ensure sustainability. The COVID-19 variable is framed as a financial, technological and policy shock, as depicted in Figure 2 below.

![Figure 2. COVID-19 variable.](image-url)

3.1.2. COVID-19 as a Financial Shock

Fundamental trade and economy drivers, Small and Medium Enterprises (SMEs), pertaining to a fraction of entities that are specifically vulnerable to pandemic-induced shocks experienced a major disruption in the routine business [67]. COVID-19 broke into SMEs' and microenterprises' ecosystems, decreasing demand for their offering. Virus interfered with both supply and demand. The implications are daunting. According to the study by OECD (2020), a staggering number of enterprises had to completely shut down their operation to avoid debt and bankruptcy, amounting to 50% recording severe revenue loss and one-third heading to full closure within one month. Restrictions and national shutdowns caused hardship for informal businesses, such as tourism, hospitality, recreation, and catering services providers. Furthermore, the immediate global fiscal response to the onset of the crisis was the deployment of fiscal policies to increase health expenditure, ensure wages and allow companies to retain workers, and prevent mass unemployment [68]. Government response across countries was primarily aimed at preventive health measures. Regarding macroeconomic response, fiscal and monetary aid was provided to entrepreneurs to ensure business sustainability and minimize unemployment. In some countries, the government ensured compensation to laid-off employees. The provision of pensions, social welfare payments, and compensations was intended as a fiscal stimulus to support household spending, yet if these payments are one-off, they are likely to be spared than spent. However, governments’ spending has exceeded the revenue collected through taxes, resulting in budgetary deficits and public debt. Additionally, in various countries, regulatory responses to the COVID-19 pandemic have potentially created a new transnational health policy [69]. In India, regulatory restrictions have negatively impacted foreign investors leading to investor-State dispute settlement (ISDS) claims [70]. COVID-19 measures are covered by international defenses and as such are unlikely to be successful [71]. However, potential lawsuits and tension create a less favorable investment climate and present a risk for future investing. The often-invoked comparison between the COVID-19 Recession and Global Financial Crisis illustrates how the financial shock can be regarded—it is inflicted on economies’ financial sector through cross-border trade linkages [72, 73]. Financial shocks impact global trade by disrupting stock markets, prices, and exchange rates, and to some extent, the stock markets are currently driven by investors’
predictions on the policy restrictions and the duration of the crisis. The fiscal packages deployed in the current crisis are three times higher compared to those executed at the onset of the 2008 Financial Crisis [74]. The average fiscal package during the primary wave of the pandemic was 5.2% of GDP, and this percentage was 1.4 during the Great Recession, respectively. The results of Goolsbee, Austan, and Chad Syverson’s empirical study across different policy regimes point that lock-down measures account for a moderate share of economic activity, i.e., legal restrictions account for 7% out of the 60% decline in the consumer traffic [61]. Bearing in mind that economists usually agree on international trade being an essential explanandum of the financial crisis, concern about the reversed aggregate after-effects of the financial crisis on bilateral trade is a legitimate concern. Whether the financial collapse will bring about the decline in import and export levels may be begging the question. Yet, there are not many studies on the matter. Financial shocks can easily be incorporated in the standard gravity model to examine the impact on trading parties’ import and export levels. For instance, Ma and Cheng have, by dividing all previous financial shocks into the banking crisis and currency crisis, empirically tested the impact on trading capacity using the gravity model [75]. They applied bilateral trade, and macroeconomic and geographic information on fifty countries to estimate the repercussions on international trade. In the same line, Panda, Sethi, and Kumaran deployed a gravity model to examine whether determinants changed significantly after the occurrence of the 2007/2008 Financial Crises [76].

Proposition 1. COVID-19 financial downturn has an adverse effect on trading parties’ export flows.

3.1.3. COVID-19 as a Technological Shock

Organizations worldwide caught a big break with the opening of the new inexhaustible market segment driven by the demand for medical and protective equipment and the transition from a physical to a digital environment [77]. Early adopters of digital transformation and new technology gained momentum to supply regular consumers and offer their products and services to unrelated business entities. Pandemics-induced digitization advanced the utilization of Information and communications technology (ICT) products and services and provided further opportunities for modernization and activity expansion to traditional businesses [78]. Given the strict confinement and distancing measures, virtually all activities were carried out online, including shopping, communication, entertainment, public administration, schooling, and conferencing. For businesses constricted to a physical environment, enforced digitalization meant improvisation and inventing new ways of providing existing services via cutting-edge technology [79]. For large corporations and SMEs alike, the novel market situation provided an opportunity for exploring the potential of omnichannel and cross-country sales using diverse platforms and exploiting the opportunities for marketing, branding, and advertising to a wider population. Enterprises that were at first forced to focus on the altered mode of doing business or redefining their activities and processes to utilize existing capacities to meet the new demand for PPE will, post hoc, have a wider offering of alternative products. Some may even choose to pursue the new line of development post-crisis. Organizations that were narrowly focused on their core activity, neglecting technological evolution and disregarding the necessity for innovation will, due to the coronavirus, benefit from overlooked opportunities for growth and changes that would otherwise be lost. To cope with the economic shock, enterprises have introduced a digitally supported remote working policy, which became the mandatory solution to conducting usual business activities as well as the commonly accepted alternative source of leisure [80,81]. Agostion, Amaboldi, and Lema empirical study revealed that digital technologies are a potent tool for public service delivery when experiencing difficulty with on-site operation [82]. In the same line, Argüeles et al. argue that in face of adversity such as the current pandemic, ICT has never been more essential for business survival [83]. They provide examples of how companies
can leverage cutting-edge technologies, such as augmented reality, the Internet of Things (IoT), and artificial intelligence to advance their offering. Urgent implementation of digital transformation can be framed as a technological shock requiring trade-offs between virtual and physical activities [84]. Manufacturers’ technology parameters account for multiple dimensions and processes, such as building manufacturing plants, designing products, obtaining patents, developing, and expanding distribution and sales channels, while improving brand awareness through promotion [85]. Technological shocks can be applied in a general equilibrium context to capture shifts in trade flows when they are integrated into the gravity model. For instance, to account for the small shares problem, Komorovska et al. employed the gravity model to quantify advances in import technology [86]. This allowed them to predict the technological change resulting from alternations in trade barriers, assuming these modifications would lead to variations in import volumes. Fillipini and Molini applied the gravity equation to examine trade flows among East Asian industrialized and developed countries by proposing a technological distance as a suitable variable for explaining the significant international technological gap [87]. Digital health was characterized by Adler-Milstein as consisting of computing platforms, connectivity, software, and sensors [88]. Harvard Business Review ranked Scandinavian countries, such as Sweden, as among the most resilient and technologically prepared due to robust digital platforms, as opposed to Italy and India [89].

Furthermore, transitioning to a virtual environment was the tipping point providing smaller and financially less viable enterprises with an opportunity to engage in cross-border sales without having to make substantial investments. The costs of reaching new international consumers are considerably lower in an interconnected overreaching virtual ecosystem. As numerous economists and international relations specialists have established before, trade flows between countries are more likely to be affected by countries’ economic development. That is to say, if the corona-crisis has stimulated a technological revolution in trading, the recent advancement in production and service delivery will ipso facto lead to trade intensification.

Logistics operations are exacerbated by international import and export bans and lockdown decisions. Many countries have relied on domestic supply chains, being propelled by the ongoing pandemic. Following in their footsteps, international merchants also begin to favor local suppliers. Not all shipping segments were affected equally by coronavirus outburst, and the impact varied across air shipment, road, and maritime delivery activities, as well as across different countries and regions, depending on implemented containment measures, travel bans, and restrictions on movement. Considering that 80% of international trade is carried out via maritime shipments, port calls’ trajectory is a sufficient indicator reflecting interruptions or suspension in bilateral trading activity [6]. By May 2020, global port calls have declined to approximately 80% of the calls compared to the same period in 2019. A decline in logistics activity highlights the influence COVID-19 has had on global trade, and the distance variable becomes an especially important determinant of the bilateral trade intensity. The pandemics were a gamechanger for enterprise logistics, too. To adhere to mandatory social distancing ‘no contact’ measures, merchants had to come up with remedies that enable them to retain regular trading volume and supply customers using a more convenient delivery manner than simple ‘pick-up points’, preferably one entailing final-mile solution. Instead of shipping through routine road and cargo, businesses have resorted to ad hoc solutions, such as revolutionary drone delivery, leveraging on IoT and new technology. Innovation in delivery proved ideal for reaching consumers in distant rural areas, and it is already plausible that it will constitute the future of light-merchandise transfer.

**Proposition 2.** Productivity-enhancing technologies have a positive impact on the import and export of advanced and emerging economies.
3.1.4. COVID-19 as a Policy Shock

The preventive and safety policies, including closures, shutdowns, lockdown, restriction on movement, import and export bans, and social distancing measures during an ongoing catastrophic event, caused a policy shock and had an immediate effect on all economies, and through their trading linkages, on partner economies. The duration of the shocks is currently unpredictable. However, based on analog prior disastrous events related to highly infectious disease contagion and existing preliminary epidemiological projections, certain assumptions can be made. Keeping in mind that the pandemics have a heterogeneous effect and policy stringency varies among countries depending on the severity and number of infected persons, as well as their financial capacity to survive the strict lockdown, the COVID-19 will prompt different policy responses and have a varying impact on policy stability across nations, accordingly. In the first quarter of 2020, more than 80 nations and custom territories have implemented bans and restrictions to mitigate the health risks, causing reprehensible damages to the economy [22]. Business closures and lockdowns further precipitated the crisis’s repercussions, causing labor shortages, mass layoffs, payroll reductions, and a decrease in the demand for retail merchandise. Due to the imposed restrictions, the labor market experienced a sharp downturn [90–92]. Trade barriers spurred great financial losses and imposed severe challenges to import-dependent nations. For instance, importing countries have restricted trade by enforcing tariffs on medical products and PPE, reaching up to 55% of the import value [93]. The inability of some countries to export domestically manufactured medical products lead to an increase in procurement costs [94]. Extreme restrictions aimed at containment were imposed across societies, cities, and municipalities, affecting peoples’ livelihood and behavioral patterns—shifting from active engagement in social interaction-related activities to resorting to virtual substitutions [95]. Whereas some sectors suffered a blow as a direct result of lockdown policy, as in cases where the production was temporarily shut down, the more holistic approach would be to consider both direct and indirect effects of COVID-19, fear being one of the major causes of decrease in demand [96]. Due to it primarily being a health risk, consumers may opt for restraining themselves from purchasing or using certain services that entail social proximity regardless of there being a mandatory ban or not [97]. Sabat et al. explored public attitudes towards imposed restrictions among European countries [98]. They found that although restrictions are harsh, citizens’ confidence in government policies is not shaken. Akter et al. provided empirical evidence of COVID-19 imposed restrictions, including lockdown, social distancing, and travel bans were the main cause of significant changes in consumers purchasing and consumption behavior [99]. This is in line with Coibon et al.’s findings that restrictions cause a significant negative effect on spending [100]. Andersen et al. conducted an empirical study to examine how social distancing measures impact spending dynamics [101]. They found that in the case of Denmark and Sweden, most of the economic contraction was virus-induced and independent of policy changes, as their research points that freezing the activity in sectors requiring social contact is associated with relatively small losses in aggregate spending. However, as standard monetary policy can offset certain aggregate demand shocks, Brinca, Duarte, and Faria-e-Castro argue that other policies can be used to counter supply shocks [47]. The manner in which policymakers can ensure economic sustainability is by stimulating sectors that are excepted from the lockdown ban and are not prone to pandemic-related concerns. To successfully implement such incentives, the government must distinguish clearly between demand and supply shocks and have a full understanding of sectoral susceptibility and reactivity to such disruptions. Guerrera et al. explored the possible effect of diverse policies on the economy. They argue standard fiscal stimulus is less effective during COVID-19 due to temporary closures of entire industries. Furthermore, they suggest that monetary policy will yield magnified effect, while optimal policy entails closing of contact-dependent sectors and providing full insurance payment to lay off employees [48].
Proposition 3. COVID-19 related restrictions and policy changes have a negative effect on trade openness.

3.2. Population

The population tends to increase trade flow. More precisely, the population rises specialization, which in turn impacts trade positively. However, not all of the previous studies correspond to this finding. Some studies report that only export and import are considered capital intensive, while the association between population and trade flow proved negative. Additionally, when estimating the impact of population on trade flow, it is essential to consider the estimation period’s length. While the population may influence trade positively short term, it may prove adversely in the long run. The short-term positive influence is accounted for on the ground of labor increase, stimulating the specialization level, and it will lead to more products to be exported. Conversely, in the long-term, the population tends to decrease the trade flow or income per capita, increasing poverty and reducing production and export levels. Moreover, lower income per capita also decreases import demand.

Cheng and Wall maintain that when models include population, they are usually called augmented gravity models [102]. The basic gravity model can be stretched by the inclusion of import and export countries’ populations to analyze the type of impact it has on two-sided trade patterns between two sovereign territories. According to the findings of Matyas, the population tends to raise trade as well as the degree of specialization by multiplying its benefits [103]. However, Dell’Ariccia points out the negative coefficient of the population [104]. Additionally, Bergstrånd found the favorable ratio of the GDP per capita resulting from a negative correlation between population and trade patterns, which means that both imports and exports are capital intensive [38]. In the short run, the population affects trade flows favorably by increasing the workforce and specialization, thus providing more exportable goods. In the longer run, however, a larger population is more likely to decrease income per capita, causing a decline in manufacture and exports. Besides, less income per capita reduces the requirement for imports [105]. Nuroğlu suggests that the exporting state’s population has a favorable effect on bilateral trade patterns, i.e., increased population leads to extensive goods and exports [106].

Furthermore, a more significant number of people could improve the demand for imported commodities. The literature on intra-OIC trade patterns shows various outcomes of population effect on two-sided trade patterns. Some authors support the concept that more per capita brings about higher trade levels [107–109].

We theorize that the resulting poverty from COVID-19 in underdeveloped economies and rising unemployment can ultimately affect the population, as specialization will decrease, GDP will shrink, exchange rates will vary, and intermediate effects, such as lack of access to medical healthcare services, lack of finances and undernourishment will lead to a reduction in population.

3.3. Economic Distance

Trade is more about exploiting the full scale of economies and less a consequence of countries’ technological and productive capacity difference [110]. The rise in the export-import quantities is expected to increase trade among states. Trade flows between the countries are more likely to be affected by the economic development of countries. Most of the recent studies used GDP and population as an indicator of nations’ economic development. Based on gravity model studies of trade patterns in Baltic countries, Ciptuke found the trading countries’ market size to be an important driver of trading patterns [111]. As well as being a variable to impact global trade, the population is also used to evaluate the market volume of a specific country. As pointed out by Binh, Duong, and Cuong, the bigger market means more trade, and therefore, the size of the market is a deciding factor with a positive outcome [112]. The distance coefficient variable has a converse effect. It accounts for the logistics expenditures and time, access to market data, access to a market,
along other proxies preventing nations from engaging in free trade deals [113]. Distance is the only crucial element of trade intensity between two countries of the variables used in the regression and applies to all the goods classifications as well as to the category of total trade. It has been proven that the connection between distance and trade is significant. Per Srivastava and Green, distance makes up about half of the total explained variation in the single product division [114]. Mehl, Schmitz, and Tille maintain that distance is vital for alterations in global trade flows [115]. Additionally, Berman et al. demonstrate that the adverse impact of economic crises on commerce is even more palpable for remote destinations taking more time to ship [116]. Capital underutilization occurs on account of enterprise activity suspension, especially powerplants and manufacture plants closures, raising the price of commodities and international trade costs of import and export by 25% [117]. Accounting for the distance variable, during emergency entailing border closures and travel bans, transport, and transaction costs in foreign trade increase significantly. This inflation is perpetuated by such conditions as reduced operation, inspection, and road closures. Such increase in trade costs was evident in cases of Ebola and SARS virus, where foreign trade expenditures raised by 10%. In the case of the current Coronavirus, they are expected to increase up to a further 25%.

Moreover, Galtsyan and Lane acknowledge that distance helps to explain the flow of adjustment in two-sided portfolio investment positions in the course of the world’s financial crisis [118]. The impact of distance is crucial. The outcomes consolidate the significance of economic costs to describe the trade flows.

Zhang et al. applied the gravity model to study the main determinants of global and Asian energy flows. Authors used GDP and population to assess the economic size of trading countries [119]. They found no significant difference between trade flows of the global and Asian energy sectors. This implies that for an energy market, economic size has a greater effect on the demand side. According to Le, the economic distance might be measured by means of the distinction in GDP per capita [120].

3.4. Trade Percentage of GDP

The country’s integration in the global economy is illustrated by foreign trade. It is worth stressing that small states are better consolidated into the global economy. The reason is that these countries are specialized in a limited number of sectors, and to satisfy domestic demand, they are involved in more exporting and importing activities than large countries. Thus, it can be concluded that size alone does not determine the level of trade integration. Other factors can be used to explain the role of GDP as a percentage of the trade-in trade flows of the country. These include common past, culture, trading arrangements, economic organization, and presence of multinational organizations. Many scholars, including Brun et al. and Jacks et al. used GDP as a proxy while decomposing trade shifts into the impacts of income variations and trade cost alterations [118,121–123].

Frankel suggests that real GDP is added to represent the factors related to the degree of economic prosperity [124]. Besides, it illustrates the productive power of the exporting state as well as the buying prowess of the importing country. The real GDP coefficient variables tend to have a favorable effect. Based on the gravity model, big economies allocate more funding for both exports and imports. For this reason, the higher the GDP, the more trade for a state [105]. According to the study on bilateral trade by De Groot et al., GDP is positively correlated to trade. Furthermore, a rise in exporter GDP improves bilateral trade by approximately 1.2%, whereas trade is unchangeable in terms of importer GDP. GDP alternation accounts for the deviation in commerce, and this is since almost half of the variances in bilateral trade are accounted for by differences in GDP [125].

When a country has a larger GDP or GNP, the variety of its exported goods will increase accordingly. Additionally, when states share similar GDP or GNP, the trade volume between them will go up. According to Paas, including the scale of the economy and various goods, the size of trade depends considerably on the size of a country’s GDP.
or GNP [126]. Moreover, the trade-GDP ratio variable illustrates the state’s exposure, meaning, the more liberal the country, the higher the volume of its trade [127].

Coronavirus amplified trading costs have a further repercussion for import and export. The increase in export and input costs raises the final products’ prices. Furthermore, an increase in expenditure causes a production deficit since policy measures restricting social contact and travel raises additional investment in resources to carry out shipments. Pandemics’ stimulated change in market demand shifts from tourism services and leisure towards products requiring a limited social contact. That is to say, the social restrictions diminished the need for traveling and tourism; ergo, certain industries and economies suffered a greater shock than others. Under the COVID-19 market volatility, global GDP falls by 3.9%, and the loss is greater in regions that are highly dependent on trade and tourism. Loss in Cambodia and Thailand is estimated to record 6%, for Singapore, China, and Korea, the loss percentage is 4.5%, while an estimated loss for European Union states reaches 3.4%, 4.6% for Japan, and 3.4% for the USA [17].

3.5. Policy Changes

Our study indicates that political stability has a favorable impact on trade flows. Political stability is a relevant facilitator of international trade. Our study suggests a statistically significant correlation between stability and import, while the correlation between political stability, bilateral trade, and export is negative. Indeed, more politically stable countries are hesitant to sign a trade agreement with other states to increase their amalgamation in the global economy. Political stability impacts the economic potential of the country.

Furthermore, political stability is related to the degree of investment. Foreign investors tend to invest in a politically stable country, as opposed to the ones involved in political tensions and international conflicts. Political stability is the perceived plausibility of the state being either destabilized or overpowered by unconstitutional mingling or too much violence against citizens and their property. De Groot et al. maintain that these elements are crucial in continuing the stability and policy of economic ambiance [125]. However, despite the foreign policy continuous improvement, there are still evident barriers affecting trade prognosis between countries. Several studies show that there is a negative influence of military conflicts on trade flows [128]. Long mentioned that trade volume between countries might decrease due to fear of war, increasing transaction costs, and production costs [129]. On the contrary, an increasing amount of trade impacts by way of decreasing the military conflicts between the countries.

Chen et al. conducted a study on the economic impact of the COVID-19 outbreak on cross-city trade, accounting for overtime variations due to containment measures using an inverted gravity model [130]. They examined impediment measures on trade accounting for incongruity in pandemics severity and incongruous policies varying among Chinese cities. Authors considered fluctuations in the impediment measures as ‘COVID shocks’ since they allowed to capture changes in pandemics’ severity and policy responses among cities. Findings show that the cost of introducing stringent lockdowns in Hubei province would be immense and detrimental for the country’s economy, as first-quarter real income would have declined by 47.3%.

3.6. Real Exchange Rate

One more significant variable influencing the level of global trade is the exchange rates [17]. This effect has long been the center of interest for many researchers, who have studied it with two approaches. The first approach suggests that the uncertainty or exchange rate volatility has no impact on commerce, whereas the second approach tries to prove otherwise. Two researchers, Hooper and Kohlhagen, examined the effect of exchange rate incertitude on the size of US-German commerce for the period from 1965 to 1975 and found no correlation in statistical terms [131]. A similar report was presented by Gotur in 1985, when he analyzed the trade volume of the US, France, the UK, Germany, and
Japan. Another study by the IMF (1984) holds a different viewpoint; just because plenty of empirical studies could not find a significant correlation between exchange rate variability and the trade volume does not necessarily discard the idea that such relationship does not exist at all [132]. For instance, in 2002, Hacker and Hatemi analyzed disaggregated bilateral information and found proof of a positive long-term correlation between trade balance and exchange rates.

The real exchange rate shows the consumer’s purchasing power, mainly the value they are ready to pay for foreign goods. After the increase in the value of the US dollar in 1980, researchers started to study its impact on trade flows. Some researchers, including Frankel, stated that changes in the volume of trade flows could be partially explained by the changes in the value of the US dollar [133]. Value of currencies and change in the price level makes up a real exchange rate; therefore, real exchange shows the real value consumers can afford when purchasing foreign-produced goods.

4. Discussion

This paper considers the bilateral trade by accounting for the COVID-19 pandemic variable. The ongoing pandemic has, without question, prompted substantial changes in the economic and market landscape throughout the nations and altered the way economies do business. On one side, it intensified the cross-industrial and cross-sectorial cooperation and brought about a technological transformation. On the other hand, it will likely have a negative long-term effect on underdeveloped economies, excluding them further from international trade. In this, we take the pandemics to be a multidimensional macroeconomic shock with a negative effect on bilateral trade, as it consists of technological, policy, and financial aspects. As many nations have implemented emergent changes in the government policies to curb the spread of the virus, including import-export bans, travel restrictions, physical distancing, and complete lockdowns, economies have suffered a major blow, and new clauses on requirements and conditions of international trade were introduced.

Furthermore, a new global market ecosystem, exacerbated by the existing impediments, generated the technological transformation in service delivery, with the latest technological developments having profound implications for national productivity, posing technology shocks that form a major challenge to underdeveloped economies. Finally, macroeconomic downturns manifested in the form of financial shocks posing disruptions in liquidity for most enterprises. Such financial crisis outcomes soon spilled across economies, interfering with cash flow, and crediting for ensuring economic sustainability. The COVID-19-prompted terra incognita introduced various changes of different magnitude in trading, cross-border sales, business communication, and operation; ergo, the impact of the pandemics on the bilateral trade is undeniable.

We argue that the effect of COVID-19 can be adequately assessed solely by accounting for initial market conditions. While the primary, short-term impact on under-developed economies might not be detrimental, the subsequent global market development can have a severe, long-lasting outcome. If an underdeveloped economy was not financially ruined immediately by the crisis, it is further disadvantaged by the inability to keep pace with developing economies’ pandemics-stimulated advances.

5. Conclusions

We have undertaken an extensive examination of the gravity model and identified key factors impacting trade during the COVID-19 pandemic. The major contribution of the study is the examination of the financial, political, and technological aspects of pandemics framed as the macroeconomic shock. Recommendations for improving and optimizing bilateral trade are provided and supported by substantial empirical evidence, followed by a description of the exact levels of each variable of the research model.

Our findings suggest that to optimize trade efficiency, state-level policies should be introduced. For instance, the governments can invest in the further development of industry so that they will be able to be supplied by local producers. Likewise, the state may intro-
duce supply initiatives for industrial progress to support infrastructure investment and boost transportation. Due to its importance for oil exports and low production, technical education to enhance the countries’ production industry is actively promoted. Similarly, economic diversification will help boost trade flow and further economic negotiations. Another potential method could be to increase the export quality on a par with technical education, which assists in creating novel trade patterns and extending commercial relationships. In the same way, comprehending various opinions of people from both sides helps with mutual understanding.

The impediment is not only related to the distance, but it includes several aspects that should be put into consideration. For instance, the agreements and policies between the two parts, in addition to the economic relation forming the core of international relations, should be considered regarding technological, financial, and policy shocks.

Future research is highly recommended to discover the novel dimensions of the model. How the gravity model will progress in the future depends heavily on whether it can adapt to the ever-changing environment and trade flows and its original analytical approach to the appearing datasets and methodological inventions. Empirical analysis to test the model is also recommended. We urge future studies on the pandemics’ influence on bilateral trade to apply the standard gravity equation model treating COVID-19 as an economic shock influencing basic macroeconomic relationships. Researchers should consider such performance measures as unemployment, consumption rates, import and export levels, and inflation. Furthermore, there is bound to be an effect of COVID-19 on supply and demand patterns. The pandemics can be framed either as a technological shock, policy shock, or financial shock. Due to its unpredictable and volatile nature, it caused an economic downturn in export markets, a crash in stock prices, and had an adverse effect on foreign investment.

This paper adds great value to the existing body of knowledge in the field of international trade, crisis management, and sustainability studies in two ways. First, it renders a theoretical ground for explaining the effect of the current crisis on the trading partners and accounts for the spill-over effect of disruptions across trade channels. Second, we point to how estimations on supply and demand downturn can be drawn by treating the outburst as a typical shock to the global trade. In the development of the conceptual model for bilateral trade analysis, we strictly emphasized the COVID-19 variable and interpreted it as a significant macroeconomic shock. To the best of our knowledge, this is the first study to have explored the prospect of regarding pandemics as a multidimensional construct extending beyond the standard supply vs. demand aftereffect debate, as it concurrently causes technological, fiscal, and policy disruptions. Prior approaches focused on the traditional parameterization of bilateral trade determinants and were, therefore, able to capture crisis only to a certain degree, leaving other aspects unaccounted for. Therefore, we suggested future studies should consider integrating it in the modified gravity model to provide solid empirical evidence on the repercussions of ongoing pandemics on bilateral trade. Considering such large-scale disasters as Coronavirus are rare, scholars are not provided with many opportunities to capture and reliably measure economic effects. However, by treating the health crisis as a financial, policy, or technological shock, scholars can by association build on the knowledge on analogous previous disasters, such as the Great Depression, to accommodate the new construct to fit in the standard model that proved efficient and accurate.
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