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Abstract—This paper develops a diversity-multiplexing tradeoff (DMT) over a bidirectional random relay set in a wireless network where the distribution of all nodes is a stationary Poisson point process. This is a nontrivial extension of the DMT because it requires consideration of the cooperation (or lack thereof) of relay nodes, the traffic pattern and the time allocation between the forward and reverse traffic directions. We then use this tradeoff to compare the DMTs of traditional time-division multihop (TDMH) and network coding (NC). Our main results are the derivations of the DMT for both TDMH and NC. This shows, surprisingly, that if relay nodes collaborate NC does not always have a better DMT than TDMH since it is difficult to simultaneously achieve bidirectional transmit diversity for both source nodes. In fact, for certain traffic patterns NC can have a worse DMT due to suboptimal time allocation between the forward and reverse transmission directions.

I. INTRODUCTION

The fundamental tradeoff between diversity and multiplexing gain for point-to-point multiple input and multiple output (MIMO) channels was found in [1], and has become a popular metric for comparing transmission protocols. In this work, our first objective is to extend the DMT to the scenario of a multihop bidirectional relaying wireless network. Our second objective is to apply this to the specific comparison of traditional time-division relaying and network coding, with the goal of learning when or how to use each of those protocols to acquire a better DMT.

Our model considers the practical situation of two communicating nodes in an ad hoc network, whereby each is both the source and the destination for the other. These nodes pairs wish to exchange their packets over one or more relay nodes because the direct channel between them is weak. There are many approaches to exchanging information between the two nodes, but in order to investigate a non-trivial DMT problem, we assume that the same frequency band is used in both directions and that all nodes are half-duplex, i.e., cannot transmit and receive simultaneously. Specifically, we consider two multihop transmission protocols. The first approach is the traditional approach whereby the two sources share the relays in time. This so-called time-division multihop (TDMH) approach requires four time slots to exchange a packet in each direction. The second approach is multihop network coding (NC) [2]–[4], which is known to be more efficient than TDMH, and indeed saves one time slot compared to TDMH [5]. Both of the approaches are illustrated in Fig. 1(b).

The idea of wireless NC descends from Ahlswede et al. [6] for improving the capacity of wired networks. By taking advantage of the broadcast nature of the wireless medium, NC achieves a significant throughput gain under certain circumstances [4], [7], [8]. It also can be used to exploit cooperative diversity between source and destination nodes [9], [10]. Since NC is able to provide diversity gain as well as throughput gain, it motivates study on how the DMT of NC behaves and if it has better tradeoff compared to TDMH. For example, does the above noted throughput gain of NC come at the expense of diversity gain? Importantly, we consider bidirectional transmission over a random number of relays – the nodes in the networks form a stationary Poisson point process and there exits a random set of idle nodes which can assist to route packets between the two source nodes. This plurality of relays may cooperate in a number of different ways or not at all, and each cooperation scenario leads to a different DMT result for both NC and TDMH.

The key to deriving the DMT of TDMH and NC is a suitably defined outage event, defined as a failure of information exchange between the two source nodes. The DMTs of TDMH and NC here are quite different from the previous multihop DMT works (typically see [5], [11]–[13] and the references therein) due to their dependence on the traffic pattern, time allocation of bidirectional transmission, as well as the average number of available relay nodes in the random relay set. The main results of this paper are two propositions which respectively provide the DMTs of TDMH and NC. These propositions demonstrate that NC does not always provide a better DMT than TDMH in the relay collaboration case because bidirectional transmit diversity cannot be exploited simultaneously: using an optimally selected relay node to receive and transmit (or broadcast) is practically preferable since it achieves the same DMT and no relay coordination is required. NC could in fact have a worse DMT if there is suboptimal time allocation for a certain traffic pattern.

1In this paper, we only discuss the DMT problem of network coding with XORing on the MAC layer, which is so called “digital network coding”. The DMT problem of analog network coding is out of the scope in this paper.
Intuitively, if the offered traffic load is much higher in the forward direction than the reverse direction relative to one of the source nodes, then bidirectional network coding may not be helpful for that source since it presumes a symmetric data rate.

II. System Model of Bidirectional Random Relaying

The problem of information exchange by multihop routing can be fundamentally characterized by a bidirectional relaying system, as illustrated in Fig. 1. The two source nodes $X_A$ and $X_B$ would like to exchange their packets $W_A$ and $W_B$ over multiple relay nodes by TDMH and NC. TDMH needs four time slots to route the two packets and NC needs only three time slots due to broadcasting a XOR-ed packet $W_A \oplus W_B$ to the two source nodes. Here the nodes in the ad hoc network are assumed to form a stationary Poisson point process (PPP) of intensity $\lambda$. The network is also assumed to operate a slotted ALOHA protocol with transmission probability $p$, where $p \in (0, \frac{1}{2})$ so that the transmitters are a stationary thinning PPP of intensity $\lambda_t = \lambda p$, denoted by $\Phi_t = \{X_i, i \in \mathbb{N}\}$. The idle nodes (i.e., nodes not transmitting or receiving) are a stationary thinning PPP of intensity $\lambda_r = \lambda (1 - 2p)$, denoted by $\Phi_r = \{Y_j, j \in \mathbb{N}\}$. Those idle nodes can perform like relays which are able to assist transmissions of other nodes. Specifically, we consider there exists an "available" random relay regime $\mathcal{D}_{AB}$ between nodes $X_A$ and $X_B$. Let the Lebesgue measure of $\mathcal{D}_{AB}$ denote by $\nu_r$ and thus the maximum average number of available relay nodes in $\mathcal{D}_{AB}$ is $\nu_r \lambda_r$. Furthermore, we assume all nodes in $\mathcal{D}_{AB}$ are able to collaborate under reasonable communication overhead so that every relay node can share its received information with others. In this context, $\mathcal{D}_{AB}$ virtually becomes a big relay node equipped with multiple antennas so that the channels from node $A$ to $\mathcal{D}_{AB}$ become a single-input-multiple-output (SIMO) channel (or a MISO channel from $\mathcal{D}_{AB}$ to node $A$).

In this work we also assume there are no direct channels between the two source nodes, otherwise, multihop is not needed. All nodes in the network are assumed to be half-duplex (nodes cannot transmit and receive at the same time). The fading channel gains between any two nodes $X$ and $Y$, denoted by $\{h_{XY}\}$, are independent and identically distributed (i.i.d.), reciprocal and a zero mean, circularly symmetric complex Gaussian random variables with unit variance, $\{C_{XY}\}$ denote their corresponding channel capacities, and all transmitters have the same transmit power $\rho_0$. In order to facilitate the following descriptions and analysis, here diversity gain $d$ and multiplexing gain $m$ in [1] need to be redefined in our notation as follows:

$$d \triangleq - \lim_{\gamma \to \infty} \frac{\log(\epsilon(\gamma))}{\log \gamma} \quad \text{and} \quad m \triangleq \lim_{\gamma \to \infty} \frac{R(\gamma)}{\log \gamma},$$

where $\epsilon$ is the outage probability of information exchange in bidirectional relaying, $R$ is the equivalent end-to-end sum rate of two source nodes, and $\gamma$ is the average signal-to-interference-plus-noise (SINR) ratio without fading, which can be written as

$$\gamma = \mathbb{E}[\gamma] = \mathbb{E} \left[ \frac{\rho_0}{I_{\Phi_t} + N_0} \right],$$

where $I_{\Phi_t} = \sum_{X_i \in \Phi_t} h_{XY}^2 \|X_i - Y\|^{-\alpha}$ is the aggregate interference of a receive node that is a Poisson shot noise process$^4$ $\|X_i - Y\|^{-\alpha}$ denotes the distance between transmitter $X_i$ and the origin, and $\alpha > 2$ is the path loss exponent, and $N_0$ is the noise power. Note that $\epsilon$ and $R$ are not defined based on traditional point-to-point transmission. In this work, they are defined by an end-to-end fashion because TDMH and NC are decode-and-forward multihop-based protocols. In addition, in Fig. 1(b) we call the end-to-end rate from the left node to the right node the forward rate while the backward rate is naturally the end-to-end rate in the opposite direction. The traffic pattern parameter $\mu$ is the ratio of the backward to the forward rate, i.e., $\mu = R_{BA}/R_{AB}$. Since the system we study here is aimed at information exchange over bidirectional relaying, it is important to ensure that the two source nodes in Fig. 1 can successfully decode their packets at the same time. With this concept in mind, the reasonable way to declare an outage event happening in a bidirectional relaying system is whenever one source node or both source nodes cannot successfully decode the desired packet. Therefore, the outage probability of transmission protocol $\mathcal{E}$ for the system in Fig. 1 is defined as

$$\epsilon_\mathcal{E} \triangleq \mathbb{P} \{\mathcal{E}_{s,f} \cup \mathcal{E}_{s,b}\},$$

where $\mathcal{E}_{s,f} \triangleq \{\tau_f, I_{s,f} < R_{AB}\}$ and $\mathcal{E}_{s,b} \triangleq \{\tau_b, I_{s,b} < R_{BA}\}$ are the outage events of forward and backward transmission, and $\{\tau_f, \tau_b : \tau_f, \tau_b \in [0, 1], \tau_f + \tau_b = 1\}$ are time-allocation parameters for forward and backward transmission, respectively, and $\{I_{s,f}, I_{s,b}\}$ are respectively forward and backward mutual information and studied in the following section.

III. Mutual Information of TDMH and NC

In this section we investigate the mutual information for TDMH and NC under different relay collaboration scenarios. We first start with TDMH.

A. Mutual Information of TDMH

Considering relay collaboration and a Gaussian input distribution, then the forward and backward mutual information for TDMH in a bidirectional random relaying set are shown to be

$$I_{TDMH,f} = I_{TDMH,b} = \frac{1}{2} \min \{I_1, I_2\},$$

where $I_1$ and $I_2$ are the mutual information parameters for forward and backward transmission, respectively.

$^4$The Poisson shot noise process for receiver node $Y_j$ should be expressed as $I_{\Phi_t} = \sum_{X_i \in \Phi_t} h_{XY}^2 \|X_i - Y_j\|^{-\alpha}$ since $\Phi_t$ is stationary, according to Slivnyak’s theorem [14] the statistics of signal reception seen by receiver $Y_j$ is the same as that seen by any other receivers in the network. So the Poisson shot noise here is evaluated at the reference receiver located at the origin.
where $I_1 = \log (1 + \gamma \sum_{D \in \mathcal{D}_{AB}} |h_{AD}|^2 \|X_A - Y_D\|^{-\alpha})$, $I_2 = \log (1 + \gamma \sum_{D \in \mathcal{D}_{AB}} |h_{BD}|^2 \|X_B - Y_D\|^{-\alpha})$ because the forward or backward transmission first virtually passes through a SIMO channel and then through a MISO channel.

Note that coefficient $\frac{1}{2}$ means the forward or backward data stream needs 2 time slots. Since all nodes have the same power and all channels are reciprocal, the forward and backward mutual information are equal.

In the case of relay noncooperation, an optimal relay node should be selected to assist bidirectional transmission by the following criterion:

$$Y_{D^{\text{non}}_{1000}} = \arg \max_{Y_D \in \mathcal{D}_{AB}} \left( \frac{\|X_A - Y_D\|^\alpha}{|h_{AD}|^2} + \frac{\|X_B - Y_D\|^\alpha}{|h_{BD}|^2} \right)^{-1}. \quad (4)$$

The selection criterion in (4) is based on the idea of finding a relay node with the maximum end-to-end sum rates. Once $Y_{D^{\text{non}}_{1000}}$ is determined, its corresponding forward and backward mutual information are the same as in (3) with

$$I_1 = \log (1 + \gamma |h_{AD}|^2 \|X_A - Y_{D^{\text{non}}_{1000}}\|^{-\alpha}),$$
$$I_2 = \log (1 + \gamma |h_{BD}|^2 \|X_B - Y_{D^{\text{non}}_{1000}}\|^{-\alpha}).$$

Finding an optimal relay can also provide the same diversity order due to exploited selection diversity. This result will be proved in the sequel.

**B. Mutual Information of NC**

For NC, its forward and backward mutual information can be shown as

$$I_{\text{NC},f} = \frac{2}{3} \min \left\{ I_1, \min \left\{ \tilde{I}_1, \tilde{I}_2 \right\} \right\}, \quad (5a)$$
$$I_{\text{NC},b} = \frac{2}{3} \min \left\{ I_2, \min \left\{ \tilde{I}_1, \tilde{I}_2 \right\} \right\}, \quad (5b)$$

where $\tilde{I}_1 = \log (1 + \gamma \sum_{D \in \mathcal{D}_{AB}} h_{AD}^4 \|X_A - Y_D\|^{-\alpha/2})$, $\tilde{I}_2 = \log (1 + \gamma \sum_{D \in \mathcal{D}_{AB}} h_{BD}^4 \|X_B - Y_D\|^{-\alpha/2})$, and the coefficient $\frac{2}{3}$ is due to two data streams sharing three time slots. $\tilde{I}_1$ and $\tilde{I}_2$ stand for the mutual information for the forward broadcast channel and backward broadcast channel, respectively. They are calculated by the sum of the channel gains between $\mathcal{D}_{AB}$ and their respective destination source nodes since the relays are unable to provide the transmit diversity for both source nodes simultaneously. Accordingly, it results in a problem that the transmit diversity for both source nodes is unable to be exploited in the broadcast stage. This problem can be alleviated by using an optimal relay node to broadcast, which can be selected according to the following criterion:

$$Y_{D^{\text{nc}}_{\text{sc}}} = \arg \max_{Y_D \in \mathcal{D}_{AB}} \min \{ |h_{DA}|^2 \|X_A - Y_D\|^{-\alpha}, \|h_{DB}|^2 \|X_B - Y_D\|^{-\alpha} \}. \quad (6)$$

The above criterion is to select a relay node in $\mathcal{D}_{AB}$ whose achievable broadcast channel capacity is maximal [4].

By using $Y_{D^{\text{nc}}_{\text{sc}}}$ found in (6) to broadcast, the forward and backward mutual information in (5a) and (5b) can be reduced to $I_{\text{NC},f} = I_{\text{NC},b} = \frac{2}{3} \min \{ \tilde{I}_1, \tilde{I}_2 \}$ since $\tilde{I}_1 = \log (1 + \gamma |h_{AD}|^2 \|X_A - Y_{D^{\text{nc}}_{\text{sc}}}|^{-\alpha})$ and $\tilde{I}_2 = \log (1 + \gamma |h_{BD}|^2 \|X_B - Y_{D^{\text{nc}}_{\text{sc}}}|^{-\alpha})$ so that we know $I_1 \geq \tilde{I}_1$ and $I_2 \geq \tilde{I}_2$ almost surely. On the other hand, in the case of relay without collaboration what criterion we should follow results in a problem that the transmit diversity for both source nodes is unable to be exploited in the broadcast stage. This problem can be alleviated by using an optimal relay node to broadcast, which can be selected according to the following criterion:

$$Y_{D^{\text{nc}}_{\text{sc}}} = \arg \max_{Y_D \in \mathcal{D}_{AB}} \min \{ |h_{DA}|^2 \|X_A - Y_D\|^{-\alpha}, \|h_{DB}|^2 \|X_B - Y_D\|^{-\alpha} \}. \quad (7)$$

Therefore, according to (7) the forward and backward mutual information for NC over $Y_{D^{\text{nc}}_{\text{sc}}}$ can be equivalently selected by

$$I_{\text{NC},f} = I_{\text{NC},b} = \frac{2}{3} \min \{ \tilde{I}_1, \tilde{I}_2 \}, \quad (8)$$

where $\tilde{I}_1 = \log (1 + \gamma |h_{AD}|^2 \|X_A - Y_{D^{\text{nc}}_{\text{sc}}}|^{-\alpha})$, $\tilde{I}_2 = \log (1 + \gamma |h_{BD}|^2 \|X_B - Y_{D^{\text{nc}}_{\text{sc}}}|^{-\alpha})$ and $Y_{D^{\text{nc}}_{\text{sc}}}$ is determined by (7).

**IV. MAIN RESULTS OF DMT ANALYSIS**

The cooperative diversity of time-division one-way relaying has been investigated in [5] [13]. Here we investigate the
DMT in bidirectional relaying for TDMH and NC. Before proceeding to the DMT analysis, we first recall the definition of an outage event happening in a bidirectional relaying system. According to (2) and using Boole’s inequality, a bidirectional relaying system has the following inequality of outage probability:

$$\epsilon_S \leq \epsilon_{S,f} + \epsilon_{S,b},$$

(9)

where S means TDMH or NC, $\epsilon_{S,f} \triangleq \mathbb{P} \{ \epsilon_{S,f} \}$ and $\epsilon_{S,b} \triangleq \mathbb{P} \{ \epsilon_{S,b} \}$. According to (9), the DMTs of TDMH and NC can be derived in the following subsections. Note that in the following analysis, we use notation $\gamma \times x$ instead of $\gamma^x$ in order to clearly present the complicated expression of exponent x.

### A. Diversity-Multiplexing Tradeoff of TDMH

The DMT of TDMH with or without relay collaboration is presented in the following proposition.

**Proposition 1**: Consider $\Phi_r \cap \mathcal{D}_{AB} \neq \emptyset$ and every relay node in $\mathcal{D}_{AB}$ collaborates. TDMH achieves the following diversity-multiplexing tradeoff

$$d = (\lambda_r \nu_r) \left( 1 - \frac{2m}{\min \{ (1 + \mu)\tau_f, (1 + 1/\mu)\tau_b \}} \right),$$

(10)

where $m \in \{0, \min \{ (1 + \mu)\tau_f, (1 + 1/\mu)\tau_b \}/2 \}$. If there is no collaboration in $\mathcal{D}_{AB}$, then TDMH over $Y_{D_{TDMH}}$ is able to achieve the DMT in (10) as well, where $Y_{D_{TDMH}}$ denotes the optimal relay node found by (4).

**Proof**: Let $E_A$ ($E_B$) denote the event that the relay node nodes in $\mathcal{D}_{AB}$ cannot correctly decode $W_A$ ($W_B$) and $E_{A}^{c}$ ($E_{B}^{c}$) denote the complement of $E_A$ ($E_B$). Thus we have

$$\epsilon_{\text{TDMH},f} \leq 2 \prod_{E \in D_{AB}} \mathbb{P} \{ \epsilon_{\text{TDMH},f} \} = \mathbb{P} \{ E_A \} \mathbb{P} \{ E_B \} \mathbb{P} \{ E_A^{c} \} \mathbb{P} \{ E_B^{c} \}.$$

Furthermore, if an optimal relay node is selected to receive and broadcast, NC achieves the following diversity-multiplexing tradeoff:

$$d = (\lambda_r \nu_r) \left( 1 - \frac{3m}{2 \min \{ (1 + \mu)\tau_f, (1 + 1/\mu)\tau_b \}} \right),$$

(13)

where $m \in \{0, \frac{3}{2} \min \{ (1 + \mu)\tau_f, (1 + 1/\mu)\tau_b \}/2 \}$. If an optimal relay node is selected to broadcast, NC achieves the following diversity-multiplexing tradeoff:

$$d = (\lambda_r \nu_r) \left( 1 - \frac{3m}{2 \min \{ (1 + \mu)\tau_f, (1 + 1/\mu)\tau_b \}} \right).$$

(14)

Furthermore, if an optimal relay node is selected to receive and broadcast then the DMT in (14) is achieved as well.

**Proof**: By the definition of outage and using the same definitions of $E_A$ and $E_B$ in the proof of Proposition 1. So the outage probability of forward transmission can be shown as

$$\epsilon_{\text{nc},f} \leq \mathbb{P} \{ E_A \} + \mathbb{P} \left[ 2\tau_f \min \{ \tilde{I}_2, \tilde{I}_1 \} < 3R_{AB} \right] \leq \mathbb{P} \{ E_A \} + \mathbb{P} \left[ 2\tau_f \tilde{I}_2 < 3R_{AB} \right] + \mathbb{P} \left[ 2\tau_f \tilde{I}_1 < 3R_{AB} \right],$$

where $\mathbb{P} \{ E_A \} = \mathbb{P} \left[ \frac{3}{2} \tau_f \min \{ (1 + \mu)\tau_f, (1 + 1/\mu)\tau_b \} \right]$. Let $R_{AB} = \frac{1}{\alpha \mu} \log(\gamma)$ and consider the first case that every relay node collaborates to receive and then broadcasts without collaboration simultaneously. For large $\tilde{\gamma}$ and using Lemma 1 it follows that

$$\epsilon_{\text{nc},f} \leq \tilde{\gamma} \left( \lambda_r \nu_r \tilde{d}_f \right) + (\Xi_{b_1} + \Xi_{b_2}) \left( \tilde{\gamma} \tilde{d}_f \right),$$

(15)

for large $\tilde{\gamma}$ and $m \in \{0, 2(1 + \mu)\tau_f/3 \}$, where $1/\Xi_{b_1}$ and $1/\Xi_{b_2}$ are respectively the variances of $\sum_{Y_d \in \mathcal{D}_{AB}} \parallel h_{DA} \parallel \parallel X_A - Y_{D_{TDMH}} \parallel$.
Therefore, we can conclude that $Y_D'^{-\alpha/2} \leq \sum_{Y_D \in D_{AB}} h_{DB} \|X_B - Y_D''\|^{-\alpha/2}$, and $\delta_f \approx 3m/2(1+\mu)\tau_f - 1$. Similarly, we can show $\epsilon_{NC,b} \leq \bar{\gamma} \delta_b$, for large $\bar{\gamma}$ and $m \in (2(1+1/\mu)\tau_f/3)$, where $\delta_b \approx 3m/2(1+1/\mu)\tau_b - 1$. Then (13) can be obtained since $\epsilon_{NC} \leq \epsilon_{NC,f} + \epsilon_{NC,b}$.

Consider NC with optimal relay $Y_{DNC}$ selected by (6) to broadcast. Then we have

$$P\left[2\tau_f I_2 < 3R_{AB}\right] = E\left[P\left[|h_{DNC}|^2 \|X_B - Y_{DNC}\|^{-\alpha} \leq \bar{\gamma} \delta_f\right]\right]$$

(a)

$$\leq \bar{\gamma} \left(\lambda_r \nu_r \delta_b\right),$$

where (a) follows that $Y_{DNC}$ is optimal and $\{h_{DB}\}$ are independent, and from Lemma I in Appendix. Similarly, we have

$$P\left[2\tau_f I_1 < 3R_{BA}\right] \leq \bar{\gamma} \left(\lambda_r \nu_r \delta_b\right).$$

Therefore, we can conclude

$$\epsilon_{NC} \leq \bar{\gamma} \left(\lambda_r \nu_r \left(\frac{3m}{2 \min\{(1+\mu)\tau_f, (1+1/\mu)\tau_b\}} - 1\right)\right).$$

Next, we are going to look at the DMT of NC using an optimal relay node $Y_{DNC}$ to receive and broadcast. $Y_{DNC}$ is determined by (7). Likewise, the first step is to calculate $\epsilon_{NC,f}$ by (8) with $R_{AB} = \frac{\tau_f}{g_{119}} \log(\gamma)$, and thus we know the forward outage probability (16) shown on the top of the next page. So we have $\epsilon_{NC,b} \leq \bar{\gamma} \left(\lambda_r \nu_r \delta_b\right)$ for large $\bar{\gamma}$ and $m \in (0, 2(1+1/\mu)\tau_f/3)$ because $Y_{DNC}$ is optimal, and channel gains are independent so that Lemma 2 in Appendix can be applied. Similarly, the exponential inequality for $\epsilon_{NC,b}$ is $\epsilon_{NC,b} \leq \bar{\gamma} \left(\lambda_r \nu_r \delta_b\right)$, for large $\bar{\gamma}$ and $m \in (0, 2(1+1/\mu)\tau_f/3)$, where $\delta_b \approx 3m/2(1+1/\mu)\tau_b - 1$. Thus NC over an optimal relay node achieves the DMT same as indicated in (14).

The results in Propositions 1 and 2 have been presented in Fig. 2 for $\mu = 1$. For the case of $\tau_f = \tau_b = 0.5$ in the figure, NC always has a better DMT than TDMH when relay nodes collaborate to receive and an optimal relay is selected to broadcast. This is because relay selection diversity is exploited to broadcast. If all relay nodes broadcast, NC will lose diversity since it is hard to achieve bidirectional transmit diversity at the same time for the relays in $D_{AB}$. NC does not necessarily have a better DMT than TDMH if $\{\tau_f, \tau_b\}$ are not optimally assigned. For example, if the forward and reverse times between node $X_A$ and $D_{AB}$ are 0.01, the forward and reverse times between $D_{AB}$ and node $X_B$ are 0.49 and $\mu = 1$ then TDMH has $\tau_f = \tau_b = (0.01 + 0.49)/(0.5 + 0.5) = 0.5$ and its DMT is $\lambda_r \nu_r (1 - 2m)$ while NC has $\tau_f = 0.01 + 0.49 \approx 0.50$ and $\tau_b = 1 - 0.34 = 0.66$ and its DMT in (14) becomes $d = \lambda_r \nu_r (1 - 2.2m)$. So NC has a worse DMT than TDMH in this case. Furthermore, the ideal DMT can be asymptotically approached if network coding can support information exchange for $N$ source nodes within $N+1$ time slots even when $N$ is very large.

V. SIMULATION RESULTS

From the above results in Propositions 1 and 2, the DMT achieved by NC would be worse than that achieved by TDMH if the time allocation between forward and backward traffic is suboptimal. Here we simulate the DMT case that the two-way traffic of the two protocols is respectively through their optimal relay. We assume that all nodes have the same transmit power 18 dBm, and the channel between any two nodes has path loss exponent 3.5 and is reciprocal with flat Rayleigh fading. The distance between source nodes A and B is 60m, and the random relay set is a circular area which has a diameter of 10m and is centered at the middle point between nodes A and B.

Suppose the node intensity $\lambda = 0.1$, traffic pattern parameter $\mu = 1$, multiplexing gain $m = 1/4$. Consider the relays in the random set are not cooperative and an optimal relay is selected for routing/broadcasting the packets. The simulation results of outage probability versus average SINR for optimal and suboptimal time allocation are shown in Figs. 3 and 4 respectively. We can see the diversity gain of NC is almost the same as that of TDMH in Fig. 4 while in Fig. 3 the diversity gain of NC is obviously superior to that of TDMH. Therefore, from the DMT point of view one can also show that NC may not be always superior to TDMH when time allocations for bidirectional traffic are suboptimal and/or bidirectional traffic is asymmetric.

VI. CONCLUDING REMARKS

The DMTs of TDMH and NC in the different scenarios of relay collaboration have been investigated in this paper. The information exchange between the two source nodes is over a random relay set in which the distribution of the relays is a stationary PPP. The DMT analysis here is based on end-to-end bidirectional outage so that the DMTs are affected by traffic pattern, time allocation between bidirectional traffic as well as the average number of relay nodes in the random relay set. Our main result proves that NC does not always have a better DMT than TDMH in the relay collaboration case because bidirectional transmit diversity is difficult to be
\[ P \left[ \sum_{t \in Z} \mathbb{E} \left[ \frac{1}{2 \tau_f} \left\| X_B - Y_{D2}^B \right\|^\alpha + \left\| X_A - Y_{D1}^B \right\|^\alpha < \gamma \left( \tilde{d} - 1 \right) \right] \right] \leq \frac{3 R_{AB}}{2 \tau_f}. \] (16)

Fig. 3. Outage probabilities of the TDMH and NC protocols without relay collaboration. An optimal relay node is selected to receive and transmit/broadcast for the two protocols and time allocation for bidirectional traffic is optimal, i.e., \( \tau_f = \tau_b = 0.5 \).

achieved for both source nodes at the same time. In addition, the DMT of NC could be worse than that of TDMH as well due to suboptimal time allocation between the bidirectional traffic. From the DMT results, we can obtain some insight of how to do time sharing between the bidirectional traffic to achieve a better DMT for a given traffic pattern.

**APPENDIX**

**LEMMA FOR DMT ANALYSIS**

**Definition 1:** A function \( g(\omega) : \mathbb{R}_+ \to \mathbb{R}_+ \) is said to exponentially smaller than or equal to \( x \), i.e., \( g(\omega) \leq \omega^x \), if \( \lim_{\omega \to \infty} \log g(\omega)/\log \omega = x \). Similar definition can be applied to the equal sign.

**Lemma 1:** Let \( \mathcal{B}_z \subseteq \mathbb{R}^2 \) be a Borel set and \( \Phi_z^\prime \triangleq \{(Z_i, g_i) : i \in \mathbb{N}\} \) be a marked stationary PPP of intensity \( \lambda_z \) where \( \{g_i\} \) are i.i.d. exponential random variables with unit mean and variance. The distance between node \( Z_i \) and the origin denotes by \( \|Z_i\| \) and \( \theta(\omega) : \mathbb{R}_+ \to \mathbb{R}_+ \). If \( \theta(\omega) \to 0 \) as \( \omega \to \infty \) and \( \theta(\omega) \) is exponentially equal to \( \theta_\infty \), then we have

\[
P \left[ \sum_{Z_k \in \Phi_z} g_k \|Z_k\|^{-\alpha} < \theta(\omega) \right] \leq \omega \star \left( \lambda_z \nu_z \theta_\infty \right),
\] (17)

where \( \alpha > 2 \), \( \Phi_z = \Phi_z^\prime \cap \mathcal{B}_z \), and \( \nu_z \) is the Lebesgue measure of \( \mathcal{B}_z \).

**Proof:** Without loss of generality, assume that the finite random sequence \( \{g_k \|Z_k\|^{-\alpha} : Z_k \in \mathcal{B}_z, k \in \mathbb{N}_+\} \) forms an order statistics, i.e., \( \{g_k \|Z_k\|^{-\alpha} \leq g_j \|Z_j\|^{-\alpha} \leq g_3 \|Z_3\|^{-\alpha} \leq \cdots \leq g_k \|Z_k\|^{-\alpha} \leq \cdots \} \). Thus, the event of \( g_1 \|Z_1\|^{-\alpha} \leq \theta(\omega) \), \( g_1 \|Z_1\|^{-\alpha} + g_2 \|Z_2\|^{-\alpha} \leq \theta(\omega) \), \( \ldots \), \( \sum_{Z_k \in \Phi_z} g_k \|Z_k\|^{-\alpha} \leq \theta(\omega) \) is equivalent to the intersection event of \( g_1 \|Z_1\|^{-\alpha} \leq \theta(\omega) \), \( g_1 \|Z_1\|^{-\alpha} + g_2 \|Z_2\|^{-\alpha} \leq \theta(\omega) \), \( \ldots \), \( \sum_{Z_k \in \Phi_z} g_k \|Z_k\|^{-\alpha} \leq \theta(\omega) \).

Hence,

\[
\log \left\{ P \left[ \sum_{Z_k \in \Phi_z} g_k \|Z_k\|^{-\alpha} \leq \theta(\omega) \right] \right\} 
= \log \left\{ P \left[ \bigcap_{Z_k \in \Phi_z} \left( \sum_{j=1}^k g_j \|Z_j\|^{-\alpha} \leq \theta(\omega) \right) \right] \right\} 
\leq \log \left\{ P \left[ \bigcap_{Z_k \in \Phi_z} \left( g_k \|Z_k\|^{-\alpha} \leq \theta(\omega) \right) \right] \right\} 
\leq \sum_{Z_k \in \Phi_z} \log \left\{ P \left[ g_k \|Z_k\|^{-\alpha} \leq \theta(\omega) \right] \right\},
\]

where (a) follows from the independence between all random variables. Since all random variables are exponential, then we further have

\[
P \left[ g_k \|Z_k\|^{-\alpha} \leq \theta(\omega) \right] \Phi_z \equiv 1 - \exp \left( -\|Z_k\|^{\alpha} \theta(\omega) \right) \leq \|Z_k\|^{\alpha} \theta(\omega), \quad \text{(18)}
\]

where (b) follows from the fact that \( g_k \) is an exponential random variable with unit variance and \( e^{-y} \geq 1 - y, \forall y \in \mathbb{R}_+ \).

Using (13) and letting \( \mathcal{B}_z \) be outer bounded by a minimum
In addition, for any independent and nonnegative, i.e., \( \mathbb{V} \subseteq \{ \mathbf{V}_i, i \in \mathbb{N}_+: \mathbf{V}_i \in \mathbb{R}_+^m, \mathbf{V}_i \perp \mathbf{V}_j, i \neq j \} \). Suppose \( \forall t \in \mathcal{T}, \mathbf{V}_t = (\mathbf{V}_{t_1}, \mathbf{V}_{t_2}, \ldots, \mathbf{V}_{t_m}) \) is an exponential random vector with independent entries and \( \omega \in \mathbb{R}_{++} \). Suppose \( t^* \triangleq \arg \max_{t \in \mathcal{T}} f(\mathbf{V}_t) \) where \( f(\mathbf{V}_t) \) is defined as

\[
f(\mathbf{V}_t) \triangleq \prod_{i=1}^{m} \frac{\mathbf{V}_{t_i}}{\sum_{i=1}^{m} \beta_i(\omega)} \beta_i(\omega)^{\mathbf{V}_{t_i}},
\]

where \( \{ \beta_i(\omega) \in \mathbb{R}_{++} \} \) are exponentially equal to \( \{ \beta_\infty \} \). If \( \theta(\omega) \) is exponentially equal to \( \theta_\infty \) and \( \theta(\omega) \to 0 \) as \( \omega \to \infty \), then for sufficient large \( \omega \) we have

\[
\Pr[f(\mathbf{V}_{t^*}) < \theta(\omega)] \leq \omega^{\mathcal{T}(\theta_\infty + m \beta_{\max}^+)},
\]

(20)

where \( \beta_{\max}^+ \triangleq \max_{i} \{ \beta_\infty, 0 \} \).

Proof: Since we know all random vectors in \( \mathcal{V} \) are independent and \( t^* = \arg \max_{t \in \mathcal{T}} f(\mathbf{V}_t) \), we have

\[
\Pr[f(\mathbf{V}_{t^*}) < \theta(\omega)] = \prod_{t \in \mathcal{T}} \Pr[f(\mathbf{V}_t) < \theta(\omega)].
\]

(21)

In addition, for any \( t \in \mathcal{T} \) it is easy to show that

\[
f(\mathbf{V}_t) \geq \phi_m(\omega) \mathbf{V}_{t_{\min}} \mathbf{V}_{t_{\max}}^{m+1} = \phi_m(\omega) \mathbf{V}_{t_{\max}} \Psi_{t_{\min}},
\]

where \( \phi_m(\omega) \triangleq 1/[1 + \sum_{i=1}^{m} \beta_i(\omega)], \mathbf{V}_{t_{\min}} \triangleq \min \{ \mathbf{V}_{t_i} \}, \mathbf{V}_{t_{\max}} \triangleq \max \{ \mathbf{V}_{t_i} \}, \Psi_{t_{\min}} \triangleq (\mathbf{V}_{t_{\min}})^m / (\mathbf{V}_{t_{\max}})^{m+1} \). Thus, \( \Pr[f(\mathbf{V}_t) < \theta(\omega)] \leq \Pr[\mathbf{V}_{t_{\max}} \Psi_{t_{\min}} < \phi_m^{-1}(\theta(\omega))] \). Also, we know

\[
\Pr[\mathbf{V}_t \Psi_{t_{\min}} < \phi_m^{-1}(\theta(\omega))] \leq \int_{\mathbb{R}_{++}} \frac{\sigma_t(\theta(\omega))}{\phi_m(\omega) \Psi_{t_{\min}}} f_{\Psi_{t_{\min}}}(\psi_{t_{\min}}) d\psi_{t_{\min}},
\]

where \( f_{\Psi_{t_{\min}}}(\psi_{t_{\min}}) \) is the probability density function of \( \Psi_{t_{\min}} \) and \( (a) \) follows from exponential random variable \( \mathbf{V}_t \) with parameter \( \sigma_t \), and \( e^{-x} \leq 1 - x, \forall x \in \mathbb{R}_+ \). So for large \( \omega \), we can obtain

\[
\Pr[f(\mathbf{V}_t) < \theta(\omega)] \leq \prod_{i=1}^{m} \frac{\sigma_t(\theta(\omega))}{\phi_m(\omega)} \frac{1}{\Psi_{t_{\min}}} \leq \frac{\sigma_t(\phi_m^{-1}(\omega))^{m+1}}{\Psi_{t_{\min}}},
\]

where \( \sigma_t \triangleq (\mathbb{E}[1/\Psi_{t_{\min}}])^m \prod_{i=1}^{m} \sigma_{t_i} \). So (21) becomes

\[
\Pr[f(\mathbf{V}_{t^*}) < \theta(\omega)] \leq \left[ \sum_i (\phi_m(\omega))^{-m+1} \theta(\omega) \right]^{|\mathcal{T}|}.
\]

For large \( \omega \), \( \Pr[f(\mathbf{V}_{t^*}) < \theta(\omega)] \leq \omega^{|\mathcal{T}|(\theta_\infty + m \beta_{\max}^+)}. \)