Energy sustainability is crucial for economic growth and financial development. Therefore, supplying energy through sustainable resources plays an important role in national economic strategies. It is well known that renewable energy sources such as solar power are sustainable in long-term timeline as compared to fossil resource [1]. With the developing technology, the cost of solar panels such as Photovoltaic, which directly produce electricity from solar energy, is decreasing. Thus, in developing countries such as Turkey, solar energy production comes to the increasingly important level.

The total installed capacity of solar power plants in Turkey increased by 57% over the last two years and has reached to 5 GW [2]. With the planned capacity increase, the installed capacity is expected to exceed 30 GW in the next 10 years [3]. In short, the share of total production of solar energy production in Turkey is increasing rapidly. Therefore, forecasting solar power production for making decision in power system scheduling and grid regulation plays an important role in Turkey’s electric industry.

Solar power forecasting models are categorized according to model designs and inputs used by models. The Numerical Weather Forecast (NWP) model has been widely applied for solar radiation estimation [4,5]. This approach uses mathematical models of weather conditions for prediction. This method is often used for short-term (such as 6-hour) forecasts and model performance varies depending on weather data such as cloud cover and temperature [6,7].

Time series models aim to predict future data from past observed data using statistical and machine learning techniques. In literature, there are various time series methods [8, 9, 10, 11], some of them are directed towards for forecasting solar power [12, 13, 14, 15, 16, 17, 18]. Solar time series data includes high volatility and nonlinearity. Thus, nonlinear time series prediction methods are more preferable to achieve high prediction accuracies in solar power forecasting [8, 10, 14]. Nonlinear methods, such as Artificial Neural Networks (ANNs), Gradient Boosting Machines (GBM), Support Vector Regressor (SVR) can arbitrarily fit complex non-stationary functions with high accuracy.
Multi-scale decomposition techniques are also used together with prediction methods to increase prediction performance. Empirical Mode Decomposition (EMD) is one of the most widely used decomposition technique in different time series problems [9, 19, 20]. EMD is able to decompose any nonlinear and nonstationary data into components [21]. Since these components are highly correlated in themselves, more accurate forecasting results can be achieved. Solar power data usually shows nonlinear and non-stationary properties and has different volatility and fluctuations in different time periods. In order to achieve high accuracy results in solar power forecasting, several methods using EMD are proposed [22, 23, 24].

In this study, Turkey’s solar power production is predicted with an ensemble method using EMD which does not only use historical data, but also enriched explanatory feature set which yields better approximations to more accurate predictions. In this ensemble method, the predictions are performed for each EMD components separately and their results are aggregated as final prediction result. Solar energy production is directly proportional with the amount of time that the solar power panels are exposed to the sun. Therefore, during the summer season at noon hours, the highest production figures appear. In order to capture these seasonal variations, the developed ensemble method uses chronological features such as month and quarter. In addition, the angle of the sun and irradiance at ground level play an important role in energy production. Therefore, the developed ensemble method takes various irradiation-related features into account.

The developed method is tested with ANN, SVR, GBM methods in the prediction stage. We performed day-ahead prediction where we predict next day (24-hours) production for every hour. We followed two approaches: Hour-based and Day-based. In Hour-based approach, each hour prediction in a day is performed separately by training the model with the corresponding hours in the historical data. On the other hand, in Day-based approach, each hour prediction in a day is performed by training the model with the entire historical data. We showed that Hour-based approach is more advantageous in solar power predictions, since it captures the high correlation between the production and solar irradiance.

METHODS

The developed method includes three main parts: Multiscale decomposition, feature enrichment and modeling. The architecture of the method is shown in Fig. 1.

**Multiscale Decomposition**

Solar power data shows nonlinear and non-stationary properties and has different volatility and fluctuations in different time periods. Using multiscale decomposition techniques are efficient and effective method to analyze this nonlinearities in these time series [25]. In literature, there are several multiscale decomposition techniques such as Empirical Mode Decomposition (EMD), Wavelet Packet Decomposition (WPD), Fourier Transform (FT) and etc. [26]. EMD is able to preserve time scale of the given time series throughout the decomposition, thus it is a more preferable technique than the others [21].

The essence of the EMD technique is to empirically identify the intrinsic oscillatory modes in the data and then decompose the data accordingly. The decomposed components, are called Intrinsic Mode Function (IMF) and have two important properties:

1. Each IMF has its own local characteristic time scale.
2. IMFs are relatively stationary series.

These properties allow to resolve nonlinearity and nonstationarity in solar power data. Thanks to this, forecasting methods are able to produce more accurate results.

Let $y(t)$ be a solar power data and EMD technique can be described as follows:

![Fig. 1. The architecture of proposed ensemble method](image-url)
\[ y(t) = \sum_{k=1}^{n} \text{imf}(t)_k + r(t)_m \]  

(1)

where \( \text{imf}(t) \) represents the intrinsic mode functions, and \( r(t) \) is the residue. The detailed EMD procedure is as follows [27]:

1. All local extrema maxima and minima points of time series \( y(t) \) are identified.

2. Upper and lower envelopes are constructed for identified extrema points by using cubic spline interpolation.

3. Mean value \( m(t) \) of the envelopes are computed.

4. Take difference of mean and given series and obtain the first components: \( h(t) = y(t) - m(t) \)

5. Check properties of being IMF for \( h(t) \):
   a. If \( h(t) \) meets two above conditions, it is considered as an IMF and it is denoted as \( \text{imf}(t) \) in Equation 1. Then, let residual \( r(t) = y(t) - h(t) \) and replace \( y(t) \) with the residual \( r(t) \) return step 1.
   b. If \( h(t) \) does not satisfy the conditions, let \( y(t) = r(t) \) and return step 1.

6. Steps 1-5 are repeated until the obtained residual \( r(t) \) is a monotonic function.

**Feature Enrichment**

The production of solar energy highly depends on various factors such as the presence of the sun, the angle of the sun and irradiance [1, 28]. Therefore, rather than using only historical data, those features can also be included into the feature set to increase forecasting accuracies. These features can be divided into two groups: Chronological and irradiance-related features.

Seasonal variations of solar energy production can be captured with chronological features. For this purpose, month and quarter knowledge is extracted from the time information and added into the feature set.

The monthly distribution of solar energy production is given in Fig. 2. Production values reach the highest levels in August, but it is very low in December due to insufficient sunny days.

The quarterly distribution of solar energy production is given in Fig. 3. It is evident that the production in the fourth quarter of the year, which includes sunless months, is considerably less than that of the third quarter of the year, which includes sunny months.

DNI is the amount of solar radiation that is perpendicular to the Sun, received per unit area at a given location. This measurement is particularly important to solar thermal installations that track the position of the sun. DFI is the amount of solar radiation at the Earth’s surface from light scattered by the atmosphere and comes equally from all directions. Unlike DNI, DFI does not take radiation coming directly from the sun into account. GHI is the total amount of irradiance from the sun on Earth. This value is the sum of direct irradiance (DNI) and diffuse irradiance (DHI) which can be shown as follows:

\[ GHI = DHI + DNI \cdot \cos q \]  

(2)

where \( q \) is the solar zenith angle. Since GHI indicates the summation of DNI and DFI, solar power plants particularly follow this amount.

These irradiance values, which explain the angle of the sun and quantity of the sun, are important explanatory features for solar energy production. Therefore, these are also added to the attribute set of the developed ensemble method.
Modelling

The solar energy production data $y(t)$ is decomposed into $n$ number of components ($imf_1, imf_2, imf_3, ..., imf_n$) by EMD, and each component is modelled with a number of the observed data ($imf(t-1), imf(t-2), ..., imf(t-a)$) and enriched feature set ($f_{chronological}, f_{irradiance}$) by machine learning models, as shown in the following equation:

$$y(t+1) = g\left(imf(t-1), imf(t-2), ..., imf(t-a), f_{chronological}, f_{irradiance}\right)$$  (3)

where $g$ is the machine learning models such as ANN, GBM, SVR methods that we used in this study. Finally, forecasts from each component are summed up.

We propose to model the developed method, which aims to produce day ahead forecast, with an Hour-based approach. In this approach, each hour is trained and modelled in itself. This is because production within each hour is highly correlated in itself. Thus, models trained in data with less variance show higher predictive performance. Fig.4 shows the hourly distribution of solar energy production. While solar power production in the morning and evening hours is low, it increases in noon hours.

RESULTS AND DISCUSSION

For Turkey solar power forecasting, hourly production data of last two years is used which is shown in Fig.5. This data is publicly available [29]. This hourly dataset consists of 17520 solar production values in Megawatt from Sep. 2017 to Sep. 2019. In this dataset, the solar production values vary between 0 and 5039 Megawatt (MW), while the average hourly production value is 979 MW.

In the experiments, 3 different machine learning algorithms, ANN, GBM, and SVR, are adopted into the developed ensemble method. In the modelling phase, the solar power dataset is split into three sets such as train, validation and test. 25% of the train set is used as the validation set to adjust the hyperparameters of the methods. The last 90 days of this time series, which has hourly 720 days of solar power production data, is used as a test set. The last 158 days of the remaining 630 days are the validation set, while 472 days are the training set. The test set used to present the performance of the methods is the last three months of the dataset. We apply grid search to tune the hyperparameters. We provided the search space of each algorithm in Table 1 and we indicated the ones that give the best results in bold. We used those best hyperparameters in order to report our error results in Table 2.

![Figure 4. Hourly distribution of the solar power production of Turkey between Sep. 2017-Sep. 2019](image)

![Figure 5. Hourly distribution of the solar power production of Turkey between Sep. 2017-Sep. 2019](image)

In order to show the effectiveness of Hour-based approach, the same experimental setup is implemented for Day-based approach. While comparing performance results between methods, two error metrics are used: Normalized Mean Absolute Error (NMAE) and Normalized Mean Squared Error (NMSE) which are formulated as follows:

$$NMAE = \left(\frac{1}{n} \sum_{i=1}^{n} |e(i)|\right) / N$$

$$NMSE = \left(\frac{1}{n} \sum_{i=1}^{n} e(i)^2\right) / N$$  (4)

where $e(t) = y(t) - y^h(t)$ is the actual data value, $y^h(t)$ is the forecasted value at given time $t$. $N$ is the installed solar power capacity. NMAE measures the normalized average of the absolute errors over a given prediction whereas NMSE specifies the normalized average of the squared error.
The experiment results are shown in Table 2. The machine learning methods used in the proposed ensemble architecture are additionally executed individually and their results are also compared in terms of both error metrics. Furthermore, all these experiments are performed for both Day-based and Hour-based approaches, as seen in Table 2.

### Table 2. Experimental Results (All NMAE results are multiplied by 100.)

| Approach   | Method | NMAE  | NMSE  |
|------------|--------|-------|-------|
|            | GBM    | 2.80  | 14.93 |
| Day-based  | SVR    | 3.12  | 16.89 |
|            | ANN    | 2.72  | 13.00 |
|            | Ensemble – GBM | 2.63  | 12.02 |
|            | Ensemble – SVR | 2.97  | 14.67 |
|            | Ensemble – ANN | 2.71  | 12.88 |
| Hour-based | GBM    | 2.55  | 11.41 |
|            | SVR    | 3.01  | 15.91 |
|            | ANN    | 2.64  | 11.83 |
|            | Ensemble – GBM | 1.96  | 8.07  |
|            | Ensemble – SVR | 2.13  | 10.98 |
|            | Ensemble – ANN | 2.01  | 8.91  |

When individual execution of machine learning methods are compared, it is seen that GBM and ANN give better results than SVR. For example, in the Hour-based approach, ANN and GBM give 2.55 and 2.64 NMAE error results, respectively, while NMAE result of SVR is slightly more than 3. As a result, ANN and GBM are able to yield better generalization in this nonlinear dataset. When the GBM and ANN results are compared in themselves, ANN has better results in individual use in execution, whereas GBM is able to have more accurate results in the proposed ensemble approach.

When the results of the proposed ensemble methods are examined, it is clear that it has improved the results of the individually executed machine learning methods. In both Hour-based and Day-based approaches, ensemble methods are able to produce more accurate results for both error metrics. For example, in the Hour-based approach, GBM, SVR and ANN machine learning methods are improved by the proposed ensemble method by 23%, 28%, and 24%, respectively. This indicates that when machine learning methods are fed with decomposed time series data with descriptive exogenous features, the movement in data can be captured more effectively.

When Day-based and Hour-based approaches are compared, it is clear that the Hour-based approach gives more accurate results than the Day-based approach. As shown in Fig. 4, solar power production values have different distributions within each hour. Hour-based approach, which reduces the variance of these different distributions, outperforms Day-based results between 4% and 25%.

### CONCLUSION

Solar power production forecasting plays an important role in Turkey’s electricity industry for making decisions in power system scheduling and grid regulation. In this study, we developed an ensemble method which can work with different machine learning algorithms on EMD components of the time series data with explanatory exogenous features. We use this method to forecast solar power production of Turkey. This method firstly decomposes the solar power data into the components by the EMD decomposition technique. These components are then enriched with explanatory exogenous features. Each of these components are modeled separately by machine learning methods and their results are aggregated to obtain final prediction result. We trained our ensemble method with two different approaches, Day-based and Hour-based. We performed the experiments on the last two years of solar energy production data of Turkey. Our experiments show that when (i) the time series data is decomposed before feeding into the machine learning algorithms, (ii) explanatory exogenous features are used in addition to historical data, (iii) each hour in a day is predicted with the model trained with the corresponding hours in the historical data. As a result, the developed ensemble method has a high potential in prediction of solar power production in energy industry.
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