LONG TIME EXISTENCE FOR A STRONGLY DISPERSIVE BOUSSINESQ SYSTEM
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Abstract.
This paper is concerned with the one-dimensional version of a specific member of the (abcd) family of Boussinesq systems having the higher possible dispersion. We will establish two different long time existence results for the solutions of the Cauchy problem. The first result concerns the system (1.4) without a small parameter. If the initial data is of order $O(\varepsilon)$, we prove that the existence time scale is of $1/\varepsilon^{4/3}$ which improves the result $1/\varepsilon$ that could be obtained by a "dispersive" method. The second result is about the system (1.6) which involves a small parameter $\varepsilon$ in front of the dispersive and nonlinear terms and which is the form obtained when the system is derived from the water wave system in the KdV/Boussinesq regime. If the initial data is of order $O(1)$, we obtain the existence time scale $1/\varepsilon^{2/3}$ which improves the result $1/\sqrt{\varepsilon}$ obtained by a dispersive method. These results were not included in the previous papers dealing with similar issues because of the presence of zeroes in the phases. The proof involves normal form transformations suitably modified away from the zero set of the phases.
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1. Introduction

1.1. The general setting. The four-parameter (abcd) Boussinesq systems for long wavelength, small amplitude gravity-capillary surface water waves introduced in [3, 7] couples the elevation of the wave \( \zeta = \zeta(x,t) \) to a measure of the horizontal velocity \( v = v(x,t), x \in \mathbb{R}^N, N = 1,2, t \in \mathbb{R} \) and read as follows:

\[
\begin{cases}
\partial_t \zeta + \nabla \cdot v + \epsilon \nabla \cdot (\zeta v) + \epsilon (a \nabla \cdot \Delta v - b \partial_t \zeta) = 0, \\
\partial_t v + \nabla \zeta + \frac{1}{2} \nabla (|v|^2) + \epsilon (c \nabla \Delta \zeta - d \Delta \partial_t v) = 0.
\end{cases}
\] (1.1)

Here \( a, b, c, d \) are modeling parameters which satisfy the constraint \( a + b + c + d = \frac{1}{2} - \tau \) where \( \tau \geq 0 \) is a measure of surface tension effects, \( \tau = 0 \) for pure gravity waves.

In (1.1), the small parameter \( \epsilon \) is defined by

\[ \epsilon = a/h \sim (h/\lambda)^2, \]

where \( h \) denotes the mean depth of the fluid, \( a \) a typical amplitude of the wave and \( \lambda \) a typical horizontal wavelength.

It was established in [3] that, in suitable Sobolev classes, the error with solutions of the full water waves system and the approximation given by (1.1) is of order \( O(\epsilon^2 t) \). This result is of course useful if one knows that the corresponding solutions of the water wave system in this regime and of the Boussinesq systems exist on time scales of at least \( O(1/\epsilon) \). This has been proven in [3], see also [18], for the water wave systems and in [10, 11, 20, 22, 23] for all the locally-well posed Boussinesq systems except the case \( b = d = 0, a = c > 0 \) which is in some sense special since the "generic" case \( b = d = 0, a, c > 0, a \neq c \) is linearly ill-posed.

Remark 1.1. The global well-posedness of Boussinesq systems has been only established in a few one-dimensional cases, including the case \( a = c = b = 0, d > 0 \) that can be viewed as a dispersive perturbation of the hyperbolic Saint-Venant (shallow water) system, see [4, 24], and the Hamiltonian cases \( b = d > 0, a \leq 0, c < 0 \), see [8]. We also refer to [16, 17] for scattering results in the energy space for those Hamiltonian cases when \( b = d > 0 \).

Recall that the linearization of (1.1) around the null solution is well-posed (see [7]) provided that

\[
\begin{align*}
a &\leq 0, & c &\leq 0, & b &\geq 0, & d &\geq 0, \\
or & a = c > 0, & b &\geq 0, & d &\geq 0.
\end{align*}
\] (1.2) (1.3)

Actually the linear well-posedness occurs when the non zero eigenvalues of the linearization of (1.1) at \((0,0)\)

\[ \lambda_{\pm}(\xi) = \pm i|\xi| \left( \frac{(1 - \epsilon a|\xi|^2)(1 - \epsilon c|\xi|^2)}{(1 + \epsilon d|\xi|^2)(1 + \epsilon b|\xi|^2)} \right)^{\frac{1}{4}}. \]

are purely imaginary.

This paper will focus on the exceptional case (1.3) with \( b = d = 0, a = c = 1 \) which is the only linearly well-posed case with eigenvalues having non trivial zeroes. Moreover we will restrict to the one-dimensional case, \( N = 1 \).

If \((\zeta, v)\) is a solution of (1.1), then by the scaling

\[ \tilde{\zeta}(t, x) = \epsilon \zeta(\epsilon^{\frac{1}{4}} t, \epsilon^{\frac{1}{4}} x), \quad \tilde{v}(t, x) = \epsilon v(\epsilon^{\frac{1}{4}} t, \epsilon^{\frac{1}{4}} x), \]

\((\tilde{\zeta}, \tilde{v})\) satisfies (1.1) with \( \epsilon = 1 \) (see also [7]).

In this article, we first establish the long time existence theory for the following strongly dispersive (1D) Boussinesq system

\[
\begin{cases}
\partial_t \zeta + (1 + \partial_x^2) \partial_x v + \partial_x (\zeta v) = 0, \\
\partial_t v + (1 + \partial_x^2) \partial_x \zeta + \frac{1}{2} \partial_x (v^2) = 0.
\end{cases}
\] (1.4)

with initial data

\[ \zeta|_{t=0} = \zeta_0, \quad v|_{t=0} = v_0 \]

(1.5)

which are of order \( O(\epsilon) \) in a suitable Sobolev class on time scales of order \( O(1/\epsilon^{\frac{1}{4}}) \). A similar issue was discussed in [22] for multi-dimensional periodic water waves.
As a consequence, we will prove the long time existence of solutions to \((1.1)\) with \(b = d = 0, a = c = 1\) in the one-dimensional case, that is

\[
\begin{align*}
\partial_t \zeta + (1 + \epsilon \partial_x^2) \partial_x v + \epsilon \partial_x (\zeta v) &= 0, \\
\partial_t v + (1 + \epsilon \partial_x^2) \partial_x \zeta + \frac{\epsilon}{2} \partial_x (v^2) &= 0,
\end{align*}
\]  

(1.6)

with initial data

\[
\zeta|_{t=0} = \zeta_0, \quad v|_{t=0} = v_0
\]

(1.7)

which are of order \(O(1)\), on time scales of order \(O(1/\epsilon^{2/3})\).

Contrary to \([22, 23]\) where only symmetrization techniques were used to establish the well-posedness of Boussinesq systems on time scales of order \(O(1/\epsilon)\), we will use normal form transformations suitably modified to avoid the zero set of the phases. Normal form techniques were used to obtain global or long time existence results of small solutions to the full water wave system, see \(e.g., \[1, 12, 25\].

We recall that the local well-posedness of \((1.1)\) and \((1.6)\) can be established by reducing to known results for the KdV equation.

Actually, as noticed in \([8]\), the change of variable \(\zeta = u + w, \ v = u - w\) reduces \((1.6)\) to the following system:

\[
\begin{align*}
\partial_t u_x + u_x + \epsilon u_{xxx} + \frac{\epsilon}{2} [3u_x u - w w_x - (u w)_x] &= 0, \\
w_t - w_x - \epsilon w_{xxx} + \frac{\epsilon}{2} [u u_x - 3u w_x + (u w)_x] &= 0,
\end{align*}
\]

(1.8)

which is a system of KdV type with uncoupled (diagonal) linear part. Thus (see \([8]\)) the Cauchy problem is easily seen to be locally well-posed for initial data in \(H^s(\mathbb{R}) \times H^s(\mathbb{R})\), \(s > \frac{3}{4}\) by the results in \([13, 14]\).

On the other hand, as noticed in \([21]\) Appendix A in a slightly different context, a minor modification of Bourgain’s method as used in \([17]\) allows to solve the Cauchy problem for \((1.8)\) for data in \(H^s(\mathbb{R}) \times H^s(\mathbb{R})\) with \(s > -\frac{3}{4}\). We refer to \([9]\) for details. It is worth noticing that in \([9]\) the question of the dependence of the existence time with respect to \(\epsilon\) is not considered but one can check that it is of order \(O(1/\sqrt{\epsilon})\).

By using dispersive properties it has been moreover established in \([13]\) that the two-dimensional version of \((1.6)\) is well-posed in \(H^s(\mathbb{R}^2) \times H^s(\mathbb{R}^2) \times H^s(\mathbb{R}^2)\), \(s > \frac{3}{4}\) on time scales of order \(O(1/\sqrt{\epsilon})\). Note that neglecting the dispersive terms in \((1.6)\) one gets by a standard symmetrization method the existence on time scales of order \(O(1/\epsilon)\) but in the "hyperbolic" space \(H^s(\mathbb{R}^2)\), \(s > 2\).

We also recall (see \([8]\)) that \((1.6)\) and \((1.8)\) have an Hamiltonian structure given (for \((1.6)\) ) by

\[
\partial_t \begin{pmatrix} \zeta \\ v \end{pmatrix} = J \text{grad } H \begin{pmatrix} \zeta \\ v \end{pmatrix}
\]

where

\[
J = \begin{pmatrix} 0 & \partial_x \\ \partial_x & 0 \end{pmatrix}
\]

and

\[
H(\zeta, v) = \frac{1}{2} \int_{-\infty}^{\infty} (\epsilon \zeta_x^2 + \epsilon v^2 - \zeta^2 - v^2 - \epsilon v^2 \zeta) dx.
\]

Unfortunately, contrary to the case \(b = d > 0, a \leq 0, c < 0\) mentioned above, it does not seem possible to use uniquely this structure to prove the global existence of small solutions.

The paper will be organized as follows. The Introduction will continue by some heuristics and the statements of the main results. Section 2 is devoted to some preliminary results. A symmetrization of the strongly dispersive system is given in Section 3 while Sections 4 and 5 are devoted to the proof of the main results, Theorem \((1.1)\) and Theorem \((1.2)\) respectively.

1.2. **Heuristics analysis of the system** \((1.4)\). In order to diagonalize the linear part of \((1.4)\), we define

\[
V = \zeta + \frac{\partial_x}{|\partial_x|} v \quad \text{and} \quad \Lambda = (1 + \partial_x^2)|\partial_x|.
\]

Then \((1.4)\) is rewritten as

\[
\partial_t V - i\Lambda V = \sum_{\mu, \nu \in \{+, -\}} Q_{\mu, \nu} (V^\mu, V^\nu),
\]

(1.9)
where \( V^+ = V, \ V^- = \overline{V} \) and \( Q_{\mu,\nu}(V^\mu, V^\nu) \) are quadratic terms in \( V^\mu \) and \( V^\nu \) with symbol \( q_{\mu,\nu}(\cdot, \cdot) \), i.e.,

\[
\mathcal{F}(Q_{\mu,\nu}(V^\mu, V^\nu))(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}} q_{\mu,\nu}(\xi, \eta) \overline{V}^\mu(\xi - \eta) \overline{V}^\nu(\eta) d\eta.
\]

(1.10)

One could check that \( |q_{\mu,\nu}(\xi, \eta)| \sim |\xi| \). Since we aim to prove long time existence results for solutions of (1.4), we hope that the quadratic terms could be killed. To do so, we use normal form transformation techniques.

Defining the profile of \( V \) as follows

\[
f(t,x) = e^{-it\Lambda}V(t,x), \quad \text{i.e.,} \quad \hat{f}(t,\xi) = e^{-it\Lambda(\xi)}\hat{V}(t,\xi),
\]

we have

\[
\partial_t \hat{f} = \sum_{\mu,\nu \in \{+,-\}} \frac{1}{2\pi} \int_{\mathbb{R}} e^{it\Phi_{\mu,\nu}(\xi,\eta)} q_{\mu,\nu}(\xi,\eta) \overline{\hat{f}}^\mu(\xi - \eta) \overline{f}^\nu(\eta) d\eta,
\]

where the phase \( \Phi_{\mu,\nu}(\xi,\eta) \) is defined by

\[
\Phi_{\mu,\nu}(\xi,\eta) = -\Lambda(\xi) + \mu \Lambda(\xi - \eta) + \nu \Lambda(\eta).
\]

To remove the quadratic terms in the right hand side of (1.11), we introduce the following normal forms transformation

\[
g = f + \sum_{\mu,\nu \in \{+,-\}} A_{\mu,\nu}(f^\mu, f^\nu),
\]

(1.12)

where

\[
\mathcal{F}(A_{\mu,\nu}(f^\mu, f^\nu))(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{it\Phi_{\mu,\nu}(\xi,\eta)} a_{\mu,\nu}(\xi,\eta) \overline{\hat{f}}^\mu(\xi - \eta) \overline{f}^\nu(\eta) d\eta
\]

with the symbol

\[
a_{\mu,\nu}(\xi,\eta) = \frac{-q_{\mu,\nu}(\xi,\eta)}{i\Phi_{\mu,\nu}(\xi,\eta)}.
\]

(1.13)

Thus, we have

\[
\partial_t \hat{g} = \frac{1}{2\pi} \sum_{\mu,\nu \in \{+,-\}} \int_{\mathbb{R}} e^{it\Phi_{\mu,\nu}(\xi,\eta)} a_{\mu,\nu}(\xi,\eta) \partial_t \left( \overline{\hat{f}}^\mu(\xi - \eta) \overline{f}^\nu(\eta) \right) d\eta.
\]

(1.14)

By virtue of (1.11), we see that the r.h.s. of (1.14) includes the cubic terms in \((f^\mu, f^\nu, f^\gamma)\). Therefore, if the symbols of quadratic terms have "good" properties, for data of small size \( \varepsilon \), the time scale \( \frac{1}{\varepsilon^2} \) is much likely expected.

We will use the normal form techniques in another way, that is, integrating by parts with respect to time in the energy estimate. More precisely, energy estimate gives rise to

\[
\frac{1}{2} \frac{d}{dt} \| V \|_{H_N}^2 = \sum_{\mu,\nu \in \{+,-\}} (Q_{\mu,\nu}(V^\mu, V^\nu) \mid V^+ \big)_{H_N},
\]

which implies that

\[
\| V(t) \|_{H_N}^2 \lesssim (Q_{\mu,\nu}(V^\mu, V^\nu) \mid V^+ \big)_{H_N} d\tau.
\]

(1.15)

For \( I_{\mu,\nu} \), using (1.10) and the profiles, we have

\[
I_{\mu,\nu} = \frac{1}{(2\pi)^2} \int_0^t \int_{\mathbb{R} \times \mathbb{R}} (\xi)^{2N} q_{\mu,\nu}(\xi,\eta) \overline{V}^\mu(\xi - \eta) \overline{V}^\nu(\eta) \overline{V}^+(\xi) d\eta d\xi d\tau
\]

\[
= \frac{1}{(2\pi)^2} \int_0^t \int_{\mathbb{R} \times \mathbb{R}} e^{it\Phi_{\mu,\nu}(\xi,\eta)} (\xi)^{2N} q_{\mu,\nu}(\xi,\eta) \overline{\hat{f}}^\mu(\xi - \eta) \overline{f}^\nu(\eta) \overline{f}^+(\xi) d\eta d\xi d\tau.
\]

Since

\[
e^{it\Phi_{\mu,\nu}(\xi,\eta)} = \frac{1}{i\Phi_{\mu,\nu}(\xi,\eta)} \frac{d}{d\tau} e^{it\Phi_{\mu,\nu}(\xi,\eta)},
\]
integrating by parts with respect to $\tau$, we have
\[ I_{\mu,\nu} = \frac{1}{(2\pi)^2} \int_{\mathbb{R} \times \mathbb{R}} e^{i\tau\Phi_{\mu,\nu}(\xi, \eta)} (\xi\eta)^{2N} q_{\mu,\nu}(\xi, \eta) \cdot f_{\mu}(\xi - \eta) f_{\nu}(\eta) f_{\tau}(\xi) d\eta d\xi |_{\tau = 0} \]
(1.16)

By virtue of (1.11), we see that the second term in the r.h.s of (1.16) includes inner product between the cubic terms of $(f'$, $f''$, $f^*)$ and $f^\tau$. The first term in the r.h.s of (1.16) may be controlled by the initial energy. If the symbols of quadratic terms have "good" properties, one may derive an energy estimate from (1.15) so that the time scale $\frac{1}{\tau}$ is much likely expected, provided that the data is of small size $\varepsilon$.

However, the phase $\Phi_{\mu,\nu}(\xi, \eta)$ may equal 0 for some $\xi$ and $\eta$. The symbol $a_{\mu,\nu}(\xi - \eta, \eta)$ in (1.14) is not well-defined for all $(\xi, \eta) \in \mathbb{R}^2$. While the integration by parts with respect to $\tau$ in (1.16) could not work for all $(\xi, \eta) \in \mathbb{R}^2$. We have to modify the normal forms transformation only on the "good frequencies set" that is far away from the zeroes of the phase $\Phi_{\mu,\nu}(\xi, \eta)$. Then the existence time scale may be enlarged. Although we could not obtain the time scale $\frac{1}{\tau}$, we may get the existence time scale $\frac{1}{\sqrt{\varepsilon}}$ (for some $\delta \in (0, 1)$). It extends the local existence time scale $\frac{1}{\sqrt{\varepsilon}}$ that can be obtained by a purely dispersive method as in [19].

In the present paper, we thus use normal form techniques after integration by parts with respect to time as in (1.16).

1.3. The main results. We now state the main results of this paper. The first one concerns the system (1.2) without the small parameter $\varepsilon$ but with "small" initial data.

**Theorem 1.1.** Assume that $(\zeta_0, v_0) \in H^{N_0}(\mathbb{R})$ for some $N_0 \geq 4$ satisfying $\hat{\zeta}_0(0) = \hat{v}_0(0) = 0$ and
\[ \|\zeta_0\|_{H^{N_0}}^2 + \|v_0\|_{H^{N_0}}^2 = \varepsilon^2. \]
(1.17)
There exists a small $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0]$, there exist $T_\varepsilon = c_0 \varepsilon^{-\frac{4}{\delta}}$ for some $c_0 > 0$ and a unique solution $(\zeta, v) \in C(0, T_\varepsilon; H^{N_0}(\mathbb{R}))$ of system (1.4)-(1.5) such that
\[ \sup_{(0, T_\varepsilon)} \left( \|\zeta(t)\|_{H^{N_0}} + \|v(t)\|_{H^{N_0}} \right) \leq C \left( \|\zeta_0\|_{H^{N_0}} + \|v_0\|_{H^{N_0}} \right), \]
(1.18)
where $C > 0$ is a universal constant.

**Remark 1.2.** If $\hat{\zeta}_0(0) = \hat{v}_0(0) = 0$, (1.2) shows that $\hat{\zeta}(t, 0) = \hat{v}(t, 0) = 0$ holds for all time $t > 0$. Therefore, throughout the whole paper, we shall use the condition $\hat{\zeta}(t, 0) = \hat{v}(t, 0) = 0$.

As a consequence of Theorem 1.1 we get the long time existence of solutions to system (1.6):

**Theorem 1.2.** Assume that $(\zeta_0, v_0) \in H^{N_0}(\mathbb{R})$ with $N_0 \geq 4$ satisfying $\hat{\zeta}_0(0) = \hat{v}_0(0) = 0$. There exist a small $\varepsilon_0 > 0$ and a constant $T_0 = T_0(\|\zeta_0, v_0\|_{H^{N_0}})$ such that for any $\varepsilon \in (0, \varepsilon_0]$, there exists a unique solution $(\zeta, v) \in C(0, T_0; H^{N_0}(\mathbb{R}))$ of system (1.6)-(1.7) such that
\[ \sup_{(0, T_0)} \left( \|\zeta(t)\|_{H^{N_0}} + \|v(t)\|_{H^{N_0}} \right) \leq C \left( \|\zeta_0\|_{H^{N_0}} + \|v_0\|_{H^{N_0}} \right). \]
(1.19)

Here $T_0 = T_0(\|\zeta_0, v_0\|_{H^{N_0}})$ is a constant depending on $\|\zeta_0, v_0\|_{H^{N_0}}$.

**Remark 1.3.** Contrary to the previous known results on long time existence of other (abcd) Boussinesq systems obtained in [10] [11] [20] [22] [23], we do not reach in Theorem 1.2 the expected time scales $O(1/\varepsilon)$. Recall however that Theorem 1.2 improves the $O(1/\sqrt{\varepsilon})$ result obtained by purely dispersive methods, see [19].

1.4. Comments on the proofs of Theorems 1.1 and 1.2. We shall prove two different long time existence results in Theorems 1.1 and 1.2. The proofs of the theorems share some common features. To avoid losing derivative, we introduce the good unknowns (in the sense of Alinhac [2]) $(\zeta, u)$ via nonlinear and nonlocal transformation. Then the principal paralinearization parts for the new system of $V = \zeta + i\frac{\partial_{\zeta}}{\partial_{\zeta}} u$ (or $(\zeta, u)$) are symmetric (see (3.6) and (5.3)).

However, to enlarge the scale of the existence time, the difficulties of system (3.6) and (5.3) are different. For system (3.6), we want to prove an existence time of scale $O(1/\varepsilon^{4/3})$ when the data are of order $O(\varepsilon)$. The main difficulty arises from all the quadratic terms so that we have to deal with all
the quadratic terms by the normal form transformation techniques which sketched in subsection 1.2. Whereas for system \( \text{[5.3]} \), we want to prove an existence time of scale \( O(1/\epsilon^{2/3}) \) when the data are of order \( O(1) \) with small parameter \( \epsilon \). The key difficulty stems from the quadratic term that is of order \( O(\sqrt{\epsilon}) \) involving the low frequencies. We only apply the normal form transformation techniques to such \( O(\sqrt{\epsilon}) \) term. One could check that the normal form transformation could not improve the estimates involving other quadratic terms which are of order \( O(\epsilon) \).

2. Preliminary

2.1. Definitions and notations. The notation \( f \sim g \) means that there exists a constant \( C \) such that \( \frac{1}{C} f \leq g \leq C f \). \( f \lesssim g \) means that there exists a constant \( C \) such that \( f \leq C g \). We shall use \( C \) to denote a universal constant which may changes from line to line. For any \( k \in \mathbb{N} \), \( \| \cdot \|_{\mathbb{L}^r} \) means that there exists a constant \( C_k \) such that

\[
\| f \|_{\mathbb{L}^r} \leq C_k.
\]

The \( L^2(\mathbb{R}) \) scalar product is denoted by \( (u | v)_2 \) def \( = \int_{\mathbb{R}} u \overline{v} dx \).

If \( A, B \) are two operators, \( [A, B] = AB - BA \) denotes their commutator.

The Fourier transform of a tempered distribution \( u \in \mathcal{S}' \) is denoted by \( \hat{u} \), which is defined as follows

\[
\hat{u}(\xi) = \mathcal{F}(u)(\xi) = \int_{\mathbb{R}^n} e^{ix \cdot \xi} u(x) dx.
\]

We use \( \mathcal{F}^{-1}(f) \) to denote the inverse Fourier transform of \( f(\xi) \).

If \( f \) and \( u \) are two functions defined on \( \mathbb{R} \), the Fourier multiplier \( f(D)u \) is defined in term of Fourier transforms, i.e.,

\[
\mathcal{F}(f(D)u)(\xi) = f(\xi)\hat{u}(\xi).
\]

We shall use notations

\[
\langle \xi \rangle = (1 + |\xi|^2)^{\frac{1}{4}}, \quad \langle \partial_x \rangle = (1 + |\partial_x|^2)^{\frac{1}{4}}.
\]

For two well-defined functions \( f(x), g(x) \) and their bilinear form \( Q(f,g) \), we use the convention that the symbol \( q(\xi, \eta) \) of \( Q(f,g) \) is defined in the following sense

\[
\mathcal{F}(Q(f,g))(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}} q(\xi, \eta) \hat{f}(\xi - \eta) \hat{g}(\xi) d\eta.
\]

2.2. Para-differential decomposition theory. Our proof of the main results relies on suitable energy estimates for the solutions of \( \text{[1.4]} \) and \( \text{[1.6]} \). To do so, we introduce para-differential formulations (see e.g. \( \text{[26]} \) ) to symmetrize the systems \( \text{[1.4]} \) and \( \text{[1.6]} \).

We fix an even smooth function \( \varphi : \mathbb{R} \to [0,1] \) supported in \([-\frac{3}{2}, \frac{3}{2}]\) and equals to 1 in \([-\frac{5}{4}, \frac{5}{4}]\). For any \( k \in \mathbb{Z} \), we define

\[
\varphi_k(x) = \varphi\left(\frac{x}{2^k}\right) - \varphi\left(\frac{x}{2^{k-1}}\right), \quad \varphi_{\leq k}(x) = \sum_{l \leq k} \varphi_l(x), \quad \varphi_{> k}(x) = 1 - \varphi_{\leq k-1}(x).
\]

While for any interval \( I \) of \( \mathbb{R} \), we define

\[
\varphi_I(x) = \sum_{k \in I} \varphi_k(x) = \sum_{k \in I \cap \mathbb{Z}} \varphi_k(x).
\]

Then for any \( x \in \mathbb{R} \),

\[
\sum_{k \in \mathbb{Z}} \varphi_k(x) = 1 \quad \text{and} \quad \text{supp} \varphi_k(\cdot) \subset \{ x \in \mathbb{R} : |x| \in [\frac{5}{8} 2^k, \frac{3}{2} 2^k]\}.
\]

We use \( P_k, P_{\leq k}, P_{> k} \) and \( P_I \) to denote the Littlewood-Paley projection operators of the Fourier multiplier \( \varphi_k, \varphi_{\leq k}, \varphi_{> k} \) and \( \varphi_I \), respectively.

We shall use the following para-differential decomposition: for any functions \( f, g \in \mathcal{S}'(\mathbb{R}) \),

\[
f g = T_f g + T_g f + R(f, g),
\]

\[
(2.2)
\]
with the para-differential operators being defined as follows

\[ T_j g = \sum_{j \in \mathbb{Z}} P_{\leq j-7} f \cdot P_j g, \quad R(f, g) = \sum_{j \in \mathbb{Z}} P_j f \cdot P_{|j-6, j+6|} g. \]

### 2.3. Analysis of the phases.

In this subsection, we shall discuss the quadratic phase function \( \Phi_{\mu, \nu}(\xi, \eta) \)
which is defined as follows:

\[
\Phi_{\mu, \nu}(\xi, \eta) = -\Lambda(\xi) + \mu \Lambda(\xi - \eta) + \nu \Lambda(\eta), \quad \mu, \nu \in \{+, -\}, \tag{2.3}
\]

where \( \Lambda(\xi) \) is defined by

\[
\Lambda(\xi) = (1 - |\xi|^2)|\xi| = |\xi| - |\xi|^3.
\]

We first rewrite the explicit expressions of the phases.

**Lemma 2.1.** For any \((\xi, \eta) \in \mathbb{R}^2\) with \(\xi \neq \eta, \xi \neq 0, \eta \neq 0\), we have

\[
\Phi_{+, +}(\xi, \eta) = \begin{cases} 
3|\xi||\xi - \eta||\eta|, & \text{if } (\xi - \eta) \cdot \eta > 0, \\
- \frac{1}{2} \min\{|\xi - \eta|, |\eta|\} \left(3|\xi|^2 + 3\max\{|\xi - \eta|^2, |\eta|^2\} + \min\{|\xi - \eta|^2, |\eta|^2\} - 4\right), & \text{if } (\xi - \eta) \cdot \eta < 0;
\end{cases}
\]

\[
\Phi_{-, -}(\xi, \eta) = \begin{cases} 
\frac{1}{2}|\xi|^2 + 3|\xi - \eta|^2 + 3|\eta|^2 - 4, & \text{if } (\xi - \eta) \cdot \eta > 0, \\
\frac{1}{2}\max\{|\xi - \eta|, |\eta|\} \left(3|\xi|^2 + 3\min\{|\xi - \eta|^2, |\eta|^2\} + \max\{|\xi - \eta|^2, |\eta|^2\} - 4\right), & \text{if } (\xi - \eta) \cdot \eta < 0;
\end{cases}
\]

and

\[
\Phi_{-, +}(\xi, \eta) = -\Phi_{+, -}(\eta, \xi), \quad \Phi_{+, -}(\xi, \eta) = -\Phi_{+, +}(\eta - \xi, \eta).
\]

**Proof.** We derive the expressions of phases one by one.

1. For \(\Phi_{+, +}\), by the definition, we have

\[
\Phi_{+, +}(\xi, \eta) = -|\xi| + |\xi - \eta| + |\eta| + |\xi|^3 - |\xi - \eta|^3 - |\eta|^3
\]

\[
= (|\xi| - |\xi - \eta| - |\eta|) \left(2|\xi|^2 - (1 + 2\text{sign}(\xi - \eta) \cdot \eta)|\xi - \eta||\eta| + |\xi|(|\xi - \eta| + |\eta|) - 1\right) + 3|\xi||\xi - \eta||\eta|.
\]

If \((\xi - \eta) \cdot \eta > 0\), we have

\[
|\xi| - |\xi - \eta| - |\eta| = 0,
\]

which gives rise to

\[
\Phi_{+, +}(\xi, \eta) = 3|\xi||\xi - \eta||\eta|.
\]

If \((\xi - \eta) \cdot \eta < 0\), we have

\[
|\xi| = |\xi - \eta| - |\eta| = \max\{|\xi - \eta|, |\eta|\} - \min\{|\xi - \eta|, |\eta|\},
\]

and

\[
|\xi| - |\xi - \eta| - |\eta| = -2\min\{|\xi - \eta|, |\eta|\},
\]

which yields

\[
\Phi_{+, +}(\xi, \eta) = -2\min\{|\xi - \eta|, |\eta|\} \left(2|\xi|^2 + |\xi - \eta||\eta| + |\xi(|\xi - \eta| + |\eta|) - \frac{3}{2}|\xi|^3\max\{|\xi - \eta|, |\eta|\} - 1\right)
\]

\[
= -2\min\{|\xi - \eta|, |\eta|\} \left(3\max\{|\xi - \eta|^2, |\eta|^2\} + \min\{|\xi - \eta|^2, |\eta|^2\} - \frac{3}{2}|\xi - \eta||\eta| - 1\right)
\]

\[
= -2\min\{|\xi - \eta|, |\eta|\} \left(\frac{3}{4}\max\{|\xi - \eta|^2, |\eta|^2\} + \frac{1}{4}\min\{|\xi - \eta|^2, |\eta|^2\} + \frac{3}{4}(|\xi - \eta| - |\eta|)^2 - 1\right)
\]

\[
= \frac{1}{2}\min\{|\xi - \eta|, |\eta|\} (3|\xi|^2 + 3\max\{|\xi - \eta|^2, |\eta|^2\} + \min\{|\xi - \eta|^2, |\eta|^2\} - 4).
\]
Lemma 2.2. \(\) By the definition, we have

\[
\Phi_{-, -} (\xi, \eta) = -(|\xi| + |\xi - \eta| + |\eta|) + (|\xi|^3 + |\xi - \eta|^3 + |\eta|^3)
= (|\xi| + |\xi - \eta| + |\eta|)(|\xi|^2 - |\xi|(|\xi - \eta| + |\eta|) + (|\xi - \eta| + |\eta|)^2 - 3|\xi - \eta||\eta| - 1) + 3|\xi||\xi - \eta||\eta|.
\]

If \((\xi - \eta) \cdot \eta > 0\), we have

\[
|\xi| = |\xi - \eta| + |\eta|,
\]
and

\[
\Phi_{-, -} (\xi, \eta) = 2|\xi||\xi - \eta|^2 + |\eta|^2 + \frac{1}{2}|\xi - \eta||\eta| - 1 = \frac{1}{2}|\xi||\xi|^2 + 3|\xi - \eta|^2 + 3|\eta|^2 - 4).
\]

If \((\xi - \eta) \cdot \eta < 0\), we have

\[
|\xi| = |\xi - \eta| - |\eta| = \mathbb{m} \{ |\xi - \eta|, |\eta| \} - \mathbb{m} \{ |\xi - \eta|, |\eta| \},
\]
and

\[
|\xi| + |\xi - \eta| + |\eta| = 2 \mathbb{m} \{ |\xi - \eta|, |\eta| \},
\]
which implies

\[
\Phi_{-, -} (\xi, \eta) = 2 \mathbb{m} \{ |\xi - \eta|, |\eta| \} (\mathbb{m} \{ |\xi - \eta|^2, |\eta|^2 \} + \frac{3}{2} \mathbb{m} \{ |\xi - \eta|^2, |\eta|^2 \} - \frac{3}{2}(\xi - \eta)|\eta| - 1)
= \frac{1}{2} \mathbb{m} \{ |\xi - \eta|, |\eta| \} (3|\xi|^2 + 3 \mathbb{m} \{ |\xi - \eta|^2, |\eta|^2 \} + \mathbb{m} \{ |\xi - \eta|^2, |\eta|^2 \} - 4).
\]

(3) For \(\Phi_{+, -} \) and \(\Phi_{-, +}\), by the definition, we have

\[
\Phi_{+, -} (\xi, \eta) = -\Phi_{+, +}(\eta, \xi), \quad \Phi_{-, +} (\xi, \eta) = -\Phi_{+, +}(\eta - \xi, \eta).
\]

The lemma is proved. \(\square\)

As a consequence, defining

\[
\Lambda_\epsilon (\xi) = (1 - \epsilon|\xi|^2)|\xi| = |\xi| - \epsilon|\xi|^3,
\]
and

\[
\Phi_{\mu, \nu}^\epsilon (\xi, \eta) = -\Lambda_\epsilon (\xi) + \mu \Lambda_\epsilon (\xi - \eta) + \nu \Lambda_\epsilon (\eta), \quad \mu, \nu \in \{+, -, \}, \tag{2.4}
\]
we obtain explicit expressions of the phases \(\Phi_{\mu, \nu}^\epsilon (\xi, \eta)\) which involve the operator \(\Lambda_\epsilon\).

Lemma 2.2. For any \((\xi, \eta) \in \mathbb{R}^2\) with \(\xi \neq \eta\), \(\xi \neq 0\), \(\eta \neq 0\), we have

\[
\Phi_{+, -}^\epsilon (\xi, \eta) = \begin{cases} 
-3\epsilon|\xi||\xi - \eta||\eta|, & \text{if } \xi \cdot \eta < 0, \\
\frac{1}{2} \mathbb{m} \{ |\xi|, |\eta| \} (3\epsilon|\xi - \eta|^2 + 3\epsilon \mathbb{m} \{ |\xi|^2, |\eta|^2 \} + \epsilon \mathbb{m} \{ |\xi|^2, |\eta|^2 \} - 4), & \text{if } \xi \cdot \eta > 0;
\end{cases}
\]

\[
\Phi_{-, -}^\epsilon (\xi, \eta) = \begin{cases} 
\frac{1}{2} |\xi|^2 (3\epsilon|\xi - \eta|^2 + 3\epsilon|\eta|^2 - 4), & \text{if } (\xi - \eta) \cdot \eta > 0, \\
\frac{1}{2} \mathbb{m} \{ |\xi - \eta|, |\eta| \} (3\epsilon|\xi|^2 + 3\epsilon \mathbb{m} \{ |\xi - \eta|^2, |\eta|^2 \} + \epsilon \mathbb{m} \{ |\xi - \eta|^2, |\eta|^2 \} - 4), & \text{if } (\xi - \eta) \cdot \eta < 0;
\end{cases}
\]
and

\[
\Phi_{+, +}^\epsilon (\xi, \eta) = -\Phi_{+, -}^\epsilon (\eta - \xi, \eta), \quad \Phi_{-, +}^\epsilon (\xi, \eta) = -\Phi_{+, +}^\epsilon (\eta, \xi) = \Phi_{+, -}^\epsilon (\xi - \eta, \xi).
\]
2.4. Technical lemmas.

**Lemma 2.3.** Let \( f, g \) be smooth enough functions. Then,

\[
\left[ \frac{\partial_x}{|\partial_x|}, T_f \right] g = 0. \tag{2.5}
\]

**Proof.** By the definitions of commutator and para-differential operators, we have

\[
\mathcal{F}\left( \left[ \frac{\partial_x}{|\partial_x|}, T_f \right] g \right)(\xi) = i \int_{\mathbb{R}} (\text{sign}(\xi) - \text{sign}(\eta)) \sum_{j \in \mathbb{Z}} \varphi_{\leq j - \gamma}(|\xi - \eta|) \varphi_j(|\eta|) \hat{f}(\xi - \eta) \hat{g}(\eta) d\eta.
\]

For fixed \( \xi \in \mathbb{R} \), when \( |\eta| \in (2^k, 2^{k+1}] \) with \( k \in \mathbb{Z} \), we have

\[
\sum_{j \in \mathbb{Z}} \varphi_{\leq j - \gamma}(|\xi - \eta|) \varphi_j(|\eta|) = \sum_{j=k}^{k+1} \varphi_{\leq j - \gamma}(|\xi - \eta|) \varphi_j(|\eta|) \leq \varphi\left(\frac{|\xi - \eta|}{|\eta|} \cdot \frac{|\eta|}{2^{k+6}}\right) \leq \varphi_{\leq -\frac{7}{6}}(\frac{|\xi - \eta|}{|\eta|}). \tag{2.6}
\]

Then we get \( |\xi - \eta| \leq 2^{-5}|\eta| \), which yields

\[ \xi \cdot \eta > 0. \]

Otherwise,

\[ |\xi - \eta| = |\xi| + |\eta| \geq |\eta|. \]

Therefore, we have \( \xi \cdot \eta > 0 \) and

\[
\mathcal{F}\left( \left[ \frac{\partial_x}{|\partial_x|}, T_f \right] g \right)(\xi) = 0,
\]

which implies (2.5). The lemma is proved. \( \square \)

3. Symmetrization of the system \([1.4]\)

In this section, we will symmetrize the system \([1.4]\) by introducing good unknowns.

3.1. Symmetrization of the system \([1.4]\). By virtue of the para-differential decomposition, we rewrite \([1.4]\) to

\[
\begin{cases}
\partial_t \zeta + (1 + \partial_x^2) \partial_x v + \partial_x (T_\zeta \zeta) + \partial_x (T_\zeta v) + \partial_x (R(\zeta, v)) = 0, \\
\partial_v + (1 + \partial_x^2) \partial_x \zeta + \partial_x (T_\zeta v) + \frac{1}{2} \partial_x (R(v, v)) = 0.
\end{cases} \tag{3.1}
\]

We introduce good unknowns \((\zeta, u)\) with

\[ u = v + B(\zeta, v), \tag{3.2}\]

where \( B(\cdot, \cdot) \) is a bilinear operator defined as

\[ B(f, g) = \frac{1}{2} T_f \left( (1 + \partial_x^2)^{-1} P_{\geq 6} g \right). \]

Without confusion, we sometimes use \( B \) to denote the bilinear term \( B(\zeta, v) \).

Thanks to (3.1) and (3.2), we have

\[
\partial_t \zeta + (1 + \partial_x^2) \partial_x u + \partial_x (T_\zeta \zeta) + \partial_x (T_\zeta u) = (1 + \partial_x^2) \partial_x B - \partial_x (R(\zeta, v)) + \partial_x (T_\zeta B).
\]

Since

\[
(1 + \partial_x^2) \partial_x B = \frac{1}{2} \partial_x (T_\zeta P_{\geq 6} u) - \frac{1}{2} \partial_x (T_\zeta P_{\geq 6} B) + \frac{1}{2} \partial_x \left( [\partial_x^2, T_\zeta] (1 + \partial_x^2)^{-1} P_{\geq 6} v \right),
\]

we have

\[
\partial_t \zeta + (1 + \partial_x^2) \partial_x u + \partial_x (T_\zeta \zeta) + \frac{1}{2} \partial_x (T_\zeta u) = N_\zeta, \tag{3.3}
\]

where

\[
N_\zeta = -\frac{1}{2} \partial_x (T_\zeta P_{\leq 5} u) - \frac{1}{2} \partial_x (T_\zeta P_{\geq 6} B) + \partial_x (T_\zeta B) + \frac{1}{2} \partial_x \left( [\partial_x^2, T_\zeta] (1 + \partial_x^2)^{-1} P_{\geq 6} v \right) - \partial_x (R(\zeta, v)).
\]

Using \([1.4]\), (3.1) and (3.2), we also have

\[
\partial_t u = \partial_t v + B(\partial_t \zeta, v) + B(\zeta, \partial_t v)
\]

\[= -(1 + \partial_x^2) \partial_x \zeta - \partial_x (T_\zeta v) - \frac{1}{2} \partial_x (R(v, v)) + B(\partial_t \zeta, v) - B(\zeta, (1 + \partial_x^2) \partial_x \zeta) - \frac{1}{2} B(\zeta, \partial_x (|v|^2)). \]
Lemma 3.1. Assume that the real-valued functions  

\[ B(\zeta, (1 + \partial_x^2)\partial_x \zeta) = \frac{1}{2} T_\zeta \partial_x P_{\leq 6} \zeta, \quad \partial_x (T_v v) = \partial_x (T_v u) = \partial_x (T_v B), \]

we have

\[ \partial_t u + \partial_x (T_v u) + \frac{1}{2} \partial_x (T_\zeta \zeta) = N_u, \quad (3.4) \]

where

\[ N_u = \frac{1}{2} \partial_x (T_\zeta P_{\leq 5} \zeta) + \frac{1}{2} T_\zeta \partial_x P_{\geq 6} \zeta + \partial_x (T_v B) - \frac{1}{2} \partial_x \left( R(v, v) \right) + B(\partial_t \zeta, v) - \frac{1}{2} B(\zeta, \partial_x (|v|^2)). \]

Now, we define

\[ V = \zeta + i \frac{\partial_x}{|\partial_x|} u. \quad (3.5) \]

Thanks to (3.3) and (3.4), using (2.5), we have

\[ \partial_t V - i \Lambda V + \partial_x (T_v V) - \frac{1}{2} i |\partial_x| (T_\zeta V) = N_\zeta + i \frac{\partial_x}{|\partial_x|} N_u, \quad (3.6) \]

where \( \Lambda = |\partial_x| (1 - |\partial_x|^2) \). The l.h.s of (3.6) is the quasi-linear part of system (1.4).

Denoting by

\[ V^+ = V, \quad V^- = V, \]

we shall rewrite the quadratic terms of (3.6) in terms of \( V^+ \) and \( V^- \). Whereas we keep the cubic and quartic terms in terms of \( \zeta \) and \( v \).

Before ending this subsection, we provide a lemma involving the bilinear operator \( B(\cdot, \cdot) \).

Lemma 3.1. Assume that the real-valued functions \( f \in L^\infty(\mathbb{R}), g \in H^s(\mathbb{R}) \) for \( s \geq -2 \). There hold

\[ \mathcal{F}(B(f, g))(\xi) = \mathcal{F}(B(f, g))(-\xi), \quad (3.7) \]

and

\[ \|B(f, g)\|_{H^{s+2}} \leq C_B \|f\|_{L^\infty} \|g\|_{H^s}, \quad (3.8) \]

where \( C_B > 0 \) is a universal constant.

Proof. By the definition of \( B(\cdot, \cdot) \), we have

\[ \mathcal{F}(B(f, g))(\xi) = \frac{1}{4\pi} \int_{\mathbb{R}} \hat{f}(\xi - \eta) \hat{g}(\eta) (1 - |\eta|^2)^{-1} \varphi_{\geq 6}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j - 7}(|\xi - \eta|) \varphi_j(|\eta|) d\eta, \quad (3.9) \]

and

\[ \mathcal{F}(B(f, g))(-\xi) = \frac{1}{4\pi} \int_{\mathbb{R}} \hat{f}(-\xi - \eta) \hat{g}(\eta) (1 - |\eta|^2)^{-1} \varphi_{\geq 6}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j - 7}(|\xi - \eta|) \varphi_j(|\eta|) d\eta \]

\[ = \frac{1}{4\pi} \int_{\mathbb{R}} \hat{f}(-\xi + \eta) \hat{g}(-\eta) (1 - |\eta|^2)^{-1} \varphi_{\geq 6}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j - 7}(|\xi - \eta|) \varphi_j(|\eta|) d\eta. \]

Since \( f, g \) are real-valued functions, we have

\[ \hat{f}(-\xi + \eta) = \hat{f}(\xi - \eta), \quad \hat{g}(-\eta) = \hat{g}(\eta), \]

which gives rise to

\[ \mathcal{F}(B(f, g))(-\xi) = \frac{1}{4\pi} \int_{\mathbb{R}} \hat{f}(\xi - \eta) \hat{g}(\eta) (1 - |\eta|^2)^{-1} \varphi_{\geq 6}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j - 7}(|\xi - \eta|) \varphi_j(|\eta|) d\eta. \]

Then we have

\[ \mathcal{F}(B(f, g))(\xi) = \mathcal{F}(B(f, g))(-\xi). \]

Estimate (3.8) follows from the standard estimate on \( T_{f g} \) and the definition of \( B(f, g) \). This completes the proof of the lemma. \( \Box \)
3.2. Main proposition for the symmetric system. For \((3.6)\), we state the following proposition.

**Proposition 3.2.** Assume that \((\zeta, \nu) \in H^{N_0}(\mathbb{R})\) with \(N_0 \geq 4\) solves \((1.4)\). Then \(V\) defined in \((3.5)\) satisfies the following system

\[
\partial_t V - i\Delta V = \mathcal{S}_V + \mathcal{Q}_V + \mathcal{R}_V + \mathcal{M}_V + \mathcal{L}_V + \mathcal{C}_V + \mathcal{N}_V,
\]

where

- The quadratic term \(\mathcal{S}_V\) is of the form
  \(\mathcal{S}_V = S_{+,+}(V^+, V^+) + S_{-,+}(V^-, V^+).\)
  And the symbol \(s_{\mu,+}(\xi, \eta)\) of \(S_{\mu,+}\) (for \(\mu = (+, -)\)) satisfies
  \[
  s_{\mu,+}(\xi, \eta) = -s_{\mu,+}(\xi, \eta),
  \]
  \[
  |(\xi)^{-N_0}(\eta)^{-N_0}((\xi)^{2N_0}s_{\mu,+}(\xi, \eta) - \langle \eta \rangle^{2N_0}s_{\mu,-}(\eta, \xi))| \lesssim |\xi - \eta| \cdot \varphi \leq 6 \left(\frac{|\xi - \eta|}{\max\{|\xi|, |\eta|\}}\right). \tag{3.11}
  \]

- The quadratic term \(\mathcal{Q}_V\) is of the form
  \(\mathcal{Q}_V = Q_{+,+}(V^+, V^+) + Q_{-,+}(V^-, V^+).\)
  And the symbol \(q_{\mu,+}(\xi, \eta)\) of \(Q_{\mu,+}\) satisfies
  \[
  |q_{\mu,+}(\xi, \eta)| \lesssim |\xi| \cdot \varphi \lesssim 6 \left(\frac{|\xi - \eta|}{|\eta|}\right). \tag{3.12}
  \]

- The quadratic term \(\mathcal{R}_V\) is of the form
  \[
  \mathcal{R}_V = \sum_{\mu, \nu \in \{+,-\}} R_{\mu,\nu}(V^\mu, V^\nu).
  \]
  And the symbol \(r_{\mu,\nu}(\xi, \eta)\) of \(R_{\mu,\nu}\) satisfies
  \[
  |r_{\mu,\nu}(\xi, \eta)| \lesssim |\xi - \eta| \cdot \varphi \lesssim 6 \left(\frac{|\xi - \eta|}{|\eta|}\right). \tag{3.13}
  \]

- The quadratic term \(\mathcal{M}_V\) is of the form
  \[
  \mathcal{M}_V = \sum_{\mu, \nu \in \{+,-\}} M_{\mu,\nu}(V^\mu, V^\nu).
  \]
  And the symbol \(m_{\mu,\nu}(\xi, \eta)\) of \(M_{\mu,\nu}\) satisfies
  \[
  |m_{\mu,\nu}(\xi, \eta)| \lesssim |\xi| \cdot \varphi \lesssim 6 \left(\frac{|\xi - \eta|}{|\eta|}\right). \tag{3.14}
  \]

- The cubic term \(\mathcal{L}_V = \partial_x(T_B V)\) satisfies
  \[
  \left|\text{Re}\left\{\left(\partial_x\right)^{N_0} \mathcal{L}_V \left| \left(\partial_x\right)^{N_0} V\right\}^2\right\}\right| \lesssim \|\zeta\|_{L^\infty} \|v\|_{L^2} \|V\|_{H^{N_0}}^2. \tag{3.15}
  \]

- The cubic term \(\mathcal{C}_V\) satisfies
  \[
  \|\mathcal{C}_V\|_{H^{N_0}} \lesssim \|\zeta\|_{H^{N_0}}^2 \|v\|_{H^{N_0}}. \tag{3.16}
  \]

- The quartic term \(\mathcal{N}_V\) satisfies
  \[
  \|\mathcal{N}_V\|_{H^{N_0}} \lesssim \|\zeta\|_{L^\infty} \|v\|_{H^{N_0}}^2. \tag{3.17}
  \]

**Remark 3.3.** Proposition \((3.2)\) shows that there is no loss of derivative for the nonlinear terms of \((3.3)\). Indeed, in the energy estimates, we shall use the symmetric structure of the quadratic terms \(\mathcal{S}_V\) to avoid losing derivative (see \((3.12)\)). We also use the symmetric structure of \(\mathcal{L}_V\) to avoid losing derivative (see the proof of \((3.16)\)).

**Remark 3.4.** For the symmetric system \((3.6)\) or \((3.7)\), the standard energy estimates will provide the local existence on time of scale \(\frac{1}{\varepsilon^2}\), for the initial data of size \(\varepsilon\). To enlarge the existence time of the system, we shall use the new formulation \((3.10)\) and the normal form transformations. Thanks to Proposition \((3.2)\), if the quadratic terms equal zero, the estimates of the cubic terms and the quartic terms guarantee the existence time of scale \(\frac{1}{\ve^n}\). For the non-trivial quadratic terms in \((3.10)\), we shall apply normal forms transformation in the “good frequencies set” (far away from zeroes of the phases) to kill the quadratic terms to the cubic and quartic order terms, while for the quadratic terms in the “bad frequencies set” (in a small neighborhood of zeroes of phases), we will use the smallness size of the
By the definition of the para-differential operator, we have

\[ S_V = -\partial_x(T_u V) + \frac{1}{2} i \partial_x |(T_u V)|, \]
\[ Q_V = -\frac{1}{2} \partial_x (T_P \leq 5 u) - \frac{i}{2} |\partial_x|(T_P \leq 5 \xi), \]
\[ R_V = \frac{1}{2} \partial_x \left((\partial^2_x, T_\xi)(1 + \partial_x^2)^{-1} P_{\geq 6} u\right) + \frac{i}{2} \frac{\partial_x}{|\partial_x|} (T_{\partial_x} P_{\geq 6} \xi) - \frac{i\partial_x}{|\partial_x|} B((1 + \partial_x^2)\partial_x u, u), \]
\[ M_V = -\partial_x (R(\xi, u)) + \frac{i}{2} \partial_x |(R(u, u)|, \]
\[ L_V = \partial_x (T_B V), \]
\[ C_V = \partial_x (T_B) - \frac{1}{2} \partial_x (T_{\partial_x} P_{\geq 6} B) - \frac{1}{2} \partial_x (\partial^2_x T_\xi (1 + \partial_x^2)^{-1} P_{\geq 6} B) - \frac{i}{2} |\partial_x|(T_B B) \]
\[ + \frac{i\partial_x}{|\partial_x|} B((1 + \partial_x^2)\partial_x v, B) + \frac{i\partial_x}{|\partial_x|} B((1 + \partial_x^2)\partial_x B, v) - \frac{i\partial_x}{|\partial_x|} B(\partial_x (\xi v), v) + \partial_x (R(\xi, B)) \]
\[ - \frac{i}{2} \frac{\partial_x}{|\partial_x|} |(R(v, B)| - \frac{i}{2} \frac{\partial_x}{|\partial_x|} |(R(B, v)| - \frac{i}{2} \frac{\partial_x}{|\partial_x|} B(\xi, \partial_x |v|^2)), \]
\[ N_V = \frac{i\partial_x}{|\partial_x|} B((1 + \partial_x^2)\partial_x B, B) - \frac{i}{2} \frac{\partial_x}{|\partial_x|} |(R(B, B)|. \]

Here we used the first equation of (1.4) and (3.2). Thanks to (3.5), we have

\[ (3.6). \]

The nonlinear terms in the r.h.s. of (3.10) come from the nonlinear terms in

\[ (3.6). \]

We rewrite (3.6) to be (3.10) with the nonlinear terms in the following forms

\[ \text{Proof of Proposition 3.2.} \]

\[ \text{In this subsection, we present the proof of Proposition 3.2.} \]

\[ \text{For the quadratic term} \ S_V, \ \text{by virtue of (3.19), we rewrite it in terms of} \ V^+ \ \text{and} \ V^- \ \text{as} \]
\[ S_V = S_{+, +}(V^+, V^+) + S_{-, +}(V^-, V^+), \]

\[ \text{with} \]
\[ S_{+, +}(V^+, V^+) = -\mu \frac{i}{2} \partial_x (T_{\partial_x} V^+) + \frac{1}{2} |\partial_x|(T_{\partial_x} V^+). \]

By the definition of the para-differential operator, we have

\[ \mathcal{F} \left( S_{+, +}(V^+, V^+) \right)(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}} i \left( \frac{1}{2} \xi \text{sign}(\xi - \eta) + \frac{1}{4} |\xi| \right) \sum_{j \in \mathbb{Z}} \varphi_{\leq j-\gamma}(|\xi - \eta|) \varphi_j(|\eta|) \mathcal{F} V^+(\xi - \eta) \mathcal{F} V^+(\eta) d\eta, \]

with the symbol

\[ s_{+, +}(\xi, \eta) = i \left( \frac{1}{2} \xi \text{sign}(\xi - \eta) + \frac{1}{4} |\xi| \right) \sum_{j \in \mathbb{Z}} \varphi_{\leq j-\gamma}(|\xi - \eta|) \varphi_j(|\eta|). \]

Then (3.20) yields \[ s_{+, +}(\xi, \eta) = -s_{+, +}(\xi, \eta) \] which is exactly (3.11). Thanks to (2.3), we have

\[ \sum_{j \in \mathbb{Z}} \varphi_{\leq j-\gamma}(|\xi - \eta|) \varphi_j(|\eta|) \lesssim \varphi_{\leq -6}(\frac{|\xi - \eta|}{|\eta|}), \]

which implies

\[ \xi \cdot \eta > 0 \quad \text{and} \quad \frac{31}{32} |\eta| \leq |\xi| \leq \frac{33}{32} |\eta|. \]
Since
\[
\langle \xi \rangle^{-N_0} \langle \eta \rangle^{-N_0} \left( \langle \xi \rangle^{2N_0} s_{\mu,+}(\xi, \eta) - \langle \eta \rangle^{2N_0} s_{\mu,-}(\eta, \xi) \right)
\]
\[
= i \langle \xi \rangle^{-N_0} \langle \eta \rangle^{-N_0} \left\{ \langle \xi \rangle^{2N_0} \left( \frac{1}{2} \xi \text{sign}(\xi - \eta) + \frac{1}{4} |\xi| \right) \sum_{j \in \mathbb{Z}} \varphi_{\leq j-7}(|\xi - \eta|) \varphi_j(|\eta|) \right\}
\]
\[
- \langle \eta \rangle^{2N_0} \left( \frac{1}{2} \eta \text{sign}(\xi - \eta) + \frac{1}{4} |\eta| \right) \sum_{j \in \mathbb{Z}} \varphi_{\leq j-7}(|\xi - \eta|) \varphi_j(|\xi|) \right\},
\]
and
\[
|\varphi_j(|\xi|) - \varphi_j(|\eta|)| \lesssim \frac{1}{\min\{|\xi|, |\eta|\}} |\xi - \eta|,
\]
using (3.21), we obtain
\[
|\langle \xi \rangle^{-N_0} \langle \eta \rangle^{-N_0} \left( \langle \xi \rangle^{2N_0} s_{\mu,+}(\xi, \eta) - \langle \eta \rangle^{2N_0} s_{\mu,-}(\eta, \xi) \right)| \lesssim |\xi - \eta| \cdot \varphi_{\leq -6} \left( \frac{|\xi - \eta|}{\max\{|\xi|, |\eta|\}} \right).
\]
This is exactly (3.12).

(2) For the quadratic term $Q_V$, by virtue of (3.19), we rewrite it in terms of $V^+$ and $V^-$ as
\[
Q_V = \sum_{\mu, \nu \in \{+,-\}} Q_{\mu, \nu}(V^\mu, V^\nu),
\]
where
\[
Q_{\mu, \nu}(V^\mu, V^\nu) = -\nu \frac{i}{8} \partial_x(T_{\mu, V^\nu} \frac{\partial_x}{\partial_x} P_{\leq 5} V^\nu) - \frac{i}{8} \partial_x(T_{\nu, V^\mu} P_{\leq 5} V^\nu).
\]
Applying Fourier transformation to $Q_{\mu, \nu}(V^\mu, V^\nu)$, we have
\[
\mathcal{F}(Q_{\mu, \nu}(V^\mu, V^\nu))(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}} \left( \nu \xi \text{sign}(\eta) - |\xi| \right) \varphi_{\leq 5}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j-7}(|\xi - \eta|) \varphi_j(|\eta|) \widehat{V^\mu}(\xi - \eta) \widehat{V^\nu}(\eta) d\eta.
\]
Using (3.21), we have the symbol of $Q_{\mu, \nu}(V^\mu, V^\nu)$ as follows
\[
q_{\mu, \nu}(\xi, \eta) = \frac{i}{8} \left( \nu \xi - |\xi| \right) \varphi_{\leq 5}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j-7}(|\xi - \eta|) \varphi_j(|\eta|)
\]
(3.22)
Thanks to (2.6), we obtain
\[
q_{\mu,+}(\xi, \eta) = 0 \quad \text{and} \quad |q_{\mu,-}(\xi, \eta)| \lesssim |\xi| \varphi_{\leq 5}(|\eta|) \varphi_{\leq -6} \left( \frac{|\xi - \eta|}{|\eta|} \right),
\]
which implies $Q_{\mu,+} = 0$ and (3.13).

(3) For the quadratic term $R_V$, by virtue of (3.19), we rewrite it in terms of $V^+$ and $V^-$ as
\[
R_V = \sum_{\mu, \nu \in \{+,-\}} R_{\mu, \nu}(V^\mu, V^\nu),
\]
where
\[
R_{\mu, \nu}(V^\mu, V^\nu) = \nu \frac{i}{8} \partial_x \left( \frac{\partial^2_x}{\partial^2_x} T_{\mu, V^\nu} (1 + \partial^2_x)^{-1} \frac{\partial_x}{\partial_x} P_{\geq 6} V^\nu \right)
\]
\[
+ \frac{i}{8} \frac{\partial_x}{\partial_x} \left( T_{\mu, V^\nu} P_{\geq 6} V^\nu - \mu \nu \frac{i}{8} \frac{\partial_x}{\partial_x} (1 + \partial^2_x) \frac{\partial_x}{\partial_x} P_{\geq 6} V^\nu \right).
\]
Here we used the definition of $B(\cdot, \cdot)$. Applying Fourier transformation to $R_{\mu, \nu}(V^\mu, V^\nu)$, we have
\[
\mathcal{F}(R_{\mu, \nu}(V^\mu, V^\nu))(\xi) = \frac{1}{2\pi} \int_{\mathbb{R}} \left( \nu(|\xi|^2 - |\eta|^2)(1 - |\eta|^2)^{-1} \xi \text{sign}(\eta) \right)
\]
\[
- (\xi - \eta) \text{sign}(\xi) + \mu \nu (1 - |\xi - \eta|^2) |\xi - \eta| (1 - |\eta|^2)^{-1} \text{sign}(\xi) \text{sign}(\eta)
\]
\[
\cdot \varphi_{\geq 6}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j-7}(|\xi - \eta|) \varphi_j(|\eta|) \widehat{V^\mu}(\xi - \eta) \widehat{V^\nu}(\eta) d\eta,
\]
which implies that the symbol of $R_{\mu, \nu}(\cdot, \cdot)$ is
\[
 r_{\mu, \nu}(\xi, \eta) = \frac{i}{8}(\nu((|\xi|^2 - |\eta|^2)(1 - |\eta|^2)^{-1}|\xi| - (\xi - \eta)\text{sign}(\xi) \\
 + \mu(1 - |\xi|^2)|\xi - \eta|(1 - |\eta|^2)^{-1})\varphi_{\geq 6}(|\eta|) \sum_{j \in \mathbb{Z}} \varphi_{\leq j - \tau}(\xi - \eta) \varphi_j(|\eta|),
\]
where we used the fact $\xi \cdot \eta > 0$ (in (3.21)). Using (2.7), we obtain (3.14).

(3) For the quadratic term $M_V$, by virtue of (3.19), we rewrite it in terms of $V^+$ and $V^-$ as
\[
 M_V = \sum_{\mu, \nu \in \{+, -\}} M_{\mu, \nu}(V^\mu, V^\nu),
\]
where
\[
 M_{\mu, \nu}(V^\mu, V^\nu) = -\nu \frac{i}{4} \partial_x (R(V^\mu, \partial_x V^\nu)) - \mu \frac{i}{8} |\partial_x| (R(\partial_x |\partial_x| V^\mu, \partial_x |\partial_x| V^\nu)).
\]
Then we have
\[
 F\left(M_{\mu, \nu}(V^\mu, V^\nu)\right)(\xi) = \frac{1}{2\pi} \int_R \frac{i}{8} (2 \nu \xi \text{sign}(\eta) + \mu \nu |\xi| \text{sign}(\xi - \eta) \text{sign}(\eta)) \times \sum_{j \in \mathbb{Z}} \varphi_j(|\xi - \eta|) \varphi_{|j - 6, j + 6|}(|\eta|) \tilde{V}^\mu(\xi - \eta) \tilde{V}^\nu(\eta) d\eta.
\]
and we obtain the symbol of $M_{\mu, \nu}(\cdot, \cdot)$ as follows
\[
 m_{\mu, \nu}(\xi, \eta) = \frac{i}{8} (2 \nu \xi \text{sign}(\eta) + \mu \nu |\xi| \text{sign}(\xi - \eta) \text{sign}(\eta)) \sum_{j \in \mathbb{Z}} \varphi_j(|\xi - \eta|) \varphi_{|j - 6, j + 6|}(|\eta|).
\]
For fixed $\xi$, when $|\eta| \in (2^k, 2^{k+1})$ with $k \in \mathbb{Z}$, we have
\[
 \sum_{j \in \mathbb{Z}} \varphi_j(|\xi - \eta|) \varphi_{|j - 6, j + 6|}(|\eta|) = \sum_{j = k-6}^{k+7} \varphi_j(|\xi - \eta|) \varphi_{|j - 6, j + 6|}(|\eta|) \\
 \leq \varphi_{|k - 6, k + 7|}(|\xi - \eta|) \leq \varphi_{|6, 7|}(\frac{|\xi - \eta|}{|\eta|}),
\]
which implies (3.15).

(4) For the cubic term $L_V$, we first have
\[
 \tilde{L}_V(\xi) = \frac{i}{2\pi} \int_R \xi \sum_{j \in \mathbb{Z}} \varphi_{\leq j - \tau}(\xi - \eta) \varphi_j(|\eta|) \tilde{B}(\xi - \eta) \tilde{V}(\eta) d\eta.
\]
Then there holds
\[
 (\langle \partial_x \rangle^{N_0} L_V | \langle \partial_x \rangle^{N_0} V \rangle)_2 = \frac{1}{2\pi} \int_R \xi \langle \xi \rangle^{2N_0} \tilde{L}_V(\xi) \tilde{V}(\xi) d\xi \\
 = \frac{i}{(2\pi)^2} \int_R \xi \langle \xi \rangle^{2N_0} \sum_{j \in \mathbb{Z}} \varphi_{\leq j - \tau}(\xi - \eta) \varphi_j(|\eta|) \tilde{B}(\xi - \eta) \tilde{V}(\eta) \tilde{V}(\xi) d\eta d\xi
\]
and
\[
 (\langle \partial_x \rangle^{N_0} L_V | \langle \partial_x \rangle^{N_0} V \rangle)_2 \\
 = -\frac{i}{(2\pi)^2} \int_R \eta \langle \eta \rangle^{2N_0} \sum_{j \in \mathbb{Z}} \varphi_{\leq j - \tau}(\xi - \eta) \varphi_j(|\eta|) \tilde{B}(\xi - \eta) \tilde{V}(\xi) d\eta d\xi
\]

Thanks to (3.7), we have
\[
 \tilde{B}(\eta - \xi) = \tilde{B}(\xi - \eta)
\]
which leads to
\[
\text{Re}\left\{ \left( \langle \partial_x \rangle^{N_0} \mathcal{L}_V \right| \langle \partial_x \rangle^{N_0} V \right) \right\}_2 = \frac{1}{2} \left( \left( \langle \partial_x \rangle^{N_0} \mathcal{L}_V \right| \langle \partial_x \rangle^{N_0} V \right)_2 + \left( \langle \partial_x \rangle^{N_0} \mathcal{L}_V \right| \langle \partial_x \rangle^{N_0} V \right)_2 \right.
\]
\[
= \frac{i}{8\pi^2} \int_{\mathbb{R}^2} l(\xi, \eta) \hat{B}(\xi - \eta) \cdot \langle \eta \rangle^{N_0} \hat{V}(\eta) \cdot \langle \xi \rangle^{N_0} \hat{V}(\xi) \, d\eta d\xi,
\]
where
\[
l(\xi, \eta) = \sum_{j \in \mathbb{Z}} \varphi_{j-2}(|\xi - \eta|) (\xi \langle \eta \rangle^{2N_0} \varphi_j(|\eta|) - \eta \langle \eta \rangle^{2N_0} \varphi_j(|\xi|)) \langle \xi \rangle^{-N_0} \langle \eta \rangle^{-N_0}.
\]
Using (2.6) for \(l(\xi, \eta)\), there holds
\[
|\xi| \sim |\eta|, \quad \xi \cdot \eta > 0.
\]
For fixed \(\xi, \eta\), we have
\[
|\varphi_j(|\xi|) - \varphi_j(|\eta|)| \lesssim \min\{|\xi|, |\eta|\} |\xi - \eta| \lesssim \frac{1}{|\xi|} |\xi - \eta|.
\]
Noticing that for fixed \(\xi, \eta\), the summation in \(l(\xi, \eta)\) is finite, we get
\[
|l(\xi, \eta)| \lesssim |\xi - \eta|.
\]
Then we obtain
\[
|\text{Re}\left\{ \left( \langle \partial_x \rangle^{N_0} \mathcal{L}_V \right| \langle \partial_x \rangle^{N_0} V \right) \right\}_2 | \lesssim \int_{\mathbb{R}^2} |\xi - \eta| |\hat{B}(\xi - \eta)\hat{V}(\eta)\hat{V}(\xi)| \, d\eta d\xi
\]
\[
\lesssim \|\xi \hat{B}(\xi)\|_{L^2} \|\xi \hat{V}(\xi)\|_{L^2} \lesssim \|\xi \hat{B}(\xi)\|_{L^2} \|V\|_{H^{N_0}}^2 \lesssim \|B\|_{H^2} \|V\|_{H^{N_0}}^2.
\]
Thanks to (3.23), we have
\[
\|B\|_{H^2} = \|B(\zeta, v)\|_{H^2} \lesssim \|\zeta\|_{L^{\infty}} \|v\|_{L^2}.
\]
Thus we obtain
\[
|\text{Re}\left\{ \left( \langle \partial_x \rangle^{N_0} \mathcal{L}_V \right| \langle \partial_x \rangle^{N_0} V \right) \right\}_2 | \lesssim \|\zeta\|_{L^{\infty}} \|v\|_{L^2}^2 \|V\|_{H^{N_0}}^2.
\]
This is (3.10).

(5) For the cubic term \(C_V\), we first have
\[
\|C_V\|_{H^{N_0}} \lesssim (\|\zeta\|_{W^{1,\infty}} + \|v\|_{W^{1,\infty}}) \|B\|_{H^{N_0}} + \|\partial_x (\partial_x^2 T\zeta)(1 + \partial_x^2)^{-1} P_\geq 6 B\|_{H^{N_0}}
\]
\[
+ \|B((1 + \partial_x^2)\partial_x v, B)\|_{H^{N_0}} + \|B((1 + \partial_x^2)\partial_x B, v)\|_{H^{N_0}}
\]
\[
+ \|B(\partial_x(\zeta v), v)\|_{H^{N_0}} + \|B(\zeta, \partial_x(|v|^2))\|_{H^{N_0}}.
\]
Since
\[
\partial_x (\partial_x^2 T\zeta)(1 + \partial_x^2)^{-1} P_\geq 6 B
\]
we have
\[
\|\partial_x (\partial_x^2 T\zeta)(1 + \partial_x^2)^{-1} P_\geq 6 B\|_{H^{N_0}} \lesssim \|\partial_x (\partial_x^2 (1 + \partial_x^2)^{-1} P_\geq 6 B)\|_{H^{N_0}}
\]
\[
+ \|\partial_x (\partial_x^2 (1 + \partial_x^2)^{-1} \partial_x P_\geq 6 B)\|_{H^{N_0}} + \|\partial_x (\partial_x^2 (1 + \partial_x^2)^{-1} P_\geq 6 B)\|_{H^{N_0}}
\]
\[
\lesssim \|\zeta\|_{W^{3,\infty}} \|B\|_{H^{N_0}}.
\]
Thanks to (3.23), we can bound the last four terms of (3.23) by
\[
\lesssim \|(1 + \partial_x^2)\partial_x v\|_{L^\infty} \|B\|_{H^{N_0}} + \|\partial_x (\partial_x^2 (1 + \partial_x^2)^{-1} \partial_x P_\geq 6 B)\|_{H^{N_0}}
\]
\[
+ \|\partial_x (\partial_x^2 (1 + \partial_x^2)^{-1} \partial_x P_\geq 6 B)\|_{H^{N_0}} + \|\partial_x (\partial_x^2 (1 + \partial_x^2)^{-1} P_\geq 6 B)\|_{H^{N_0}}
\]
\[
\lesssim \|B\|_{H^{N_0}} \|v\|_{H^{N_0}} + \|\zeta\|_{W^{1,\infty}} \|v\|_{H^{N_0}}^2.
\]
where we used the Sobolev inequality and the assumption \(N_0 \geq 4\). Then we obtain
\[
\|C_V\|_{H^{N_0}} \lesssim (\|\zeta\|_{H^{N_0}} + \|v\|_{H^{N_0}}) \|B\|_{H^{N_0}+1} + \|\zeta\|_{W^{1,\infty}} \|v\|_{H^{N_0}}^2.
\]
Using (3.8) again, we have
\[
\|B\|_{H^{N_0+1}} = \|B(\zeta, v)\|_{H^{N_0+1}} \lesssim \|\zeta\|_{L^\infty} \|v\|_{H^{N_0}}.
\]
Thus, we obtain
\[
\|C_V\|_{H^{N_0}} \lesssim \|\zeta\|_{W^{1,\infty}} (\|\zeta\|_{H^{N_0}} + \|v\|_{H^{N_0}}^2).
\]
This is (3.17).

(6) For the quartic term $N_\nu$, using (3.8), we have\[\|\mathcal{N}_\nu\|_{H^{N_\nu}} \lesssim \| (1 + \partial_x^2) \partial_x B \|_{L^\infty} \| B \|_{H^{N_\nu}} + \| \partial_x B \|_{L^\infty} \| B \|_{H^{N_\nu}} \lesssim \| B \|_{H^{N_\nu}}^2.\]

Using (3.8) again for $B = B(\zeta, v)$, we obtain\[\|\mathcal{N}_\nu\|_{H^{N_\nu}} \lesssim \| \zeta \|_{L^\infty}^2 \| v \|_{H^{N_\nu}}^2.\]

This is (3.18). The proposition is proved. \hfill \Box

4. The proof of Theorem 1.1

In this section, we shall prove Theorem 1.1. The proof relies on the continuity argument and the a priori estimates which are presented in the following subsections.

4.1. Ansatz for the continuity argument. Our first ansatz for the continuity argument is about the amplitude of $\zeta$. We assume that\[\| \zeta(t) \|_{L^\infty} \leq \frac{1}{2C_B}, \quad \text{for} \quad t \in [0, T_\varepsilon], \tag{4.1}\]

where $C_B$ is a constant determined in Lemma 3.3. We define the energy functional\[\mathcal{E}_{N_0}(t) = \| \zeta(t) \|_{H^{N_0}}^2 + \| v(t) \|_{H^{N_0}}^2.\]

Our second ansatz for the continuity argument is about the energy. We assume that\[\mathcal{E}_{N_0}(t) \leq 2C_0\varepsilon^2, \quad \text{for} \quad t \in [0, T_\varepsilon], \tag{4.2}\]

where $C_0 > 1$ is a universal constant that will be determined in the end of the proof. We take\[T_\varepsilon = \frac{C_1}{C_2} \varepsilon^{-\frac{4}{3}}, \quad C_0 = 2C_1,\]

where $C_1, C_2$ are constants stated in the following Proposition 4.1.

We use the standard continuity argument: since for small $\varepsilon$,

\[\mathcal{E}_{N_0}(0) = \varepsilon^2 < 2C_0\varepsilon^2, \quad \| \zeta(0) \|_{L^\infty} \leq \frac{1}{4C_B} < \frac{1}{2C_B},\]

the ansatz (4.1) and (4.2) hold on a short time interval $[0, t^\ast)$, where $t^\ast$ is the maximal possible time on which (4.1) and (4.2) are correct. Without loss of generality, we assume that $T_\varepsilon = t^\ast$. To close the continuity argument, we need the following two steps:

**Step 1.** There exists a small constant $\varepsilon_0 > 0$, such that for all $\varepsilon < \varepsilon_0$, we can improve the ansatz (4.1) to

\[\| \zeta(t) \|_{L^\infty} \leq \frac{1}{4C_B}, \quad \text{for} \quad t \in [0, T_\varepsilon]. \tag{4.3}\]

**Step 2.** There exists a small constant $\varepsilon_0 > 0$, such that for all $\varepsilon < \varepsilon_0$, we can improve the ansatz (4.2) to\[\mathcal{E}_{N_0}(t) \leq C_0\varepsilon^2, \quad \text{for} \quad t \in [0, T_\varepsilon]. \tag{4.4}\]

Theorem 1.1 follows from the above two steps and the local regularity theorem. To complete the above two steps, we need Proposition 4.1 in the following subsection. Thus, the rest of this section is concerned with the proof of Proposition 4.1.

4.2. The a priori energy estimates. The main result of this section is about the a priori estimates of (1.3)-(1.5) which is stated in the following proposition.

**Proposition 4.1.** Under the ansatz (1.1) and (1.2), the solution $(\zeta, v)$ of (1.4)-(1.5) satisfies

\[\mathcal{E}_{N_0}(t) \leq C_1\varepsilon^2 + C_2\varepsilon^{\frac{4}{3}} \varepsilon^2, \quad \text{for} \quad t \in (0, T_\varepsilon], \tag{4.5}\]

where $C_1$ and $C_2$ are two universal constants, and $T_\varepsilon = \frac{C_1}{C_2} \varepsilon^{-\frac{4}{3}}$.\hfill \Box
Proof. We shall divide the proof into several steps.

**Step 1. The a priori energy estimate.** Thanks to (3.8) and (4.1), we have
\[ \|B(\zeta, v)\|_{H^N_0} \leq \frac{1}{2} \|v\|_{H^N_0}, \]
which along with (3.2), (4.5) implies that
\[ \mathcal{E}_{\mathcal{N}_0}(t) \sim \|\zeta(t)\|_{H^N_0}^2 + \|u(t)\|_{H^N_0}^2 \sim \|V(t)\|_{H^N_0}^2, \quad \text{for} \quad t \in [0, T_*]. \] (4.6)

By virtue of (4.6), we perform the energy estimate of (3.10). First, we have
\[ \frac{1}{2} \frac{d}{dt} \|V(t)\|_{H^N_0}^2 = \text{Re} \left( \langle (\partial_x)^{N_0} S V | (\partial_x)^{N_0} V \rangle_2 + \langle (\partial_x)^{N_0} Q V | (\partial_x)^{N_0} V \rangle_2 + \langle (\partial_x)^{N_0} R V | (\partial_x)^{N_0} V \rangle_2 \right) + \langle (\partial_x)^{N_0} M V | (\partial_x)^{N_0} V \rangle_2 + \langle (\partial_x)^{N_0} \mathcal{L} V | (\partial_x)^{N_0} V \rangle_2 + \langle (\partial_x)^{N_0} (\mathcal{C} V + N_V) | (\partial_x)^{N_0} V \rangle_2 \right). \]

Thanks to the estimates (3.16), (3.17) and (3.18) in Proposition 3.2 using (4.2) and (4.6), we obtain
\[ \mathcal{E}_{\mathcal{N}_0}(t) \lesssim \varepsilon^2 + |\text{Re}(I + II + III + IV)| + t\varepsilon^4, \] (4.7)
where
\[
I \overset{\text{def}}{=} \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \langle \xi \rangle^{2N_0} s_{\mu, +}(\xi, \eta) \hat{V}^\mu(\xi + \eta) \hat{V}^+(\eta) \hat{V}^+(-\eta) d\eta d\xi dt, \\
II \overset{\text{def}}{=} \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \langle \xi \rangle^{2N_0} q_{\mu, -}(\xi, \eta) \hat{V}^\mu(\xi + \eta) \hat{V}^-(\eta) \hat{V}^-(-\eta) d\eta d\xi dt, \\
III \overset{\text{def}}{=} \sum_{\mu, \nu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \langle \xi \rangle^{2N_0} r_{\mu, \nu}(\xi, \eta) \hat{V}^\mu(\xi - \eta) \hat{V}^\nu(\eta) \hat{V}^+(-\eta) d\eta d\xi dt, \\
IV \overset{\text{def}}{=} \sum_{\mu, \nu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \langle \xi \rangle^{2N_0} m_{\mu, \nu}(\xi, \eta) \hat{V}^\mu(\xi - \eta) \hat{V}^\nu(\eta) \hat{V}^+(-\eta) d\eta d\xi dt. \] (4.8)

**Step 2. The evolution equation and estimates of the profile.** To estimate the quadratic terms in (4.8), we introduce the profiles $f$ and $g$ of $V$ and $(\partial_x)^{N_0} V$ as follows
\[ f = e^{-i\lambda \Lambda} V \quad \text{and} \quad g = (\partial_x)^{N_0} f. \]

Thanks to (4.6), we have
\[ \mathcal{E}_{\mathcal{N}_0}(t) \sim \|V(t)\|_{H^N_0}^2 \sim \|f(t)\|_{H^N_0}^2 \approx \|g(t)\|_{L^2}^2. \] (4.9)

By virtue of the definition of $f$ and the equation (4.6), we have
\[ \partial_t f = e^{-i\lambda \Lambda} \left( -\partial_x (T_\zeta V) + \frac{i}{2} [\partial_x, |T_\zeta|] V + N_\zeta + i \frac{\partial_x}{|\partial_x|} N_u \right). \] (4.10)

Notice that the r.h.s of (4.10) consists in quadratic terms and higher order terms.

To bound $\partial_t f$, we have to investigate the expressions of $N_\zeta$ and $N_u$. Thanks to (3.9) and (2.6), there holds
\[ \text{supp } \hat{B}(\cdot, \cdot)(\xi) \subset \{ \xi \in \mathbb{R} \mid |\xi| \geq \frac{\varepsilon}{2} \}, \]
which along with the expressions of $N_\zeta$ and $N_u$ shows that
\[ P_{\leq 0} N_\zeta = -\partial_x P_{\leq 0} \left( \frac{1}{2} T_\zeta P_{\leq 5} v + R(\zeta, v) \right), \quad P_{\leq 0} N_u = \frac{1}{2} \partial_x P_{\leq 0} (T_\zeta P_{\leq 5} \zeta - R(v, v)). \]

Then we have
\[ \frac{1}{|\partial_x|} P_{\leq 1} \partial_x f \|_{L^2} \lesssim (\|v\|_{L^\infty} + \|\zeta\|_{L^\infty}) \left( \|v\|_{L^2} + \|\zeta\|_{L^2} + \|v\|_{L^2} \right). \]

Whereas the expressions of $N_\zeta$ and $N_u$ give rise to
\[
\|P_{\geq 1} \partial_x f\|_{H^N_0} \lesssim (\|v\|_{L^\infty} + \|\zeta\|_{W^{3, \infty}})(\|V\|_{H^N_0} + \|v\|_{H^N_0} + \|\zeta\|_{H^N_0} + \|u\|_{H^N_0} \\
+ \|B(\zeta, v)\|_{H^N_0} + \|B(\partial_x \zeta, v)\|_{H^{N_0-1}} + \|B(\zeta, \partial_x |v|^2)\|_{H^{N_0-1}}) \}
\]

The first equation of (1.4) shows that
\[ \partial_t \zeta = -(1 + \partial_x^2) \partial_x \zeta - \partial_x (\zeta v). \]
Thanks to \(3.3\) and \(4.3\), we obtain
\[
\| \frac{1}{|\partial_x|} \partial_t f \|_{H^{N_0}} \lesssim (\|v\|_{W^{3,\infty}} + \|\xi\|_{W^{3,\infty}}) (\|V\|_{H^{N_0}} + \|V\|_{H^{N_0}}^2) \lesssim \epsilon^2 + \epsilon^3 \lesssim \epsilon^2.
\]

(4.11)

**Step 3. Estimate for Re(I).** In this step, we shall prove
\[
|\text{Re}(I)| \lesssim \epsilon^2 + t\epsilon^{4/3} \cdot \epsilon^2.
\]

(4.12)

By the expression of \(I\), using \((3.11)\), we have
\[
I = - \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} (\xi)^{2N_0} \hat{s}_{\mu,+}(\xi,\eta) \hat{V}^\mu(\xi - \eta) \hat{V}^+(\eta) \hat{V}^+(\xi) d\eta d\xi dt
\]

Noticing that
\[
\hat{V}^\mu(\xi) = \hat{V}^\mu(-\xi),
\]
we have
\[
I = - \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} (\xi)^{2N_0} \hat{s}_{\mu,+}(\xi,\eta) \hat{V}^{-\mu}(\eta - \xi) \hat{V}^+(\eta) \hat{V}^+(\xi) d\eta d\xi dt
\]

\[
= - \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} (\eta)^{2N_0} \hat{s}_{\mu,+}(\eta,\xi) \hat{V}^{-\mu}(\xi - \eta) \hat{V}^+(\eta) \hat{V}^+(\xi) d\eta d\xi dt.
\]

Since \(\text{Re}(I) = \frac{1}{2}(I + \hat{I})\), we obtain
\[
\text{Re}(I) = \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \hat{s}_{\mu,+}(\xi,\eta) \hat{V}^\mu(\xi - \eta) \cdot \langle \eta \rangle^{N_0} \hat{V}^+(\eta) \cdot \langle \xi \rangle^{N_0} \hat{V}^-(\eta) d\eta d\xi dt,
\]

where
\[
\hat{s}_{\mu,+}(\xi,\eta) = \langle \xi \rangle^{-N_0} \langle \eta \rangle^{-N_0} \langle (\xi)^{2N_0} s_{\mu,+}(\xi,\eta) - \langle \eta \rangle^{2N_0} s_{\mu,-}(\eta,\xi) \rangle.
\]

Thanks to \(3.12\), we have
\[
\text{supp} \hat{s}_{\mu,+} \subset \mathcal{S} \overset{\text{def}}{=} \{(\xi,\eta) \in \mathbb{R}^2 \mid |\xi - \eta| \leq 2^{-5} \max\{|\xi|,|\eta|\}\}.
\]

(4.13)

and
\[
|\hat{s}_{\mu,+}(\xi,\eta)| \lesssim |\xi - \eta| \cdot 1_{\mathcal{S}}(\xi,\eta).
\]

(4.14)

For simplicity, we denote
\[
\mathcal{S}_\mu(\xi,\eta) \overset{\text{def}}{=} \hat{s}_{\mu,+}(\xi,\eta) \hat{V}^\mu(\xi - \eta) \cdot \langle \eta \rangle^{N_0} \hat{V}^+(\eta) \cdot \langle \xi \rangle^{N_0} \hat{V}^-(\eta).
\]

To estimate \(\text{Re}(I)\), we rewrite \(\mathcal{S}_\mu(\xi,\eta)\) in terms of profiles \(f^\pm, g^\pm\) as follows
\[
\mathcal{S}_\mu(\xi,\eta) = e^{it\Phi_{\mu,+}(\xi,\eta)} \hat{s}_{\mu,+}(\xi,\eta) \hat{f}^\mu(\xi - \eta) \cdot \hat{g}^+(\eta) \cdot \hat{g}^-(\xi).
\]

(4.15)

Thanks to Lemma \(2.1\) we have
\[
\Phi_{-,+}(\xi,\eta) = -\Phi_{+,+}(\xi,\eta).
\]

Then the estimate of \(\int_0^t \int_{\mathbb{R}^2} \mathcal{S}_-(\xi,\eta) d\eta d\xi dt\) is similar to \(\int_0^t \int_{\mathbb{R}^2} \mathcal{S}_+(\xi,\eta) d\eta d\xi dt\). We only derive the estimate for \(\int_0^t \int_{\mathbb{R}^2} \mathcal{S}_+(\xi,\eta) d\eta d\xi dt\).

By the expression of \(\Phi_{+,+}(\xi,\eta)\), we divide \(\mathcal{S}_+(\xi,\eta)\) into two parts as follows
\[
\mathcal{S}_+(\xi,\eta) = \mathcal{S}_{+,+}^{\geq 0}(\xi,\eta) + \mathcal{S}_{+,+}^{< 0}(\xi,\eta),
\]

\[
\mathcal{S}_{+,+}^{\geq 0}(\xi,\eta) \text{ and } \mathcal{S}_{+,+}^{< 0}(\xi,\eta).
\]

**Step 3.1. Estimate for the integral of \(\mathcal{S}_+^{\geq 0}(\xi,\eta)\).** For \((\xi - \eta) \cdot \eta > 0\), Lemma \(2.1\) shows that
\[
\Phi_{+,+}(\xi,\eta) = 3|\xi| |\xi - \eta||\eta|.
\]

Now we split the integral of \(\mathcal{S}_+^{\geq 0}(\xi,\eta)\) into two parts which correspond to high and low frequencies respectively, i.e.,
\[
|\xi| \geq 2^{-D+1} \text{ and } |\xi| \leq 2^{-D},
\]

where \(D \in \mathbb{N}\) is a large number that will be determined later on.
(1). For $|\xi| \geq 2^{-D-1}$, using (3.21) and (4.14), we have
\[
\frac{\hat{s}_{+}^+(\xi, \eta)}{r_{\Phi,+}^+(\xi, \eta)} \lesssim \frac{1}{|\xi||\eta|} \sim \frac{1}{|\xi|^2}.
\] (4.16)

Using (4.15), we have
\[
\mathcal{G}_{+}^{0}(\xi, \eta) = \frac{\hat{s}_{+}^+(\xi, \eta)}{i\Phi,+^+(\xi, \eta)} \frac{d}{dt} e^{i\Phi_{+,+}(\xi, \eta)} \hat{f}(\xi - \eta) \cdot \hat{g}(\eta) \cdot \hat{g}^-(\eta) \cdot 1_{(\xi, \eta) \neq 0}. \]

Integrating by parts with respect to $t$, we have
\[
\int_{0}^{t} \int_{\mathbb{R}^2} \mathcal{G}_{+}^{0}(\xi, \eta) \varphi_{\geq -D}(|\xi|) d\eta d\xi dt
= \int_{\mathbb{R}^2} \frac{\hat{s}_{+}^+(\xi, \eta)}{i\Phi,+^+(\xi, \eta)} \frac{d}{dt} e^{i\Phi_{+,+}(\xi, \eta)} \hat{f}(\xi - \eta) \cdot \hat{g}(\eta) \cdot \hat{g}^-(\eta) \cdot \hat{g}^+(\eta) \cdot \varphi_{\geq -D}(|\xi|) \cdot 1_{(\xi, \eta) \neq 0} d\eta d\xi dt
\]

\[
- \int_{0}^{t} \int_{\mathbb{R}^2} \frac{\hat{s}_{+}^+(\xi, \eta)}{i\Phi,+^+(\xi, \eta)} \frac{d}{dt} e^{i\Phi_{+,+}(\xi, \eta)} \partial_t \left( \hat{f}(\xi - \eta) \cdot \hat{g}(\eta) \cdot \hat{g}^-(\eta) \cdot \hat{g}^+(\eta) \right) \cdot \varphi_{\geq -D}(|\xi|) 1_{(\xi, \eta) \neq 0} d\eta d\xi dt.
\]

Thanks to (3.21) and (4.16), we have
\[
|A_1| \lesssim \sum_{\tau \in \{0, t\}} \int_{\mathbb{R}^2} \frac{1}{|\xi|^2} |\hat{f}(\tau, \xi - \eta)| \cdot |\hat{g}(\tau, \eta)| \cdot |\hat{g}(\tau, -\xi)| \varphi_{\geq -D}(|\xi|) d\eta d\xi
\]

\[
\lesssim \sum_{\tau \in \{0, t\}} \|\hat{f}(\tau, \xi)\|_{L^2} \|\frac{1}{|\xi|^2} \hat{g}(\tau, \xi)\|_{L^1(|\xi| \geq 2^{-D-2})} \|\hat{g}(\tau, \xi)\|_{L^2}
\]

\[
\lesssim 2^{\frac{3}{4}D} (\|f(0)\|_{L^2} + \|g(0)\|_{L^2}^2) + \|f(t)\|_{L^2} \|g(t)\|_{L^2}^2),
\]

where we used the following formula in the last inequality
\[
\left\| \frac{1}{|\xi|^2} \hat{g}(\tau, \xi) \right\|_{L^1(|\xi| \geq 2^{-D-2})} \lesssim 2^{\frac{3}{4}D} \|\hat{g}(\tau, \xi)\|_{L^2}, \quad \text{for any } r > \frac{1}{2}. \] (4.17)

Whereas using (3.21) and (4.16), we have
\[
|A_2| \lesssim \sup_{(0, t)} \int_{|\xi|} \frac{1}{|\xi|^2} \left( |\partial_\xi \hat{f}(\xi - \eta)| \cdot |\hat{g}(\eta)| \cdot |\hat{g}^-(\eta)| + |\hat{f}(\xi - \eta)| \cdot |\partial_\xi (\hat{g}^+(\eta) \hat{g}^-(\eta))| \right) \varphi_{\geq -D}(|\xi|) d\eta d\xi
\]

\[
\lesssim \sup_{(0, t)} \left( \frac{1}{|\xi|^2} \|\partial_\xi \hat{f}(\xi)\|_{L^2} \|\frac{1}{|\xi|^2} \hat{g}(\xi)\|_{L^1(|\xi| \geq 2^{-D-2})} \|\hat{g}(\xi)\|_{L^2} + \|\hat{f}(\xi)\|_{L^2} \|\frac{1}{|\xi|^2} \hat{g}(\xi)\|_{L^1(|\xi| \geq 2^{-D-2})} \|\hat{g}(\xi)\|_{L^2} \right)
\]

\[
\lesssim 2^{\frac{3}{4}D} t \sup_{(0, t)} \left( \frac{1}{|\xi|^2} \|\partial_\xi f\|_{L^2} + \|g\|_{L^2}^2 \right) + \|f\|_{L^2} \|\frac{1}{|\xi|^2} \partial_\xi g\|_{L^2} \|g\|_{L^2},
\]

where we used (4.17) in the last inequality.

Thanks to (1.2), (4.9) and (4.11), noticing that $g = \langle \partial_\xi \rangle^{N_0} f$, we have
\[
\left\| \int_{0}^{t} \int_{\mathbb{R}^2} \mathcal{G}_{+}^{0}(\xi, \eta) \varphi_{\geq -D}(|\xi|) d\eta d\xi dt \right\| \lesssim 2^{\frac{3}{4}D} e^3 + 2^{\frac{3}{2}D} t e^4. \] (4.18)

(2). For $|\xi| < 2^{-D}$, we have $|\eta| < 2^{-D+1}$ for any $(\xi, \eta) \in \mathbb{S}$. Using (4.13) and (4.15), we have
\[
\left| \int_{0}^{t} \int_{\mathbb{R}^2} \mathcal{G}_{+}^{0}(\xi, \eta) \varphi_{\leq -D-1}(|\xi|) d\eta d\xi dt \right|
\]

\[
\lesssim t \sup_{(0, t)} \int_{-2^{-D}}^{2^{-D}} \int_{-2^{-D+1}}^{2^{-D+1}} \|\xi - \eta\| |\hat{f}(\xi - \eta)| \cdot |\hat{g}(\eta)| \cdot |\hat{g}(\xi)| d\eta d\xi
\]

\[
\lesssim t \sup_{(0, t)} \|\xi \hat{f}(\xi)\|_{L^2} \|\hat{g}(\xi)\|_{L^1(|\xi| < 2^{-D+1})} \|\hat{g}\|_{L^2} \lesssim 2^{\frac{1}{2}D} t \sup_{(0, t)} \|\partial_\xi f\|_{L^2} \|g\|_{L^2}^2,
\]

which along with (4.2) and (4.3) implies that
\[
\left| \int_{0}^{t} \int_{\mathbb{R}^2} \mathcal{G}_{+}^{0}(\xi, \eta) \varphi_{\leq -D-1}(|\xi|) d\eta d\xi dt \right| \lesssim 2^{\frac{1}{2}D} t e^3. \] (4.19)
Taking \( D = \lfloor \log_2 \varepsilon^{-\frac{\lambda}{2}} \rfloor \) (i.e., \( 2^D \sim \varepsilon^{-\frac{\lambda}{2}} \)) in (4.18) and (4.19), we have
\[
\left| \int_0^t \int_{\mathbb{R}^2} \mathcal{G}^{\geq 0}_+ (\xi, \eta) d\eta d\xi dt \right| \lesssim \varepsilon^2 + t \varepsilon^{\frac{\lambda}{2}}. \tag{4.20}
\]
Here the notation \([x]\) means the largest integer that does not exceed \(x\).

Step 3.2. Estimate for the integral of \( \mathcal{G}_+^{\leq 0}(\xi, \eta) \). For \((\xi, \eta) \in S\) with \((\xi - \eta) \cdot \eta < 0\), there holds
\[
\xi \cdot \eta > 0, \quad \frac{31}{32} |\eta| \leq |\xi| < |\eta|. \tag{4.21}
\]
Lemma 2.1 yields
\[
\Phi_{+,+}(\xi, \eta) = -\frac{3}{2} |\xi - \eta| (3|\xi|^2 + 3|\eta|^2 + |\xi - \eta|^2 - 4) = -2|\xi - \eta| \phi_{+,+}(\xi, \eta), \tag{4.22}
\]
where
\[
\phi_{+,+}(\xi, \eta) = \xi^2 + |\eta|^2 - \frac{1}{2} \xi \cdot \eta - 1.
\]

Now, we split the frequencies space into three parts as follows:

(1). For high frequencies \(|\eta| \geq 2^D\) and low frequencies \(|\eta| \leq \frac{1}{2}\), using (4.12), we have
\[
|\Phi_{+,+}(\xi, \eta)| \sim |\xi - \eta||\eta|^2 \quad \text{and} \quad \left| \frac{s_{+,+}(\xi, \eta)}{t \Phi_{+,+}(\xi, \eta)} \right| \lesssim \frac{1}{|\eta|^2}, \quad \text{for} \quad |\eta| \geq 2^5,
\]
\[
|\Phi_{+,+}(\xi, \eta)| \sim |\xi - \eta| \quad \text{and} \quad \left| \frac{s_{+,+}(\xi, \eta)}{t \Phi_{+,+}(\xi, \eta)} \right| \lesssim 1, \quad \text{for} \quad |\eta| \leq \frac{1}{2}.
\]

Similarly as in the derivation of (4.18), integrating by parts with respect to \(t\), we have
\[
\left| \int_0^t \int_S \mathcal{G}_+^{< 0}(\xi, \eta) \cdot (\varphi_{\leq 2}(|\eta|) + \varphi_{\geq 6}(|\eta|)) d\eta d\xi dt \right| \lesssim \varepsilon^3 + t \varepsilon^4. \tag{4.23}
\]

(2). For moderate frequencies with large modulation of \(\phi_{+,+}(\xi, \eta)\), i.e.,
\[
|\eta| \in \left[ \frac{1}{4}, 2^6 \right] \quad \text{and} \quad |\phi_{+,+}(\xi, \eta)| \geq 2^{-D-1},
\]
using (4.21) and (4.22), we have
\[
\left| \frac{s_{+,+}(\xi, \eta)}{t \Phi_{+,+}(\xi, \eta)} \right| \lesssim \frac{1}{|\phi_{+,+}(\xi, \eta)|} \lesssim 2^D.
\]

Following a similar argument as for (4.18), integrating by parts with respect to \(t\), noticing that the integral set is bounded, we have
\[
\left| \int_0^t \int_{\mathbb{R}^2} \mathcal{G}_+^{< 0}(\xi, \eta) \cdot \varphi_{[-1,2]}(|\eta|) \varphi_{\geq 6}(\phi_{+,+}(\xi, \eta)) d\eta d\xi dt \right| \lesssim 2^D \varepsilon^3 + 2^D t \varepsilon^4. \tag{4.24}
\]

(3). For moderate frequencies with small modulation of \(\phi_{+,+}(\xi, \eta)\), i.e.,
\[
|\eta| \in \left[ \frac{1}{4}, 2^6 \right] \quad \text{and} \quad |\phi_{+,+}(\xi, \eta)| \leq 2^{-D},
\]
using (4.21), we only consider the integral over the set
\[
S_+ = \{(\xi, \eta) \in \mathbb{R}^2 \mid \eta \in \left[ \frac{1}{4}, 2^6 \right], \frac{31}{32} \eta \leq \xi < \eta\},
\]
since the integral over the set
\[
S_- = \{(\xi, \eta) \in \mathbb{R}^2 \mid \eta \in [-2^6, -\frac{1}{4}], \eta < \xi \leq \frac{31}{32} \eta\},
\]
could be estimated in a similar way.

Introducing the coordinate transformation on \(S_+\) as follows
\[
\Psi : S_+ \rightarrow \tilde{S}_+ \subset \mathbb{R}^2,
\]
\[
(\xi, \eta) \mapsto (\tilde{\xi}, \eta) = (\phi_{+,+}(\xi, \eta), \eta),
\]
we have
\[
\det \left( \frac{\partial \Psi(\xi, \eta)}{\partial (\xi, \eta)} \right) = \frac{\partial \phi_{+,+}(\xi, \eta)}{\partial \xi} = 2\xi - \frac{1}{2} \eta \sim \eta \sim 1, \tag{4.25}
\]
which implies that $\Psi$ is invertible and we denote by

$$\Psi^{-1}(\xi, \eta).$$

Changing variables $(\xi, \eta)$ to $(\tilde{\xi}, \tilde{\eta})$, using (4.25), we have

$$\int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \cdot \mathcal{P}_{[-1,5]}(|\eta|) \varphi \lesssim D^{-1}(\phi_+, (\xi, \eta)) \, d\eta \, dt \lesssim t \sup_{(0,t)} \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \xi) \cdot \mathcal{P}_{[-1,5]}(|\eta|) \varphi \lesssim D^{-1}(\phi_+, (\xi, \eta)) \, d\eta \, dt \lesssim 2^{-\frac{1}{2}D} \sup_{(0,t)} \|f\|_{L^2} \|g\|_{L^2}^2,$$

which along with (4.2) and (4.9) implies that

$$\left| \int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \cdot \mathcal{P}_{[-1,5]}(|\eta|) \varphi \lesssim D^{-1}(\phi_+, (\xi, \eta)) \, d\eta \, dt \right| \lesssim 2^{-\frac{1}{2}D} t \varepsilon^3. \quad (4.26)$$

The same estimate holds for $\int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \cdot \mathcal{P}_{[-1,5]}(|\eta|) \varphi \lesssim D^{-1}(\phi_+, (\xi, \eta)) \, d\eta \, dt$. Taking $D = \left\lfloor \log \frac{\varepsilon}{\varepsilon^3} \right\rfloor$ (i.e., $2^D \sim \varepsilon^{-\frac{1}{2}}$) in (4.24) and (4.26), we obtain

$$\left| \int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \cdot \mathcal{P}_{[-1,5]}(|\eta|) \varphi \lesssim D^{-1}(\phi_+, (\xi, \eta)) \, d\eta \, dt \right| \lesssim \varepsilon^2 + t \varepsilon^3 \cdot \varepsilon^2. \quad (4.27)$$

Thanks to (4.26) and (4.27), we obtain

$$\left| \int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \, d\eta \, dt \right| \lesssim \varepsilon^2 + t \varepsilon^3 \cdot \varepsilon^2. \quad (4.28)$$

**Step 3.3. Estimate for $Re(I)$.** Combining (4.24) and (4.28), we get

$$\left| \int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \, d\eta \, dt \right| \lesssim \varepsilon^2 + t \varepsilon^3 \cdot \varepsilon^2.$$

The same estimate holds for $\int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \, d\eta \, dt$. Then we obtain

$$|\text{Re}(I)| \leq \left| \int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \, d\eta \, dt \right| + \left| \int_0^t \int_{\mathbb{R}^+} \mathcal{S}_+^{<0}(\xi, \eta) \, d\eta \, dt \right| \lesssim \varepsilon^2 + t \varepsilon^3 \cdot \varepsilon^2,$$

This is exactly (4.28).

**Step 4. Estimate for $Re(II)$.** In this step, we will prove

$$|\text{Re}(II)| \lesssim \varepsilon^2 + t \varepsilon^3 \cdot \varepsilon^2, \quad (4.29)$$

By the expression of $II$, denoting by

$$\Omega_{\mu, -}(\xi, \eta) \overset{\text{def}}{=} \bar{q}_{\mu, -}(\xi, \eta) \cdot \mathcal{V}(\xi - \eta) \cdot \langle \eta \rangle N_0 \mathcal{V}^-(\eta) \cdot \langle \xi \rangle N_0 \mathcal{V}^+(\xi),$$

with

$$\bar{q}_{\mu, -}(\xi, \eta) = \langle \eta \rangle^{-N_0} \langle \xi \rangle^{N_0} q_{\mu, -}(\xi, \eta),$$

we have

$$II = \sum_{\mu \in \{+, -\}} \int_0^t \int_{\mathbb{R}^2} \Omega_{\mu, -}(\xi, \eta) \, d\eta \, dt.$$

**Step 4.1. Estimate for $\sum_{\mu \in \{+, -\}} \int_0^t \int_{\mathbb{R}^2} \Omega_{\mu, -}(\xi, \eta) \, d\eta \, dt$.** Now, we rewrite $\Omega_{\mu, -}(\xi, \eta)$ in terms of profiles as follows

$$\Omega_{\mu, -}(\xi, \eta) = e^{\iota t \Phi_{\mu, -}(\xi, \eta)} \bar{q}_{\mu, -}(\xi, \eta) \bar{f}^\mu(\xi - \eta) \bar{g}^-(\eta) g^-(-\xi).$$
Thanks to (3.13), we have
\[ |\tilde{g}_{\mu,\nu}(\xi, \eta)| \lesssim |\xi| \cdot \varphi_{\leq 5}(|\eta|) \cdot \varphi_{\leq -6}(\frac{|\xi - \eta|}{|\eta|}). \] (4.30)

Lemma 2.1 and the fact $\xi \cdot \eta > 0$ (in (3.21)) yield
\[ \Phi_{\pm, -}(\xi, \eta) = \begin{cases} \frac{1}{2} |\eta| (3|\xi - \eta|^2 + 3|\xi|^2 + |\eta|^2 - 4) & \text{if } |\xi| > |\eta|, \\ \frac{1}{2} |\eta| (3|\xi - \eta|^2 + 3|\xi|^2 + |\eta|^2 - 4) & \text{if } |\xi| < |\eta|. \end{cases} \]

Then there hold
\[ \Phi_{-,-}(\xi, \eta) = \Phi_{+,-}(\eta, \xi), \quad \text{and} \quad \Phi_{+,-}(\xi, \eta) = \Phi_{+,-}(\eta, \xi). \] (4.31)

Due to (4.31), we only need to estimate the integral of $\Omega_{+, -}(\xi, \eta)$ over the set with restriction $|\xi| > |\eta|$. For $|\xi| > |\eta|$, we have
\[ \Phi_{+,-}(\xi, \eta) = 2|\eta| \phi_{+,-}(\xi, \eta) \quad \text{with} \quad \phi_{+,-}(\xi, \eta) = \eta^2 - \frac{3}{2} \xi \eta + \frac{3}{2} \xi^2 - 1. \]

A similar argument as in Step 3.2 leads to
\[ |\int_0^t \int_{\mathbb{R}^2} \Omega_{+, -}(\xi, \eta) \mathbb{1}_{|\xi| > |\eta|} \mathbb{1}_{|\varphi| \leq 2(|\eta|)} d\eta d\xi dt| \lesssim \varepsilon^3 + t \varepsilon^4, \] (4.32)
\[ |\int_0^t \int_{\mathbb{R}^2} \Omega_{+, -}(\xi, \eta) \mathbb{1}_{|\xi| > |\eta|} \mathbb{1}_{|\varphi| \geq 1.5(|\eta|)} \mathbb{1}_{|\varphi| \leq -D(\phi_{+,-}(\xi, \eta))} d\eta d\xi dt| \lesssim 2^D \varepsilon^3 + 2^D t \varepsilon^4, \] (4.33)
\[ |\int_0^t \int_{\mathbb{R}^2} \Omega_{+, -}(\xi, \eta) \mathbb{1}_{|\xi| > |\eta|} \mathbb{1}_{|\varphi| \geq 1.5(|\eta|)} \mathbb{1}_{|\varphi| \leq -D(\phi_{+,-}(\xi, \eta))} d\eta d\xi dt| \lesssim \frac{1}{2} 2^D t \varepsilon^3, \] (4.34)
where $D \in \mathbb{N}$ need to be determined later on. Here we only verify (4.34). Indeed, since $|\xi - \eta| \leq 2^{-5} |\eta|$, we only consider the integral over set
\[ S_\alpha = \{(\xi, \eta) \in \mathbb{R}^2 \mid \eta \in \left[ \frac{1}{4}, \frac{9}{4} \right], \eta < \xi \leq \frac{33}{32} \xi \}, \]
since the same estimate will also hold for the integral over set
\[ S_\beta = \{(\xi, \eta) = \{(\xi, \eta) \in \mathbb{R}^2 \mid \eta \in [\frac{1}{4}, \frac{9}{4}], \frac{33}{32} \xi \leq \xi < \eta \}, \]

Introducing the coordinates transformation on $S_\alpha$ as follows
\[ \Psi_\alpha : S_\alpha \to \tilde{S}_\alpha \subset \mathbb{R}^2, \quad (\xi, \eta) \mapsto (\xi, \phi_{+,-}(\xi, \eta)), \]
we have
\[ \det \left( \frac{\partial \Psi_\alpha}{\partial (\xi, \eta)} \right) = \frac{\partial \phi_{+,-}(\xi, \eta)}{\partial \eta} = 2\eta - \frac{3}{2} \xi \sim \eta \sim 1, \] (4.35)
which implies that $\Psi_\alpha$ is invertible. With (4.34), following the similar derivation of (4.26), we obtain (4.34).

Taking $D = \lfloor \log_2 \varepsilon^{-\frac{2}{3}} \rfloor$ (i.e., $\varepsilon^D \sim \varepsilon^{-\frac{2}{3}}$) in (4.33) and (4.34), using (4.34), (4.33) and (4.34), we get
\[ |\int_0^t \int_{\mathbb{R}^2} \Omega_{+, -}(\xi, \eta) \cdot \mathbb{1}_{|\xi| > |\eta|} d\eta d\xi dt| \lesssim \varepsilon^2 + t \varepsilon^{\frac{4}{3}} \cdot \varepsilon^2. \]
The same estimate hold for $\int_0^t \int_{\mathbb{R}^2} \Omega_{+, -}(\xi, \eta) \cdot \mathbb{1}_{|\xi| < |\eta|} d\eta d\xi dt$ and $\int_0^t \int_{\mathbb{R}^2} \Omega_{+, -}(\xi, \eta) d\eta d\xi dt$. We finally obtain
\[ |\sum_{\mu \in \{-, +\}} \int_0^t \int_{\mathbb{R}^2} \Omega_{\mu, -}(\xi, \eta) d\eta d\xi dt| \lesssim \varepsilon^2 + t \varepsilon^{\frac{4}{3}} \cdot \varepsilon^2. \]
This is (1.29).

**Step 5. Estimate for $\text{Re}(\text{III})$.** Firstly, we rewrite $\text{III}$ in terms of the profiles as follows
\[ \text{III} = \sum_{\mu, \nu \in \{-, +\}} \int_0^t \int_{\mathbb{R}^2} e^{i\sigma_{\mu, \nu}(\xi, \eta)} \tilde{r}_{\mu, \nu}(\xi, \eta) \tilde{f}_{\mu}(\xi - \eta) \tilde{g}_{\nu}(\eta) \tilde{g}_{-\nu}(-\xi) d\eta d\xi dt, \]
Similarly as the derivation of (4.20), using (4.38), we have

\[ |\tilde{r}_{\mu,\nu}(\xi, \eta)| \lesssim |\xi - \eta| \cdot \varphi_{\geq a}(|\eta|) \cdot \varphi_{\leq -6}\left(\frac{|\xi - \eta|}{|\eta|}\right), \]

where we used \(|\xi| \sim |\eta|\) which is stated in (3.21). After similar derivations as in Step 3 and Step 4, we obtain

\[ |\text{Re}(III)| \lesssim \varepsilon^2 + t\varepsilon^4 \cdot \varepsilon^2. \]

**Step 6. Estimate for Re(IV).** In this step, we shall prove

\[ |\text{Re}(IV)| \lesssim \varepsilon^2 + t\varepsilon^4 \cdot \varepsilon^2. \]

First, denoting by

\[ \mathcal{M}_{\mu,\nu}(\xi, \eta) \overset{\text{def}}{=} \langle \xi \rangle^{2N_0} m_{\mu,\nu}(\xi, \eta) \widehat{\nu}(\xi - \eta) \overline{\nu}(\eta) \overline{\nu}^+(\xi), \]

we have

\[ IV = \sum_{\mu,\nu \in \{+, -\}} \int_0^t \int_{\mathbb{R}^2} \mathcal{M}_{\mu,\nu}(\xi, \eta) d\eta d\xi dt. \]

Thanks to (3.15), we have

\[ \text{supp} \mathcal{M}_{\mu,\nu} \subset \{ (\xi, \eta) \in \mathbb{R}^2 \mid 2^{-7}|\eta| \leq |\xi - \eta| \leq 2^8|\eta| \}, \]

i.e., for any \((\xi, \eta) \in \text{supp} \mathcal{M}_{\mu,\nu},

\[ |\xi - \eta| \sim |\eta|, \quad |\xi| \lesssim |\eta|. \]

By the definitions of the profiles, we rewrite \(\mathcal{M}_{\mu,\nu}(\xi, \eta)\) to

\[ \mathcal{M}_{\mu,\nu}(\xi, \eta) = e^{i\Phi_{\mu,\nu}(\xi, \eta)} \tilde{m}_{\mu,\nu}(\xi, \eta) \overline{\nu}(\xi - \eta) \overline{\nu}(\eta) \overline{\nu}^+(\xi), \]

where

\[ \tilde{m}_{\mu,\nu}(\xi, \eta) = \langle \xi \rangle^{N_0} \eta^{-N_0} m_{\mu,\nu}(\xi, \eta). \]

Due to (3.15) and (4.38), we have

\[ |\tilde{m}_{\mu,\nu}(\xi, \eta)| \lesssim |\xi|. \]

Thanks to Lemma 2.1, we shall only derive the estimates for the integral of \(\mathcal{M}_{+,+}(\xi, \eta)\).

**Step 6.1. The integral over the set with \((\xi - \eta) \cdot \eta > 0\).** For \((\xi - \eta) \cdot \eta > 0\), Lemma 2.1 yields \(\Phi_{+,+}(\xi, \eta) = 3|\xi||\xi - \eta||\eta|\),

which along with (4.39) shows

\[ \left| \frac{\tilde{m}_{+,+}(\xi, \eta)}{\Phi_{+,+}(\xi, \eta)} \right| \lesssim \frac{1}{|\xi - \eta||\eta|}. \]

Similarly as the derivation of (4.20), using (4.38), we have

\[ \int_0^t \int_{\mathbb{R}^2} \mathcal{M}_{+,+}(\xi, \eta) \cdot 1_{(\xi-\eta) \cdot \eta > 0} d\eta d\xi \leq \varepsilon^2 + t\varepsilon^4 \cdot \varepsilon^2. \]

**Step 6.2. The integral over the set with \((\xi - \eta) \cdot \eta < 0\).** For \((\xi - \eta) \cdot \eta < 0\), Lemma 2.1 shows

\[ \Phi_{+,+}(\xi, \eta) = -\frac{1}{2} \min\{|\xi - \eta|, |\eta|\} \phi_{+,+}(\xi, \eta) \]

with \(\phi_{+,+}(\xi, \eta) = 3|\xi|^2 + 3 \max\{|\xi - \eta|^2, |\eta|^2\} + \min\{|\xi - \eta|^2, |\eta|^2\} - 4\).

Now we split the frequency space into three parts as follows:

1. For high frequencies \(|\eta| > 4\) and low frequency \(|\eta| < 2^{-9}\), using the fact that \(|\xi - \eta| \in [2^{-7}|\eta|, 2^8|\eta|]\) and (4.39), we have

\[ |\Phi_{+,+}(\xi, \eta)| \sim |\eta|^3 \quad \text{and} \quad \left| \frac{\tilde{m}_{+,+}(\xi, \eta)}{\Phi_{+,+}(\xi, \eta)} \right| \lesssim \frac{1}{|\eta|^2}, \quad \text{if} \quad |\eta| > 4, \]

\[ |\Phi_{+,+}(\xi, \eta)| \sim |\eta| \quad \text{and} \quad \left| \frac{\tilde{m}_{+,+}(\xi, \eta)}{\Phi_{+,+}(\xi, \eta)} \right| \lesssim 1, \quad \text{if} \quad |\eta| < 2^{-9}. \]
Following similar derivation as (4.18), using (4.38), we have
\[
\left| \int_0^t \int_{\mathbb{R}^2} \mathcal{M}_{+}(\xi, \eta) \cdot 1_{(\xi-\eta) \cdot \eta < 0} \cdot (\varphi_{\leq -10}(|\eta|) + \varphi_{\geq 3}(|\eta|)) \, d\eta d\xi dt \right| \lesssim \varepsilon^3 + t\varepsilon^4. \tag{4.42}
\]

(2). For moderate frequencies with large modulation of \(\phi_{+}(\xi, \eta)\), i.e.,
\[
|\eta| \in [2^{-10}, 8] \quad \text{and} \quad |\phi_{+}(\xi, \eta)| \geq 2^{-D-1},
\]
following similar derivation as (4.24), we have
\[
\left| \int_0^t \int_{S_1} \mathcal{M}_{+}(\xi, \eta) \cdot 1_{(\xi-\eta) \cdot \eta < 0} \cdot \varphi_{[-9, 2]}(|\eta|) \cdot \varphi_{\geq -D}(\phi_{+}(\xi, \eta)) \, d\eta d\xi dt \right| \lesssim 2^D \varepsilon^3 + 2^D t\varepsilon^4. \tag{4.43}
\]

(3). For moderate frequencies with small modulation of \(\phi_{+}(\xi, \eta)\), i.e.,
\[
|\eta| \in [2^{-10}, 8] \quad \text{and} \quad |\phi_{+}(\xi, \eta)| \leq 2^{-D},
\]
we divide the integral set
\[
S' = \{(\xi, \eta) \in \mathbb{R}^2 \mid (\xi - \eta) \cdot \eta < 0, \quad |\eta| \in [2^{-10}, 8], \quad |\xi - \eta| \in [2^{-7}|\eta|, 2^{8}|\eta|]\}
\]
to two sets as follows
\[
S' = \{(\xi, \eta) \in S' \mid \xi \cdot \eta > 0, \quad |\eta| > |\xi|\} \cup \{(\xi, \eta) \in S' \mid \xi \cdot \eta < 0\}.
\]

(i). When \((\xi, \eta) \in S'_1\), we have \(|\xi - \eta| = |\eta| - |\xi|\). Due to (4.41), there holds
\[
\phi_{+}(\xi, \eta) = 4\xi^2 + 4\eta^2 - 2\xi \cdot \eta - 4.
\]
Following similar derivation as (4.20), we have
\[
\left| \int_0^t \int_{S'_1} \mathcal{M}_{+}(\xi, \eta) \cdot 1_{(\xi-\eta) \cdot \eta < 0} \cdot \varphi_{[-9, 2]}(|\eta|) \cdot \varphi_{\leq -D}(\phi_{+}(\xi, \eta)) \, d\eta d\xi dt \right| \lesssim 2^{-\frac{D}{2}} t \varepsilon^3. \tag{4.44}
\]

Here we only need to verify (4.44) on set
\[
S'_{1+} = \{(\xi, \eta) \in S'_1 \mid \eta > 0, \quad \eta \in [2^{-10}, 8]\}.
\]
According to the proof of (4.20), it is reduced to check that there exists an invertible coordinates transformation on \(S'_{1+}\). Indeed, introducing the coordinates transformation on \(S'_{1+}\) as follows
\[
\Psi_{1+} : S'_{1+} \rightarrow \bar{S'}_{1+} \subset \mathbb{R}^2,
\]
\[
(\xi, \eta) \mapsto (\xi, \hat{\eta}) = (\xi, \phi_{+}(\xi, \eta)),
\]
we have
\[
\det\left(\frac{\partial \Psi_{1+}(\xi, \eta)}{\partial (\xi, \eta)}\right) = \frac{\partial \phi_{+}(\xi, \eta)}{\partial \eta} = 8\eta - 2\xi \sim \eta \sim 1,
\]
which implies that \(\Psi_{1+}\) is invertible.

(ii). When \((\xi, \eta) \in S'_2\), we have \(|\xi - \eta| = |\xi| + |\eta|\). Due to (4.41), there holds
\[
\phi_{+}(\xi, \eta) = 6\xi^2 + 4\eta^2 - 6\xi \cdot \eta - 4.
\]
Similarly as (4.44), we have
\[
\left| \int_0^t \int_{S'_2} \mathcal{M}_{+}(\xi, \eta) \cdot 1_{(\xi-\eta) \cdot \eta < 0} \cdot \varphi_{[-9, 2]}(|\eta|) \cdot \varphi_{\geq -D}(\phi_{+}(\xi, \eta)) \, d\eta d\xi dt \right| \lesssim 2^{-\frac{D}{2}} t \varepsilon^3. \tag{4.45}
\]

Here we only need to check that there exists invertible coordinates transformation on \(S'_{2>}\). Since \(\xi \cdot \eta < 0\) for any \((\xi, \eta) \in S'_{2}\), we only consider the set
\[
S'_{2>} = \{(\xi, \eta) \in S'_{2} \mid \xi < 0, \quad \eta \in [2^{-10}, 8]\}
\]
Introducing coordinates transformation on \(S'_{2>}\) as follows
\[
\Psi_{2>} : S'_{2>} \rightarrow \bar{S'}_{2>} \subset \mathbb{R}^2,
\]
\[
(\xi, \eta) \mapsto (\xi, \hat{\eta}) = (\xi, \phi_{+}(\xi, \eta)),
\]
we have
\[ \det \left( \frac{\partial \Psi_{2\gamma}}{\partial (\xi, \eta)} \right) = \frac{\partial \phi_{\gamma,-}}{\partial \eta} = 8\eta - 6\xi. \]
Since \(|\xi - \eta| = |\xi| + |\eta| \in [2^{-7}|\eta|, 2^8|\eta|]|\), we have
\[ \xi \in [-(2^8 - 1)|\eta|, 0), \]
which along with the fact \(\eta \in [2^{-10}, 8]\) implies
\[ \det \left( \frac{\partial \Psi_{2\gamma}}{\partial (\xi, \eta)} \right) \sim \eta \sim 1. \]
Then \(\Psi_{2\gamma}\) is invertible.

Taking \(D = \lceil \log_2 \varepsilon^{-\frac{2}{3}} \rceil \) (i.e., \(2^D \sim \varepsilon^{-\frac{2}{3}}\)) in (1.43), (1.44) and (1.45), we obtain
\[ \int_0^T \int_{\mathbb{R}^2} \mathfrak{M}_{\gamma,+}(\xi, \eta) \cdot 1_{(\xi-\eta, t) < \varepsilon} \left( \varphi_{t; 9, 2}(\eta) d\eta dt \right) \lesssim \varepsilon^2 + te^\frac{4}{3} \varepsilon^2, \]
(4.46)
Thanks to (4.40), (4.42) and (4.43), we obtain
\[ \int_0^T \int_{\mathbb{R}^2} \mathfrak{M}_{\gamma,\nu}(\xi, \eta) d\eta dt \lesssim \varepsilon^2 + te^\frac{4}{3} \varepsilon^2. \]
(4.47)
The same estimate holds for \(\int_0^T \int_{\mathbb{R}^2} \mathfrak{M}_{\gamma,\nu}(\xi, \eta) d\eta dt\) Then we obtain (1.21).

Combining (1.17), (1.18), (1.42), (1.46) and (1.21), we finally obtain (1.11). The Proposition is proved.

5. The proof of Theorem 1.2

In this section, we shall sketch the proof of Theorem 1.2. Since the small parameter \(\varepsilon\) is considered in (1.10), we have to modify the proof of Theorem 1.1 slightly.

5.1. Symmetrization of \(1.10\).

Similarly as the derivation of (3.6), we firstly introduce good unknowns \((\zeta, u)\) with
\[ u = v + \varepsilon B'(\zeta, v), \]
(5.1)
where \(B'(\cdot, \cdot)\) is a bilinear operator defined as
\[ B'(f, g) = \frac{1}{2} T_f \left( (1 + \varepsilon \partial_x^2)^{-1} \varphi_{\varepsilon} \mid \varphi_{\varepsilon} \mid g \right). \]

Without confusion, we sometimes use \(B'\) to denote the bilinear term \(B'(\zeta, v)\). Defining
\[ V = \zeta + i \frac{\partial_x}{\partial_x^2} u, \]
(5.2)
we get
\[ \partial_t V - i \Lambda_x V + \varepsilon \partial_x (T_x V) - \frac{d}{2} \varepsilon \partial_x \| (T_x V) - N'_{\zeta} + i \frac{\partial_x}{\partial_x^2} N'_{u}, \]
(5.3)
where \(\Lambda_x = |\partial_x| (1 - \varepsilon |\partial_x|^2)\) and
\[ N'_{\zeta} = - \varepsilon \frac{\partial_x}{\partial_x^2} (T_x \varphi_{\leq 5} (\sqrt{\varepsilon} |\partial_x|) u) - \varepsilon \frac{\partial_x}{\partial_x^2} (T_x \varphi_{\geq 6} (\sqrt{\varepsilon} |\partial_x|) B') + \varepsilon^2 \partial_x (T_x B') \]
\[ + \varepsilon^2 \frac{\partial_x}{\partial_x^2} \left( \varphi_{\varepsilon} \mid \varphi_{\varepsilon} \mid v \right) - \varepsilon \partial_x \left( R(\zeta, v) \right), \]
\[ N'_{u} = - \varepsilon \frac{\partial_x}{\partial_x^2} (T_x \varphi_{\leq 5} (\sqrt{\varepsilon} |\partial_x|) \zeta) + \varphi_{\leq 6} (\sqrt{\varepsilon} |\partial_x|) \zeta + \varepsilon^2 \partial_x (T_x B') - \frac{\partial_x}{\partial_x^2} (R(v, v) \zeta) \]
\[ + \varepsilon^2 \partial_x (T_x \zeta, v) + \frac{\partial_x}{\partial_x^2} B' (\zeta, \varphi_{\varepsilon} (\nu)), \]
where we used (2.3) and the definition of \(B'(\cdot, \cdot)\). Here we used the Fourier multipliers \(\varphi_{\leq k}(\cdot), \varphi_{\geq k}(\cdot)\) and \(\varphi_{k}(\cdot)\), instead of their Littlewood-Paley projection operators \(P_{\leq k}, P_{\geq k}\) and \(P_k\), respectively (see subsection 2.2.2).

Following the proof of Lemma 3.1 for any \(f \in L^\infty(\mathbb{R})\) and \(g \in H^s(\mathbb{R})\) with \(s \geq -2\), we have
\[ \mathcal{F}(B'(f, g))(\xi) = \mathcal{F}(B'(f, g))(-\xi) \]
(5.4)
\[ \mathcal{F}(B'(f, g))(\xi) = \mathcal{F}(B'(f, g))(-\xi) \]
(5.4)
and 
\[ \| B'(f,g) \|_{H^{s+k}} \leq C_{B'} \epsilon^{-\frac{s}{2}} \| f \|_{L^{\infty}} \| g \|_{H^{s}}, \quad \text{for } k = 0, 1, 2, \] (5.5)
where \( C_{B'} > 0 \) is a universal constant.

5.2. Main proposition on the symmetric system. For (5.3), arranging the quadratic terms in terms of \( V^+ \) and \( V^- \), we have a proposition similar to Proposition 3.2.

**Proposition 5.1.** Assume that \((\zeta, \nu) \in H^{N_0}(\mathbb{R})\) with \( N_0 \geq 4 \) solves (1.6). Then \( V \) defined in (5.2) satisfies the following system
\[ \partial_t V - i \Lambda V = S'_V + Q'_V + L'_V + N'_V, \] (5.6)
where

- The quadratic term \( S'_V \) is of the form
  \[ S'_V = S^e_{\mu,+}(V^+, V^+) + S^e_{\mu,-}(V^-, V^+). \]
  And the symbol \( s^e_{\mu,+}(\xi, \eta) \) of \( S^e_{\mu,+} \) (for \( \mu = +, - \)) satisfies
  \[ |\varsigma^{-N_0}(\eta) - N_0 (\varsigma^{2N_0} s^e_{\mu,+}(\xi, \eta) - \langle \eta \rangle^{2N_0} s^e_{\mu,+}(\eta, \xi))| \lesssim \epsilon |\varsigma - \eta| \cdot \varphi \leq \epsilon \left( \frac{|\varsigma - \eta|}{\max\{|\xi|, |\eta|\}} \right). \] (5.7)

- The quadratic term \( Q'_V \) is of the form
  \[ Q'_V = Q^e_{\mu,-}(V^+, V^-) + Q^e_{\mu,-}(V^-, V^-). \]
  And the symbol \( q^e_{\mu,-}(\xi, \eta) \) of \( Q^e_{\mu,-} \) satisfies
  \[ |q^e_{\mu,-}(\xi, \eta)| \lesssim \epsilon \| \bar{\zeta} \| \cdot \varphi \lesssim (\epsilon \| \bar{\zeta} \|). \] (5.8)

- The cubic term \( L'_V = \epsilon^2 \partial_x (T_B \cdot V) \) satisfies
  \[ |\text{Re}\{ (i \langle \partial_x \rangle^{N_0} L'_V \ | \ (i \langle \partial_x \rangle^{N_0} V) \} \} \lesssim \epsilon^2 \| \bar{\zeta} \| \| \bar{v} \| \| V \|_{H^{N_0}}^2. \] (5.9)

- The remaining nonlinear term \( N'_V \) satisfies
  \[ \| N'_V \|_{H^{N_0}} \lesssim \epsilon \| \bar{\zeta} \|_{W^{3, \infty}} + \| v \|_{W^{3, \infty}}(1 + \| \bar{\zeta} \|) \| N'_V \|_{H^{N_0}} + \| v \|_{H^{N_0}}^2 \| \bar{\zeta} \| \| v \|_{H^{N_0}}. \] (5.10)

**Remark 5.2.** The terms \( S'_V, Q'_V \) and \( L'_V \) in (5.9) correspond to \( S_V, Q_V \) and \( L_V \) in (3.10) respectively. Whereas \( N'_V \) in (5.10) is corresponding to the sum \( \mathcal{R}_V + \mathcal{M}_V + \mathcal{C}_V + \mathcal{N}_V \) in (3.10).

**Remark 5.3.** Proposition 5.1 reveals that the worst term is \( Q'_V \). Indeed, (5.9) hints that term \( Q'_V \) is of order \( O(\epsilon) \) if there is no loss of derivative.

**Proof of Proposition 5.1.** Thanks to (5.3), rewriting (5.3) to (5.6), we have
\[ S'_V = -\epsilon \partial_x (T_v V) + i \frac{\epsilon}{2} \partial_x |T_v V|, \]
\[ Q'_V = -\frac{\epsilon}{2} \partial_x (T_v \varphi \leq \varsigma (\sqrt{\epsilon} |\partial_x|) u) - \frac{i \epsilon}{2} \partial_x |T_v \varphi \leq \varsigma (\sqrt{\epsilon} |\partial_x|) \zeta|, \]
\[ L'_V = \epsilon^2 \partial_x (T_B \cdot V), \]
\[ N'_V = (N'_V + \frac{\epsilon}{2} \partial_x (T_v \varphi \leq \varsigma (\sqrt{\epsilon} |\partial_x|) u) + i \frac{\partial_x}{|\partial_x|} (N'_V - \frac{\epsilon}{2} \partial_x (T_v \varphi \leq \varsigma (\sqrt{\epsilon} |\partial_x|) \zeta)). \]

Thanks to (5.2), we have
\[ \varsigma = \frac{1}{2} (V^+ + V^-) = \frac{1}{2} \sum_{\mu \in \{+, -\}} V^\mu, \quad u = \frac{\partial_x}{|\partial_x|} (V^+ - V^-) = \frac{i}{2} \sum_{\mu \in \{+, -\}} \mu \frac{\partial_x}{|\partial_x|} V^\mu. \] (5.12)

Using (5.12), we could rewrite \( S'_V \) and \( Q'_V \) in terms of \( V^+ \) and \( V^- \). They would have similar expression as \( S_V \) and \( Q_V \) in the proof of Proposition 3.2. It is easy to check that there hold (5.8) and (5.9).

Similarly as in the derivation of (3.10), using the symmetric structure of \( L'_V \) and (5.4), we have
\[ |\text{Re}\{ (i \langle \partial_x \rangle^{N_0} L'_V \ | \ (i \langle \partial_x \rangle^{N_0} V) \} \} \lesssim \epsilon^2 \| B^s \|_{H^2} \| V \|_{H^{N_0}}^2, \]
which along with (5.5) implies the estimate (5.10).
For the remained nonlinear term $N^\prime_\xi$, similarly as in the derivation of the estimates involving $C_V$ and $N_V$ in the proof of Proposition 5.2 using product estimates and $\{5.5\}$, we obtain $\{5.11\}$. The proposition is proved.

5.3. Main a priori estimates for (1.6). Similarly as the proof of Theorem 1.1 the proof of Theorem 1.2 also relies on the continuity argument and the a priori energy estimates. Before stating the main a priori energy estimates of (1.6), we present the ansatz for the continuity arguments.

The first ansatz is involving the amplitude of $\zeta$ as follows

$$\varepsilon \|\zeta(t)\|_{L^\infty} \leq \frac{1}{2C_B^\prime}, \quad \text{for} \quad t \in [0, T_0 e^{-\frac{\varepsilon}{2}}]. \tag{5.13}$$

We define the energy functional for (1.6) as

$$E_{N_0}(t) = \|\zeta(t)\|^2_{H^{N_0}} + \|v(t)\|^2_{H^{N_0}}.$$  
For simplicity of the proof and without loss of generality, we assume

$$\|\zeta_0\|^2_{H^{N_0}} + \|v_0\|^2_{H^{N_0}} = 1. \tag{5.14}$$

Our second ansatz is about the energy and reads

$$E_{N_0}(t) \leq 2C_0^\prime, \quad \text{for} \quad t \in [0, T_0 e^{-\frac{\varepsilon}{2}}], \tag{5.15}$$

where $C_0^\prime > 1$ is an universal constant that will be determined in the end of the proof. We take

$$T_0 = \frac{C_1^\prime}{C_2^\prime}, \quad C_0^\prime = 2C_1^\prime,$$

where $C_1^\prime$, $C_2^\prime$ are constants stated in the following Proposition 5.4. Thanks to Proposition 5.4, we could improve the ansatz (5.13) and (5.15). Precisely, there exists a constant $\varepsilon_0 > 0$ such that for any $\varepsilon \in (0, \varepsilon_0]$, we improve the ansatz (5.13) and (5.15) to

$$\varepsilon \|\zeta(t)\|_{L^\infty} \leq \frac{1}{4C_B^\prime}, \quad \text{for} \quad t \in [0, T_0 e^{-\frac{\varepsilon}{2}}].$$

and

$$E_{N_0}(t) \leq C_0^\prime, \quad \text{for} \quad t \in [0, T_0 e^{-\frac{\varepsilon}{2}}].$$

Then Theorem 1.2 follows from the above argument and the local regularity theorem.

Now, we focus on the a priori energy estimate which is established in the following proposition.

Proposition 5.4. Assume that $0 < \varepsilon < 1$ and there holds (5.14). Under the ansatz (5.13) and (5.15), the solution $(\zeta, v)$ of (1.6) satisfies

$$E_{N_0}(t) \leq C_1^\prime + C_2^\prime t \varepsilon^\frac{2}{3}, \quad \text{for any} \quad t \in (0, T_0 e^{-\frac{\varepsilon}{2}}], \tag{5.16}$$

where $C_1^\prime$ and $C_2^\prime$ are two universal constants, and $T_0 = \frac{C_1^\prime}{C_2^\prime}$.

Proof. We shall use the formulation (5.6) to derive the energy estimates for the Boussinesq system (1.6). Due to Proposition 5.1 standard energy estimates will give rise to a local existence theorem with time scale of $O(1/\sqrt{\varepsilon})$. To enlarge the existence time, we will apply the normal forms transformation to the worst term $Q_\xi$. Now we sketch the proof.

Step 1. The a priori energy estimate. Thanks to (5.5) and (5.13), we have

$$\varepsilon \|B'(\zeta, v)\|_{H^{N_0}} \leq \frac{1}{2} \|v\|_{H^{N_0}},$$

which along with (5.1) and (5.2) implies

$$E_{N_0}(t) \sim \|\zeta(t)\|_{H^{N_0}}^2 + \|u(t)\|_{H^{N_0}}^2 \sim \|V(t)\|_{H^{N_0}}^2, \quad \text{for} \quad t \in [0, T_0 e^{-\frac{\varepsilon}{2}}]. \tag{5.17}$$

By virtue of (5.17), we start the energy estimate of (5.6) as follows

$$\frac{1}{2} \frac{d}{dt} \|V(t)\|_{H^{N_0}}^2 = \text{Re}\{\langle \partial_x \rangle_{N_0} S_V \mid \langle \partial_x \rangle_{N_0} V \}_2 + \text{Re}\{\langle \partial_x \rangle_{N_0} Q_\xi' \mid \langle \partial_x \rangle_{N_0} V \}_2$$

$$+ \text{Re}\{\langle \partial_x \rangle_{N_0} L_{\xi V} \mid \langle \partial_x \rangle_{N_0} V \}_2 + \text{Re}\{\langle \partial_x \rangle_{N_0} N_{\xi V} \mid \langle \partial_x \rangle_{N_0} V \}_2 \}.$$  
Thanks to the estimates (5.10) and (5.11) in Proposition 5.1 using (5.14), (5.15) and (5.17), we obtain

$$E_{N_0}(t) \lesssim 1 + |\text{Re}(I)| + |\text{Re}(II)| + t\varepsilon, \tag{5.18}$$
where
\[
I \overset{\text{def}}{=} \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \langle \xi \rangle^{2N_0} \hat{s}_{N_0}^{-\mu}(\xi, \eta) \hat{V}^\mu(\xi - \eta) \hat{V}^+ (\eta) \hat{V}^+ (\xi) d\eta d\xi dt,
\]
and
\[
II \overset{\text{def}}{=} \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \langle \xi \rangle^{2N_0} q_{N_0}^{-\mu}(\xi, \eta) \hat{V}^\mu(\xi - \eta) \hat{V}^+ (\eta) \hat{V}^+ (\xi) d\eta d\xi dt.
\]

(5.19)

**Step 2. Estimate for \(Re(I)\).** Similarly as Step 3 in the proof of Proposition 5.2, we have
\[
Re(I) = \frac{1}{2} (I + \bar{I}) = \sum_{\mu \in \{+,-\}} \int_0^t \int_{\mathbb{R}^2} \hat{s}_{\mu, +}(\xi, \eta) \hat{V}^\mu(\xi - \eta) \cdot \langle \eta \rangle^{N_0} \hat{V}^+ (\eta) \cdot \langle \xi \rangle^{N_0} \hat{V}^+ (\xi) d\eta d\xi dt,
\]
where
\[
\hat{s}_{\mu, +}(\xi, \eta) = \langle \xi \rangle^{-N_0} \langle \eta \rangle^{-N_0} \left( \langle \xi \rangle^{2N_0} \hat{s}_{\mu, +}(\xi, \eta) - \langle \eta \rangle^{2N_0} \hat{s}_{-\mu, +}(\eta, \xi) \right).
\]

Thanks to (5.17), we have
\[
|\hat{s}_{\mu, +}(\xi, \eta)| \leq c|\xi - \eta| \cdot \varphi_{\leq \epsilon} \left( \frac{|\xi - \eta|}{\max\{|\xi|, |\eta|\}} \right).
\]
Then we obtain
\[
|Re(I)| \leq \epsilon \int_0^t \int_{\mathbb{R}^2} |\xi - \eta||\hat{V}(\xi - \eta)| \cdot \langle \eta \rangle^{N_0} |\hat{V}(\eta)| \cdot \langle \xi \rangle^{N_0} |\hat{V}(\xi)| d\eta d\xi dt
\]
\[
\lesssim ct \sup_{(0,t)} \|\xi \hat{V}(\xi)\|_{L^2} \cdot \|\langle \xi \rangle^{N_0} \hat{V}(\xi)\|_{L^2} \lesssim ct \sup_{(0,t)} \|\hat{V}\|_{L^2} \|V\|_{H^{N_0}}^2
\]
which along with (5.14), (5.15) and (5.17) implies
\[
|Re(I)| \lesssim ct.
\]
(5.20)

**Step 3. Estimate for \(Re(II)\).** Due to (5.9), the direct estimate for \(II\) will lead to one derivative loss or \(\sqrt{\epsilon}\) loss. To improve the estimate, we shall apply the normal form transformation to this term.

**Step 4.1. The evolution equation and estimates of the profile.** Firstly, we introduce the profiles \(f, g\) of \(V\) and \(\langle \partial_x \rangle^{N_0} V\) as follows
\[
f = e^{-itA_v} V \quad \text{and} \quad g = \langle \partial_x \rangle^{N_0} f.
\]
Thanks to (5.17), we have
\[
E_{N_v}(t) \sim \|V\|_{H^{N_0}}^2 \sim \|f\|_{H^{N_0}}^2 = \|g\|_{L^2}^2.
\]
(5.21)

Due to the equation (5.3), we have
\[
\partial_t f = e^{-itA_v} \left( -\epsilon \partial_x (T_v f) + \frac{i}{2} \epsilon \partial_x \| \partial_x \| (T_v f) + N_{\epsilon}^\xi + \frac{\partial_x}{\partial_x} N_{\epsilon}^\eta \right).
\]
(5.22)

By virtue of definition of \(B^\epsilon(\cdot, \cdot)\), we have
\[
\sup \overline{B^\epsilon(\cdot, \cdot)}(\xi) \subseteq \{\xi \in \mathbb{R} | \sqrt{\epsilon} |\xi| \geq 2^5\},
\]
which along with the expressions of \(N_{\epsilon}^\xi\) and \(N_{\epsilon}^\eta\) implies
\[
\varphi_{\leq 0}(\sqrt{\epsilon} \partial_x) N_{\epsilon}^\xi = -\epsilon \partial_x \varphi_{\leq 0}(\sqrt{\epsilon} \partial_x) \left( \frac{1}{2} T_{\epsilon} \varphi_{\leq 5}(\sqrt{\epsilon} \partial_x) \right) v + R(\xi, v),
\]
\[
\varphi_{\leq 0}(\sqrt{\epsilon} \partial_x) N_{\epsilon}^\eta = \frac{\epsilon}{2} \partial_x \varphi_{\leq 0}(\sqrt{\epsilon} \partial_x) \left( T_{\epsilon} \varphi_{\leq 5}(\sqrt{\epsilon} \partial_x) \right) \xi - R(v, v).
\]

Then we have
\[
\| \frac{1}{|\partial_x|} \varphi_{\leq \epsilon}(\sqrt{\epsilon} \partial_x) \partial_x f \|_{H^{N_0}} \lesssim \epsilon \left( \|\xi\|_{L^\infty} + \|v\|_{L^\infty} \right) \left( \|\xi\|_{H^{N_0}} + \|v\|_{H^{N_0}} + \|V\|_{H^{N_0}} \right).
\]
Due to the expressions of \(N_{\epsilon}^\xi\) and \(N_{\epsilon}^\eta\), using (5.5), we also have
\[
\| \frac{1}{|\partial_x|} \varphi_{\geq \epsilon}(\sqrt{\epsilon} \partial_x) \partial_x f \|_{H^{N_0}} \lesssim \epsilon \left( \|v\|_{W^{3, \infty}} + \|\xi\|_{W^{3, \infty}} \right) \left( 1 + \|\xi\|_{W^{3, \infty}} + \|\xi\|_{W^{3, \infty}} \right)
\]
\[
\times \left( \|V\|_{H^{N_0}} + \|v\|_{H^{N_0}} + \|\xi\|_{H^{N_0}} + \|u\|_{H^{N_0}} \right)
\]
Thanks to (5.14), (5.15) and (5.17), we obtain
\[ \| \frac{1}{|\partial \xi|} \partial_t f \|_{H^{\gamma_0}} \lesssim \epsilon. \]  
(5.23)

**Step 4.2.** The profiles version for I. Denoting by
\[ \Omega^\epsilon_{\mu}(\xi, \eta) = \langle \xi \rangle^{2N_0} \hat{q}^\epsilon_{\mu,-}(\xi, \eta) \langle \hat{V}^+ \rangle(\xi - \eta) \langle \hat{V}^- \rangle(\eta) \hat{V}^+ (\xi), \]
we have
\[ I^1 = \int_0^t \int_{\mathbb{R}^2} \Omega^\epsilon_{\mu}(\xi, \eta) d\eta d\xi dt + \int_0^t \int_{\mathbb{R}^2} \Omega^\epsilon_{\mu}(\xi, \eta) d\eta d\xi dt. \]

Now we rewrite \( \Omega^\epsilon_{\mu}(\xi, \eta) \) in terms of the profiles \( f \) and \( g \) as follows
\[ \Omega^\epsilon_{\mu}(\xi, \eta) = e^{t(\Phi^\epsilon_{\mu,-}(\xi, \eta) - \hat{q}^\epsilon_{\mu,-}(\xi, \eta))} \langle \hat{f}^\mu(\xi - \eta) \cdot \hat{g}^\mu(\eta) \cdot \hat{g}^\mu(-\xi) \rangle, \]
where
\[ \Phi^\epsilon_{\mu,-}(\xi, \eta) = -\Lambda_\epsilon(\xi) + \mu \Lambda_\epsilon(\xi - \eta) - \Lambda_\epsilon(\eta), \]
\[ \hat{q}^\epsilon_{\mu,-}(\xi, \eta) = \langle \eta \rangle^{-N_0} \langle \xi \rangle^{N_0} \hat{q}^\epsilon_{\mu,-}(\xi, \eta). \]

Thanks to (5.20), we have
\[ |\hat{q}^\epsilon_{\mu,-}(\xi, \eta)| \lesssim \epsilon|\xi| \cdot \varphi_{\leq 5}(\sqrt{\epsilon}|\eta|) \cdot \varphi_{\leq -6}\left(\frac{\xi - \eta}{|\eta|}\right), \]
\[ \text{supp } \hat{q}^\epsilon_{\mu,-} \subset \mathcal{S} \overset{\text{def}}{=} \{(\xi, \eta) \in \mathbb{R}^2 \mid \xi \cdot \eta > 0, \frac{31}{32}|\eta| \leq |\xi| \leq \frac{33}{32}|\eta|, \sqrt{\epsilon}|\eta| \leq 2\}. \]
(5.24)

Lemma 2.2 and the fact \( \xi \cdot \eta > 0 \) (in (5.24)) yield
\[ \Phi^\epsilon_{+,-}(\xi, \eta) = \frac{1}{2} \min\{|\xi|, |\eta|\} \phi^\epsilon_{+,-}(\xi, \eta), \]
with
\[ \phi^\epsilon_{+,-}(\xi, \eta) = \begin{cases} 
6 \epsilon \xi^2 - 6 \epsilon \xi \cdot \eta + 4 \epsilon \xi^2 - 4, & \text{if } |\xi| > |\eta|, \\
6 \epsilon \eta^2 - 6 \epsilon \xi \cdot \eta + 4 \epsilon \xi^2 - 4, & \text{if } |\xi| < |\eta|. 
\end{cases} \]
Then there hold
\[ \Phi^\epsilon_{+,-}(\xi, \eta) = \Phi^\epsilon_{+,-}(\eta, \xi) \quad \text{and} \quad \Phi^\epsilon_{+,-}(\xi, \eta) = \Phi^\epsilon_{+,-}(\eta, \xi). \]
(5.25)

With (5.20), we only derive the estimate for the integral of \( \Omega^\epsilon_{\mu}(\xi, \eta) \) over set \( \mathcal{S}_{\xi} \) with
\[ \mathcal{S}_{\xi} = \{(\xi, \eta) \in \mathbb{S}^\epsilon \mid |\xi| > |\eta|\}. \]

**Step 4.3.** Estimate for \( \int_0^t \int_{\mathcal{S}_{\xi}} \Omega^\epsilon_{\mu}(\xi, \eta) d\eta d\xi dt \). We divide \( \Omega^\epsilon_{\mu}(\xi, \eta) \) into three parts as follows:

(1). For low frequency \( \sqrt{\epsilon}|\eta| \leq \frac{1}{2} \), using (5.24), we have
\[ \left| \phi^\epsilon_{+,-}(\xi, \eta) \right| \sim 1 \quad \text{and} \quad \left| \hat{q}^\epsilon_{+,-}(\xi, \eta) \right| \leq \epsilon \left| \phi^\epsilon_{+,-}(\xi, \eta) \right| \lesssim \epsilon. \]
(5.26)

Integrating by parts w.r.t. \( t \), we have
\[ \int_0^t \int_{\mathcal{S}_{\xi}} \Omega^\epsilon_{\mu}(\xi, \eta) \varphi_{\leq -2}(\sqrt{\epsilon}|\eta|) d\eta d\xi dt = \int_{\mathcal{S}_{\xi}} \hat{q}^\epsilon_{+,-}(\xi, \eta) e^{it\Phi^\epsilon_{+,-}(\xi, \eta)} \hat{f}^\mu(\tau - \xi - \eta) \cdot \hat{g}^\mu(\tau - \eta) \cdot \hat{g}^\mu(\tau, -\xi) \varphi_{\leq -2}(\sqrt{\epsilon}|\eta|) d\eta d\xi dt \]
\[ - \int_0^t \int_{\mathcal{S}_{\xi}} \hat{q}^\epsilon_{+,-}(\xi, \eta) e^{it\Phi^\epsilon_{+,-}(\xi, \eta)} \partial_t \left( \hat{f}^\mu(\xi - \eta) \cdot \hat{g}^\mu(\eta) \cdot \hat{g}^\mu(-\xi) \right) \varphi_{\leq -2}(\sqrt{\epsilon}|\eta|) d\eta d\xi dt \]
\[ = A_1 + A_2 \]
\[ A_1 = \int_{\mathcal{S}_{\xi}} \hat{q}^\epsilon_{+,-}(\xi, \eta) e^{it\Phi^\epsilon_{+,-}(\xi, \eta)} \hat{f}^\mu(\tau - \xi - \eta) \cdot \hat{g}^\mu(\tau - \eta) \cdot \hat{g}^\mu(\tau, -\xi) \varphi_{\leq -2}(\sqrt{\epsilon}|\eta|) d\eta d\xi dt \]
\[ A_2 = - \int_0^t \int_{\mathcal{S}_{\xi}} \hat{q}^\epsilon_{+,-}(\xi, \eta) e^{it\Phi^\epsilon_{+,-}(\xi, \eta)} \partial_t \left( \hat{f}^\mu(\xi - \eta) \cdot \hat{g}^\mu(\eta) \cdot \hat{g}^\mu(-\xi) \right) \varphi_{\leq -2}(\sqrt{\epsilon}|\eta|) d\eta d\xi dt \]
Similarly as the derivation of (4.18) in Step 3.1 of proof to Proposition 3.2 using (5.24) and (5.26), we have

\[ |A_1| \lesssim \epsilon \int_{S_{\eta,\xi}^+} |\tilde{f}(\xi - \eta)| \cdot |\tilde{g}(\eta)| \cdot |\tilde{g}(-\xi)| \, d\eta \, d\xi \lesssim \epsilon \int_{S_{\eta,\xi}^+} |\tilde{f}(\xi)| \cdot |\tilde{g}(\xi)| \, d\xi \lesssim \epsilon \|\tilde{f}\|_{L^1} \|\tilde{g}\|_{L^2}^2, \]

\[ |A_2| \lesssim \epsilon t \sup_{(0,t)} \left( \int_{S_{\eta,\xi}^+} (|\partial_\xi \tilde{f}(\xi - \eta)| \cdot |\tilde{g}(\eta)| \cdot |\tilde{g}(-\xi)| + |\tilde{f}(\xi - \eta)| \cdot |\partial_\xi (\tilde{g}^{-1}(\eta) \cdot \tilde{g}(-\xi))|)_{\varphi \leq 2(\sqrt{\epsilon}|\eta|)} \, d\eta \, d\xi \right), \]

where we used the fact that \(|\xi| \sim |\eta|\) and the following inequality in the last inequality

\[ \sqrt{\epsilon}|\eta|_{\varphi \leq 2(\sqrt{\epsilon}|\eta|)} \lesssim 1. \]

Thanks to (5.14), (5.15), (5.21) and (5.23), we obtain

\[ \left| \int_0^t \int_{S_{\eta,\xi}^+} \Omega_+^t (\xi, \eta) \varphi \leq 2(\sqrt{\epsilon}|\eta|) \, d\eta \, d\xi \, dt \right| \lesssim \epsilon + \epsilon^2 \frac{t}{2}. \tag{5.27} \]

(2). For moderate frequencies with large modulation of phase, i.e., for

\[ \frac{1}{4} \leq \sqrt{\epsilon}|\eta| \leq 2^6 \quad \text{and} \quad |\phi^+_{\varphi,-}(\xi, \eta)| \geq 2^{-D-1}, \]

we have

\[ |\tilde{g}^\prime_{\varphi,-}(\xi, \eta)| \lesssim \frac{\epsilon}{|\phi^+_{\varphi,-}(\xi, \eta)|} \lesssim 2^{D} \epsilon. \]

Following similar arguments as (5.27), integrating by parts with respect to \( t \), we get

\[ \left| \int_0^t \int_{S_{\eta,\xi}^+} \Omega_+^t (\xi, \eta) \varphi \leq 2(\sqrt{\epsilon}|\eta|) \varphi \geq D (\phi^+_{\varphi,-}(\xi, \eta)) \, d\eta \, d\xi \, dt \right| \lesssim 2^D \epsilon + 2^D \epsilon^2 t. \tag{5.28} \]

(3). For moderate frequencies with small modulation of phase, i.e., for

\[ \frac{1}{4} \leq \sqrt{\epsilon}|\eta| \leq 2^6 \quad \text{and} \quad |\phi^+_{\varphi,-}(\xi, \eta)| \leq 2^{-D}, \]

we divide the integral set into the following two parts

\[ \{(\xi, \eta) \in S_{\eta,\xi}^+ | 0 < \eta < \xi \leq \frac{3}{32} \eta, \quad \frac{1}{4} \leq \sqrt{\epsilon}|\eta| \leq 2^6 \} \quad \text{and} \quad \{(\xi, \eta) \in S_{\eta,\xi}^+ | 0 > \eta > \xi \geq \frac{33}{32} \eta, \quad \frac{1}{4} \leq \sqrt{\epsilon}|\eta| \geq 2^6 \}. \]

We only derive the estimate for the integral over the set \( S_{\eta,\xi}^+ \). Now, introducing the coordinates transformation on \( S_{\eta,\xi}^+ \) as follows:

\[ \Psi : S_{\eta,\xi}^+ \rightarrow \tilde{S}_{\eta,\xi}^+ \subset \mathbb{R}^2, \]

\[ (\xi, \eta) \mapsto (\tilde{\xi}, \eta) = (\phi^+_{\varphi,-}(\xi, \eta), \eta), \]

we have

\[ \det \left( \frac{\partial \Psi}{\partial (\xi, \eta)} \right) = \frac{\partial \phi^+_{\varphi,-}(\xi, \eta)}{\partial \xi} = \epsilon (12 \xi - 6 \eta) \sim \epsilon \eta \sim \sqrt{\epsilon}. \tag{5.29} \]

Then \( \Psi \) is invertible and we denote by

\[ (\xi, \eta) = \Psi^{-1}_{\varphi}(\tilde{\xi}, \eta). \]

Changing the variables \((\xi, \eta)\) to \((\tilde{\xi}, \eta)\), using (5.24) and (5.26), we have

\[ \left| \int_0^t \int_{S_{\eta,\xi}^+} \Omega_+^t (\xi, \eta) \varphi \leq 2(\sqrt{\epsilon}|\eta|) \varphi \geq D (\phi^+_{\varphi,-}(\xi, \eta)) \, d\eta \, d\xi \, dt \right| \]

\[ \lesssim t \sup_{(0,t)} \int_{\frac{33}{32} \eta}^{\frac{1}{4}} \int_{-2^{-D}}^{2^{-D}} \left( \sqrt{\epsilon} |\tilde{f}(\xi - \eta)| \cdot |\tilde{g}(\eta)| \cdot |\tilde{g}(\xi)|_{1_{S_{\eta,\xi}^+}} \right)_{(\xi, \eta) = \Psi^{-1}_{\varphi}(\tilde{\xi}, \eta)} \, d\tilde{\xi} \, d\eta \]

\[ \lesssim t^2 \frac{D}{2} \sup_{(0,t)} \|g\|_{L^2} \left( \int_{\frac{33}{32} \eta}^{\frac{1}{4}} \int_{-2^{-D}}^{2^{-D}} |\tilde{f}(\xi - \eta)|^2 \cdot |\tilde{g}(\xi)|^2 1_{S_{\eta,\xi}^+} \right)_{(\xi, \eta) = \Psi^{-1}_{\varphi}(\tilde{\xi}, \eta)} \, d\tilde{\xi} \, d\eta \]
where we used the fact that $\sqrt{c} |\xi| \sim \sqrt{c} |\eta| \sim 1$ in the last inequality. Then changing variables $(\xi, \eta)$ to $(\tilde{\xi}, \tilde{\eta})$, using (5.29), we have
\[
\left| \int_0^t \int_{\mathbb{S}^2_{\tilde{\xi}, \tilde{\eta}}} \Omega^+_{\tilde{\xi}}(\xi, \eta) \varphi_{[-1,1]}(\sqrt{c} |\eta|) \varphi_{\leq D-1}(\phi_{+,-}(\xi, \eta)) d\eta d\xi dt \right| \lesssim 2^{-D} \epsilon^{1/2} \sup_{(0,t)} \|f\|_{L^2} \|g\|_{L^2},
\]
which along with (5.14), (5.15) and (5.21) implies
\[
\left| \int_0^t \int_{\mathbb{S}^2_{\tilde{\xi}, \tilde{\eta}}} \Omega^+_{\tilde{\xi}}(\xi, \eta) \varphi_{[-1,1]}(\sqrt{c} |\eta|) \varphi_{\leq D-1}(\phi_{+,-}(\xi, \eta)) d\eta d\xi dt \right| \lesssim 2^{-D} \epsilon^{1/2} t. \tag{5.30}
\]
The same estimate holds for the integral over set $\mathbb{S}^2_{\tilde{\xi}, \tilde{\eta}}$. Taking $D = \lfloor \log_2 \epsilon^{-1/2} \rfloor$ (i.e., $2^D \sim \epsilon^{-1/2}$) in (5.28) and (5.30), together with (5.27), we obtain that
\[
\left| \int_0^t \int_{\mathbb{S}^2} \Omega^+_{\tilde{\xi}}(\xi, \eta) d\eta d\xi dt \right| \lesssim 1 + \epsilon^{1/2} t. \tag{5.31}
\]
The same estimates hold for $\int_0^t \int_{\mathbb{S}^2} \Omega^+_{\tilde{\xi}}(\xi, \eta) d\eta d\xi dt$ and $\int_0^t \int_{\mathbb{S}^2} \Omega^-_{\tilde{\xi}}(\xi, \eta) d\eta d\xi dt$. Then we obtain
\[
|\text{Re}(II)| \lesssim 1 + \epsilon^{1/2} t. \tag{5.32}
\]

**Step 5. Final energy estimates.** Combining (5.18), (5.20) and (5.32), we finally obtain
\[
E_{N_0}(t) \lesssim 1 + \epsilon^{1/2} t.
\]
This is exactly (5.16). This completes the proof of the proposition. \qed

6. Final comments

1. It would be interesting to extend the results of the present paper to the two-dimensional version of (1.1) or (1.6).
2. As for other Boussinesq systems except those described in Remark 1.1, the global well-posedness (or finite time blow-up) of (1.6) is an open question.

**Acknowledgments.** The work of the second author was partially supported by NSF of China under grants 11671383 and by an innovation grant from National Center for Mathematics and Interdisciplinary Sciences.

**References**

[1] T. Alazard and J.-M. Delort, *Global solutions and asymptotic behavior for the two dimensional gravity water waves*, Ann. Sci. Éc. Norm. Supér. 48 (5) (2015), 1149-1238.
[2] S. Alinhac, *Existence d’ondes de raréfaction pour des systèmes quasi-linéaires hyperboliques multidimensionnels*, Comm. Partial Diff. Eq. 14 (2) (1989), 173-230.
[3] B. Alvarez-Samaniego and D. Lannes, *The work of the second author was partially supported by NSF of China under grants 11671383 and by an innovation grant from National Center for Mathematics and Interdisciplinary Sciences.*

**Well-posedness of the initial-value problem for the Korteweg-de Vries equation**, J. Amer. Math. Soc., 4 (1991), 323–347.
[14] C. E. Kenig, G. Ponce and L. Vega, *Well-posedness and scattering results for the generalized Korteweg-de Vries equation*, Comm. Pure Appl. Math., 46 (1993), 527–620.

[15] C. E. Kenig, G. Ponce and L. Vega, *A bilinear estimate with application to the KdV equation*, J. Amer. math. Soc., 9 (1996), 573–603.

[16] C. Kwak, C. Munoz, F. Poblete and J.C. Pozo, *The scattering problem for Hamiltonian ABCD Boussinesq systems in the energy space*, arXiv:1712.09256v1 26 Dec 2017 and J. Math. Pures et Appl. (2019).

[17] C. Kwak and C. Munoz, *Asymptotic dynamics for the small data weakly dispersive one-dimensional Hamiltonian abcd systems*, arXiv:1902.00454v1 1 Feb 2019.

[18] D. Lannes, *Water waves : mathematical theory and asymptotics*, Mathematical Surveys and Monographs, vol 188 (2013), AMS, Providence.

[19] F. Linares, D. Pilod and J.-C. Saut, *Well-posedness of strongly dispersive two-dimensional surface waves Boussinesq systems*, SIAM J. Math. Analysis, 44 (6) (2012), 4195-4221.

[20] M. Ming, J.-C. Saut and P. Zhang, *Long-time existence of solutions to Boussinesq systems*, SIAM. J. Math. Anal. 44 (6) (2012), 4078–4100.

[21] J.-C. Saut and N. Tzvetkov, *On a model for the oblique interaction of internal gravity waves*, Math. Model. Numer. Anal., 34 (2000), 501–523.

[22] J. C. Saut, L. Xu, *The Cauchy problem on large time for surface waves Boussinesq systems*. *Journal de Mathématiques Pures et Appliquées* (9) 97 (2012), no. 6, 635–662.

[23] J. C. Saut, C. Wang, L. Xu, *The Cauchy problem on large time for surface waves Boussinesq systems II*, SIAM Journal on Mathematical Analysis, 49 (2017), no.4, 2321–2386.

[24] M.E. Schonbek, *Existence of solutions for the Boussinesq system of equations*, J. Diff. Eq. 42 (1981), 325-352.

[25] X. C. Wang, *Global solution for 3D gravity water waves above the flat bottom*, preprint.