Photoinduced melting of charge order in a quarter-filled electron system coupled with different types of phonons
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Photoinduced melting of charge order is calculated by using the exact many-electron wave function coupled with classically treated phonons in the one-dimensional quarter-filled Hubbard model with Peierls and Holstein types of electron-phonon couplings. The model parameters are taken from recent experiments on (EDO-TTF)\textsubscript{2}PF\textsubscript{6} (EDO-TTF=ethylendioxy-tetrathiafulvalene) with (0110) charge order, where transfer integrals are modulated by molecular displacements (bond-coupled phonons) and site energies by molecular deformations (charge-coupled phonons). The charge-transfer photoexcitation from (0110) to (0200) configurations and that from (0110) to (1010) configurations have different energies. The corresponding excited states have different shapes of adiabatic potentials as a function of these two phonon amplitudes. The adiabatic potentials are shown to be useful in understanding differences in the photoinduced charge dynamics and the efficiency of melting, which depend not only on the excitation energy but also on the relative phonon frequency of the bond- and charge-coupled phonons.

I. INTRODUCTION

Introduction of electrons and holes by photoirradiation of an insulator may trigger a phase transition, called a photoinduced phase transition, which are often characterized by a nonlinear relation between the field and the response. The electronic and structural states evolve in a cooperative manner, leading to macroscopic changes in the physical properties. They may create novel transient electronic states or dynamical functions. Thus, it is important to search for possibility of controlling photoinduced phase transition dynamics.

When an ordered state is stabilized by different types of interactions, e.g., by electron-electron (e-e) and electron-phonon (e-ph) interactions or by different types of e-ph interactions, their relative contributions would be clarified by investigating the photoinduced dynamics of the electron-phonon state. For instance, when an e-ph interaction stabilizes the order, the motion of photoinduced charge transfers and that of phonons are strongly coupled and often show a coherent oscillation in transient reflectivity.\textsuperscript{3,4,5,6}

In most cases, one type of phonons has been considered in discussing the stabilization of an ordered state and its photoinduced dynamics.\textsuperscript{7,8} If different types of phonons contribute to forming a charge order by modulating different electronic parameters, complex dynamics are expected and their analysis would give valuable information that cannot be easily obtained by measuring the physical properties in thermal equilibrium.

In this paper, we consider the organic salt (EDO-TTF)\textsubscript{2}PF\textsubscript{6} with 3/4-filled band (1/4-filled in terms of holes), which shows a metal-insulator transition with (0110) charge order accompanied by a large structural change based on a doubling of unit cells and deformation of EDO-TTF molecules at low temperatures.\textsuperscript{2} The (0110) charge order is thus stabilized by two different types of phonons, transfer-integral-modulating displacements (bond-coupled phonons) and site-energy-modulating deformations (charge-coupled phonons). An ultrafast transition (within 3 ps) from the charge-ordered insulator phase to the “metal” phase is induced by weak laser light with a pulse width of 0.12 ps and of excitation photon energy 1.55 eV nearly resonant with charge transfer toward the (0200) configuration.\textsuperscript{5,6} The observed spectroscopic change shows cooperative melting of the charge order assisted by coherent phonon generation.\textsuperscript{5,6,11}

For quarter-filled systems, different charge-transfer excited states generally have different shapes of adiabatic potentials and thus different directions of initial force applied to phonon amplitudes. The photoinduced dynamics would have respective efficiency, and some of them can be sensitive to the relative phonon frequency, as shown in this paper. This fact may be useful in identifying the phonon responsible for the coherent oscillation, and more generally, in designing a material with more efficient transition dynamics.

II. PEIERLS-HOLSTEIN-HUBBARD MODEL

As a model for (EDO-TTF)\textsubscript{2}PF\textsubscript{6}, we treat the one-dimensional quarter-filled Hubbard model with Peierls and Holstein types of e-ph couplings, which modulate transfer integrals and site energies, respectively.

\begin{align*}
H &= -\sum_{j,\sigma} \left[ t_0 - \alpha (u_{j+1} - u_j) \right] (c_{j,\sigma}^\dagger c_{j+1,\sigma} + c_{j+1,\sigma}^\dagger c_{j,\sigma}) \\
&\quad -\beta \sum_{j} u_j (n_j - \frac{1}{2}) + U \sum_{j} n_{j,\uparrow} n_{j,\downarrow} \\
&\quad + \frac{1}{2} K_\alpha \sum_{j} (u_{j+1} - u_j)^2 + \frac{1}{2} K_\beta \sum_{j} u_j^2
\end{align*}
\( \frac{2K_\alpha}{\omega_\alpha^2} \sum_j \dot{u}_j^2 + \frac{K_\beta}{2\omega_\beta^2} \sum_j \dot{v}_j^2, \)

where \( c_{j,\sigma}^\dagger \) (\( c_{j,\sigma} \)) is the creation (annihilation) operator of a hole with spin \( \sigma \) at site \( j \), \( n_{j,\sigma} = c_{j,\sigma}^\dagger c_{j,\sigma} \), \( n_j = n_{j,\uparrow} + n_{j,\downarrow} \), \( u_j \) is the displacement of the \( j \)th molecule from equilibrium, \( v_j \) is its deformation amplitude, and \( \dot{u}_j \) and \( \dot{v}_j \) are the time derivatives of \( u_j \) and \( v_j \), respectively. The band-filling is a quarter in terms of holes. The parameter \( t_0 \) denotes the bare transfer integral, which is assumed to be uniform for simplicity. \( U \) the on-site repulsion strength, \( \alpha \) and \( \beta \) the e-ph coupling strengths of modulating the transfer integrals by the molecular displacements (bond-coupled phonons) and the site energies by the molecular deformations (charge-coupled phonons), respectively, \( K_\alpha \) and \( K_\beta \) the corresponding spring constants, and \( \omega_\alpha \) and \( \omega_\beta \) the corresponding bare phonon frequencies. In reality, the transfer integrals would be modulated by the molecular deformations as well, but such details are ignored. The static properties of this model (\( \omega_\alpha=\omega_\beta=0 \)) have already been studied so intensively, including exact-diagonalization and density-matrix-renormalization-group studies. For charge orders in quarter-filled organic compounds, see, for example Ref. [13].

In the (EDO-TTF)$_2$PF$_6$ salt, displacements of anions in the insulator phase are substantial and favor the (0110) (called bond-charge-density wave in Ref. [13]) ground state because the neighboring site energies are modulated in phase. This effect of anions counterbalances that of the nearest-neighbor repulsion favoring the (1010) (called 4\( K_F \) charge-density wave spin-Peierls in Ref. [13]) ground state. We here ignore such details for simplicity and assume that the effect of anions would renormalize the parameters related to the charge-coupled phonons, \( \beta, K_\beta, \) and \( \omega_\beta \). Then, most of the model parameters can be deduced from the charge disproportionation and the optical conductivity spectrum, as performed in Ref. [10] \( t_0=0.16, U=0.93, \alpha^2/K_\alpha=0.14, \) and \( \beta^2/K_\beta=0.55, \) in units of eV. The classically treated, bond- and charge-coupled phonons are obtained by imposing the Hellmann-Feynman theorem. The optical conductivity spectrum is then obtained with peak-broadening parameter set at 0.1 and shown in Fig. [1(a)]. Because the on-site repulsion \( U \) is assumed to be the largest energy, the high-energy peak corresponds to the charge-transfer excitation to the (0200) configuration (\( \omega_{0200} \sim 1.4 \)), while the low-energy peak to that to the (1010) configuration (\( \omega_{1010} \sim 0.4 \)).

### III. ADIABATIC POTENTIALS

The spring constants \( K_\alpha \) and \( K_\beta \) are so chosen that

\[
|u_j| \quad \text{and} \quad |v_j| \quad \text{are of the order of unity:} \quad K_\alpha=0.035 \quad \text{and} \quad K_\beta=0.1 \quad \text{to give} \quad n_j=0.59, 0.85, -0.85, -0.59, \cdots \quad \text{and} \quad v_j=-1.01, 1.01, 1.01, -1.01, \cdots \quad \text{for the 12-site periodic chain.} \]

The charge density per site is 0.07, 0.93, 0.93, 0.07, \cdots in the ground state, though it is simply denoted by (0110). The charge distribution \( \langle n_j \rangle \) and the deformation-induced potential \(-\beta v_j\) are schematically shown by the circles and the line, respectively, in Figs. [1(b)] and [1(d)] for the ground and photoexcited states. The corresponding adiabatic potentials are plotted in Figs. [1(e)] and [1(g)]. They are calculated with varying \( u_j \) and \( v_j \) through similar extension/contraction from the optimized configurations mentioned above. The maximum values of \( u_j \) and \( v_j \) are denoted by \( u_0 \) and \( v_0 \), respectively.

The minimum in the adiabatic potential of the (1010) photoexcited state is located at the origin [Fig. [1(f)]. The excitation energy is lowered by delocalizing the photocarriers, so that both of \( u_j \) and \( v_j \) are strongly suppressed. In contrast, the minimum in the adiabatic potential of the (0200) photoexcited state is shifted from that of the
ground state to reduce $u_j$ only [Fig. 1(g)]. The energy contribution from the deformation-induced potential is basically unchanged by the charge-transfer process shown in Fig. 1(d). Meanwhile, the displacements shortening the distance between the neighboring hole-rich sites and stabilizing the tetramers are relaxed. Therefore, the shift of the stable phonon configuration is quite anisotropic by the (0200) photoexcitation.

IV. PHOTOINDUCED MELTING DYNAMICS

A. Photoexcitation by an oscillating field

Photoexcitations are introduced by adding the modified transfer term with the Peierls phase and the coupling with the molecular displacements (bond-coupled phonons) to the Hamiltonian,

$$\sum_{j,\sigma} \left[ t_0 - \alpha(u_{j+1} - u_j) \right] \exp \left[ i e a / \hbar \int dt E(t) \right] - 1 \right]$$

$$\times c^\dagger_{j,\sigma} c_{j+1,\sigma} + \text{h.c.} - \sum_j c(n_j) \delta u_j E(t),$$

(2)

where $e$ is the absolute value of the electronic charge, $\alpha$ is the lattice spacing, $\delta=0.05a$ is introduced to recover the length dimension. The time-dependent electric field $E(t)$ is given by $E(t) = -E_{\text{ext}} \sin \omega_{\text{ext}} t$ with amplitude $E_{\text{ext}}$ and frequency $\omega_{\text{ext}}$ for $0 < t < T_{\text{irr}}$ [$E(t)$ is zero otherwise], where the pulse width is set at $T_{\text{irr}} = 2\pi N_{\text{ext}} / \omega_{\text{ext}}$ with integer $N_{\text{ext}}$.

It is easily shown by the gauge transformation that the vector potential introduced above is equivalent to the scalar potential $\frac{e}{\alpha}$. The vector potential is convenient because the boundary condition remains periodic. Of the two terms in Eq. (2), the first is much larger than the second. Even if the second term is omitted, the numerical results below are almost unchanged. The pulse width $T_{\text{irr}}$ is set to nearly coincide with the experimentally used value of about 200 in the present unit. The time-dependent Schrödinger equation for the exact many-electron wave function is numerically solved by expanding the exponential evolution operator with time slice $dt=0.01$ to the 15th order and by checking the conservation of the norm and of the total energy for $t > T_{\text{irr}}$. The classical equation of phonon motion is solved by the leapfrog method, where the force is derived from the Hellmann-Feynman theorem. The phonon frequencies $\omega_\alpha$ and $\omega_\beta$ are varied in such a way that one of the renormalized frequencies is close to the experimentally observed value of about 0.01. (either $\omega_\alpha$ or $\omega_\beta$ is set to be 0.02.)

B. Numerical results

First, the (0110) ground state is excited with $\omega_{\text{ext}}=1.5$ and $N_{\text{ext}}=50$. The evolution of charge densities at an early stage is shown in Fig. 2(a). The period of $E(t)$ is $2\pi / \omega_{\text{ext}} \approx 4.2$, which is close to that of the (0200) excitation, $2\pi / \omega_{\text{0200}} \approx 4.6$, and far from that of the (1010) excitation, $2\pi / \omega_{\text{1010}} \approx 15$. The bare transfer integral has the time scale of $2\pi / t_0 \approx 39$. Because of $\omega_{\text{ext}} \approx \omega_{\text{0200}}$, the charge densities at the hole-rich sites are largely oscillating with period $2\pi / \omega_{\text{ext}}$, like (0110)$\rightarrow$(0200)$\rightarrow$(0110)$\rightarrow$(0020). The oscillation at the hole-poor sites is initially small. This forced oscillation mainly at the hole-rich sites continues until the field is turned off at $t=T_{\text{irr}} \approx 210$ [Fig. 2(b)]. By this time, the
charge-density difference between the hole-rich and the hole-poor sites is reduced by the weakened $u_j$ and $v_j$. Even for $t > T_{irr}$, the rapid oscillations due to charge-transfer excitations are evident. In addition, the slow oscillation on the phonon time scale, $T_{phonon} \approx 600$, is clearly seen in Fig. 2(c). This coherent oscillation is allowed by the strong coupling between the charge and phonon dynamics. Here, $E_{ext}$ is chosen to be just below the threshold for melting. Then, after several periods of the phonon oscillation, the charge configuration is nearly disordered and the charge order is quite reduced.

How much the charge order is reduced can be quantified by averaging the charge density at the (initially) hole-poor sites over the period of the phonon oscillation at $t \leq 4000$ (corresponding to an interval inside 2 to 3 ps) and by subtracting the initial density from it. It is plotted in Fig. 3 as a function of the increment in the total energy $\Delta E$, for different excitation energies $\omega_{ext}$ [indicated by the arrows in Fig. 3(a)] and different phonon frequencies $\omega_\alpha$ and $\omega_\beta$. The arrows here show the energy difference between the undistorted and the ground states, which gives the lower limit of energy required for the melting. In all cases, the responses are linear for small $\Delta E$, and their linear coefficients are nearly the same. For substantial $\Delta E$, the curves are convex, indicating cooperativity in the photoinduced dynamics. It should be noted that, even if the charge order is almost completely destroyed by averaging over the phonon oscillation period, snapshots of charge densities and amplitudes of bond- and charge-coupled phonons show quite disproportionate configurations. Thus, the photoinduced melting does not produce a regular metallic phase.

For excitations of energy $\omega_{ext}=0.5$ close to $\omega_{1010}$, the curve is insensitive to the combination of phonon frequencies [Fig. 3(a)]. Compared with the other excitation energies discussed below, the charge order is melted by smaller $\Delta E$ (0.31 $\leq \Delta E < 0.35$). In other words, the efficiency of photoinduced melting is the highest on average. This fact is similar to the fact, in one-dimensional half-filled dimerized Mott insulators, interdimer charge-transfer excitations reduce the spin-Peierls order much more efficiently than intradimer ones, leading to a photoinduced inverse spin-Peierls transition. In the present quarter-filled case also, carriers photogenerated by (1010) charge-transfer excitations are delocalized, so that the adiabatic potential has a minimum at the undistorted phonon configuration [Fig. 3(f)] to maximize the kinetic energy gain.

For excitations of energy $\omega_{ext}=0.8$ on the high-energy side of the (1010) charge-transfer-peak, the efficiency of photoinduced melting is lowered and depends weakly on the phonon frequencies [Fig. 3(b)]. The lower efficiency than the case with $\omega_{ext}$ closer to $\omega_{1010}$ is reasonable in the sense that off-resonant excitations contain processes not simply represented by the (0110)–(1010) charge transfer: extra energy is needed to transfer charge. The dependence of the efficiency on the phonon frequencies has some regularity. Here, the curves for $\omega_\alpha > \omega_\beta$ are plotted in warm colors, while those for $\omega_\alpha < \omega_\beta$ in cold colors. The former case generally has a higher efficiency than the latter.

This fact is more conspicuous for excitations of energy $\omega_{ext}=1.5$ close to $\omega_{0200}$ [Fig. 3(c)]. Among the three excitation energies, the charge order is melted by the largest $\Delta E$ on average, indicating the lowest efficiency. However, the curve strongly depends on the phonon frequencies, so
that the average efficiency is not so meaningful. In fact, for \((\omega_\alpha, \omega_\beta) = (0.02, 0.005)\), the efficiency is higher than the corresponding case of \(\omega_{\text{ext}} = 0.8\). Meanwhile, the efficiency for \((\omega_\alpha, \omega_\beta) = (0.02, 0.06)\) is very low. The origin of such dependence on the phonon frequencies is discussed below on the basis of the adiabatic potential, although the phonons do not necessarily evolve in its steepest descent direction.

As mentioned before, the adiabatic potential of the (0200) photoexcited state [Fig. 1(g)] has a minimum shifted from that of the ground state [Fig. 1(e)] to reduce \(u_j\) only. Thus, the initial force reduces \(u_j\). For \(\omega_\alpha > \omega_\beta\), the energy supplied from the field is first transferred to the faster \(u_j\) motion, and then to the slower \(v_j\) motion, reducing both phonon amplitudes and the charge order in an efficient manner. Otherwise, the initially induced \(u_j\) motion is slow, and the secondary \(v_j\) motion requires higher energy than the first one, which is inefficient.

The experiment on (EDO-TTF)\(_2\)PF\(_6\) shows a correspondence of the frequency of the coherent oscillation with that of a Raman-active optical mode \(\gamma\) but its mode assignment is not done yet. This is why we vary the phonon frequencies in the calculations. At first glance, it may seem reasonable to assume that the displacement \(u_j\) is generally more collective and has a lower frequency \(\omega_\alpha\) than the deformation \(v_j\) regarded as an intramolecular mode. However, the situation is not so simple because the displacements of anions contribute to stabilize the (0110) charge order, as mentioned earlier.

In order to study the effects of anion displacements and nearest-neighbor repulsion on the phase diagram, we add to the model,

\[
-\gamma \sum_l n_{l2l-1} + n_{2l-1} + \frac{1}{2} K_\gamma \sum_l u_i^2 + V \sum_j n_j n_{j+1},
\]

where \(u_l\) is the displacement of the \(l\)th anion from equilibrium, \(\gamma\) the corresponding e-ph coupling strength, \(K_\gamma\) the corresponding spring constant, and \(V\) the nearest-neighbor repulsion strength. We use the relations \(\omega_\alpha / V = 0.93\) and \(\beta^2 / K_\beta + 2\gamma^2 / K_\gamma = 0.55\) so as to minimize the modification of the optical conductivity spectrum, although \(V\) still sharpens and heightens the lowest-energy peak. The phase diagram is divided into the present (0110) order approximately for \(V < 0.1 + \gamma / 1.3\) and the (1010) order for \(V > 0.1 + \gamma / 1.3\). The almost linear relation is due to the competition between \(\gamma\) favoring in-phase modulation of \(\langle n_{2l-1} \rangle\) and \(\langle n_{2l} \rangle\) and \(V\) favoring out-of-phase modulation of them. The strong reduction of the critical \(V\) is due to the strong Holstein coupling \(\beta^2 / K_\beta\). Without e-ph couplings \((\alpha = \beta = 0)\), the (1010) order needs \(V > 2\alpha_0\) in the limit of large \(U\) and a somewhat larger \(V\) for finite \(U\). Therefore, without anion displacements \((\gamma = 0)\), the nearest-neighbor repulsion of only 10\% of the magnitude of \(U\) is thus found to convert the (0110) order into the (1010) order. Because the anion displacements strengthen the e-ph coupling \(\beta\), they make the \(v_j\) phonon effectivly heavier. Thus, it is possible that the \(v_j\) phonon has a lower frequency \(\omega_\beta\). If it is the case, the efficiency with \(\omega_{\text{ext}} = 1.5\) can be higher than that with \(\omega_{\text{ext}} = 0.8\). It should be noted that, if the reduction in the charge order is plotted as a function of the number of absorbed photons \((\Delta E / \omega_{\text{ext}})\), the excitations with \(\omega_{\text{ext}} = 1.5\) are the most efficient and those with \(\omega_{\text{ext}} = 0.5\) are the least efficient on average.

Details of the actual dynamics of charge densities and phonon amplitudes are more complicated than those naively expected from the adiabatic potential as described above. The charge dynamics for \(\omega_\alpha \approx \omega_\beta\) were close to a sinusoidal evolution [Fig. 1(c)], but they are not always the case. Below we will describe the actual dynamics for \(\omega_\alpha \neq \omega_\beta\).

For \(\omega_\alpha < \omega_\beta\), the charge dynamics sensitively depend on the excitation energy (Fig. 1). When the excitation energy is close to \(\omega_{1010}\), \(\omega_{\text{ext}} = 0.5\), the main component in the charge-density oscillation is due to the \(v_j\) phonon with the higher energy [Fig. 1(a)]. Because the corre-
the shapes of the adiabatic potentials, as in the case of \( \omega_\alpha < \omega_\beta \). The charge dynamics for \((\omega_\alpha, \omega_\beta)=(0.02, 0.005)\) are slower but otherwise similar to the present case for \((\omega_\alpha, \omega_\beta)=(0.06, 0.02)\). Such \((\omega_\alpha, \omega_\beta)\)-dependent theoretical dynamics would be helpful in assigning experimentally observed oscillations.

V. SUMMARY

Photoinduced melting of charge order is calculated exactly for electrons and classically for phonons in the one-dimensional quarter-filled Hubbard model with different types of e-ph couplings. The strengths of the e-e and e-ph interactions and the transfer integral are taken to reproduce the charge disproportionation and the optical conductivity in the \((0110)\) ground state of \((\text{EDOT-TTF})_2\text{PF}_6\). The efficiency of \((0200)\) photoexcitations is generally (but not always) lower than that of \((1010)\) photoexcitations, which generate delocalized carriers. Relative dynamics of the two phonon amplitudes are influenced by the shape of the adiabatic potential and the relative phonon frequency. As a consequence, the efficiency of \((0200)\) photoexcitations can be high if the frequency of the bond-coupled phonons is sufficiently higher than that of the charge-coupled phonons. On the other hand, the efficiency of \((1010)\) photoexcitations is insensitive to the relative phonon frequency, though it is lowered if the excitation energy is off-resonant.

Here, we show that the relative phonon frequency can become an important parameter characterizing the photoinduced dynamics if the order is stabilized by different types of phonons. The charge-density oscillation is also affected by the relative phonon frequency, so that theoretical calculations are generally useful for the mode assignment of the coherent oscillation and at least for the identification of interactions stabilizing the order. Furthermore, consideration of relative phonon frequencies may open the possibility for controlling the efficiency of photoinduced dynamics. If many types of phonons are involved with photoinduced dynamics, we conjecture that efficient structural deformation is achieved when the phonon coupled with the initial charge-transfer process has the highest frequency, the secondary phonon induced after the first has the second highest frequency, and so on.
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**FIG. 5:** (Color online) Time dependence of charge densities for \( \omega_\alpha=0.06 \) and \( \omega_\beta=0.02 \). Photoexcitations are (a) \( \omega_{\text{ext}}=0.5 \) close to \( \omega_{(0110)} \), \( N_{\text{ext}}=17 \), and \( E_{\text{ext}}=0.032 \); and (b) \( \omega_{\text{ext}}=1.5 \) close to \( \omega_{(0200)} \), \( N_{\text{ext}}=50 \), and \( E_{\text{ext}}=0.310 \).
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