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Magnetic nanoparticles offer unique potential for various technological, biomedical, or environmental applications thanks to the size-, shape- and material-dependent tunability of their magnetic properties. To optimize particles for a specific application, it is crucial to interrelate their performance with their structural and magnetic properties. This review presents the advantages of small-angle X-ray and neutron scattering techniques for achieving a detailed multiscale characterization of magnetic nanoparticles and their ensembles in a mesoscopic size range from 1 to a few hundred nanometers with nanometer resolution. Both X-rays and neutrons allow the ensemble-averaged determination of structural properties, such as particle morphology or particle arrangement in multilayers and 3D assemblies. Additionally, the magnetic scattering contributions enable retrieving the internal magnetization profile of the nanoparticles as well as the inter-particle moment correlations caused by interactions within dense assemblies. Most measurements are used to determine the time-averaged ensemble properties, in addition advanced small-angle scattering techniques exist that allow accessing particle and spin dynamics on various timescales. In this review, we focus on conventional small-angle X-ray and neutron scattering (SAXS and SANS), X-ray and neutron reflectometry, gracing-incidence SAXS and SANS, X-ray resonant magnetic scattering, and neutron spin-echo spectroscopy techniques. For...
each technique, we provide a general overview, present the latest scientific results, and discuss its strengths as well as sample requirements. Finally, we give our perspectives on how future small-angle scattering experiments, especially in combination with micromagnetic simulations, could help to optimize the performance of magnetic nanoparticles for specific applications.

1 Introduction

Magnetic nanoparticles (MNPs) possess unique tunable properties and can be manipulated (e.g. moved or rotated) by external magnetic fields, making them ideal candidates for various technical, biomedical, and energy applications. For each application, the employed particles must fulfill specific requirements, especially regarding their magnetic properties. The magnetism of MNPs can be controlled by various parameters including their morphology, chemical composition, and arrangement. Some prominent technological applications are their usage in data-storage devices\(^1\) or ferrofluids,\(^2\) which are stable and dense colloidal suspensions of MNPs used for seals and dampers. Ferrofluids rely on superparamagnetic particles stabilized by surfactants that create (reversible) anisotropic aggregates in a magnetic field, whereas the particles envisioned for data-storage devices need strong magnetic anisotropy leading to high coercivities to guarantee thermal stability. Recently, Liu et al.\(^3\) demonstrated the reversible paramagnetic-to-ferromagnetic transition by jamming MNPs at oil–water interfaces producing configurably and permanently magnetized emulsion droplets. This concept can be applied, e.g., to synthesize magneto-responsive nematic liquid crystals.\(^4\)

Typical life science applications, on the other hand, include biosensors,\(^5\) magnetic resonance\(^6\) and particle imaging,\(^7\) remote cell control,\(^8\) magnetic drug targeting and delivery,\(^9\) as well as magnetic separation.\(^10\) For each purpose the particle properties need to be optimized: whereas some applications may need superparamagnetic particles (e.g., magnetic resonance imaging), others prefer large particle moments (e.g., biosensors and magnetic separation). Another prominent biomedical application, which is highly dependent on the used particles is magnetic hyperthermia.\(^11\) The working principle of magnetic hyperthermia is to inject MNPs into tumors and heat them by applying alternating magnetic fields to kill the surrounding tumor cells. Commercial heating coil setup provide a fixed frequency (of around 100–1000 kHz) and amplitude (of around 5–20 mT). For clinical application, regulatory requirements for biocompatibility restrict the material choice mainly to iron oxides, and thus, only particle morphology and structural arrangement are tunable parameters to achieve appreciable heating under physiological conditions. The unique ability of MNPs to transduce heat in alternating fields on the nanoscale\(^12\) is also utilized for catalysis and energy applications, such as CO\(_2\) hydrogenation\(^13\) and electrolysis (i.e. water splitting),\(^14\) in which case the material is not necessarily restricted to iron oxides.

Different advanced synthesis routes exist to design the ideal particles for each application, as we will illustrate exemplarily in the following for magnetic hyperthermia and particle separation. Generating sufficient heat with alternating fields requires iron oxide MNPs with a significant dynamic susceptibility at high frequencies/low amplitudes. Recent works indicate that for magnetic hyperthermia large, defect-rich MNPs are great candidates,\(^15\) including so-called nanoflowers\(^16\) and nanocubes with interfacial defects.\(^17\) In general, defect-engineering is a promising approach for particle design since it allows manipulating intrinsic MNP properties either by introducing structural defects such as point defects,\(^18\) by doping,\(^19\) by combining crystalline and amorphous parent material,\(^20\) or by controlling twin structures in the nanocrystals.\(^21\) Core-shell particle systems are another particle type explored for magnetic hyperthermia applications\(^22,23\) as the heating power can be adjusted by tuning the interface coupling.\(^24\) The control over the magnetic properties via exchange coupling makes core–shell particle systems compelling for various applications in life science\(^25\) and technology.\(^26\) Particles that are suited for magnetic hyperthermia are commonly also suitable for magnetic particle imaging as the signal is created by alternating magnetic fields.\(^27\) In contrast, for magnetic separation, ideal particles have a vanishing intrinsic coercivity but a high static magnetic susceptibility together with a high load capacity and selective and reversible binding affinity. Particle clusters,\(^28\) magnetic microspheres\(^29\) or large multi-core systems of self-assembled nanoparticles, so-called supraparticles,\(^30\) are desired as they have large moments and can be thus easily extracted by magnetic gradient fields. Magnetic separation – which can be used, e.g. for water purification\(^31\) or biosorption – often necessitates surface modification to achieve the specific binding of the target compound to the MNPs.\(^32\) Particle surfactants can affect the magnetic properties of the functionalized MNP ensembles, which need to be controlled during particle synthesis.\(^33\) It is worth mentioning that supraparticles are well-suited for magnetic separation and also envisioned for a wide array of applications related to sustainability.\(^34\) Nowadays, the synthesis of supraparticles or mesocrystals can be well controlled\(^35\) allowing the preparation of particle systems with a wide range of magnetic properties and additional functionalities.\(^36\)

In addition to the synthesis of complex, multifunctional particle systems, the shape and size of the individual nanocrystals can be easily controlled for many materials,\(^37\) including iron oxides magnetite/maghemite,\(^38\) and hematite.\(^39\) This allows the preparation of shape anisotropic nanoparticles, which are great candidates for various applications as the magnetic properties can be controlled by particle morphology.\(^40\) Elongated ferromagnetic nanoparticles can be applied as nanoprobes for nanotherapeutical approaches when their magnetic moment is preferentially aligned along the long rotation axis due to shape anisotropy.\(^41\) More exotic magnetization states can be found, e.g. in hollow particles,\(^42\) nanorings,\(^43\) nanotubes,\(^44\) and other shape-anisotropic hollow particles,\(^45\) or nanodots\(^46\)
and nano-octopods. In many cases, the MNPs consist of the typical 3D ferromagnetic elements Fe, Co, Ni, alloys (FePt, FePd) or their oxides, with iron oxides being the most prominent example. Recently, MNPs of 4f-intermetallic alloys (e.g. TbCu$_2$ (ref. 48) or GdCu$_2$ (ref. 49)) gained interest because their magnetic order can be easily tuned with particle size and microstrain. Rare-Earth intermetallics are promising candidates for magnetocaloric applications by tuning the strength of magnetic coupling and modifying the contributions of frustrated and disordered magnetic moments. Furthermore, they excel by a high saturation magnetization and hysteresis-less magnetic response which is desirable for various technological applications. To sum up, a large catalog of different MNP systems exists with unique functionalities tailored with the structural and magnetic properties. The latter can be achieved by either varying the material, the morphology of the individual nanoparticles, or interparticle interactions. As illustrated in Fig. 1, to optimize a given MNP sample for a specific application, one needs to interrelate their macroscopic properties with their chemical and magnetic nano-/microstructure.

To describe the magnetic response of MNP on the macroscopic level, it is often assumed that the individual particles or crystals are single-domains with a homogeneous internal magnetization profile. Single-domain means that all the atomic magnetic moments $\mathbf{m}$ within the particle are aligned parallel to each other. Hence, the total particle moment can be represented by a macrospin $\mathbf{M} = \sum \mathbf{m}_i$, and thus MNPs may be regarded macroscopically as simple dipoles. The moment $\mathbf{M}$ fluctuates with a characteristic relaxation time $\tau$ between energy minima due to thermal activation and it can be distinguished between superparamagnetic (measurement time $t_m \gg \tau$) and thermally blocked ($t_m \ll \tau$) particles. Only spherical and defect-free particles with diameters below a material-specific single-domain size can be considered model-like, homogeneously magnetized particles. Real MNP samples always deviate to a certain extent from this oversimplified picture. The intra- and inter-particle magnetization profiles depend on various parameters, including the particle size and shape, as well as dipolar interactions with neighboring particles. Furthermore, structural defects within MNPs are very common, especially at the particle surface, which can critically affect their magnetic properties. Magnetization or Mössbauer spectroscopy measurements indicate the existence of non-negligible spin disorder in MNPs. The precise determination of the internal 3D magnetization profile remains a key challenge in MNP research and is necessary to fully understand the complex interrelations between the structural and magnetic properties.

Possible approaches to determine the morphology and 3D magnetization profile of nanoscopic systems are electron microscopy-based techniques. Transmission or scanning electron microscopy (TEM, SEM) are applied to identify the particle shape and size of MNPs. With scanning transmission electron microscopy (STEM) a more detailed picture of the atomic structure can be obtained, e.g. resolving anti-phase boundaries within individual MNPs with atomic precision. On the other hand, Lorentz transmission electron microscopy (LTEM) allows detecting the stray field magnetization of MNPs with nanometer-resolution. Higher spatial resolution than LTEM is provided by electron holography, which is sensitive to the entire nanoparticle spin configuration. This technique helped to image the dipolar coupling in planar arrangements of MNPs.Electrons can only probe locally and thin individual structures or arrangement of few particles due to the restricted penetration lengths.

To investigate large MNP assemblies and samples with embedded and buried MNPs, we advocate small-angle scattering techniques using either X-rays or neutrons. These techniques cover the technologically relevant mesoscale mesoscale ($\sim$1–1000 nm) with nanometer-resolution and enable a structural characterization and the determination of the 3D
Table 1 List of small-angle scattering techniques and their main characteristics: \( t_m \) is the typical time needed for one measurement and \( t_{\exp} \) is the usual time needed for the total experiment.

| Techniques | Sample and experiment characteristics | Instruments | Facilities | Unique features |
|------------|--------------------------------------|-------------|------------|----------------|
| SAXS + GISAXS + | • 20–50 µl (colloids), 1–10 mg (powders) | SAXS/WAXS\(^{52}\) | ANSTO | |
| | • \( t_m \approx 1 \text{ min}, t_{\exp} \approx 1 – 3 \text{ days} \) | 12-ID\(^{53}\) | APS | |
| XRR | • Scattering power depends on atomic number | D71 \(^{54}\) | Bessy-II | |
| | • GISAXS/XRR: planar samples \( \approx 10 \times 1 \text{ mm}^2 \) | I22 \(^{55}\) | Diamond | Microfocus option |
| | Retrievable information | SAXS\(^{56}\) | Elettra | |
| | • Particle size, shape and correlations | ID02 \(^{57}\) | ESRF | USAXS |
| | • GISAXS: lateral density fluctuations | ID12 \(^{58}\) | ESRF | XRR, XMCD |
| | • XRR: chemical composition profile over thickness | Pt0 \(^{59}\) | Petra-III | Microfocus |
| | • A wide range of laboratory SAXS diffractometers exists on the right we give a selection of synchrotron instruments | eSAXS\(^{60}\) | PSI | Coherent diffractive imaging, tensor tomography |
| | Retrievalable information | Beamline 1–5\(^{61}\) | SLAC | |
| | • Interparticle moment correlations | SIXS | Soleil | |
| | • Local disorder and moment fluctuations (coherent XRRMS) | SW/IN\(^{62}\) | Soleil | |
| | | BL05XU\(^{63}\) | SPring-8 | |
| XRMS | • Thin samples (e.g. MNPs deposited on Si wafer) | BL29 – BOREAS\(^{64}\) | ALBA | XMCID/XMLD, extended soft X-ray regime of 80 to 4000 eV |
| | • Beam size 0.1 \( \times \) 0.1 \( \mu \text{m} \) \( ^2 \) to 1 \( \times \) 1 \( \mu \text{m} \) \( ^2 \) | 4.0,2\(^{55}\) | ALS | XMCID/XMLD, 400 to 1500 eV |
| | • \( t_m \approx 1 – 10 \text{ min}, t_{\exp} \approx 1 – 3 \text{ days} \) | 4-ID-D\(^{66}\) | APS | XMCID/XMLD, 2.7 to 30 keV |
| | • Prior XMCD measurement recommended | ALICE\(^{67}\) | BESSY-II | XMCID/XMLD, 8 to 1900 eV |
| | Retrievalable information | I10\(^{68}\) | Diamond | XMCID/XMLD, 400 to 1600 eV |
| | • Interparticle moment correlations | BM28-XMAS\(^{69}\) | ESRF | 2 to 40 keV |
| | • Local disorder and moment fluctuations (coherent XRMS) | ID32\(^{70}\) | ESRF | XMCID/XMLD, 400 to 1600 eV photon energy |
| | | I101\(^{71}\) | MAX-II | XMCID/XMLD, 200 to 1700 eV |
| | | 23-ID-1\(^{72}\) | NSLS-II | XMCID/XMLD, 250 to 2000 eV |
| | | P09\(^{73}\) | Petra-III | XMCID, variable linear polarisation, 2.7 and 13.7 keV |
| | | EMA\(^{74}\) | SIRIUS | XMCID, 2.7–30 keV |
| | | Sextants\(^{75}\) | SOLEIL | XMCID/XMLD, 50–1800 eV |
| | | BL39XU\(^{76}\) | SPring-8 | XMCID/XMLD, 5–37 keV |
| SANS + GISANS | • MNP colloids \( (V \approx 200 – 400 \mu \text{l}) \) | QUOKKA\(^{77}\) | ANSTO | |
| | • MNP powders \( (m \approx 100 – 200 \text{ mg}) \) | KWS-1\(^{78}\) | FRM-II | |
| | • \( t_m \approx 0.1–2 \text{ h}, t_{\exp} \approx 2–5 \text{ days} \) | SANS-1\(^{79}\) | FRM-II | TISANE |
| | • Listed instruments allow polarized experiments | D22\(^{80},81\) | ILL | TISANE, \textit{in situ} SANS |
| | • Contrast can be varied by isotope substitution | D33\(^{82}\) | ILL | Monochrome & time-of-flight mode |
| | Retrievalable information | LARMOR\(^{83}\) | ISIS | Spin-echo techniques + diffraction |
| | • Particle size, shape and correlations | ZOOM\(^{84}\) | ISIS | Low-q |
| | • Magnetic correlations (structure factor) | BL15 TAIKAN\(^{85}\) | J-PARC | High-q |
| | • GISANS: transversal correlations in layer plane | NG7-SANS\(^{86}\) | NIST | TISANE |
| | | VSANS\(^{87}\) | NIST | Low-q |
| | | SANS-1\(^{88}\) | PSI | |
| NR | • Planar samples \( \approx 1 \times 1 \text{ cm}^2 \) | MARIA\(^{89}\) | FRM-II | Reflectometry + GISANS |
| | • \( t_m \approx 1 – 10 \text{ min (reflectometry)} \) | SuperADAM\(^{90}\) | ILL | Reflectometry + GISANS |
| | • \( t_m \approx 1 – 10 \text{ h (GISANS)} \) | D1\(^{71}\) | ILL | Monochrome & time-of-flight mode + GISANS |
| | Retrievalable information | CRISP\(^{92}\) and polREF\(^{93}\) | ISIS | Spin-echo techniques |
| | • Chemical/magnetic composition profile over thickness \( (e.g. \text{ of layered thin films}) \) | Offspec\(^{94}\) | ISIS | |
| | | BL17 | J-PARC | |
| | | SHARAKU\(^{95}\) | NIST | |
| | | MAGIK\(^{96}\) and PBR\(^{97}\) | PSI | |
| | | ARMOR\(^{98}\) | SNS | Reflectometry + GISANS |
| NSE | • Similar sample requirements as for SANS | RESEDA\(^{100,101}\) | FRM-II | MIEZE |
| | • \( t_m \approx 2 – 5 \text{ h}, t_{\exp} \approx 5 – 10 \text{ days} \) | IN1\(^{102}\) | ILL | Low-q |
| | Retrievalable information | VIN ROSE\(^{103}\) | J-PARC | Commissioning MIEZE |
magnetisation profile of particles and large particle assemblies. For soft material systems and structural biology, small-angle scattering is well established as an advanced characterization technique sampling a statistically relevant number of nanoparticles. A general, comprehensive introduction on the non-magnetic theoretical foundations and specifics of both X-ray and neutron small-angle scattering is given in the textbook by Hamley. The last decade has seen a continuous drive for new sample environments and continuous development of small-angle scattering based instruments with polarized beam options dedicated for magnetism. Concerning neutron scattering, the review article by Mühlbauer provides an overview on dominantly bulk magnetic systems, like magnetic alloys and oxides, noncollinear magnetic structures, skyrmions and flux-line lattices. This review will close a gap and shows the benefits and recent advances of magnetic small-angle scattering using both neutrons and X-rays to resolve the structural features and essential magnetic information on magnetic nanoparticles and assemblies. The presented examples demonstrate both the flexibility of the techniques and the breadth of the covered topics e.g. to study the formation of nanoparticles and their assemblies under in situ conditions, linking the structure with the magnetic response, and probing the magnetization dynamics by covering the relevant timescales.

In this review, we focus on the following techniques: conventional small-angle X-ray and neutron scattering (SAXS and SANS), X-ray and neutron reflectometry (XRR and NR), grazing-incidence SAXS and SANS (GISAXS and GISANS), X-ray resonant magnetic scattering (XRMS), and neutron spin-echo (NSE) spectroscopy. Table 1 lists suitable instruments for these techniques, which can be found at large-scale facilities worldwide, together with their main characteristics, explaining the kind of samples typically characterized with each given technique, and which information is retrievable. In the following sections, we present typical examples for each technique regarding MNP characterization and highlight recent outstanding works to show the reader the possibilities to use small-angle scattering to guide functional particle design. Additionally, new developments regarding the application of micromagnetic simulations for the analysis of magnetic small-angle scattering data are presented. Finally, we summarize and discuss the topic, and present our perspectives and visions for future research avenues and developments in this field.

2 Conventional small-angle X-ray and neutron scattering

Small-angle scattering allows gathering detailed information on the mesoscopic length scale from about 1 to several hundred nanometers about the chemical composition and magnetization distribution in magnetic nanoparticles. This allows for example investigating interparticle correlations in aggregates and the formation of superstructures depending on parameters such as particle concentration and applied magnetic, electric, or flow fields. The chemical composition and density are associated with the scattering length density (SLD) \( \rho(r) \), which for X-rays measures the electron charge density and the isotopic composition for the so-called nuclear scattering of neutrons, respectively.

The measured SAXS and nuclear SANS intensity can be simply written as \( I(q) \propto |N(q)|^2 \), where \( N(q) \) is the Fourier transform of \( \rho(r) \) and \( q \) is the scattering vector which is given as the difference between the incoming and scattered wave vector with the magnitude \( q = \frac{2\pi}{\lambda} \sin \theta \) for small scattering angles 2\( \theta \), where \( \lambda \) is the wavelength of the incoming radiation. Note that small-angle scattering experiments are conducted either in transmission geometry as illustrated in Fig. 2a, or in reflection geometry (Fig. 2b). Often, instead of the 2D scattering pattern, 1D data \( I(q) \) are analyzed, e.g. the radial average, which can be written in the case of spherical symmetry as \( I(q) \propto \langle p(r) \sin(qr)/(qr) \rangle \). Here, \( p(r) = r^2 C(r) \) is the so-called pair distance distribution function, which is connected to the two-point density-density (Debye) correlation function \( C(r) \) of the scattering length density profile. The correlation function is derived from experimental data by inverse Fourier transforms and provides essential information regarding particle shape, size, density profile, and particle interference, and—in particular for neutrons—the magnetization distribution and magnetic inhomogeneities caused by spatial variations in magnetic parameters. Alternatively, in the case of an ensemble of identical, spherical symmetric scatterers, the intensity can be written as the product of the particle form factor \( P(q) \) and the structure factor \( S(q) \), which can arise from particle interference. For several other particle geometries, analytical functions for \( P(q) \) exist. For sufficiently narrow size distributions, the analysis of higher-order form factor oscillation allows resolving finer details of the surface configuration and irregular particle shape, e.g. the degree of truncation and roundness of cuboids. The polydispersity of the nanoparticle ensembles is considered with a corresponding density distribution function. The relevant structural parameters of the particles and the corresponding distribution function can be determined by model fits of the reciprocal scattering data. To fit experimental data or to calculate the expected scattering signal of a variety of sample systems, open-source software exists. Fig. 3 shows exemplarily the computed data for a polydisperse ensemble of spherical NPs. For more details regarding the structural characterization of nanoparticle systems by small-angle scattering, we refer to the review article by Li et al.

Magnetic small-angle neutron scattering originates from nanoscale variations in magnitude and orientation of the magnetization in a material. The dipole–dipole nature implies that magnetic neutron scattering only observes the magnetization component perpendicular to the scattering vector. The detected 2D SANS pattern of magnetic samples thus contains additionally to the nuclear scattering contribution a superposition of the Fourier transforms of the three Cartesian coordinates of the 3D magnetization profile \( M(r) = [M_x(r), M_y(r), M_z(r)] \). The weighting of the three contributions of \( M(q) \) depends on the measurement mode (i.e. unpolarized, half-polarized, or fully polarized) as discussed in detail in the review of Mühlbauer et al. Complementary, resonant X-ray magnetic scattering...
relies on measuring the scattered X-ray beam to examine magnetic profiles of specific magnetic elements in a material.\textsuperscript{123}

Analyzing the spin asymmetry in the scattering over an absorption edge for circularly polarized X-ray photons allows obtaining a magnetic scattering contrast that scales with the net magnetic moment. This particular technique will be introduced in Section 5. In this section, we will present an overview of MNP studies that involved conventional SAXS and SANS.

2.1 Structural morphology

SAXS delivers representative statistical data on the morphology of MNPs, particle sizes and size distributions, and the number of individual particles/crystals within aggregates. Studying clusters or aggregates of MNPs is especially relevant with life science applications in mind, as MNPs tend to agglomerate in biological environments such as cells. This motivated Guibert et al.\textsuperscript{124} to study the influence of aggregation of around 12 nm iron oxide MNPs on their magnetic hyperthermia performance via SAXS. They could correlate an increasing aggregation of the MNPs with a decrease in magnetic heating. In contrast, the aggregation of smaller iron oxide MNPs enhances magnetic hyperthermia performance.\textsuperscript{125} This shows, that depending on the size of the individual MNPs a clustering can either increase or decrease their magnetic heating, which is relevant information regarding a rational particle design for life science applications. To analyze the structure of MNP aggregates, either model fits or inverse Fourier transforms can be applied.

Laboratory-based, commercial X-ray facilities provide routine access for small-angle scattering as a primary characterization tool for structural information on nanostructures like the correlations between the positions of nanoparticles\textsuperscript{126} and the packing density.\textsuperscript{127} Szczesna et al.\textsuperscript{128} for example determined the size and composition of aggregates of iron oxide MNPs, so-called multi-core particles. The form factor of spheres for the MNPs, a mass fractal structure factor for the aggregates, and log-normal size distributions provided nanoscopic insights into the structure of the multi-core particles (see Fig. 4a). Also, for less defined systems, the aggregate size can be directly inferred via inverse Fourier transform.\textsuperscript{129} Alternatively, the form factor of the particles can be a priori assumed, and the size distribution can be extracted by a numerical inversion approach analogous to the inverse Fourier transform. This allowed for example the determination of the size distribution of partially aggregated MNPs.\textsuperscript{130}

Another type of highly investigated MNPs for biomedical applications are core–shell nanoparticles. An analysis of inorganic-core/organic-shell systems is often difficult due to the low electron density contrast, e.g. of a hydrated polymer shell against water. Exceptionally, SAXS has been utilized to investigate the density profile of highly grafted poly(ethylene glycol)-coated iron oxide MNPs and the temperature-induced contraction of the shell.\textsuperscript{131} For SANS, contrast variation by hydrogen-deuterium isotope substitution enables to determine the particle morphology and in particular highlight the structure of the surfactant.\textsuperscript{132,133} For example, Koll et al.\textsuperscript{134} studied the structure of superparamagnetic iron oxide MNPs encapsulated with a highly stable diblock copolymer shell by SANS and SAXS.
using contrast variation (see Fig. 4b). They could show that their encapsulation process results in a high polymer shell stability, which makes it a great approach for the preparation of MNPs for drug delivery systems. Contrast variation is also useful to study the influence of surfactant concentration on the stability and aggregation of ferrofluids.136–138 For charge stabilized magnetite MNPs without surfactant, contrast variation allows separating nuclear and magnetic characteristic radii in a water-based medium. The surface is covered with around 1/3 of absorbed citrate molecules that mediate the electrostatic repulsion as shown in Avdeev et al.139 For the above works, the data were in most cases analyzed by model fits. This is not possible for more complex particles, in this case inverse Fourier transform can be applied to obtain useful information regarding the particle structure of core-shell-type systems.140 For X-rays, contrast variation is achieved by varying the wavelength close to the absorption edge of a particular atom. This anomalous scattering provides element specific sensitivity, e.g. to reveal the chemical composition of internal material boundaries Fe3O4 core Mn2O3 shell nanoparticles.141 Small-angle scattering is a non-destructive method that enables studying a system in its pristine state in comparison to microscopy approaches needing specialized grid preparation, e.g. magnetotactic bacteria in aqueous dispersion.132 These bacteria biomineralize magnetite nanoparticles in specialized organelles (magnetosomes) in a linear arrangement, which enable them to orient along and migrate with the geomagnetic field (see Fig. 4c). When dispersed in water, the bacteria align along an externally applied magnetic field resulting in anisotropic scattering patterns. In Bender et al.142 an inverse Fourier transform was applied (here using the singular value decomposition) to extract the underlying 2D correlation function, which nicely reflects the linear chain of aligned magnetosomes (see Fig. 4d). The particle size can be controlled by the cultivation conditions of the magnetotactic bacteria with a typical core radius of 20 nm and a water-impenetrable organic membrane shell of 3 nm as seen with neutron contrast variation study.143 The MNPs are arranged in a slightly bent chain and the observed misalignment of the particle moment at low magnetic fields is a consequence of magnetic dipolar interactions, magnetic particle anisotropy, and the acting elastic force of the cytoskeleton.144 The bacteria prove high stability against distortion by magnetic forces as demonstrated with polarized SANS on a fixed freeze-dried powder of the bacteria,145 which make them great candidates for various biomedical,146 environmental146 applications. Recently, for example, their use was suggested for magnonic devices147 and for magnetic actuation.148

2.2 Magnetic structure of particles

Half-polarized SANS (SANSPOL) with an incoming polarized beam, but no analysis of the scattered neutrons, provides an extra contrast given by the interference between nuclear and magnetic scattering and allows filtering backgrounds such as non-magnetic contributions and spin-misalignment scattering arising from moments deviating randomly from the field axis. SANSPOL gives access to very weak magnetic contributions, e.g. to infer the existence of a magnetic dead layer in magnetic Fe3O4 glass ceramics,149 to reveal the diffusion mediated Nb

Fig. 4 (a) From SAXS measurements of MNP clusters, the individual particle size, cluster size, and compactness can be derived, as exemplarily shown for two different samples in Szczepański et al.133 Reproduced with permission of the International Union of Crystallography. (b) The structure of iron oxide MNPs encapsulated with a diblock copolymer shell was investigated by SAXS and SANS. By performing a contrast variation, the size of the MNPs and the thickness of the inner and outer shells could be evaluated. Reproduced from Koll et al.134 with permission from the Royal Society of Chemistry. (c) In Rosenfeldt et al.135 SAXS was employed to monitor the structural changes during the different cultivation stages of magnetotactic bacteria. See the top panel for an electron microscopy image. The 1D SAXS data (bottom panel) were fitted to obtain information about the naturally occurring chains of magnetite particles. (d) The top panel shows the 2D SAXS pattern of a colloidal suspension of magnetotactic bacteria that were aligned by applying an external magnetic field (in the horizontal direction) from which the 2D correlation function (bottom) was extracted by an inverse Fourier transform using a singular value decomposition.132 The real-space correlation function reflects the nearest and next-neighbors distance distribution of the linear chain of MNPs and the average size of the isometric MNPs. Reproduced with permission of the International Union of Crystallography.
enrichment around nanoparticles in a metallic matrix, and to investigate the magnetization distribution of ferrimagnetic iron oxide compounds with their nuclear SANS contribution often more than an order of magnitude larger than the magnetic signal. A comprehensive contrast-variation study with varying degree of deuteration of the toluene solvent allows highlighting the penetrability of the surfactant shell surrounding the Co nanoparticles.

The magnetic scattering length density determined by polarized SANS is a quantitative measure of the magnetization profile. For particles below the material-dependent single-domain size, the particle is commonly described as a coherently magnetized ferromagnet (Stoner–Wohlfarth particle). In this case, small-angle scattering is described in terms of a particle-matrix approach consisting of a form factor describing the shape, size, and orientation of nanoparticles and a structure factor depending on the particle interactions.

In the interior of iron and iron oxide particles, commonly a reduced magnetization compared to bulk material is observed that is mainly associated with the presence of antiphase boundaries. Disch et al. used SANSPOL to determine the field dependence in iron oxide nanocubes and nanospheres coated with oleic acid (Fig. 5a). The particle core exhibits a reduced magnetization of 76% and a gradual demagnetization towards the surface. The reduced core magnetization has been associated with microstructural defects within the particle interior resulting in deviations from the perfect ferrimagnetic order, resulting in spin canting and random disorder of half the atomic moments as indicated by nuclear resonant scattering. Taking advantage of the spatial sensitivity of SANSPOL, Zákutná et al. determined that the coherently magnetized core of Co-doped ferrite MNPs grows with the magnetic field (Fig. 5b), i.e. inducing magnetic order in the structurally disordered particle surface. The magnetic nature of the outer layer was further investigated with SANS with polarization analysis (POLARIS). The neutron-spin-resolved measurements indicate uncorrelated, disordered surface spins. The surface configuration and chemical environment play an important role in the disorder of the surface spins. For instance, a coating of iron oxide MNPs with a silica shell enhances the magnetic properties of the surface regions.

POLARIS also allows observing deviations from single domain behavior to complex spin structures with the presence of ordered misaligned moments from the magnetic field axis. The technique measures the neutron spin-state after scattering at the samples allowing to separate magnetic from nuclear scattering using a polarized 3He gas cell as analyzing neutron filter. For a dense self-assembled face-centered cubic superlattice of 9 nm Fe3O4 nanoparticles, Krycka et al. revealed the existence of considerable, temperature-dependent spin canting of 20–30° in a 1 nm surface region. A combination of polarized SANS and X-ray magnetic circular dichroism (XMCD) spectroscopy allowed to reveal the evolution of magnetic order in multiphase core–shell nanoparticles. The electronic state and stoichiometry is relatively unaffected with temperature as observed with XMCD, however polarised SANS proposes magnetic disorder of the oxide shell near the blocking temperature and indicates alignment of the metallic Fe core in the field and reversed magnetization of the surrounding Fe oxide at lower temperatures.

Strong spin canting (Fig. 5c) is observed in densely packed core–shell Fe3O4@Mn3Fe2−xO4. Atomic simulations indicate that the effect originates from reduced exchange interaction or Dzyaloshinskii–Moriya interaction between the core and shell phase. With increasing particle size, inhomogeneous magnetization states occur, not only at the surface but also within the core of MNPs. In Bersweiler et al. the purely magnetic SANS signal for Mn–Zn-ferrite samples shows a transition of a nearly homogenous magnetization profile for 28 nm particles to a vortex-like configuration for 38 nm particles. FePt-core/iron-oxide-shell particles can exhibit a vortex-like intra-particle magnetization configuration reducing dipolar interactions between the particles when no magnetic fields are applied. To identify such complex inhomogeneous configurations, magnetic simulations are a key component. The

Fig. 5  (a) Magnetic field variation of the magnetic scattering length density for nanospheres and nanocubes due to particle reorientation described by Langevin behavior (solid lines). The inset displays the magnetization distribution in the nanospheres extracted by SANS compared to the bulk magnetic moment. Reproduced with permission from Disch et al. ©IOP Publishing and Deutsche Physikalische Gesellschaft. All rights reserved. (b) Representation of the structure (vertical cut) and magnetic (horizontal) morphology of Co ferrite MNP of 14 nm size. The thickness of the magnetically disordered shell (surface spin disorder indicated by blue arrows) reduces with magnetic field. SANS with polarization analysis (POLARIS) demonstrates that the spins structure on the shell is completely uncorrelated. Adapted from Zákutná et al. under terms of the CC-BY license. (c) Atomic simulation of the spin configuration of a Fe3O4 core and Mn-doped ferrite shell with antisymmetric exchange interaction on the octahedral Mn-sites. The dashed line separates the coherently magnetized core from the shell with local spin frustration leading eventually to a canting of the net magnetization of the nanoparticle. Taken from Oberdick et al. Copyright 2018, The Authors, published by Springer Nature.
combination of SANS with micromagnetic numerical approaches is discussed in Section 7.

Multifunctional core–shell nanoparticles enrich the design capabilities for advanced applications. For instance, Wang et al.\textsuperscript{163} reported the synthesis of colloidal, superparamagnetic particles from iron oxide nanocube. The nanoparticle assemblies exhibit a spherical or cubic shape in a controllable manner by varying the surface tension and the interaction energy between the nanocubes and are highly crystalline as demonstrated with TEM and SAXS (Fig. 6a). In magneto-fluorescent supraparticles, a larger colloidal vesicle encapsulates self-assembled CdSe–CdS core–shell quantum dots with superparamagnetic magnetite MNPs.\textsuperscript{164} These supraparticles have a size of 100 nm with an ordered, closed pack core of MNPs surrounded by a shell of randomly distributed quantum dots after thermal annealing. In Bender et al.\textsuperscript{166} a combination of SAXS and SANS revealed that 9 nm iron oxide nanoparticle cores accumulate in the surface layer of a 160 nm polystyrene sphere resulting in a characteristic variation in the scattering length density contrast from core, shell, and solvent. A weak dipolar interaction between the particle moments is indicated by the magnetic moment distribution extracted from isothermal magnetization. The data analysis used a model-independent indirect transformation of small-angle scattering and isothermal magnetization data to extract the structural and magnetic distribution. Such multicore particles are especially interesting for magnetic separation as they have a vanishing coercivity but large effective moments in presence of magnetic fields.

Field-sensitive ferrogels on the other hand are envisioned for soft actuators. Helminger et al.\textsuperscript{165} produced biocompatible ferrogels using gelatin gels with embedded magnetite nanoparticles and applied SANS contrast variation experiments to explore the nanoparticle packing in the gelatin gel network. To optimize the performance of ferrogel-based soft actuators and other functional materials, a good binding between the MNPs and the matrix is necessary as well as a homogeneous MNP distribution. In Bonini et al.\textsuperscript{166} cobalt–ferrite MNPs were dispersed in polyacrylamide gels and a combination of SAXS and polarized SANS revealed the high quality of their samples.

2.3 Magnetic interparticle correlations

Small-angle scattering is widely applied to study colloidal stability and ordering in dispersions of nanoparticles. The Brownian motion of magnetic nanoparticles becomes directional with the competition between repulsive stabilizing isotropic forces and the anisotropic dipolar magnetic interactions. Small-angle scattering with neutron polarisation analysis allowed to measure the alignment in a concentrated cobalt ferrofluid.\textsuperscript{167} Even in the absence of particle agglomeration and chaining, long-range concentration fluctuations along the field indicating a strong anisotropy of the Brownian motion are observed under magnetic field.\textsuperscript{168} Using a combination of scattering methods and reverse Monte Carlo simulations, Nandakumaran et al.\textsuperscript{169} explored the chain formation mechanism under magnetic field in solution. Eventually, dipolar magnetic interactions in ferrofluids induce the formation of superstructure ranging from short-range ordered aggregates via chain-like structures\textsuperscript{170,171} to field-induced pseudocrystalline ordering in concentrated ferrofluids.\textsuperscript{172,173}

Interparticle forces sensitively affect the rheology of colloidal dispersions. The magnetoviscous effect, \textit{i.e.} the strong increase in viscosity with magnetic field, has been investigated with \textit{in situ} magnetorheology and small-angle scattering investigating the orientational order.\textsuperscript{174,175} Shear-thinning behavior is explained by the disruption of the soft aggregates for high
enough shear flows.\textsuperscript{176} Similarly, driven by particle surface charges, the viscosity can be modified with electric fields in transformer-oil-based ferrofluids.\textsuperscript{177} Magnetic-field oriented aggregates of nanoparticles offer a potential way to obtain strongly anisotropic magnetic properties due to the particle alignment and to cast reinforced nanocomposite materials with anisotropic mechanical properties.\textsuperscript{178} Magnetic field-induced self-organization is facilitated by large structural and magnetic anisotropies, as shown for elongated hematite nanospindles producing nematically ordered assemblies under a directing static or dynamic field.\textsuperscript{179} Anisotropic metallic MNPs as constituents in ferrofluids may result in a strongly enhanced magnetoviscous effect in comparison to conventional ferrofluids.\textsuperscript{180,181}

Field-dependent SANS is further used to detect collective magnetic correlations among particles in disordered assemblies and ordered particle nanocrystals.\textsuperscript{183–185} Small-angle scattering accesses the characteristic length scales connected with interparticle correlations and magnetic interactions between nanoparticles (Fig. 6). In Dennis et al.\textsuperscript{186} the internal magnetic structure of clusters of MNPs was determined by polarized SANS and connected to their performance for magnetic particle imaging and hyperthermia applications. This emphasizes the significant influence of internal coupling either by dipolar or by exchange interactions on the magnetism of MNP clusters or multi-core particles. Dextran coated iron oxide multi-core particles, e.g., show a domain structure extending over a stack of parallelepiped structural grains as observed with polarized SANS.\textsuperscript{187} Magnetic nanoflowers consisting of sintered iron oxide crystallites are another example of hierarchical nanostructures and are great candidates for magnetic hyperthermia applications thanks to exceptionally high heating rates. Polarized SANS confirms a preferentially superferromagnetic coupling of the crystallites in a nanoflower resulting essentially in single-domain particles but with a slight spin disorder due to the grain boundaries and other structural defects.\textsuperscript{188} Furthermore, in the case of a dense powder of such nanoflowers positive correlations between neighboring particle moments were observed creating locally a supraferromagnetic structure.\textsuperscript{189} This is in contrast to conventional, spherical MNPs where the moments of interacting but superparamagnetic particles tend to align more in an antiferromagnetic-like manner.\textsuperscript{190} The magnetic correlations between interacting particles’ moments are reflected in the magnetic structure factor, which will deviate from the scattering of the structural arrangement.\textsuperscript{190} Interestingly, the interparticle coupling can enhance the magnetic heating of nanoflower samples as shown by Sakellari et al.,\textsuperscript{191} which illustrates the potential of dipolar interactions to (i) drive particle arrangement and to (ii) modify the static and dynamic magnetization behavior of MNP assemblies. In general, interparticle interactions are an additional control parameter to produce collective magnetism, and which can be monitored by neutron scattering. This makes magnetic SANS an invaluable tool to study nanoscopic magnetic correlations in a large variety of MNP samples and other magnetically nanostructured systems.\textsuperscript{192}

3 Time-resolved \textit{in situ} measurements

Time-resolved studies with time resolution less than 100 ms are routinely possible on X-ray and neutron beamlines. This ranges from the observation of spontaneous nucleation and growth of particles, changes due to oxidation over time scales of several days, to the reorientation and switching behavior of the particle moment and the dynamic assembly of superstructures with a magnetic field.

A common route to synthesize iron oxide nanoparticles involves precipitating an iron precursor in an alkaline, aqueous solution.\textsuperscript{196,197} \textit{In situ} SAXS helps to identify different reaction pathways that may change with synthesis temperature.\textsuperscript{198} The formation pathway involves intermediate metastable precursors before nucleation and growth of nanoparticles.\textsuperscript{199–201} \textit{Ex situ} analysis typically requires sample preparation steps like centrifugation and drying, which potentially can lead to artifacts, e.g. a change in the particle size.\textsuperscript{202} Continuous flow reactors, in which the reagents are pumped and mixed under well-controlled reaction conditions, realize large-scale and reproducible co-precipitation syntheses.\textsuperscript{203,204} Further, the local position along the reaction tube coincides with the reaction time. This allows observing \textit{in situ} the transient reaction states after mixing and to study the growth mechanism\textsuperscript{205,206} and changes in the magnetic behavior.\textsuperscript{207}

\textit{In situ} synchrotron measurements are suitable to follow closely the reaction kinetics and precursor state during the synthesis of iron oxide nanoparticles.\textsuperscript{208} For instance, Kabelitz et al.\textsuperscript{209} followed the formation of maghemite nanoparticles from ferric and ferrous chloride with triethanolamine as a stabilizing agent in an aqueous solution. At various time steps during the synthesis, samples of a few $\mu l$ were extracted from the reaction solution and placed in an acoustic levitator to perform X-ray absorption near-edge spectroscopy (XANES) and SAXS. XANES allows determining the oxidation state during the reaction, while the SAXS data detect the growth of particles. The magnetic iron oxide forms rapidly within seconds after mixing the chloride precursor with the NaOH base solution under the abrupt pH change. The co-precipitation is sensitive to local fluctuations of the reaction conditions and affects reproducibility. \textit{In situ} time-resolved, simultaneous SAXS/WAXS studies under supercritical fluid conditions shed light on the synthesis process at 300 bar and above 300 °C allowing to choose suitable residence time to obtain narrow size distributions.\textsuperscript{210} Thermal decomposition with high boiling point organic solvents allows synthesizing very monodisperse iron oxide nanoparticles economically in large scale quantities.\textsuperscript{211,212} By continuously sampling the reaction mixture through a X-ray transparent sample chamber (Fig. 7a), combined SAXS/WAXS experiments resolve the formation of iron oleate complexes, their thermal decomposition to intermediate clusters, and nanoparticle nucleation and growth.\textsuperscript{213} For a reproducible process, an in-depth understanding of the reaction mechanism during each step of nanoparticle formation is needed. The development of \textit{in situ} scattering set-ups gives fundamental insights into the nucleation and particle growth...
kinetics, e.g. identifying transient amorphous phases and particle aggregation processes in the iron oleate heat-up synthesis, not accounted for in the classical description.\textsuperscript{213}

Post-processing steps may be required for purification and potentially phase transfer to polar solvents via ligand exchange.\textsuperscript{214} Stable, aqueous dispersion of nanoparticles based on amphiphilic polymers are further functionalizable with selected macromolecules,\textsuperscript{215} e.g. for targeted drug delivery. The choice of surfactant can alter structural and magnetic properties.\textsuperscript{216} The stability of the aqueous particle dispersion and absence of interparticle correlations, expected after successful phase transfer, is easily confirmed using small-angle X-ray scattering.\textsuperscript{217} Controlled evaporation of the particle dispersion results in the formation of nanoparticle superlattices\textsuperscript{218} as discussed further in Section 4. To increase the colloidal and chemical stability, magnetic particles can be coated with a protective silica layer, which physically separates the magnetic cores and helps to avoid agglomeration. Time-resolved SANS has the potential to investigate \textit{in situ} the growth kinetics of silica coating on magnetite nanoparticles under various reaction conditions, e.g. the dependence of precursor concentration on the coating process and in particular controlling the shell thickness in relation to the magnetic volume fraction and superparamagnetic relaxation.\textsuperscript{219}

Apart from monitoring the growth kinetics of MNPs, time-resolved experiments allow determining the dynamic ordering and relaxation processes of magnetic nanoparticles in magnetic fields, e.g. the formation of chain-like aggregates in a dilute dispersion, which align with an external magnetic field. The analysis of the scattering cross-section in Huang \textit{et al.}\textsuperscript{220} indicates that 20% of the particles form two-bead chains under an external magnetic field. The arrangement is completely reversible when the magnetic field is absent. For Co nanoparticles concentrated up to 6 vol% dispersed in oil, polarized SANS shows the emergence of sixfold symmetric scattering peaks with a magnetic field indicating reversible pseudocrystalline hexagonal order over domains of 100–150 nm, estimated by the width of the correlation peak.\textsuperscript{221} The order disappears at zero field and the particles arrange in uncorrelated dipolar chains composed of a few particles. The correlation disappears on the timescale of seconds when the field is switched off.\textsuperscript{222} The decay times increase significantly with a field, indicating the stabilizing influence of dipolar interaction on the particle moments relaxation.\textsuperscript{223} Time-resolved
unpolarized and polarized small-angle neutron scattering with AC field and for temperatures down to the freezing temperature of the solvent demonstrates that the magnetic reorientation process of Co and Fe$_3$O$_4$ ferrofluids is composed of moment relaxation characteristic for Brownian rotation of the magnetic cores with finite viscosity or by Néel type relaxation in the frozen state and a variable volume fraction of arrested, static moments, which can be aligned along with a preferred orientation.\cite{234,235} For anisotropic magnetic particles and aggregates, the distorted scattering pattern of a rotating sample in a static magnetic field or a rotating magnetic field allows estimating the rotational diffusion coefficient in the characteristic range up to 1000/s.\cite{236} Continuous beam measurements are restricted to AC frequencies below a few hundred Hz. Neutrons passing the sample at a given time arrive at the detector as time-shifted events due to the spread in velocity resulting in a smeared oscillation amplitude of the signal. Time resolution is hence limited to 1 ms.

Regarding SANS, faster relaxation times are accessible with a phase-lock technique called TISANE, which synchronizes microsecond short neutron pulses from high-speed choppers with a periodic stimulus like oscillatory shear, electric or magnetic fields extending the probed frequency range to the kHz regime (Fig. 7c). Similar to stroboscopic data acquisition, the scattering signal is observed over many periods to obtain sufficient counting statistics. A TISANE chopper system has been installed at a few neutron instruments, like SANS-I at FRM-II, D22 at ILL, and NG-7 SANS at NIST. In a concentrated Co ferrofluid at ambient temperature, field-induced ordering occurs on timescales of 100 ms determined by Brownian rotation, locally ordered domains of 100 nm size driven by a dipolar-field governed ordering process are created at a later stage within a few seconds of applying an external magnetic field.\cite{237} The pulsed beam technique has been further used to study the reorientation dynamics of colloidal dispersions of Ni nanorods in oscillating fields.\cite{238} A recent experiment at NIST investigated hematite nanospindles dispersed in D$_2$O. These anisometric nanoparticles show a significantly different and more complex reorientation behavior. Sufficiently large nanospindles have a tendency for uniaxial anisotropy overcoming thermal fluctuation of the magnetic moment within the basal plane.\cite{239} With the magnetic easy axis fixed in the basal plane, the hematite spindles orient and rotate with their long axis perpendicular to an applied field.\cite{240} From an analysis of the frequency-dependent phase delay of the scattering amplitude to the oscillating magnetic field, one can extract the rotational diffusion coefficient of opaque, dense magnetic particle dispersions.\cite{241} The structure-directing influence of static and dynamic magnetic fields\cite{219,242,243} can induce self-assembly of nanocrystals with translational and orientation order that exhibit strongly anisotropic properties that can be used for optical filters, and nanometer-scale viscoelasticity sensors.\cite{244} Furthermore, doping ferronematic liquid crystals with elongated MNPs such as the hematite spindles is a promising approach to improve their performance, and thus understanding the relaxation dynamics of these composites is crucial for potential applications, e.g., in flat panel displays.\cite{245}

4 Reflectometry and grazing-incidence scattering

Nanoparticle assemblies revealing interparticle correlations are typically obtained either by bottom-up self-organization or top-down lithographic techniques. Commonly, a solid substrate supports the sample and provides confinement with a structure-directing influence. The scattering under grazing incidence geometry, or reflection geometry (Fig. 2b), has several advantages for such supported nanostructures. First, if the incident angle $\alpha_{i}$ of the incoming X-ray or neutron beam is small, its large footprint illuminates a relatively large sample area. This results in a much larger scattering volume than in transmission geometry, so that even very thin layers with nanoscale thickness can be studied. Moreover, close to the critical angles for total reflection of the surface and the substrate dynamical scattering effects can be exploited to enhance the scattering intensity and exclusively illuminate the interlayer such that the scattering pattern will be highly sensitive to its structure.

Reflectometry, off-specular scattering, and grazing-incidence small-angle scattering (GISAS) are closely related experimental techniques exploiting the reflection geometry for the characterization of thin films and interfaces. Excellent literature is available that gives fundamental knowledge about these techniques and the associated scattering theory.\cite{236,237,246} Here, we will focus on an overview of the scattering geometries and the different information gained from specular/off-specular reflectometry and grazing-incidence scattering using X-ray and neutron scattering probes. Scattering in the specular condition (with scattering angle equal to the incidence angle, $\alpha_{r} = \alpha_{i}$, Fig. 8a) probes the structural and magnetic depth profile of thin films, multilayers, and laterally nanostructured materials. Lateral sample inhomogeneities, such as interface roughness or magnetic domains in the $\mu$m regime, give rise to off-specular scattering (with scattering angle unequal to the incidence angle).\cite{239} In contrast, lateral structures in the nm length scale result in intensity registered outside the scattering plane, denoted as GISAS (Fig. 2b).

Polarized neutron scattering measures the change in the polarization state of the scattered neutron: the sample magnetization parallel to an external magnetic field causes non-spin-flip reflectivity, whereas neutron polarization reversal indicates perpendicular magnetization components, which allows resolving variations of the magnetization vector.\cite{246} Polarized neutron reflectometry (PNR) has revealed the dipolar magnetic particle coupling in nanoparticle assemblies observed as domain-like configurations at remanence\cite{247} and through varying layer density.\cite{248} Polarized GISANS, on the other hand, is an emerging technique that will enhance our understanding of lateral interparticle coupling.\cite{249}

The strong potential of reflectometry and grazing incidence scattering techniques towards depth- and laterally resolved nanostructures finds wide application in the structural and magnetic characterization of MNP assemblies in different dimensions: ranging from nanoparticle monolayers through multilayers to highly ordered 3D superstructures such as...
4.1 Structural and magnetic depth profile

Neutron reflectometry has the unique strength to assess depth-resolved structural information, e.g. from buried interfaces, multilayer systems, and nanostructured polymer templates. In combination with off-specular scattering, Lauter et al. revealed the structure transformation from cylindrical to lamellar structure in nanocomposite films of diblock copolymer and magnetite nanoparticles. For assemblies of nanoparticle arrays, the mean distance between the μm sized supercrystals is accessible using off-specular scattering. In a combined XRR, GISAXS, and PNR study, Mishra et al. analyzed the structural and magnetic ordering of spin-coated nanoparticle films and monolayers. Next to a hexagonal lateral order revealed by GISAXS, a clear modulation of the depth profile was found using XRR, indicating a layered nanoparticle stacking with a linear density gradient between the substrate and top layer. PNR revealed dipolar interparticle coupling and formation of local domains, resembling a soft ferromagnetic state in remanence. Neutron reflectometry allows studying the self-organization of nanoparticles from dense ferrofluids at the solid–liquid interface. Vorobiev et al. revealed the field dependence of the layered structure of ferrofluids near a solid substrate with a dense wetting layer (Fig. 8a). The different depth profiles resulting from either static conditions, under shear, and with a magnetic field, are accessible using neutron reflectometry. Moreover, the ferrofluid properties such as particle surface functionalization strongly affect the first adsorption layers on the solid substrate. Theis-Bröhl et al. revealed the influence of different substrates on the wetting layer and subsequent layer formation from ferrofluids and the magnetization depth profile in the obtained assemblies. Saini et al. elucidated the impact of a magnetic substrate on the iron oxide nanoparticle layer formation using PNR, highlighting the importance of particle size and the resulting magnetic moment. Saini and Wolff further used a magnetic field to induce a microshearing effect on small quantities of magnetic polymer nanocomposites that improved the crystallization behavior of nonmagnetic surfactant micelles in water.

4.2 Lateral and 3D nanostructure

Long-range ordered arrays of nanoparticles, such as mesocrystals or supercrystals, typically assemble as a two-

Fig. 8 (a) Sketch of an experimental specular reflectometry setup with the incident (k_i) and reflected (k_f) neutron beam and the reflected intensity versus the momentum transfer q_z normal to the surface after applying a magnetic field of B = 10.5 mT perpendicular to the interface for (i) 24 h and (ii) 48 hours, respectively. The scattering length density profile indicates a dense double layer of particles separated by a wetting surfactant layer near the interface. The Bragg peak (dashed line in the reflectivity) implies the formation and later densification of extended ordered NP layers. Reprinted figures with permission from Vorobiev et al. Copyright 2004 by the American Physical Society. (b) The evolution of the GISAXS signal highlights the different stages from a dilute dispersion of oleate-capped γ-Fe_2O_3 nanosphere in toluene to evaporation-induced self-assembly into superlattices. (Top right) Evaporation cell with gas flow control (a) to adjust evaporation rate, light micrometer (d) for droplet height measurement, and camera (e). Adapted from Josten et al. Copyright 2018, The Authors, published by Springer Nature.
dimensional powder on the substrate with only the substrate normal as the preferred direction. As a result, all (hkl) reflections of the sample can be detected using GISAS at the same time.\textsuperscript{246} In contrast, for an individual, single-crystalline array of nanoparticles, the sample needs to be rotated around the substrate normal to successively fulfill the Bragg condition for different lattice planes. Lateral structural information can be unambiguously derived from the so-called Yoneda line that emerges at a scattering angle equal to the critical angle of total reflection of the sample (\(\alpha_c = \alpha_s\)). For shallow incidence angles \(\alpha_i\), both diffraction and refraction processes contribute to the scattering pattern. This leads to two distinct reflections for each lattice plane (hkl), which can be indexed by a combination of Bragg’s and Snell’s laws.\textsuperscript{258-257} The full GISAXS pattern, including the diffuse scattering resulting from mosaicity, originates from a series of different combinations of reflection and scattering events. For a correct description, multiple scattering effects are considered in the frame of the distorted wave Born approximation (DWBA).\textsuperscript{258-259} In the case of a rough surface, e.g. for islands of nanoparticle assemblies on the substrate, the condition of an ideally flat sample is no longer valid, and the conventional Born approximation (BA) applies.\textsuperscript{260}

GISAXS is widely employed to follow the self-organization of nanoparticles into two- and three-dimensional arrangements. For arrangements of semiconductor nanocrystals, GISAXS has been applied to gain insight into oriented attachment,\textsuperscript{261} the influence of the swelling behavior of the surrounding ligand shell,\textsuperscript{262} and two-dimensional nanoparticle organization at liquid/air\textsuperscript{263} and fluid/fluid\textsuperscript{264} interfaces. GISAXS allows comparing quantitatively the quality (substrate coverage, grain size, packing density, and lattice disorder) of FePt nanoparticle monolayers for different Langmuir deposition and spin coating techniques.\textsuperscript{244} The structure-directing influence of the particle shape has been investigated for cuboidal maghemite nanoparticles, revealing the significant impact of the degree of corner truncation\textsuperscript{246,256} and overall nanoparticle size\textsuperscript{247} on the formed mesocrystal structures, ranging from body-centered tetragonal to face-centered cubic and simple cubic structure types. A rich structural diversity of binary nanocrystal superlattices composed of iron oxide and gold nanoparticles and the influence of lattice contraction upon solvent evaporation was reported by Smith et al.\textsuperscript{265} For binary assemblies of CoFe\textsubscript{2}O\textsubscript{4}–Fe\textsubscript{3}O\textsubscript{4}, SANS discerned the long-range ordering and high phase purity that results in coherent magnetic switching mediated by the enhanced dipolar coupling.\textsuperscript{266} Lu et al.\textsuperscript{267} report binary superlattices composed of two different nanoparticle sizes and how excess nanoparticles of one size regime may be expelled and grow separately into locally monodisperse nanoparticle superlattices.

Using the high flux of synchrotron beamlines, GISAXS is a suitable tool for the \textit{in situ} investigation of the dynamic crystallization processes during the self-organization of nanoparticles. For Au and PbS quantum dots, time-resolved GISAXS enabled a distinction between lateral and three-dimensional growth during the initial stages of superlattice formation as well as overall lattice contraction effects during long-term aging.\textsuperscript{268} Evaporation of a colloidal nanoparticle dispersion can stimulate spontaneous MNP self-assembly yielding highly ordered and extended nanoparticle superlattices. The process is determined by a complex interplay between various interactions between particles and substrate, added surfactant molecules, drying kinetics of the solvent, and interfacial energy between surfaces. Siffalovic et al.\textsuperscript{269} revealed the three-phase (liquid–solid–air) drop contact line as the origin of iron oxide nanoparticle self-organization during drop-casting. The early stages of the self-assembly process of iron oxide nanoparticles in a fast-drying colloidal drop were studied with GISAXS with a temporal resolution down to milliseconds, leading to assemblies with a perfect hexagonal close-packed array within domains with less than 100 nm extension.\textsuperscript{270} Hu et al.\textsuperscript{271} applied vertical scans with transmission SAXS near the liquid interface to identify the region of concentrated NPs and the degree of order above the interface. Mishra et al.\textsuperscript{272} reported the influence of wetting vs. dewetting properties of the solvent on the film morphologies of iron oxide nanoparticles on solid substrates. Josten et al.\textsuperscript{273} studied the formation of iron oxide mesocrystals by a drop-casting approach using an evaporation cell designed for \textit{in situ} GISAXS with controlled evaporation rates (Fig. 8b), identifying four different stages: from a concentrating dispersion to formation, growth, and finally rearrangement of the superlattice. The onset of superlattice formation happens suddenly within seconds indicated by the appearance of sharp structure peaks between two sequential measurements. A detailed analysis quantifies the ratio of ordered and disordered particle fractions and yields information on the growth kinetics and structural evolution of the superlattice. Nanoparticle self-organization into 1-, 2-, and 3-dimensional assemblies within the solution is accessible using transmission SAXS.\textsuperscript{274} Eliminating the structure-directing influence of the substrate, levitation of drops by ultrasonic waves allows monitoring the two-step assembly of nanoparticles into mesocrystals using time-resolved transmission SAXS (Fig. 7b). The particles cluster in intermediate, dense, but disordered precursors that rapidly transform into large mesocrystals.\textsuperscript{275}

Given the well-progressed application of GISAXS to the structural characterization of MNP assemblies, the next important step will be applying grazing-incidence scattering techniques to the understanding of the magnetic morphology in nanoparticle arrangements. Schlägel et al.\textsuperscript{275} combined the structural analysis of \textit{in situ} grown magnetic antidot arrays using GISAXS with magnetic characterization using nuclear resonance X-ray scattering, revealing the magnetization of the growing iron nanostructure and the impact of an iron oxide capping layer. GISANS in combination with polarized neutrons will be a suitable tool to investigate interparticle interactions, such as short-range coupling between nanoparticles in layered assemblies as demonstrated for Co nanoparticles by Theis-Bröhü et al.\textsuperscript{276,277} Wolff et al.\textsuperscript{278} applied a magnetic field to induce a microshearing effect on small quantities of magnetic polymer nanocomposites that improved the crystallization behavior of nonmagnetic surfactant micelles in water. The authors suggest a time-resolved and polarized GISANS experiment to elucidate the shear-induced magnetic structure formation and lateral interparticle coupling. Shear alignment of polymer micelles can
serve as a template to impose crystalline order and to fabricate ordered soft magnets.

5 X-ray magnetic scattering and spectroscopy

Synchrotron X-ray radiation offers an advanced tool to probe magnetic correlations in nanostructured materials, such as MNP monolayers and is a unique technique to investigate nanoscale magnetism in the presence of high neutron absorbers such as Sm or Gd. Due to their high brilliance, synchrotron X-rays enable the detection of scattering signals produced by very thin magnetic layers and low amounts of magnetic materials in a relatively short time, which is often challenging to probe with neutrons. In addition, the ability to tune the X-ray energy to specific magnetic resonances provides element selectivity and the magneto-optical contrast necessary to obtain magnetic information. Also, switching the X-ray polarization allows separating the magnetic scattering signal from the charge distribution signal, yielding information on the magnetic and structural correlations, separately. In this section, we will describe two X-ray techniques to study nanostructured magnetic systems, with examples of MNPs. X-ray magnetic circular dichroism (XMCD) allows identifying magnetic resonances and extracting information about the spin and orbital moments of a system, but without information on spatial correlations. X-ray resonant magnetic scattering (XRMS) provides additional spatio-temporal information about nanoscale magnetic correlations.281,282 Also, we will show how coherent-XRMS can provide unique information about the local magnetic disorder and the dynamics of fluctuations in MNP assemblies.

5.1 Magnetic resonances via XMCD

First predicted and demonstrated in the mid-1980’s,283,284 X-ray magnetic circular dichroism (XMCD) exploits the polarization degree of X-rays to probe the magnetic state of matter via absorption spectroscopy.285-287 XMCD is the X-ray equivalent to the magnetic Faraday and Kerr effects observed with visible light in transmission and reflection geometries, respectively. XMCD is a spectroscopy technique, where the X-ray energy E is scanned across specific absorption edges of the material. X-ray absorption (XAS) spectra are recorded at opposite helicities of the circular polarization in order to measure the direction of the atomic magnetic moment relative to the polarization vector of the X-rays. The two resulting XAS spectra \( \mu_{\uparrow}(E) \) are then subtracted to estimate the standard dichroic ratio \( R_0 = \frac{\mu_{\uparrow}(E) - \mu_{\downarrow}(E)}{\mu_{\uparrow}(E) + \mu_{\downarrow}(E)} \).

For best magneto-optical contrast, XMCD is typically measured near absorption edges of electronic energy bands for which spin–orbit coupling is present. For transition metals, such as Mn, Fe, Co, Ni, XMCD is routinely performed at the L2 and L3 edges where electrons transition from the 3p\( \frac{1}{2}, \) 3p\( \frac{3}{2}, \) 3d\( \frac{3}{2} \) or 3d\( \frac{5}{2} \) bands, respectively, up to the 4f valence band. In this band notation, the subscript corresponds to the quantum number \( j \) resulting from the combination of the spin \( s \) and orbital \( l \) angular momenta. The strength and shape of the absorption signal \( \mu(E) \) (which reflects the electronic density of state in a specific orientation of the magnetic moment associated with \( j \)) change when the helicity of the polarization is switched. The resulting dichroic ratio \( R_0 \) informs on the distribution of magnetic resonance energies, for each magnetic ion and each crystallographic site present in the material. Also, information about the spin \( s \) and orbital \( l \) moments can be extracted by applying the sum rules.286,287 Combining XAS spectra collected at opposite polarization helicities yields the imaginary part \( f_2 \) of the charge \( f_1 \) and magnetic \( f_m \) atomic scattering factors: \( f_{\text{cm}} = f_{1,\text{cm}} + i f_{2,\text{cm}} \) as illustrated in Fig. 9. The real part \( f_1 \) can subsequently be obtained via Kramers–Kronig transformation.278

A few XMCD studies of MNPs have been carried out so far, including on Co,278,288 CoPt,289,290 CoFe,291 CoFeO\(_4\),292 ZnO,293 maghemite \( \gamma\text{-Fe}_2\text{O}_3 \),294 magnetite \( \text{Fe}_3\text{O}_4 \),279,295 hollow MNP,296 and nanoscale ferrite produced by bacteria and tailoring their magnetic properties by controlled chemical doping.297-299 For bimagnetic core–shell systems, element-specific XMCD contributed to determining the interaction between the iron core and spin-canted ferrimagnetic iron oxide shell,300 measuring the magnetothermal behavior,301 explaining the enhanced anisotropy originating from mixed-oxide interfacial layer302 and the distribution and coupling of cations.303 The high sensitivity of XMCD revealed also the induced ferromagnetic order of Ag atoms at the interface of crystalline Fe nanograins and clusters304 and the polarization of Au nanoparticles by dilute Fe nanoparticles305 in granular thin films.

Fig. 9 shows examples of XAS/XMCD spectra collected at the Co-L\( _{2,3} \) edges on 9 nm Co MNPs278 (Fig. 9b) and at the Fe-L\( _{2,3} \) edges on 8 nm Fe\(_3\)O\(_4\) MNPs279 (Fig. 9c). The various elements can be separated by identifying the characteristic absorption edges. This allows in particular to investigate the magnetic contributions of mixed ferrites.286 Regarding the data collected at the Fe-L\( _2 \) edge on Fe\(_3\)O\(_4\) MNPs (Fig. 9c), the XMCD spectrum exhibits a characteristic W shape with three narrow peaks, which correspond to the various tetrahedral and octahedral sites occupied by the Fe\(^{2+}\) and Fe\(^{3+}\) ions in the spinel crystallographic structure. A quantitative analysis of the XMCD signal using the sum rules indicates that the orbital moment \( M_l \) is quenched and that the magnetization is supported by the spin \( M_S \) moment. The value of \( M_S \) is found to be around 2.5 (2.7) \( \mu_B \) Fe\(_3\)O\(_4\) at 300 K (20 K), which is smaller than the value measured in bulk Fe\(_3\)O\(_4\), suggesting nano-sizing effects and spin canting at the surface of the Fe\(_3\)O\(_4\) MNPs.

These examples demonstrate how XMCD can yield useful quantitative information on the magnetic resonances, magnetic atomic scattering factors \( f_{\text{cm}} \) orbital moment \( M_l \), and spin moment \( M_S \), all spatially averaged over the MNP material. However, XMCD does not provide any information on spatial correlations. Such information can be obtained locally on discrete nanostructures via imaging, e.g. photoemission electron microscopy with XMCD (XMCD-PEEM) to resolve the...
magnetization state of single particles, or by X-ray scattering techniques over particle ensembles, as discussed in the following.

It is worth mentioning that XMCD is only present when the material exhibits a non-zero net magnetization (for example, ferromagnetic materials). For anti-ferromagnetic materials, where the net magnetization sums up to zero, the technique of X-ray magnetic linear dichroism (XLMD) is applied instead of XMCD.

5.2 Spatial and temporal correlations via XRMS

X-ray resonant magnetic scattering (XRMS) exploits the X-ray polarization to probe spatial magnetic correlations in the matter via scattering. To optimize the magneto-optical contrast, the energy of the X-rays needs to be finely tuned to resonance edges of the magnetic element(s), which are often shifted relative to the theoretical tabulated edges, due to the electronic state of the excited atom in the local chemical and magnetic environments. Additionally, magnetic resonances may be sharper than electronic resonances. For these reasons, and given potential energy shifts in beamline calibrations, it is generally recommended to perform XMCD measurements prior to XRMS identifying the exact magnetic resonance edges to optimize the magneto-optical contrast.

Unlike for XMCD, where integrated absorption spectra are measured either as drain current from the sample, total fluorescence yield or as transmitted photon intensity (see Fig. 9a), the XRMS intensity is recorded as a function of the scattering momentum transfer $q$ (see Fig. 10a) and necessitates scanning the photo-detector spatially or using two dimensional detection downstream.

Historically, XRMS was first used in the hard X-ray regime, using L-absorption edges of rare-earth elements, for example to characterise magnetic nanostructures in granular amorphous GdFe alloys. It is also worth mentioning that with sufficient magnetic contrast, non-resonant magnetic scattering of hard X-rays may be used to obtain information about existing atomic magnetic ordering. One advantage is the deep penetration of hard X-rays compared to soft X-rays, allowing to study thicker, even $\mu$m thick materials with XRMS in transmission geometry.

However, XRMS is nowadays mostly used in the soft X-ray range to study nanoscale magnetic structures, such as magnetic multilayers, magnetic domains in ferromagnetic thin films, non-collinear spin textures in magnetic thin films, magnetic ordering in antiferromagnetic system and exchange-coupled magnetic layers. When tuned to the Co and Fe-L edges, the X-ray wavelength is around $\lambda = 1.6$ nm and 1.75 nm, respectively (soft X-rays). These wavelengths are perfectly suited for the study of MNP assemblies, as it gives access to spatial ranges from a few nanometers up to about 100 nm depending on the resolution and the angular extent of the detector. So far, only a few studies have utilized XRMS to probe magnetic nano-objects, such as Co/Pt nanowire lattices, FePd single nanowires, Co MNPs, patterned nanomagnet arrays, and Fe$_3$O$_4$ MNPs as illustrated in Fig. 10b, where the XRMS signal is recorded at the Co-L$_3$ edge on 9 nm Fe$_3$O$_4$ MNPs. Adapted from Cai et al. Rights managed by AIP Publishing.
The two-dimensional detection mode, similar to single crystal detection, provides 2D lateral spatial resolution, particularly informative for non-isotropic nanostructured materials. In this case, a two-dimensional detector such as a CCD camera is placed either directly downstream if the material is probed in transmission (Fig. 9a), or positioned at some angle if the material is probed in reflection (Fig. 2b). When done in transmission, the probed scattering angle $2\theta$ is typically limited to small values, making XRMS fall in the small-angle X-ray scattering (SAXS) category, analog to small-angle neutron scattering (SANS).

Fig. 11 shows examples of 2D XRMS patterns collected on self-assemblies of Fe$_3$O$_4$ MNPs with the energy $E$ tuned to the first magnetic peak within the Fe-L$_3$ edge (Fig. 11a and b), and on assemblies of Co MNPs with energy tuned to the Co-L$_3$ edge (Fig. 11c). Because the MNP materials are nanostructured, the scattering signal is actually a combination of conventional (Thomson) charge scattering (induced by structural correlations) and magnetic scattering (induced by magnetic correlations). The shape of the scattering signal is an isotropic ring (Fig. 11a and b), due to the fact that the scattering signal is collected over a large portion of the sample, averaging many various orientations of short-range MNP assemblies. The radius of the ring informs on the average inter-particle distance, whereas its width is related to the correlation lengths. On the other hand, the scattering pattern in Fig. 11c shows a set of local peaks, revealing in this case long-range ordered lattices of NPs.

To extract information about magnetic periodicities and magnetic correlation lengths, some further steps are necessary, exploiting the dependence of the signal with varying magnetic field as well as polarization dependence, as explained below.

The scattering intensity $I(q)$ collected in opposite helicities of circular polarization can be decomposed as a mix of charge and magnetic scattering amplitudes, $A_c$ and $A_m$, and be written as $I_c(q) = |A_c|^2 + |A_m|^2 + (A_c^*A_m + A_m^*A_c) + |A_m|^2$. In this expression, the respective charge/magnetic scattering

---

**Fig. 10** XRMS data collected with punctual detection on 9 nm Co MNP monolayers. (a) Sketch of the experimental setup showing the MNP film placed in transmission geometry under an out-of-plane in situ magnetic field and scattered light detected downstream at transverse scattering vector $q$. (b) (top) sets of $I_0(q)$ spectra collected at $B = 0$ T and $B = 0.5$ T; (bottom) Associated difference $\Delta I_0(q)$ revealing specific magnetic orders. (c) Magnetic field variation of $I_0$, $I_+(B)$, $I_-(B)$ spectra collected at various $q$ values. Reprinted figure with permission from Kortright et al. Copyright 2005 by the American Physical Society.

---

**Fig. 11** Scattering patterns, containing XRMS signal, collected at the Fe-L$_3$ edge on thin layers of MNPs of (a) 11 nm Fe$_3$O$_4$ MNPs and (b) 5 nm Fe$_3$O$_4$ MNPs and (c) collected at the Co-L$_3$ edge on 9 nm Co MNPs (Courtesy K. Chesnel). (d) Coherent-XRMS speckle pattern collected on 5 nm Fe$_3$O$_4$ MNPs at the Fe-L$_3$ edge. This speckle pattern corresponds to the area marked in red of the scattering pattern shown in the inset; (e) Correlation pattern generated by cross-correlating two speckle patterns for estimating correlation coefficient $p$. (f) Normalized time correlation $g^2(t)$ at different temperatures crossing the superparamagnetic transition (unpublished, courtesy K. Chesnel).
amplitudes $A_{c/m} = f_{c/m} s_{c/m}(q)$ are made of the atomic scattering factor $f_{c/m}$ and the structure factor $s_{c/m}(q)$ that contains information on the charge/magnetic structure of the material. The factor $s_{c/m}(q)$ is essentially the Fourier transform of the charge/magnetic density functions.

To access the information on magnetic correlations specifically, one method consists in looking at the reconstructed linear intensity $I_{lm}(q) = I_c + I_m = |A_c|^2 + |A_m|^2$, and following its field dependence by collecting data at different field values, typically at $B = 0$ and at a saturating field $B_{max}$. If the charge component $A_c$ is not field-dependent, one can access the magnetic component $A_m$ by measuring the difference $\Delta I_{lm}(q) = I_{lm}(B_{max}) - I_{lm}(B = 0) = 4|A_m|^2 = 4|s_{m}(q)|^2$. This method, illustrated in Fig. 10b and c, only works if the magnetic scattering is comparable to charge scattering so the variation can be effectively measured.

If $|A_m|^2 \ll |A_c|^2$, a more suited approach consists in exploiting the dichroic difference and calculating the magnetic ratio, defined as $R_m = \frac{I_c - I_m}{I_c + I_m}$. In the small magnetic scattering approximation, one can show that

$$R_m = \frac{2Re(A_m)}{|A_c|^2} \propto |A_m| \propto |s_{m}(q)|$$

The $q$-dependence of the magnetic scattering is a measure for spatial magnetic correlations, such as inter-particle ferromagnetic and antiferromagnetic couplings, which correspond to a preferential parallel and antiparallel alignment of magnetic particle moments, respectively.

Finally, coherent X-ray resonant magnetic scattering (C-XRMS) makes use of the high brilliance and coherence of synchrotron radiation, which produces wavefronts highly correlated in space and in time. Coherence may be achieved in two ways: longitudinally (temporal), by selecting a monochromatic wavelength band, or laterally (spatial) via pinhole filtering and reducing the source size. Under coherent illumination, the interference between scattered beams from different parts of the material produces a speckle pattern (Fig. 11d). The particular position and shape of the speckle spots reflect the local charge distribution and magnetic structure in the material. The speckle pattern is a unique fingerprint of the nanoscale correlations, e.g. the size and distribution of the magnetic domain configuration. C-XRMS is sensitive to short-range inter-particle ordering as well as on slow dynamical behavior in MNP assemblies.

In the cross-correlation process, two speckle patterns $A$ and $B$ are compared by superimposing them with some gradual lateral shift and multiplying them pixel-by-pixel. This operation (denoted by the symbol $\times$) produces a correlation pattern, such as the one shown in Fig. 11e. By integrating the signal under the peak ($\Sigma$ operation) and normalizing by the auto-correlations of the two speckle patterns, one obtains a normalized correlation coefficient $\rho = \frac{\Sigma (A \times B)}{\sqrt{\Sigma (A \times A) \Sigma (B \times B)}}$ which varies between 0 (no correlation) and 100% (same exact pattern).

The coefficient $\rho$ can be estimated over the entire speckle pattern, or on specific regions and $q$ values, e.g. characteristic for short-range magnetic correlations in the plane of a monolayer of MNPs. The dependence of $\rho$ on an applied magnetic field and temperature shows the evolution of these magnetic correlations throughout a magnetic hysteresis and crossing phase transitions. Similar to comparing the correlation coefficient $\rho$ for two images $A$ and $B$, another, more common approach, known as X-ray photon correlation spectroscopy (XPCS), consists in estimating the correlation coefficient $g^2(t) = \frac{\langle I(t) I(t + \Delta t) \rangle}{\langle I(t) \rangle^2}$ and following its evolution in time. XPCS allows accessing collective diffusion coefficients and investigating the slow dynamics of fluctuating magnetic configurations at the mesoscopic scale with field and temperature. Fig. 11f shows $g^2(t)$ measured at the Fe-I$_3$ edge on Fe$_3$O$_4$ MNPs at different temperatures crossing the superparamagnetic blocking transition.

### 6 Neutron spin-echo techniques

Neutron spin-echo (NSE) spectroscopy is an ultra-high energy resolution technique, offering energy resolutions better than 1 neV$^{348,550}$ by encoding the generalized velocities of a neutron with the precession angle (Larmor labeling) in a magnetic field. Since the development of the first NSE instrument in the 1970s, several more techniques have been established that utilize the neutron spin precession to address the scattering process with unique energy and momentum transfer resolution. Amongst these are neutron resonant spin-echo (NRSE) and modulation of intensity with zero effort (MIEZE) that utilize spin flippers in resonance with the precessional frequency of a neutron instead of large solenoids used in classical NSE.

Fig. 12 shows schematically the three different NSE spectrometers. While classical NSE still holds the records for reaching the highest temporal correlations and therefore highest energy resolution, NRSE offers the possibility to reach shorter Fourier times with the use of a field subtraction coil. The MIEZE technique on the other hand is best suited for measurements of magnetic samples as well as measurements requiring an applied magnetic field or other depolarizing sample conditions as all spin manipulation takes place exclusively before the sample region. NSE techniques measure the intermediate scattering function $S(q, t)$ directly (Fig. 13a), while other inelastic neutron scattering techniques such as backscattering and time-of-flight spectroscopy measure its Fourier transform, the dynamic structure factor $S(q, \omega)$. Typical timescales accessible with spin-echo techniques are 2 ps to 50 ns (NSE) and 0.1 ps to 20 ns (MIEZE).

First and foremost, NSE techniques have been used to study diffusion and relaxation processes of MNPs in dispersion as ferrofluids, colloids, or ferrogels, and embedded in a metallic matrix. Ferrofluids with different concentrations of magnetite MNPs (size range 3–5 nm) measured with classical NSE, showed that the energy transfer of the nuclear scattering scales with $q^4$, rather than with $q^2$, which is typical for translational diffusion. The authors explained this soft mode through dipole-bond fractals, which break by applying a magnetic field. The magnetic subsystem is superparamagnetic at low fields and the spin dynamics seem to follow a Néel relaxation process. Larger
fields induce stronger fluctuations at small $q$. The same group employed a mixture of isotopic $^{56}$Fe and natural magnetite MNPs (size $\approx 30$ nm) to eliminate the contribution of the particle pair correlation function due to the varying scattering amplitudes. Similar behavior was found for a magnetite ferrofluid (MNP size $\approx 10$ nm) and a magnetite ferrogel containing the same amount of MNPs. The dynamics can be described as a motion of chain-like structures composed of random dipole bonds between particles. For an aqueous ferrofluid constituted of maghemite MNPs (size $= 9.8$ nm) with a globally repulsive interparticle potential it was found that for low $q$ the collective diffusion is accelerated due to the repulsive interactions between the particles. When a field is applied, a small anisotropy in the diffusion coefficient is predicted by the simulation. This is however not observed in the NSE measurements either due to polydispersity, or the relatively small dipolar interaction. Lebedev et al. have studied the diffusion of single-domain particles of MnZn-ferrite (size $\approx 10$ nm) in dodecane. As presented in Fig. 13b, the temperature-dependent intermediate scattering function nicely shows the existence of two distinct relaxation processes, which can be attributed to a fast and slow diffusion process. This example demonstrates the strength of NSE techniques for the characterization of a colloidal suspension of MNPs (such as ferrofluids) as magnetic measurements, classical NSE is complicated as the sample region needs to be decoupled from the precession field areas to conserve the Larmor labeling between the two spectrometer arms. Since all spin manipulation occurs before the sample position in MIEZE it is ideally suited for measurements of samples under magnetic fields. The MIEZE method has recently been developed at various institutes around the world, including the Reactor Institute Delft, the ISIS neutron and muon source, Oak Ridge National Laboratory (ORNL), with several instruments going into user operation (RESEDA, FRM-II, VIN-ROSE, J-PARC). First MIEZE measurements, studying the dynamic magnetic properties of MNPs, have been performed on a magnetite ferrofluid (MNP size $\approx 10$ nm). Hayashida et al. found a superparamagnetic relaxation time of 1.6 ns for these MNPs. This study shows that MIEZE-SANS can be employed to detect directly the moment fluctuations of MNPs.

MIEZE can further play a crucial role in the investigation of magnons in MNP systems. Such collective magnetic excitations were predicted by Krawczyk and Puszkarski and have first been experimentally detected by Krycka et al. using the triple-axis spectrometer BT7 at NIST. Tartakovskaya et al. describe theoretically the dispersion of spin waves in two- and three-dimensional MNP systems by calculations based on a linear...
combination of atomic orbitals (LCAO) model taking into account dipolar interactions. They predict a phase transition that is caused by the competition between dipolar interaction and uniaxial anisotropy and formulate an expression for the relaxation times and their relation to the dimensionality of a MNP system. MIEZE is an excellent tool for studying magnetic excitations as demonstrated on RESEDA (MLZ) on magnons in bulk Fe$_3$O$_4$ and on fluctuating skyrmion lattices. \[^{272}\] One advantage of NSE techniques is that the energy resolution is decoupled from the width of the used wavelength band. Therefore, a wavelength selector with a broad wavelength band (\(\frac{\Delta \lambda}{\lambda} = 10\%\)) can be used instead of a monochromator (as is used for example at triple-axis spectrometers) providing a much higher incoming flux onto the sample without sacrificing energy resolution. Furthermore, the large dynamic range \(\sim 1\) ps to 10 ns and the availability of a small angle scattering option make MIEZE an interesting candidate to study intra-as well as inter-particle dynamics, like the relaxation processes at the interfaces between particle core and shell. \[^{374}\] In dispersion, these effects are obscured by the presence of Brownian diffusion. Hence, to investigate the moment dynamics one should aim to embed the MNPs in a hard matrix but that is rather transparent to neutrons, such as aluminium or zirconium. On the other hand, studying the diffusion and relaxation of MNPs in viscoelastic matrices can be an interesting research field in itself in particular concerning biomedical applications \(\textit{e.g.},\) regarding the interaction of MNPs with physiological/cellular environments or soft actuators and robotics \(\textit{e.g.},\) regarding the binding of MNPs in ferrogels and elastomers.

7 Micromagnetic simulations

A model-based analysis of magnetic scattering data \(\textit{e.g.},\) either in magnetic SANS, neutron reflectometry, GISANS, or XRMS is feasible only for a few selected sample microstructures \(\textit{e.g.},\) with a low polydispersity and a well-defined particle morphology. To circumvent this complexity, the application of micromagnetic simulations was proposed recently to \textit{translate} the reciprocal-space data into real space. This indirect approach for data analysis was so far used for magnetic SANS and bears great potential for the other small-angle scattering techniques. Additionally, dynamic micromagnetic simulations can be performed to evaluate time-resolved measurements and NSE data. In the following, we give a brief overview of the state-of-the-art characterization of MNPs using micromagnetic simulations.

The ‘classical’ (mesoscopic) approach to micromagnetics\[^{274}\] predicts the static magnetization configuration or the magnetization dynamics with a spatial resolution of a few nanometers. Commonly, five contributions to the total magnetic Gibbs free energy are taken into account: the Zeeman energy in the external magnetic field, magnetocrystalline anisotropy, symmetric exchange, the antisymmetric Dzyaloshinskii–Moriya interaction (DMI), and the magnetodipolar energy. On the nanometer length scale, one can ignore the discrete atomic structure and a continuum approximation suffices to resolve the details of typical magnetization structures both in thin film and bulk systems. Finally, the minimization of the total magnetic energy is performed, \textit{e.g.}, by an optimized version of a gradient method employing the dissipation part of the Landau–Lifshitz equation of motion for magnetic moments. \[^{275}\]
As for all physical theories, the violation of applicability limits (e.g., attempts to achieve a better resolution than allowed by mesoscopic theories) leads to physically irrelevant results. This remark is in particular important for small-sized magnetic particl...
formation of a multidomain state. As was shown in Vivas et al., the radially-averaged total SANS cross-section can be used for the further analysis of the magnetization configuration. For example, its Fourier transformation to the so-called pair-distance distribution function demonstrates a quantitative different behavior at saturation and in the remanent state. At saturation, the $p(r)$ for almost homogeneously magnetized spheres in the dilute limit ($x_p = 5\%$) coincides with the analytical solution, whereas the vortex-like configurations at remanence produce an oscillating pair-distance distribution function (Fig. 16b, upper row). In this way, it is seen that the $p(r)$-representation has an advantage over the azimuthally-averaged total magnetic SANS cross-section due to the much larger sensitivity of $p(r)$ to the details of the magnetization configuration. Applying the same approach to the relatively dense ensemble ($x_p = 15\%$) of spherical Fe particles of the same size, we observe another distinctive feature (Fig. 16b, lower row). Both (saturated and remanent) curves exhibit a second maximum due to the increased influence of the interparticle magnetodipolar interaction. The position of the first local maximum in the saturated regime coincides with the $x_p = 5\%$ case, which is an indication for the fully magnetized state of spheres of any volume fraction. The peak shift from saturation to remanence, as for the dilute case, is again attributed to an inhomogeneous magnetization configuration of the particles.

The above example suggests that magnetic SANS is highly sensitive to the internal magnetization profile of MNPs. Thus, micromagnetic simulations are a valuable tool to analyze experimental data, as shown in Bersweiler et al., where micromagnetic simulations were employed to interpret measured magnetic SANS profiles. The combination of simulations and experiments confirmed that MnZn-ferrite MNPs with diameters of around 10 nm are in a homogeneously magnetized single-domain state, with increasing diameter the magnetization configuration deviates from the collinear alignment. For the analysis of nuclear small-angle scattering data of biomacromolecules, the usage of ab initio and molecular dynamics simulations are already well established for several years. Considering that the capabilities of micromagnetic modeling have dramatically increased in recent years thanks to the deployment of graphical processing units (GPU), which speed up calculations considerably, we believe that also for...
the analysis of magnetic small-angle scattering data micromagnetic simulations will become the standard approach.

8 Summary and perspectives

Small-angle scattering of X-rays and neutrons is sensitive to the chemical composition and magnetization profile of nanostructured samples on a mesoscopic length scale from about 1 to a few hundred nanometers. The strength of small-angle scattering is that it can be employed to directly interrelate the macroscopic behavior and magnetic properties with their nuclear-magnetic nano-/microstructure. As shown and discussed for various examples, such a multiscale characterization can help to optimize the MNP systems for specific applications. Additionally, advanced small-angle scattering techniques exist that allow time-resolved experiments. Such dynamic measurements are especially useful to monitor time-dependent synthesis processes, and they allow to characterize MNPs intended for applications where the relaxation dynamics of the system play a decisive role.

Despite small-angle scattering being such a powerful tool, it is significantly underused by the MNP community, which may be attributed to its reputation for being difficult and inaccessible as the scattering signal is presented in reciprocal space. In contrast to other, localized characterization techniques, however, scattering assesses the genuine compositional and structural arrangement averaged over large sample volumes. The data analysis is highly sensitive to, e.g., size distributions that smear out characteristic features of the signal expected from individual, perfect shapes. This is an advantage as it allows assessing distribution functions and dispersity of MNP ensembles from a single measurement. As a result, SAXS – performed routinely nowadays with laboratory instruments – is predestined for determining particle size distributions of MNPs and has become the standard approach for a pre-characterization of commercial MNP suspensions. To extract the size distributions, the particles should have a well-defined shape so that the intensity can be fitted with the appropriate model function. In the case of less well-defined particles, model-independent approaches can be used to reveal the autocorrelation functions of the scattering length density profile from the SAXS data by inverse Fourier transforms, which allows gaining valuable information about the average particle morphology and density profile.

Similar to SAXS and nuclear SANS, magnetic SANS data are either analyzed in reciprocal space via model fits (at least for well-defined and nearly monodisperse samples) or in real space by applying inverse Fourier transforms. Magnetic neutron scattering is very sensitive to differences in the magnetization distribution and allows observing weak disorder superposed on the average magnetization. Magnetic scattering is sensitive to the magnetization density perpendicular to the scattering vector. Thus, the extracted correlation functions do not result from a scalar composition profile (as for nuclear scattering). The magnetic correlation function measures the variation in strength as well as spatial orientation of the magnetization vector field over the characteristic distances, which makes their interpretation in terms of model functions challenging.

To directly relate data to physically motivated magnetization configurations, micromagnetic simulations have emerged as a tool to interpret magnetic small-angle scattering experiments. This is a new research avenue that will gain steam in upcoming years thanks to the ever-increasing computational speed and accessibility of open-source simulation tools. It is easy to imagine that also neutron reflectometry, GISANS, and also XRMS will benefit from a combined data analysis with micromagnetic simulations in upcoming years. In general, it can be said that improved tools for data analysis (such as software and simulations) are key to making small-angle scattering techniques more accessible for non-expert users. In particular, micromagnetic simulations have the huge advantage of basically translating the often non-intuitive reciprocal data into comprehensible real-space images. However, micromagnetics assumes a continuous magnetization, and thus to simulate the internal magnetization profile of fine particles, e.g., to elucidate the influence of structural defects, spin coupling across an interface, and magnetic frustration, atomistic simulations may be better suited.

Regarding the calculation of interparticle correlations in MNP assemblies to resolve short- and long-range order Monte-Carlo simulations can be employed as demonstrated recently for artificial spin ice. For data fitting, tools based on Bayesian statistics are developed to improve the predictive power of model fits of neutron reflectometry and SANS data and maximize the information density. Similar to model fits also inverse Fourier transforms are usually ill-posed problems, and thus similar approaches have been introduced in recent years to find the most probable solution or by using image processing inspired approaches such as the singular value decomposition or fast iterative method to reveal the real-space 2D correlations. In this context, it is safe to assume that also machine learning will massively contribute in upcoming years. In fact, for neutron reflectometry first approaches are published which aim to achieve an automatized data analysis to extract parameters from scattering data without expert knowledge. This concept can be easily transferred to other scattering techniques such as SANS to classify the most appropriate model.

Regarding future experiments, we think that combining small-angle scattering experiments with micromagnetic simulations could be particularly useful to investigate exotic nanoparticles such as hollow particles including nanorings, nanotubes, and other shape-anisotropic hollow particles, or nanodots and nano-octopods. Recently, it was shown that the coercivity of MNPs is enhanced by the exchange coupling at the interface of ferrimagnetic and antiferromagnetic self-assembled monolayers. For this and similar systems, reflectometry, GISANS, and XRMS can reveal the correlation between structural and magnetic ordering between the layers over a large size range with nanometer resolution. Micromagnetic simulations allow linking the microscopic structure to the corresponding macroscopic magnetic properties. Thus, these studies will help to optimize the particle properties for specific applications.
In addition to static simulations, dynamic micromagnetic simulations can be performed, which will be invaluable for the analysis of time-resolved data. So far, most stroboscopic small-angle scattering measurements of MNPs were performed to monitor structural changes and the diffusional motion of nanoparticles. Such experiments can be easily extended to study clustering dynamics and in combination with dynamic micromagnetic simulations would reveal the structural and magnetic properties of supraparticles or particle clusters. The big strength of stroboscopic small-angle scattering techniques (e.g. SANS or coherent-XRMS) is that they can also resolve the internal magnetization dynamics of the MNPs. Stroboscopic small-angle scattering techniques have the potential to access unique information regarding the relaxation dynamics of MNP samples when combined with micromagnetic simulations. Such experiments enable to study structure formation of MNPs in alternating magnetic fields, similar to what is already done in static fields, or resolve the time-modulated internal magnetization profile of MNPs to compare it with their static profile. By combining simultaneous magnetic hyperthermia experiments with small-angle scattering, a fundamentally new understanding of the microscopic dynamics governing magnetic heating could be obtained and systematic studies (varying the particles sizes, morphology, etc.) will help to optimize the particle properties for hyperthermia applications. These simultaneous, in situ measurements would further give insight into the local modifications while heating MNPs and catalytic applications such as CO₂ hydrogenation and electrolysis.

In this context, we believe that NSE and especially MIEZE-SANS will gain significant popularity for MNP characterization once the methodology is better established. With MIEZE, spin dynamics in the picosecond to nanosecond regime are accessible. This time range is especially interesting to study transversal, intra-well moment relaxation in MNPs. Recent experiments revealed that the magnetic heating is significantly increased for some samples compared to classical magnetic hyperthermia with GHz-frequencies fields and low field amplitudes of around 0.2 mT. The extremely high heating rates of 150 K s⁻¹ were achieved when the excitation frequency matched the characteristic transversal relaxation frequency of the particle moments. Additionally, within densely packed MNP assemblies, spin-waves may form due to a dipolar coupling between the precessing spins. The expected time and length scales are accessible with MIEZE-SANS and should be investigated similar to studies performed on bulk ferromagnets.

Finally, we want to mention another small-angle scattering technique that may be useful for future MNP studies. Similar to NSE, which encodes changes in neutron velocity due to energy transfer, Spin-echo SANS (SESANS) utilizes the Larmor precession of a neutron to resolve minute scattering angles. SESANS allows observing microstructures in a single measurement over three orders of magnitude from nm to several μm, well beyond the conventional SANS regime. It has been successfully used to study the structural properties of non-magnetic NP systems, such as porous silica particles. SESANS can also be applied to magnetic samples with sufficient magnetic scattering contrast. SEMSANS, a comparable approach to MIEZE with neutron spin manipulation before the sample, enables the measurement of spatial magnetic correlations with flexible and varying magnetic field configurations. The technique could be beneficial to characterize large MNPs and dense assemblies thereof, including magnetic superstructures, and to study their field-dependent response.
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