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ABSTRACT
Optical transition edge sensor (TES) detectors that can resolve the energy of a single optical photon have proven to be desirable in multicolor fluorescence microscopy. Here, detectors with a higher energy resolution can distinguish dyes having similar or closer emission wavelengths, thus enabling the observation of multiple kinds of dyes simultaneously. To improve energy resolution, it is necessary to know how different the measured energy resolution is from the limit determined by the temperature sensitivity $\alpha_I$ and current sensitivity $\beta_I$, as extracted from the complex impedance. Due to the very fast response of an optical TES (the time constant is shorter than 1 μs), the complex impedance must be measured up to frequencies larger than 10 MHz. However, at high frequencies, the parasitic impedance in the circuit and reflections of electrical signals caused by discontinuities in the characteristic impedance of the readout circuits become significant. To reduce these effects, twisted pair cables are replaced with coaxial ones in this work; thus, a cleaner transfer function of the readout at high frequencies is obtained. The measured impedance of the studied TES is consistent with that given by the single-block model.
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I. INTRODUCTION

An ideal single-photon detector for quantum-information and biological-imaging applications should have a very high detection efficiency, photon-counting capability, and fast detector response characterized by small timing jitter and short recovery time. Recently, superconducting detectors such as transition-edge sensors (TESs) and superconducting strip photon detectors (SSPDs, also called superconducting nanowire single photon detectors), which are operated at cryogenic temperatures, showed remarkable features.

An optical TES consists of thin superconducting material and an optical cavity. TESs have exhibited a high detection efficiency of nearly 100% at near-infrared wavelengths, a short time constant (0.2 μs), and a very low dark-count rate, i.e., less than 1 Hz. A TES is biased between normal and superconducting states. It is sensitive to change in temperature caused by the absorption of a photon. The pulse height of the output signal corresponding to absorption is associated with the change in temperature and photon energy. Therefore, a TES can resolve the energy of incident photons and exhibit photon-number resolution. The energy resolution has been reported to be 0.1 eV at 0.8 eV (1550 nm) and degraded slightly as the energy of incident photons increased. An important feature of a TES is that it is sensitive to both near-infrared and visible photons over a wide energy range (from sub-eV to several eV). In theory, a TES can detect photons as long as output signals are above the noise level. The detection efficiency can be enhanced by embedding a TES in an optical cavity, reaching nearly 100% at a target wavelength. Such a detector is also sensitive to photons at a wavelength other than the targeted one. Sensitivity in a wide range will open a new window in multicolor fluorescence microscopy and could enable the observation of fluorescence at visible and near-infrared wavelengths simultaneously.

SSPDs are intensively studied for applications in quantum information. An important property of SSPDs is a small jitter shorter than 100 ps. A detection efficiency of 98% was achieved in the near-infrared region. SSPDs do not exhibit intrinsic energy-resolving power. Recently, another type of detector with photon-counting capability, the optical microwave kinetic
inductance detector (MKID), was demonstrated.\textsuperscript{12} Its energy resolution was 0.22 eV at 0.8 eV. The system detection efficiency of MKIDs has been improved but has not reached high efficiency.

Recently, biological imaging has emerged as a promising application of photon-counting detectors. A scanning microscope system with an optical TES has been proven to be a powerful tool for detecting faint light in the visible and near-infrared regions simultaneously.\textsuperscript{6} The system also featured multicolor capability using cells labeled by two dyes. Emission peaks of the applied dyes are typically within 500–800 nm,\textsuperscript{7} and some are different by only tens of nanometers. Detectors with high energy resolution can distinguish such dyes and enable the observation of multiple dyes simultaneously. A detector with an energy resolution of the order of 10 nm could distinguish such dyes. The resolving power of the wavelength at λ can be associated with the energy resolution ΔE and becomes

$$\Delta \lambda = \frac{\lambda^2}{hc} \Delta E.$$ \hspace{1cm} (1)

The typical energy resolution of optical TESs at 550 nm (green) is 0.2 eV,\textsuperscript{5} corresponding to Δλ = 50 nm. Questions to be answered include whether the resolution of TESs can reach 10 nm and if the measured energy resolution will attain the theoretical limit. The theoretical energy resolution can be written by

$$\Delta E_{\text{FWHM}} = 2\sqrt{2\ln 2} \sqrt{\frac{4k_B T^2 C}{\alpha_1}} \sqrt{n(1 + 2\beta_1)/2},$$ \hspace{1cm} (2)

where \(k_B\) is the Boltzmann constant, \(T\) is the temperature, \(C\) is the heat capacity, \(\alpha_1 = \frac{1}{2} \frac{\partial k_B T}{\partial I}\) is the temperature sensitivity, \(\beta_1 = \frac{1}{2} \frac{\partial k_B T}{\partial I}\) is the current sensitivity, \(R\) is the resistance of the TES, \(I\) is the current flowing through the TES, and \(n = 5\) is the electron–phonon limited conductance. To calculate energy resolution from Eq. (2), all the parameters should be measured. \(\alpha_1, \beta_1, \alpha_1, \) and \(C\) can be extracted from the complex impedance (response to small voltage signals). The complex impedance is the only probe of the current sensitivity \(\beta_1, \beta_1\) can be extracted from the high frequency limit of the complex impedance, \(Z(\omega \rightarrow \infty) = R_0(1 + \beta_1),\) where \(Z\) is the complex impedance, and \(R_0\) is the resistance of the TES.\textsuperscript{1,5} Therefore, accuracy in measurements carried out at high frequencies is important.

A challenge in exploring the parameters of optical TESs is that the detector response is fast and the impedance must be measured at up to a few tens of MHz, where parasitic inductance and stray capacitance in the readout become significant and reflections of electrical signals caused by discontinuities in the characteristic impedance of the readout circuits may affect the output signals. The difficulty in performing complex impedance measurements at high frequency prevented us from deriving \(\beta_1\), which is calculated from the high frequency limit.\textsuperscript{10}

In our previous work, we found that complex impedance measured above 0.1 MHz was inaccurate.\textsuperscript{17} This was due to the difficulty in building a circuit model that takes parasitic impedance and reflections into account. When using an incorrect circuit model, the transfer function of the readout was erroneous, which led to errors in the complex impedance.

We presented an alternative method to estimate the transfer function without investigating the details of the entire circuit. We assumed the simplest thermal model consisting of a single heat capacity linked with the heat bath through conductance. The simple model seemed to describe our detector because the TES does not have an auxiliary absorber. Based on assumption of the model, we recalibrated the transfer function up to 30 MHz, successfully extracted the parameters, and compared them with values extracted from other kinds of measurements, finding them to be consistent.

However, the validity of the simple model should be examined with a reliable readout. In our previous work, we used twisted pair cables for signal transmission from the room temperature electronics to the cold readout and vice versa, through connectors and printed-circuit-boards (PC boards). Stray impedance was present, and there was discontinuity in characteristic impedance in the cables, connectors, and traces on the PC boards, thus making it difficult to construct a circuit model describing the readout. To make our readout more reliable, we replaced the twisted pairs with coaxial cables, as shown in Fig. 1. The new readout reduced both the stray impedance and points where the discontinuity in the characteristic impedance occurred. In this paper, we present measured complex impedance with the new readout and discuss a possible model to describe the complex impedance of an optical TES.

II. COMPLEX IMPEDANCE MEASUREMENTS AT HIGH FREQUENCY

The complex impedance of a single-block TES, as shown in Fig. 2, can be written as

$$Z_{\text{TES}}(\omega) = R_0(1 + \beta_1) + \frac{R_0 Z}{1 - \frac{2 + \beta_1}{1 + i\omega T_1}},$$ \hspace{1cm} (3)

where \(G\) is the thermal conductance, \(Z\) is the constant-current loop gain given by \(Z = R_0 G a_1/GT\), and \(T_1\) is a time constant given by \(T_1 = T_0/(1 - Z)\), where \(T_0\) is an intrinsic time constant, \(C/G\).\textsuperscript{1,5} This
inductance shown in Table I is sum of the SQUID input and stray

The single-block model consisting of a TES and the heat bath.

FIG. 2. The single-block model consisting of a TES and the heat bath.

is the simplest model and represents the TES directly coupled to the
heat bath. The single-block model is thought to explain the behavior
of an optical TES that does not possess any absorber. We will com-
pare the measured complex impedance with that calculated by using
Eq. (3) and discuss a possible thermal model later in this section.

We tested a bilayer TES consisting of 20 nm Ti and 10 nm Au
layers. The size of the TES was $5 \times 5$ $\mu$m$^2$, and the TES was embed-
ed in an optical cavity. The critical temperature $T_c$ of the TES was
0.19 K, and the bath temperature was 0.1 K. The current flowing
through the TES was converted to voltage by using a superconduct-
ing quantum interference device (SQUID), as shown in Fig. 1. The
SQUID flux-locked loop (FLL) was kept open to measure the detec-
tor state ($V_n$), and the stray inductance ($\frac{1}{Z_{\text{TES}}}$) is the sum of the bias and parasitic

During complex impedance measurements, we injected small
signals within the linear region of the SQUID. The small signals
were generated by a network analyzer, as shown in Fig. 1, and per-
turbed the bias voltage applied to the TES. The incident signals
were also sent to a reference port to be monitored. Signals from the
SQUID were measured by the network analyzer and were calibrated
by the reference signals. The input and output signals are transferred
through coaxial cables, while DC flux bias was applied to the SQUID
using a twisted pair cable. It should be noted that the calibration
only corrected the responses of the network analyzer, and further
corrections, to be described, were required.

An ideal bias circuit at 0.1 K can be converted to a Thévenin
equivalent circuit consisting of an equivalent voltage source ($V_{th}$)
connected in series with the TES ($Z_{\text{TES}}$), a resistor ($R_i$), and an induc-
tor ($L$), as shown in Fig. 3(a). $R_i$ is the sum of the bias and parasitic
resistances in the circuit, and $L$ is the stray inductance including the
SQUID input. $V_{th}$ is associated with signals from the signal gener-
ator at room temperature $V_{in}$ by $V_{th} = F(a)V_{in}$, where $F(a)$ is a
transfer function. In an ideal circuit, the transfer function becomes
$F(a) = \frac{R_{\text{out}}}{R_i + \frac{1}{L}}$. In an actual setup, the function could be
expressed by a more complicated formula.

The current flowing through the TES ($I_{\text{TES}}$) is converted to volt-
age by the SQUID and amplified by room temperature electronics.
The output signals $V_{out}$ are associated with the current $I$ by

$$
V_{out} = G(a)I = \frac{G(a)F(a)V_{in}}{Z_{\text{TES}} + R_i + iaL},
$$

where $G(a)$ is the transfer function modeling the output signal
chain, including the SQUID and the amplifier at room tempera-
ture. In an ideal circuit, $G(a)$ should stay constant regardless of $Z_{\text{TES}}$.

Given that $F(a)$, $G(a)$, and $V_{th}$ are independent of $Z_{\text{TES}}$, one can take
the ratio of signals in the normal state ($V_n$) and the superconducting
state ($V_i$), and $V_{th}$ and the transfer functions vanish. Then,

$$
\frac{V_i}{V_n} = \frac{R_n + R_i + iaL}{R_i + iaL},
$$

where $R_n$ is the normal resistance. The value $V_i/V_n$ is used to
extract $R_i$ and $L$. It is also useful to probe if $G(a)$ and $F(a)$ stay


\begin{table}
\centering
\caption{Table of parameters associated with an optical TES and its readout.}
\begin{tabular}{ll}
\hline
Material & Ti (20 nm)/Au (10 nm) \\
Size ($\mu$m$^2$) & $5 \times 5$ \\
Critical temperature (K) & $1.9 \times 10^{-1}$ \\
Normal resistance (R) & 3.2 \\
Differential thermal conductance (pW/K) & 4.0 \\
Shunt resistance (mΩ) & $1.8 \times 10^3$ \\
Series inductance (nH) & $1.8 \times 10^2$ \\
\hline
\end{tabular}
\end{table}
constant, and how well Fig. 3(b) represents the actual circuit. If the model is inappropriate, \( V_s/V_n \) could deviate from Eq. (5). The circuit model for the readout using twisted pairs and PC boards could be as shown in Fig. 3(c), which differs from the ideal circuit. Applying the Thévenin theorem to Fig. 3(c), the resultant equivalent circuit deviates from that shown in Fig. 3(b); thus, \( V_s/V_n \) diverges from Eq. (5). It should be noted that Fig. 3(c) has unknown stray impedance (\( Z_{\text{stray}} \)) that prevents the correct equivalent circuit from being modeled. If coaxial cables are used, unwanted stray impedance is reduced, and the characteristic impedance becomes constant. Therefore, the equivalent circuit can be expressed well by Fig. 3(b).

Figure 4 shows the measured \( V_s/V_n \) in the new setup (coaxial cables) and the old readout (twisted pairs with PC boards and connectors). In the new readout, the deviation from Eq. (5) was improved, as shown in Fig. 4, whereas \( V_s/V_n \) in the previous setup deviated by more than 0.1 MHz. In Fig. 4(b), residuals to the fit calculated from the absolute values were 7.6%. This implies that the new setup could be approximated well by the ideal circuit. The remaining residuals caused errors in \( R_s, L, F(\omega), \) and \( G(\omega) \). These errors propagated to \( Z_{\text{TES}} \), which is calculated from \( Z_{\text{TES}}(\omega) = F(\omega)G(\omega)V_{in}/V_{out}(\omega) - R_s - i\omega L \). The errors in \( V_s/V_n \) were considered in all analyses in this paper. It should be noted that the deviation at low frequencies, as shown in Fig. 4(a), was due to a bias tee. It was used to apply voltage-bias perturbed by small AC signals to the TES. It kept the characteristic impedance constant at high frequencies, but its properties became unideal at low frequencies. The higher noise level seen in Figs. 4(a) and 4(b) was due to transmission loss of the coaxial cables.

Figure 5 shows the measured complex impedance at \( R = 0.8, 0.6, \) and \( 0.3 R_n \), which fits to Eq. (3). The root mean squares (rmss) of the residuals to the fits shown in Fig. 5, calculated from the absolute values, are (a) 7.0%, (b) 7.0%, and (c) 7.5%, respectively. Note that the data above 15 MHz were excluded from the rms derivation.

![Graphs](https://example.com/graphs.png)

**FIG. 4.** Ratio of current flowing through the TES in the superconducting and the normal states, fitted to Eq. (5). Signals were transmitted and read out through coaxial cables [(a) and (b)] and twisted pairs [(c) and (d)]. Residuals to the fits are also shown. The root mean squares (rmss) of the residuals calculated from the absolute values are (b) 7.6% and (d) 37.0%.
The measured impedance was consistent with that given by the single-block model. Figures 6–8 show $\alpha_i$, $\beta_i$, and the loop gain extracted from the measured complex impedance, respectively. Finally, the theoretical energy resolution limit calculated from Eq. (2) and the measured complex impedance were 0.04 eV at 0.1 $R_n$, while the measured resolution at the bias point was 0.15 eV. For photon detection, we used the old readout consisting of twisted pair cables and PC boards to have a SQUID flux-locked loop (FLL).
The TES was irradiated by a pulsed laser at 1550 nm (0.8 eV). The difference between the theoretical limit and the measured value could be due to escaping phonons and excess noise.

III. DISCUSSION

In this section, we will explore another possible thermal model. The two-block model, describing the behavior of a TES having one additional block, was thought to be likely to present the thermal model of the optical TES. We chose the intermediate model, as shown in Fig. 9, which could describe the behavior of a TES without an absorber. The measured impedance was fitted to the complex impedance given by the model. The complex impedance of the intermediate model can be written as

$$Z_{\text{TES}}(\omega) = R_0 (1 + \beta_1) + \frac{R_0 L}{1 - \mathcal{L}(2 + \beta_1)} \left[ 1 + i \omega \tau_1 \right]$$

where $T_1$ is the temperature in block 1, $G_{1,\text{tes}}$ and $G_{1,\text{bath}}$ are the differential thermal conductances between block 1 and the TES and between block 1 and the thermal bath, respectively. $\mathcal{L}$ is the effective loop gain, given by $\mathcal{L} = R_0 T \alpha_1 / (G_{1,\text{tes}}(T_{\text{tes}}) T_{\text{tes}})$, and $\tau_1$ is a time constant given by $\tau_1 = C_1 (1/ G_{1,\text{tes}}(T_{\text{tes}}) + G_{1,\text{bath}}(T_{\text{bath}}))$, where $C_1$ is the heat capacity of block 1. The measured impedance shown in Fig. 5 was fitted to Eq. (6), and the errors in the parameters associated with the additional block was huge, more than 100%.

To examine the possibility of the two-block model, we will also see the change in impedance curves made by the model. The time constant of the TES at a loop gain of zero was set to the typical value of the TESs studied here, $\tau_0 = 7 \mu$s. For simplicity, the thermal conductance was assumed to be $G_{1,\text{tes}}(T_1) = G_{1,\text{bath}}(T_1)$. The impedance was calculated for three cases; the time constant of the block 1 is (1) 100 $\mu$s, (2) 10 $\mu$s, and (3) 1 $\mu$s, as shown in Figs. 10(a)–10(c), respectively. The calculated impedance deviated significantly at the low loop gain. It approached the impedance given by the single-block model as the loop gain became higher. The time constant of block 1 is also an important parameter. The effects of block 1 on the complex impedance reduced as the time constant $\tau_1$ was faster. In Fig. 10(c), block 1 did not change the shape of the complex impedance. Eq. (6) and Fig. 10 suggest that the complex impedance is affected by thermal models at the low loop gain. The equation also shows that the deviation from the complex impedance given by the single-block model is expected to be of the order of $1/\mathcal{L}$. Therefore, to determine the thermal model, the complex impedance should be measured at the low loop gain.

As shown in Fig. 5(a), where the loop gain is small, the behavior of the optical TES agreed with that of the single-block model. The measured complex impedance at the low loop gain suggests
that the behavior of the optical TES should be described by the single heat capacity coupled to the heat bath. At 0.3 $R_n$ ($Z = 40$), the deviation was expected to be of the order of $1/L$, namely, by a few percent. The estimated deviation is consistent with that in the measured impedance, considering the errors in the transfer function $F(\omega)$. From the complex impedance measurements, we conclude that the possibility of the intermediate model is low, and the single-block model is consistent with the measured complex
impedance. The frequency dependence of the intrinsic detector noise is also useful in exploring a possible thermal model. The thermal model is used to estimate the theoretical limit of energy resolution since thermodynamic fluctuations between the TES and the heat blocks (thermal fluctuation noise) require knowledge of the thermal circuit.  

In Fig. 7, the highest values of $\beta_i$ given by the two-fluid model ($\beta_i = R_n/R_o - 1$) were overlaid. The measured $\beta_i$ was below $\beta_i = R_n/R_o - 1$ at large fractional resistances and exceeded it as the TES was biased deeper in the transition. The large $\beta_i$ above the line could be explained by the resistively shunted junction (RSJ) model. Reduction of the Josephson effect might reduce $\beta_i$ and enhance energy resolution. It should be noted that we did not confirm if the Josephson effect occurred in the optical TESs studied in this work. In future work, we will plan to carry out a well-established measurement to examine the Josephson effect; i.e., applying a magnetic field B to the TES and measuring its critical current $I_c$ to see if $I_c(B)$ presents the Fraunhofer pattern.

IV. CONCLUSION

We have shown that coaxial cables offered a cleaner readout transfer function for complex impedance measurements at high frequencies. By using the readout, we successfully tested a very fast TES detector with a time constant shorter than 1 $\mu$s. The measured complex impedance was consistent with that given by the single-block model at both high and low loop gain. The theoretical energy resolution limit calculated from the measured complex impedance was 0.04 eV, while the measured resolution was 0.15 eV. In future work, to explore what made the gap between the theory and the measurements, excess noise and energy resolution degradation due to phonon escape will be examined.
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