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**Abstract**

Since the recent challenge that humanity is facing against COVID-19, several initiatives have been put forward with the goal of creating measures to help control the spread of the pandemic. In this paper we present a series of experiments using supervised learning models in order to perform an accurate classification on datasets consisting of medical images from COVID-19 patients and medical images of several other related diseases affecting the lungs. This work represents an initial experimentation using image texture feature descriptors, feed-forward and convolutional neural networks on newly created databases with COVID-19 images. The goal was setting a baseline for the future development of a system capable of automatically detecting the COVID-19 disease based on its manifestation on chest X-rays and computerized tomography images of the lungs.

**1. Introduction**

Initial reports of a new coronavirus were published as early as 31th December 2019 in the city of Wuhan, China, as numerous reports of pneumonia cases of an unknown cause began appearing in a cluster around the Huanan Seafood market. Following these reports, the World Health Organization (WHO) started working with local authorities to investigate the new illness. On January 7th 2020 Chinese authorities identified the cases as a new type of coronavirus. Laboratory testing was performed on all suspected cases and other respiratory diseases, such as Influenza, Severe Acute Respiratory Syndrome coronavirus (SARS-CoV) and Middle East Respiratory Syndrome coronavirus (MERS-CoV) were discarded as the cause. The reported clinical symptoms were mainly fever, difficulty in breathing and chest radiographs showed invasive pneumonic infiltrates in both lungs. The first foreign case of coronavirus was traced to Thailand on January 8th 2020 from a traveler returning back from a trip in Wuhan, China [10].

On February 11th the novel coronavirus 2019-nCoV was officially named COVID-19 and on March 11th the COVID-19 was given the status of pandemic by the World Health Organization (WHO). This caused some drastic measures around the world, like cancellation of flights, closing of borders and quarantines in most countries that reported cases in order to contain and avoid the spread of the virus. As of September 4th 2020, there were 26,331,492 confirmed cases of COVID-19 and continuing to grow by the day and 869,290 deaths have been reported globally with more than 185 countries being affected by the pandemic [13]. At the moment, we only have preventive measures [23] and a few global initiatives in developing a vac-
cine which are on the final stages of clinical trials, but none being administered to the general population at this point. Diagnosing and testing followed by quarantined procedures and isolation have been the most used methods to counter the virus spread. Following the spread of the COVID-19 pandemic, aside from the actual standards for testing for COVID-19 which are Polymerase Chain Reaction (PCR) and Reverse Transcriptase Polymerase Chain Reaction (rTC-PCR) (Center of Disease Control [5] “CDC 2019-Novel Coronavirus (2019-nCoV) Real-Time RT-PCR Diagnostic Panel”), which can take from a couple of hours to days in giving back results, other forms of diagnosis include medical imaging that has been proposed and studied. Specifically Computer Tomography (CT) and Chest X-rays (CXR) have shown promise in the diagnosis of other lung related respiratory diseases like MERS, SARS and Pneumonia and can be obtained much faster. Based on this, a comparative study was done evaluating the effectiveness of rTC-PCR against CT in terms of diagnostic power over COVID-19. The resulting analysis reported that the CT technique gave a sensitivity of 97.2% in the tested patients over 83.3% of sensitivity obtained by rTC-PCR, making it a better way to diagnose potential COVID-19 cases [6]. Early efforts in profiling and defining the form of manifestation have been recently developed, which proves medical image testing as a useful tool in the battle against COVID-19. A study on 114 patients diagnosed with the disease showed abnormal lung shadows on 110 patients identifying multiple lobe lesions on both lungs [17,32]. The COVID-19 manifestation can be observed in medical images, like chest X-rays and computer tomography (CT) images, as a form of ground-glass opacification with occasional consolidations [4,20]. Although, further studies have expanded the known features to include enlargement of lung hilus, thickening of the lung texture, pulmonary fibrosis and an irregular shape on the Ground-glass opacities found in the CTs [16]. Following these developments in profiling COVID-19 manifestations in medical images, an initiative for creating an open image data collection for COVID-19 X-ray images and computer tomography images taken from patients suffering from the pandemic was started [11]. This study is focused on the goal of creating an open source image collection of images of COVID-19 in order to train and deploy Artificial Intelligence (AI) models capable of helping in predicting and understanding the infection. As of April 18th 2020, 338 medical images have been collected and it’s continuously evolving day by day. In this paper we present the initial work aimed at performing a classification process using Neural Network models capable of high accuracy prediction rates [36] “Using Deep Learning to detect Pneumonia caused by NCOV-19 from X-Ray Images”). This is done with the goal of obtaining some insights and preliminary testing of the database as its being created and constantly evolving. The main contribution of this paper is the application of previously tested chest X-ray image features descriptors that have brought good results in other lung related diseases [27,31] to the COVID-19 diagnosis related problem using neural classifiers, including feed-forward and convolutional neural networks. In addition, a comparison is made with respect to other supervised learning models previously applied to the same COVID-19 classification problem, such as the K-nearest neighbors (KNN) and Support Vector Machines (SVM) [26], where our method is outperforming these methods in the literature.

This paper is structured as follows. In Section 2 we present an overview of recent attempts in developing models capable of detecting COVID-19 in medical images, and diverse approaches taken into the matter. In Section 3 we explain the steps and methodology used for the preprocessing and classification of the models used for the experimentation. In Section 4 we outline our experimental results obtained from the trained models. In Section 5 we perform a comparison with other methods. In Section 6 we offer a discussion and the limitations based on the results obtained from the models. In Section 7 we present our final conclusions.

2. Overview of recent COVID-19 detection developments in medical images

Recent developments based on AI tools have been made following the establishment of medical images as a way of diagnosing the COVID-19 virus. It has been found that CT scans are the best type of images to diagnose the virus in the images, although chest X-rays can be used for the same purpose and still contain a good amount of diagnostic value and are more accessible for people than getting CT scans, especially in rural and isolated places (Towards Data Science [35], “Detecting COVID-19 induced Pneumonia from Chest X-rays with Transfer Learning: An implementation in Tensorflow and Keras”). As an example of these recent works, we have the following papers.

In Wang, S. et al. a deep learning approach was presented using a collected amount of 1065 CT images, aimed at developing an automated method that can perform clinical diagnosis. In this case, the images were divided into 2 classes: COVID-19 and typical viral pneumonia, applying transfer-learning on an inception model [7] obtaining a validation accuracy of 89.5%.

In Gozes, O. et al. deep learning models were trained in order to detect the novel coronavirus on a set of 157 international patients (China and U.S.) in Computer Tomography or CT images. The reported results contained a 0.996 AUC (area under the curve). The used model corresponded to a system that outputs a lung abnormality localization map and its measurements, followed by a system that detects focal opacities, and finally providing a Corona Score and the 3D Visualization of the CT images [22].

In Altan, A. et al. a hybrid model is proposed, which provides positive results in diagnosing COVID-19 cases with X-ray images. The model consists on feature extraction from X-ray images using the 2D curvelet transform creating a feature matrix of coefficients, which are then optimized using the chaotic salp swarm algorithm (CCSA) and using the EfficientNet deep learning model for classification of the features. The obtained results go from a classification accuracy of 95.24% to 99.69% on a private dataset of images using 2725 images for training and 180 images for testing the model combining 3 classes, COVID-19, Normal and Viral Pneumonia [1].
In Brunese, L. et al. a three phase deep learning approach is proposed in which a convolutional neural network is used to first detect the presence of pneumonia, followed by finding out the type of pneumonia and then searching to see if the COVID-19 type of manifestation is found. Finally, the model maps the possible localization of such disease on the X-ray image. The model provided good results, obtaining an accuracy of 0.96 [18].

3. Methodology

In this section the detailed proposed methodology is presented.

3.1. Chest X-ray

A chest X-ray is often among the initial tests that a person will undergo as part of a common lung check, when there is suspicion of a respiratory disease. Also, a chest X-ray is cheaper than other procedures to detect the same diseases, like magnetic resonance or computerized tomography (CT), for example.

Medical Imaging is a powerful tool for disease diagnosis and detection, and AI based medical diagnosis tools have recently been put forward for the task of automatic diagnosis and abnormality localization.

For this experimentation we used the publicly available dataset by Cohen et al. [11], which by April 18th of 2020 consisted of 338 images with 10 different classes, including COVID-19, Pneumocystis, Streptococcus and No Finding (healthy). We also used 255 COVID-19 images taken from Cohen’s dataset and combined them with 255 images of the No Findings class obtained from the dataset by Kermany [8], in order to perform another sets of experiments. The summary of the results are displayed in Section 4. In Fig. 1, some examples of the manifestation of COVID-19 are presented. Fig. 1a) illustrates the manifestation of COVID-19 in X-ray images, and Fig. 1b) shows the manifestation of COVID-19 in Computerized Tomography.

3.2. Artificial neural networks

An Artificial Neural Network is a computational structure inspired on the study of information processing of the biological neurons in the brain. The neural network power relies on its ability to learn from data and predict future values of the same kind by extrapolating from the learned data. It can be viewed as a system that generates an output based on a generalization of organized input data. For the experimentation proposed in this paper we focused our efforts on two well-known models: Feed-Forward Neural Network [14,15,27] and Convolutional Neural Network [37].

3.3. Feature extraction

Feature extraction represents a process of converting a piece of data into only a relevant group of bits [3]. In Image Classification research, a process of feature extraction is applied in order to reduce the number of pixels the classifier has to learn. Another way it can be done is by calculating significant values from the pixel gray scale level in order to learn important insights from the objects represented in the digital image.

In the case of X-ray images one of the best feature extraction techniques is called Texture Features [9], as these have shown promise because of the way they take into consideration quantification and localization of groups of pixels of the same intensity, and these have been already tested in the field of X-ray image classification [29–31].
3.3.1. Gray level co-occurrence matrix features

This method consists on the extraction of features from the chest X-rays using a Gray Level Co-Occurrence Matrix (GLCM) proposed by Haralick et al. [25], and this matrix stores the number of times a pixel of certain gray level intensity occurs with another pixel in the image using a specific rule or configuration called offset, which can be following a pattern of horizontal comparison at 0°, vertical at 90° or diagonally at 45°, or 135°.

This process is focused on obtaining the spatial relationships of the pixels of different intensities that are present in the image and store them in the GLCM. Furthermore 6 statistical features are extracted from the GLCM of each image, and these correspond to 6 texture operators: contrast, correlation, dissimilarity, energy, entropy and homogeneity [2,12,19].

In texture classification the problem is identifying a given textured set from a given set of texture classes [24]. Each region of a digital image, such as a chest X-ray image, has unique characteristics and attributes. Texture extraction algorithms capture and encode these attributes into representative numeric values in order to improve the learning and classification abilities of a supervised learning model.

After generating the GLCM we can now calculate the statistical features. In Eqs. (1)–(6) we are presenting the equations for each feature. The process starts by converting the image to its gray levels, the amount of intensity from 0 to 255 for each pixel encoded in an n-bit depth, and following this we define the offset for the co-occurrence comparison. The images of Cohen’s and Kerman’s database have a maximum of 8 Gray Levels, which considering that the Gray Level Co-Occurrence (GLCM) matrix is bidimensional, the matrix will be an 8 by 8 matrix. In Fig. 2, we exemplify the process of GLCM creation based on a chest X-ray and a defined offset. It has to be noted that the selected offset was [0 1], which corresponds to a horizontal comparison (0°) between pixels that are 1 pixel of distance from each another.

For the first part of the feature vector used in the third method, we take the created GLCM and a flattening process is performed, and this is done by stacking the entire columns one after the other in a unidimensional vector. In our case the 8 × 8 matrix becomes a 64-value vector. For the second part of the feature vector, which comprises 6 values, we calculate the Texture Features from the created GLCM. These values correspond to statistical formulas that provide an averaged value from the obtained findings in the co-occurrences registered on the GLCM. In Table 1 we can find the mathematical definitions of these values.

In order to obtain the features from Table 1, the means \( \mu_i \) and standard deviations \( \sigma_i \) of \( i \) and \( j \) have to be calculated as follows

\[
\mu_i = \frac{1}{N} \sum_{i=1}^{N} ipx(i)
\]

where:

\( N \) is the total number of grey levels in the image.
\( i \) is the \( i \)th position of the \( 8 \times N \) GLCM.
\( j \) is the \( j \)th position of the \( 8 \times N \) GLCM.
\( p(i,j) \) is the grey level co-occurrence value of the \( p(i,j) \)th position in the GLCM.

![Fig. 2. Example of GLCM Creation.](image)
3.3.2. Local binary patterns

The second applied method is Local Binary Patterns (LBP), which performs an encoding of pixel values, followed by a neighborhood operation on a 3 × 3 window. This method creates a 59-value feature vector. This technique was proposed by Ojala et al. [33], Ojala et al. [34], and is a visual descriptor used to explain texture characteristics in an image. The process is the following: we start by step a) dividing the examined image into cells, each cell has 16 × 16 pixels. In step b) for each pixel in a cell a comparison operation with its 8 neighbors is performed. In step c) the following comparison is made, we use by a 1. By doing this, on step d) we have a 3 × 3 window with only 0’s and 1’s. In step e) we construct the binary number from the 3 × 3 window; the number is formed by concatenating the top-left number with the rest, following a clockwise orientation, the number is then transformed into its decimal form. In step f) all the binary numbers of the pixel are grouped in the x-axis of a chart, and the frequency of each decimal number is quantified on the y-axis, then in order to create the feature vector each obtained frequency number is registered in a 256-value vector. Finally, on step g) we can reduce the length of the feature vector from 256 to 59 (*), this is called using a “uniform pattern”. * = 0, 1, 2, 3, 4, 6, 7, 8, 12, 14, 15, 16, 24, 28, 30, 31, 32, 48, 56, 60, 62, 63, 64, 96, 112, 120, 124, 126, 127, 128, 129, 131, 135, 143, 159, 191, 192, 193, 195, 199, 207, 223, 224, 225, 227, 231, 239, 240, 241, 243, 247, 248, 249, 251, 252, 253, 254 and 255 Barkan et al. [21]. In Fig. 3 a graphical illustration of the method is presented.

### Table 1

| GLCM features                      | Formula                                      | Feature index |
|------------------------------------|----------------------------------------------|---------------|
| **Contrast**                       | \( \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i-j)^2 p(i,j) \) (65) |               |
| **Correlation**                    | \( \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i-\mu_i)(j-\mu_j) p(i,j) \) (66) |               |
| **Dissimilarity**                  | \( \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} |i-j| p(i,j) \) (67) |               |
| **ASM (Angular Second Moment)**    | \( \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (p(i,j))^2 \) (68) |               |
| **Entropy**                        | \( -\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p(i,j) \log p(i,j) \) (69) |               |
| **Inverse Different Moment**       | \( \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \frac{1}{1+|i-j|} p(i,j) \) (70) |               |

\[ \mu_i = \sum_{t=1}^{N} ipy(i) \] (2)

\[ \sigma_i = \sqrt{\sum_{t=1}^{N} p_x(i) (i - \mu_i)^2} \] (3)

\[ \sigma_j = \sqrt{\sum_{t=1}^{N} p_y(i) (j - \mu_j)^2} \] (4)

\( p_x(i) \) is the marginal probability of \( i \) in \( p_x \) and \( p_y(j) \) is the marginal probability of \( j \) in \( p_y \).

\[ p_x(i) = \sum_{j=1}^{N} p(i,j) \] (5)

Is the \( i \)th entry in the marginal probability matrix obtained by adding the rows of \( p(i,j) \).

\[ p_y(j) = \sum_{i=1}^{N} p(i,j) \] (6)

Is the \( j \)th entry in the marginal probability matrix obtained by summing the columns of \( p(i,j) \).
4. Experimental results

For the experimentation process, we first considered the database presented by Cohen, J. using the image database available on March 25th and April 18th as two sets of experiments. The first one comprises 158 images and 6 classes, and the second one 338 images and 10 classes. Our second group of experiments was done by combining the 255 images of COVID-19 of the Cohen’s Database with 255 Healthy (‘No Findings’) images taken from the Kermany’s Database. The third experiment was done by taking 3 classes: Cohen’s 255 COVID-19 images, Kermany’s 255 Pneumonia images and 255 Healthy (‘No Findings’) Class. For each experiment three classification methods were used.

The first method corresponds to flattening all the images in a unidimensional vector and using the vector as input values to a feed-forward 4-layer shallow neural network. The second method was implemented using a 129-feature vector: 64 values from the GLCM, 6 Texture Operators (Eq. (1)–(6)) and 59 values from the local binary patterns as input values for a feed-forward neural network. Finally, the third method consisted of a 19-layer Convolutional Neural Network. The architectures that were used are presented in Fig. 4.

As stated in Fig. 4, the topmost architecture corresponds to a feed-forward neural network trained using the scaled conjugate gradient backpropagation, and the net has 4 hidden layers of 20 neurons each. The input to the network consists of the flattened 500 × 500 pixel image, which corresponds to 250,000 inputs per training sample and n outputs, which represent the percentage of presence for each class in the image. The middle architecture is of a Convolutional Neural Network (CNN), in this case the input is also the 500 × 500 image and it passes through 4 convolutional layers, using a 3 × 3 kernel with the Adam optimizer as the training algorithm to finally predict the classes. The final architecture uses the texture features calculated from the image as inputs, entering a 129-value vector for each image as inputs, the network is a feed-forward network of 4 layers and 20 neurons on each hidden layer to finally obtain the classes present on the image. On all the architectures each class represents absence or presence of a state and these states can be diseases, or objects. In the experimentation we apply these 3 methods on each dataset, in order to find out the ability of the models for predicting the data.

In all the models, the total available images from each dataset were divided into 3 sets. The first one, the training dataset, which is comprised of 70% of the images. The rest of the images were divided into 2 sets, a validation set, in order to tune hyperparameters and avoid overfitting and a testing set to evaluate the performance of the classifier. Both of these sets have 15% of total available images in each dataset. Because the Cohen Database is still being updated constantly with new collected samples of medical images, it is susceptible to class imbalance because the classes are only comprised of the available images, which in most cases vary in the sample per class ratio. By tuning the hyperparameters and avoiding bias in the classification using validation passes of data during training, we can help in creating a better classifier and tackle problems with class imbalance [28]. In the following sections, the databases are explained in more detail. The first two databases exhibit

![Fig. 3. Feature vector creation from Local Binary Patterns (LBP).](image-url)
data imbalance, but in Sections 4.3 and 4.4 we have balanced datasets that are created manually by combining the same exact number of randomly selected samples per class.

4.1. Cohen’s database (25th March) – 158 images

The first group of experiments was done over the 6 existing classes for Cohen’s Database as of March 25th of 2020; these were healthy lung images (No Findings), COVID-19, Streptococcus, Pneumocystis, SARS and ARDS. Aside from the “No Findings class” all the others represent different kinds of respiratory diseases that can manifest inside the lungs and that are possible to be observed via medical images. In each of the models, the output classes represent the percentage of presence of each class in the input data, which can help in recognizing one or more diseases in each medical image. The Classes are exemplified in Fig. 5. The total number of images used in the first experimentation is 158. The obtained results are presented in Table 2.

4.2. Cohen’s database (18th April) – 338 images

The second group of experiments corresponds to Cohen’s Database as of April 18th of 2020, which at the time had 338 medical images, a combination of CT scans and X-rays. The experimentation was done in the same way as in the first version of the database. In this case, the database was updated up to 10 classes, adding “Chlamydophila”, “Klebsiella”, “Legionella” and “E. Coli”, and some examples are presented on Fig. 6. Results of the experimentation are summarized in Table 3.
4.3. Cohen’s and Kermany’s database – COVID-19 and no findings

For the third experiment a custom dataset was created, with a balanced sample of the same number of images for each class, taking 255 COVID-19 X-rays and CT scans and 255 No Findings X-rays and CT scans from Kermany’s Database. In this way, we have a total of 510 images for training the models. For this experiment, only 2 classes were used, and these can be found in Fig. 7. The results are presented in Table 4.

4.4. Cohen’s and Kermany’s database – COVID-19, no findings and pneumonia

For the fourth and final experiment we used the same custom dataset created from the 2 databases (Cohen’s and Kermany’s), but we added both classes from Kermany’s database having a third class of 255 Pneumonia (viral and bacterial) X-rays and CT scans. In this case, we performed the classification task with 3 classes. In order to create a more realistic scenario, more balanced classes should be added in order to create a robust model capable of classifying between groups of diseases, in Fig. 8 we can find the 3 classes used for this experiment. The results are presented in Table 5.

Table 2
Results from 30 experiments for Cohen’s Database of March 25th.

| No. | Feed-Forward Neural Network Full Image Validation Accuracy (AUC) | Convolutional Neural Network (CNN) Validation Accuracy (AUC) | Feature based Feed-Forward Neural Network Validation Accuracy (AUC) |
|-----|---------------------------------------------------------------|-------------------------------------------------------------|------------------------------------------------------------------|
| Best | 84.17% 0.722 | 86.25% 0.860 | 94.30% 0.930 |
| Mean  | 83.67% 0.596 | 84.61% 0.750 | 88.54% 0.770 |

4.3. Cohen’s and Kermany’s database – COVID-19 and no findings

For the third experiment a custom dataset was created, with a balanced sample of the same number of images for each class, taking 255 COVID-19 X-rays and CT scans and 255 No Findings X-rays and CT scans from Kermany’s Database. In this way, we have a total of 510 images for training the models. For this experiment, only 2 classes were used, and these can be found in Fig. 7. The results are presented in Table 4.

4.4. Cohen’s and Kermany’s database – COVID-19, no findings and pneumonia

For the fourth and final experiment we used the same custom dataset created from the 2 databases (Cohen’s and Kermany’s), but we added both classes from Kermany’s database having a third class of 255 Pneumonia (viral and bacterial) X-rays and CT scans. In this case, we performed the classification task with 3 classes. In order to create a more realistic scenario, more balanced classes should be added in order to create a robust model capable of classifying between groups of diseases, in Fig. 8 we can find the 3 classes used for this experiment. The results are presented in Table 5.
Table 3
Results from 30 experiments for Cohen’s Database of April 18th.

| No. | Feed-Forward Neural Network Full Image | Convolutional Neural Network (CNN) | Feature based Feed-Forward Neural Network |
|-----|--------------------------------------|-----------------------------------|------------------------------------------|
|     | Validation Accuracy | (AUC) | Validation Accuracy | (AUC) | Validation Accuracy | (AUC) |
| Best | 79.28% | 0.645 | 83.02% | 0.907 | 84.02% | 0.850 |
| Mean | 79.00% | 0.538 | 78.44% | 0.702 | 80.61% | 0.720 |

Fig. 6. Examples of the 10 classes.

Table 4
Results from 30 experiments for COVID-19 / No Findings.

| No. | Feed-Forward Neural Network Full Image | Convolutional Neural Network (CNN) | Feature based Feed-Forward Neural Network |
|-----|--------------------------------------|-----------------------------------|------------------------------------------|
|     | Validation Accuracy | (AUC) | Validation Accuracy | (AUC) | Validation Accuracy | (AUC) |
| Best | 100% | 1 | 99.29% | 0.992 | 100% | 1 |
| Mean | 96.18% | 0.996 | 97.55% | 0.975 | 92.81% | 0.999 |

Fig. 7. Examples of the 2 classes from the custom dataset.
4.5. Comparison with other methods

In order to compare our approach to other techniques that have already been applied on chest X-ray and CT-scans for COVID-19 detection, we have applied two well-studied machine learning techniques, namely K-nearest neighbors (KNN) and Support Vector Machines (SVM). The experiments were performed using the same parameters as in a recent study [26]. In the study, KNN was used with 3 neighbors, and the Euclidean distance as main parameters, SVM was used with a Radial Basis Function Kernel, a penalty parameter C of 1 and a Degree of 3. The data configuration was the same as in the implemented methods in Section 4.1, Section 4.2, Sections 4.3, Sections 4.4. In Table 6 we are presenting the findings obtained by applying these methods on our databases and how they compare with our implementation using the Texture Features. We are highlighting in bold the best results.

In all experiments the presented value of Area under the Curve (AUC) is a comparison of the true positives rate with the false positives rate for the COVID-19 as the true positive cases, in order to verify the effectiveness of the model in detecting the COVID-19 disease.

5. Discussion and limitations

The obtained results look promising for achieving in the near future the automated chest X-rays and computerized tomography analysis for COVID-19 diagnosis. The development of such a system would help as an early filter in order to...
reduce the number of cases that the healthcare systems have to diagnose and/or test on a daily basis. This is crucial in view of the current shortage of testing kits in most countries, and finding alternative ways to perform an evaluation can be of significant value to support the already high demand of increasing suspected cases, which need to be tested. These results by no means represent yet an actual diagnosing system for COVID-19, which would need clinical trials and validation, but represents a first step in building such a computer-aided diagnosis system (CAD), following a series of tests and external validation. As future work, a parameter optimization will be performed, as we expect this will improve even more the results.

6. Conclusions

Based on the results of the implementations presented in Section 4.1, Section 4.2, Sections 4.3, Sections 4.4, in the first experiment the best classification accuracy obtained came from the Feature-based feed-forward neural network with 94.30% classification accuracy and an AUC of 0.930. For the second experiment, the best obtained results came also from the Feature-based feed-forward NN with an 84.02% classification accuracy and an AUC of 0.850, but the best AUC obtained was from the Convolutional Neural Network with a classification accuracy of 83.02% and a superior AUC of 0.907, which would mean a better ability to detect the COVID-19 using this method.

In the third experiment in which two databases are combined, the best method achieved 100% accuracy on the validation set using the feed-forward neural network, and this is using as inputs the flattened image and the texture features. In this case, the problem is easier than in the first two experiments because it only deals with 2 classes, but these experiments serve as a baseline for further experimentation with more classes. For this reason, we need to increase the number of classes whilst maintaining a balanced number of images for each class, this in order to perform a better training and eliminate the biases from the data. For the fourth experiment a third-class of Pneumonia was added, which reduced the classification accuracy to 98.80% by adding more complexity to the problem, but at the same time maintaining an AUC of 1, performing correctly on all cases in which images of COVID-19 were present. This experimentation can be further improved by adding more balanced classes, which are translated to more states or diseases that can appear in the lungs in X-rays and CT scans. This helps in providing the experimentation framework necessary for a truly robust classification model that has the ability to differentiate from all the possible diseases. As future work we envision extending the work by using fuzzy logic to manage uncertainty, and we envision applying the proposed methodology in other medical diagnosis areas. In the comparison with the other methods, only in the second database consisting of two classes the Support Vector Machines performed slightly better than our implementations, reaching a 98.05% and an AUC of 0.989, one of the main reasons of this result may be because the SVM works well with clearly defined classes, like the ones from database 2 (COVID-19/No Findings), which are composed with clear lungs with no white opacities (No Findings class) and lungs that have ground glass white opacities (COVID-19). Nonetheless, our implementation using Texture Features obtained the second-best result and performed better than the rest of the methods in the other three databases making it a better choice even when there are not well-defined classes like it would happen when several lung diseases can appear in a chest X-ray or CT-scan.
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