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Abstract: The article proposes a proprietary approach to the diagnosis of induction motors allowing increasing the reliability of electric vehicles. This approach makes it possible to detect damage in the form of an inter-turn short-circuit at an early stage of its occurrence. The authors of the article describe an effective diagnostic method using the extraction of diagnostic signal features using an Enhanced Empirical Wavelet Transform and an algorithm based on the method of Ensemble Bagged Trees. The article describes in detail the methodology of the carried out research, presents the method of extracting features from the diagnostic signal and describes the conclusions resulting from the research. Phase current waveforms obtained from a real object as well as simulation results based on the field-circuit model of an induction motor were used as a diagnostic signal in the research. In order to determine the accuracy of the damage classification, simple metrics such as accuracy, sensitivity, selectivity, precision as well as complex metrics weight F1 and macro F1 were used.
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1. Introduction

As a result of the dynamic development of electronics, inverter-powered induction motors are increasingly used as drives for electric vehicles. The high starting torque of asynchronous motors has a significant impact on the dynamics of vehicles, which directly affects the value of acceleration. Thanks to the increasingly better electromagnetic properties of the materials from which asynchronous motors are produced, it is possible to miniaturize these machines. Their relatively small size makes squirrel-cage motors used not only as drives in traction vehicles, but also in trucks, passenger cars and even electric motorcycles.

Induction motors, due to their simple structure, low production costs and the possibility to control the rotational speed in a wide range, are often used in industry in drive systems [1–5]. The wide area of their application means that diagnostics of this type of machines plays an increasingly important role, and ensuring their failure-free operation becomes a priority from an economic point of view for many companies [1,6–8]. The results of the research conducted so far show that just after mechanical damage to bearings, which account for nearly 40% of all damage to induction motors, stator winding failures are the second most frequent cause of failure of induction machines (38% of all damage) [9,10]. Among the stator winding faults, the most common fault is the inter-turn short-circuit. The reason for their appearance is damage to the insulation of the wires next to each other. Damage to the insulation may occur as a result of too high current flow, excessive mechanical stresses related to electrodynamic forces acting on the stator or as a result of too high temperature inside the machine [11–14]. As a result of an inter-turn short-circuit in the machine, asymmetry of both voltages and currents with high effective values may occur, which may lead to complete damage to the machine [15].
The most popular and most frequently used diagnostic techniques in the application of electrical machines are those in which the current waveform signal is used, e.g., (Motor Current Signature Analysis (MCSA)) as well as vibrations (Motor Vibration Signature Analysis (MVSA)) [16]. These techniques allow for non-invasive acquisition of a diagnostic signal without having to turn off the device, and thus without interrupting the technological process. For this reason, the authors of the presented article used the phase current waveforms as a diagnostic signal. In the presented approach, unlike other currently used methods, short-circuit detection is performed only on the basis of one diagnostic signal, i.e., the current waveform of one phase, without the need to record other diagnostic signals, such as e.g., current waveforms from all phases [17–19], torque waveform [18,20,21], magnetic flux distribution [17,18,22–24], power changes [20,25], temperature distribution [26,27], inter-winding voltage response to the impulse test [28,29].

The latest research focusing on the diagnostics of induction motors is carried out in two different directions. The first direction is based on analytical calculations [1,6] and the second one uses numerical methods [4,20], where the most popular are the finite element method or the finite difference method. As mentioned in the previous paragraph, the most frequently used diagnostic signals are current waveforms, acoustic signals or vibrations, although these signals are not the only ones that can be used. More and more often can be find a publication describing motor diagnostics based on torque waveforms. More information on diagnostics based on torque can be found, for example, in articles [9,14]. Diagnostics of induction motors using vibroacoustic signals gives satisfactory results in case of detection of mechanical failure of the machine, such as misalignment or bearing damage. It is because mechanical failures, most often, result in significant changes in the axial symmetry of the machine, which translates into additional vibrations or noise [4,5,12]. Unfortunately, failures of the stator winding, especially at an early stage of their occurrence, does not significantly impact into vibration or acoustic signal. Therefore, despite the fact that these signals can be aggregated in a non-invasive method, their use in the diagnosis of inter-turn short circuits is possible, but significantly impeded. Many researchers have proved in their publications that the situation is similar in the case of the current signal and the inter-turn short circuits in the early stage of their occurrence, i.e., when a small number of turns are shorted, also do not significantly distort the current waveforms. Nevertheless, the dynamic development in the fields of both, signal processing methods and artificial intelligence, makes it possible to diagnose machine failures on the basis of signals that were previously considered insufficient.

Due to the fact that inter-turn short-circuits at an early stage of their occurrence (a small number of short-circuits) do not significantly affect the phase current waveforms, they are difficult to detect and unambiguously interpret. Therefore, the authors in the research used and compared several methods of machine learning as classification method. Based on the obtained results, they proposed an original classification algorithm based on the most effective method. The presented algorithm enables short-circuit detection with high accuracy, even for a small number of shorted turns.

The presented article has been divided into several sections. After the introduction in the Section 1, the Section 2.1 presents a general algorithm for short-circuit detection in the stator windings. Then, the feature extraction method using the Enhanced Empirical Wavelet Transformation (EEWT) is presented in the Section 2.2. The EEWT algorithm is presented and the method of extracting the diagnostic signal features based on its components is described. Section 2.3 presents the method of Ensemble Bagged Trees (EBT) for the classification of motor winding faults. Section 3 presents obtaining a diagnostic signal using the field-circuit model and a physical object, and finally validates the proposed approach. Section 4 contains a description of conclusions resulting from the carried out research.
2. Approach

2.1. Proposed Algorithm for the Motor Winding Fault Diagnosis

The proposed algorithm for the detection of short-circuits in the motor windings is shown in Figure 1.

![Figure 1. The block diagram of the proposed approach of detecting motor windings fault.](image)

The proposed algorithm for the detection of short-circuits in the motor windings uses the sampled current in the steady state for the discretization period equal to 500 ms with the sampling frequency of 5 kHz. The current can be measured non-invasively in any phase of the motor during normal operation. The motor current spectrum depends on many factors: e.g., on the operation state of motor, on the occurrence of possible motor faults (including mechanical faults), on the stator supply voltage. Hence, it is difficult to define the maximum limit value of current spectrum, so it is best to record the signal with the highest possible value of sampling frequency. Increasing the sampling rate affects the speed of proposed classification method because the input data size for the proposed approach increases. The computational complexity of the EEWT implementation is at least $O(n^2)$ ($n$ is the input data size) [30], which means at least square increase in the algorithm execution time in relation to the input data size for the proposed algorithm implementation. Additionally, the time needed to perform the EBT classification should be considered. In order to implement the proposed approach in real time on an average quality PC, the sampling frequency for the adopted discretization period should be at the level of kHz. Moreover, the assumed value of sampling frequency equal to 5 kHz, considering the sampling theorem, allows taking into account current spectrum components dependent on the typical distortions (up to the 50-th harmonic) of stator voltage supply (the frequency of 50-th harmonic is 2500 Hz). On the other hand, the discretization time of 500 ms allows consideration current spectrum components with a frequency of several Hz. These components are subharmonics that occur as a result of voltage fluctuations in the power grid (typical disturbance in a low-voltage network). Increasing the discretization time for proposed motor winding fault classification is not appropriate because, as with the sampling rate, it affects the input data size for the proposed approach operating in real time.

In the next step, the sampled current is decomposed to five component signals using the Enhanced Empirical Wavelet Transform (EEWT) (see Section 2.2). The selected decomposition algorithm allows to precise decomposition of signals of variable amplitude and frequency (AM-FM) with the use of a bank of adaptive wavelet filters, even when
the analyzed signal is non-stationary and noisy. The carried out research shows that the current decomposition of up to five component signals is optimal for the proposed algorithm. In the case of current decomposition to two, three or four component signals, the classification accuracy for two classes of motor states (undamaged motor and motor with the short-circuits of at least one turn of stator winding) significant decreases. In the case of increasing the number of component signals (from 6 to 10), the increase in the accuracy of the proposed algorithm is negligible (1–2%), while the operating time of the proposed approach increases significantly due to the increase in the number of features on the basis of which classification is performed. The presentation of these results has been omitted due to the required brevity of the article.

Two statistical parameters are determined for individual component signals: standard deviation and kurtosis, and two signal parameters: rms value and fundamental frequency. The fundamental frequency is determined using the power spectral density of the \( j \)-th component signal. Other statistical measures, such as: mean value (arithmetic, harmonic, geometric), maximum and minimum value, median, interquartile range, coefficient of variation, asymmetry coefficient, excess coefficient, Lorenz concentration coefficient; and other signal measures: signal power/energy; were considered in the research, but these measures in the proposed approach do not effect on the final classification accuracy. Hence, the extraction of these features is omitted in the presented algorithm shown in the Figure 1. The presentation of influence other considered measures on final classification accuracy has been omitted due to the required brevity of the article.

In next step, Principal Component Analysis (PCA) (explaining 95% of the variability of features) is applied for the extracted features of individual component signals. In this step, the dimensions of the feature space are reduced from 20-dimensional space to 2-dimensional or 3-dimensional space, and consequently the operation time of the proposed algorithm (Figure 1) significantly decreases. The proposed approach using Ensemble Bagged Trees (EBT) machine learning algorithm with the PCA applied allows for the prediction of approximately 2600 objects per second. When the PCA is not applied, then the prediction speed is estimated at approximately 2000 objects per second. Therefore the use of PCA in the proposed approach allows to increase the prediction speed by about 30%. A comparison of the classification accuracy without PCA and with PCA is presented in Section 3.

The machine learning algorithm of EBT was used for classification, because in the carried out research the EBT achieved the highest classification accuracy, considering the basic metrics in the case of two class classification, i.e., accuracy, sensitivity, selectivity, precision, F1 score; and complex metrics in the case of multi-class classification, i.e., weight F1 and macro F1. A comparison of the classification accuracy by the proposed EBT machine learning algorithm with other selected machine learning methods is presented in Section 3. The proposed approach can be used with high accuracy in Case I and Case II. Case I concerns the recognition if the motor is undamaged or if the motor is damaged, so it has the short-circuits of at least one turn of stator winding. Case II concerns the recognition if the motor is undamaged, or if the motor is slightly damaged (the short-circuits of 1 to 10 turns of stator winding), or if the motor is significantly damaged (the short-circuits of more turns of stator winding) and should be repaired immediately.

### 2.2. Feature Extraction with EEWT Decomposition

In this block, the sampled current is decomposed using the EEWT [31,32]. The EEWT algorithm is an improved algorithm of the empirical wavelet transform (EWT) proposed by Gilles [33]. Section 2.2.1 shortly explains the basic operation of EEWT algorithm. The features are extracted for individual component signals, as shown in the example in Section 2.2.2.
2.2.1. The EEWT Algorithm

The EEWT algorithm can be represented in the following steps.

1. The use of Fast Fourier Transform (FFT) to determine the spectrum of the analyzed signal.
2. The calculation of the upper envelope of the analyzed signal using the Order Statistical Filter (OSF). In the enhanced method (in relation to the EWT method), the envelope is used to identify the trend of spectrum variation.
3. The determination of spectrum frequency peaks from the designated envelope and selection of useful ones based on the following criteria: (a) the width of a flat top cannot be shorter than the order statistics filter size; (b) the most representative flat top in the neighbor ones is picked out; (c) the useful flat tops do not appear in the downtrend of the analyzed signal spectrum.
4. The calculation of the spectrum segmentation boundaries based on flat tops obtained in step 3.
5. The construction of the empirical scaling function and empirical wavelet as in the EWT method, and the decomposition of the analyzed signal into component signals.

Steps 1–4 allow segmentation of the spectrum of the analyzed signal. To segment the spectrum, the segmentation boundaries must be determined. For this purpose, the spectrum is normalized to the range \([0; \pi]\) and is divided into \(N\) intervals (the EEWT method allows decomposition the processed signal into a predetermined number \(N\) of component signals). The individual intervals boundaries are designated as \(\omega_n\), where \(\omega_0 = 0\) and \(\omega_N = \pi\). Each sub-range is marked as \(\bigcup_{n=1}^{N} \Lambda_n = [0; \pi]\). The boundary determination is based on flat tops described in Step 3. Each boundary is the minimum between subsequent flat tops in the analyzed signal spectrum. If the flat tops are designated as \(\text{FT}_n\), then:

\[
\omega_n = \arg \min_{\omega \in \{\text{FT}_n, \text{FT}_{n+1}\}} \hat{f}(\omega) \quad (1)
\]

where \(\hat{f}(\omega)\) is the analyzed signal spectrum.

Step 5 allows construction of the empirical wavelet enabling extraction of individual component signals as described in [33]. For specific intervals, an empirical scaling function \(\Phi_n\) is constructed described by (2) and an empirical Meyer wavelet \(\Psi_n\) described by (3) [33]:

\[
\Phi_n = \begin{cases} 
1 & \text{if } |\omega| \leq \omega_n - \tau_n \\
\cos \left[ \frac{\pi}{2} \nu \left( \frac{1}{2\tau_n} (|\omega| - \omega_n + \tau_n) \right) \right] & \text{if } \omega_n - \tau_n < |\omega| < \omega_n + \tau_n, \\
0 & \text{otherwise}
\end{cases}
\quad (2)
\]

\[
\Psi_n = \begin{cases} 
1 & \text{if } \omega_n + \tau_n \leq |\omega| \leq \omega_{n+1} - \tau_{n+1} \\
\cos \left[ \frac{\pi}{2} \nu \left( \frac{1}{2\tau_{n+1}} (|\omega| - \omega_{n+1} + \tau_{n+1}) \right) \right] & \text{if } \omega_{n+1} - \tau_{n+1} < |\omega| < \omega_{n+1} + \tau_{n+1}, \\
\sin \left[ \frac{\pi}{2} \nu \left( \frac{1}{2\tau_n} (|\omega| - \omega_n + \tau_n) \right) \right] & \text{if } \omega_n - \tau_n \leq |\omega| \leq \omega_n + \tau_n, \\
0 & \text{otherwise}
\end{cases}
\quad (3)
\]

where \(\nu(x)\) can be described as:

\[
\nu(x) = \begin{cases} 
x^4(35 - 84x + 70x^2 - 20x^3) & \text{if } 0 < x < 1 \\
0 & \text{otherwise}
\end{cases}
\quad (4)
\]

For the defined empirical wavelet, the \(\tau_n\) can be selected many ways and determines the appropriate width of the spectrum segment. One of the simplest choices is \(\tau_n\) proportional to \(\omega_n\), so \(\tau_n = \gamma \omega_n\), where \(0 < \gamma < 1\).
The approximate coefficients are the scalar product of the processed signal and the empirical scaling function:

$$W_f^e(0, t) = \langle f, \Phi_1 \rangle = \int f(\tau)\Phi_1(\tau-t)\,d\tau. \quad (5)$$

The detail coefficients are the scalar product of the processed signal and the empirical wavelet:

$$W_f^e(n, t) = \langle f, \Psi_n \rangle = \int f(\tau)\Psi_n(\tau-t)\,d\tau. \quad (6)$$

For defined approximation coefficients and detail coefficients, signal decomposition defined by empirical wavelet transform can be described as:

$$f_i(t) = \begin{cases} W_f^e(0, t) \ast \Phi_1(t) & \text{if } i = 0 \\ W_f^e(i, t) \ast \Psi_i(t) & \text{if } i = 1, 2, \ldots, N. \end{cases} \quad (7)$$

The block diagram showing the EEWT algorithm is presented in Figure 2. A detailed description of EEWT method can be found in [31].

![Figure 2. Block diagram showing the EEWT algorithm [32].](image)

2.2.2. Feature Extraction Based on Component Signals

Non-invasive short-circuits detection in the motor is the important diagnostic task, especially if only the sampled steady-state current during motor operation is available. Figure 3a shows the stator current waveforms, in which there are no visible recognizable features between the undamaged machine current and the current of machine with the short-circuits of one turn. Based on the presented waveforms, it can be concluded that the increased current amplitude and its distortion can indicate motor damage, but the increased current amplitude and its distortion can also occur in the case of increased load on the motor with external torque. This situation is shown in Figure 3b, which compares the current of motor with the short-circuits of one turn and the current of undamaged motor, but operating with a greater load than the damaged motor.

The correct indication of if the motor is undamaged, or if motor have short-circuits of at least one turn, is possible by using the proposed decomposition and by determining for each of the $j$-th component signals: standard deviation ($\text{std}_j$), kurtosis ($\text{kurt}_j$), rms value ($\text{rms}_j$) and fundamental frequency ($f_j$). This situation is shown in Figure 4 for selected cases shown in Figure 3.
Figure 3. The current waveform of (a) undamaged motor and motor with short-circuits of at least one turn, both motors loaded with the same torque; (b) undamaged motor and motor with short-circuits of at least one turn, where the undamaged motor is loaded with a greater torque than the damaged motor.

Figure 4. The determined features for the component signals of the current of (a) undamaged motor and motor with short-circuits of at least one turn, both motors loaded with the same torque; (b) undamaged motor and motor with short-circuits of at least one turn, where the undamaged motor is loaded with a greater torque than the damaged motor.

The Figure 5 shows standardized extracted features in parallel coordinates for classification into two or three classes. The Figure 5 shows that the selected features are characteristic for the following cases: no faults, minor fault and significant fault.
Figure 5. Parallel coordinates plots for extracted features for: (a) two classes, i.e., no faults (black line) and fault (gray line); (b) three classes, i.e., no faults (black line), minor fault—the short-circuits of 1 to 10 turns (light gray line), significant fault—the short-circuits of more turns (dark gray line).

2.3. Classification Block with Ensemble Bagged Trees

In this block, machine condition classification is performed using the proposed Ensemble Bagged Trees (EBT) algorithm. This method is based on nested decision trees. For classification problems, the predicted class for an observation is the class that yields the largest weighted average of the class posterior probabilities (i.e., classification scores) computed using selected trees only. That is:

1. For each class \( c \in C \) and each tree \( t = 1, \ldots, T \), predict computes \( \hat{P}_t(c|x) \), which is the estimated posterior probability of class \( c \) given observation \( x \) using tree \( t \). \( C \) is the set of all distinct classes in the training data.

2. Predict computes the weighted average of the class posterior probabilities over the selected trees.

\[
\hat{P}_{bag}(c|x) = \frac{1}{T} \sum_{t=1}^{T} \alpha_t \hat{P}_t(c|x)I(t \in S)
\]  

(8)

3. The predicted class is the class that yields the largest weighted average.

\[
\hat{y}_{bag} = \arg \max_{c \in C} \{ \hat{P}_{bag}(c|x) \}
\]

(9)

3. Dataset and Validation

3.1. Dataset Obtained from Numerical Simulations

A Celma Indukta 3SIE100L4B field-circuit model was developed to obtain input for EBT. The motor has the following rated parameters: power 3 kW, voltage 400 V, current 6.3 A, frequency 50 Hz, speed 1465 rpm, torque 19.56 Nm and the following basic design data: number of stator slots is 36, number of rotor slots is 28. The stator winding is star-connected. The electric circuit of the model taking into account the short circuit in one phase of the stator is shown in Figure 6.
As shown in Figure 6, the occurrence of an inter-turn short-circuit divides the phase winding into two parts. The first one has short-circuited turns and the second one has undamaged turns.

A field-circuit model of the machine was developed based on geometric dimensions from data sheet, data on the materials used and rated parameters. The Finite Element Method (FEM) in the Maxwell environment was used in the calculations. Detailed information about the FEM model is included in Table 1. The developed field-circuit model allowed us to determine the current waveforms of the three phases of the induction motor. More information about the simulation and applied field model can be found in the paper [14].

### Table 1. Parameters of the FEM model.

|                | Num Elements | Min Edge Length | Max Edge Length | RMS Edge Length | Min Elem. Area | Max Elem. Area | Mean Elem. Area |
|----------------|--------------|-----------------|-----------------|-----------------|----------------|----------------|-----------------|
| Band           | 627          | 0.000125        | 0.00197         | 0.000864        | 14.9 × 10⁻⁹   | 0.159 × 10⁻⁶   | 68.3 × 10⁻⁹    |
| Shaft          | 96           | 0.00312         | 0.00613         | 0.00459         | 5.94 × 10⁻⁶   | 0.146 × 10⁻⁶   | 8.32 × 10⁻⁶    |
| Outer Region   | 1737         | 0.000125        | 0.00589         | 0.00217         | 22.48 × 10⁻⁹ | 4.86 × 10⁻⁶    | 1.09 × 10⁻⁹    |
| Stator         | 2161         | 0.000408        | 0.00615         | 0.00327         | 204 × 10⁻⁹    | 0.15 × 10⁻⁶    | 3.9 × 10⁻⁶     |
| Coil           | 33           | 0.000897        | 0.0034          | 0.00259         | 0.935 × 10⁻⁶  | 3.15 × 10⁻⁶    | 2.04 × 10⁻⁶    |
| Rotor          | 6300         | 0.000273        | 0.00582         | 0.00141         | 48.1 × 10⁻⁹   | 0.103 × 10⁻⁶   | 0.794 × 10⁻⁶   |
| Bar            | 453          | 0.000273        | 0.000699        | 0.000499        | 46 × 10⁻⁹     | 0.182 × 10⁻⁶   | 0.106 × 10⁻⁶   |
| Bar Separate   | 499          | 0.000273        | 0.000699        | 0.000473        | 46 × 10⁻⁹     | 0.182 × 10⁻⁶   | 96.4 × 10⁻⁹    |
| Coil Shorted   | 7            | 0.0008          | 0.002           | 0.001194        | 0.4 × 10⁻⁹    | 1 × 10⁻⁶       | 0.571 × 10⁻⁶   |

### 3.2. Dataset Obtained from Experimental Studies

In order to verify the elaborated field-circuit model of machine, stator current waveforms were measured on a laboratory stand. The tests used a motor with a specially prepared stator winding. The modification consisted in leading out the taps from the winding to the terminal board on the motor housing. Turning short circuits were reflected by appropriate connection of taps.

The diagram of the measuring system enabling the recording of the machine phase currents waveforms is shown in Figure 7. The measuring system consisted of the tested Celma Indukta 3SIE100L4B induction motor with led terminals enabling making inter-turn short-circuits, a resistor for setting the current limiting resistance in short circuits, an additional motor serving as a load, system for measuring torque and rotational speed, DAQ modules such as NI-9229, NI-9242, NI-9247 and a personal computer. Data archiving
was performed with the LabView software. The use of DAQ modules allowed for the parallel measurement of currents and voltages in the three phases of the stator winding.

In the first part of the experimental tests, a set of current waveforms of healthy motor was obtained for various values of the load torque from 0 Nm to the rated value (19.56 Nm). The tests were carried out for the motor powered by rated voltage. In the second part of the measurement tests, the current waveforms were obtained for the number of shorted turns from 1 to 9 step by 1 in phase A of stator winding. It is worth adding here that the number of turns per phase was 220 and the number of coils per phase was 4.

The appearance of an inter-turn short-circuit as a result of insulation degradation is a process that can be modeled with additional resistance in the shorted part of stator winding. The influence of this resistance on the operation of the motor can be observed when its value is not greater than the value of the phase winding resistance. The tests were carried out for the following resistance values $R$: 1 $\Omega$, 3 $\Omega$, 7 $\Omega$. Selected measurement results of the current waveform for the additional resistance value $R = 3$ $\Omega$ in the shorted part of stator winding are shown in Figure 8.

**Figure 7.** The measurement stand for signal acquisition from the physical object.

**Figure 8.** Selected measurement results of the current waveform for the additional resistance value $R = 3$ $\Omega$ in the shorted part of stator winding, where $N_{AS}$ is the number of short-circuits.
3.3. Validation of the Proposed Approach to the Motor Winding Fault Diagnosis

In the research on the best Machine Learning (ML) model for the short-circuits detection problem in the motor were used:

- Fine, Medium and Coarse Tree;
- Linear, Quadratic, Cubic Support Vector Machine (SVM);
- Fine, Medium, Coarse Gaussian Support Vector Machine (SVM);
- Fine, Medium, Coarse, Cosine, Cubic and Weighted kNN;
- Ensemble Bagged and RUSBoosted Trees;
- Ensemble Subspace Discriminant;
- Ensemble Subspace kNN.

Data from simulation (see Section 3.1) and from experimental studies (see Section 3.2) were used as test and validation data. Currents from individual phases of the motor were treated as a separate object. Thus, the test database consisted of 1239 current measurements, of which 237 current measurements are simulation data. The individual current measurements were performed for the motor with the short-circuits of 0 to 54 turns, and with the loaded external torque from equal zero to maximum acceptable value. Three Cases were considered in the research. In the Case I, the input data was assigned into two classes: undamaged motor and damaged motor with short-circuits of at least one turn. In the Case II, the input data was assigned into three classes: undamaged motor, slightly damaged motor (short-circuits of 1 to 10 turns), significantly damaged motor (short-circuits of more turns). In the Case III, the input data was assigned into four classes: undamaged motor, slightly damaged motor (short-circuits of one to five turns), damaged motor (short-circuits of 6 to 10 turns), significantly damaged motor (short-circuits of more turns). The learning process of selected ML models with and without PCA was carried out for Case I-III. The 5-fold cross-validation was used to avoid overfitting on selected ML models. The assessment of selected ML models was performed using five metrics (accuracy, sensitivity, selectivity, precision and F1 score) for two classes, or two complex metrics (macro F1 and weight F1) for three and four classes. Consideration the individual metrics for the selected ML models allows to obtain more information about the quality of the model. The process of optimizing model hyperparameters with automatic search for the optimal version of each of the tested ML models for the used data set was implemented. In the process of hyperparameter optimization, a nested five-fold cross-validation was used to avoid a “skewed” assessment of a concrete model with specific hyperparameter values (the model would be evaluated with the same data as it was trained). Therefore, in nested cross-validation, the inner loop (inner cross-validation) was used to select the appropriate values of the hyperparameters of a given model, while the outer loop was used only to evaluate the performance of this model. Exhaustive search over specified parameter values for an estimator (GridSearchCV) was used in inner cross-validation.

The summaries of model assessment for Case I–III are shown in Tables 2 and 3. The bold green font type indicates the highest ratings of selected ML models for a specific metric. On the basis of the carried out research, it can be concluded that the proposed EBT machine learning algorithm was characterized by the highest classification accuracy, considering all the basic selected metrics, i.e., accuracy, sensitivity, selectivity, precision, F1 score; and complex metrics in the case of multi-class classification, i.e., weight F1 and macro F1. The use of PCA in the proposed approach slightly reduced the classification accuracy, but allowed for a significant reduction the algorithm operating time by reducing the features on the basis of which the prediction was performed. When the PCA was not applied, then the prediction speed was estimated at approximately 2000 objects per second. When the PCA was applied, then the prediction speed was estimated at approximately 2600 objects per second. The use of PCA in the proposed approach allowed us to increase the prediction speed by about 30%. The research results presented in Table 3 show that the proposed approach allowed classification with high accuracy only up to three classes. A precise determination the number of turns, that have short-circuits, is currently unattainable by the proposed approach.
### Table 2. Summary of model assessments for Case I (two classes—undamaged and damaged motor).

| Method           | PCA Not Applied | PCA Applied |
|------------------|-----------------|-------------|
|                  | Accuracy  | Sensitivity | Selectivity | Precision | F1 Score | Accuracy  | Sensitivity | Selectivity | Precision | F1 Score |
| Fine Tree        | 98.7      | 95.8        | 99.1        | 95.8      | 94.5      | 98.6      | 97.2        | 98.8        | 97.2      | 94.3     |
| Medium Tree      | 98.7      | 95.8        | 99.1        | 95.8      | 94.5      | 98.6      | 97.2        | 98.8        | 97.2      | 94.3     |
| Coarse Tree      | 98.4      | 93.8        | 99.0        | 93.8      | 93.1      | 95.2      | 68.8        | 98.6        | 68.8      | 76.7     |
| Linear SVM       | 95.6      | 91.7        | 96.2        | 91.7      | 93.0      | 88.4      | 0.0         | 100.0       | 0.0       | 0.0      |
| Quadratic SVM    | 98.0      | 95.8        | 98.3        | 95.8      | 91.7      | 89.3      | 7.6         | 100.0       | 7.6       | 14.2     |
| Cubic SVM        | 98.7      | 94.4        | 99.3        | 94.4      | 94.4      | 91.3      | 31.3        | 99.2        | 31.3      | 45.5     |
| Fine Gaussian SVM| 97.9      | 85.4        | 99.5        | 85.4      | 90.4      | 89.7      | 11.8        | 100.0       | 11.8      | 21.1     |
| Medium Gaussian SVM| 95.8    | 90.3        | 96.5        | 90.3      | 83.3      | 89.3      | 7.6         | 100.0       | 7.6       | 14.2     |
| Coarse Gaussian SVM| 89.0  | 11.1        | 99.3        | 11.1      | 19.0      | 88.4      | 0.0         | 100.0       | 0.0       | 0.0      |
| Fine kNN         | 91.0      | 28.5        | 99.2        | 28.5      | 42.3      | 91.3      | 92.9        | 99.5        | 29.2      | 43.8     |
| Medium kNN       | 96.9      | 91.7        | 97.5        | 91.7      | 87.1      | 98.0      | 93.1        | 98.6        | 93.1      | 91.5     |
| Coarse kNN       | 89.7      | 29.2        | 97.6        | 29.2      | 39.6      | 89.7      | 56.9        | 94.0        | 56.9      | 56.2     |
| Cosine kNN       | 96.9      | 91.7        | 97.5        | 91.7      | 87.1      | 97.1      | 93.1        | 97.6        | 93.1      | 88.2     |
| Cubic kNN        | 96.9      | 91.0        | 97.6        | 91.0      | 87.0      | 97.9      | 93.1        | 98.5        | 93.1      | 91.2     |
| Weighted kNN     | 98.0      | 94.4        | 98.4        | 94.4      | 91.6      | 99.0      | 97.2        | 99.3        | 97.2      | 95.9     |
| Ensemble Bagged Trees | 99.1    | 96.5        | 99.5        | 96.5      | 96.2      | 99.0      | 97.2        | 99.3        | 97.2      | 95.9     |
| Ensemble Subspace Discriminant | 91.3  | 27.8        | 99.6        | 27.8      | 42.6      | 90.2      | 28.5        | 98.3        | 28.5      | 40.2     |
| Ensemble RUSBoosted Trees | 98.1  | 97.2        | 98.3        | 97.2      | 92.4      | 98.8      | 97.2        | 99.0        | 97.2      | 94.9     |

### Table 3. Summary of model assessments for Case II (three classes—undamaged, slightly damaged and significantly damaged motor) and for Case III (four classes—undamaged, slightly damaged, damaged and significantly damaged motor).

| Method                      | Case II PCA Not Applied | Case II PCA Applied | Case III PCA Not Applied | Case III PCA Applied |
|-----------------------------|--------------------------|---------------------|--------------------------|----------------------|
|                            | weight F1 | Macro F1 | weight F1 | Macro F1 | weight F1 | Macro F1 | weight F1 | Macro F1 |
| Fine Tree                   | 95.6      | 85.3    | 92.9      | 73.1    | 70.1      | 63.3    | 60.0    |
| Medium Tree                 | 91.5      | 67.9    | 87.3      | 56.4    | 64.3      | 57.3    | 43.0    |
| Coarse Tree                 | 92.8      | 80.6    | 75.7      | 30.3    | 66.3      | 64.5    | 43.0    |
| Linear SVM                  | 95.9      | 87.8    | 77.8      | 38.6    | 67.3      | 65.3    | 43.9    |
| Quadratic SVM               | 96.1      | 86.6    | 76.2      | 43.8    | 54.5      | 62.9    | 35.9    |
| Cubic SVM                   | 93.0      | 75.2    | 83.5      | 49.7    | 62.4      | 56.1    | 56.7    |
| Fine Gaussian SVM           | 91.8      | 76.1    | 77.5      | 34.8    | 64.9      | 61.0    | 45.2    |
| Medium Gaussian SVM         | 81.5      | 44.4    | 75.8      | 30.3    | 60.0      | 43.3    | 51.1    |
| Coarse Gaussian SVM         | 86.4      | 53.4    | 86.4      | 54.4    | 59.0      | 46.8    | 41.3    |
| Fine kNN                    | 92.9      | 77.9    | 91.3      | 67.6    | 64.5      | 60.1    | 57.4    |
| Medium kNN                  | 80.8      | 43.7    | 82.9      | 48.5    | 54.3      | 36.2    | 53.0    |
| Coarse kNN                  | 92.2      | 75.7    | 90.9      | 68.3    | 64.3      | 59.1    | 53.4    |
| Cubic kNN                   | 92.4      | 75.2    | 91.7      | 69.9    | 64.0      | 58.4    | 54.2    |
| Weighted kNN                | 94.6      | 82.7    | 92.5      | 73.8    | 67.1      | 65.6    | 58.1    |
| Ensemble Bagged Trees       | 96.8      | 89.6    | 93.5      | 75.3    | 72.5      | 73.1    | 60.7    |
| Ensemble Subspace Discriminant | 86.2   | 70.2    | 77.2      | 33.9    | 55.8      | 49.6    | 44.2    |
| Ensemble Subspace kNN       | 86.1      | 51.5    | 85.7      | 49.3    | 59.7      | 45.2    | 38.3    |
| Ensemble RUSBoosted Trees   | 93.2      | 82.8    | 89.2      | 75.1    | 66.8      | 67.0    | 56.9    |

### 4. Conclusions

The presented approach allows to precisely (accuracy at the level of 96%) determine the occurrence of an inter-turn short-circuit in the stator winding of an induction motor at an early stage of their occurrence (a small number shorted turns). If the motor is damaged, the proposed approach precisely indicates the degree of damage according to two classes, i.e., slightly damage (1 to 10 shorted turns), significantly damage (more than 10 shorted turns).

The proposed algorithm classifies only on the basis of the sampled steady state current from any phase, allowing to continuously monitor the induction motor without switching off the device and thus without interrupting the technological process. The efficiency of the proposed approach is at the level of 2600 objects per second with the use of a medium-class personal computer, which allows for the implementation in diagnostic systems of large technological processes. However, that the accuracy of determining the degree of damage is at the level of 70–90%, so this accuracy is much lower than the accuracy of the classification...
between the state of no damage and the occurrence of a short-circuit. Continued increasing the number of classes, related to the possibility of precisely determining the degree of damage (number of shorted turns), results in a rapid decrease in accuracy for the proposed approach. Increasing the accuracy of precisely determining the degree of damage to an induction motor by modifying the feature extraction method [34] or by using prediction with the use of multilayer neural networks is an area of further research by the authors.
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