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Abstract
Predicting the occurrence of tail events is of great importance in financial risk management. By employing the method of peak-over-threshold (POT) to identify the financial extremes, we perform a recurrence interval analysis (RIA) on these extremes. We find that the waiting time between consecutive extremes (recurrence interval) follow a $q$-exponential distribution and the sizes of extremes above the thresholds (exceeding size) conform to a generalized Pareto distribution. We also find that there is a significant correlation between recurrence intervals and exceeding sizes. We thus model the joint distribution of recurrence intervals and exceeding sizes through connecting the two corresponding marginal distributions with the Frank and AMH copula functions, and apply this joint distribution to estimate the hazard probability to observe another extreme in $\Delta t$ time since the last extreme happened $t$ time ago. Furthermore, an extreme predicting model based on RIA-EVT-Copula is proposed by applying a decision-making algorithm on the hazard probability. Both in-sample and out-of-sample tests reveal that this new extreme forecasting framework has better performance in prediction comparing with the forecasting model based on the hazard probability only estimated from the distribution of recurrence intervals. Our results not only shed a new light on understanding the occurring pattern of extremes in financial markets, but also improve the accuracy to predict financial extremes for risk management.
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1. Introduction
Recent financial crises like the subprime crisis and the European sovereign debt crisis have motivated the researchers to put considerable efforts on uncovering the risk transmission within different financial institutions or assets (Fry-McKibbin et al., 2014; Elyasiani et al., 2015; Wang et al., 2018), different economic sectors (Da Fonseca and Ignatieva, 2018; Shahzad et al., 2019; Wu et al., 2019), different financial markets (Jung and Maderitsch, 2014; Wang and Wu, 2019), and different countries or regions (Kenourgios et al., 2011; Corradi et al., 2012; Cotter and Suurlaht, 2019) and designing new systematic risk measures to quantitatively evaluate the contribution of individual institutions to the systematic risk, such as conditional value at risk (CoVaR) (Adrian and Brunnermeier, 2016), marginal expected shortfall (MES) (Acharya et al., 2017), component expected shortfall (CES) (Banulescu and Dumitrescu, 2015), SRISK (Acharya et al., 2017; Engle and Ruan, 2019), and to list a few. However, the above analyses are at least performed on a pair of series. The precondition of applying the proposed methods for predicting risk channels and estimating the systematic risk measures is to precisely forecast the occurrence of the risk events in one asset, one sector, one market, or one country.

In this paper, for a financial series we regard a given value that exceeds a predefined threshold as an extreme risk event, such that for the positive extreme the value should be greater than the threshold and for the negative extreme the
value should be smaller than the threshold. Thus, we can uncover the occurring pattern of extremes by investigating the distribution of recurrence intervals corresponding to the waiting time between consecutive extremes. We can also fit the distribution of exceeding size, which is a part above or below the threshold for positive or negative values, by means of the generalized Pareto distribution. Due to the clustering of extremes in financial series (Gresnigt et al., 2015; Jiang et al., 2016; 2018), we may expect that the waiting time between large extremes is relatively small, which indicates the negative correlation between recurrence intervals and exceeding sizes. Our goal is to build a model framework, which is able to incorporate the three stylized facts mentioned above, namely the occurring pattern of extremes, the exceeding size of extremes, as well as their negative correlations. Under this modeling framework, we are able to improve the accuracy of forecasting the future extremes, comparing with the models solely based on the distribution of recurrence intervals (Sornette and Knopoff, 1997; Bogachev et al., 2007; Bogachev and Bunde, 2009a; Ludescher et al., 2011; Jiang et al., 2016; 2018).

The contributions of this paper are listed in the following. First, differing from the strand of literature which separately focuses the distribution of recurrence intervals (Yamasaki et al., 2005; Bogachev et al., 2007; Bogachev and Bunde, 2009a; Li et al., 2011; Xie et al., 2014; Jiang et al., 2016) and the distribution of extreme values (Malevergne et al., 2006; Cumperayot and Kouwenberg, 2013), we empirically investigate the joint distribution of recurrence intervals and exceeding sizes and confirm the existence of negative correlations between them. Second, we initially model the joint distribution of recurrence intervals and exceeding sizes by connecting the marginal distributions of recurrence intervals and exceeding sizes with the Archimedean copula functions, including the Frank and Ali-Mikhail-Haq (AMH) copula, which complements the existing studies on recurrence intervals and copulas. The empirical analysis suggests that our model fits the data from the Chinese stock market, the US stock market, and the oil market well. Third, by utilizing the joint distribution model, we are able to derive the hazard probability to observe the extreme in future conditioned on the latest extreme. Therefore, we propose a new model, which considers the characteristics of occurring pattern, exceeding size, and inherent negative correlations between them together to predict the future extremes. Our model overcomes the drawback of the extreme predicting model (Sornette and Knopoff, 1997; Bogachev et al., 2007; Jiang et al., 2016; 2018) based on the recurrence interval distribution, which considers the occurring pattern of extremes only.

This paper is organized as follows. Section 2 presents the literature review. Section 3 introduces the data set, and the method to compute the recurrence intervals and exceeding size, as well as the correlation analysis between them. Sections 4 describe the details of the RIA-EVT-Copula model. The application of RIA-EVT-Copula model to forecast extremes is presented in Sections 5. Section 6 concludes.

2. Literature review

2.1. Recurrence interval analysis (RIA) and its application in financial risk management

Recurrence interval is a type of inter-event time, which measures the waiting time between consecutive extremes. The related studies on recurrence intervals mainly focus on finding suitable distribution formulas for recurrence intervals, bridging the observed distribution form of recurrence intervals with the memory characteristics in original series, and checking the existence of scaling behaviors in recurrence interval distributions. Despite plenty of studies are related to investigating the distribution of recurrence intervals, there are still debates on which distribution can be used to fit the recurrence intervals. On one hand, the power-law distribution is found to well fit the recurrence intervals of the volatilities (Yamasaki et al., 2005; Lee et al., 2006; Greco et al., 2008), of the returns (Bogachev et al., 2007; Bogachev and Bunde, 2009a; Ren and Zhou, 2010a), and of the trading volumes (Li et al., 2011; Ren and Zhou, 2010b). On the other hand, the recurrence intervals of the volatilities and of the returns are also reported to conform to a stretched exponential distribution (Wang and Wang, 2012; Xie et al., 2014; Jiang et al., 2016; Suo et al., 2015) and a q-exponential distribution (Ludescher et al., 2011; Ludescher and Bunde, 2014; Jiang et al., 2018), respectively. However, Jiang et al. (2018) argue that the distribution formula has no influence on the outcomes when applying the recurrence interval analysis to predict financial extremes.

The apparent distribution form of recurrence intervals is determined by the memory behavior in original series (Chicheportiche and Chakraborti, 2013; 2014). The memoryless series will generate recurrence intervals following an exponential distribution. Once the series exhibit a characteristic of long linear memory, the obtained recurrence interval distribution will become stretched exponential (Santhanam and Kantz, 2008). If the series is multifractal,
model with its fitted parameters also off-tail dependence are symmetric and Wang et al. (2013) reports that only upper tail dependence is symmetric. The copula incompatible results. For example, between stock and exchange markets, Ning (2010) finds that both upper and lower dependence. In the empirical analysis, the copulas are widely applied to uncover the cross-market dependence and give the conventional Pearson correlation, copula has the advantages of capturing the tail, asymmetric, and time-varying copulas to describe the dependence structure and the copula parameter measures can further improve portfolio optimizations. Specifically, the linear correlation measure (correlation coe

Better dependence modeling with copulas, of course, gives rise to higher accurate estimation of portfolio risk measures. Siburg et al. (2015) report that the portfolio VaR forecasting model based on the copulas with lower tail dependence generates fewer VaR exceedances in out-of-sample tests. More importantly, a better estimation of risk measures can further improve portfolio optimizations. Specifically, the linear correlation measure (correlation coefficient) and risk measure (variance) in the classical mean risk framework can be replaced with the nonlinear correlation measure (copula parameters) and tail risk measure based on copulas. Boubaker and Sghaier (2013) demonstrate that this updated approach based on copulas outperforms the classical mean-variance approach. Chu (2011) also finds that asset allocation based on the copula dependence results in statistically and economically significant gains. However, the portfolio diversification based on copulas is not always efficient. Chollete et al. (2011) explore the profits
of optimized diversification based on different dependence measures and find that there is no significant difference in portfolio gains between copula and correlation, which means that copula also has shortcomings to describe some complex dependence structures in international stock markets.

The copula has also been applied to investigate the risk spillover effects due to its advantage of dependence modeling. This strand of studies are mainly based on the systematic risk measure CoVaR, defined as the risk measure (VaR) of a financial system conditioned on being in financial distress (Adrian and Brunnermeier, 2016) and further is extended to measure the contribution to systematic risk for one institution in financial distress (Girardi and Ergün, 2013). And based on copulas a two-step procedure was proposed to estimate the CoVaR, which enables us to take the tail dependence into account in particular (Reboredo and Ugolini, 2015). The CoVaR-copula method is applied to study the dynamic and asymmetric risk spillover effects between return and implied volatility index in the oil markets (Liu et al., 2017) and between oil prices and exchange rates (Ji et al., 2019). And based on copulas a two-step procedure was proposed to estimate the CoVaR, which enables us to take the tail dependence into account in particular (Reboredo and Ugolini, 2015). The CoVaR-copula method is applied to study the dynamic and asymmetric risk spillover effects between return and implied volatility index in the oil markets (Liu et al., 2017) and between oil prices and exchange rates (Ji et al., 2019). Such CoVaR-copula approach is further updated by incorporating the behavior of regime shift dependence to reveal the risk spillover between energy and agricultural commodity markets (Ji et al., 2018) and by combining with the variational mode decomposition method to detect the risk dependence structure between oil markets and stock markets (Mensi et al., 2017; Li and Wei, 2018).

3. Data sets

Our analysis is based on three daily data sets, including the Shanghai Stock Exchange Composite (SSEC) index spanning from January 1, 1997 to December 31, 2019, the WTI Crude Oil Prices (WTI) price recorded March 31, 1983 to December 31, 2019, and the Dow Jones Industrial Average (DJIA) index covering from February 16, 1885 to December 31, 2019. The daily return $r(t)$ is defined as,

$$r(t) = \ln I(t) - \ln I(t - 1).$$

where $I(t)$ is the index on day $t$. We employ the method of peak over threshold (POT) to identify extremes in returns, which are quantitatively described by its exceeding size and recurrence interval. As shown in Fig. 1, the recurrence interval $\tau$ captures the waiting time between consecutive extremes and the exceeding size $y$ measures the value above and below the threshold for positive and negative returns.

![Figure 1: Definition of the recurrence interval $\tau$ and exceeding size $y$.](image)

Table 1 lists the descriptive statistics of the recurrence interval $\tau$ and exceeding size $y$ associated with the threshold of 90% (respectively, 10%) quantile for the positive (negative) returns of SSEC, DJIA, and WTI. One can see that for the recurrence intervals and exceeding sizes of both thresholds the mean is significantly greater than the median for the
three indexes, indicating the mean is strongly influenced by the extreme values. We find that the average recurrence interval \( \langle \tau \rangle \) and the average exceeding size \( \langle y \rangle \) satisfy \( \langle \tau \rangle_{\text{DJIA}} > \langle \tau \rangle_{\text{SSEC}} > \langle \tau \rangle_{\text{WTI}} \) and \( \langle y \rangle_{\text{DJIA}} < \langle y \rangle_{\text{SSEC}} < \langle y \rangle_{\text{WTI}} \), indicating that the volatile degree of the three markets follows WTI > SSEC > DJIA. We can also find that the recurrence intervals and exceeding sizes are right-skewed and fat-tailed, supported by that their skewness is positive and kurtosis is greater than 3. This is in consistent with that the recurrence intervals of extreme returns conform to the \( q \)-exponential distribution or the stretched exponential distribution [Jiang et al. 2016, 2018], and the extreme values of financial returns follow the generalized pareto distribution (GPD) [Cumperayot and Kouwenberg 2013].

Table 1: Descriptive statistics of the recurrence interval \( \tau \) and exceeding size \( y \). This table reports number of observations (obsv), mean, median, standard deviation (stdev), skewness (skew), and kurtosis (kurt) of the recurrence intervals and exceeding sizes of extreme events. The extreme events correspond to the financial returns exceeds the quantile threshold of 10% and 90% for negative and positive returns, respectively. Panels AC present the results from the data sets of SSEC, DJIA, and WTI.

| Q | obsv | mean | max | min | median | stdev | skew | kurt |
|---|------|------|-----|-----|--------|-------|------|------|
| 90% | 434  | 9.606| 187 | 1   | 5      | 15.134| 5.960| 55.742|
| 10% | 458  | 9.063| 74  | 1   | 4      | 10.947| 2.210| 8.482 |
| 90% | 3589 | 9.997| 394 | 1   | 5      | 16.546| 7.444| 111.329|
| 10% | 3587 | 9.989| 302 | 1   | 4      | 16.288| 5.076| 50.699|
| 90% | 888  | 10.070| 264 | 1   | 5     | 18.329| 6.953| 72.857 |
| 10% | 961  | 9.486| 230 | 1   | 5     | 16.106| 6.851| 70.938 |

Figure 2: Empirical joint probability distribution of the recurrence interval \( \tau \) and exceeding size \( y \) for SSEC (a), DJIA (b), WTI (c) with the quartile of 90% and for SSEC (c), DJIA(d), WTI(e) with the quartile of 10%.

According to the stylized fact that financial extremes are clustered, one can infer that the recurrence intervals and exceeding sizes are negatively correlated. Fig. 2 illustrates the empirical joint probability distribution of recurrence intervals \( \tau \) and exceeding sizes \( y \) for the three indexes with the quantile threshold of 90% and 10%. We find that the probability to observe the large exceeding size decreases with the increment of the recurrence intervals, which supports the negative correlation between \( \tau \) and \( y \). Table 2 reports the correlation coefficient \( \rho \) and its \( p \)-value between
recurrence interval $\tau$ and exceeding size $y$ for the three indexes with different thresholds. It is observed that 5/6 of the correlation coefficients are negative and statistically significant at the level of 0.05. However, such an important negative correlation is not considered in the RI-based risk models [Jiang et al., 2018].

Table 2: Correlation coefficient $\rho$ and its $p$-value between recurrence intervals $\tau$ and exceeding sizes $y$ of the extremes with different thresholds for SSEC, DJIA, and WTI.

|        | SSEC   | DJIA   | WTI    |
|--------|--------|--------|--------|
| $\rho$ | $p$-value | $\rho$ | $p$-value | $\rho$ | $p$-value |
| 90%    | -0.053 | 0.200  | -0.102*** | 0.000  | -0.080*** | 0.034 |
| 10%    | -0.122*** | 0.002  | -0.171*** | 0.000  | -0.097*** | 0.009 |

*, **, and *** represent the significant level of 10%, 5%, and 1%, respectively.

4. RIA-EVT-Copula model

4.1. Model construction

We employ the copula function to model the joint distribution of recurrence interval and exceeding size, which allows us to not only take into account the fat-tailed nature of marginal distributions, but also consider the potential tail dependence between recurrence interval and exceeding size. The joint density $f(\tau, y)$ is given as follows:

$$f(\tau, y) = p(\tau)g(y)c(u, v),$$

where $p(\tau)$ and $g(y)$ are the probability densities of recurrence intervals and exceeding sizes. $c(u, v)$ is the copula density function, in which $u = P(\tau) = \int_{-\infty}^{\tau} p(x)dx$ and $v = G(y) = \int_{-\infty}^{y} g(x)dx$.

For the recurrence intervals, $p(\tau)$ can be modeled by the following distributions, including the stretched exponential distribution [Wang and Wang, 2012; Suo et al., 2015; Jiang et al., 2016],

$$p_{SE}(\tau) \approx a e^{-(b\tau)^\mu},$$

the $q$-exponential distribution [Ludescher and Bunde, 2014; Ludescher et al., 2011; Chicheportiche and Chakraborti, 2014],

$$p_{qe}(\tau) = (2 - q)I[1 + (q - 1)\lambda\tau]^{-\frac{1}{q}},$$

and the Weibull distribution [Reboredo et al., 2014],

$$p_{W}(\tau) = \frac{\alpha}{\beta} \left( \frac{\tau}{\beta} \right)^{\alpha-1} e^{-\left(\frac{\tau}{\beta}\right)^\alpha}.$$

Following [Cumperayot and Kouwenberg, 2013], the generalized Pareto distribution (GPD) is used to model the distribution of exceeding size $g(y)$, which can be written as,

$$g(y) = \begin{cases} \frac{1}{\xi}(1 + \xi y)^{\frac{1}{\xi} - 1}, & \xi \neq 0, \\ \frac{1}{\xi} \exp(-\frac{y}{\xi}), & \xi = 0. \end{cases}$$

There are many types of copula functions, such as binary normal copula function, t-copula function, and Archimedean copula functions. In this paper, we employ the Archimedean copula function to connect the distributions of recurrence intervals and exceeding sizes. The widely used Archimedean functions are the Clayton, Gumbel, Frank, and Ali-Mikhail-Haq (AMH) copulas. Since Clayton and Gumbel copula only capture the asymmetric dependence, we thus employ Frank copula and AMH copula to model $c(u, v)$, which are given in the following,

$$C_{Frank}(u, v; \theta_f) = -\frac{1}{\theta_f} \ln \left[ 1 + \frac{(e^{-\theta_f u} - 1)(e^{-\theta_f v} - 1)}{e^{-\theta_f} - 1} \right],$$

6
functions, such that copula parameters by maximizing the likelihood function of copula functions.

4.2. Parameter estimation

The best estimation of $\xi$ distribution, with a step of 10 $q$ follows log-likelihood function, where $\theta$ is the average value of the recurrence intervals. One can see that there is only one parameter to estimated $Q$ for each $i$. Let us define $\tau$ as the average value of the recurrence intervals and $L_1$ be the log-likelihood function.

Following Jiang et al. (2018), for recurrence intervals, the parameters of the stretched exponential distribution, $q$-exponential distribution, and Weibull distribution are determined through maximizing the following log-likelihood functions, such that

$$
\ln L_{SE} = n \ln a - \sum_{i=1}^{n} \left( b \tau_i \right)^q,
$$

$$
\ln L_{qE} = n \ln \left[ \lambda (2 - q) \right] - \frac{1}{q - 1} \sum_{i=1}^{n} \ln \left[ 1 + (q - 1) \lambda \tau_i \right],
$$

$$
\ln L_W = n \ln \left[ \frac{\alpha}{\beta} + \sum_{i=1}^{n} \left( \frac{\tau_i}{\beta} \right)^{\alpha - 1} \ln \left( \frac{\tau_i}{\beta} \right) \right],
$$

where $\tau_Q$ is the average value of the recurrence intervals. One can see that there is only one parameter to estimated in each log-likelihood function. We thus simply discretize the parameters in their value range, that is $\mu \in (0, 1)$ for the stretched exponential distribution, $q \in (0, 1.5)$ for the $q$-exponential distribution, and $\alpha \in (0, 1)$ for the Weibull distribution, with a step of $10^{-4}$ and calculate their corresponding log-likelihood functions. The best estimations of $\mu$, $q$, and $\alpha$ are associated with the maximum value of $\ln L_{SE}$, $\ln L_{qE}$, and $\ln L_W$.

For the distribution of exceedances, there are two parameters $\xi$ and $\varphi$ to be estimated in the GPD. By giving the following log-likelihood function,

$$
\ln L_{GPD} = -n \ln \varphi - \frac{1}{\xi + 1} \sum_{i=1}^{n} \ln \left( 1 + \frac{\xi v_i}{\varphi} \right).
$$

The best estimation of $\xi$ and $\varphi$ is obtained by maximizing $\ln L_{GPD}$.

The log-likelihood function of the Frank and AMH copula can be written as follows,

$$
\ln L_{\text{Frank}} = n \ln \theta_f \left( 1 - e^{-\theta_v} \right) - \theta_f \sum_{i=1}^{n} (u_i + v_i) - 2 \sum_{i=1}^{n} \ln \left[ 1 - e^{-\theta_v (u_i + v_i)} - \left( e^{-\theta_v u_i} - 1 \right) \left( e^{-\theta_v v_i} - 1 \right) \right],
$$

$$
\ln L_{AMH} = \sum_{i=1}^{n} \ln \left[ 1 + \theta_u (1 + u_i) (1 + v_i) - 3 \theta_u + \theta_u^2 (1 - u_i) (1 - v_i) \right] - 3 \sum_{i=1}^{n} \ln \left[ 1 - \theta_u (1 - u_i) (1 - v_i) \right].
$$

When we have the distribution parameters of the recurrence intervals and exceeding size, we can calculate the $u_i$ and $v_i$ for each $\tau_i$ and $y_i$, which allows us to further estimate the copula parameters $\theta_f$ and $\theta_u$ by maximizing $\ln L_{\text{Frank}}$ and $\ln L_{AMH}$ for the Frank and AMH copula, respectively.
Following [Zhang (2005)], we adopt the root mean square error (RMSE) and the Akaike information criterion (AIC) to indicate the goodness of fits. The RMSE and AIC are defined as follows,
\[
RMSE = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (F_e^i - F_t^i)^2}
\]
(17)
\[
AIC = n \ln \left(\frac{1}{n-1} \sum_{i=1}^{n} (F_e^i - F_t^i)^2\right) + 2m
\]
(18)
where \(n\) is the sample size, \(m\) is the number of model parameters, and \(F_e^i\) and \(F_t^i\) correspond to the empirical and theoretical joint distribution of the recurrence intervals and exceeding sizes. The smaller RMSE and AIC value are, the better fits the copula function has.

4.3. Fitting results

In order to test the power of the above fitting technology, we calibrate the RIA-EVT-Copula model with the three indexes in their whole sample. Fig. 3 illustrates the distributions of recurrence intervals for the positive returns of three indexes with quantile thresholds 90% and 10%. One can see that the markers and the solid lines are in good agreement with each other in each panel. In comparison of the three fits, the \(q\)-exponential distribution gives the best fits. We also list the results, including the distribution parameters and the logarithm likelihood functions, of fitting the recurrence intervals \(\tau\) to the three candidate distributions in Table 3. We find that for each distribution the fitting parameters of different indexes are very close to each other, which are in agreement with the parameter fitting values reported by [Jiang et al. (2016)]. We also observe that the \(q\)-exponential distribution gives the best fits to the recurrence intervals, evidenced by the observation that the logarithm likelihood function of \(q\)-exponential distribution is the maximum.

![Figure 3](image_url)

Figure 3: Probability distribution of the recurrence intervals \(\tau\) for the positive extremes of SSEC (a), DJIA (b), WTI (c) above the quantile threshold of 90% and for the negative extremes of SSEC (d), DJIA (e), WTI (f) below the quantile of 10%. The filled markers are empirical distributions and the solid lines are the best fits to candidate distributions, including the stretched exponential, the \(q\)-exponential distribution, and the Weibull distribution.

We further compute the empirical distributions of the exceedances \(y\) and fit them to the generalized Pareto distribution by MLE. Fig. 4 illustrates the empirical distribution of the exceedance \(y\) and its best fits to the generalized Pareto distribution for the extremes obtained from quantile thresholds of 90% and 10%. It is observed that the empirical distributions and the fitting distributions agree with each other very well, especially in the tail part. The fitting
distribution parameters are also listed in Table 3. We also find that there exists to be $\xi_{\text{DIJA}} > \xi_{\text{WTI}} > \xi_{\text{SSEC}}$, indicating that the extremes of SSEC have the smallest value. This may result from the policy of price limits in the Chinese stock markets.

Figure 4: Probability distribution of the exceedances $y$ for the positive extremes of SSEC (a), DJIA (b), WTI (c) above the quantile threshold of 90% and for the negative extremes of SSEC (d), DJIA (e), WTI (f) below the quantile of 10%. The filled markers are empirical distributions and the solid lines are the best fits to the generalized Pareto distribution.

Once the distribution parameters of the recurrence intervals and the exceedances are obtained, we can thus estimate the parameters of two copula functions. The fitting results are also listed in Table 3. We find that the estimating parameters of both copula functions are all less than zero, indicating the existence of negative correlations between recurrence intervals and exceeding sizes. For SSEC and WTI, we find that the AMH copula is the best copula function to capture the correlation between $\tau$ and $y$ obtained from positive and negative extremes. For DJIA, we observe that the Frank (respectively, the AMH) copula is the best copula function to describe the dependence between $\tau$ and $y$ obtained from the positive (negative) extremes.

5. Forecasting extreme events

Following Jiang et al. (2016, 2018), we employ the hazard probability $W(\Delta t | t)$ to measure the probability that a following extreme is about to occur in $\Delta t$ time conditioned on the last extreme happened at $t$ time in the past. Sornette and Knopoff (1997), Bogachev et al. (2007) have given the definition of hazard probability, such that,

$$ W(\Delta t | t) = \frac{\int_t^{t+\Delta t} p(\tau) d\tau}{\int_0^{\infty} p(\tau) d\tau}, \quad (19) $$

where $p(\tau)$ corresponds to the probability density function of recurrence intervals. In the Econophysical literatures, $p(\tau)$ is approximated by the empirical distribution of recurrence intervals between historical extremes. Such hazard probability only considers the occurring time of the extremes, the potential impact of exceeding sizes and the potential dependence between recurrence interval and exceeding size are ignored, which may deteriorate the accuracy of estimating the hazard probability.
distribution) for recurrence intervals, distribution parameters of the GPD (\(\varphi, \xi\)) for exceeding sizes, copula parameters (\(\theta_f\) for the Frank copula, and \(\theta_a\) for the AMH copula), and good of fitness (RMSE and AIC) for copula functions. For the fits of recurrence intervals distributions, the distribution parameter with the maximum likelihood function is highlighted in bold. For the fits of copula functions, the copula parameter with the minimum RMSE and AIC is highlighted in bold.

| Recurrence intervals | Exceedances | Copula functions |
|----------------------|-------------|-----------------|
| Function | \(Q\) | \(\mu\) | \(\ln L_{\mu}\) | \(q\) | \(\ln L_{q}\) | \(\alpha\) | \(\ln L_{\alpha}\) | \(\varphi\) | \(\xi\) | \(\theta_f\) | RMSE | AIC | \(\theta_a\) | RMSE | AIC |
|----------------------|-------------|-----------------|
| Panel A: Fits to SSEC from January 1, 1997 to December 31, 2019 | | | | | | | | | | | | | | |
| 90% | 0.72 | -1402.1 | 1.21 | -1392.3 | 0.93 | -1412.7 | 0.01 | 0.11 | -1.545 | 0.027 | -3128.9 | -0.778 | 0.026 | -3179.4 |
| 10% | 0.75 | -1459.4 | 1.19 | -1457.3 | 0.95 | -1466.0 | 0.01 | 0.13 | -1.224 | 0.036 | -3053.6 | -0.676 | 0.036 | -3049.9 |
| Panel B: Fits to DJIA from February 16, 1885 to December 31, 2019 | | | | | | | | | | | | | | |
| 90% | 0.64 | -8529.1 | 1.25 | -8463.7 | 0.89 | -8626.9 | 0.01 | 0.26 | -1.182 | 0.022 | -19941.5 | -0.712 | 0.023 | -19718.5 |
| 10% | 0.59 | -8655.3 | 1.29 | -8591.1 | 0.86 | -8775.9 | 0.01 | 0.24 | -2.061 | 0.027 | -19322.8 | -1.000 | 0.023 | -20929.9 |
| Panel C: Fits to WTI from March 31, 1983 to December 31, 2019 | | | | | | | | | | | | | | |
| 90% | 0.72 | -2259.6 | 1.22 | -2237.9 | 0.95 | -2280.3 | 0.01 | 0.18 | -1.175 | 0.031 | -4892.2 | -0.607 | 0.030 | -4924.3 |
| 10% | 0.70 | -2327.1 | 1.22 | -2311.1 | 0.93 | -2348.0 | 0.02 | 0.20 | -1.507 | 0.029 | -5144.8 | -0.760 | 0.028 | -5223.2 |

To overcome such drawbacks, we update the hazard probability in Eq. (19) by utilizing the joint distribution \(f(\tau, y)\) in Eq. (2), such that,

\[
W_f(\Delta t|t) = \int_0^{\tau+\Delta t} \int_0^\tau f(\tau, y) dy d\tau,
\]

where \(W_f(\Delta t|t)\) represents the probability that a following extreme (not exceeding the last extreme) is about to occur in \(\Delta t\) time conditioned on the last extreme happened at \(t\) time in the past. Alternatively, we can also write Eq. (20) as \(W_f(\Delta t|t) = h(y, c)W(\Delta t|t)\), where \(h(y, c)\) is the correction coefficient that incorporates the influence of the exceeding size for the latest extreme and the correlation between exceeding size and recurrence interval.

To test the accuracy of hazard probability \(W_f(\Delta t|t)\), we record the number of days of correct prediction and false alarm by setting a hazard threshold \(Q_p\) and compare them with factual counterparts. To avoid excessive numbers of both prediction events, we take multiple values of \(Q_p\) varying in the interval \([0, 1]\) to calculate the false alarm rate \(A\) and correct prediction rate \(D\) (Bogachev and Bunde [2011]; Jiang et al. [2016]),

\[
A = \frac{n_{01}}{n_{00} + n_{10}}, \quad D = \frac{n_{11}}{n_{00} + n_{11}}
\]

where \(n_{11}\) is the number of days of the extreme returns with alarm, \(n_{00}\) is the number of days without extreme yield yet alarm, \(n_{01}\) is the number of days missing the extreme yield, and \(n_{10}\) is the number of days with false alarm. According to the different threshold \(Q_p\), we can draw ROC curve with \(A\) for horizontal axis and \(D\) for the longitudinal axis to judge the performance of warning model (Bogachev and Bunde [2009a, b, 2011]; Bogachev et al. [2009]; Jiang et al. 2010, 2013). ROC curve above the diagonal illustrates a better performance than the benchmark of random guess. Usually, the area under the ROC curve measures the predicting performance. Following Jiang et al. [2016], we also use the area under the ROC curve in the range of \(0 \leq A \leq 0.3\) to assess the power of our model,

\[
AUC_m = \int_0^{0.3} D(A)dA
\]

where AUC allows us to put more focus on predicting results with low false alarm.

For a given series, we regard the last 30% of the data for out-of-sample tests and the other 70% of the data are used for in-sample training. The procedure for predicting extreme returns greater than \(y\) is listed in the following.

**Step 1** The extremes are identified with a given threshold in the in-sample period, which allows us to estimate the recurrence intervals and exceeding sizes. The model parameters, including the distribution parameters of recurrence intervals and exceeding sizes, as well as the copula parameters, are estimated.
Step 2 The estimated parameters are used to calculate the hazard probability $W(\Delta t, y | t)$ at the ending time of in-sample period.

Step 3 The in-sample period is expanded by one day and redo Step 1 and 2 till the whole data are included in the in-sample set.

Step 4 The false alarm rates $A$ and correct prediction rates $D$ are estimated by comparing predicting extremes and actual extremes in in-sample and out-of-sample periods.

Step 5 By presenting the ROC curve through plotting $D$ with respect to $A$, the performance measure is estimated according to Eq. (22).

Figure 5: Results of forecasting positive and negative extremes based on the Frank copula function. The positive and negative extremes are defined as the returns above the quantile of 90%, 95%, 99% and the returns below the quantile of 1%, 5%, 10%, respectively. The predicting parameter $\Delta t$ is set as 1 day for all analysis. (a) In-sample tests of extreme positive returns for SSEC. The extreme returns are shown in upper panel and the estimated in-sample hazard probability is plotted in lower panel. (b) Out-of-sample tests of extreme positive returns for SSEC. The extreme returns are shown in upper panel and the estimated out-of-sample hazard probability is plotted in lower panel. (c) Out-of-sample ROC curves of predicting extreme positive returns with different quantile thresholds for SSEC.

We thus apply our model to test the performance of predicting the positive and negative extremes in SSEC, DJIA, and WTI for $\Delta t = 1$ day. The positive extremes are defined above the quantile of 90%, 95%, 99% and the negative extreme are defined below the quantile of 1%, 5%, 10%. Fig. 5(a) plots a subseries of the positive returns (upper panel) and hazard probability $W_t(1|t)$ for in-sample tests. Frank copula is employed to estimate the hazard probability $W_t(1|t)$. The illustration of return series and the hazard probability are plotted in Fig. 5(b). For comparison, the hazard probability $W(1|t)$ estimated based on the distribution of recurrence intervals (Eq. (19)) is also shown in Figs. 5(a) and (b). One can see that there is no obvious difference between two hazard probabilities for in-sample tests. For the out-of-sample tests, $W_t(1|t)$ outperforms $W(1|t)$, such that (1) $W_t(1|t)$ in periods with clustered extremes is much higher than that in period with sparse extremes, and (2) the extreme with large size will lead to large $W_t(1|t)$. We then apply the two hazard probabilities $W_t(1|t)$ and $W(1|t)$ to predict the extremes for different indexes and test their out-of-sample predicting performance. Fig. 5(c) illustrates the ROC curves of predicting positive extremes with different thresholds for SSEC. It is observed that all the ROC curves are above the diagonal dashed line $D = A$ (random guess line), indicating that our predictions are better than the random guess. Furthermore, the ROC curves of $W_t(1|t)$ are above the ROC curves of $W(1|t)$ while predicting the extreme of the same threshold, suggesting that the predicting power of $W_t(1|t)$ is better than that of $W(1|t)$. This result means that joint model of exceeding sizes and recurrence intervals can improve the accuracy of hazard probability, thus increase the predicting performance. We also find that with the increase of quantile threshold, the predicting power of both hazard probabilities increases as well, implying that the extremes with high thresholds are easier to predict than the extremes with low threshold.

The area under the ROC curve in the range $[0, 0.3]$ (AUC$_m$) is employed to quantitatively describe the performance of predicting the extremes for different thresholds and different indexes (Jiang et al., 2016). For each index, the predictions are conducted on six types of extremes, including the negative extremes below the quantile thresholds of 1%, 5%, 10% and the positive extremes above the quantile thresholds of 90%, 95%, 99%. The hazard probabilities are estimated from the distribution of recurrence intervals (Eq. (19)) and the joint distribution of recurrence intervals and exceeding sizes (Eq. (20)). In the joint distribution, we employ the Frank and AMH copula functions to connect the
two marginal distributions. Table 4 reports the AUC\textsubscript{m} for all out-of-sample predictions. We find that all the predictions are better than random guess as all the AUC\textsubscript{m} are greater than 0.045. Increasing the quantile threshold for positive returns or decreasing the quantile threshold for negative returns, AUC\textsubscript{m} increases, indicating this predicting framework is more suitable for forecasting the extreme tail events. It is also observed that the two hazard probabilities estimated from Eq. (20) give comparable predicting accuracy and generally present better prediction than that estimated from Eq. (19), suggesting that introducing exceeding size and correlation between exceeding size and recurrence intervals into recurrence interval analysis can effectively improve the predicting performance. For the same hazard probability and same index, the difference in predicting the six types of extremes can be attributed to the fact that the corresponding recurrence intervals and exceeding size have different memory behaviors. Therefore, the predicting model still can be improved by taking such memory behaviors into account.

Table 4: Results of AUC\textsubscript{m} for out-of-sample tests. The negative extreme returns (respectively, positive extreme returns) are determined according to the quantile thresholds of 1\%, 5\%, and 10\% (90\%, 95\%, and 99\%). The hazard probability used for prediction is estimated from the distribution of recurrence intervals (Eq. (19)) and the joint distribution of recurrence intervals and exceeding sizes (Eq. (20)). The Frank and AHM copulas are used to connect the two marginal distributions of recurrence intervals and exceeding sizes.

|        | SSEC |        |        |        |        | DJIA |        |        |        |        | WTI |        |        |        |        |
|--------|------|--------|--------|--------|--------|------|--------|--------|--------|--------|------|--------|--------|--------|--------|
|        | 1%   | 5%    | 10%    | 90%    | 95%    | 99%  | 1%    | 5%    | 10%    | 90%    | 95%  | 99%   | 1%    | 5%    | 10%    | 90%    |
| RI     | 0.157| 0.141 | 0.103  | 0.085  | 0.126  | 0.172| 0.178 | 0.095 | 0.082  | 0.059  | 0.082| 0.171 | 0.094 | 0.082| 0.066  | 0.087  | 0.126  | 0.110  |
| Frank  | 0.158| 0.150 | 0.124  | 0.104  | 0.125  | 0.170| 0.180 | 0.105 | 0.091  | 0.067  | 0.100| 0.172 | 0.092 | 0.101| 0.073  | 0.101  | 0.126  | 0.111  |
| AMH    | 0.157| 0.150 | 0.123  | 0.101  | 0.125  | 0.172| 0.180 | 0.104 | 0.091  | 0.068  | 0.095| 0.174 | 0.092 | 0.098| 0.073  | 0.102  | 0.130  | 0.111  |

6. Conclusion

Based on three daily data sets, including the Shanghai Stock Exchange Composite (SSEC) index, the WTI Crude Oil Prices (WTI) price, and the Dow Jones Industrial Average (DJIA) index, we have developed a new framework of predicting financial extremes by utilizing the joint of distribution of the recurrence intervals and the exceeding sizes. We find that the recurrence intervals follow a \(q\)-exponential distribution and the exceeding sizes are well fitted by the generalized Pareto distribution. Furthermore, these two variables exhibit a significantly negative correlation for the three indexes, which motivate us to introduce the copula function to model the joint distribution of recurrence intervals and exceeding sizes. By extending the hazard function \(W(1|t)\) only based on the distribution of recurrence intervals, we also incorporate the distributions of exceeding sizes and the negative correlation between recurrence intervals and exceeding sizes to the formula of hazard probability \(W_y(1|t)\), which therefore improves the estimating accuracy.

By estimating the distribution parameters and the copula parameters, we are able to calculate the hazard probabilities and perform the in-sample and out-of-sample tests on the prediction of extremes for each index. We find that there are no significant differences in extreme prediction between \(W(1|t)\) and \(W_y(1|t)\) for in-sample tests. For out-of-sample tests, the predicting ability in \(W_y(1|t)\) is stronger than that in \(W(1|t)\), evidenced by that the ROC curves of \(W_y(1|t)\) are above the ROC curves of \(W(1|t)\) while predicting the same type of extreme. This means that our new model has better predicting performance. Similar to the prediction based on the distribution of recurrence intervals [Jiang et al. (2018)], our new model also favorites to predict the extremes with higher threshold for positive returns or lower threshold for negative returns. Our results not only shed a new light on understanding the occurrence of extremes in financial markets, but also provide an better framework to predict financial extremes.
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