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Abstract
With the development of mobile positioning technology, a large amount of mobile trajectory data has been generated. Therefore, to store, process and mine trajectory data in a better way, trajectory data simplification is imperative. Current trajectory data simplification methods are either based on spatiotemporal features or semantic features, such as road network structure, but they do not consider semantic features of a trajectory stop. To overcome this limitation, this study presents a trajectory segmentation simplification method based on stop features. The proposed method first extracts the stop feature of a trajectory, then divides the trajectory into move segments and stop segments based on the stop features, and finally simplifies the obtained segments. The proposed method is verified by experiments on personal trajectory data and taxi trajectory data. Compared with the classic spatiotemporal simplification method, the proposed method has higher spatiotemporal and semantic accuracy under different simplification scales. The proposed method is especially suitable for trajectory data with more stop features.
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Introduction
With the development of mobile positioning technologies, such as the Global Positioning System (GPS), Global System for Mobile Communications (GSM), and Radio Frequency Identification (RFID), a large number of mobile positioning devices with high positioning accuracy and low price have been proposed, including mobile phones, GPS collectors, and personal digital assistants (PDAs). As a result, a large amount of movement trajectory data has been generated, which brings difficulties in data storage and processing. For instance, in the T-Drive data set, there are 10,357 taxis, the sampling frequency is 5 s, and each record occupies 40 b (Yuan et al. 2010), so the amount of trajectory data of all taxi trajectory in Beijing city can reach 4 GB per day. Storing and indexing such massive data can cause high economic costs and low time efficiency, and it is challenging to process massive trajectory data, mine hidden features, and extract spatiotemporal patterns in the data. Therefore, it is necessary to perform compression and simplification of trajectory data.

Most trajectory data simplification methods are offline or online simplification methods that use compression ratio and geometric feature preservation, including spatial features, spatiotemporal features, and velocity features, as a compression target.

Because trajectory data are commonly collected on the road network, a trajectory simplification method constrained by the road network and a trajectory data simplification method after map matching have been proposed (Kellaris et al. 2009, 2013; Popa et al. 2015). In this way, the trajectory reduction result is more in line with the real situation.

The common disadvantage of these two types of methods is that when the compression ratio is high, data simplification results may lose semantic features of the original data. To overcome this problem, a semantic trajectory simplification method has been proposed (Schmid et al. 2009; Richter and Schmid 2012). This method first extracts stops of a trajectory in geographical context and then abstractly expresses mobile trajectory to achieve the purpose of compression. Although this method has a high compression ratio, it reconstructs the trajectory through stops, so all the movement information between stops in the trajectory is lost.
To address the abovementioned limitations, this study proposes a semantics-based trajectory segmentation simplification method (STSS). In this method, first the stop features of a trajectory are extracted first, then the trajectory is divided into stop segments and move segments based on the stop feature, and finally stop segment trajectories and move segment trajectories are simplified by their own methods respectively. The proposed method retains more spatiotemporal and semantic information of data while achieving high compression ratio.

The rest of the article is organized as follows. Section 2 reviews the related work on trajectory data simplification. Section 3 describes the proposed semantic-based trajectory segmentation simplification method. Section 4 verifies the proposed method by experimental tests and compares the data simplification result regarding different compression ratio. Finally, Sect. 5 draws conclusions about the applicability of the method.

Related Works

Trajectory Simplification Based on Spatiotemporal Features

The trajectory simplification method based on spatiotemporal features improves the general curve simplification method by constructing homomorphic spatial distance (Meratnia and de By 2003, 2004), spatiotemporal three-dimensional space (Trajcevski et al. 2006; Cao et al. 2006), or velocity features to improve the accuracy of simplification (Gudmundsson et al. 2009). These methods are aimed at maintaining high geometric accuracy and controlling the trajectory error (Muckell et al. 2014). They determine whether to retain or delete trajectory points according to the preset distance (position), angle (direction), and velocity (time) thresholds. They can be roughly divided into offline trajectory simplification methods and online trajectory simplification methods (Lee and Krumm 2011).

The main purpose of the offline trajectory simplification method is to compress trajectory data. The main idea is to retain more spatiotemporal information of data while reducing the amount of trajectory data. Meratnia and de By (2004) introduced the classic line feature simplification method, the Douglas-Peucker (D-P) method, into trajectory data compression for the first time. This method improves the D-P method by constructing the homomorphic space distance, proposing the D-P method of homomorphic distance named the top-down time-ratio (TD-DR) method. After that, a variety of methods have been developed on the basis of the TD-DR method and applied to various types of trajectory data simplification tasks (Zhao and Shi 2018).

Because of the dynamic and real-time characteristics of trajectory data, online trajectory simplification has become the focus of the current trajectory compression research. The simplification method based on deduced positioning (Trajcevski et al. 2006; Long et al. 2014) and the simplification method based on region filtering (Potamias et al. 2006; Gudmundsson et al. 2009) have been proposed. Both of these two methods are local optimization methods based on the trajectory data stream. Their main advantage is high efficiency, but their disadvantage is that the simplification accuracy cannot be guaranteed (Muckell et al. 2014). An online trajectory compression with controllable accuracy and compression ratio was proposed by Muckell et al. (2011). In this method, the queue is formed by the current trajectory point series, and the points with the minimum feature value are gradually deleted until the error threshold is exceeded or the compression ratio is reached. In addition, a new online trajectory simplification algorithm based on directed acyclic graph (OLTS) was proposed to apply to online services. This method represents an approximate optimal compression algorithm (Wu et al. 2017).

Trajectory Simplification Based on Road Network

Considering that the trajectory is constrained by a road network, the road network space is used instead of a two-dimensional space, and the trajectory is simplified by structural characteristics of the road network (Li et al. 2008; Wu et al. 2015; Zhang et al. 2018), or it is simplified after map matching (Kellaris et al. 2013; Liu et al. 2014; Song et al. 2014). Among them, Li et al. (2008) extracted the characteristic trajectory points by combining the speed and direction characteristic information with the road network characteristic information for logical operation so as to simplify the trajectory data; Zhang et al. (2018) proposed an improved spatial–temporal trajectory compression method with constraints of a road network’s structural features. The advantage of these methods is that the compressed trajectory can retain the characteristics of the road network, but the data does not match to the road network. Thus, a variety of trajectory compression strategies considering the road network constraints were proposed by Kellaris et al. (2009, 2013), including map matching, and different combinations of map matching and compression. However, the map matching accuracy after compression is low. Therefore, most studies aimed to match the road network first and then compressed the trajectory. The biggest disadvantage of this type of method is the low efficiency of the map matching algorithm.
Semantic Trajectory Simplification

A concept of semantic trajectory compression was introduced by Schmid et al. (2009), wherein a semantic representation of a trajectory that consists of semantic locations associated with the trajectory stop features replaces the original trajectory points. Although the compression ratio of this method is very high, it only retains the trajectory points expressing the stops and deletes all the trajectory points in the moving state, so its simplification accuracy cannot be guaranteed. An enhanced semantic trajectory compression was proposed by Feng et al. (2013), wherein a semantic of a trajectory was represented by the speed change. Moreover, Yang et al. (2019) added semantic information to a trajectory through velocity clustering and then combined it with the trajectory space–time simplification method so as to effectively maintain the spatiotemporal characteristics and velocity characteristics of the trajectory. Their method is to hierarchical cluster all points on a single trajectory line based on velocity and each point becomes part of the clustering result, and then simplify trajectory according to the results of hierarchical clustering. In addition, Andrienko and Andrienko (2010) propose a spatial generalization and aggregation method of massive movement data for visualization. Their method can greatly compress data and extract features from data; however, their generalization and aggregation is not based on the trajectory line, but on the feature points after the transformation of all trajectory lines. Thus, in this paper, the proposed method takes a trajectory line as a unit to simplify the trajectory data. It extracts the stop features of the trajectory by clustering, and then the whole trajectory line is divided into the stop segments and the move segments for “divide and conquer” simplification.

Proposed Method

General Idea

As shown in Fig. 1, the general idea of the proposed method is as follows. Firstly, the multi-level stop features of the trajectory are extracted by improving the OPTICS method (Ankerst et al. 1999). Secondly, the trajectory is divided into stop segments and move segments according to the stop features. Thirdly, the stop segments and move segments of the trajectory are simplified by their own method. Finally, the simplified stop segment trajectories and move segment trajectories are merged into the whole trajectory.

Stop Feature Extraction

Stop feature extraction is based on the clustering method of trajectory point string, which represents an improvement of the OPTICS method. Similar to the OPTICS method, the trajectory points clustering algorithm also includes two steps: cluster-ordering of the trajectory points and clustering structure generation from cluster-ordering.

Cluster-Ordering of Trajectory Points

In the trajectory point string, the distance between two points is no longer a straight-line distance between them but a sum of lengths of straight-line segments composed of a series of points between the two points.

Definition 1: Distance between trajectory points

Assume \( P \) is a set of trajectory points, and \( p_i \) and \( p_j \) are trajectory points with sequences \( i \) and \( j \) in \( P \), respectively; then, the distance between trajectory points \( p_i \) and \( p_j \) can be calculated as follows:

\[
\begin{align*}
td(p_i, p_j) &= \sum_{k=1}^{j-1} d(p_k, p_{k+1}) \\
&= \left| \frac{p_j - p_i}{\|p_j - p_i\|} \right| \\
&= \frac{|c(p_i) - c(p_j)| + \sum_{k=1}^{j-1} d(p_k, p_{k+1})}{\|p_j - p_i\|} \\
&= \frac{|c(p_i) - c(p_j)| + \sum_{k=1}^{j-1} d(p_k, p_{k+1})}{\sqrt{(x_{p_j} - x_{p_i})^2 + (y_{p_j} - y_{p_i})^2}}.
\end{align*}
\]

In the OPTICS algorithm, cluster-ordering requires searching for the \( \varepsilon \)-neighborhood of the core point and calculating and sorting reachability-distances of all points in the \( \varepsilon \)-neighborhood in every iteration. In this algorithm, because the trajectory point string is an ordered set, cluster-ordering of trajectory points does not require sorting reachability-distances of all points in the \( \varepsilon \)-neighborhood of the core point but can directly use the original ordering of trajectory points.

Moreover, according to the calculation formula of a distance between trajectory points, the shortest distance between a point and the other points in the set is one of the distances between this point and its two adjacent points. Therefore, the reachability-distance of a point can be calculated only once. In addition, the \( \varepsilon \)-neighborhood of the core point can be searched sequentially rather than searching all trajectory points.

The cluster-ordering process of the trajectory points is shown in Algorithm 1.

The proposed method traverses the trajectory point set \( P \) and calculates the reachability-distance of each point in the set \( P \).

First, the algorithm computes the core-distance of the current point \( p_l \) by running the function \( \text{CalculateCoreDistance}(p_l, P, \varepsilon, \text{MinPts}) \) which first searches the points set \( PN \) of the \( \varepsilon \)-neighborhood of \( p_l \) and then compares the number of points in set \( PN \) with \( \text{MinPts} \); if the number of points in set \( PN \) is less than \( \text{MinPts} \), \( c(p_l) \) is infinity; otherwise, \( c(p_l) \) is the maximum distance between \( p_l \) and points in the set \( PN \).

Second, the reachability-distance of the next point \( p_{l+1} \) is calculated by running the function \( \text{CalculateReachabilityDistance}(p_l, c(p_l)) \), which is
dependent on the current point core-distance $c(p_i)$ and whether the point is in the $\varepsilon$-neighborhood of $p_i$. If $c(p_i)$ is not equal to infinity and $p_j$ is in the $\varepsilon$-neighborhood of $p_i$, then $r(p_j)$ is the maximum distance between $c(p_i)$ and the linear distance between $p_i$ and $p_j$; otherwise, $r(p_i)$ is infinity.

Cluster-Structure Generation of Trajectory Points

The generation method of trajectory clustering structure is the same as the OPTICS method. In this method, the steepness point is first determined based on the steepness threshold, then the steepness area is extracted, and finally, the clustering structure is generated by matching the steep downward area and steep upward area that meet the clustering conditions. More detailed information on this method can be found in (Ankerst et al. 1999).

Multi-Level Stop Feature Extraction of Trajectory

In the trajectory clustering structure, clusters are not completely independent of each other but can contain each other. There are two types of inclusion relationships between clusters: (1) A cluster contains only one cluster, and the two clusters belong to the same stop feature, so one cluster can be deleted. As shown in Fig. 2a, C3 and C2 are clustering, where C3 contains C2 and they represent the same stop feature, so C2 is deleted. (2) A cluster contains more than one cluster, and they belong to different stop features. As shown in Fig. 2a, C4, C1, and C3 are clustering, where $C_4$ includes $C_1$ and $C_3$, and $C_4$ and $C_3$ are different stop features, so they should be retained. Thus, the hierarchical relationship between them can be represented by a tree structure in Fig. 2b.

The multi-level stop feature extraction algorithm of the trajectory is shown in Algorithm 2. The algorithm input is a trajectory clustering set $C$; $c$ is a cluster in set $C$, which is represented by $(P, s, e)$, where $P$ denotes the trajectory point string of the cluster, and $s$ and $e$ are the positions of the start and end points of the cluster in the original trajectory point string, respectively. The algorithm output is the trajectory stop segment tree set $N$; $n$ is a stop segment node in the set $N$, and it is a tree node represented by $(c, childNodes)$, where $c$ denotes a cluster and $childNodes$ stands for all child nodes of node $n$.

The algorithm first initializes the global clustering range $(gs, ge)$ as empty and then traverses cluster set $C$. Next, it is determined whether the intersection of the global range and the current clustering range and the intersection of the current clustering range and the subsequent clustering range are empty. If both of them are empty, then the current cluster is added to set $N$ as a tree node, and the global range is the current cluster range. If the former is not empty, but the latter is empty, then the current cluster is added to set $N$ as a tree node, and the child nodes of the node are found in set $N$, then the global range is set to the current cluster range; otherwise, it will not be processed.
Fig. 1 An overview of the processing workflow

Fig. 2 The inclusion relationships between clusters and the tree structure of stop features. **a** Two types of inclusion relationships between clusters; **b** the tree structure of corresponding to **a**
Three Thresholds Setting

In the proposed method, there are three thresholds: distance threshold $\varepsilon$, number of points threshold $\text{MinPts}$, and steepness threshold $\xi$. The distance threshold determines the minimum density of a cluster, the number of points threshold determines the minimum number of points in a cluster, and the steepness threshold determines the minimum difference in the density between a cluster and its surrounding scattered points. Therefore, the first two thresholds affect cluster-ordering of a trajectory, whereas the third threshold affects cluster-structure generation. Ankerst et al. (1999) have been suggested that similar results can be obtained using different ranges of $\varepsilon$ and $\text{MinPts}$, as long as the value of the two threshold is not too small.

In the proposed method, the distance threshold $\varepsilon$ represents the minimum moving range of a trajectory stop segment. The trajectory stop feature does not necessarily mean that the moving object stops; it can still move but at a slow speed. Therefore, the distance threshold is expressed as a product of the residence time and moving speed in the trajectory stop feature.

The point number threshold $\text{MinPts}$ denotes the minimum number of points in the stop segment of a trajectory. The point number threshold of a trajectory can be expressed as a ratio of the residence time to the sampling frequency of trajectory points.

The steepness threshold parameter $\xi$ represents a difference between the density of the stop segment and the density of the move segment of a trajectory. It is affected by the moving mode of a moving object. Generally, a person’s moving mode includes walking, riding, and traveling by car, train, or other means of transportation, so steepness should be set according to the specific mode of transportation.

Simplification of Trajectory Stop Segments

Simplification Method of Single Stop Segment of Trajectory

Since the trajectory stop segment is the stop feature of a location, it can be expressed using a point. For this simplified point, two factors need to be considered. First, the point should be as close as possible to the center of the trajectory stop segment, and second, the point should be the original point in the points set of the trajectory stop segment. Therefore, the point is calculated by the following method. First, the center of the point series in the trajectory stop segment is calculated, and then the distances from the point series in the trajectory stop segment to the center point are compared; the point with the smallest distance is taken as a simplified point.
Simplification Method of Multiple Stop Segments of Trajectory

Owing to the hierarchical relationship between stop segments, it is necessary to merge multiple stop segments when the degree of simplification is increased. The key of merging stop segments is to find stop segments that need to be merged. According to the multi-level stop segments established using the method described in Sect. 3.2.3, the tree structure of stop segments is formed. Based on the hierarchical tree structure of stop segments, the relationship between the reachable distance threshold and stop segments can be established. Therefore, as long as a certain reachable distance is given, the stop segments under the current distance threshold can be obtained.

Simplification of Trajectory Move Segment

Simplification method of trajectory move segment adopts the road network constrained moving trajectory simplification method (Zhang et al. 2018), which is to construct binary line generalization (BLG) tree and sort all trajectory points according to the spatial–temporal characteristics of the trajectory and the structure characteristics of the road network. The method can preserve both the spatiotemporal and the road structure characteristic of original trajectory at the same time.

Trajectory Simplification

Since the trajectory stop segment simplification and trajectory move segment simplification use their simplification thresholds to quantify the simplification scale, it is necessary to establish a quantitative relationship between the stop segment simplification threshold (semantic threshold) and the move segment simplification threshold (spatiotemporal threshold) based on the same simplification scale.

In this study, the function fitting method is used to establish the relationship between the two thresholds. First, the scatter diagram between the two thresholds is constructed based on the simplification scale, and then the polynomial function model is used for fitting.

The scatter plots of the two thresholds for dataset 1 and dataset 2 are presented in Fig. 3, where it can be seen that there is a linear relationship between the two thresholds. Therefore, the linear functional model is used to fit the relationship between the two thresholds. Let \( y \) be the semantic threshold, and \( x \) be the spatiotemporal threshold; then, the function model fitted by dataset 1 is defined as \( y = 23x + 26.5 \), and the function model fitted by dataset 2 is defined as \( y = 37.3x + 38.8 \).

Evaluation Method

The quality evaluation indexes of trajectory simplification include spatial–temporal accuracy and semantic accuracy.

Spatial–Temporal Accuracy Evaluation

Since a trajectory is usually distributed on a road network, spatial–temporal accuracy is evaluated by network homomorphic distance error (Zhang et al. 2018). The network homomorphic distance error is calculated by Eq. (2) and illustrated in Fig. 4.

\[
TSTA(\text{tra}_o, \text{tra}_s) = \frac{1}{n} \sum_{i=1}^{n} \text{nhd}_i
\]

In Eq. (2), \( \text{tra}_o \) denotes the original trajectory, \( \text{tra}_s \) denotes the simplified trajectory, \( n \) is the number of points in \( \text{tra}_s \),
and \(nhd_i\) represents a distance between trajectory point \(p_i\) and its homomorphic point in the road network.

Semantic Accuracy Evaluation

The semantic accuracy evaluation is to extract the stop features of a simplified trajectory and to compare the result of stop features with that of the original trajectory. The semantic accuracy is calculated by:

\[
TSEA(tra_s, tra_o) = \frac{NS(tra_s)}{NS(tra_o)},
\]

where \(NS(tra_s)\) and \(NS(tra_o)\) are the numbers of stop features extracted from the original trajectory and from the simplified trajectory, respectively.

Experiments and Results

Experiments on Personal Trajectory Data

Experimental Data

The experimental data were the data of two personal GPS trajectories in the city of Nanjing (Fig. 5), which can be downloaded from the shared database (https://figshare.com/s/6582b3f6b4906ddc5564). The details of the data are shown in Table 1. The sampling interval of dataset 1 was 5 s, and the total duration was approximately 17 h; this dataset included 8,606 trajectory points with a length of 66,404 m. The sampling interval of dataset 2 was also 5 s, but the total duration was approximately 7 h; the dataset included 3,602 trajectory points with a length of 26,553 m.

Stop features should be extracted from trajectory data before simplification of this proposed method. Therefore, for the experimental data, the three thresholds were set as follows: Considering that the minimum length of stop should not be shorter than 5 min, and the trajectory sampling

| ID         | Sampling interval (s) | Number of trajectories | Number of trajectory points | Length (m)   | Total duration |
|------------|-----------------------|------------------------|----------------------------|--------------|---------------|
| Dataset 1  | 5                     | 2                      | 8,606                      | 66,404       | 17 h and 45 min |
| Dataset 2  | 5                     | 1                      | 3,602                      | 26,553       | 7 h and 22 min   |
frequency was 5 s; MinPts was set to 60. Since it is generally believed that the speed of the stop state should not exceed 1 m/s, the distance threshold $\varepsilon$ should be greater than 300 m. Although a large distance threshold could provide better clustering results, an excessive threshold might cause a calculation burden to the algorithm, so the distance threshold was set to 1000 m based on practical experience. Finally, according to the experiment, the slope threshold $\xi$ was set to 0.02.

Fig. 6 The tree structure of stop feature extracted from the experimental data under $\varepsilon = 1$ km, $\text{minpts} = 60$, and $n = 0.02$.

Fig. 7 Visual analysis results between the TD-DR method and the STSS method in partial dataset 1. Simplification threshold for TD-DR method is 1.8 m, spatiotemporal threshold and semantic threshold for STSS method are 0.5 m and 38 m, respectively.
The tree structure of stop feature extracted from the experimental data is shown in Fig. 6. As shown in Fig. 6, 41 stop features were extracted from experimental dataset 1, and they were divided into 4 levels; 15 stop features were extracted from experimental dataset 2, and they were divided into 5 levels.

**Experimental Design**

In the experiment, the accuracies of the proposed method and the TD-DR method [7] were compared. The analysis was performed on the series scale of simplification, and the analysis results were compared from two perspectives, the simplification threshold, and the compression ratio.

Simplification threshold is composed of spatiotemporal threshold and semantic threshold. Since the linear relationship between spatiotemporal threshold and semantic threshold is established, the threshold of simplification is represented by spatiotemporal threshold. In the simplification threshold-based analysis, it was necessary to select the appropriate series of simplification thresholds. Seven spatiotemporal threshold values of 0.25 m, 0.5 m, 1 m, 2 m, 4 m, 8 m, and 16 m were selected and used in multiple experiments.

In the compression ratio-based analysis, to obtain the same compression ratio in the two methods, the processing method of “intelligent damping oscillation” was adopted (Liu et al. 2016). The basic idea of this method is to intelligently adjust the threshold value through a variable step size until the simplification result is consistent with the preset compression ratio.

Assume $dis$ is an initial threshold, $step$ is an initial step of threshold adjustment, $rat_o$ is a target compression rate, $rat_c$ is a current compression rate, and $tol$ is a tolerance of the target compression rate.

The procedure for this method is as follows: trajectory was simplified by the threshold $dis$ and the $rat_c$ is calculated, and then let $diff = rat_c - rat_o$. If $|diff| <= tol$, end the adjustment; otherwise, modify $dis$ and simplify trajectory again: if $diff < 0$ and last $diff < 0$, then $dis = dis + step$; if $diff < 0$ and last $diff > 0$, then $step = step/2$, $dis = dis + step$; if $diff > 0$ and last $diff > 0$, then $dis = dis - step$; and if $diff > 0$ and last $diff < 0$, then $step = step/2$, $dis = dis - step$.

**Visual Analysis Result**

The results of visual analysis are simplified by the TD-DR method and the STSS method with a compression ratio of 50%. As shown in Fig. 7, this method directly simplifies multiple trajectory points with high density, namely the stop segment trajectories (e.g., $s_1$, $s_2$, $s_3$, $s_4$, $s_5$) to a single point, while the TD-DR method retains more of these trajectory points; however, the STSS method retains more trajectory points than the TD-DR method for trajectory points with low density, namely the move segment trajectory (e.g., $m_1$). Some stop segments look like move segments (e.g., $s_4$, $s_5$). This is because moving objects move very slowly and then they are identified as stop features. Therefore, compared
with the TD-DR method, the STSS method compresses a large number of feature points in the stop segment trajectory, and retain more feature points in the of the move segment trajectory.

**Spatial–Temporal Accuracy Analysis Result**

The results of the spatial–temporal accuracy comparison of the two methods based on the simplification threshold are shown in Fig. 8, where it can be seen that on the two datasets, the accuracy of TD-DR method was higher than that of the proposed method under the same threshold, and their accuracy difference increased with the threshold; and when the threshold was small, the accuracy difference between the two methods was very small, but when the threshold increased to a certain value (e.g., 4 m for dataset 1, 2 m for dataset 2), the accuracy difference expands rapidly.

The above-presented comparison denotes a precision comparison based on the simplification threshold, which does not necessarily mean that the TD-DR method performs better than the proposed method. This result could be because although the thresholds of the two methods were the same, their simplification scales differed. The results of the simplification scale (compression ratio) of the two methods on experimental datasets under different simplification threshold values are presented in Fig. 9, where it can be seen that the compression ratio of the proposed method was significantly higher than that of the TD-DR method under the same threshold value. The compression ratio of the proposed method was nearly twice that of the TD-DR method when the simplification threshold value was 0.5 m.

The spatial–temporal accuracy of the two methods was analyzed under different compression ratios, and the results are shown in Fig. 10. On the whole, the accuracy of the proposed method was higher than that of the TD-DR method. When the compression ratio was small, the accuracy difference between the two methods was also small. However, when the compression ratio was high (e.g., 0.9 for dataset 1, and 0.78 for dataset 2), the proposed method had a smaller error and higher accuracy than the TD-DR method.

**Semantic Accuracy Analysis Result**

The semantic accuracy comparison results of the two methods under different spatiotemporal threshold values are shown in Fig. 11, where it can be seen that compared with the TD-DR method, the proposed method extracted more stop features and achieved better semantic accuracy under different thresholds. The accuracy gap between the two methods first increased and then decreased with spatiotemporal scale value. In addition, since the proposed method had a higher compression ratio than the TD-DR method at the same threshold, the gap between the two methods was large at the same compression ratio.
Experiments on Taxi Trajectory Data

Since most of the stop features in the taxi trajectory data are caused by getting on and off passengers or waiting for traffic lights, compared with the personal track data, the number of stop features in the taxi trajectory data are smaller, and the stay time of each stop feature is shorter.

Experimental Data

The experimental data is one taxi trajectory data, which is selected from the taxi GPS trajectories dataset during the period of 2–8 February 2008 within Beijing (Yuan et al. 2010), as shown in Fig. 12. The sampling interval of the taxi trajectory dataset is 5 s, and the total number of the trajectory points are 30,156.

Similarly, the three thresholds in the stop feature extraction need to be set. Most taxi stops are caused by getting on and off passengers or waiting for traffic lights, so the minimum length of stop should not be shorter than 1 min, and the trajectory sampling frequency is 5 s; $\text{MinPts}$ is set to 12. Since it is generally believed that the speed of the stop state should not exceed 1 m/s, the distance threshold $\varepsilon$ should be greater than 60 m. Finally, according to the experiment, the slope threshold $\xi$ was set to 0.02. Therefore, 233 stop features are extracted from this dataset, which are divided into two layers only; among them, there are 217 stop features of leaf nodes.

The experimental analysis was compared between the STSS method and the TD-DR method on multiple compression ratios. The process is similar to the previous experiment. Firstly, eight spatiotemporal threshold values of 0.5 m, 1 m, 2 m, 5 m, 10 m, 25 m, 50 m, and 100 m were selected. Secondly, the trajectory was simplified by STSS method on these thresholds, and the corresponding eight compression
ratios are obtained. Finally, the trajectory was simplified by TD-DR method on eight compression ratios.

**Visual Analysis Result**

The results of visual analysis are simplified by the TD-DR method with a 10-m simplification threshold and the STSS method with a 2-m spatiotemporal threshold and a 50-m semantic threshold. As shown in Fig. 13, similar to the previous experiment, compared with the TD-DR method, the STSS method compresses a large number of feature points in the stop segment trajectory and retains more feature points in the of the move segment trajectory. In addition, as shown in this figure, most of the stop features of trajectory are located at road intersections, which are caused by vehicles stopping for traffic signals at the intersection.

**Spatial–Temporal Accuracy Analysis Result**

The spatial–temporal accuracy of the two methods was analyzed under different compression ratios, and the results are shown in Fig. 14. When the compression ratio was small, the accuracy difference between the two methods was also small. However, when the compression ratio was high, the
STSS method is better than the TD-DR method, and the accuracy gap increases with the increase of compression.

Semantic Accuracy Analysis Result

The semantic accuracy comparison results of the two methods under different compression ratios are shown in Fig. 15, where it can be seen that the semantic accuracy of both methods decreases with compression ratio, but the TD-DR method decreases faster. When the compression ratio is less than 0.61, the TD-DR method is better than the STSS method; otherwise, the STSS method is better than the TD-DR method. The main reason is that in the STSS method, the stop features are simplified when the simplification threshold is very small, so fewer semantic features are extracted after simplification.

Conclusion

This study proposes a semantic-based trajectory segmentation simplification method, which extracts stop features first and then performs segmentation simplification. The proposed method is verified by the experiments and compared with the classic spatiotemporal simplification method, the TD-DR method. Based on the comparison results, the following conclusions can be drawn:

1. The relationship between the semantic threshold and spatiotemporal threshold under the same simplification scale is linear. The parameter value of the linear functional model is determined by the experimental data.
2. The compression ratio of the STSS method is obviously higher than that of the TD-DR method under the same simplification threshold, and the difference first increases and then decreases with threshold value.
3. The spatiotemporal accuracy of the STSS method is slightly lower than that of the TD-DR method under the same simplification threshold. However, the STSS method has a smaller error and higher spatiotemporal accuracy than the TD-DR method under the same compression ratio, especially for a large simplification scale.
4. Compared with the TD-DR method, the proposed STSS method can retain more stop features and has higher semantic accuracy. Obviously, there is a large performance difference between the two methods under the same compression ratio.
5. According to the experimental analysis of personal trajectory data and taxi trajectory data, the proposed method can be applied to different types of trajectory data, but it is better for trajectory data with more stop features (e.g., travel trajectory).

In the future, research on compression and simplification of trajectories could be conducted from the perspective of trajectory semantics mining. It should be noted that the purpose of trajectory simplification is not only to reduce the amount of data but also to extract trajectory characteristics at different scales to consider different application scenarios.
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