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Abstract

This paper shows that the bunching of wages at round numbers is partly driven by firm coarse wage-setting. Using data on 280 million new hires from Brazil, I first establish that salaries tend to cluster at round numbers. Then, I show that firms that tend to hire workers at round-numbered salaries are less sophisticated and have worse market outcomes. Next, I develop a wage-posting model in which optimization costs lead to the adoption of coarse rounded wages and provide evidence supporting three model predictions using two research designs. Finally, I examine some consequences of coarse wage-setting for relevant economic outcomes.
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1 Introduction

A key question in labor economics is how firms set wages. Standard wage-formation models assume that workers and firms behave fully optimally, but recent findings cast doubt on this assumption. In both survey and administrative data, wages tend to bunch at round numbers (Riddles et al., 2016, Dube et al., 2020). This puzzling finding suggests nonstandard behavior by some market participants. According to one view, the bunching is driven by strategic behavior on the firm side; that is, sophisticated firms pay round-numbered wages to exploit a worker behavioral bias (e.g., left-digit bias). Alternatively, the bunching might reflect the behavior of firms engaging in nonstandard wage-setting, possibly due to misoptimization.\footnote{Throughout the paper, I use the term “nonstandard” to refer to any behavior that departs from the predictions of the neoclassical model. Specifically, “nonstandard wage-setting” refers to firm wage-setting practices that depart from the first-order condition of canonical wage-formation models. See Appendix C for a description of the two main classes of wage-setting models.}

In this paper, I use rich worker-firm matched data to assess if the wage bunching is partly due to firm nonstandard wage-setting. First, I establish the existence of substantial bunching at round-numbered salaries in the data. Then, I provide a set of reduced-form results compatible with firms engaging in coarse wage-setting and inconsistent with firms paying round-numbered wages to exploit a worker bias. Motivated by the reduced-form findings, I develop a wage-posting model in which firms pay coarse salaries due to optimization costs. The model delivers three predictions for which I find support using two research designs. Finally, I quantify some of the downstream consequences of coarse wage-setting for within-firm wage inequality, nominal wage stickiness, and policies that affect the wage distribution, such as changes in the minimum wage.

In Section 2, I describe the data and setting. I use an administrative employee-employer matched dataset covering the universe of formal-sector firms in Brazil from 2003–2017. This dataset contains the salary at which firms hire workers (“contracted salary”), making it an ideal setting to test the predictions of wage-setting models. I use data on the contracted monthly salary of over 280 million new hires. In addition, I use a sample of 679,000 firms that includes information on all of their employees.

In Section 3, I document the existence of substantial bunching at round-numbered salaries (i.e., those divisible by 10) in the distribution of contracted salaries. For example, 33.8% of new hires’ contracted salaries are round numbers (a uniform distribution would imply 10%). I replicate the stark bunching of salaries at round numbers in four
other Brazilian datasets, which shows that the bunching is not unique to the employee-employer dataset. These findings stand in opposition to the predictions of canonical wage-determination models, in which market-level wages should be smoothly distributed.

In Section 4, I present a series of reduced-form results to shed light on whether worker or firm nonstandard behavior drives the bunching. I identify a set of firms (“bunching firms”) that tend to hire workers at round-numbered salaries. To understand what drives the bunching, I compare the market outcomes of bunching firms with those of non-bunching firms. Intuitively, if bunching firms pay round-numbered wages to exploit a worker bias, one would expect these firms to have better market performance than non-bunching firms. However, I find that conditional on a large set of controls—including proxies of firm sophistication—bunching firms tend to experience worse outcomes. Specifically, they have worse worker-firm matches, as measured by new hires’ separation likelihood; have a lower growth rate; and are more likely to exit the market.

An alternative explanation for why firms often pay round-numbered salaries is that they are uncertain about what the fully-optimal salary is. When hiring a new worker, firms face considerable uncertainty about a worker’s marginal revenue product (or “productivity”). Estimating a worker’s contribution to the firm requires answering complex questions: What are all the possible tasks that the new hire is going to perform? How does each of these tasks affect the firm’s bottom line? How likely is the prospective employee to successfully accomplish each of these tasks? Instead of attempting to gather all the information required to compute worker productivity, firms might rely on a rule-of-thumb or heuristic as an approximation—a form of pricing I refer to as “coarse wage-setting.”

As a suggestive reduced-form test for the use of coarse wage-setting, I assess whether bunching firms also rely on coarse figures when deciding on salary increases—a different environment where they also face uncertainty about the optimal action. The canonical model predicts a worker’s wage increase depends on her realized productivity (Jovanovic, 1979). Since this variable is hard to measure, some firms might use coarse approximations as salary increases, such as integer numbers if the salary increase is measured in percentage terms, or round numbers if the increase is measured in monetary units. I find that bunching firms also rely on coarse approximations while deciding wage increases. Bunching firms are 26 percentage points more likely to offer a round-numbered salary increase in monetary units (from a baseline of 20.4%) and 9 percentage points more likely to offer an integer salary increase in percent terms (from a baseline of 12.9%).

The reduced-form results motivate the hypothesis that coarse wage-setting is partly
what drives the bunching observed in the data. To further explore this hypothesis, in Section 5, I build a wage-posting model in which coarse wage-setting is a consequence of optimization frictions. The goal of the model is to account for the bunching observed in the data and to generate ancillary predictions that ought to hold if firms engage in coarse wage-setting. The model relies on two key assumptions that I motivate based on numerical cognition research. The first assumption is that firms use a rounding heuristic to form an initial estimate of the fully-optimal salary (the salary firms would pay if there were no optimization costs). The second assumption is that, at some cost, firms can generate a more precise estimate of the fully-optimal salary. The standard wage-posting model is a special case of the model with frictions, in which the optimization cost is zero.

The model delivers three testable predictions that characterize the conditions under which firms are more likely to hire workers at coarse round-numbered wages. First, a smaller expected gap between the coarse wage and the fully-optimal wage should increase the likelihood of firms paying the coarse wage. In the model, the firm’s benefit of fully optimizing is proportional to this gap. Hence, as this benefit decreases, firms are less likely to pay the cost of computing the fully-optimal wage. Second, firms with lower optimization costs should be less likely to pay coarse wages and more likely to pay the fully-optimal wage. Third, firms should be more likely to pay coarse wages when the uncertainty about the fully-optimal salary increases. Intuitively, generating a more precise estimate of the fully-optimal wage is costlier in more uncertain environments.

I test the model’s predictions using two research designs. The first empirical strategy is a bunching design that uses standard techniques in the bunching literature (Kleven, 2016). This design consists of correlating the fraction of workers hired through a coarse rounding heuristic with firm and worker characteristics. I partition the data based on firm and worker characteristics and recover the fraction of workers hired through a coarse wage-setting using the “excess mass” in the density of workers earning round-numbered salaries. Second, I estimate linear probability models with firm fixed effects, where the dependent variable is an indicator for paying a round-numbered salary to a new hire. This design allows me to control for a large set of confounding factors, including unobserved heterogeneity at the firm level. Both research designs deliver similar results in support of the model’s predictions. This provides additional evidence consistent with the firm coarse wage-setting hypothesis.

These findings are important for three main reasons. First, round-numbered salaries make up for a disproportionate amount of all salaries. Thus, understanding why firms
pay round-numbered wages sheds light on overall firm wage-setting behavior and helps inform the modeling assumptions of wage-setting models. Second, due to coarse wage-setting, empirical strategies that infer parameter values from firm optimality conditions might yield biased estimates. A common strategy in research within the structural tradition is to infer unobservable variables using the firm’s first-order conditions (FOC). The results show that not all firms fully optimize with respect to wages, which implies that the FOC do not always characterize firms’ pricing decisions. Third, coarse wage-setting has downstream consequences for important economic outcomes. In Section 6, I show that coarse wage-setting leads to within-firm wage compression and increases wage stickiness. I also show that, in the presence of firms that engage in coarse wage-setting, policies that affect the earnings distribution—like changes in the minimum wage—can affect firm wage-optimization behavior.

This paper is mainly related to empirical studies of firm wage-setting. At least since Jones (1896), labor economists have documented the bunching of salaries at round numbers. Some work posited that the bunching is an artifact of measurement error (e.g., Schweitzer and Severance-Lossin, 1996). I contribute by documenting bunching in an administrative dataset where earnings are not self-reported, which shows that round-number bunching is a real feature of labor markets. The most closely related paper is Dube et al. (2020). Using unemployment insurance records from the US, they document substantial bunching at $10 per hour and show that worker left-digit bias does not explain this pattern. This raises the possibility that firm nonstandard behavior drives the bunching. I contribute by establishing a novel set of stylized facts about firms that tend to hire workers at round-numbered wages and by quantifying downstream consequences of coarse wage-setting for relevant economic outcomes.

This paper is also related to a nascent literature on firm simplified pricing. The view that firms set prices based on heuristics and simplified rules dates back to Simon (1962), who noted that “price setting involves an enormous burden of information gathering and computation that precludes the use of any but simple rules of thumb as guiding principles.” Recent empirical work substantiates Simon’s claim. For example, Cho and Rust (2010) show that car companies charge a uniform rental price across cars with heterogeneous

---

For example, in the context of a wage-posting model, a researcher equipped with wage data and an estimate of worker productivity could use a firm’s FOC to identify the labor supply elasticity. This particular strategy has gained traction in recent years as researchers are increasingly interested in understanding imperfect competition in the labor market (e.g. Lamadon et al., 2021).

---

See, among others, Hall and Krueger (2012), Caldwell and Harmon (2019), Hjort et al. (2020), Derenoncourt et al. (2021), Lachowska et al. (2022), Cullen et al. (2022), Hazell et al. (2022).
odometer values, Cavallo et al. (2014) find that global retailers engage in uniform pricing across heterogeneous countries, and DellaVigna and Gentzkow (2019) show that US retail chains engage in uniform pricing across heterogeneous outlets. These papers focus on the goods market. I contribute by showing a form of simplified pricing in the labor market.

Finally, this paper contributes to the literature that studies market outcomes in the presence of behavioral firms. Compared to the ever-growing number of papers that document biases in individuals’ behavior, work on firm heuristics and biases is scarce. This is partly due to data limitations. Most of the heuristics and biases body of work studies individuals’ behavior in carefully-controlled lab environments. There is not a straightforward way of conducting the same type of experiments using firms as research subjects. I contribute by providing field evidence on firm nonstandard behavior in a high-stakes setting.

2 Institutional Context, Data, and Descriptive Statistics

This section provides institutional context on Brazil’s labor market, describes the administrative dataset, and provides descriptive statistics of the samples.

2.1 Brazil’s Labor Market

Brazil’s labor market has both a formal and an informal sector (see Appendix B.1). I focus on the formal sector, which employs about 80% of wage-employees and has a strict labor code. The contracts of formal-sector workers are regulated by the Brazilian Labor Code, which includes a relatively high minimum wage, an extra monthly salary per year, a month of paid leave per year, and high firing costs.

2.2 Data: Employee-Employer Matched Information

The main data source is the Relação Anual de Informações Sociais (RAIS), an employee-employer matched dataset covering the universe of formal-sector jobs in Brazil from 2003–

---

4 Other work shows that many firms follow coarse pricing policies (e.g., Matejka, 2016, Stevens, 2020).

5 See Heidhues and Köszegi (2018) for a theoretical overview of this literature and Kremer et al. (2019) for work on behavioral firms in developing countries. Among the empirical papers that study behavioral firms, previous work has shown that entrepreneurs are overconfident regarding future growth (Landier and Thesmar, 2008), restaurant owners do not account for the transitory nature of weather shocks (Goldfarb and Xiao, 2019), car dealerships exhibit loss-aversion (Pierce et al., 2020), and retailers underestimate the degree of consumers’ left-digit bias (Strulov-Shlain, 2022). A closely related literature documents firms’ failure to maximize profits (e.g., Hanna et al., 2014, Bloom et al., 2013, Almunia et al., 2021).
2017. This administrative dataset is assembled yearly by the Ministry of Labor with information provided by firms. Accurate reporting in the RAIS is required for workers to receive payments from some government programs. Firms face financial penalties for not reporting. The main drawback of the RAIS is that it only contains information on workers employed in the formal economy. Thus, the analysis is not representative of informal-sector workers and firms. Given that informal-sector firms tend to be smaller and less sophisticated, it is likely that the bunching that I document below is a lower bound of the overall bunching in the economy.6

The RAIS contains information about both the firm and the worker (see Appendix D.2 for variable definitions). Firms’ data include the number of employees, industry, and location. Workers’ data include demographic variables (e.g., age, gender, and race), educational attainment, occupation, and employment information, including the date of admission, type of admission (e.g., new hire, transfer, etc.), and contracted salary. This last variable is key for the empirical analysis. The contracted salary of a worker is the salary contained in her “worker record booklet” (CTPS) at the end of each year.7 The CTPS contains a worker’s employment history, including the initial salary at the firm and its modifications. For new hires, the contracted salary is the initial salary at which the firm hired the worker. For other workers, the contracted salary might be different from the initial salary (for example, due to a raise or a promotion).

2.3 Samples and Descriptive Statistics

New-hires sample. For much of the empirical analysis, I use a new-hires sample, in which each observation contains information on the contract of a new hire (defined by a worker-firm-admission date triplet). To construct this sample, I impose several sample restrictions. First, I only consider workers employed by private-sector firms with a valid identification number. Second, I include only the contracted salaries of workers that were admitted as new hires in each year. Third, I exclude workers with a reported salary below the federal monthly minimum wage. Finally, I only keep workers who signed a monthly earnings contract. This excludes, for example, workers who bill by the hour or per day worked, which constitute a small fraction of workers in the data. After imposing these restrictions, the database contains information on the contracted salary of 280 million hires (henceforth, 6In Appendix B.1, I use the Brazilian household survey (which includes data on informal-sector workers) to describe how workers in the RAIS compare to workers in the overall labor force.
7In Appendix D.1, I show an example of a CTPS and the type of information contained in it.
“contracts” or “workers” for short) over 2003–2017.8

Firm random sample. To conduct any analysis that requires exploiting the panel structure of the dataset, I select a random sample of firms. To construct this sample, I create a census of all firms ever observed in the RAIS during 2003–2017 and, due to computational constraints, randomly select 10% of them. I track all the employees of these firms over time (both new hires and other employees). This sample includes over 679,000 firms, 3.8 million firm-years, and 65.8 million worker-years.

Descriptive statistics. Table 1 presents summary statistics of workers in the RAIS and in the samples. The average worker in the new-hires sample is 30.7 years old. Most workers are male (61.6%), white (54.8%), and completed high school (57.8%). The average monthly salary is R$1279 (approximately, $590). Most workers are employed by the retail industry (35%), followed by the services industry (26.8%). Workers in the firm random sample have similar characteristics.

3 Bunching in the Distribution of Contracted Salaries

The two main classes of wage-formation models in labor economics are wage-posting models and wage-bargaining models (Manning, 2011). Under standard assumptions, both types of models predict a smooth distribution of wages at the market level (see Appendix C.1).

The data unequivocally rejects this prediction. Figure 1, Panel A plots the distribution of contracted salaries in the new-hires sample. The earnings distribution exhibits stark bunching at round numbers (i.e., numbers divisible by 10). For example, workers are fifteen times more likely to earn exactly R$3000 per month than any other salary between R$3001 and R$3010. The modal monthly salary in the new-hires sample is R$1000, followed by R$800, and R$600 (jointly accounting for over seven million contracts)—all round numbers.

The bunching is also manifested in a non-uniform distribution of the last digit of salaries. Figure 1, Panel B shows the fraction of salaries that are divisible by 10, 100, and 1000. About a third of the salaries (33.8%) in the new-hires sample is divisible by 10 (see also Appendix Figure A1). This figure would be 10% if the last digits of salaries were uniformly distributed. Over a tenth of salaries (12.6%) are divisible by 100 (a uniform distribution would imply 1%), and 2.0% are divisible by 1000 (a uniform distribution would imply 0.1%).

8In Appendix D.4, I provide more detail on each of these steps and show the fraction of excluded observations after each sample restriction.
These figures likely underestimate the true degree of bunching. First, the contracted salary might be a round number at a different periodicity. For instance, over a sixth (17.3%) of the contracts that are not round numbers at the monthly level are round numbers at the yearly level. Similarly, some non-round-numbered salaries might be due to firms setting new wages equal to existing workers’ wages (perhaps, due to organizational practices or position-specific wages). These wages might have started initially as a round number but were updated over time into non-round-numbered wages.

3.1 Bunching of Salaries at Round Numbers in Four Other Datasets

As additional evidence on the existence of bunching, I study the distribution of earnings in four additional datasets: the 2013 Brazilian Household Survey (Pesquisa Nacional por Amostra de Domicílios, abbreviated PNAD), the 2013 Brazilian Labor Force Survey (Pesquisa Mensal de Emprego, abbreviated PME), the 2010 Brazilian Population Census (Censo Demográfico) and the 2013 Social Programs Registry of Individuals (Cadastro Único).

The advantage of these datasets is that they include information on workers employed in the informal sector. The main disadvantage is that earnings are self-reported. Hence, earnings might be measured with error due to, for example, recollection bias or social-desirability bias. Another drawback is that the labor income measure refers to the earnings during the month before the survey was conducted and not the contracted earnings when the employer hired the worker. In all datasets, I focus on the monthly salary of full-time workers aged 18–65. I exclude workers employed by public-sector firms and individuals that work without remuneration.

Figure 2 shows the fraction of monthly earnings divisible by 10, 100, and 1000 in each dataset (see Appendix Figure A2 for the entire earnings distribution). All datasets exhibit stark bunching at round numbers. For example, 96.1% of monthly earnings in the Census are divisible by 10. The corresponding figure in the Household Survey is 94.1%, in the Labor Force Survey is 96.5%, and in the Social Programs Registry is 79.2%. This provides additional evidence against the hypothesis that salaries are smoothly distributed. The fact

---

9The PNAD is a nationally-representative survey conducted annually by the National Statistics Office to measure several characteristics of the population, such as household composition, education, and income. The PME is a monthly survey conducted in six large metropolitan areas to provide frequent updates on the unemployment rate and other labor-market variables. The Census is conducted approximately every ten years to count the population in the country, but it also includes earnings information. Finally, the Social Programs Registry contains information on all beneficiaries of government programs, including their earnings.
that we do not observe such an extreme bunching in the RAIS is consistent with previous research showing that the bunching in surveys is partly driven by recollection bias from the respondent side; but it could also reflect informal-sector firms paying round-numbered salaries at a higher rate.

Taken together, the results of this section show that bunching at round numbers is a ubiquitous feature of labor markets and not just a consequence of measurement error.

4 Firm Nonstandard Behavior and Wage Bunching

This section asks if the bunching observed in the data is driven by nonstandard behavior of workers or firms. My approach consists of studying the characteristics and outcomes of firms that tend to hire workers at round numbers and assessing if these are consistent with the hypothesis that the firms that pay round numbers do so to exploit a worker bias.

4.1 Defining Bunching Firms

I begin by measuring a firm’s propensity to hire workers at round-numbered salaries. As a simple and intuitive measure, I compute the fraction of a firm’s new hires over 2003–2017 whose initial salary is a round number. I focus on hiring at salaries divisible by 10 for consistency with previous research on round-number wage bunching (e.g., Riddles et al., 2016), and show that the results below are robust to defining bunching firms using coarser salaries (e.g., those divisible by 100).

Round-number wage-setting is highly heterogeneous across firms, with many firms only hiring workers at round-numbered salaries (Appendix Figure A3). In the data, one in six firms (16.7%) only hired workers only at round salaries. I refer to these as bunching firms. This fraction is 6.1% for the subset of firms that hired at least five workers. Under a less stringent definition, the fraction of bunching firms would be higher. For instance, 33.2% [27.1%] of firms hired more than half [two-thirds] their new workers at a round salary. In Appendix Tables A1–A2, I show that the results below are robust to these alternative definitions of bunching firms. The results below are also robust to excluding small firms (i.e., firms that employ fewer than five workers) and using the yearly salary of new hires to define bunching firms (instead of the monthly salary).
4.2 The Market Outcomes of Bunching Firms

If bunching firms pay round-numbered salaries to extract surplus from behavioral workers, one ought to see the consequences reflected in better firm outcomes. To assess this, I focus on four outcomes: worker separation and resignation likelihoods during the hiring year or the following year, which I use as proxies of a poor worker-firm match; the growth rate in the firm’s size, as measured by its number of employees; and an indicator for the firm exiting the market. While I do not observe firm profit, the firm growth and survival rates are functions of realized profits.

In Table 2, I estimate regressions of the form:

$$y_{ijt} = \alpha + \beta \text{BunchingFirm}_j + \psi X_{it} + \delta Z_{jt} + \varepsilon_{ijt},$$

(1)

where subscript $i$ denotes workers, $j$ firms, and $t$ years; $y_{ijt}$ is one of the four outcomes; and BunchingFirm$_{j}$ equals one if firm $j$ hired all new employees at a round salary in the sample.

The regression includes $X_{it}$, a vector of worker characteristics (age, sex, race, and occupation); and $Z_{jt}$, a vector of fixed and time-varying firm characteristics typically associated with firm sophistication: presence of an HR department, share of employees with a high school and a college degree, educational attainment of the manager, firm mean salary, firm age, firm mean size, and firm hiring experience. I include flexible controls for hiring experience and mean firm size by including fixed effects for the number of workers hired and the mean number of workers employed (in bins), as well as linear functions of the two variables. Including these controls is important because bunching firms tend to be less sophisticated in observable characteristics (see Appendix Table A3 for mean differences in firm characteristics). $Z_{jt}$ also includes industry-by-year-by-microregion fixed effects (over 100,000 categories).^{10}

To analyze worker separation likelihood, I estimate the regressions at the worker-by-firm-by-year level. To analyze the firm growth and survival rates, I estimate the regressions at the firm-by-year level (and exclude the worker controls). I cluster the standard errors at the firm level.

Table 2 shows that bunching firms tend to have worse outcomes even after controlling for

---

^{10} A microregion is a geographical area that groups together economically integrated contiguous municipalities with similar productive structures. There are about 500 microregions in Brazil. Each of them can be thought of as a local labor market (see Dix-Carneiro and Kovak, 2017). The boundaries of these microregions are defined by the National Statistics Office of Brazil.
observable measures of firm sophistication and other firm characteristics. Columns 1 and 2 show that new hires in bunching firms are, on average, 2.9 percentage points (or 11.7%) and 0.4 percentage points (or 7.0%) more likely to separate and resign, respectively, than new hires in non-bunching firms ($p < 0.01$). Column 3 shows that bunching firms have, on average, a 3.5 percentage points lower growth rate than non-bunching firms ($p < 0.01$). Column 4 shows that bunching firms are 1.8 percentage points (or 18.2%) more likely to exit the market than non-bunching firms ($p < 0.01$). The same qualitative results hold for firms that employ at least five workers, which shows that the results are not driven by small firms (Panel B). Appendix Table A1 shows that the results are robust to alternative definitions of bunching firms.

The results are consistent with bunching firms having worse outcomes because they pay round-numbered salaries (i.e., a treatment effect explanation). For example, the higher separation likelihoods might be due to a poor worker-firm match caused by paying a non-optimal wage. Alternatively, the results can also be explained by bunching firms being less sophisticated in other unobserved dimensions, which in turn might drive the worse outcomes of bunching firms (i.e., a selection bias explanation). Since bunching firms exhibit worse outcomes, the sum of the treatment effect and the selection bias is negative. Therefore, at least one of these two terms is negative. However, this is at odds with the hypothesis that sophisticated firms pay round-numbered salaries to exploit a worker bias (see Appendix B.3). If this hypothesis were true, we should expect a positive treatment effect (exploiting a worker bias should be reflected in better firm performance) and positive selection (firms that are aware of how to exploit a worker bias should be more sophisticated in other dimensions). Consequently, these results indicate that bunching firms do not pay round salaries to exploit a worker bias.

### 4.3 Behavior of Bunching Firms in a Different Decision Environment

An important question is why so many workers are hired at round-numbered salaries. One possible reason is that firms may be uncertain about what the fully-optimal salary is and use round-numbered salaries as a simple but coarse approximation.\(^{11}\) For example, firms might be uncertain about worker productivity, which is an important determinant of the optimal salary in wage-determination models.

If bunching firms use a coarse approximation to decide how much to pay new hires,\(^{11}\)This type of simplified pricing strategies has been found in other environments (e.g. Cho and Rust, 2010, DellaVigna and Gentzkow, 2019, Stevens, 2020).
one would expect these firms to also rely on similar coarse approximations in other environments where they also face uncertainty. I use salary increases as a different domain to explore the potential use of coarse pay-setting. In this environment, firms face uncertainty about employee realized productivity. The canonical Bayesian model of wage formation predicts that a worker’s wage increase depends on her realized productivity (Jovanovic, 1979, Terviö, 2009). In contrast, coarse pricing predicts that firms decide raises relying on coarse approximations, such as integer numbers if the salary increase is measured in percentage terms or round numbers if the increase is measured in monetary units.

As a suggestive reduced-form test of coarse pricing, Table 3 shows estimates of equation (1) using two outcomes. First, a dummy that takes the value one if a new hire received a round-numbered salary increase in Brazilian Reals (e.g., R$310 as opposed to R$314). Second, a dummy that is equal to one if a new hire received an integer salary increase in percentage terms (e.g., 3% as opposed to 3.14%).

Firms that tend to hire workers at round salaries also tend to rely on coarse figures when deciding wage increases. Columns 1 and 3 show that bunching firms are 26 percentage points more likely to offer a round-numbered salary increase in Brazilian Reals (from a baseline of 20.4%, p < 0.01) and about 9 percentage points more likely to offer an integer salary increase in percent terms (from a baseline of 12.9%, p < 0.01). Column 5 shows that bunching firms are about 25 percentage points more likely to engage in either of the two behaviors (from a baseline of 26.3%, p < 0.01). The effects remain statistically significant when excluding workers whose salaries remained constant in nominal terms (columns 2, 4, and 6) and are robust to using alternative definitions of bunching firms (Appendix Table A2).

5 A Wage-Setting Model with Optimization Frictions

The evidence in Section 4 motivates the hypothesis that firm coarse wage-setting is partly behind the rounding observed in the data. To further explore this hypothesis, I build a wage-posting model in which coarse wage-setting is a consequence of optimization frictions. The goal of the model is to account for the bunching observed in the data and to generate additional testable predictions. In this section, I first review evidence from numerical cognition research to support the modeling assumptions. Next, I present a summary of the model and discuss the model’s testable predictions. Then, I describe the two research designs that I use to test the predictions and present the results.
5.1 Insights from Numerical Cognition Research

Round numbers are ubiquitous in open numerical judgments, that is, environments where individuals do not have an anchor or starting place. For example, data from contingent valuation studies often exhibit bunching at round numbers (Whynes et al., 2005). Similarly, in judging the likelihood of future events, subjects often report round-numbered probabilities (Manski and Molinari, 2010). According to numerical cognition research, this is because the mental computation cost of round numbers is low. Thus, round numbers are the first that “come to mind.” I use this insight to motivate one of the assumptions of the model, namely, that firms use a round number as an initial estimate of the worker fully-optimal salary.

Numerical cognition research also sheds light on how individuals generate more precise numerical estimates. According to prominency theory (Albers and Albers, 1983, Albers, 2001), individuals start from a round number and sequentially refine the figure by adding and subtracting smaller round numbers until they reach a satisfactory estimate. Following these insights, in the model I assume that, at some cost, firms can refine their initial estimate of the optimal salary.

A final relevant finding from cognitive psychology is that uncertainty increases individuals’ propensity to rely on round numbers. Experimental evidence by Ruud et al. (2014) shows that an exogenous increase in uncertainty about the true value of a target quantity increases round-number reporting. Similarly, Converse and Dennis (2018) show that individuals are more likely to use prominent numbers when the range of plausible values individuals can choose from is wider. Uncertain environments might induce rounding by increasing the cost of generating a more precise estimate. I use these findings to generate an additional testable prediction, namely, that firms are more likely to pay round-numbered

---

12 Consistent with this theory, Converse and Dennis (2018) show that individuals are more likely to use “prominent numbers” (a subset of the round numbers) in numerical judgments when they are induced to quickly make a judgment (i.e., an environment in which individuals had less time to refine their estimate) and when they are under a high cognitive load (i.e., an environment in which the cost of refining the estimate was presumably higher). Relatedly, Giustinelli et al. (2020) show that individuals with high cognitive ability are less likely to give round-numbered responses in expectations surveys, possibly because they have a lower cognitive cost of refining their numerical estimates.

13 The notion that it is costly to obtain more precise estimates of a target value also has parallels in mathematics and computer science. For example, improving the precision of a Taylor expansion approximation (i.e., computing more decimals) requires increasing the number of expansion terms, requiring more computational power and memory to store the additional terms.

14 For example, to improve the precision of an estimate, agents might have to scan all the possible values in that the target quantity can take. In more uncertain environments, this implies scanning more values, which increases the cost of generating a more precise estimate.
wages when they are more uncertain about the fully-optimal salary.

5.2 Summary of the Model

This section presents an abbreviated version of the model, focusing on its key assumptions and predictions. Appendix C.2 provides a complete description of the model.

In the model, monopsonistic firms decide what wage to offer to prospective workers. In the textbook formulation of the wage-posting model, firms know the marginal revenue product (MRP) of hiring an additional worker and offer a wage proportional to it. The difference between this standard wage-posting model and mine is that I depart from the assumption that firms observe worker MRP.

The model rests on two key assumptions. First, I assume that firms form an estimate of the fully-optimal salary (the salary firms would pay if they had full information) based on a coarse rounding heuristic. This assumption is supported by the research on numerical cognition reviewed above. For simplicity, I model hiring decisions around a single round number. For example, the firm might approximate the fully-optimal salary up to the nearest R$1000.\footnote{In Appendix C.3, I consider an extension where firms can approximate the fully-optimal salary with different degrees of precision.}

The second key assumption is that by paying an “optimization cost,” firms can generate a more precise estimate of the fully-optimal salary. This reduced-form cost likely reflects a range of underlying mechanisms, including information-gathering costs, attention costs, and the cost of integrating the data available.\footnote{The compensation reports sold by pay-consulting firms such as ADP or PayScale provide a market-based approach to quantifying all these costs. These reports provide advice on how much a firm should pay a prospective employee with given characteristics. Appendix Figure A4 shows an example of a compensation report. After gathering information on the prospective employee, such as job title, educational attainment, and years of experience (Panel A) these firms provide a distribution of suggested compensations (Panel B). It is noteworthy that the suggested compensations in Appendix Figure A4 are not round numbers.} I say that a worker is hired through coarse wage-setting (or through a coarse rounding heuristic) if the firm does not pay the optimization cost and instead hires the worker at the round-numbered salary.

Under these two assumptions, the market-level distribution of wages comes from a mixture of two distributions: one distribution with the same support as the distribution of fully-optimal wages and one with support on the set of round numbers. The (endogenous) mixture weight is the fraction of workers hired through coarse wage-setting, a variable denoted by $\theta$. Hence, the cross-section distribution of wages in the model exhibits bunching at round numbers. The standard wage-posting model is a special case of the model with optimization frictions, in which the optimization cost is zero (which implies $\theta = 0$).
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5.3 Predictions of the Model

In the model, firms pay the fully-optimal salary whenever the benefit of doing so exceeds the optimization cost; otherwise, they rely on the coarse rounding heuristic and pay a round-numbered salary. The comparative statics generate the following testable predictions:

**Prediction 1.** As the value of the expected gap between the coarse wage and the fully-optimal wage decreases, firms are more likely to rely on the coarse rounding heuristic and pay a round-numbered salary. This is because the profit-return to generating a more precise estimate of the fully-optimal wage is proportional to the value of this gap.

To test Prediction 1, I exploit changes in the purchasing power of gaps over time and across regions in the country. As inflation erodes the purchasing power of money, the real monetary cost of mispricing a fixed gap decreases. Intuitively, “getting the wage right” is less profitable in real terms.

**Prediction 2.** Firms with a higher optimization cost are more likely to rely on coarse wage-setting and thus pay round-numbered salaries. Intuitively, as finding the fully-optimal salary becomes costlier, firms are more likely to rely on a coarse approximation.

The firm optimization cost is unobservable. I use firm size as a rough proxy of the optimization cost. Larger firms might have a lower optimization cost because they have more experience hiring, because they are more likely to have an HR department, or because they are more likely to have structured management practices (Cornwell et al., 2019). Thus, to test Prediction 2, I compute the likelihood of offering a round-numbered salary for firms of different sizes. Using other proxies, such as the hiring experience of the firm, yields similar results.

**Prediction 3.** As uncertainty about the optimal salary increases, firms are more likely to rely on the coarse rounding heuristic and pay a round-numbered salary. Intuitively, it is costlier for firms to generate a more precise estimate of the fully-optimal salary in uncertain environments.

The source of uncertainty about the fully-optimal salary is the worker’s productivity. I use two proxies of productivity: worker experience and educational attainment. Using worker experience as a proxy of productivity is motivated by learning-on-the-job models, which posit that workers with more experience are, on average, more productive (Jovanovic, 1979). I calculate the potential experience of each worker as the worker’s age minus 18 minus the number of years spent in higher education. The second proxy of productivity is workers’ educational attainment. This measure is motivated by traditional models of human capital, which posit that workers with higher levels of educational attainment are, on average, more productive.
Appendix B.2, I show that higher values of these variables are associated with higher average earnings, suggesting that these covariates are reasonable proxies of productivity. I also show that higher values are associated with increases in earnings dispersion, suggesting that firms might face more uncertainty about the fully-optimal wage when hiring more productive workers.\footnote{The fact that the variance of wages increases with worker experience is well established in the literature (e.g., Kahn and Lange, 2014).}

5.4 Testing the Predictions of the Model

I use a bunching design and a regression design to test the model’s predictions. First, I describe each research design and then present the results.

5.4.1 Bunching Design. The first research design consists of estimating $\theta$, the fraction of workers hired through coarse rounding heuristic, for each value taken by an observable variable, such as firm size or worker educational attainment, and testing if the sign of the correlations corresponds to the model’s predictions. By definition, $\theta$ can be written as the ratio between $B$, the number of workers hired using the heuristic, and $N$, the total number of new hires:

$$\theta = \frac{B}{N}. \quad (2)$$

While $B$ is not observed in the data, it can be estimated by assuming that the excess mass of workers at round numbers in the earnings distribution represents workers hired through coarse wage-setting. To compute $\hat{B}$, it is necessary to estimate a counterfactual distribution in which there is no bunching, which I obtain using standard techniques of the bunching literature (Kleven, 2016). I describe the methodology in detail in Appendix E.

The estimated excess number of workers at round number $r$, $\hat{B}_r$, equals the difference between the number of workers earning $r$ in the actual and the counterfactual distribution, $\hat{B}_r = C_r - \hat{C}_r$. To estimate $B$, I integrate the excess mass across all round numbers:

$$\hat{B} = \sum_{r \in R} \hat{B}_r, \quad (3)$$

where $R = \left\{ w \mid w = 10k \text{ for some } k \in \mathbb{Z} \right\}$ is the set of round-numbered salaries. Finally,
I estimate $\theta$ by replacing $B$ in equation (2) for its empirical counterpart, $\hat{B}$:

$$\hat{\theta} = \frac{\hat{B}}{N} = \frac{1}{N} \sum_{r \in R} \hat{B}_r. \quad (4)$$

To test the predictions of the model, I estimate $\theta$ for different groups. For example, I calculate the excess number of workers in the distribution of college-educated workers and then compute the ratio between this estimate and the total number of college-educated workers. This ratio represents the fraction of college-educated workers that were hired through coarse wage-setting. I repeat this process for workers with only a high school diploma, etc. More generally, this procedure yields estimates of $B$ and $\theta$ for each value taken by a covariate of interest. I use this procedure to examine whether $\hat{\theta}$ is correlated with characteristics of the worker (e.g., experience or educational attainment) and the firm (e.g., size or industry).

To assess whether a decrease in the value of the gap increases coarse wage-setting (Prediction 1), I calculate the correlation between $\hat{\theta}$ (estimated for each metropolitan region-month-year triplet) and the log of the Consumer Price Index (CPI) of the corresponding region-month-year in which the worker was hired.\footnote{Metropolitan region is the most disaggregated geographical level at which CPI data is available. The Brazilian National Statistics Office collects inflation data at the monthly level for 11 metropolitan regions. Each metropolitan region is a collection of several municipalities.} I calculate the correlation after residualizing $\hat{\theta}$ and CPI by metropolitan region, month, and year fixed effects. Hence, identification mainly comes from within-region changes in the price level over time. To assess whether a lower optimization cost reduces coarse wage-setting (Prediction 2), I test for a negative correlation between $\hat{\theta}$ and firm size. This correlation is identified mainly off of cross-section variation in firm size. Under the assumption that larger firms have a lower optimization cost, we should observe a negative correlation between firm size and $\hat{\theta}$. Finally, to assess whether uncertainty increases coarse wage-setting (Prediction 3), I test for a positive correlation between $\hat{\theta}$ and new hires’ educational attainment and potential experience.

5.4.2 Regression Design. The second research design is a regression design that allows me to control for a large set of potential confounding variables, including unobserved heterogeneity at the firm level. I assume that the decision of hiring a worker at a round
number can be characterized by a linear probability model:

\[ 1 \{ w_{ijsmt} \in R \} = \pi \log \text{CPI}_{smt} + \beta_1 \text{Exp}_{it} + \beta_2 \text{Educ}_{it} + \beta_3 X_{it} + \delta \text{FirmSize}_{jt} + \gamma_j + \gamma_t + \gamma_s + \varepsilon_{ijsmt}, \]  

(5)

where the dependent variable, \( 1 \{ w_{ijsmt} \in R \} \), equals one if the contracted salary of new hire \( i \) employed by firm \( j \) in metropolitan region \( s \) during month \( m \) in year \( t \) is a round number and zero otherwise. \( \text{Exp}_{it} \) and \( \text{Educ}_{it} \) are worker \( i \)'s years of experience and educational attainment at time \( t \); \( X_{it} \) is a vector of other worker-level characteristics (gender and occupation); and \( \text{FirmSize}_{jt} \) is the (log) number of employees. Equation (5) also includes region, year, and firm fixed effects. I cluster standard errors at the firm level and normalize all covariates by their standard deviation so that their corresponding coefficients can be interpreted as partial correlations. This normalization makes the results of the regression design easier to compare to those of the bunching design.

The coefficients of equation (5) map onto the predictions of the model. To assess whether a smaller gap—in real terms—reduces coarse wage-setting (Prediction 1), I test whether \( \hat{\pi} > 0 \). To assess whether higher optimization costs increases coarse wage-setting (Prediction 2), I assess if \( \hat{\delta} < 0 \). Since equation (5) includes firm fixed effects, this coefficient is identified off of variation in the size of a given firm over time. Finally, to assess whether uncertainty about the optimal salary increases coarse wage-setting (Prediction 3), I assess if \( \hat{\beta}_1 > 0 \) and \( \hat{\beta}_2 > 0 \), namely, whether a given firm is more likely to pay round salaries when workers are more experienced and have more years of schooling.

5.4.3 Results. Table 4 shows the results. Columns 1–2 present the results of the bunching design and columns 3–4 the results of the regression design.

The first row shows the relation between hiring workers at a coarse salary and the (residualized) log CPI (Prediction 1). The bunching design shows a positive and statistically significant relationship between the fraction of workers hired through coarse wage-setting and the log CPI (\( p < 0.05 \)). Consistent with this, the regression design shows that, ceteris paribus, an increase in the inflation rate increases the likelihood of a given firm paying a round-numbered salary to new hires (\( p < 0.01 \)). This result suggest that monetary policy can affect firm wage-optimization behavior by affecting the price level and thus the benefit of fully optimizing with respect to wages.

The second row displays the relation between hiring workers at a coarse salary and the proxy for firm optimization cost, firm size (Prediction 2). The bunching design shows there
is a negative correlation between firm size and the likelihood of hiring workers through a coarse wage-setting \( (p < 0.01) \). Analogously, the regression design shows that as firms grow larger in size, they become less likely to hire workers at round-numbered salaries \( (p < 0.01) \).

The third and fourth rows show the relation between hiring workers through coarse wage-setting and the two proxies of uncertainty about worker productivity (Prediction 3). The patterns are similar regardless of the proxy used. As worker experience and educational attainment increases, the likelihood of relying on coarse salaries increases \( (p < 0.10 \text{ and } p < 0.01, \text{ respectively}) \). Consistent with this, a given firm is more likely to hire workers at a round-numbered salary if they have more experience and a higher educational attainment \( (p < 0.01 \text{ in both cases}) \).

A possible concern is that some of the correlations might be partly driven by the fact that firms that tend to hire workers at round-numbered salaries are more likely to exit the market. This type of selective attrition could explain the negative association between firm size and use of coarse wage-setting. To deal with this, in columns 2 and 4 of Table 4, I re-estimate all the specifications using a fixed sample of firms that I observe in all 15 years of the data. By construction, this sample avoids the problem of differential attrition between different types of firms. Overall, the coefficients are similar to the baseline results, albeit in some cases, the magnitudes are smaller.

As an additional robustness test, in Appendix Table A4, I test the model’s predictions using alternative measures of the dependent variable. Instead of using all round-numbered salaries, I measure the dependent variable using salaries divisible by 100 (Panel A) or divisible by 1000 (Panel B). The results are remarkably consistent across specifications. For example, the correlation between the fraction of workers hired through coarse wage-setting and worker educational attainment is 0.88 in the baseline specification, compared to 0.80 when using salaries divisible by 100, and 0.73 when using salaries divisible by 1000.

In summary, I find evidence in support of the three predictions of the model using two different research designs. This provides evidence that some of the bunching at round numbers observed in the data is due to coarse wage-setting. In Appendix F, I test if several alternative explanations are compatible with the bunching observed in the data and the stylized facts documented in this section. The alternative explanations that I discuss are: worker left-digit bias, focal points in wage bargaining, fairness concerns, round wages as a signal of job quality, and changes in marginal tax rates. While some of these explanations have explanatory power in accounting for the bunching, I argue that none of them can
provide a cohesive account of the entire pattern of results.

6 Implications for Other Economic Outcomes

In this section, I explore some of the downstream consequences of firm coarse wage-setting for important economic outcomes.

6.1 Within-Firm Wage Inequality

Understanding the drivers of wage inequality is an important research agenda in public and labor economics. Previous research has found that firm wage-setting policies influence wage inequality (Card et al., 2018). Hence, one might expect firm coarse wage-setting to affect wage dispersion among new hires. To assess this, I estimate equation (1) using as outcomes the Gini coefficient and ratios between the contracted salary at the 90th and 10th percentile, 90th and 50th percentile, and 50th and 10th percentile. Since equation (1) includes fixed effects for the number of workers hired, the research design compares the within-firm wage inequality of two firms that hired the same number of workers using a different decision rule to determine their initial pay.

Figure 3 shows that coarse wage-setting tends to compress wage differentials among new hires (see Appendix Table A5 for the corresponding regression coefficients). The average Gini coefficient among non-bunching firms is 0.10 (Panel A). Bunching decreases the Gini coefficient by 0.9 percent of a Gini point (or 9% of the baseline value). The decline in overall wage inequality is driven by mostly top-end and mid-end inequality (Panel B). The ratio between the 90th and 10th percentile is, on average, 3.0% lower (from a baseline ratio of 1.67) in bunching firms relative to the rest of the firms. Similarly, bunching firms have, on

20 Ex-ante, the direction is ambiguous. To see this, consider a firm that pays workers their fully-optimal salary rounded to the nearest 1000th deciding the wages of two new hires. If the workers’ fully-optimal salaries are R$700 and R$1400, but the firm pays both of them R$1000, then the coarse pricing generates wage compression. Instead, if the first worker’s fully-optimal salary is R$1700, the paid salaries would be R$2000 and R$1000, respectively. In this case, the coarse wage-setting increases wage dispersion.

21 The Gini measures overall inequality in the contracted salary distribution, while the ratios measure inequality at different parts of the distribution (e.g., top-end or low-end inequality, see Lemieux, 2008).

22 By country standards, this is a very low level of inequality. The most egalitarian countries in the world—typically, the Nordic countries—have a Gini coefficient on the order of 0.25. There are two reasons that might explain the difference in magnitudes. First, the Gini is not strictly comparable since country-level inequality is usually measured using household consumption per capita as welfare measure, whereas I compute the Gini using worker salary. Second, I calculate the Gini among new hires of a given firm, which is likely a more homogeneous population than the overall population of a country.

23 To put this magnitude in perspective, this effect is equivalent to 5% of the difference between the US Gini (≃ 0.41) and the Gini of the Nordic countries (≃ 0.25).
average, a 2.9% lower 90th to 50th percentile ratio and a 0.8% lower 50th to 10th percentile ratio than non-bunching firms (from baseline ratios of 1.36 and 1.20, respectively). These effects are robust to excluding firms that employ fewer than five workers (Appendix Figure A5).

6.2 Nominal Wage Rigidity

Nominal wage stickiness is an important phenomenon as it influences the effects of monetary policy (Barattieri et al., 2014). Previous work has documented that behavioral considerations such as inertia (Eichenbaum et al., 2011), managerial inattention (Ellison et al., 2018), and fairness norms (Kaur, 2019) influence nominal rigidities. Coarse wage-setting might contribute to wage rigidity if it makes firms less likely to change the initial wage of their new hires. To assess this, I estimate equation (1) using as the dependent variable a dummy that equals one if the nominal salary of a new hire remained constant in nominal terms during the year following the hiring and zero otherwise.

The initial salaries of bunching firms’ workers tend to be stickier (Figure 3, Panel C). From a baseline of 5.7%, workers employed by bunching firms have an eight percentage point increase in the probability of experiencing no salary change. Thus, relative to new hires of non-bunching firms, those employed by bunching firms are more than twice as likely to exhibit nominal wage stickiness. This effect is robust to excluding small firms (Appendix Figure A5).

6.3 Minimum Wage Spillovers

Dube et al. (2020) hypothesize that, in the presence of firms that pay round-numbered wages, a change in the minimum wage could generate a novel spillover effect if the new minimum wage crosses a round number. Intuitively, a change in the minimum wage might cause firms that initially pay a round-numbered wage to fully optimize. However, their data does not allow them to test this hypothesis. In my data, I observe hiring decisions under 15 different federal minimum salaries—seven of which are round numbers. I also observe the year $t + 1$ salary of workers hired in year $t$, which allows me to assess the importance of this potential spillover effect.

I describe the methodology and results in detail in Appendix G. In short, using a differences-in-differences approach comparing salaries directly affected by the change in the minimum salary and those not directly affected by it, I find that an increase in the minimum salary decreases the share of round-numbered salaries by 5.4 percentage points.
(or 11.3%). This finding suggests that changes in the minimum wage can have sizable spillover effects on firm wage-optimization behavior.

7 Conclusion

Wage-setting is a challenging problem. To estimate the fully-optimal wage prescribed by economic models, a firm needs substantial information, including an estimate of the worker’s contribution to the firm. Most workers have multiple goals and have no measured output, which makes productivity hard to estimate. This paper posits that the stark bunching at round numbers in the earnings distribution partly reflects the challenges associated with optimal labor pricing. In the data, millions of workers are hired at round-numbered salaries—a behavior that cannot be accommodated by existing wages-setting models. The evidence presented in this paper indicates that this behavior is in part due to firms engaging in a coarse wage-setting.

An important unresolved question is whether the coarse wage-setting is suboptimal. While the negative outcomes that bunching firms experience suggest so, I cannot establish firm misoptimization with certainty. This is because optimal labor pricing might be costly. If these costs are large, offering a coarse wage might lead to better outcomes. Nonetheless, the findings have intrinsic value for understanding how firms set wages. Coarse wage-setting also has consequences for wage inequality, nominal wage rigidity, and it interacts with policies that affect the wage distribution.

Future work could also explore the extent to which rounding reflects the quality of management practices. Management quality is often not available in traditional datasets (the World Management Survey is a notable exception, see Bloom and Van Reenen, 2007). If coarse pricing partly reflects how human resources are managed at the firm, researchers could use the type of salaries offered to new hires as a proxy for overall HR management quality.
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Figures and Tables

Figure 1: Bunching at round numbers in the salary distribution

Panel A. Distribution of contracted earnings in R$1 bins

Panel B. Fraction of salaries divisible by round numbers: observed vs. uniform

Notes: Panel A shows the distribution of contracted salaries in the new-hires sample pooling all the years over 2003–2017. To construct this figure, I group workers in R$1 bins and count the number of workers in each bin. Workers whose contracted salary is a round number are denoted with colored markers. The figure only displays workers with earnings above the minimum wage and below R$3500 (which corresponds roughly to the 99th percentile of the distribution of earnings above the minimum wage). As a reference, the average exchange rate between the Brazilian Real and the US dollar in the sample is 2.45 Brazilian Reals for one US dollar.

Panel B shows the fraction of contracted salaries divisible by 10, 100, and 1000 in the new-hires sample (blue bars) and the fraction that would be observed if the distribution of the last digits of salaries were uniform (red bars). The figure excludes workers hired at the minimum wage. See Appendix D for the sample restrictions.
Figure 2: Fraction of salaries divisible by round numbers in four Brazilian datasets

Notes: This figure shows the fraction of monthly salaries divisible by 10, 100, and 1000 observed in four datasets. The datasets are the 2013 Brazilian Household Survey (Pesquisa Nacional por Amostra de Domicílios, abbreviated PNAD), the 2013 Brazilian Labor Force Survey (Pesquisa Mensal de Emprego, abbreviated PME), the 2010 Brazilian Population Census (Censo Demográfico) and the 2013 Social Programs Registry of Individuals (Cadastro Único). The sample consists of full-time employed workers aged 18–65. I exclude workers employed by public-sector firms and individuals that work without remuneration.
Figure 3: Wage compression and wage stickiness in the salaries of new hires

Panel A. Outcome: Gini coefficient

Panel B. Outcome: Percentiles ratios

Panel C. Outcome: Initial wage remained constant in nominal terms

Notes: Blue bars plot the average value of the variable listed in the panel title for non-bunching firms. Red bars plot the sum of this average and the estimated bunching firm effect (i.e., the estimated $\hat{\beta}$ from equation (2)). To calculate the effect of bunching firms on each outcome, I estimate equation (2) at the firm level using as the dependent variable one of the four measures of inequality or the measure of wage stickiness. In addition to the bunching firm dummy, the regressions control for: firm age, share of employees with completed high school, share of employees with completed college, educational attainment of the firm manager, a dummy for having a human resources department, the mean earnings of the firm employees, firm size (linearly and bins fixed effects), number of hires (linearly and bins fixed effects), and industry-by-microregion fixed effects. The wage inequality regressions are estimated at the firm-level for firms that hired at least two workers in the sample. The wage rigidity regressions are estimated at the worker-by-firm-by-year level and additionally control for worker gender, race, and occupation. The vertical lines denote the 95% confidence interval on the bunching firm dummy using heteroskedasticity-robust standard errors clustered at the firm level.
Table 1: Summary statistics on workers in the RAIS, new-hires sample, and firm random sample during 2013

|                  | RAIS (1) | New-hires sample (2) | Firm random sample (3) |
|------------------|----------|----------------------|------------------------|
| **Panel A. Worker characteristics** |          |                      |                        |
| Average age      | 34.89    | 30.71                | 33.10                  |
| Male (%)         | 57.15    | 61.58                | 61.01                  |
| White (%)        | 58.88    | 54.78                | 57.74                  |
| Elementary or less (%) | 33.02  | 36.21                | 35.88                  |
| High School complete (%) | 51.22 | 57.82                | 55.10                  |
| University complete (%) | 15.76 | 5.96                 | 9.02                   |
| **Panel B. Earnings** |          |                      |                        |
| Mean monthly salary (R$) | 1967.49 | 1279.75              | 1674.98                |
| Median monthly salary (R$) | 1161.39 | 991.97               | 1081.14                |
| % of mean earnings divisible by 10 | 3.45   | 6.30                 | 3.78                   |
| % of mean earnings divisible by 100 | 1.77   | 3.36                 | 1.89                   |
| % of mean earnings divisible by 1000 | 0.39  | 0.74                 | 0.40                   |
| % of contracted earnings divisible by 10 | 19.50 | 28.14                | 22.47                  |
| % of contracted earnings divisible by 100 | 8.35   | 12.98                | 9.40                   |
| % of contracted earnings divisible by 1000 | 1.73   | 2.78                 | 1.92                   |
| **Panel C. Industry** |          |                      |                        |
| Construction and utilities (%) | 13.55  | 19.39                | 17.78                  |
| Manufacturing (%) | 13.65    | 15.67                | 17.88                  |
| Primary sector (%) | 4.08    | 2.81                 | 2.73                   |
| Retail (%)       | 26.22    | 35.33                | 35.85                  |
| Services (%)     | 42.50    | 26.79                | 25.75                  |
| **Panel D. Region** |          |                      |                        |
| Midwest (%)      | 9.34     | 9.50                 | 8.17                   |
| North (%)        | 5.54     | 4.95                 | 4.87                   |
| Northeast (%)    | 17.78    | 15.51                | 16.17                  |
| South (%)        | 17.07    | 18.22                | 17.73                  |
| Southeast (%)    | 50.27    | 51.81                | 53.06                  |
| **Sample size**  | 67,344,716 | 19,457,108           | 4,864,176              |

Notes: This table shows summary statistics on workers in the Relação Anual de Informações Sociais (RAIS), the new-hires sample, and the firm random sample, all during 2013. Earnings are expressed in Brazilian Reais (R$). The average exchange rate between the Brazilian Real and the US dollar during 2013 is 2.16 Brazilian Reals for one US dollar.
Table 2: The outcomes of firms that tend to hire workers at round numbers

| Dependent variable: | New hire separated | New hire resigned | Firm job growth rate | Firm left market |
|---------------------|--------------------|-------------------|----------------------|-----------------|
| (1)                 | (2)                | (3)               | (4)                  |
| **Panel A. All firms** |                    |                   |                      |
| Bunching firm       | 0.029***           | 0.004***          | -0.035***            | 0.018***        |
| (0.003)             | (0.001)            | (0.001)           | (0.001)              |
| Dep. Var. Mean      | 0.247              | 0.057             | -0.025               | 0.099           |
| N                   | 3,582,121          | 3,582,121         | 2,748,874            | 2,748,874       |
| **Panel B. Firms with at least five workers** |                    |                   |                      |
| Bunching firm       | 0.043***           | 0.006*            | -0.045***            | 0.021***        |
| (0.010)             | (0.004)            | (0.007)           | (0.003)              |
| Dep. Var. Mean      | 0.248              | 0.060             | 0.036                | 0.031           |
| N                   | 2,809,910          | 2,809,910         | 967,288              | 967,288         |

Notes: This table displays the coefficient on BunchingFirm, a variable takes the value one if firm j hired all new employees at a round-numbered salary in the sample.

I estimate the regressions in columns 1 and 2 at the worker-by-firm-by-year level and the ones in columns 3 and 4 at the firm-by-year level. The regressions control for: firm age, share of employees with completed high school, share of employees with completed college, educational attainment of the firm manager, a dummy for having a human resources department, the mean earnings of the firm employees, firm size (linearly and bins fixed effects), number of hires (linearly and bins fixed effects), and industry-by-microregion-by-year fixed effects. The specifications in columns 1 and 2 additionally control for worker gender, race, and occupation. I use the firm random sample to estimate the regressions.

Each column shows the result of a regression using the dependent variable listed in the column header.

In column 1, the outcome is a dummy that takes the value one if a new hire separated from the firm during the year she was hired (year $t$) or the following year (year $t+1$), and zero if the new hire did not separate. Column 2 is defined analogously but using worker resignation instead of separation. In column 3, the dependent variable is the percent change in the number of workers employed between $t$ and $t+1$. In column 4, the outcome is a dummy that takes the value one if the firm had zero active workers at the end of the year and zero otherwise.

Panel A shows the results using all firms that hired at least one worker during the sample. Panel B conditions on firms employing at least five workers. Heteroskedasticity-robust standard errors clustered at the firm level in parentheses. ***, ** and * denote significance at 10%, 5% and 1% levels, respectively.
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Table 3: The use of round-numbered salaries across decision environments

| Dependent variable: | Salary increase in R$ is a round number | Salary increase in % is an integer | Either a round number or an integer |
|---------------------|----------------------------------------|----------------------------------|-----------------------------------|
|                     | (1)                                    | (2)                              | (3)                               | (4)                               | (5)                               | (6)                               |
| Panel A. All firms  |                                        |                                  |                                   |                                   |                                   |                                   |
| Bunching firm       | 0.259***                               | 0.239***                         | 0.093***                          | 0.028***                          | 0.249***                          | 0.234***                          |
|                     | (0.005)                                | (0.005)                          | (0.004)                           | (0.003)                           | (0.005)                           | (0.005)                           |
| Dep. Var. Mean      | 0.204                                  | 0.156                            | 0.129                             | 0.077                             | 0.263                             | 0.218                             |
| N                   | 948,590                                | 892,960                          | 948,590                           | 892,960                           | 948,590                           | 892,960                           |
| Excl. zero growth   | No                                     | Yes                              | No                                | Yes                               | No                                | Yes                               |
| Panel B. Firms with at least five workers |                                  |                                   |                                   |                                   |                                   |                                   |
| Bunching firm       | 0.334***                               | 0.316***                         | 0.068***                          | −0.009                            | 0.300***                          | 0.283***                          |
|                     | (0.020)                                | (0.021)                          | (0.013)                           | (0.007)                           | (0.020)                           | (0.021)                           |
| Dep. Var. Mean      | 0.181                                  | 0.143                            | 0.118                             | 0.078                             | 0.242                             | 0.207                             |
| N                   | 742,373                                | 708,501                          | 742,373                           | 708,501                           | 742,373                           | 708,501                           |
| Excl. zero growth   | No                                     | Yes                              | No                                | Yes                               | No                                | Yes                               |

Notes: This table displays the coefficient on BunchingFirm, a variable takes the value one if firm $j$ hired all new employees at a round salary during the sample, estimated using equation (2). In addition to the bunching firm dummy, the regressions control for: worker gender, worker race, worker occupation, firm age, share of employees with completed high school, share of employees with completed college, educational attainment of the firm manager, a dummy that takes the value one if the firm has a human resources department, the median earnings of the firm employees, firm size (linearly and bins fixed effects), number of hires (linearly and bins fixed effects), microregion fixed effects, and industry-by-microregion-by-year fixed effects. I use the firm random sample to estimate the regressions.

Each column shows the result using a different dependent variable. In columns 1 and 2, the outcome is a dummy that takes the value one if the change in worker’s $i$’s wage between $t$ and $t+1$ measured in Brazilian Reals is a round number and zero otherwise. In column 3 and 4, the outcome is a dummy that takes the value one if the percent change between $t$ and $t+1$ of worker $i$’s wage is an integer and zero otherwise. In columns 5 and 6, the outcome takes the value one if either the absolute wage change is a round number or the percent change is an integer and zero otherwise. I estimate the regressions on the sample of firms’ new hires that remain employed during the year following their hiring. Even columns exclude new hires whose salary did not change in nominal terms.

Panel A shows the results using all firms that hired at least one worker during the sample. Panel B conditions on firms employing at least five workers. Heteroskedasticity-robust standard errors clustered at the firm level in parentheses. ***, ** and * denote significance at 10%, 5% and 1% levels, respectively.
Table 4: Testing the predictions of the model

| Dependent variable                                                                 | (1)    | (2)    | (3)    | (4)    |
|-------------------------------------------------------------------------------------|--------|--------|--------|--------|
| Fraction of workers hired through coarse wage-setting ($\hat{\theta}$)             | 0.089**| 0.117***| 0.402***| 0.322***|
|                                      | (0.035) | (0.035) | (0.004) | (0.006) |
| Dummy for hiring a worker at a round number ($1\{w_i \in R\}$)                    | −0.994***| −0.944***| −0.035***| −0.073***|
|                                      | (0.047) | (0.138) | (0.001) | (0.002) |
| Consumer Price Index (logs)                                                        | 0.446* | −0.075 | 0.026***| 0.021***|
|                                      | (0.217) | (0.291) | (0.000) | (0.001) |
| Firm size                                                                          | 0.883***| 0.908***| 0.041***| 0.040***|
|                                      | (0.199) | (0.166) | (0.000) | (0.001) |
| Worker Potential experience                                                       |        |        |        |        |
| Worker Educational attainment                                                      |        |        |        |        |
| Fixed firm sample?                                                                 | No     | Yes    | No     | Yes    |

Notes: This table shows linear correlations between the covariate listed in the row header and the outcome listed in the column header. In columns 1–2, the dependent variable is the fraction of workers hired at a coarse wage, $\hat{\theta}$. In columns 3–4, the dependent variable is a dummy that equals one for workers hired at a round-numbered salary ($1\{w_i \in R\}$). Heteroskedasticity-robust standard errors in parentheses. ***, ** and * denote significance at 10%, 5% and 1% levels, respectively.
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Figure A1: Distribution of the last digits of new hires’ contracted salaries

Panel A. Last two digits

Panel B. Last three digits

Notes: Panel A shows the distribution of the last two digits of contracted earnings (in R$1 bins) in the new-hires sample. Panel B shows the distribution of the last three digits (conditional on the salary having more than three digits).
Figure A2: Distribution of monthly earnings in four Brazilian datasets

Panel A. Household Survey (PNAD)  
Panel B. Labor Force Survey (PME)  
Panel C. Population Census  
Panel D. Social Programs Registry

Notes: This figure shows the distribution of monthly earnings in the dataset listed in the panel title. The datasets are the 2013 Brazilian Household Survey (Pesquisa Nacional por Amostra de Domicílios, abbreviated PNAD), the 2013 Brazilian Labor Force Survey (Pesquisa Mensal de Emprego, abbreviated PME), the 2010 Brazilian Population Census (Censo Demográfico) and the 2013 Social Programs Registry of Individuals (Cadastro Único). I focus on the monthly earnings of full-time employed workers aged 18–65. I exclude workers employed by public-sector firms and individuals that work without remuneration.
Figure A3: Histogram of the share of workers in each firm hired at a round salary

Panel A. All firms

Panel B. Firms that hired five or more workers in the sample

Notes: These figures show a histogram of the share of workers in each firm hired at a round-numbered salary in the firm random sample. Panel A shows the histogram for all firms. Panel B shows the histogram for the subset of firms that hired at least five workers during 2003–2017.
Figure A4: Compensation report for an economist in Ithaca, NY, USA

Panel A. Factors that affect the compensation report

Panel B. Suggested compensation

Notes: This figure shows a compensation report provided by the firm PayScale, based on a query by the author. These compensation reports are advertised as the right pay for a prospective candidate.
Figure A5: Wage compression and wage stickiness in the salaries of large firms’ new hires

Panel A. Outcome: Gini coefficient

Panel B. Outcome: Percentiles ratios

Panel C. Outcome: Initial wage remained constant in nominal terms ratios

Notes: This figure is analogous to Figure 3, but the estimates are conditional on firms who employ more than five workers (on average across all years). See the notes to Figure 3 for details on how the figure is constructed, the set of control variables, the definition of the dependent variables, and sample restrictions.
Table A1: Robustness of firm market outcomes regressions

| Panel A. Bunching firm equals one if firm hired all workers at a round number (baseline) | New hire separated | New hire resigned | Firm job growth rate | Firm left market |
|---------------------------------------------|-------------------|-------------------|---------------------|------------------|
| Bunching firm                              | 0.029***          | 0.004***          | -0.035***           | 0.018***         |
| Mean Dep. Var.                              | 0.247             | 0.057             | -0.025              | 0.099            |
| N                                           | 3,582,121         | 3,582,121         | 2,748,874           | 2,748,874        |

| Panel B. Bunching firm equals one if firm hired all workers at salaries divisible by 100 | New hire separated | New hire resigned | Firm job growth rate | Firm left market |
|---------------------------------------------|-------------------|-------------------|---------------------|------------------|
| Bunching firm                              | 0.012***          | 0.000             | -0.020***           | 0.011***         |
| Mean Dep. Var.                              | 0.247             | 0.057             | -0.025              | 0.099            |
| N                                           | 3,582,112         | 3,582,112         | 2,748,880           | 2,748,880        |

| Panel C. Bunching firm equals one if firm hired over 1/2 workers at a round number | New hire separated | New hire resigned | Firm job growth rate | Firm left market |
|---------------------------------------------|-------------------|-------------------|---------------------|------------------|
| Bunching firm                              | 0.011***          | 0.002             | -0.006***           | 0.004***         |
| Mean Dep. Var.                              | 0.247             | 0.057             | -0.025              | 0.099            |
| N                                           | 3,582,121         | 3,582,121         | 2,748,874           | 2,748,874        |

| Panel D. Bunching firm equals one if firm hired over 2/3 workers at a round number | New hire separated | New hire resigned | Firm job growth rate | Firm left market |
|---------------------------------------------|-------------------|-------------------|---------------------|------------------|
| Bunching firm                              | 0.020***          | 0.004**           | -0.013***           | 0.008***         |
| Mean Dep. Var.                              | 0.247             | 0.057             | -0.025              | 0.099            |
| N                                           | 3,582,121         | 3,582,121         | 2,748,874           | 2,748,874        |

| Panel E. Bunching firm dummy defined using yearly salaries | New hire separated | New hire resigned | Firm job growth rate | Firm left market |
|---------------------------------------------|-------------------|-------------------|---------------------|------------------|
| Bunching firm                              | 0.033***          | 0.005***          | -0.039***           | 0.020***         |
| Mean Dep. Var.                              | 0.247             | 0.057             | -0.025              | 0.099            |
| N                                           | 3,582,121         | 3,582,121         | 2,748,874           | 2,748,874        |

| Panel F. Excluding small firms (with five or fewer workers) | New hire separated | New hire resigned | Firm job growth rate | Firm left market |
|---------------------------------------------|-------------------|-------------------|---------------------|------------------|
| Bunching firm                              | 0.043***          | 0.006*            | -0.045***           | 0.021***         |
| Mean Dep. Var.                              | 0.248             | 0.060             | 0.036               | 0.031            |
| N                                           | 2,809,910         | 2,809,910         | 967,288             | 967,288          |

Notes: This table displays estimates of the effect of bunching firm on firm outcomes, using alternative definitions of bunching firms. See notes to Table 2 for the list of controls and variable definitions. Heteroskedasticity-robust standard errors clustered at the firm level in parentheses. ***, ** and * denote significance at 10%, 5% and 1% levels, respectively.
Table A2: Robustness of coarse pay-setting across decision environments

|                             | Salary increase in R$ is a round number | Salary increase in % is an integer | Either a round number or an integer |
|-----------------------------|-----------------------------------------|-----------------------------------|-----------------------------------|
|                             | (1) (2)                                 | (3) (4)                           | (5) (6)                           |
| **Panel A. Bunching firm equals one if firm hired all workers at a round number (baseline)** |
| Bunching firm               | 0.259*** (0.005)                        | 0.093*** (0.004)                  | 0.249*** (0.005)                  |
| Dep. Var. Mean             | 0.204                                   | 0.129                             | 0.263                             |
| N                           | 948,590 989,690                         | 948,590 892,960                   | 948,590 892,960                   |
| **Panel B. Bunching firm equals one if firm hired all workers at salaries divisible by 100** |
| Bunching firm               | 0.233*** (0.008)                        | 0.174*** (0.008)                  | 0.230*** (0.008)                  |
| Mean Dep. Var.             | 0.204                                   | 0.129                             | 0.263                             |
| N                           | 948,585 892,955                         | 948,585 892,955                   | 948,585 892,955                   |
| **Panel C. Bunching firm equals one if firm hired over 1/2 workers at a round number** |
| Bunching firm               | 0.211*** (0.006)                        | 0.058*** (0.002)                  | 0.215*** (0.006)                  |
| Dep. Var. Mean             | 0.204                                   | 0.129                             | 0.263                             |
| N                           | 948,590 892,960                         | 948,590 892,960                   | 948,590 892,960                   |
| **Panel D. Bunching firm equals one if firm hired over 2/3 workers at a round number** |
| Bunching firm               | 0.268*** (0.008)                        | 0.074*** (0.003)                  | 0.258*** (0.007)                  |
| Dep. Var. Mean             | 0.204                                   | 0.129                             | 0.263                             |
| N                           | 948,590 892,960                         | 948,590 892,960                   | 948,590 892,960                   |
| **Panel E. Bunching firm dummy defined using yearly salaries** |
| Bunching firm               | 0.223*** (0.004)                        | 0.060*** (0.002)                  | 0.211*** (0.004)                  |
| Dep. Var. Mean             | 0.204                                   | 0.129                             | 0.263                             |
| N                           | 948,590 892,960                         | 948,590 892,960                   | 948,590 892,960                   |
| **Panel F. Excluding small firms (with five or fewer workers)** |
| Bunching firm               | 0.334*** (0.020)                        | 0.068*** (0.013)                  | 0.300*** (0.020)                  |
| Dep. Var. Mean             | 0.181                                   | 0.118                             | 0.242                             |
| N                           | 742,373 708,501                         | 742,373 708,501                   | 742,373 708,501                   |
| Excl. zero growth          | No                                      | Yes                               | No                                |

Notes: This table displays estimates of the effect of bunching firm on firm propensity to pay round-numbered salary increases, using alternative definitions of bunching firms. See notes to Table 3 for the list of controls and variable definitions. I estimate the regressions on the sample of firms new hires that remain employed during the year following their hiring. Even columns exclude new hires whose salary did not change in nominal terms. Heteroskedasticity-robust standard errors clustered at the firm level in parentheses. ***, ** and * denote significance at 10%, 5% and 1% levels, respectively.
Table A3: The characteristics of bunching firms

|                                | All firms                  | Large firms                 |
|--------------------------------|----------------------------|-----------------------------|
|                                | Non-bunching | Bunching | Difference | Non-bunching | Bunching | Difference |
|                                | (1)          | (2)      | (3)        | (4)          | (5)      | (6)        |
| Hiring experience (logs)       | 2.535        | 1.286    | −1.249***  | 4.053        | 2.868    | −1.184***  |
|                               |              |          | (0.003)    |              |          | (0.018)    |
| Firm size (logs)              | 1.214        | 0.383    | −0.824***  | 2.618        | 2.258    | −0.360***  |
|                               |              |          | (0.002)    |              |          | (0.009)    |
| Firm age (years)              | 5.222        | 2.479    | −2.743***  | 8.061        | 4.419    | −3.642***  |
|                               |              |          | (0.015)    |              |          | (0.106)    |
| Has an HR department          | 0.071        | 0.023    | −0.048***  | 0.188        | 0.086    | −0.102***  |
|                               |              |          | (0.001)    |              |          | (0.005)    |
| Education manager             | 6.623        | 6.552    | −0.071***  | 6.828        | 6.514    | −0.313***  |
|                               |              |          | (0.005)    |              |          | (0.026)    |
| Average salary (logs)         | 6.523        | 6.454    | −0.605***  | 6.693        | 6.545    | −0.219***  |
|                               |              |          | (0.007)    |              |          | (0.015)    |

Notes: This table shows average firm characteristics of bunching firms and non-bunching firms. I define bunching firms as firms that hired all new hires at a round-numbered salary in the sample. Large firms are those who employ, on average, more than five workers in the sample. Heteroskedasticity-robust standard errors clustered at the firm level in parentheses. ***, ** and * denote significance at 10%, 5% and 1% levels, respectively.
Table A4: Testing the predictions of the model using alternative measures of coarse salaries

| Panel A. Dependent variable is calculated using salaries divisible by 100 | Fraction of workers hired through coarse wage-setting (\(\hat{\theta}\)) | Dummy for hiring a worker at a round number (\(1\{w_i \in R\}\)) |
| --- | --- | --- |
| (1) | (2) | (3) | (4) |
| Consumer Price Index (logs) | 0.100** | 0.137*** | 0.475*** | 0.397*** |
| | (0.049) | (0.046) | (0.004) | (0.005) |
| Firm size | −0.989*** | −0.922*** | −0.063*** | −0.069*** |
| | (0.076) | (0.175) | (0.001) | (0.002) |
| Worker Potential experience | 0.908*** | 0.886*** | 0.043*** | 0.037*** |
| | (0.172) | (0.170) | (0.000) | (0.001) |
| Worker Educational attainment | 0.808** | 0.810** | 0.077*** | 0.074*** |
| | (0.260) | (0.256) | (0.000) | (0.001) |

| Panel B. Dependent variable is calculated using salaries divisible by 1000 | Fraction of workers hired through coarse wage-setting (\(\hat{\theta}\)) | Dummy for hiring a worker at a round number (\(1\{w_i \in R\}\)) |
| --- | --- | --- |
| (1) | (2) | (3) | (4) |
| Consumer Price Index (logs) | 0.102** | 0.088** | 0.210*** | 0.188*** |
| | (0.044) | (0.042) | (0.004) | (0.006) |
| Firm size | −0.977*** | −0.538 | −0.035*** | −0.049*** |
| | (0.088) | (0.417) | (0.001) | (0.002) |
| Worker Potential experience | 0.947*** | 0.958*** | 0.035*** | 0.033*** |
| | (0.128) | (0.110) | (0.000) | (0.001) |
| Worker Educational attainment | 0.737* | 0.733* | 0.059*** | 0.058*** |
| | (0.323) | (0.326) | (0.000) | (0.001) |

| Fixed firm sample? | No | Yes | No | Yes |

Notes: This table shows linear correlations between the covariate listed in the row header and the outcome listed in the column header. In columns 1–2, the dependent variable is the fraction of workers hired at a coarse wage, \(\hat{\theta}\). In columns 3–4, the dependent variable is a dummy that equals one for workers hired at a round-numbered salary (\(1\{w_i \in R\}\)). Heteroskedasticity-robust standard errors in parentheses. ***, ** and * denote significance at 10%, 5% and 1% levels, respectively.
Table A5: Wage compression among new hires of bunching firms

|                  | Gini (1) | 90th to 10th (2) | 90th to 50th (3) | 50th to 10th (4) |
|------------------|----------|------------------|------------------|------------------|
| **Panel A. All firms** |          |                  |                  |                  |
| Bunching firm    | −0.009*** | −0.064***        | −0.040***        | −0.016***        |
|                  | (0.000)   | (0.003)          | (0.002)          | (0.001)          |
| Dep. Var. Mean   | 0.094     | 1.640            | 1.341            | 1.197            |
| N                | 466,482   | 466,482          | 466,482          | 466,482          |
| **Panel B. Firms with at least five workers** |          |                  |                  |                  |
| Bunching firm    | −0.016*** | −0.087***        | −0.066***        | −0.017***        |
|                  | (0.002)   | (0.005)          | (0.016)          | (0.009)          |
| Dep. Var. Mean   | 0.133     | 1.863            | 1.466            | 1.247            |
| N                | 131,878   | 131,878          | 131,878          | 131,878          |

Notes: This table displays the coefficient on Bunching firm, a variable takes the value one if firm hired all new employees at a round-numbered salary in the sample, estimated using equation (2). In addition to the bunching firm dummy, the regressions control for: firm age, share of employees with completed high school, share of employees with completed college, educational attainment of the firm manager, a dummy for having a human resources department, the mean earnings of the firm employees, firm size (linearly and bins fixed effects), number of hires (linearly and bins fixed effects), and industry-by-microregion fixed effects.

Each column shows the results using a different dependent variable. In column 1, the dependent variable is the Gini coefficient. In column 2, the ratio between the 90th and 10th percentiles of the contracted salary distribution among all the new hires in each firm. In column 3, the ratio between the 90th and the 50th percentiles. In column 4, the ratio between the 50th and 10th percentiles. I calculate these measures for firms in the firm random sample that hired at least two workers. Heteroskedasticity-robust standard errors clustered at the firm level in parentheses. *** , ** and * denote significance at 10%, 5% and 1% levels, respectively.
B Empirical Appendix

B.1 Informality in Brazilian Labor Markets

International organizations define informality in two main ways. Under the legal definition, a worker is considered to be employed by the informal sector if she does not have the right to a pension when retired. Under the productive definition, a worker is considered informal if (i) she is a salaried worker in a small firm (i.e., a firm that employs fewer than five workers), (ii) a non-professional self-employed, or (iii) a zero-income worker. The share of salaried workers in informal jobs in Brazil during 2015 was 22.4% under the legal definition and 42.7% according to the productive definition. Table B1 shows summary statistics on workers in the national household survey (PNAD), which includes information on workers employed in the informal sector.

Table B1: Summary statistics of workers in the RAIS and the PNAD during 2013

|                      | RAIS  | PNAD  |
|----------------------|-------|-------|
|                      | All workers | All workers | Formal | Informal | Formal | Informal |
| **Panel A. Workers' characteristics** |       |       |
| Average age          | 34.89 | 38.17 |
| Male (%)             | 57.15 | 56.75 |
| White (%)            | 58.88 | 47.36 |
| Elementary or less (%) | 33.02 | 48.09 |
| High school complete (%) | 51.22 | 39.02 |
| University complete (%) | 15.76 | 12.89 |
| **Panel B. Earnings** |       |       |
| Mean labor income (R$) | 1967.49 | 1704.79 | 2001.60 | 1094.05 | 2154.08 | 1047.38 |
| Median labor income (R$) | 1161.39 | 1000.00 | 1200.00 | 678.00 | 1200.00 | 750.00 |
| **Panel C. Industry** |       |       |
| Construction and utilities (%) | 13.55 | 15.64 | 14.28 | 18.08 | 14.94 | 16.55 |
| Manufacturing (%)     | 13.65 | 12.90 | 15.54 | 8.18 | 17.64 | 6.78 |
| Primary sector (%)    | 4.08  | 12.75 | 4.95  | 26.65 | 1.40  | 27.37 |
| Retail (%)            | 26.22 | 22.32 | 22.73 | 21.60 | 22.34 | 22.30 |
| Services (%)          | 42.50 | 36.39 | 42.50 | 25.49 | 43.69 | 26.99 |
| **Panel D. Region**   |       |       |
| Midwest (%)           | 9.34  | 7.87  | 8.25  | 7.20  | 8.07  | 7.62  |
| North (%)             | 5.54  | 7.81  | 5.70  | 11.57 | 6.20  | 9.89  |
| Northeast (%)         | 17.78 | 25.19 | 18.34 | 37.41 | 19.67 | 32.31 |
| South (%)             | 17.97 | 15.89 | 18.64 | 11.00 | 17.38 | 13.97 |
| Southeast (%)         | 50.27 | 43.23 | 49.08 | 32.82 | 48.69 | 36.21 |

Notes: This table shows summary statistics of workers in the Relação Anual de Informações Sociais (RAIS) and the Pesquisa Nacional por Amostra de Domicílios (PNAD), both during 2013. I restrict the PNAD sample to employed workers, which excludes individuals out of the labor force and unemployed.
Relative to the average worker in the PNAD (column 2), workers in the RAIS (column 1) are slightly younger, more educated, more likely to live in the Southeast (the wealthiest region), have higher earnings, and are significantly less likely to work in the primary sector. Workers in the RAIS resemble workers in the formal sector of the PNAD (columns 3 and 5). As noted above, this is because informal-sector workers are not included in the RAIS.

B.2 Productivity Proxies

Appendix Figure B1 displays the average salary, the interquartile range, and the earnings difference between workers at the 90th and 10th percentiles of each productivity proxy. The first statistic measures average productivity, while the other two are measures of dispersion.

Figure B1: Average earnings, interquartile range, and earnings difference between workers at the 90th and 10th percentiles

Panel A. Worker potential years of experience

Panel B. Worker educational attainment

Notes: This figure shows the average earnings (blue line), the interquartile range (red dashed line), and the earnings difference between workers at the 90th percentile and at the 10th percentile (green dotted line), as a function of worker potential years of experience (Panel A) and educational attainment (Panel B). To construct the figure in Panel A, I first calculate the potential experience of each worker as the worker’s age minus 18 minus the number of years spent in higher education. I winsorize the distribution so that there are no workers with less than zero or more than 50 years of potential experience. Next, I group workers into 12 bins based on their potential experience. Finally, I calculate the average salary, interquartile range, and the earnings difference between workers at the 90th and 10th percentiles of workers in each bin. I construct Panel B analogously but using worker educational attainment instead of experience.

Appendix Figure B1 reveals that all three statistics are upward sloping. The positive relationship between average earnings on the one hand and years of potential experience (Panel A) and educational attainment (Panel B) on the other hand, suggests these covariates are sensible proxies of productivity. The fact that the dispersion measures are
upward-sloping suggests that, as workers become more productive, firms face more uncertainty regarding the realization of workers’ actual productivity.\footnote{A well-known fact is that high-earnings productive workers tend to work at high-paying productive firms (Abowd et al., 1999). If high-paying firms have lower optimization costs, this might bias the estimates towards finding a negative correlation between the measures of productivity and round number bunching.}

\section*{B.3 A Potential-outcomes Framework to Interpret the Reduced-form Results}

In this Appendix, I present a simple potential-outcomes framework to organize the empirical results presented in Section 4.

Let $Y_j$ be an outcome of firm $j$ (e.g., profits) and let $B_j \in \{0, 1\}$ denote an indicator for hiring a worker at a round-numbered wage. The observed outcome of each firm can be written as

$$Y_j = Y_{0,j} + (Y_{1,j} - Y_{0,j})B_j,$$  \hspace{1cm} (B1)

where $Y_{0,j}$ and $Y_{1,j}$ are firm $j$’s potential outcomes. $Y_{0,j}$ is the firm’s outcome had it not paid a round-numbered wage, regardless of the wage it actually paid; and $Y_{1,j}$ is the firm’s outcome if it pays a round-numbered wage.

The observed difference in mean outcomes between firms that pay round-numbered wages (“bunching firms”) and non-bunching firms can be decomposed into two terms as follows:

$$E[Y_j|B_j = 1] - E[Y_j|B_j = 0] = (E[Y_{1,j}|B_j = 1] - E[Y_{0,j}|B_j = 1])$$

\hspace{1cm} Term 1: Causal effect

$$+ (E[Y_{0,j}|B_j = 1] - E[Y_{0,j}|B_j = 0]).$$  \hspace{1cm} (B2)

\hspace{1cm} Term 2: Selection bias

The first term in the right-hand-side of equation (B2), $E[Y_{1,j}|B_j = 1] - E[Y_{0,j}|B_j = 1]$ represents the causal effect of paying a round-numbered wage for bunching firms. If bunching firms pay new hires a round-numbered wage to exploit a worker bias, we would expect this term to be positive (i.e., we would expect that exploiting a bias would lead bunching firms to have better outcomes). Conversely, if bunching firms are misoptimizing, the causal effect would be negative.

The second term, $E[Y_{0,j}|B_j = 1] - E[Y_{0,j}|B_j = 0]$, accounts for possible differences in mean outcomes between bunching and non-bunching firms, in a scenario in which both bunching and non-bunching firms pay non-round-numbered wages—what is usually known
as a selection bias. What sign should we expect for the selection bias? Having an awareness of the existence of a worker bias and the ability to implement a pricing strategy that exploits this bias demonstrates high sophistication. In general, more-sophisticated firms have better outcomes than less-sophisticated firms. For example, they might have better management practices, which leads to better outcomes (Bloom et al., 2013). Consequently, if bunching firms are paying a round-numbered wage to exploit a worker bias, we should expect the selection bias to be positive.

In Section 4, I show that—conditional on a large set of covariates—bunching firms experience worse outcomes than non-bunching firms. This means that the sum of the causal effect and the selection bias is negative. Thus, at least one of the two terms must be negative. If the causal effect is negative, bunching firms are misoptimizing. If the causal effect is non-negative, it follows that the selection bias is negative. But this contradicts the idea that bunching firms are offering round wages because they are sophisticated enough to exploit a worker bias. Thus, the results suggest that the wage-setting strategy of bunching firms is not driven by these firms trying to exploit a worker bias.
C Theoretical Appendix

C.1 Canonical Wage-setting Models in Labor Economics

There are two broad classes of wage-determination models. The first class of models is wage-posting models. In these models, firms choose what wage to post to maximize profit. The optimal wage depends on the worker’s productivity and the firm’s market power, as measured by the elasticity of labor supply. As long as workers’ productivity and firms’ market power are smoothly distributed, wages should not exhibit bunching. The textbook model of competitive labor markets, in which firms hire workers up to the point that the marginal product of labor equals the market-determined wage, is a special case of wage-posting models. In perfectly competitive models, firms cannot pay a lower wage than the equilibrium wage since no worker would join the firm. Conversely, firms have no incentive to pay a higher wage than the equilibrium one. Thus, in this framework, there is a unique wage determined in equilibrium. Differences in wages across firms and industries might exist due to compensating differentials based on differences in job amenities. However, as long as these differentials are smoothly distributed across firms, the resulting earnings distribution should also be smooth.

The second class of models is wage-bargaining or search-match models. These models feature search frictions. Firms match with workers, and each match generates a surplus that is divided between the firm and the worker. The amount of surplus the worker captures in the form of wages depends on her bargaining power. As long as bargaining power is smoothly distributed across workers, there should not be bunching in the wage distribution.

The following section presents a model that can account for the bunching of wages at round numbers observed in the data.

C.2 Setup of the Model

Consider an economy populated by firms using a linear production technology. Firms face an upward-sloping labor supply curve, \( l(w) \). The positive slope of the labor supply means that firms have to increase the wage they offer to increase the probability that a worker will accept the offer. Let \( p \) be worker productivity and, for now, assume that the firm

\[ \text{[Footnote 25]: The canonical search frictions model is the McCall search model (McCall, 1970). In this model, job offers are characterized by a wage, which is the realization of a random variable distributed according to some exogenous distribution. Since firms offer every possible value in the support of the (exogenous) wage distribution, the resulting distribution of wages is smooth.} \]
observes $p$. Each time the firm wants to hire a worker, the firm’s problem is to choose the wage offer $w$ that maximizes profit

$$\pi = l(w)(p - w).$$  \hfill (C1)

### C.2.1 Market equilibrium in the frictionless model.
Before introducing optimization frictions, consider first the solution of the standard frictionless model. Suppose workers are randomly matched to firms. In an interior solution, the profit-maximizing wage is

$$w^* = \frac{p}{1 + \eta},$$ \hfill (C2)

where $\eta \equiv l'(w^*) \frac{w^*}{l(w^*)}$ is the elasticity of labor supply. Equation (C2) is the standard solution of the frictionless wage-posting model. This equation tells us that the firm pays workers a fraction $\frac{\eta}{1 + \eta}$ of their productivity and earns a profit equal to $\pi(w^*) = \frac{p}{1 + \eta} l(w^*)$. As $\eta$ increases, workers get compensated for a higher fraction of their productivity. In the limit, as $\eta \to \infty$, we get the standard solution of competitive markets: firms pay workers their productivity ($w^* = p$) and earn zero profits. For simplicity, I will refer to $w^*$ as the “fully-optimal wage,” although it is optimal only insofar there are no optimization costs.

The shape of the wage distribution in the frictionless model depends on the distribution of market-power-adjusted productivity, $\tilde{p} \equiv p \frac{\eta}{1 + \eta}$, across firms. Let $F_w$ be the cumulative distribution function (CDF) of observed wages and $F_{\tilde{p}}$ the CDF of $\tilde{p}$. Then,

$$F_w(w) = \Pr(w^* \leq w) = \Pr \left( \frac{p \eta}{1 + \eta} \leq w \right) = F_{\tilde{p}}(w).$$ \hfill (C3)

Equation (C3) indicates that, if $F_{\tilde{p}}$ is a smooth distribution, then the distribution of observed earnings, $F_w(w)$, is also smooth.

### C.2.2 Introducing optimization frictions.
I depart from the standard formulation by modeling coarse wage-setting as a consequence of optimization frictions. I assume that firms’ initial estimate of the fully-optimal wage is a coarse round-numbered wage, $w_r$. For example, $w_r$ might be the fully-optimal wage rounded to the nearest 1000. I also assume that firms can pay an optimization cost to learn the fully-optimal wage $w^*$. While these assumptions should not be viewed as a perfect description of firm behavior—but rather as useful approximations—they are consistent with evidence from numerical cognition research reviewed in Section 5.1.
Departing from the fully-optimal salary is costly. When the firm offers a coarse wage above the fully-optimal wage \((w_r > w^*)\), the probability that a worker will accept the job offer is higher than the one under the fully-optimal wage, i.e., \(l(w_r) > l(w^*)\). This leads to the firm hiring workers faster than what would take them if they offered the fully-optimal wage and paying them a wage higher than is optimal. Symmetrically, when a firm offers a coarse wage below the fully-optimal one \((w_r < w^*)\), the firm will be slow to hire workers and the workers will receive a lower wage than is optimal.

Firms will compute \(w^*\) when they believe it is profitable to do so, namely, whenever the profit gain from computing the fully-optimal wage exceeds the optimization cost. The expected profit difference between paying the fully-optimal and the coarse wage is

\[
G(\cdot) \equiv E[\pi(w^*)] - E[\pi(w_r)] = (p - w^*)l(w^*) - (p - w_r)l(w_r).
\] (C4)

where the expectation is taken over the possible realizations of worker productivity. A first-order Taylor approximation of \(l(w_r)\) around \(w^*\) yields

\[
l(w_r) \simeq l(w^*) + l'(w^*)(w_r - w^*).
\] (C5)

Plugging (C5) back into (C4) and using the FOC, we can write the gain function as follows

\[
G(\cdot) \simeq (p - w^*)l(w^*) - (p - w_r)\left(l(w^*) + \frac{l(w^*)}{p - w^*}(w_r - w^*)\right)
\]

\[
= pl(w^*) \frac{\eta^2}{1 + \eta} \left(\frac{w_r - w^*}{w^*}\right)^2
= \pi(w^*)\eta^2 w^2,
\] (C6)

where \(\tilde{w} \equiv \frac{w_r - w^*}{w^*}\) is the percentage deviation of \(w_r\) about \(w^*\) or the wedge between the optimal and the round-numbered wage.

The firm will optimize whenever the profit gain (given by equation (C6)) is greater than the optimization cost. I assume that firms have to forego a fraction \(\tau\) of their profits to optimize.\footnote{There are two main approaches to modeling the optimization cost. First, as a fixed cost \(c\). In the context of attention to final prices when some taxes are not salient, this is the approach taken by Chetty et al. (2009). Under a fixed cost of optimizing, firms compute the optimal wage whenever the profit gain (equation (C6)) exceeds \(c\). Second, as a fraction \(\tau\) of profits. In a context analogous to mine, this is the} Hence, firms fully optimize whenever \(\eta^2 \tilde{w}^2 \geq \tau\).
C.2.3 Heterogeneity in the optimization cost. Suppose that the optimization cost $\tau$ is heterogeneously distributed across firms according to the CDF $F_{\tau}$. The probability that a firm will offer a coarse wage is

$$\theta = \Pr\left( \tau > \eta^2 \bar{w}^2 \right) = 1 - F_{\tau}\left( \eta^2 \bar{w}^2 \right). \quad (C7)$$

Using equation (C7), one can characterize the distribution of observed wages in the model with frictions. A fraction $\theta$ of workers are hired at a coarse round-numbered wage. The remaining workers are hired by firms that optimize according to the distribution of the fully-optimal wage, $F_\tilde{p}$. The CDF of observed wages, $F_w$, is a convex combination of the distribution of the fully-optimal wage, $F_\tilde{p}$, and the distribution of the coarse round-numbered wage, $F_{w_r}$, with mixture weight $\theta$:

$$F_w = \theta F_{w_r} + (1 - \theta)F_\tilde{p}. \quad (C8)$$

Consistent with the data, the distribution of observed wages in the model with frictions exhibits bunching at $w_r$. The size of the bunching is given by the fraction of workers hired through coarse wage-setting, $\theta$. The standard wage-posting model is a special case of the model with optimization frictions, in which $\tau = 0$ (which implies $\theta = 0$).

C.3 Optimization with Varying Degrees of Precision

The baseline model with frictions assumes that the decision of the firm is binary: the firm either offers a wage equal to $w_r$ or pays an optimization cost and offers the fully-optimal wage, $w^*$. In this subsection, I extend the model to incorporate different degrees of precision in refining the initial estimate of the fully-optimal wage. In the generalized model, the wage distribution exhibits bunching at multiple round numbers. The size of the bunching at each round number reflects the relative marginal benefit and cost of making a better approximation to the fully-optimal salary.

Without loss of generality, assume that wages can have at most four digits.\footnote{In the new-hires sample, less than one percent of all salaries are equal or greater than R$10,000 (i.e., have more than four digits).} Suppose, furthermore, that the firm’s initial estimate of the fully-optimal wage is such a wage rounded to the coarsest round number. In this case, the fully-optimal wage rounded to the nearest 1000, $w_{1000}$. By paying $\tau_{100}$, they can learn the second digit of the optimal wage approach taken by Dube et al. (2020).
and offer the optimal wage rounded to the nearest 100, \( w_{100} \). After learning the second digit, the firm can pay \( \tau_{10} \) to learn \( w_{10} \), the optimal wage to the nearest ten, and finally, pay \( \tau_1 \) to learn exactly the fully-optimal wage.\(^{28}\)

To illustrate the trade-offs faced by the firm, Appendix Figure C1 plots a firm’s profit as a function of the wage posted. The fully-optimal wage (ex-ante unknown to the firm) is at point A. Without loss of generality, suppose that \( w_{1000} < w^\ast \) is the firm’s initial estimate of the fully-optimal wage, shown at point B (i.e., the fully-optimal wage rounded to the nearest 1000). The firm could forfeit a fraction \( \tau_{100} \) of its profits to compute the second digit of the optimal wage and learn \( w_{100} \) (i.e., the optimal wage up to the nearest 100), shown at point C. The firm will do so as long as \( \frac{\pi(w_{100})}{\pi(w_{1000})} \geq \frac{1}{1 - \tau_{100}} \).

Figure C1: Firm’s profit as a function of the worker’s optimal wage

Notes: This figure illustrates the problem of a firm deciding how many digits of a worker’s fully-optimal wage to learn. The figure plots the profit of the firm as a function of the wage posted. The optimal wage of the frictionless model, \( w^\ast \), is ex-ante unknown to the firm and shown in (A). For illustration purposes, the figure displays the case in which \( w_{1000} < w^\ast \) is the firm’s initial estimate of the fully-optimal wage (point B). The firm can forego a fraction \( \tau_{100} \) of its profits to compute the second digit of the optimal wage (i.e., the optimal wage up to the nearest hundred) and learn \( w_{100}, \) shown in point C. The firm will do so as long as \( \pi(w_{100})(1 - \tau_{100}) \geq \pi(w_{1000}). \)

\(^{28}\)The optimal wage is a continuous variable, so the firm can learning the decimals of the fully-optimal wage following the same logic just described. Salaries with cents are rare in the data, which probably reflects the fact that the gain from learning the decimal digits is small.
The firm will continue refining its estimate of the fully-optimal salary as long as the marginal benefit of learning an additional digit is greater than the marginal optimization cost. Observe that learning further digits of the fully-optimal wage shrinks the mispricing wedge at a decreasing rate. If the initial estimate is equal to the fully-optimal wage up to the nearest 1000, the error from not learning the second digit is at most 500, the error from not learning the following digit is at most 50, and the error from not learning the final digit is at most 5.

Let $\theta_{1000}$, $\theta_{100}$, and $\theta_{10}$ be the fraction of workers hired at coarse wages divisible by 1000, 100, and 10, respectively. The distribution of observed wages in this model has the following mixing distribution:

$$F_w = \sum_{j \in \{10^2, 10^3\}} \theta_j F_{w_j} + (1 - \sum_{j \in \{10^2, 10^3\}} \theta_j) F_{\tilde{p}}. \quad (C9)$$

Equation (C9) is the generalization of equation (C7) for the case in which firms learn with different degrees of precision. In this case, we observe bunching at several round numbers. The size of the bunching at each round number reflects the fact that different firms learn a different number of digits, depending on how costly it is to do so and how much they stand to gain.
D Data Appendix

D.1 Worker Record Booklet and RAIS Orientation Handbook

The main variable in the analysis is the contracted salary of each new hire. The contracted salary is the salary contained in the worker record booklet or CTPS. The CTPS lists the employment record of all workers employed in the formal sector and includes information on the worker’s admission date, initial salary, and salary increases. Appendix Figure D1 shows an example of a worker record booklet and the information contained in it.

Figure D1: Example of a worker record booklet or CTPS

There are good reasons to believe that workers’ contracted salary is accurately measured in the RAIS. First, firms have available an orientation handbook that details how to complete the information required by the RAIS. The following box shows an English translation of the section that explains how to complete the information regarding the contracted salary, taken from the 2019 orientation handbook (p.p. 29-30).
B.4) **Contracted salary.**—Inform the basic salary contained in the employment contract or registered in the employment record book (“Carteira de Trabalho”), resulting from the last salary change, which may correspond to the last month worked in the base year. In the case of civil servants, inform the basic salary, according to the amount set by law.

B.4.1) **Value** - Should be informed in Brazilian Reals (with cents).

**Notes:**

1. For employees whose salary is paid by commission or for various tasks with different remuneration, inform the average monthly of salaries paid in the base;

2. For a director without employment, opting for FGTS, inform the last income in the base year;

3. For employees whose work card (CTPS) includes salary plus commission, inform the base salary plus the monthly average of commissions paid in the base year;

4. For employees on a per hours basis, inform the hourly wage as defined in the employment contract.

In addition to the handbook, there are several online resources that provide further assistance. Appendix Figure D2 exhibits an example of a publicly-available video that explains how to complete the contracted salary section of the RAIS.

**Figure D2: Video explaining how to complete RAIS contracted salary information**

*Notes: Source is RAIS 2017 – Como Informar o Salário Contratual?*
D.2 Variable Definitions

This section describes the variables that I use in the reduced-form regressions presented in Sections 4 and 6.

- **Educational attainment of the firm manager.** This variable measures the schooling level of the highest-ranking person in each firm. I first assess if a firm has a chief executive officer (CEO). To identify a firm’s CEO, I use the Brazilian occupational code classification (*Classificação Brasileira de Ocupações*, or CBO for short). The CBO identifies CEOs with the code 121010. If a firm does not employ any worker with this code, I use the educational attainment of the managers of the firm (identified by a first CBO-digit equal to one) and supervisors (identified by the third CBO-digit equal to zero). In case the firm has no managers or supervisors, I identify the highest-ranking person in each firm as the worker with the highest wage.

- **Firm age.** This variable measures the number of years since the firm was founded. Unfortunately, I do not directly observe the firm foundation date in the data. Instead, I proxy the foundation year as the minimum between (i) the first year in which the firm appears in the RAIS (using data since 1995) and (ii) the oldest admission year among all workers employed by the firm. I calculate the firm age as the difference between the current year and the firm foundation year.

- **Firm size growth.** This variable measures the growth rate in the firm’s number of employees. To compute this measure, I calculate the percent change in the number of workers employed by each firm between consecutive years.

- **Firm survival rate.** This variable indicates whether the firm exited the market. I identify a firm as exiting the market if it does not have any active workers at the end of the year.

- **Has a human resources department.** This variable indicates whether a firm has a human resources (HR) department. I identify firms as having an HR department if one of its employees is an HR manager (CBO codes equal to 123205, 123210, 142210, 142205) or an HR support staff (CBO codes equal to 252105, 252405, 411030).

- **Mean earning of firm employees.** This variable measures the average earnings among all the firm workers during a given year. I use workers’ average monthly salary throughout a year as the relevant earnings measure and compute the average of this
measure across all workers and years. I use the yearly CPI to express worker earnings in real terms.

- **New hire separated.** This variable measures whether a new hire separated from the firm during the year the worker was hired or the following year. This variable is equal to one if a new hire is not employed at the end of the hiring year or at the end of the following year and is equal to zero if the new hire remains employed at the end of both years.

- **New hire resigned.** This variable is computed analogously to the one that measures new hires’ separation, but using resignations (i.e., worker-initiated separations) instead of overall separations.

- **Number of hires.** This variable measures the number of workers hired by the firm over the 2003–2017 period. To compute this variable, I only consider hires with a monthly contract and hired at a salary above the federal minimum wage. This sample restriction makes the analyses of the firm random sample comparable to the analyses of the new-hires sample.

- **Ratio between percentiles of the new hires’ salary distribution.** This variable measures the ratio between salaries in different percentiles of the contracted salary distribution among the new hires of a given firm during 2003–2017. Before computing the ratio, I adjust all salaries using the yearly CPI. I winsorize the ratios at the 99th percentile.

- **Salary increase in percent is an integer.** This variable indicates whether the percent salary increase of a worker is an integer number. To compute this measure, I calculate the percent change in workers’ contracted salary between the year the firm hired the worker and the following year. The indicator variable is equal to one if the percent change is an integer and zero otherwise.

- **Salary increase in Brazilian Reals is a round number.** This variable indicates whether the salary increase of a worker, measured in Brazilian Reals, is divisible by 10. To compute this measure, I calculate the long difference in a worker’s contracted salary between the year the worker was hired and the following year. The indicator variable is equal to one if the long difference is a round number and zero otherwise.
- **Share of employees with completed high school.** This variable measures the fraction of a firm’s workers that completed at least high school. To compute this variable, I first calculate the number of workers in each firm with educational data available over the 2003–2017 period. Next, I compute the number of workers who finished high school over the same period. Finally, I compute the ratio between these two variables.

- **Share of employees with completed college.** This variable is computed analogously as the share of employees with completed high school but using college instead of high school.

- **Worker contracted salary.** The contracted salary represents a worker’s salary as per the worker’s contract at the end of each year. For a new hire, the contracted salary is the same as the initial salary. For other workers, the contracted salary is equal to the current salary, which might differ from the initial salary due to promotions or other wage adjustments.

D.3 Measurement Error in the Contracted Salaries of 2016 and 2017

In the 2016 and 2017 RAIS, the contracted salary variable contains substantial measurement error. The RAIS reports two measures of a worker’s contracted salary that, in most years, are congruent. The first measure is the contracted salary in Reals, which is the variable that I use throughout the paper. The second measure is the contracted salary expressed in multiples of the federal monthly minimum wage. In the 2016 and 2017 raw data, half of the workers earn monthly salaries below the minimum wage according to the contracted salary in Reals but earn salaries above the minimum wage according to the second measure. Upon further exploration, it appears that many firms reported their employees’ earnings in hundreds of Reals. In other words, for many workers, the contracted salary reported in multiples of the minimum wage is equal to the contracted salary reported in Reals divided by the minimum wage and multiplied by 100. I manually fixed the contracted earnings of these workers. Excluding 2016 and 2017 from the analysis does not change the main results of the paper.

D.4 Sample Restrictions

In this section, I describe all the sample restrictions that I impose on the new-hires sample. Appendix Table D1 shows the number of observations (contracts) at the beginning and at
the end of each step of the data cleaning process.

1. I restrict the analysis to begin in 2003 since this is the first year in which the characteristics of workers’ contracts are available in the RAIS.

2. I only consider workers with a valid identifier. Workers in the private sector are uniquely identified by their ID in the Social Integration Program (PIS, for its name in Portuguese, *Programa de Integração Social*). Civil Servants are identified by their registered ID in the Equity Formation Program for Civil Servant (PASEP, for its name in Portuguese, *Programa de Formação de Patrimônio do Servidor Público*). The eleven-digit PIS/-PASEP ID of a worker is constant throughout the worker’s career. I only keep workers with an eleven-digit ID.

3. I only keep contracts generated in year $t$. That is, I exclude the contracts of workers hired during previous years to avoid double-counting the same contract.

4. I only consider workers hired at a monthly contract. In the sample, about 91% of contracts are signed at the monthly level. The second most common type of contract is at the hourly level (about 7.5% of all contracts).

5. Some firms report workers earning a salary below the federal minimum salary. This is likely due to measurement error. For example, many firms erroneously report the contracted salaries in multiples of the minimum salary. To deal with this, I drop all the contracts that are made for earnings below the federal monthly minimum salary of each year.

At the end of this process, I remain with data on over 280 million contracts. I group workers in R$1 bins (roughly 30 cents of a dollar) and winsorize the right tail of the distribution at R$10,100 (this affects about 0.3% of the workers).
## Table D1: Sample size after each restriction

| Year | Raw data Contracts | Unique workers | Unique firms | Fraction of observations remaining after each restriction Remove duplicates | No public-sector firms | Valid worker ID | Hired in year t | Monthly contract | Salary is above MW | New-hires sample Contracts | Unique workers | Unique firms |
|------|--------------------|----------------|--------------|---------------------------------|-----------------------|----------------|----------------|----------------|------------------|--------------------------|----------------|----------------|
| 2003 | 41,969,162         | 35,925,326     | 2,504,099    | 0.999                           | 0.686                 | 0.253          | 0.299          | 0.204          | 11,260,983       | 10,039,812               | 1,489,639       |
| 2004 | 44,683,910         | 37,856,735     | 2,602,198    | 0.999                           | 0.693                 | 0.271          | 0.224          | 0.219          | 12,616,884       | 11,199,575               | 1,474,311       |
| 2005 | 47,657,099         | 40,179,150     | 2,700,198    | 0.999                           | 0.699                 | 0.271          | 0.229          | 0.223          | 13,988,043       | 12,315,361               | 1,664,650       |
| 2006 | 50,701,027         | 42,846,868     | 2,805,601    | 0.998                           | 0.703                 | 0.270          | 0.229          | 0.222          | 14,633,318       | 12,798,666               | 1,708,050       |
| 2007 | 54,649,132         | 45,227,446     | 2,904,935    | 0.998                           | 0.711                 | 0.283          | 0.240          | 0.233          | 15,985,307       | 14,488,958               | 1,801,187       |
| 2008 | 59,706,419         | 48,573,811     | 3,048,597    | 0.998                           | 0.725                 | 0.298          | 0.257          | 0.250          | 18,927,682       | 16,054,336               | 1,954,875       |
| 2009 | 61,126,896         | 50,219,948     | 3,185,547    | 0.999                           | 0.723                 | 0.281          | 0.245          | 0.239          | 19,033,909       | 16,314,418               | 2,029,962       |
| 2010 | 66,747,302         | 53,771,613     | 3,359,136    | 0.998                           | 0.736                 | 0.309          | 0.270          | 0.264          | 22,031,045       | 18,415,945               | 2,198,359       |
| 2011 | 70,971,125         | 56,641,169     | 3,541,200    | 0.955                           | 0.699                 | 0.290          | 0.256          | 0.249          | 24,163,419       | 19,734,559               | 2,339,020       |
| 2012 | 73,326,485         | 58,738,850     | 3,645,405    | 0.999                           | 0.752                 | 0.303          | 0.269          | 0.264          | 24,198,619       | 19,978,506               | 2,368,738       |
| 2013 | 75,400,510         | 60,450,823     | 3,785,842    | 0.999                           | 0.751                 | 0.301          | 0.269          | 0.263          | 25,281,216       | 20,855,777               | 2,453,057       |
| 2014 | 76,107,279         | 61,492,767     | 3,895,042    | 0.998                           | 0.750                 | 0.290          | 0.261          | 0.255          | 24,420,785       | 20,194,417               | 2,475,992       |
| 2015 | 72,175,102         | 59,856,891     | 3,917,168    | 0.998                           | 0.740                 | 0.246          | 0.223          | 0.217          | 20,435,998       | 17,313,006               | 2,320,719       |
| 2016 | 56,906,493         | 56,906,493     | 3,798,954    | 0.999                           | 0.726                 | 0.218          | 0.198          | 0.187          | 16,848,455       | 14,616,847               | 2,123,632       |
| 2017 | 65,655,882         | 55,561,692     | 3,845,034    | 0.999                           | 0.718                 | 0.220          | 0.200          | 0.189          | 16,193,776       | 14,027,292               | 1,979,094       |

Notes: This table shows the number of contracts, unique workers, and unique firms in each year before and after imposing the sample restrictions. See text for a description of each sample restriction.
Estimating a Counterfactual Earnings Distribution

In this Appendix, I explain how I construct a counterfactual earnings distribution that does not feature bunching at round-numbered wages.

The standard approach to construct a counterfactual distribution in the bunching literature consists of estimating a high-degree polynomial on the observed earnings distribution excluding the salaries that exhibit bunching and using the estimated polynomial coefficients to predict the counterfactual number of workers at the salaries where workers bunch.

The first step consists of regressing the number of workers in bin \( b \), \( C_b \), on a function \( f(\cdot) \) that depends on the earnings of bin \( b \), \( w_b \),

\[
C_b = \alpha + f(w_b) + \varepsilon_b. \tag{E1}
\]

Previous work has traditionally set \( f(\cdot) \) as a high-degree parametric function of earnings, including dummy variables at the salaries of the distribution that exhibit bunching. A straightforward implementation of this approach would be to set

\[
f(w_b) = \sum_{p=1}^{P} \beta_p(w_b)^p + \sum_{r \in R} \gamma_r 1\{w_b = r\},
\]

where \( \sum_{r \in R} \gamma_r \) is a set of dummies, one for each round number, and \( P \) is the polynomial degree. The counterfactual distribution without bunching is estimated using the predicted values from (E1), omitting the contribution of the dummies

\[
\hat{C}_b = \hat{\alpha} + \sum_{p=1}^{P} \hat{\beta}_p(w_b)^p. \tag{E2}
\]

This parametric approach is well-suited to estimate counterfactual distributions locally, that is, around one particular kink or notch. However, I need to estimate a counterfactual density around each round number. As I show below, the parametric approach tends to perform poorly in estimating global counterfactuals.

An appealing alternative is to use a non-parametric approach. I estimate kernel-weighted local polynomial regressions using a uniform kernel on non-round-numbered earnings and use the estimates to predict the density at round-numbered wages. Intuitively, to estimate the density at each salary, I use data points “close” to the salary, where close is defined by the bandwidth of the kernel. For a sufficiently large bandwidth (i.e., a band-
width that covers the entire support of the earnings distribution), the local polynomial regression yields the exact same counterfactual as the parametric one. However, for a small bandwidth, the non-parametric approach yields better-behaved estimates. To see this, Appendix Figure E1 compares the counterfactual distribution of earnings using the parametric and non-parametric approaches, in both cases using a seventh-degree polynomial. Unlike the non-parametric counterfactual distribution, the parametric one yields a negative estimated number of workers in some segments of the distribution.29

Since the counterfactual number of observations does not include the contribution of the dummies, the aggregate number of observations in the data, $N$, is necessarily higher than the predicted total number of observations, i.e., $N = \sum b C_b > \sum b \hat{C}_b = \hat{N}$. To account for this, I re-weight all observations by $\frac{\sum b C_b}{\sum b \hat{C}_b}$. This approach rules out extensive margin responses. This means that the use of coarse wages moves workers around the earnings distribution, but it does not make any worker leave or enter the labor market altogether. This implies that the excess mass at round-numbered salaries corresponds to missing mass at non-round-numbered salaries.

To quantify the missing mass, I follow Kleven and Waseem (2013) and select the narrowest manipulation region consistent with the data. To illustrate how the approach works, Appendix Figure E3 shows how the counterfactual distribution, excess mass (Panel A), and missing mass (Panel B) around R$3000 are estimated.

29The shape of the counterfactual is robust to the polynomial degree (Appendix Figure E2, Panel A) and the type of kernel (Appendix Figure E2, Panel B). All specifications include minimum wage dummies to improve the fit of the counterfactual density at the minimum wage.
Figure E1: Comparison of parametric and non-parametric counterfactual distributions

Notes: This figure compares the counterfactual earnings distribution using two different approaches. The red line denotes the counterfactual earnings distribution using a global 7th-degree polynomial. The blue line denotes the counterfactual distribution using a local 7th-degree polynomial. The grey dashed line around the local polynomial denotes the 95% confidence interval.
Figure E2: Robustness of the counterfactual distribution to alternative specifications

Panel A. Robustness to polynomial degree

Notes: This figure shows how the counterfactual earnings distributions estimated using a local polynomial approach changes when varying the polynomial degree (Panel A) and the type of kernel (Panel B). See Appendix E for details on how I estimate the counterfactual distribution.
Figure E3: Estimation of the counterfactual distribution, excess mass, and missing mass

Panel A. Excess mass

Panel B. Missing mass

Notes: This figure illustrates how I calculate the excess mass at R$3000. The figure shows the distribution of earnings between R$2834 and R$3166 in the new-hires sample. Grey dots denote the observed number of workers, while the red line denotes the counterfactual distribution estimated with a local polynomial. The yellow area in Panel A denotes the excess mass, which is equal in magnitude to the missing mass denoted by the red area in Panel B.
F Alternative explanations

In this Appendix, I assess five alternative explanations for the bunching observed in the data. The alternative explanations that I discuss are: worker left-digit bias, focal points in wage bargaining, fairness concerns, round wages as a signal of job quality, and changes in marginal tax rates.

F.1 Worker left-digit bias

One possible explanation for the clustering of wages at round numbers is that firms use round salaries as an optimal response to a worker bias. A plausible bias that has been documented in other environments is the left-digit bias, that is, the propensity of individuals to pay more attention to the first digit of a number relative to the other digits (Korvorst and Damian, 2008, Lacetera et al., 2012, Strulov-Shlain, 2022).

I view the results in Section 4 as the main evidence against firms paying round-numbered wages as an optimal response to worker left-digit bias. Specifically, I find that firms that are smaller, younger, have less hiring experience, and do not have an HR department are the ones more likely to pay round-numbered salaries to new hires. It is unlikely that these firms are paying round-numbered salaries to exploit a worker bias. Having awareness of a worker bias requires a considerable amount of sophistication, and these firms are less sophisticated in observable characteristics.

For completeness, I conduct two additional tests for worker left-digit bias. As a first test, I analyze whether workers earning just below round salaries have systematically higher separation rates than workers earning exactly a round salary or a salary just above it. This test is analogous to one conducted by Dube et al. (2020) using observational data. Intuitively, in the presence of a left-digit bias, workers with salaries close to, but below, a round number would be more likely to leave a firm to pursue a better wage than workers earning a round salary or a salary just above it. A problem with separation rates is that the separations might be driven by firms exiting the market, as opposed to workers leaving because they found a better match. In the data, I observe whether the employer or the employee initiated the separation. Thus, I estimate worker resignation rates (i.e., worker-initiated separations) in the vicinity of round salaries.

As a second test for worker left-digit bias, I analyze whether there is an asymmetric mass of workers just below and just above round salaries. According to some models of left-digit biased workers, most of the excess mass observed at round salaries should come
from salaries just below the round number. There are alternative ways of modeling worker left-digit bias, some of which predict that the missing mass also comes from above each round number (e.g., Strulov-Shlain, 2022). Thus, while this test is informative of the possible existence of left-digit bias, it is by no means conclusive.

F.1.1 Worker resignation rate

**Visual evidence.** Appendix Figure F1, Panel A shows the resignation rate of workers hired at each salary divisible by 100, a salary just below it, and just above it. To construct this figure, I compute the resignation rate for three set of workers: those who earn a round salary \( w_r \), those whose earnings fall in the \([w_r - h, w_r)\) range where \( h \) is the bandwidth (these are the workers “just below” \( w_r \)), and those who earn a salary in the \((w_r, w_r + h]\) range (these are the workers “just above” \( w_r \)). I calculate the resignation rates in the vicinity of each salary divisible by 100 and for \( h = 10 \).

The average resignation rate of workers earning just above round salaries is equal to the one for workers hired at a salary just below a round number (in both cases, equal to 0.048). In turn, these workers are, on average, slightly less likely to resign relative to workers that earn exactly a round salary. On average across round numbers, the average resignation rate of workers that earn a salary divisible by 100 is 0.051. Moreover, workers earning a round salary have higher resignation rates not just on average, but also for almost every salary divisible by 100. These results are robust to alternative bandwidths.

**Regression discontinuity analysis.** Next, I use a regression discontinuity (RD) design to assess whether the differences in resignation rates shown above are statistically significant. I estimate regressions of the form:

\[
\text{Res}_i = \alpha + \nu w_i + \beta_r \mathbb{1}\{w_i = w_r\} + \gamma_r \mathbb{1}\{w_i > w_r\} + \delta_r w_i \mathbb{1}\{w_i > w_r\} + \varepsilon_i \quad \text{if} \ |w_i - w_r| \leq h,
\]

where \( \text{Res}_i \) equals one if worker \( i \) resigned and zero otherwise, \( w_i \) is the contracted salary of worker \( i \), \( w_r \) is a round salary within distance \( h \) of \( w_i \), and \( h \) is the bandwidth. The two coefficients of interest are \( \beta_r \) and \( \gamma_r \). They measure whether workers earning exactly \( w_r \) and just above \( w_r \), respectively, have differential average resignation likelihoods, relative to workers earning just below \( w_r \).

Appendix Figure F1, Panel B plots the estimated \( \hat{\beta}_r \)'s and \( \hat{\gamma}_r \)'s for \( h = 10 \). Each coefficient comes from estimating equation (F1) around a different round number divisible
by 100. Consistent with the visual evidence, workers earning a round salary are more likely to resign relative to workers with earnings just below or just above one. This is true for most round numbers, although, in some cases, the standard errors are quite large. In contrast, workers earning just above each round salary do not have systematically different likelihoods of resigning than workers earning just below round salaries.

In sum, these results indicate that the workers who earn a round-numbered salary are more likely to resign than workers who earn a salary just below or just above the round number. This provides further evidence against the hypothesis that firm pay round-numbered salaries to exploit worker left-digit bias.

F.1.2 Mass of contracts below and above round salaries

**Visual evidence.** Appendix Figure F2, Panel A shows the fraction of workers whose earnings are just below and just above salaries divisible by 100. To construct this figure, I compute the number of workers whose earnings are within a bandwidth $h$ of a round salary $w_r$. Specifically, I compute the number of workers whose earnings fall in the range $[w_r - h, w_r)$—these are the workers “just below” $w_r$—and in the range $(w_r, w_r + h]$—these are the workers “just above” $w_r$. Next, I add up the number of workers just below and just above. Finally, I calculate the fraction of workers that come from each side of the round number. I do this calculation for each salary divisible by 100 and a bandwidth $h = 10$.

I find that no systematic differences in the number of workers. For some round salaries (e.g., R$500), there are more contracts above the round number, while for other salaries (e.g., R$1300), the opposite is true.

**Regression discontinuity analysis.** Next, I use a RD design to formally test whether the number of workers exhibits a statistically significant jump at round salaries. I follow the approach of papers that look for discontinuities in the number of observations around a target value (e.g. Camacho and Conover, 2011). Specifically, I estimate the following regression for each $w_r$ divisible by 100:

$$\frac{C_b}{N_b} = \alpha_r + \beta_r 1\{w_b > w_r\} + \gamma_r w_b + \delta_r 1\{w_b > w_r\} + \epsilon_b \text{ if } |w_b| \leq h \text{ and } w_b \neq w_r, \quad (F2)$$

where $C_b$ is the count of contracts in bin $b$, $w_b$ is the salary of the bin, $w_r$ is a round salary, $N_b$ is the total number of contracts within distance $h$ of $w_b$, and $h$ is the bandwidth. The dependent variable is the fraction of contracts in each bin. The coefficient of interest is
\( \tilde{\beta}_r \). It measures whether there is a discontinuity in the fraction of observations in each bin after crossing a round salary \( w_r \). Some left-digit bias models predict \( \tilde{\beta}_r > 0 \).

Appendix Figure F2, Panel B plots the estimated discontinuity \( \tilde{\beta}_r \) at each salary divisible by 100. Each coefficient comes from estimating equation (F2) for a different round salary. Across round numbers, the point estimates are small, in many cases negative, and always statistically indistinguishable from zero. The results are similar using alternative bandwidths. Taken together, the results of this section show that the difference between the number of workers just above and just below round salaries does not exhibit any systematic patterns, tends to be quantitatively small, and it is statistically insignificant.

F.2 Other Alternative Explanations

F.2.1 Focal points in wage bargaining. If workers and firms bargain over the initial salary and round numbers are focal points in these negotiations, then we might expect to observe bunching at round salaries. Hall and Krueger (2012) show that wage bargaining is more prevalent across high-wage knowledge workers, whereas wage posting is more frequent in low-wage blue-collar occupations. Therefore, if the bunching were driven entirely by focal points in wage bargaining, we should not expect to observe any bunching in low-wage occupations, where take-it-or-leave-it offers are more prevalent. To test this hypothesis, I estimate the fraction of workers hired at coarse wages across industries and occupations. Appendix Figure F3 shows the results.

Overall, coarse wages are pervasive both across industries where we should expect more wage-posting (such as manufacturing) and more wage-bargaining (such as financial intermediation). Similarly, coarse wages are pervasive across both blue-collar occupations (like administrative workers) and white-collar occupations (like professionals, artists, and scientists). Therefore, focal points in negotiations are unlikely to explain the bunching observed in the data.

F.2.2 Fairness concerns. Inequity aversion and fairness concerns might induce firms to pay the same salary to coworkers performing the same tasks, even if their productivity is different. However, fairness concerns should only matter in firms that employ multiple employees. However, firms with just one employee are the ones most likely to pay coarse wages (Appendix Figure F4).
F.2.3 Round wages as a signal of job quality. In the consumer market, some high-quality firms price their products at round numbers to signal their quality. Some evidence suggests high-end retailers are more likely to round their prices relative to low-end retailers (Stiving, 2000). In the labor market, firms might also use the roundness of the salary to signal the job’s quality. Crucial to this information-based explanation is that consumers or job-seekers, correspondingly, lack information about the quality of relative products or jobs. Otherwise, there would not be a need to use prices to signal quality. If workers become better at assessing the quality of a job as they gain more experience, we should expect firms hiring more experienced workers to be less likely to bunch. However, this is the opposite of what I find. As worker experience increases, firms are more likely to pay a coarse wage.

F.2.4 Changes in marginal tax rates. Beginning with Saez (2010), several papers have shown that changes in marginal incentives—particularly, changes in marginal tax rates—can generate bunching. Thus, one possible concern is that the estimate of $\theta$ might be confounded by changes in the marginal tax rate. To assess this, I collected data on all the changes in the personal income tax rate in Brazil over 2007–2015. I find that none of the kink points in this period were at round numbers. Furthermore, there is no detectable bunching at any of the kink points. For example, Appendix Figure F5 shows the distribution of earnings and kink points using data from 2015. For monthly earnings below R$1903.98, the marginal tax rate is zero. The marginal tax rate jumps to 7.5% for earnings between R$1903.99 and R$2826.65 and keeps increasing by 7.5 percentage points at each of the following income thresholds: R$2826.66, R$3751.06, and R$4664.68. There is no bunching at any of these thresholds. The lack of bunching at the kink points is consistent with the findings of Saez (2010) and Chetty et al. (2011) who show that the bunching observed in tax data is driven by the self-employed, who have more scope to manipulate their earnings, and not by wage-employees.
Figure F1: Resignation rates below, at, and above salaries divisible by 100

Panel A. Average resignation rate in the vicinity of round salaries

- Average just below = 0.047
- Average at round numbers = 0.051
- Average just above = 0.048

Panel B. Regression Discontinuity estimates $\hat{\beta}_r$’s and $\hat{\gamma}_r$’s from equation (F1)

Average coefficient on round number dummy
- Average coefficient on “above” dummy

Notes: This figure shows whether there are systematic differences in the resignation likelihood of workers earning a salary just below and just above round numbers. To construct the figures in both panels, I use the firm random sample. The figures only display workers with earnings above the minimum wage and below R$3500 (which roughly corresponds to the 99th percentile of the earnings distribution above the minimum wage).

Panel A shows the average resignation rate of workers earning a salary just below, equal to, or just above each salary divisible by 100, using a bandwidth $h = 10$. For example, the figure shows that the resignation rate of workers earning [R$490, R$500) is 4.8%, the resignation rate of workers earning R$500 is 5.3%, and the resignation rate of workers earning (R$500, R$510] is 4.4%. The horizontal dashed lines denote the weighted average resignation rate of each group of workers across all salaries divisible by 100, using the number of workers used to estimate each separation rate as the weight.

Panel B presents the RD estimates of regression (F1), using as the outcome a dummy that takes the value one if the worker resigned and zero otherwise, and using a bandwidth $h = 10$. Each point in the figure comes from a separate regression using data in the vicinity of a salary divisible by 100. For example, the point estimate at R$500 uses data from workers whose earnings are within a distance 10 of R$500 (including workers who earn exactly R$500). The vertical lines denote 95% confidence intervals using heteroskedasticity-robust standard errors. Standard errors are clustered at the worker level. The horizontal dashed line denotes the weighted average RD coefficients across all regressions, where the weights are the number of workers used to estimate each regression.
Figure F2: Difference in the number of contracts around salaries divisible by 100

Panel A. Share of contracts just below and just above each side of the round salary

Panel B. Regression Discontinuity estimates $\hat{\beta}_r$'s from equation (F2)

Notes: Panel A shows the fraction of contracts accrued by workers earning a salary just below and just above each salary divisible by 100, using a bandwidth $h = 10$. For example, the figure shows that approximately 48% of all workers earning [R$490, R$510] - {R$500} are contracts just below R$500, that is, workers earning [R$490, R$500), while the other 52% come from above R$500, i.e., workers earning (R$500, R$510]. If workers’ earnings were uniformly distributed, the share of each side would be 50%.

Panel B presents the RD estimates of regression (F2), using as outcome variable the fraction of workers in each salary bin and a bandwidth $h = 10$. Each point in the figure comes from a separate regression using data in the vicinity of a salary divisible by 100. For example, the point estimate at R$500 uses data from workers whose earnings are within a distance 10 of R$500 (excluding workers who earn exactly R$500). The vertical lines denote 95% confidence intervals using heteroskedasticity-robust standard errors. The horizontal red dashed line denotes the weighted average RD coefficient across all regressions, where the weights are the number of workers used to estimate each coefficient.

To construct the figures in both panels, I use the new-hires sample. The figures only display workers with earnings above the minimum wage and below R$3500 (which roughly corresponds to the 99th percentile of the earnings distribution above the minimum wage).
Figure F3: Fraction of workers hired at a coarse salary across industries and occupations

Panel A. Industry level

Panel B. Occupation level

Notes: This figure shows the estimated fraction of workers hired at a coarse salary across two-digit industries (Panel A) and occupations (Panel B). To construct this figure, I estimate $\hat{\theta}$ conditioning on the firm industry (Panel A) or the occupation of the new hire (Panel B), following the methodology described in Section 5.4.1. Horizontal lines represent 95% confidence intervals. The vertical dashed red line displays the unconditional fraction of workers hired at a coarse salary.
Figure F4: Firm size and fraction of workers hired through coarse wage-setting ($\hat{\theta}$)

Notes: This figure shows the estimated fraction of workers through coarse wage-setting across firms of different sizes. To construct this figure, I estimate $\hat{\theta}$ conditioning on firm size (in bins) following the methodology described in Section 5.4.1. Vertical lines represent 95% confidence intervals.
Figure F5: Distribution of contracted salaries and kinks in the income tax schedule during 2015

Notes: This figure shows the distribution of contracted salaries in the new-hires sample during 2015. Red dashed lines indicate kinks in the personal income tax rate during 2015. To construct this figure, I first group workers in R$1 bins and then count the number of workers in each bin. Workers whose contracted salary is a round number are denoted with colored markers. The figure only displays workers with earnings above the minimum wage and below R$3500 (which roughly corresponds to the 99th percentile of the distribution of earnings above the minimum wage). See Appendix D for the sample restrictions.
G Changes in the Minimum Wage and Coarse Wage-Setting

In this Appendix, I study how coarse wage-setting interacts with changes in the minimum wage (MW). Dube et al. (2020) note that whenever a minimum wage is equal to a round number, two types of firms hire at the minimum wage: those that are constrained by the wage floor and those that are misoptimizing with respect to wages and pay the minimum wage because it is a round number. An increase in the minimum wage affects both types of firms and possibly causes the second type of firm to fully-optimize wages. A similar logic follows for firms that pay a round-numbered wage below the new minimum wage.

In the data, I observe hiring decisions under 15 different federal minimum wages, seven of which are round numbers (see Appendix Table G1). I also observe the year $t+1$ salary of workers hired in year $t$. Thus, to shed light on this potential spillover effect, I analyze the fraction of workers who earn a non-round salary in year $t+1$ as a function of the salary at which they were hired.

Table G2 summarizes all possible wage transitions. Panel A shows the transitions for workers that were hired at the minimum wage, $w_t = MW_t$; Panel B for workers hired at a wage above the minimum wage, but below the minimum wage of the following year, $w_t \in (MW_t, MW_{t+1})$; and Panel C for workers hired at a wage above the $t+1$ minimum wage, $w_t \geq MW_{t+1}$. By construction, only workers in Panels A and B are directly affected by the change in the minimum wage between $t$ and $t+1$. Hence, the transitions in Panel C are useful as a comparison group to assess how different types of wages tend to change irrespective of the direct effect due to a change in the minimum wage.

For conciseness, I focus on how a change in the minimum wage affects the round salaries that it crosses. Panel B shows that 47.7% of the workers hired at a round salary between $MW_t$ and $MW_{t+1}$ in year $t$ earn a non-round salary in year $t+1$ (excluding the new minimum wage). One way to benchmark this magnitude is to compare it to the fraction of workers hired at a round salary above $MW_{t+1}$ who earn a non-round salary the following year (excluding the new minimum wage). This figure equals equal to 42.3%. This benchmark can be thought of as the counterfactual fraction of workers that would earn a non-coarse wage in year $t + 1$ had the minimum wage not changed. Comparing these two transitions following a “differences-in-differences” approach, suggests that a change in the minimum wage decreases the share of coarse wages by 5.4 percentage points (or 11.3%).

An alternative comparison group is the fraction of workers hired at a non-round salary above $MW_{t+1}$ who also earn a non-round salary in year $t + 1$. This figure is akin to the
likelihood that a firm that optimized salaries in year $t$ also optimizes in year $t + 1$. Since this benchmark uses firms that fully-optimized wages in the first period, it can be thought of as an upper bound for firms that initially paid coarse wages. The second row of Panel C show that this figure is 88.3% (column 6). The increase in the minimum wage achieves 54.0% ($= 47.7%/88.3$%) of this benchmark.

These findings suggest that changes in the minimum wage can have sizable spillover effects on firm wage-setting behavior.

Table G1: Federal minimum wages in Brazil: 2003–2017

| Year | Federal minimum wage | In nominal terms (current R$) | In real terms (2003 R$) |
|------|----------------------|------------------------------|------------------------|
| 2003 | 240                  | 240.00                       |
| 2004 | 260                  | 254.72                       |
| 2005 | 300                  | 267.58                       |
| 2006 | 350                  | 275.10                       |
| 2007 | 380                  | 289.29                       |
| 2008 | 415                  | 308.03                       |
| 2009 | 465                  | 320.71                       |
| 2010 | 510                  | 341.44                       |
| 2011 | 545                  | 362.20                       |
| 2012 | 622                  | 384.65                       |
| 2013 | 678                  | 406.04                       |
| 2014 | 724                  | 431.66                       |
| 2015 | 788                  | 479.97                       |
| 2016 | 880                  | 511.55                       |
| 2017 | 937                  | 522.13                       |

*Notes:* This table indicates the federal minimum monthly salary in R$ at the end of each calendar year. **Bolded** figures indicate minimum wages that are round numbers.
Table G2: Fraction of workers earning a round salary in year $t + 1$ as a function of their initial salary

| Panel A. Workers hired at $w_t = \text{MW}_t$ | Fraction of workers in $t$ (1) | The new min. wage (MW$_{t+1}$) (2) | A round salary (3) (4) | A non-round salary excl. MW$_{t+1}$ (5) | A round salary excl. MW$_{t+1}$ (6) |
|---------------------------------------------|--------------------------------|----------------------------------|-----------------|---------------------------------|---------------------------------|
| Initial salary is a round number           | 0.049 | 0.670 | 0.542 | 0.458 | 0.120 | 0.210 |
| Initial salary is not a round number       | 0.061 | 0.722 | 0.265 | 0.735 | 0.097 | 0.182 |

| Panel B. Workers hired at $w_t \in (\text{MW}_t, \text{MW}_{t+1})$ | | | | | | |
|---------------------------------------------|--------------------------------|-----------------|---------------------------------|---------------------------------|
| Initial salary is a round number           | 0.053 | 0.189 | 0.393 | 0.607 | 0.334 | 0.477 |
| Initial salary is not a round number       | 0.121 | 0.171 | 0.256 | 0.744 | 0.202 | 0.626 |

| Panel C. Workers hired at $w_t \geq \text{MW}_{t+1}$ | | | | | | |
|---------------------------------------------|--------------------------------|-----------------|---------------------------------|---------------------------------|
| Initial salary is a round number           | 0.212 | 0.020 | 0.575 | 0.425 | 0.557 | 0.423 |
| Initial salary is not a round number       | 0.504 | 0.009 | 0.110 | 0.890 | 0.108 | 0.883 |

Notes: This table shows worker transitions between different types of salaries. The rows in each panel indicate the salary at which the firm hired the worker. Panel A includes workers hired at the federal minimum wage. Panel B includes workers hired at a salary above the federal minimum wage of the hiring year (year $t$) but below the federal minimum wage of the following year ($t + 1$). Panel C includes workers hired at a salary above the year $t + 1$ federal minimum wage. Workers that appear to be hired at a salary below the minimum wage are excluded. I present the transitions separately for workers hired at a round salary (first row of each panel) and a non-round salary (second row of each panel). In Panel A, this is equivalent to splitting the sample based on whether the federal minimum wage is a round number.

Column 1 shows the fraction of workers hired at each type of salary. The sum of the rows in column 1 equals one. The subsequent columns indicate the salary earned by the worker in year $t + 1$. Column 2 shows the fraction of workers that earn the $t + 1$ federal minimum wage. Columns 3 and 5 show the fraction of workers that earn a round salary in $t + 1$. In column 5, this fraction is calculated using salaries different from the new minimum wage (only relevant for years in which the new minimum wage is a round salary, see Appendix Table G1). Columns 4 and 6 show the fraction of workers that do not earn a round salary in $t + 1$. In column 6, this figure is calculated using salaries different from the new minimum wage (only relevant for years in which the new minimum wage is not a round salary). Columns 2, 5, and 6 add up to one. Similarly, columns 3 and 4 also add up to one.