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Abstract. The purpose of this paper is to study the essential spectrum of non-self-adjoint singular matrix differential operators in the Hilbert space $L^2(\mathbb{R}) \oplus L^2(\mathbb{R})$ induced by matrix differential expressions of the form

\[
\begin{pmatrix}
\tau_{11}(\cdot, D) & \tau_{12}(\cdot, D) \\
\tau_{21}(\cdot, D) & \tau_{22}(\cdot, D)
\end{pmatrix},
\]

(0.1)

where $\tau_{11}$, $\tau_{12}$, $\tau_{21}$, $\tau_{22}$ are respectively $m$-th, $n$-th, $k$-th and 0 order ordinary differential expressions with $m = n + k$ being even. Under suitable assumptions on their coefficients, we establish an analytic description of the essential spectrum. It turns out that the points of the essential spectrum either have a local origin, which can be traced to points where the ellipticity in the sense of Douglis and Nirenberg breaks down, or they are caused by singularity at infinity.

1. Introduction

The spectral analysis of singular matrix differential operators generated by matrix differential expressions as in (0.1) is important in many branches of theoretical physics including magnetohydrodynamics and astrophysics, see e.g. [22], [3]. For example, in models of linear stability theory of plasmas confined to a toroidal region in $\mathbb{R}^3$, by eliminating one variable by means of the $S^1$-symmetry, one arrives at second order systems of partial differential equations in the radial and angular variables on the cross section of the torus. Using a Fourier series decomposition with respect to the angular variable, the operator matrix then becomes a direct sum of operators of the form (0.1), see e.g. [4], [8]. In view of linear stability analysis and numerical approximations, it is of crucial importance to have information on the location of the whole essential spectrum of operator matrices as in (0.1).

Two of the reasons why such matrix differential operators received continuous attention of specialists in spectral theory during the last thirty years may be explained as follows. Firstly, in contrast to the case of scalar differential operators, matrix differential operators need not to have empty essential spectrum even if the underlying domain is compact and the corresponding boundary conditions are regular. This is due to the matrix structure.
which allows for essential spectrum to arise because of the violation of ellipticity in an appropriate sense. Secondly and most interestingly, in the case when the underlying domain is not compact, the essential spectrum of the matrix differential operator cannot be approximated by the essential spectra of operators determined by the same operator matrix on an increasing sequence of compact sub-domains exhausting to the original domain. In fact, it turns out that the essential spectrum can have a branch caused because of the singularity at infinity or, more generally, at the boundary of a non-compact interval.

Essential spectrum of matrix differential operators generated by (0.1) is well known if the underlying domain is compact, see [2]. The situation is much more complicated if the underlying domain is non-compact. In this case the spectral properties are far from being fully-understood up to date in the non-self-adjoint setting, especially when the matrix differential operator is not a perturbation of a self-adjoint operator.

The appearance of the branch of essential spectrum due to the singularity at the boundary was first predicted by Descloux and Geymonat [4] in connection with a physical model describing the oscillations of plasma in an equilibrium configuration in a cylindrical domain and proven much later by Faierman, Mennicken and Möller [8]. Similar phenomena in connection with problems of theoretical physics have been studied by many authors including Kako [14, 15, 16], Descloux and Kako [17], Raikov [29, 30], Beyer [3], Atkinson, H. Langer, Mennicken and Shkalikov [2], H. Langer and Möller [21], Faierman, Mennicken and Möller [6, 7], Hardt, Mennicken and Naboko [10], Konstantinov [18], Mennicken, Naboko and Tretter [24], Kurasov and Naboko [20], Möller [26], Marletta and Tretter [23], Kurasov, Lelyavin and Naboko [19], Qi and Chen [27, 28].

Most of these studies were concerned with the investigation of particular and “almost-symmetric” operators and it was shown that the essential spectrum due to the singularity at the boundary appears because of a very special interplay between the matrix entries. The first analytic description the essential spectrum in the general setting was established in [11] in the symmetric case with $m = 2$, $n = k = 1$ and $[0, \infty)$ instead of $\mathbb{R}$. The results of [11] were later extended to much wider classes of symmetric matrix differential operators under considerably weaker assumptions in [12] where the second diagonal entry allowed to be a matrix multiplication operator.

The current manuscript seems to be the first attempt to investigate the essential spectrum, in particular, both above mentioned spectral phenomena, for non-self-adjoint matrices of ordinary differential operators of mixed-orders on the real line. The aim is to establish an analytic description of the entire essential spectrum in terms of the coefficients of (0.1). Our method to describe the part of the essential spectrum caused by the singularity at infinity analytically is different from the so-called “cleaning of the resolvent” approach suggested in [20], which was based on a result on the essential spectrum of separable sum of pseudo-differential operators, see [20, Theorem A.1]. Nevertheless, the remarks in [20] concerning the non-self-adjoint case have inspired the present paper.

The paper is organized as follows. Section 2 provides the necessary operator theoretic framework for the matrix differential operator generated by (0.1) in the Hilbert space $L^2(\mathbb{R}) \oplus L^2(\mathbb{R})$ as well as for its first Schur complement. Section 3 is dedicated to the description of the essential spectrum due to the singularity at infinity. It is characterized
in terms of the essential spectrum of the first Schur complement using the characterization of Fredholm operators in terms of approximate/generalized inverses and pseudo-differential operator techniques. In Section 4 the essential spectrum due to the violation of ellipticity in the sense of Douglis and Nirenberg is described. Section 5 contains the main result of the paper (see Theorem 5.3), where by suitable gluing and smoothing the results of the two previous sections are blended together. The obtained analytic description of the whole essential spectrum is given in terms of the original coefficients of the matrix differential operator in [0,1] and illustrated by an example.

The following notation is used throughout the paper. We write \( \langle \cdot, \cdot \rangle \) for the inner product in \( L^2(\mathbb{R}) \). For a Banach space \( X \), by \( \mathcal{C}(X) \), \( \mathcal{B}(X) \) and \( \mathcal{K}(X) \), we denote respectively the set of closed, bounded and compact linear operators acting from \( X \) to itself. For \( T \in \mathcal{C}(X) \), we denote by \( \text{Dom}(T), \text{Ker}(T) \) and \( \text{Ran}(T) \) the domain, kernel and the range of \( T \), respectively. For a densely defined operator \( T \in \mathcal{C}(X) \), \( \rho(T) \) and \( \Pi(T) \) denote respectively its resolvent set and the regularity field; for the essential spectrum, we use the definition \( \sigma_{\text{ess}}(T) := \{ \lambda \in \mathbb{C} : T - \lambda \text{ is not Fredholm} \} \), which is the set \( \sigma_{\text{ess}}(T) \) in [5, Section IX.1]. Recall that \( T \in \mathcal{C}(X) \) is called Fredholm if \( \text{Ran}(T) \) is closed and both \( \text{null}(T) := \dim \text{Ker}(T) \) and \( \text{def}(T) := \dim X/\text{Ran}(T) \) are finite.

An identity operator is denoted by \( I \), and scalar multiples \( \omega I \) for \( \omega \in \mathbb{C} \) are written as \( \omega \).

Furthermore, \( \mathcal{S}(\mathbb{R}) \) stands for the Schwartz space of rapidly decaying functions on \( \mathbb{R} \). For \( s \in \mathbb{R} \) and a subinterval \( J \subset \mathbb{R} \), we denote by \( H^s(J) \) the \( L^2 \)-Sobolev space of order \( s \) and by \( H^s_0(J) \) the closed linear subspace of \( H^s(J) \) obtained by taking the closure of \( C_0^\infty(J) \) in \( H^s(J) \). By \( B^\infty(\mathbb{R}, \mathbb{C}) \) we denote the space of infinitely smooth functions \( f : \mathbb{R} \rightarrow \mathbb{C} \) with bounded derivatives of arbitrary order. For a subinterval \( J \subset \mathbb{R} \) and a function \( f : J \rightarrow \mathbb{C} \), we denote by \( f(J) \) the image of \( J \) under \( f \) and by \( \overline{f(J)} \) the closure of the set \( f(J) \) in \( \mathbb{C} \).

2. Higher order matrix differential operators and associated first Schur complement

Let \( n, k \) be non-negative integers such that \( m := n+k \in 2\mathbb{N} \). We introduce the differential expressions

\[
\begin{align*}
\tau_{11}(x, D) &:= \sum_{\alpha=0}^{m} a_\alpha D^\alpha, & \tau_{12}(x, D) &:= \sum_{\beta=0}^{n} b_\beta D^\beta \\
\tau_{21}(x, D) &:= \sum_{\gamma=0}^{k} c_\gamma D^\gamma, & \tau_{22}(x, D) &:= d,
\end{align*}
\]

where \( D := -i d/dx \) is the momentum operator, and we assume that the coefficient functions satisfy the following hypotheses.

Assumption (A). \( a_\alpha, b_\beta, c_\gamma, d \in C_\infty(\mathbb{R}, \mathbb{C}) \) for all \( \alpha \in \{0,1,\ldots,m\}, \beta \in \{0,1,\ldots,n\}, \gamma \in \{0,1,\ldots,k\} \) and \( a_m(x) \neq 0, \ x \in \mathbb{R} \).
Let $A_0$, $B_0$, $C_0$ and $D_0$ be the operators in the Hilbert space $L^2(\mathbb{R})$ induced respectively by the differential expressions $\tau_{11}(\cdot, D)$, $\tau_{12}(\cdot, D)$, $\tau_{21}(\cdot, D)$ and $\tau_{22}(\cdot, D)$ with domains being $C_0^\infty(\mathbb{R})$.

In the Hilbert space $\mathcal{H} := L^2(\mathbb{R}) \oplus L^2(\mathbb{R})$, we introduce the matrix differential operator

$$A_0 := \begin{pmatrix} A_0 & B_0 \\ C_0 & D_0 \end{pmatrix} := \begin{pmatrix} \sum_{\alpha=0}^m a_\alpha D^\alpha & \sum_{\beta=0}^n b_\beta D^\beta \\ \sum_{\gamma=0}^k c_\gamma D^\gamma & d \end{pmatrix}$$

(2.2)

on the domain

$$\text{Dom}(A_0) := C_0^\infty(\mathbb{R}) \oplus C_0^\infty(\mathbb{R}).$$

(2.3)

An easy integration by parts argument shows that the domain of the adjoint of $A_0$ contains $C_0^\infty(\mathbb{R}) \oplus C_0^\infty(\mathbb{R})$, and hence $\text{Dom}(A_0^*)$ is dense in $\mathcal{H}$. Therefore, $A_0$ is closable; we denote the closure of $A_0$ by $\mathcal{A}$.

Schur complements are useful tools in studying spectral properties of operator matrices, see [32, Section 2.2]. Formally, the (first) Schur complement of the operator matrix $A_0$ in (2.2) is given by $A_0 - \lambda - B_0(D_0 - \lambda)^{-1}C_0$ in $L^2(\mathbb{R})$ for $\lambda \in \rho(D_0) = \mathbb{C} \setminus \text{cl}\{d(\mathbb{R})\}$. Hence, for $\lambda \in \mathbb{C} \setminus \text{cl}\{d(\mathbb{R})\}$ it is induced by the $m$-th order scalar differential expression

$$\tau_S(\lambda) := \tau_{11} - \lambda - \tau_{12}(\tau_{22} - \lambda)^{-1}\tau_{21} = \sum_{\alpha=0}^m a_\alpha D^\alpha - \left(\sum_{\beta=0}^n b_\beta D^\beta\right) \frac{1}{d - \lambda} \left(\sum_{\gamma=0}^k c_\gamma D^\gamma\right).$$

(2.4)

The differential expression $\tau_S(\lambda)$ can be rewritten in the standard form as

$$\tau_S(\lambda) = \sum_{j=0}^m p_j(\cdot, \lambda) D^j$$

(2.5)

where, for $\lambda \in \mathbb{C} \setminus \text{cl}\{d(\mathbb{R})\}$, the coefficient functions are given by

$$p_j(\cdot, \lambda) := \begin{cases} a_0 - \lambda - \frac{b_0 c_0}{d - \lambda} - \sum_{\beta=0}^n b_\beta \frac{\partial^\beta}{\partial x^\beta}\left(\frac{c_0}{d - \lambda}\right) & \text{for } j = 0, \\
\frac{\min(n,j)}{b_\beta c_{j-\beta}} \frac{\partial^\beta}{\partial x^\beta}\left(\frac{c_j}{d - \lambda}\right) & \text{for } 1 \leq j \leq k, \\
\frac{\min(n,j)}{b_\beta c_{j-\beta}} \frac{\partial^\beta}{\partial x^\beta}\left(\frac{c_j}{d - \lambda}\right) & \text{for } k < j \leq m. 
\end{cases}$$

For $\lambda \in \mathbb{C} \setminus \text{cl}\{d(\mathbb{R})\}$, the differential expression $\tau_S(\lambda)$ induces an operator $S_0(\lambda)$ in $L^2(\mathbb{R})$ on the Schwartz space,

$$S_0(\lambda)u := \tau_S(\lambda)u, \quad u \in \text{Dom}(S_0(\lambda)) := \mathcal{S}(\mathbb{R}).$$
Moreover, $S_0(\lambda)$ is closable since $\mathcal{S}(\mathbb{R})$ is contained in the domain of adjoint of $S_0(\lambda)$ and
the former is dense in $L^2(\mathbb{R})$; we denote the closure of $S_0(\lambda)$ by $S(\lambda)$.

Observe that, by (2.5), for $\lambda \in \mathbb{C} \setminus \text{cl}\{d(\mathbb{R})\}$, the leading coefficient of $S_0(\lambda)$ is given by
\begin{equation}
    p_m(\cdot, \lambda) = a_m - \frac{b_n c_k}{d - \lambda} = a_m \frac{\Delta - \lambda}{d - \lambda},
\end{equation}
where $\Delta : \mathbb{R} \to \mathbb{C}$ is defined as
\begin{equation}
    \Delta := d - \frac{b_n c_k}{a_m}.
\end{equation}

\textbf{Remark 2.1.} (i) It is obvious from (2.6) that the ellipticity of $S(\lambda)$ breaks down whenever
$\lambda \in \mathbb{C} \setminus \text{cl}\{d(\mathbb{R})\}$ lies in the range of $\Delta$. In Section 4 we will show that such points belong
to the essential spectrum of $T$.

(ii) The conditions $m = n + k$ and $D_0$ is of zero order are due to the employment of a
result from [2] on the essential spectrum of matrix differential operators generated by (2.2)
over compact intervals. We assume $m$ to be even because of the estimate for the numerical
range of the Schur complement (see Lemma 4.5) which in turn is crucial for the main result
of the paper.

3. Essential spectrum due to the singularity at infinity

In this section we are concerned with the description of the part of the essential spectrum
that arises because of the singularity at infinity. Here we need the uniform ellipticity of the
Schur complement $S(\lambda)$ and hence we exclude all $\lambda \in \text{cl}\{\Delta(\mathbb{R})\}$, see Remark 2.1(ii).

The method to be used in this section is identical to the one of [13] and the results are
more or less particular cases of the corresponding results therein, although in [13] both
of the diagonal entries are positive-order pseudo-differential operators. Nevertheless, we
provide here full details in order to make the paper self-contained.

The hypotheses on the coefficient functions of the first Schur complement as well as
of some auxiliary operators (Assumptions (B1)-(B3) below) rule out the use of classical
pseudo-differential operator theory.

\textbf{Definition.} For $\ell \in \mathbb{R}$, the Hörmander symbol class
$S^\ell(\mathbb{R}^2)$ is defined to be the set of all infinitely smooth functions $\sigma : \mathbb{R}^2 \to \mathbb{C}$ such that for all $\alpha, \beta \in \mathbb{N}_0$, there is a positive
constant $C_{\alpha, \beta}$, depending only on $\alpha, \beta$, for which
\begin{equation}
    |(\partial_x^\beta \partial_{\xi}^\alpha)(x, \xi)| \leq C_{\alpha, \beta}(1 + |\xi|)^{\ell - \alpha}, \quad (x, \xi) \in \mathbb{R}^2,
\end{equation}
see e.g. [31], [33]. Further, we set
\begin{equation}
    S^{-\infty}(\mathbb{R}^2) := \bigcap_{\ell \in \mathbb{R}} S^\ell(\mathbb{R}^2), \quad S^{\infty}(\mathbb{R}^2) := \bigcup_{\ell \in \mathbb{R}} S^\ell(\mathbb{R}^2)
\end{equation}
\footnote{also called the Kohn-Nirenberg symbol class, see e.g. [31].}
and recall that for $\sigma \in S^\infty(\mathbb{R}^2)$, the pseudo-differential operator $T_\sigma$ with symbol $\sigma$ on the Schwartz space $\mathcal{S}(\mathbb{R})$ is defined by
\[
(T_\sigma \phi)(x) = \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} e^{i x \xi} \sigma(x, \xi) \hat{\phi}(\xi) d\xi, \quad \phi \in \text{Dom}(T_\sigma) = \mathcal{S}(\mathbb{R}),
\]
where $\hat{\phi}$ is the Fourier transform of $\phi \in \mathcal{S}(\mathbb{R})$,
\[
\hat{\phi}(\xi) = \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} e^{-i x \xi} \phi(x) dx, \quad \xi \in \mathbb{R}.
\]

**Assumption (B).** Suppose that, for every pseudo-differential operator on $\mathcal{S}$

**Remark.** Assumption (B).

**Remark 3.1.** It is easy to see from (2.6) that the assumption (B2) is automatically satisfied if $d$ is bounded and $\inf_{x \in \mathbb{R}} |a_m(x)| > 0$.

Note that assumption (B1) allows us to consider the first Schur complement $S_0(\lambda)$ as a pseudo-differential operator on $\mathcal{S}(\mathbb{R})$ with symbol $\sigma_\lambda$, given by
\[
\sigma_\lambda(x, \xi) := \sum_{j=0}^m p_j(x, \lambda) \xi^j, \quad (x, \xi) \in \mathbb{R}^2,
\]
belonging to the symbol class $S^m(\mathbb{R}^2)$. By Assumption (B2), the corresponding minimal operator $S(\lambda)$ is uniformly elliptic and hence
\[
\text{Dom}(S(\lambda)) = H^m(\mathbb{R}),
\]
see e.g. [33]. Moreover, $S(\lambda)$ has a parametrix, i.e. there exists a pseudo-differential operator $S^p(\lambda)$ with symbol in $S^{-m}(\mathbb{R}^2)$ and pseudo-differential operators $L_\lambda$ and $R_\lambda$ with symbols in $S^{-\infty}(\mathbb{R}^2)$ such that
\[
S^p(\lambda)S(\lambda) = I + L_\lambda, \quad S(\lambda)S^p(\lambda) = I + R_\lambda,
\]
respectively on $H^m(\mathbb{R})$ and $L^2(\mathbb{R})$.

In view of Assumption (B3) whenever $\lambda \notin \text{cl}\{d(\mathbb{R})\}$, the differential expressions $(D_0 - \lambda)^{-1}C_0$ and $B_0(D_0 - \lambda)^{-1}$ induce pseudo-differential operators on the Schwartz space $\mathcal{S}(\mathbb{R})$ with symbols respectively in $S^k(\mathbb{R}^2)$ and $S^n(\mathbb{R}^2)$. We will need the following extensions of these operators,
\[
F_1(\lambda) := (D_0 - \lambda)^{-1}C_0, \quad \text{Dom}(F_1(\lambda)) := H^k(\mathbb{R}),
\]
\[
F_2(\lambda) := B_0(D_0 - \lambda)^{-1}, \quad \text{Dom}(F_2(\lambda)) := H^n(\mathbb{R}).
\]

Furthermore, we will need the characterization of semi-Fredholm operators in terms of approximate inverses. Following [2], an operator $T \in \mathcal{K}(X)$ is said to have a left approximate
inverse if, and only if, there are operators $R_\ell \in \mathcal{B}(X)$ and $K_X \in \mathcal{K}(X)$ such that $I_X + K_X$ extends $R_\ell T$.

We need the following fact, the proof of which can be easily read off from the proofs of [5, Theorems I.3.12-13] and [5, Lemma I.3.12].

**Proposition 3.2.** If $T \in \mathcal{C}(X)$ has a left approximate inverse, then $T$ has closed range and finite nullity.

It is a well-known fact that Fredholm operators admit two-sided approximate inverses. We will also need a special two-sided approximate inverse which can be described as follows. Let $T \in \mathcal{C}(X)$ be Fredholm operator and define $\tilde{T}$ to be the restriction of $T$ to $\text{Dom}(T) \cap \text{Ker}(T)$. Then $\tilde{T}$ is injective and $\text{Ran}(\tilde{T}) = \text{Ran}(T)$ is closed. Hence the operator $\tilde{T}^{-1}$, considered as a map from $\text{Ran}(T)$ onto $\text{Dom}(T) \cap \text{Ker}(T)$, is bounded. Let $P$ and $I - Q$ be the orthogonal projections respectively onto $\text{Ker}(T)$ and $\text{Ran}(T)$. Defining the operator $T^\dagger := \tilde{T}^{-1}(I - Q)$, $\text{Dom}(T^\dagger) := X$, (3.7) we immediately obtain

$$T^\dagger T = I - P, \quad TT^\dagger = I - Q \quad (3.8)$$

on $\text{Dom}(T)$ and $X$, respectively. The constructed operator $T^\dagger \in \mathcal{B}(X)$ is called a generalized inverse of $T$, see e.g. [9]. Note that the generalized inverse is a two-sided approximate inverse since the operators $P$ and $Q$ are of finite-rank.

In contrast to the case when the underlying domain is compact, we can’t view parametrices of pseudo-differential operators on the real line as two-sided approximate inverses. This is because pseudo-differential operators of negative orders on the real line are in general not compact in Sobolev spaces, see e.g. [1, Section 2.3]. However, every parametrix $S^p(\lambda)$ of $S(\lambda)$ is connected to its generalized inverse $S^\dagger(\lambda)$ by the following simple relationship which plays a crucial role in this paper.

**Lemma 3.3.** Let Assumptions [A], [B] be satisfied and $\lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \text{cl}\{d(\mathbb{R})\}$ be such that $S(\lambda)$ is Fredholm. Let $S^\dagger(\lambda)$ and $S^p(\lambda)$ be respectively an approximate inverse and a parametrix of $S(\lambda)$. Then

$$S^\dagger(\lambda) = S^p(\lambda)(I - Q_\lambda) + L_\lambda S^\dagger(\lambda)R_\lambda - L_\lambda(I - P_\lambda)S^p(\lambda), \quad (3.9)$$

on $L^2(\mathbb{R})$, where $P_\lambda$ and $I - Q_\lambda$ are the orthogonal projections onto $\text{Ker}(S(\lambda))$ and $\text{Ran}(S(\lambda))$, respectively.

**Proof.** By the first relations in (3.4) and (3.8), we get

$$(S^\dagger(\lambda) - S^p(\lambda))S(\lambda) = -P_\lambda - L_\lambda \quad (3.10)$$

on $\text{Dom}(S(\lambda)) = H^m(\mathbb{R})$. Similarly, the second relations in (3.4) and (3.8) yield

$$S(\lambda)(S^\dagger(\lambda) - S^p(\lambda)) = -Q_\lambda - R_\lambda \quad (3.11)$$

Here it is sufficient to verify the equality $I_X + K_X = R_\ell T$ on any core of $T$. 


Lemma 3.4. Let Assumptions [A], [B] be satisfied and \( \lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \text{cl}\{d(\mathbb{R})\} \). Then

(i) \((\phi_1, \phi_2)^t \in \text{Ker}(A - \lambda)\) implies \(\phi_1 \in \text{Ker}(S(\lambda))\) and \(\phi_2 = -(D_0 - \lambda)^{-1}C_0\phi_1\);

(ii) \((\phi_1, \phi_2)^t \in \text{Ker}(A^* - \lambda)\) implies \(\phi_1 \in \text{Ker}(S(\lambda)^*)\) and \(\phi_2 = -(D_0^* - \lambda)^{-1}B_0\phi_1\).

Furthermore, in either case, we have

\[
(\phi_1, \phi_2)^t \in \mathcal{H}^0(\mathbb{R}) \oplus \mathcal{K}(\mathbb{R}).
\]  

Proof. We give the proof of (3.14) and the claim in (i) only; the claim in (ii) can be proven in the same way. Let \( \Phi := (\phi_1, \phi_2)^t \in \text{Ker}(A - \lambda) \) be arbitrary. Then, for all \( \Psi := (\psi_1, \psi_2) \in C_0^\infty(\mathbb{R}) \oplus C_0^\infty(\mathbb{R}) \), we have \( \langle (A - \lambda)\Phi, \Psi \rangle = 0 \). Since \( \Psi \in \text{Dom}(A_0^*) \) it therefore follows that \( \langle \Phi, (A_0^* - \lambda)\Psi \rangle = 0 \) or, equivalently,

\[
\langle \phi_1, (A_0^* - \lambda)\psi_1 + C_0^*\psi_2 \rangle + \langle \phi_2, B_0^*\psi_1 + (D_0^* - \lambda)\psi_2 \rangle = 0.
\]  

(3.15)

Setting \( \psi_2 = - (D_0^* - \lambda)^{-1}B_0^*\psi_1 \) for \( \psi_1 \in C_0^\infty(\mathbb{R}) \) in (3.15), we get \( \langle \phi_1, S(\lambda)^*\psi_1 \rangle = 0 \) for all \( \psi_1 \in C_0^\infty(\mathbb{R}) \). Therefore, \( \phi_1 \in \text{Dom}(S(\lambda)) = H^\alpha(\mathbb{R}) \) and \( S(\lambda)\phi_1 = 0 \). Consequently, using the first relation in (3.4), we obtain \( (I + L_\lambda)\phi_1 = S(\lambda)S(\lambda)\phi_1 = 0 \) or \( \phi_1 = -L_\lambda\phi_1 \). Since \( L_\lambda \) is a pseudo-differential operator with symbol from \( S^{-\infty}(\mathbb{R}^2) \), it follows that \( \phi_1 \in H^\alpha(\mathbb{R}) \) for every \( \alpha \in \mathbb{R} \), see e.g. [33]. Hence

\[
\phi_1 \in \bigcap_{\alpha \in \mathbb{R}} H^\alpha(\mathbb{R}) = \mathcal{H}(\mathbb{R}).
\]  

(3.16)

On the other hand, setting \( \psi_1 = 0 \) in (3.15), we obtain

\[
\langle \phi_1, C_0^*\psi_2 \rangle + \langle \phi_2, (D_0^* - \lambda)\psi_2 \rangle = 0
\]  

(3.17)

for all \( \psi_2 \in C_0^\infty(\mathbb{R}) \). Hence for \( \psi_2 = (D_0^* - \lambda)^{-1}\varphi \) with arbitrary \( \varphi \in C_0^\infty(\mathbb{R}) \),

\[
\langle \phi_1, C_0^* (D_0^* - \lambda)^{-1}\varphi \rangle + \langle \phi_2, \varphi \rangle = 0.
\]  

(3.18)

Because of \( \phi_1 \in \mathcal{H}(\mathbb{R}) \) by (3.16), we have \( \langle (D_0 - \lambda)^{-1}C_0\phi_1 + \phi_2, \varphi \rangle = 0 \) and therefore the density of \( C_0^\infty(\mathbb{R}) \) in \( L^2(\mathbb{R}) \) yields \( \phi_2 = -(D_0 - \lambda)^{-1}C_0\phi_1 \).

Now (3.14) is easily seen to hold as \( (D_0 - \lambda)^{-1}C_0 \) is a differential operator of order \( k \) and hence also \( \phi_2 = -(D_0 - \lambda)^{-1}C_0\phi_1 \in \mathcal{H}(\mathbb{R}) \). \( \Box \)
Corollary 3.5. Under the assumptions of Lemma 3.4 we have

\[ \text{def}(A - \lambda) < \infty \iff \text{def}(S(\lambda)) < \infty. \]  

(3.19)

Proof. “\(\implies\)” in (3.19): Suppose that \(\text{def}(A - \lambda) = N < \infty\) and let \(\{\phi_n\}_{n=1}^N, \phi_n := (\phi_{n,1}, \phi_{n,2})^t,\) be an orthonormal basis for \(\text{Ran}(A - \lambda)^\perp = \text{Ker}(A^* - \overline{\lambda}).\) Then by Lemma 3.4 (ii), we have \(\phi_{n,1} \in \text{Ker}(S(\lambda)^*)\) and \(\phi_{n,2} = -(D_0^* - \overline{\lambda})^{-1}B_0^* \phi_{n,1}\) for all \(n \in \{1, \ldots, N\}.\) If \(\sum_{n=1}^N c_n \phi_{n,1} = 0\) for some constants \(c_1, \ldots, c_N,\) then

\[ \sum_{n=1}^N c_n \phi_{n,2} = - \sum_{n=1}^N c_n (D_0^* - \overline{\lambda})^{-1}B_0^* \phi_{n,1} = -(D_0^* - \overline{\lambda})^{-1}B_0^* \left( \sum_{n=1}^N c_n \phi_{n,1} \right) = 0 \]

and hence \(\sum_{n=1}^N c_n \phi_n = 0.\) Since \(\{\phi_n\}_{n=1}^N\) is a basis, we get \(c_n = 0, n \in \{1, \ldots, N\}.\) Hence \(\{\phi_{n,1}\}_{n=1}^N\) are linearly independent and thus \(\dim \text{Ker}(S(\lambda)^*) \geq N.\)

If \(\dim \text{Ker}(S(\lambda)^*) \geq N + 1,\) then there would exist \(\phi_{0,1} \in \text{Ker}(S(\lambda)^*)\) such that \(\{\phi_{n,1}\}_{n=0}^N\) are linearly independent. Since \(\phi_{0,1} \in \text{Ker}(S(\lambda)^*),\) it would then follow that \(\phi_{0,1} \in \mathcal{F}(\mathbb{R}),\) \(\phi_0 := (\phi_{0,1}, -(D_0^* - \overline{\lambda})^{-1}B_0^* \phi_{0,1})^t \in \text{Ker}(A^* - \overline{\lambda}).\) Hence \(\{\phi_n\}_{n=0}^N\) would be linearly independent, contradicting \(\text{def}(A - \lambda) = N.\) Therefore,

\[ \text{def}(S(\lambda)) = \dim \text{Ker}(S(\lambda)^*) = N. \]

“\(\Longleftarrow\)” in (3.19): Suppose that \(\text{def}(S(\lambda)) = N < \infty\) and let \(\{\phi_n\}_{n=1}^N\) be an orthonormal basis for \(\text{Ran}(S(\lambda))^\perp = \text{Ker}(S(\lambda)^*).\) Consider \(\{\phi_n\}_{n=1}^N \in \text{Ker}(A^* - \overline{\lambda}),\) where \(\phi_n := (\phi_{n,1}, \phi_{n,2})^t\) with \(\phi_{n,2} = -(D_0^* - \overline{\lambda})^{-1}B_0^* \phi_{n,1}.\) These vectors must be linearly independent, for otherwise \(\{\phi_{n,1}\}_{n=1}^N\) would be linearly dependent, contradicting \(\text{def}(S(\lambda)) = N.\) Hence \(\dim \text{Ker}(A^* - \overline{\lambda}) \geq N.\)

If \(\dim \text{Ker}(A^* - \overline{\lambda}) \geq N + 1,\) then there would exist \(\phi_0 := (\phi_{0,1}, \phi_{0,2})^t \in \text{Ker}(A^* - \overline{\lambda})\) such that \(\{\phi_n\}_{n=0}^N\) are linearly independent. It would then follow from Lemma 3.4 that \(\phi_{0,1} \in \text{Ker}(S(\lambda)^*)\) and \(\phi_{0,2} = -(D_0^* - \overline{\lambda})^{-1}B_0^* \phi_{0,1}.\) This would imply that \(\{\phi_{n,1}\}_{n=0}^N\) are linearly independent and thus \(\dim \text{Ker}(S(\lambda)^*) \geq N + 1.\) This contradiction yields

\[ \text{def}(A - \lambda) = \dim \text{Ker}(A^* - \overline{\lambda}) = N. \]

A key result in the description of the essential spectrum due to the singularity at infinity is the following characterization in terms of the essential spectrum of the Schur complement.

Theorem 3.6. Let Assumptions [A] [B] be satisfied. Then

\[ \lambda \in \sigma_{\text{ess}}(A) \iff 0 \in \sigma_{\text{ess}}(S(\lambda)), \]  

(3.20)

provided that \(\lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \text{cl}\{d(\mathbb{R})\}.\)

Proof. Let \(\lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \text{cl}\{d(\mathbb{R})\}\) be fixed. In view of Proposition 3.2 and Corollary 3.5 it suffices to show that if one of \(A - \lambda\) and \(S(\lambda)\) is Fredholm, then the other has a left approximate inverse.
First assume that $A - \lambda$ is Fredholm. Take an arbitrary $u \in \mathcal{S}(\mathbb{R})$ and define $v := -(D_0 - \lambda)^{-1}C_0 u \in \mathcal{S}(\mathbb{R})$. Then, by the definition of $v$, we have

$$\begin{pmatrix} (A - \lambda) u \\ v \end{pmatrix} = (S(\lambda) u) .$$

(3.21)

Let $A^\dagger(\lambda)$ be the generalized inverse of $A - \lambda$. Then $A^\dagger(\lambda)(A - \lambda) = I - \hat{P}_\lambda$ on Dom($A$), where $\hat{P}_\lambda$ is the orthogonal projection onto Ker($A - \lambda$), see (3.8). Hence (3.21) yields

$$\begin{pmatrix} u \\ v \end{pmatrix} - \hat{P}_\lambda \begin{pmatrix} u \\ v \end{pmatrix} = A^\dagger(\lambda)(A - \lambda) \begin{pmatrix} u \\ v \end{pmatrix} = A^\dagger(\lambda) \begin{pmatrix} S(\lambda) u \\ 0 \end{pmatrix} .$$

(3.22)

Note that $k := \dim \text{Ker}(A - \lambda) < \infty$ since $A - \lambda$ is Fredholm. Let $\{(f_j, g_j)^\dagger\}_{j=1}^k$ be an orthonormal basis for Ker($A - \lambda$). By (3.14), we have

$$\varphi_j := C_0^\dagger (D_0 - \lambda)^{-1} g_j - f_j \in L^2(\mathbb{R}), \quad j = 1, 2, \ldots, k.$$  

Hence the operator $\hat{K}(\lambda) : L^2(\mathbb{R}) \to L^2(\mathbb{R})$, defined by

$$\hat{K}(\lambda) f := \sum_{j=1}^k \langle f, \varphi_j \rangle f_j, \quad f \in \text{Dom}(\hat{K}(\lambda)) = L^2(\mathbb{R}),$$

is compact. Denoting by $P_1 : L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \to L^2(\mathbb{R})$ the projection onto the first component and defining the bounded operator $S_\ell(\lambda) : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ as

$$S_\ell(\lambda) f := P_1 A^\dagger(\lambda) \begin{pmatrix} f \\ 0 \end{pmatrix}, \quad f \in \text{Dom}(S_\ell(\lambda)) = L^2(\mathbb{R}),$$

one easily obtains from (3.22) that

$$u + \hat{K}(\lambda) u = S_\ell(\lambda) S(\lambda) u.$$  

Since $u \in \mathcal{S}(\mathbb{R})$ was arbitrary and $\mathcal{S}(\mathbb{R})$ is a core for $S(\lambda)$, it follows that $S_\ell(\lambda)$ is a left approximate inverse for $S(\lambda)$.

Now assume that $S(\lambda)$ is Fredholm. For $(f, g)^\dagger \in \text{Ran}(A_0 - \lambda) \subset C_0^\infty(\mathbb{R}) \oplus C_0^\infty(\mathbb{R})$, we have

$$\begin{pmatrix} f \\ g \end{pmatrix} = (A_0 - \lambda) \begin{pmatrix} u \\ v \end{pmatrix} \iff (A_0 - \lambda) u + B_0 v = f, \quad C_0 u + (D_0 - \lambda)^{-1} g = v.$$

(3.23)

with $(u, v)^\dagger \in \text{Dom}(A_0) \subset C_0^\infty(\mathbb{R}) \oplus C_0^\infty(\mathbb{R})$, and it follows that

$$S(\lambda) u = f - B_0(D_0 - \lambda)^{-1} g = f - F_2(\lambda) g.$$  

(3.24)

Let $S^\dagger(\lambda)$ be the generalized inverse of $S(\lambda)$. Applying $S^\dagger(\lambda)$ to (3.24) and using (3.8) we find

$$u = S^\dagger(\lambda) f - S^\dagger(\lambda) F_2(\lambda) g + P_\lambda u,$$

(3.25)

where $P_\lambda$ is the orthogonal projection onto Ker($S(\lambda)$), see (3.8). Inserting this into the last equation in (3.23) and solving for $v$ we obtain

$$v = (D_0 - \lambda)^{-1} g - F_1(\lambda) S^\dagger(\lambda) f + F_1(\lambda) S^\dagger(\lambda) F_2(\lambda) g - F_1(\lambda) P_\lambda u.$$
Therefore,

\[
\begin{pmatrix}
  u \\
  v
\end{pmatrix} = A^\#(\lambda) \begin{pmatrix}
  f \\
  g
\end{pmatrix} - K(\lambda) \begin{pmatrix}
  u \\
  v
\end{pmatrix},
\]

(3.26)

where

\[
A^\#(\lambda) := \begin{pmatrix}
  S^\dagger(\lambda) & -S^\dagger(\lambda) F_2(\lambda) \\
  -F_1(\lambda) S^\dagger(\lambda) & (D_0 - \lambda)^{-1} + F_1(\lambda) S^\dagger(\lambda) F_2(\lambda)
\end{pmatrix},
\]

(3.27)

with domain

\[
\text{Dom}(A^\#(\lambda)) := L^2(\mathbb{R}) \oplus H^n(\mathbb{R}),
\]

and

\[
K(\lambda) := \begin{pmatrix}
  -P_\lambda & 0 \\
  F_1(\lambda) P_\lambda & 0
\end{pmatrix}, \quad \text{Dom}(K(\lambda)) := L^2(\mathbb{R}) \oplus L^2(\mathbb{R}).
\]

(3.28)

It is not difficult to see that the operators \(A^\#(\lambda)\) and \(K(\lambda)\) are well-defined since both \(\text{Ran}(P_\lambda)\) and \(\text{Ran}(S^\dagger(\lambda))\) are subsets of \(H^m(\mathbb{R})\) and the latter is contained in \(H^s(\mathbb{R}) = \text{Dom}(F_1(\lambda)) \cap \text{Dom}(F_2(\lambda))\) where \(s = \min\{n, k\} \leq m\). Moreover, \(K(\lambda)\) is a compact operator in \(L^2(\mathbb{R}) \oplus L^2(\mathbb{R})\) since \(P_\lambda : L^2(\mathbb{R}) \to L^2(\mathbb{R})\) is a finite-rank operator with \(\text{Ran}(P_\lambda) \subset \text{Ker}(S(\lambda)) \subset \text{Dom}(F_1(\lambda))\).

Since \(\mathcal{S}(\mathbb{R}) \oplus \mathcal{S}(\mathbb{R})\) is a core for \(A - \lambda\), it is left to be shown that \(A^\#(\lambda)\) has a bounded extension to \(L^2(\mathbb{R}) \oplus L^2(\mathbb{R})\). To this end, observe that with the help of Lemma 3.3, we have the decomposition \(A^\#(\lambda) = A^\#_1(\lambda) + A^\#_2(\lambda)\) where

\[
A^\#_1(\lambda) := \begin{pmatrix}
  S^p(\lambda) & -S^p(\lambda) F_2(\lambda) \\
  -F_1(\lambda) S^p(\lambda) & (D_0 - \lambda)^{-1} + F_1(\lambda) S^p(\lambda) F_2(\lambda)
\end{pmatrix},
\]

(3.29)

and

\[
A^\#_2(\lambda) := \begin{pmatrix}
  H(\lambda) & -H(\lambda) F_2(\lambda) \\
  -F_1(\lambda) H(\lambda) & F_1(\lambda) H(\lambda) F_2(\lambda)
\end{pmatrix},
\]

(3.30)

with

\[
\text{Dom}(A^\#_1(\lambda)) = \text{Dom}(A^\#_2(\lambda)) = L^2(\mathbb{R}) \oplus \text{Dom}(F_2(\lambda))
\]

and

\[
H(\lambda) := L_\lambda S^\dagger(\lambda) R_\lambda - L_\lambda (I - P_\lambda) S^p(\lambda) - S^p(\lambda) Q_\lambda.
\]

First we justify that \(A^\#_1(\lambda)\) has a bounded extension to \(L^2(\mathbb{R}) \oplus L^2(\mathbb{R})\). By [33, Theorem 8.1], \(S^p(\lambda) F_2(\lambda), F_1(\lambda) S^p(\lambda)\) and \(F_1(\lambda) S^p(\lambda) F_2(\lambda)\) are pseudo-differential operators with symbols from \(S^{-k}(\mathbb{R}^2)\), \(S^{-n}(\mathbb{R}^2)\) and \(S^0(\mathbb{R}^2)\), respectively. Hence, by [33, Theorem 12.9], these operators have bounded extensions to \(L^2(\mathbb{R})\) or are bounded in \(L^2(\mathbb{R})\). Since \(S^p(\lambda)\) is bounded in \(L^2(\mathbb{R})\), it follows that all the entries of \(A^\#_1(\lambda)\) have bounded extensions to \(L^2(\mathbb{R})\).
The existence of a bounded extension of \( A^{\#}_2(\lambda) \) to \( L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \) can be shown similarly. Indeed, it is easy to see that \( H(\lambda) \) has a bounded extension to \( L^2(\mathbb{R}) \). Furthermore, because \( F_1(\lambda)L_\lambda \) and \( F_1(\lambda)S^0(\lambda) \) are pseudo-differential operators with symbols respectively in \( S^{-\infty}(\mathbb{R}^2) \) and \( S^{-n}(\mathbb{R}^2) \), it follows that \( F_1(\lambda)H(\lambda) \) is a bounded operator on \( L^2(\mathbb{R}) \). In the same way, it follows that \( H(\lambda)F_2(\lambda) \) has a bounded extension to \( L^2(\mathbb{R}) \). Finally, by the above observations and also noting that \( R_\lambda F_2(\lambda) \) is a pseudo-differential operator with symbol in \( S^{-\infty}(\mathbb{R}^2) \), we conclude that the operator \( F_1(\lambda)H(\lambda)F_2(\lambda) \) has a bounded extension to \( L^2(\mathbb{R}) \). Therefore, \([33, \text{Theorem 12.9}]\) again implies that \( A^{\#}_2(\lambda) \) has a bounded extension to \( L^2(\mathbb{R}) \oplus L^2(\mathbb{R}) \). □

4. Essential spectrum due to the non-ellipticity in the sense of Douglis and Nirenberg

For \( \lambda \in \mathbb{C} \), the operator matrix \( A - \lambda \) is elliptic in sense of Douglis and Nirenberg on the real line if and only if
\[
\det M_\lambda(x, \xi) \neq 0, \quad x \in \mathbb{R}, \ \xi \neq 0,
\]
where \( M_\lambda(x, \xi) \) is the principal symbol of \( A - \lambda \), given by the matrix consisting of the principal symbols of the entries,
\[
M_\lambda(x, \xi) := \begin{pmatrix}
    a_m \xi^m & b_n \xi^n \\
    c_k \xi^k & d - \lambda
\end{pmatrix}, \quad (x, \xi) \in \mathbb{R}^2,
\]
see e.g. \([1, 25]\). Observe that
\[
\det M_\lambda(x, \xi) = a_m(x)(\Delta(x) - \lambda)\xi^m, \quad (x, \xi) \in \mathbb{R}^2,
\]
where the function \( \Delta \) is given by \((2.7)\).

Since \( a_m \neq 0 \) on \( \mathbb{R} \) by Assumption \([A]\), it is clear from the relation in \((4.2)\) that the ellipticity of \( A - \lambda \) in sense of Douglis and Nirenberg is violated exactly for those \( \lambda \) which lie in (the closure of) the range of the function \( \Delta : \mathbb{R} \to \mathbb{C} \). Our goal in this section is to prove that such points belong to essential spectrum of \( A \).

**Theorem 4.1.** Let Assumption \([A]\) be satisfied. Then
\[
\{ \lambda \in \mathbb{C} : A - \lambda \text{ is not Douglis-Nirenberg elliptic} \} \subset \sigma_{\text{ess}}(A).
\]

**Remark 4.2.** The proof of Theorem \(4.1\) is given below. Its analog was proven in \([11]\) in the symmetric case with \( m = 2, \ n = k = 1 \). The main tool for this was Glazman’s decomposition principle combined with the result of \([2]\). Recall that, by \([2]\), if the compact interval \([0, 1]\) is considered instead of \( \mathbb{R} \), then the essential spectrum of the closed operator generated by \( A_0 \) on a “nice domain” over \([0, 1]\) is given by \( \Delta([0, 1]) \); of course the same holds for any compact interval \([a, b]\). Since our operator matrix is non-symmetric, this approach does not readily generalize to prove Theorem \(4.1\) as it is not obvious (in fact, it is a difficult problem) whether the deficiency indices of the corresponding minimal operator are finite.
4.1. Essential spectrum when the underlying domain is a compact interval. For given $a,b \in \mathbb{R}$, we denote by $A$ the restriction of the differential expression $\tau_{11} \cdot D$ to the domain determined by general boundary conditions

$$\text{Dom}(A) := \{ y_1 \in H^m(a,b) : U(y_1) = 0 \}$$

where

$$U(y_1) := U_0 \begin{pmatrix} y_1(a) \\ y_1'(a) \\ \vdots \\ y^{(m-1)}(a) \end{pmatrix} + U_1 \begin{pmatrix} y_1(b) \\ y_1'(b) \\ \vdots \\ y^{(m-1)}(b) \end{pmatrix}$$

with $m \times m$ complex matrices $U_0, U_1 \in M_m(\mathbb{C})$. We assume that the boundary-conditions are normalized and Birkhoff regular, see [2] for more details. We denote by $B$ the restriction of the differential expression $\tau_{12} \cdot D$ to the domain

$$\text{Dom}(B) := \{ y_2 \in H^n(a,b) : y^{(j)}_2(a) = y^{(j)}_2(b) = 0, j = 0, 1, \ldots, n-1 \}.$$

Furthermore, we denote by $C, D$ the restrictions of the differential expressions $\tau_{21} \cdot D, \tau_{22} \cdot D$ to the domains $\text{Dom}(A), \text{Dom}(B)$, respectively. In the Hilbert space $L^2(a,b) \oplus L^2(a,b)$, we consider the operator matrix

$$L_0 := \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad \text{Dom}(L_0) := \text{Dom}(A) \oplus \text{Dom}(B).$$

Let $\mathcal{B}_0$ denote the restriction of $\mathcal{A}_0$ to $C^\infty_0(a,b) \oplus C^\infty_0(a,b)$. Since the domains of the adjoint operators to $L_0$ and $\mathcal{B}_0$ contain $C^\infty_0(a,b) \oplus C^\infty_0(a,b)$ and the latter is dense in $L^2(a,b) \oplus L^2(a,b)$, both $L_0$ and $\mathcal{B}_0$ are closable. Let $L$ and $\mathcal{B}$ denote the closures of $L_0$ and $\mathcal{B}_0$, respectively. Clearly, $L$ is a closed extension of $\mathcal{B}$. In fact, we have the following more precise result.

**Proposition 4.3.** $L$ is a finite-dimensional extension of $\mathcal{B}$, that is,

$$\dim \text{Dom}(L)/\text{Dom}(\mathcal{B}) < \infty.$$  

**Proof.** The operator $A$ with domain (4.3) has compact resolvent, see [2]. Consequently, $\sigma(A)$ consists exclusively of isolated eigenvalues of finite algebraic multiplicities. It is known from [2 Theorem 4.3] that, for $\lambda \in \rho(A)$, the operator

$$S_{2,0}(\lambda) := D - \lambda - C(A - \lambda)^{-1}B, \quad \text{Dom}(S_{2,0}(\lambda)) := \text{Dom}(B),$$

admits a bounded closure $S_2(\lambda) := S_{0,2}(\lambda)$. From now on, we assume that $\lambda \in \rho(A)$ and $\mu \in \mathbb{C}$ are chosen in such a way that

$$\lambda \notin \Delta([a,b]) \cup d([a,b]),$$  

and

$$|S_2(\lambda)| < |\mu|, \quad \mu + \lambda \notin d([a,b]);$$

(4.5)
such a choice of $\lambda$ and $\mu$ is possible because the sets $\Delta([a,b])$ and $d([a,b])$ correspond to curves of finite lengths in the complex plane. Consider the operators

\[ B_{0,\mu} := B_0 - \begin{pmatrix} 0 & 0 \\ 0 & \mu \end{pmatrix}, \quad L_{0,\mu} := L_0 - \begin{pmatrix} 0 & 0 \\ 0 & \mu \end{pmatrix} \]

on the domains

\[ \text{Dom}(B_{0,\mu}) := \text{Dom}(B_0), \quad \text{Dom}(L_{0,\mu}) := \text{Dom}(L_0). \]

Since closability and closedness are preserved under bounded perturbations, the closability of the operators $B_0$ and $L_0$ implies that the operators $B_{0,\mu}$ and $L_{0,\mu}$ are closable. Denoting their closures respectively by $\overline{B}_\mu$ and $\overline{L}_\mu$, we have $\text{Dom}(\overline{B}_\mu) = \text{Dom}(B)$ and $\text{Dom}(\overline{L}_\mu) = \text{Dom}(L)$. Hence (4.4) is equivalent to

\[ \dim \text{Dom}(\overline{L}_\mu) / \text{Dom}(\overline{B}_\mu) < \infty. \]  

By virtue of the Frobenius-Schur factorization of $L_{0,\mu}$, we have

\[ L_\mu - \lambda = \begin{pmatrix} I & 0 \\ G(\lambda) & I \end{pmatrix} \begin{pmatrix} A - \lambda & 0 \\ 0 & S_2(\lambda) - \mu \end{pmatrix} \begin{pmatrix} I & F(\lambda) \\ 0 & I \end{pmatrix}, \]  

where $G(\lambda) := C(A - \lambda)^{-1}$, which is everywhere defined and bounded (as a consequence of the closed graph theorem) operator in $L^2(\mathbb{R})$, and $F(\lambda)$ is the closure of $(A - \lambda)^{-1}B$.

Observe that, because $\lambda \in \rho(A)$ and $\mu \in \rho(S_2(\lambda))$, the middle term on the right-hand side of (4.8) is boundedly invertible. Clearly this is the case for the first and last terms as well. Hence $\lambda \in \rho(L_\mu)$. This observation, in particular, implies that $\lambda \in \Pi(L_\mu)$. Since $\overline{B}_\mu$ is a restriction of $L_\mu$, we get $\lambda \in \Pi(\overline{B}_\mu)$. It is obvious that $L_\mu - \lambda$ is Fredholm and hence the quantities $\text{def}(L_\mu - \lambda)$ and $\text{nul}(L_\mu - \lambda)$ are finite, the latter quantity being equal to zero.

Therefore, if we show that

\[ \text{def}(\overline{B}_\mu - \lambda) < \infty, \]  

then (4.7) applies and gives (4.4), finishing the proof of the claim in (4.4).

Denote by $S_{0,\mu}(\lambda)$ the first Schur complement associated with the operator matrix $B_{0,\mu} - \lambda$. Since the domain of the adjoint of $S_{0,\mu}(\lambda)$ contains $C^\infty_0(a,b)$ and the latter is dense in $L^2(a,b)$, it follows that $S_{0,\mu}(\lambda)$ is closable; we denote its closure by $S_\mu(\lambda)$. Note that the coefficient functions of $S_{0,\mu}(\lambda)$ satisfy assumptions (i)-(iii) of [5, p.445] with $I = [a,b]$. Hence we have

\[ \text{Dom}(S_\mu(\lambda)^\ast) = H^m(a,b), \]  

see [5, p.446]. Furthermore, [5, Lemma IX.9.1] yields $\sigma_{\text{ess}}(S_\mu(\lambda)) = \emptyset$. In particular, $\text{def}(S_\mu(\lambda)) < \infty$ and thus it suffices to prove that

\[ \text{def}(\overline{B}_\mu - \lambda) \leq \text{def}(S_\mu(\lambda)). \]  

To this end, let $\Phi = (\phi_1, \phi_2)^t \in \text{Ran}(\overline{B}_\mu - \lambda)^\perp = \text{Ker}(\overline{B}_\mu^\ast - \lambda)$ be arbitrary. Then for all $\Psi = (\psi_1, \psi_2)^t \in C^\infty_0(a,b) \oplus C^\infty_0(a,b)$, we have $\langle \Psi, (\overline{B}_\mu^\ast - \lambda)\Phi \rangle = 0$. Since $\Psi \in \text{Dom}(\overline{B}_{0,\mu} - \lambda)$
it therefore follows that \( \langle (B_0, \mu - \lambda) \Psi, \Phi \rangle = 0 \), or equivalently,

\[
\langle (A_0 - \lambda) \psi_1 + B_0 \psi_2, \phi_1 \rangle + \langle C_0 \psi_1 + (D_0 - \mu - \lambda) \psi_2, \phi_2 \rangle = 0. \tag{4.12}
\]

Setting \( \psi_2 = -(D_0 - \mu - \lambda)^{-1} C_0 \psi_1 \) with arbitrary \( \psi_1 \in C^\infty_0(a,b) \) in (4.12), we obtain \( \langle S_\mu(\lambda) \psi_1, \phi_1 \rangle = 0 \) for all \( \psi_1 \in C^\infty_0(a,b) \). Hence \( \phi_1 \in \text{Dom}(S_\mu(\lambda)^*) = \mathcal{H}^m(a,b) \), see (4.10), and \( S_\mu(\lambda) \phi_1 = 0 \), that is,

\[
\phi_1 \in \text{Ker}(S_\mu(\lambda)^*). \tag{4.13}
\]

On the other hand, setting \( \psi_1 = 0 \) in (4.12), we get for all \( \psi_2 \in C^\infty_0(a,b) \),

\[
\langle B_0 \psi_2, \phi_1 \rangle + \langle (D_0 - \mu - \lambda) \psi_2, \phi_2 \rangle = 0. \tag{4.14}
\]

Letting \( \psi_2 = (D_0 - \mu - \lambda)^{-1} \varphi \) with arbitrary \( \varphi \in C^\infty_0(a,b) \), we thus obtain

\[
\langle B_0(D_0 - \mu - \lambda)^{-1} \varphi, \phi_1 \rangle + \langle \varphi, \phi_2 \rangle = 0. \tag{4.15}
\]

Since \( \phi_1 \in \mathcal{H}^m(a,b) \subset \text{Dom}((B_0(D_0 - \mu - \lambda)^{-1})^*) \), we therefore have

\[
(\varphi, \phi_1) + (\varphi, \phi_2) = 0. \tag{4.16}
\]

Since \( \varphi \in C^\infty_0(a,b) \) was arbitrary, the density of \( C^\infty_0(a,b) \) in \( L^2(a,b) \) implies

\[
\phi_2 = -(B_0(D_0 - \mu - \lambda)^{-1})^* \phi_1. \tag{4.17}
\]

Applying similar ideas as in the proof of Corollary 3.5, the claim in (4.11) immediately follows from (4.13) and (4.17). \( \square \)

**Corollary 4.4.** For the essential spectrum of \( \mathcal{B} \), we have

\[
\sigma_{\text{ess}}(\mathcal{B}) = \Delta([a,b]). \tag{4.18}
\]

The proof of the claim (4.18) is an immediate consequence of [2] Theorem 4.5 combined with (4.4) and [5] Corollary IX.4.2.

### 4.2. Numerical range of the first Schur complement

In this subsection we establish a result on the numerical range of \( S(\lambda) \). Here we need the following version of strong ellipticity.

**Assumption (C).** Let Assumption [B] be satisfied except for (B2) being replaced by the condition that there exist constants \( \theta_\lambda \in [0, \pi] \) and \( \delta_\lambda > 0 \) such that

\[
\Re(e^{i\theta_\lambda} p_m(x, \lambda)) \geq \delta_\lambda, \quad x \in \mathbb{R}. \tag{4.19}
\]

**Lemma 4.5.** Let Assumptions [A], [C] be satisfied and \( \lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \text{cl}\{d(\mathbb{R})\} \). Then the closure of the numerical range \( W(S(\lambda)) \) of \( S(\lambda) \) is contained in a sector of the complex plane with a semi-angle \( \vartheta \in [0, \pi/2] \). Moreover,

\[
\mathbb{C} \setminus \text{cl}\{W(S(\lambda))\} \subset \rho(S(\lambda)).
\]
Proof. Let \( m_1 = m/2 \) and take an arbitrary \( \mu \in W(S_0(\lambda)) \). Then \( \mu = \langle S_0(\lambda) \phi, \phi \rangle \) for some \( \phi \in \text{Dom}(S_0(\lambda)) = \mathcal{H}(\mathbb{R}) \) with \( \| \phi \|_{L^2(\mathbb{R})} = 1 \) and hence

\[
\mu = \sum_{j=0}^{m} \langle (-i)^j p_j(\cdot, \lambda) \phi(j), \phi \rangle = \sum_{j=m_1}^{m} (-1)^{m_1} \langle (-i)^j \phi(j-m_1), (p_j(\cdot, \lambda) \phi)(m_1) \rangle \\
+ \sum_{j=0}^{m_1-1} \langle (-i)^j p_j(\cdot, \lambda) \phi(j), \phi \rangle. \tag{4.20}
\]

By Erhling’s inequality (see e.g. [33]), for any \( \varepsilon > 0 \) there is a constant \( K_{\varepsilon} > 0 \) depending on \( \varepsilon \) only and such that

\[
\| \phi(j) \|_{L^2(\mathbb{R})} \leq \varepsilon_0 \| \phi(m_1) \|_{L^2(\mathbb{R})} + K_{\varepsilon} \| \phi \|_{L^2(\mathbb{R})}, \quad j = 0, 1, \ldots, m_1 - 1. \tag{4.21}
\]

Using these estimates together with the Cauchy-Schwartz inequality in (4.20) shows that for any \( \varepsilon > 0 \),

\[
|e^{i\theta_\lambda} \mu - \langle \phi(m_1), e^{-i\theta_\lambda} p_m(\cdot, \lambda) \phi(m_1) \rangle| \leq \varepsilon \| \phi(m_1) \|_{L^2(\mathbb{R})}^2 + \| \phi \|_{L^2(\mathbb{R})}^2
\]

for some constant \( K_{\varepsilon} > 0 \). Here it is taken into account that the functions \( p_j(\cdot, \lambda) \), \( j \in \{0, 1, \ldots, m\} \) and their derivatives up to order \( m_1 \) are bounded on \( \mathbb{R} \). Therefore, choosing \( \varepsilon = \delta_\lambda / 2 \) with \( \delta_\lambda \) as in Assumption \([C]\) we obtain

\[
\text{Re}(e^{i\theta_\lambda} \mu) + K_{\delta_\lambda} \geq \int_{\mathbb{R}} \left( \text{Re}(e^{i\theta_\lambda} p_m(\cdot, \lambda)) - \frac{\delta_\lambda}{2} \right) |\phi(m_1)|^2 \, dx
\]

\[
\geq \frac{\delta_\lambda}{2} \| \phi(m_1) \|_{L^2(\mathbb{R})}^2 \geq 0.
\]

Furthermore, for some positive constant \( \gamma_\lambda \),

\[
|\text{Im}(e^{i\theta_\lambda} \mu)| \leq \gamma_\lambda \left( \| \phi(m_1) \|_{L^2(\mathbb{R})}^2 + \| \phi \|_{L^2(\mathbb{R})}^2 \right) \leq \frac{2\gamma_\lambda}{\delta_\lambda} \left( \text{Re}(e^{i\theta_\lambda} \mu) + K_{\delta_\lambda} \right). \tag{4.22}
\]

This shows that \( S_0(\lambda) \) is sectorial with \( W(S_0(\lambda)) \) contained in a sector with semi-angle \( \theta \in \left[0, \frac{\pi}{2} \right) \) from which the first claim follows.

Next, let \( \omega \notin \text{cl}\{W(S(\lambda))\} \) be arbitrary. By [4, Theorem III.2.3], we know that \( \text{nul}(S(\lambda) - \omega) = 0 \) and \( \text{Ran}(S(\lambda) - \omega) \) is closed. Note that \( \mu \in W(S(\lambda)) \) if and only if \( \pi \in W(S(\lambda)^*) \).

So \( \omega \notin \text{cl}\{W(S(\lambda)^*)\} \) and, consequently,

\[
\text{def}(S(\lambda) - \omega I) = \text{nul}(S(\lambda)^* - \omega I) = 0.
\]

Therefore, any \( \omega \notin \text{cl}\{W(S(\lambda))\} \) lies in the resolvent set \( \rho(S(\lambda)) \). \( \square \)

### 4.3 Some more auxiliary results

For given \( a, b \in \mathbb{R}, \ a < b \) let \( I_1 = (-\infty, a], \ I_2 = [a, b] \) and \( I_3 = [b, \infty) \). For each \( j = 1, 2, 3 \), denote by \( \mathcal{B}_{I_j} \) and \( S_{I_j}(\lambda) \) respectively the closure of the restriction of the operator matrix \( A_0 \) to \( C^\infty_0(I_j) \oplus C^\infty_0(I_j) \) and the closure of the corresponding first Schur complement (the closability of these restrictions can be easily seen from the fact that the corresponding adjoint operators have dense domains). Then \( \mathcal{A} \) is a closed extension of the orthogonal sum

\[
T := \mathcal{B}_{I_1} \oplus \mathcal{B}_{I_2} \oplus \mathcal{B}_{I_3}, \quad \text{Dom}(T) := \text{Dom}(\mathcal{B}_{I_1}) \oplus \text{Dom}(\mathcal{B}_{I_2}) \oplus \text{Dom}(\mathcal{B}_{I_3}). \tag{4.23}
\]
Lemma 4.6. Let Assumptions [A], [B] be satisfied and let $\lambda \notin \sigma_{\text{ess}}(S(\lambda)) \cup \sigma_p(S(\lambda))$. If $0 \notin \sigma_{\text{ess}}(S(\lambda)) \cup \sigma_p(S(\lambda))$, then $\lambda \in \Pi(T)$.

Proof. Let $\lambda$ be as in the hypothesis. By Lemma 3.4 and Theorem 3.6,

$$\lambda \notin \sigma_{\text{ess}}(A) \cup \sigma_p(A).$$

Denote by $\sigma_{\text{app}}(A)$ the approximate point spectrum of $A$. Because of the inclusion $\sigma_{\text{app}}(A) \subset \sigma_{\text{ess}}(A) \cup \sigma_p(A)$, we thus obtain $\lambda \notin \sigma_{\text{app}}(A)$. Therefore,

$$\lambda \in \mathbb{C} \setminus \sigma_{\text{app}}(A) \subset \mathbb{C} \setminus \sigma_{\text{app}}(T) = \Pi(T),$$

where the inclusion is obvious since $T$ is a restriction of $A$. \hfill \Box

Proposition 4.7. Let Assumptions [A], [C] be satisfied. Then $A$ is a finite-dimensional extension of $T$, that is,

$$\dim \text{Dom}(A)/\text{Dom}(T) < \infty. \quad (4.24)$$

Proof. For a given $\lambda \notin \sigma_{\text{app}}(S(\lambda)) \cup \sigma_p(S(\lambda))$, Lemma 4.5 guarantees that there exists $\omega \in \mathbb{C}$ such that

$$\omega \notin \sigma_{\text{ess}}(S(\lambda)) \cup \sigma_p(S(\lambda)). \quad (4.25)$$

Since the closedness is preserved under bounded perturbations, the operators

$$A_\omega := A - \begin{pmatrix} \omega & 0 \\ 0 & 0 \end{pmatrix}, \quad \text{Dom}(A_\omega) := \text{Dom}(A),$$

and

$$S_\omega(\lambda) := S(\lambda) - \omega, \quad \text{Dom}(S_\omega(\lambda)) := \text{Dom}(S(\lambda))$$

are closed. In the sequel we will work with the following closed operators

$$B_{I_j,\omega} := B_I - \begin{pmatrix} \omega & 0 \\ 0 & 0 \end{pmatrix}, \quad \text{Dom}(B_{I_j,\omega}) := \text{Dom}(B_{I_j}),$$

$$S_{I_j,\omega}(\lambda) := S_I(\lambda) - \omega, \quad \text{Dom}(S_{I_j,\omega}(\lambda)) := \text{Dom}(S_I(\lambda)), \quad j = 1, 2, 3.$$

By (4.25), it is clear that $0 \notin \sigma_{\text{ess}}(S_\omega(\lambda)) \cup \sigma_p(S_\omega(\lambda))$ and hence Lemma 4.6 implies that $\lambda \in \Pi(T_\omega)$, where

$$T_\omega := B_{I_1,\omega} \oplus B_{I_2,\omega} \oplus B_{I_3,\omega}, \quad \text{Dom}(T_\omega) := \text{Dom}(T). \quad (4.26)$$

In particular, this means that $\Pi(T_\omega) \neq \emptyset$. Since $S_\omega(\lambda)$ is Fredholm, it follows from Lemma 3.4 and Corollary 3.5 that the quantities $\text{null}(A_\omega - \lambda)$ and $\text{def}(A_\omega - \lambda)$ are both finite. Hence if we show that $\text{def}(T_\omega - \lambda) < \infty$, then [10, Theorem III.3.1] yields

$$\dim \text{Dom}(A_\omega)/\text{Dom}(T_\omega) = \text{null}(A_\omega - \lambda) + \text{def}(T_\omega - \lambda) - \text{def}(A_\omega - \lambda) < \infty,$$

and the claim of the proposition immediately follows as $\text{Dom}(A) = \text{Dom}(A_\omega)$ and $\text{Dom}(T) = \text{Dom}(T_\omega)$.

To this end, first note that $\text{def}(T_\omega - \lambda) = \text{null}(T_\omega^* - \bar{\lambda})$ and

$$\text{null}(T_\omega^* - \bar{\lambda}) = \text{null}(B_{I_1,\omega}^* - \bar{\lambda}) + \text{null}(B_{I_2,\omega}^* - \bar{\lambda}) + \text{null}(B_{I_3,\omega}^* - \bar{\lambda}). \quad (4.27)$$
It follows as in the proof of Proposition 4.3 that
\[ \text{null}(B^*_I, \omega - \lambda) \leq \text{null}(S_I, \omega) = j, j = 1, 2, 3, \] (4.28)
see (4.11). However, we know that \( S(\omega) \) is Fredholm and it is a finite dimensional extension\(^3\) of the orthogonal sum \( S_1, \omega + S_2, \omega + S_3, \omega \), see [5, Section IX.9]. Therefore, the latter is also Fredholm and hence by the relations in (4.28) and (4.27), we immediately get \( \text{def}(T - \lambda) < \infty \).

\[ \square \]

4.4. **Proof of Theorem 4.1.** Let \( z \in \Delta(\mathbb{R}) \) be arbitrary. Then there exist \( a, b \in \mathbb{R} \) such that \( z \in \Delta([a, b]) \). Let \( I_1 = (-\infty, a], I_2 = [a, b], I_3 = [b, \infty) \) and let \( T, B_I \) be the operators defined as in Subsection 4.3. By Proposition 4.7, the operator \( A \) is a finite-dimensional extension of \( T \). Since the essential spectrum is invariant with respect to finite-dimensional extensions, see [5, Corollary IX.4.2], we have \( \sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(T) \). Therefore, using (4.18), we obtain
\[ \Delta([a, b]) = \sigma_{\text{ess}}(B_I^2) \subset \sigma_{\text{ess}}(B_I^1) \cup \sigma_{\text{ess}}(B_I^2) \cup \sigma_{\text{ess}}(B_I^3) = \sigma_{\text{ess}}(T) \subset \sigma_{\text{ess}}(A). \]
Hence \( \Delta(\mathbb{R}) \subset \sigma_{\text{ess}}(A) \) and the claimed inclusion follows from the closedness of the essential spectrum. \[ \square \]

5. **Main result: analytic description of the essential spectrum**

In this section we derive an explicit description of the essential spectrum of the closure \( A_0 \) of \( A \) up to the set \( \Lambda_\infty(d) \) defined to be the set of limit points at \( \infty \) of the function \( d : \mathbb{R} \to \mathbb{R} \) in (2.1),
\[ \Lambda_\infty(d) := \{ \lambda \in \mathbb{C} : \exists \{ x_n \}_{n=1}^\infty \subset \mathbb{R} \text{ s.t. } x_n \to \infty, \ d(x_n) \to \lambda, \ n \to \infty \}. \] (5.1)

In our result a crucial role is played by the following assumption on the coefficients \( p_j(\cdot, \lambda), j \in \{0, 1, 2, \ldots, m\} \), of the Schur complement defined in (2.5), which are formed out of the coefficients of the operator matrix \( A_0 \) in (2.2).

**Assumption (D).** For every \( \lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \Lambda_\infty(d) \) the following limits exist and are finite,
\[ p_j^\pm(\lambda) := \lim_{x \to \pm \infty} \frac{p_j(x, \lambda)}{p_m(x, \lambda)}, \quad j = 0, 1, \ldots, m - 1. \] (5.2)

**Theorem 5.1.** Let Assumptions (A), (B), and (D) be satisfied, let \( \lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \Lambda_\infty(d) \), and define the two polynomials
\[ P_\lambda^\pm(\xi) := \xi^m + \sum_{j=0}^{m-1} p_j^\pm(\lambda)\xi^j, \quad \xi \in \mathbb{R}. \] (5.3)
Then \( \lambda \in \sigma_{\text{ess}}(A) \) if and only if \( P_\lambda^-(\xi)P_\lambda^+(\xi) = 0 \) for some \( \xi \in \mathbb{R} \).

\(^3\)In fact, it is a 2m-dimensional extension.
The proof of Theorem 5.1 will be done in two steps: first for \( \lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \cup \text{cl}\{d(\mathbb{R})\} \) and then for those \( \lambda \) such that \( \lambda \in \text{cl}\{d(\mathbb{R})\} \setminus (\text{cl}\{\Delta(\mathbb{R})\} \cup \Lambda_\infty(d)) \). In order to be able to use the result of the first step within the second, we need the following preparations.

**Remark 5.2.** If \( \lambda \notin \Lambda_\infty(d) \), then there exists \( x_\lambda > 0 \) such that, with \( I_\lambda := [-x_\lambda, x_\lambda] \), we have \( \lambda \notin \text{cl}\{d(\mathbb{R} \setminus I_\lambda)\} \) and
\[
\sup_{x \in \mathbb{R} \setminus I_\lambda} |(d(x) - \lambda)^{-1}| < \infty.
\]

Let \( \lambda \notin \Lambda_\infty(d) \) be fixed and \( x_\lambda \) be as in Remark 5.2. Take \( \varphi \in C^\infty(\mathbb{R}) \) such that \( \varphi(x) = 1 \) for \( |x - x_\lambda| \leq 1/4 \) and \( \varphi(x) = 0 \) for \( |x - x_\lambda| \geq 1/2 \). Let \( \psi \in C^\infty([x_\lambda, \infty), \mathbb{C}) \) be given. Reflect the graph of \( \psi \) with respect to the vertical axis \( x = x_\lambda \) and let thus obtained graph correspond to a function \( \psi_{\text{ext}} \):
\[
\psi_{\text{ext}}(x) := \psi(x_\lambda + |x - x_\lambda|), \quad x \in \mathbb{R}.
\]

For \( \varepsilon > 0 \), set
\[
\psi_\varepsilon(x) := J_\varepsilon \ast (\varphi \psi_{\text{ext}})(x) + ((1 - \varphi)\psi_{\text{ext}})(x), \quad x \in \mathbb{R},
\]
where
\[
J_\varepsilon(x) := \frac{1}{\varepsilon} J\left( \frac{x}{\varepsilon} \right), \quad x \in \mathbb{R}
\]
with a non-negative real-valued function \( J \in C^\infty(\mathbb{R}) \) such that
\[
J(x) = 0 \quad \text{for} \quad |x| \geq 1, \quad \int_{\mathbb{R}} J(x) \, dx = 1.
\]

We call \( \psi_{\text{ext}} \) and \( \psi_\varepsilon \), respectively, “symmetric extension with respect to the vertical axis \( x = x_\lambda \)” and “extended \( \varepsilon \)-regularization” of \( \psi \). It is not difficult to see that \( \psi_\varepsilon \) has the following properties

- \( \psi_\varepsilon \in C^\infty(\mathbb{R}, \mathbb{C}) \);
- \( \psi_\varepsilon(x) = \psi_{\text{ext}}(x) \), for all \( x \) satisfying \( |x - x_\lambda| \geq \varepsilon + 1/2 \);
- \( \psi_\varepsilon \) uniformly converges to \( \psi_{\text{ext}} \) as \( \varepsilon \searrow 0 \) on \( \mathbb{R} \).

**Proof of Theorem 5.1**

**Step 1.** Let \( \lambda \in \mathbb{C} \setminus (\text{cl}\{\Delta(\mathbb{R})\} \cup \text{cl}\{d(\mathbb{R})\}) \) be arbitrary. By Theorem 5.6 we have
\[
\lambda \in \sigma_{\text{ess}}(A) \iff 0 \in \sigma_{\text{ess}}(S(\lambda)). \tag{5.4}
\]

Denote by \( S^+(\lambda) \) and \( S^-(-\lambda) \) the restrictions of \( S(\lambda) \) to the Sobolev spaces \( H_0^m(\mathbb{R}_+) \) and \( H_0^m(\mathbb{R}_-) \), respectively. Since \( S(\lambda) \) is a finite dimensional extension of the orthogonal sum \( S^+(\lambda) \oplus S^-(-\lambda) \), we have
\[
\lambda \in \sigma_{\text{ess}}(A) \iff 0 \in \sigma_{\text{ess}}(S(\lambda)) = \sigma_{\text{ess}}(S^+(\lambda)) \cup \sigma_{\text{ess}}(S^-(-\lambda)). \tag{5.5}
\]

It follows by Assumptions [A] and [D] that the differential operator
\[
S_1^+(\lambda) := \frac{1}{p_m(\cdot, \lambda)} S^+(\lambda) = P_\lambda^+(-i \frac{d}{dx}), \quad \text{Dom}(S_1(\lambda)) = H_0^m(\mathbb{R}_+) \quad \tag{5.6}
\]
satisfies all the conditions of [3 Corollary IX.9.4]. Therefore [3 (9.19)] for \( \sigma_{ek} \) with \( k = 3 \) applies and yields

\[
\sigma_{\text{ess}}(S_1^+(\lambda)) = \{ P_3^+(\xi) : \xi \in \mathbb{R} \}.
\]

(5.7)

Since \( |p_m(\cdot, \lambda)| \) is uniformly positive on \( \mathbb{R} \), \([5, \text{ (6.6)}]\) and \( (5.7) \) imply that

\[
\sigma_{\text{ess}}(S^+(\lambda)) = \sigma_{\text{ess}}(S_1^+(\lambda)) = \{ P_3^+(\xi) : \xi \in \mathbb{R} \}.
\]

(5.8)

In the same way we obtain

\[
\sigma_{\text{ess}}(S^{-}(\lambda)) = \sigma_{\text{ess}}(S_1^{-}(\lambda)) = \{ P_3^{-}(\xi) : \xi \in \mathbb{R} \},
\]

(5.9)

if we use the unitary transformation

\[
U : L^2(\mathbb{R}_-) \to L^2(\mathbb{R}_+), \quad (U\phi)(x) := \phi(-x).
\]

Altogether, from \( (5.8), (5.9) \) and \( (5.5) \) the claim follows.

**Step 2.** Let \( \lambda \in \text{cl}(d(\mathbb{R})) \setminus \text{cl}\{\Delta(\mathbb{R})\} \cup \Lambda_{\infty}(d) \) be arbitrary and \( x_\lambda > 0 \) be chosen as in Remark 5.2. Let \( I_1 = (-\infty, -x_\lambda - 1], \ I_2 = [-x_\lambda - 1, x_\lambda + 1], \ I_3 = [x_\lambda + 1, \infty) \) and denote by \( A_{I_j} \) the closures of the restrictions of \( A_0 \) to \( C_0^\infty(I_j) \oplus C_0^\infty(I_j) \), \( j = 1, 2, 3 \). Then it follows by Proposition 4.7 that \( A \) is a finite-dimensional extension of the orthogonal sum \( A_{I_1} \oplus A_{I_2} \oplus A_{I_3} \) and hence by [5 Corollary IX.4.2], we have

\[
\sigma_{\text{ess}}(A) = \sigma_{\text{ess}}(A_{I_1}) \cup \sigma_{\text{ess}}(A_{I_2}) \cup \sigma_{\text{ess}}(A_{I_3}).
\]

(5.10)

By Proposition 4.3 we have

\[
\sigma_{\text{ess}}(A_{I_2}) = \Delta(I_2).
\]

(5.11)

Since \( \lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \supset \Delta(I_2) \), we therefore have by \( (5.10) \) and \( (5.11) \),

\[
\lambda \in \sigma_{\text{ess}}(A) \iff \lambda \in \sigma_{\text{ess}}(A_{I_1}) \cup \sigma_{\text{ess}}(A_{I_3}).
\]

In the sequel, we show that

\[
\lambda \in \sigma_{\text{ess}}(A_{I_3}) \iff P_3^+(\xi) = 0 \text{ for some } \xi \in \mathbb{R}.
\]

(5.12)

Note that the restrictions to \( I_3 \) of the function \( \Delta \) in \( (2.7) \) as well as of the coefficient functions of \( A_0 \) in \( (2.2) \) are all \( C^\infty \)-functions. Below we will work with their symmetric extensions with respect to the vertical axis \( x = x_\lambda \) and also with the extended \( \varepsilon \)-regularizations.

Observe that, for \( \varepsilon \in (0, 1/2) \),

\[
\Delta_\varepsilon([x_\lambda + 1, \infty)) = \Delta_{\text{ext}}([x_\lambda + 1, \infty)) = \Delta([x_\lambda + 1, \infty)).
\]

Next, we prove that, for some \( \varepsilon^* > 0 \),

\[
\lambda \notin \text{cl}\{\Delta_\varepsilon(\mathbb{R})\} \cup \text{cl}\{d_\varepsilon(\mathbb{R})\}, \quad \varepsilon \in (0, \varepsilon^*).
\]

(5.13)

To this end, recall that \( \lambda \notin \text{cl}\{d((-\infty, -x_\lambda) \cup (x_\lambda, \infty))\} \) by Remark 5.2. Therefore, \( \lambda \notin \text{cl}\{d_{\text{ext}}(\mathbb{R})\} \) and hence there exists \( \delta > 0 \) such that \( \text{dist}(\lambda, d_{\text{ext}}(\mathbb{R})) \geq \delta \).

On the other hand, since \( d_\varepsilon \) converges to \( d_{\text{ext}} \) uniformly as \( \varepsilon \searrow 0 \) on \( \mathbb{R} \), there exists \( \varepsilon_1 > 0 \) such that \( |d_\varepsilon(x) - d_{\text{ext}}(x)| < \delta/2 \) for all \( x \in \mathbb{R} \) whenever \( \varepsilon \in (0, \varepsilon_1) \). Therefore, by the triangle inequality, we have

\[
|d_\varepsilon(x) - \lambda| \geq |d_{\text{ext}}(x) - \lambda| - |d_\varepsilon(x) - d_{\text{ext}}(x)| \geq \delta/2, \quad x \in \mathbb{R}, \quad \varepsilon \in (0, \varepsilon_1).
\]
Hence \( \text{dist}(\lambda, \text{cl}\{d_\varepsilon(\mathbb{R})\}) \geq \delta/2 \), that is, \( \lambda \notin \text{cl}\{d_\varepsilon(\mathbb{R})\} \) whenever \( \varepsilon \in (0, \varepsilon_1) \). The proof of \( \lambda \notin \text{cl}\{\Delta_\varepsilon(\mathbb{R})\} \), for all \( \varepsilon \in (0, \varepsilon_2) \) with some \( \varepsilon_2 > 0 \), is the same and follows from \( \lambda \notin \text{cl}\{\Delta(\mathbb{R})\} \) using the fact that \( \Delta_\varepsilon(x) \) converges to \( \Delta_{\text{ext}}(x) \) uniformly as \( \varepsilon \searrow 0 \) on \( \mathbb{R} \). Consequently, (5.13) holds with \( \varepsilon^* = \min\{\varepsilon_1, \varepsilon_2\} \).

Now take any \( \varepsilon > 0 \) such that \( \varepsilon < \min\{\varepsilon^*, 1/2\} \) and consider the operator matrix

\[
\mathcal{B}_{0,\varepsilon} := \begin{pmatrix}
\sum_{\alpha=0}^{m} a_{\alpha,\varepsilon} D^\alpha & \sum_{\beta=0}^{n} b_{\beta,\varepsilon} D^\beta \\
\sum_{\gamma=0}^{k} c_{\gamma,\varepsilon} D^\gamma & D\varepsilon
\end{pmatrix},
\]

(5.14)

where \( a_{\alpha,\varepsilon}, b_{\beta,\varepsilon}, c_{\gamma,\varepsilon} \) and \( d_\varepsilon \) stand for the extended \( \varepsilon \)-regularizations of the coefficients \( a_\alpha, b_\beta, c_\gamma \) and \( d \), respectively of \( A_0 \). We denote the closure of \( \mathcal{B}_{0,\varepsilon} \) by \( \mathcal{B}_\varepsilon \). Moreover, we denote by \( \mathcal{B}_{\varepsilon,I_j} \) the closures of the restrictions of \( \mathcal{B}_{\varepsilon,0} \) to \( C^\infty_0(I_j) \supset C^\infty_0(I_j), \ j = 1, 2, 3 \).

It follows by Proposition 4.7 that \( \mathcal{B}_\varepsilon \) is a finite-dimensional extension of the orthogonal sum \( \mathcal{B}_{\varepsilon,I_1} \oplus \mathcal{B}_{\varepsilon,I_2} \oplus \mathcal{B}_{\varepsilon,I_3} \) and hence by [5, Corollary IX.4.2],

\[
\sigma_{\text{ess}}(\mathcal{B}_\varepsilon) = \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_1}) \cup \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_2}) \cup \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_3}).
\]

By Proposition 4.3, we have \( \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_2}) = \Delta_\varepsilon(I_2) \). On the other hand, (5.13) yields \( \lambda \notin \text{cl}\{\Delta_\varepsilon(\mathbb{R})\} \supset \text{cl}\{\Delta_{I_2}(\mathbb{R})\} \) and thus

\[
\lambda \in \sigma_{\text{ess}}(\mathcal{B}_\varepsilon) \iff \lambda \in \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_1}) \cup \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_3}).
\]

(5.15)

Observe that by our construction \( A_{I_3} \equiv \mathcal{B}_{\varepsilon,I_3} \) and that \( \mathcal{B}_{\varepsilon,I_1} \) and \( \mathcal{B}_{\varepsilon,I_3} \) are unitarily equivalent by the unitary transformation

\[
U : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}), \quad (U\phi)(x) := \phi(-x).
\]

Therefore, \( \sigma_{\text{ess}}(A_{I_3}) = \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_3}) = \sigma_{\text{ess}}(\mathcal{B}_{\varepsilon,I_3}) \) and hence (5.15) implies that

\[
\lambda \in \sigma_{\text{ess}}(\mathcal{B}_\varepsilon) \iff \lambda \in \sigma_{\text{ess}}(A_{I_3}).
\]

(5.16)

Due to (5.13) it is easy to see that the operator \( \mathcal{B}_\varepsilon \) satisfies all the hypotheses of the first step. In particular, the limits

\[
p_{j,\varepsilon}^+(\lambda) := \lim_{x \rightarrow \pm \infty} \frac{p_{j,\varepsilon}(x, \lambda)}{p_{m,\varepsilon}(x, \lambda)}, \quad j = 0, 1, \ldots, m - 1,
\]

(5.17)

corresponding to (5.2) for \( \mathcal{B}_\varepsilon \) exist, where \( p_{j,\varepsilon}(\cdot, \lambda), \ j \in \{0, 1, \ldots, m\}, \) stand for the coefficients of the first Schur complement of \( \mathcal{B}_\varepsilon \). By the construction of the extended \( \varepsilon \)-regularization, we clearly have

\[
p_{j,\varepsilon}^+(\lambda) = p_{j,\varepsilon}^+(\lambda), \quad j = 0, 1, \ldots, m - 1.
\]

(5.18)

Therefore, we conclude from Step 1 that

\[
\lambda \in \sigma_{\text{ess}}(\mathcal{B}_\varepsilon) \iff P_{A}^+(\xi) = 0 \quad \text{for some} \quad \xi \in \mathbb{R}.
\]

(5.19)

Now the claim in (5.12) follows from (5.19) and (5.16).
On the other hand, applying the same arguments as above, we obtain
\[\lambda \in \sigma_{\text{ess}}(A_I_1) \iff P_\lambda^-(\xi) = 0 \text{ for some } \xi \in \mathbb{R},\]
completing the proof of the theorem. □

From Theorems 4.1 and 5.1 we come to the following conclusion, which is the main result of the paper.

**Theorem 5.3.** Let Assumptions (A) (C) and (D) be satisfied. Then for the closure \(A\) of the operator \(A_0\) in (2.2), we have
\[\sigma_{\text{ess}}(A) = \sigma^r_{\text{ess}}(A) \cup \sigma^s_{\text{ess}}(A),\]  
where \(\sigma^r_{\text{ess}}(A) := \cl\{\Delta(\mathbb{R})\}\), and
\[\sigma^s_{\text{ess}}(A) \setminus \Lambda_{\infty}(d) := \{\lambda \in \mathbb{C} \setminus (\cl\{\Delta(\mathbb{R})\} \cup \Lambda_{\infty}(d)) : \exists \xi \in \mathbb{R} \text{ s.t. } P_\lambda^+(\xi)P_\lambda^-(\xi) = 0\}.

**Example 5.4.** In the Hilbert space \(L^2(\mathbb{R}) \oplus L^2(\mathbb{R})\), we consider the matrix differential operator
\[A_0 := \begin{pmatrix} \lambda^4 + i\lambda^2 + 1 & D + \frac{\cos(x)}{\sqrt{1+x^2}} \\ iD^3 + \frac{x^2}{1+x^2} & e^{-x^2/2} + \frac{i}{1+x^2} \end{pmatrix}, \quad \text{Dom}(A_0) := C_0^\infty(\mathbb{R}) \oplus C_0^\infty(\mathbb{R}),\]
where as in (2.1), \(D\) stands for \(-i\frac{d}{dx}\). Clearly, \(\Lambda_{\infty}(d) = \{0\}\), see (5.1), and it is easy to check that Assumptions (A) (C) and (D) are satisfied and Theorem 5.3 can be applied.

The function \(\Delta : \mathbb{R} \to \mathbb{C}\) defined in (2.7) is given by
\[\Delta(x) = e^{-x^2/2} - \frac{ix^2}{1+x^2}, \quad x \in \mathbb{R}.\]
Observe that \(-i \in \cl\{\Delta(\mathbb{R})\}\) since \(\lim_{|x| \to \infty} \Delta(x) = -i\). Moreover, the polynomials in (5.3) are given by
\[P_\lambda^\pm(\xi) = \xi^4 + \frac{i\lambda}{1+i\lambda} \xi^2 + \frac{1}{1+i\lambda} \xi + \frac{\lambda - \lambda^2}{1+i\lambda}, \quad \lambda \in \mathbb{C} \setminus \{-i\}.

Theorem 5.3 yields that, for the closure \(A\) of \(A_0\),
\[\sigma_{\text{ess}}(A) = \{e^{-x^2/2} - ix^2/(1+x^2) : x \in \mathbb{R}\} \cup \{\lambda \in \mathbb{C} \setminus \{-i\} : \exists \xi \in \mathbb{R}, (i + \lambda)\xi^4 + i\lambda\xi^2 + \xi + \lambda - \lambda^2 = 0\}.\]

The essential spectrum is shown in the Figure 1. Here the blue curves correspond to the branch of the essential spectrum due to the singularity at infinity (second set in (5.21)) while the red one corresponds to the essential spectrum due to the violation of the ellipticity in the sense of Douglis and Nirenberg (first set in (5.21)). Observe that the exceptional set \(\Lambda_{\infty}(d) = \{0\}\) is contained in the singular part of the essential spectrum. Moreover, one can show that the second curve in blue in the right upper quadrant is unbounded and extends to infinity.
The following example demonstrates that the two parts of the essential spectrum can be disjoint.

**Example 5.5.** In the Hilbert space $L^2(\mathbb{R}) \oplus L^2(\mathbb{R})$, we consider the matrix differential operator

$$A_0 := \begin{pmatrix} -\frac{d^2}{dx^2} & \frac{d}{dx} \\ \frac{d}{dx} & -x^2 \end{pmatrix}, \quad \text{Dom}(A_0) := C^\infty_0(\mathbb{R}) \oplus C^\infty_0(\mathbb{R}). \quad (5.22)$$

Clearly, $\Lambda_\infty(d) = \emptyset$ and it is easy to check that Assumptions [(A)] [(C)] [(D)] are satisfied. The function $\Delta$ in (2.7) is given by $\Delta(x) = -x^2 - 1$, $x \in \mathbb{R}$, and hence the Douglis-Nirenberg ellipticity of $A_0 - \lambda$ is violated if and only if $\lambda \in (-\infty, -1]$. The coefficients of the Schur complement in (2.5) are given by

$$p_0(x, \lambda) = -\lambda, \quad p_1(x, \lambda) = -\frac{2ix}{(x^2 + \lambda)^2}, \quad p_2(x, \lambda) = 1 + \frac{1}{x^2 + \lambda}$$

for $x \in \mathbb{R}$, $\lambda \in \mathbb{C} \setminus \mathbb{R}_-$. It is easy to check that all assumptions of Theorem 5.3 are satisfied, in particular,

$$\frac{p_0(x, \lambda)}{p_2(x, \lambda)} = -\lambda + o(1), \quad \frac{p_1(x, \lambda)}{p_2(x, \lambda)} = o(1), \quad |x| \to \infty,$$

4 The question whether the two parts of the essential spectrum are always adjoined to each other was asked by Prof. Pavel Kurasov at the conference “Spectral Theory and Applications”, Stockholm, March, 2016. We note that the answer was always affirmative in the models of the previous studies.
and thus the polynomials $P_{\pm}(\xi)$ in (5.3) are given by $P_{\pm}(\xi) = \xi^2 - \lambda$, $\xi \in \mathbb{R}$. Therefore, Theorem 5.3 yields

$$\sigma_{\text{ess}}(\mathcal{A}) = (-\infty, -1] \cup [0, \infty)$$

for the closure $\mathcal{A}$ of $\mathcal{A}_0$. Obviously, the two parts of the essential spectrum are not adjoined to each other.
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