ABSTRACT

Q-learning is a popular reinforcement learning algorithm. This algorithm has however been studied and analysed mainly in the infinite horizon setting. There are several important applications which can be modeled in the framework of finite horizon Markov decision processes. We develop a version of Q-learning algorithm for finite horizon Markov decision processes (MDP) and provide a full proof of its stability and convergence. Our analysis of stability and convergence of finite horizon Q-learning is based entirely on the ordinary differential equations (O.D.E) method. We also demonstrate the performance of our algorithm on a setting of random MDP.

1 Introduction

Markov decision process (MDP) is a popular framework to study sequential decision making under uncertainty. An MDP is generally defined via a 5-tuple \( \langle S, A, P, R, \beta \rangle \) where \( S \) is the set of states, \( A \) is the set of actions, \( P \) is the transition probability matrix, \( R \) is the reward function and \( \beta \) is a scalar that can take the values \( 0 < \beta \leq 1 \). In infinite horizon discounted reward problems, we require \( \beta < 1 \). Quite often, in real-life applications, \( P \) and \( R \) are not available to us, however, we have access to data in the form of several ‘state-action-reward-next state’ tuples. Reinforcement learning algorithms learn the optimal policies and value functions from such data samples. Amongst the model free reinforcement learning algorithms, Q-learning is a popular one that has been widely studied both theoretically and over a range of applications.

Now we give a brief survey of Q-learning-type algorithms in the literature. Q-learning has been extensively studied and many improvements have been proposed to the basic algorithm in the literature. In Double Q-learning [van Hasselt 2010], two estimators of Q-values are used to improve the empirical performance by reducing the over-estimations of Q-values. Speedy Q-learning [Ghavamzadeh et al. 2011] is another algorithm where bounds on the number of iterations needed for convergence have been improved. Generalized speedy Q-learning [John et al. 2020] improves further upon Speedy Q-learning by adopting the technique of successive relaxation. The improvement occurs because the contraction factor of the successive relaxation Bellman operator is lower in value than that of the standard Bellman operator. In Zap Q-learning [Devraj et al. 2019], a two-timescale update rule for matrix gain is used which results in an improvement over standard Q-learning.

Even though there are many applications that are finite horizon in nature, previous works have mainly dealt with the infinite horizon setting. Even if the number of stages is reasonably large, using the infinite horizon setting as an approximation introduces errors in the solutions. For instance, a stationary policy is invariably optimal in infinite horizon settings but rarely so when the setting is finite horizon in nature. Further, finite horizon settings allow for non-stationary transition probabilities and reward functions, unlike infinite horizon MDPs. Most of the development in reinforcement learning has been towards the design of algorithms for infinite horizon problems. Finite horizon temporal difference learning has been studied recently in [De Asis et al. 2020]. A finite horizon version of Q-learning has been studied in [Garcia and Ndiaye 1998]. However, a rigorous proof of convergence has not been shown in that
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reference. We present the finite horizon Q-learning algorithm and provide a rigorous proof of convergence along with an experimental study on random MDPs. The main contributions in this paper are as follows:

- We present a Finite Horizon Q-learning algorithm for the general case where the transition dynamics and reward structure are also stage-dependent in addition to them being dependent on states and actions.
- We provide a stochastic approximation based analysis for the stability and convergence of Finite Horizon Q-learning. We show that the Finite horizon Q-learning recursions are both stable and converge to the set of optimal Q-values almost surely.
- We show the results of experiments on a setting of random MDPs and observe that our results conform with the theoretical results.

The rest of the paper is arranged as follows. In the next section, we present basic results in finite horizon reinforcement learning. We present here the Finite Horizon Dynamic Programming (FHDP) algorithm and show that it gives the optimal Q-values. This is then followed in the next section by a description of our proposed algorithm – the Finite Horizon Q learning. In the subsequent section, we present the complete proof of stability and convergence of our finite horizon reinforcement learning algorithm. We then present the results of experiments conducted in the setting of random MDPs in the subsequent section. The final section presents conclusions and describes future work.

2 Preliminaries

Our basic setting involves a finite horizon MDP with horizon length $N < \infty$. Let $n = 0, 1, \ldots, N - 1$ denote the $N$ stages of decision making with $N$ as the termination instant. We consider here a setting involving cost minimization as opposed to reward maximization as it appears to be more natural for optimal control problems. Let $g_n(i, a, j)$ (resp. $p(i, a, j)$) denote the single-stage cost (resp. transition probability) when the state at instant $n$ is $i$ and action chosen is $a$, and the next state (i.e., the one at instant $n+1$) is $j$. Further, let $g_N(i)$ denote the terminal cost when the terminating state is $i \in S$. Let $S$ and $A$ respectively denote the state and action spaces of the MDP. In particular, we let $A(i) \subseteq A$ be the set of feasible actions in state $i$. In general, one may let $S$ and $A$ be time-dependent sets. We however select them to be time-invariant for simplicity.

Let $\pi = \{\pi_0, \pi_1, \ldots, \pi_{N-1}\}$ represent a policy where $\pi_k(i) \in A(i), \forall k = 0, 1, \ldots, N - 1$. The idea is that when following policy $\pi$, at instant $k$, the action is chosen according to the function $\pi_k$, $k = 0, 1, \ldots, N - 1$. Let $J^\pi(i)$, $i \in S$, denote the long-term expected cost:

$$J^\pi(i) = E_\pi \left[ \sum_{k=0}^{N-1} g_k(s_k, a_k, s_{k+1}) + g_N(s_N) \mid s_0 = i \right].$$

Let $\Pi$ denote the set of all policies as above. The goal then is to find a policy $\pi^* \in \Pi$ that gives the optimal long-term expected cost given by

$$J^*(i) \triangleq J^{\pi^*}(i) = \min_{\pi \in \Pi} J^\pi(i), \ i \in S.$$

Define Q-values $Q_\pi(i, a)$ as follows:

$$Q_\pi(i, a) = E_\pi \left[ \sum_{k=0}^{N-1} g_k(s_k, \pi_k(s_k), s_{k+1}) + g_N(s_N) \mid s_0 = i, a_0 = a \right].$$

Here the initial action chosen in the initial state $i$ is $a$. Subsequent actions are chosen according to the policy $\pi$ that now kicks in from instant 1 onwards. Let

$$Q^*(i, a) = \min_{\pi \in \Pi} Q_\pi(i, a),$$

where $\Pi$ is the set of policies starting from instant 0. Note however that since the initial action is $a$ (in state $s$), the initial action is not according to $\pi_0$ in general. Consider now the finite horizon Dynamic Programming (DP) algorithm [1]-[4] in terms of the Q-function.

$$Q_N(s_N, a_N) = g_N(s_N),$$

$$Q_k(s_k, a_k) = E_{s_{k+1}} \left[ g_k(s_k, a_k, s_{k+1}) + \min_{a_{k+1} \in A(s_{k+1})} \left( Q_{k+1}(s_{k+1}, a_{k+1}) \right) \right],$$

for $k = N - 1, N - 2, \ldots, 0$. [Equation 1 and 2]
Assume for some \( k \), thus, the second term on the RHS above can be written as we describe below. A wide range of learning rate choices can be explored that satisfy the standard stochastic approximation conditions that are however shown for the case of finite horizon state-value function (not the state-action value function or the Q-value function as here). We give the details below for completeness. Let \( Q_k^*(s_k,a_k) = E_{s_{k+1}}[g_k(s_k,a_k)] \), \( k = 0,1,\ldots,N-1 \) and

\[
Q^*(N)(s_N,a_N) = g_N(s_N).
\]

Assume for some \( k \) and all feasible \( (s_{k+1},a_{k+1}) \) tuples, \( Q_{k+1}^*(s_{k+1},a_{k+1}) = Q_{k+1}(s_{k+1},a_{k+1}) \). Then,

\[
Q_k^*(s_k,a_k) = E_{s_{k+1}}[g_k(s_k,a_k)] + \min_{\pi_k+1} E_{s_{k+2},\ldots} [g_N(s_{N+1})]
\]

\[
+ \sum_{i=k+2}^{N-1} g_i(s_i,\pi_i(s_i),s_{i+1})]
\]

The second term on the RHS above can be written as

\[
\min_{\pi_{k+1}} E_{s_{k+2}}[g_{k+1}(s_{k+1+1},\pi_{k+1}(s_{k+1}),s_{k+2})]
\]

\[
+ \sum_{i=k+2}^{N-1} g_i(s_i,\pi_i(s_i),s_{i+1})]
\]

Thus,

\[
Q_k^*(s_k,a_k) = E_{s_{k+1}}[g_k(s_k,a_k)] + \min_{a_{k+1}} Q_{k+1}(s_{k+1},a_{k+1})
\]

\[
= E_{s_{k+1}}[g_k(s_k,a_k)] + \min_{a_{k+1}} Q_{k+1}(s_{k+1},a_{k+1})
\]

\[
= Q_k(s_k,a_k),
\]

\( \forall s_k \in S, a_k \in A(s_k) \). This completes the induction step.

3 Finite Horizon Q-learning Algorithm

Note that the DP algorithm is a numerical procedure that computes the optimal Q-values (as shown by Proposition 1). This however relies on the fact that knowledge of the transition probabilities is available. In most real-life situations, however, such information is not available and one only has available (as described earlier) data samples of 'state-action-reward-next state' tuples. As with the regular infinite horizon Q-learning algorithm of [Watkins and Dayan 1992], we present a stochastic approximation version of the finite horizon DP algorithm in Q-values. We provide below the full details of the finite horizon Q-learning algorithm. In the algorithm below, we let the learning rate (or step-size) be \( \alpha(m) = \frac{1}{(m+1)^{1/10}} \). This choice was seen to perform well in experiments. Nonetheless a wide range of learning rate choices can be explored that satisfy the standard stochastic approximation conditions that we describe below.
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Algorithm 1 Finite Horizon Q-Learning

Notation:
- $Q^n_i(a)$: Q-value at state $i$, action $a$, stage $n$, recursion $m$.
- $a(m)$: step-size at recursion index $m$.
- $Q_N(i, a)$: Q-value for state $i$ and action $a$ at terminal stage ($N$).
- $g_n(i, a, j)$: Single stage reward for stage $n$ where current state is $i$, action is $a$ and next state is $j$.
- $g_N(i)$: Terminal reward at the $N^{th}$ stage when terminal state is $i$.
- $A(j)$: Set of feasible actions in state $j$.
- $\eta(i, a)$: Sampling function taking input $(i, a)$ as state-action pair and returns the next state.

Input: Samples of the form $(i, a, r, j)$.
Output: Updated Q-value $Q^{n+1}_i(a)$ estimated after $m$ iterations of the algorithm.

Initialization: $Q^0_i(a) = 0, \forall (i, a), n = 0, \ldots, N - 1$, and $Q^0_N(i, a) = g_N(i), \forall (i, a)$

1: procedure FINITE HORIZON Q-LEARNING:
2:   $a(m) = \frac{1}{(m+1)^{1/10}}$
3:   $j = \eta(i, a)$ (from samples)
4:   $Q^{n+1}_i(a) = (1 - a(m))(Q^n_i(a)) + a(m)$
5:   $\times \min_{b \in A(j)} Q^{n+1}_b(j, b)$, $n = 0, 1, \ldots, N - 1$,
6:   $Q^{N+1}_i(a) = g_N(i)$, $\forall (i, a)$ tuples.
7:   return $Q^{N+1}_i(a)$

4 Proof of Stability and Convergence

In this section, we give a proof of the stability and convergence of our finite horizon Q-learning algorithm. Our proof relies on verifying the Borkar and Meyn conditions for stability and convergence of general stochastic approximation algorithms, see Borkar and Meyn [2000]. We first describe the conditions for stability and convergence as described in Borkar and Meyn [2000] as well as the main results there. Later we shall show that our algorithm meets these conditions.

Consider the following stochastic approximation recursion in $\mathbb{R}^d$:

$$X(m + 1) = X(m) + a(m)(h(X(m)) + M(m + 1)), \quad (3)$$

where $m \geq 0$, $X(m) = (X_1(m), \ldots, X_d(m))^T$, $h : \mathbb{R}^d \rightarrow \mathbb{R}^d$, $a(m)$ is a sequence of positive real numbers, and $M(n), n \geq 0$ is a zero-mean noise sequence.

Consider now the O.D.E:

$$\dot{x}(t) = h(x(t)), \quad (4)$$

The limit points of the stochastic recursion (3) can be seen to be limit points of the O.D.E (4), see Benaïm [1996]. The O.D.E approach to stochastic approximation (originally due to Ljung [1977] and Kushner and Clark [1978]) is thus useful as one can understand the limit set of the stochastic recursion by analysing the limit set of the corresponding O.D.E. Let $x^*$ denote the unique globally asymptotically stable (UGAS) attractor for the O.D.E (4). Notice that while such an attractor may not always exist, in our setting, since we are analysing the finite horizon Q-learning algorithm, it will be seen that the UGAS attractor exists and just corresponds to the vector of optimal Q-values.

We now list the assumptions of Borkar and Meyn [2000] followed by the main results from that paper summarized as Theorem 1 – Theorem 2 below.

**Assumption 1**
1. The function $h : \mathbb{R}^d \rightarrow \mathbb{R}^d$ is Lipschitz continuous.
2. The sequence of functions $h_r(x) \triangleq \frac{h(rx)}{r}$ satisfy that $h_r(x) \rightarrow h_\infty(x)$, for some function $h_\infty : \mathbb{R}^d \rightarrow \mathbb{R}^d$ uniformly on compacts.
We now recall the update rule of the finite horizon Q-learning algorithm:

\[ \dot{x}(t) = h_\infty(x(t)) \]  

(5)

has the origin in \( \mathbb{R}^d \) as it’s UGAS attractor.

**Assumption 2**

1. The sequence \( \{M(n), \mathcal{F}_n, n \geq 0\} \) is a square-integrable martingale difference sequence where \( \mathcal{F}_n = \sigma(X(i), M(i), i \leq n) \) is an associated sequence of sigma fields.

2. For some constant \( C_0 < \infty \) and any initial condition \( X(0) \in \mathbb{R}^d, n \geq 0, \)

\[ E[\|M(n+1)\|_2 | \mathcal{F}_n] \leq C_0(1+ \|X(n)\|^2), \]  

(6)

for all \( n \geq 0. \)

**Assumption 3** The sequence \( \{a(n)\} \) is a deterministic sequence of step-sizes that satisfy the following conditions:

1. \( a(n) > 0, \forall n \geq 0, \)
2. \( \sum_n a(n) = \infty, \)
3. \( \sum_n a(n)^2 < \infty \)

**Theorem 1 (Theorem 2.1 of Borkar and Meyn [2000])** Under Assumptions 1–3 for any initial condition \( X(0) \in \mathbb{R}^d, \)

\[ \sup_n \|X(n)\| < \infty \text{ almost surely (a.s).} \]

**Theorem 2 (Theorem 2.2 of Borkar and Meyn [2000])** Assume Assumptions 1–3 hold and that the ODE (4) has a unique globally asymptotically stable equilibrium \( x^* \). Then for any initial condition \( X(0) \in \mathbb{R}^d, \)

\[ \lim_{n \to \infty} X(n) = x^*. \]

We now recall the update rule of the finite horizon Q-learning algorithm:

\[ Q^{m+1}_n(i, a) = Q^m_n(i, a) + a(m)(g_n(i, a, \eta^m_n(i, a))) \]

\[ + \min_{b \in A(\eta^m_n(i, a))} Q^m_{n+1}(\eta^m_n(i, a), b) - Q^m_n(i, a)), \]

(7)

\[ n = 0, 1, \ldots, N - 1, m \geq 0, \]

\[ Q^{m+1}_N(i, a) = g_N(i), \forall m \geq 0, \]

(8)

\( \forall(i, a). \) In the above \( \eta^m_n(i, a) \) are i.i.d random variables having the distribution \( p_n(i, a, \cdot). \) Let \( G_m = \sigma(Q^m_n(i, a), \eta^m_n(i, a), n = 0, 1, \ldots, N - 1), k \leq m, l < m, m \geq 0 \) denote the sequence of associated sigma fields. Here we let \( \eta^m_n(i, a) = 0, \forall(i, a) \) tuples.

Let \( Q^n = (Q^m_n(i, a), i \in S, a \in A(i), n = 0, 1, \ldots, N)^T. \) We rewrite (7)-(8) in the following unified form:

\[ Q^{m+1}_n(i, a) = Q^m_n(i, a) + a(m)(h_n(i, a, Q^m) + M^{m+1}_n(i, a)), n = 0, 1, \ldots, N, \]

where for \( n = 0, 1, \ldots, N - 1, \)

\[ h_n(i, a, Q^m) = \sum_j p_n(i, a, j)(g_n(i, a, j) \]

\[ + \min_{b \in A(j)} Q^m_{n+1}(j, b) - Q^m_n(i, a), \]

\[ M^{m+1}_n(i, a) = \]

\[ g_n(i, a, \eta^m_n(i, a)) + \min_{b \in A(\eta^m_n(i, a))} Q^m_{n+1}(\eta^m_n(i, a), b) \]

\[ - \sum_j p_n(i, a, j)(g_n(i, a, j) + \min_{b \in A(j)} Q^m_{n+1}(j, b)). \]
Also, for \( n = N \), we have
\[
h_n^m(i, a) = 0 \text{ and } M_n^{m+1}(i, a) = 0.
\]

Let \( M_n^m \equiv (m^m(i, a), n = 0, 1, \ldots, N, a \in A(i), i \in S)^T \). Also, let \( h(Q) = (h_n(i, a, Q), a \in A(i), i \in S, n = 0, 1, \ldots, N)^T \). The recursions (7)-(8) can thus together be written as
\[
Q^{m+1} = Q^m + a(m)(h(Q^m) + M^{m+1}), \quad m \geq 0.
\]

In what follows, we shall use \( \| \cdot \| \) to denote the sup or the max norm. We now proceed by verifying Assumptions 1-3.

**Proposition 2** The functions \( h, h_r \) (defined as in Assumption 7), \( \forall r \geq 1 \), and \( h_\infty \) are Lipschitz continuous.

**Proof 2** We show first that for two functions \( Q \) and \( Q' \),
\[
| \min_{a \in A(i)} Q(i, a) - \min_{a \in A(i)} Q'(i, a) | \leq \max_{a \in A(i)} | Q(i, a) - Q'(i, a) |,
\]
for all \((i, a)\) tuples. Note that given functions \( f \) and \( g \) and a set \( A \),
\[
\inf_{x \in A} (f(x) + g(x)) = \inf_{x \in A, x = y} (f(x) + g(y)) \\
\geq \inf_{x, y \in A} (f(x) + g(y)) = \inf_{x \in A} f(x) + \inf_{y \in B} g(y).
\]

Using \( f - g \) in place of \( f \), one obtains
\[
\inf_{x \in A} ((f - g)(x) + g(x)) \geq \inf_{x \in A} (f - g)(x) + \inf_{x \in A} g(x), \quad \text{or}
\]
\[
\inf_{x \in A} (f(x) - g(x)) \leq \inf_{x \in A} f(x) - \inf_{x \in A} g(x).
\]

Let \( e(x) = -g(x), \forall x \). Then
\[
\inf_{x \in A} (f(x) + e(x)) \leq \inf_{x \in A} f(x) + \sup_{x \in A} e(x), \quad \text{or}
\]
\[
\inf_{x \in A} (f(x) + e(x)) - \inf_{x \in A} f(x) \leq \sup_{x \in A} e(x).
\]

Again with \( e(x) = g(x) - f(x) \), we have
\[
\inf_{x \in A} g(x) - \inf_{x \in A} f(x) \leq | \sup_{x \in A} (g(x) - f(x)) |.
\]

We now claim that
\[
| \sup_{x \in A} (g(x) - f(x)) | \leq \sup_{x \in A} | g(x) - f(x) |.
\]

Consider first the case when \( \sup_{x \in A} (g(x) - f(x)) \geq 0 \). Then
\[
\sup_{x \in A} (g(x) - f(x)) \leq \sup_{x \in A} | g(x) - f(x) |.
\]

Now consider the case when \( \sup_{x \in A} (g(x) - f(x)) < 0 \). In this case, \( | g(x) - f(x) | = -(g(x) - f(x)), \forall x \). Then,
\[
| \sup_{x \in A} (g(x) - f(x)) | = - \sup_{x \in A} (g(x) - f(x))
\]
\[
= \inf_{x \in A} (-g(x) - f(x)) = \inf_{x \in A} | g(x) - f(x) | \\
\leq \sup_{x \in A} | g(x) - f(x) |.
\]

It follows that
\[
\inf_{x \in A} g(x) - \inf_{x \in A} f(x) \leq \sup_{x \in A} | g(x) - f(x) |.
\]

One may similarly show that
\[
\inf_{x \in A} f(x) - \inf_{x \in A} g(x) \leq \sup_{x \in A} | g(x) - f(x) |.
\]
The two inequalities above then imply
\[ |\inf_{x \in A} g(x) - \inf_{x \in A} f(x)| \leq \sup_{x \in A} |g(x) - f(x)|. \]

The claim follows upon substituting \( g(x) \) with \( Q(i, a) \), \( f(x) \) with \( Q^*(i, a) \), \( A \) with \( A(i) \) and noting that the sets \( S \) and \( A(i) \) for all \( i \) are finite, hence one replaces the inf with min and sup with max operators. It is now easy to see that \( h \) and \( h_r \) are Lipschitz continuous for all \( r \geq 1 \). Now define \( h_{\infty}(Q) = (h_{n,\infty}(i, a, Q), i \in S, a \in A(i), n = 0, 1, \ldots, N)^T \), where
\[ h_{n,\infty}(i, a, Q) = \lim_{r \to \infty} \frac{h_n(i, a, rQ)}{r} = \sum_j p_n(i, a, j) \min_{b \in A(j)} Q(j, b) - Q(i, a). \]

It is again clear from the foregoing that \( h_{\infty}(Q) \) is Lipschitz continuous as well.

Let \( Q^* = (Q^*_n(i, a), i \in S, a \in A(i), n = 0, 1, \ldots, N)^T \) denote the vector of optimal Q-values. By Proposition 1 we observe the DP algorithm (1)-(2) gives the optimal \( Q^* \).

**Lemma 1** The following hold:

1. The ODE \( \dot{Q} = h(Q) \) has \( Q^* \) as its unique globally asymptotically stable equilibrium.

2. The ODE \( \dot{Q} = h_{\infty}(Q) \) has the origin as its unique globally asymptotically stable equilibrium.

**Proof 3**

1. Note that the equilibria of the ODE \( \dot{Q} = h(Q) \) correspond to \( H \triangleq \{ Q \mid h(Q) = 0 \} \). However, it is easy to see that the system of equations that we obtain from \( h(Q) = 0 \) correspond to the solution of the DP algorithm (1)-(2) and which is precisely \( Q^* \). Moreover, \( Q^* \) is unique. A similar argument as in Abounadi et al. [2001] shows that \( Q^* \) is an asymptotically stable attractor of \( \dot{Q} = h(Q) \).

2. It is again easy to see that \( Q = 0 \) (the vector of all zeros or the origin) is an equilibrium of the ODE \( \dot{Q} = h_{\infty}(Q) \). The fact that it is unique can be seen again from the DP algorithm (1)-(2) for the special case when all single-stage costs \( g_k(i, a, j), k = 0, 1, \ldots, N-1 \) and \( g_N(i) \) are zero (for all \( i, j \in S, a \in A(i) \)). Again a similar argument as in Abounadi et al. [2001] shows that the origin is an asymptotically stable attractor of \( \dot{Q} = h_{\infty}(Q) \).

We now have the following result on the noise sequence \( M_{m+1}, m \geq 0 \).

**Proposition 3**

1. The sequence \( (M_{m+1}, G_m), m \geq 0 \) is a square-integrable martingale difference sequence.

2. For some constant \( C_1 > 0 \), we have
\[ E[\| M_{m+1} \|^2 | G_m] \leq C_1(1 + \| Q^m \|^2) \]

**Proof 4**

1. Recall that \( M_{m+1} = (M_{m+1}^n(i, a), n = 0, 1, \ldots, N-1, a \in A(i), i \in S)^T \), where for \( n = 0, 1, \ldots, N-1, \)
\[ M_{m+1}^n(i, a) = g_n(i, a, \eta_m^n(i, a)) + \min_{b \in A(\eta_m^n(i, a))} Q_{n+1}^m(\eta_m^n(i, a), b) \]
\[ - \sum_j p_n(i, a, j)(g_n(i, a, j) + \min_{b \in A(j)} Q_{n+1}^m(j, b)). \]

and \( M_{m+1}^0 = 0, \forall m \geq 0 \). It is easy to see that \( M_{m+1} \) is \( G_m \)-measurable \( \forall m \geq 0 \). Also, \( M_{m+1} \) are integrable random variables since \( g_n, n = 0, 1, \ldots, N \) are all uniformly bounded. Also, since \( Q_{n+1}^m \) are updated according to (7)-(8) from a given \( Q^0 \in \mathbb{R}_d \), it can be seen that one can find a constant \( K_n^m < \infty \) (uniformly over all sample paths), \( \| Q_{n+1}^m \| \leq K_n^m < \infty, \forall m \geq 0, n = 0, 1, \ldots, N \). Thus, \( M_{m+1} \) are all individually integrable. It is also easy to see that \( M_{m+1} \) are square-integrable random variables. Further, \[ E[g_n(i, a, \eta_m^n(i, a)) \]
\[ + \min_{b \in A(\eta_m^n(i, a))} Q_{n+1}^m(\eta_m^n(i, a), b) | G_m] \]
\[ = \sum_j p_n(i, a, j)(g_n(i, a, j) + \min_{b \in A(j)} Q_{n+1}^m(j, b)). \]
Thus, \( E[M_{n+1}^m \mid G_m] = 0, \forall m = 0, 1, \ldots, N - 1 \). Further, \( E[M_{N+1}^m \mid G_m] = 0 \) since \( M_{N+1}^m = 0, \forall m \geq 0 \).

2. Note that

\[
E[|g_n(i, a, \eta_{nm}(i, a)) + \min_{b \in A(\eta_{nm}(i, a))} Q_{nm+1}^m(\eta_{nm}(i, a), b)|^2 \mid G_m] \\
\leq 2(|g_n(i, a, \eta_{nm}(i, a)|^2 + |Q_{nm+1}^m(\eta_{nm}(i, a), b)|^2, \\
\forall b \in A(\eta_{nm}(i, a)). \]

The claim follows from the fact that the single-stage costs \( g_n, n = 0, 1, \ldots, N \) are all uniformly bounded.

We finally have the main result on stability and convergence.

**Theorem 3** The iterates \( Q^m, m \geq 0 \), given by the Q-learning algorithm (7)-(8) satisfy (a) \( \sup_m \parallel Q^m \parallel < \infty \) almost surely, and (b) \( Q^m \to Q^* \) as \( m \to \infty \) almost surely.

**Proof 5** Assumption 2 is shown as a consequence of Proposition 2 and Lemma 1. Proposition 3 shows that Assumption 2 holds. Finally, Assumption 3 can be seen to easily hold for our choice of step-sizes, viz., \( \alpha(m) = \left[ \frac{1}{(m + 1)/10} \right] \). The claim now follows from Theorem 2.

5 **Experiments and Results**

We implemented our Finite Horizon Q-learning algorithm on the setting of random MDPs for different combinations of the following triplet \((N, |S|, |A|)\) of number of stages, number of states and number of actions, respectively. The algorithm was terminated in each experiment for the following termination condition: \( \parallel Q_{prev} - Q_{curr} \parallel \leq \epsilon \), where

- \( Q_{prev} \): Vector of Q-values of size \( N \times |S| \times |A| \) obtained at the previous iteration
- \( Q_{curr} \): Vector of Q-values of size \( N \times |S| \times |A| \) obtained at the current iteration
- \( \epsilon \): a small tolerance or threshold level (set to 0.05 in the experiments)

The various quantities used in the following are explained below.

- \( Q^* \): Final value of the Q-value function (viewed as a vector over \( N \times S \times A \)) as obtained from the Finite Horizon Q-learning Algorithm.
- \( Q^{DP} \): Final value of the Q-value function (viewed as a vector over \( N \times S \times A \)) as computed by the finite horizon dynamic programming algorithm (1)-(2).
- Error = \( \parallel Q^* - Q^{DP} \parallel \) is the norm difference between \( Q^* \) and \( Q^{DP} \).
- \( J^*_n \): Value function at stage \( n \) (having \( |S| \) components) as computed by the algorithm.
- \( \pi_n^* \): Optimal policy function at stage \( n \), having \( |S| \) components.

We mention here that since the experimental setting was of random MDPs, we could make use of the transition probability information for running the DP algorithm (1)-(2) and estimate the error across various runs when using our Finite Horizon Q-learning algorithm.

| \((N, |S|, |A|)\) | \( \epsilon \) | Error | Number of Iterations |
|----------------|--------|-------|---------------------|
| (20, 50, 10)   | 0.05   | 6.8720| 82589               |
| (20, 20, 10)   | 0.05   | 3.5319| 38268               |
| (10, 20, 10)   | 0.05   | 2.1433| 28603               |
| (10, 5, 5)     | 0.05   | 1.2491| 7507                |

Table 1: Algorithm performance in different settings.

For the four different settings of \((N, |S|, |A|)\) as shown in Table 1, seven plots are provided for each of the settings. These individually correspond to the value function and policy obtained upon termination of the algorithm for the
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first stage, the middle stage and penultimate stage as well as error as a function of number of iterations (see above) as obtained when using the finite horizon Q-learning algorithm. Table I summarizes the performance in terms of the Error metric and the number of iterations needed in each of the four settings for the algorithm in order for norm-difference between the Q-values in the current and previous iterates of the algorithm to fall below $\epsilon = 0.05$. From the plots we see that (a) the error in each case diminishes as the number of iterates increases, (b) the value function as obtained from the Finite Horizon Q-learning algorithm closely resembles the value function obtained using the DP algorithm (1)-(2) and (c) the plot of the policy function at different stages indicates that in general the best actions for the various states are quite different.

6 Conclusions and Future Work

We presented the Q-learning algorithm for finite horizon MDPs and gave a complete proof of stability and convergence to the set of optimal Q-values. Experiments indicate that the algorithm achieves almost the same Q-values as the dynamic programming algorithm that works with full model information. It will be interesting to develop RL algorithms with function approximation in the future. Experiments on more detailed settings should also be performed in the future.

References

Hado van Hasselt. Double q-learning. In John D. Lafferty, Christopher K. I. Williams, John Shawe-Taylor, Richard S. Zemel, and Aron Culotta, editors, Advances in Neural Information Processing Systems 23: 24th Annual Conference on Neural Information Processing Systems 2010. Proceedings of a meeting held 6-9 December 2010, Vancouver, British Columbia, Canada, pages 2613–2621. Curran Associates, Inc., 2010. URL https://proceedings.neurips.cc/paper/2010/hash/091d584fced301b442654dd8c23b3fc9-Abstract.html
Finite Horizon Q-Learning

(a) Estimated Value Function

(b) Estimated Policy

Figure 3: Performance for Stage 9 of (10, 5, 5) Setting

(a) Estimated Value Function

(b) Estimated Policy

Figure 4: Performance for Stage 0 of (10, 20, 10) Setting

(a) Estimated Value Function

(b) Estimated Policy

Figure 5: Performance for Stage 5 of (10, 20, 10) Setting
Finite Horizon Q-Learning

Figure 6: Performance for Stage 9 of (10, 20, 10) Setting

Figure 7: Error Plots for Settings (10, 5, 5) and (10, 20, 10)

Figure 8: Performance for Stage 0 of (20, 20, 10)
Finite Horizon Q-Learning

(a) Estimated Value Function

(b) Estimated Policy

Figure 9: Performance for Stage 10 of (20, 20, 10) Setting

(a) Estimated Value Function

(b) Estimated Policy

Figure 10: Performance for Stage 19 of (20, 20, 10)

(a) Estimated Value Function

(b) Estimated Policy

Figure 11: Performance for Stage 0 of (20, 50, 10)
Figure 12: Performance for Stage 10 of (20, 50, 10) Setting

Figure 13: Performance for Stage 19 of (20, 50, 10)

Figure 14: Error Plots for Settings (20, 20, 10) and (20, 50, 10)
Mohammad Ghavamzadeh, Hilbert Kappen, Mohammad Azar, and Rémi Munos. Speedy q-learning. In J. Shawe-Taylor, R. Zemel, P. Bartlett, F. Pereira, and K. Q. Weinberger, editors, *Advances in Neural Information Processing Systems*, volume 24. Curran Associates, Inc., 2011. URL https://proceedings.neurips.cc/paper/2011/file/abla4d0dd4d48a2ba1077c4494791306-Paper.pdf.

Indu John, Chandramouli Kamanchi, and Shalabh Bhatnagar. Generalized speedy q-learning. *IEEE Control Systems Letters*, 4(3):524–529, Jul 2020. ISSN 2475-1456. doi:10.1109/lcsys.2020.2970555 URL http://dx.doi.org/10.1109/LCSYS.2020.2970555.

Adithya M. Devraj, Ana Bušić, and Sean Meyn. Zap q-learning - a user’s guide. In 2019 Fifth Indian Control Conference (ICC), pages 10–15, 2019. doi:10.1109/INDIANCC.2019.8715554.

Kristopher De Asis, Alan Chan, Silviu Pitis, Richard Sutton, and Daniel Graves. Fixed-horizon temporal difference methods for stable reinforcement learning. *Proceedings of the AAAI Conference on Artificial Intelligence*, 34(04):3741–3748, Apr. 2020. doi:10.1609/aaai.v34i04.5784 URL https://ojs.aaai.org/index.php/AAAI/article/view/5784.

Frédéric Garcia and Seydina M. Ndiaye. A Learning Rate Analysis of Reinforcement Learning Algorithms in Finite-Horizon. In *Proceedings of the 15th International Conference on Machine Learning*, pages 215–223. Morgan Kaufmann, 1998. ISBN 1-55860-556-8.

D. P. Bertsekas. *Dynamic Programming and Optimal Control*, Vol.I, 3'rd Ed. Athena Scientific, 2005.

Christopher J. C. H. Watkins and Peter Dayan. Q-learning. *Machine Learning*, 8(3–4):279–292, May 1992. URL http://www.springerlink.com/content/plz0815501618373/fulltext.pdf.

V. S. Borkar and S. P. Meyn. The o.d.e. method for convergence of stochastic approximation and reinforcement learning. *SIAM Journal on Control and Optimization*, 38(2):447–469, 2000. doi:10.1137/S0363012997331639 URL https://doi.org/10.1137/S0363012997331639.

M. Benaim. A dynamical system approach to stochastic approximations. *SIAM J. Control Optim.*, 34(2):437–472, 1996.

L. Ljung. Analysis of recursive stochastic algorithms. *Automatic Control, IEEE Transactions on*, 22(4):551–575, 1977.

H. J. Kushner and D. S. Clark. *Stochastic Approximation Methods for Constrained and Unconstrained Systems*. Springer Verlag, New York, 1978.

J. Abounadi, D. Bertsekas, and V. S. Borkar. Learning algorithms for markov decision processes with average cost. *SIAM Journal on Control and Optimization*, 40(3):681–698, 2001. doi:10.1137/S0363012999361974 URL https://doi.org/10.1137/S0363012999361974.