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ABSTRACT

The liver is one of the most critical metabolic organs in vertebrates due to its vital functions in the human body, such as detoxification of the blood from waste products and medications. Liver diseases due to liver tumors are one of the most common mortality reasons around the globe. Hence, detecting liver tumors in the early stages of tumor development is highly required as a critical part of medical treatment. Many imaging modalities can be used as aiding tools to detect liver tumors. Computed tomography (CT) is the most used imaging modality for soft tissue organs such as the liver. This is because it is an invasive modality that can be captured relatively quickly. This paper proposed an efficient automatic liver segmentation framework to detect and segment the liver out of CT abdomen scans using the 3D CNN DeepMedic network model. Segmenting the liver region accurately and then using the segmented liver region as input to tumors segmentation method is adopted by many studies as it reduces the false rates resulted from segmenting abdomen organs as tumors. The proposed 3D CNN DeepMedic model has two pathways of input rather than one pathway, as in the original 3D CNN model. In this paper, the network was supplied with multiple abdomen CT versions, which helped improve the segmentation quality. The proposed model achieved 94.36%, 94.57%, 91.86%, and 93.14% for accuracy, sensitivity, specificity, and Dice similarity score, respectively. The experimental results indicate the applicability of the proposed method.
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1. INTRODUCTION

According to the world health organization (WHO), cancer is the leading cause of death worldwide and is typically accountable for at least one death in every six deaths. About 30% of cancer cases in developing countries are caused by hepatitis or the papilloma virus (HPV). Many cancers can be cured if detected and treated
properly in the early stages. Generally, individuals with chronic liver illness had a worse health-related quality of life (HRQL) than the general population where similar HRQL to those with congestive heart failure and chronic or obstructive lung disease [1].

The liver is one of the most critical metabolic organs in the human body [2]. No biochemical test can well characterize the liver's functioning since the organ conducts many synthetic, biochemical, and excretory processes. Despite receiving a lot of criticism for this, the term "liver function tests" is deeply embedded in medical jargon. It may be argued that "liver damage testing" would be a better term.

Additionally, it is important to consider the clinical history while evaluating the functions. The significance of several disease markers in radiological imaging cannot be overstated [3]. Primary liver diseases with or without icterus include infectious hepatitis, toxic necrosis, hepatic hemangiomas, supportive hepatitis, hepatica, bile duct adenoma, malignancy, chronic active hepatitis, and copper storage disease. Some secondary liver illnesses are infiltrative lipidoses linked to hypocholesterolemia, diabetes, pancreatitis, malnutrition, prolonged passive congestion in cardiovascular decompensation, distant metastatic hepatic cancers, and supplemental amyloidosis. The three conditions of hemolytic crises, intrahepatic biliary liver failure, and extrahepatic bile duct obstruction, should not be confused with icterus [4].

There are many liver disorders, for instance, chronic hepatitis B virus (HBV) infection, which is a significant global cause of cirrhosis and hepatocellular cancer [5]. Chronic hepatitis C (CH-C), a common and potentially fatal liver condition, is now being treated with new therapies that have better cure rates, less side effects, and shorter treatment times [6]. Alcoholic hepatitis can be differentiated from early ASH (advanced phases of nonalcoholic fatty liver disease) in fully compensated patients since it can be the first symptom of clinically silent Adrenoleukodystrophy, a fatal genetic disease, or as an exacerbation of preexisting cirrhosis: severe sepsis, biliary blockage, diffuse HCC, and drug-induced liver disease [7].

The most frequent cause of mortality in people is a cardiovascular disease rather than hepatic illness, while NASH patients have a higher chance of dying from liver-related causes [8]. In addition, multiple fluid-filled liver cysts are a defining feature of polycystic liver disease. PLD can be a secondary symptom of autosomal dominant polycystic liver failure, a predominant symptom of autosomal dominant polycystic kidney disease, or appear in the context of two different inherited illnesses. Each has different follow-up, counseling, family screening, and prognosis [9].

One of the most prevalent dangerous medical conditions that cause mortality globally is liver cancer [10]. Early detection and accurate evaluation of cancers are therefore essential. The most successful therapy is surgical excision; however, it could only considered with some types of tumors. With most tumor types, CT
imaging is considered a great resolution that resulted in high detection rates. However, differentiating liver tumors might be challenging due to the appearance similarity between healthy and tumor tissues in most cases [11]. On non-enhanced CT scans, HCC typically appears as a hypo attenuating mass. It could exhibit lesser attenuation in the center, indicating necrosis or bleeding inside the tumor. Additionally, fat attenuation might exist. Hepatocellular carcinoma is often highly vascular and in most instances enhanced on arterial phase imaging [12].

Benign lesions result from any abnormality in the structure of stromal and epithelial cells that make up the liver. The most common benign liver lesions are; hepatic hemangioma which develops from endothelium cells, along with cyst lesions produced from biliary epithelium. Biliary epithelium is typically caused by discernible reason, such as the use of oral contraceptives, anabolic steroids, or a disorder affecting glycogen storage. In general, throughout the years of childbearing, women are afflicted more frequently than males [13]. The lesion's cellular characteristics and trabecular structure are often closer to normal grossly than histologically, making it easier to discern the lesion's boundaries. Typically, there is no fibrous capsule. An abrupt transformation of the portal structures might point to the margin. Fat and glycogen may be present in tumor cells [14].

The usage of artificial intelligence (AI) techniques can provide accurate, efficient results without much concern about human biases, making it one of the most significant technological advances in the foreseeable future [15]. In recent years, the early detection, diagnosis, and management of diseases have benefited severely from the usage of several medical imaging methods, such as computed tomography (CT). In clinical settings, the interpretation and analysis of medical images are essentially the responsibility of radiologist [16]. The usage of AI techniques can complement the radiologist abilities to acquire a significant amount of information from medical imaging, which might improve the precision of diagnoses. Due to factors related to AI method implementation for CT scans analysis such as as data form, CT slices density, training duration, and data augmentation level, AI methods efficient is questioned [17]. AI is usually used with visual data from of CT scans to segment, categorize lesions such as liver tumors, and to estimate prognosis. Hepatic AI-assisted diagnosis aim to detect, characterize and estimate prognosis in patients with hepatic cancer [18].

Segmenting the liver area accurately and then using the segmented liver region rather than the whole abdomen CT scan as input to the tumors segmentation algorithm can be beneficial in reducing error rates resulting from segmenting tumors-like abdomen organs. Hence, improving the quality of medical diagnosis. The main contribution of this paper is as follows. First, enhancing the perceptibility of abdomen CT scans in terms of the liver by focusing on the liver region intensities rather than the whole abdomen region using Hounsfield units (HU) scaling, suppressing impulse noises from the CT scanner along with enhancing the contrast of the CT scan. The second contribution of this paper is providing an efficient automatic liver segmentation framework based on a 3D CNN DeepMedic network
to segment the liver out of other abdomen organs as a pre-stage for tumor segmentation. The output of the proposed method can be used as input to the tumor segmentation method.

The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 presents the methodology by which the proposed framework was constructed. Section 4 presents the experimental results along with a discussion. Finally, the conclusion and future work is presented in Section 5.

2. RELATED WORK

Incorporating AI in medical image analysis attract many research studies. To evaluate the potential use of a computer-aided diagnosis system (CAD) with texture classification in the differential diagnosis of liver malignancies, Huang et al. [19] presented non enhanced CT, where the tumor spot was manually located and extracted from the scanned CT image as a circle. The sub image's auto covariance texture features were extracted, and SVM technique was used to determine if the tumor was benign or malignant.

A unique method and technique for segmenting the liver and its inner lesions using CT images were proposed by Laurent and Sergio [20]. There is no interaction between the user and the analytical system during startup because the procedure is fully automated. They segmented the liver tissue out of other abdominal organs, using statistical models. They used with an active contour approach to utilize and refine liver surface segmentation. After that, liver parenchyma and hepatic lesions were labeled using classification.

A hybrid method that can automatically divide the liver from an abdominal CT scan and find hepatic anomalies was presented by Ahmed et al. [21]. They could compute the region of the liver affected as a tumor lesion and count the discernible lesions. This method was one of the quickest and yet most accurate technique to test the presence of liver tumors. They concluded that their method for segmenting liver lesions from the patient database could achieve high reliability level.

A CBIR-based CAD system was proposed by Peter et al. [22], which reliably distinguished liver lesions and has shown potential accuracy even for challenging-to-interpret, sub-centimeter hepatic lesions. The proposed method prioritizes radiological usefulness while being easily incorporated into regular activities. The software program outperformed doctors when diagnosing liver cancers.

In order to identify carcinoma and hemangioma in human liver tumors, Kumar et al. [23] established texture based algorithms to examine tumor textures. Different texture-modeling methods were used: two traditional grey level techniques (GLT), a contemporary wavelet (WCT) and contour lets method (CLT). Three strategies were compared regarding detection accuracy levels and other performance indicators. The CLT features outperformed the GLT and WCT features in general
for the data set under consideration. The performance to evaluate whether a tumor is malignant or benign was evaluated to have the beat results with CLT characteristics.

An automated CAD system that can differentiate tumors, cysts, stones, and healthy tissues was developed by Gaurav and Saini [24]. The wavelet and curve let multiresolution techniques were used in their approach. The most valuable features were selected using a genetic algorithm from the list of retrieved qualities. Then, SVM and artificial neural networks (ANN) were used as classifiers for classification.

Hariharan [25] suggested using AI to enhance the perceptibility of obtained medical image and segment organs based on thresholding technique. To get the ideal threshold value for accurate segmentation, the input scan was adaptively thresholding using a fuzzy-based Shannon's entropy function. Patrick et al. [26] offered the license that allowed the researchers to use CT data for additional medical purposes.

Das et al. [27] suggested a hybrid approach which incorporated fuzzy clustering and adaptive thresholding for segmenting CT abdominal images. According to the imaging intensity of the tissues, the tumor region was identified using fuzzy-clustering approach. An adaptive thresholding was used to distinguish the liver from the surrounding organs. The effectiveness of this method was discussed in terms of sensitivity and accuracy. The segmented region GLCM, statistical, and morphological features were used to classify the tumor as benign or malignant.

Xiaoming et al. [28] proposed segmentation method to segment the liver out of from abdominal CT using a CNN-based framework. This method had effectively resulted in reliable segmentation. The classification process was reliable even with low processing time.

As a consequence of Alahmer's [29] work on the approaches for recognizing liver tumors and separating healthy from tumor liver tissue, CAD systems that use artificial intelligence and graphics rendering have received a lot of interest. The radiologist can next utilize a material image retrieval (CBIR) approach to help characterize liver lesions after segmenting the lesions. Then, a unique feature vector based on high-level features is generated and fed to SVM for lesion segmentation.

Amita et al. [30] introduced effective delineation of lesions on liver CT images using watersheds Gaussian guided convolutional (WGDL) technique. After tumor segmentation, various textural characteristics were extracted from the segmented lesions. An automated deep learning model (DNN) was used to further classify detected tumors into either Hepatocellular, hemangioma carcinoma (HCC) or metastatic carcinoma.

As a preliminary step in finding liver abnormalities, Nalin et al. [31] proposed
a computer-aided deep learning methods for segmenting the liver and lesions from an abdominal CT scans. The segmentation was achieved by GA-ANN, while the classification was achieved by LTEM method.

Almotairi et al. [32] proposed a deep learning algorithm for liver segmentation using CT liver scans. Their method was built on the top of the method presented in their paper [36]. The classification level was replaced with a binary pixel-by-pixel layer to simplify the binary separation of medical scans. Their method was efficient in terms of training time, memory requirements and accuracy.

According to Ayesha and Ghous [33], image-processing techniques had been shown efficient for analysis of medical images. Their algorithm design gave radiologist an effective tool for identifying malignant from benign cases. CAD technology made automatic tumor segmentation and hepatic tumor localization possible.

A computer-aided diagnosis method for detecting hepatitis and carcinoma (HCC) was proposed by Akash et al. [34]. Their method might be used as a screening tool in medical image analysis. Early detection and treatment of cirrhosis can prevent it from developing into HCC. A segmentation method based on Convolutional networks (CNNs) were proposed Kang et al. [35] to automate liver segmentation across various imaging modalities. They used double U-Net Network and broke training process into two epochs.

In order to employ the optimal classifier for CT liver scans, Samreen et al. [36] provided an experiment using machine learning classifiers such as MLP, SVM, RF, and J48. The results of the used classifiers were acceptable, but the MLP classifier performed better than all of them.

A fully automated method for segmenting liver tumors using CT scans was proposed by Jose et al. [37]. For this, two models were used; the original model was CNN with U-nit as the second model. The process of segmentation refinement decreased false positives by filling segmentation gaps.

Shaikh et al. [38] developed a CAD file liver cancer detection normalized hybrid features. The preprocessing step included median filtering, followed by adaptive threshold-based binary segmentation and ROI extraction utilizing morphological functions. From the ROI, textured features were extracted, combined, and normalized. The simulation results indicated that the proposed approach increased detection accuracy while minimizing processing power needed by classification stage.

Weiwei et al. [39] proposed an effective semi-automatic CAD system based on graph cuts and enhanced fuzzy means (FCM). The tumor volume of interest (VOI) was retrieved to decrease computing costs using a confidence-connected region growth technique. A kernelized FCM with spatial information was introduced into
the graph cut segmentation process to enhance segmentation accuracy. The experimental results demonstrated efficacy of 3D liver tumors segmentation along with low processing time.

A brand-new two-stage liver detection and segmentation DSL model was proposed by Tang et al. [40]. Improved Faster Areas with CNN characteristics (Faster R-CNN) are used in the first stage to locate the liver's approximate location. To get the contour of the liver, the acquired pictures are processed and entered into Deep Lab. According to experimental data, the suggested method beats cutting-edge approaches in terms of average surface distance relative volume difference, volume overlap error, and overall score.

An efficient approach for segmenting liver tumors using graph cuts and adaptive region growth was developed by Zhen et al. [41]. First, adaptive region growth is used to extract the liver tumors as tumors were the regions of interest (ROIs) A manual seed is supplied for each tumor region. The ROIs are then improved via nonlinear mapping with Gaussian fitting based on the intensity distributions of the segmented tumor.

A 2.5D neural network was introduced by Girindra et al. [42]. Since the 2.5D model had a deeper and larger network design while still accommodating 3D information, its usage had shown encouraging results. The performance of the network and network parameter setup were related.

By representing multiscale global and local features at a finer level, Devidas and Sanjay [43] developed a multiscale technique to enhance the quality of CNN segmentation. They adjusted the channel-wise responses of the aggregate multiscale features to improve the network capabilities for handling high-level features. The experimental outcomes showed that the suggested model using 3Dircadb dataset was effective. The multiscale technique was able to lower the computational complexity while enhancing network segmentation performance.

According to Lang et al. [44], the massive development of AI, precision diagnostic and treatment systems along with public awareness of liver cancer have all led to improvements in the disease detection and management. AI-based computer technology has been applied to diagnosis, detection, treatment, and rehabilitation stages of liver cancer. Patients now have more tailored treatment options and possibilities for recovery thanks to machine learning and deep learning.

Amitha and Jayasree [45] proposed a liver and tumor segmentation technique. It was advantageous by having high noise robustness due to the usage of MRF integrated level set mechanism. Their method was able to eliminate shape ambiguity, precisely segment tumors and make organ measurements and visualization more accessible to radiologists and surgeons. After successful segmentation, feature extraction was carried out to classify tumors using SVM classifier.
Mala et al. [46] proposed a method to differentiate between hepatocellular carcinoma and cholangial carcinoma using abdominal CT images based on the probabilistic neural network (PNN). PNN was trained to identify the tumors using the textural features. Radiologists assisted in the evaluation of the results. This method was clinically applicable with a fair amount of precision.

AI based method was presented by Daniel et al. [47]. A CAD system was proposed for automatic categorization of localized liver lesions in CT scans. Hepatocellular carcinoma and liver cysts are classified using texture features analysis. The best descriptive feature which represents the typical deviation of horizontal curvature derived from the initial pixel grey levels, was used to fulfill the goal. This encouraging outcome paves the way for future expansion of this method to distinguish other forms of liver disorders using CT scans.

Mubasher et al. [48] proposed a method to identify and detect the tumor early using CT scans. The proposed study focuses on three machine learning (ML) techniques for multiclass liver tumor classification: logistic model tree (LMT), random tree (RT), and random forest (RF) with multiple automated regions of interest (ROI). Hemangioma, cyst, hepatocellular carcinoma, and metastasis are the four tumor classifications represented in the dataset. The CT scans were changed to grayscale, and histogram equalization was used to enhance their contrast. An automated system for hepatic tumor diagnosis using abdominal CT scans was presented by George et al. [49]. The tumors regions segmentation along with the process of the liver segmentation was automated using thresholding method. Their method was able to detect all malignancies while reducing the liver segmentation errors.

Despite the major advancements and improvements in the liver-abdomen CT image analysis, there were some significant concerns. First, it is noise sensitivity. Segmentation methods with low noise robustness and high noise sensitivity might result in over or under-segmentation and the inability to outline the liver and tumors accurately. Second, the liver and tumors exist in various shapes through CT slices. Hence, it might impose high computation complexity in the training stage to learn different liver shapes through CT slices.

The proposed method was able to overcome those challenges as follows. First, the proposed method was able to overcome segmentation noise sensitivity by applying HU scaling to focus on the liver intensities only and reduce the effect of impulse noise using edge-enhancing diffusion (EED) filter, which had the ability to denoising CT scans without affecting the scan structure, improving the perceptibility of the liver CT scan using color mapping to enhance the contrast between the liver intensities and the background intensities. Second, the 3D CNN DeepMedic network model with two pathways supplied with two versions of the liver- intensities focused preprocessed CT scans was able to reduce training computation complexity.
3. METHODOLOGY

The main concern of this work is to develop an automatic liver segmentation framework to detect and segment the liver out of CT abdomen scans. This work's main idea depends on using a 3D CNN network with multiple paths. Unlike the original 3D CNN with only a single path of input, the proposed 3D CNN architecture has two input pathways. This will be beneficial in improving the quality of the segmentation. The paper's main objective is to segment the liver out of other abdomen organs accurately. The accurate liver segmentation will be beneficial in reducing error rates produced by tumors mislabeled as liver tissue and vice-versa. This is mainly because liver segmentation is used as a pre-stage of tumor segmentation to reduce false segmentations resulting from segmenting some abdomen regions as tumors. Instead of passing the whole abdomen CT image to the tumor segmentation algorithm, only the liver region is passed to the algorithm. Hence, the higher the quality of liver segmentation, the lower the false tumor segmentation rates. Figure (1) describes the main architecture of the proposed method.

The proposed framework has two main stages: CT scans preprocessing and the actual liver segmentation (i.e., ROI extraction). Figure (2) illustrates the main architecture of the used 3D CNN network for liver detection and segmentation. It could distinguish the liver region from other abdomen organs with reasonable accuracy. The CT scans are first preprocessed then two versions of preprocessed CT scans are passed to the 3D CNN network for the segmentation task. The proposed system stages are discussed in the following subsections in detail.

Figure (1). The proposed system architecture.
3.1. DATASETS

3D CT volumes are created using a CT scanner with rotating X-rays around the depicted body region. Each CT volume is associated with a single subject and is composed of several 2D images or slices of the depicted region. In this work, CT scans were acquired from three benchmark datasets, which are MICCAI-Sliver07 [50], LiTS17 [51], and 3Dircadb [52]. MICCAI-Sliver07 and LiTS17 CT scans are provided by ISBI challenges and in RAW format. 3Dircadb CT scans are provided by IRCAD institute in DICOM format. The total number of volumes per dataset is 30, 200, and 20 for MICCAI-Sliver07, LiTS17, and 3Dircadb, respectively. The number of slices (i.e., images) per CT volume varies through datasets. However, it can be limited to a certain range for each dataset as follows; MICCAI-Sliver07 slices vary in the range of 64 to 502 slices per volume, LiTS17 slices vary in the range of 42 to 1024 slices per volume, and 3Dircadb slices vary in the range of 74 to 260 slices per volume. The in-depth resolution of the used datasets slices is 512x512.

3.2. PRE-PROCESSING

The main objective of this stage is to enhance the perceptibility and the quality of the acquired CT scans while reducing the complexity of the segmentation task as possible. CT scans quality enhancement is achieved by reducing impulse noise and enhancing contrast. The quality of CT volumes in terms of slices images quality plays a critical role in enhancing the success rate of the segmentation process. To reduce the segmentation task complexity to match the limited capabilities of the CPU, CT slices were resized to the in-depth resolution of 265x265 instead of 512x512 resolution.

3.2.1. Clipping out ROI

After resizing the CT slices to the in-depth resolution of 265x265, the quality enhancement starts by enhancing the contrast between the liver (i.e., ROI) and the rest of the abdomen organs. This can be achieved by excluding abdomen organ intensities rather than the liver and tumor intensities using Hounsfield units (HU) windowing [53]. The liver intensities on the HU scale are in the range of [−200HU, 250HU]. Therefore, we used the HU window with values of [−100HU, 200HU] to cut out the liver intensities. This resulted in higher contrast CT abdomen images. This stage reduces the complexity of the segmentation task by focusing only on the ROI since the main concern of this paper is to automate the liver segmentation efficiently as a pre-stage for tumor segmentation while maintaining reasonable accuracy.

3.2.2. CT scans intensities normalization

Since the used CT scans are acquired from different datasets, the possibility of having various greyscales and imaging noises due to different scanning
environments is relatively high. The existence of high greyscale variance may increase the training time. Hence, it increases the complexity of the segmentation task. To overcome such a problem, all CT scans were normalized to be in the range of [0,1] using Eq. (1).

\[
I'(x, y, z) = \frac{I(x, y, z) - HU_{\text{min}}}{HU_{\text{max}} - HU_{\text{min}}}
\]  

where \(HU_{\text{min}}\) and \(HU_{\text{max}}\) are the minimum and the maximum of the used HU range, respectively, which are –100 and 200. The value of 3D CT voxels before and after normalization is represented by \(I(x, y, z)\) and \(I'(x, y, z)\) respectively.

3.2.3. CT scans intensities color-mapping

For further enhancing the perceptibility of the preprocessed CT slices, normalized CT intensities are then color mapped to greyscale by multiplying them by 255. This is mainly because greyscale is in the range of [0, 255]. The more the contrast between ROI and other out-of-interest regions, the less the complexity of the segmentation task.

3.2.4. CT scans noise reduction:

The impulse noise imposed by the CT scanner can affect the quality of the segmentation process, and it may result in over or under-segmentation. CT impulse noise is reduced using edge-enhancing diffusion (EED) filter, which is considered an anisotropic diffusion filtering method [54]. The EED filter enhances image edges while reducing the noise effect. In other words, it preserves homogeneous structures while filtering the noise. The anisotropic diffusion process aims to equally diffuse concentration differences without destroying original input image structures or creating artifacts. EED was built on the Gaussian smoothing (GS) algorithm [55]. The general equation of anisotropic diffusion is given by

\[
\frac{\delta I}{\delta t} = \nabla \cdot (D \cdot \nabla I)
\]  

where \(\nabla\) is the divergence operator, \(\nabla I\) is the input image \(I\) gradient, and \(D\) is the diffusion variable by which the diffusion steers. The value of \(\frac{\delta I}{\delta t}\) represents image \(I\) intensities at time \(t\). When a scalar-valued operator \(g\) is used instead of \(D\), the diffusion will be isotropic. The most commonly known isotropic filter is GS, in which \(g\) is set to 1. Unlike GS, EED smooth image intensities in more than one direction at a time. The direction and magnitude of the smoothing process are determined by eigenvectors and eigenvalues, respectively. EED eigenvalues are defined by Eq. (3).
\[ \lambda_{e_1} = \begin{cases} 1, & (|\nabla I_s|^2 = 0) \\ \frac{-b}{(|\nabla I_s|^2)^4} & (|\nabla I_s|^2 > 0) \end{cases} \]

\[ \lambda_{e_2} = 1 \]

where \( \lambda_{e_1} \) and \( \lambda_{e_2} \) are the eigenvalues of the EED, \( b \) is a thresholding parameter and its value is set to 3.315, \( |\nabla I_s| \) is the gradient magnitude of the image at a scale \( s \) and \( \lambda_e \) is a contrast parameter that indicate edges. The eigenvectors of EED are the same as those of the input image. This is mainly because the diffusion process preserves the local strictures of the input image.

### 3.3 LIVER SEGMENTATION

The main objective of this stage is to efficiently delineate the liver region boundaries (i.e., ROI) with reasonable accuracy. The output of this stage is the ROI along with its map \( M_{ROI} \). The proposed 3D CNN network architecture has two pathways. Preprocessed CT volumes from the previous stage are supplied to the 3D CNN network pathways with two in-depth resolutions. The first pathway is supplied with preprocessed CT volumes with 265x265 resolution, while the second pathway is supplied with the same CT volumes of the first pathway down-sampled to 128x128 in-depth resolution. The 3D CNN network model used in this work is called DeepMedic [56].
Unlike the original version of 3D CNN, which has a single pathway, the DeepMedic network architecture has two pathways. Multiple pathways are advantageous in training the network using a large set of local contextual information to segment the ROI area accurately. DeepMedic network has seven deep layers: four convolutional layers, two fully-connected layers, and a final classification layer. The final classification layer is a 3D fully connected conditional random field (CRF) layer. This layer enhances the quality of the overall network performance by reducing false rates resulting from mislabeling out-of-interest regions as ROI areas. CRF layer is advantageous by its ability to handle large neighborhoods in relatively short interference periods.

The segmentation problem using the DeepMedic network is highly dependable on the local and contextual information of each 3D CT voxel neighborhood to predict the final label of the voxel under processing. Convoluting CT scans of each pathway achieve the segmentation process with some filters at cascade convolutional layers. Those layers are groups of neurons that have the ability to extract and preserve certain patterns from the previous layer. Neurons activation is affected by the voxel receptive field as its increases in size through the subsequent layer.

The output of this stage is the liver segmented out of other abdomen organs along with $M_{ROI}$, which can be further used as input to tumor segmentation algorithms. Fig. 3 illustrates the experimental results of the proposed system.
4. RESULTS AND DISCUSSION

The proposed system was implemented on an HP machine using Windows 10 under a processing environment of Intel Core i7-10th generation and 32 Gigabytes of RAM using MATLAB R2017a and Python. The applicability of the proposed system was evaluated using 250 CT volumes from three publicly available benchmark datasets, MICCAI-Silver07, LiTS17, and 3Dircadb datasets. The CT volumes were divided into 70% for training, 10% for validation, and 20% for testing. The performance efficiency of the proposed system was evaluated using different performance metrics, which include accuracy (ACC), sensitivity (SEN), specificity (SPE), and the Dice similarity coefficient (DSC). ACC, SEN, SPE, and DSC can be calculated using the following equations:

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN} \tag{4}
\]

\[
SEN = \frac{TP}{TP + FN} \tag{5}
\]

\[
SPE = \frac{TN}{TN + FP} \tag{6}
\]

\[
DSC = \frac{2TP}{2TP + FP + FN} \tag{7}
\]

where TP (true positive) is the count of pixels that were correctly labeled as ROI, TN (true negative) indicates the count of pixels rather than ROI that were correctly labeled as out-of-interest pixels, and FP (false positive) is the count of out of interest pixels that were mislabeled as ROI, and FN (false negative) is the count of all ROI pixels that were misclassified as out of interest pixels.

Table (1) illustrates the experimental results of the proposed system for each dataset, along with the average results for the system at all using all datasets. The results illustrated in Table (1) show that the proposed method achieved reasonable segmentation accuracy. Hence, the proposed method is an applicable method for liver segmentation. The high accuracy that the proposed method achieve comes as a consequence of not only 3D CNN network settings but also as a result of the preprocessing stage.

The preprocessing stage reduced the complexity of the segmentation problem. It eased the training process by first focusing on the intensities of the liver using HU windowing, enhancing the contrast between the liver and the rest of the abdomen organs, reducing the noise effect on the segmentation using EED, which can denoise the image while preserving its structures, reducing datasets intensities variance by normalizing all datasets CT scans to be in the range of [0, 1] and finally color mapping them to greyscale.

To highlight the effect of the preprocessing stage on the final segmentation quality, Table (2) illustrates the results of implementing the proposed 3D CNN
network with un-preprocessed CT scans. Fig 4. illustrates the segmentation quality enhancement for the proposed system in terms of ACC, SEN, SPE, and DSC using preprocessed and unprocessed CT scans.

Table (1): Experimental results for the proposed 3D CNN model for liver segmentation with preprocessed CT scans.

| Dataset       | ACC   | SEN   | SPE   | DSC   |
|--------------|-------|-------|-------|-------|
| MICCAI-Sliver07 | 94.77% | 95.29% | 93.11% | 94.54% |
| LiTS17       | 94.53% | 94.98% | 91.55% | 93.63% |
| 3Dircadb     | 93.78% | 93.44% | 90.93% | 91.26% |
| **Average**  | 94.36% | 94.57% | 91.86% | 93.14% |

Table (2): Experimental results for the proposed 3D CNN model for liver segmentation with un-processed CT scans.

| Dataset       | ACC   | SEN   | SPE   | DSC   |
|--------------|-------|-------|-------|-------|
| MICCAI-Sliver07 | 81.92% | 82.07% | 79.89% | 81.32% |
| LiTS17       | 81.53% | 82.88% | 81.45% | 81.53% |
| 3Dircadb     | 80.00% | 80.56% | 78.05% | 78.38% |
| **Average**  | 81.15% | 81.84% | 79.80% | 80.41% |

Figure (4): The effect of preprocessing CT scans on the quality of liver segmentation.

As illustrated in Fig. 4, the result segmentation quality using the proposed 3D CNN settings improved by almost 12% when the CT scans supplied to the network were preprocessed. The overall performance of the proposed system against other liver segmentation methods is presented in Table (3). From the results presented in Table (3), the proposed method achieved reasonable performance in terms of DSC. Hence, this proves the efficiency and applicability of the proposed method. The
The proposed method was able to segment the inner region of the liver with reasonable accuracy, but it suffers under segmentation on the boundaries of the liver.

Table (3): The proposed method against other segmentation methods in terms of DSC.

| Method                | Liver Seg. DSC |
|-----------------------|----------------|
| Kaluva et al. [57]    | 92.30%         |
| Goryawala et al. [58] | 92.02%         |
| Li et al. [59]        | 92.23%         |
| Huang et al. [60]     | 92.50%         |
| Xu et al. [61]        | 93.00%         |
| Moghbel et al. [62]   | 91.10%         |
| Y Al-Saeed et al. [63]| 92.40%         |
| **The proposed Method** | **93.14%**     |

5. CONCLUSION

This work presented an efficient technique for automatic liver segmentation to detect and segment the liver out of CT abdomen scans. It is based on the usage of 3D CNN with multiple paths. Unlike the ordinary 3D CNN with only a single path of input, the proposed 3D CNN architecture has two input pathways. It enables accurate liver segmentation out of other abdomen organs. Accordingly, the higher the quality of liver segmentation, the lower the false tumor segmentation rates. The proposed model was able to solve some of the open-research points related to the liver segmentation. First, high false rates resulted from mislabeling abdomen organs liver region due to high intensities overlap between the liver and the abdomen organs; which was solved by clipping out liver insanities using HU windowing. Then, problem of segmentation process being sensitive to noise which was solved by pre-processing, normalizing and color mapping the input CT scans before supplying them to the network. Finally, the problem raised by automatic liver segmentation high complexity in the training stage. This problem was solved by reducing segmentation problem complexity by focusing on the ROI rather than the whole abdomen CT scan using HU windowing. The proposed model achieved 94.36% accuracy and improved the experimental results in terms of the Dice similarity coefficient (DSC) to have a value of 93.14% better than the previously published work.

The future work will target improving the accuracy, sensitivity, and DSC for automatic segmenting liver out of abdomen scans and then the liver tumors out of the liver. Also, we plan to use this work's output to build a full computer-aided diagnosis system (CAD) for liver tumors diseases. The CAD system will use the output of this work as input to a tumor segmentation method. Then, the segmented tumors will be investigated using AI methods to label and diagnosis those tumors as malignant or benign tumors.
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