Abstract—A suboptimal active disturbance rejection controller (S-ADRC) is proposed for second-order systems with unknown time-varying nonlinear dynamics. The output-feedback controller guarantees a global convergence to the vicinity of an optimal solution by means of dynamic control gains, based on the estimated main and extended state variables obtained through a high-gain observer. Three numerical examples compare the performance of the proposed control scheme applied to linear and nonlinear systems with that of a fixed-gain conventional ADRC as well as several model-based optimal and suboptimal controllers.
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I. INTRODUCTION

THE CONTROL of nonlinear systems with unknown dynamics becomes more challenging when there is a high priority for energy consumption while little or no rich experimental data is available for the system. Numerous critical engineering systems fall into this category. For instance, robot manipulators in an assembly plant may continuously need to handle variable unknown payloads with minimal energy consumption to reduce both the overall production costs and the CO₂ emissions in the long-term [1]. Another example is the deployment of a (small) spacecraft for removing a piece of debris from near-Earth environment [2] or redirecting the natural orbit of a near-Earth asteroid [3], by attaching the spacecraft to the object to steer it away, where the effect of the unknown object on the system dynamics is highly uncertain, while the available energy onboard the spacecraft is quite limited.

The optimal and suboptimal controllers are mainly based on a fairly accurate system model [4]–[9]. In the absence of such a model, the existing model-free controllers need to access rich data for an online or offline learning phase [10]–[14] or for implementing a direct data-driven approach [15]–[19]. If such an experimental database is not available, to compensate for nonlinear unmodeled dynamics, high-gain methods have been proposed in the literature [20], [21], which are mostly quite energy demanding. Without an accurate system model, if the (time-varying) nonlinear dynamics of the system plays a significant role, the state-of-the-art control schemes hardly guarantee the global convergence of the system to the vicinity of an energy optimal solution.

The implementation of active disturbance rejection controller (ADRC) [20] along with the extended state observer (ESO) [22] has been a popular approach to constructing an output-feedback scheme capable of regulating unknown nonlinear systems. However, the conventional ADRC may not be a proper solution for many practical systems, as it demands a high-energy effort emanating from its feedback linearization nature.

In this letter, we make use of the ESO to construct a suboptimal output-feedback control law, called suboptimal active disturbance rejection control law (S-ADRC), for double-integrator systems with unknown Lipschitz dynamics. It is shown that the conventional ADRC is a special type of the proposed scheme. The S-ADRC is suboptimal in the sense that its closed-loop response globally converges to the vicinity of an optimal solution. Therefore, one may argue that the proposed S-ADRC has the advantages of both the conventional ADRC and the state-dependent Riccati equation (SDRE) controller, as the former globally regulates a nonlinear system in the presence of unmodeled dynamics [20], and the latter is a model-based suboptimal controller [6].

II. PRELIMINARIES

A. Notations

Let \( \mathbb{R}^n \) and \( \mathbb{R}^{m,n} \) denote the space of n-dimensional vectors and \( m \times n \) real matrices, respectively. The \( i \)th entry of vector \( r \) and the \( ij \)th entry of matrix \( M \) are referred to by \( r_i \) and \( M_{ij} \), respectively. The inverse and transpose of matrix \( M \) are denoted by \( M^{-1} \) (if the inverse exists) and \( M^\top \), respectively. The symbol \( \| \cdot \| \) denotes the 2-norm for vectors, and we use \( |\cdot| \) to show the absolute value for scalars. A vector-valued
function \( v \) is said to be in the order of \( \epsilon \), denoted by \( \| v \| = O(\epsilon) \), when there exists a real constant \( \sigma > 0 \) such that \( \| v \| \leq \sigma \epsilon \). We use \( \min\{a, b\} \) to denote the smallest value between \( a \) and \( b \). The class of \( k \)-times differentiable functions is denoted by \( \mathcal{C}^k \).

### B. Problem Statement

Consider a second-order system as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= f(x_1, x_2, u, t) + gu, \\
y &= x_1,
\end{align*}
\]

(1)

where \( x_1, x_2 \in \mathbb{R} \) are the state variables, and \( y \in \mathbb{R} \) is the output of the system. The control input \( u \in \mathcal{C}^1 \) depends on the output \( y \) through an observer. The input gain \( g \) and the system dynamics \( f \) satisfy the following condition.

**Assumption 1:** The input gain \( g \) is a known nonzero real constant. Function \( f(x_1, x_2, u, t) \) is unknown with a bounded rate, i.e., there exists a \( \varphi > 0 \) such that \( |f(x_1, x_2, u, t)| \leq \varphi \) for all \( x_1, x_2, u, t \in \mathbb{R} \), and \( t \in [0, \infty) \). Moreover, for any \( \sigma > 0 \) there exists a \( \delta > 0 \) such that if \( |x_1| + |x_2| < \sigma \), then \( |f(x_1, x_2, u, t)| < \delta \) for all \( t \in [0, \infty) \) and \( u \in \mathbb{R} \).

Note that the results of this letter can be extended to multi-variable cases of system (1), where \( x_1, x_2, f, \) and \( y \) are vectors, and \( g \) is replaced by a known diagonal matrix. However, for simplicity and brevity, we build our analysis on system (1). See Remark 2 and Example 3 for more detail.

Consider the following infinite-horizon quadratic cost function corresponding to system (1):

\[
J(x_1, x_2, u) = \frac{1}{2} \int_0^\infty (q_1 x_1^2 + q_2 x_2^2 + ru^2) \, dt,
\]

(2)

where \( q_1, q_2, r > 0 \) are constant weight factors. It is well-known that the closed-loop solution of system (1) under an optimal control law corresponding to the cost function (2), called the **optimal solution**, satisfies the following conditions [4]:

\[
\begin{align*}
\frac{\partial}{\partial u} H(x_1, x_2, u, \lambda) &= 0, \\
\dot{\lambda}_1 + \frac{\partial}{\partial x_1} H(x_1, x_2, u, \lambda) &= 0, \\
\dot{\lambda}_2 + \frac{\partial}{\partial x_2} H(x_1, x_2, u, \lambda) &= 0,
\end{align*}
\]

(3a, 3b)

where \( \lambda_1 \) and \( \lambda_2 \) are the adjoint variables, and \( H \) is the Hamiltonian corresponding to system (1) and cost function (2), defined as follows:

\[
H(x_1, x_2, u, \lambda) = \frac{1}{2} (q_1 x_1^2 + q_2 x_2^2 + ru^2) + \lambda_1 x_1
\]

\[
+ \lambda_2 (f(x_1, x_2, u, t) + gu).
\]

(4)

The control problem can be stated as follows:

**Problem 1:** Having Assumption 1, find an output-feedback control law under which the closed-loop response of the unknown system (1) globally converges to and remains in the vicinity of an optimal solution.

### III. RESULTS

Let us define an extended state variable representing the unknown dynamics of the system as \( x_3 = f(x_1, x_2, u, t) \). We use the solution of a linear extended state observer (LESO) [22] to estimate \( x_1, x_2 \) and the extended state variable \( x_3 \) for system (1), based on the output \( y \). (Nonlinear extended state observers [22] or other disturbance observers with the same objective [23] can also be used for this purpose.) The estimates are then used in the formulation of the proposed controller. Accordingly, we define the total estimated state as \( \hat{x} = [\hat{x}_1, \hat{x}_2, \hat{x}_3]^T \), and solve the following system starting from some initial condition \( \hat{x}(0) \):

\[
\begin{align*}
\dot{\hat{x}}_1 &= \dot{\hat{x}}_2 + (\alpha_1/\epsilon)(y - \hat{x}_1), \\
\dot{\hat{x}}_2 &= \dot{\hat{x}}_3 + (\alpha_2/\epsilon^2)(y - \hat{x}_1) + gu, \\
\dot{\hat{x}}_3 &= (\alpha_3/\epsilon^3)(y - \hat{x}_1),
\end{align*}
\]

(5)

where \( 0 < \epsilon < 1 \) is constant and \( \alpha_i, i = 1, 2, 3 \) are selected such that the following matrix \( E \) is Hurwitz:

\[
E = \begin{bmatrix}
-\alpha_1 & 1 & 0 \\
-\alpha_2 & 0 & 1 \\
-\alpha_3 & 0 & 0
\end{bmatrix}.
\]

(6)

The proposed S-ADRC for system (1) can be expressed as follows:

\[
u = -\frac{1}{g}(p\hat{x}_1 + d(\hat{x})\hat{x}_2 + \hat{x}_3),
\]

(7)

where \( p > 0 \) is constant, and \( d(\hat{x}) \) is a state-dependent function obtained as

\[
d(\hat{x}) = \min\left\{ \delta, \sqrt{\frac{(\hat{x}_3 - \rho\hat{x}_1)}{\hat{x}_2}} \right\} + \beta.
\]

(8)

where \( \rho \) and \( \beta \) are constant gains with the following conditions:

\[
0 < \rho < p, \\
2(p + \rho) < \beta.
\]

(9a, 9b)

**Remark 1:** Note that if \( \beta = \delta^2 \), then the derivative gain of the S-ADRC is constant \( d = \delta \). In this case, the S-ADRC reduces to a conventional ADRC with constant gains [20].

### A. S-ADRC Convergence

The following theorem presents the convergence behavior of the proposed S-ADRC:

**Theorem 1:** Suppose that Assumption 1 holds. Let parameters \( \alpha_i, i = 1, 2, 3 \), of the LESO (5) be selected such that matrix \( E \) expressed in (6) is Hurwitz. Then, the unknown system (1) under the S-ADRC scheme, consisting of observer (5) and controller (7), satisfies the following attractivity and boundedness properties for any bounded initial condition \( \hat{x}(0) \) and \( x(0) \):

1. There exists a \( \sigma > 0 \) such that \( \|x(t)\| < \sigma \) for all \( t \geq 0 \).
2. \( x \to 0 \) as \( \epsilon \to 0 \) and \( t \to \infty \).
3. There exists a \( \delta_0 \geq 0 \) such that \( \|x - \hat{x}\| = O(\epsilon) \), \( \forall t \geq \delta_0 \).

According to Theorem 1, the convergence characteristics of the S-ADRC are similar to those of the conventional ADRC with constant gains [20, Th. 4], [22, Th. 2.1].

**Proof of Theorem 1:** First, we need the following lemma:

**Lemma 1:** Consider a perturbed stable linear time-invariant (LTI) system \( \xi(t) = \theta_1 Z(t) + \theta_2 \zeta(t) \) where \( Z \) is a Hurwitz matrix, \( \theta_1, \theta_2 \geq 0 \), and \( \zeta(t) \) is a bounded perturbation such that \( \|\zeta(t)\| < \xi \) for all \( t \in [0, \infty) \). Then, there exist \( \lambda < 0 \)
and \( c > 0 \) such that the solution of the system \( z(t) \) is bounded as follows:

\[
\|z(t)\| \leq c \left( \exp(\theta_1 \lambda t) \|z(0)\| - \frac{\theta_2 \xi}{\theta_1 \lambda} \right).
\]

Proof: According to the variation of constants formula [24, p. 74], the solution of \( \dot{z}(t) = \theta_1 Zz(t) + \theta \xi(t) \) can be written as

\[
z(t) = \exp(\theta_1 Zt)z(0) + \int_0^t \exp(\theta_1 (t-s))\theta_2 \xi(s)ds,
\]

and the following inequality can be directly concluded:

\[
\|z(t)\| \leq \|\exp(\theta_1 Zt)z(0)\| + \theta_2 \int_0^t \|\exp(\theta_1 (t-s))\xi(s)\|ds.
\]

It is known that for every scalar \( s \) and vector \( v \) there exist \( c > 0 \) and \( \lambda < 0 \) such that \( \|\exp(\theta_1 (t-s))v\| \leq c \exp(\theta_1 \lambda (t-s)) \|v\| \) (see [25, Th. 2.34]). Therefore, since we have \( \|\xi(t)\| \leq \xi \), inequality (12) reduces to

\[
\|z(t)\| \leq c \exp(\theta_1 \lambda t) \|z(0)\| + c\theta_2 \xi \int_0^t \exp(\theta_1 \lambda (t-s))ds
\]

\[
\leq c \exp(\theta_1 \lambda t) \|z(0)\| - \frac{c\theta_2 \xi}{\lambda} (1 - \exp(\theta_1 \lambda t))
\]

\[
\leq c \left( \exp(\theta_1 \lambda t) \|z(0)\| - \frac{\theta_2 \xi}{\theta_1 \lambda} \right).
\]

We define the estimation error of the LESO as \( \hat{x} = x - \hat{x} \) and the normalized estimation error as \( e_1 = \hat{x}_1, e_2 = \varepsilon \hat{x}_2, \) and \( e_3 = \varepsilon^2 \hat{x}_3 \). The normalized error vector \( e = [e_1, e_2, e_3]^T \) obeys the following dynamics:

\[
\dot{e} = -Ee +\varepsilon^2 h(t),
\]

where \( h(t) = [0, 0, \dot{f}(x_1, x_2, u, t)]^T \). According to Assumption 1 we have \( \|h(x, t, u)\| \leq \varphi \). Thus, Lemma 1 can be used to verify the following inequality:

\[
\|e(t)\| \leq c \left( \exp(\lambda t/\varepsilon) \|e(0)\| - \frac{\varphi \varepsilon^3}{\lambda} \right).
\]

Since \( \exp(\lambda t/\varepsilon) \|e(0)\| \) is a strictly decreasing function of time, for every \( \sigma > 0 \) there exists a \( t_0 > 0 \) such that \( \exp(\lambda t/\varepsilon) \|e(0)\| \leq \sigma \varepsilon^3 \) for all \( t \geq t_0 \). Therefore, there exists a \( t_0 > 0 \) such that for all \( t \geq t_0 \) we have:

\[
\|e(t)\| \leq c(\sigma - \varphi/\lambda) \varepsilon^3.
\]

Since \( \hat{x}_i = e_i/\varepsilon^{i-1}, i = 1, 2, 3 \), given that \( \varepsilon < 1 \) and using (16), the following inequality holds:

\[
\|\hat{x}(t)\| \leq \frac{\|e(t)\|}{\varepsilon^2} \leq c(\sigma - \varphi/\lambda) \varepsilon, \forall t > t_0,
\]

which proves the third property of Theorem 1.

The closed-loop dynamics, constructed by system (1), the LESO (5), and the proposed S-ADRC (7), can be represented as:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -px_1 - d(x)x_2 + x_3 + \rho \hat{x}_1 + \hat{d},
\end{align*}
\]

(18) where \( \hat{d} = d(x)x_2 - d(\hat{x})\hat{x}_2 \), and \( |\hat{d}| \) is bounded, as \( |x_2 - \hat{x}_2| \) is bounded (from (17)) and \( \sqrt{\beta} \leq d(\cdot) \leq \delta \). Therefore, \( \nu \) is bounded, and from (17) we have \( \nu \to 0 \) as \( \varepsilon \to 0 \). Consider the following candidate Lyapunov function:

\[
V = \frac{1}{2}(px_1^2 + x_2^2),
\]

and verify that

\[
\dot{V} = px_1 \dot{x}_1 + x_2 \dot{x}_2
\]

\[
= px_1 x_2 + x_2(-px_1 - d(x)x_2 + \nu)
\]

\[
= -d(x)x_2^2 + \nu x_2 \leq -\sqrt{\beta} x_2 + |\nu||x_2|.
\]

Given (19) and (20), one can verify that \( |x_2| \) is upper-bounded, because if it keeps on increasing, then \( V \) becomes negative at some point, indicating that \( V \) is strictly decreasing, which in turn shows that \( |x_2| \) will be decreasing, as well. Therefore, \( |x_2| \) must be limited to an upper bound.

System (18) can be written in the following form:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
-p & -\sqrt{\beta}
\end{bmatrix}\begin{bmatrix}x_1 \\ x_2\end{bmatrix} + \begin{bmatrix}0 \\ \omega\end{bmatrix},
\]

(21)

where \( \omega = \nu + (\sqrt{\beta} - d(\cdot))x_2 \) is bounded as \( \nu, d(x) \), and \( x_2 \) are bounded. Given Lemma 1, we conclude that since system (21) is governed by a stable LTI system perturbed by a bounded additive term, the state vector is bounded, which proves the first property of Theorem 1. For the second property of Theorem 1, recall that \( \nu \to 0 \) as \( \varepsilon \to 0 \), which implies that in (20) \( V \) becomes strictly negative, and hence \( x_2 \to 0 \) as \( \varepsilon \to 0 \) and \( t \to \infty \).

B. S-ADRC Suboptimality

In the context of SDRE control, a known system is called suboptimal if (3a) always holds and (3b) is eventually satisfied. In the case of this analysis, as we deal with an unknown system, we call a system suboptimal if (3a) always approximately holds and (3b) is eventually approximately satisfied.

The following theorem states the suboptimality of the S-ADRC:

Theorem 2: Suppose that Assumption 1 holds. Let parameters \( a_i, i = 1, 2, 3 \), of the LESO (5) be selected such that matrix \( E \) expressed in (6) is Hurwitz. Let the weight factors of the cost function \( J(x_1, x_2, u) \), described in (2), satisfy the following conditions:

\[
\begin{align*}
q_1 &= \frac{p^2 - \rho^2}{g^2}, \\
q_2 &= \frac{\beta - 2(p + \rho)}{g^2},
\end{align*}
\]

(22a)

(22b)

which are adjustable to any desired positive values by a proper selection of \( p, \rho, \) and \( \beta \). Also, let the set \( X \subset \mathbb{R}^3 \) be defined as follows:

\[
X = \left\{ \hat{x} \in \mathbb{R}^3 \mid \left(\frac{\hat{x}_1 - \rho \hat{x}_1}{\hat{x}_2}\right)^2 + \beta \leq \delta \right\}.
\]

(23)

Then, as long as \( \hat{x} \in X \), the response of the unknown system (1) under the S-ADRC scheme, consisting of the
observer (5) and controller (7), is suboptimal in the sense that it satisfies the following two conditions:

\[ \exists t_0 > 0 : \frac{\partial}{\partial u} H(x_1, x_2, u(\hat{x}), \lambda) \leq O(\varepsilon), \quad \forall t \geq t_0, \quad (24a) \]

\[ \lim_{t \to \infty} \frac{\dot{x}_1 + \frac{\partial}{\partial x_1} H(x_1, x_2, u(\hat{x}), \lambda)}{\lambda} \leq O(\varepsilon), \quad i = 1, 2. \quad (24b) \]

**Proof of Theorem 2:** Note that according to Theorem 1 and Assumption 1, as \( x \) is bounded under the S-ADRC, \( f(x_1, x_2, u, t) \) should be bounded. Also, since based on (17) the state error \( \hat{x} \) is bounded, \( \hat{x} \) is also bounded, which by virtue of (7) results in \( u \) being bounded. Therefore, the cost function (2) remains bounded, which reduces to the existence of an optimal solution [6, Sec. 3.1].

Observe that the state variables of system (1) can be parameterized in terms of state-dependent coefficient (SDC) matrix \( A(x) \) as:

\[ \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = A(x) \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + Bu, \quad (25) \]

where

\[ A(x) = \begin{bmatrix} 0 & 1 \\ \rho & x_1 - \rho x_1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ g \end{bmatrix}. \quad (26) \]

Define \( Q = \text{diag}(q_1, q_2) \), and let \( P(x) \) be the solution of the following SDRE:

\[ A^\top(x)P(x) + P(x)A(x) - \frac{1}{r} P(x)BB^\top P(x) + Q = 0, \quad (27) \]

which is a symmetric positive-definite matrix. The solution of the SDRE (27) can be expressed in the following entry-wise form [8]:

\[ P_{12} = \frac{r \rho}{g^2} + \sqrt{\frac{r^2 \rho^2}{g^4} + \frac{r q_1}{g^2}}, \quad (28a) \]

\[ P_{22} = \frac{r (x_3 - \rho x_1)}{g^2 x_2} + \sqrt{\frac{r^2}{g^4} \left( \frac{x_3 - \rho x_1}{x_2} \right)^2 + \frac{r q_2}{g^2} + \frac{2 r P_{12}}{g^2}}. \quad (28b) \]

Using conditions (22a) and (22b), equations (28a) and (28b) can be reduced to:

\[ P_{12} = \frac{r}{g^2} (\rho + p), \quad (29a) \]

\[ P_{22} = \frac{r}{g^2} \left[ \frac{x_3 - \rho x_1}{x_2} + \sqrt{\left( \frac{x_3 - \rho x_1}{x_2} \right)^2 + \beta} \right]. \quad (29b) \]

Verify that when \( x \in X \) and \( \hat{x} = x \), the proposed S-ADRC in (7) reduces to the following form in terms of \( P(x) \) entries:

\[ u(x) = -\frac{g}{r} (P_{12} x_1 + P_{22} x_2), \quad (30) \]

which is essentially an SDRE controller (see [8, eqs. (8)–(14)]).

We know that the adjoint variables of the optimal solution satisfy the following condition (see [5, eq. (54)], [6, eqs. (16) and (22)):

\[ \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = P(x) \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad (31) \]

**Lemma 2** (see [6, Th. 5], [5, Th. 2]): For the nominal case, system (1) under SDRE controller (30) satisfies the first property of optimality described by (3a), that is, \( \partial H(x_1, x_2, u, \lambda)/\partial u = 0 \).

The situation for the S-ADRC system is slightly different from the nominal case stated in Lemma 2, because the controller is characterized as:

\[ u(\hat{x}) = -\frac{g}{r} (P_{12} \hat{x}_1 + P_{22} \hat{x}_1 \hat{x}_2), \quad (32) \]

and provided that \( P(x) \) is Lipschitz continuous, we can substitute (31) and (32) in (3a) to obtain:

\[ \left| \frac{\partial}{\partial u} H(x_1, x_2, u(\hat{x}), \lambda) \right| = \left| P_{12} (x_1 - \hat{x}_1) + P_{22} (x_2) \right| \leq O(\varepsilon), \quad (33) \]

which shows the validity of (24a).

For proving the second property, consider the following lemma for the nominal system:

**Lemma 3** (see [6, Th. 5], [5, Th. 4]): For the nominal case, the solution of system (1) under SDRE controller (30), asymptotically (at a quadratic rate) approaches (3b). More precisely, there exists a constant positive-definite matrix \( M \in \mathbb{R}^{6 \times 6} \) by which the following inequality holds:

\[ \left| \dot{\lambda}_i + \frac{\partial H(x_1, x_2, u(\hat{x}), \lambda)}{\partial x_i} \right| \leq x^\top M x, \quad i = 1, 2. \quad (34) \]

To extend Lemma 3 to the system with controller \( u(\hat{x}) \), consider the following inequalities:

\[ \left| \frac{\partial H(x_1, x_2, u(\hat{x}), \lambda)}{\partial x_i} - \frac{\partial H(x_1, x_2, u(x), \lambda)}{\partial x_i} \right| \leq O(||\hat{x} - x||) \leq O(\varepsilon). \quad (35) \]

One can verify that the first inequality holds according to the Lipschitz continuity of all terms, and the second inequality holds according to the estimation error bound of the LSEO obtained in (17). Therefore, since based on (34) one of the terms in the left-hand side of (35) asymptotically approaches \( -\dot{\lambda}_i \) at a quadratic rate, we can conclude that \( |\dot{\lambda}_i + \partial H(x_1, x_2, u(\hat{x}), \lambda)/\partial x_i| \) is bounded by \( O(\varepsilon) \) as time approaches infinity, which is obviously reduced to the second property of suboptimality (24b).

**Remark 2:** The proposed S-ADRC inherits the suboptimality feature from its similarities to the SDRE controller [5], [6]. The main advantages of the S-ADRC over the SDRE controller are that a) it does not use any model of the system, and b) it is globally convergent. Although SDRE controllers can be designed to be globally asymptotically stable for single-variable second-order systems [7]–[9], this property cannot be extended easily to multi-variable cases. However, the proposed S-ADRC can be implemented in second-order multi-variable systems, such as many mechanical systems (see Example 3).

**IV. EXAMPLES**

In this section, we demonstrate some examples of the proposed S-ADRC for unknown linear time-varying (LTV)
and nonlinear systems. To assess the optimality of the proposed scheme, we compare the S-ADRC response with the optimal/suboptimal controllers obtained via full knowledge of the system model and state variables. In addition, we compare the results with the most efficient conventional constant-gain ADRC.

Example 1: Consider a second-order LTV system in the form of (1) with $g = 1$ and $f(x_1, x_2, t) = \exp(\sin(t))x_1 + \cos(t^2)x_2$, which has an unstable open-loop dynamics. We select the LESO parameters as $\alpha_1 = \alpha_2 = 3$, $\alpha_3 = 1$, and $\varepsilon = 0.05$ in order to make matrix $E$ Hurwitz with all its eigenvalues equal to $-1$. The control parameters are considered as $p = 2$, $\rho = 1$, and $\beta = 9$ in order to obtain equal weight factors of $q_1/r = q_2/r = 3$. Also, a large value is selected for parameter $\delta = 10^6$ to enlarge the suboptimality regime. We corrupt the measurement output as $y = x_1 + \nu$, where the noise $\nu$ is a zero-mean normally distributed random variable with standard deviation of 0.01. The initial condition of the system is $x(0) = [1, 1]^T$, and initial estimated state for the observer is set to be $\hat{x}(0) = [1, 2, 0]^T$. We compare the proposed S-ADRC with the conventional ADRC whose derivative gains are constant $u_{\text{ADRC}} = -p\hat{x}_1 - d\hat{x}_2 - \hat{x}_3$. For the case study of this example, an ADRC with $d = 4.7$ has the best response in terms of the cost function (2), which we call it the most efficient ADRC. Fig. 1 shows the response of the system under the proposed S-ADRC. As shown, although the S-ADRC does not have any knowledge of the system model $f$, its response is closer than the most efficient ADRC to the optimal solution obtained via a full knowledge of the system model. As the system is linear in this example, its optimal controller is a linear quadratic regulator (LQR).

Example 2: In this example, we consider an inverted pendulum with a time-varying point mass whose dynamics can be expressed as (1) with $f(x_1, t) = (1 + \exp(-t)) \sin(x_1)$ and $g = 1$. The cost function weights are considered as $q_1 = q_2 = r = 1$. The LESO parameters and the system initial conditions are the same as those in Example 1. The controller parameters are selected to be $p = 2$, $\rho = \sqrt{3}$, and $\beta = 1 + 2(p + \rho)$ (corresponding to weight factors of $q_1/r = q_2/r = 1$). We compare the response of the model-free S-ADRC with two model-based SDRE controllers [5], [6] with different SDC matrices obtained as follows:

$\begin{align*}
\text{SDC matrix–1: } A(x) &= \begin{bmatrix} 0 & 1 \\ (1-\exp(-r))\sin(x_1) & 0 \end{bmatrix} \\
\text{SDC matrix–2: } A(x) &= \begin{bmatrix} 0 & 1 \\ \sqrt{3}(1-\exp(-r))\sin(x_1) & -\sqrt{3}x_1 \end{bmatrix}.
\end{align*}$  

where the SDC matrix–2 is similar to (26). Similarly to Example 1, the results are also compared with the most efficient ADRC, $u_{\text{ADRC}} = -p\hat{x}_1 - d\hat{x}_2 - \hat{x}_3$, which has the lowest cost for $d = 17.4$. As shown in Fig. 2, the cost of the proposed S-ADRC is lower than that of the most efficient ADRC. Moreover, the S-ADRC’s cost value is close to those of the SDRE controllers and the optimal solution, while they have access to the full knowledge of the system model and state variables. The optimal controller is obtained numerically using the variation of extremals algorithm (see [4, Sec. 6.3]).

Example 3: This example discusses the extension of the proposed S-ADRC to multi-variable systems. We consider a two-mass system connected by an unknown nonlinear spring and damper, illustrated in Fig. 3, as a coupled multi-variable case study. The dynamics of the system can be expressed as follows:

$\begin{align*}
\dot{x}_a,1 &= x_a,2, \\
\dot{x}_b,1 &= x_b,2, \\
\dot{x}_a,2 &= f_a(x_a,1, x_a,2, x_b,1, x_b,2) + \frac{1}{m_a} u_a, \\
\dot{x}_b,2 &= f_b(x_a,1, x_a,2, x_b,1, x_b,2) + \frac{1}{m_b} u_b, \\
y_a &= x_a,1, \\
y_b &= x_b,1,
\end{align*}$  

where $m_a$ and $m_b$ are known, and the unknown dynamics of the system has the following
The proposed control scheme can be further extended in future works to higher-order systems with uncertain input gain.

V. CONCLUSION

A suboptimal active disturbance rejection controller (S-ADRC) was developed for second-order nonlinear systems without using their dynamics model. It was proved that the proposed control scheme globally converges to the vicinity of an optimal solution. Therefore, the controller benefits from the model-free and globally stable features of an ADRC, while also acting as an SDRE-based controller in approaching an optimal solution. It was demonstrated through numerical simulations that the controller successfully leads the system to the desired state values, i.e., zero position and velocity.
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