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Access to large corpora with strongly labelled sound events is expensive and difficult in engineering applications. Much research turns to address the problem of how to detect both the types and the timestamps of sound events with weak labels that only specify the types. This task can be treated as a multiple instance learning (MIL) problem, and the key to it is the design of a pooling function. In this paper, we propose an adaptive power pooling function which can automatically adapt to various sound sources. On two public datasets, the proposed power pooling function outperforms the state-of-the-art linear softmax pooling on both coarse-grained and fine-grained metrics. Notably, it improves the event-based F1 score (which evaluates the detection of event onsets and offsets) by 11.4% and 10.2% relative on the two datasets. While this paper focuses on sound event detection applications, the proposed method can be applied to MIL tasks in other domains.

Introduction: Sound event detection (SED) aims to identify the categories and timestamps of target sound events in continuous audio recordings. Some studies only focus on the categories of sound events present (audio tagging), while this paper pays more attention to the detection of onsets and offsets of sound events (localization). Traditional SED models are often trained from data with strong labels, which contain the categories and timestamps of each sound event occurrence [1][2][3]. However, in real-world applications, such as noise monitoring, surveillance systems, machine condition monitoring, and multimedia indexing, acquiring such strong labels can incur a high cost. In 2017, Google released a large-scale weakly labelled dataset (AudioSet) [4] with annotations of only event categories at a coarse time resolution (10 seconds). AudioSet has led researches to pay more attention to weakly labelled SED, i.e. when no fine-grained timestamps are available.

Weakly labelled SED is addressed as a multiple instance learning (MIL) problem. An audio clip and the frames in it can be seen as a bag and instances in the bag. A positive bag is a clip that contains a certain event; it consists of at least one positive frame and may also contain negative frames. A negative bag, on the other hand, consists only of negative frames. A MIL system predicts a probability for each frame, and aggregates the frame-level predictions into a clip-level probability via a pooling function. As shown in Fig. 1, the pooling function calculates the clip-level probability as a weighted average of the frame-level probabilities, and also serves to back-propagate gradients from the clip-level loss function to the frames. Ideally, the pooling function should be discriminative enough to produce positive gradients for positive frames and negative gradients for negative frames. There has been a number of pooling techniques in the literature. “Max” pooling assigns zero weights to non-maximizing frames; this produces zero gradients and leads to difficult optimization. Average pooling weights all frames equally and produces positive gradients for all frames, which is not discriminate enough for positive bags with negative instances. Linear softmax pooling [7], exponential softmax pooling [8], and attention pooling [9] assign a different weight to each frame, thereby varying the sign and magnitude of the their gradients. Wang et al. [10] compared the above five pooling functions, and demonstrated that linear softmax pooling was the best at localizing sound events because it could produce positive gradients for some frames and negative gradients for others. McFee et al. [11] developed a family of adaptive pooling operators named auto-pool which could achieve the similar effect. He et al. [12] proposed a hierarchical pooling structure.

It remains challenging, however, to predict the onsets and offsets of sound events using these pooling functions. A core reason is that environmental sounds in general have less structure in comparison to speech and music. Many independent sources (e.g. animals, vehicles, electrical appliances) entail characteristics with considerable variability. One of the key factors that cause variability is the various durations of different events. Besides, as synthetic strongly labelled data and unlabelled data are easier to obtain in real life, studies and challenges such as DCASE 2019 Task 4 [13] have turned to semi-supervised SED with synthetic strongly labelled, weakly labelled and unlabelled data. Nevertheless, to our knowledge, few studies investigate effects of applying different pooling functions in semi-supervised SED.

To mitigate the above issues, we design a simple but effective pooling function termed as power pooling. We develop a power function of the predicted frame-level probability as the weight for each frame, and set the power as a trainable parameter to automatically generate an optimal threshold between positive and negative gradients. The power pooling provides variable gradient direction for frame-level predictions with a flexible threshold and improves its adaptivity. The trainable power parameter can also be made dependent on the event category, thus adapting to sources with different types of acoustic characteristics. We evaluate the proposed method on a purely weakly labelled dataset (DCASE 2017 Task 4) and a semi-supervised dataset (DCASE 2019 Task 4). Our empirical results show that power pooling outperforms other pooling functions on all metrics. Power pooling effectively reduces false negatives, and significantly improves the recall while maintaining a comparable precision.

Pooling functions: Polyphonic SED with C event categories can be regarded as C binary MIL problems. As such, we will only consider one event category hereafter. Each training clip can be regarded as a bag \((X_i, Y_i)\), where \(X_i = \{X_{i1}, \ldots, X_{in}\}\) are the instances (frames), and \(Y_i \in \{0, 1\}\) is the label of the bag. As illustrated in Fig. 1 an SED system predicts a frame-level probability \(y_i^f \in [0, 1]\) for each instance \(X_{if}\). The pooling function aggregates \(y_i^f\) into the clip-level prediction \(y_i^c \in [0, 1]\) by assigning a weight \(w_i\) to each frame and taking the weighted average:

\[
y_i^c = \frac{\sum_{f} y_i^f \times w_i}{\sum_i w_i}.
\]

The loss function is chosen to be the cross-entropy between the clip-level prediction \(y_i^c\) and the label \(Y_i\). During back-propagation, the pooling function determines the gradient received by each instance, and the gradients should have appropriate signs. The formulas of the gradients for five types of pooling functions can be found in [10].

A pooling function should generally assign larger weights to frames with larger predicted probabilities. This is in order to conform to the standard multiple instance (SMI) assumption: the bag label is positive if and only if the bag contains at least one positive instance. The state-of-the-art linear softmax pooling uses \(y_i^f\) itself as the weight \(w_i\):

\[
y_i^f = \sum_{f} \frac{y_i^f \times y_i^f}{\sum_i y_i^f},
\]

and its gradient is

\[
\frac{\partial y_i^c}{\partial y_i^f} = 2 \times y_i^f - y_i^c \times \sum_f y_i^f.
\]

This gradient is positive if and only if \(y_i^f > y_i^c / 2\). For positive clips \((Y = 1)\), this causes “larger” frame-level probabilities to increase and “smaller” frame-level probabilities to decrease, thereby yielding clear

| Label (\(Y = 1\)) | Clip-level Condition | Frame-level Condition |
|-------------------|---------------------|-----------------------|
| positive \((Y = 1)\) | \(y_i^f \rightarrow 1\) | \(y_i^f > \theta \times y_i^c\) |
| negative \((Y = 0)\) | \(y_i^f \rightarrow 0\) | \(y_i^f < \theta \times y_i^c\) |

Fig. 1. Pooling function of a MIL system for SED with weak labels.
boundaries of event occurrences. The threshold between “larger” and “smaller” probabilities is given by d = y'/2. For negative clips (Y = 0), the gradients push all frame-level probabilities toward y'/2. Considering that this threshold is smaller than y', all the frame-level probabilities will converge to 0 as desired after enough iterations. The movement of the frame-level probabilities are listed in Table 1 as well as depicted in Fig. 1.

Define θ = d/Dy' as the ratio between the threshold at which the gradient changes sign and the clip-level predicted probability. In linear softmax pooling, θ is fixed at 1/2. In reality, however, it may be desirable to have a different θ for different event categories. For example, we may want to boost the predicted probabilities of more frames when a clip contains a type of event that usually lasts a long time (e.g. vacuum cleaner), and boost fewer frames when the type of event in question is usually transient (e.g. dog bark). This motivated us to propose power pooling.

Power pooling: Power pooling takes the n-th power of the frame-level probability y' i as its weight: wi = (y' i)n, where n is a learnable parameter. The formula is:

\[ y_i = \frac{\sum_{j=1}^{n} (y_j_i)^n}{\sum_{j=1}^{n} (y_j_i)^n}, \]

(4)

and its gradient can be written as:

\[ \frac{\partial y_i}{\partial y_j} = \frac{\left( (n+1) \times (y_j_i)^n - n \times (y_j_i)^n-1 \right)^2 \times y_i}{\left( \sum_{j=1}^{n} (y_j_i)^n \right)^2}. \]

(5)

To conform to the SMI assumption, wi must be an increasing function in y' i, therefore n must be non-negative. This means the gradient will have different signs for different frames; the threshold is given by d = θ · y', where θ = n/(n + 1) ∈ (0, 1). During back-propagation, frame-level probabilities will move in the same pattern as in Table 1. Power pooling inherits the advantage of linear softmax pooling at localizing sound events. In addition, the learnable power parameter allows it to approach either max pooling (as n → +∞) or average pooling (as n → 0). When n is fixed to 1, power pooling reduces to linear softmax pooling. It is desirable to make the power n depend on the event category: for long-lasting events we prefer longer events (red or yellow symbols). The durations of shorter and longer events are gathered in 0.5–5 s, covering less than 50% of the clips. These two datasets contain relatively long and short events, respectively. The mean durations in DCASE 2019 training sets (synthetic strongly labelled: 2,045 clips, weakly labelled: 17 types of “warning” and “vehicle” sounds. We take the weakly labelled synthetic recordings. Most clips have a duration of 10 seconds (a few clips are shorter), and multiple audio events may occur at the same time.

The dataset of Task 4 of the DCASE 2017 challenge is composed of 17 types of “warning” and “vehicle” sounds. We take the weakly labelled training set (51,172 clips) and the strongly labelled public test set (488 clips). The DCASE 2019 dataset focuses on 10 types of sound events in 17 types of “warning” and “vehicle” sounds. We take the weakly labelled synthetic recordings. Most clips have a duration of 10 seconds (a few clips are shorter), and multiple audio events may occur at the same time.

The evaluation details can be found in [15].

The data preprocessing and backbone model are based on methods in [16]. We adopt the popular mean-teacher [17] architecture and a feature extractor with convolutional recurrent neural networks [2]. Furthermore, the following optimizations are performed: First, we augment the data by shifting input features along the time axis, sampling the shift from a normal distribution with zero mean and a standard deviation of 16 frames. Second, we adopt the architecture of the feature extractor in [18]. Third, we apply a set of median filters on the frame-level predicted probabilities, using window sizes proportional to the average duration of each event category. Finally, the regularization hyperparameter λ for the power parameters is set to 10−4 for DCASE 2017 and 0 for DCASE 2019.

Table 2: Detailed results on DCASE 2017.

| Pooling Function | Event-level | Segment-level | Clip-level |
|------------------|-------------|---------------|------------|
| Power            | Precision   | Recall        | Precision  | Recall        | Precision  | Recall        |
| Max              | 0.196       | 0.168         | 0.498      | 0.460         | 0.326      | 0.284         |
| Average          | 0.320       | 0.292         | 0.597      | 0.561         | 0.320      | 0.292         |
| Exponential      | 0.320       | 0.292         | 0.597      | 0.561         | 0.320      | 0.292         |
| Attention        | 0.320       | 0.292         | 0.597      | 0.561         | 0.320      | 0.292         |

Table 3: Detailed results on DCASE 2019.

| Pooling Function | Event-level | Segment-level | Clip-level |
|------------------|-------------|---------------|------------|
| Power            | Precision   | Recall        | Precision  | Recall        | Precision  | Recall        |
| Max              | 0.256       | 0.213         | 0.488      | 0.460         | 0.326      | 0.284         |
| Average          | 0.320       | 0.292         | 0.597      | 0.561         | 0.320      | 0.292         |
| Exponential      | 0.320       | 0.292         | 0.597      | 0.561         | 0.320      | 0.292         |
| Attention        | 0.320       | 0.292         | 0.597      | 0.561         | 0.320      | 0.292         |
| Power            | 0.378       | 0.343         | 0.624      | 0.572         | 0.547      | 0.505         |

Table 2 and Table 3 compare power pooling with three classic pooling functions, the popular attention pooling [9], a family of auto pooling (Auto, CAP, RAP) [11] and the baseline linear softmax pooling [10] on DCASE 2017 and DCASE 2019 datasets. We indicate in bold the best F1 scores across all systems, as well as the best apart from power pooling. The impact of pooling functions on the semi-supervised dataset and the weakly labelled dataset appear to be similar. Power pooling achieves the highest F1 at all the three levels on both datasets. The fact that power pooling benefits both fine-grained and coarse-grained SED indicates that it yields proper weights and gradients. As for event-level SED which this article focuses on, power pooling shows an improvement of 2% and 3.5% absolute, or 11.4% and 10.2% relative on the two datasets. The baseline linear softmax pooling function produces significantly worse recall scores than power pooling, while achieving only comparable precision. This phenomenon demonstrates that the power pooling can find better power parameters and reduce false negatives.

Fig. 2 illustrates the predictions for the “vacuum cleaner” event on a weakly labelled training clip, produced by a system after 40 epochs of training (we trained for 200 epochs in total). The strong ground truth label is also drawn in the figure. For the power pooling system, we show the threshold between positive and negative gradients arising from both the power pooling function \(d_{\text{power}} = d/(n + 1) - y'\) and the linear softmax pooling function \(d_{\text{linear}} = 1/2 \cdot y'\). The power parameter for the “vacuum cleaner” event is \(d = n = 0.257 < 1\), therefore power pooling yields a lower threshold, allowing more frames to receive positive gradients. Compared with the linear softmax pooling system, more frames in the power pooling system receive a gradient in the correct direction, notably from 0.5 s to 3 s. This indicates how a more appropriate threshold between positive and negative gradients can help to correctly pinpoint the onset and offset of events.

Fig. 3 shows the power parameters \(n\) of each event category in the final model. We sort the event categories horizontally by their average duration, and divide them roughly into shorter events (green and blue symbols) and longer events (red or yellow symbols). The durations of shorter and longer
events in the DCASE 2017 dataset fall within 4–5 s and 6–10 s; for DCASE 2019, these durations fall within 0.5–1.1 s and 2–5 s. Except for a small number of categories (represented by triangles), longer events tend to have smaller power parameters, making the power pooling approach average pooling; shorter events tend to have larger power parameters, making the power pooling approach max pooling. This is observed both within each dataset and across the two datasets, and agrees well with the motivation.

**Conclusion:** This paper has proposed a practical power pooling function for weakly labelled SED. Power pooling overcomes the shortcoming of the state-of-the-art linear softmax pooling that the weight of a frame is determined by a fixed formula from its predicted probability. With only one learnable power parameter added, power pooling can automatically learn an appropriate threshold between positive and negative gradients for each event category. This allows power pooling to adapt to various sound events of different time scales. Experiments illustrate that power pooling achieves highest $F_1$ on all metrics on both weakly labelled SED and semi-supervised SED. Moreover, the power pooling function is generic enough to be applied to MIL problems in other domains.
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