Implicit energy regularization of neural ordinary-differential-equation control
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Abstract. Although optimal control problems of dynamical systems can be formulated within the framework
of variational calculus, their solution for complex systems is often analytically and computationally
intractable. In this Letter we present a versatile neural ordinary-differential-equation control (NODEC)
framework with implicit energy regularization and use it to obtain neural-network-generated control signals
that can steer dynamical systems towards a desired target state within a predefined amount of time. We demonstrate
the ability of NODEC to learn control signals that closely resemble those found by corresponding optimal control frameworks in terms of control energy and deviation from the desired target state. Our results suggest that NODEC is capable to solve a wide range of control and optimization problems, including those that are analytically intractable.

The problem of how to optimally control complex systems has its roots in dynamical systems and optimization
theory.1–4 Mathematically, a dynamical system is said to be “controllable” if it can be steered from any initial
state to any target state in finite time. Controlling complex dynamical systems is relevant in many applications such as (i) development of efficient and robust near-term quantum devices,5–6 (ii) regulatory network control in cellular biology,7 (iii) power-grid management,8 (iv) design of stable financial systems,9 and (v) epidemic management.10

Historically, an early work by Kalman in the 1960s led to the formulation of an analytical condition for the
controllability of linear systems based on the rank of the controllability matrix.11 An equivalent condition, the so-called Popov–Belevitch–Hautus test,2 characterizes controllability of a linear system via its eigenmodes. More recently, concepts from the framework of structural controllability11 have been used to control complex networks with a minimum set of control inputs (i.e., driver nodes) that can be determined by identifying all unmatched nodes in a maximum matching problem. The direct application of this framework to general network controllability problems is, however, complicated by several factors.12 First, finding the minimum set of driver nodes for an arbitrary network is NP hard.13 Second, the design of an appropriate control signal is not specified and its implementation may not be realizable in practice.12 Third, in the presence of nodal self-dynamics, which were not included in the controllability framework,11 a single time-varying input is sufficient to achieve structural controllability,14 challenging the findings of11.

The solution of general optimal control problems is based on two main approaches: (i) Pontryagin’s maximum
principle (necessary condition), which is a boundary-value problem in a Hamiltonian framework or (ii) solving
the Hamilton–Jacobi–Bellman (HJB) partial-differential equation (necessary and sufficient condition).15 Since
the HJB equation usually does not admit smooth solutions, different approximate dynamic programming
methods are used.18,19

In this Letter, we study the ability of neural ordinary-differential-equation control (NODEC)20 to steer different dynamical processes towards desired target states without explicitly accounting for an energy-regularization term in the corresponding loss function. The proposed NODEC framework extends the neural ODE formalism21 to general control problems and automatically learns control signals that steer the evolution of an underlying networked dynamical system. Using analytical and numerical arguments, we show why NODEC is able to closely resemble the control energy of optimal control through an implicit energy regularization, resulting from the interplay of neural network initialization and an induced gradient descent.

Neural-network control. Before outlining the basic principles of NODEC, we first provide a mathematical formulation of the control problem of networked dynamical systems. We consider a network that consists of N nodes whose states are represented by the state vector \( \mathbf{x}(t) \in \mathbb{R}^N \). Initially, nodes are in state \( \mathbf{x}(0) \) and steered towards a target state \( \mathbf{x}^* \) at time \( T \) (i.e., \( \mathbf{x}(T) = \mathbf{x}^* \)) by means of suitable control inputs. Interactions between nodes are described by the dynamical system

\[
\dot{\mathbf{x}}(t) = f(\mathbf{x}(t), \mathbf{u}(t)) \tag{1}
\]

and subject to the constraint that the control function \( \mathbf{u}(t) \in \mathbb{R}^M \) minimizes the cost function

\[
J = \int_0^T L(\mathbf{x}(t'), \mathbf{u}(t')) \, dt' + C(\mathbf{x}(T)) \tag{2}
\]

The function \( f : \mathbb{R}^N \to \mathbb{R}^N \) in Eq. (1) accounts for both the interactions between nodes 1, \ldots, \( N \) and the influence of external control inputs \( \mathbf{u}(t) \) on the dynamics. Note that the number of control inputs \( M \) is smaller than or equal to \( N \). For linear systems, we describe node-node interactions.
and external control inputs by $f(x,u) = Ax + Bu$. The first term in Eq. (3) is the integrated cost over the control horizon $T$, e.g., the control energy

$$E_T[u] = \int_0^T \|u(t')\|^2_2 \, dt'$$

(3)

if $L = \|u(t')\|^2_2$. $C(x(T))$ is the final cost (or bequest value). Most common formulations of optimal control include the control-energy term in the cost function. This approach corresponds to an explicit minimization of the control energy.

In NODEC, we take a complementary approach to reach a desired target state $x^*$ in finite time $T$ and proceed in two steps. First, we approximate and solve the dynamical system in terms of neural ODEs. In particular, we describe the control input $u(t)$ by a neural network with weight vector $w$ such that the corresponding control-input representation is $\hat{u}(t;w)$. Second, we use a suitable loss function $J(x,x^*)$ and a gradient-descent algorithm to iteratively determine the weight vector $w$ according to [20]

$$w^{(n+1)} = w^{(n)} - \eta \nabla_w J(x, x^*),$$

(4)

where the superscript indicates the current number of gradient-descent steps, and $\eta$ is the learning rate. For the loss function $J(\cdot)$, we use the mean-squared error

$$J(x(T), x^*) = \frac{1}{N} \|x(T) - x^*\|^2_2.$$  

(5)

In order to calculate $\nabla_w J(\cdot)$, we use automatic differentiation methods, where the gradients “flow” through the underlying neural network, that is time-unfolded by ODE solvers. We will show in the following paragraphs that, even without including the energy cost in the loss function, NODEC approximates optimal control by minimizing the control energy. All neural-network architectures, hyperparameters, and numerical solvers are reported in the Supplemental Information (SI).

Approximating optimal control. We now compare the control performance of NODEC for linear systems (i.e., $f(x,u) = Ax + Bu$), for which there exist analytical inputs [22]

$$u^*(t) = B^T e^{A(T-t)} W(T)^{-1} v(T)$$

(6)

that minimize the control energy $E[u(t)]$ [Eq. (3)]. For the derivation of Eq. (6), one applies Pontryagin’s maximum principle to the Hamiltonian $H = \|u(t)\|^2_2 + \lambda^T (Ax + Bu)$, where $\lambda$ is an adjoint variable. The vector $v(T) = x(T) - e^{AT} x_0$ in Eq. (6) is the difference between the target state $x(T)$ and initial state $x(0)$ under free evolution. The matrix $W(T)$ is the controllability Gramian and defined as

$$W(T) = \int_0^T e^{AT BB^T e^{AT} dt}.$$

(7)

As an example of linear dynamics, we consider a two-node system with [22, 23]

$$A = \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$  

(8)

The control task is to steer the system from $x(0) = (1, 0.5)^T$ to $x^* = (0, 0)^T$ in finite time $T = 1$. In Fig. (a), we show NODEC trajectories after 500 (blue), 1000 (purple), 1500 (red), and 30000 (orange) training epochs with learning rate $\eta = 0.02$. The dashed black line is the corresponding optimal-control trajectory and black arrows indicate the vector field of the linear dynamical system $f(x,u) = Ax + Bu$ with matrices $A$ and $B$ as in Eq. (8). Evolution of the control energy $E_T[u]$ for NODEC after 30000 training epochs (solid orange line) and optimal control (dashed black line). (c) Correlations between squared norm differences of neural-network weights $w$ and control inputs $u$. (d) The control energy $E_T[u]$ (black solid line) and squared norm of the neural-network weights $w$ (solid grey line) of NODEC as a function of training epochs. In (c,d), we indicate the total OC control energy by a dashed red line.
Implicit energy regularization. To provide insights into the observed implicit energy regularization of NODEC [Fig. 1(b)], we show that a gradient descent in the neural-network weights \( \mathbf{w} \) induces a gradient descent in the control input \( \hat{u}(t; \mathbf{w}) \).

The evolution of the state vector \( \mathbf{x}(t) \) is described by Eq. (1) and is a function of \( \hat{u}(t; \mathbf{w}) \). We now expand \( \hat{u}(t; \mathbf{w}^{(n+1)}) = \hat{u}(t; \mathbf{w}^{(n)}) + \Delta \mathbf{w}^{(n)} \) with \( \Delta \mathbf{w}^{(n)} = -\eta \nabla \mathbf{w}^{(n)} \mathbf{J} \) for small \( \Delta \mathbf{w}^{(n)} \) while keeping \( t \) constant. This expansion yields

\[
\hat{u}(t; \mathbf{w}^{(n+1)}) = \hat{u}(t; \mathbf{w}^{(n)}) + \mathcal{J} \Delta \mathbf{w}^{(n)},
\]

where \( \mathcal{J} \) is the Jacobian of \( \hat{u} \) with elements \( (\mathcal{J})_{ij} = \partial \hat{u}_i / \partial \mathbf{w}_j \). Note that we can make \( \Delta \mathbf{w}^{(n)} \) arbitrarily small by using a small learning rate \( \eta \).

Since \( \Delta \mathbf{w}^{(n)} \propto \nabla \mathbf{w}^{(n)} \mathbf{J} \) and \( \nabla \mathbf{w}^{(n)} \mathbf{J} = \mathcal{J}^T \nabla \mathbf{w} \mathbf{J} \), we obtain

\[
\hat{u}(t; \mathbf{w}^{(n+1)}) = \hat{u}(t; \mathbf{w}^{(n)}) - \eta \mathcal{J} \nabla \mathbf{w} \mathbf{J}.
\]

According to Eq. (10), a gradient descent in \( \mathbf{w} \) [Eq. (4)] may induce a gradient descent in \( \hat{u} \), where the square matrix \( \mathcal{J} \mathcal{J}^T \) acts as a linear transformation on \( \nabla \mathbf{w} \mathbf{J} \).

To better understand the implications of this result, we briefly summarize the control steps of NODEC. As described in the prior paragraphs and as illustrated in Fig. 1(a), NODEC starts with a small initial control signal \( \mathbf{u}^{(0)}(t; \mathbf{w}^{(0)}) \), then integrates the dynamical system, and performs a gradient descent in \( \mathbf{w} \) according to Eq. (4). The closer the final state \( \mathbf{x}(T) \) to the target state \( \mathbf{x}^* \), the smaller the loss \( \mathcal{L} \) and the change in \( \mathbf{w} \) [and in \( \hat{u} \) due to Eq. (10)]. If we initialize NODEC with a sufficiently small control input and learning rate, it will produce control trajectories that follow the vector field of the dynamical system in a “go-with-the-flow” manner and slowly adapt \( \hat{u} \) to reach the desired target state. Because of the induced gradient descent \( (10) \), the resulting control approximates OC methods that minimize the control energy [see the comparison between the final control energy of OC and NODEC in Figs. 1(b,d)]. This way of controlling dynamical systems is markedly different from standard (optimal) control formulations \([27]\) that are, for instance, based on Pontryagin’s maximum principle and require one to explicitly minimize the control energy by including \( \| \mathbf{u} \|_2^2 \) in the Hamiltonian and solving the adjoint system \([27]\). NODEC thus provides a complementary approach for solving general control problems.

The induced gradient descent \( (10) \) can be directly observed in the positive correlations between \( \| \Delta \mathbf{w} \|_2^2 = \| \mathbf{w}^{(n+1)} - \mathbf{w}^{(n)} \|_2^2 \) and \( \| \Delta \mathbf{u} \|_2^2 = \| \mathbf{u}^{(n+1)} - \mathbf{u}^{(n)} \|_2^2 \) [Fig. 1(c)]. Black disks indicate correlation coefficients \((p < 10^{-9})\) that are each calculated for \( 10^3 \) consecutive epochs and solid black lines are guides to the eye. After initializing NODEC for the linear two-state system \([8]\) with weights that correspond to a small control input, we observe positive correlations between \( \| \Delta \mathbf{w} \|_2^2 \) and \( \| \Delta \mathbf{u} \|_2^2 \) with a large correlation coefficient of 0.96 for the first 1000 training epochs. The mean correlation coefficient is about 0.76. Changes in the correlation behavior reflect different training stages that are necessary to capture the strong curve in the OC control trajectory [dashed black line in Fig. 1(a)]. Between 1500 and 2000 training epochs, NODEC approximates the basic shape of the OC trajectory [solid red line and red disks in Fig. 1(a)] and then fine-tunes the weights \( \mathbf{w} \) to match OC as closely as possible [solid orange line and orange disks in Fig. 1(a)]. The initial OC approximation phase that lasts up to about 2000 training epochs (before weight “fine-tuning”) is also visible in the evolution of \( \| \mathbf{w} \|_2^2 \) and \( \| \mathbf{u} \|_2^2 \) [Fig. 1(d)].

We again emphasize that the performance of NODEC and its induced-gradient-descent mechanism depends on the choice of initial weights \( \mathbf{w}^{(0)} \) [and thus \( \hat{u}(t; \mathbf{w}^{(0)}) \)]. The initialization that we use to obtain the results of Fig. 1 is based on energy values which are distributed in the interval \([5,7]\). These values are small enough for NODEC to let it move with the vector field of the underlying dynamical system and approximate OC.

After having outlined the mechanisms underlying the observed energy regularization of NODEC, we now turn towards non-linear systems.

Neural ordinary-differential-equation control of Kuramoto oscillators. As an example of a non-linear system, we consider the Kuramoto model \([28]\), which describes coupled oscillators with phases \( \theta_i \) and intrinsic frequencies \( \omega_i \) \((1 \leq i \leq N)\) according to \([28]\)

\[
\dot{\Theta}(t) = \Omega + f(\Theta(t), \mathbf{u}(t)),
\]

\[
\Theta(0) = \Theta_0,
\]

where \( \Theta = (\theta_1, \ldots, \theta_N)^T \) and \( \Omega = (\omega_1, \ldots, \omega_N)^T \). In our following numerical experiments, we use natural frequencies and initial phases that are normally-distributed with
mean 0 and standard deviation 0.2. Interactions between oscillators and the influence of control inputs \( u_i(t) \) on oscillator \( i \) are modeled via

\[
f_i(\Theta(t), u(t)) = \frac{K u_i(t)}{N} \sum_{j=1}^{N} A_{ij} \sin(\theta_j(t) - \theta_i(t)), \tag{12}\]

where \( K \) is the coupling strength and \( A_{ij} \) are the adjacency matrix components of the underlying (undirected) network. As a measure of synchronization at the final time \( T \), we use the complete synchronization condition \[29, 30]\]

\[
|\dot{\theta}_i(T) - \dot{\theta}_j(T)| = 0 \quad \text{for} \quad (i, j) \in E, \tag{13}\]

where \( E \) is the set of edges. If Eq. (13) is satisfied, all connected oscillators have constant phase differences. For unit control inputs (i.e., \( u_i(t) = 1 \)), the system (11) has a unique and stable synchronized state if the coupling constant exceeds a critical value \[31\]

\[
K^* = \|L^\dagger \Omega\|_{E, \infty}, \tag{14}\]

where \( L^\dagger \) is the pseudo-inverse of the corresponding graph Laplacian and \( \|x\|_{E, \infty} = \max_{(i, j) \in E} \|x_i - x_j\| \) is the maximum distance between elements in \( x = (x_1, \ldots, x_N)^\top \) that are connected via an edge in \( E \). In all numerical simulations, we set \( K = 0.1K^* \) such that control inputs \( u_i(t) > 1 \) are needed to synchronize the system.

For a global control \( u(t) \) (i.e., \( u_i(t) = u(t) \) for all \( i \)), there exists an OC input \( u^*(t) \) satisfying \[30\]

\[
u^* = \min_u J(u), \tag{15}\]

\[
J(\Theta, u) = \frac{1}{2} \sum_{i,j} A_{ij} \sin^2(\theta_j(T) - \theta_i(T)) + \beta E[u], \tag{16}\]

where the parameter \( \beta \) determines the influence of the energy regularization term. Note that minimizing \( J(\Theta, u) \) is consistent with Eq. (13) since

\[
\sin(\theta_j(T) - \theta_i(T)) = 0 \quad \Rightarrow \quad \theta_j(T) - \theta_i(T) = k\pi, \quad k \in \mathbb{Z}. \tag{17}\]

An optimal control for the outlined non-linear control problem, the so-called the adjoint-gradient method (AGM), can be derived using Pontryagin’s maximum principle and a gradient descent in \( u \) \[30\]:

\[
u^{(n+1)} = u^{(n)} - \eta \left[ \beta u^{(n)} + \frac{K}{N} \sum_{i=1}^{N} \lambda_i \sum_{j=1}^{N} A_{ij} \sin(\theta_j - \theta_i) \right], \tag{18}\]

where \( \eta \) is the learning rate and \( \lambda = (\lambda_1, \ldots, \lambda_N)^\top \) is the solution of the adjoint system

\[
-\lambda_i = -\frac{K u \lambda_i}{N} \sum_{i \neq j} A_{ij} \cos(\theta_j - \theta_i) + \frac{K u}{N} \sum_{i \neq j} A_{ij} \lambda_j \cos(\theta_j - \theta_i), \tag{19}\]

and \( \lambda_i(T) = 1/2 \sum_{j \neq i} A_{ij} \sin(2\theta_j(T) - 2\theta_j(T)) \).

We compare the control performance of NODEC, which solves Eq. (11) using neural ODEs, with that of the AGM for a global control function. Note that NODEC learns
\( \hat{u}^*(t; \mathbf{w}) \) based on the loss function \([16]\) without energy regularization term and a gradient descent in \( \mathbf{w} \). All employed network architectures and training parameters are summarized in the SI and in \([32]\).

For a complete graph with \( N = 225 \) nodes and \( T = 3 \), we show a system of uncontrolled oscillators with \( u_i(t) = 1 \) for all \( i \) in Fig. 2(a). As shown in Fig. 2(b), NODEC can learn control inputs that drive the system of coupled oscillators into a synchronized state. To quantify the degree of synchronization, we use the order parameter \( r(t) = N^{-1} \sqrt{\sum_{i,j} \cos[\theta_j(t) - \theta_i(t)]} \) \([33]\). A value of \( r(t) = 1 \) indicates that all oscillators have the same phase. In Fig. 3 we show the evolution of the order parameter \( r(t) \) and control energy \( E_t[\mathbf{u}] \) for AGM (solid lines) and NODCE (dashed lines). We study the control performance of both methods on a complete graph (black lines), Erdős–Rényi network \( G(N, p) \) with \( p = 0.3 \) (blue lines), square lattice (red lines), and Watts–Strogatz network with degree \( k = 5 \) and rewiring probability \( p = 0.3 \) (green lines). All networks consist of \( N = 225 \) oscillators. In the SI, we also demonstrate NODCE’s ability to control Kuramoto dynamics in a square lattice with \( 10^4 \) nodes.

For all networks, we observe that NODCE reaches synchronization slightly faster than the AGM [Fig. 3(a–d)]. We optimized the hyperparameters (e.g., the number of training epochs) of the neural network underlying NODCE such that the control energy and degree of synchronization lie in a similar range to those of the AGM [Fig. 3(e–h)]. Our results thus indicate that NODCE is able to achieve control energies similar to those of OC also for non-linear networked dynamics.

**Concluding remarks.** We used NODCE, a control framework that is based on neural ODEs, to steer linear and non-linear networked dynamical systems into desired target states. For the considered linear dynamics, we compared NODCE with the corresponding analytical optimal-control solution and found that NODCE is not only able to drive the dynamical system into a desired target state, but also is able to approximate the optimal-control energy. We supported this observation with analytical arguments and further compared NODCE with an optimal-control method for synchronizing oscillators in different networks, again showing that NODCE is able to approximate the optimal-control energy. Neural ODE control frameworks are very versatile, complement existing control approaches, and may be useful to solve complex and analytically intractable control problems.
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