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1 Introduction

Let $X$ be a compact Riemann surface and $D = \sum_{j=1}^{n} (\theta_j - 1) P_j$ be a $\mathbb{R}$-divisor on $X$ such that $1 \neq \theta_j \geq 0$ and $P_1, \cdots, P_n$ are $n$ distinct points on $X$. We call $ds^2$ a conformal metric representing $D$ if $ds^2$ is a smooth conformal metric on $X \setminus \text{supp} D := X \setminus \{P_1, \cdots, P_n\}$ and in a neighborhood $U_j$ of $P_j$, $ds^2$ has form
e^{2u_j} |dz|^2$, where $z$ is a local complex coordinate defined in $U_j$ centered at $P_j$ and the smooth real valued function

$$v_j := \begin{cases} u_j - (\theta_j - 1) \ln |z| & \text{if } \theta_j > 0 \\ u_j + \ln |z| + \ln (- \ln |z|) & \text{if } \theta_j = 0 \end{cases}$$

on $U_j \setminus \{P_j\}$ extends to a continuous function on $U_j$. We also say that $ds^2$ has a cone singularity of angle $2\pi \theta_j$ at $P_j$ when $\theta_j > 0$, and it has a cusp singularity at $P_j$ when $\theta_j = 0$. We may think of the above definition of cone/cusp singularity a differential geometric one. There also exists also a unified complex analytical definition for both cone singularity and cusp one of a hyperbolic metric (Definition 2.1). We prove in Lemma 2.1 that these two definitions coincide with each other when we are considering hyperbolic metrics. J. Nitsche [12] and M. Heins [7, §18] proved that an isolated singularity of a hyperbolic metric must be either a cone singularity or a cusp one. By the Gauss-Bonnet formula, if $ds^2$ is a conformal hyperbolic metric representing $D = \sum_{j=1}^n (\theta_j - 1) P_j$ on $X$, then there holds

$$\chi(X) + \sum_{j=1}^n (\theta_j - 1) < 0,$$

where $\chi(X)$ is the Euler number of $X$. M. Heins [7] studied the properties of S-K metrics and applied it to showing

**Theorem 1.1.** ([7, Chapter II]) There exists a unique conformal hyperbolic metric representing an $\mathbb{R}$-divisor $D = \sum_{j=1}^n (\theta_j - 1) P_j$ with $\theta_j \geq 0$ on a compact Riemann surface $X$ if and only if $\chi(X) + \sum_{j=1}^n (\theta_j - 1) < 0$.

Actually the history of this problem goes back to Picard [13], who studied the hyperbolic metrics with cone singularities. After Heins’ work [7], both McOwen [11] and Troyanov [17], who were unaware of M. Heins’ work [7] apparently, proved the theorem for the case of $\theta_j > 0$ by using different PDE methods. Moreover, the hyperbolic metrics on the Riemann sphere with three singularities were expressed explicitly in [11, 10, 19] by using the Gauss hypergeometric functions and some refined properties of the metrics were also studied there.

In this manuscript, by using developing map [15, §3.4] and [3, Sections 2-3] and Complex Analysis, we shall investigate more general hyperbolic metrics with isolated singularities on Riemann surfaces, which are not necessarily compact. To this end, we need to prepare some notions at first. Let $\mathcal{X}$ be a Riemann surface and $\mathcal{D} = \sum_{j} (\theta_j - 1) \mathcal{P}_j$ an $\mathbb{R}$-divisor on $\mathcal{X}$ such that $\theta_j \geq 0$ and $\mathcal{P}_1, \mathcal{P}_2, \cdots$ are mutually distinct points on $\mathcal{X}$, which form a closed and discrete subset of $\mathcal{X}$. We denote $\{\mathcal{P}_1, \mathcal{P}_2, \cdots \}$ by supp $\mathcal{D}$, which is at most countable. We could
give the definition of conformal metric representing $\mathcal{D}$ on $X$ in the similar way as the first paragraph of this section. We call a multi-valued locally univalent meromorphic function $f : S \to \mathbb{P}^1 := \mathbb{C} \cup \{\infty\}$ on a Riemann surface $S$ a projective function if the monodromy of $f$ lies in the group $\text{PSL}(2, \mathbb{C})$ consisting of all Möbius transformations. We call a projective function $f$ on $X \setminus \text{supp } \mathcal{D}$ compatible with $\mathcal{D}$ if and only if the Schwarzian derivative $\{f, z\} = \left( \frac{f''(z)}{f'(z)} \right)' - \frac{1}{2} \left( \frac{f''(z)}{f'(z)} \right)^2$ of $f$ has the form of $\frac{1-\theta^2}{2z^2} + b_j + h_j(z)$ near each $\wp_j$, where $z$ is a complex coordinate centered at $\wp_j$, $b_j$ is a constant, and $h_j(z)$ is holomorphic near $\wp_j$. We note that both the constant $b_j$ and the holomorphic function $h_j(z)$ depend on the choice of the complex coordinate $z$, but the principal singular term $\frac{1-\theta^2}{2z^2}$ of $\{f, z\}$ does not.

**Theorem 1.2.** There exists a conformal hyperbolic metric $ds^2$ representing an $\mathbb{R}$-divisor $\mathcal{D} = \sum_j (\theta_j - 1) \wp_j$ with $\theta_j \geq 0$ on a Riemann surface $X$ if and only if there exists a projective function $f : X \setminus \text{supp } \mathcal{D} \to \mathcal{D} := \{w \in \mathbb{C} : |w| < 1\}$ such that $f$ is compatible with $\mathcal{D}$ and the monodromy of $f$ lies in the holomorphic automorphism group

$$\text{PSU}(1, 1) = \left\{ w \mapsto \frac{aw + b}{bw + a} : a, b \in \mathbb{C}, \ |a|^2 - |b|^2 = 1 \right\}$$

of $\mathcal{D}$. Moreover, $ds^2$ coincides with the pullback $f^*g_{\text{st}}$ of the standard hyperbolic metric $g_{\text{st}} := \frac{4|dw|^2}{(1-|w|^2)^2}$ on $\mathcal{D}$ by $f$. We call $f$ a developing map of the metric $ds^2$, which is uniquely determined up to a post-composition with an automorphism of $\mathcal{D}$.

**Remark 1.1.** Feng Luo [9] also mentioned the same result as the theorem for hyperbolic metrics with only cone singularities on compact Riemann surfaces. The statement of the theorem near a cusp singularity is new and non-trivial. Actually, it is reduced to showing that the differential geometric definition coincides with the complex analytical one for cusp singularity of a hyperbolic metric. The proof of the coincidence is interesting because we need to do some subtle analysis for a second order nonlinear elliptic partial differential equation.

**Remark 1.2.** Q. Chen, W. Wang, Y. Wu and the last author [3, Theorem 3.4] proved an analogue of Theorem 1.2 for cone spherical (constant curvature one) metrics on compact Riemann surfaces, which motivated us to come up with Theorem 1.2. For the convenience of the readers, we state a more general version of [3, Theorem 3.4] as follows: There exists a conformal cone spherical metric $\tilde{ds}^2$ representing a $\mathbb{R}$-divisor $\mathcal{D} = \sum_j (\theta_j - 1) \wp_j$ with $\theta_j > 0$ on a Riemann surface $X$.
if and only if there exists a projective function \( \tilde{f} : \mathcal{X} \setminus \text{supp} \mathcal{D} \to \mathbb{P}^1 \) such that \( \tilde{f} \) is compatible with \( \mathcal{D} \) and the monodromy of \( \tilde{f} \) lies in the group

\[
\text{PSU}(2) = \left\{ w \mapsto \frac{aw + b}{-bw + a} : a, b \in \mathbb{C}, \ |a|^2 + |b|^2 = 1 \right\}
\]

consisting of all the Möbius transformations preserving the standard spherical metric

\[
\frac{4|dw|^2}{(1+|w|^2)^2}
\]
on the Riemann sphere \( \mathbb{P}^1 \). Moreover, \( ds^2 = \tilde{f}^* \left( \frac{4|dw|^2}{(1+|w|^2)^2} \right) \). Of course, Theorem 1.2 and its proof are different from the spherical analogue of them in the sense cusp singularities do not at all appear in spherical metrics.

As an application of Theorem 1.2, we find the following new example of hyperbolic metrics with countably many singularities.

**Example 1.1.** Let \( \sum_{j=1}^{\infty} a_n \) be a convergent series of positive numbers and \( \{z_j\}_{j=1}^{\infty} \) a closed discrete subset of \( \mathbb{D} \). Then \( h(z) := \sum_{j=1}^{\infty} \frac{a_j}{z - z_j} \) is a meromorphic function on \( \mathbb{D} \) and there exists a real number \( \lambda_0 \) and a one-parameter family \( \{ds^2_\lambda : \lambda > \lambda_0\} \) of conformal hyperbolic metrics representing the same \( \mathbb{Z} \)-divisor \( \mathcal{D} = (h) \) on \( \mathbb{D} \). That is, these metrics have cusp singularities at \( z_j \)'s and a cone singularity of angle \( 2\pi(1 + \text{ord}_w(h)) \) at each zero \( w \) of \( h \).

We obtain a similar statement if we use the finite sum \( \sum_{j=1}^{N} a_n \) of positive numbers and a finite subset \( \{z_j\}_{j=1}^{N} \) of \( \mathbb{D} \), where \( \sum_{j=1}^{N} \frac{a_j}{z - z_j} \) has \( (N - 1) \) zeros (counting multiplicities) on \( \mathbb{D} \). We don’t know whether \( h(z) := \sum_{j=1}^{\infty} \frac{a_j}{z - z_j} \) vanishes on \( \mathbb{D} \) although we observe that \( h \) has no zero on \( \{z \in \mathbb{C} : |z| \geq 1\} \). As a compensation, we show that

\[
h_0(z) = \sum_{j=1}^{\infty} \frac{1}{2j^3(2j + 1)} \cdot \frac{1}{z - \left(1 - \frac{1}{2j+1}\right)}
\]

has infinitely many zeros on \( \mathbb{D} \).

**Remark 1.3.** Using the punctured disc case of Theorem 1.2, Yiqian Shi and the second and the last authors [5] obtained an explicit local model of an isolated singularity of a hyperbolic metric in a suitably chosen complex coordinate around the singularity. Moreover, based on the correspondence in this theorem and following the ideas in [3, 14], they [6] have been investigating systematically new hyperbolic metrics with isolated singularities on noncompact Riemann surfaces by using both subharmonic functions and Abelian differentials.

We conclude this section by explaining the organization of this manuscript. In Section 2, we give the complex analytical definition (Definition 2.1) of both
cone and cusp singularities of a hyperbolic metric and prove that the differential geometric definition implies the complex analytical one by the PDE method. As a consequence, we obtain the necessary part of Theorem 1.2. In the last section, we prove that complex analytical definition implies that the differential geometric one, which also implies the sufficient part of Theorem 1.2. We also provide in this section the details of Example 1.1 and propose three questions.

2 The complex analytical definition

At first we give the complex analytical definition of cone/cusp singularity of a hyperbolic metric. Consider a hyperbolic metric $ds^2 = e^{2u}|dz|^2$ on the punctured disc $U^* := U - \{0\} = \{0 < |z| < 1/2\}$, where $U = \{|z| < 1/2\}$. By the similar argument as [3, Lemma 2.1], there exists a projective function $f : U^* \to \mathbb{D}$ with monodromy in $\text{PSU}(1, 1)$ such that $ds^2 = f^*g_{st}$. We call $f$ a developing map of the hyperbolic metric $ds^2$, which is unique up to a post-composition by a Möbius transformation in $\text{PSU}(1, 1)$. Moreover, the Schwarzian derivative $\{f, z\}$ of $f$ is meromorphic in $U^*$.

**Definition 2.1.** We call that $z = 0$ is a cusp singularity of a hyperbolic metric $ds^2$ on $U^*$ if and only if near $z = 0$ there holds $\{f, z\} = \frac{1}{2z^2} + b_0 + h(z)$, where $b_0$ is a constant and $h(z)$ is holomorphic near $z = 0$. We call that $z = 0$ is a cone singularity with angle $2\pi\theta > 0$ of the hyperbolic metric $ds^2$ if and only if near $z = 0$ there holds $\{f, z\} = \frac{1-\theta}{2z^2} + c_0 + g(z)$, where $c_0$ is a constant and $g(z)$ is holomorphic near $z = 0$.

**Lemma 2.1.** The differential geometric definition of cone/cusp singularity of a hyperbolic metric in $U^*$ in the first paragraph of Section 1 coincides with the complex analytical one as in Definition 2.1.

We leave to the next section the proof that the complex analytical definition implies the differential geometric one. We shall prove the implication of the opposite direction in what follows.

Suppose that in the differential geometric sense, $z = 0$ is a cone singularity of angle $2\pi\theta > 0$ of the hyperbolic metric $ds^2 = e^{2u}|dz|^2$ in $U^* = \{0 < |z| < 1/2\}$. Then, by the similar computation in [3, Lemma 3.1] and [16, Lemma, Section 3], we find that the Schwarzian derivative of $f$ equals $2\left(\frac{\partial^2 u}{\partial z^2} - \left(\frac{\partial u}{\partial z}\right)^2\right)$, which has the form of $\frac{1-\theta}{2z^2} + c_0 + g(z)$, where $c_0$ is a constant, and $g(z)$ is holomorphic near $z = 0$. Hence, $z = 0$ is also a cone singularity in the sense of Definition 2.1. However, the same argument could not go through for $\{f, z\}$ if $z = 0$ is a cusp singularity of $ds^2$ in the differential geometric sense. In the remaining part of this section, we
shall show by a different PDE method from [16, Lemma, Section 3] that $f$ is a cusp singularity in the sense of Definition 2.1.

Suppose that $z = 0$ is a cusp singularity of the hyperbolic metric $ds^2 = e^{2u}|dz|^2$ in $U^* = \{0 < |z| < 1/2\}$ in the differential geometric sense. By the very definition, $v := u + \ln |z| + \ln(-\ln |z|)$ is continuous on $U$. Then we have

$$ds^2 = e^{2u}|dz|^2 = f^*g_{st} = \frac{4|f'|^2|dz|^2}{(1-|f|^2)^2} \quad \text{and} \quad u = \ln 2 + \ln |f'| - \ln (1-|f|^2).$$

It suffices to show that $\{f, z\} = \frac{1}{2z^2} + \frac{d}{z} + \psi(z)$, where $d$ is a constant and $\psi$ is holomorphic in $U$. By computation, there holds in $U^*$ that

$$\{f, z\} = 2\left(\frac{\partial^2 u}{\partial z^2} - \left(\frac{\partial u}{\partial z}\right)^2\right) = \frac{1}{2z^2} + \frac{2}{z} \left(\frac{\partial v}{\partial z}\left(1 + \frac{1}{\ln |z|}\right) + z \frac{\partial^2 v}{\partial z^2} - z \left(\frac{\partial v}{\partial z}\right)^2\right),$$

which is holomorphic in $U^*$ since $ds^2$ is hyperbolic there [16, Lemma, Section 3]. The problem is reduced to showing

**Lemma 2.2.** The holomorphic function

$$F(z) := \frac{\partial v}{\partial z}\left(1 + \frac{1}{\ln |z|}\right) + z \frac{\partial^2 v}{\partial z^2} - z \left(\frac{\partial v}{\partial z}\right)^2$$

in $U^*$ extends to $z = 0$.

We need two lemmas for the proof of Lemma 2.2.

**Lemma 2.3.** Denote $D := \{|z| < 1/5\} \subset U$. Then $\int_D |\nabla v|^2 < +\infty$. Here and later on we omit in the integrals the standard Lebesgue measure $\sqrt{-1}dz \wedge d\bar{z}$ on the Euclidean plane $\mathbb{C} \supset D$.

**Proof.** The proof is divided into three steps.

**Step 1** Since $g = e^{2u}|dz|^2$ is a hyperbolic metric on $U^*$, we have $\Delta u = 4 \frac{\partial^2 u}{\partial z \partial \bar{z}} = e^{2u}$ on $U^*$. Since $v = u + \ln |z| + \ln(-\ln |z|)$, we rewrite the former equation as the following one

$$\Delta v = h := e^{2v} - 1 \quad \text{in} \quad U^*.$$ 

Recall that $v$ is continuous in $U$ and $h$ is locally integrable in $U$. Hence, both sides of this equation can be thought of as distributions in $U$. Now we shall prove that this equation holds in $U$ in the sense of distribution.

As a distribution, the support of $\Delta v - h$ is contained in $\{z = 0\}$. By [S, Theorem 2.3.4], $\Delta v - h$ equals a linear combination of the Dirac delta function $\delta_0$.
and its partial derivatives, i.e. \( \Delta v - h = \Sigma C_\alpha \partial^\alpha \delta_0 \), where there are at most finitely many nonzero constants \( C_\alpha \). Take an arbitrary multi-index \( \alpha \) and fix it. We can choose a function \( \phi \in C_0^\infty(U) \) such that \( \partial^\alpha \phi(0) \neq 0 \) and \( \partial^\beta \phi(0) = 0 \) for all \( \beta \neq \alpha \). Denote \( \phi_k(z) = \phi(kz) \). Then

\[
h(\phi_k) = \int_U h\phi_k \leq \sup |\phi_k| \int_{\text{supp } \phi_k} h \to 0 \quad \text{as} \quad k \to \infty.
\]

Moreover, since \( \int_U \Delta \phi = 0 \) and \( v \) is continuous at \( z = 0 \), we have

\[
|\Delta v(\phi_k)| = \left| \int_U v(z/k) \Delta \phi - \int_U v(0) \Delta \phi \right| \leq \int_U |v(z/k) - v(0)| |\Delta \phi| \to 0.
\]

Hence \( (\Delta v - h)(\phi_k) \to 0 \) as \( k \to \infty \). On the other hand, \( (\Delta v - h)(\phi_k) = C_\alpha k^{|\alpha|} \partial^\alpha \phi(0) \), which implies \( C_\alpha = 0 \). Thus \( \Delta v = h \) on \( U \) as distributions.

**Step 2** Recall that \( v \) is smooth in \( U^* \) and continuous at \( z = 0 \). We shall prove

\[
\int_{D^*} |\nabla v|^2 < +\infty.
\]

Choose a family \( \{\chi_\epsilon : \epsilon > 0\} \) of compactly supported non-negative smooth functions in \( \mathbb{C} \) such that \( \int_\mathbb{C} \chi_\epsilon = 1 \) and \( \text{supp } \chi_\epsilon \subset \{|z| \leq \epsilon\} \). Since \( v \) is continuous on \( U \), the convolutions \( v_k := \chi_k \ast v, \quad k = 5, 6, 7, \ldots \), are well defined smooth functions in \( \overline{D} \), which converge uniformly to \( v \) on \( \overline{D} \) as \( k \to \infty \). Moreover, since \( v \in C^\infty(D^*) \), as \( k \to \infty \), \( |\nabla v_k|^2 \to |\nabla v|^2 \) uniformly in any compact subsets of \( D^* \). By Fatou’s lemma, we have

\[
\int_{D^*} |\nabla v|^2 \leq \liminf_k \int_{D^*} |\nabla v_k|^2.
\]

Then we show that the integrals \( \int_{D^*} |\nabla v_k|^2 \) are uniformly bounded for all \( k = 5, 6, 7, \ldots \). Using integration by part, we have

\[
\int_{D^*} |\nabla v_k|^2 = \int_D |\nabla v_k|^2 = -\int_D v_k \Delta v_k + \int_{\partial D} v_k \frac{\partial v_k}{\partial n}.
\]

Recall that \( v_k \to v \) uniformly on \( \overline{D} \) and \( \frac{\partial v_k}{\partial n} \to \frac{\partial v}{\partial n} \) uniformly on \( \partial D \). The Problem is reduced to showing that \( \int_D |\Delta v_k| \) is uniformly bounded. Actually, as \( k \geq 5 \), we have

\[
\int_D |\Delta v_k| \leq \int_{|z| < 1/5} \int_{|\tilde{z}| < 2/5} |\chi_{1/k}(z - \tilde{z}) \Delta v(\tilde{z})| \\
\leq \int_{\mathbb{C}} \chi_{1/k} \int_{|z| < 2/5} |\Delta v| = \int_{|z| < 2/5} |h| < \infty.
\]
Thus we conclude \( \int_D |\nabla v|^2 < +\infty \).

**Step 3** Denote the standard coordinate \( z \) in \( D \subset \mathbb{C} \) by \( z = x + \sqrt{-1}y \). Then \( w := \frac{\partial v}{\partial z} \) is a smooth and square integrable function on \( D^* \), which can be thought of as an square integrable function and then a distribution in \( D \). The partial derivative \( \frac{\partial v}{\partial z} \) of the continuous function \( v \) in \( D \) is also a distribution in \( D \). We shall show that the two distributions \( \frac{\partial v}{\partial z} \) and \( w \) coincide. Take a smooth test function \( \phi \) supported in \( D \). By the Fubini theorem, we have
\[
\left( \frac{\partial v}{\partial x} - w \right)(\phi) = \int \left( -v \frac{\partial \phi}{\partial x} - w \phi \right) dx = \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} dy \int_{|x|>\epsilon} \left( -v \frac{\partial \phi}{\partial x} - w \phi \right) dx
\]
\[
= \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \left( v(\epsilon, y)\phi(\epsilon, y) - v(-\epsilon, y)\phi(-\epsilon, y) \right) dy = 0.
\]
The similar statement holds for \( \frac{\partial v}{\partial y} \). Therefore, we complete the proof.

**Lemma 2.4.** \( F(z) \) is in \( L^{2-\epsilon}(D) \) for all \( 0 < \epsilon < 1 \). In particular, \( z = 0 \) is at most a simple pole of \( F(z) \).

**Proof.** By Lemma 2.1, both \( \frac{\partial v}{\partial z} \) and \( \frac{\partial v}{\partial \bar{z}} \) belong to \( L^2(D) \). Then the first summand \( \frac{\partial v}{\partial z} (1 + \frac{1}{|z|}) \) in \( F(z) \) also lies in \( L^2(D) \). Defining \( \tilde{v} := zv \), we have
\[
\Delta \tilde{v} = 4\frac{\partial v}{\partial \bar{z}} + z\Delta v.
\]
Since both \( \frac{\partial v}{\partial z} \) and \( z\Delta v = \frac{e^{2v} - 1}{|z|(\ln |z|)^2} \) belong to \( L^2(D) \), we have \( \Delta \tilde{v} \in L^2(D) \) and then \( \tilde{v} \in W^{2,2}(D) \). By the Sobolev embedding theorem, we obtain \( \frac{\partial \tilde{v}}{\partial \bar{z}} = v + z\frac{\partial v}{\partial \bar{z}} \in L^p(D) \) for any \( p > 1 \). Since \( v \in L^p(D) \) as well, we have \( z\frac{\partial v}{\partial \bar{z}} \in L^p(D) \) for any \( p > 1 \).

We now claim that the third summand \( z\left( \frac{\partial v}{\partial \bar{z}} \right)^2 \) in \( F(z) \) belongs to \( L^{2-\epsilon}(D) \) for all \( 0 < \epsilon < 1 \). In fact, defining \( \frac{1}{p} := \frac{\epsilon}{2} \) and \( \frac{1}{q} := \frac{2-\epsilon}{2} \), by the Hölder inequality, we obtain
\[
\int_D \left| z \left( \frac{\partial v}{\partial \bar{z}} \right) \right|^{2-\epsilon} \leq \left( \int_D \left| z \left( \frac{\partial v}{\partial \bar{z}} \right)^{(2-\epsilon)p} \right| \right)^{1/p} \left( \int_D \left| z \left( \frac{\partial v}{\partial \bar{z}} \right)^{(2-\epsilon)q} \right| \right)^{1/q} < \infty
\]
As long as the the second summand \( z\frac{\partial v}{\partial \bar{z}} \) in \( F(z) \) is concerned, since \( \frac{\partial^2 v}{\partial z^2} = 2\frac{\partial v}{\partial z} + \frac{\partial^2 v}{\partial \bar{z}^2} \in L^2(D) \), we have \( z\frac{\partial v}{\partial \bar{z}} \in L^2(D) \). Therefore, we have proved \( F(z) \in L^{2-\epsilon}(D) \).

Since \( F \) is holomorphic and integrable in \( D^* \), \( z = 0 \) is at most a simple pole of \( F \).
Proof of Lemma 2.2  We prove by contradiction. Suppose that \( F(z) \) has a simple pole at \( z = 0 \) with residue \(-\lambda^2/4\), where \( \lambda \in \mathbb{C}^* \) and \( \Re \lambda \geq 0 \). Take a developing map \( f : U^* \to \mathbb{D} \) of the restriction of the hyperbolic metric \( ds^2 \) to \( U^* \). Moreover, we have \( \{f,z\} = \frac{1}{2z} - \frac{2F(z)}{z} = \frac{1-\lambda^2}{2z^2} + \frac{d}{2} + \psi \) for some constant \( d \) and a holomorphic function \( \psi \) in \( U \). Near each small disk lying in \( U^* \equiv U \setminus \{0\} \), \( f \) is the ratio of two linear independent solutions of the following Fuchsian equation

\[
\frac{d^2y}{dz^2} + \frac{1}{2} \left( \frac{1-\lambda^2}{2z^2} + \frac{d}{2} + \psi \right) y = 0,
\]

whose two indicial exponents are \((1 + \lambda)/2\) and \((1 - \lambda)/2\) with difference \( \lambda \).

If \( \lambda \notin \mathbb{Z} \), it follows from the Frobenius method \cite[pp.39]{18} that there exists a small neighborhood, say \( V \), of \( z = 0 \), and another complex coordinate \( \xi \) of \( V \) centered at \( z = 0 \) such that \( f \) has the form of \( \xi^\lambda \) in each small disk of \( V^* \equiv V \setminus \{0\} \), where the details of computation is the same with \cite{5}. Since \( f \) takes values in \( \mathbb{D}^* \), \( \lambda \) must be positive and \( z = 0 \) is a cone singularity of \( ds^2 \) with angle \( 2\pi \lambda \). Contradiction!

If \( \lambda \in \mathbb{Z}_{\neq 0} \), then by a combination of the Frobenius method and the fact that \( f \) takes values in \( \mathbb{D}^* \) and has monodromy in \( \text{PSU}(1,1) \), we find that \( \lambda \) is a positive integer and \( f \) has form \( \xi^\lambda \) in another complex coordinate chart \((V, \xi)\) centered at \( z = 0 \). It implies that \( z = 0 \) is also a cone singularity of \( ds^2 \) of angle \( 2\pi \lambda \). Contradiction!

At last we prove

THE NECESSARY PART OF THEOREM 1.2  By the similar argument as \cite[Lemma 2.1]{3}, there exists a projective function \( f : X \setminus \text{supp} \mathcal{D} \to \mathbb{D} \) with monodromy in \( \text{PSU}(1,1) \) such that \( ds^2 = f^*g_{st} \). We call \( f \) a developing map of the hyperbolic metric \( ds^2 \), which is unique up to a post-composition of a M"obius transformation in \( \text{PSU}(1,1) \). It follows from the proven part of Lemma 2.1 that \( f \) is compatible with \( \mathcal{D} \).

3 Sufficient part of Theorem 1.2, an example and three questions

To complete the proof of Lemma 2.1, we need only to show that Definition 2.1 for cone and cusp singularities of a hyperbolic metric \( ds^2 \) in \( U^* = \{0 < |z| < 1/2\} \) implies the differential geometric definition of them. Actually, the argument is similar as in the proof of Lemma 2.2. If \( \theta \notin \mathbb{Z} \), then by only using the Frobenius method, we find easily that \( z = 0 \) is a cone singularity of angle \( 2\pi \theta \) as \( \theta > 0 \), and it is a cusp singularity as \( \theta = 0 \). If \( \theta \in \mathbb{Z}_{>1} \), since \( |f| < 1 \), we could rule out the possibility that \( f \) may have the logarithmic singularity at \( z = 0 \) and find that
$z = 0$ is a cone singularity of angle $2\pi \theta_j$.

Then we prove

**The sufficient part of Theorem 1.2** Suppose that $f : X \setminus \text{supp} \mathcal{D} \rightarrow \mathbb{D}$ is a projective function which is compatible with $\mathcal{D}$ and has the monodromy in $\text{PSU}(1, 1)$. Then $f^* g_{\text{st}}$ is a conformal hyperbolic metric on $X \setminus \text{supp} \mathcal{D}$. It follows from Lemma 2.1 that the metric $f^* g_{\text{st}}$ represents $\mathcal{D}$.

Before giving the details of Example 1.1, we need an equivalent version of Theorem 1.2 as follows.

There exists a conformal hyperbolic metric $ds^2$ representing an $\mathbb{R}$-divisor $\mathcal{D} = \sum_j (\theta_j - 1) \mathcal{P}_j$ with $\theta_j \geq 0$ on a Riemann surface $X$ if and only if there exists a projective function $f : X \setminus \text{supp} \mathcal{D} \rightarrow \mathbb{H} := \{ w \in \mathbb{C} : \Im w > 0 \}$ such that $f$ is compatible with $\mathcal{D}$ and the monodromy of $f$ lies in the holomorphic automorphism group

$$\text{PSL}(2, \mathbb{R}) = \left\{ w \mapsto \frac{aw + b}{cw + d} : a, b, c, d \in \mathbb{R}, ad - bc = 1 \right\}$$

of $\mathbb{H}$. Moreover, $ds^2$ coincides with the pullback $f^* \tilde{g}_{\text{st}}$ of the standard hyperbolic metric $\tilde{g}_{\text{st}} := \frac{4|dw|^2}{(\Im w)^2}$ on $\mathbb{H}$ by $f$. We call $f$ a developing map of the metric $ds^2$, which is uniquely determined up to a post-composition with an automorphism of $\mathbb{H}$.

Denote $\omega := -\sqrt{-1} h(z) \, dz = \sum_{j=1}^{\infty} \left( \frac{-\sqrt{-1} a_j}{z - z_j} \right) \, dz$. Since $\sum_{n=1}^{\infty} a_n$ is a convergent series of positive numbers, we observe that the multi-valued function $\int_0^z \omega$ on $\mathbb{D} \setminus \{ z_j \}_{j=1}^{\infty}$ has monodromy in $\{ w \mapsto w + t : t \in \mathbb{R} \} \subset \text{PSL}(2, \mathbb{R})$ such that its imaginary part $\Im \left( \int_0^z \omega \right)$ is single-valued and has a lower bound. Hence, there exists a real number $\lambda_0$ such that for all $z \in \mathbb{D} \setminus \{ z_j \}_{j=1}^{\infty}$

$$\lambda_0 + \Im \left( \int_0^z \omega \right) \geq 0.$$  

Hence

$$f_{\lambda}(z) = \sqrt{-1} \lambda + \int_0^z \omega, \quad \lambda \in (\lambda_0, \infty),$$

is a family of projective functions on $\mathbb{D} \setminus \{ z_j \}_{j=1}^{\infty}$ taking values in $\mathbb{H}$ and having monodromy in $\{ w \mapsto w + t : t \in \mathbb{R} \} \subset \text{PSL}(2, \mathbb{R})$. We claim that $ds^2_{\lambda} := f_{\lambda}^* (\tilde{g}_{\text{st}})$ is a family of hyperbolic metrics representing the divisor $\mathcal{D} = (h)$. Actually, $f_{\lambda}(z)$
equals $(-\sqrt{-1} a_j) \log (z - z_j)$ plus a multi-valued holomorphic function near $z_j$, so \( \{f, z\} = \frac{1}{(z-z_j)^2} + \cdots \) there. Hence $z_j$ is a cusp singularity of $ds^2_\lambda$. Near each zero $w$ of $h(z)$ with multiplicity $\ell$, we have $\frac{d}{dz}(f_\lambda(z)) = (-\sqrt{-1})h(z) = (z - w)^\ell g(z)$, where $g(z)$ is holomorphic at $w$ and $g(w) \neq 0$. Hence near $w$, \( \{f, z\} = \frac{1}{(z-w)^2} + \cdots \), which implies that $w$ is a cone singularity of $ds^2_\lambda$ with angle $2\pi(1 + \ell)$.

By now, we have proved the statements in the first paragraph of Example 1.1. For the second one, we need the following elementary lemma.

**Lemma 3.1.** Let $a_1, \cdots, a_N$ be $N \geq 2$ positive numbers and $z_1, \cdots, z_N$ distinct complex numbers in the disc \( \{ |z| < R \} \), where $R$ is a positive constant. Then, the rational function $\sum_{j=1}^N \frac{a_j}{z - z_j}$ has $(N - 1)$ zeros (counting multiplicities) on the disc \( \{ |z| < R \} \). The meromorphic function $h$ on $\mathbb{C} \setminus \{ |z| = 1 \}$ in Example 1.1 has no zero in \( \{ z \in \mathbb{C} : |z| \geq 1 \} \).

**Proof.** Taking a complex number $\xi$ such that $\Im \xi \leq -R$, we find

\[
\Im (\xi - z_j) < 0 \quad \text{and} \quad \Im \frac{a_j}{\xi - z_j} > 0,
\]

which implies $\sum_{j=1}^N \frac{a_j}{\xi - z_j} \neq 0$. Observing that $\Im z = -R$ is a tangent line to the circle $\{ |z| = R \}$, we could prove the first statement by arguing on each half plane defined by each tangent line to the circle and disjoint from the disc $\{ |z| < R \}$. The second one follows from the similar argument. We also note that $h$ extends holomorphically to each point on the circle $\partial \mathbb{D} = \{ |z| = 1 \}$, which is not a limit point of $\{ z_j \}$. \qed

Then we prove that $h_0(z) = \sum_{j=1}^{\infty} \frac{a_j}{z - z_j}$ has the same number of zeros as $f_N(z) := \sum_{|z_j| \leq r_N} a_j$ on the disc $\{ |z| < r_N := 1 - \frac{1}{2N} \}$ when $N$ is sufficiently large, where $a_j = \frac{1}{2j^2(2j+1)}$ and $z_j = 1 - \frac{1}{2j-1}$. At first we show that on the circle $\{ |z| = r_N \}$ there holds $|f_N(z)| > |g_N(z)|$ when $N$ is sufficiently large, where

\[
g_N(z) := h_0(z) - f_N(z) = \sum_{|z_j| > r_N} \frac{a_j}{z - z_j}.
\]

In fact, on the circle $\{ |z| = r_N \}$, we have

\[
|g_N(z)| \leq \sum_{|z_j| > r_N} \frac{a_j}{|z_j| - r_N} \leq 2N(2N + 1) \sum_{|z_j| > r_N} a_j \leq 2 \sum_{j > N} \frac{1}{j^2}.
\]
Moreover, denoting by $z = ir_N e^{i\theta}$ a point $z$ on this circle, by computation, we have

\[ f_N(z) = e^{-i\theta} \sum_{|z_j|<r_N} \frac{a_j}{|r_N - z_j e^{-i\theta}|} = e^{-i\theta} \sum_{|z_j|<r_N} \frac{a_j (-ir_N - z_j e^{i\theta})}{|ir_N - z_j e^{-i\theta}|^2}, \]

and recalling $z_1 = 0$, we obtain

\[ |f_N(z)| = |e^{i\theta} f_N(z)| \geq \left| \Im \left( e^{i\theta} f_N(z) \right) \right| = \sum_{|z_j|<r_N} \frac{a_j (r_N + z_j \sin \theta)}{|ir_N - z_j e^{-i\theta}|^2} \geq \frac{a_1}{r_N} \geq a_1 \]

and prove the inequality $|f_N(z)| > |g_N(z)|$ on the circle. Since both $h_0$ and $f_N$ have $N$ simple poles on the disc $\{|z| < r_N\}$ and $|h_0(z) - g_N(z)| = |f_N(z)| > |g_N(z)|$ on the circle $\{|z| = r_N\}$, by the Rouché theorem, $h_0(z)$ has the same number of zeros as $f_N(z)$ on the disc $\{|z| < r_N\}$. By Lemma 3.1 counting multiplicities, we find that $f_N(z)$ has $(N-1)$ zeros on the disc. Therefore, $h_0(z)$ has infinitely many zeros on $D$. By now we have completed the exposition of Example 1.1.

At last, we propose the following two questions.

**Question 3.1.** Use the notions in Theorem 1.1 and assume that $\theta_j$'s are non-negative rational numbers. What is the necessary and sufficient condition for $D = \sum_{j=1}^n (\theta_j - 1)P_j$ under which the monodromy group of the developing map $f$ of the hyperbolic metric $ds^2$ representing $D$ on a compact Riemann surface $X$ is discrete in $\text{PSU}(1, 1)$? It is the case when $\theta_j \in \{0, 1/2, 1/3, \cdots \}$ by the Uniformization Theory. Also a conceptual necessary and sufficient condition was given in [2, Theorem 3.29] for the case of 3 singularities on the Riemann sphere, which has yet to be expressed in terms of $\theta_1, \theta_2$ and $\theta_3$.

**Question 3.2.** It is interesting for us to investigate the existence and the uniqueness of hyperbolic metrics with isolated singularities on noncompact Riemann surfaces, which seems to be an open problem to the best of our knowledge. We will give a partial answer to this problem in [4].

**Question 3.3.** Does $h(z) = \sum_{j=1}^\infty \frac{a_j}{z - z_j}$ in Example 1.1 always have infinitely many zeros on $D$? Note that $h$ never vanishes outside $\mathbb{D}$.
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