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Abstract

In multi-label learning, the issue of missing labels brings a major challenge. Many methods attempt to recovery missing labels by exploiting low-rank structure of label matrix. However, these methods just utilize global low-rank label structure, ignore both local low-rank label structures and label discriminant information to some extent, leaving room for further performance improvement. In this paper, we develop a simple yet effective discriminant multi-label learning (DM2L) method for multi-label learning with missing labels. Specifically, we impose the low-rank structures on all the predictions of instances from the same labels (local shrinking of rank), and a maximally separated structure (high-rank structure) on the predictions of instances from different labels (global expanding of rank). In this way, these imposed low-rank structures can help modeling both local and global low-rank label structures, while the imposed high-rank structure can help providing more underlying discriminability. Our subsequent theoretical analysis also supports these intuitions. In addition, we provide a nonlinear extension via using kernel trick to enhance DM2L and establish a concave-convex objective to learn these models. Compared to the other methods, our method involves the fewest assumptions and only one hyper-parameter. Even so, extensive experiments show that our method still outperforms the state-of-the-art methods.
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1. Introduction

Multi-label learning, handling instance associated with multiple labels, has attracted lots of attention due to its widespread applicability in diverse fields such as image annotations [1], music classification [2], multi-topic text categorization [3], etc. During the past decades, a large number of methods have been proposed and achieved good performance for multi-label learning. According to [4], these methods can be roughly divided into two categories: algorithm adaptation and problem transformation. Algorithm adaption methods attempt to adapt popular learning techniques to handle multi-label learning problems directly. Some notable examples include ML-kNN [5], ML-DT [6] and Rank-SVM [7]. While problem transformation methods tackle the problem by transforming it to other well-established learning scenarios. Binary Relevance [1], Classifier Chains [8], Calibrated Label Ranking [9] and Random k-labelsets [9] fall into this category.

The aforementioned methods generally assume that the labels of training instances are complete. Unfortunately, in real-world applications, some labels tend to miss from the training set, consequently forming a kind of weakly supervised learning problem [11]. Label missing can generally be due to that human labelers may sometimes ignore labels they do not know or of little interest, or following the guide by some algorithms to reduce labeling costs [12, 13]. Therefore, these methods will fail in this situation.

To solve this problem, a simple solution is to discard all samples with missing labels, though at the expense of potentially losing a significant amount of label information. Another is to recover the missing labels by exploiting label structure, and of which the low-rank of label matrix is the most commonly used label structure due to theoretical support, namely, for a low-rank matrix $\mathbf{M} \in \mathbb{R}^{n \times m}$ of rank $r$, it can be perfectly recovered from $O\left(r(n + m) \ln^2(n + m)\right)$ observed entries when the observed entries are uniformly sampled from the $\mathbf{M}$. Besides, when additional label structures are incorporated into learning of low-rank models, they can achieve better or even the
state-of-the-art classification performance. For example, [14] incorporates structured semantic correlations into low-rank model learning and gets improved performance.

In multi-label learning, asymmetric co-occurrence relation is one of the most useful label structures. To be more specific, if a sample is labelled \( \lambda_1 \), then it must be labelled \( \lambda_2 \), but the opposite is not necessarily true. If all the samples labelled \( \lambda_1 \) are used to form a new sample submatrix, then the corresponding label submatrix has smaller rank than the original label matrix. An example of this phenomenon is shown in Fig. 1.

Based on this, we call asymmetric co-occurrence label structure as local low-rank label structure, while the low-rank property of whole label matrix as global low-rank label structure.

|       | Snake | Reptile | Mountain | River |
|-------|-------|---------|----------|-------|
| \( y_1 \) | 1     | 1       | 1        | -1    |
| \( y_2 \) | 1     | 1       | -1       | 1     |
| \( y_3 \) | 1     | -1      | -1       | -1    |
| \( y_4 \) | 1     | 1       | 1        | -1    |
| \( y_5 \) | -1    | 1       | 1        | 1     |

Figure 1: An example of local low-rank label structure. The label matrix in the figure is taken from a real multi-label dataset "Corel16k". As we can see, if a sample is labelled as "snake", then this sample must be labelled as "reptile", but the opposite is not true. As a result, although the rank of the original label matrix (inside the red box) is 4, the rank of the label submatrix labelled as “snake” (inside the blue box) is 3.

Another is label discriminant information. Since label matrix has missing entries, it is quite difficult to obtain the true rank of the label matrix in advance. If the rank is set too small, it will inevitably lose useful label discriminant information, hence affecting unfavorably the classification performance. An example of this phenomenon is shown in Fig. 2 Therefore, only if the rank of the label matrix is large enough, can the recovered label matrix provide more discriminant information.

Nevertheless, to the best of our knowledge, current methods have not considered incorporating local low-rank label structure and label discriminant information into a single low-rank model to improve performance. Therefore, how to embed both label structures into the low-rank model elegantly and effectively is still very challeng-
Figure 2: An example of discriminant label information with missing labels. If we set the rank of the label matrix to 3 or 4, then the missing value of the label matrix will be correspondingly set to 1 or –1. Obviously, the label matrix with larger rank provides more discriminant information.

To achieve this, we develop a Discriminative Multi-Label Learning (DM2L) model for multi-label learning with missing labels. Our model is not only simple and effective, but also capable of jointly capturing global low-rank label structure, local low-rank label structure and label discrimination information in the original label space, which is supported by theoretical analysis. Besides, we provide a nonlinear extension of DM2L by kernel trick to enhance its ability and develop a concave-convex programming to solve these optimization objectives. Compared to the other low-rank based methods, our method involves the fewest assumptions and only one hyper-parameter. Even so, our method still outperforms the state-of-the-art methods as shown in the experiments.

The rest of the paper is organized as follows. In Section 2, we review some related works. In Section 3, the proposed framework is presented. Experimental results are presented in Section 4. Finally, Section 5 gives some concluding remarks.

2. Related Work

In multi-label classification, valid labels are not throughly provided by the training set. This problem is referred to as the presence of missing labels. The common approaches to tackle this problem can roughly be divided as:

1. Pre-processing methods, which attempt to recover the label matrix as a pre-processing and then train mutli-label classifiers with the complete labels. For example, MLML-exact [15] and ML-mg [16] conduct label completion based on label consistency and label smoothness; LSR [17] carries out image tag completion via image-
specific and tag-specific linear sparse reconstructions; FastTag [18] assumes that the observed incomplete labels can be linearly transformed to the unobserved complete ones and learns this linear mapping via the idea of training a denoising auto-encoder. These methods do not integrate the consequences of multi-label classification on label recovery, which may limit their effectiveness.

(2) Transductive methods, which attempt to recovery the label matrix in the transductive learning setting. For example, MC-1 [19, 20] and IrMMC [21] first make a matrix containing all the feature vectors and the label vectors of both the training and the test data. Then, they exploit matrix completion methods to fill in the missing entries of this matrix. These methods do not have inductive capabilities, which limits their scopes of application.

(3) Synchronized methods, which attempt to learn the multi-label classifiers and recover the label matrix simultaneously. LARS [22] uses group lasso to selectively penalize the pairwise ranking errors between the two partitions. MLR-GL [23] uses a ranking based multi-label learning framework to handle missing labels. MLMLFS [24] recovers missing labels by the robust linear regression. SMILE [25] uses a pre-defined label correlation matrix to estimate the likelihood of missing labels. SVMMN [26] integrates both sample smoothness and class smoothness into criterion function to solve the missing label problem. LSML [27] attempts to learn a label correlations matrix, which can be exploited to augment the incomplete label matrix and obtain a new supplementary label matrix. However, these methods do not exploit low-rank label stuctures, which is useful to recovery missing labels. To achieve this, both LEML [28] and REML [29] learn a linear low-rank instance-to-label mapping. ML-LRC [30] incorporates a low-rank supplementary label matrix to augment the possibly incomplete label matrix. fPML [31] decomposes label matrix into two low-rank matrices. From the perspective of matrix factorization, the product of the two low-rank matrices of fPML gives the low-rank approximation of the original label matrix. iMVWL [32] learns a low-rank label correlation matrix and multiplies this correlation matrix with original label matrix to replenish missing labels. Unfortunately, these low-rankness exploiting methods only capture global low-rank label structure, but ignore local label structure. To address this issue, GLOCAL first uses $K$-means clustering algorithm
to partition dataset into several local groups, then exploits global and local label structures simultaneously, through learning a latent label representation and optimizing label manifolds. Although GLOCAL attempts to jointly explore local and global label structures, it is too complicated because of involving many regularization terms and thus hyper-parameters. Moreover, GLOCAL does not attempt to model the more essential local low-rank label structure, but explores a hypothetical local label structure. Thus, it may be limited by the assumption. Specifically, to explore the local label structure, it assumes that the samples with similar features should have similar labels. However, a label is usually determined by a subset of features of an instance. As a result, although two instances own very similar features, they may behave differently in a particular label, as illustrated in Fig. 3.

Figure 3: An example of the limitation of traditional assumption for local label structure. According to the assumption that the samples with similar features should have similar labels, the similarity between picture a and c is less than that between b and c. However, from the perspective of a particular label ‘River’, the similarity between a and c should be greater than that between b and c.

3. The Proposed Method

In this section, we introduce the proposed method - called Discriminant Multi-label Learning with Missing Labels (DM2L). Section 3.1 presents the building ideas of DM2L. In Section 3.2 we build an interesting nonlinear extension of DM2L. Subsequently, we detail how to optimize DM2L in Section 3.3. Finally, the time complexity analysis is given in Section 3.4.
3.1. Discriminant Multi-label Learning with Missing Labels (DM2L)

In the context of multi-label learning, let matrix $X = [x_1, \cdots, x_n]^T \in \mathbb{R}^{n \times d}$ and $Y = [y_1, \cdots, y_n]^T \in \{-1, 1\}^{n \times c}$ refer to the instance matrix and the true label matrix, respectively, where $n \geq d$, $d$ is the feature dimension of an instance, $n$ is the number of instances and $c$ is the size of label set. Since the label matrix is generally incomplete in the real-world applications, we assume $\tilde{Y} \in \mathbb{R}^{n \times c}$ to be the observed label matrix, where many entries are unknown. Let $\Omega \subseteq \{1, \cdots, n\} \times \{1, \cdots, c\}$ denote the set of the indices of the observed entries in $Y$, we can define a linear operator $R_\Omega(Y) : \mathbb{R}^{n \times c} \mapsto \mathbb{R}^{n \times c}$ as

$$\tilde{Y}_{i,j} = [R_\Omega(Y)]_{i,j} = \begin{cases} Y_{i,j} & (i,j) \in \Omega \\ 0 & (i,j) \notin \Omega \end{cases}$$ (1)

Following the common assumption of low-rank for $Y$ as in [14, 30], we can assume the rank of $Y$ is $r$ ($n \geq c \geq r$) without loss of generality. Then, the multi-label learning problem becomes: given $\tilde{Y}$ and $X$, how to find the optimal $W \in \mathbb{R}^{d \times c}$ so that the estimated label matrix $XW$ can be as close to the ground-truth label matrix $Y$ as possible. To this end, we can make use of the low-rank property of $Y$ and optimize the following objective function:

$$\min_W \frac{1}{2} \|R_\Omega(XW) - \tilde{Y}\|_F^2 + \lambda_d \|XW\|_*$$ (2)

where $\| \cdot \|_*$ denotes the nuclear-norm of a matrix, which is commonly used to encourage low-rank structure of a matrix.

However, just forcing the low rankness for $\|XW\|_*$ is not sufficient, since in addition to this observation, the label matrix still has some other intrinsic properties below,

1. If we denote $X_k$ as the set of training instances associated with label $k$ and $Y_k$ as the label matrix corresponding to $X_k$, then we can easily see that the $k$-th column of $Y_k$ is a vector with all elements to be 1 and $\text{rank}(Y_k) \leq c$.
2. If label $k$ and label $q$ have high possibilities to (asymmetrically) co-occur, or the two labels never appear at the same time, then the $q$-th column of $Y_k$ is a vector.
with all elements to be 1 or −1. Thus label \( k \) and label \( q \) are linearly dependent (in linear algebra sense) and \( \text{rank}(Y_k) \leq c - 1 \).

3. Because most labels are unnecessarily linearly dependent, the rank of \( XW \) should be made as high as possible in the case both the local and global structures are maintained to ensure that the learned model has strong discriminability.

In order to take advantage of the above-analyzed label structures, we impose, on the one hand, low-rank structures for the whole predictions of instances from the same labels, and on the other hand, a maximally separated structure for all the predictions of instances from different labels. More precisely, two new nuclear-norm-based terms is introduced to replace the original nuclear norm in the objective function \( \mathcal{L} \), i.e.,

\[
\min_W \frac{1}{2} \| R(\Omega(XW) - \tilde{Y}) \|_F^2 + \lambda_d \left( \sum_{k=1}^c \| X_kW \|_* - \| XW \|_* \right) \tag{3}
\]

where \( \lambda_d \) is a hyper-parameter trading off the two terms, the term \( \| X_kW \|_* \) encourages a low-rankness for the predictions of instances from the label \( k \) to capture the local label structure in label \( k \), and the term \( -\| XW \|_* \) encourages a maximally separated structure for the predictions of instances from different labels to provide more underlying discriminant information because two linearly independent predicting vectors correspond to two different label vectors, such an independence leads to desirable discrimination among different labels. Moreover, according to Theorem 1 (proved in Appendix A.), the term \( \sum_{k=1}^c \| X_kW \|_* \) is an upper bound of \( \| XW \|_* \), implying that the global low-rank label structure can be also maintained with a suitable \( \lambda_d \).

**Theorem 1.** Let \( A, B \) and \( C \) be matrices of the same row dimensions, and \( [A, C] \) be concatenation of \( A \) and \( C \). Likewise for \( [A, B, C] \) and \( [B, C] \). Then, we have

\[
\| [A, B, C] \|_* \leq \| [A, C] \|_* + \| [B, C] \|_* . \tag{4}
\]

\(^1\)Note that \( \sum_{k=1}^c \text{rank}(X_kW) \geq \text{rank}(XW) \) is an obvious conclusion, which can be found in the linear algebra textbook \([33]\). However, the proposition about \( \sum_{k=1}^c \| X_kW \|_* \geq \| XW \|_* \) needs to be proved particularly, because the proof is no longer trivial in this case.
Remark 1. As can be seen from the objective function (3), our method only assumes that the label matrix is low-rank, so this method is one of the low-rank methods involving the fewest assumptions. As for the local low-rank label structures and label discriminant information, both are structure information inherent in multi-label learning, and thus do not involve any additional assumptions.

3.2. Nonlinear Extension

So far, we have only considered linear model, thus limiting the ability to characterize feature interactions. Deep learning [34] or kernel methods can be used to achieve this purpose. Here, we directly adopt the kernel trick to build an interesting nonlinear extension of DM2L, because DM2L can be recast into an equivalent dual representation as shown in Theorem 2 (proved in Appendix B), in which the predictions are based on linear combinations of a kernel function evaluated at the training data points.

Theorem 2. Let \( \kappa \) be a kernel on \( X \), \( \phi (x) \) be its associate nonlinear feature space mapping, and \( f(X) = [\phi(x_1), \cdots, \phi(x_n)]^T \), the optimal solution \( W^* = [w_1^*, \cdots, w_c^*] \) of the optimization problem

\[
\min_W \frac{1}{2} \| R_{\Omega} (f(X)W) - \tilde{Y} \|_F^2 \\
+ \lambda_d \left( \sum_{k=1}^c \| f(X_k)W \|_* - \| f(X)W \|_* \right)
\]

(5)
can be expressed as:

\[
w_j^* = \sum_{i=1}^n a_j^i \phi(x_i)
\]

(6)
and

\[
W^* = [\phi(x_1), \phi(x_2), \cdots, \phi(x_n)] A
\]

(7)
where \( w_j \) is the \( j \)-th column vector of \( W \) and \( a_j = [a_j^1, \cdots, a_j^n]^T \) is the \( j \)-th column vector of \( A = [a_1, \cdots, a_n] \).

By plugging formulas (6) and (7) into (5), it can be shown that the optimization problem (5) is equivalent to problem (8):

\[
\min_A \frac{1}{2} \| R_{\Omega} (KA) - \tilde{Y} \|_F^2 + \lambda_d \left( \sum_{k=1}^c \| K_k A \|_* - \| KA \|_* \right)
\]

(8)
where $K = f(X)f(X)^T$, $K_k = f(X_k)f(X_k)^T$ and $f(X) = [\phi(x_1), \cdots, \phi(x_n)]^T$.

Actually, if we use a linear kernel, problem (8) is reduced to (3). To sum up, we can draw the following conclusions from the objective function (8):

1. This method is one of the low-rank methods involving the least assumptions, thus it only involves one hyper-parameter and much simpler than existing ones.
2. The label structures are directly explored in the original label space.
3. The term $\sum_{k=1}^{c} \|K_kA\|_*$ in (8) is able to capture both local and global low-rank label structures.
4. The term $-\|KA\|_*$ can provide more underlying discriminant information.
5. According to Theorem 1, the value of (8) is always greater than 0, thus (8) will not degenerate for any $A$.
6. Local label structure explored in (3) and (8) has a significant advantage over existing methods [35, 24]. As stated in the introduction, existing methods usually assume that samples having similar features have similar labels, which is always not true for a particular label. Instead, (3) and (8) is not built on this assumption, so there is no such a limitation.

3.3. The Concave-convex Programming

Note if we use a linear kernel, problem (8) is reduced to (3), thus we just focus on optimizing problem (8). Because the problem (8) is non-differentiable and non-convex, the traditional convex optimization methods, e.g., gradient descent, Newton method, are not suitable for this problem. However, our objective function $J(A)$ can be rewritten as the sum of a convex part $J_{vex}(A)$ and a concave part $J_{cave}(A)$, i.e.,

$$J(A) = J_{vex}(A) + J_{cave}(A)$$

$$= \left[ \frac{1}{2} \|R_\Omega(KA) - \tilde{Y}\|_F^2 + \lambda_d \sum_{k=1}^{c} \|K_kA\|_* \right] + \left[ -\lambda_d \|KA\|_* \right].$$

(9)

Therefore, the problem is a D.C. (difference of convex functions) program and also similar to the D.C. program in [36]. We likewise use the concave-convex programming (CCCP) to solve problem (8) as in [36].
As we know, CCCP is a special case of the majorisation-minimisation (MM) algorithm, which is a surrogate type optimization method. Algorithm 1 illustrates the update procedure of the CCCP algorithm, where at each iteration we firstly use a surrogate objective \( J_t(A) \) that majorises the original objective at the current solution \( A_t \), then apply any optimization algorithm to the surrogate for the next update \( A_{t+1} \).

In Algorithm 1, we need to determine what surrogate function to use. Due to that the next updates \( A_{t+1} \) can be obtained by matching the convex part subgradient to the concave part subgradient:

\[
A_{t+1} \text{ satisfies } \partial J_{\text{vex}}(A_{t+1}) = -\partial J_{\text{cave}}(A_t),
\]

where \( \partial J(A) \) is a subgradient of \( J(A) \), we use the convex term \( J_{\text{vex}}(A) \) plus the linear term \( \text{trace} (\partial J_{\text{cave}}(A_t)A') \) as the surrogate objective function \( J_t(A) \).

Moreover, in Algorithm 1, we also need to compute the subgradient of nuclear norm \( \| \cdot \|_* \), which can be evaluated using the simple approach shown in Algorithm 2.

Algorithm 1 The concave-convex programming

Require: Training dataset matrix \( X \) and the hyperparameter \( \lambda_d \).
Ensure: The learned optimal \( A_\ast \).
1: Initialize \( A_0 \) with the identity matrix.
2: repeat
3: \[
A_{t+1} = \arg \min_A \left( \frac{1}{2} \| R_\Omega(KA) - \tilde{Y} \|_F^2 + \lambda_d \sum_{k=1}^c \| K_k A \|_* - \lambda_d \text{trace} (K' \partial \| KA_t \|_* A') \right)
\]
4: until convergence or stopping criteria

3.4. Time Complexity

In our proposed methods, \( X \in \mathbb{R}^{n \times d}, Y \in \{-1, 1\}^{n \times c}, W \in \mathbb{R}^{d \times c}, K \in \mathbb{R}^{n \times n} \) and \( A \in \mathbb{R}^{n \times c} \), where \( n \) is the number of instances, \( d \) is the feature dimensionality and \( c \) is the number of labels. The time complexities of Algorithm 1 and Algorithm 2
Algorithm 2 An approach to evaluate a subgradient of matrix nuclear norm

Require: A $n \times c$ matrix $C$ and a small threshold value $\delta$.
Ensure: A subgradient of the nuclear norm $\partial \|C\|_*$.

1: Perform singular value decomposition:
   $$C = U \Sigma V$$

2: $s \leftarrow$ the number of singular values larger than $\delta$.

3: Partition $U$ and $V$ as
   $$U = [U^1, U^2]$$
   $$V = [V^1, V^2]$$
   where $U^1$ and $V^1$ have $s$ columns;

4: $\partial \|C\|_* \leftarrow U^1 V^1'$;

are dominated by matrix multiplication and SVD operations. Because we provide both linear and nonlinear versions of DM2L, their time complexities are different.

For the linear version of DM2L (denoted as DM2L-l), where the goal is optimizing $W$, the calculation of a subgradient of $C \in \mathbb{R}^{n \times c}$ in Algorithm 2 leads to a complexity of $O(n^2 c + c^3)$. In each iteration of Algorithm 1, the calculating subgradient of $J(W)$ leads to a time complexity of $O(n^2 c + c^3 + ndc)$. Therefore, the total complexity of DM2L-l is $O(\gamma (n^2 c + c^3 + ndc))$, where $\gamma$ is the number of iterations.

For the nonlinear version of DM2L (denoted as DM2L-nl), where the goal is optimizing $A$, the calculation of a subgradient of $C \in \mathbb{R}^{n \times c}$ in Algorithm 2 leads to a complexity of $O(n^2 c + c^3)$. In each iteration of Algorithm 1, the calculating subgradient of $J(A)$ leads to a time complexity of $O(n^2 c + c^3)$. Therefore, the total complexity of DM2L-nl is $O(\gamma n^2 c + \gamma c^3)$, where $\gamma$ is the number of iterations.

4. Experiments

In this section, we conduct extensive experiments to testify the performance of DM2L-l and DM2L-nl on both the full-label case and the missing label case.
4.1. Datasets

Extensive experiments are performed on text and image datasets. Specifically, on text, four Yahoo datasets (Arts, Business, Recreation, Social)\(^2\) the Tmc2007\(^3\) dataset and enron\(^4\) dataset are used. On images, the Corel16k\(^2\) and Image\(^4\) datasets are used. In the sequel, we denote each dataset by its first three letters. For each dataset, we randomly select 60 percent of the instances for training, and the rest for testing. To reduce statistical variability, results are averaged over 30 independent repetitions.

| Dataset   | #instance | #dim | #label | #label/instance |
|-----------|-----------|------|--------|-----------------|
| Arts      | 5,000     | 462  | 26     | 1.64            |
| Business  | 5,000     | 438  | 30     | 1.59            |
| Recreation| 5,000     | 606  | 22     | 1.42            |
| Social    | 5,000     | 1,047| 39     | 1.28            |
| Enron     | 1,702     | 1,001| 53     | 3.37            |
| Image     | 2,000     | 294  | 5      | 1.24            |
| Corel16k  | 13,811    | 500  | 161    | 2.87            |
| Tmc2007-500| 28,596    | 500  | 22     | 2.16            |

4.2. Performance evaluation

We use four popular metrics in multi-label learning\(^2\), i.e., Ranking loss (Rkl), Average Area Under the ROC Curve (AUC), Coverage (Cvg) and Average precision (Ap). For Auc and Ap, the higher value the better; whereas for Rkl and Cvg, the lower value the better. We use four popular metrics in multi-label learning\(^2\) as below:

Let \( p \) be the number of test instances, \( C_i^+, C_i^- \) be the sets of positive and negative labels associated with the \( i \)th instance; and \( Z_j^+, Z_j^- \) be the sets of positive and negative instances belonging to the \( j \)th label. Given input \( x \), let \( \text{rank}_j(x, y) \) be the rank of label \( y \) in the predicted label ranking (sorted in descending order).

\(^2\)http://lamda.nju.edu.cn/files/MDDM-expdata.rar
\(^3\)http://mulan.sourceforge.net/data-sets-mlc.html
\(^4\)http://cse.seu.edu.cn/people/zhangml/files/Image.rar
• Ranking loss (Rkl): This is the fraction that a negative label is ranked higher than a positive label. For test instance $x_i$, define $Q_i = \{(j', j'') | f_{j'}(x_i) \leq f_{j''}(x_i), (j', j'') \in C_i^+ \times C_i^-\}$. Then, $Rkl = \frac{1}{p} \sum_{i=1}^{p} \frac{|Q_i|}{|C_i^+||C_i^-|}$.

• Average Area Under the ROC Curve (AUC): This is the fraction that a positive instance is ranked higher than a negative instance, averaged over all labels. Specifically, for label $j$, define $\bar{Q}_j = \{(i', i'') | f_j(x_{i'}) \geq f_j(x_{i''}), (x_{i'}, x_{i''}) \in Z_j^+ \times Z_j^-\}$. Then, $Auc = \frac{1}{c} \sum_{j=1}^{c} \frac{|\bar{Q}_j|}{|Z_j^+||Z_j^-|}$.

• Coverage (Cvg): This counts how many steps are needed to move down the predicted label ranking so as to cover all the positive labels of the instances. $Cvg = \frac{1}{p} \sum_{i=1}^{p} \max\{\text{rank}_f(x_i, j) | j \in C_i^+\} - 1$.

• Average precision (Ap): This is the average fraction of positive labels ranked higher than a particular positive label. For instance $x_i$, define $\bar{Q}_{i,c} = \{j | \text{rank}_f(x_i, j) \leq \text{rank}_f(x_i, c), j \in C_i^+\}$. Then, $Ap = \frac{1}{p} \sum_{i=1}^{p} \frac{1}{|C_i^+|} \sum_{c \in C_i^+} \frac{|\bar{Q}_{i,c}|}{\text{rank}_f(x_i, c)}$.

4.3. Comparison methods

We compare DM2L to the following state-of-the-art multi-label learning algorithms:

• Low-rank empirical risk minimization for multi-label learning (LEML) \cite{28} learns a linear instance-to-label mapping with low-rank structure to take advantage of global label structure. The rank $k$ is tuned in $\{5, 10, 15, \ldots\}$ and the regularization parameter is tuned in $\{10^{-5}, 10^{-4}, \ldots, 10^1\}$.

• Learning low-rank label correlations for multi-label classification (ML-LRC) \cite{30} is an integrated framework, which learns the correlations among labels while training the multi-label model simultaneously. Parameters $\lambda_1$, $\lambda_2$ and $\lambda_3$ are selected from $\{10^{-5}, 10^{-4}, \ldots, 10^0\}$. For simplicity, when one parameter is tuned, the others are fixed to their best.

\footnote{The source code is available at “https://github.com/John986/Multi-label-Learning-with-Missing-Labels”}
• Multi-label learning with global and local label correlation (GLOCAL) \cite{24} learns and exploits global and local label structures for multi-label learning with missing labels. Parameters $\lambda = 1, \lambda_1$ to $\lambda_5$ are selected from $\{10^{-5}, 10^{-4}, \cdots, 10^1\}$, $k$ is tuned in $\{5, 10, 15, 20\}$. For simplicity, when one parameter is tuned, the others are fixed to their best.

• Label-specific features for multi-label classification with missing labels (LSML) \cite{27} performs classification and label matrix recovery jointly. All the parameters are tuned in $\{10^{-5}, 10^{-4}, \cdots, 10^3\}$.

The hyper-parameters in compared methods are selected via 5-fold cross-validation on the training set. The parameter $\lambda_d$ of DM2L-l and DM2L-nl is selected from $\{10^{-5}, 10^{-4}, \cdots, 10^5\}$. The threshold value $\delta$ is fixed at 0.005 in Algorithm (2), which performs consistently well in our experiments. For DM2L-nl, the gaussian kernel function is used in our experiments. The formulation of gaussian kernel function is shown below:

$$K(x, x') = \exp \left( -\frac{\|x - x'\|^2}{2\sigma^2} \right), \quad (12)$$

and its parameter $\sigma$ is chosen from $\{0.5, 1, 1.5, 2\}$.

4.4. Experimental results

In this subsection, we apply DM2L-l and DM2L-nl to the multi-label learning with both full labels and missing labels. To generate missing labels, we randomly sample $\rho$ of the elements in the label matrix as observed, and the rest as missing. When $\rho = 1$, it reduces to the full-label case. Table\[2\] Table\[3\] and Table\[4\] show the label prediction results on the test data with full labels ($\rho = 1$) and missing labels ($\rho = 0.7$ and $\rho = 0.3$), respectively. From the perspective of observation, DM2L-nl and DM2L-l are better than the other compared methods in general. In particular, DM2L-nl performs best nearly on all evaluation measures and datasets.

To further analyze their relative performance, the Nemenyi test is employed. As the missing rate is varied from $\{0, 30\%, 70\%\}$, there are 24 (8 datasets \times 3 missing rates) points totally. The performances between two classifiers will be significantly different if their average ranks differ by at least one critical difference $CD =$
|       | Art | Bus | Rec | Emr | Ima | Soc | Cor | Tmc |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Rkl   | 0.167 | 0.056 | 0.1788 | 0.172 | 0.203 | 0.106 | 0.164 | 0.046 |
| Auc   | 0.835 | 0.945 | 0.8252 | 0.83 | 0.894 | 0.954 | 0.836 | 0.954 |
| Cvg   | 6.305 | 3.153 | 5.0164 | 20.37 | 1.069 | 5.62 | 47.896 | 2.874 |
| Ap    | 0.596 | 0.864 | 0.6027 | 0.589 | 0.758 | 0.723 | 0.328 | 0.833 |

Table 2: Results for learning with full labels ($\rho = 1$).
Table 3: Results for learning with missing labels ($\rho = 0.7$).

|       | LEML | ML-LRC | GLOCAL | LSML | DM2L-l | DM2L-nl |
|-------|------|--------|--------|------|--------|---------|
| Art   |      |        |        |      |        |         |
| Rkl   | 0.199| 0.164  | 0.16   | 0.145| 0.138  | **0.119**|
| Auc   | 0.804| 0.839  | 0.843  | 0.857| 0.864  | **0.881**|
| Cvg   | 7.212| 5.711  | 6.079  | 5.617| 5.382  | **4.810**|
| Ap    | 0.556| 0.479  | 0.6    | 0.608| 0.621  | **0.623**|
| Bus   |      |        |        |      |        |         |
| Rkl   | 0.072| 0.048  | 0.045  | 0.054| 0.043  | **0.037**|
| Auc   | 0.93 | 0.953  | 0.957  | 0.947| 0.958  | **0.963**|
| Cvg   | 3.905| 2.8    | 2.532  | 3.097| 2.571  | **2.317**|
| Ap    | 0.835| 0.876  | 0.877  | 0.867| 0.882  | **0.889**|
| Rec   |      |        |        |      |        |         |
| Rkl   | 0.211| 0.15   | 0.161  | 0.177| 0.149  | **0.131**|
| Auc   | 0.793| 0.855  | 0.843  | 0.828| 0.856  | **0.870**|
| Cvg   | 5.746| 4.122  | 4.527  | 4.967| 4.216  | **3.834**|
| Ap    | 0.556| 0.577  | 0.601  | 0.6  | 0.628  | **0.635**|
| Enr   |      |        |        |      |        |         |
| Rkl   | 0.2  | 0.156  | 0.127  | 0.182| 0.133  | **0.123**|
| Auc   | 0.802| 0.846  | 0.875  | 0.82 | 0.869  | **0.877**|
| Cvg   | 23.336| 19.006 | 16.545 | 21.974| 17.82  | 17.2    |
| Ap    | 0.56 | 0.557  | 0.622  | 0.55 | 0.578  | **0.631**|
| Ima   |      |        |        |      |        |         |
| Rkl   | 0.213| 0.185  | 0.184  | 0.186| 0.222  | **0.141**|
| Auc   | 0.787| 0.815  | 0.816  | 0.814| 0.778  | **0.859**|
| Cvg   | 1.107| 1.006  | 1.005  | 1.013| 1.154  | **0.831**|
| Ap    | 0.748| 0.778  | 0.779  | 0.778| 0.72   | **0.825**|
| Soc   |      |        |        |      |        |         |
| Rkl   | 0.13 | 0.084  | 0.079  | 0.081| 0.064  | **0.052**|
| Auc   | 0.87 | 0.916  | 0.921  | 0.919| 0.936  | **0.948**|
| Cvg   | 0.661| 0.439  | 0.408  | 0.450| 3.634  | 2.975   |
| Ap    | 0.697| 0.595  | 0.671  | 0.737| 0.776  | **0.780**|
| Cor   |      |        |        |      |        |         |
| Rkl   | 0.166| 0.155  | 0.181  | 0.146| 0.15   | **0.143**|
| Auc   | 0.834| 0.845  | 0.819  | 0.858| 0.850  | 0.857   |
| Cvg   | 48.697| 46.478 | 51.574 | 43.637| 44.996 | **43.137**|
| Ap    | 0.326| 0.284  | 0.300  | 0.334| 0.323  | **0.346**|
| Tmc   |      |        |        |      |        |         |
| Rkl   | 0.047| 0.045  | 0.047  | 0.047| 0.046  | **0.031**|
| Auc   | 0.953| 0.955  | 0.953  | 0.953| 0.955  | **0.969**|
| Cvg   | 2.922| 2.811  | 2.906  | 2.928| 2.824  | **2.337**|
| Ap    | 0.832| 0.831  | 0.83   | 0.832| 0.83   | **0.881**|
Table 4: Results for learning with missing labels ($\rho = 0.3$).

|       | LEML | ML-LRC | GLOCAL | LSML | DM2L-l | DM2L-nl |
|-------|------|--------|--------|------|--------|---------|
|       |      |        |        |      |        |         |
| Art   | 0.234| 0.167  | 0.178  | 0.167| 0.143  | 0.127   |
| Rkl   | 0.101| 0.061  | 0.043  | 0.073| 0.046  | 0.040   |
| Auc   | 0.768| 0.835  | 0.825  | 0.836| 0.839  | 0.873   |
| Cvg   | 2.426| 2.426  | 2.426  | 2.426| 2.426  | 2.426   |
| Ap    | 0.505| 0.468  | 0.568  | 0.585| 0.61   | 0.614   |
|       | 0.040| 0.040  | 0.040  | 0.040| 0.040  | 0.040   |
| Busr  | 0.101| 0.061  | 0.043  | 0.073| 0.046  | 0.040   |
|       | 0.901| 0.94   | 0.958  | 0.928| 0.935  | 0.960   |
| Auc   | 0.7638| 0.837 | 0.823  | 0.801| 0.852  | 0.863   |
| Cvg   | 5.215| 3.46   | 2.426  | 3.999| 2.775  | 2.546   |
| Ap    | 0.5164| 0.5646| 0.527  | 0.569| 0.617  | 0.61    |
|       | 0.137| 0.137  | 0.137  | 0.137| 0.137  | 0.137   |
| Rec   | 0.2402| 0.1674| 0.181  | 0.203| 0.152  | 0.144   |
|       | 6.4295| 4.5927| 4.879  | 5.608| 4.378  | 4.000   |
| Auc   | 0.777| 0.856  | 0.872  | 0.835| 0.876  | 0.886   |
| Cvg   | 0.5164| 0.5646| 0.617  | 0.61  |        |         |
| Ap    |      |        |        |      |        |         |
|       |      |        |        |      |        |         |
| Enr   | 0.259| 0.212  | 0.156  | 0.26 | 0.144  | 0.147   |
| Rkl   | 0.743| 0.791  | 0.846  | 0.742| 0.858  | 0.853   |
| Auc   | 0.769| 0.805  | 0.8    | 0.799| 0.757  | 0.85    |
| Cvg   | 28.42| 23.666 | 19.533 | 27.283| 18.853 | 19.691  |
| Ap    | 0.487| 0.471  | 0.576  | 0.406| 0.553  | 0.583   |
|       | 0.150| 0.150  | 0.150  | 0.150| 0.150  | 0.150   |
| Ima   | 0.231| 0.196  | 0.2    | 0.201| 0.243  | 0.150   |
| Rkl   | 0.769| 0.805  | 0.8    | 0.799| 0.757  | 0.85    |
| Auc   | 1.184| 1.054  | 1.071  | 1.078| 1.245  | 0.872   |
| Cvg   | 0.729| 0.768  | 0.759  | 0.764| 0.697  | 0.816   |
| Ap    | 0.153| 0.088  | 0.081  | 0.098| 0.066  | 0.055   |
| Soc   | 0.153| 0.088  | 0.081  | 0.098| 0.066  | 0.055   |
| Rkl   | 0.847| 0.912  | 0.919  | 0.902| 0.934  | 0.945   |
| Auc   | 7.67 | 4.593  | 4.206  | 5.278| 3.819  | 3.172   |
| Cvg   | 0.671| 0.594  | 0.671  | 0.735| 0.768  | 0.768   |
| Ap    | 0.196| 0.172  | 0.208  | 0.203| 0.179  | 0.155   |
|       | 0.804| 0.829  | 0.793  | 0.834| 0.821  | 0.845   |
| Cor   | 0.299| 0.286  | 0.282  | 0.318| 0.282  | 0.311   |
| Rkl   | 3.336| 2.944  | 3.126  | 3.384| 2.957  | 2.666   |
| Auc   | 0.818| 0.805  | 0.821  | 0.816| 0.823  | 0.864   |
| Tmc   |      |        |        |      |        |         |
|       |      |        |        |      |        |         |
|       |      |        |        |      |        |         |
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For Nemenyi test, \( q_\alpha = 3.102 \) at significance level \( \alpha = 0.05 \),
and thus \( CD = 1.6753(k = 6, N = 24) \). Fig. 4 shows the CD diagrams on each evaluation metric. In each sub-figure, any compared algorithms whose average ranks differ within one CD are connected. Otherwise, any pair of algorithms not connected is considered to significantly differ in performance.

As can be seen from Fig. 4, 1) DM2L-l is significantly different from LEML on all evaluation measures, but LSML and GLOCAL are not on Average Precision. Thus, even involving the fewest assumptions and only one hyper-parameter, DM2L-l achieves
slightly better performance than ML-LRC, LEML, GLOCAL and LSML. This indicates the effectiveness of jointly exploring global label structure, local label structure and the discriminant information to a certain extent. 2) DM2L-nl, DM2L-l and GLOCAL perform better than LEML with significant difference on Ranking Loss, AUC and Coverage, indicating the importance of exploiting local label structure. 3) DM2L-l is better than GLOCAL on all evaluation measures, indicating the better effectiveness of local low-rank label structure than hypothetical local label structure. 4) DM2L-nl performs best on all evaluation measures and also shows significant differences from other methods, indicating the powerful nonlinear representation ability of DM2L-nl. In the following, we will further analyze the importances of exploiting local low-rank label structure and label discriminant information.

4.5. Analysis

4.5.1. Effectiveness of local label structure

To show the effectiveness of local label structures, the following two models are compared,

- **DM2L-Lo (DM2L model only involving local label structure term)**, namely,

  \[
  \min_W \frac{1}{2} \| R_{\Omega}(XW) - \tilde{Y} \|^2_F + \lambda_d \sum_{k=1}^c \| X_k W \|_* \]  \quad (13)

- **LEML (Low-rank empirical risk minimization for multi-label learning)**[28]. It learns a linear instance-to-label mapping with low-rank structure to take advantage of global label structure.

The experiments are conducted on the Arts and Business datasets with both full and missing labels. Fig. 5 and Fig. 6 show the results in terms of four evaluation measures. As can be seen, DM2L-Lo almost beats LEML in terms of all the evaluation measures and a similar phenomenon on the other datasets can be also seen. This reflects the importance of local label structure both for multi-label classification with full and missing labels.
Figure 5: LEML vs. DM2L-Lo on Arts dataset.
Figure 6: LEML vs. DM2L-Lo on Business dataset.
4.5.2. Effectiveness of discriminant label information

To show the effectiveness of discriminant label information, we compare DM2L-l to the above model DM2L-Lo on the Arts and Business datasets, and show the results in Fig. 7 and Fig. 8. As can be seen, DM2L-l usually performs worse than DM2L-Lo on the full-label case, while DM2L-l usually performs better than DM2L-Lo on the missing-label case. We can see a similar phenomenon on the other datasets. This phenomenon indicates that when the label matrix is incomplete, the discriminant term can effectively avoid model over-fitting the local label structure. At the same time, this again reflects the importance of local label structure for multi-label classification, especially when the label matrix is complete.

Figure 7: DM2L-l vs. DM2L-Lo on Arts dataset.
Figure 8: DM2L-I vs. DM2L-Lo on Business dataset.
4.5.3. **Convergence**

We empirically study the convergence of DM2L, Fig. 9 shows the objective value w.r.t. the number of iterations for the full-label case on the Arts and Business. As can be seen, the objective converges quickly in a few iterations. A similar phenomenon can be observed on the other datasets.

![Graphs showing convergence](a) Arts.  (b) Business.

**Figure 9:** Convergence of DM2L on the Arts and Business datasets.

4.5.4. **Hyper-parameter sensitivity analysis**

There is only one parameter, i.e., $\lambda_d$, in our proposed methods, which plays a role in trading off the loss function and the label structure regularizer. To analyze its sensitivity, we conduct experiments on the Arts dataset. The experimental results of D2ML-l and D2ML-nl with different values of $\lambda_d$ are depicted in Fig. 10. From the experimental results, we note that both the performances of DM2L-l and DM2L-nl are relatively insensitive to the value of the regularization parameter $\lambda_d$. Additionally, we also analyze the sensitivity of implicit hyper-paramger of DM2L-nl, i.e., the Gaussian kernel width $\sigma$ in Eq.(12), with fixing the value of $\lambda_d$ at the optimal value. The experimental results of D2ML-nl with different values of $\delta$ on the Arts dataset are depicted in Fig. 11. From the experimental results, we note that the performance of DM2L-nl is also relatively insensitive to the values of Gaussian kernel width $\delta$. 
Figure 10: Sensitivity analysis about $\lambda_d$
Figure 11: Sensitivity analysis about $\delta$
4.5.5. Time-consuming comparison of different methods

Besides the theoretical time complexity analysis in Section 3.4, we also compare the time consumption of different methods in learning on the Arts dataset. From Fig. 12, we can see that D2ML-l and D2ML-nl perform better than ML-LRC and GLOCAL. But they perform worse than LEML and LSML, which can be attributed to the complex CCCP optimization algorithm and will be addressed in the future research.

![Figure 12: Running time results of different methods on the Arts dataset.](image)

5. Conclusion

We proposed a simple yet effective discriminant multi-label learning method, i.e., DM2L, for multi-label learning with missing labels. Our method can jointly capture the global label structure, the local label structure and the discriminant information in a simple form. Additionally, we also provide a nonlinear extension via kernel trick to enhance DM2L and establish a concave-convex objective to learn these models. Compared with the previous work, our method is the first effective technique to explore local low-rank label structure for multi-label learning with missing labels and no longer suffers from the limitations of previous methods when exploring local label structure. It is one of the low-rank methods involving the fewest assumptions for multi-label learning with missing labels. Even so, extensive experiments show that our method still outperforms the state-of-the-art methods on learning with both full labels and missing labels.
Future work. There are several directions deserved to explore further. First, when the dataset is very big, it would be interesting to generalize our learning technique to the online algorithm\cite{38}, or consider using Fourier-transform techniques \cite{39} and some randomized algorithms \cite{40} for fast computation. Second, we need to study the benefits of exploring local low-rank label structure in extreme multi-label learning problems, where the number of labels are extremely large. In extreme multi-label learning, the global low-rank label structure is usually violated due to the presence of tail labels\cite{29}.
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