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Abstract

Autonomous cars need continuously updated depth information. Thus far, the depth is mostly estimated independently for a single frame at a time, even if the method starts from video input. Our method produces a time series of depth maps, which makes it an ideal candidate for online learning approaches. In particular, we put three different types of depth estimation (supervised depth prediction, self-supervised depth prediction, and self-supervised depth completion) into a common framework. We integrate the corresponding networks with a convolutional LSTM such that the spatiotemporal structures of depth across frames can be exploited to yield a more accurate depth estimation. Our method is flexible. It can be applied to monocular videos only or be combined with different types of sparse depth patterns. We carefully study the architecture of the recurrent network and its training strategy. We are first to successfully exploit recurrent networks for real-time self-supervised monocular depth estimation and completion. Extensive experiments show that our recurrent method outperforms its image-based counterpart consistently and significantly in both self-supervised scenarios. It also outperforms previous depth estimation methods of the three popular groups. The code is available at: www.github.com/wvangansbeke/Recurrent-Depth-Estimation

1. Introduction

High precision depth estimation is essential for a variety of applications such as augmented reality, autonomous vehicles, and mobile robots. The last years have witnessed tremendous progress in depth estimation, especially after the wide deployment of deep neural networks. On the one hand, supervised learning algorithms are constantly improved for depth estimation from RGB images [38, 15, 9, 8, 30, 28, 11]. On the other hand, self-supervised depth estimation from camera motion also steadily improved [52, 44]. Recently, several studies on depth completion were made, aiming at completing the depth map obtained by a high-end LiDAR sensor, namely HDL-64E, by using a paired image for guidance [42, 43, 33, 21, 5, 10]. Whereas great progress is being made in all three cases, none of those methods would seem optimal for mobile robot applications though. As they move, mobile platforms - be it cars or assistive robots - perceive the world more as a video stream than as isolated images. While videos are used in the training stage of self-supervised depth prediction methods for computing the view-synthesis loss across neighboring frames [52, 44, 49, 16], they ignore the intrinsic temporal dependency across frames at testing. The perceptual inputs along a trajectory and the underlying scene geometries are highly correlated [2, 22]. Given our context of robotic applications, we propose a depth recovery method that both trains and tests on time series of data. This way, the perception-geometry correlation can be leveraged the best. Also, none of the three settings seem to be optimal by themselves. The setting of depth prediction from RGB images is cheap but requires large training datasets with accurate ground truth; the setting for self-supervised depth estimation from videos leverages ego-motion information (to some extent) but have yet to generate the best results; and the setting for depth completion with a LiDAR sensor and a
Supervision from image warping are combined. Where direct supervision from LiDAR sensors and indirect consistency as the supervisory signal. This line of work were developed \[17\]. The core idea is to use left-right view depth images, methods that learn directly from stereo pairs to alleviate the dependency on large-scale ground-truth depth data under image guidance. The established knowledge, such as the design of network architectures for spatial propagation, can be borrowed to design our recurrent method. The main focus of our work, however, lies in how to fuse or propagate depth information over frames.

### Self-supervised Depth Estimation from Videos

To lower the dependency on large-scale ground truth depth images, many recent works have shifted the focus to self-supervised depth estimation from monocular videos by using view-synthesis or its variants as the supervisory signal \[52\][44][49][50][53][16\]. While promising results have been shown, the training of such methods is often unstable and requires careful hyper-parameter tuning. The method also suffers from the problem of scale ambiguity, which needs to be carefully addressed, e.g. by using stereo images \[50\] or by data normalization \[44\]. While consecutive video frames are used for the view-synthesis loss, the spatiotemporal information at longer range is not exploited, especially at testing time.

**Depth Completion.** While steady progress has been made for depth estimation from RGB images, the performance can be improved when assisted by other sources. One notable example is that of sparse depth inputs, either from cheap LiDAR sensors \[32\][29\] or from SLAM or structure-from-motion systems \[34\][4\]. There has been a large body of work \[42\][43][33][21][5][10\] developed for the task of depth completion defined by the KITTI Depth Completion Benchmark \[42\]. The main research focus of this strand is how to spatially propagate Automotive LiDAR depth data under image guidance. The established knowledge, such as the design of network architectures for spatial propagation, can be borrowed to design our recurrent method. The main focus of our work, however, lies in how to fuse or propagate depth information over frames.

**Depth Estimation for Videos.** Our method is designed for online depth estimation in videos. Similar idea of online estimation is proposed in \[51\], where they use ConvLSTM but in supervised framework. There are also earlier methods for offline depth estimation from videos \[24\], in which local motion cues are used to improve the inferred depth maps and optical flow is used to ensure temporal depth consistency. They used motion cues at a post-processing stage, while our method directly learns the motion patterns within the network.

### 2. Related Work

**Supervised Depth Estimation from RGB Images.** A large body of work focuses on depth estimation from images with varying settings: from using image pairs \[14\][17\], to using multiple overlapping images captured from different viewpoints \[13\], to using images taken under changing sunlight \[1\]. Here we summarize work related to the supervised learning of depth from a single RGB image. Supervised depth estimation from a single image has attracted a lot of attention due to the flexibility of this setting. \[38\] is among the earliest work popularizing this idea. Local image statistics are used to infer 3D planes for local patches and the final results are optimized globally over a defined Markov Random Field. Later on, deep convolutional neural networks were used for this task \[9\][8][30][28\]. The research focus was mainly on improving the network architecture \[9][28\], formulating multi-task learning \[8\], and combining deep CNNs and continuous CRFs \[30\]. In order to alleviate the dependency on large-scale ground-truth depth images, methods that learn directly from stereo pairs were developed \[17\]. The core idea is to use left-right view consistency as the supervisory signal. This line of work has been further extended to a semi-supervised setting \[27\], where direct supervision from LiDAR sensors and indirect supervision from image warping are combined.

**Self-supervised Depth Estimation from Videos.** To lower the dependency on large-scale ground truth depth images, many recent works have shifted the focus to self-supervised depth estimation from monocular videos by using view-synthesis or its variants as the supervisory signal \[52][44][49][50][53][16\]. While promising results have been shown, the training of such methods is often unstable and requires careful hyper-parameter tuning. The method also suffers from the problem of scale ambiguity, which needs to be carefully addressed, e.g. by using stereo images \[50\] or by data normalization \[44\]. While consecutive video frames are used for the view-synthesis loss, the spatiotemporal information at longer range is not exploited, especially at testing time.

**Depth Completion.** While steady progress has been made for depth estimation from RGB images, the performance can be improved when assisted by other sources. One notable example is that of sparse depth inputs, either from cheap LiDAR sensors \[32\][29\] or from SLAM or structure-from-motion systems \[34\][4\]. There has been a large body of work \[42\][43][33][21][5][10\] developed for the task of depth completion defined by the KITTI Depth Completion Benchmark \[42\]. The main research focus of this strand is how to spatially propagate Automotive LiDAR depth data under image guidance. The established knowledge, such as the design of network architectures for spatial propagation, can be borrowed to design our recurrent method. The main focus of our work, however, lies in how to fuse or propagate depth information over frames.

**Depth Estimation for Videos.** Our method is designed for online depth estimation in videos. Similar idea of online estimation is proposed in \[51\], where they use ConvLSTM but in supervised framework. There are also earlier methods for offline depth estimation from videos \[24\], in which local motion cues are used to improve the inferred depth maps and optical flow is used to ensure temporal depth consistency. They used motion cues at a post-processing stage, while our method directly learns the motion patterns within the network.

### 3. Approach

As stated in Sec.1 depth estimation has been tackled under multiple settings, each has its own strengths and weaknesses. These systems, however, are mostly image-based and lack the capability of integrating long-range temporal information over video sequences obtained by moving robotic platforms. In this section, we first summarize three existing depth estimation methods in a unified formulation and then define our recurrent framework for learning time series of depth maps for all the three methods.

Before going into the details, we define certain notations used by the methods. Let us denote by $I(x, y)$ the RGB vector-valued image, $D(x, y)$ the input sparse depth, and
\( D(x, y) \) the ground truth depth map; all three have the same dimensions \( H \times W \). While \( I(x, y) \) is dense, \( D(x, y) \) has regions with missing values which are indicated by zero. \( D(x, y) \) is much sparser compared to \( D(x, y) \); it is usually a sub-sampled depth map from \( D(x, y) \) to simulate sparse input patterns that can be obtained via a low resolution LiDAR sensor. The detailed sampling procedures for varying sparse input patterns are given in Sec. 3.2. The timestamp of time series data is denoted by \( t \) in subscript, where \( t \in \{1, 2, ..., T\} \) with \( T \) the total number of frames of a data sequence. We assume that the image and the depth maps are synchronized throughout the sequence.

### 3.1. Supervised Depth Prediction with RGB Images

Supervised depth prediction with monocular RGB images has been a popular research topic due to its easy setting. Tremendous progress has been made in the past years \cite{12, 48, 8, 9, 13}. The task is to learn a function \( f : I \rightarrow D \), where \( D \) has the same resolution \( H \times W \) and has predictions for all pixel coordinates \((x, y)\) where \( x \in \{1, ..., H\} \) and \( y \in \{1, ..., W\} \). We represent the depth estimation network as an encoder-decoder type of network architecture. Then, the learning takes the form:

\[
X = f_{\text{encoder}}(I), \quad (1) \quad \hat{D} = f_{\text{decoder}}(X), \quad (2)
\]

where \( X \) is the summarized representation by the encoder, which is compact and will be used to pass information across video frames for depth estimation from a video sequence as presented in Sec. 3.4.

We follow \cite{28} and use the berHu loss, which gives slightly better results than the L1 and L2 loss. Let us define a binary mask \( M(x, y) \) of dimensions \( H \times W \), where \( M(x, y) = 1 \) defines \((x, y)\) locations of valid values for the ground truth depth map \( D(x, y) \). The loss can then be formulated as

\[
\mathcal{L}_{\text{berHu}} = \sum_t \| M_t \circ D_t - M_t \circ \hat{D}_t \|_\beta, \quad (3)
\]

where ‘\( \circ \)’ denotes the Hadamard product in order to ignore the invalid pixels of the ground truth depth picture \( D_t \) when computing the loss, and \( \| . \|_\beta \) is set by following (\ref{28}).

### 3.2. Self-supervised Depth Prediction with Monocular Video

Self-supervised depth estimation from monocular video has been quite successful in recent years \cite{16, 14, 17, 52}. We will mostly follow the presentation of the state-of-the-art method Monodepth2 \cite{16} in this section. We represent the depth estimation network with the same encoder-decoder network as defined in Eq. (1) and Eq. (2). Since there is no ground-truth depth map \( D(.) \), the view-synthesis loss is used instead of the standard supervised loss functions.

In particular, if \( K \) denotes the camera intrinsic matrix, and \( \Phi_{t \rightarrow t+\Delta t} \) the relative camera pose from view \( t \) to a neighboring view \( t + \Delta t \), the warped image is:

\[
I_{t+\Delta t \rightarrow t} = I_t + \Delta t \left( K \Phi_{t \rightarrow t+\Delta t} \hat{D}_t K^{-1} \right), \quad (4)
\]

where \( \langle . \rangle \) is a bilinear sampling function to sample the source image. The view-synthesis loss of our method is then defined as

\[
\mathcal{L}_{\text{vs}(t+\Delta t \rightarrow t)} = \frac{\alpha}{2} (1 - SSIM(I_t, I_{t+\Delta t \rightarrow t})) + (1 - \alpha) \| I_t - I_{t+\Delta t \rightarrow t} \|_1, \quad (5)
\]

where \( \alpha = 0.85 \).

In addition to estimating depth, the model also needs to estimate the camera pose \( \Phi_{t \rightarrow t+\Delta t} \). This involves training a pose estimation network that predicts the corresponding camera transformations with the same sequence of frames as input. The \( \mathcal{L}_{\text{vs}(t+\Delta t \rightarrow t)} \) is computed at multiple scales of the decoder, similar to \cite{16}.

The final view-synthesis loss is aggregated over all considered source (neighboring) frames. In this work, \( \Delta t \in \{-1, 1\} \), i.e. for each frame \( t \), the previous frame \( t - 1 \) and the next frame \( t + 1 \) are used to compute the loss. Following \cite{16}, at each pixel, instead of averaging the photometric error over all source images, we use the minimum. Thus, the final view-synthesis loss is

\[
\mathcal{L}_{\text{vs}} = \min_{\Delta t \in \{-1, 1\}} \mathcal{L}_{\text{vs}(t+\Delta t \rightarrow t)}., \quad (6)
\]

Following \cite{16}, we also use the edge-aware smoothing loss:

\[
\mathcal{L}_{\text{smooth}} = |\partial_x \tilde{D}_t^*|e^{-\partial_x I_t} + |\partial_y \tilde{D}_t^*|e^{-\partial_y I_t}, \quad (7)
\]

where \( \tilde{D}_t^* \) is mean-normalized \( \hat{D}_t \) to avoid shrinking the depth values. Our learning algorithm is trained with a combined loss:

\[
\mathcal{L}_{\text{self_grevd}} = \mu \mathcal{L}_{\text{vs}} + \nu \mathcal{L}_{\text{smooth}}, \quad (8)
\]

\( \mu \) represents the pixel-wise masking of the view-synthesis loss to ignore certain objects. This addresses the problem that a car, travelling at the same speed as the camera, will be predicted at infinite depth \cite{16}. 

\[ \text{Figure 2. The pipeline of our recurrent learning framework for depth recovery with monocular video and sparse depth sensing.} \]
3.3. Self-supervised Depth Completion with Monocular Video and Sparse Depth Maps

Supervised depth prediction methods (Sec. 3.1) are able to achieve good performance but require large training sets with accurate ground truth depth which are challenging to collect. Furthermore, methods trained in supervised manner have difficulty to generalize to new scenarios. Self-supervised depth prediction methods (Sec. 3.2) are easy to ‘generalize’, but have yet to yield the state-of-the-art results. In this section, we present another stream of method called self-supervised depth completion [33], which falls onto the middle ground – easy to generalize and provides good results.

The method requires a monocular video \((I_1, I_2, ..., I_T)\) and synchronized sparse depth maps \((D_1, D_2, ..., D_T)\) as inputs. While it is hard to obtain dense depth map \(D_t\), sparse depth map \(D_t\) are relatively cheap and easy to acquire, e.g. via 2D LiDAR sensors. Compared to self-supervised depth prediction, this vein of research also focuses on developing a suitable network architecture to better fuse the information from these two modalities. Typical examples include a simple concatenation of the two inputs as done in [34] or adding a distance transformation map to indicate the location of the sparse values [4].

We process both inputs individually with few convolutions before fusing them together. We find that this method works better than the ones used in [34] and [4]. As to the convolutional network, we again use an encoder-decoder type of network architecture. The encoder takes the form:

\[
X = f_{\text{encoder}}(I, D),
\]

and the decoder is the same as defined in Eq. 2. As to the loss functions, in addition to the view-synthesis loss (Eq. 6) and the edge-aware smoothing loss (Eq. 7) used for self-supervised depth prediction task, the berHu loss is also used but applied to the input sparse depth map \(D_t\) instead of the dense depth map \(D_t\). More specifically, let’s denote by \(M(x, y)\) a binary mask of dimensions \(H \times W\) with \(M(x, y) = 1\) indicating \(D(x, y)\) has a valid value and 0 otherwise. The berHu loss is

\[
\mathcal{L}_{\text{berHu}}^{\text{sparse}} = \sum_t \| M_t \odot D_t - M_t \odot \hat{D}_t \|_B.
\]

The total loss for self-supervised depth completion is

\[
\mathcal{L}_{\text{self-comp}} = \lambda \mathcal{L}_{\text{berHu}} + \mu \mathcal{L}_{\text{es}} + \nu \mathcal{L}_{\text{smooth}}.
\]

We evaluate our method with three types of sparse sensing patterns. Following the literature [34], our first sparse pattern denoted by \(\bar{D}_{\text{rand}}\) is created by randomly sampling pixels from ground truth depth image. The second pattern denoted by \(\bar{D}_{\text{line}}\) is obtained by sampling the scanning lines ground truth depth images at a constant stride. The third pattern is the dense depth map \(D\) itself, which is still sparse compared to images.

3.4. Learning Time Series of Depth Maps

The three types of methods presented have received extensive research attention, but thus far, the depth is all estimated ‘independently’ for a single frame at a time. The two self-supervised methods only leverage neighboring frames when computing the view-synthesis loss at training time. A large portion of the rich, long-range temporal-structural correlation is not exploited. This section presents a framework to extend the three groups of methods such that they both train and test on time series of data.

We formulate the depth recovery problem as a translation problem from a spatiotemporal sequence of multimodal data (i.e. images and sparse depth maps) to a spatiotemporal sequence of data (i.e. dense depth maps). The problem is to estimate the current dense depth map \(\hat{D}_t\), given the previous \(k\) estimated dense depth maps \((\bar{D}_{t-1}, \bar{D}_{t-2}, ..., \bar{D}_{t-k})\) and the encoded representation \(X_t\) for the current image \(I_t\):

\[
\hat{D}_t = \arg\min_{\hat{D}_t} P(\bar{D}_t | X_t, \bar{D}_{t-1}, \bar{D}_{t-2}, ..., \bar{D}_{t-k}),
\]

where \(k\) is the length of the used sequence.

In order to model the spatiotemporal dependencies, we adopt the ConvLSTM network [47] and add to it the backbone network presented in previous section for image-based depth prediction. The ConvLSTM determines the future state of a certain cell in the grid from the inputs and past states of its local neighbors. This can easily be achieved by using a convolution operator in the state-to-state and input-to-state transition. As argued in [47], if the hidden state is considered as the hidden representations of visual structures (objects), then ConvLSTM is able to capture motions of those visual components via its transitional kernels. Similarly, for the task of learning depth maps from monocular videos, we try to capitalize on temporal information to boost performance. The correlation of the geometry of the scene and the perceived visual stimuli along motion trajectories should be captured and exploited. Another well established approach to exploit temporal information is by concatenating multiple frames at the input, such as [39, 4, 41]. However, these approaches don’t scale to longer sequences (> 20 frames) and require expensive 3D convolutions. We argue that long sequences are potentially beneficial for depth estimation from video combined with online learning methods.

Our encoder-decoder network, defined in Eq. 1 and Eq. 9 generates feature representations at varying levels.
4. Training Framework

4.1. Network Architecture

The network architecture consists of a depth prediction network and a pose network. The encoder branch of both networks contains separate ResNet-18 modules. The decoder unit of the depth network contains four upconvolutional blocks inspired from DispNet. The output of the encoder is connected with the ConvLSTM module. The ConvLSTM module receives hidden state $H_{t-1}$ and cell state $C_{t-1}$ of ConvLSTM from the previous frame $t-1$ (details in Sec. 3.4). The output of this network is disparity extracted at different spatial resolution from each unit of decoder. The pose decoder consist of stack of Conv(1) and Conv(3) blocks and produces a 6 element vector representing axis angle and translation. The details are provided in supplementary section. For simplicity, we combine the hidden representation $H$ and cell state $C$ in the ConvLSTM and refer to it further as the hidden state. The initial hidden state refers to the initialization of the hidden state.

4.2. ConvLSTM Training Strategy

In vanilla LSTM based network training, the default strategy is to initialize the hidden state to zero. This is a well established practise in sequence to sequence learning models such as machine translation. Here, the impact of the initial hidden state is either trivial or the length of the sequence is relatively long compared to the size of the hidden state. In case of training a ConvLSTM based network with monocular video, the size of the feature maps in the bottleneck increases drastically. This demands increased capacity of the hidden state due to the concatenation (Eq. 13). With more learnable parameters and shorter sequence lengths during training, the effect of the initial hidden state becomes dominant. In our training procedure, we try to mitigate the effects of a zero initial hidden state.

The training is divided into two stages as depicted in Fig. 3. In the first stage, the initial hidden state is considered as a learnable parameter. The training begins with the hidden state initialized with zeros. Further on, for every iteration we first load the initial hidden state and backpropagate through the hidden state to update the initial hidden state of the ConvLSTM. The training is performed on fully randomized batches. This procedure allows us to learn a general initial hidden state. In the second stage, the trained initial hidden state is used at the start of every new sequence. Hence, the training is performed on the video sequences as opposed to the previous stage. This means that the weights of ConvLSTM module are adjusted based on the pretrained hidden state from the first stage. The training weights from the second stage along with learned initial hidden state from the first stage are used during testing. It enables the ConvLSTM to adapt to the sequence faster, resulting in superior performance as shown in Sec. 5.2. The weights are updated for every frame to optimize for training speed and memory footprint (i.e. truncated BPTT with window size of 1).

Although this technique is effective for a large dataset with long sequences, it can result in overfitting when updating the weights per single image. To alleviate this issue, we also train in batches during the second stage. This allows us to update the batch statistics and average the gradients. This greatly benefits the generalization. Not all sequences have the same length, therefore we first divide the original video sequences into smaller “sub-sequences” for training, and load multiple random “sub-sequences” in parallel afterwards. This whole procedure is depicted in Fig. 3. The batch is shown by the dotted blue rectangle. The influence of the sequence length is evaluated in Sec. 5.2.

4.3. Implementation Details

Hyperparameters. The weights $\nu$ and $\lambda$ are respectively used for the smoothing and sparsity loss in Eq. 11. The former is set to 0.001 while the latter is iteration dependent. In fact, $\lambda(i)$ changes during training to prevent overfitting on a low number of LiDAR points. We start with the view-synthesis loss and smoothing loss first and gradually increase the influence of the sparsity loss afterwards. This
Figure 4. Qualitative results on the KITTI Eigen split. Our self-supervised recurrent method generates more accurate depth maps compared to competing methods [16, 44, 17, 54, 50, 49], especially for small objects like poles, tree trunks and traffic signs.

happens linearly with the number of iterations \( i \), such that
\[
\lambda(i) = 10^{-2} \cdot \min(1, 10^{-3} \cdot i).
\]
After all, the network should be prevented from learning the identity function in order to discover semantics and depth.

**Training Details.** For all experiments, we use a batch size of 12, with the Adam optimizer and a learning rate of \( 10^{-4} \). The images are resized to a resolution of 192x640 as in Monodepth2 [16] baseline. Training takes 10 epochs for the first stage, while we finetune on sequences during the second stage for 20 epochs. For the encoder, we used pre-trained ImageNet [26] weights. This is important to achieve competitive results as in [31, 48, 16, 37]. All the other weights are initialized with He initialization [19], except for the biases of the convolution layer at the forget gate. To make the ConvLSTM focus on the hidden state at the start of training, we set the biases to 1 as in [23]. We replaced the Tanh activations in the ConvLSTM with ELU [6] in order to match the scale with the output of encoder (Eq. 13).

5. Experiments

To show the effectiveness of our approach, we address the previously defined conditions in Sec. 3: 1) the supervised depth prediction setup with raw LiDAR ground truth, 2) the self-supervised depth prediction setup and 3) the self-supervised depth completion setup. For each case, numbers are reported on the KITTI dataset in order to evaluate with other monocular depth estimation methods. We consider Monodepth2 [16] as our baseline in the following self-supervised depth estimation experiments. The supervised depth prediction and self-supervised depth completion experiments are evaluated on the Eigen split defined by Eigen et al. [8]. This split contains 28 raw KITTI sequences for training, 5 sequences for validation and 28 sequences for testing, all with variable length. Our approach is not limited to the fixed sequence length adopted during training. To show this generalization towards longer sequences, we always evaluate on the complete video sequences during testing. Only for the self-supervised depth prediction task, we use a filtered version in order to leave out static frames, as defined by Zhou et al. [52]. Furthermore, to achieve absolute depth, our predictions are rescaled with the median ground truth depth per frame, as done in previous works [16, 3, 52, 37, 31, 44]. It is worth noting that the predictions of the self-supervised depth completion setup do not require re-scaling since the sparsity loss (Eq. 11) enables the predictions to be scale-aware. The quantitative results are reported on the selected 697 frames from the 28 test sequences unless mentioned otherwise. In all our experiments, we cap the maximum predictions of all networks to 80m.

5.1. Analysis

In this section, we discuss the qualitative and quantitative results. We achieve superior performance for our approach compared to the baseline in two setups. We also achieved a new state-of-the-art for both self-supervised setups, proving its effectiveness.

**Supervised Depth Prediction.** The quantitative results are shown in the Table 5. Performing regression towards the
re-projected LiDAR points is not ideal, due to the noisy LiDAR data. We hypothesize that our recurrent approach can add consistency in this case, resulting in more accurate predictions (-0.172m RMSE). This can be supported by 1) only marginal improvement is observed, when training on the corrected KITTI ground truth (dense), 2) $\delta_1$ is considerably higher (+1%) than in our baseline supporting our claim. In this setup we are still outperformed by Fu et al. [12]. However, they use a complex network architecture with fully connected layers, which is not applicable to real-time depth prediction tasks, as in autonomous driving.

**Self-Supervised Depth Prediction** We report the results in Table 5 which shows that our method outperforms recent state-of-the-art methods, and especially the online adaptation method by Ranjan et al. [37] given the fact that their method requires weight updates during testing and instance masks as inputs. We also improve over our baseline by a large margin (-0.213m RMSE). The qualitative results are depicted in Fig. 4. The baseline method only use short-range video information when computing the view-synthesis loss, while our method leverages longer-range temporal information. Highly reflective surfaces (e.g. mirrors) or dynamic objects can still cause problems due to limitations of the self-supervision loss.

**Self-Supervised Depth Completion.** We perform experiments with three sparse patterns as defined in Sec. 3.3. For all patterns, we compare our recurrent method to its image-based counterpart. Since our method also uses the input patterns of 64 LiDAR lines by Velodyne HDL-64E, we report the results on the common 652 images of Eigen set [3] and the KITTI depth benchmark dataset for which the corrected ground truth are available. The results are reported in Table 2. The table shows that the proposed recurrent learning framework outperforms its image-based counterpart for all three different sparse patterns. Our method also outperforms the state-of-the-art self-supervised depth completion method [33]. In addition to the use of longer-range temporal information, the better performance can also be attributed to the good features of our baseline Monodepth2: pixel-wise masking of the loss and better strategy to handle occlusions.

In Fig. 6 we evaluate the performance of our method as a function of the number of sparse points in $D_{\text{rand}}$ and the number of scanning lines in $D_{\text{line}}$. As expected, our method benefits from having denser depth samples as the inputs for both evaluated scenarios. Our recurrent framework is able to exploit the spatial and temporal structures of the scenes in the case of sparse points and scanning lines as well and consistently outperforms its frame-based counterpart. The improvement in RMSE score drops as number of input points increases. When supervision from LiDAR gets stronger, the reliance on other sources decreases.

### Table 1. Results for supervised depth prediction and self-supervised depth prediction.

| Method               | Input Method | $\downarrow$ RMSE | $\downarrow$ RMSE(log) | $\downarrow$ Abs Rel Diff | $\downarrow$ Sq Rel Diff | $\uparrow$ $\delta < 1.25$ | $\uparrow$ $\delta < 1.25^2$ | $\uparrow$ $\delta < 1.25^3$ |
|----------------------|--------------|-------------------|------------------------|----------------------------|--------------------------|-----------------------------|-----------------------------|-----------------------------|
| Eigen et al. [9]     | Image-based  | 7.156             | 0.270                  | 0.215                      | 1.515                    | 0.692                       | 0.899                       | 0.967                       |
| Liu et al. [50]      | Image-based  | 6.986             | 0.289                  | 0.217                      | 1.841                    | 0.647                       | 0.882                       | 0.961                       |
| Wang et al. [45]     | Image-based  | 5.106             | 0.211                  | 0.128                      | 0.908                    | 0.836                       | 0.943                       | 0.977                       |
| Kuznetsov et al. [27]| Image-based  | 4.621             | 0.189                  | 0.113                      | 0.741                    | 0.862                       | 0.960                       | 0.986                       |
| Yang et al. [48]     | Image-based  | 4.442             | 0.187                  | 0.097                      | 0.734                    | 0.888                       | 0.958                       | 0.980                       |
| Guo et al. [18]      | Image-based  | 4.422             | 0.183                  | 0.105                      | 0.717                    | 0.874                       | 0.959                       | 0.983                       |
| Fu et al. [12]       | Image-based  | 3.714             | 0.161                  | 0.099                      | 0.593                    | 0.897                       | 0.966                       | 0.986                       |
| Ours w/o recurrent   | Image-based  | 4.320             | 0.185                  | 0.113                      | 0.711                    | 0.874                       | 0.956                       | 0.986                       |
| Ours                 | Image-based  | 4.148             | 0.172                  | 0.102                      | 0.655                    | 0.884                       | 0.966                       | 0.987                       |
| SFMLearner [52]      | Image-based  | 6.709             | 0.270                  | 0.183                      | 1.595                    | 0.734                       | 0.902                       | 0.959                       |
| GeoNet [49]          | Image-based  | 5.567             | 0.226                  | 0.149                      | 1.060                    | 0.796                       | 0.935                       | 0.975                       |
| DDVO [44]            | Image-based  | 5.583             | 0.228                  | 0.151                      | 1.257                    | 0.810                       | 0.936                       | 0.974                       |
| CC [37]              | Image-based  | 5.464             | 0.226                  | 0.148                      | 1.149                    | 0.815                       | 0.935                       | 0.973                       |
| EPC++ [51]           | Image-based  | 5.350             | 0.216                  | 0.141                      | 1.029                    | 0.816                       | 0.941                       | 0.976                       |
| Struct2depth [3]     | Image-based  | 5.291             | 0.215                  | 0.141                      | 1.026                    | 0.816                       | 0.945                       | 0.979                       |
| Monodepth2 [16]      | Image-based  | 4.863             | 0.193                  | 0.115                      | 0.903                    | 0.877                       | 0.959                       | 0.981                       |
| Struct2depth(Online) | Image-based  | 4.750             | 0.187                  | 0.109                      | 0.825                    | 0.874                       | 0.958                       | 0.982                       |
| Ours                 | Image-based  | 4.650             | 0.187                  | 0.111                      | 0.821                    | 0.883                       | 0.961                       | 0.982                       |

### Table 2. Results of self-supervised depth completion.

| Input Method | $\downarrow$ RMSE | $\uparrow$ $\delta < 1.25$ |
|--------------|-------------------|-----------------------------|
| $D_{\text{rand}}$ | Image-based | 2.885                       | 0.970                       |
| $D_{\text{rand}}$ | Recurrent        | 2.738                       | 0.973                       |
| $D_{\text{line}}$ | Image-based      | 2.750                       | 0.962                       |
| $D_{\text{line}}$ | Recurrent        | 2.586                       | 0.968                       |
| $D_{\text{line}}$ | Ma et al. [33]   | 1.922                       | 0.985                       |
| $D_{\text{line}}$ | Image-based      | 1.653                       | 0.988                       |
| $D_{\text{line}}$ | Recurrent        | 1.592                       | 0.990                       |
5.2. Ablation Study

Pretrained Initial Hidden State. We compare zero-initialized training strategy with ours and report the results over KITTI sequences in Fig. 5. The figure shows that training the initial hidden state as a variable is more effective than using zeros as initial states. The pretrained initial state helps to speed up adaptation and improves generalization at the beginning of a sequence. For example, we observe better initial predictions for the recurrent model with a learnable initial hidden state in sequence 16 and 47 of Fig. 5 than with the zero initialization. However, in sequence 101 we show a counter example. Interestingly, the network is still able to outperform the baseline over time in this sequence. As one can see from the figure, our training strategy achieves considerable and consistent improvement over the zero-initialized training after certain number of frames.

Activation Functions. The Tanh activation was introduced in LSTMs to deal with vanishing gradient problem in very long sequences. Intuitively, we expect to see better results with activations which preserve the input range. This is not the case for Tanh. The scale of Tanh does not match the scale of the input, a necessity for concatenation of the input with the hidden state. We evaluate the effect of different activation functions operating on the states inside the ConvLSTM. The results are shown in the Table 3. In our case, Tanh is inferior to ELU [6], ReLU [36] and even to no activation. The lowest RMSE score is achieved with ELU.

Training Sequence Length. The effect of the length of the training sequence is shown in Table 3. Experiments show that sequence length of 30 strikes a good balance between performance and cost. Using short sequences leads to worse results; using longer ones does not boost the performance further. Training on very long sequences, 100 or higher, achieves similar results. This means that the ConvLSTM is able to capture temporal information by propagating the hidden state through the whole sequence. The LSTM was after all specifically designed to handle long sequences.

6. Conclusion and Future Work

This work has introduced a novel method for estimating time series of depth maps for monocular video and optionally sparse depth. Our method exploits the spatio-temporal structures over data frames both at train and test time for accurate depth maps. Specifically, a recurrent framework has been developed and evaluated for three different tasks: supervised depth prediction, self-supervised depth prediction and self-supervised depth completion. For both self-supervised scenarios, we outperform current SOTA methods significantly on the KITTI dataset. Extensive experiments show the important parameters for our proposed training procedure. An interesting future direction is to adopt our proposed training strategy for self-supervised depth prediction to reliably update the networks weights in an online fashion.
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