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Abstract—The explosion of e-commerce has caused the need for processing and analysis of product titles, like entity typing in product titles. However, the rapid activity in e-commerce has led to the rapid emergence of new entities, which is difficult to be solved by general entity typing. Besides, product titles in e-commerce have very different language styles from text data in general domain. In order to handle new entities in product titles and address the special language style problem of product titles in e-commerce domain, we propose our textual entailment model with continuous prompt tuning based hypotheses and fusion embeddings for e-commerce entity typing. First, we reformulate the entity typing task into a textual entailment problem to handle new entities that are not present during training. Second, we design a model to automatically generate textual entailment hypotheses using a continuous prompt tuning method, which can generate better textual entailment hypotheses without manual design. Third, we utilize the fusion embeddings of BERT embedding and CharacterBERT embedding with a two-layer MLP classifier to solve the problem that the language styles of product titles in e-commerce are different from that of general domain. To analyze the effect of each contribution, we compare the performance of entity typing and textual entailment model, and conduct ablation studies on continuous prompt tuning and fusion embeddings. We also evaluate the impact of different prompt template initialization for the continuous prompt tuning. We show our proposed model improves the average F1 score by around 2% compared to the baseline BERT entity typing model.

Index Terms—continuous prompt tuning, textual entailment model, characterBERT, e-commerce entity typing

I. INTRODUCTION

Nowadays, the boom of e-commerce has led to an increasing preference for online shopping. E-commerce platforms offer a wide variety of products. In order to better manage products and provide services to customers, such as classifying products and recommending products to customers, e-commerce platforms need to understand entities in the product titles, such as brand names (Apple, Nike, etc.), product names (iPhone, shoes, etc.) and other features (colors, sizes, etc.). This task is usually formulated as entity typing, which is to classify the entity types given the entity and context. For example, a product title ‘NAGANO Set of 2 Chairs’ in Table I has ‘NAGANO’ as a brand name and ‘Chairs’ as a product name. Thus the entity typing task is to classify ‘NAGANO’ and ‘Chairs’ into ‘brand name’, ‘product name’ or ‘feature’ based on the entire product title.

| Product Titles^a                      |
|-------------------------------------|
| NAGANO Set of 2 Chairs              |
| Maison Louis Marie Perfume Oil Discovery Set |
| Hugo Boss (Dark Blue for Men 2.5 Oz) EDT |
| (100% Cotton) Unpaper Towels - Cheeks Ahoy |

^aItalics indicates brand; Bold indicates product; Bracket indicates feature.

Traditional approaches treat entity typing as a text classification problem with a pre-defined label set. However, new brands, products and features are emerging all the time on e-commerce platforms. For example, ‘iPhone 13 Pro Max’ was released in September 2021 so the entity name ‘iPhone 13 Pro Max’ will not appear in product titles before September 2021. Previous entity typing methods lack the flexibility to welcome new entities and require a large amount of training data to obtain decent performance.

Thus, in this paper we propose a novel approach to formulate entity typing as a textual entailment problem. This textual entailment formulation gives our model the ability to easily adapt to new entities [1]. A textual entailment model is to determine whether two text fragments have a relationship in a sense that one fragment implies the other, that is, whether the two text fragments are entailment or not [2]. In our work, we formulate the textual entailment model by using the product title as one fragment of text and hypotheses with unfilled slots for entities to be classified as the other fragment of text. So the textual entailment task is to determine whether the product title and the hypotheses with entities to be classified are entailment or not. For example, when the product title is ‘Nike Mens Sportswear Aimoji Hoodie’, the entity to be classified is ‘Hoodie’ and entity labels are directly used as hypotheses, the textual entailment model input will be ‘Nike Mens Sportswear Aimoji Hoodie [SEP] Hoodie is a brand name/ product/ feature’, where ‘is a brand name/ product/ feature’ is the hypotheses.

Designing the hypotheses is the most essential thing in the textual entailment task [1]. Normally people will manually design multiple templates for experiments, and then choose the templates with best experimental performance. Previous works usually convert labels or dictionary explanations into hypotheses with human-designed templates as shown in Table I.
TABLE II: Examples of human designed hypotheses for our textual entailment models.

| Labels  | Example Hypotheses Using Label Names | Example Hypotheses Using Label Dictionary Explanations |
|---------|-------------------------------------|------------------------------------------------------|
| Brand   | ‘entity’ is a brand name             | ‘entity’ is a band name, which is a type of things manufactured by a particular company under a particular name |
| Product | ‘entity’ is a product               | ‘entity’ is a product, which is an article or substance that is manufactured or refined for sale |
| Feature | ‘entity’ is a feature               | ‘entity’ is a feature, which is a distinctive attribute or aspect of something |

II. However, the model performance cannot be guaranteed to be satisfactory using human designed hypotheses. Not to mention that it requires a lot of human effort and domain knowledge to design and test these templates. Therefore, we propose a special continuous prompt tuning method on BERT to automatically find the best hypotheses for textual entailment models. Prompt tuning is the process of creating prompt templates (hypotheses in our case) that result in the most effective performance on the downstream tasks, and continuous prompt tuning is to directly create prompt templates in the embedding space rather than creating prompt templates that human can understand [3]. To the best of our knowledge, our work is the first to utilize continuous prompt tuning to design textual entailment hypotheses for entity typing.

Besides, product title data has its own language styles which are different from text data in general domain. Most product titles are not complete sentences, but phrases or a bunch of keywords which summarize and describe products. For example, ‘Trendy Apple Sports iWatch Band’ is a phrase and ‘Zebra Sarasa Retractable Gel Pen — Blue — Medium 0.7 mm’ is a set of keywords. Also, many special abbreviations like ‘Pcs’ in ‘INGCO 142 Pcs combination tools set’, self-made words like ‘Fashern’ in ‘Fashern snake skin print rebecca set’ and translated words like ‘GaGaZui’ in ‘GaGaZui Green Bean Sweet Spicy Flavor 33g * 30 bags 990g’ are in product titles. In order to adjust to these e-commerce domain special language styles, we utilize fusion embeddings of BERT and CharacterBERT [4], which is a character-level language model that includes a Character-CNN module to represent entire words by deliberating their characters rather than using predefined word-piece vocabularies from general domain as in BERT [5]. By using fusion embeddings of BERT embedding and CharacterBERT embedding, the special language styles of product titles and the tokens that do not appear in the predefined word-piece vocabularies can be handled better.

In this paper, we propose Continuous Prompt Tuning based Textual Entailment Model (CTM) to handle new entities in product titles, automatically generate optimized textual entailment hypotheses and address the special language styles problem of e-commerce domain. Our primary contributions include:

- Formulating entity typing in product titles into a novel textual entailment problem and building the textual entailment model hypotheses using continuous prompt tuning methods: The textual entailment formulation provides model with the ability to handle new entities that are not present in training set.
- Building a continuous prompt tuning model for BERT and characterBERT: The continuous prompt tuning model saves human effort to design textual entailment hypotheses and is able to automatically build better hypotheses.
- Utilizing the fusion embeddings of BERT embedding and CharacterBERT embedding: The fusion embeddings of BERT embedding and CharacterBERT embedding allow our proposed CTM model to handle the special language styles of e-commerce product titles.

The paper is structured as follows: in Section II we introduce recent works on applications of textual entailment model, different types of prompt tuning methods and character-level language models; in Section III we describe our proposed CTM model in detail; in Section IV we illustrate our dataset and experimental details and analyze the experimental results; in Section V we summarize the contents of our paper. Our codes are available at GitHub link.

II. RELATED WORK

Textual entailment problem is a frequently studied task, and both prompt learning and character-level language models are very popular in recent years.

Textual entailment model was first proposed as a natural language processing task by [6] in 2005. Recently, lots of work has been studied for converting a classification task into a textual entailment problem. For example, [7] converts a relation classification task into a textual entailment problem, where the hypotheses are relation descriptions. [1] treats the zero shot text classification task as a textual entailment problem, so that their model can achieve knowledge from other entailment datasets. [8] frames the fine-grained classification of socio-political events into a textual entailment problem, whose task is that given a text and a event class, the model should decide whether the text describes the event of the given class. The textual entailment problem has great potential because the changes and design of hypotheses can bring about many model modifications and improvements. In our work, we convert an entity typing task into a textual entailment problem to deal with new entities that are not present in training data and better exploit contextual information and textual entailment hypotheses.

Since the publication and popularity of GPT-3 [9], prompt learning has been payed great attention to. As mentioned in [3], prompt tuning is the phase of creating effective prompt templates for downstream tasks, which is one of the
most important phases of prompt learning. Prompt tuning can be classified into hand-crafted prompt tuning and automated prompt tuning. Many famous work has exploited hand-crafted prompt tuning, like GPT-3 [9], T5 [10], LAMA [11], CTRL [12], etc. Manually designed prompt templates do not require computational resources and work well in many cases. However, exploring optimal prompt templates via hand-crafted prompt tuning is hard and requires time and domain knowledge. Thus, automated prompt tuning is proposed to solve these problems. Automated prompt tuning can be further classified into discrete prompt tuning and continuous prompt tuning. Discrete prompt tuning is to automatically design prompt templates in discrete space that are natural languages human can understand. For example, AutoPrompt [13] and AdvTrigger [14] are methods based on a gradient-guided search to automatically create discrete prompt templates; [15] proposes mining-based and paraphrasing-based methods to automatically generate discrete prompt templates. Continuous prompt tuning (also known as soft-prompt tuning) is to create prompt templates in embedding space. For example, WARP [16] is a method based on adversarial reprogramming to learn task-specific word embeddings and create continuous prompt templates; prefix-tuning [17] builds continuous prompts by tuning a small continuous task-specific vector and keeping language model parameters frozen; soft-prompt tuning [18] is a simplification of prefix-tuning which directly tunes the embeddings of the prepended tokens. There are many other excellent prompt tuning works, such as [19]–[29] and so on. Prompt learning has an effect comparable to or even better than fine-tuning on large language models such as GPT-3 and T5 [17], [18] and smaller language models like [30]. The success of prompt learning inspires us to apply the idea of continuous prompt tuning to design textual entailment hypotheses for entity typing task. It should be noted that most of the previous research on prompt learning investigate for zero-shot/few-shot experiments, while a few studies focus on generating templates using prompt tuning for other tasks. CONAN [31] uses continuous patterns for textual entailment model by using a set of fresh tokens to separate the two text fragments in textual entailment models. In CONAN, the fresh tokens are randomly initialized without any further training or tuning, while in our work our hypotheses are tuned to optimal. [32] applies prompt learning to entity typing, but they use a more typical prompt learning pipeline, which includes label words construction and prompt templates design. In [32], they use confidence scores of all the label words to construct the final score of the particular entity type in mask language modeling. In our work, we first use continuous prompt tuning to design optimal textual entailment hypotheses. After obtaining the optimized textual entailment hypotheses, we apply these hypotheses to a textual entailment model, which is reformulated from entity typing task, using a fine-tuning paradigm.

Many character-level language models based on different methods have been proposed to tackle the problem caused by subword-level models. [33] introduces a hierarchical RNN based character-level language model. [34] proposes a model to apply a CNN and a highway network over characters, whose output is sent to a LSTM language model. CharacterBERT [4] utilizes a Character-CNN module to represent tokens by their characters; CharBERT [35] uses context string embeddings and a heterogeneous interaction module to obtain character representations; CharFormer [36] use a soft gradient-based subword tokenization module to learn subword representation from characters. Canine [37] is a neural encoder that operates directly on character sequences without subword tokenization or vocabulary. We utilize the fusion embedding of BERT embedding and characterBERT embedding to address the special language styles of e-commerce product titles.

III. METHODS

In this work, we reformulate the entity typing task in product titles into a textual entailment problem. To save human effort and improve model performance, we utilize continuous prompt tuning to automatically create optimized hypotheses for the textual entailment model. Additionally, we fuse embeddings of BERT embedding and characterBERT embedding to acclimate to special language styles of product titles.

In this section, we first give a problem formulation of the entity typing task and the textual entailment task (III-A), followed by details of our model architecture, including textual entailment model (III-B), continuous prompt tuning (III-C) and fusion embedding (III-D). The model architecture is shown in Fig. 1.

A. Problem Formulation

Given a product title \( x \) and an entity \( e \) which is a substring of \( x \), the original entity typing task is to classify the entity \( e \) into an entity type \( y \in \{ \text{‘brand’, ‘product’, ‘feature’} \} \) for each input product title \( x \). For example, in the product title ‘Nike Mens Sportswear Aimoji Hoodie’, the entity ‘Hoodie’ should be classified as product rather than brand name or features.

In order to format the entity typing task into a textual entailment problem, we concatenate the product title \( x \), the entity \( e \) and the hypothesis \( h \) for different classes together and send them into the textual entailment model. The new input to the textual entailment model is formulated as follows:

\[
x_{\text{new}} = [CLS], x, [SEP], e, h,
\]

where \( h \in \mathbb{H} \), and \( \mathbb{H} \) is the hypotheses set with one hypothesis for each class. The objective of the textual entailment model is to predict whether the two text fragments of the concatenated new input is entailment or not, which is to classify the new input \( x_{\text{new}} \) into a binary class \( y_{\text{new}} \in \{ \text{‘entailment’, ‘non-entailment’} \} \).

B. Textual Entailment model

In order to train a textual entailment model, we need to construct positive/negative entailment pairs. For the positive pairs, we concatenate the sentence-entity pair and the hypothesis from its ground truth label as the positive entailment example. For negative pairs, we randomly select one hypothesis from
negative labels to construct ‘non-entailment’ example. For example, ‘Nike Mens Sportswear Aimoji Hoodie [SEP] Hoodie is a brand’ is an entailment example, while ‘Nike Mens Sportswear Aimoji Hoodie [SEP] Hoodie is a product’ is an entailment example, and ‘Nike Mens Sportswear Aimoji Hoodie [SEP] Hoodie is a brand name’ and ‘Nike Mens Sportswear Aimoji Hoodie [SEP] Hoodie is a feature’ are non-entailment examples.

During training, we train the textual entailment model with the cross entropy loss on the constructed positive and negative entailment pairs. For the inference, we concatenate each test example with hypothesis from different classes and we choose the class with the highest probability as the predicted entity type.

C. Continuous Prompt Tuning

Inspired by soft prompt tuning [18], we design a novel continuous prompt tuning method to obtain optimized hypotheses for the textual entailment task.

Given a product title with $n$ tokens $x = \{x_1, \ldots, x_n\}$ and the corresponding entity with $m$ tokens $e = \{e_1, \ldots, e_m\}$, the embedding matrix $X_e \in \mathbb{R}^{(n+m) \times d}$ is obtained by the language model, where $X \in \mathbb{R}^{n \times d}$ is the embedding matrix of the product title $x$, $E \in \mathbb{R}^{m \times d}$ is the embedding matrix of the entity $e$ and $d$ is the dimension of the embedding space. The continuous prompt template (hypothesis) $h$ is represented as $H \in \mathbb{R}^{p \times d}$, where $p$ is the length of the prompt tokens. Then the embedding matrix $X_e$ and the prompt matrix $H$ are concatenated as $[X_e; H] \in \mathbb{R}^{(n+m+p) \times d}$ to be the input embedding of the language model. The prompt tuning phase is then modeled as a masked language modeling. During the fine-tuning of the masked language modeling, the parameters $\theta$ of the language model are frozen, and the only tunable parameters are the embedding matrix $H$ of the hypothesis. For each class, the optimized embedding matrix $H_{new} \in \mathbb{R}^{p \times d}$ of one hypothesis is generated by using all training data in this class. Later these embedding matrices will be used as the optimized hypotheses in the textual entailment model.

The initialization of the hypotheses is critical to the continuous prompt tuning and the textual entailment model performance. We use different lengths and different types of the hypotheses initialization. The first type of hypotheses is
directly using class labels to formulate the initialized hypotheses. The length of the hypotheses is 3 and the hypotheses are ‘is a brand/ is a product/ is a feature’. The second type of hypotheses is converted from dictionary explanations of the class labels. The length of the hypotheses is 14 and the initialized hypotheses are ‘is a brand, which is a type of things manufactured by a particular company/ is a product, which is an article or substance manufactured or refined for sale/ is a feature, which is a distinctive attribute or a special aspect of something’. Different initialization of the hypotheses leads to different model performance.

D. Fusion Embeddings

For CharacterBERT, each token is converted into a sequence of characters and then represented as a 50-dimension input tensor. This 50-dimension input tensor can be considered similar to input id in BERT framework. Then a Character-CNN module will be used to project the 50-dimension input tensor into a 768-dimension CharacterBERT embedding representation which is selected to be dimensionally aligned with BERT.

Although BERT and CharacterBERT use different ways to process input, they can handle the same input in their own way and obtain output of the same dimension. Thus, the optimized hypothesis using BERT embedding \( H_{\text{newBERT}} \) and the optimized hypothesis using CharacterBERT embedding \( H_{\text{newCharacterBERT}} \) for each class can be obtained by applying continuous prompt tuning separately on BERT model and CharacterBERT model. Then \( H_{\text{newBERT}} \) should be concatenated to the BERT embedding of the product title and the entity, and the concatenated new BERT embedding should be fed into the BERT model for a better contextual embedding. Similarly, \( H_{\text{newCharacterBERT}} \) should be concatenated to the CharacterBERT embedding of the product title and the entity, and the concatenated new CharacterBERT embedding should be fed into the CharacterBERT model.

After obtaining the better contextual BERT embedding and CharacterBERT embedding, we use different fusion methods to obtain the fusion embedding of BERT embedding and CharacterBERT embedding. The same embedding dimension of CharacterBERT and BERT allows diverse fusion methods to be tried. We tried two simple but effective fusion methods: 1). concatenating ‘[CLS]’ BERT embedding \( V_{\text{BERT}} \) and weighted ‘[CLS]’ CharacterBERT embedding \( V_{\text{CharacterBERT}} \), and 2). adding ‘[CLS]’ BERT embedding \( V_{\text{BERT}} \) to weighed ‘[CLS]’ CharacterBERT embedding \( V_{\text{CharacterBERT}} \). We use ‘[CLS]’ embedding because ‘[CLS]’ embedding is considered to accommodate sentence information.

For the first fusion method, the fusion embedding for one sample is

\[
V_{\text{new}} = [V_{\text{BERT}} + \alpha \cdot V_{\text{CharacterBERT}}].
\]

For the second method, the fusion embedding for one sample is

\[
V_{\text{new}} = V_{\text{BERT}} + \alpha \cdot V_{\text{CharacterBERT}}.
\]

The fusion embedding shape for a batch is \([\text{batch size}, 2\times\text{hidden size}]\). The fusion embeddings of input are then fed into two-layer MLPs for textual entailment classification.

In summary, as in Fig. 1, the input of STEP 1 is \( x_{\text{new}} \) in (1), which is the new input for the textual entailment formulation and the output of STEP 1 is the optimized hypothesis using BERT embedding \( H_{\text{newBERT}} \) and the optimized hypothesis using CharacterBERT embedding \( H_{\text{newCharacterBERT}} \). The input of STEP 2 is \( x, e, H_{\text{newBERT}} \) and \( H_{\text{newCharacterBERT}} \), and the output of STEP 2 is the probability of the input to be entailment.

IV. Experiments and Results

In this section, we compare the performance of our proposed CTM model and the baseline models on a product title dataset. Then we compare model performance of entity typing and textual entailment model on test set and novel entity set and conduct a series of ablation studies to investigate the effect of each contribution. Through the experiments and performance comparison, we aim to answer the following research questions regarding our proposed continuous prompt tuning based textual entailment model:

- RQ1. Does the textual entailment formulation have better ability to handle new entities compared with the original entity typing task?
- RQ2. Does the different hypotheses selection affect the performance of the textual entailment model?
- RQ3. Does the hypotheses obtained by prompt tuning work better than hand-crafted hypotheses? Do different initialized hypotheses for prompt tuning have different effect on model performance?
- RQ4. Does using the fusion embedding work better than using BERT embedding alone or using CharacterBERT embedding alone?

A. Dataset

The raw data is provided by Huski.ai\(^1\). We randomly select 10,000 English product titles from the raw data, and hire three workers to label each token in product titles as one of the brand name, product/ product name, feature or others. We then filter the data by following steps: 1) reformulate data into a ‘entity type, entity, product title’ format for each annotator; 2) preserve samples that at least two annotators agree with and discard other samples; 3) manually double check whether the annotations of the preserved samples conform to common sense and discard clearly mislabeled data. After filtering, the training set has 2324 samples in total with 797 ‘brand’, 700 ‘product’ and 827 ‘feature’, and the test set has 1317 samples in total with 360 ‘brand’, 437 ‘product’ and 520 ‘feature’. We also create a novel entity set, which is filtered from the

\(^1\)https://huski.ai
test set, only with new entities that are not present in training set. The novel entity set has 572 samples in total with 267 ‘brand’, 135 ‘product’ and 170 ‘feature’. This novel entity set is used to compare the ability to handle new entities between the entity typing task and the textual entailment formulation. Sample data is shown in Table I.

### B. Experimental Setup

All the experiments are conducted on one Tesla P100 GPU. The models are based on BERT or CharacterBERT, whose hidden_size is 768. We use two-layer MLPs for classification, with ReLU activation functions and the size of each hidden layer being 100 and 50. For our proposed CTM model, when prompt initialization is converted from class labels and using addition for fusion embeddings, \( \alpha = 1.0072 \), \( \max _ \text{seq} = 64 \), \( \text{batch} \_ \text{size} = 64 \), \( \text{learning} \_ \text{rate} = 1e - 5 \), \( \text{epoch} = 4 \); when prompt initialization is converted from class labels and using concatenation for fusion embeddings, \( \alpha = 1.0068 \), \( \max _ \text{seq} = 32 \), \( \text{batch} \_ \text{size} = 32 \), \( \text{learning} \_ \text{rate} = 1e - 5 \), \( \text{epoch} = 7 \); when prompt initialization is converted from dictionary explanations and using addition for fusion embeddings, \( \alpha = 1.0083 \), \( \max _ \text{seq} = 64 \), \( \text{batch} \_ \text{size} = 4 \), \( \text{learning} \_ \text{rate} = 1e - 5 \), \( \text{epoch} = 10 \); when prompt initialization is converted from dictionary explanations and using concatenation for fusion embeddings, \( \alpha = 1.0063 \), \( \max _ \text{seq} = 64 \), \( \text{batch} \_ \text{size} = 8 \), \( \text{learning} \_ \text{rate} = 1e - 5 \), \( \text{epoch} = 5 \). Hyperparameters for all the models are reported in Table III, Table IV and Table V.

### C. Experimental Results and Analysis

Table VI exhibits the F1 score performance comparison between our proposed CTM models with different fusion methods and prompt initialization and the baseline entity typing model. Any version of our CTM model has better model performance compared to the entity typing model, and CTM with concatenation as fusion method and dictionary explanations as prompt initialization has the best performance in general.

To analyze the contributions of different components in our proposed CTM model, we compare model performance of entity typing and textual entailment model on test set and novel entity set, and perform ablation studies on prompt tuning and fusion embedding on test set. We show class F1 scores and average F1 score of the models in Tables VI, VII, VIII and IX.

#### Textual Entailment Formulation (RQ1, RQ2)

In order to compare the ability to handle new entities between entity typing formulation and textual entailment formulation, we conduct comparative experiments between entity typing formulation and textual entailment formulation on both test set and novel entity set. Besides, we also conduct experiments on textual entailment model with different hand-crafted hypotheses to verify the different impact of different hypotheses. The regular entity typing model is used as a baseline model, and BERT is used as a backbone model for both entity typing and textual entailment model.

As in Table VII, on test set the average F1 score of the textual entailment reformulation with labels as hypotheses is 0.23% lower than the average F1 score of the general entity typing task and the average F1 score of the textual entailment model with dictionary explanations as hypotheses is 0.53% higher than that of the general entity typing; on the novel entity set the average F1 score of the textual entailment models with labels as hypotheses is 0.88% higher than the average
TABLE VI: F1 score comparison between our proposed CTM models and the baseline model.

| Hypotheses / Initialization | Model         | Brand | Product | Feature | Average |
|-----------------------------|---------------|-------|---------|---------|---------|
| Entity Typing               | CTM (add)     | 0.8809| 0.8555 | 0.8931 | 0.8770 |
|                            | CTM (concate) | 0.8776| 0.8587 | 0.8871 | 0.8747 |
| Class Labels                | CTM (add)     | 0.8769| 0.8666 | 0.8946 | 0.8778 |
|                            | CTM (concate) |       |         |         |         |
| Dictionary Explanations     | CTM (add)     | 0.8769| 0.8666 | 0.8946 | 0.8778 |
|                            | CTM (concate) |       |         |         |         |

TABLE VII: Class F1 scores and Average F1 scores for entity typing and textual entailment model with labels / dictionary explanations as hypotheses on test set and novel entity set.

| Dataset          | Model                  | Brand | Product | Feature | Average |
|------------------|------------------------|-------|---------|---------|---------|
| Test Set         | Entity Typing          | 0.8602| 0.8391 | 0.8754 | 0.8595 |
|                  | Textual Entailment (label) | 0.8568| 0.8395 | 0.8605 | 0.8572 |
|                  | Textual Entailment (dictionary) | 0.8776| 0.8451 | 0.8727 | 0.8648 |
| Novel Entity Set | Entity Typing          | 0.8925| 0.7860 | 0.8632 | 0.8601 |
|                  | Textual Entailment (label) | 0.9094| 0.7833 | 0.8693 | 0.8689 |
|                  | Textual Entailment (dictionary) | 0.9139| 0.7985 | 0.8772 | 0.8759 |

TABLE VIII: Class F1 scores and Average F1 scores for CTM and CTM without prompt tuning to evaluate the contribution of prompt tuning. All the results are evaluated on the test set.

| Hypotheses / Initialization | Model                  | Brand | Product | Feature | Average |
|-----------------------------|------------------------|-------|---------|---------|---------|
| Class Labels                | CTM (add)              | 0.8809| 0.8555 | 0.8931 | 0.8770 |
|                            | (w/o) prompt tuning    |       |         |         |         |
|                            | CTM (concate)          | 0.8776| 0.8587 | 0.8871 | 0.8747 |
|                            | (w/o) prompt tuning    |       |         |         |         |
| Dictionary Explanations     | CTM (add)              | 0.8760| 0.8636 | 0.8906 | 0.8778 |
|                            | (w/o) prompt tuning    |       |         |         |         |
|                            | CTM (concate)          | 0.8679| 0.8666 | 0.8946 | 0.8778 |
|                            | (w/o) prompt tuning    |       |         |         |         |

TABLE IX: Class F1 scores and Average F1 scores for CTM and CTM without fusion embedding to evaluate the contribution of fusion embedding. All the results are evaluated on the test set.

| Hypotheses / Initialization | Model                  | Brand | Product | Feature | Average |
|-----------------------------|------------------------|-------|---------|---------|---------|
| Class Labels                | CTM (add)              | 0.8809| 0.8555 | 0.8931 | 0.8770 |
|                            | CTM (concate)          | 0.8776| 0.8587 | 0.8871 | 0.8747 |
|                            | CTM (CharacterBERT only) | 0.8683| 0.8459 | 0.8751 | 0.8633 |
|                            | CTM (BERT only)        | 0.8607| 0.8368 | 0.8799 | 0.8610 |
| Dictionary Explanations     | CTM (add)              | 0.8760| 0.8636 | 0.8906 | 0.8778 |
|                            | CTM (concate)          | 0.8679| 0.8666 | 0.8946 | 0.8778 |
|                            | CTM (CharacterBERT only) | 0.8667| 0.8389 | 0.8776 | 0.8618 |
|                            | CTM (BERT only)        | 0.8850| 0.8492 | 0.8809 | 0.8717 |

F1 score of the general entity typing task and the average F1 score of the textual entailment model with dictionary explanations as hypotheses is 1.58% higher than that of the general entity typing. For test set, the difference of model performance between entity typing and textual entailment is relatively small and the average F1 score of entity typing is even slightly better than textual entailment model with labels as hypotheses. For novel entity set, the model performance improvement obtained by textual entailment formulation is more significant for hypotheses converted from both labels and dictionary explanations. For both sets, the average F1 scores of the textual entailment model with dictionary explanations as hypotheses are higher than that of the textual entailment model with labels as hypotheses.

The more obvious improvement of textual entailment model on novel entity set compared to the improvement of textual entailment model on test set shows that the textual entailment formulation provides model with the ability to better handle new entities. Beside, the format of textual entailment model provides more possibilities for model performance improvement, like the selection of hypotheses. The model performance difference between two hypotheses indicates that different textual entailment hypotheses lead to different model performance, which confirms our previous thinking that model performance cannot always be guaranteed by human-designed hypotheses and indicates the importance of the selection of hypotheses. The textual entailment formulation makes it possible to apply prompt tuning techniques to automatically create optimized hypotheses to improve model performance. **Prompt Tuning (RQ3)** In order to evaluate the contribution of prompt tuning and find out whether the hypotheses obtained by prompt tuning work better than hand-crafted hypotheses, we compare the model performance between our proposed CTM models and the similar models without prompt tuning based hypotheses. Besides, to explore the effect of different prompt initialization for prompt tuning, the experiments are performed on hypotheses and prompt initialization converted from both labels and dictionary explanations.
(a) F1 score improvement of CTM (add) compared to other models. Class labels are used as prompt initialization and textual entailment hypotheses.

(b) F1 score improvement of CTM (concat) compared to other models. Class labels are used as prompt initialization and textual entailment hypotheses.

Fig. 2: F1 score improvement of CTM compared to other models. Class labels are used as prompt initialization and textual entailment hypotheses.

For prompt tuning, as in Table VIII when class labels are used for textual entailment hypotheses and prompt initialization, prompt tuning helps increase average F1 score by 0.30% using addition as fusion method and increase average F1 score by 0.38% using concatenation as fusion method; as in Table VIII when dictionary explanations are used for textual entailment hypotheses and prompt initialization, prompt tuning helps increase average F1 score by 0.99% using addition as fusion method and increase average F1 score by 1.30% using concatenation as fusion method.

Whether using class labels or using dictionary explanations as prompt initialization, the hypotheses obtained by prompt tuning performs better than the hypotheses converted directly from class labels or dictionary explanations by human design, which implies that prompt tuning is effective for model improvement. When applying hypotheses converted from class labels, the model improvement obtained by using prompt tuning is small; when applying hypotheses converted from dictionary explanations, the model improvement achieved by using prompt tuning is greater. One possible explanation is that the dictionary explanations induce longer hypotheses, allowing more parameters to be tuned during the prompt tuning phase. A good prompt template initialization can lead to better model performance.

**Fusion Embedding (RQ4)** In order to compare the model performance between fusion embedding and BERT / CharacterBERT embedding, we conduct experiments on our proposed CTM models and the similar models using BERT embeddings or CharacterBERT embeddings alone on hypotheses and prompt initialization converted from both labels and dictionary explanations. In addition, we build the same architecture for BERT embedding and CharacterBERT embedding, which is using a two-layer MLP classifier for embedding classification, for better comparison.

For fusion embedding, as in Table IX when class labels are used for hypotheses and prompt initialization, fusion embedding using addition/concatenation helps improve average F1 score by 1.37%/1.14% compared to model without BERT and improve average F1 score by 1.60%/1.37% compared to model without CharacterBERT; as in Table IX when dictionary explanations are used for hypotheses and prompt initialization, fusion embedding using addition/concatenation helps improve average F1 score by 1.60% compared to model without BERT and improve average F1 score by 0.61% compared to model without CharacterBERT.

Fusion embedding works much better than BERT embedding or CharacterBERT embedding either using class labels or dictionary explanations as hypotheses and prompt initialization. This is expected because by using fusion embedding, we cover both word-piece-level information and character-level information, which makes the model more adaptable to product title language style and special e-commerce product title vocabulary.

**Summary** The comparison between the entity typing and the textual entailment formulation on test set and novel entity set shows that the textual entailment model is more flexible to new entities that are not present in training set. And the different model performance achieved by applying different hypotheses to the textual entailment model confirms that the selection of hypotheses is essential to textual entailment model performance. Hypotheses obtained using prompt tuning work better than hand-crafted hypotheses, and the proposed models with dictionary explanations as prompt initialization work better than the proposed models with class labels as prompt initialization. Fusion embedding has positive effects on model performance compared to BERT embedding alone and CharacterBERT embedding alone. Fig. 2 and Fig. 3 illustrate performance comparison of ablation studies, showing
the F1 score improvement of CTM compared to other models using class labels and dictionary explanations respectively. The figures emphasize that our proposed CTM models with different initialization and fusion methods outperform almost all other models on test set.

V. CONCLUSIONS

We reformulate an entity typing task in product titles into a novel textual entailment model and utilize the continuous prompt tuning method to automatically create entailment hypotheses. The textual entailment formulation provides model with the ability to better handle new entities that are not present in the training set. And the use of the continuous prompt tuning eliminates the trouble of manually designing hypotheses and creates better hypotheses to increase the model performance. We try different types of prompt templates to initialize the continuous prompt tuning method and analyze the different results obtained. Besides, we apply the fusion embedding of BERT embedding and CharacterBERT embedding to address the different language styles of product titles and special vocabularies in e-commerce. We also implement experiments to compare model performance between entity typing and textual entailment model, and conduct ablation studies on continuous prompt tuning and fusion embedding to analyze the effect of each contribution. The results show that the textual entailment formulation is more flexible to new entities than entity typing task and both continuous prompt tuning and fusion embedding have a positive effect to our model. In conclusion, our proposed CTM model has the ability to deal with new entities and the special language styles of product titles.

ACKNOWLEDGMENT

This work is supported in part by NSF under grants III-1763325, III-1909323, III-2106758, and SaTC-1930941.

Thank Huski.ai\(^2\) for sponsorship and data support.

REFERENCES

[1] Yin, Wenpeng, Jamaal Hay, and Dan Roth. "Benchmarking zero-shot text classification: Datasets, evaluation and entailment approach." arXiv preprint arXiv:1909.00161 (2019).
[2] Korman, Daniel Z., et al. "Defining textual entailment." Journal of the Association for Information Science and Technology 69.6 (2018): 763-772.
[3] Liu, Pengfei, et al. "Pre-train, prompt, and predict: A systematic survey of prompting methods in natural language processing." arXiv preprint arXiv:2107.13586 (2021), unpublished
[4] Hicham El Boukkouri, Olivier Ferret, Thomas Lavergne, Hiroshi Noji, Pierre Zweigenbaum, and Jun’ichi Tsujii. 2020. CharacterBERT: Reconciling ELMo and BERT for Word-Level Open-Vocabulary Representations From Characters. In Proceedings of the 28th International Conference on Computational Linguistics, pages 6903–6915, Barcelona, Spain (Online). International Committee on Computational Linguistics.
[5] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. In Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers), pages 4171–4186, Minneapolis, Minnesota, Association for Computational Linguistics.
[6] Ido Dagan, Oren Glickman, and Bernardo Magnini. 2005. The PASCAL recognising textual entailment challenge. In Proceedings of the First international conference on Machine Learning Challenges: evaluating Predictive Uncertainty Visual Object Classification, and Recognizing Textual Entailment (MLCW’05), Springer-Verlag, Berlin, Heidelberg, 177–190. https://doi.org/10.1007/11736790_9
[7] Abiola Obamuyide and Andreas Vlachos. 2018. Zero-shot Relation Classification as Textual Entailment. In Proceedings of the First Workshop on Fact Extraction and VERification (FEVER), pages 72–78, Brussels, Belgium. Association for Computational Linguistics.
[8] Benjamin J. Radford. 2021. CASE 2021 Task 2: Zero-Shot Classification of Fine-Grained Sociopolitical Events with Transformer Models. In Proceedings of the 4th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text (CASE 2021), pages 203–207, Online. Association for Computational Linguistics.

\(^2\text{https://huski.ai}\)
[9] Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever, and Dario Amodei. 2020. Language models are few-shot learners. In Proceedings of the 34th International Conference on Neural Information Processing Systems (NIPS’20). Curran Associates Inc., Red Hook, NY, USA, Article 159, 1877–1901.

[10] Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi Zhou, Wei Li, and Peter J. Liu. 2020. Exploring the limits of transfer learning with a unified text-to-text transformer. J. Mach. Learn. Res. 21, 1, Article 140 (January 2020), 67 pages.

[11] Benjamin Heinzerling and Kentaro Inui. 2021. Language Models as Knowledge Bases: On Entity Representations, Storage Capacity, and Paraphrased Queries. In Proceedings of the 16th Conference of the Association for Computational Linguistics: Main Volume, pages 1772–1791. Online. Association for Computational Linguistics.

[12] Keskar, Nitish Shirish, et al. “Ctl: A conditional transformer language model for controllable generation.” arXiv preprint arXiv:1909.05588 (2019), unpublished.

[13] Taylor Shin, Yasaman Razeghi, Robert L. Logan IV, Eric Wallace, and Sameer Singh. 2020. AutoPrompt: Eliciting Knowledge from Language Models with Automatically Generated Prompts. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 4222–4235. Online. Association for Computational Linguistics.

[14] Eric Wallace, Shi Feng, Nikhil Kandpal, Matt Gardner, and Sameer Singh. 2019. Universal Adversarial Triggers for Attacking and Analyzing NLP. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), pages 2153–2162, Hong Kong, China. Association for Computational Linguistics.

[15] Zhengbao Jiang, Jun Araki, Haibo Ding, and Graham Neubig. 2021. How Can We Know When Language Models Know? On the Calibration of Language Models for Question Answering. Transactions of the Association for Computational Linguistics, 9:962–977.

[16] Karen Hambardzumyan, Harit Khachatrian, and Jonathan May. 2021. WARP: Word-level Adversarial ReProgramming. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers), pages 4921–4933. Online. Association for Computational Linguistics.

[17] Xiang Li and Percy Liang. 2021. Prefix-Tuning: Optimizing Continuous Prompts for Generation. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers), pages 4582–4597. Online. Association for Computational Linguistics.

[18] Brian Lester, Rami Al-Rfou, and Noah Constant. 2021. The Power of Scale for Parameter-Efficient Prompt Tuning. In Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pages 3045–3059. Online and Punta Cana, Dominican Republic. Association for Computational Linguistics.

[19] Nora Kassner and Hinrich Schütze. 2020. Negated and Misprimed Paraphrased Queries. In Proceedings of the 16th Conference of the European Chapter of the Association for Computational Linguistics: Main Volume, pages 255–269. Online. Association for Computational Linguistics.

[20] Chin-Wei Yeh, Ethan Perez, Aleksandra Piktus, Fabio Petroni, Vladimir Karpukhin, Naman Goyal, Heinrich Kutzler, Mike Lewis, Wen-tau Yih, Tim Rocktäschel, Sebastian Riedel, and Douwe Kiela. 2020. Retrieval-augmented generation for knowledge-intensive NLP tasks. In Proceedings of the 34th International Conference on Neural Information Processing Systems (NIPS’20). Curran Associates Inc., Red Hook, NY, USA, Article 793, 0459–0474.

[21] Tianyu Gao, Adam Fisch, and Danqi Chen. 2021. Making Pre-trained Language Models Better Few-shot Learners. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers), pages 3816–3830. Online. Association for Computational Linguistics.

[22] Fangzhou Gao, Adam Perlman, and Danqi Chen. 2021. Factual Probing Is [MASK]: Learning vs. Learning to Recall. In Proceedings of the 2021 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 5017–5033. Online. Association for Computational Linguistics.

[23] Maria Tsipouroukelli, Jacob L. Menick, Serkan Cabi,SM Eslami, Oriol Vinyals, and Felix Hill. 2021. Multimodal few-shot learning with frozen language models. Advances in Neural Information Processing Systems, 34:200–212.

[24] Yuan Yao, Bowen Dong, Ao Zhang, Zhengyan Zhang, Ruobing Xie, Zhiyuan Liu, Leyu Lin, Maosong Sun, and Jianyong Wang. 2022. Prompt Tuning for Discriminative Pre-trained Language Models. In Findings of the Association for Computational Linguistics: ACL 2022, pages 3468–3473, Dublin, Ireland. Association for Computational Linguistics.

[25] Qi Zhu, Bing Li, Fei Mi, Xiaoyan Zhu, and Minlie Huang. 2022. Continual Prompt Tuning for Dialog State Tracking. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1124–1137, Dublin, Ireland. Association for Computational Linguistics.

[26] Kunxun Qi, Hai Wan, Jianfeng Du, and Haolan Chen. 2022. Enhancing Cross-lingual Natural Language Inference by Prompt-learning from Cross-lingual Templates. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1910–1923, Dublin, Ireland. Association for Computational Linguistics.

[27] Pride Kavumba, Ryo Takahashi, and Yusuke Oda. 2022. Are Prompt-based Models Clueless?. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 2333–2352, Dublin, Ireland. Association for Computational Linguistics.

[28] Xiaolin Liu, Kaixuan Ji, Yicheng Fu, Hong Zhang, Zhengxiao Du, Zhilin Yang, and Jie Tang. 2022. P-Tuning: Prompt Tuning Can Be Calibrable to Fine-tuning Across Scales and Tasks. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 2: Short Papers), pages 61–68, Dublin, Ireland. Association for Computational Linguistics.

[29] Martin Schmitt, Hinrich Schuetze (Nov 08 2021). Continuous Entailment Patterns for Lexical Inference in Context, EMNLP 2021, Underline Science Inc. DOI: 10.48448/xyps-pp51.

[30] Ding, Ning, et al. "Prompt-learning for fine-grained entity typing." arXiv preprint arXiv:2108.10604 (2021).

[31] Hwang, Kyuyeon and Wonyong Sung. "Character-level language modeling with hierarchical recurrent neural networks." 2017 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP) (2017): 5720-5724.

[32] Yoon Kim, Yonjae Jernite, David Sontag, and Alexander M. Rush. 2016. Character-aware neural language models. In Proceedings of the Thirtieth AAAI Conference on Artificial Intelligence (AAAI'16). AAAI Press, 2741–2749.

[33] Kentao Ma, Yiming Cui, Chenglei Si, Ting Liu, Shijin Wang, and Guoping Hu. 2020. CharBERT: Character-aware Pre-trained Language Model. In Proceedings of the 28th International Conference on Computational Linguistics, pages 39–50, Barcelona, Spain (Online). International Committee on Computational Linguistics.

[34] Tai, Yi, et al. "Charformer: Fast character transformers via gradient-based subword tokenization." arXiv preprint arXiv:2106.12672 (2021).

[35] Jonathan H. Clark, Dan Garrette, Iulia Turc, and John Wieting. 2022. CaRNet: Pre-training an Efficient Tokenization-Free Encoder for Language
Representation. Transactions of the Association for Computational Linguistics, 10:73-91.