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Abstract: A new architecture for melody extraction from polyphonic music is explored in this paper. Specifically, chromagrams are first constructed through the harmonic pitch class profile (HPCP) to measure the salience of melody, and chroma-level notes are tracked by dynamic programming. Then, note detection is performed according to chroma-level note differences between adjacent frames. Next, note pitches are coarsely mapped by maximizing the salience of each note, followed by a fine tuning to fit the dynamic variation within each note. Finally, voicing detection is carried out to determine the presence of melody according to the salience of fine-tuned notes. Note level pitch mapping and fine tuning avoids pitch shifting between different octaves or notes within one note duration. Several experiments have been conducted to evaluate the performance of the proposed method. The experimental results show that the proposed method can track the dynamic pitch changing within each note, and performs well at different signal-to-accompaniment ratios. However, its performance for deep vibratos and pitch glides still needs to be improved.
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1. Introduction

Melody, as the essence of music, plays an important role in understanding music semantics and distinguishing different music pieces. Melody extraction is the process of automatically obtaining the pitch sequence of the lead voice or instrument from polyphonic music [1], and is widely used in music retrieval [2], genre classification [3], cover song identification [4,5], and so on. Recently, it has become an important topic in the music information retrieval community.

Existing melody extraction methods can be divided into three categories: source separation-based methods [6,7], data-driven classification-based methods [8,9], and salience-based methods [1,10–12]. Source separation-based methods employ spectrum decomposition schemes to separate the lead voice from the mixed recordings, then estimate and track the pitch sequence of the previously extracted source. Since melody-accompaniment separation is an ill-conditioned problem and source separation performance directly affects subsequent pitch estimation and tracking, these methods are suitable for singing melody extraction by making use of the unstable nature of voices, such as vibrato. Data-driven classification-based methods formulate melody extraction as a classification problem, where pitches are quantitized to some specific levels (such as MIDI pitch number) [8,9]. These methods need few priors, but they often cause quantization errors or over-fitting when the training dataset is small.

Most melody extraction methods belong to the salience-based category [1,10–12]. Multiple pitches of one music recording are estimated according to some kind of salience function, and tracking strategies are applied to obtain melody pitch sequence taking into account of both salience and
smoothness constraints. Vincent [10] developed the YIN algorithm [13], built a salience function in the frequency domain, and then extracted melody based on the Bayesian harmonic model, but it has heavy computational complexity. In [11], a real-time predominant vocal melody extraction framework was presented to track various sources with the help of harmonic clusters. It only tracked the higher harmonic partials, making it suitable for melody whose lower partials are distorted by accompaniment. However, higher octave errors are frequently caused by tracking of higher harmonic partials. In order to deduce the perceived pitch through co-prime harmonic partials, a modified Euclidean algorithm is proposed in [12], which generalizes the Euclidean algorithm to float numbers and utilize it to obtain the perceived pitch. Pitch shifting between different octaves within one note is commonly found due to the intrinsic non-stationary nature of music.

A general architecture that underlies most salience-based methods is multiple pitch estimation, followed by pitch trajectory tracking or selection according to the smoothness and salience constraints. If fewer frame-wise pitches are considered, the true one may not lie in the search range. On the contrary, if more pitches are reserved for tracking, false-alarm rate will rise. Moreover, both salience and power distribution over different partials of the lead voice or instrument often vary with time, resulting in false estimations during some notes or frequency shifting between different octaves. One possible approach (to avoid the estimated melodic pitches shifting between different octaves or notes within one note duration) is to estimate pitch class first, and then map the accurate pitches at the note level.

Salamon and Gómez attempted to extract melody and bass line using chroma features, and the salience function was constructed by harmonic pitch class profile (HPCP) [14,15]. HPCP is, in essence, a pitch-class based salience function, and contains no octave information [14]. This method provides some new clues about measuring the salience of melody and bass line, but it outputs only melodic pitch classes, not their exact frequencies.

Motivated by the fact that melody originates from the predominant pitched source having comparatively higher chroma energy than others, and its salience usually decreases with time over note duration, a chroma-level note tracking and pitch mapping-based melody extraction method is proposed in this paper. Specifically, the chromagram is first constructed by HPCP. Then, chroma-level notes are tracked by dynamic programming (DP), which takes into account of both salience and smoothness. Next, pitch matching is carried out at two levels: coarse pitch mapping according to note-level salience, followed by fine tuning with the modified Euclidean algorithm. Finally, voicing detection based on the salience of the fine-tuned pitches of each note is done to determine the presence of melody. Experimental results show that the proposed method achieves good performance at different signal-to-accompaniment ratios, and can accurately track the detailed dynamic changing over each note for ordinary pitch modulations. Moreover, there is no pitch shifting between different octaves within one note.

The proposed method differs from our previous work in the following two aspects. (1) Their processing procedures are different. In the previous work, short-time Fourier transform is computed first, then multiple pitches are estimated based on modified Euclidean algorithm, and melodic contours are created and selected in the end. In contrast, chroma-level notes are first estimated by HPCP and dynamic programming, then pitch mapping, fine tuning, and voicing detection are implemented to get the final melodic pitch sequence in this work. (2) The modified Euclidean algorithm is employed for different purposes. It is used for multi-pitch estimation in the previous work, while it is for pitch fine tuning in this one. This method is also different from Salamon and Gómez’s in that it outputs the melodic pitches instead of pitch classes.

The proposed method first adopts HPCP feature to measure the salience of melody at the chroma level. Then it obtains the octave information back by the pitch mapping. The main contributions of this paper include: (1) a new architecture for melody extraction (i.e., chroma-level note tracking followed by accurate pitch mapping) is proposed, which is different from the general architecture with multi-pitch estimation plus pitch trajectory tracking or selection; (2) pitch mapping is accomplished
by two steps, coarse mapping and fine tuning, to follow the dynamic changing of melody; (3) the modified Euclidean algorithm is introduced to fine tune the coarse pitches.

2. Chroma-Level Note Tracking and Pitch Mapping-Based Melody Extraction

Melody originates from the lead voice or the most prominent instrument. Generally, the main energy of the human voice concentrates at the first few harmonics, and the spectral slope of music instruments decays 3 dB to 12 dB per octave [16], so it can be deduced that melody has the most prominent chroma, though concealed by some strong accompaniments occasionally. Motivated by the aforementioned facts, a chroma-level note tracking and pitch mapping-based method is proposed to extract main melody from polyphonic music. Block diagram of the proposed method is shown in Figure 1. The polyphonic music recording is first chopped into frames, then chromagram is obtained by the HPCP calculation. After that, dynamic programming is applied to obtain the chroma sequences taking into account of both salience and temporal smoothness constraints. Next, coarse melody contour is roughly constructed from the chroma sequence by a salience-based pitch matching scheme, and then fine tuned by the modified Euclidean algorithm. Finally, the average salience of fine tuned pitch is utilized for voicing detection.

The HPCP calculation presented in [17] is introduced to extract the chroma features, and the modified Euclidean algorithm described in [12] is utilized to compute the pitch candidates for fine tuning. For the other steps, such as chroma-level note tracking formulated by DP, chroma-level note detection, pitch coarse mapping and voicing detection, are new in this method. The HPCP calculation, melodic chroma sequence tracking, melodic pitch mapping and voicing detection are presented in detail in the following subsections.

![Figure 1. Block diagram of the chroma-level note tracking and pitch mapping-based method.](image)

2.1. Harmonic Pitch Class Profile

The pitch class profile (PCP), proposed by Fujishima [18], is a twelve dimension vector representing the intensities of the twelve semitone pitch classes. By introducing the harmonic weighting function, Gómez proposed the harmonic pitch class profile (HPCP) [17]. HPCP works very well when there are tuning errors and inharmonicity in the spectrum, and has been successfully utilized for music retrieval [19], cover song identification [20,21], and so on.

HPCP is defined as [17]

\[
C_{HPCP}(n) = \sum_{i=1}^{N_{pks}} w(n, f_i) a_i^2, \quad n = 1, 2, \ldots, N
\]

(1)

where \(a_i\) and \(f_i\) are the magnitude and frequency of the \(i\)-th peak in the amplitude spectrum, respectively, \(N_{pks}\) is the number of spectral peaks in consideration, \(n\) is HPCP bin, \(N\) is the dimension of HPCP vector, and \(w(n, f_i)\) is the weight of frequency \(f_i\) for HPCP bin \(n\).

The center frequency at bin \(n\) is

\[
f_n = \frac{2\pi}{N} f_{ref}
\]

(2)

where \(f_{ref}\) is the reference frequency.
The distance between peak frequency $f_i$ and bin center frequency $f_n$ in semitone is

$$d = 12 \log_2\left(\frac{f_i}{f_n}\right) + 12m$$

where $m$ is the integer that minimizes $|d|$, and $|\cdot|$ is the absolute operator.

The weight in Equation (1) is

$$w(n, f_i) = \begin{cases} 
\cos^2\left(\frac{\pi d}{l}\right), & |d| \leq 0.5l \\
0, & |d| > 0.5l 
\end{cases}$$

where $l$ is the width of the weight window.

The spectrum of each note consists of several harmonics whose frequencies are multiples of fundamental frequency. The value $i_h$ associated to the $h$-th harmonic of a note is

$$i_h = \text{mod}\left((i_1 \pm 12 \log_2(h)), 12\right)$$

where $\text{mod}(\cdot, \cdot)$ is the modulus operator, and $i_1$ is the pitch class corresponding to the note.

Then, the frame-wise HPCP values are normalized with respect to the maximum value of each frame to obtain the relative relevance of HPCP bins, i.e.,

$$C_{\text{rm}}(n) = \frac{C_{\text{HPCP}}(n)}{\max_n(C_{\text{HPCP}}(n))}, \quad n = 1, 2, \ldots, N$$

By the procedure presented in this subsection, the chromagram can be generated by HPCP, indicating the relative salience of different pitch classes of polyphonic music.

### 2.2. Melodic Chroma Sequence Tracking and Note Detection

It is commonly assumed that the global melody trajectory is constituted of the local optimum sub-trajectories [22]. Dynamic programming is an effective solution to the optimum path finding problems, and often used for melody pitch tracking [22]. Hence, it is also introduced to track the chroma sequences taking into account of both salience and smoothness constraints herein. The cost function of melodic chroma trajectory is

$$c(p, \lambda) = \sum_{i=1}^{N_{\text{frm}}} C_{\text{rm}}(p_i) - \lambda \sum_{i=1}^{N_{\text{frm}}-1} |p_{i+1} - p_i|$$

where $C_{\text{rm}}(p_i)$ is the normalized HPCP value at pitch bin $p_i$ of the $i$-th frame, $N_{\text{frm}}$ is the number of frames, and $\lambda$ is the penalty factor determining frequency transition. In Equation (7), $\sum_{i=1}^{N_{\text{frm}}} C_{\text{rm}}(p_i)$ represents the salience constraint, while $\lambda \sum_{i=1}^{N_{\text{frm}}-1} |p_{i+1} - p_i|$ accounts for the smoothness constraint.

Suppose that $D(i, p_j)$ is the accumulated cost function that pitch bin $p_j$ is taken at the $i$-th frame. Then, the iterative function is

$$D(i, p_j) = C_{\text{rm}}(p_j) + \max\{D(i - 1, p_k) - \lambda |p_k - p_j|\}$$

where $p_k$ and $p_j$ are the HPCP pitch bins at $(i - 1)$-th and $i$-th frame, respectively, and $i \in (1, N_{\text{frm}}]$.

The initial condition of $D(i, p_j)$ is

$$D(1, p_j) = C_{\text{rm}}(p_j)$$
After the chroma level melody is obtained by dynamic programming, note detection is carried out as follows. As polyphonic music is performed according to some music scores, it is assumed that the chroma estimated for each note is also within half-chroma interval. Moreover, notes should sustain no shorter than some length limitation to be perceived by human auditory system [23]. Based on the above two assumptions, note detection is modeled as the following optimization problem:

\[
\begin{aligned}
\text{max}(t_{\text{off}} - t_{\text{on}}) \\
\text{s.t.} |p_{t+1} - p_t| < 1, \forall t \in [t_{\text{on}}, t_{\text{off}}), (t_{\text{off}} - t_{\text{on}}) > L_{\text{thr}}
\end{aligned}
\] (10)

where \( p_t \) is the chroma trajectory by dynamic programming, \( L_{\text{thr}} \) is the number of frames corresponding to minimum possible note length, \( t_{\text{on}} \) and \( t_{\text{off}} \) are the frame indices of note onset and offset, respectively, \( t_{\text{on}} \in [1, N_{\text{frm}}) \), and \( t_{\text{off}} \in (1, N_{\text{frm}}] \).

2.3. Melodic Pitch Mapping

The possible pitch frequencies corresponding to each pitch class are

\[
f_p = 2^{\left(\frac{p_j}{12} + N_{\text{oct}}\right) f_{\text{ref}}}
\] (11)

where \( N_{\text{oct}} \) takes integers that force \( f_p \) to be located within the possible melody pitch range, and \( p_j \) is the HPCP pitch bin.

After all possible frequencies are obtained by Equation (11), coarse note mapping determines which frequency is the accurate pitch according to the following criterion

\[
f_{0,c,t} = \arg\max_{f_p} \sum_{t=t_{\text{on}}}^{t_{\text{off}}} \sum_{h=1}^{N_{h1}} \left| A_{h,t} \right|^2 \sum_{h=1}^{N_{h2}} \min(A_{h,t}, A_{h+1,t})
\] (12)

where \( A_{h,t} \) is the magnitude of the \( h \)-th harmonic for candidate \( f_p \) at frame \( t \), and \( N_{h1} < N_{h2}, \sum_{h=1}^{N_{h2}} \left| A_{h,t} \right|^2 \) in Equation (12) accounts for the salience of candidate frequencies, while \( \sum_{h=1}^{N_{h1}} \min(A_{h,t}, A_{h+1,t}) \) for spectral flatness.

The pitches mapped by Equation (11) are standard frequencies in the equal tempered scale. However, most pitches have marginal shifts from these standard frequencies in real-world recordings. Hence, a fine tuning is necessary to obtain more accurate pitch frequencies.

Accurate pitch frequency can be obtained by the modified Euclidean algorithm based on the magnitudes and frequencies of the harmonics [12]. The detailed fine tuning procedure is described as follows.

Suppose that \( f_{i,t} \) and \( f_{j,t} \) are frequencies of the \( i \)-th and \( j \)-th peaks at frame \( t \), respectively. Let \( y = \max(f_{i,t}, f_{j,t}) \), and \( x = \min(f_{i,t}, f_{j,t}) \). Compute

\[
r(x, y) = \left| \frac{y}{x} - \left[ \frac{y}{x} \right] \right|
\] (13)

where \([\cdot]\) represents rounding towards the nearest integer.

If \( r(x, y) \geq \zeta \), \( z = \text{modf}(y, x) \), where \( \zeta \) is the threshold determining whether a pitch candidate is deduced, \( \text{modf}(\cdot, \cdot) \) means modulus after division, and both input variables are float numbers. Then, let \( y = \max(z, x), x = \min(z, x) \), iterate the above procedure again.

If \( r(x, y) < \zeta \), the estimated pitch is

\[
f_{0,a,t} = \frac{x + y}{1 + |y/x|}
\] (14)
A salience value is assigned to the estimated pitch, i.e.,

\[
 s(f_{0,a}, t) = \sum_{h=1}^{N_h} |A_{h,t}|^2 \sum_{h=1}^{N_h} \min(A_{h,t}, A_{h+1,t})
\]

(15)

where \(A_{h,t}\) is the magnitude of the \(h\)-th harmonic for candidate \(f_{0,a,t}\), and \(N_{h_1} < N_{h_2}\).

For detailed information of the above procedure, please refer to Algorithm 1 [12].

Algorithm 1. Computation for the parameters of pitch candidates: \(\theta_i = \{ F_i, S_{F_i}\} \).

1: For \(t = 1, \ldots, N_{\text{frm}}\), \(n_t\) is the number of peaks at frame \(t\), do
2: For \(i, j = 1, \ldots, n_t\) \((i \neq j)\), do
3: \(x = f_{i,t}, y = f_{j,t}\), where \(f_{i,t}\) and \(f_{j,t}\) are the \(i\)-th and \(j\)-th spectrum peak frequencies at frame \(t\), respectively.
4: (1) \(y \leftarrow \max(x, y)\), \(x \leftarrow \min(x, y)\);
5: (2) Compute \(r(x, y) = \frac{x}{y} - \lfloor \frac{x}{y} \rfloor\);
6: (3) If \(r(x, y) \geq \zeta\), then \(z = \text{mod}(y, x), y = z\), where \(\text{mod}(y, x)\) returns modulus after division \(\frac{y}{x}\).
7: Repeat the procedure until no further candidate can be found. Then track from the right side of the gap with the same processing scheme.
8: (4) Output pitch candidates and their related weights, i.e. \(\theta = \{ F_i, S_{F_i}\} \), where \(F_i = \{ f_{0,a}\} \) and \(S_{F_i} = \{ s(f_{0,a}) \} \).
9: End for.
10: End for.

There are numerous pitch candidates calculated according to the above procedure. Fine tuning aims to track the dynamic changing due to frequency mistuning or singing voice. The frequency mistuned deviation is generally less than 20 cents, while the vibrato extent of western opera can be more than one semitone, but still rarely exceeds 1.5 semitones [24,25]. In this paper, fine tuning is accomplished using heuristics based on auditory streaming cues [23]. First, a fine tuned pitch is the one with the greatest salience within one semitone range of the coarse one obtained according to Equation (12), and its salience is preserved as the pitch salience, i.e.,

\[
f_{m,t} = \arg\max_{f_{0,a}}(s(f_{0,a}))
\]

(16)

where \(|f_{0,a,t} - f_{0,c,t}| < 1\) semitone.

If there is one gap, where no pitch is found locating within one semitone range of the coarse one, then track from the left side of each gap. The pitch candidate whose frequency is within the 80 cents range from the left adjacent pitch is added to the contour, a weight is assigned to the candidate according to Equation (15). Repeat the procedure until no further candidate can be found. Then track from the right side of the gap with the same processing scheme. Fine tuning is ceased if either of the following two conditions is satisfied: (a) there is no gap over the fine-tuned notes; (b) no candidate can be found to complement the fine-tuned contours. If fine tuning is ceased due to the second condition, and the first condition is not satisfied, the pitch contour is linearly interpolated over the gap. This fine tuning using heuristics improves the performance on recordings with deep vibratos and pitch glides. To show the fine tuning procedure more clearly, it is summarized in Algorithm 2.

2.4. Voicing Detection

A preliminary continuous melody is achieved by the chroma-level note tracking and pitch mapping as described in Sections 2.1–2.3. However, melody is not always present in polyphonic music. Voicing detection determines whether the estimated notes belong to melody by the note salience values.
If the salience value of one note is greater than $\gamma S$, the note frequencies after fine tuning are kept as the melodic pitches among the note duration, otherwise the note is removed and zero frequencies are assigned among the note duration to indicate that the melody is not present.

**Algorithm 2.** Melodic pitch fine tuning

1: For $t = 1, \ldots, N_{\text{frm}}$, do
   (1) Find the pitch candidate $f_{m,t}$ calculated by Algorithm 1, which has the greatest weight calculated by Equation (15) and is located within one semitone range of the coarse pitch $f_{0,c,t}$ at frame $t$.
   (2) If $f_{m,t}$ is found, it is the fine tuned pitch at frame $t$; if no $f_{m,t}$ is found, the pitch candidate within 80 cents range from the left adjacent pitch is adopted as the fine tuned pitch at frame $t$, and its weight is computed by Equation (15); if there is still no pitch selected, track from the right adjacent pitch with the same setting as before.
2: End for.

The presence of melody over each note duration is determined by the following criterion

$$
v(n_i) = \begin{cases} 
1, & S(n_i) > \gamma S \\
0, & \text{otherwise}
\end{cases}
$$

where $\gamma$ is the threshold, and $S(n_i)$ is the averaged salience of note $n_i$, i.e.,

$$
S(n_i) = \frac{1}{t_{\text{off}} - t_{\text{on}} + 1} \sum_{t = t_{\text{on}}}^{t_{\text{off}}} s(f_{n_i,t})
$$

where $t_{\text{on}}$ and $t_{\text{off}}$ are the first and last frame indices of note $n_i$, respectively.

The $S$ in Equation (17) is the average salience of all notes, i.e.,

$$
\bar{S} = \frac{1}{I} \sum_{i=1}^{I} S(n_i)
$$

where $I$ is the number of notes.

2.5. Summary

In this section, the proposed melody extraction method using chroma-level note tracking combined with pitch mapping is presented in detail. More precisely, the harmonic pitch class profile is first computed to obtain the chromagram. Then, chroma-level notes are tracked by dynamic programming and note detection. Next, chroma-level notes are mapped to accurate pitch frequencies by the coarse mapping and fine tuning. Finally, voicing detection is applied at the end to determine the presence of melody. In the proposed method, the note-level chroma mapping avoids the frequency shifting over each note duration, fine tuning allows the method to follow the dynamic changing of each note, and note-level voicing detection improves the robustness against the signal-to-accompaniment ratio at the end of notes.

3. Evaluation Results and Discussion

Some evaluation experiments are carried out to assess the performance of the proposed method. The evaluation collections, evaluation metrics, reference methods, evaluation results, and qualitative error analysis will be described in this section.
3.1. Evaluation Collections

Three collections are used for evaluation, i.e., ISMIR2004, MIR1K, and Bach10. The first two collections are commonly used for melody extraction evaluation, while the last one is for multi-pitch estimation [26]. Bach10 is introduced here to test the robustness of these methods with respect to the signal-to-accompaniment ratio. The detailed information relating to these three collections are listed in Table 1.

| Collection | Description |
|------------|-------------|
| ISMIR2004  | There are 20 excerpts of polyphonic recordings with five types of melody sources, the synthesized voice (syn), saxophone (jazz), MIDI instruments (MIDI), classical opera (opera), and real-world pop (pop). These recordings last roughly 20 s. The sampling rate is 44.1 kHz, and ground truths are given at 5.8 ms intervals (with hop size 256 samples). |
| MIR1K      | There are 1000 excerpts of Chinese karaoke excerpts recorded at 16 kHz sampling rate with 16-bit resolution. These excerpts were selected from 5000 Chinese pop songs sung by 19 male and female amateurs. These excerpts last from 4 s to 13 s, and total length of the collection is 133 min. The melodic pitches are also located at 10 ms intervals. |
| Bach10     | There are 10 pieces of recordings downloaded from Internet. There are four parts (soprano, alto, tenor, and bass) of each piece recorded separately with a sampling rate 44.1 kHz. The time interval of ground truth is also 10 ms. The soprano is considered as the melody, and mixed with other parts with signal-to-accompaniment ratios of −5 dB, 0 dB, 5 dB, and 10 dB. |

3.2. Evaluation Metrics and Reference Methods

To evaluate the performance of the proposed and other reference methods, three evaluation metrics are used, including raw pitch accuracy (RPA), raw chroma accuracy (RCA), and overall accuracy (OA).

\[
RPA = \frac{N_{TP}}{N_{VF}} \\
OA = \frac{N_{TP}}{N_{FR}}
\]

where \( N_{TP} \), \( N_{VF} \), and \( N_{FR} \) are the number of true positives (correctly estimated voiced frames), voiced frames and total frames. RCA is similarly calculated as RPA, but the octave errors are ignored.

The three reference methods are the on-line melody extraction from polyphonic audio using harmonic cluster tracking (HCT) [11], the predominant-F0 estimation using Bayesian harmonic waveform models (BHWM) [10], and the melody extraction based on the modified Euclidean algorithm (MEA) [12]. For detailed information of these three reference methods, please refer to Section 1 and the related literature.

3.3. Evaluation Results

3.3.1. Parameter Setting

Parameters of the proposed method are set as follows. The reference frequency in Equation (11) is set as \( f_{ref} = 261.6256 \) Hz (C4), which is commonly adopted in related works [14]. The parameter \( l \) is set as recommended in [17], i.e., \( l = 4/3 \) semitones. The selection of \( \zeta \) is elaborated in [12], and the same value, i.e., \( \zeta = 0.15 \), is set herein. Bregman pointed out that western music tends to have notes that are rarely shorter than 150 milliseconds in duration [23], so the minimum note length is 150 ms. The parameter \( \gamma \) is set according some primary experiments on Bach10. Strictly speaking, the performance on different datasets varies slightly with this parameter. However, it is still set as \( \gamma = 0.4 \) for all the following evaluations. As mentioned before, the main energy of the human voice concentrates at the first few harmonics, and the spectral slope of music instruments decays 3 dB.
to 12 dB per octave [16], so $N_{h1}$ and $N_{h2}$ are set as $N_{h1} = 3$, $N_{h2} = 10$, respectively. Some primary experimental results show that when $N_{h1}$ varies from 3 to 6, or $N_{h1}$ from 6 to 12, the performance of the proposed method is not severely affected.

3.3.2. Penalty Factor Selection

Since the chroma-level notes are tracked by dynamic programming, the validity of penalty factor $\lambda$ is only related to the RCA. ISMIR2004 covers most types of polyphonic music recordings among these three collections, thus it is chosen to examine the RCA with respect to parameter $\lambda$ in Equation (7). The excerpts are divided into five categories relying on melody type: synthesized voice (syn), saxophone (jazz), MIDI instruments (MIDI), classical opera (opera) and real-world pop (pop). There are four excerpts of each category. The averaged frame-wise RCAs of each category are shown in Figure 2. It can be seen from Figure 2 that syn, jazz, and MIDI obtain much higher RCAs than opera and pop, because there are deep vibratos and pitch glides shifting between different notes in these excerpts. It can also be seen that the RCAs do not change dramatically for each category, and those of opera and pop are comparatively more sensitive to parameter $\lambda$. Hence, the RCAs are more sensitive to melody type than penalty factor $\lambda$. $\lambda = 1.4$ is used for all of the other experiments.

![Figure 2. Frame-wise raw chroma accuracy vs. penalty factor for $\lambda$ different melody types.](image)

3.3.3. Robustness against the Signal-to-Accompaniment Ratio

In order to verify the robustness of different methods with respect to the signal-to-accompaniment ratio (SAR), all excerpts of Bach10 are mixed with different SARs, i.e., $-5$ dB, 0 dB, 5 dB and 10 dB. Soprano is the signal (melody), and the other three parts (alto, tenor and bass) constitute accompaniment. Alto, tenor, and bass are mixed together as the accompaniment with the originally recorded samples, and soprano is mixed with the accompaniment again to obtain polyphonic music at different SARs.

Figure 3 shows box plots of the RPA comparisons of the proposed method and other three reference methods on Bach10. There are four groups corresponding to different SARs, i.e., $-5$ dB, 0 dB, 5 dB, and 10 dB from left to right. It can be seen that all of the RPAs rise with the increase of the SAR for these four compared methods. The proposed method performs best at all SARs. To determine whether the superiority of the proposed method is statistically significant, a paired-sample t-test is performed between the proposed and each of the other three compared methods in terms of RPA with respect to different SARs. The significance level is set as 0.05. If the $p$-value is smaller than the significance level, an asterisk is marked at the name of the reference method. This sign is used for the same purpose on the other figures in this paper. It can be seen that the proposed method outperforms the HCT and BHWM methods significantly in terms of RPA for all SARs, and it performs better than MEA (though not significantly) for $-5$ dB, 5 dB, and 10 dB mixing. Additionally, the proposed method outperforms MEA significantly in terms of RPA at 0 dB SAR.
The box plots of RCA at different SARs on Bach10 are given in Figure 4. In particular, the proposed method still performs best at different SARs. The paired-sample t-test results show that the proposed methods significantly outperform BHWM at 0 dB, 5 dB and 10 dB mixing, and HCT at 5 dB mixing. Additionally, the proposed method outperforms the other methods, though the marginals are not that large for the other cases.

Similarly, Figure 5 illustrates the box plots of OA with respect to different SARs and the statistical significance analysis results. It can be seen from this figure that the proposed method works well in terms of OA. It can be concluded from Figures 3–5 that the proposed method performs well at different signal-to-accompaniment ratios.
3.3.4. Performance on Different Collections

The performance of the compared methods is first evaluated on ISMIR2004. To intuitively show the results on each recording, the RPAs, RCAs, and OAs for the first 10 excerpts are illustrated and discussed herein. The overall evaluation results on this dataset are provided in Table 2. The RPAs of all compared methods with respect to the excerpts are illustrated in Figure 6. It can be seen from Figure 6 that the RPAs of all methods vary a great deal among different excerpts. The HCT and MEA perform poorly on the 9th excerpt, and BHWM achieves lower RPAs than others on the 10th excerpt. Comparatively, the proposed method obtains “smoother” RPAs on these ten excerpts.

Table 2. Accuracies of different methods on ISMIR2004 and MIR1K.

| Collection  | Method | OA (%) | RPA (%) | RCA (%) |
|-------------|--------|--------|---------|---------|
| ISMIR2004   | HCT    | 62.29  | 70.83   | 74.10   |
|             | BHWM   | 66.64  | 74.78   | 81.06   |
|             | MEA    | 58.77  | 63.59   | 68.64   |
|             | Proposed | 59.35 | 64.23   | 69.12   |
| MIR1K       | HCT    | 33.54  | 34.82   | 44.15   |
|             | BHWM   | 35.63  | 47.52   | 54.39   |
|             | MEA    | 43.89  | 56.07   | 63.09   |
|             | Proposed | 44.58 | 53.89   | 61.93   |

The RCAs of different methods on the first 10 excerpts of ISMIR2004 are depicted in Figure 7. Similar conclusions can be got as from the RPA results, indicating the robustness of the proposed method among these excerpts.
The OAs of all compared methods are illustrated in Figure 8. It can be seen that the proposed method performs the best or second best for recordings No. 1, 3, 5, 7, and 9. It can be concluded from Figures 6–8 that the proposed method works well on these excerpts of ISMIR2004.

The overall evaluation results of the proposed and other reference methods on ISMIR2004 and MIR1K are listed in Table 2. It can be seen from this table that the proposed method outperforms the MEA on the ISMIR2004 dataset, and performs inferior than HCT and BHWM. Moreover, the proposed method gets the highest overall accuracy (OA), and obtains the second best RPA and RCA on the MIR1K dataset. Therefore, the proposed method can track the dynamic pitch changing within notes and achieves good performance comparing with the state-of-the-art methods.

It is interesting to see that the proposed method’s performance on Bach10 is much better than that on the other two datasets. When we look into the recordings, it is found there are deep vibratos and pitch glides in some excerpts of ISMIR2004, such as those opera and pop recordings. The proposed method could not track such fast and severe pitch variations. On the other hand, the melodies in MIR1K originate from the singing voice, where pitches are also modulated. However, the proposed method still works comparatively well on this dataset. That is because most pitches in this dataset do not vary so severely as in operas. Therefore, it can be concluded that the proposed method can track the ordinary pitch variation exhibited in the singing voice. Its performance on excerpts with deep vibratos and pitch glides still need to be improved.

As an example, the results corresponding to the processing procedure, including spectrogram, HPCP, DP-based chroma tracking output, coarse mapped pitches, fine-tuned pitches, and the final melody output, are shown in Figure 9. This excerpt is taken from the MIR1K collection (Ani_4_05.wav). The melody originates from the singing voice with some vibrato as can be seen in Figure 9a. The chromagram constructed from the HPCP vectors is shown in Figure 9b. Then, it is
not difficult to obtain the DP-based chroma tracking output as illustrated in Figure 9c. Next, the coarse melodic pitch sequence with no frequency variation over each note duration is shown in Figure 9d. After pitch frequency fine tuning, the refined pitch sequence provides more detailed dynamic variation, as illustrated in Figure 9e. Finally, the melody output after voicing detection is shown in Figure 9f.

![Figure 9. Median results of extracting melody from a polyphonic music recording. (a) Spectrogram; (b) HPCP; (c) chroma-level notes; (d) coarsely mapped pitches; (e) fine-tuned pitches; (f) melody output.](image)

### 3.4. Qualitative Error Analysis

A qualitative error analysis is valuable to help further improve the performance of the proposed method. It is noticed that the proposed method performs very well for the first 10 excerpts of ISMIR2004, while it is surpassed by some methods on this dataset. Hence, if the performance on the opera and pop excerpts is improved, the total performance on this dataset has the potential to surpass others. When we look insight into this dataset, the deep vibratos and pitch glides are commonly found, and the lower frequency accompaniments are also very strong. Moreover, the proposed method works much better in MIR1K, where there are 1000 excerpts, exceeding the other two datasets greatly.
There is no pitch shifting between different octaves by the proposed method because of the chroma-level note mapping. However, if the accompaniment is strong, the DP tracking may output the same pitch at the end of some notes due to the DP smoothing processing, leading to false alarm estimations. Thus, a more sophisticated voicing detection scheme is needed to further reduce the false alarms.

3.5. Discussion

According to the experimental results provided in this section, it can be seen that the proposed new architecture for melody extraction can extract melody from polyphonic music. It obtains the highest accuracies among the compared methods at different signal-accompaniment ratios. It achieves comparably good performance on the MIR1K dataset, but not that well on ISMIR2004. Deep observations reveal that, for the ordinary melody, either from singing voice or instruments, it can track the dynamic pitch variations, but it still needs to be improved to follow deep vibratos and pitch glides, such as in opera. In the future, we will focus our work on improving the performance of chroma-level note detection for such excerpts.

4. Conclusions

A chroma-level note tracking and pitch mapping-based melody extraction scheme is proposed in this paper. Specifically, the chroma-level notes are first tracked by dynamic programming. Next, a coarse note mapping is done according to a note salience function. Then, the frame-level pitches are fine tuned by the modified Euclidean algorithm, and the pitch salience values are utilized for subsequent voicing detection. Experimental results show the proposed method can track the dynamic pitch variation in general singing voice, and there is no pitch shifting between different octaves due to the note-level frequency mapping. Moreover, the proposed method performs well at different signal-to-accompaniment ratios. Its performance for recordings with deep vibratos and pitch glides still needs to be improved.
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