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ABSTRACT

The Expectation–Maximization (EM) algorithm is a simple meta-algorithm that has been used for many years as a methodology for statistical inference when there are missing measurements in the observed data or when the data is composed of observables and unobservables. Its general properties are well studied, and also, there are countless ways to apply it to individual problems. In this paper, we introduce the \textit{em} algorithm, an information geometric formulation of the EM algorithm, and its extensions and applications to various problems. Specifically, we will see that it is possible to formulate an outlier-robust inference algorithm, an algorithm for calculating channel capacity, parameter estimation methods on probability simplex, particular multivariate analysis methods such as principal component analysis in a space of probability models and modal regression, matrix factorization, and learning generative models, which have recently attracted attention in deep learning, from the geometric perspective provided by Amari.
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1 Introduction

The Expectation–Maximization (EM) algorithm is a maximum likelihood estimation algorithm for missing observations proposed in [1]. The EM algorithm consists of an E-step that fills in missing parts of the observed data to generate pseudo-complete data and an M-step that maximizes the likelihood function for the complete data. The E-step can be described using the sufficient statistics of the assumed statistical model, while the M-step specifically solves the likelihood equation in the framework of complete data. The EM algorithm is well established as a general-purpose numerical solution for maximum likelihood estimation of missing observations. The regularity conditions for convergence and the convergence conditions for the sequence of log-likelihood function values and parameter estimates generated by the EM algorithm were investigated in [2], and a convergence rate and its estimation method of the algorithm were also developed [3]. In [4], Csiszar and Tusnady studied sufficient conditions for the convergence of
algorithms that find the shortest distance between two sets by iterations involving the EM algorithm and gave examples of calculating the channel capacity, rate distortion function, and portfolio optimization.

Statistical properties and other variants of the EM algorithm are summarized in, for example, [5]. Even in recent years, various novel theoretical results on the EM algorithm have been discovered. For example, in [6], a theoretical foundation for quantifying the convergence of the EM algorithm within a statistical precision of a global optimum was developed, while in [7], a strong theoretical guarantee of the EM algorithm applied to a mixture linear model was established. It is also widely used in applications such as machine learning, information theory, imaging [8], epidemiology [9, 10], psychology [11], privacy [12, 13], neuroscience [14], and economics [15], and is being extended in each of these fields. For example, for estimating the parameters of the hidden Markov model, the Baum–Welch algorithm [16] which is nothing but an instance of the EM algorithm, is widely used.

Information geometry is a framework for analyzing the statistical manifold equipped with the Fisher metric and a pair of affine connections with the methodology of differential geometry [17]. The information geometry makes it possible to understand the mechanisms and behavior of statistical estimation and machine learning in relation to the structure of the space of probability distributions. The geometric view has yielded a variety of results. For example, it has been used to clarify the relationship between predictive distribution and curvature in Bayesian statistics [18]. In semiparametric inference, it is used to decompose the parameter of interest and the nuisance parameter by orthogonal foliation [19]. It offers an orthogonal decomposition of hierarchical statistical models such as a nested stochastic dependence among a number of random variables such as a higher order Markov chain [20]. Ensemble methods in machine learning, such as Bagging [21] and Boosting [22], are also investigated from the viewpoint of information geometry. The Bagging predictor is analyzed in [23], and it is shown that bootstrap predictive distributions are equivalent to Bayesian predictive distributions in the second-order expansion. The geometric structure of the Boosting algorithm has been elucidated in [24] by identifying a classification problem with an estimation problem of conditional probability. In [25], the inference procedure in Boosting algorithms was extended by considering the class of $U$-divergence, which is an extension of a standard Kullback–Leibler divergence, and the robustness of the information geometrically extended Boosting algorithms is investigated in [26].

The EM algorithm was characterized from a geometric perspective in [27]. Because of this pioneering work, the usefulness of considering iterative algorithms from a geometric point of view is now widely known, and inference algorithms in various aspects have been analyzed in the information geometric framework. In this paper, we provide an overview of EM-like algorithms with iterative structures from a geometric point of view; since the EM algorithm and its applications are very broad, we aim to provide a concise survey focusing on the geometric point of view. The rest of the paper is organized as follows. In Sections 2 and 3, the EM algorithm and the element of information geometry are presented. Section 4 introduces the $em$ algorithm, the information geometric version of the EM algorithm. From Sections 5 to 8, various iterative algorithms are considered from the viewpoint of information geometry. In Section 5, geometrical analysis of an algorithm for calculating the capacity of a memoryless communication channel is presented. Section 6 deals with parameter estimation problems for statistical models with special structures. Section 7 considers the situation that a distribution is regarded as a datum, and a principled framework for dealing with distributional data is introduced. Section 8 shows an attempt to formulate generative model learning from a geometric manner. Section 9 is devoted to conclusions.

## 2 EM algorithm

The EM algorithm is a method of performing maximum likelihood estimation by simple iterative computation for problems where a part of the random variable is unobservable for some reason. The EM algorithm can be applied to the parameter estimation of mixture models by treating the unknown information concerning which distribution the data were observed from as a missing variable. In this section, we introduce the symbols and describe the problem setup through a description of the EM algorithm.
Let $X$ be a random variable and $x$ be its realization. Let $Z$ be the hidden variable. In other words, we consider the situation that a part of a random vector is observed while the rest cannot be observed. The problem is to determine the parameter $\theta$ of the statistical model $p(x, z; \theta)$ from only the observations of $X$, where its marginal distribution is given by

$$p(x; \theta) = \int p(x, z; \theta) dz$$

Taking the logarithm of both sides gives

$$\log p(x; \theta) = \log \int p(x, z; \theta) dz$$

but the logarithm of the summation (integration) is intractable in general; hence we take the variational lower bound as

$$= \log \int q(z) \frac{p(x, z; \theta)}{q(z)} dz$$

$$\geq \int q(z) \log \frac{p(x, z; \theta)}{q(z)} dz$$

$$=: L(q, \theta)$$

where the inequality comes from Jensen’s inequality. Note that

$$\log p(x; \theta) - \int q(z) \log \frac{p(x, z; \theta)}{q(z)} dz = \int q(z) \log p(x; \theta) dz - \int q(z) \log \frac{p(z|x; \theta) p(x; \theta)}{q(z)} dz$$

$$= \int q(z) \log \frac{q(z)}{p(z|x; \theta)} dz = D(q(z), p(z|x; \theta)),$$

where

$$D(f, g) = \int \left( f(x) \log \frac{f(x)}{g(x)} \right) dx$$

is the Kullback–Leibler (KL) divergence.

Suppose a set of observation $\{x_i\}_{i=1}^n$ is given. Then, starting from an initial parameter $\theta_0$ and $t = 0$, the EM algorithm is the following iterative procedure composed of the E- and M-steps.

**E-step:** Maximize the variational lower bound $L(q, \theta_t) = \int q(z) \log \frac{p(x, z|\theta_t)}{q(z)} dz$ w.r.t. $q$. Namely,

minimize $D(q(z), p(z|x, \theta_t))$,

which is achieved by setting $q(z)$ to be the estimated posterior as $q(z) = p(z|x, \theta_t)$, and calculate the Q-function as

$$Q(\theta, \theta_t) := \frac{1}{n} \sum_{i=1}^n \int p(z|x_i; \theta_t) \log p(x_i, z; \theta) dz + \text{const.}$$

**M-step:** Maximize $L(q, \theta)$ with respect to $\theta$ and update $\theta_t$

$$\theta_{t+1} = \arg \max_{\theta} Q(\theta, \theta_t).$$

The EM algorithm is also used for MAP estimation

maximize $\log p(\theta|x)$

when a prior distribution $p(\theta)$ is given. The posterior distribution is

$$\log p(\theta|x) = \log \frac{p(x|\theta)p(\theta)}{p(x)} = \log \frac{p(\theta)}{p(x)} \int p(x, z|\theta) dz$$
\[ \log p(\theta) = \log \frac{p(x, z|\theta)}{q(z)} \]
\[ = \log p(\theta) - \log p(x) + \log \int q(z) \frac{p(x, z|\theta)}{q(z)} \, dz \]
\[ \geq \log p(\theta) - \log p(x) + \int q(z) \log \frac{p(x, z|\theta)}{q(z)} \, dz \]
\[ = \mathcal{L}(q, \theta) + \log p(\theta) - \log p(x) = \mathcal{L}'(q, \theta), \]

and we have
\[ \log p(\theta|x) = \mathcal{L}'(q, \theta) + D(q(z), p(z|x, \theta)). \]

The E-step for MAP estimation is the same as the standard E-step, while the M-step for MAP estimation maximizes

\[ Q(\theta, \theta_t) + \log p(\theta). \]

### 3 Information geometry

Let us consider the space of positive finite measures over \( x \in \mathcal{X} \), where \( \mathcal{X} \) is a space of input variables, under a carrier measure \( \Lambda(x) \)
\[ \mathcal{F} = \left\{ m(x) \mid m : \mathcal{X} \rightarrow \mathbb{R}_+, \int_{x \in \mathcal{X}} m(x) \, d\Lambda(x) < \infty, \right\} \]
and the space of probability densities as a subspace of \( \mathcal{F} \)
\[ \mathcal{S} = \left\{ m(x) \mid m : \mathcal{X} \rightarrow \mathbb{R}_+, \int_{x \in \mathcal{X}} m(x) \, d\Lambda(x) = 1 \right\} \subset \mathcal{F}. \]

We restate the KL divergence with more generality as
\[ D(f, g) = \int f \log \frac{f}{g} \, d\Lambda. \]

The integral with respect to the measure \( \Lambda \) should read summation when we consider discrete variables. When the KL divergence is adopted for measuring a statistical distance between distributions, the \( m \)-geodesic and the \( e \)-geodesic play the most important roles. The \( m \)-geodesic is defined as a set of interior points between two distributions \( p(x) \) and \( q(x) \):
\[ r(x; t) = (1-t)p(x) + tq(x), \quad t \in (0, 1). \]
The \( e \)-geodesic is defined as a set of interior points between \( p(x) \) and \( q(x) \) in the sense of the logarithmic representation:
\[ \log r(x; t) = (1-t) \log p(x) + t \log q(x) + a(t), \quad t \in (0, 1) \]
where \( a(t) \) is the normalization constant to make \( r(x; t) \) a probability function and is defined by
\[ a(t) = \log \int p(x)^{1-t} q(x)^t \, dx. \]

Let \( K \) be a submanifold of \( \mathcal{S} \) and \( p \in \mathcal{S} \). We call \( \hat{p} \) an \( m \)-projection of \( p \) onto \( K \) when the \( m \)-geodesic connecting \( p \) and \( \hat{p} \) is orthogonal to \( K \) with respect to the Fisher metric \( g \) at \( \hat{p} \). Also, we call \( \hat{p} \) an \( e \)-projection of \( p \) onto \( K \) when the \( e \)-geodesic connecting \( p \) and \( \hat{p} \) is orthogonal to \( K \) at \( \hat{p} \).

In information geometry [17], a manifold that consists of statistical models is called a model manifold and is denoted by \( \mathcal{M} \). One of the representative parametric models is the exponential family
\[ \mathcal{M}_e = \left\{ p(x; \theta) = \exp \left( \sum_{i=1}^{s} \theta_i t_i(x) - \psi(\theta) \right), \quad \theta = (\theta_1, \ldots, \theta_s) \subseteq \mathbb{R}^s \right\}, \]
which includes many important distributions such as the Gaussian distribution, exponential distribution, Poisson distribution, and Bernolli distribution, for example.
Let us consider a mixture family of distributions spanned by $d$ distinct probability functions $p_i(x)$,

$$
M_m = \left\{ p(x; \theta) = \sum_{i=1}^{d} \theta_i p_i(x), \; \theta > 0, \; \sum_{i=1}^{d} \theta_i = 1 \right\}.
$$

This set $M_m$ is closed under the internal division, i.e., any $m$-geodesic that connects two arbitrarily chosen distributions in $M_m$ is included in $M_m$. This means that the manifold is composed of straight lines and $M_m$ is an isometric submanifold of $S$ in the sense of the straightness induced by $m$-geodesics. Similarly, for an exponential family, any $e$-geodesic connecting any two points in $M_e$ is included in $M_e$, and the subset $M_e$ is flat in the sense of the straightness induced by $e$-geodesics. The notion of flatness is defined in a more rigorous manner by using the metric and curvature tensors [17, 28], but the above intuitive explanation suffices for explaining the $em$ algorithm in this paper.

We then introduce the notion of orthogonal projection by defining tangent vectors and the inner product in the space of probability distributions

$$
\partial_i \log r(x; t) = \frac{\partial_i r(x; t)}{r(x; t)} = \frac{q(x) - p(x)}{r(x; t)}.
$$

A tangent vector along an $e$-geodesic is

$$
\partial_i \log r(x; t) = \log q(x) - \log p(x) - \dot{a}(t).
$$

The tangent vectors of the model manifold are naturally defined by the derivatives with respect to the model parameter $\theta$ as

$$
\partial_i \log p(x; \theta) = \frac{\partial_i p(x; \theta)}{p(x; \theta)},
$$

where $\partial_i$ is the partial derivative with respect to the $i$-th element of the parameter $\theta$. We can define a special form of the inner product in the space of probability distributions $S$ as

$$
\langle \partial_\alpha p, \partial_\beta p \rangle = E_p[\langle \partial_\alpha \log p(X) \rangle (\partial_\beta \log p(X))].
$$

Consider the point $p(\hat{\theta}) \in M$ closest to $q$ in terms of the KL divergence

$$
\hat{\theta} = \arg\min_\theta D(q, p(\theta)) = \arg\min_\theta E_q[\log q(X) - \log p(X; \theta)].
$$

We assume that the model $p(x; \theta)$ is continuous with respect to both $x$ and $\theta$, and partially differentiable with respect to the parameter $\theta$ in its domain; hence integrals and partial differentiations commute. Then, by definition, at $\theta = \hat{\theta}$, all partial derivatives of the KL divergence vanish:

$$
\partial_i D(q, p(\theta))|_{\theta = \hat{\theta}} = -E_q \left[ \partial_i \log p(X; \hat{\theta}) \right] = 0.
$$

The inner product of the tangent vector along the $m$-geodesic at $p(\hat{\theta})$

$$
\partial_i \log r(x; t)|_{t=0} = \frac{q(x) - p(x; \hat{\theta})}{r(x; t)}|_{t=0}
$$

and the tangent vectors along the model manifold at $p(\hat{\theta})$

$$
\partial_i \log p(x; \theta)|_{\theta = \hat{\theta}} = \frac{\partial_i p(x; \hat{\theta})}{p(x; \hat{\theta})}$$
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is calculated as
\[
\mathbb{E}_{p_{\theta}}[\partial_i \log r(X; 0) \cdot \partial_i \log p(X; \hat{\theta})] = \int \left( \frac{q(x) - p(x; \hat{\theta})}{p(x; \hat{\theta})} \right) \partial_i \log p(x; \hat{\theta}) p(x; \hat{\theta}) dx \\
= \mathbb{E}_{q}[\partial_i \log p(X; \hat{\theta})] - \mathbb{E}_{p_{\theta}}[\partial_i \log p(X; \hat{\theta})] = 0.
\]
Thus, the \( m \)-geodesic between \( q \) and \( p(\hat{\theta}) \) is orthogonal to the model manifold, and \( p(\hat{\theta}) \) in this case is called the \( m \)-projection from \( q \) onto \( \mathcal{M} \). We note that when \( q \) is the empirical distribution \( q(x) = \frac{1}{n} \sum_{i=1}^{n} \delta(x - x_i) \) of the observed data \( \{x_i\}_{i=1}^{n} \), the \( m \)-projection coincides with the maximum likelihood estimation.

The \( e \)-projection is also defined in the same manner as the \( m \)-projection. Consider the point \( p(\hat{\theta}) \in \mathcal{M} \) closest to \( q \) in terms of the KL divergence
\[
\hat{\theta} = \arg \min_{\theta} D(p(\theta), q) = \mathbb{E}_{p_{\theta}}[\log p(X; \theta) - \log q(X)].
\]
By definition,
\[
\partial_i D(p(\theta), q)|_{\theta=\hat{\theta}} = \int \partial_i p(x; \hat{\theta})(\log p(x; \hat{\theta}) - \log q(x)) dx = 0.
\]
The tangent vector along the \( e \)-geodesic is given by
\[
\partial_t \log r(x; t)|_{t=0} = \log q(x) - \log p(x; \hat{\theta}) - a(t)|_{t=0} \\
= \log q(x) - \log p(x; \hat{\theta}) - \mathbb{E}_{p_{\theta}}[\log q(X) - \log p(X; \hat{\theta})].
\]
Then, the inner product of this tangent vector and that of the model manifold is shown to be zero as
\[
\mathbb{E}_{p_{\theta}}[\partial_i \log r(X; 0) \cdot \partial_i \log p(X; \hat{\theta})] = \int \partial_i p(x; \hat{\theta}) \left\{ \log q(x) - \log p(x; \hat{\theta}) \right\} dx = 0,
\]
so these two tangent vectors are orthogonal.

It is known that the \( e \)-projection to an \( m \)-flat manifold is unique, and the \( m \)-projection to an \( e \)-flat manifold is also unique.

**Definition 1** Let \( \mathcal{M} \) be a submanifold of \( \mathcal{S} \). Assume that for any \( p, q \in \mathcal{M} \) and \( t \in (0, 1) \), the element
\[
r = tp + (1 - t)q \in \mathcal{S}
\]
belongs to \( \mathcal{M} \). Then, \( \mathcal{M} \) is said to be \( m \)-autoparallel. Let \( \mathcal{E} \) be a submanifold of \( \mathcal{S} \). Assume that for any \( p, q \in \mathcal{E} \) and \( t \in (0, 1) \), the element \( r \) for which
\[
\log r = t \log p + (1 - t) \log q - a(t)
\]
belongs to \( \mathcal{E} \), where the constant \( a(t) \) is the normalizing factor. Then, \( \mathcal{E} \) is said to be \( e \)-autoparallel.

We note that technically the notion of autoparallel is defined in terms of the covariant derivative \([12]\), but the above definition suffices for the purpose of this paper.

## 4 em algorithm

Consider the situation that a random vector \( X \) is observed while there exists a hidden variable \( Z \). The problem is to determine the parameter \( \theta \) of the statistical model \( p(x, z; \theta) \) only from the observations \( \{x_1, \ldots, x_n\} \). Since there are hidden variables that cannot be observed, it is impossible to calculate all the statistics needed to specify a point in the space \( \mathcal{P} \) only from the observed data. In this case, we first consider the marginal distribution of the observed variables and gather all the distributions that have the same marginal distribution as the empirical distribution of the observed variables. The set of these distributions conditioned by the marginal distributions represents observed data and is called the data manifold \( \mathcal{D} \). We introduce a parameter \( \eta \) to specify the point in the data manifold \( \mathcal{D} \). Let \( q(x) \)
be the marginal distribution of $x$. All the points in $\mathcal{D}$ have the same marginal distribution and any point in $\mathcal{D}$ can be represented as

$$q(x, z; \eta) = q(x)q(z|x; \eta),$$

where $\eta$ is also regarded as the parameter of the conditional probability density function $q(z|x; \eta)$.

A natural way of choosing a point in the model manifold $\mathcal{M}$ is to adopt the closest point in $\mathcal{M}$ from the data manifold $\mathcal{D}$. It can be achieved by measuring the statistical distance between a point $q(\eta)$ in $\mathcal{D}$ and a point $p(\theta)$ in $\mathcal{M}$ with the KL divergence as

$$D(q(\eta), p(\theta)) = \int q(x, z; \eta) \log \frac{q(x, z; \eta)}{p(x, z; \theta)} dx dz,$$

and obtaining the points $\hat{\eta}$ and $\hat{\theta}$ that minimize the divergence. The $em$ algorithm is a method of solving this estimation problem by applying the $e$-projection and the $m$-projection repeatedly. The procedure is composed of the following two steps.

**$e$-step:** Apply the $e$-projection from $\theta_t$ to $\mathcal{D}$, and obtain $\eta_{t+1}$ by

$$\eta_{t+1} = \arg\min_{\eta} D(q(\eta), p(\theta_t)). \quad (1)$$

**$m$-step:** Apply the $m$-projection from $\eta_{t+1}$ to $\mathcal{M}$ and obtain $\theta_{t+1}$ by

$$\theta_{t+1} = \arg\min_{\theta} D(q(\eta_{t+1}), p(\theta)).$$

Starting from an initial value $\theta_0$, the procedure is expected to converge to the optimal value after a sufficiently large number of iterations.

![Figure 1: Geometric perspective of the $em$ algorithm.](image)

If the model manifold is $e$-flat and the data manifold is $m$-flat, it is shown that in each step, the projection is uniquely determined, but the algorithm can converge to one of the local minima in general.
Note that the procedure in the $e$-step is equivalent to minimizing

$$D(q(\eta), p(\theta)) = \int q(x)q(z|x; \eta) \log \frac{q(x)q(z|x; \eta)}{p(x; \theta_t)p(z|x; \theta_t)}dx dz$$

$$= \int q(x) \log \frac{q(x)}{p(x; \theta_t)}dx$$

$$+ \int q(x)q(z|x; \eta) \log \frac{q(z|x; \eta)}{p(z|x; \theta_t)}dx dz$$

$$= \int q(x) \log \frac{q(x)}{p(x; \theta_t)}dx$$

$$+ \int q(x)D(q(z|x; \eta), p(z|x; \theta_t))dx.$$  

It is reduced to minimizing the conditioned KL divergence $D(q(z|x; \eta), p(z|x; \theta_t))$. Because of the positivity of the KL divergence, in most cases, the parameter update $\eta_t \rightarrow \eta_{t+1}$ is realized by solving

$$q(z|x; \eta_{t+1}) = p(z|x; \theta_t)$$

with respect to $\eta_{t+1}$.

Remember that the EM algorithm is an alternating optimization procedure composed of the E and M steps.

**E-step:** Calculate $Q(\theta, \theta_t)$ defined by

$$Q(\theta, \theta_t) = \frac{1}{n} \sum_{i=1}^{n} \left\{ \int p(z|x_i; \theta_t) \log p(x_i, z; \theta)dz \right\}.$$ 

**M-step:** Find $\theta_{t+1}$ that maximizes $Q(\theta, \theta_t)$ with respect to $\theta$:

$$\theta_{t+1} = \arg \max_\theta Q(\theta, \theta_t).$$

The EM algorithm can be also seen as a motion on the data manifold and the model manifold. In the M-step, the estimate is obtained by the $m$-projection from a point in the data manifold to a point in the model manifold, and this operation is equivalent to the $m$-step. On the other hand, in the E-step, the conditional expectation is considered and this is slightly different from the $e$-projection in the $e$-step.

Let $q(x)$ be the empirical distribution of the observed variables $X$. Suppose $q(z|x; \eta_{t+1}) = p(z|x; \theta_t)$ holds in the $e$-step, then the objective function evaluated in the $m$-step is

$$D(q(\eta_{t+1}), p(\theta)) = \int q(x)p(z|x; \theta_t) \log \frac{q(x)p(z|x; \theta_t)}{p(x, z; \theta)}dx dz$$

$$= \int q(x)p(z|x; \theta_t) \log q(x)p(z|x; \theta_t)dx dz - Q(\theta, \theta_t).$$

This shows that the $m$-step and the $M$-step are equivalent if the first term can be properly integrated. The problem occurs when the integrals including the empirical distribution, which is sum of delta functions, are not appropriately defined. In [27], the case where $P$ is an exponential family and the model manifold is a curved exponential family embedded in $P$ was considered, and it was shown that the E-step and the $e$-step give different estimates. This result mainly comes from the fact that the expectation of the hidden variables and the expectation conditioned by the observed variables do not agree:

$$E_{q(\eta)} [Z] \neq E_{q(\eta)} [Z|x = E_{q(\eta)} [X]].$$

### 4.1 Robust variant: um algorithm

Since the EM algorithm is an algorithm for maximum likelihood estimation, in this paper, we mainly consider KL divergence. However, it is well known that KL divergence is vulnerable to outliers, as is maximum likelihood estimation, and robust estimation methods have been proposed using the Bregman divergence [30].
Let $U$ be a monotonically increasing convex function on $\mathbb{R}$, and $u$ be the derivative of $U$. We define $U^*(\zeta) = \sup_{z \in \mathbb{R}} \{z\zeta - U(z)\}$, that is, the Legendre transform of $U$, and $u^* = u^{-1}$ as the derivative of $U^*$. We consider transforming the function $f$ by $u^*(f)$ and denote it as $\tilde{f} = u^*(f)$, which is called the $u$-representation of the function $f$. Then, the Bregman potential between two functions $f$ and $g$ is defined as

$$d_U(f, g) = U^*(f) + U(g) - f g,$$

and the Bregman divergence is defined as

$$D_U(p, q) = \int d_U(p(y), q(y))d\Lambda(y) = \int d_U(p, q)d\Lambda,$$

where $p$ and $q$ are probability density or probability mass functions. Note that we omit the integral variable $y$ for notational simplicity.

The most popular convex function $U$ and its related functions for Bregman divergence would be the exponential function, which leads to the KL divergence where

$$U(z) = \exp(z), \quad U^*(\zeta) = \zeta(\log \zeta - 1),$$

$$u(z) = \exp(z), \quad u^*(\zeta) = \log \zeta.$$

Other important examples include the $\eta$-type with $\eta \geq 0$

$$U(z) = \exp(z) + \eta z, \quad U^*(\zeta) = (\zeta - \eta)\{\log(\zeta - \eta) + 1\},$$

$$u(z) = \exp(z) + \eta, \quad u^*(\zeta) = \log(\zeta - \eta),$$

and the $\beta$-type with $\beta \geq 0$

$$U(z) = \frac{1}{\beta + 1}(\beta z + 1)^{\beta + 1}, \quad U^*(\zeta) = \frac{\zeta^{\beta + 1}}{\beta(\beta + 1)} - \frac{\zeta}{\beta},$$

$$u(z) = (\beta z + 1)^{1/\beta}, \quad u^*(\zeta) = \frac{\zeta^{\beta} - 1}{\beta}.$$

Both the $\eta$-type and $\beta$-type functions are known to lead to robust estimators.

The Bregman divergence is also called the $u$-divergence, and the robust variant of the $em$ algorithm based on the Bregman divergence is called the $um$ algorithm. The basic idea is simply to change the $e$-projection to $u$-projection, i.e., instead of Eq. (1) in the $em$ algorithm, we consider

$$\psi(t+1) = \arg \min_{\psi} D_U(p(\psi), q(\theta(t))).$$

However, $u$-projections with respect to Bregman divergences such as $\beta$-divergence and $\eta$-divergence are generally not obtained in closed form. In [31], for estimating the model and mixture parameters in finite mixture models, two simplifications of the $m$ projection were proposed to make the inference computationally feasible. The influence function of the $u$-mixture of the exponential family models with respect to the outlying mixture component was derived in [32]. We also note that the extension to the Bregman divergence is reconsidered in [33] and applied to the rate distortion problem in the quantum channel.

### 5 Geometric perspective of channel capacity

In this section, we introduce the information geometric perspective of the estimation algorithm of channel capacity.

A memoryless channel with finite input alphabet $\Omega_1$ and finite output alphabet $\Omega_2$ is determined by a stochastic matrix $R : \Omega_1 \to \Omega_2$ or a family of distributions $\{r(x|z)\}_{z \in \Omega_1}$ on $\Omega_2$.

Let $S_i$ be the sets of all probability distributions on $\Omega_i$, $i = 1, 2$:

$$S_i = \{p : \Omega_i \to \mathbb{R}_+ \mid \sum_{x \in \Omega_i} p(x) = 1\}, \quad i = 1, 2,$$
where $\mathbb{R}_{++} = \{ x \in \mathbb{R} \mid x > 0 \}$. Similarly, let $\mathcal{S}_3$ be the set consisting of all probability distributions on $\Omega_1 \times \Omega_2$. A channel is defined by a triple $(\Omega_1, r(y|x), \Omega_2)$ of finite sets $\Omega_1, \Omega_2$ and a map $r : x \mapsto r(\cdot|x)$. The map $I : \mathcal{S}_3 \to \mathbb{R}$ defined by

$$I(p(x,y)) = D(p(x,y), q(x) \cdot r(y))$$

is the mutual information, where $q(x)$ and $r(y)$ are marginal distributions of $p(x,y) \in \mathcal{S}_3$. Given a channel $(\Omega_1, r(y|x), \Omega_2)$, the channel capacity is defined by

$$C = \sup_{q(x) \in \mathcal{S}_1} I(q(x) \cdot r(y|x)).$$

Suppose that a probability distribution $\hat{q}(x) \in \mathcal{S}_1$ attains the channel capacity $C$. Then for any $x \in \Omega_1$, the following equation holds:

$$D(r(y|x), r\hat{q}(y)) = C$$

where $r\hat{q}(y)$ is the marginal distribution of $\hat{q}(x) \cdot r(y|x)$ on $\Omega_2$. Conversely, if there exist $\hat{C} \geq 0$ and $\hat{q} \in \mathcal{S}_1$ satisfying

$$D(r(y|x), r\hat{q}(y)) = \hat{C}$$

for all $x \in \Omega_1$, then $\hat{C} \geq 0$ and $\hat{q}(x)$ are the channel capacity and a probability distribution that attains the channel capacity, respectively.

The Arimoto algorithm [34] updates a distribution $q(t)(x) \in \mathcal{S}_1$ by the update rule

$$q^{(t+1)}(x) = \frac{q^{(t)}(x) \exp\{D(r(y|x), r^{(t)}(y))\}}{\sum_{x'} q^{(t)}(x') \exp\{D(r(y|x'), r^{(t)}(y))\}},$$

where $r^{(t)}(y)$ is the marginal distribution of $q^{(t)}(x) \cdot r(y|x)$ and is denoted as $r^{(t)}(y) = r\hat{q}(t)(y)$. The channel capacity $C$ of a discrete memoryless channel is shown to be concave and $\mathcal{S}_1$ is a convex set. It is proven that the Arimoto algorithm monotonically increases the mutual information $I(q^{(t)}(x) \cdot r(y|x))$, which converges to the channel capacity [35].

5.1 Information geometric perspective of channel capacity

Recently, the information geometric perspective of the Arimoto algorithm has been elucidated [36].

Define subsets $\mathcal{M}$ and $\mathcal{E}$ of $\mathcal{S}_3$ as

$$\mathcal{M} = \{ q(x) \cdot r(y|x) \mid q(x) \in \mathcal{S}_1 \},$$

$$\mathcal{E} = \{ \hat{q}(x) \cdot r(y) \mid \hat{q}(x) \in \mathcal{S}_1, r(y) \in \mathcal{S}_2 \}.$$

The subspace $\mathcal{M}$ is composed of probability distributions of the form $q(x) \cdot r(y|x)$. The conditional distribution $r(y|x)$ is a fixed channel; hence any point in $\mathcal{M}$ is specified by an input distribution $q(x) \in \mathcal{S}_1$. In contrast, $\mathcal{E}$ is composed of probability distributions of the form $\hat{q}(x) \cdot r(y)$, namely, the distributions of the input and the output are mutually independent. Note that any input distribution in $\mathcal{E}$ is denoted by $\hat{q}(x) \in \mathcal{S}_1$ to differentiate it from that in $\mathcal{M}$.

It is easy to verify that $\mathcal{M}$ is $m$-autoparallel and $\mathcal{E}$ is $e$-autoparallel. For $p(x,y) \in \mathcal{S}_3$, the $m$-projection of $p$ onto $\mathcal{E}$ is $q(x) \cdot r(y)$. Then, the capacity is written as

$$C = \sup_{p(x,y) \in \mathcal{M}} D(p(x,y), \Pi^{(m)}(p(x,y))),$$

where $\Pi^{(m)}(p(x,y))$ is the $m$-projection of $p(x,y)$ onto $\mathcal{E}$. From this expression, we see that the channel capacity $C$ is characterized by the largest divergence from $\mathcal{M}$ to $\mathcal{E}$.

In contrast to the EM algorithm, for estimating the channel capacity, we must maximize the KL divergence between two flat statistical manifolds. We cannot expect convergence to the channel capacity by a simple iteration of $e$ and $m$ projections in the $em$ algorithm. For this problem, the inverse $em$ algorithm was proposed in [36].

For $q^{(t)}(x) \cdot r(y|x) = p^{(t)}(x,y) \in \mathcal{M}$, update $q^{(t+1)}(x) \cdot r(y|x) = p^{(t+1)}(x,y) \in \mathcal{M}$ as follows.
The problem of finding \( m \) is determined by Eq. (5); hence it only depends on \( r \).

For later use, define an \( r \) which is composed of candidates for the backward \( e \)-step.

**Backward \( e \)-step:** Search \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \in \mathcal{E} \) such that the unique \( e \)-projection from \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \) onto \( \mathcal{M} \) is \( p^{(t)}(x,y) \).

**Backward \( m \)-step:** Search \( q^{(t+1)}(x) \cdot r(y|x) \in \mathcal{M} \) such that the unique \( m \)-projection from \( q^{(t+1)}(x) \cdot r(y|x) \) onto \( \mathcal{E} \) is \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \). Set \( p^{(t+1)}(x,y) = q^{(t+1)}(x) \cdot r(y|x) \).

It is proven that

\[
I(p^{(t)}(x,y)) \leq I(p^{(t+1)}(x,y))
\]

holds.

For the backward \( e \)-step, it is shown that for a given probability distribution \( p^{(t)}(x,y) \in \mathcal{M} \), there exists a probability distribution \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \in \mathcal{E} \) that satisfies \( \Pi^{(e)}(\tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y)) = p^{(t)}(x,y) \), and it is written as

\[
\tilde{q}^{(t+1)}(x) \propto q^{(t)}(x) \exp\{D(r(x), r(y))\}
\]

(5)

For later use, define an \( e \)-autoparallel subset \( \mathcal{E}^{(t)} \) of \( \mathcal{E} \) by

\[
\mathcal{E}^{(t)} = \{ \tilde{q}(x) \cdot r(y) \mid \Pi^{(e)}(\tilde{q}(x) \cdot r(y)) = q^{(t)}(x) \cdot r(y|x) \in \mathcal{M} \},
\]

which is composed of candidates for the backward \( e \)-step.

To carry out the backward \( m \)-step, it is important to choose an appropriate probability distribution \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \in \mathcal{E}^{(t)} \) so that there exists \( p^{(t+1)}(x,y) \in \mathcal{M} \) such that \( \Pi^{(m)}(p^{(t+1)}(x,y)) = \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \). Let \( \Pi^{(m)}(\mathcal{M}) \) be the projection of \( \mathcal{M} \) to \( \mathcal{E} \) by the \( m \)-projection (Fig. 3), and assume there exist intersections of \( \Pi^{(m)}(\mathcal{M}) \) and \( \mathcal{E}^{(t)} \). Choose an arbitrary point \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \in \Pi^{(m)}(\mathcal{M}) \cap \mathcal{E}^{(t)} \). For such a point, we can perform the backward \( m \)-step.

The problem of finding \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \in \mathcal{E}^{(t)} \) for the backward \( m \)-step is equivalent to finding an intersection of \( \Pi^{(m)}(\mathcal{M}) \cap \mathcal{E}^{(t)} \). Let us focus on element \( \tilde{q}^{(t+1)}(x) \cdot r^{(t+1)}(y) \in \mathcal{E}^{(t)} \). Given \( r^{(t+1)}(y) \), the form of \( \tilde{q}^{(t+1)}(x) \) is determined by Eq. (5); hence it only depends on \( r^{(t+1)}(y) \), and \( \tilde{q}^{(t+1)}(x) \) is regarded as a function of \( r^{(t+1)}(y) \) henceforth. Note that by the definition of \( m \)-projection to \( \mathcal{E} \), \( \Pi^{(m)}(q^{(t+1)}(x) \cdot r(y|x)) = \tilde{q}^{(t+1)}(x) \cdot r_{q^{(t+1)}}(y) \), where \( r_{q^{(t+1)}}(y) \) is the marginal distribution of \( q^{(t+1)}(x) \cdot r(y|x) \). Then, the function \( r^{(t+1)}(y) \) must satisfy the following condition.

\[
\exists q^{(t+1)}(x) \in \mathcal{S} \text{ s.t. } \Pi^{(m)}(q^{(t+1)}(x) \cdot r(y|x)) = \tilde{q}^{(t+1)}(x) \cdot r_{q^{(t+1)}}(y) = q^{(t+1)}(x) \cdot r^{(t+1)}(y).
\]

Concretely,

\[
r_{q^{(t+1)}}(y) = \sum_{x \in \Omega_1} q^{(t+1)}(x) \cdot r(y|x)
\]

\[
\propto \sum_{x \in \Omega_1} q^{(t)}(x) \cdot \exp D(r(x), r^{(t+1)}(\cdot)) \cdot r(y|x),
\]

\footnote{The existence and uniqueness of the intersection are not guaranteed in general.}
Figure 3: Schematics of backward em and Arimoto algorithms. In the backward e-step, the intersection of $\Pi^{(m)}(\mathcal{M})$ and $\mathcal{E}^{(t)}$ is searched. In contrast, the Arimoto algorithm only considers the restriction $\mathcal{E}^{(t)}$ for update.

\begin{equation}
 r^{(t+1)}(y) = \frac{1}{Z(r^{(t+1)})} \sum_{x \in \Omega_1} \tilde{q}^{(t)}(x) \cdot \exp D(r(\cdot|x), r^{(t+1)}(\cdot)) \cdot r(y|x)
\end{equation}

with respect to $r^{(t+1)}(y)$, where $Z(r^{(t+1)})$ is the normalization term. This problem of finding the distribution $r^{(t+1)}(y)$ by solving Eq. (6) is prohibitive in general. To make the problem tractable, consider approximating the KL divergence in Eq. (6) by a constant. It is, by using Eq. (2) and (3), regarded as approximating $D(r(\cdot|x), r^{(t+1)}(\cdot))$ by the attained channel capacity $C$. Then, the problem in Eq. (6) is reduced to

\begin{equation}
 r^{(t+1)}(y) = \sum_{x \in \Omega_1} q^{(t)}(x) \cdot r(y|x) = q^{(t+1)}(y),
\end{equation}

which is the explicit solution of $r^{(t+1)}(y)$, and $\tilde{q}^{(t+1)}(x) \in S_1$ is also approximated as

\begin{equation}
 \tilde{q}^{(t+1)}(x) \approx q^{(t)}(x) \exp D(r(\cdot|x), q^{(t)}(\cdot)).
\end{equation}

The backward $m$-step also must be approximated because, owing to the approximation of the backward e-step, $\tilde{q}^{(t+1)}(x) \cdot r_{q^{(t)}}(y)$ is not necessarily in $\Pi^{(m)}(\mathcal{M}) \cap \mathcal{E}^{(t)}$. The backward $m$-step is simply approximated by the $m$-projection of $\tilde{q}^{(t+1)}(x) \cdot r_{q^{(t)}}(y)$ to $\mathcal{M}$ and given as

\begin{equation}
 \Pi^{(m)}(\tilde{q}^{(t+1)}(x) \cdot r_{q^{(t)}}(y)) = \tilde{q}^{(t+1)}(x) \cdot r(y|x).
\end{equation}

In summary, the approximated backward em algorithm is reduced to the updates of $\tilde{q}^{(t+1)}(x)$ by

\begin{equation}
 \tilde{q}^{(t+1)}(x) \propto q^{(t)}(x) \exp D(r(\cdot|x), q^{(t)}(\cdot)),
\end{equation}

which is nothing but the Arimoto algorithm (4).

5.2 Addendum: turbo decoding, LDPC code

Finally, we mention the information geometric approach for other instances of information theory. Turbo codes and low-density parity check (LDPC) codes have revolutionized code theory research and are now in practical use and
standardized. The common features of these codes are that they are composed of simple codes and that they can be decoded with low computational complexity even when the code length is large. In addition, by designing appropriately long codes, it is possible to achieve a channel capacity close to the theoretical bound. Turbo decoding is a method of maximum posterior marginal decoding of codes passing a memoryless binary symmetric channel using two parity check words. It has a special iterative estimation structure. This iterative structure is different from that of the EM algorithm, but it is also analyzed precisely from the viewpoint of information geometry [37].

### 6 Parameter estimation of statistical models with structures

Various structures in the data distribution space can be modeled flexibly and naturally using statistical models. As an example, we introduce the problem of item preference parameter estimation, which parameters on a probability simplex representing the ordinal structure of a finite number of items are estimated from observations on item pairs, and show that the problem can be solved using the *em* algorithm.

The mode of probability distribution is useful as a location parameter to characterize the distribution structure, but it is more difficult to handle than the expectation. In the latter half of this section, we introduce modal linear regression, a geometric regression on the mode, and geometrically construct the *em* algorithm for estimating the regression coefficients.

The Boltzmann machine with hidden layers is a popular neural network generative model. The parameter estimation problem of Boltzmann machines is also formulated as the minimization of the KL divergence between two statistical manifolds, and its geometric structure is studied.

#### 6.1 Preference parameter estimation in ranking models

Given a set of rating data for a set of items \{I_1, \ldots, I_N\}, determining preference levels of items is an important problem. Various probability models for preference have been proposed. As an example, in [38], the Bradley–Terry (BT) model was proposed, in which each item \(I_i\) has a positive-valued parameter \(\theta_i\), and the probability of being chosen item \(I_i\) over item \(I_j\), which is denoted by \(I_i \succ I_j\), is given by \(\Pr(I_i \succ I_j) = \frac{\theta_i}{\theta_i + \theta_j}\). Namely, we consider a parameter set \(Q = \{\theta_1\}_{i \in \Lambda}, \sum_{i \in \Lambda} \theta_i = 1, \theta_i > 0\), where \(\Lambda = \{1, 2, \ldots, N\}\) is an index set. In this model, the greater the value of \(\theta_i\), the more highly item \(I_i\) is preferred. Assume that multiple users independently compare \(i\) and \(j\), and let \(n_{ij}\) and \(n_{ji}\) be the number of observed events \(I_i \succ I_j\) and \(I_j \succ I_i\), respectively. The log-likelihood of the BT model is given by

\[
L(Q) = \sum_{i \neq j} n_{ij} \log \frac{\theta_i}{\theta_i + \theta_j},
\]

and the estimate \(\hat{Q}\) is obtained as a solution of the following optimization problem:

\[
\hat{Q} = \arg \max_Q L(Q) \quad \text{subject to} \quad \sum_{i \in \Lambda} \theta_i = 1, \theta_i > 0.
\]

There exists several parameter estimation algorithms [39][40].

We can take another look at the BT estimation problem from the viewpoint of information geometry. Consider a space of categorical distributions

\[
\mathcal{M} = \left\{ Q = \{\theta_i\}_{i \in \Lambda} \bigg| \sum_{i \in \Lambda} \theta_i = 1, \theta_i > 0 \right\}.
\]

Consider also a set of probabilities \(P = \{\pi_i\}_{i \in \Lambda}\). Items \(I_i\) and \(I_j\) are compared several times, and we observe the event \(I_i \succ I_j\) \(n_{ij}\) times and the event \(I_j \succ I_i\) \(n_{ji}\) times. This observation \((n_{ij}, n_{ji})\) indicates a restriction for probabilities in the BT model as \(\pi_i : \pi_j = n_{ij} : n_{ji}\). For the observation \((n_{ij}, n_{ji})\), we define a subspace \(\mathcal{D}_{ij}\) of \(\mathcal{M}\) that satisfies the observed ratio as

\[
\mathcal{D}_{ij} = \{ P = \{\pi_i\}_{i \in \Lambda} \in \mathcal{M} \mid \pi_i : \pi_j = n_{ij} : n_{ji} \}.
\]
This submanifold \( D_{ij} \) gives a constraint on the simplex in accordance with the observation \((n_{ij}, n_{ji})\), as shown in Fig. 4 (left panel), and is called the data manifold. The data manifold \( D_{31} \) is, for example, composed of the count \((n_{13}, n_{31})\) of the events \(I_1 \succ I_3\) and \(I_3 \succ I_1\). It divides the edge of items \(I_1\) and \(I_3\) to the ratio \(n_{31} : n_{13}\).

![Figure 4: Left: Example of the \( m \)-flat data manifold embedded in the two-probability simplex. Middle: \( e \)-projection from \( Q_i \) in \( M \) to data manifolds \( D_{ij} \). Right: \( m \)-projection from data manifolds to the model manifold.](image)

If the set of data manifolds \( \{D_{ij}\} \) correspond to all observations of the form \((n_{ij}, n_{ji})\), \(i, j \in \Lambda\) is consistent, that is, it has a unique intersection, and it is adopted to be the estimate \( \hat{Q} = \bigcap_{i,j} D_{ij} \). However, this is not the case in general, and it is reasonable to seek a model that is maximally consistent with the observed pairwise comparison data. Let \( N \) be the number of given data manifolds \( \{D_{ij}\} \). A good estimate for the BT models is obtained as the nearest point in the simplex from these \( N \) submanifolds. A natural choice of the measure of closeness in the simplex is the KL divergence. The KL divergence between points \( P = \{\pi_i\} \) and \( Q = \{\theta_i\} \) is given as

\[
D(P, Q) = \sum_{i \in \Lambda} \pi_i \log \frac{\pi_i}{\theta_i}.
\]

On the basis of this, we define the KL divergence between a submanifold \( D \) and a point \( Q \) as

\[
D(D, Q) = \min_{P \in D} D(P, Q).
\]

Then, an objective function for the parameter estimation on the simplex \( M \) is proposed as the average of the KL divergences between \( D_{ij} \) and \( Q \) as

\[
F(Q) = \frac{1}{N} \sum_{i,j} D(D_{ij}, Q) = \frac{1}{N} \sum_{i,j} \min_{P \in D_{ij}} D(P, Q),
\]

and the minimizer of this function \( F(Q) \) is obtained by solving the following optimization problem:

\[
\hat{Q} = \arg \min_{Q \in M} \left\{ \sum_{i,j} \min_{P \in D_{ij}} D(P, Q) \right\}.
\]

This is a nested optimization problem and direct optimization is difficult, and the \textit{em} algorithm is applicable to solve this problem.

The data manifold \( D_{ij} \) is defined as the ratio of the observed pairwise comparisons \( n_{ij} \) and \( n_{ji} \), hence it is an \( m \)-flat manifold. In [41], it is shown that there exists an \( e \)-flat subspace \( S(P) \) in \( M \) for an arbitrary point \( P \in D_{ij} \) and, conversely, an arbitrary point \( Q \in M \) has a unique point \( P \in D_{ij} \) such that \( Q \in S(P) \) holds. Based on these flat structures, it is guaranteed that the \( e \)-projection from \( D_{ij} \) to \( Q \in M \) defined as

\[
\hat{P}_{ij} = \arg \min_{P \in D_{ij}} D(P, Q)
\]

and the \( m \)-projection from \( M \) to a set of points \( \{P_{ij} \in D_{ij}\} \) defined as

\[
\hat{Q} = \arg \min_{Q \in M} \sum_{i,j} D(\hat{P}_{ij}, Q)
\]
are uniquely determined.

In summary, the \( \text{em} \) algorithm for estimating the preference parameter of the BT model is given as follows. Starting from an initial parameter \( Q_0 \), set \( t = 0 \), and repeat the \( e \)- and the \( m \)-steps.

\[ e \)-step: For each \( (i, j) \), find a point in \( D_{ij} \) by the \( e \)-projection
\[
\hat{P}_{ij,t} = \arg \min_{P \in D_{ij}} D(P, Q_t).
\]

\[ m \)-step: Find a point \( Q_{t+1} \) that is the closest to \( D_{ij} \) by \( m \)-projection:
\[
Q_{t+1} = \arg \min_{Q \in M} \sum_{i,j} D(P_{ij,t}, Q).
\]

The \( e \)-projection is depicted in Fig. 4 (Middle) and the \( m \)-projection is depicted in Fig. 4 (Right).

The natural extension of the BT model to the multiple comparison is given by Plackett \[42\] and we refer to the model as the Plackett–Luce model,
\[
\Pr(I_{a(1)} \succ I_{a(2)} \succ \cdots \succ I_{a(N)}) = \frac{N-1}{\sum_{i=1}^{N} \theta_{a(i)}},
\]
where \( a(j) \) denotes the index of the item that occupies the \( j \)-th position in the ranking, and its geometric properties are also investigated. It is further generalized \[43, 44\] to cope with the grouped ranking observation, in which each of \( U \) judges rates \( N \) items on a scale of 1 to \( M \), \( M \leq N \), assuming there is a latent ordering in a set of the same rated items, but we only observe \( M \) groups of items that are divisions of \( N \) items. The grouping by a user \( u \) is denoted as \( D_u = \{ G_{u1}, \ldots, G_{uM} \} \), where \( G_{um} = \{ i \in \{1, \ldots, N\} | I_i \in m \text{-th group} \} \). The problem of finding the optimal parameter \( \theta \) most consistent with the observations \( \{ D_u \}_{u=1}^U \) is, also in this case, solved using the \( \text{em} \) algorithm.

Explaining preference levels of all users by a single set of preference parameter is not reasonable. In \[44\], a mixture of different preference parameters and user clustering based on the mixture model was proposed. The application of the mixture model to the visualization of the item–user relationship and item recommendation were also proposed \[44, 45\]. Moreover, in \[41\], a weight for an observation was introduced to reflect the reliability of each observation, and the sensitivity to the outlying observation was also analyzed.

### 6.2 Modal linear regression model

Linear regression is used to model the conditional mean of a response variable \( y \) given the predictor variable \( x \). A well-known least-squares estimator for linear regression coefficients is highly sensitive to outliers. To alleviate this problem, many estimators have been developed. One of the reasons for this sensitivity stems from the mean estimation. Mode is a reasonable alternative to characterize the location of distributions and is used to, for example, robustly identify low-dimensional subspace \[46\]. Modal linear regression (MLR; \[47\]) is used to model the conditional mode of \( y \) given \( x \) by using a linear predictor function of \( x \). MLR relaxes the distribution assumptions for the robust M-estimators of linear regression \[48, 49\] and is robust against outliers compared with the least-squares estimation of linear regression coefficients. It is also robust against violations of standard assumptions on the usual mean regression, such as heavy-tailed noise and skewed conditional and noise distributions.

In information geometry, a model manifold is often constructed using a parametric distribution. Estimates are regarded as the projection of an empirical distribution onto the model manifold. In the case of linear regression, we construct a model manifold under the assumption that an error variable has a normal distribution. Because of the lack of a parametric distribution, constructing a model manifold that corresponds to the MLR model is difficult with conventional approaches. Some studies have considered nonparametric models for information geometry. Pistone and Sempi \[50\] showed a well-defined Banach manifold for probability measures. Grasselli \[51\] addressed the Fisher information and \( \alpha \)-connections for the Banach manifold. Zhang \[52\] discussed the relationship between divergence functions, the
Fisher information, α-connections, and fundamental issues in information geometry. In contrast to these nonparametric approaches to information geometry, in [53,54], the geometric operation, which leads to the mode or the operation that makes the MLR estimator robust, was elucidated and an information geometric perspective on MLR was obtained.

Let \( x \in \mathbb{R}^p \) and \( y \in \mathbb{R} \) be a set of predictor variables and a response variable, respectively. The original least squares for linear regression estimates a conditional mean of \( y \) given \( x \), while MLR estimates a conditional mode of \( y \) given \( x \). We briefly explain the EM algorithm of MLR introduced in [55].

### 6.2.1 Formulation

Suppose that \( \{x_i, y_i\}_{i=1}^N \) are i.i.d. observations, where the \( i \)-th predictor variable is denoted by \( x_i \in \mathbb{R}^p \) and the corresponding response is denoted by \( y_i \in \mathbb{R} \). With MLR, a conditional mode of \( y \) given \( x \) by a linear function of \( x \) is modeled as

\[
\text{Mode}[y; x] = x^\top \beta,
\]

where \( \text{Mode}[y; x] = \arg \max_y f(y|x) \) for the conditional density function \( f(y|x) \). Namely, \( y \) and \( x \) are related as

\[
y = x^\top \beta + \epsilon, \quad \text{where} \quad \text{Mode}[\epsilon; x] = 0.
\]

To estimate \( \beta \), Lee [47] introduced a loss function with the form

\[
l(\beta; y, x) = -\phi_h(y - x^\top \beta),
\]

where \( \phi_h(x) = \frac{1}{h} \phi \left( \frac{x}{h} \right) \), \( \phi(\cdot) \) is a kernel function, and \( h \) is a bandwidth parameter. Minimizing the empirical loss leads to the estimate \( \hat{\beta} \) of the linear coefficient:

\[
\hat{\beta} = \arg \max_{\beta} \frac{1}{N} \sum_{i=1}^N \phi_h(y_i - x_i^\top \beta). \tag{7}
\]

In this paper, \( \phi(\cdot) \) denotes a standard normal density function. The consistency and asymptotic normality of the estimate \( \hat{\beta} \) obtained by Eq. (7) have been established under certain regularity conditions on the samples, kernel function, parameter space, and vanishing rate of the bandwidth parameter [56].

### 6.2.2 EM algorithm for MLR

Here, we introduce the EM algorithm for the MLR parameter estimation proposed in [55]. The algorithm consists of two steps starting from an initial estimate \( \beta^{(1)} \).

**E-Step:**

Consider the surrogate function

\[
\gamma(\beta; \beta^{(k)}) = \sum_{i=1}^N \pi_i^{(k)} \log \left[ \frac{\frac{1}{N} \phi_h \left( y_i - x_i^\top \beta \right)}{\pi_i^{(k)}} \right],
\]

where

\[
\pi_i^{(k)} = \frac{\phi_h(y_i - x_i^\top \beta^{(k)})}{\sum_{j=1}^N \phi_h(y_j - x_j^\top \beta^{(k)})}, \quad i = 1 \ldots N. \tag{8}
\]

This function satisfies

\[
\gamma(\beta^{(k)}; \beta^{(k)}) = \log \left[ \frac{1}{N} \sum_{i=1}^N \phi_h \left( y_i - x_i^\top \beta^{(k)} \right) \right]
\]

and

\[
\log \left[ \frac{1}{N} \sum_{i=1}^N \phi_h \left( y_i - x_i^\top \beta \right) \right] = \log \left[ \sum_{i=1}^N \pi_i^{(k)} \frac{\phi_h \left( y_i - x_i^\top \beta \right)}{\pi_i^{(k)}} \right], \quad \text{by Jensen’s inequality}
\]

\[
\geq \sum_{i=1}^N \pi_i^{(k)} \log \left[ \frac{\frac{1}{N} \phi_h \left( y_i - x_i^\top \beta \right)}{\pi_i^{(k)}} \right] = \gamma(\beta; \beta^{(k)}).
\]
M-Step:

In this step, the parameter $\beta$ is updated to increase the value of $\frac{1}{N} \sum_{i=1}^{N} \phi_h \left( y_i - x_i^T \beta \right)$. The updated parameter $\beta^{(k+1)}$ is given as

$$
\beta^{(k+1)} = \arg \max_{\beta} \gamma(\beta; \beta^{(k)}).
$$

The following inequality holds:

$$
\log \left[ \frac{1}{N} \sum_{i=1}^{N} \phi_h \left( y_i - x_i^T \beta^{(k+1)} \right) \right] \geq \gamma(\beta^{(k+1)}; \beta^{(k)})
$$

$$
\geq \gamma(\beta^{(k)}; \beta^{(k)}) = \log \left[ \frac{1}{N} \sum_{i=1}^{N} \phi_h \left( y_i - x_i^T \beta^{(k)} \right) \right].
$$

Equation (9) is equivalent to

$$
\beta^{(k+1)} = \arg \max_{\beta} \sum_{i=1}^{N} \pi_i^{(k)} \log \phi_h(y_i - x_i^T \beta).
$$

When $\phi(\cdot)$ is a standard normal density function,

$$
\beta^{(k+1)} = \left( X^T W_k X \right)^{-1} X^T W_k y, \quad W_k = \text{diag} \left( \pi_1^{(k)}, \ldots, \pi_N^{(k)} \right).
$$

The property of the estimate $\hat{\beta}$ was discussed in [55].

6.2.3 Information geometry of MLR

Sando et al. [54] analyzed MLR from the viewpoint of information geometry. They elucidated the source of the difficulty by constructing a model manifold and data manifold for the MLR model and proposed a framework for geometrically formulating the MLR model.

To elucidate the cause of the difficulty of constructing manifolds for the MLR model, consider the parameter estimation of a Gaussian mixture model as a specific example of statistical inferences in information geometry. Suppose that observations $x_i \in \mathbb{R}^p$, $i = 1, \ldots, N$ are i.i.d. subject to a Gaussian mixture distribution expressed as

$$
f(x; \mu, \Sigma) = \sum_{i=1}^{K} \pi_i g(x; \mu_i, \Sigma_i),
$$

where

$$
\begin{cases}
\pi_i \geq 0, \\
\sum_{i=1}^{K} \pi_i = 1,
\end{cases}
$$

$$
g(x; \mu_i, \Sigma_i) = \frac{1}{\sqrt{2\pi} \sqrt{\det(\Sigma_i)}} \exp \left\{ -\frac{1}{2} (x - \mu_i)^\top \Sigma_i^{-1} (x - \mu_i) \right\}.
$$

Then, the model manifold consists of Gaussian mixture density functions whose parameters are the means and covariance matrices. The data manifold is constructed based on the empirical density function $\frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i)$.

In the parameter estimation of the Gaussian mixture model, the model manifold is constructed on the basis of parametric distribution. In contrast, even though they have the similarity that densities are approximated by a mixture of kernel functions, there is no assumption of parametric distributions in MLR. This makes it nontrivial to construct a model manifold and data manifold.

To construct the model manifold for the MLR model, consider (i) the assumption that Mode $[\epsilon; x] = 0$ and (ii) the form of the objective function of $\beta$ for the MLR model: $\frac{1}{N} \sum_{i=1}^{N} \phi_h \left( y_i - x_i^T \beta \right)$. From this assumption and fact, the optimization problem expressed in Eq. (7) is regarded as a maximization problem of KDE at $\epsilon = 0$ for the probability density function of $\epsilon$. On the basis of the given observations, we propose constructing the following model for MLR:

$$
f(\epsilon; \beta) = \frac{1}{N} \sum_{i=1}^{N} \phi_h \left( \epsilon - \epsilon_i(\beta) \right),
$$
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where \( \epsilon_i(\beta) = y_i - x_i^\top \beta, \ i = 1 \ldots N \) and the variable \( \epsilon \) denotes an error variable. In [27], the latent variable \( Z \in \{1 \ldots N\} \), which specifies a mixture component from which an observation is obtained, was introduced. The joint density function of \( \epsilon \) and \( Z \) is

\[
g(\epsilon, z; \beta) = \prod_{i=1}^{N} \left[ \frac{1}{N} \phi_h(\epsilon - \epsilon_i(\beta)) \right] \delta_i(z),
\]

where \( \delta_i(z) = 1 \) if \( z = i \) and \( \delta_i(z) = 0 \) if \( z \neq i \). The model manifold \( \mathcal{M} \) is denoted by

\[
\mathcal{M} = \{ g(\epsilon, z; \beta) \mid \beta \in \mathbb{R}^p \},
\]

which is a curved exponential family.

We next consider constructing a data manifold for the MLR model. The empirical density function is often constructed on the basis of observations. The empirical density function is constructed as follows:

\[
p(\epsilon) = \delta(\epsilon - 0) = \delta(\epsilon).
\]

By introducing the latent variable \( Z \in \{1 \ldots N\} \) and the parameters \( \{q_i\}_{i=1}^{N} (q_i \geq 0, \sum_{i=1}^{N} q_i = 1) \) to Eq. (11), \( p(\epsilon) \) is extended to the empirical joint density function of \( \epsilon \) and \( Z \):

\[
h(\epsilon, z; q_1 \ldots q_N) = \sum_{i=1}^{N} q_i \delta(\epsilon) \delta_i(z), \quad \text{where} \quad q_i \geq 0, \sum_{i=1}^{N} q_i = 1
\]

The data manifold \( \mathcal{D} \) is defined as

\[
\mathcal{D} = \left\{ h(\epsilon, z; q_1 \ldots q_N) \mid q_i \geq 0, \sum_{i=1}^{N} q_i = 1 \right\}.
\]

\( \mathcal{D} \) is shown to be a mixture family.

Consider the e-projection of a model with the parameters \( \beta^{(k)} \) onto the data manifold:

\[
\min_{h \in \mathcal{D}} D(h, g(\cdot, \cdot; \beta^{(k)}))
\]

which is equivalent to the problem

\[
\min_{q_1 \ldots q_N} \ D\left(h(\cdot, \cdot; q_1 \ldots q_N), g(\cdot, \cdot; \beta^{(k)})\right) \quad \text{s.t.} \quad q_i \geq 0, \sum_{i=1}^{N} q_i = 1.
\]

An optimal solution for Eq. (12) is

\[
q_i^{(k)} = \frac{\phi_h(y_i - x_i^\top \beta^{(k)})}{\sum_{j=1}^{N} \phi_h(y_j - x_j^\top \beta^{(k)})}, \quad i = 1 \ldots N,
\]

which is equivalent to the E-step in Eq. (8). Then, consider the m-projection of the empirical joint density function with the parameters \( q_i = q_i^{(k)}, \ i = 1 \ldots N \) onto the model manifold:

\[
\min_{g \in \mathcal{M}} D(h(\cdot, \cdot; q_1 = q_1^{(k)} \ldots q_N = q_N^{(k)}), g),
\]

which is solved by

\[
\max_{\beta} \sum_{i=1}^{N} q_i^{(k)} \log \phi_h(y_i - x_i^\top \beta),
\]

and is equivalent to the M-step [10].

Figure[5] shows the update process of the \( em \) algorithm corresponding to the MLR model parameter estimation.
6.3 Boltzmann machine learning

The Boltzmann machine (BM) is a fully connected neural network model with \( n \) neurons and is equivalent to a second-order log linear model with a binary random variable of length \( n \), and is trained to approximate the distribution of the input data. A Boltzmann machine is usually composed of \( v \) visible units \( x = (x_1, \ldots, x_v) \in \{0, 1\}^v \) and \( h \) hidden units \( y = (y_1, \ldots, y_h) \in \{0, 1\}^h \). The family of Boltzmann machines with \( n = v + h \) neurons is written as

\[
B = \left\{ B \in \mathcal{P}^n : B(z) = b \exp \left\{ \sum_{1 \leq i < j \leq n} w_{ij} z_iz_j \right\} \right\},
\]

where \( w_{ij}, 1 \leq i, j \leq n \) are the network connectivities, \( z = (x, y) \) and \( \mathcal{P}^n \) is the collection of probability distributions on the set of machine states \( \{0, 1\}^n \). The constant \( b \) is a normalizing factor so that for all \( w_{ij} \), the function \( B(z) \) is a valid distribution. The behavior of the \( v \) visible units is described by the marginal distribution \( B_v \) determined from \( B \) as

\[
B_v(x) = \sum_{y \in \{0,1\}^h} B((x, y)).
\]

The objective of training the BM is to find a machine for which \( B_v \) is close to the empirical distribution \( \hat{P} \) of the observation of visible units. Namely, by defining the family \( \mathcal{D} \) of the desirable distributions on the set of machine state \( \{0, 1\}^n \) as

\[
\mathcal{D} = \left\{ P \in \mathcal{P}^n : \sum_{y \in \{0,1\}^h} P((x, y)) = \hat{P}(x), \ \forall x \in \{0,1\}^v \right\}
\]

whose marginal distribution on the visible units agrees with \( \hat{P} \), the problem of BM learning is formulated as

\[
\inf_{B \in \mathcal{B}} \inf_{P \in \mathcal{D}} D(P, B).
\]
Since $D$ is a subspace of distributions consistent with the given observed (visible) variable, it plays a similar role to the data distribution in terms of the $em$ algorithm. Detailed convergence analysis of this bilevel optimization problem is given in [57].

It is shown that the manifold of BM without hidden units is an $e$-flat manifold, so that an invariant metric is introduced into it.

It is shown that the best approximation is given by the $m$-geodesic projection, and is unique in the case of no hidden units. Furthermore, a generalized Pythagorean theorem makes it possible to decompose the approximation error in an invariant manner. The BM manifold with hidden units is not $e$-flat but has some interesting properties [58]. The possibility of further speed up by simultaneously solving both the $e$- and $m$-steps using information geometrically derived gradient flows is suggested in [59].

Also, an information geometric structure of Helmholtz machine learning, known as the Wake–Sleep algorithm, was elucidated in [60], where, in contrast to the EM and $em$ algorithms, both the Wake-phase and Sleep-phase correspond to the $m$-projection.

7 Data analysis for distributional data

Here, we regard a distribution as a datum. In other words, a point $\theta$ in the parameter space $\mathcal{S}$ is given as a datum. Such generalization of data analysis in the Riemannian manifold has been attracting much attention [61]. One example of such a situation is found in the field of sensor fusion, where numerous sensors are distributed and plenty of data are obtained by each sensor, but a high communication capacity is required to collect all data from all sensors. One way to reduce the communication cost is to collect only a distribution parameter calculated in each sensor. Another example is transfer learning in machine learning, where there are many different tasks, each of which includes a set of data. By using such source tasks, it may be possible to improve the accuracy for a new target task that only has a small number of samples.

In transfer learning, it is necessary to model common features among different tasks at the same time as the difference between features. Although there are various ways of formulation of transfer learning [62], we assume that all tasks lie on a lower dimensional latent subspace representing a common structure among tasks and the difference between tasks is expressed as different locations on the subspace [63].

In this section, we explain the EM-like iterative algorithm used in such a situation.

7.1 Statistical inference for distributional data

Let us consider a transfer learning scenario. Suppose we have distributions $p_1, \ldots, p_N$ from source tasks and $p_{\text{new}}$ for a target task, where $p_{\text{new}}$ is only based on a small number of samples. One simple way of transfer learning is to find a projection from $p_{\text{new}}$ onto a flat subspace spanned by $p_1, \ldots, p_N$. If we take the $e$-flat subspace, the subspace is

$$
\mathcal{M}_e = \left\{ \theta \mid \theta = \sum_i w_i \theta_i, \sum_i w_i = 1, \theta \in \mathcal{S} \right\},
$$

where $\theta_i$ is an $e$-coordinate of $p_i$, and we can define the $m$-flat subspace similarly. This transfer learning is merely a simple projection, and it can be solved by calculating the projection point (for uniqueness, it is natural to take $m$-projection for an $e$-flat subspace and $e$-projection for an $m$-flat subspace), which can be obtained in an explicit form or by a gradient descent method. However, the problem becomes difficult when $p_i$ is given by an empirical distribution $p_i(x) = (1/N_i) \sum_j \delta(x - \mathcal{x}_{ij})$, where $\mathcal{X}_i = \{x_{ij}\}$ is a sample set for $p_i$ and $N_i = |\mathcal{X}_i|$. In such a nonparametric case, the distribution does not have an explicit form of the $e$-coordinate. Takano et al. [64] solved this difficulty by avoiding the explicit expression of the $e$-coordinate and introducing a new geometrical algorithm based on a generalized Pythagorean theorem, as described below.
Instead of an explicit form of the \( e \)-coordinate, we can use a characteristic of an \( e \)-mixture that is a member of \( M_e \), shown by Murata and Fujimoto \[65]\:

\[
p_w = \arg \min_{q \in S} \sum_i w_i D(q, p_i),
\]

where \( p_w \) is an \( e \)-mixture defined as a distribution whose \( e \)-coordinate is \( \sum_i w_i \theta_i \) in a parametric case. The right-hand side can be used as an implicit expression of the \( e \)-mixture, which only depends on the weight \( w_i \) and divergence between \( q \) and \( p_i \). To find the projection of \( p_{\text{new}} \) onto \( M_e \), we must determine \( q \) and \( w_i \) in (13). Takano et al. proposed an algorithm for optimizing \( q \) and \( w_i \) alternatively, as in the EM algorithm. Instead of the \( e \)-coordinate, \( q \) is expressed in a nonparametric form, \( q(x) = \sum_j v_j \delta(x - y_j) \), where the set \( Y = \{y_j\} \) is typically \( Y \subset \bigcup_i X_i \).

If \( w_i \) is fixed, the right-hand side of (13) is minimized with respect to \( v_j \). This can be performed if \( D(q, p_i) \) is expressed as a function of \( v_j \) and \( x_{ij} \). Such a nonparametric expression of divergence has been proposed in the research field of point process, for example, the method proposed in \[66, 67\]. By using gradient descent of the expression, \( v_j \) is optimized for fixed \( w_i \).

On the other hand, the projection of \( p_{\text{new}} \) onto \( M_e \) must satisfy the orthogonality

\[
D(p_{\text{new}}, p_i) = D(p_{\text{new}}, q) + D(q, p_i)
\]

for all \( i \). However, the current values of \( w_i \) and \( v_j \) do not necessarily satisfy this formula. Takano et al. proposed a simple update rule for \( w_i \) as follows: if the left-hand side is larger than the right hand side, this means the point \( q \) is too close to \( p_i \), hence \( w_i \) should be decreased from the current value; on the other hand, if the left-hand side is smaller, \( w_i \) should be increased. The convergence of this algorithm has been investigated by Akaho et al. \[68\], who showed that the algorithm is guaranteed to converge under a mild condition.

### 7.2 Dimension reduction for distributional data

The method above becomes difficult if the number of source tasks increases, because the dimension of subspace becomes large, which may cause a curse of dimensionality. To reduce the dimension, the most well-known method is the principal component analysis (PCA). PCA finds the subspace that minimizes the mean square distance from sample points, which implicitly assumes that the sample points lie on the Euclidean space. Although PCA can be applied even to the sample points that are distribution parameters (Fig. 6), there are some serious issues. One is that the projection from the point to the subspace is not necessarily included in the domain, for instance, it can be negative variance for Gaussian distribution as in the example in Fig. 6. Another is that the Euclidean distance between distribution parameters would not be appropriate from a statistical point of view.

From such considerations, Akaho \[69\] and Collins et al. \[70\] proposed an extension of PCA to the case of probability distributions, in particular, exponential family distributions. As described in the previous sections, exponential family distributions have two dual coordinates, \( e \)-coordinate \( \theta \) and \( m \)-coordinate \( \eta \), and for each coordinate, the flat subspace is given by a linear equation of the coordinate. By this duality, there are two kinds of extension of PCA: \( e \)-PCA, which finds the flat subspace for the \( e \)-coordinate, and \( m \)-PCA for the \( m \)-coordinate.

We describe the \( e \)-PCA here, while the \( m \)-PCA is defined in a similar way merely by exchanging \( e \)- with \( m \)- below. The goal of the \( e \)-PCA is to determine an affine subspace defined using \( u = u_1, \ldots, u_K \) for some fixed \( K \),

\[
M_e(u) = \left\{ \hat{\theta} \mid \hat{\theta} = \sum_{k=1}^{K} w_k u_k \in S, \sum_{k=1}^{K} w_k = 1 \right\}
\]

to fit given samples \( \theta_1, \ldots, \theta_N \). To guarantee a unique projection from a sample point to the subspace, it is natural to take dual projection, i.e., \( m \)-projection for \( e \)-PCA and \( e \)-projection for \( m \)-PCA. The projection can be formulated in terms of KL divergence, therefore the objective function for \( e \)-PCA is

\[
L(w, u) = \sum_{i=1}^{N} D(\theta_i, \hat{\theta}_i), \quad \hat{\theta}_i = \sum_{k=1}^{K} w_{ik} u_k,
\]
where \( \hat{\theta}_i \) is the projection point of \( \theta_i \). We need to optimize this function with respect to \( w_{ik} \) and \( u_k \). If we fix \( u_k \), the weights \( w_{ik} \) are coefficients for the projected points of \( \theta_i \), which can be uniquely determined from the duality, and it is typically minimized by a gradient descent method. The first derivative of \( L(w, u) \) is given in a simple form,

\[
\frac{\partial L(w, u)}{\partial w_{ik}} = u_k (\hat{\eta}_i - \eta_i), \quad \frac{\partial L(w, u)}{\partial u_k} = \sum_{i=1}^{N} w_{ik} (\hat{\eta}_i - \eta_i),
\]

where \( \eta_i \) and \( \hat{\eta}_i \) are the \( m \)-coordinates of \( \theta_i \) and \( \hat{\theta}_i \) respectively. From the above equations, we can optimize \( w_{ik} \) and \( u_k \) alternatively. Geometrically, it is easy to see that optimizing \( w_{ik} \) for a fixed \( u_k \) is the \( m \)-projection from \( \theta_i \) onto a fixed subspace \( \mathcal{M}_e(u) \). It also holds that optimizing \( u \) is the \( m \)-projection of \( (\theta_1, \ldots, \theta_N) \) onto a fixed subspace \( \mathcal{N}_e(w) \subset S^N \), where

\[
\mathcal{N}_e(w) = \left\{ (\hat{\theta}_1, \ldots, \hat{\theta}_N) \mid \hat{\theta}_i = \sum_{k=1}^{K} w_{ki} u_k, \hat{\theta}_i \in S \right\}.
\]

Therefore, both alternating optimizations of \( w \) and \( u \) have a unique optimum, but it does not mean that the algorithm finds the global optimum as in the case of the EM algorithm.

Figure 6: Schematic figure of PCA for the parameters of a distribution.

### 7.3 Related topics on the dimension reduction for distributional data

The simplest application of \( e \)-PCA or \( m \)-PCA would be the case of \( K = 1 \), which is a general center of samples. The \( e \)-center, that is, the \( e \)-PCA of this case, is explicitly given by

\[
u_1 = \theta \left( \frac{1}{N} \sum_{i=1}^{N} \eta_i \right),
\]

where \( \theta(\eta) \) is the coordinate transformation of \( \eta \) to the \( e \)-coordinate, and \( \eta_i \) is the \( m \)-coordinate of \( \theta_i \). The \( m \)-center has a similar form by exchanging \( \theta \) and \( \eta \). By using the \( e \)-center or \( m \)-center, we can generalize the k-means clustering to distributional data in a natural way. Watanabe et al. [71] proposed the method for solving clustering and dimension reduction simultaneously, where Bayesian formulation is also introduced.

The nonnegative matrix factorization (NMF) [72, 73] is also a widely used dimension reduction method. Given a high-dimensional data matrix \( X \) with all nonnegative elements, we consider an approximation of \( X \) by \( WH \), where
$W$ and $H$ are lower rank matrices with all nonnegative elements. Supposing $X = WH$ holds, let us consider the matrix $\hat{X}$, which is a normalization of $X$ so that the sum of elements of each row is equal to 1. We can show that there exist $\hat{W}$ and $\hat{H}$ such that $\hat{X} = \hat{W}\hat{H}$, where $\hat{W}$ and $\hat{H}$ are also normalized. Since nonnegative values summing to 1 can be regarded as a probability vector, the rows of $\hat{X}$, $\hat{W}$, and $\hat{H}$ can also be regarded as a probability vector. On the basis of this fact, Akaho et al. [74] provided a geometrical view of NMF. The probability vector is an $m$-coordinate of multivariate distribution, and the NMF can be considered as a dimension reduction of distributional data. This is similar to the $m$-PCA of the probability vectors, the difference being that the decomposed matrix must be nonnegative, which is a stronger assumption than that in the $m$-PCA. Without loss of generality, all values $w_{ik}$ can be positive in the $m$-PCA, and NMF is the restriction of the $m$-PCA so that $w_{ik} \geq 0$ is satisfied. In the NMF, the maximum likelihood estimation is often applied, which is equivalent to the $m$-projection. Although it is more natural to take the $e$-projection for the $m$-flat subspace, $m$-projection is also unique in this special case.

Another example is dimension reduction for the Gaussian process. The Gaussian process is a stochastic process on some set $\mathcal{X}$, which is defined by a mean function $m(x)$ and a covariance function $v(x, x')$, where $x, x' \in \mathcal{X}$. For any set of values $x_1, \ldots, x_M \in \mathcal{X}$, function values $f_1, \ldots, f_M$ are generated from a multivariate Gaussian distribution with mean $(m(x_1), \ldots, m(x_M))$ and covariance matrix $V = (v(x_i, x_j))_{i,j=1,\ldots,M}$. Since the number of points $M$ is arbitrary, the Gaussian process is essentially an infinite dimensional distribution. Supposing there is a set of $N$ Gaussian processes $GP_1, \ldots, GP_N$, we can consider the application of the $e$-PCA or $m$-PCA to those Gaussian processes. However, it is not trivial owing to its infinite-dimensional nature. Ishibashi and Akaho [75] proved that if the Gaussian processes are different posteriors of the same prior distribution, the infinite-dimensional $e$-PCA ($m$-PCA) can be reduced to the finite-dimensional $e$-PCA ($m$-PCA). They also provided some applications to transfer learning.

We have described the application of the $e$-PCA or $m$-PCA limited to the case that the distributions belong to the exponential family. One possible extension is a mixture distribution, $p(x; q, \theta) = \sum_{k=1}^{K} p_k(x; \theta_k)$, which is often used for clustering. Here, we consider the mixture of the exponential family,

$$p(x) = \sum_{k=1}^{K} \pi_k f_k(x; \xi_k), \quad \sum_{k=1}^{K} \pi_k = 1, \quad \pi_k \geq 0$$

where $\pi_k$ is the weight parameter for a component distribution $f_k(x; \xi_k)$. This distribution does not belong to the exponential family even when $f_k$ is an exponential family distribution. However, if we introduce a latent variable $z$ such that input variable $x$ is generated from $f_z(x; \xi_z)$, the joint distribution of $(x, z)$, $p(x, z) = \pi_z f_z(x; \xi_z)$ becomes an exponential family, which means that the mixture of exponential family distributions can be embedded into the space of the exponential family. On the basis of this idea, Akaho [76] extended the framework of $e$-PCA and $m$-PCA to the case of a mixture of exponential family distributions. The key issue is the freedom of the order of components, i.e., the permutation of $z$ gives a different embedding even though the resulting mixture distributions are identical. Supposing two mixtures of distributions $p_1$ and $p_2$ written in latent variable forms,

$$p_1(x, z) = a_z f_z(x; \xi_z), \quad p_2(x, z) = b_z f_z(x; \xi_z),$$

the divergence between $p_1$ and $p_2$ gives different values, depending on the order of $z$. Akaho resolved this problem by optimizing the order of $z$ so as to minimize the KL divergence between $p_1(x, z)$ and $p_2(x, z)$. This problem can be solved by the linear programming method.

### 8 Neural generative model

An image is represented as a single point in a high-dimensional space, but not every point in this space corresponds to a “natural image”. For example, if randomly generated high-dimensional data were displayed in the same format as an image, it would look like a “sand storm” and would not be meaningful as an image. In other words, natural images occupy only a small region of the high-dimensional space, and this region might be relatively small compared with the entire space. To handle this problem in a probabilistic way, let us assume that the natural image is generated in accordance with a probability distribution $P$ in the higher-dimensional space, with some regions assigned a high
probability and other regions assigned a very low, even 0, probability. If we can well represent this probability distribution, which might be condensed at a very small region in high-dimensional space, we can generate a natural image stochastically. The idea of generative adversarial nets (GAN; [22]) is introduced as a method for modeling natural images using a deep neural network.

Let $\mathcal{X}$ denote the high-dimensional space containing images. Let $P$ be the probability distribution on $\mathcal{X}$ that generates the natural image, and let $\mathcal{D} = \{x_1, \ldots, x_n\}$ be a data set of natural images sampled from $P$. We also prepare a low-dimensional probability distribution $R$ with known characteristics. For example, a uniform distribution on $[0, 1]^k$ or a normal distribution on $\mathbb{R}^k$ is often used. Let $\mathcal{Z}$ be this sample space and $R$ be the probability distribution on $\mathcal{Z}.

We prepare a generator $G_\theta$, which is a machine that takes a single point on $\mathcal{Z}$ and generates a pseudo image on $\mathcal{X}$,

$$z \in \mathcal{Z} \mapsto y = G_\theta(z) \in \mathcal{X},$$

and the output can be changed depending on parameter $\theta$. The generator $G_\theta$ is required to perform very complex transformations, so a deep neural network is commonly used. The pseudo image $Y$ is generated as

$$Y = G_\theta(Z), \quad Z \sim R,$$

therefore, the probability distribution of $Y$ is the probability distribution on $\mathcal{X}$ determined by the generator $G_\theta$ and the reference distribution $R$ on $\mathcal{Z}$, which is called a pushforward measure. A formal definition is as follows. Let $\mathcal{X}$ be a sample space and $\mathcal{F}_\mathcal{X}$ be a $\sigma$-algebra on $\mathcal{X}$. Given a measurable function $G_\theta$, the pushforward measure of $R$ is defined by

$$P_\theta(B) = R(G_\theta^{-1}(B \cap G_\theta(\mathcal{Z}))), \quad \forall B \in \mathcal{F}_\mathcal{X}.$$

Note that the generator $G_\theta$ only transforms the low-dimensional space $\mathcal{Z}$, so that the support of $P_\theta$ is essentially a subspace of the same dimension with $\mathcal{Z}$. To approximate the probability distribution of a natural image, the pseudo images generated by transforming the data set $\mathcal{C} = \{z_1, \ldots, z_n\}$ on $\mathcal{Z}$ from the reference distribution $R$

$$\mathcal{D} = G_\theta(\mathcal{C}) = \{y_1, \ldots, y_n\}$$

imitate the natural images as if it comes from the same distribution of $\mathcal{D}$. This is an interesting and smart variation of the two-sample problem in classical statistics. The difference between the two samples can be evaluated using an appropriate statistical distance, for example the Jensen–Shannon divergence in the original work [77]. $f$-divergences with variational lower bound optimization [78] in [79][80], the maximum mean discrepancy associated with a certain reproducing kernel Hilbert space [81] in [82][83], and the Wasserstein order 1 distance approximated by neural networks in [84]. In the following discussion, we focus on the original GAN procedure proposed in [77].

To optimize the generator $G_\theta$, Goodfellow et al. [22] proposed an adversarial procedure. They introduced a discriminative model $D_\phi$ as well as a generative model $G_\theta$ and alternately trained both models as a minimax game. The learning procedure for the discriminative model is designed to estimate the probability that a sample comes from the distribution of natural images rather than pseudo images, which is given by

$$\text{maximize } L(\phi) = \mathbb{E}_{X \sim P}[\log D_\phi(X)] + \mathbb{E}_{X \sim P}[\log(1 - D_\phi(X))],$$

where $\mathbb{E}_{X \sim P}$ stands for the average with respect to the distribution $P$ and it is replaced by the empirical average with a data set $\mathcal{D} = \{x_i, i = 1, \ldots, n\}$ sampled from a distribution $P$ in the learning process

$$\mathbb{E}_{X \sim P}[f(X)] \rightarrow \frac{1}{n} \sum_{i=1}^n f(x_i)$$

and $\mathbb{E}_{X \sim P_\phi}$ is also replaced with a data set $\mathcal{C} = \{z_i, i = 1, \ldots, n\}$ from the reference distribution $R$ as

$$\mathbb{E}_{X \sim P_\phi}[f(X)] \rightarrow \frac{1}{n} \sum_{i=1}^n f(G_\theta(z_i)).$$

Also, the procedure for the generative model is designed to maximize the probability that the discriminative model makes a mistake, which is given by

$$\text{minimize } L(\theta) = \mathbb{E}_{X \sim P_\phi}[\log(1 - D_\phi(X))].$$
Let models, the learning procedure is rewritten as follows.

\[ \mathcal{M}_G = \{ P_\theta : \text{pushforward measure of } R \text{ with } G_\theta, \forall \theta \in \Theta \} , \]

which corresponds to the generative model, and the other is a set of distributions for approximating midpoints of the grand truth distribution \( P \) and the generator’s distribution \( P_\theta \).

\[ \mathcal{M}_D = \{ Q_\phi : \text{approximator of the } m\text{-midpoint of } P \text{ and } P_\theta \} \]

which corresponds to the discriminative model. The loss of \( D \) for discriminating datasets from \( P \) and \( P_\theta \) is defined as

\[ L(D) = \mathbb{E}_P[\log(D(X))] + \mathbb{E}_{P_\theta}[\log(1 - D(X))], \]

therefore, the optimal discriminator \( D_\star \) is given by

\[ D_\star(x) = \frac{p(x)}{p(x) + p_\theta(x)}, \]

where \( p \) and \( p_\theta \) are \( m \)-representations of \( P \) and \( P_\theta \), i.e., probability density functions of \( P \) and \( P_\theta \), respectively. Hence the crucial part for discriminator learning can be regarded as the estimation of the midpoint of \( P \) and \( P_\theta \). Using these models, the learning procedure is rewritten as follows.

Let \( q_\phi(x) \) be the estimate of the midpoint \((p(x) + p_\theta(x))/2\) in the discriminative model manifold \( \mathcal{M}_D \). Using the relation

\[ 1 - D(x) = 1 - \frac{p(x)}{p(x) + p_\theta(x)} = \frac{p_\theta(x)}{p(x) + p_\theta(x)}, \]

the corresponding reversal discriminator \( 1 - D_\phi \) is represented as

\[ 1 - D_\phi(x) = \frac{p_\theta(x)}{2q_\phi(x)}. \]

Therefore, given a discriminator \( D_\phi \), the optimal parameter of the generative model is estimated as

\[ \hat{\theta} = \arg \min_\theta \mathbb{E}_{X \sim P_\theta}[\log(1 - D_\phi(X))] \]

\[ = \arg \min_\theta \mathbb{E}_{X \sim P_\theta}[\log p_\theta(X) - \log 2q_\phi(X)] \]

\[ = \arg \min_\theta D(P_\theta, Q_\phi), \]

which is the \( e \)-projection from \( Q_\phi \) on \( \mathcal{M}_G \). In the same way, for a given generative model \( G_\theta \), the optimal parameter of the discriminative model is estimated as

\[ \hat{\phi} = \arg \max_\phi \mathbb{E}_{X \sim P}[\log D_\phi(X)] + \mathbb{E}_{X \sim P_\theta}[\log(1 - D_\phi(X))] \]

\[ = \arg \max_\phi \mathbb{E}_{X \sim P}[\log p(X) - \log 2q_\phi(X)] + \mathbb{E}_{X \sim P_\theta}[\log p_\theta(X) - \log 2q_\phi(X)] \]

\[ = \arg \min_\phi \mathbb{E}_{X \sim P}[\log q_\phi(X)] + \mathbb{E}_{X \sim P_\theta}[\log q_\phi(X)] \]

\[ = \arg \min_\phi \mathbb{E}_{X \sim (P + P_\theta)/2}[\log q_\phi(X)] \]

\[ = \arg \min_\phi D(\{(P + P_\theta)/2, Q_\phi\}, \]

which is the \( m \)-projection from \((P + P_\theta)/2\) on \( \mathcal{M}_D \). These two projections are iterated until convergence, and their geometrical interpretation is schematically depicted in Fig. 7.

It is worth noting that the adversarial procedure is summarized in terms of the Jensen–Shannon divergence. The Jensen–Shannon divergence is defined by using KL divergence with the \( m \)-midpoint as

\[ D_{JS}(P, P_\theta) = D(P, (P + P_\theta)/2) + D(P_\theta, (P + P_\theta)/2). \]
We introduce an approximated version of the Jensen–Shannon divergence with \( Q_\phi \) as
\[
\tilde{D}_{JS}(P, P_\theta; Q_\phi) = D(P, Q_\phi) + D(P_\theta, Q_\phi).
\]
Then the original two-sample problem is formulated as
\[
\text{minimize } \tilde{D}_{JS}(P, P_\theta; Q_\phi) \text{ with respect to } \theta \text{ and } \phi.
\]

9 Conclusion and extension

We described the \( em \) algorithm, the information geometric counterpart of the EM algorithm identified by Amari [27]. The \( em \) algorithm is a meta-algorithm, which has a very wide range of applicability, and leaves room for customization to individual problems. Various extensions and applications of the \( em \) algorithm were presented in this paper as good examples of how viewing a problem from a geometric point of view clarifies the structure of the problem and facilitates parameter estimation using iterative algorithms.

The EM algorithm was based on Jensen’s inequality to minimize the objective function (logarithmic marginal likelihood) and then to maximize it. More generally, there is the MM algorithm [85], which uses not only Jensen’s inequality but also Cauchy–Schwartz’s inequality, arithmetic–geometric mean, or quadratic approximation to minimize and maximize. The MM algorithm is a broader class of meta-algorithm that includes the EM algorithm as a special case, and is expected to have a similar geometric structure, but its unified treatment as an algorithm on statistical manifolds is not obvious, and future research on this issue is expected.
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