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Abstract. The human eye can instantly recognize two patterns of color images that are almost the same quickly, but the computer cannot directly recognize any pattern in the image. The problem faced is how the computer can recognize the image pattern entered. Pattern recognition is also a technique that aims to classify previously processed images based on similarity or similarity in characteristics. In the Artificial Neural Network there are several methods that can be used to identify image patterns, one of them with the Multilayer Perceptron architecture. Multilayer Perceptron Neural Network is a type of neural network that has the ability to detect or perform analysis for problems that are sufficient or even very complex, such as in language processing problems, recognition of a pattern and processing of an image or image. The results of the study are a system that is able to recognize grayscale image patterns and is able to provide a percentage of pattern recognition in two similar and different images.
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1. Introduction

The human eye can immediately recognize two colored images that are almost the same quickly, but the computer cannot immediately recognize the image. The problem faced is how the computer can recognize the inserted image.

Image Similarity Detection is almost similar to Pattern Recognition, which is a technique aimed at classifying previously processed images based on the similarity or similarity of the features they have. In Artificial Neural Networks, there are several methods that can be used to detect image similarities, one of which is the Multilayer Perceptron architecture. Multilayer Perceptron is a type of neural network that has the ability to detect or perform analysis for problems that are quite or even very complex, such as problems with language processing, similarity detection, and image processing.

In this research, the writer made a similarity detection program between grayscale and Multilayer Perceptron images. In this case, the file type to be used is a bitmap image (.bmp). Through the use of this Artificial Neural Network, especially the Backpropagation Network method, it is hoped that it will be implemented in detecting the similarity of the image grayscale.
Based on the background description above, the writer formulates the problem to be investigated, namely how can Artificial Neural Networks be used to detect similarities in grayscale images using Multilayer Perceptron?

**Research problem limitation:**
1. The method used for image similarity detection is using Artificial Neural Networks on the Multilayer Perceptron architecture.
2. Input / input given is an image with the file type .bmp (Bitmap) 8-bit, 16-bit, and 24-bit.
3. Image is limited to a maximum size (pixel) of 100x100.

In this research, a grayscale image similarity detection program will be made using the Multilayer Perceptron.

### 2. Research Methodology

Dhaneswara states that an Artificial Neural Network with a Multilayer Perceptron architecture and using back propagation training using momentum can be used as a data classification technique [3]. One of the main problems in ANN is the length of the training process (network model formation), therefore choosing the right network configuration (number of hidden layers, neurons, momentum value, learning-rate, activation function) is needed to speed up the training process. However, this configuration can differ from one set of training data to another, so experimentation is needed to find it.

Pattern recognition is a discipline that classifies objects based on image, weight or predetermined parameters into a number of categories or classes. Pattern recognition is also a technique that aims to classify previously processed images based on the similarity or similarity of features they have.

According to Renaldi Munir, Bitmap is a bit mapping, meaning that the pixel intensity value in the image is mapped to a certain number of bits [12]. A common bit map is 8, meaning that each pixel is 8 bits long. These eight bits represent the pixel intensity value. Thus there are as many as 256 degrees of gray, ranging from 0 to 255.

There are 3 types of bitmap formats, namely monochrome (binary image), grayscale and color. Grayscale image: there are only 2 colors. Each pixel only contains 1 bit (0 or 1) of information to represent the pixel value. The color seen is a combination of 3 basic colors, namely Red, Green, Blue (RGB).

In this study, the image to be used is a grayscale image. Grayscale image: in the form of 256 shades of gray. Each pixel contains 8-bit (0-255) color information. In a grayscale image, the value indicates that a gray image has only one color channel. The gray image is generally an 8 bit image.

Artificial Neural Network is a representation of the artificial human brain network in describing the learning process in the human brain. Artificial neural networks are implemented in computer programs in order to be able to complete several calculation processes during the learning process. The Artificial Neural Network consists of several neurons, and there are connections between neurons as in the human brain. Neurons change the information received through the output to other neurons. The relationship between the descendants is known as weights. The information is stored at a certain value in that weight.

Based on the connection patterns between neurons, there are 3 main characteristics of Artificial Neural Network systems that are often used, namely: Single Layer Neural Network, Recurrent Neural Network, and Multilayer Perceptron Neural Network.

In this study, the architecture to be used is the Multilayer Perceptron architecture. The Multilayer Perceptron model has additional neuron screens in addition to the input and output screens, which is a hidden layer located between the two screens. The number of hidden layers varies depending on the level of difficulty of the problems handled by the system, so that in applying Multilayer Perceptron it is more powerful than other Artificial Neural Network models. Figure 1 is a form of the Multilayer Perceptron network architecture:
Artificial Neural Networks have 3 learning methods, namely Unsupervised Learning, Semi Supervised Learning, and Supervised Learning. In this study using the Supervised Learning method, any knowledge that is given a reference value for mapping an input, will be the desired output. The learning process will be carried out continuously as long as the desired error conditions have not occurred. For each error value obtained at each learning stage, it will be calculated until the desired data or target value is achieved.

The Backpropagation training method is a type of supervised learning where the output of the network is compared with the expected target so that an output error is obtained with the delta rule, then this error is propagated back to update the network weight in order to minimize errors. Supervised learning algorithms are typically used by multi-layered perceptrons to change the weights associated with neurons in a hidden layer called Backpropagation. The Backpropagation algorithm uses an output error to change the backward weight value. The forward propagation stage must be carried out first in order to get an error. The sigmoid activation function is used to activate neurons during the forward propagation process. The requirements that must be met so that the activation function on Backpropagation is used are:

1. Continuous
2. Differential easily
3. Is an ascending function.

The binary sigmoid function with a range (0,1) is a function that fulfills the three requirements of the activation function in Backpropagation.

Definition of the binary sigmoid function:

\[ f(x) = \frac{1}{1 + e^{-x}}, -\infty \leq x \leq \infty \]  
\[ f'(x) = f(x)(1 - f(x)) \]  
\[ f(x) = \frac{2}{1 + e^{2x}} - 1, -\infty \leq x \leq \infty \]  
\[ f'(x) = \frac{2(1 - f(x))(1 - f(x))}{2} \]

The bipolar sigmoid function with range (-1,1) is defined as follows

\[ f(x) = \frac{2}{1 + e^{2x}} - 1, -\infty \leq x \leq \infty \]

The maximum value of the sigmoid function is 1. For patterns that have more than 1 target, the output and input patterns must be changed first so that all patterns have the same range as the sigmoid function. The activation function in the output layer uses the identity function \( f(x) = x \).

Training using the Backpropagation method consists of three steps, namely: [5]

a. feedforward
b. Calculation and backpropagation of the error in question
c. Updated weights and biases.

During the feedforward process the input unit \( x_i \) will receive the input signal and will send the signal to each hidden unit \( z_j \). The hidden unit will count the activation and send a signal \( z_j \) to the
output unit. Then, each unit of output will calculate the activation to produce a response to the input given by the network. During the training process, each unit of output compares the activation to the desired output value to determine the amount of error. From the existing errors, the factor (δk) is calculated. Factors are used to distribute the error from the output back to the previous layer. The factor (δi) is also calculated in hidden units (zj), as in the calculation of the factor (dk). Updating the weight between the hidden layer and the input layer using a factor (dk). The layer weights are adjusted together after all the factors are determined. The update of the weight (wjk) is carried out based on the result of the factor (δk) and the activation of the hidden unit. The update of weight (vij) is carried out based on the results of the factor (δj) and activation (xi) of the input.

The steps of back propagation training are as follows [5]:

Step 0. Initialize the weights
Step 1. When the stop condition is wrong, do steps 2 - 9
Step 2. For each training pair, do steps 3 - 8

Feedforward
Step 3. Each input unit (xi, i = 1 ...... n) receives the input signal (xi) and sends a signal to all units in the upper layer (hidden unit).
Step 4. Each hidden unit (zj, j = 1 ...... p) adds up the signal weights input,
\[ z_{in} = v_{0j} + \sum_{i} v_{ij}x_i \]  
apply the activation function to calculate the signal the output:
\[ z_j = f(z_{in}) \]  
and send signals to all units in the layer above it (unit output).
Step 5. Each unit of output (Yk, k = 1,..., M) adds a weight input signal.
\[ y_{in} = w_{0k} + \sum_{j} z_jw_{jk} \]  
and applies its activation function to compute output signal
\[ y_k = f(y_{in}) \]

Backpropagation:
Step 6. Each unit of output (Yk, k = 1, ..., m) receives a target pattern according to the input training pattern, calculate the error information.
\[ \delta_k = (t_k - y_k)f'(y_{in}) \]  
calculates its weight correction (used to update wjk),
\[ \Delta w_{jk} = \alpha \delta_k z_j \]  
calculating bias correction (used for updating w0k),
\[ \Delta w_{0k} = \alpha \delta_k \]
send δk to the layer unit below it.
Step 7. Each hidden unit (Zj, j = 1,...., p) adds up the input delta (from units on the top layer),
\[ \delta_{in} = \sum_{k} \delta_k w_{jk} \]  
multiplied by the derivative of the activation function for compute error information,
\[ \delta_j = \delta_{in}f'(z_{in}) \]  
calculating weight corrections (used to update vij),
\[ \Delta v_{ij} = \alpha \delta_j x_i \]  
and calculates the bias correction (used for update v0j),
\[ \Delta v_{0j} = \alpha \delta_j \]

Weights and bias updates
Step 8: Each unit of output (yk, k = 1, ...., m) updates the bias and weights (j = 0,...., P):
\[ w_{jk}^{\text{new}} = w_{jk}^{\text{old}} + \Delta w_{jk} \]  
\[ v_j^{\text{new}} = v_j^{\text{old}} + \Delta v_j \]

Each hidden unit \((Z_j, j = 1, \ldots, P)\) updates the weights and bias \((i = 0, \ldots, n)\):

Step 9: Stop condition test.

Application algorithm
Step 0: Initialize the weights \(V\) and \(W\)
Step 1: For each input vector perform steps 2-4
Step 2: For \(i = 1, \ldots, n\) activation set for the input unit \(x_i\).
Feedforward
Step 3: for each hidden unit \((z_j, j = 1, \ldots, p)\) add the weighting input signal,

\[ z_{-in} = v_{kj} + \sum_{i=1}^{x} x_{i} v_{ij} \]  

activation function, calculates the output signal:

\[ z_{j} = f(z_{-in}) \]

Step 5: Each output unit \((y_k, k = 1 \ldots \ldots m)\) adds up the input signals,

\[ y_{-in} = w_{0k} + \sum_{j} z_{j} w_{jk} \]  

activation function, calculates the output signal:

\[ y_{k} = f(y_{-in}) \]

The author designed the system in 3 components, namely the master file input, new image input and output. The following will be described by component. The input of the master file (Input) is received in the form of an image with the .bmp format, the image will be normalized into a grayscale image, then from the image the weights of \(v\) and \(w\) will be obtained by using Backpropagation training which can be seen in Figure 2. In Figure 3, the new image input will be processed using the application procedure in the Backpropagation training using the weights \(v\) and \(w\) in the master file image, and the savings are the result of the pattern calculation process from the input image master file and the new image process. Figure 4 shows the process of the image similarity percentage in the master file and the new image at the output system.

![Figure 2. Master Image Input Process](image1)

![Figure 3. New Image Input Process](image2)

![Figure 4. Image Similarity Detection Process](image3)

2.1 Flowchart Backpropagation
Backpropagation training includes 3 phases as shown in Figure 5. The first stage is Feedforward, the second stage is Backpropagation, and the third phase is weight modification.
Phase 1: The input signal is propagated to the hidden screen using the predefined activation function. The output of each hidden screen unit (zi) is then propagated forward to the hidden screen above it using the predefined activation function. As long as it has not produced output (yk), the process returns to the beginning.

Results Output (yk) is compared with the target to be achieved (tk). The result of the tk-yk difference is an error that occurs. If the error is less than the specified tolerance limit, the iteration is terminated. If the error is still greater than the tolerance limit, the weight of each line in the network will be modified to reduce the error that occurs. Figure 6 is a forward propagation flowchart.
Phase 2: Backpropagation
The validity of $t_k-y_k$ is calculated from the factor $\delta_k (k = 1,2,\ldots, m)$ and is used to transmit the error to all hidden units that are directly connected to the unit ($y_k$). The factor $\delta_k$ is used to change the weight of the line directly connected to the output unit. Changes in all line weights derived from hidden units in the lower screen are obtained by calculating the factor $\delta_j$ for each hidden layer. This stage is carried out continuously until all the factors $\delta$ in the hidden unit that are directly related to the input unit are accounted for.

Phase 3: Change in weight
The change in weight of all lines is used to factor $\delta$ of neurons in the layer above it. Factors are calculated to change the weight of all lines. The factor is calculated to modify the weights of all lines.

The three phases of Backpropagation training are repeated until the stopping condition reaches the target. In general, the termination conditions that are often used are seen from the number of iterations and errors.
3. Result and Discussion

3.1 Interface Design
On the main system form, there are 2 main menus and a page control. Page control is used to perform the image similarity detection process. The design of the image similarity detection form can be seen in Figure 7.

![Figure 7. Image Similarity Detection Form](image)

The following buttons and functions are found in the image similarity detection form:

- **Load**: used to select the master image with the bitmap format (.bmp) that will be used, after the user selects the image, the image will be displayed on the input image form.
- **Weight v and w**: used to calculate the weight v and w after the image is selected and also used as a storage of the weight results v and w that have been obtained.
- **New Image**: used to select a new image with the bitmap format (.bmp) that will be compared, after the user selects the image, the image will be displayed on the output image form.
- **Image Similarity**: used to run the image similarity detection process.
- **Exit**: used to exit the form.

3.2 Analysis
In this study, there are several things that will be analyzed, namely: Analysis of Pattern Recognition of grayscale images with 8-bit, 16-bit, and 24-bit .bmp formats.

| Size (pixel) | 3 | 8 | 128 | 256 | 512 | 1024 |
|-------------|---|---|-----|-----|-----|------|
| 3x2         | 100% | 100% | 100% | 100% | 100% | 90%  |
| 5x5         | 100% | 100% | 100% | 100% | 98.4% | 91.2% |
| 10x10       | 100% | 100% | 100% | 99.8% | 99.4% | 90.9% |
| 20x20       | 100% | 100% | 100% | 99.7% | 99.4% | 90.9% |
| 50x50       | 100% | 100% | 100% | 99.75% | 97.68% | 75.16% |
| 100x100     | 100% | 100% | 100% | 99.73% | 88.42% | 73.77% |

Table 1. Experiment Results for Image Pattern Recognition with 8-bit
From the results of system testing in Table 1, it can be seen clearly that the images tested are of various sizes and lots of z (hidden screen). The results show that not all sizes can be recognized 100%. At a size of 3x2 with lots of z = 3 to 512 the image patterns can be recognized 100%, at sizes 5x5, and 20x20 the image patterns can be recognized with lots of z to 256, and at pattern sizes of 10x10, 50x50, and 100x100 can only be recognized by many z up to 128. It can be concluded from the table above that the larger the image size and the more z in the image, the pattern is not 100% recognized.

The system test results in Table 2 can be seen clearly that the tested images are of various sizes and many z (hidden screen). The results show that not all sizes can be recognized 100%. At 3x2 and 5x5 sizes with lots of z = 3 to 512, the image pattern can be recognized 100%. The size of 10x10 image patterns can be recognized with lots of z = 3 to 256, and at a pattern size of 20x20 can only be recognized with lots of z up to 128. In testing, there is a difference, namely in testing images measuring 50x50 and 100x100. The image size is 50x50 the pattern can be recognized 100% with lots of z = 8 to 128, while in images that are 100x100 only at lots of z = 8.

Table 2. Experiment Result with 16-bit Image Pattern Recognition

| Size (pixel) | Many z (hidden screen) |
|--------------|-------------------------|
|              | 3          | 8          | 128         | 256         | 512         | 1024        |
| 3x2          | 100%       | 100%       | 100%        | 100%        | 97.2%       | 99.9%       |
| 5x5          | 100%       | 100%       | 100%        | 100%        | 97.2%       | 99.9%       |
| 10x10        | 100%       | 100%       | 100%        | 100%        | 99.3%       | 99.3%       |
| 20x20        | 100%       | 100%       | 100%        | 99.6%       | 88.77%      | 86.22%      |
| 50x50        | 85.64%     | 100%       | 99.8%       | 85.9%       | 71.87%      | 70.15%      |
| 100x100      | 85.14%     | 99.99%     | 99.67%      | 90.45%      | 70.15%      | 70.15%      |

Table 3 shows the results of system testing using various sizes (pixel) and hidden screens (z). The results show that not all sizes can be recognized 100%. At sizes 3x2 and 5x5 with lots of z = 3 to 512, the image pattern can be recognized 100%, at 10x10 the image pattern can be recognized with lots of z = 3 to 8, and at a pattern size of 20x20 can only be recognized with lots of z up to 128. Patterns measuring 50x50 can only be recognized by lots of z = 8 to 128, whereas patterns at 100x100 can only be recognized by using lots of z = 3.

Table 3. Experiment Results for 24-bit Image Pattern Recognition

| Size (pixel) | Many z (hidden screen) |
|--------------|-------------------------|
|              | 3          | 8          | 128         | 256         | 512         | 1024        |
| 3x2          | 100%       | 100%       | 100%        | 100%        | 90.28%      | 71.14%      |
| 5x5          | 100%       | 100%       | 100%        | 100%        | 90.28%      | 71.14%      |
| 10x10        | 100%       | 99.8%      | 99.6%       | 99.4%       | 99.3%       | 99.3%       |
| 20x20        | 100%       | 100%       | 99.9%       | 92.65%      | 86.62%      | 86.62%      |
| 50x50        | 85.75%     | 100%       | 99.81%      | 86.9%       | 72.83%      | 72.83%      |
| 100x100      | 100%       | 85.22%     | 99.65%      | 99.73%      | 90.28%      | 71.14%      |

4. Conclusions
Artificial neural network with Multilayer Perceptron architecture can be used as a grayscale image pattern recognition seen from the analysis results. From the experiments that the author has done, it can be stated that not all two image patterns are the same 100% similar to the human eye which sees the same two image patterns. The inequality of the two image patterns is the same because of the many hidden screens (z) on the Multilayer Perceptron. The more hidden screens (z) and the larger the image size being tested, the results are far from 100% or the pattern recognition is not perfect, the tolerance limit for many screens in pattern recognition is at the 256 limit. The inaccuracy of image pattern recognition is also due to the large number of colors in the two images, and the difference in
the number of colors between the master image and the new image. The difference in the size of the master image and the new image also affects the inaccuracy of pattern recognition. In this research, the image pattern recognition that is tested is only up to the image that has a size (pixel) of 100x100. To investigate further, image pattern recognition is not only limited to 100x100 but can be developed with a system that can quickly test large images such as 1024x768 and not only grayscale images but with color images.
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