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I. INTRODUCTION

Despite intense theoretical studies, there remain many open questions about thermalization and emergence of statistical mechanics in quantum many-body systems. In classical many-body system thermalization is intimately related to the chaotic behavior. Chaos in classical systems originates from the non-linearity of the classical equations of motion. Such non-linearity generally leads to a divergence of two trajectories which were initially close to each other in the phase space. The Lyapunov exponent, which sets the inverse timescale for the divergence of trajectories, is a convenient measure of classical chaotic behavior.

In quantum systems, relation between thermalization and chaotic behavior is much less clear. The “quantum chaos” in a few-body quantum systems is usually probed by the level statistics. While being a powerful probe, the level statistics provides a “yes/no” answer, being Wigner-Dyson (Poisson) in the ergodic (integrable) phase. At the same time, level statistics gives little insights into timescales on which thermalization emerges. Furthermore, the naive generalization of the Lyapunov exponent to the quantum systems fails. Indeed, the quantum dynamics is generated by a linear unitary operator $U = e^{-iH t}$, and hence the overlap between different wave functions evolved with the same unitary operator remains constant in time.

The Loschmidt echo offers an alternative way to define an analogue of Lyapunov exponent in quantum systems. In the Loschmidt echo setup one measures the overlap of the same wave function that was evolved with different Hamiltonians. More specifically, starting from an initial state $|\psi_0\rangle$, one considers the decay of the overlap function

$$S(t) = \langle \psi_0 | e^{i(H_0 + V)t} e^{-iH_0 t} | \psi_0 \rangle,$$

where $H_0$ is the unperturbed Hamiltonian, and $V$ is usually a local perturbation. The Loschmidt echo has been studied extensively both in the context of a few body and many-body systems, and references therein. In ergodic systems Loschmidt echo is believed to decay exponentially $|S(t)|^2 \sim e^{-\Gamma t}$, where $\Gamma$ can be directly related to the Lyapunov exponent of the classical system within the semiclassical approach. On the other hand, the situation is more intricate in quantum systems which do not have obvious semiclassical limit, e.g. the sub-exponential relaxation of Loschmidt echo was demonstrated in the non-integrable two-dimensional lattice of spin-1/2. The exponential behavior was demonstrated to be recovered for large quantum spins. Finally, connections between Loschmidt echo revivals and quantum criticality were also recently discussed.

In this work we consider the behavior of the Loschmidt echo in many-body localized (MBL) systems. MBL phase provides a generic mechanism to avoid thermalization and break ergodicity. In a systems with bounded Hilbert space (e.g. fermionic or spin systems) at sufficiently strong disorder all many-body eigenstates could become localized. Such fully many-body localized phase can be characterized by the emergence of the extensive number of local integrals of motion which prevent thermalization. These local integrals of motion (LIOM) do not relax, hence, the system retains the memory of its initial state, as was recently demonstrated experimentally. The dynamics is limited to the accumulation of...
random phases of eigenstates with different configuration of LIOMs, usually referred to as “dephasing”. Dephasing dynamics in the MBL phase leads to the logarithmic spreading of entanglement\textsuperscript{21–23} and a power-law relaxation of local observables\textsuperscript{24,25}.

There exists an increasing number of experimental realizations of MBL phase in systems of cold atoms\textsuperscript{18–20,26} and in long-range interacting ion chains.\textsuperscript{27} However, most of the evidence for the MBL phase consists of the absence of complete relaxation in the presence of interactions, and characteristic signatures of the MBL dynamics were not yet observed (see however recent experiments\textsuperscript{27,28}). While measuring entanglement spreading experimentally is generally a very hard problem, the same dephasing dynamics could be detected in the relaxation of observables in a global quench,\textsuperscript{24} modified spin-echo type setups,\textsuperscript{25} quantum revivals,\textsuperscript{29} and other dynamical experimental signatures of the MBL phase.\textsuperscript{29–32}

In this paper we propose fluctuations of Loschmidt echo as an alternative probe of dephasing dynamics, and demonstrate that they decay as a power-law in the MBL phase, saturating at the value that is exponentially small in the system size. We note that our setup should be experimentally accessible, as it relies on the interferometry performed on individual degrees of freedom and does not require the change of global sign of the Hamiltonian. For example the (generalized) fidelity was experimentally measured for a kicked rotor,\textsuperscript{33–35} The possible obstacle that may arise in implementing such setup may arise from the requirement to access the fluctuations of Loschmidt echo. However, the same requirement is also present for more complex setups, e.g. out-of-time ordered correlation functions\textsuperscript{36} which in addition require the sign change of the Hamiltonian or evolution of several copies of the system.

At the same time, we show that the decay of Loschmidt echo $S(t)$ itself, contrary to the claims of Ref. 37 does not probe the dephasing dynamics of the MBL phase, but instead gives information about statistics of single particle energies. We also note that the Loschmidt echo was also studied in Ref. 38 for the case when operator $V$ is a global perturbation in the MBL and ergodic phases.

There are important differences between fluctuations of Loschmidt echo and other proposed probes. In contrast to the majority of other probes, the Loschmidt echo is sensitive to presence of multiple terms in the expansion of a local operator over local integrals of motion. Knowledge of the local integrals of motion is equivalent to knowing the full many-body spectrum and, consequently, all physical properties of the system. However, despite a number of theoretical and numerical proposals,\textsuperscript{16,39–44} the explicit construction of LIOMS remains a partially open problem. Nevertheless, even partial knowledge about the statistical properties of LIOM can be useful. For example, the support of LIOMS in the real space can be used to define the localization length that diverges at the many-body localization transition.

Below we demonstrate that the Loschmidt echo and its modifications can provide direct insights into the structure of local integrals of motion. In what follows we show that Loschmidt echo predominantly probes the diagonal part of the operator. In addition, we also study a spin-echo type modification of the Loschmidt echo protocol. We show that it exhibits qualitatively different behavior, saturating to a finite value in the localized phase. The fluctuations of spin echo probe the operator spreading of the off-diagonal part of local operators in the many-body localized phase.

The paper is organized as follows: in the next section we describe the general setup for the measurement of the Loschmidt echo and explain its relation to the orthogonality catastrophe. We also introduce an XXZ spin chain as a specific model of the many-body localized phase and briefly review its description in terms of local integrals of motion. Next, in Section III we consider the behavior of the overlap function analytically and numerically. Section IV relates the overlap function in the spin-echo protocol to the operator spreading. Finally, in Section V we summarize our results, and discuss similarities and differences between orthogonality catastrophe and other probes of dynamics in the MBL phase. Appendices provide more details on the averaged overlap $S(t)$ and behavior of spin-echo fluctuations.

II. GENERAL SETUP AND MICROSCOPIC MODEL

Naively the overlap function defined in Eq. (1) involves evolution of the initial wave function with two Hamiltonians, $H_0$ and $-H_0 - V$. However, it can be naturally accessed via real-time dynamics of orthogonality catastrophe setup, as proposed in Ref. 45. In particular, let us consider an impurity coupled to a system, which is chosen to be a spin chain, as sketched in Fig. 1. We assume that the impurity spin has no internal dynamics, and is interacting only with its neighboring spin via Zeeman-type interaction,

$$H_c = \frac{1}{2}(1 + \sigma_\text{imp}^z)V, \tag{2}$$

where $V$ is an operator acting on the system’s degrees of freedom, and $\sigma_\text{imp}^z$ denotes a corresponding Pauli operator acting on the impurity.

Under the assumption that the impurity spin has no internal dynamics it is possible to extract the overlap function (1) from a local measurement of the impurity spin. Let us prepare the full system initially in the product state,

$$|\Psi\rangle = |\rightarrow\rangle_\text{imp} \otimes |\psi_0\rangle \tag{3}$$

where $|\rightarrow\rangle_\text{imp}$ denotes the state with impurity spin along $x$-axis. Evolving the state $|\Psi\rangle$ with the full Hamiltonian...
evolving with spin pointing up was evolving with perturbed Hamiltonian to be $H_0 = H_{XXZ} - g \sigma_1^z$, where $\sigma_1^z$ corresponds to the first spin in the chain. Taking initial Hamiltonian to be $H_0 = H_{XXZ} - g \sigma_1^z$, Eq. (1) reduces to a more symmetric form,

$$S(t) = \langle \psi_0 | e^{i[H_{XXZ} + g \sigma_1^z]t} e^{-i[H_{XXZ} - g \sigma_1^z]t} | \psi_0 \rangle,$$

that will be used below.

In the MBL phase one can diagonalize Hamiltonian (6) by applying a sequence of quasi-local unitary transformations. The same sequence of quasi-local unitary operators that diagonalizes Hamiltonian can be used to rotate the physical spin operators into local integrals of motion (LIOM) which commute with the Hamiltonian and have exponentially localized support. Expressed via LIOMs, the Hamiltonian reads:

$$H_{XXZ} = \sum_{i} h_i \tau_i^z + \sum_{ij} J_{ij} \tau_i^z \tau_j^z + \sum_{ijk} J_{ijk} \tau_i^z \tau_j^z \tau_k^z + \ldots,$$

where all couplings are exponentially suppressed with the distance $J_{i_1,i_2,...,i_k} \propto \exp(-|i_1 - i_k|/\xi)$, where we assumed $i_1 > i_2 > \ldots > i_k$.

The physical spin operator also can be expanded over the complete basis of $\tau_i^\alpha$ operators. In particular, we will be interested in the expansion of the perturbation operator (7), given by $\sigma_1^z$. In the basis of LIOM it can be written as

$$\sigma_1^z = f^{(0)}[\{\tau_i^z\}] + f^{(2)}_{kl}[\{\tau_i^z\}] (\tau_k^+ \tau_l^- + \text{h.c.}) + f^{(4)}_{klmn}[\{\tau_i^z\}] (\tau_k^+ \tau_m^+ \tau_l^- \tau_n^- + \ldots + \text{h.c.}) + \ldots,$$

where functions $f^{(p)}_{i_1,i_2,...,i_p}[\{\tau_i^z\}]$ with $p = 0, 2, \ldots, L$ denote polynomials in $\tau^z$ that couple to terms flipping $p$ effective spins. For example,

$$f^{(0)}[\{\tau_i^z\}] = \sum_i c_i \tau_i^z + \sum_{ij} c_{ij} \tau_i^z \tau_j^z + \ldots,$$

where similarly to the couplings $J_{i_1,i_2,...,i_k}$, the coefficients $c_{i_1,\ldots,i_p}$ decay exponentially with the distance from the site $i_1 = 1$ where the physical spin is located,

$$c_i \propto e^{-|i-i_1|/\xi}, \quad c_{ij} \propto e^{-\max(|i-i_1|,|j-i_1|)/\xi}, \ldots.$$
points either up or down, we may interpret the first term in Eq. (10), \( f^{(0)}[\{\tau_i^z\}] \), as being fixed by the diagonal matrix elements of operator \( \sigma_i^z \) in the basis of eigenstates. All other terms in Eq. (10) label off-diagonal matrix elements which flip progressively larger number of effective spins. Note that the structure of expansion (10) becomes qualitatively different for the non-interacting Anderson insulator. There, the expansion is limited to the terms that contain either \( \tau_i^z \) or \( \tau_i^+ \tau_i^- \) operators. All terms that have more that one \( \tau^2 \) operator, or flip more than a single spin arise from the interactions.

### III. DECAY OF SPIN COHERENCE WITH TIME

In order to understand the behavior of the overlap, it is convenient to transform Eq. (8) to the basis of LIOMS using Eqs. (9) and (10). Under the assumption that \( \sigma_i^z \) commutes with the Hamiltonian [this is equivalent to retaining only first term in the expansion of \( \sigma_i^z \) over LIOMS, Eq. (10)], the overlap becomes:

\[
S(t) \approx \langle \psi_0 | e^{2igt f^{(0)}[\{\tau_i^z\}]} | \psi_0 \rangle. 
\]  

We will discuss and motivate the legitimacy and limitations of such approximation in the next section. Assuming weakly entangled initial state, we may approximate the initial state of the spin chain in the LIOM basis as

\[
|\psi_0\rangle = \otimes_{i=1}^L (A_{i\uparrow} | \uparrow \rangle_i + A_{i\downarrow} | \downarrow \rangle_i),
\]  

where coefficients \( A_{i\sigma} \) depend on the details of the initial state.

Using explicit form of the initial state and approximated form of \( S(t) \) in Eq. (13), we deduce that the overlap is expressed as a sum of oscillating terms,

\[
S(t) = \sum_{\{\tau_i^z\}} \prod_{i=1}^L |A_{i\tau_i^z}|^2 e^{2igt \sum \sigma_i \tau_i^z + \sum_{ij} c_{ij} \tau_i^+ \tau_j^- + \ldots},
\]  

where the sum runs over all possible \( 2^L \) configurations of \( \{\tau_i^z\} \) that label entire spectrum of the system. Due to the exponential suppression of couplings \( c_{ij} \ldots \) with the range of indices as in Eq. (12), the dynamics of \( S(t) \) will be governed by the slow dephasing mechanism described in Ref. 24.

In particular, for time such that \( 2gt \leq 1 \), the only relevant coupling is \( c_1 \propto O(1) \), and there are only 2 oscillating terms in the \( S(t) \) corresponding to \( \tau_i^z = \pm 1 \). At longer times such that \( 2gt c_2 \sim 1 \), where \( c_2 \propto e^{-2/\xi} \) the second spin begins to matter, and the sum has 4 oscillating terms. Hence, we see that while \( S(t) \) will have many oscillating contributions, the number of spins that participate in dephasing grows logarithmically with time.

From Eq. (12) we get that the number of “dephased” spins grows as \( x = \xi \log 2gt \) (we note that this relation holds when the perturbed spin is at the boundary; if the impurity spin couples to the bulk of the system, there is an extra factor of 2), so that the number of oscillating terms, \( 2^x \), will grow as a power-law in time. Collecting all factors, we deduce that fluctuations of \( S(t) \) would decay as

\[
\langle |S(t)|^2 \rangle \propto \frac{1}{(2gt)^b}, \quad b = \xi s_2,
\]  

where the power \( b \) is related to the second diagonal Renyi entropy density \( s_2 = S_2(\xi)/\xi \), and an extra factor of 2 is present when the perturbed spin is located in the bulk of the system.\(^{21}\)

Note, that in order to access the dephasing dynamics, it is important to consider the fluctuations of \( S(t) \), e.g. by taking the average of the absolute value as in Eq. (16). If one considers the average overlap \( \langle S(t) \rangle \) without taking the absolute value, as was done in Ref. 37, one accesses the generating function of the distribution of \( c_i \), instead of the dephasing mechanism, as we show in the Appendix A.

To illustrate the power-law decay derived above, we calculate the overlap function numerically using exact diagonalization for spin chains up to \( L = 14 \) spins. We start with the spin-density wave state, \( |\psi_0\rangle = | \uparrow \downarrow \uparrow \downarrow \ldots \uparrow \rangle \), where every even (odd) spin points up (down). Figure 2 illustrates the power-law decay of the averaged absolute value of the overlap for the different system sizes. While the overall decay of the signal is less than decade, one can see that the range of the power-law decay expands and becomes more pronounced for larger systems. Note, that the saturation value is fairly large even for the system of \( L = 14 \) spins, which is naturally explained by the strong value of disorder \( W = 6.5 \) and initialization of the system in the Neel state at \( t = 0 \).

It is instructive to compare the decay of the overlap in the MBL phase to the case of Anderson insulator. Figure 3 illustrates that the decay becomes slower with increased value of disorder. This is indeed what Eq. (16)
predicts, because for stronger disorder the Neel state has progressively larger overlap with an exact eigenstate, hence diagonal Renyi entropy density $s_2$ goes down, leading to slower decay of $S(t)$. Decreasing interaction strength has similar effect, but affects the decay even stronger. Note that in the non-interacting case there are only linear in $\tau^z$ terms in the exponent in Eq. (15), while non-zero value $J_z$ leads to the presence of operators with support on many spins. Hence, while non-zero interaction weakly impacts the saturation value of imbalance, it is the change in the structure of the operator expansion that is causing faster overlap decay in the presence of interactions.

In this Section and in what follows we use variance, $\langle |S(t)|^2 \rangle$, as a measure of fluctuations. This is not the only possible measure of the fluctuations in the system. In particular, the median value of $|S(t)|^2$ also decays like a power-law (not shown). Moreover the median value of $|S(t)|^2$ decays faster than its mean value suggesting the broad distribution of $\langle |S(t)|^2 \rangle$ between different disorder realizations. We leave more detailed investigation of these question for the future studies.

IV. IMPURITY SPIN ECHO PROTOCOLS

Next, let us return to the approximation made in the beginning of the previous section, where we neglected terms that flip effective spins in the expansion of the $\sigma_1^z$ operator. Such terms can be conveniently probed in a spin echo type protocol performed on the impurity. Namely, if one applies a $\pi$-pulse to the impurity at time $t$, and allows the system to evolve for an additional time $t$ before measuring $\sigma_{imp}^x$, this gives access to the real part of the following expectation value:

$$S_{\text{echo}}(t) = \langle \phi_0 | U_{\text{echo}}(t) | \phi_0 \rangle,$$  \hspace{1cm} (17a)

$$U_{\text{echo}}(t) = e^{i(H_0+V)t} e^{-i(H_0+V)^t} e^{-iH_0 t}$$  \hspace{1cm} (17b)

The overlap, defined in Eq. (1) was measuring the similarity between the wave function evolved with perturbed and unperturbed Hamiltonian. In contrast, the spin-echo protocol, Eq. (17) probes the overlap between wave functions which are evolved with both, perturbed and unperturbed Hamiltonian, but the order of the evolution is reversed between the two.

In order to understand the behavior of $S_{\text{echo}}(t)$, it is convenient to rewrite the unitary operator in Eq. (17b) as follows:

$$U_{\text{echo}}(t) = e^{i(H_0+V)^t} e^{-iH_0 t}$$  \hspace{1cm} (18)

where we promoted operators $e^{\pm i H_0 t}$ inside the exponent, and introduced short-hand notation $V[t]_0$ for operator $V$ time-evolved with Hamiltonian $H_0$:

$$V[t]_0 = e^{i H_0 t} V e^{-i H_0 t}.$$  \hspace{1cm} (19)

Using Eq. (18), we may reinterpret the $S_{\text{echo}}(t)$ as an overlap between wave function that is evolved with two different Hamiltonians $H_1 = H_0 + V$ and $H_2 = H_0 + V[t]_0$. These two Hamiltonians have identical spectra, since they are related as $H_2 = H_1[t]_0$, and spectrum remains invariant under evolution with an arbitrary unitary operator. Due to the identical spectra of $H_1$ and $H_2$, the decay of $S_{\text{echo}}(t)$ can be caused only by the difference in the eigenbasis of these Hamiltonians, which in turn depends on the difference between $V_0$ and time-evolved $V[t]_0$ operators.

The difference between operator $V_0$ and its time-evolved version crucially depends on the presence of interactions in the system. If there is no interactions, $J_z = 0$, and system is an Anderson insulator, the operator $V[t]_0$ does not spread beyond single-particle localization length, and it always remains localized. Hence,
in the non-interacting case we do not expect to see any decay of fluctuations of $S_{\text{echo}}(t)$ on long time scales.

On the other hand, in the many-body localized phase the operators spread logarithmically in time. From the expansion (10) it is straightforward to work out the time-evolved form of the operator $\sigma^z_i$. Under evolution with Hamiltonian (9) diagonal terms remain invariant, while off-diagonal terms acquire arbitrary long “tails” consisting of $\tau^z$ operators. For instance, the time-evolved operator $\tau^z_i$ that is contained within expansion (10) becomes:

$$\tau^z_i [t]_0 = \cos(2H_1[\{\tau^z_i\}] t) \tau^z_i - \sin(2H_1[\{\tau^z_i\}] t) \tau^y_i,$$

where $H_1[\{\tau^z_i\}]$ is an (operator) magnetic field experienced by the first spin that is given by the linear in $\tau^z$ term in Eq. (9). This magnetic field contains a local field, two-spin terms, and so on,

$$H_1[\{\tau^z_i\}] = h_1 + \sum_i J_{1i} \tau^z_i + \sum_{ij} J_{1ij} \tau^z_i \tau^z_j + \ldots,$$

where prime denotes that indices are not repeated and are different from 1, i, j ≠ 1, see Ref. 24 for more details.

Due to exponential hierarchy of couplings $J_{ij}$, the number of terms that are relevant in Eq. (21) grows logarithmically with time, causing a logarithmic growth of $\tau^z_i [t]_0$. For example, leaving only nearest and next-nearest-neighbor two-spin terms we get $H_1[\{\tau^z_i\}] \approx h_1 + J_{12} \tau^z_2 + J_{13} \tau^z_3$, leading to

$$\cos(2H_1[\{\tau^z_i\}] t) = c_1 c_2 c_{13} - s_1 s_2 c_{13} \tau^z_2 - s_1 c_2 s_{13} \tau^z_3 - c_1 s_2 s_{13} \tau^z_2 \tau^z_3,$$

where we introduced short-hand notations $c_i = \cos(2h_i t)$, $c_{ij} = \cos(2J_{ij} t)$ and $s_i = \sin(2h_i t)$, $s_{ij} = \sin(2J_{ij} t)$. From here we see that at times such that $J_{12} t \sim 1$, the operator $\tau^z_2 [t]_0$ acquires a term $\tau^z_1 \tau^z_2$, while at longer times when $J_{13} t \sim 1$ two more terms emerge, including $\tau^z_1 \tau^z_2 \tau^z_3$. Eventually at sufficiently long times the $\tau^z$ operator will include terms

$$\tau^x_i \tau^z_i, \quad \tau^x_i \tau^x_j \tau^z_i, \quad \ldots, \quad \tau^x_i \tau^x_j \tau^x_k \tau^z_l.$$  

From above example we observed that all spin-flip terms in the expansion of $\sigma^z_i$ develop long strings of $\tau^z$ operators with time. Nonetheless, these $\tau^z$ strings cannot flip any LIOM spins. Hence, while operator $\sigma^z_i [t]_0$ spreads up to the full system size, spin flip terms remain localized in vicinity of site $i = 1$. Physically, this can be interpreted as a fact that local operator can produce excitations only within a finite region, but energy of those excitations in the MBL phase depends on the state of all other spins in the system. Thus, such operator spreading is qualitatively different from the one in the ergodic phase. There, the time-evolved local operator is able to produce excitations throughout the entire volume of the system.

After understanding the operator spreading, we can return to the discussion of spin-echo overlap. As we demonstrated, the operator spreading causes the eigenbases of $H_1$ and $H_2$ to be different from each other. Nevertheless, due to the fact that time-evolved operator in the MBL phase still can produce only local excitations, we expect the finite saturation value of the spin-echo overlap. In the Appendix B we calculate the saturation value of spin-echo by expanding the expression for the spin-echo signal, Eq. (17) in the eigenstate basis of $H_0 + V$. This value is given by the second participation ratio of the eigenstates of $H_0$, denoted as $|\lambda_i\rangle$ over eigenstates of perturbed Hamiltonian, $|\tilde{\lambda}_j\rangle$:

$$S_{\text{echo}}(\infty) = \frac{1}{D} \sum_{j,t} |\langle \lambda_i | \tilde{\lambda}_j \rangle|^2,$$

where $D$ is the Hilbert space dimension. While in the ergodic phase such participation ratio would be exponentially suppressed in the system size, in our many-body localized system this participation ratio is finite. Hence, the spin-echo signal relaxes towards a finite value that does not depend on the system size.

On the other hand, the operator spreading leads to the relaxation of the fluctuations of spin-echo overlap. The support of the operator $V [t]_0$ grows as $x_v(t) = c^' t \log t$. While this operator still produces only local excitations, the energy of these excitations depend on state of $x_v(t)$ spins that increases due to accumulation of long $\tau^z$ strings in the dynamics. Assuming the initial state similar to Eq. (14), we obtain the same dephasing mechanism, that now relaxes the fluctuations of spin-echo. The number of oscillating terms grows exponentially with $x_v(t)$, and we expect the fluctuations of the spin echo around its saturation value to decay as

$$\langle |S_{\text{echo}}(t) - S_{\text{echo}}(\infty)|^2 \rangle \propto \frac{1}{t^{b'}}, \quad b' = \xi s_2.$$  

Note that exponent is again controlled by the second diagonal Renyi entropy density, and the scale $\xi$ that controls entanglement spreading and operator growth. At the same time, we would like to point out that the decay of the fluctuations does not imply transport of conserved quantities (in particular, spin density that is conserved in XXZ spin chain), as spin flip terms remain localized in $V [t]_0$.

To illustrate the results, we present numerical studies of fluctuations of $S_{\text{echo}}(t)$ in Fig. 4, comparing it with the usual overlap within the MBL phase. We again use the symmetrized form, measuring fluctuations of the following quantity:

$$S_{\text{echo}}(t) = \langle \psi_0 | e^{i(H_{XXZ} + g \sigma^z)} t e^{-i(H_{XXZ} - g \sigma^z)} t | \psi_0 \rangle.$$

We note, that the initial decay of the spin-echo overlap itself (not shown) is faster compared to the decay of $S(t)$. The rapid decay is caused by the dynamics on the length scales below the localization length, and it fully agrees with the intuition provided in Ref. 45 that the spin-echo
exponent is larger compared to the exponent for the usual overlap in the system of free fermions without disorder. On longer length scales our system is localized, and different physics comes into play. The spin echo saturates to the finite value (not shown), while its fluctuations slowly relax, see Fig. 4. Note that the decay of fluctuations of spin echo is very similar to the decay of the fluctuations of overlap, suggesting that $\xi \approx \xi'$ in Eqs. (16) and (25). Finally, Fig. 5 illustrates the dependence of the spin-echo fluctuations decay on the interaction strength. In particular, fluctuations do not relax when $J_z = 0$. When $J_z \neq 0$, the saturation value of the fluctuations has a weak dependence on the interaction strength, similarly to the fluctuations of overlap $S(t)$.

V. SUMMARY AND OUTLOOK

In conclusion, we studied the behavior of the Loschmidt echo and its spin-echo generalization in the localized phase with and without interactions. We demonstrated that the fluctuations of the overlap function have a power-law decay both in Anderson insulator and MBL phase. The power-law decay can be contrasted with the exponential decay of the Loschmidt echo in ergodic systems, reflecting extreme sensitivity of the unitary dynamics of the ergodic systems to the local perturbation. This can be viewed as yet another signature of the non-ergodic dynamics in the MBL phase.

Let us discuss the differences between the overlap, which is decaying irrespectively of the presence of interactions, and, for example, fluctuations of the local observables, which do not relax in the Anderson insulator, while decaying as a power-law in the MBL phase. The power-law decay of the orthogonality catastrophe overlap in the Anderson insulator closely parallels the dynamics of the entanglement propagation. The earlier probes, such as relaxation of local observables or quantum revivals, considered the unitary evolution with a fixed Hamiltonian. Such evolution does not cause entanglement spreading in the non-interacting systems, hence explaining perfect revivals and absence of relaxation of local observables. In contrast, the orthogonality catastrophe setup can be interpreted as the sequential forward and backward evolution of initial state $|\psi_0\rangle$ with two different Hamiltonians, $H_0$ and $H_0 + V$, which generically have different spectra (single-particle energies). The difference in spectra between $H_0$ and $H_0 + V$ gives rise to dephasing mechanism and entanglement growth even in the absence of interactions.

While the decay of the overlap is qualitatively similar in the Anderson insulator and MBL phase, the exponent of the decay is sensitive to the presence of interactions. Hence, the orthogonality catastrophe setup can be used to probe the decay of the diagonal (e.g. commuting with the Hamiltonian) part in the expansion of the perturbation operator $V$ over LIOMs.

Next, we would like to highlight the differences between the physics probed by the overlap function (1) with the conventional orthogonality catastrophe physics. In the original work by Anderson, the orthogonality catastrophe was defined as the effect of the single impurity on the ground state of the Fermi gas. These results imply that in the absence of disorder for the initial state $|\psi_0\rangle$ being a filled Fermi sea, the overlap $|S(t)|^2$ decays as a power-law in time with an exponent set by the scattering phase of impurity potential. In contrast, in the present work we consider disordered systems, where all eigenstates are localized, and decay occurs via dephasing. In particular, if we initialize our system in an eigenstate of $H_0$ or $H_0 + V$, the fluctuations would not decay. For the dephasing mechanism to be at play it is important to start with the initial state $|\psi_0\rangle$ that is a superposition of many eigenstates.

In addition to the standard orthogonality catastrophe, we also considered the spin-echo type overlap function. In particular, we demonstrated that it singles out and allows to probe the off-diagonal (spin-flip) terms in the operator expansion of $V$ over LIOMs. In the Anderson insulator the spin-echo overlap has no dynamics: diagonal terms do not contribute to the spin-echo setup, while off-diagonal terms remain local. The presence of arbitrary small interactions qualitatively changes the dynamics of the spin-echo overlap. Now, the logarithmic in time spreading of the off-diagonal parts of $V$ causes the power-law decay of spin-echo overlap fluctuations. In this sense it is interesting to draw the parallel between spin-echo type overlap and out-of-time ordered correlation function recently demonstrated to have a power-law decay in the MBL phase.

The setup for measuring orthogonality catastrophe and its spin-echo extension works for generic initial non-
equilibrium states, and requires only manipulation of the local degrees of freedom. Hence it can be potentially implemented in systems of cold atoms in optical lattices and trapped ions, where signatures of MBL phase were recently observed. Nevertheless, one has to be able to access the fluctuations of the local observables in order to probe the dephasing dynamics, as the naive averaging of the observables probes different physics (see Appendix A). Provided one has access to the fluctuations of the local observables in or-
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Appendix A: Understanding time-averaged coherence

In this Appendix we consider the behavior of the overlap decay averaged over disorder realizations, $\langle |S(t)| \rangle$. From Eq. (15) it is clear that the overlap averaged over disorder realizations depends on the distribution of the coefficients $c_i, c_{ij}, \ldots$. For simplicity, let us ignore the effect of interaction. Then it is legitimate to keep only the leading order coefficients in Eq. (15), and we deduce

$$\langle S(t) \rangle = \left( \prod_{i=1}^{L} |A_{i}|^2 e^{2igtc_i} + |A_{i}|^2 e^{-2igtc_i} \right).$$  

From here, neglecting the correlation between $A_{i\tau}$ and $c_i$, we see that the time-dependence of the $\langle S(t) \rangle$ comes from the disorder-averaged $e^{2igtc_i}$, which is determined by the characteristic function (or, equivalently, Fourier transform) of the distribution of $c_i, p(c_i)$,

$$\langle e^{2igtc_i} \rangle = \int dc_i p(c_i) e^{2igtc_i} = \varphi_{c_i}(2gt).$$  

In the non-interacting case the coefficients $c_i$ in the expansion (10) are given by the tails of the single-particle wave function. Using log-normal form of the distribution of the inverse localization length,\textsuperscript{51} we replace $\varphi_{c_i}(t)$ with an asymptotic form of the characteristic function of the log-normal distribution\textsuperscript{52}

$$\varphi_{c_i}(t) \approx \exp \left( -\frac{\ln^2(\sigma^2_{c_i}c_i) + 2W(\ln^2(\sigma^2_{c_i}c_i))}{2\sigma^2_{c_i}} \right),$$  

where $W$ is the Lambert W-function, $\langle c_i \rangle$ is the median (typical) value of the corresponding coefficient in the expansion, and $\sigma_i$ is the variance of $\ln c_i$.

Using expression (A3), we can approximate the average overlap as

$$\langle S(t) \rangle \approx \prod_{i=1}^{L} \varphi_{c_i}(2gt).$$  

Practically, the above product quickly converges since each $c_{i+1}$ is suppressed compared to $c_i$ by an extra factor of $e^{-1/\xi}$, and it can be truncated at $i = 2$. Hence, the expression (A4) has only three independent parameters: median value of $c_1$, its variance, $\sigma_1$, and suppression factor $e^{-1/\xi}$.

Treating $\langle c_1 \rangle$, $\sigma_1$, and $e^{-1/\xi}$ as fitting parameters, we compare the predictions of Eq. (A4) to the numerical data obtained for the XXZ spin chain in Fig. 6. The numerical data weakly depends on the value of disorder, and shows almost no dependence on the system size and interaction strength, consistent with the convergence of the product in Eq. (A4). Fit with Eq. (A4), shown in Fig. 6 adequately reproduces the time dependence of $\langle |S(t)| \rangle$ at intermediate time.

Physically, the non-trivial behavior of the $\langle |S(t)| \rangle$ with time arises from the broad distribution of the coefficients $c_i$ that determine the distribution of the oscillation frequencies. Quick convergence of the product in Eq. (A4) explains why the interactions do not affect the dependence of $\langle |S(t)| \rangle$ on the intermediate times: both terms with $c_i$ with $i > 1$, and terms involving more $\tau^z$ in Eq. (11) are exponentially suppressed. Hence, their effect is not important on the timescales shown in Fig. 6.

Figure 6. Absolute value of the averaged coherence does not depend on the system size and interaction strength, and has a weak dependence on the disorder strength (solid lines correspond to $W = 6.5$ and dashed lines to $W = 7.5$). The numerical data agrees reasonably well with the theory suggesting the log-normal distribution of the localization length.
Appendix B: Decay of spin-echo overlap and entanglement dynamics

Below we consider the behavior of the spin-echo overlap \( S_{\text{echo}}(t) \). In the main text we argued the decay of this overlap as originating from spreading of operator \( V[t] \) defined in Eq. (19) with time. However, it is instructive to consider the decay of \( S_{\text{echo}}(t) \) from the perspective of eigenstate dynamics. For this we expand the initial state over eigenstates of operator \( H_0 + V \), as

\[
|\psi_0\rangle = \sum_i \alpha_i |\tilde{\lambda}_i\rangle,
\]

where the sum involves a number of eigenstates that is proportional to the size of the Hilbert space. Eigenstates \( |\tilde{\lambda}_i\rangle \) are assumed to have energy \( \tilde{\lambda}_i \). Using this representation, we rewrite the overlap using the fact that eigenstates of \( H_0 + V \) only acquire a phase under action of \( e^{i(H_0+V)t} \):

\[
S_{\text{echo}}(t) = \sum_{i,j} \alpha_i^* \alpha_j s_{ij}(t),
\]

(B2a)

where we defined as spin-echo response of a pair of eigenstates \( i \) and \( j \), \( s_{ij}(t) \). Further, we expand eigenstates of Hamiltonian \( H_0 + V \) over eigenstates of \( H_0 \). Since these two Hamiltonians are related by the local perturbation and system is in the many-body localized phase, each eigenstate \( |\tilde{\lambda}_i\rangle \) can be expressed as a sum of \( \text{finite} \) number of eigenstates of unperturbed Hamiltonian, \( |\lambda_k\rangle \) (up to exponentially small corrections):

\[
|\tilde{\lambda}_i\rangle \approx \sum_{k \in I_i} u_{ik} |\lambda_k\rangle, \quad |\lambda_k\rangle \approx \sum_{i \in I_k} u^*_{ik} |\tilde{\lambda}_i\rangle,
\]

(B3)

where sets \( I_i \), \( I_k \) depend on corresponding eigenstates \( |\tilde{\lambda}_i\rangle \), \( |\lambda_k\rangle \), and include a finite number of indices. This follows from the local effect of the local perturbation in the MBL phase; the similar participation ratios were explicitly calculated in Ref. 16.

Applying the expansion (B3) twice, we get the following result for the \( s_{ij}(t) \):

\[
s_{ij}(t) = e^{i\tilde{\lambda}_i t} \sum_{k \in I_i} u_{ik} |\lambda_k\rangle e^{-i(H_0+V)t} e^{-iH_0 t} |\lambda_n\rangle \sum_{n \in I_j} u^*_{nk} e^{i\tilde{\lambda}_n t} \]

\[
= \sum_{k \in I_i, n \in I_j} e^{i(\tilde{\lambda}_i - \lambda_n + \tilde{\lambda}_n - \lambda_k) t} u^*_{ik} u_{nk} u^*_{jn} u_{jn},
\]

(B4)

If operator \( V \) had no off-diagonal matrix elements, the unitary matrix \( u_{ik} \) would be the permutation matrix, having only single non-zero element in each row/column. In this case the \( S_{\text{echo}}(t) \) would always remain equal to one. Presence of off-diagonal matrix elements in operator \( V \) leads to the decay of the expectation value (B4).

Nevertheless, the expectation value of diagonal operators \( s_{ij}(t) \) with \( i = j \) saturates to a finite value \( \bar{s}_{ii} = \bar{s}_{ii}(t \to \infty) \) that does not scale with the system size. This saturation value is given by the terms in the sum in Eq. (B4) that have no oscillations in time, which corresponds to the part with \( k = n \) and \( i = q \):

\[
\bar{s}_{ii} = e^{i\tilde{\lambda}_i t} \sum_{k \in I_i} u^*_{ik} u_{ik} u^*_{jk} u_{jk} e^{-i\tilde{\lambda}_j t} = \sum_{k \in I_i} |u_{ik}|^4,
\]

(B5)

where all oscillating terms cancel. From here we see that \( \bar{s}_{ii} \) is given by a second participation ratio of the eigenstates of \( H_0 \) in the basis of perturbed Hamiltonian \( H_0 + V \). Finite value of \( s_{ii} < 1 \) translates into the finite saturation value of \( S_{\text{echo}}(t) \) at long times, as \( \sum_{i} |\alpha_i|^2 = 1 \) in Eq. (B2a). Note, that this result implies a weak dependence of the saturation value of spin-echo on the choice of initial state.

Above we demonstrated that diagonal terms in Eq. (B2) are responsible for the finite saturation value of spin-echo. At the same time these terms do not contribute to the relaxation of spin-echo fluctuations. Due to local character of operator \( V \) the range of summation in Eq. (B4) is restricted (sets \( I_i \) and others include a number of indices that does not depend on the system size), hence fluctuations of individual \( s_{ii}(t) \) do not relax.

On the other hand, the spin echo overlap Eq. (B2) generally contains an extensive number of off-diagonal terms \( s_{ij}(t) \) with \( i \neq j \). Hence, even though operator \( V \) is able to relate each eigenstate only to a finite number of other eigenstates by producing local excitations, the fluctuations of different \( s_{ij}(t) \) relax via dephasing mechanism.24,25 More specifically, the \( s_{ij}(t) \) can be non-zero only if eigenstates \( \tilde{\lambda}_i \) and \( \tilde{\lambda}_j \) are different in vicinity of operator \( V \). However, the energy difference in the exponent in Eq. (B4) depends on the state of all spins in the system. In other words, the energies of same local excitation for different eigenstates would be split by an
exponentially small amount depending on the state of the distant spins. This splitting, described in the main text via the operator spreading gives rise to oscillations at a sufficiently long times, and leads to the power-law decay of spin-echo fluctuations.

Finally, we illustrate the entanglement dynamics under the action of the unitary operator $U_{\text{echo}}(t)$, defined in Eqs. (17b). Taking $|\psi_0\rangle$ to be the Neel state, we have no entanglement at $t=0$. Figure 7 shows the entanglement entropy of state $U_{\text{echo}}(t)|\psi_0\rangle$ as a function of time $t$. The entanglement cut is at the middle link of the system. Note, that in the non-interacting case there is no entanglement growth at long times. Moreover, the saturation value of entanglement at the middle link decreases with the system size, as the distance between the entanglement cut and site where perturbation $V$ is applied increases with system size as $L/2$. This confirms that the operator $V|\psi_0\rangle$ remains local in the Anderson insulator, and goes in parallel with the absence of the decay of fluctuations of $S_{\text{echo}}(t)$. In contrast, presence of weak interactions qualitatively changes the entanglement dynamics, which now spreads logarithmically in time. The saturation value of entanglement is proportional to the system size. At the same time, fluctuations of $S_{\text{echo}}(t)$ now also have a non-trivial decay, emphasizing that $\langle S_{\text{echo}}(t)^2 \rangle$ probes the same physics.
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