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Abstract

Single Image Super-Resolution (SISR) tasks have achieved significant performance with deep neural networks. However, the large number of parameters in CNN-based methods for SISR tasks require heavy computations. Although several efficient SISR models have been recently proposed, most are handcrafted and thus lack flexibility. In this work, we propose a novel differentiable Neural Architecture Search (NAS) approach on both the cell-level and network-level to search for lightweight SISR models. Specifically, the cell-level search space is designed based on an information distillation mechanism, focusing on the combinations of lightweight operations and aiming to build a more lightweight and accurate SR structure. The network-level search space is designed to consider the feature connections among the cells and aims to find which information flow benefits the cell most to boost the performance. Unlike the existing Reinforcement Learning (RL) or Evolutionary Algorithm (EA) based NAS methods for SISR tasks, our search pipeline is fully differentiable, and the lightweight SISR models can be efficiently searched on both the cell-level and network-level jointly on a single GPU. Experiments show that our methods can achieve state-of-the-art performance on the benchmark datasets in terms of PSNR, SSIM, and model complexity with merely 68G Multi-Adds for $\times 2$ and 18G Multi-Adds for $\times 4$ SR tasks. Code will be available at https://github.com/DawnHH/DLSR-PyTorch.

1. Introduction

Image super-resolution (SR) is a low-level vision problem that reconstructs a single low-resolution (LR) image to a high-resolution (HR) image. This problem is ill-posed since multiple HR images can degrade to the same LR image. Many deep-learning-based methods have been proposed to address this problem [6, 15, 20, 18, 45, 46, 8, 25, 23] and have achieved great success.

While the SR performance is boosted by the deep learning approach, the model complexity is also increased. For example, RDN [46] had 22M parameters and EDSR [20] reached up to 43M parameters. It is difficult to deploy these models to the equipment with low computing power. For real-world applications, lightweight and efficient SR models have also been designed in recent years, including hand-crafted SR neural networks [16, 16, 2] and neural architecture search (NAS) based SR methods [5, 32, 19, 27].

Although great improvements have been achieved by existing lightweight SR methods, they still suffer from several limitations. First, hand-crafted lightweight SR models like IMDN [13] and RFDN [22] adopted several $3 \times 3$ convolution layers with large amount of parameters and Multi-
Add. The building blocks designed by these methods with the same three $3 \times 3$ convolution layers can also be suboptimal and lack flexibility for SISR tasks. Second, the network-level architecture of these methods only considered concatenating the output features of the blocks at the end of the model while omitting intermediate information flows among the blocks, which have been demonstrated to enlarge the reception field [11] and could be useful for improving SR performance [36, 29, 46, 30]. However, the network cannot be connected too densely in order to achieve an efficient lightweight SR model. Therefore, it’s important to find which connection benefits the cell most to improve the performance of lightweight SR models while keeping a slightly low model complexity. Finally, Most Neural Architecture Search (NAS) based methods for SR tasks were based on reinforcement learning and evolutionary methods which are time-consuming and require a large number of computing resources to search for appropriate models. Furthermore, they failed to achieve better peak signal-to-noise ratio (PSNR) or structural similarity index measure (SSIM) [38] results with searched lightweight SR models comparing with the existing state-of-the-art (SOTA) hand-crafted SR models.

To address these problems, we propose a lightweight image super-resolution method with a fully differentiable neural architecture search (DLSR) which is composed of cell-level and network-level search techniques. For cell-level search, we design a large search space (see Table 3.1) that contains more lightweight convolution operations to increase the probabilities of finding more lightweight models. As opposed to existing work [21, 32] that searched for arbitrary combinations and connections of basic operations or searched for handcrafted blocks, we search for the operation combinations based on information distillation structure that provides prior knowledge of nice lightweight SR structures. Based on the flexibility of lightweight operation combinations, our search space not only contains the handcrafted RFDB [22] structure but also explores for a better cell for efficient SR. To utilize the intermediate information flow between the cells, we design a network-level search space that contains all possible connections among the cells to further boost the performance. As opposed to FALSR [5] which uses an evolutionary algorithm to search for block connections with discrete encoding, we first densely connect the blocks to build a super-net, then utilize the continuous relaxed architecture parameters to weigh the connections and optimize the parameters with the stochastic gradient descent method. During searching, the network automatically identifies the most important intermediate information flow connections.

In addition, we design a loss function composed of three parts: L1 loss, Hign Frequency Error Norm (HFEN) loss [28], and the number of parameters of the operations. HFEN is an image comparison metric from medical imaging and uses a Laplacian of Gaussian kernel for edge-detection. Thus, the HFEN loss can help to minimize the reconstruction error of high-frequency image details. In addition, we treat the number of parameters of the operations as a regularization term to push the searching direction into a more lightweight space. Experimental results show that our DLSR method surpasses other SOTA lightweight SR methods in terms of PSNR, SSIM with fewer parameters and Multi-Addss on benchmark datasets: Set5 [3], Set14 [39], B100 [26], and Urban100 [12] in $\times 2, \times 3, \times 4$ super-resolution tasks. In the end, our main contributions are summarized as three-fold:

- We propose a differentiable NAS strategy for searching a lightweight SR model, which incorporates both cell-level and network-level search spaces to strengthen the SR performance. The proposed approach significantly reduces the searching cost compared to existing RL-based NAS methods.
- We design a loss function that considers distortion, high-frequency reconstruction, and lightweight regularization that push the searching direction to explore a better lightweight SR model.
- We conduct extensive experiments to evaluate the efficacy of our method, which achieves state-of-the-art performance on the benchmark datasets in terms of PSNR, SSIM, and model complexity.

2. Related work

2.1. CNN-based Image Super-Resolution

SR performance has been greatly improved by CNN-based methods [6, 15, 34, 20, 18, 45, 46, 37, 44, 43, 23]. Dong et al. [6] proposes SRCNN which is a shallow three-layer network to map interpolated LR images to HR images. Kim et al. [15] proposes the VDSR network, which is composed of 20 layers and global skip-connection to improve the performance. In addition, Dong et al. [7] designs the transposed convolution layer, and Shi et al. [31] proposes the sub-pixel convolution layer for SR tasks, and both performed the upsampling operation at the end of the CNN and hence largely saved on computation in the feature extraction phase due to the reduction of spatial dimension. Lim et al. [20] has proposes EDSR and MDSR, which remove Batch Normalization layers in SRResnet [18] and greatly improve the performance. Zhang et al. [46] proposes RDN networks by introducing dense connections into EDSR residual blocks. RCAN [45] introduces channel attention to achieve better SR performance. However, most of these CNN-based methods contain large parameters and require large amounts of computation, which limits their real-world applications.
2.2. Lightweight Image Super-Resolution

Lightweight and efficient CNN for SR tasks has been widely explored to suit mobile devices with an extremely small amount of parameters and computation [33, 2, 14, 13, 48, 24, 42, 22]. In order to reduce the parameters, Kim et al. [33] introduces recursive layers combined with residual schemes in the feature extraction stage. Ahn et al. [2] proposes the CARN-M model which utilizes group convolution and cascade network architecture that significantly reduces the parameters. Hui et al. [14, 13] proposes an information distillation mechanism (IDM) that utilized a channel splitting strategy to distill and compress local short-path feature information. RFDN [22] rethinks the channel splitting strategy and decouples the convolution layer and channel splitting layer. Furthermore, they apply the skip-connection on the $3 \times 3$ convolution that makes up the shallow residual block (SRB), which significantly improves the SR performance. For this they won first place in the AIM2020 efficient super-resolution challenge.

2.3. SISR with Neural Architecture Search

As NAS techniques have achieved great success in image classification [21, 10] and other tasks, recent works have started to adopt NAS to search efficient SR networks. FALS [5] utilizes reinforcement learning and evolutionary methods to search for lightweight SR models, building SR as a constrained multi-objective optimization problem. Song et al. [32] proposes to search for multiple handcrafted efficient residual dense blocks to stack the SR model using evolutionary methods. Guo et al. [9] proposes to search for cell structures and upsampling positions with reinforcement learning. Recently, TPSR [19] has adopted reinforcement learning to find an efficient GAN-based SR model, resulting a tiny SR model that performs well on both perceptual and distortion metrics. However, most of the prior SR methods with NAS utilized reinforcement learning or evolutionary methods that were time-consuming. In this work, we explore the fully differentiable NAS to search for an efficient, accurate, and lightweight SR model with a single GPU.

3. Method

In this section, we introduce our Differentiable NAS method for Lightweight Super-Resolution model, dubbed DLSR. Below, we first describe the search space of cell-level and network-level. Then, we discuss the search strategy and loss function of our proposed DLSR.
Table 1. Operations and their complexities in mixed layer. Dilated convolution [40] is joint with group convolution. Muti-Adds are calculated in $\times 2$ SR task with 50 channels on 1280×720 image.

| Operation        | Kernel Size | Params (K) | Muti-Adds (G) |
|------------------|-------------|------------|---------------|
| convolution      | 1×1         | 2.5        | 0.576         |
|                  | 3×3         | 22.5       | 5.184         |
|                  | 5×5         | 62.5       | 14.400        |
|                  | 7×7         | 122.5      | 28.224        |
| Separable        | 3×3         | 5.9        | 1.359         |
| convolution      | 5×5         | 7.5        | 1.728         |
|                  | 7×7         | 9.9        | 2.281         |
| Dilated          | 3×3         | 2.95       | 0.680         |
| convolution      | 5×5         | 3.75       | 0.864         |

3.1. Search Space

Cell-level search space The cell-level topology structure is based on residual feature distillation block (RFDB) [22], which is comprised of three shallow residual blocks (SRB) with an information distillation mechanism and a contrast-aware channel attention (CCA) layer [13]. The smallest building block SRB is composed of a $3 \times 3$ convolution layer and a residual connection. However, we argue that the $3 \times 3$ convolution in RFDB could be suboptimal and would thus not always be the best choice for lightweight super-resolution. In order to improve the flexibility of the RFDB and search for a more lightweight structure, we replace the SRB with Mixed Residual Block (MRB) in Figure 2. The MRB is composed of a mixed layer, a residual connection, and a ReLU layer, in which the mixed layer is made up of multiple operations including separable convolution, dilated convolution, and normal convolution, as shown in Table 3.1. For mixed layer $k$, we denote the input feature as $x_k$, and the operation space as $O$, where each element represents a candidate function $o(\cdot)$ weighted by the cell architecture parameters $a_k^{\alpha,\beta}$ as illustrated in Figure 2. We use softmax to perform the continuous relaxation of the operation space as done in Darts [21]. Thus, the output of mixed layer $k$ denoted by $f_k(x_k)$ is given as:

$$f_k(x_k) = \sum_{o \in O} \left( \sum_{o' \in O} \exp(a_k^{\alpha,\beta}) \cdot o(x^k) \right).$$

(1)

During searching, the operation with the largest $a_k^{\alpha,\beta}$ is reserved as the genotype of the layer. The structure of each cell is composed of three MRBs with a feature distillation mechanism and an enhanced spatial attention (ESA) block as shown in Figure 2. Hence, the number of possible combinations for each cell is $9 \times 9 \times 9$.

Network-level search space Different from HNAS [9] which designs the network-level search space to search for the upsampling positions or HiNAS [41] that is designed to search for the network width, we design the network-level search space to search for the shortcut connections among the cells to explore the intermediate information, as shown in Figure 3. The whole network is stacked with 6 cells, and each cell is connected with all of its predecessors. The output features of its prior cells are concatenated and passed into a $1 \times 1$ convolution layer to aggregate the information. In addition, each cell’s output feature is connected to the last convolution layer. The connection between cell $i$ and cell $j$, which is also the feature maps of cell $i$, is denoted $x^i$, weighted by the network-level architecture parameters $\beta^{(i,j)}$. We also utilize softmax function as continuous relaxation for parameters $\beta^{(i,j)}$ as Eq. (1). Then, the input of the cell $j$ denoted by $I_j$ is formulated as:

$$I_j = g\left( \frac{\exp(\beta^{(i,j)})}{\sum_{i' < j} \exp(\beta^{(i',j)})} x^i \right),$$

(2)

where $g(\cdot)$ denotes the operations of concatenation and $1 \times 1$ convolution. Thus, we build a continuous and dense super-network search space considering all the intermediate information among the cells.

Search complexity Based on the above illustration, the proposed DLSR method includes both the cell-level and network-level search spaces. Thus, the overall search complexity of our method is estimated as:

$$9 \times 9 \times 9 \times 5 \times 4 \times 3 \times 2 = 87480.$$  

(3)

It is nontrivial and requires a large amount of computation cost to explore such a large search space for a lightweight and accurate super-resolution model via reinforcement learning [9] or evolutionary algorithm [5, 32] based neural architecture search approaches. In this work, we solve this problem via a fully differentiable neural architecture search approach.

3.2. Search Strategy

We extend the popular differentiable NAS methods including DARTS [21] and its improved version MiLeNas [10] for the low-level computer vision (SISR) task. These two methods were originally proposed for the image classification task which is a high-level computer vision task. Motivated by MiLeNas, the objective function of our DLSR model is defined as the following regularized form:

$$\min_{\theta, \alpha, \beta} [L_{tr}(\theta^*(\alpha, \beta)) + \lambda L_{val}(\theta^*(\alpha, \beta); \alpha, \beta)],$$

(4)

where $\theta$ denotes the weights parameters of the network and $\lambda$ is a non-negative regularization parameter that balances the importance of the training loss and validation loss. Because the architecture parameters $\alpha$ and $\beta$ are both continuous, we directly apply Adam [17] to solve problem (4). We define the architecture parameter $A = [\alpha, \beta]$, the parameters $\theta$, $\alpha$, and $\beta$ are updated via the following iteration:

$$\theta = \theta - \eta_\theta \nabla_{\theta} L_{tr}(\theta, A);$$

$$A = A - \eta_A \nabla_A L_{tr}(\theta, A) + \lambda \nabla_A L_{val}(\theta, A).$$

(5)

(6)

During the searching process, we preserve the operation that has the maximal value of $\alpha$ as the searched operation of the layer. The connections that have the maximal and the
submaximal value of the $\beta$ parameters of the operations as a lightweight limitation.

3.3. Loss Function

To achieve lightweight and accurate SR models, the loss function is composed of three parts, which include L1 loss as distortion loss, HFEN loss [28] for reconstruction, and parameters of the operations as a lightweight limitation.

$$L_1 = \frac{1}{N} \sum_{i=1}^{N} \left| H_\theta(I^{LR}) - I^{HR} \right|$$

$$L_{HFEN} = \frac{1}{N} \sum_{i=1}^{N} \left| \nabla H_\theta(I^{LR}) - \nabla I^{HR} \right|$$

$$L_P = \sum_{o \in O} \frac{p_o}{\mu \sum_{c \in O} P_c} \text{softmax}(\alpha_o)$$

$$L(\theta) = L_1 + \mu \times L_{HFEN} + \gamma \times L_P.$$  \hspace{1cm} (10)

Specifically, $L_1$ loss is popularly used for SR tasks [20, 5, 22, 47] to minimize the distortion between the reconstructed SR image and ground truth HR image; $L_{HFEN}$ [4] is a gradient-domain L1 loss, and each gradient $\nabla(\cdot)$ is computed using High Frequency Error Norm (HFEN) [28] which is an image comparison metric from medical imaging and uses a Laplacian of Gaussian kernel for edge-detection with Gaussian filter pre-smoothed images. $L_{HFEN}$ is adopted to strengthen the reconstruction of image details such as edges and stripes. $L_P$ is a regularization item based on the parameters of operations. $p_o$ denotes the number of parameters of operation $o$. $L_P$ utilizes the number of the parameters to weigh the architecture parameter $\alpha$, so as to reduce the $\alpha$ of the operations which have a large number of parameters and push the algorithm to search for lightweight operations. The $\mu$ and $\gamma$ are weighting parameters for balancing the reconstruction performance and model complexity, respectively. As for retraining the searched networks, the last term $L(\theta)$ in the total loss function (10) is removed by setting $\gamma = 0$.

4. Experiments

4.1. Datasets

We use high-quality DIV2K [1] and Flickr2K [35] datasets as training datasets. The DIV2K dataset consists of 800 training images and the Flickr2K dataset consists of 2650 training images. The LR images are obtained by the bicubic downsampling of HR images. In addition, we use the standard benchmark datasets, Set5 [3], Set14 [39], B100 [26], and Urban100 [12] as test datasets.

4.2. Implementation Details

We merge the DIV2K and Flickr2K datasets together and denote them as DF2K dataset with a total of 3450 images. During the searching stage, we split the dataset to 3000 images as training dataset $D_{train}$ and the remaining 450 images as validation dataset $D_{valid}$. We augment the datasets by random rotations of $90^\circ$, $180^\circ$, $270^\circ$, and horizontal flips. We perform $\times 2$ SR for searching the neural network architectures and apply the searched models to $\times 2, \times 3, \times 4$ SR tasks. Both the searching and training stages are performed on a single NVIDIA Tesla V100 GPU. More implementation details can be found in supplementary material.

4.3. Searched Results

The searched network structure and cell structure are shown in Figure 4. For clarity, we omit the connections between each block and the end of the model in the figure. The searched cell is made up of a $1 \times 1$ convolution layer, $7 \times 7$ separable convolution layer, $5 \times 5$ separable convolution layer, ESA block, and residual connections with information distillation mechanism. Since the parameters and FLOPS of the $1 \times 1$ convolution, $5 \times 5$ separable convolution, and $7 \times 7$ separable convolution are all fewer than the original $3 \times 3$ convolution, we obtain a much smaller (nearly half the original size) model compared with vanilla RFDN [22].

4.4. Comparison with State-of-the-art Methods

We compare the DLSR model with state-of-the-art lightweight SR methods on two commonly-used metrics: peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) [38] on the Y channel of the transformed YCbCr space. We also present the number of the parameters and number of the operations (Multi-Adds) to show the model complexity. Multi-Adds is calculated on 720p ($1280 \times 720$) HR images. The $\times 2, \times 3, \times 4$ super-
resolution results are shown in Table 2, and the best results are highlighted. The visual performance of $\times 2$, $\times 3$, and $\times 4$ super-resolution are shown in Figures 5 and 6. Compared with DRRN [33], our method only takes 1% Multi-Adds, while achieving 1dB PSNR improvement on the Urban100 dataset in $\times 2$, $\times 3$ SR tasks, 0.7dB PSNR improvement on the Set5 dataset in $\times 4$ SR task, as well as 0.3-0.7dB PSNR improvement on other tasks, respectively. Our method surpasses other NAS based methods like FALSR-B [5] and ESRN-V [32] by a large margin with 0.2-0.4dB PSNR improvement with fewer parameters and Multi-Adds in most of the SR tasks (Table 2). As shown in Table 4, the search cost of our method is significantly less than NAS-based SR methods. FALSR-B [5] takes less than 3 days on 8 GPUs to execute their pipeline once. ESRN-V [32] takes around one day on 8 GPUs to execute their evolution procedure. Our method only takes around 2 days on one GPU.

Compared with hand-crafted light-weight models like IMDN [13] and RFDN [23], the DLSR method only takes about half the amount of parameters while still outperforming them. Compared with PAN [47], which is the most lightweight deep SR model in AIM2020 Efficient Super Resolution, our method is still able to outperform it with fewer Multi-Adds.

Table 4. Searching cost of NAS based SR methods

| NAS based SR method | GPU days |
|---------------------|----------|
| FALSR [5]           | 24       |
| ESRN [32]           | 8        |
| DLSR(Ours)          | 2        |

With the searched network and cell structures. The connections from each cell to the last convolution layer is omitted for clarity.
Table 3. Comparison results with TPSR-NOGAN on benchmark datasets.

| Method       | Scale | Params (K) | Multi-Adds (G) | Set5 PSNR/SSIM | Set14 PSNR/SSIM | B100 PSNR/SSIM | Urban100 PSNR/SSIM |
|--------------|-------|------------|----------------|----------------|----------------|----------------|-------------------|
| TPSR-NOGAN   | ×2    | 60         | 14.0           | 37.38/0.9583   | 33.00/0.9123   | 31.75/0.8942   | 30.61/0.9119      |
| DLSR-S(Ours) | ×2    | 56         | 12.4           | 37.71/0.9595   | 33.33/0.9150   | 31.96/0.8973   | 31.26/0.9196      |
| TPSR-NOGAN   | ×4    | 61         | 3.6            | 31.10/0.8779   | 27.95/0.7663   | 27.15/0.7214   | 24.97/0.7456      |
| DLSR-S(Ours) | ×4    | 62         | 3.4            | 31.75/0.8885   | 28.31/0.7745   | 27.38/0.7298   | 25.47/0.7663      |

Figure 5. Visual comparisons among SOTA lightweight models in ×2 image super-resolution. The test image patches are from Set14 and Urban100. Note that the results of FALSR-B are based on our test with the pre-trained model which is released by the authors. The results of CARN-M and PAN are directly taken from the authors’ release. Our method has better reconstruction performance on image details, such as thin stripes on the clothes and edges of windows.

Figure 6. Visual comparisons among SOTA lightweight models in ×4 image super-resolution. The test image patches are from Set14 and Urban100. Note that the results of RFDN are based on our test with the pre-trained model which is officially released by the authors. Our method shows better reconstruction performance and less deformation on image details such as texts and stripes.

The visual comparison results show that our method achieves better performance in reconstructing image details such as tiny stripes and the edges of the text. In Figure 5, our DLSR method reconstructs the right direction of the thin stripes on the clothes with high visual quality and successfully reconstructs the edge of the window, while other methods cannot. In Figure 6, our method reconstructs the round edge of the text ‘O’ and other stripe-like image details
Table 5. Comparison results between the model with/without network-level connections DLSR/DLSR-B.

| Method  | Scale | Set5        | Set14        | B100         | Urban100     |
|---------|-------|-------------|-------------|--------------|--------------|
|         |       | PSNR/SSIM   | PSNR/SSIM   | PSNR/SSIM    | PSNR/SSIM    |
| DLSR-B  | ×2    | 38.04/0.9606 | 33.63/0.9177 | 32.20/0.9000 | 32.20/0.9293 |
| DLSR    | ×2    | 38.04/0.9606 | 33.67/0.9183 | 32.21/0.9002 | 32.26/0.9297 |
| DLSR-B  | ×4    | 32.27/0.8959 | 28.67/0.7832 | 27.60/0.7372 | 26.16/0.7885 |
| DLSR    | ×4    | 32.33/0.8963 | 28.68/0.7832 | 27.61/0.7374 | 26.19/0.7892 |

Table 6. Comparison results with different loss function configurations on benchmark datasets.

| Method      | Scale | Params (K) | Multi-Adds (G) | Set5        | Set14        | B100         | Urban100     |
|-------------|-------|------------|---------------|-------------|--------------|--------------|--------------|
|             |       | PSNR/SSIM  | PSNR/SSIM     | PSNR/SSIM   | PSNR/SSIM    | PSNR/SSIM    | PSNR/SSIM    |
| DLSR-L1     | ×2    | 323        | 68.1          | 38.04/0.9606 | 33.69/0.9185 | 32.20/0.9002 | 32.27/0.9297 |
| DLSR-HFEN   | ×2    | 365        | 77.8          | 38.02/0.9605 | 33.78/0.9200 | 32.21/0.9003 | 32.34/0.9305 |
| DLSR        | ×2    | 322        | 68.1          | 38.04/0.9606 | 33.67/0.9183 | 32.21/0.9002 | 32.26/0.9297 |

Figure 7. Visual comparisons among the models trained with different loss configurations in ×2 image super-resolution. DLSR-L1 model is searched and retrained only with L1 loss. DLSR-HFEN model is searched and retrained with L1 loss and HFEN loss. DLSR model is searched and retrained with L1 loss, HFEN loss, and parameter regularization.

without distortion. In summary, the quantitative and visual results both demonstrate that our models outperform the state-of-the-art SR models on multiple datasets and scales with fewer parameters and Multi-Adds.

In addition, to compare our method with the Tiny Perceptual Super Resolution (TPSR) model [19], which is a super lightweight SR model with 60K parameters, we cut the channel number of our DLSR model to 18 and denote the smaller model as DLSR-S. The comparison result is shown in Table 3. As our method is not based on the generative adversarial networks (GAN), we compare it with the baseline model of the TPSR method called TPSR-NOGAN. The result indicates that even with fewer Multi-Adds, our DLSR-S model can still surpass the TPSR-NOGAN with a large margin of PSNR and SSIM.

4.5. Ablation Studies

First, we discuss the effectiveness of network-level connections. To compare with DLSR, we design our method to search for a baseline model only on the cell-level search space. After searching and retraining, we name this model DLSR-B. Coincidently, the DLSR-B has the same numbers of parameters and Multi-Adds as DLSR. The comparison result is illustrated in Table 5. The result shows that the network-level connections can improve the performance of DLSR-B. Thus, the search space of network-level connections which we propose is innovative and meaningful.

Second, we discuss the effectiveness of the loss function we designed that is comprised of three parts: the L1 loss, the HFEN loss, and the parameter loss. We conduct the experiments on three different models: DLSR-L1, DLSR-HFEN, DLSR. The DLSR-L1 model is searched and retrained only with L1 loss. The DLSR-HFEN model is searched and retrained with L1 loss and HFEN loss. The DLSR model is searched and retrained with L1 loss, HFEN loss, and parameter regularization.

In addition, more visual comparisons and ablation studies on verifying the search stability of our DLSR model can be found in supplementary material.

5. Conclusions

In this work, we propose a novel Differentiable neural architecture search approach to search for Lightweight single image Super-Resolution models on both the cell-level and the network-level, dubbed DLSR. In addition, we design a novel loss function that considers distortion, high-frequency reconstruction, and lightweight regularization that jointly pushes the searching direction to explore a better lightweight SR model. Experimental results show that our DLSR method can surpass both the hand-crafted
and NAS-based SOTA lightweight SR methods in terms of PSNR and SSIM with fewer parameters and Multi-Adds.
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A. Experiment Details

During the search stage, the high-resolution (HR) patch size is set as 64 and the minibatch size is set as 64. We optimize the $\theta$, $\alpha$ and $\beta$ parameters with ADAM optimizer [17] with $2 \times 10^5$ iterations. For parameter $\theta$, the learning rate is set to $3 \times 10^{-4}$, the momentum parameter and exponential moving average parameter are set as (0.9,0.999) and the weight decay is set to $10^{-8}$. For parameters $\alpha$ and $\beta$, the learning rate is set to $3 \times 10^{-4}$, the momentum parameter and exponential moving average parameter are set as (0.5,0.999) and the weight decay is set to $10^{-8}$. The warm-up process takes $2 \times 10^4$ steps that only parameter $\theta$ is updated. The learning rates of the warm-up process and searching process are both set to $3 \times 10^{-4}$. We save the genotypes of the searched models at about $5 \times 10^4$ step, $10^5$ step, and $1.5 \times 10^5$ step when the distribution of the architecture parameters turn stable during searching. The number of channels is set to 48 and the number of cells is set to 6. The hyper-parameter $\lambda$ is set as 1.0, $\mu$ is set as 0.2, and $\gamma$ is set as 0.2.

For retraining the searched networks, we use the whole DF2K dataset with the same data augmentation as the searching stage. For $\times 2$, $\times 3$, $\times 4$ super-resolution, HR patch size is set as 128, 192, and 256, respectively. We train our searched DLSR model with ADAM optimizer [17] with the same settings as the optimization of the parameter $\theta$ during the searching stage. We train the model in $2 \times 10^6$ steps and set the minibatch size as 32. The learning rate is initialized with $3 \times 10^{-4}$ and halved every $4 \times 10^5$ steps. The weights of both $\times 3$, $\times 4$ super-resolution models are warmed up by the weight of the pre-trained $\times 2$ SR model. All the experiments are conducted in PyTorch 1.2 and Python 3.7.

B. Ablation Study

In this section, we discuss the search stability of our method. To prove the effectiveness of our proposed DLSR method, we repeat the searching algorithm several times with different initialization of random seed, and retrain the searched models, denoted as DLSR-a, DLSR-B, and DLSR-c. Table B shows the SR results of the lightweight SR models we have obtained. The results show that our proposed DLSR method is stable and effective.

| Method | Scale | Params (K) | Multi-Adds (G) | Set5 PSNR/SSIM | Set14 PSNR/SSIM | B100 PSNR/SSIM | Urban100 PSNR/SSIM |
|--------|-------|------------|---------------|----------------|----------------|----------------|------------------|
| DLSR-a | $\times 2$ | 309 | 65 | 38.04/0.9606 | 33.68/0.9181 | 32.20/0.9290 | 32.21/0.9290 |
| DLSR-b | $\times 2$ | 328 | 69.3 | 38.04/0.9606 | 33.65/0.9180 | 32.21/0.9290 | 32.20/0.9290 |
| DLSR-c | $\times 2$ | 341 | 72.5 | 38.05/0.9605 | 33.68/0.9183 | 32.19/0.9000 | 32.21/0.9292 |

Table 7. The results of the lightweight SR models we have searched with different initialization of random seed.

C. More Visual Comparison Results

More visual comparison results show that our DLSR model has superior performance compared with other lightweight SR models on image details. In Figure 8 and Figure 9, our method reconstructs the stripe-like and lattice-like image details on the buildings without distortion.
Figure 8. Visual comparisons among SOTA lightweight models in $\times 4$ image super-resolution. The test image patches are from Urban100. Note that the results of RFDN are based on our test with the pre-trained model which is officially released by the authors. Our method shows better reconstruction performance and less deformation on image details.

Figure 9. Visual comparisons among SOTA lightweight models in $\times 4$ image super-resolution. The test image patches are from Urban100. Note that the results of RFDN are based on our test with the pre-trained model which is officially released by the authors. Our method shows better reconstruction performance and less deformation on image details.