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ABSTRACT: We address the construction of non-supersymmetric vacua in heterotic compactifications with intrinsic torsion and background fluxes. In particular, we implement the approach of domain-wall supersymmetry breaking (DWSB) previously developed in the context of type II flux compactifications. This approach is based on considering backgrounds where probe NS5-branes wrapping internal three-cycles and showing up as four-dimensional domain-walls do not develop a BPS bound, while all the other BPS bounds characterizing the $N = 1$ supersymmetric compactifications are preserved at tree-level. Via a scalar potential analysis we provide the conditions for these backgrounds to solve the ten-dimensional equations of motion including order $\alpha'$ corrections. We also consider backgrounds where some of the NS5-domain-walls develop a BPS bound, show their relation to no-scale SUSY-breaking vacua and construct explicit examples via elliptic fibrations. Finally, we consider backgrounds with a non-trivial gaugino condensate and discuss their relation to supersymmetric and non-supersymmetric vacua in the present context.

KEYWORDS: Superstring vacua, supergravity, supersymmetry breaking.
## Contents

1. Introduction .................................................. 2

2. Ten-dimensional action and supersymmetry transformations ..... 3

3. Four-dimensional compactifications and effective potential .... 6
   3.1 Cosmological constant and warping .......................... 6
   3.2 Effective potential ........................................... 7
   3.3 SU(3)-structure and BPS-like potential .................... 8

4. Supersymmetry breaking vacua: general discussion ............ 10
   4.1 Supersymmetric vacua from the BPS potential ................ 10
   4.2 Torsion induced SUSY-breaking vacua ........................ 11
   4.3 Gravitino and gaugino mass .................................. 14
   4.4 Conditions on the curvature .................................. 16

5. NS5-branes, calibrations and bundle stability .................... 18

6. \( \frac{1}{2} \) Domain-Wall supersymmetry breaking .................. 21
   6.1 \( \frac{1}{2} \)DWSB vacua ........................................... 22
   6.2 Four-dimensional interpretation ............................. 24

7. Examples via homogeneous fibrations ............................ 27
   7.1 Constraints on the elliptic fibration .......................... 27
   7.2 Simple examples .............................................. 34

8. Adding a gaugino condensate .................................... 36
   8.1 Gaugino condensate and no-scale SUSY-breaking .............. 36
   8.2 Gaugino condensate, supersymmetric AdS\(_4\) vacua and calibrations 38
   8.3 \( \frac{1}{2} \)DWSB AdS\(_4\) vacua with gaugino condensate ......... 41

9. Discussion ..................................................... 43

A. Fermionic conventions and SU(3)-structure ...................... 47

B. Supersymmetry breaking and relation between spinorial and tensorial formalism 48
   B.1 Classical supersymmetry breaking and spinors ................ 48
   B.2 Supersymmetry breaking in presence of a gaugino condensate 49

C. Dual formulation of heterotic supergravity ..................... 51
1. Introduction

Supersymmetry breaking in string compactifications is one of the most important issues when making contact between strings and particle physics. As a possible solution of the hierarchy problem, we look for non-supersymmetric string vacua in which the soft supersymmetry breaking terms in the observable sector are at the TeV scale, whereas the supersymmetry breaking scale in the hidden sector of the theory can be much higher. This means that in non-supersymmetry string vacua supersymmetry has to be broken in a controllable way: no tachyonic instabilities (except the one associated to the Higgs) should arise from supersymmetry breaking. In addition, the cosmological constant should be kept zero or at least very small. It goes without saying that to date fully realistic string vacua satisfying all these requirements have not been yet found, and that this lack of success is partially due to the poor understanding of supersymmetry breaking in string theory.

Nevertheless, several promising string scenarios with broken supersymmetry have been investigated in the past. A somehow crude separation of models is given by considering either perturbative or non-perturbative supersymmetry breaking. In fact, it was shown already some time ago by Scherk and Schwarz [1] that supersymmetry can be broken at tree level by choosing different boundary conditions for fermions and bosons. Non-perturbative, spontaneous supersymmetry breaking was first discussed in the context of $E_8 \times E_8$ heterotic strings compactified on Calabi-Yau manifolds. The most popular mechanism is to consider supersymmetry breaking by gaugino condensation on a hidden gauge group $G_{\text{hid}}$ [2, 3]. Then, in the next step, the hidden sector SUSY-breaking is mediated to the observable sector by gravitational effects. Supersymmetry breaking by gaugino condensation is usually formulated in terms of the four-dimensional effective action where, by integrating out the condensing gauginos, a non-vanishing superpotential of the form

$$W \simeq c_0 e^{-\frac{k_0}{s}}$$  \hspace{1cm} (1.1)

emerges, with $s$ the dilaton, $c_0$ a model-dependent quantity and $b_0$ proportional to the $\beta$-function coefficient of $G_{\text{hid}}$. Supersymmetry is then spontaneously broken by the F-terms of some moduli fields, such as the overall Kähler modulus $t$ of the Calabi-Yau. If in addition $c_0$ depends on $t$ via a modular function, as required in a large class of models by T-duality, the $t$-field gets stabilized in the non-supersymmetric vacuum of the effective theory [4, 5, 6]. The soft term structure in this class of models has been discussed in various papers [7, 8].

While non-perturbative supersymmetry breaking is the most explored scenario in the realm of heterotic compactifications, the situation is somehow reversed for type II strings. There new ways for constructing non-supersymmetric vacua have been unveiled, mainly due to progress made on constructing compactifications with background fluxes (see [9, 10, 11] for reviews). A general result is that the backreaction of background fluxes is such that the internal space is not anymore a Calabi-Yau manifold. However, the conditions for unbroken $\mathcal{N} = 1$ supersymmetry in four dimensions still require that the internal geometries allow for globally defined spinors, and so they can be characterized in terms of SU(3) structures [12]. In particular, for the so-called SU(3)-structure manifolds the internal geometry is encoded in the SU(3)-invariant forms $J$ and $\Omega$ also present in Calabi-Yau spaces.
More precisely, the globally defined two-form $J$ and three-form $\Omega$ not only encode the internal geometry of the compactification, but also codify in a particularly useful way important information of the latter. For instance, in Calabi-Yau compactifications the conditions for $\mathcal{N} = 1$ supersymmetry in four dimensions can be expressed as the differential conditions $dJ = d\Omega = 0$. In addition, $J$ and $\Omega$ measure the energy of the potential BPS objects of the compactifications, and in particular of those that upon dimensional reduction show up as 4d strings, 4d domain-walls or 4d gauge theories (i.e., fill up the 4d space-time). As shown in [13], this picture survives when considering flux compactifications. Indeed, as mentioned above in this more general case the internal space will not be Calabi-Yau, and so $J$ and $\Omega$ will in general not be closed. Nevertheless, supersymmetry is still equivalent to specific differential equations for $J$ and $\Omega$ [14], and such differential equations precisely allow them to measure the tension of the BPS objects of the compactification or, in a more mathematical language, to be calibrations for probe D-branes in this background. In fact, the existence of the full set BPS bounds for 4d extended objects (i.e., the existence of calibrations) is equivalent to the conditions for 4d $\mathcal{N} = 1$ supersymmetry [13]. If at least one of the above calibrations/BPS bounds is missing, 4d supersymmetry must be broken.

This latter observation was used in [15] to propose a general strategy for constructing $\mathcal{N} = 0$ vacua in the context of type II flux compactifications. In this approach one assumes that the ten-dimensional background allows for a globally defined spinor which, from the four-dimensional viewpoint will be the generator of an approximate supersymmetry. One can then construct $J$ and $\Omega$ from such spinor, and check whether these two objects allow to define BPS bounds for 4d strings, 4d domain-walls and 4d gauge theories. Dropping these BPS bounds will translate in 4d physics as a definite pattern of spontaneous supersymmetry breaking, more precisely as the violation of a D-term and two different kinds of F-term conditions, respectively. As shown in [15], one can construct type II flux vacua with supersymmetry broken at tree level by simply dropping one of the three kinds of BPS bounds, namely the BPS bound for 4d domain-walls or, equivalently, one of the two F-term conditions in the effective action description. This way of breaking supersymmetry was dubbed domain wall supersymmetry breaking (DWSB) in [15]. It was there discussed that type II DWSB provide a controllable mechanism for supersymmetry breaking on generalized flux compactifications with vanishing tree level cosmological constant $\Lambda$. More precisely, the vanishing of $\Lambda$ has its origin in an underlying no-scale structure [16] of the effective potential that is preserved by DWSB, just as in the $\mathcal{N} = 0$ flux vacua constructed in [17].

Compared to the somewhat rigid heterotic Scherk-Schwarz constructions, these type II DWSB constructions display a much richer landscape of tree-level SUSY-breaking vacua. Extracting the physics of these vacua beyond the supergravity approximation is however difficult, since they contain RR background fluxes and usual worldsheet techniques do not work. A similar statement applies to gaugino condensate vacua, so heterotic tree-level SUSY-breaking seem the best option to understand stringy corrections to $\mathcal{N} = 0$ vacua. However, no systematic study of $\mathcal{N} = 0$ heterotic flux vacua has so far been performed.

\footnote{For SU(3)$\times$SU(3)-structure manifolds $(J, \Omega)$ should be replaced by the pure spinors/polyforms $(\Psi_1, \Psi_2)$.}
The purpose of this paper is to fill this gap and to provide a simple strategy to construct a wide class of heterotic flux vacua with supersymmetry broken at tree-level. In particular, we apply the DWSB strategy to heterotic strings on SU(3)-structure manifolds with non-zero $H$-flux. The three classes of calibrated objects (4d strings, 4d domain-walls and 4d gauge theories) are now NS5-branes wrapping internal cycles. Supersymmetry will be again spontaneously broken by abandoning the domain wall calibration condition. Nevertheless, the effective potential will still be BPS-like, leading to a no-scale structure as in the type II case. The corresponding effective superpotential contains the flux $H$ and has the form

$$W \simeq \int \Omega \wedge (H - i dJ)$$

(1.2)

being in agreement with the microscopic heterotic flux picture that we develop.

As we will see, along our discussion several subtleties will arise due to higher order $\alpha'$-corrections and the heterotic Bianchi identity. These subtleties can be addressed due to the better control that we have over stringy corrections in heterotic compactifications: a clear advantage when analyzing the physics of DWSB vacua. Indeed, since this construction is based on the notion of BPS bounds of a 4d $\mathcal{N} = 0$ theory, it is not clear whether $\alpha'$ or loop corrections will modify or even destroy such BPS bounds. A related question is how and at what order these corrections will violate the no-scale structure of the tree-level scalar potential, a fact of crucial importance for scenarios based on tree-level SUSY-breaking, like those proposed in [22, 23]. This important asset of heterotic compactifications may then be used to learn important information of dual non-supersymmetric vacua at different corners of the landscape. In particular, at the level of $\mathcal{N} = 1$ compactifications heterotic strings are a useful tool to understand the physics behind F-theory compactifications (see, e.g., [24] for recent developments and references therein). It is then natural to wonder to what extent these tools could be applied for DWSB vacua.

The paper is organized as follows. In section 2 we recall some aspects of the low-energy effective action governing heterotic string theory, setting the notation and conventions used later on. In section 3 we compute the effective potential for bosonic heterotic compactifications, and rewrite it in BPS-like form. In section 4 we make use of the potential to apply the DWSB ansatz outlined above, expressing our results in terms of the torsion classes of the compactification manifold. Section 5 discusses in detail the calibration structure underlying this class of heterotic vacua, making use of such calibrations in order to address the issue of bundle stability in them. The concept of calibration is further used in section 6 in order to define a subclass of DWSB vacua, dubbed $1/2$DWSB vacua, that are then related to $\mathcal{N} = 0$ no-scale vacua via a four-dimensional effective description. Explicit constructions of $1/2$DWSB vacua are given in section 7 via elliptically fibered spaces, in particular via the standard example of $T^2$ fibered over K3. In section 8 we extend the class of backgrounds under study by adding non-vanishing fermion condensates, showing that the calibration/BPS bound structure used for purely bosonic backgrounds is still present there. Finally, we conclude our discussion in section 9 with an outlook on possible applications of this work. Conventions and technical details have been relegated to the appendices.

---

2Heterotic $H$-flux compactifications with torsion were already considered some time ago in [18, 19, 20].

3See [21] for previous work on the subject of heterotic BPS-like potentials.
2. Ten-dimensional action and supersymmetry transformations

In the string frame and up to order $\mathcal{O}(\alpha')$, the bosonic sector of ten-dimensional $\mathcal{N} = 1$ heterotic supergravity is governed by the action \[25\]

$$S = \frac{1}{2\kappa^2} \int d^{10}x \sqrt{-\det g} e^{-2\phi} \left[ R_{X_{10}} + 4(d\phi)^2 - \frac{1}{2} H^2 + \frac{\alpha'}{4} (\text{Tr} R_+^2 - \text{Tr} F^2) \right] \tag{2.1}$$

with $2\kappa^2 = (2\pi)^7 \alpha'^4$ and the square of a $p$-form $\rho$ defined as $\rho^2 \equiv \rho \cdot \rho = \frac{1}{p!} \rho_{M_1...M_p} \rho^{M_1...M_p}$. \footnote{In ten dimensions we use $M, N, \ldots$ as curved indices and $M, N, \ldots$ as flat indices.}

Here $\phi$ is the dilaton and $R_{X_{10}}$ is the Ricci scalar of the full ten-dimensional space. The two-form $F$ is the SO(32) or $E_8 \times E_8$ field strength, and the Lie algebra bilinear form $\text{Tr}$ is related to the trace in the adjoint representation $\text{tr}_{\text{adj}}$ by $\text{Tr} \equiv \frac{1}{30} \text{tr}_{\text{adj}}$. In addition, $R_{\pm}^{MN} = \frac{1}{2} R_{\pm}^{MNPQ} dx^P \wedge dx^Q$, are curvature two-forms constructed using the connections

$$\omega_{\pm}^{MN} = \omega_{\pm}^{MNP} \pm \frac{1}{2} H_{\pm}^{MNP} \tag{2.2}$$

with $\omega_{\pm}^{MNP}$ the ordinary torsionless spin connection. Their traces are defined as

$$\text{Tr} R_\pm^2 := -R_{\pm}^{MNP} \cdot R_{\pm}^{NMP} \equiv \frac{1}{2} R_{\pm MNPQ} R_{\pm}^{MNPQ} \tag{2.3}$$

Finally, $H$ stands for the Neveu-Schwarz (NS) three-form flux, whose Bianchi identity (BI) is given by

$$dH = \frac{\alpha'}{4} (\text{Tr} R_+ \wedge R_+ - \text{Tr} F \wedge F) \tag{2.4}$$

where $\text{Tr} R_+ \wedge R_+ = -R_{\pm}^{MNP} \cdot R_{\pm}^{NMP} = \frac{1}{2} R_{\pm MNPQ} R_{\pm}^{MNPQ}$. \footnote{Given a $p$-form $\rho$, we use the notation $\iota_M \rho \equiv \iota_{\partial_M} \rho \equiv \frac{1}{p!} \rho_{MN_1...N_p} dx^{N_1} \wedge \ldots \wedge dx^{N_p-1}$.}

In order to derive the equations of motion from the action \eqref{2.1} a little care is needed, due to the implicit dependence of $H$ on other elementary fields through the BI \eqref{2.4} and because of the presence of the $\alpha'$-order curvature correction. The latter complication is simplified, however, by a lemma stating that the variation of the $\alpha'$-order curvature correction with respect to $\omega_{\pm}^{MNP}$ is proportional to the leading order equations of motion \cite{25}. Then, for instance, the ‘modified’ Einstein equation can be written in the form

$$R_{MN} + 2 \nabla_M \nabla_N \phi - \frac{1}{2} \iota_M H \cdot \iota_N H + \frac{\alpha'}{4} \left[ \text{Tr}(\iota_M R_+ \cdot \iota_N R_+) - \text{Tr}(\iota_M F \cdot \iota_N F) \right] = 0 \tag{2.5}$$

where the dilaton equation of motion has been used to simplify the final expression.

In order to construct supersymmetric bosonic backgrounds one needs to make sure that the supersymmetry variations of the gravitino $\psi_M$, dilatino $\lambda$ and gaugino $\chi$ vanish. At leading order in $\alpha'$ these are given by

$$\delta_\epsilon \psi_M = \nabla_M \epsilon \equiv (\nabla_M - \frac{1}{4} H_M) \epsilon, \tag{2.6a}$$

$$\delta_\epsilon \lambda = (\bar{\phi} - \frac{1}{2} H) \epsilon, \tag{2.6b}$$

$$\delta_\epsilon \chi = \frac{1}{2} \bar{\psi} \epsilon, \tag{2.6c}$$

where $H_M \equiv \iota_M H$ and our spinorial conventions are specified in Appendix A. Note that such supersymmetry transformations are not corrected at order $\alpha'$ \cite{25}.
3. Four-dimensional compactifications and effective potential

Let us now restrict our attention to compactifications to four dimensions. We then assume that the ten-dimensional spacetime has the form $X_{10} = X_4 \times M$, where $M$ is a six-dimensional compact manifold and $\text{d}s_{X_4}^2$, a maximally symmetric space metric with cosmological constant $\Lambda$. We describe such geometry by the external coordinates $x^\mu (\mu = 0, \ldots, 3)$, internal coordinates $y^m (m = 1, \ldots, 6)\) and the metric

$$\text{d}s_{X_{10}}^2 = e^{2A}\text{d}s_{X_4}^2 + \text{d}s_M^2 \quad (3.1)$$

Moreover, in order to keep our construction as general as possible, we allow for non-trivial warping $A$, dilaton $\phi$ and fluxes $H$ and $F$ such that the 4d maximal symmetry is not broken. As a result, the ten-dimensional BI $(2.4)$ keeps the same form, but with $R_+$ being just the curvature of the internal torsion-full connection $\omega^m_{\mp np} = \omega^m_{np} + \frac{1}{2}H^m_{np}$. In the following, $R_\pm$ will denote such internal torsion-full curvature.

The overall normalization of the non-vanishing warping is fixed in terms of the four-dimensional Planck mass $M_P$, by the relation

$$\frac{1}{\kappa^2} \int_M \text{vol}_M e^{2A-2\phi} = M_P^2 \quad (3.2)$$

with $\text{vol}_M = d^6y\sqrt{\text{det} g}$ and $g$ the internal six-dimensional metric. The relation $(3.2)$ is obtained by requiring that $\text{d}s_{X_4}^2$ describes the four-dimensional Einstein frame metric, i.e. by requiring that the dimensional reduction of $(2.1)$ gives the canonical four-dimensional Einstein term $(M_P^2/2) \int \sqrt{-g_{X_4}} R_{X_4}$.

Note that so far we are restricting to purely bosonic heterotic configurations. One may however add non-trivial fermionic condensates to the above bosonic background, a possibility that we will consider in section $8$.

3.1 Cosmological constant and warping

Regarding the 4d cosmological constant and the warp factor of heterotic vacua, one can obtain some rather restricting conditions from the equation of motion $(2.5)$. In particular, by choosing $M, N$ along the four-dimensional space $X_4$, one gets the equation

$$\nabla^m(e^{-2\phi} \nabla_m e^{4A}) = 4e^{2A-2\phi}\Lambda + \alpha' e^{2A-2\phi}\left\{ \frac{2}{3}e^{-2A}[\Lambda - 3(dA)^2]^2 
\right. 
+ 2(\nabla_m \nabla_n e^A)(\nabla^m \nabla^n e^A) + (\iota_m H \cdot \iota_n H) \nabla^m e^A \nabla^n e^A \right\} \quad (3.3)$$

which severely restricts the choices of $\Lambda$ and $A$. Indeed, solving this equation perturbatively, we find that at the lowest order in $\alpha'$ we have

$$\nabla^m(e^{-2\phi} \nabla_m e^{4A}) \simeq 4e^{2A-2\phi}\Lambda \quad (3.4)$$

where by $\simeq$ we mean equivalence at zeroth-order in $\alpha'$. By integrating this equation over the internal space, we get the lowest $\alpha'$-order condition

$$\Lambda \int_M e^{2A-2\phi} \text{vol}_M \simeq 0 \Rightarrow \Lambda \simeq 0 \quad (3.5)$$

$^6$As in ten-dimensions, we underline internal flat indices.
Note that multiplying (3.4) by $e^{(p-4)A}$ for any $p \neq 4$, integrating over $M$ and using (3.3) one gets
\[
\int_M \text{vol}_M e^{pA-2\phi} \, (dA)^2 \simeq 0
\]
which implies that, at lowest order in $\alpha'$, the string-frame warp factor must be constant.

Hence, at leading order in $\alpha'$, the modified external Einstein equations (2.5) imply that $\Lambda$ vanishes and $e^A$ is constant. Plugging this back into eq.(3.3) and expanding it in powers of $\alpha'$, one can check that the first corrections to the above result arise at order $\alpha'^3$, and can thus be ignored at the $\mathcal{O}(\alpha')$-approximation we are working with.

We then conclude that, at order $\mathcal{O}(\alpha')$, the external Einstein equation (3.3) requires the four-dimensional space to be flat and the warping to be constant. Note that this result is valid for any purely bosonic compactification, whether it is supersymmetric or not.

From (3.2) we see that the Einstein frame condition for the four-dimensional metric requires that
\[
e^{2A} = \frac{g_s^2 \ell_s^8 M_P^2}{4 \pi \text{Vol}(M)}
\]
where $\ell_s = 2\pi \sqrt{\alpha'}$, $\text{Vol}(M) = \int \text{vol}_M$ and $g_s$ is defined by
\[
\frac{1}{g_s^2} = \frac{\int_M e^{-2\phi} \text{vol}_M}{\int_M \text{vol}_M}
\]

### 3.2 Effective potential

As the above constraints can be obtained by just considering the external ten-dimensional Einstein equations, one should be able to further restrict the compactification (3.1) by analyzing the complete set of ten-dimensional equations of motion. In order to discuss the latter, we will follow the approach of [15] and consider an effective four-dimensional potential which is a functional of all the fields, and whose extremization provides all the equations of motion.

Such a potential can be obtained by restricting the action (2.1) to the compactification ansatz described at the beginning of this section, imposing a flat four-dimensional metric $d\bar{s}_{X_4}^2 = d\bar{s}_{G_{1,3}}^2$ and setting $S = - \int_{X_4} d^4x V$. This procedure can be seen as a consistent truncation to fields preserving the four-dimensional Poincaré invariance and thus as a sort of ‘dimensional reduction’ along $X_4$. The resulting four-dimensional potential is given by
\[
V = \frac{1}{2\kappa^2} \int_M \text{vol}_M e^{4A-2\phi} \left[ -\mathcal{R} + \frac{1}{2} H^2 - 4(d\phi)^2 + 8\nabla^2 A + 20(dA)^2 + \frac{\alpha'}{4} (\text{Tr} F^2 - \text{Tr} R_+^2) -2\alpha' e^{-2A} (\nabla^m \nabla^n e^A)(\nabla_m \nabla_n e^A) - \alpha' (\epsilon_{mn} H \cdot \epsilon_{pq} H) \nabla^m A \nabla^n A - 6\alpha' (dA \cdot dA)^2 \right]
\]
where $\mathcal{R}$ is the scalar curvature constructed using the internal six-dimensional metric, and the second line of (3.9) arises from the fact that now $R_+$ denotes just the internal curvature. The ten-dimensional equations of motion for compactifications to flat space can then be obtained by extremizing (3.9).

Note that the potential (3.9) must vanish on-shell. Indeed, (3.3) must be extremized under a general variation of the warping $A$. In particular, it must be extremized by a
constant shift on \( A \), which demands that \( V = 0 \) on-shell. This is indeed what is expected from pure four-dimensional arguments, since in Minkowski vacua the four-dimensional potential must vanish.

### 3.3 SU(3)-structure and BPS-like potential

So far in our analysis we have not made use of the supersymmetric structure of the heterotic effective theory and, in particular, of the equations (2.4). On the other hand, one would expect such conditions to play a role in any compactification where supersymmetry is spontaneously broken. In particular, their failure to be satisfied should somehow encode the different SUSY-breaking patterns.

In this respect, the scalar potential \( V \) written in the form (3.9) does not appear particularly useful for studying possible patterns of supersymmetry breaking. In order to improve the situation, we have to make manifest the underlying supersymmetric structure. As we are going to show, this is possible once we assume the existence of an SU(3)-structure in the internal space, which means that \( M \) is an almost complex space, with an hermitian metric and a globally defined never vanishing (3,0)-form \( \Omega \) and Kähler (or fundamental) (1,1)-form \( J \). As reviewed in Appendix A, these forms can be directly related to a globally defined chiral spinor \( \eta \) in \( M \). In supersymmetric compactifications \( \eta \) can be seen as the internal component of the ten-dimensional Killing spinor \( \epsilon \), decomposed as in (A.4). Let us however stress that, at this stage, we do not require \( \epsilon \) or \( \eta \) to satisfy any particular requirement except being globally well-defined. In other words, the \( \Omega \) and \( J \) that we consider define a generic SU(3)-structure.

Now, a key point is that \( \Omega \) and \( J \) not only fully specify the internal spinor \( \eta \) but also the six-dimensional metric \( g \). Thus, in principle, one can express the scalar curvature \( R \) appearing in the potential (3.9) as a function of \( \Omega \) and \( J \). This problem has been addressed in [26], and in [27, 15] for the more general SU(3)\times SU(3)-structure case relevant in type II configurations. Here we use the general formula obtained in [15] (see eq. (C.1) therein), from which one can derive the following identity\(^7\)

\[
R = -\frac{1}{2}(dJ)^2 - \frac{1}{8}|d(J \wedge J)|^2 - \frac{1}{2}|d\Omega|^2 + \frac{1}{2}|J \wedge d\Omega|^2 + \frac{1}{2}u^2 - \nabla^m u_m \tag{3.10}
\]

where for \( \rho \) a complex \( p \)-form, \(|\rho|^2 \equiv \rho \cdot \bar{\rho} \), and\(^8\)

\[
u = u_m dy^m = \frac{1}{4}(J \wedge J)_m d(J \wedge J) + \frac{1}{2} \text{Re}(\bar{\Omega}_m d\Omega) \tag{3.11}
\]

Thus, by using (3.10), together with the BI (2.4), one can then rewrite (3.9) as

\[
V = V_0 + V_1 \tag{3.12}
\]

\(^7\)To obtain (3.10) from (C.1) of [15], one should set \( f = 1 \), \( A = \phi = H = 0 \), \( \psi_1 = i e^{i/2} \) and \( \psi_2 = \Omega \) therein.

\(^8\)In (3.11), terms of the form \( \rho \cdot \tau \), where \( \rho \) is a \( p \)-form and \( \tau \) is a \( q \)-form such that \( p \leq q \), are defined as:

\[
\rho \cdot \tau = \frac{1}{p!} \rho^{m_1\ldots m_p} \tau_{m_1\ldots m_p m_{p+1}\ldots m_q} dy^{m_{p+1}} \wedge \ldots \wedge dy^{m_q}.
\]
with

\[ V_0 = \frac{1}{4\kappa^2} \int \text{vol}_M \ e^{4A-2\phi} \left[ e^{-4A+2\phi} d(e^{4A-2\phi} J) - *H \right]^2 \]
\[ + \frac{1}{4\kappa^2} \int \text{vol}_M \ e^{4A-2\phi} \left\{ \frac{1}{4} \left[ e^{-2A+2\phi} d(e^{2A-2\phi} J \wedge J) \right]^2 + 4(dA)^2 \right\} \]
\[ + \frac{1}{4\kappa^2} \int \text{vol}_M \ e^{-2A+2\phi} \left[ |d(e^{3A-2\phi} \Omega)|^2 - |J \wedge d(e^{3A-2\phi} \Omega)|^2 \right] \]
\[ - \frac{1}{4\kappa^2} \int \text{vol}_M \ e^{4A-2\phi} \left\{ 2dA + \frac{1}{4} e^{-2A+2\phi} (J \wedge J) d(e^{2A-2\phi} J \wedge J) \right\} \]
\[ + \frac{1}{2} e^{-3A+2\phi} \text{Re} \left[ \Omega \cdot d(e^{3A-2\phi} \Omega) \right] \] (3.13a)

\[ V_1 = \frac{\alpha'}{8\kappa^2} \int e^{4A-2\phi} \left[ \text{Tr}(F \wedge *F) + \text{Tr}(F \wedge F) \wedge J \right] \]
\[ - \frac{\alpha'}{8\kappa^2} \int e^{4A-2\phi} \left[ \text{Tr}(R_+ \wedge *R_+) + \text{Tr}(R_+ \wedge R_+) \wedge J \right] \]
\[ - \frac{\alpha'}{2\kappa^2} \int \text{vol}_M e^{4A-2\phi} \left[ 2 e^{-2A}(\nabla^m \nabla^n e^A)(\nabla^m \nabla^n e^A) \right] \]
\[ - (\imath_m H \cdot \imath_n H) \nabla^m A \nabla^n A - 6(dA \cdot dA)^2 \] (3.13b)

Note that the potential (3.13) depends only explicitly in the dilaton and fluxes, but both explicitly and implicitly on the metric, the latter through the SU(3)-structure tensors \( J \) and \( \Omega \). In order to extremize the potential, one needs to know what is the dependence of \( J \) and \( \Omega \) on the metric at the infinitesimal level, which is given by

\[ \delta J = -\frac{1}{2} \delta g^{mn} g_{k(m} d y^{k \wedge \imath_n)} J, \quad \delta \Omega = -\frac{1}{2} \delta g^{mn} g_{k(m} d y^{k \wedge \imath_n)} \Omega \] (3.14)

where \( \delta g^{mn} \) is a general variation of the inverse of the metric.

In principle one could also express the curvature \( R_+ \) in terms of the SU(3)-structure forms \( J \) and \( \Omega \) and the flux \( H \), but this turns out not to be necessary for our purposes. One can use the decompositions in \( (p,q) \)-forms induced by the almost complex structure associated to \( \Omega \) to rewrite the first two lines on the r.h.s. of (3.13) as a sum of squares

\[ \text{Tr}(F \wedge *F) + \text{Tr}(F \wedge F) \wedge J = \text{vol}_M \left[ 2 \text{Tr} |F^{(2,0)}|^2 + \text{Tr}(J \cdot F)^2 \right] \] (3.15a)

\[ \text{Tr}(R_+ \wedge *R_+) + \text{Tr}(R_+ \wedge R_+) \wedge J = \text{vol}_M \left[ 2 \text{Tr} |R_+^{(2,0)}|^2 + \text{Tr}(J \cdot R_+)^2 \right] \] (3.15b)

Note that by this scalar potential approach we have followed a philosophy quite similar to the one in [21], where a similar potential was constructed. Let us however point out a few differences between our potential and the one obtained there. First, we are not assuming constant warping. While this aspect will not be crucial for most of the discussions on compactifications with constant warping, allowing for a non-trivial warping makes explicit the consistency of our truncation ansatz. Second, our potential (3.12)-(3.13) is expressed in terms of the SU(3)-invariant (3,0)-form \( \Omega \), and not of the associated almost complex structure as in [21]. Finally, and most importantly, our potential is in a full BPS-form, namely it is a sum of squares, while the potential of [21] is not, since it contains an \( \mathcal{O}(\alpha^0) \)-term linear in the curvature. As we will see, having a fully-BPS structure will be crucial in studying possible mechanisms of supersymmetry breaking.
4. Supersymmetry breaking vacua: general discussion

Let us now address the possible patterns of supersymmetry breaking in purely bosonic heterotic vacua. In order to do that, we will first revisit the supersymmetric case and later try to break supersymmetry. We will identify a particularly natural possibility, which we will further restrict in section 6 to a rather simple subfamily of constructions. As we will see in section 7 this restricted class of vacua include as a subcase the supersymmetry-breaking backgrounds considered in [28], which were mainly motivated by duality arguments.

4.1 Supersymmetric vacua from the BPS potential

As explained in section 3, any vacuum must extremize the potential (3.12)-(3.13). Since this potential is a sum of squares, the simplest possibility is that each of these squares vanish separately. Let us first consider the $O(a^0)$ potential $V_0$ (3.13a). Imposing that all squares vanish demands that the warping should be constant, $dA = 0$, in agreement with the discussion of subsection 3.1, and that the following equations should be satisfied:

\begin{align}
&d(e^{-2\phi}\Omega) = 0 \\
&d(e^{-2\phi}J \wedge J) = 0 \\
&e^{2\phi}d(e^{-2\phi}J) = *H
\end{align}

These indeed match the conditions obtained in [19] by standard spinorial arguments (see also Appendix B). In particular, (4.1a) requires $M$ to be a complex manifold with a nowhere-vanishing globally defined holomorphic $(3,0)$-form (so $c_1(M) = 0$). The second condition (4.1b) requires the internal space to be conformally balanced [29]. Finally, the third condition (4.1c) imposes that, in presence of a non-vanishing three-form flux $H$ the space is not (even conformally) Kähler. By introducing the complexified three form $G := H - ie^{2\phi}d(e^{-2\phi}J)$, one can see (4.1c) as an imaginary-self-duality (ISD) condition

\[ *G = iG \]

which means that $G^{2,1}$ is primitive, $G^{3,0} = 0$ and $G^{1,2} = \eta \wedge J$ for some (0,1)-form $\eta$.

Note that the above supersymmetry equations can be rewritten in a slightly different form, by introducing the three-form

\[ G := H - idJ = \mathcal{G} - 2i d\phi \wedge J \]

Indeed, one can first use (4.1b) to rewrite (4.1b) as: $G^{3,0} = 0 = G^{1,2}$. Then, by noticing that the integrability of the almost complex structure associated to $\Omega$ implies that $(dJ)^{3,0} = 0$, (4.1) can be rewritten as

\begin{align}
&d(e^{-2\phi}\Omega) = 0 \\
&d(e^{-2\phi}J \wedge J) = 0 \\
&G^{1,2} = 0 = G^{0,3}
\end{align}
As we will see in section 6.2, expressing the supersymmetry conditions as in (4.4c) is more natural from the viewpoint of the effective four-dimensional theory. On the other hand, (4.1c) has a direct interpretation in terms of calibrations, to be discussed in section 5.

Let us now consider the $O(\alpha')$ potential (3.13b). Again, we require squared terms to separately vanish. The terms in the last line automatically vanish since we have already imposed that $A$ is constant. On the other hand, from the first line in (3.13b) and via (3.15a) one gets the conditions

$$F^{0,2} = 0, \quad J \wedge F = 0$$

(4.5)

This means that the gauge bundle should be holomorphic and with a primitive field-strength or, in other words, the gauge bundle must be Hermitian-Yang-Mills (HYM). Finally, from the second line of (3.13b) or (3.15b) one gets

$$R^{0,2} = 0, \quad J \wedge R_+ = 0$$

(4.6)

Conditions which, up to higher order $\alpha'$ corrections, are automatically implied by the supersymmetry conditions [30].

### 4.2 Torsion induced SUSY-breaking vacua

Let us now turn to non-supersymmetric configurations. The strategy can be divided in two steps. First we can look for a supersymmetry breaking ansatz such that it violates the supersymmetry conditions of subsection 4.1 but still leads to a vanishing potential $V_0$. As a second step, we need to consider whether $V$ can be extremized within this ansatz, and which further constraints such extremization may impose.

Focusing on the $O(\alpha^0)$ piece of the potential, one sees that $V_0$ is the sum of positive and negative definite terms, and that violation of the supersymmetry conditions implies that some of the positive definite terms do not vanish. Hence a $V_0 = 0$ can only be attained if there is an exact cancellation between the positive and negative definite terms of (3.13a).

Now, from the general remarks of subsection 3.1, we know that the warping should be constant up to order $\alpha'^2$, and so we can already set $dA = 0$. While we are still left with a large number of terms in $V$, a drastic simplification is obtained by imposing that the conditions (4.14) and (4.1H) are not violated in the non-supersymmetric vacuum. As discussed in section 3, this guarantees the geometrical structure behind the stability of the gauge bundle and space-time filling NS5-branes, and so it appears particularly natural in the context of compactification with stable gauge sectors. To summarize, we impose

$$d(e^{-2\phi} J \wedge J) = 0$$

(4.7a)

$$e^{2\phi} d(e^{-2\phi} J) = *H \quad (\Leftrightarrow *G = i \bar{G})$$

(4.7b)

but we allow for

$$d(e^{-2\phi} \Omega) \neq 0$$

(4.8)

This choice makes all the terms of $V_0$ containing derivatives of $J$ vanish and encodes the origin of the supersymmetry breaking in the violation of (4.1H). If we further simplify the potential by imposing that

$$\bar{\Omega} \wedge d(e^{-2\phi} \Omega) = 0$$

(4.9)
then the last line on the r.h.s. of (3.13a) also vanishes. We are thus left with the following non-vanishing contributions to the potential

\[ V_0' = \frac{1}{4\kappa^2} \int \text{vol}_M e^{4A-2\phi} [ e^{-3A+2\phi} d(e^{3A-2\phi} \Omega)^2 - |J \land d\Omega|^2 ] \]  

(4.10)

which, taking into account that \( dA = 0 \), vanishes if and only if

\[ |e^{2\phi} d(e^{-2\phi} \Omega)|^2 = |J \land d\Omega|^2 \]  

(4.11)

Hence, this supersymmetry-breaking pattern originates from the r.h.s. of (4.11):

\[ \text{SUSY-breaking} \iff (J \land J) \land d(e^{-2\phi} \Omega) \neq 0 \]  

(4.12)

An important implication of this condition is that this supersymmetry breaking mechanism is possible only if the complex structure defined by the SU(3)-structure is not integrable.

This way of breaking supersymmetry can be seen as the heterotic counterpart of the type II supersymmetry breaking pattern discussed in [15], which generalizes the flux-induced SUSY-breaking pattern of type IIB warped Calabi-Yau/F-theory backgrounds [17]. In [15], this mechanism was named ‘domain-wall supersymmetry breaking’ (DWSB for short) because of its interpretation in terms of calibrations. As discussed in section 5, this interpretation is possible in the heterotic case as well, and so the present vacua will be dubbed in the same manner.

In order to make contact with the flux literature, it is useful to translate the above conditions to the language of torsion classes (see Appendix A).\(^{10}\) First, (4.7a) and (4.9) are equivalent to fixing \( W_4 \) and \( W_5 \) in terms of the dilaton

\[ W_4 = d\phi \quad W_5 = 2d\phi \]  

(4.13)

Second, (4.9) and (4.11) are equivalent to impose that

\[ e^{2\phi} d(e^{-2\phi} \Omega) = W_1 J \land J + W_2 \land J \quad \text{with} \quad |W_2|^2 = 24|W_1|^2 \]  

(4.14)

where we recall that \( W_2 \) is a primitive \((1,1)\)-form. Finally, (4.7b) can be rewritten as

\[ H^{3,0} = -\frac{3}{4} W_1 \Omega \]  

(4.15a)

\[ H^{2,1} = -i(d\phi)^{1,0} \land J - iW_3^{2,1} \]  

(4.15b)

Note that in this language the supersymmetry breaking can be associated to a non-vanishing \( W_1 \), that is, a non-vanishing \((dJ)^{3,0}\). Because of eq.(4.17b) this is directly related to

\(^{9}\)Notice that, in fact, we could have vanishing potential even by violating the condition (4.7a), due to a non-trivial cancellation of the terms containing \( d(e^{2A-2\phi} J \land J) \) in (3.13a). However, in this case the extremization of these terms in (3.13) is not straightforward and needs to be checked separately. This kind of SUSY-breaking can be thought as driven by D-terms and removes part of the integrable geometrical structure which could be crucial to study the stability of the bundle, cf. sections 5 and 6.2 below.

\(^{10}\)See e.g. [31] for a discussion of these supersymmetry conditions in the language of SU(3)-torsion classes.
to a non-vanishing $H^{3,0}$, as eq. (4.15a) shows. We can thus characterize this supersymmetry breaking mechanism in terms of the three-form $G$ defined in (4.3) as follows. By using (4.7a), we can write (4.7b) as

$$G^{3,0} = G^{1,2} = 0$$

(4.16)
as in the supersymmetric case. Then, by comparing with (4.4c), we can identify the origin of supersymmetry breaking with the non-vanishing of $G^{0,3} = -\frac{3}{2}W_1 \Omega$:

$$\text{SUSY-breaking} \iff G^{0,3} \neq 0$$

(4.17)

Formally, this condition is identical to the SUSY-breaking condition in type IIB warped Calabi-Yau/F-theory backgrounds [17], where $G$ is constructed as $G = F_{RR} + ie^{-\phi}H$ with $F_{RR}$ the Ramond-Ramond three-form flux.

This supersymmetry breaking mechanism can also be described in the more standard language of Killing spinor equations. By using the results of Appendix B, one can see that the gravitino and dilatino Killing spinor equations are violated as follows

$$\delta \psi_\mu = 0$$

(4.18a)

$$\delta \psi_m = -\frac{i}{4} S_{mn} \zeta \otimes \gamma^n \eta^* + \text{c.c.}$$

(4.18b)

$$\delta \lambda = 3 W_1 \zeta \otimes \eta^* + \text{c.c.}$$

(4.18c)

where we have introduced the two-form

$$S := W_2 + 4W_1 J$$

(4.19)

In order to conclude our $O(\alpha'^0)$ discussion, it remains to impose the extremization of $V_0$, which unlike in the supersymmetric case is not automatic. However, it is sufficient to impose the extremization of $V_0'$ given in (4.10), since all other terms are automatically extremized, being quadratic in vanishing terms. In particular, it is easy to see that the only non-trivial contribution comes from the extremization of $V_0'$ under variations of the metric. By using eq. (3.14), the resulting residual equations of motion are given by

$$\operatorname{Im} \left[ \iota_{(m} \bar{\Omega} \cdot \iota_{n)} dS \right] = 8g_{mn} |W_1|^2 - 2 \operatorname{Re} [\bar{W}_1 (\iota_m W_2 \cdot \iota_n \bar{W}_2)] - \operatorname{Re} [\iota_m (\frac{W_2}{W_1} + J) \cdot \iota_n (\frac{W_2}{W_1} + J)]$$

(4.20)

Note that only the (3,0) and primitive (2,1) components of $dS$ can contribute to the l.h.s. of (4.20). Since the r.h.s. is a (1,1)-tensor, it can only be matched in the l.h.s. by a (3,0) component of $dS$, and this implies that the primitive (2,1) components of $dS$ must vanish

$$(dS)^{(2,1)} = 0$$

(4.21)

In fact, the (3,0) component of $dS$ also vanishes, as can be seen by using (4.19) and (4.14). We conclude that the r.h.s. of (4.20) must vanish identically. By introducing the matrix

$$U^m_n = \frac{1}{3} \left( \frac{W_2}{W_1} + J \right)^m_n = \frac{1}{3} g^{mn} \left( \frac{W_2}{W_1} + J \right)_{kn}$$

(4.22)

\[11\] Indeed, such component is proportional to $dS \wedge \bar{\Omega} = -S \wedge d\Omega$, which vanishes upon imposing (4.14).
we arrive at the following matrix equation

$$\text{Re}(U \cdot U^\dagger) = 1$$  \hspace{1cm} (4.23)

where \((U^\dagger)^m_n = (U^m_n)^* = g_{nk}g^{mr}(U^k_r)^*\). To sum up, the equations of motion (4.20) boil down to the conditions (4.21) and (4.23). Furthermore, the primitivity of \(W_2\) implies that

$$\text{Tr}(IU) = -2$$ \hspace{1cm} (4.24)

where \(I^m_n = g^{mk}J_{kn}\) is the almost complex structure associated to \(\Omega\). While at this point these conditions look rather mysterious, we will provide a simple geometrical interpretation for them in section 6.

At order \(\alpha'\), we also need to impose the extremization of the term \(V_1\) in (3.13b). Since \(dA = 0\), terms containing the warping do not provide further constraints. On the other hand, the terms containing the gauge bundle field-strength \(F\) are extremized if

$$F^{0,2} = 0, \quad J \ll F = 0$$ \hspace{1cm} (4.25)

as in the supersymmetric case. Recall that the almost-complex structure of \(M\) is not integrable. Following [92], we can say that (4.25) requires the bundle to be pseudo-HYM and in particular that the condition \(F^{0,2} = 0\) requires the bundle to be pseudo-holomorphic. Clearly, one cannot use the standard theory of bundles on Kähler spaces. However, as we will discuss in more detail in section 3, the conditions (4.7b) and (4.7a) still allow to define a sort of stability of the gauge bundle, analogous to the one for bundles on Kähler spaces.

Finally, from the second line of (3.13b) one gets

$$R_+^{0,2} = 0, \quad J \ll R_+ = 0$$ \hspace{1cm} (4.26)

Unlike in the supersymmetric case, these equations are no longer automatically satisfied. However, imposing that the supersymmetry breaking is mild enough compared to the compactification scale, the violation of (4.26) is expected to be mild as well, and possibly negligible at \(O(\alpha')\). We will come back to this point in subsection 4.4.

4.3 Gravitino and gaugino mass

While eqs. (4.12) and (4.17) translate into geometry the fact that supersymmetry is broken, in principle one would like to provide a more physical measure of the amount of SUSY-breaking by computing the 4d gravitino and gaugini masses. Note that in general a simple consistent truncation ansatz does not necessarily exists for these backgrounds and, as a result, there is no precise definition of the four-dimensional gravitino. Nevertheless, one can introduce a sort of four-dimensional gravitino \(\psi_{4D}^\mu\) defined by the fermionic decomposition

$$\psi_{\mu} + \frac{1}{2} \Gamma_{\mu} (\Gamma^m \psi_m - \lambda) = \psi_{4D}^\mu \otimes \eta^* + \text{c.c.}$$ \hspace{1cm} (4.27)

Note that defined in this way \(\psi_{4D}^\mu\) may depend on the internal coordinates and thus cannot be considered as a properly defined four-dimensional gravitino. Nevertheless, the combination of the ten-dimensional gravitino and dilatino appearing on the l.h.s. of (4.27) is such
that the four-dimensional kinetic term for $\psi^{4D}_\mu$, resulting from the ten-dimensional action of [25],\textsuperscript{12} has a canonical form and does not mix with other fermions.

One can now introduce a function $m_{3/2}$ which plays the role of the gravitino mass but generically also depends on the internal coordinates. Indeed, let us define $m_{3/2}$ as follows

$$\delta \psi^{4D}_\mu = \frac{1}{2} m_{3/2} \tilde{\gamma}_\mu \zeta$$

(4.28)
i.e., by plugging the usual 4d SUSY-breaking formula which relates the variation of the gravitino to the gravitino mass.\textsuperscript{13}

Applied to the SUSY-breaking backgrounds described in subsection 4.2, by (4.18) we see that the above definitions provide the expression

$$m_{3/2} = 3 e^A W_1$$

(4.29)
So $m_{3/2}$ can be related to the scale set by the (4d normalized) torsion class $W_1$. Note again that this scale depends on the internal coordinates of the internal manifold.

In order to make contact with four-dimensional effective theory, one would however like to have a more standard expression for the gravitino mass $m_{3/2}$. This can be obtained by imposing $\psi^{4D}_\mu$ to be constant in the internal space and averaging $m_{3/2}$ with an appropriate dilaton-factor

$$m_{3/2} = \langle m_{3/2} \rangle := \frac{\int_M \text{vol}_M \ e^{-2\phi} m_{3/2}}{\int_M \text{vol}_M \ e^{-2\phi}} = \frac{i e^A \int_M \ e^{-2\phi} \Omega \wedge G}{4 \int_M \text{vol}_M \ e^{-2\phi}}$$

(4.30)
where in the last step we have used (4.14) and the condition $G^{3,0} = 0$ for the three-form $G$ defined in [13]. One can then fix the four-dimensional Einstein frame by setting $e^A$ as in (3.7) and gets

$$m_{3/2} = \frac{i g^3_5 e^A M_P \int_M \ e^{-2\phi} \Omega \wedge G}{8 \sqrt{\pi} \text{Vol}(M)^{3/2}}$$

(4.31)

Let us now turn to the gaugino mass. The four-dimensional gaugino $\chi^{4D}$ is related to the ten-dimensional gaugino by the KK decomposition

$$\chi = e^{-2A} \chi^{4D} \otimes \eta + \text{c.c.}$$

(4.32)
The relevant terms in the ten dimensional action [23] are given by

$$-\frac{\alpha'}{4\kappa^2} \int d^{10} x \sqrt{-g} \ e^{-2\phi} \left( \text{Tr} \bar{\chi} \nabla \chi - \frac{1}{4} \text{Tr} \bar{\chi} \mathcal{H} \chi \right)$$

(4.33)
Plugging (4.32) into (4.33) and integrating over the internal space by keeping $\chi^{4D}$ constant on it, one obtains the following value of the gaugino mass

$$m_{1/2} = \frac{\alpha'}{2 \kappa^2} \int_M \ e^{-2\phi} \Omega \wedge \mathcal{H} \chi = \frac{i e^A \int_M \ e^{-2\phi} \Omega \wedge G}{4 \int_M \text{vol}_M \ e^{-2\phi}}$$

(4.34)

\textsuperscript{12}Our conventions and the ones used in [23] are related by: $\phi^{\text{there}} = \exp(2\phi^{\text{here}}/3)$, $H^{\text{there}} = H^{\text{here}}/3\sqrt{2}$, $\psi^{\text{there}}_M = \psi^{\text{here}}_M$, $\lambda^{\text{there}} = -\lambda^{\text{here}}/2\sqrt{2}$ and $\chi^{\text{there}} = -\chi^{\text{here}}$.

\textsuperscript{13}In order to identify the four-dimensional spinor $\zeta$ in (A.4) with the generator of the four-dimensional supersymmetry, it is convenient to choose the normalization $\eta^\dagger \eta = e^A$ for the internal spinor $\eta$. 
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where, in the last step, we have again used the condition $G^{3,0} = 0$. We thus see that the gaugino mass equals the gravitino mass 

$$m_{1/2} \equiv m_{3/2}$$

(4.35)

As we will see in section 6.2, this result has a very simple four-dimensional interpretation.

4.4 Conditions on the curvature

Let us now discuss the conditions on the curvature (4.26) that arise at order $\alpha'$ from the minimization of the potential piece (3.13b). First of all, it is easy to see that

$$R_{+mnpq} = R_{-pqmn} - (dH)_{mnpq}$$

(4.36)

so, by using the BI (2.4)

$$R_{+mnpq} = R_{-pqmn} + O(\alpha')$$

(4.37)

Hence, up to $O(\alpha'^2)$ terms in the scalar potential, (4.26) can be rewritten as

$$\Omega_{kmn} R_{mn} - J_{mn} R_{mn} = 0$$

(4.38)

These conditions can be rephrased by saying that the internal spinor $\eta$ specifying the SU(3)-structure is covariantly constant with respect to the torsion-full covariant derivative $\nabla^-$. From (2.6a) and (1.18a), we know that this is not satisfied in the torsional SUSY-breaking backgrounds of subsection 1.2. However, as already mentioned, we are actually assuming a mild SUSY-breaking. So let us assume that $\nabla^- \eta \sim O(\alpha'^\beta)$, with $0 < \beta \leq 1$. Roughly speaking, this would mean that both equations in (4.26) are violated at $O(\alpha'^\beta)$. In particular, by using (3.15b), the curvature squared term in (3.13b) would be of $O(\alpha'^2\beta)$, and so negligible in our approximation for $\beta \geq 1/2$. Under this condition, the full potential would be extremized at the order of approximation that we are assuming.

We can make this argument more concrete. From (2.6a) and (1.18a) we have that

$$\nabla^- \eta = -\frac{i}{4} S_{mn} \gamma^m \eta^*$$

(4.39)

Thus, taking into account (1.19) and the condition $|W_2|^2 = 24|W_1|^2$, we qualitatively have that $\nabla^- \eta \sim W_1 \gamma_m \eta^*$. Let us now introduce a dimensionless scale $L_{SB}$, measured in string units, which characterizes the geometrical origin of the SUSY-breaking. The torsion class $W_1$ has the dimension of mass and defines a dimensionless SUSY-breaking length scale $L_{SB}$ through

$$W_1 \sim (\ell_s L_{SB})^{-1}$$

(4.40)

Then, taking $g_{mn} \sim \ell_s^2 L_{KK}^2$, with $L_{KK}$ being the KK length measured in string units we have $\nabla^- \eta \sim L_{KK} L_{SB}^{-1}$, and so in order to have a SUSY-breaking of $O(\alpha'^\beta)$ one must have $\nabla^- \eta \sim L_{KK}^{-2\beta}$ and then

$$L_{SB} \sim L_{KK}^{2\beta + 1}$$

(4.41)
Furthermore, by introducing the four-dimensional KK-scale \( M_{KK} = e^A / (\ell_s L_{KK}) \) and recalling (4.29), we can restate (4.40) in a more physical way

\[
m_{3/2} \sim M_{KK} L_{KK} L_{SB}^{-1}
\]  

(4.42)

Then we have a mild SUSY-breaking, which can be seen as spontaneous from the four-dimensional point of view, if \( m_{3/2} \ll M_{KK} \) and this condition corresponds to

\[
\frac{L_{KK}}{L_{SB}} \ll 1
\]

(4.43)

If for example \( \beta = 1/2 \) in (4.41) we can identify \( L_{SB} \) with \( L_{ KK}^2 \), and the condition (4.43) is guaranteed if \( L_{KK} \gg 1 \), which is required in the regime of validity of the supergravity approximation.

Let us now consider in more detail curvature terms which enter (4.38). By using (4.39) and the formula

\[
[\nabla_p, \nabla_q] \eta = \frac{1}{4} R_{mnpq} \gamma^{mn} \eta
\]

(4.44)

one obtains

\[
J_{mn} R_{mn}^- \sim |W_1|^4
\]

(4.45a)

\[
\Omega_{kmm} R_{mm}^- \sim |\partial W_1|^2 + |W_1^2 \partial W_1| + |W_1|^4
\]

\[
\sim L_{KK}^2 |W_1|^2 + L_{KK}^{-1} |W_1|^3 + |W_1|^4
\]

(4.45b)

where \( P^m_n = (1/2)(\delta^m_n - i I^m_n) \) projects onto the flat holomorphic indices of the almost complex structure \( I^m_n \equiv g^{nk} J_{kn} \). Then, we have the following curvature squared terms contributing to (3.13b)

\[
|J_{mn} R_{mn}^-|^2 \sim |W_1|^4
\]

(4.46a)

\[
|\Omega_{kmm} R_{mm}^-|^2 \sim |\partial W_1|^2 + |W_1^2 \partial W_1| + |W_1|^4
\]

\[
\sim L_{KK}^2 |W_1|^2 + L_{KK}^{-1} |W_1|^3 + |W_1|^4
\]

(4.46b)

By using (4.44), the \( \mathcal{O}(\alpha') \) corrections to the equations of motions associated to the curvature terms in (3.13b) – cf. equation (2.3) – are of order

\[
(\text{EoM})_{\mathcal{O}(\alpha')} \sim \frac{L_{KK}^2}{L_{SB}^2} \left[ \left( \frac{L_{KK}}{L_{SB}} \right)^2 + \left( \frac{L_{KK}}{L_{SB}} \right)^3 + \left( \frac{L_{KK}}{L_{SB}} \right)^4 \right]
\]

(4.47)

The overall factor \( L_{KK}^{-2} \) is associated to the leading \( \mathcal{O}(\alpha') \) behavior, while the terms in squared brackets provides a further suppression factor because of (4.43). In order to have a correction (4.47) which goes like \( L_{KK}^{-4} \) and is thus \( \mathcal{O}(\alpha'^2) \) and negligible at our \( \mathcal{O}(\alpha') \) approximation, we must have \( L_{SB} = L_{KK}^2 \), and thus \( \beta = 1/2 \). On the other hand, we could further relax this condition, depending on the details of the background. If for example in (4.46b) we have \( |\partial W_1| \lesssim |W_1|^2 \), then it is enough to take \( L_{SB} = L_{KK}^{3/2} \), i.e. \( \beta = 1/4 \).
5. NS5-branes, calibrations and bundle stability

As already discussed in the literature (see e.g. [33]) the supersymmetry conditions (4.1) admit a clear interpretation in terms of the so-called $p$-form calibrations [34, 35], which are nothing but $p$-forms that measure the energy of BPS extended objects of the theory. Such family of BPS objects are most conveniently classified in terms of their four-dimensional appearance, as illustrated in figure 1, since a different calibration exists for each 4d BPS object. In particular, the two-form $e^{-2\phi}J$ is a calibration for an NS5-brane that wraps an internal two-cycle of $M$ and fills the four-dimensional space-time $X_4$. The four-form $e^{-2\phi}J \wedge J$, on the other hand, is a calibration for NS5-branes wrapping an internal four-cycle and filling two directions in $X_4$ (i.e., showing up as 4d strings upon dimensional reduction). Finally, for any constant phase $e^{i\theta}$, $e^{-2\phi} \text{Im}(e^{i\theta} \Omega)$ calibrates NS5-branes wrapped on three internal and three external directions, thus appearing as a domain-wall in four dimensions. More schematically, we have the following dictionary between calibrations and BPS objects of the compactification\footnote{By the discussion below, gauge bundles could also be added to this dictionary on the same footing as space-time filling NS5-branes.}

\[\begin{array}{ccc}
\text{Calibration} & \quad & \text{10d BPS object} \\
\hline
\quad & e^{-2\phi}J & \text{NS5 on } X_4 \times \Pi_2 \\
\quad & e^{-2\phi}\Omega & \text{NS5 on } X_3 \times \Pi_3 \\
\quad & e^{-2\phi}J \wedge J & \text{NS5 on } X_2 \times \Pi_4 \\
\end{array}\]

where $\Pi_p$ is a $p$-dimensional submanifold of $M$, and $X_d$ is a $d$-dimensional slice of $X_4$. More precisely, the statement is that all these $p$-forms can be defined as calibrations only if the corresponding differential conditions (4.1) are satisfied.

Now, recall that our SUSY-breaking pattern is characterized by (4.7) and (4.8). Hence we see that, even if supersymmetry is broken, $e^{-2\phi}J$ and $e^{-2\phi}J \wedge J$ can still be identified as calibrations, while $e^{-2\phi} \text{Im}(e^{i\theta} \Omega)$ cannot be considered as such. For this reason, we may dub this pattern as ‘domain-wall supersymmetry breaking’ (DWSB) as done in [13].
for the analogous pattern in the context of type II flux compactifications, which used the interpretation in terms of calibration provided by [13, 36, 37]. In order to understand better the implications of this observation, let us recall the main properties of a calibration.

In general, a calibration structure provides a natural BPS bound for certain branes in our 10d theory. Let us, for instance, consider NS5-branes filling $X_4$ and wrapping an internal two-cycle $\Pi_2 \subset M$. These branes couple magnetically to the three-form flux $H$ and thus modify the (internal) BI as

$$dH = \frac{\alpha'}{4} (\text{Tr} R_+ \wedge R_+ - \text{Tr} F \wedge F) + 2\kappa^2 \tau_{\text{NS5}} \delta^4(\Pi_2) \quad (5.1)$$

where $\tau_{\text{NS5}} = (2\pi)^{-5}(\alpha')^{-3}$. It is clear that $H$ and $\Pi_2$ cannot be considered as independent and for this reason it is convenient to go to the dual description, where the NS5-brane couples electrically to the seven-form flux $\hat{H} = \text{vol}_M \wedge (e^{-2\phi} \ast H)$.\(^{15}\) We can then write $\hat{H} = \text{vol}_M \wedge \hat{H}$, where $\hat{H} = e^{-2\phi} \ast H$ is a three-form of $M$. The dualization procedure in absence of NS5-branes is reviewed in Appendix C and leads to a dual formulation of the supergravity potential $V$ introduced in section 4. The only modification due to the addition of a NS5-brane is the addition of the NS5-potential to $V$

$$V_{\text{NS5}} = \tau_{\text{NS5}} \int_{\Pi_2} (e^{-2\phi} \sqrt{\text{det} g|_{\Pi_2}} d^2\sigma - \hat{B}) \quad (5.2)$$

where $\hat{B}$ is the potential two-form of $\hat{H}$, $\hat{H} = d\hat{B}$, and $d^2\sigma = d\sigma^1 \wedge d\sigma^2$ is the usual volume density induced by the world-volume coordinates $(\sigma^1, \sigma^2)$ on $\Pi_2$.

As stated above, to such brane corresponds the calibration $e^{-2\phi} J$. Indeed, this two-form provides the following algebraic inequality

$$e^{-2\phi} \sqrt{\text{det} g|_{\Pi_2}} d^2\sigma \geq e^{-2\phi} J|_{\Pi_2} \quad (5.3)$$

for any (appropriately oriented) $\Pi_2$. When the above inequality is saturated at every point of $\Pi_2$, then one says that the cycle $\Pi_2$ is calibrated

$$\Pi_2 \text{ calibrated } \iff e^{-2\phi} \sqrt{\text{det} g|_{\Pi_2}} d^2\sigma = e^{-2\phi} J|_{\Pi_2} \quad (5.4)$$

Now, the differential condition $\left(\text{4.1c)}\right)/\left(\text{4.7b)}\right)$ can be rewritten as

$$\left(\text{4.1c)}\right)/\left(\text{4.7b)}\right) \iff d(e^{-2\phi} J) = \hat{H} \quad (5.5)$$

and allows to prove the following important statement: an NS5-brane wrapping a calibrated two-cycle $\Pi_2'$ globally minimizes its potential energy (5.2) under continuous deformations. More precisely, considering any other two-cycle $\Pi_2'$ connected to $\Pi_2$ by a three chain $\Gamma$, $\partial \Gamma = \Pi_2' - \Pi_2$, one gets $V_{\text{NS5}}(\Pi_2') \geq V_{\text{NS5}}(\Pi_2)$. Indeed

$$V_{\text{NS5}}(\Pi_2') \geq \tau_{\text{NS5}} \int_{\Pi_2'} (e^{-2\phi} J - \hat{B}) = \tau_{\text{NS5}} \int_{\Sigma} (e^{-2\phi} J - \hat{B}) = V_{\text{NS5}}(\Pi_2) \quad (5.6)$$

\(^{15}\)In order to simplify the notation, in the remainder of this section we will set $e^A = 1$. 
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where we have used (5.3) in the first step, the differential condition (5.3) in the second one, and the definition of calibrated cycle (5.4) in the last step. The same arguments equally apply for the calibration $e^{-2\phi}J \wedge J$.

Thus, we see that in DWSB compactifications we have a natural notion of BPSness and stability for space-filling and string-like NS5-branes. These structures are typically associated to supersymmetric settings and we can then see them as a distinguished property of the SUSY-breaking pattern considered here, in analogy with the type II setting of [15].

In fact, the calibration structures provided by $e^{-2\phi}J$ and $e^{-2\phi}J \wedge J$ have also implications on the notion of gauge-bundle stability in this non-supersymmetric context. Since the gauge bundle is associated to an induced NS5-brane charge density proportional to $-\text{Tr}(F \wedge F)$ (which is at the origin of the BI identity (5.1)), it is again convenient to work in the dual formulation reviewed in Appendix C. In this formulation, one can isolate the following contribution of the gauge bundle to the total potential

$$V_{\text{bundle}} = \frac{1}{8\kappa^2} \int_M [e^{-2\phi} \text{Tr}(F \wedge *F) + \tilde{B} \wedge \text{Tr}(F \wedge F)]$$

Now, the bundle-analog of the inequality (5.3) for NS5-branes is

$$\text{Tr}(F \wedge *F) \geq - \text{Tr}(F \wedge F) \wedge J$$

and the analog of the calibration condition (5.4) is the pseudo-HYM [32] condition\(^{16}\)

$$\text{Tr}(F \wedge *F) = - \text{Tr}(F \wedge F) \wedge J \iff \begin{cases} F^{0,2} = 0 \quad \text{(F-flatness)} \\ J \wedge J \wedge \text{Tr} F = 0 \quad \text{(D-flatness)} \end{cases}$$

Now, as for NS5-branes, one can easily show that the pseudo-HYM gauge bundles are absolute minima of $V_{\text{bundle}}$ under continuous deformations, and again the differential condition (5.3) is crucial for such result. Indeed, suppose that $F$ is a pseudo-HYM field strength and $F'$ is any other field-strength which is cohomologous to $F$, so that there is a three-form $\alpha$ such that $\text{Tr}(F' \wedge F') = \text{Tr}(F \wedge F) + d\alpha$. Then, we have $V_{\text{bundle}}(F') \geq V_{\text{bundle}}(F)$, since

$$V_{\text{bundle}}(F') \geq - \frac{1}{8\kappa^2} \int_M \text{Tr}(F' \wedge *F') \wedge (e^{-2\phi}J - \tilde{B}) = - \frac{1}{8\kappa^2} \int_M \text{Tr}(F \wedge F) \wedge (e^{-2\phi}J - \tilde{B}) = V_{\text{bundle}}(F)$$

where now we have used (5.8) in the first step, the differential condition (5.3) in the second one, and the pseudo-HYM condition (5.9) in the last one.

As written in (5.9), the pseudo-HYM condition can be split into two parts, which can be seen as F-flatness and D-flatness conditions, along the lines of [38]. The first, $F^{0,2} = 0$, demands the bundle to be pseudo-holomorphic [32] and can be seen as an F-flatness condition, while the second one can be seen as a D-flatness condition.

Now, suppose that we can solve the F-flatness condition $F^{0,2} = 0$. Then, clearly the D-flatness in (5.9) admits a solution only if

$$\int_M e^{-2\phi} J \wedge J \wedge \text{Tr} F = 0$$

\(^{16}\)The prefix ‘pseudo’ comes from the non-integrability of the almost-complex structure of $M$. 
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This necessary condition is quasi-topological since it depends only on the first Chern class of the bundle, but changes under the deformations of $e^{-2\phi} J \wedge J$. A natural question is then if one can extend this necessary condition in order to get a quasi-topological necessary and sufficient condition. In other words, one can ask whether a notion of quasi-topological stability exist for pseudo-holomorphic bundles in our backgrounds, which are only almost-complex spaces but nevertheless admit the calibration structures described above.

In the complex (supersymmetric) case, the existence of a solution of the D-flatness equation for a holomorphic gauge bundle is equivalent to the so-called $\mu$-stability by the theorems of Donaldson-Uhlenbeck-Yau [39], which are valid for Kähler spaces, and their generalizations to non-Kähler hermitian spaces [40]. In particular, in the non-Kähler case of interest for supersymmetric heterotic flux compactifications, the $\mu$-stability of a bundle $E$ is defined in terms of the $\mu$-slope of $E$

$$\mu(E) = \frac{1}{\text{rank} E} \int_M e^{-2\phi} J \wedge J \wedge \text{Tr} F$$

Then a bundle $E$ is $\mu$-stable if $\mu(E') < \mu(E)$, for all coherent subsheaves $E'$ of $E$. In the heterotic case one has furthermore to impose $\mu(E) = 0$ and this leads to considering the semi-stability condition $\mu(E') \leq 0$.

A key ingredient for obtaining all the above results is the closure of the four-form $e^{-2\phi} J \wedge J$, i.e., the fact that the internal non-Kähler space is balanced. Intriguingly, such property is preserved also in the non-supersymmetric almost-complex backgrounds we are discussing about and this suggests a possible extension of the above notion of stability to our non-supersymmetric setting. This extension would then ultimately originate from the existence of the calibration structures characterizing our backgrounds – see [41] for a recent study of the properties of calibrated geometries. However, a proper analysis of this possibility is beyond the scope of the present paper.

6. $\frac{1}{2}$ Domain-Wall supersymmetry breaking

Via the above dictionary relating supersymmetry conditions and calibrations, it is possible to identify a subclass of the SUSY-breaking configurations discussed in section 4 with particularly interesting properties. Such subclass, dubbed $\frac{1}{2}$DWSB vacua in the following, present a rather constrained internal geometry and SUSY breaking pattern with respect to the general DWSB case. More precisely, via an effective four-dimensional interpretation we will identify these compactifications as particular realizations of 4d no-scale vacua with broken supersymmetry. The latter result is not so surprising after one realizes that, when translating the definition of $\frac{1}{2}$DWSB vacua to the type II context, one finds that the $N = 0$ vacua described in [17] fall into this subclass.\textsuperscript{17} We would therefore expect that, upon the usual chain of dualities, any of the $N = 0$ vacua of [17] are mapped within the class of heterotic backgrounds described in this section.

\textsuperscript{17}The same applies to the so-called one-parameter DWSB vacua constructed in [44].
6.1 $\frac{1}{2}$DWSB vacua

Let us first define our subclass of backgrounds by those that in addition to eqs. (4.7) satisfy the condition

$$\text{Im} \left[ e^{i\theta} d(e^{-2\phi}\Omega) \right] = 0 \quad (6.1)$$

for some phase $e^{i\theta}$. This condition is clearly weaker than (4.1a), and thus trivially satisfied on any supersymmetric background. In fact, in the case where the phase $e^{i\theta} = e^{i\theta_0}$ is constant, one can think of eq. (6.1) as half-imposing the supersymmetry equation (4.1a), in the sense that $\Omega$ does not satisfy (4.1a) but $\text{Im}(e^{i\theta_0}\Omega)$ does. Note that this notion of half-imposing a supersymmetry condition can be given a well-defined physical meaning by interpreting (4.1a) and (6.1) as domain-wall calibrations conditions (see section 5), from which we are led to dub the present subclass of backgrounds as $\frac{1}{2}$DWSB backgrounds.

Finally, note that in terms of differential conditions satisfied by our background, imposing eqs. (4.1c), (4.1b) and (6.1) seems as close as we may get to a supersymmetric background, since by additionally imposing (6.1) with the choice of $\theta' \neq \theta \mod \pi$ the whole set of SUSY conditions (4.1) follow.

Decomposing (6.1) in terms of $J$ and $\Omega$ it is easy to convince oneself that it is equivalent to require the condition (4.9), as well as $\text{Im}(e^{i\theta}W_1) = 0$ and $\text{Im}(W_2/W_1) = 0$. The latter condition alone is equivalent to impose that the matrix $U$ defined in (4.22) is real. This in turn implies that $U^\dagger = -U$ and so the constraint (4.23) reads

$$U^2 = -1 \quad \Leftrightarrow \quad (IU)^2 = 1 \quad (6.2)$$

where we have also used that $[U, J] = 0$. It is then natural to introduce the matrices

$$P_N = \frac{1}{2} (1 + IU) \quad P_N^\perp = \frac{1}{2} (1 - IU) \quad (6.3)$$

satisfying the following properties

$$P_N^\dagger = P_N \quad P_N^2 = P_N \quad [P_N, I] = 0 \quad (6.4)$$

and similarly for $P_N^\perp$. These properties imply that $P_N$ and $P_N^\perp$ are projector operators that split the tangent bundle into two orthogonal sub-bundles

$$T = T_N \oplus T_N^\perp \quad (6.5)$$

which preserve the almost complex structure in the sense that $IT_N \subset T_N$ and $IT_N^\perp \subset T_N^\perp$, and so we can write $I = I_{T_N} + I_{T_N^\perp}$, with $I_{T_N}$ and $I_{T_N^\perp}$ almost-complex structures on $T_N$ and $T_N^\perp$ respectively. On the other hand, (4.24) implies that

$$\text{Tr} P_N = 2 \quad (6.6)$$

and so $T_N$ is a two-dimensional vector space. Finally, by using (4.22) one can see that

$$W_2 = 2W_1 J(P_N^\perp - 2P_N) \quad (6.7)$$
which together with (4.9) gives
\[ e^{2\phi}d(e^{-2\phi} \Omega) = 3W_1(JP^+_{N}) \wedge (JP^+_{N}) \]  
(6.8)

By Frobenius’ theorem, this implies that the subbundle $T_N$ can be integrated into two
dimensional submanifolds. We are thus led to consider a fibered space of the form
\[ N \hookrightarrow M \overset{\pi}{\to} \mathcal{B} \]  
(6.9)

with a two-dimensional fiber $N$ and a four-dimensional base $\mathcal{B}$. Note that
$I_{T^*N}$ defines

a preferred (integrable) complex structure

$I_N$ on $N$ at each point of $\mathcal{B}$. This fibration
structure induces a dual decomposition of the cotangent bun dle

$T^* = T^*_B \oplus T^*_N$, with $T^*_B \equiv (T^*_N)^*$ and $T^*_N \equiv (T_N)^*$, and so we can then decompose the SU(3)-structure accordingly
\[ J = J_B + j \quad \Omega = \Omega_B \wedge \Theta \]  
(6.10)

where $j = JP_N = -\frac{i}{2} \Theta \wedge \bar{\Theta}$, $J_B = JP^+_{N}$, etc. Using this notation, we can rewrite (6.8) as
\[ e^{2\phi}d(e^{-2\phi} \Omega) = 3W_1 J_B \wedge J_B \]  
(6.11)

An important implication of (6.11) is that the fibration (6.9) is equipped with a trans-
verse complex structure, i.e. an integrable complex struct ure along the base. To see this,
let us introduce some (non-canonical) local coordinates $x^a, y^m$, where $x^a$ are along the fiber
$N$ and $y^m$ are along the base $\mathcal{B}$, in the sense that the fibers are described by $y^m = \text{const}$. We can then write $\Omega_B = \frac{1}{2} (\Omega_B)_{mn} dy^m \wedge dy^n$ and, by using the coordinate co-frame $dx^a$ and $dy^m$ for $T^*_M$, we can (non-canonically) split $\Theta = \Theta_B + \Theta_N$ (with $\Theta_N \neq 0$) and $d = d_B + d_N$, with obvious notation. Now, (6.11) implies that
\[ d_B \Omega_B \wedge \Theta_N + d_N \wedge \Omega_B + d_B \Theta_B = 0 \quad d_N \Omega_B \wedge \Theta_N + \Omega_B \wedge d_N \Theta_B = 0 \]  
(6.12)

The first condition in (6.12) is telling us that $(d_B \Omega_B - \alpha_B \wedge \Omega_B)|_{x^a = \text{const}} = 0$, for some one-form $\alpha_B = (\alpha_B)_m dy^m$, and this in turn means that $\Omega_B$ defines an integrable complex structure on the four-dimensional slice $x^a = \text{const}$. The second equation implies that $\partial_a \Omega_B \propto \Omega_B$ and thus that such complex structure is in fact constant along the fiber coordinates $x^a$. Note that, even if the choice of coordinates $x^a, y^m$ is not canonical, as
one may go to a different coordinate system
\[ x^a \rightarrow \tilde{x}^a(x, y) \quad y^m \rightarrow \tilde{y}^m(y) \]  
(6.13)

the above conclusions are clearly covariant under such a change of coordinates. Thus, we
see that $\Omega_B$ defines an integrable complex structure on the base or, in other words, that one
can introduce complex coordinates $(z^1, z^2)$ on the base such that $\Omega_B = \frac{1}{2} (\Omega_B)_{ij} dz^i \wedge dz^j$ and $\partial_i (\Omega_B)_{ij} \propto (\Omega_B)_{ij}$.

On the other hand, since $N$ is two-dimensional the almost complex structure $I_N$ of the fiber is always integrable. We thus see that our background is characterized by two
integrable complex structures on the base and the fiber, which however do not combine
into an integrable complex structure on the whole space. For this to be possible, we need a non-trivial fibration. Explicit examples of such will be discussed in section 7.

To summarize, for DWSB backgrounds the compactification manifold $M$ can be described by a fibration of a two-dimensional fiber $N$ over a four-dimensional base $B$, both $N$ and $B$ being complex manifolds. Moreover, the torsion classes of $M$ are given by (4.13) and

$$W_2 = 2W_1(J - 3j) \quad \text{with} \quad W_1 = f e^{-i\theta}$$

(6.14)

with $f$ a real function and $j$ a real $(1,1)$-form such that $j \cdot J = j \cdot j = 1$ (in fact, $j = JP_N$ and $J - j = J_B$). The remaining torsion class $W_3$ is constrained via the presence of the flux $H$ and eq. (4.7b).

Note that in order to obtain vacua one also needs to impose the condition (4.21) on $S$, which here reads

$$S = 6W_1J_B$$

(6.15)

The two-form $S$ appears in the internal gravitino variation (4.18b) and so the violation of the gravitino and dilatino Killing spinor equations takes the form

$$\delta \psi_\mu = 0$$

(6.16a)

$$\delta \psi_m = -\frac{3i}{2}W_1(J_B)_{mn}\zeta \otimes \gamma^n\eta^* + \text{c.c.}$$

(6.16b)

$$\delta \lambda = \frac{3}{2}W_1 \otimes \eta^* + \text{c.c.}$$

(6.16c)

As we have discussed in section 4.3, $W_1$ is directly related to the gravitino mass. $J_B$ is in turn related to the source of SUSY-breaking, and more precisely to the chiral fields that develop non-vanishing F-terms, as the 4d analysis of the next subsection shows.

### 6.2 Four-dimensional interpretation

In the following we would like to show that DWSB vacua can be interpreted as the ten-dimensional realization of a no-scale supersymmetry breaking in four dimensions \cite{16}. In order to see this, we need an effective four-dimensional supergravity describing these kinds of flux compactifications. Unfortunately, such a theory is not available. However, the problem of identifying the four-dimensional theory governing quite general heterotic flux compactifications has been investigated in several papers (see e.g. \cite{42, 43} and references therein) which, under suitable simplifying assumptions, arrived at precise expressions for the effective four-dimensional theory. One of these assumption is that all the scalar quantities in the internal spaces are assumed to be constant. Then, in the following we will implicitly approximate $W_1$ and the dilaton to be constant, which by (4.13) implies that $W_4 = W_5 = 0$. Note also that $W_1$ constant implies that $\theta = \theta_0$ is constant, and so without loss of generality we can set it to zero. This implies that our ‘smeared’ compactification manifold $\tilde{M}$ satisfies $\text{Im}W_1 = \text{Im}W_2 = W_4 = W_5 = 0$, or in other words that in such smeared limit DWSB heterotic vacua reduce to compactifications in half-flat manifolds, like those studied in \cite{44, 42}.
In terms of the SU(3)-structure described by $J$ and $\Omega$, the Kähler potential reads
\begin{equation}
K = -\log(s + \bar{s}) - \log \left( \frac{1}{3!} \ell_s^6 \int_\mathcal{M} J \wedge J \wedge J \right) - \log \left( -\frac{i}{8 \ell_s^6} \int_\mathcal{M} \Omega \wedge \bar{\Omega} \right) \tag{6.17}
\end{equation}
where $\ell_s = 2\pi \sqrt{\alpha'}$ and the real part of $s$ is given by
\begin{equation}
\text{Re } s = \frac{1}{2\pi \ell_s^6} \int \text{vol}_M e^{-2\phi} = \frac{\text{Vol}(\mathcal{M})}{2\pi \ell_s^6 g_s^2} \tag{6.18}
\end{equation}

On the other hand, the superpotential \cite{45, 21} has the standard Gukov-Vafa-Witten \cite{46} form\footnote{The overall factor in \eqref{6.19} has been fixed by reproducing \eqref{6.17} and \eqref{6.19} following the approach of \cite{47}, which combines the domain-wall arguments, analogous to the ones originally used in \cite{46}, and the use of superconformal supergravity in four dimensions.}
\begin{equation}
W = \frac{i M_P^3}{8\pi \ell_s^6} \int_\mathcal{M} \Omega \wedge (H - i dJ) \equiv \frac{i M_P^3}{8\pi \ell_s^6} \int_\mathcal{M} \Omega \wedge G \tag{6.19}
\end{equation}

We can then use these expressions to compute the gravitino mass from the standard four-dimensional supergravity formula
\begin{equation}
m_{3/2} = \frac{1}{M_P^2} e^{K/2}W \tag{6.20}
\end{equation}

In order to do this it is enough to compute $W$ and $K$ by using $\Omega$ and $J$ restricted by the conditions provided in section \ref{sec:4.2}, approximating dilaton and $W_1$ to constants. The result is indeed in agreement with \eqref{4.31}.

In order to show the no-scale structure \cite{16}, of \frac{1}{2}DWSB vacua let us introduce an expansion of $J = J_B + j$ as follows
\begin{equation}
J_B = l_s^2 (\text{Re } t^a) \omega_a, \quad j = l_s^2 (\text{Re } u) j^{(0)} \tag{6.21}
\end{equation}
where $\omega_a$ is some basis of two-forms on the base $\mathcal{B}$ and $j^{(0)}$ represents a fixed reference two-form orthogonal to the base. Then, $t^a$ and $u$ may be considered as pseudo-Kähler moduli of the base and the fiber respectively, complexified into chiral four-dimensional fields by the coefficients appearing in the expansion of the internal two-form $B$ in the same basis. Analogously, the chiral field $s$ appearing in \eqref{6.17} must be considered as the chiral field obtained by complexifying $\text{Re } s$ by the axion dual to the external $B_{\mu\nu}$. By assuming off-shell the condition $d\Omega \wedge J_B = 0$ which follows from \eqref{6.11}, it is easy to be convinced that the superpotential \eqref{6.19} depends only on the fiber pseudo-Kähler modulus $u$ and pseudo-complex structure moduli $z^i$ encoded in $\Omega$:}
\begin{equation}
\frac{\partial W}{\partial s} \equiv 0, \quad \frac{\partial W}{\partial t^a} \equiv 0 \tag{6.22}
\end{equation}
On the other hand, we have that

\[ K = - \log(\text{Re}s) - \log[h_{ab}(\text{Re} t^a)(\text{Re} t^b)] - \log(\text{Re} u) - \log \left( - \frac{i}{8 \pi s} \int_M \Omega \wedge \bar{\Omega} \right) \]  

(6.23)

where

\[ h_{ab} = \frac{1}{2} \int_M \omega_a \wedge \omega_b \wedge j^{(0)} \]  

(6.24)

Introducing common indices \( \alpha, \beta, \ldots \) for \( (s, t^a) \), it is easy to see that

\[ K^{\alpha\beta} \partial_\alpha K \partial_\beta K = 3 \]  

(6.25)

where \( K^{\alpha\beta} \) is the inverse of the matrix \( \partial_\alpha \partial_\beta K \). The conditions (6.22) and (6.25) are typical of no-scale models and indeed are sufficient to give a semi-positive definite potential

\[ V_{\text{4D-SUGRA}} \equiv e^K K^{IJ} D_I W D_J \bar{W} + (\text{D-term})^2 \geq 0 \]  

(6.26)

where \( D_I W = \partial_I W + (\partial_I K) W \), \( K^{IJ} \) is the inverse of \( \partial_I \partial_J K \), and \( I, J, \ldots \) are indices collectively denoting the chiral fields \( (u, z^i) \).

In order to extremize the potential, one needs to impose

\[ D_u W = 0, \quad D_i W = 0, \quad (\text{D-term}) = 0 \]  

(6.27)

Explicitly, we have the expressions

\[ D_u W \propto \frac{1}{u + \bar{u}} \int_M \Omega \wedge \bar{G} \]  

(6.28a)

\[ D_i W \propto \int_M \chi_i \wedge G \]  

(6.28b)

where

\[ \chi_i = \partial_i \Omega - \Omega \frac{\int_M \partial_i \bar{\Omega} \wedge \bar{\Omega}}{\int_M \Omega \wedge \bar{\Omega}} \]  

(6.29)

should be the basis of \( (2, 1) \) forms relevant for the four-dimensional description. Then, assuming that the truncated theory makes sense, imposing (6.27) is equivalent to the conditions (4.16), which were obtained from our previous ten-dimensional analysis. We can then interpret (4.16) as the above 4d F-flatness conditions. In addition the F-terms that do not enter the scalar potential \( D_s W \) and \( D_a W \), are non-vanishing whenever \( G^{0,3} \neq 0 \) (or equivalently \( W_1 \neq 0 \)), again in agreement with the ten-dimensional analysis. The only remaining ten-dimensional condition is (4.17a), which becomes \( J \wedge dJ = 0 \) in the constant dilaton approximatio, and which can be interpreted as the 4d D-flatness condition.

Finally, let us also briefly consider the gauge bundle sector. By a simple dimensional reduction of the ten dimensional action (2.1), it is easy to see that the kinetic term for the four-dimensional gauge field is given by

\[ -\frac{1}{4} \text{Re}s \text{ Tr } F_{\mu \nu} F^{\mu \nu} \]  

(6.30)
Then, the holomorphic gauge coupling is given by \( f(s) = s \) and from the standard formula for the gaugino mass we get
\[
m_{1/2}^{4D} = -\frac{1}{M_p^2} e^{K/2} K^s D_s \bar{\partial} s \log(\text{Re } f) = \frac{1}{M_p^2} e^{K/2} \mathcal{W} = m_{3/2}
\]
(6.31)
This is indeed in agreement with (4.35), which was obtained directly by dimensionally reducing the fermionic ten-dimensional action.

7. Examples via homogeneous fibrations

In order to illustrate the general features of \( \frac{1}{2} \)DWSB vacua, let us discuss a concrete setting in which explicit examples can be constructed. Recall that the \( \frac{1}{2} \)DWSB ansatz implies that the compactification manifold \( M \) is based on a fibration of the form
\[
N \hookrightarrow M \xrightarrow{\pi} B
\]
(7.1)
with a two-dimensional fiber \( N \) and a four-dimensional base \( B \). It is thus natural to simplify this geometry by assuming that all geometric quantities are only base-dependent. In other words, we assume that \( \phi, W_1 \) and the forms \( \Omega_B \) and \( J_B \) in (6.10) can be seen as functions and forms on the base \( B \), which in turn implies that \( d\phi, dW_1, d\Omega_B \) and \( dJ_B \) can also be seen as forms on the base \( B \).

This simplifying assumption has several consequences. For instance, by (6.11) one can see that the pull-back of \( d\Theta \) to any fiber \( N \) vanishes, \( d\Theta|_N = 0 \). This means that the pulled-back hermitian metric \( g|_N \) on \( N \) is flat, and so we are led to take a two-torus as a fiber
\[
N \simeq T^2
\]
(7.2)
and so \( M \) elliptically fibered. Starting with (6.18), such elliptically fibered manifolds have played a key role in the literature of torsional heterotic backgrounds and in particular in those constructions motivated by duality arguments – see e.g. (69, 74, 28). Here we see the elliptic fibration arises from imposing a rather simple pattern of torsional supersymmetry breaking. In the following we will analyze which further constraints such pattern imposes on \( M \).

7.1 Constraints on the elliptic fibration

Since our fiber is a two-torus, the one-form \( \Theta \), introduced in (6.10), takes the form
\[
\Theta = \frac{\ell_s L_T^2}{\sqrt{\text{Im } \tau}} e^{C \theta}, \quad \theta = \eta^1 - \tau \eta^2
\]
(7.3)
where \( \ell_s = 2 \pi \sqrt{\alpha'} \) and \( \eta^a \) (\( a = 1, 2 \)) are one-forms which can be locally written as
\[
\eta^a = dx^a + A^a(y)
\]
(7.4)

21Stated more precisely, we assume that \( \phi, W_1, \Omega_B, J_B \) and \( F \) can be obtained as the pull-back of corresponding functions and forms by the fibration map \( \pi : M \rightarrow B \).
with \( x^a \simeq x^a + 1 \) dimensionless coordinates along the \( T^2 \)-fiber and \( A^a(y) \) one-forms along \( \mathcal{B} \) that only depend on the base coordinates \( y^\alpha, \alpha = 1, \ldots, 4 \). Clearly \( \tau \) is the complex structure of the \( T^2 \) fiber, \( L_{T^2} \) is the dimensionless \( T^2 \) length scale in string units and \( \langle e^C \rangle \lesssim 1 \) encodes the non-trivial dependence on the base coordinates, so that the volume of the fiber is given by \( \text{Vol}(T^2) = e^{2C} \ell_s^2 L_{T^2}^2 \).

The one-forms \( A^a(y) \) can be seen locally as U(1) gauge fields on \( \mathcal{B} \), while globally they can be further twisted by SL(2, \( \mathbb{Z} \)) transformations, the large diffeomorphism group of \( T^2 \), if the \( T^2 \)-fibration degenerates at some points. The same applies to the associated U(1) field strengths \( \omega^a = \text{d}A^a \), which must obey an SL(2, \( \mathbb{Z} \))-twisted quantization condition and so define SL(2, \( \mathbb{Z} \))-twisted cohomology classes in \( \mathcal{B} \). Note however, that \( \omega^a \) are cohomologically trivial in the ambient manifold \( M \), since \( \text{d}\eta^a = \omega^a \).

Let us now see how the background quantities \( J \) and \( \Omega \), decomposed as in (6.10), are constrained by our 1/2DWSB ansatz. Taking into account the eqs. (6.11) and (4.7), one arrives to the conditions:

\[
\begin{align*}
\text{d} \left( \frac{e^{C-2\phi}}{\sqrt{\text{Im} \tau}} \Omega_B \right) &= 0 \quad (7.5a) \\
\text{d}(e^{2C-2\phi} J_B) &= 0 \quad (7.5b) \\
J_B \wedge \chi &= 0 \quad (7.5c) \\
\bar{\partial} \tau &= 0 \quad (7.5d)
\end{align*}
\]

where we have introduced the complex two-form

\[ \chi = \omega^1 - \tau \omega^2 = d\theta + d\tau \wedge \eta^2 \quad (7.6) \]

From (7.5a) and (7.5b) we see that \( \mathcal{B} \) not only admits an integrable complex structure, but also a Kähler structure, with holomorphic (2,0)-form and Kähler form given by

\[ \hat{\Omega}_B = \frac{e^{2D-C}}{\sqrt{\text{Im} \tau}} \Omega_B \quad \hat{J}_B = e^{2D} J_B \quad (7.7) \]

and where

\[ e^D = g_s e^{C-\phi} \quad (7.8) \]

with \( g_s \) defined in (3.8). It is then natural to write the internal metric as

\[ ds^2_M = e^{-2D} ds^2_B + \ell_s^2 L_{T^2}^2 \frac{e^{2C}}{\text{Im} \tau} \theta \otimes \overline{\theta} \quad (7.9) \]

where \( ds^2_B \) is the Kähler metric. Note however that

\[ \hat{J}_B \wedge \hat{J}_B = \frac{1}{2} e^{2C} \text{Im} \tau \hat{\Omega}_B \wedge \overline{\hat{\Omega}_B} \quad (7.10) \]

\[ ^{22}\text{To make our conventions compatible with those usually adopted in the literature, we take the choices} \]

\[ J_B = -e^1 \wedge e^2 - e^3 \wedge e^4 \quad j = e^5 \wedge e^6 \quad \Omega_B = (e^1 + ie^2) \wedge (e^3 + ie^4) \quad \Theta = e^5 - ie^6 \]

where \( e^1, \ldots, e^6 \) is an oriented orthonormal coframe on \( M \). Indeed, note that with these choices \( J_B \) and \( \Omega_B \) are self-dual under Hodge duality on the base: \( *_B J_B = J_B, *_B \Omega_B = \Omega_B \).
so that the metric $d\hat{s}_B^2$ is Calabi-Yau only if $e^{2C} \text{Im} \tau$ is constant. In addition, by imposing (4.7b) one obtains the following expression for the three-form $H$

$$H = \hat{\ast} B d e^{-2D} - \ell_s^2 L_{T^2}^2 \left[ (d^c e^{2C}) \wedge \eta^1 \wedge \eta^2 + \frac{e^{2C}}{\text{Im} \tau} \Re (\hat{\ast} B \chi \wedge \bar{\theta}) \right]$$

(7.11)

where $d^c := i(\partial - \bar{\partial})$. This three-form flux should satisfy the BI (5.1) and satisfy appropriate quantization conditions, see below.

Note that the above constraints would also apply to any supersymmetric background based on an homogeneous elliptic fibration. Indeed, the fact that our background breaks supersymmetry is purely encoded in the condition

$$d(e^{-2\varphi} \Omega) = g_s^{-2} \ell_s L_{T^2} \hat{\Omega}_B \wedge \chi \neq 0$$

(7.12)

and so in order to break supersymmetry in this way one must require that $\chi$ have non-vanishing $(0,2)$ and $(2,0)$ components. Of course, by relaxing the $1/2$DWSB ansatz further ways of breaking supersymmetry arise. For instance, we see from (7.5c) that $\chi$ must be primitive and, from section 6.2, that a non-primitive $\chi$ corresponds to a non-vanishing D-term.

Recall now that for this class of $\mathcal{N} = 0$ vacua one needs to impose the residual condition (4.21) coming from the equation of motions. For our elliptic fibration, this is equivalent to require that $\partial(e^{-2D} W_1) = 0$, which is solved by

$$W_1 = c_{SB} e^{2D}$$

(7.13)

where $c_{SB}$ is a constant which parameterizes the amount of SUSY-breaking.

**Gravitino mass**

The parameter $c_{SB}$ should directly enter physical quantities that measure the amount of SUSY-breaking of a compactification like, e.g., the gravitino mass. Indeed, following our discussion of section 4.3, let us first consider the gravitino mass density $m_{3/2}$. By comparing (7.13) and (4.23) it reads

$$m_{3/2} = 3 e^A c_{SB} e^{2D}$$

(7.14)

Since $e^A$ is constant, we see that the SUSY-breaking is milder in the points of $B$ with strong conformal factor $e^{-2D} \gg 1$. A rough estimate of the gravitino mass is obtained by the approximation $e^C \simeq 1$ and $e^D, \tau$ constant. Then, by using (7.13), (7.12) and (6.11) we find

$$c_{SB} \simeq \frac{2 \ell_s L_{T^2}}{3 \text{Im} \tau} \times \frac{\int_B \hat{\Omega}_B \wedge \chi}{\int_B \hat{\Omega}_B \wedge \bar{\Omega}_B}$$

(7.15)

and taking into account (7.14), (4.30) and (3.7), one finally gets

$$m_{3/2} \simeq \frac{g_s M_P e^{4D}||\chi^{0.2}||}{2 L_B^4 \sqrt{\pi} \text{Im} \tau}$$

(7.16)

23Having $\chi^{0.2} \neq 0$ but $\chi^{2.0} = 0$ is not sufficient, since we can change the orientation of $T^2$, basically swapping $\chi$ and $\bar{\chi}$, and thus getting an $\mathcal{N} = 1$ supersymmetry. Having $\chi^{0.2} = \chi^{2.0} = 0$ means that both orientations on $T^2$ lead to preserved supersymmetry and thus we have an $\mathcal{N} = 2$ compactification.
where
\[ L_4^B \equiv \ell_s^{-4} \text{Vol}(B) \]  
(7.17)
and we have introduced the quantity
\[ \| \chi^{0,2} \| := \frac{\int_{B} \Omega_B \wedge \chi}{\left( \int_{B} \Omega_B \wedge \bar{\Omega}_B \right)^{1/2}} \]  
(7.18)
that measures the alignment of \( \chi \) with \( \Omega_B \). While generalizing to the above expression for non-trivial profiles of \( e^\phi, e^C, e^D \) and \( \tau \) is straightforward, (7.16) already captures most of the qualitative behavior of \( m_{3/2} \) and is sufficient for the purposes of our discussion.

From (7.16) we see that one can suppress the SUSY-breaking scale by combining the following (possibly non-independent) conditions:
\[ g_s \ll 1, \quad \| \chi^{0,2} \| \ll 1, \quad L_4^B \gg 1, \quad e^D \ll 1 \text{ and } \text{Im} \tau \gg 1. \]
Recall that we are implicitly assuming that \( \chi^{2,0} \neq 0 \), which already selects an \( N = 1 \) supersymmetry in four-dimensions, eventually broken by the non-vanishing \( \chi^{0,2} \).

The expression (7.16) then refers to the gravitino which is selected by the flux \( \chi^{2,0} \).

**Bianchi identity and tadpole conditions**

We would like now to impose the Bianchi Identity (5.1). From (7.11) we obtain
\[
dH = d^*B d^{-2D} + \ell_s^2 \frac{1}{L^2} \left\{ (d^c d^2 e^{2C}) \wedge \eta^1 \wedge \eta^2 - \frac{e^{2C}}{\text{Im} \tau} d^*B \wedge \bar{\chi} \right. \\
\left. - \text{Re} \left[ d \left( \frac{e^{2C}}{\text{Im} \tau} \right) \wedge \bar{\theta} + \frac{e^{2C}}{\text{Im} \tau} d^*B \wedge (\bar{\partial} \tau) \wedge \eta^2 \right] + \frac{d^c e^{2C} \wedge \text{Im} (\chi \wedge \bar{\theta})}{\text{Im} \tau} \right\} \]  
(7.19)
From this expression it is clear that satisfying the BI (5.1) is rather complicated if we have sources along the \( T^2 \)-fiber like, e.g., gauge bundles with \( \text{Tr}(F \wedge F) \) dual to a two-cycle in \( B \), or NS5-branes wrapping a two-cycle in \( B \) and smeared along the \( T^2 \)-fiber. For instance, an NS5-brane wrapped on a holomorphic curve \( \Pi_2 \subset B \) and smeared along \( T^2 \) contributes to the r.h.s. of (5.1) as \( \delta^B_\Pi (\Pi_2) \wedge \eta^1 \wedge \eta^2 \), and this can be compensated by (7.19) only if \( d^c d^2 e^{2C} \sim \delta^B_\Pi (\Pi_2) \). This is solved by taking \( e^{2C} \sim \log |f_{\Pi_2}| \), with \( f_{\Pi_2} \) the section of the divisor bundle \( L_{\Pi_2} \) on \( B \). Since \( f_{\Pi_2} \) vanishes on \( \Pi_2 \), the \( T^2 \) volume degenerates on \( \Pi_2 \).

On the other hand, the problem simplifies somewhat drastically if we assume the absence of such bundles and NS5-branes and consistently assume that the \( T^2 \) fibration has constant volume, so that \( e^C \) is constant along \( B \). In particular we set
\[ e^C \equiv 1 \quad \Leftrightarrow \quad e^D = g_s e^{-\phi} \]  
(7.20)
without loss of generality. In order to solve the BI (5.1), we then need to take the gauge bundle \( F \) on \( M \) to be the pull-back of a gauge bundle \( F_B \) on \( B \), and \( N_{\text{NS5}} \) NS5-branes wrapping the \( T^2 \)-fiber and sitting at points \( p_i \) of the base. In this case, (4.25) reduces to the self-duality condition
\[ ^*B F_B = -F_B \]  
(7.21)
which is equivalent to \( F \) being \((1,1)\) and primitive.
By (7.16), we can suppress the SUSY-breaking scale by considering an anisotropic fibration, with base much larger than the fiber

$$L_B \gg L_{T^2}$$

(7.22)

with $L_B$ given by (7.17). Moreover, by the discussion of section 4.4, such anisotropic fibration should simplify the conditions on the curvature (4.26) as discussed below. Finally, it also simplifies the BI [50]. Indeed, expanding the curvature tensor $R_+$ in powers of $(L_B/L_{T^2})^2$ we obtain the behaviour

$$\text{Tr } R_+ \wedge R_+ = \text{Tr } R_{B+} \wedge R_{B+} + O\left(\frac{L_{T^2}^2}{L_B^2}\right)$$

(7.23)

where $R_{B+}$ is the torsionfull curvature of the base $B$ computed using the four-dimensional metric $e^{-2D}d\hat{s}_B^2$ and $H_B = \hat{s}_B d e^{-2D}$. Taking $L_{T^2}^2 \sim O(10)$, as in the explicit examples of section 7.3, Tr $R_+ \wedge R_+$ has only legs along the base up to $O(L_B^2)$ – i.e. $O(\alpha')$ – corrections and from (7.19) and the BI [51], we get

$$d \left(\hat{s}_B \text{Re} \chi \over \text{Im } \tau\right) = 0, \quad d \left(\hat{s}_B \text{Re} (\bar{\chi} \tau) \over \text{Im } \tau\right) = 0$$

(7.24)

In addition, we have that

$$\text{Tr } R_{B+} \wedge R_{B+} = \text{Tr } \hat{R}_B \wedge \hat{R}_B + 2d\hat{s}_B d \hat{\nabla}^2 D + d\hat{s}_B \left[2(\nabla^2 e^{-2D}) d e^{2D} + d(e^{2A} \nabla^2 e^{-2D})\right]$$

(7.25)

where all ‘hatted’ quantities are computed using the metric $d\hat{s}_B^2$. Then, by setting $d\hat{s}_B^2 = L_B^2 \ell_s^2 d\hat{s}_{(0)}^2$ (with $d\hat{s}_{(0)}^2$ dimensionless and $O(1)$) we get

$$d\hat{s}_{(0)} d e^{-2D} = \frac{1}{16\pi^2 L_B^2} \left[\text{Tr} (\hat{R}_B \wedge \hat{R}_B) - \text{Tr} (F_B \wedge F_B)\right] + \frac{1}{L_B^2} \sum_i \delta^2_B(p_i)$$

$$+ \frac{1}{16\pi^2 L_B^2} d\Delta + \frac{L_{T^2}^2}{L_B^2 \text{Im } \tau} \hat{s}_{(0)} \chi \wedge \bar{\chi} + O\left(\frac{L_{T^2}^2}{L_B^2}\right)$$

(7.26)

where

$$\Delta := 2\hat{s}_{(0)} d \nabla^2_{(0)} D + \hat{s}_{(0)} \left[2(\nabla^2_{(0)} e^{-2D}) d e^{2D} + d(e^{2D} \nabla^2_{(0)} e^{-2D})\right]$$

(7.27)

Clearly, this equation admits a solution (up to higher order corrections in $1/L_B$) only if its integrated counterpart

$$N_{NS5} + Q_{NS5}(E) + L_{T^2}^2 \int \frac{\hat{s}_B \chi \wedge \bar{\chi}}{\text{Im } \tau} = Q_{NS5}(B)$$

(7.28)

is also satisfied. Here

$$Q_{NS5}(E) = -\frac{1}{16\pi^2} \int \text{Tr} (F_B \wedge F_B), \quad Q_{NS5}(B) = -\frac{1}{16\pi^2} \int \text{Tr} (\hat{R}_B \wedge \hat{R}_B)$$

(7.29)

\footnote{Note that $R_+$ is invariant under an overall rescaling of the six-dimensional metric and is constructed from the torsionfull connection $\Gamma^m_{\alpha n p} = \Gamma^m_{\alpha m n} + \frac{1}{2} H^m_{n p}$, which depends quadratically on $L_B$ and $L_{T^2}$. Hence, it only depends on even powers of $L_B/L_{T^2}$.}
give the total NS5-brane charge sourced by the gauge bundle and the curvature of the base.

Absence of anti-NS5-branes implies that \( N_{\text{NS5}} \) is always positive, and from (7.21) the same applies to \( Q_{\text{NS5}}(E) \). The l.h.s. of (7.28) is then always positive, and this implies an upper bound for the number of NS5-branes and non-trivial gauge bundle that can be introduced for a fixed manifold \( B \).

Once the condition (7.28) is satisfied, one can integrate (7.26) perturbatively. More precisely, along the lines of the \( \mathcal{N} = 2 \) case discussed in [28], one can write (7.26) in terms of the shifted conformal factor

\[
e^{-2D'} = e^{-2D} - \frac{1}{8\pi^2 L_B^2} \hat{\nabla}^2_{(0)} D
\]

In this way (7.26) takes the form of a standard Poisson equation

\[
d\hat{*}_{(0)} d e^{-2D'} = \frac{1}{16\pi^2 L_B^2} \left[ \text{Tr}(\hat{R}_B \wedge \hat{R}_B) - \text{Tr}(F_B \wedge F_B) \right] + \frac{1}{L_B^2} \sum_i \hat{\delta}_B^4(p_i)
+ \frac{L_{T^2}}{L_B^4 \text{Im } \tau} \hat{\chi} \wedge \bar{\chi} + \mathcal{O} \left( \frac{L_{T^2}^2}{L_B^4} \right)
\]

where on the r.h.s. of (7.31) we have omitted terms like

\[
\frac{1}{16\pi^2 L_B^2} d\hat{*}_{(0)} \left[ 2(\hat{\nabla}^2_{(0)} e^{-2D'}) d e^{2D'} + d(e^{2D'} \hat{\nabla}^2_{(0)} e^{-2D'}) \right]
\]

If (7.28) is fulfilled, (7.31) can be always integrated. Hence, the possible corrections provided by (7.32) are of order \( \mathcal{O}(L_{T^2}^2/L_B^4) \) and can be consistently neglected.\(^{25}\)

**The K3 case and H-flux quantization**

Let us now consider the case of constant \( \tau \) in more detail. Recall that then (7.10) implies that the base should be a Calabi-Yau two-fold: \( B \equiv K3 \). Furthermore, since \( \tau \) does not degenerate, the one-forms \( A^a(y) \) can be seen as proper U(1) gauge fields along K3 and then the corresponding field-strengths \( \omega^a = dA^a \) are quantized as

\[
\int_{\Pi_2 \subset K3} \omega^a \in \mathbb{Z}
\]

and so the forms \( \omega^a \) define non-trivial elements of the integral cohomology group \( H^2(K3, \mathbb{Z}) \).

In fact, from (7.24) we have that \( d(\hat{*}_{K3} \chi) = 0 \), and so \( \chi \) must be harmonic. Finally, in order to evaluate (7.28) one has to use \( Q_{\text{NS5}}(K3) = -\frac{1}{2} p_1(K3) = 24.\(^{26}\)

We are thus led to the setting of non-degenerate \( T^2 \) fibrations over K3

\[
T^2 \leftrightarrow M \rightarrow K3
\]

\(^{25}\) Here we are implicitly ignoring the fact that, in the vicinity of NS5-branes, \( d\hat{*}_{(0)} d e^{-2D} \) diverges and the tree-level supergravity approximation breaks down. However, the SUSY-breaking effects are at the \( L_B \) scale and very close to the NS5-brane supersymmetry is restored. Thus, we expect that NS5-brane sources can be consistently incorporated.

\(^{26}\) Note that in our conventions \( p_1(B) = \frac{1}{2\pi} \int \text{Tr}(\hat{R}_B \wedge \hat{R}_B) \), which apparently differs by an overall sign from the standard definition of Pontrjagin classes, since we use a positive-definite \( \text{Tr} = -\text{Tr}_{\text{standard}} \).
which is often considered in the construction of heterotic torsional backgrounds [18, 19, 20, 28]. Note in particular that for this case the SUSY-breaking conditions discussed below (7.12) reduce to those identified in [28] by direct inspection of the Killing spinor equations and of the $\mathcal{O}(\alpha'^0)$ equations of motion.

The K3 example allows to discuss the quantization of the $H$-flux in a rather simple way. Indeed, in general this is a complicated problem partly because of the non-closure of $H$ due to the contributions on the r.h.s. (5.1). However, in the simplified setting (7.34), the $H$-field (7.11) reduces to

$$H = \hat*_{K3} d e^{-2D} - \frac{\ell_2^2 L_{T2}^2}{\text{Im} \tau} \text{Re} (\hat*_{K3} \chi \wedge \bar{\theta})$$

(7.35)

The flux $H$ can then be written as $H = \pi^* (H_{K3}) + \pi^* (h_a) \wedge \eta^a$, where $H_{K3}$ and $h_a$ are forms on K3 and $\pi^*$ is the pull-back operation induced by the projector $\pi : M \rightarrow K3$. In particular we have that

$$h_1 = - \frac{\ell_2^2 L_{T2}^2}{\text{Im} \tau} \text{Re} (\hat*_{K3} \chi)$$
$$h_2 = \frac{\ell_2^2 L_{T2}^2}{\text{Im} \tau} \text{Re} (\bar{\tau} \hat*_{K3} \chi)$$

(7.36)

are also harmonic forms. Because of (7.23), this suggests that the proper quantization condition to impose is that both two-forms $\ell_2^{-2} h_a$ must be harmonic representatives of integral cohomology classes in $H^2(K3; \mathbb{Z})$. More precisely, we get the following condition on $\chi$

$$\frac{L_{T2}^2}{\text{Im} \tau} \int_{\Pi_2} \text{Re} (\hat*_{K3} \chi) \in \mathbb{Z}$$
$$\frac{L_{T2}^2}{\text{Im} \tau} \int_{\Pi_2} \text{Re} (\bar{\tau} \hat*_{K3} \chi) \in \mathbb{Z}$$

(7.37)

for any two-cycle $\Pi_2 \subset K3$.

**Curvature corrections**

Let us finally consider the $R_+$-dependent terms in the scalar potential (3.13b) for this simplified K3 case, in order to illustrate our general discussion of section 4.4. First of all, by using (7.13) and taking into account that $\hat{\Omega}_{K3}$ scales as $L_{K3}^2 / \sqrt{\text{Im} \tau}$, we see that $c_{SB}$ scales as $L_{T2} / L_{K3}^2$ (assuming an approximately square $T^2$-fiber). In the examples of section 7.2 we will see how $L_{T2} \sim \mathcal{O}(1-10)$. Furthermore, being the $T^2$ fiber flat, the leading contribution to the curvature has its origin in K3. The dimensionless length scale $L_{KK}$ introduced in section 4.4 can then be identified with $e^{-D} L_{K3}$ and, by comparing (7.13) and (4.40), we see that $L_{SB} \simeq L_{KK}^2$ and hence $\beta = 1/2$ in (4.41).

Moreover, an explicit calculation shows that the curvature terms in (4.45) lead indeed to a behavior as in (4.46)

$$|J_{mn} R_{-}^{mn}|^2 \sim e^{8D} |c_{SB}|^4$$
$$|\Omega_{kmn} R_{-}^{mn}|^2 \sim e^{6D} |c_{SB}|^2 |dD|_{K3}^2 + e^{8D} |c_{SB}|^2$$

$$\sim e^{6D} L_{K3}^6 + e^{8D} L_{K3}^8$$

(7.38a)

(7.38b)

27Indeed, $h_a$ could be seen as U(1) field-strengths in the eight-dimensional theory obtained by compactifying the ten-dimensional theory on $T^2$, and are thus appropriately quantized.
Then, by (4.47) we see that the $O(\alpha')$ correction to the equations of motion goes like

$$(\text{EoM}) O(\alpha') \sim e^{4D}|c_{SB}|^2 L_{K3}^2 (|dD|_{K3}^2 \pm e^{2D} |c_{SB}|^2)$$

$\sim e^{4D} L_{K3}^{-4} + e^{6D} L_{K3}^{-6}$

(7.39)

where, in the last step, we have used the above estimate for $c_{SB}$ and the fact that from (7.26) we can assume that $|dD|_{K3}^2 \sim L_{K3}^{-2}$. This already confirms the estimate made in section 4.4 that the contribution of the first-order potential goes like $L_{KK}^{-4}$ and is thus $O(\alpha'^2)$. Actually, one could have $D$ approximately constant, e.g. $|dD|_{K3}^2 \lesssim L_{K3}^{-4}$, in most of the internal space, in which the correction would be even of $O(\alpha'^3)$. Note that this approximation would certainly break down in the neighborhood of possible NS5-branes wrapping the fiber. However, it is also true that our SUSY-breaking effects are set by the lowest KK scale of the K3 base, and should then be harmless for the consistency of the localized NS5-branes against higher-order corrections – cf. footnote 25.

7.2 Simple examples

In order to obtain simple explicit $N = 0$ examples of the setting provided by the $T^2$ fibration over the K3 space reviewed above, let us set $N_{\text{NS5}} = 0$ and take a trivial gauge bundle on K3. Then, all we have to do is to pick up a primitive harmonic form $\chi$ which has both $(2,0)$ and $(0,2)$ non-vanishing components and such that the condition (7.28) is satisfied.

The well known properties of K3 – see e.g. [51] for a review – greatly help in this search. $H^2(K3; \mathbb{R})$ has dimension $b_2 = 22$ and, picking up a basis $\{e_I\}_{I=1}^{22}$, the inner product matrix

$$I_{IJ} = \int_{K3} e_I \wedge e_J$$

(7.40)

has signature $(3,19)$. In particular, one can choose an integral basis $\{\alpha_I\}_{I=1}^{22}$ of $H^2(K3; \mathbb{Z})$ such that

$$I_{IJ} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus (-E_8) \oplus (-E_8)$$

(7.41)

where $E_8$ is the Cartan matrix of the $E_8$ algebra. $\Re \hat{\Omega}_{K3}$, $\Im \hat{\Omega}_{K3}$ and $\hat{J}_{K3}$ provide a basis of the self-dual harmonic forms in $H^2(K3; \mathbb{R})$, which is a space-like plane with respect to the metric (7.40).

Instead of attempting a detailed general discussion of the constraints derived above, we will just provide a couple of simple examples, which should nevertheless give an idea of the qualitative features of more general solutions.

First, let us take a simple choice for $\hat{\Omega}_{K3}$:

$$\hat{\Omega}_{K3} = \frac{(2\pi)^2 \alpha'/L_{K3}^2}{\sqrt{\Im \tau}} (\alpha_1 + i \alpha_2)$$

(7.42)

with $\alpha_1 = e_1 + e_2$ and $\alpha_2 = e_3 + e_4$, in terms of the integral basis $\{e_I\}_{I=1}^{22}$ with inner product matrix (7.41). Let us then define $\chi$ in terms of four integers $n^a$ and $m^a$, $a = 1,2$, as follows

$$\chi = (n^1 - \tau m^1) \alpha_1 + (n^2 - \tau m^2) \alpha_2$$

(7.43)
Taking into account the self-duality of $\alpha_{1,2}$ and the fact that $\int_{K_3} \alpha^1 \land \alpha^1 = \int_{K_3} \alpha^2 \land \alpha^2 = 2$, the condition (7.28) [with $N_{\text{NS}} = Q_{\text{NS5}}(E) = 0$] reduces to

$$24 \operatorname{Im} \tau = L^2_{T2} \left( 2|n^1 - \tau m^1|^2 + 2|n^2 - \tau m^2|^2 \right)$$

(7.44)

which, for fixed quantized numbers $n^a$ and $m^a$, relates $\tau$ and $L^2_{T2}$. Furthermore, in order to have $\mathcal{N} = 0$ supersymmetry, one needs to impose that

$$\frac{n^2 - \tau m^2}{n^1 - \tau m^1} \neq \pm i$$

(7.45)

**Example 1**

A particularly simple example is obtained by setting $n^1 = 1$ and $n^2 = m^1 = m^2 = 0$. In this case, we have only a non-trivial fibration of the $S^1$ described by the coordinate $x^1$ introduced in (7.4), while the second $S^1$ described by $x^2$ is trivially fibered. The condition (7.44) then gives

$$L^2_{T2} = 12 \operatorname{Im} \tau$$

(7.46)

while the $H$-field quantization conditions (7.37) reduce to

$$L^2_{T2} = k_1 \operatorname{Im} \tau, \quad L^2_{T2} \operatorname{Re} \tau = k_2 \operatorname{Im} \tau$$

(7.47)

with $k_{1,2} \in \mathbb{Z}$, from which we see that

$$k_1 \operatorname{Re} \tau = k_2$$

(7.48)

For example, let us take $\operatorname{Re} \tau = 0$. Then, $\tau = i R_2/R_1$ and $L^2_{T2} = R_1 R_2/\alpha'$ and the condition (7.47) imposes that $k_1 = 12$ and $k_2 = 0$, while (7.46) provides the following constraints

$$\frac{\alpha'}{R_1^2} \simeq \frac{1}{12} \simeq 0.083$$

(7.49)

Then $\frac{\alpha'}{R_1^2}$ is relatively small, moderately justifying the supergravity approximation. On the other hand, $R_2$ is obviously non-constrained. Notice that the profile of $e^D$ is determined by (7.26). Since we are assuming that $N_{\text{NSS}} = 0$, for $L_{K3} \gg 1$ we can reasonably approximate $e^D \simeq 1$. Then, the formula (7.16) for the gravitino mass gives

$$m_{3/2} \simeq \frac{g_s M_P}{2 L_{K3}} \frac{R_1}{\pi R_2}$$

(7.50)

**Example 2**

To obtain a non-trivial fibration also of the second circle, let us take for example $n^1 = m^2 = 1$, $m^1 = n^2 = 0$ and $|\tau| = 1$ (with $|\operatorname{Re} \tau| \leq 1/2$), so that $R_1 = R_2$. Then (7.44) gives

$$L^2_{T2} = 6 \operatorname{Im} \tau$$

(7.51)

while (7.37) still takes the form (7.47).
Clearly, the general solution of this form is given by \( k_1 = 6 \) and \( k_1 = 1, \pm 1, \pm 2, \pm 3 \). By setting \( k_2 = 0 \), we get \( R_1^2 = R_2^2 = \alpha'/6 \). However, in this case \( \text{Re}\tau = 0 \) and then \( \chi^{0,2} = 0 \), which implies that the solution is actually \( \mathcal{N} = 1 \). In the other cases \( k_2 = \pm 1, \pm 2, \pm 3 \), one gets \( \mathcal{N} = 0 \) solutions. Let us take for example \( k_2 = 1 \). In this case

\[
\text{Re}\tau = \frac{1}{6}, \quad \text{Im}\tau = \frac{\sqrt{35}}{6}
\]

(7.52)

and then we have

\[
\frac{\alpha'}{R_1^2} = \frac{\alpha'}{R_2^2} = \frac{1}{\sqrt{35}} \simeq 0.17
\]

(7.53)

which is even less relatively small than (7.49) and, then, even more moderately justifies the supergravity approximation. The gravitino mass (7.16) is now

\[
m_{3/2} \simeq \frac{g_s M_P}{2 \sqrt{\pi} L_{K^3}} \times \frac{1}{6}
\]

(7.54)

where the suppressing factor with respect to (7.50) with \( R_1 = R_2 \) comes from \( \|\chi^{0,2}\| \simeq 1/6 \).

8. Adding a gaugino condensate

Up to now we have focused on 4d \( \mathcal{N} = 0 \) Minkowski vacua where the SUSY-breaking mechanism is due to the torsional geometry of the background. However, in the context of no-scale heterotic string compactifications, the source of supersymmetry breaking has traditionally been identified with the presence of a gaugino condensate generated by non-perturbative effects [2, 3]. It is therefore natural to incorporate a gaugino condensate to the above class of constructions, in order to see which new patterns of supersymmetry breaking it may lead to. In fact, since a gaugino condensate will modify the 4d no-scale scalar potential, one may wonder whether its presence may restore supersymmetry and trigger the decay of the \( \mathcal{N} = 0 \) vacua discussed above to supersymmetric AdS_4 vacua.

8.1 Gaugino condensate and no-scale SUSY-breaking

A simple way to measure the effect of a gaugino condensate in a heterotic compactification is to incorporate the gaugino field up to quartic order into the supergravity action. In particular, one finds that the ten-dimensional string frame bosonic action is modified to

\[
S = \frac{1}{2\kappa^2} \int \mathrm{d}^{10}x \sqrt{-g} e^{-2\phi} \left[ \mathcal{R} + 4(d\phi)^2 - \frac{1}{2} T^2 + \frac{\alpha'}{4} \text{Tr} (R_+^2 - F^2 - 2\overline{\chi} \partial \chi) \right]
\]

(8.1)

where \( \chi \) is the 10d gaugino field and we have defined the three-forms

\[
T = H - \frac{1}{2} \Sigma, \quad \Sigma_{MNP} = \frac{\alpha'}{4} \text{Tr} \overline{\chi} \Gamma_{MNP} \chi
\]

(8.2)

Let us now consider compactifications to four-dimensions, in which \( \Sigma \) (and so \( T \)) has only internal legs: \( \Sigma = \frac{1}{3!} \Sigma_{mn\rho} dy^m \wedge dy^n \wedge dy^p \). As already pointed out in [2, 3, 53] the
presence of a non-trivial \( \Sigma \) modifies the scalar potential of the compactification. Indeed, following the computations of section 3, we see that the potential (3.13) is modified to

\[
V' = \int \text{vol}_M e^{4A-2\phi} \tilde{\mathcal{D}}_J \chi + \frac{\alpha'}{4\kappa^2} \int \text{vol}_M e^{4A-2\phi} \tilde{\mathcal{D}}_J \chi
\] (8.3)

where \( V \) is given by (3.13) with \( H \) substituted by \( T \), and

\[
\tilde{\mathcal{D}}_J = \mathcal{D}_J + \frac{1}{24} e^{-4A+2\phi} [\epsilon \mathcal{D} (e^{4A-2\phi} J)]_{mnp} \Gamma^{mnp}
\] (8.4)

In order to get a 4d Minkowski vacuum in this context, we again need to impose that \( V' \) is vanishing and extremized. By separately imposing that \( V(H \to T) \) is extremized, one is naturally lead to consider configurations of the kind discussed in subsection (4.2), up to the replacement \( H \to T \). Namely, one should impose

\[
e^{2\phi} \mathcal{D} (e^{-2\phi} J) = *T
\] (8.5)

instead of (4.7), and leave \( \text{d}A = 0 \), (4.7a), (4.14) and (4.25) unchanged. Furthermore the gaugino term

\[
\int \text{vol}_M e^{4A-2\phi} \tilde{\mathcal{D}}_J \chi
\] (8.6)

must also be extremized. This leads to a set of conditions to be satisfied by \( \chi \) and \( \Sigma \).

Note that even in the case in which \( W_1 = 0 \) supersymmetry is still broken by the gaugino condensate, as one can check by looking directly at the supersymmetry transformations

\[
\delta \epsilon \psi_M = \left( \nabla_M - \frac{1}{4} T^M \right) \epsilon - \frac{1}{16} \Gamma_M \Sigma \epsilon, \\
\delta \epsilon \lambda = \left( \phi \phi - \frac{1}{2} T \right) \epsilon - \frac{3}{8} \Sigma \epsilon, \\
\delta \epsilon \chi = \frac{1}{2} \mathcal{F} \epsilon,
\] (8.7a-c)

In particular, for compactifications to flat space and non-vanishing gaugino condensate, the external gravitino variation is always non-vanishing: \( \delta \psi_\mu = -\frac{1}{16} \Gamma_\mu \Sigma \epsilon \neq 0 \). One may then restore supersymmetry by considering compactifications to AdS\(_4\), as analyzed in [54]. Such kind of compactifications will be considered in the next subsection.

As discussed in section 5, in the absence of gaugino condensate the background condition (4.1c) can be interpreted in terms of calibrations for gauge bundles and space-time filling NS5-branes. Remarkably, the modification of (4.1c) into (8.5) is exactly the necessary one in order to preserve such calibration interpretation. This can be seen by going to the dual formulation, briefly reviewed in appendix 3, where one uses the seven-form \( \tilde{H} \) instead of \( H \) as fundamental field. Recall from section 8 that \( \tilde{H} \) is the flux which couples \textit{electrically} to NS5-branes and hence the one that appears in the generalized calibration. Now, as discussed in appendix 4, in the presence of a gaugino condensate \( \tilde{H} \) and \( H \) are related by \( \tilde{H} = e^{-2\phi} *_{10} T = *_{10}(H - \frac{1}{2} \Sigma) \). We can then split \( \tilde{H} \) as

\[
\tilde{H} = \text{vol}_{X_4} \wedge \tilde{H} = \text{vol}_{X_4} \wedge (e^{4A-2\phi} * T)
\] (8.8)
where $\text{vol}_{X_4}$ is computed using the unwarped metric. Note that (8.3) then insures that $\tilde{H}$ is a closed (as it should be in absence of fundamental strings in the background) and even an exact three-form, and so we can write $\tilde{H} = d\tilde{B}$, where $\tilde{B}$ is an internal potential two-form.

It is in fact illustrating to express the full potential (8.3) in such dual formulation. Indeed, starting from the dual action given in (C.6), one arrives to the potential

$$
\tilde{V}' = V(H \to -e^{-4A+2\phi} + \tilde{H}) + \frac{\alpha'}{4\kappa^2} \int \text{vol}_M e^{4A-2\phi} \tilde{\chi} \tilde{D}_J \chi
$$

$$
- \frac{1}{2\kappa^2} \int_M (e^{4A-2\phi} J - \tilde{B}) \wedge [dH - \frac{\alpha'}{4} (\text{Tr} R_+ \wedge R_+ + \text{Tr} F \wedge F)]
$$

(8.9)

where the potential $V$ has again the form (3.13). We then see that the DWSB ansatz, supplemented by the Bianchi identity (2.4) and the extremization of (8.6) is sufficient to get a vacuum, since the last CS-like term in (8.9) can be seen as being quadratic in vanishing terms because of (2.4) and (8.5). Note that in this formulation $\tilde{H}$ and $\chi$ are regarded as independent fields and that this gives a simple interpretation of the no-scale structure observed in [3]. Indeed, by starting from a Calabi-Yau compactification, one can allow a non-trivial gaugino condensate $\Sigma \neq 0$ by taking $\chi$ such that $\tilde{D}_{\text{CY}} \chi = 0$ and still imposing $\tilde{H} = 0$. Of course, by going back to the ordinary formulation, the latter translates into $H = \frac{1}{4}\Sigma \neq 0$, as originally found in [3].

Let us stress that so far $\chi$ has not been restricted at all. Of course, $\chi$ should allow for a 4d + 6d splitting $\chi = \chi_{4D} \otimes \chi_{6D} + \text{c.c.}$, with $\chi_{4D}$ playing the role of the condensing gaugino in four-dimensions. Hence $\chi_{6D}$ (and thus $\Sigma$) cannot be completely arbitrary but should obey certain consistency conditions, like for instance those derived from the potential piece (8.6) and the other set of equations that must be imposed on the background. In particular note that by imposing (8.3), we have

$$
\tilde{D}_J |_{\text{8D}} = \tilde{D}_T := \tilde{D} - \frac{1}{4} T
$$

(8.10)

where $\tilde{D}_T$ is the Dirac operator for the gaugino, cf. (C.6).

$$
S_{\text{gaugino}} = -\frac{\alpha'}{4\kappa^2} \int d^{10}x \sqrt{-g} e^{-2\phi} \tilde{\chi} \tilde{D}_T \chi
$$

(8.11)

This means that if we impose the DWSB conditions of section 4 together with the gaugino equations of motion on our background, then the full potential (8.3) vanishes, consistently with the requirement of having a four-dimensional Minkowski vacuum.

As a subset of the above class of vacua one may consider the case in which we have a torsional but complex manifold $M$. This implies that $W_1 = 0$ and so supersymmetry is not broken at the classical level as in section 4, but just by the presence of the gaugino condensate. This generalization to torsional backgrounds of the Calabi-Yau models considered in [3] has been proposed in [53] as a way to achieve a richer pattern of moduli stabilization and supersymmetry. As argued there, the fact that $M$ is complex together with the Bianchi identity implies the choice $\chi_{6D} = \eta$, where $\eta$ comes from the 6d component of the Killing
spinor $\epsilon$ of the compactification, split as in (A.4). Then $\Sigma = \Sigma^{3,0} + \Sigma^{0,3}$ and (4.7b) can be split as

$$e^{2\phi} \partial (e^{-2\phi} J) = i H^{2,1} \quad H^{3,0} = \frac{1}{2} \Sigma^{3,0}$$

(8.12)

so the $(2,1)$ component of $H$ is naturally associated with the compactification scale, while the $(3,0)$ component is associated to the, presumably lower, gaugino condensate scale. Moreover we have that

$$\bar{\chi} \hat{D} \chi \sim \Omega \cdot dJ\bigg|_{w_1=0} + c.c. = 0$$

(8.13)

so that second piece in (8.3) also vanishes.

The two different scales associated to the components $H^{2,1}$ and $H^{3,0}$ of the $H$-flux suggest that, in principle, below the scale of $H^{2,1}$ one could truncate the potential (8.3) by imposing the first equation in (8.12). In general this would imply freezing the vevs of several compactification moduli in such a way that the first equation in (8.12) is satisfied. We would then be left with a truncated potential of the form

$$V_{\text{no-scale}} = \frac{1}{4\kappa^2} \int_M \text{vol}_M e^{4A-2\phi} (H^{3,0} + H^{0,3} - \frac{1}{2} \Sigma)^2$$

(8.14)

which has exactly the same form of the no-scale potential considered in [3]. It is not clear, however, that such no-scale structure will survive at the scale set by $H^{2,1}$, since at this scale we may change the vevs of the complex structure moduli, which in turn change the definition of $H^{3,0}$.

### 8.2 Gaugino condensate, supersymmetric AdS$^4$ vacua and calibrations

As recalled above, $\Sigma$ enters the supersymmetry transformations (8.7) in such a way that it always breaks supersymmetry in compactifications to Minkowski. Indeed, by taking a metric ansatz of the form (3.1) and following the computations in [54] one finds that supersymmetry requires a non-vanishing cosmological constant and allows for a possible non-trivial warping, in sharp contrast with the perturbative results of subsection 3.1. More precisely, one defines the AdS$^4$ Killing spinor $\zeta$ as $\nabla_\mu \zeta = \frac{1}{2} \bar{w}_0 \gamma_\mu \zeta^*$, where $w_0$ is a constant related to the AdS$^4$ radius by

$$|w_0|^2 = \frac{1}{R^2_{\text{AdS}}}$$

(8.15)

Then, the external gravitino supersymmetry requires that

$$\Omega \cdot \Sigma = 8e^{-A} w_0 \quad dA = \frac{1}{8} * (J \wedge \Sigma)$$

(8.16)

which indeed reduce to the results of subsection 3.1 for $\Sigma = 0$.

Moreover, a non-vanishing $\Sigma$ will modify the supersymmetry conditions (4.1). Following again the computations in [54] it is easy to see that the remaining supersymmetry conditions can be rewritten as

$$e^{-4A+2\phi} d \left( e^{4A-2\phi} J \right) = * T + 3e^{-A} \text{Im}(\bar{w}_0 \Omega)$$

(8.17a)

$$e^{-3A+2\phi} d \left( e^{3A-2\phi} \Omega \right) = -w_0 e^{-A} J \wedge J$$

(8.17b)
which again reduce to (4.1) for \( w_0 = dA = 0 \). In fact, (8.17b) implies that
\[
d \left( e^{2A-2\phi} J \wedge J \right) = 0
\] (8.18)
generalizing eq. (4.11) for non-constant warping. Finally, it is easy to see that eqs. (8.17) imply that
\[
* T = - \frac{3}{2} e^{-A} \text{Im} (\bar{w}_0 \Omega) + d(3A - \phi) \wedge J + W_3
\] (8.19)

Let us now check the consistency of the potential (8.3) with the above set of supersymmetry conditions. By plugging (8.17) into the first term on the r.h.s. of (8.3) one gets
\[
V(H \to T)|_{\text{SUSY}} = \frac{3}{k^2} \int \text{vol}_M e^{2A-2\phi} \left\{ 9 \left[ \text{Im}(\bar{w}_0 \Omega) \right]^2 + \left| w_0 \right|^2 \left[ (J \wedge J)^2 - (J \wedge J \wedge J)^2 \right] \right\}
= 3 \left| w_0 \right|^2 k^2 \int \text{vol}_M e^{2A-2\phi}
\] (8.20)

On the other hand, by also imposing the gaugino equations of motion derived from (8.11), one obtains that the second term in (8.3) gives
\[
\frac{\alpha'}{4k^2} \int \text{vol}_M e^{4A-2\phi} \chi \Phi J \chi|_{\text{SUSY}} = - \frac{3\alpha'}{16k^2} \int \text{vol}_M e^{3A-2\phi} \chi \text{Re}(\bar{w}_0 \Omega) \chi =
- \frac{3}{4k^2} \int \text{vol}_M e^{3A-2\phi} \text{Re}(\bar{w}_0 \Omega) \cdot \Sigma
= - \frac{6 \left| w_0 \right|^2}{k^2} \int \text{vol}_M e^{2A-2\phi}
\] (8.21)
where in the last step we have used the first of (8.16). Note that the gaugino equations of motion are automatically satisfied if we decompose the ten-dimensional gaugino as \( \chi = \chi_{4D} \otimes \eta + \text{c.c.} \), where \( \eta \) defines the Killing spinors written as (A.4). Combining (8.20) and (8.21) and using (3.2), we get
\[
V'|_{\text{SUSY}} = - \frac{3 \left| w_0 \right|^2}{k^2} \int e^{2A-2\phi} \text{vol}_M = - \frac{3M_P^2}{R_{\text{AdS}}^2}
\] (8.22)

Hence, we reproduce the expected value of the potential energy of an AdS\(_4\) compactification with cosmological constant \( \Lambda_{\text{AdS}} = -3/R_{\text{AdS}}^2 \). Note that the contribution from the gaugino term (8.21) is crucial to get the correct result. On the other hand, note that in order to evaluate such contribution we have imposed the equations of motion of the gaugino. It seems technically difficult to do it otherwise and so, unlike for purely bosonic backgrounds, we do not have a direct off-shell expression for the scalar potential.

Despite this, one can still analyze the supersymmetry conditions of backgrounds with fermion condensates, as well as interpret them in terms of calibrations. In particular, by direct comparison with eqs. (4.1) and the discussion in sections 5, one would still expect the following dictionary between calibrations and BPS objects of the compactification

\footnote{Here we assume that the deviation from the flat supersymmetric case is at least of order \( \alpha' \). Hence we have no contributions to the potential energy coming from the curvature and \( O([\nabla A]^2) \) terms in (3.13b).}
with again $\Pi^p$ a $p$-dimensional submanifold of $M$ and $X_d$ a $d$-dimensional slice of $X_4$. By extending the results of \cite{37} to NS5-branes, one can check that (8.17) and (8.18) indeed correspond to the existence of generalized calibrations for NS5-branes in an AdS$_4$ background. More precisely, one can recover the conditions (8.17) and (8.18) from the general expressions (A.28) of \cite{15} by simply taking

$$\Psi_1 = i(e^{iJ} - 1) \quad \Psi_2 = -i\Omega \quad F = e^{-\Phi}T$$

(8.23)

and then replacing $e^{-\Phi} \leftrightarrow e^{-2\phi}$ in order to take into account that we are dealing with NS5-branes. Note that this choice of polyforms $\Psi_1$ and $\Psi_2$ is what we would have taken for type I or type IIB vacua with O9/O5-planes, except for the shift $e^{iJ} \rightarrow e^{iJ} - 1$. Performing such shift has the effect of rendering some of the AdS$_4$ BPSness equations trivial, in particular those that would be associated to fundamental strings, which indeed do not appear in the table above. The energetics of fundamental strings, which naively only depends on the warp factor, is then only affected by the second relation in eq. (8.16), whose interpretation in terms of calibrations is not clear at this point.\footnote{Note that the above shift $e^{iJ} \rightarrow e^{iJ} - 1$ is somehow consistent with the tree-level definition of $\mu$-slope and the D-flatness condition that we are imposing for heterotic gauge bundles. Indeed, following section \ref{5}, one can see that such condition reads

$$2\mathrm{Im}\Psi_1 \wedge e^F = -J \wedge J \wedge F = 0 \quad (8.24)$$

Having $\Psi_1 = i e^{iJ}$ would add a term $F \wedge F \wedge F$ to the above equation, in contrast to the tree-level DUY equations (5.9). On the other hand, the DUY equations are expected to be corrected at one-loop. Adapting the proposal of \cite{52} to our case, one is led to a one-loop corrected $\mathrm{Im}\Psi_1^{\text{1-loop}} = e^{2\phi} - \frac{1}{2}J \wedge J$. Assuming such a modification, it would be natural to assume that also the condition (8.18) should be corrected into $d(e^{2A-2\phi}\mathrm{Im}\Psi_1^{\text{1-loop}}) = 0$. This would imply that $dA = 0$ as in the flat case. Because of (8.16), this would lead to a further constraint on $\Sigma$.}

### 8.3 $1/2$-DWSB AdS$_4$ vacua with gaugino condensate

Having understood in terms of calibrations the conditions for heterotic 4d $\mathcal{N} = 1$ AdS$_4$ vacua with a gaugino condensate, it is now clear how to implement our previous strategy to construct $\mathcal{N} = 0$ AdS$_4$ backgrounds of the same sort. Indeed, recall from section \ref{3} that the $\mathcal{N} = 0$ vacua considered there were such that the supersymmetry conditions (4.7) were still satisfied, allowing to define a stable gauge bundle as in section \ref{5}. On the other hand, the domain-wall BPSness condition was relaxed to (4.8), and half-imposed for $1/2$DWSB backgrounds via (6.1).

In the case of AdS$_4$ compactifications, the surviving 1/2 domain-wall BPSness is determined by (8.17a) itself, since the equation of motion $d(e^{4A-2\phi} * T) = 0$ for $T$ implies...
that
\[ d(e^{3A-2\phi} \text{Im}(\bar{w}_0 \Omega)) = 0 \]  
(8.25)
Such result is to be expected, since an AdS\(4\) background can be though as a 4d domain wall supergravity solution, that in the present context comes from a stack of backreacted NS5-branes wrapping an internal three-cycle \(\Pi_3\) calibrated by \(e^{3A-2\phi} \text{Im}(\bar{w}_0 \Omega)\) – see e.g. [37]. Now, if such AdS\(4\) background satisfies the equations of motion, a probe NS5-branes on top of the backreacted ones should feel no force from the background. This is guaranteed if such NS5-brane is a BPS object, which in turn means that \(e^{3A-2\phi} \text{Im}(\bar{w}_0 \Omega)\) should be a proper calibration and hence the condition (8.25) should be satisfied.

We are then naturally led to consider \(N = 0\) AdS\(4\) backgrounds where the only source of supersymmetry breaking originates from a background condition of the form
\[ e^{-3A+2\phi}d[e^{3A-2\phi} \text{Re}(\bar{w}_0 \Omega)] = \text{Re}(\bar{w}_0 W_1)J \wedge J + \text{Re}(\bar{w}_0 W_2) \wedge J \]  
(8.26)
so that supersymmetry is broken if \(\text{Re}(\bar{w}_0 W_1) \neq -e^{-A}|w_0|^2\) or \(W_2 \neq 0\). This implies that these backgrounds are characterized by the torsion classes of the internal manifold \(M\) via
\[ W_4 = d(\phi - A) \quad W_5 = 2d\phi - 3dA \quad \text{Im}(\bar{w}_0 W_1) = \text{Im}(\bar{w}_0 W_2) = 0 \]  
(8.27)
while \(W_3\) is specified by the relation
\[ *T = -\frac{3}{2} \text{Im} \left( (\bar{W}_1 + 2e^{-A}\bar{w}_0)\Omega \right) + d(3A - \phi) \land J + W_3 \]  
(8.28)
A further source of supersymmetry breaking comes from the external gravitino supersymmetry conditions. More precisely, setting
\[ \Omega \cdot \Sigma = 8e^{-A}\sigma_0 \]  
(8.29)
we have that the external gravitino supersymmetry is broken if \(\sigma_0 \neq w_0\). Hence, we have two natural SUSY-breaking scalar parameters for this kind of compactifications
\[ I_1 = W_1 + e^{-A}w_0 \quad I_2 = \frac{1}{2}e^{-A}(\sigma_0 - w_0) \]  
(8.30)
Note that this family of backgrounds contains all of the supergravity compactifications with non-vanishing \(\Sigma\) considered up to date in the literature. In particular, it generalizes the compactifications analyzed in [3, 53, 57], that considered vacua with \(W_1 = w_0 = 0\) and so with only the SUSY-breaking parameter \(I_2\) turned on. Such \(N = 0\) constructions are in some sense orthogonal to the ones considered in section [4], since there we had \(\sigma_0 = w_0 = 0\) and so only \(I_1 \neq 0\). It is therefore natural to wonder to what extent 4d vacua for arbitrary values of both SUSY-breaking parameters turned on can be constructed.

As before, some amount of information can be obtained by analyzing the scalar potential (8.3). One can easily see that the first term on the r.h.s. of (8.3) reads
\[ V(H \rightarrow T)|_{\frac{1}{2}\text{DWSB}} = \frac{1}{4\kappa^2} \int e^{2A-2\phi} \text{vol}_M(36|w_0|^2 + |W_2|^2 - 24|W_1|^2) \]  
(8.31)
while, by imposing the gaugino equations of motion derived from (8.11) and following the same steps as in (8.21), the second term on the r.h.s. of (8.3) gives
\[ \frac{\alpha'}{4\kappa^2} \int \text{vol}_M e^{4A-2\phi} \bar{\chi} D J \chi |_{\frac{1}{2}\text{DWSB}} = -\frac{6}{\kappa^2} \int \text{vol}_M e^{2A-2\phi} \text{Re}(\bar{w}_0\sigma_0) \] (8.32)
Summing up these two terms one gets
\[ V'|_{\frac{1}{2}\text{DWSB}} = \frac{1}{4\kappa^2} \int e^{2A-2\phi} \text{vol}_M [36|w_0|^2 - 24|W_1|^2 + |W_2|^2 - 24\text{Re}(\bar{w}_0\sigma_0)] \] (8.33)
which on-shell should equal \(-3|w_0|^2M_p^2\). This is indeed the case for the supersymmetric case, already considered in section 8.2, since there we have that \(W_2 = \mathcal{I}_1 = \mathcal{I}_2 = 0\) above, which in turn imply that \(w_0 = \sigma_0 = -e^A W_1\).
If on the other hand we consider the torsional geometries considered in section 4 and associated to Minkowski DWSB vacua, we need to impose the constraint \(|W_2|^2 = 24|W_1|^2\) on the above vacuum energy. One then concludes that, by consistency, an AdS\(_4\) vacuum of this kind needs to satisfy the relation \(\sigma_0 = 2w_0\),\(^{30}\) and so supersymmetry is necessarily broken because the first equation in (8.16) is not satisfied. This fact shows that, naively, adding a gaugino condensate on top of the \(\mathcal{N} = 0\) torsional geometries of section 4 is not enough to restore the supersymmetry of the compactification. Indeed, from section 8.2 we see that in order to construct supersymmetric AdS\(_4\) vacua the torsion class \(W_2\) must vanish. By eq. (4.14), this is not possible for the Minkowski DWSB vacua of section 4 since there by assumption \(W_1 \neq 0\). In particular, if we consider the fibered manifolds of section 6 we see that \(M\) should undergo some kind of topology change in order to flow to a manifold \(M'\) with \(W_2 = 0\). It is not clear how the presence of \(\Sigma\) could trigger such topology change, so one would expect that adding a gaugino condensate on top of the no-scale vacua of section 4 would most likely take them to a \(\frac{1}{2}\text{DWSB}\) AdS\(_4\) background of the kind considered here, not being clear if this would be a vacuum of the theory. Of course, adding further non-perturbative effects produced by, e.g., worldsheet instantons may provide the necessary ingredients to promote our heterotic no-scale vacua to an \(\mathcal{N} = 1\) AdS\(_4\) vacuum, along the lines of [57].

9. Discussion
In this paper we have addressed the construction of non-supersymmetric heterotic flux vacua from a rather general approach. Such approach is mainly based on the idea of domain-wall supersymmetry breaking (DWSB), previously developed in [15] in the context of type II flux compactifications. Just as in there, in order to implement the DWSB ansatz we need a microscopic understanding of the scalar potential governing flux compactifications to four dimensions, as well as to rewrite such potential in BPS form in order to analyze which SUSY-breaking backgrounds satisfy the ten-dimensional equations of motion.

\(^{30}\)In fact, one could also consider the case where \(\sigma_0 = 2w_0 + biw_0, \ b \in \mathbb{R}\). However, \(\sigma_0\) should enter the holomorphic gravitino mass that can be calculated following section 4.3. Since the gravitino mass is proportional to the superpotential and the latter is expected to be aligned with the phase of \(w_0\) (as the supersymmetric case shows), we are naturally led to expect that \(\sigma_0\) has the same phase as \(w_0\).
We have performed such analysis in the context of heterotic flux compactifications. We have first derived directly from the 10d heterotic action a scalar potential that, if extremized, guarantees that the 10d equations of motion of the heterotic background are satisfied at tree-level and up to first order in $\alpha'$ corrections. We have then expressed such potential in BPS form, in order to see which flux backgrounds that break supersymmetry at tree-level still satisfy the 10d equations of motion. This has led to identify a class of heterotic SUSY-breaking vacua (dubbed DWSB vacua) satisfying certain geometric conditions, but otherwise flexible enough to generate a large landscape of $\mathcal{N} = 0$ heterotic vacua. This is in sharp contrast with previous approaches to build $\mathcal{N} = 0$ heterotic vacua, like Scherk-Schwarz compactifications that rely on the existence of isometries in the compactification manifold, and so correspond to rather constrained geometries.

In order to arrive to the above BPS expression we have made the assumption that our compactification manifold $M$ admits an SU(3)-structure, which basically implies that the 10d $\mathcal{N} = 0$ background should correspond to some pattern of 4d spontaneous SUSY-breaking. Such SU(3)-structure not only selects a 10d spinor which, from the 4d viewpoint, corresponds to the generator of an (approximate) supersymmetry. It also allows to relate the BPS bounds of such backgrounds with the concept of calibrated $p$-submanifolds and calibration $p$-forms. More precisely, for heterotic flux compactifications we have that BPS bounds for probe NS5-branes are in one-to-one correspondence with the existence of calibrations. The absence of at least one calibration implies that one class of BPS bounds will not be developed and, moreover, that supersymmetry will be broken at tree-level. When applying these results to the scalar potential analysis, one finds that the class of supersymmetry-breaking vacua above correspond to compactifications without the calibration/BPS bound for NS5-branes showing up as 4d domain-walls. Hence their name DWSB vacua.

Within the class of DWSB heterotic flux vacua, we have considered a subclass of vacua where some domain-wall BPS bounds do exist. This set of vacua (dubbed $\frac{1}{2}$DWSB vacua) is the heterotic analogue of the $\mathcal{N} = 0$ no-scale type IIB/F-theory constructions of \cite{17}. By means of the $\frac{1}{2}$DWSB ansatz and the scalar potential we have analyzed the kind of geometries that these vacua should correspond to, obtaining a rather constrained set of fibered manifolds $M$ quite close to torsional geometries recently analyzed in the literature \cite{28, 50}. While the torsional ansatz used there was largely motivated by dualities, here we have followed a deductive approach that does not rely on the existence of any dual solution. We should then expect that $\frac{1}{2}$DWSB fibered manifolds allow for a more general and systematic treatment, providing a more complete picture on the landscape of torsional heterotic vacua.

We have also shown that, in the limit of constant dilaton, $\frac{1}{2}$DWSB compactification manifolds $M$ reduce to half-flat geometries $\tilde{M}$, like the ones considered in \cite{44} in order to describe the effective 4d physics of heterotic flux compactifications. However, the working assumption of \cite{44} is that the half-flat manifold $\tilde{M}$ is a small deviation of a certain Calabi-Yau manifold $M_{CY}$, and so $\tilde{M}$ and $M_{CY}$ share the same set of light fields. As our explicit construction does not rely on such assumption, one can use it to check to what extent such Calabi-Yau-inspired truncation is justified.
Note that above the derivation of a four-dimensional effective theory is based on the rather crude approximation that the dilaton is constant on the compactification manifold. It would be however interesting to derive in a more rigorous way which kind of 4d effective theory can be obtained from this kind of compactifications, and to which extent the effects of a varying dilaton can change the four-dimensional physics. In particular, it would be interesting to compute the spectrum of soft masses of this kind of compactifications, as well as how they are affected by a varying dilaton. We have already provided a glimpse of such effect by computing the 4d gravitino and gaugino masses in general and in the limit of constant dilaton, but it should be easy to extend such analysis to the computation of soft masses for 4d chiral multiplets, at least for the explicit examples constructed in section 7.2, in ref.28 and similar vacua based on twisted tori. As pointed out, the effective theory description of such SUSY-breaking vacua should be simplified in the case of anisotropic fibrations, where the SUSY-breaking scale will be suppressed with respect to the Kaluza-Klein scale and solving the Bianchi identity and the BPS conditions for the curvature tensor becomes more tractable. While anisotropic compactifications have been proposed as an interesting playground to build heterotic GUT models [58], it is a priori not clear that breaking supersymmetry at tree-level could generate a TeV scale for the soft masses of such models, even for the case of a strongly varying dilaton. In this sense, let us point out that our analysis can also be applied to the construction of type I flux vacua, where such potential problem can be solved by going to the limit of very weak string coupling. Indeed, such suppression is already manifest in the computation of Type I soft masses for simple elliptic fibrations in the limit of constant dilaton [59, 60].

In fact, since our contact with effective four-dimensional theories has only been made for the subclass of $\frac{1}{2}$DWSB compactifications, a natural question is how this effective theory generalizes to the full set of DWSB vacua. In particular, one may wonder if the no-scale structure of $\frac{1}{2}$DWSB vacua is also present there. If not, there is a chance that (almost) all the moduli of DWSB compactifications are lifted at tree-level. Note that in order to answer this question one does not necessarily need to have a very good understanding of the four-dimensional effective theory. Indeed, since DWSB vacua are defined in terms of first order differential equations for the SU(3)-invariant forms $J$ and $\Omega$, one may implement the approach of [61, 62], which is based on the existence of integrable structures such as the ones associated to $J$ and $\Omega$, to compute the amount of moduli in these compactifications.

As is well-known, whatever the effective field theory is, the dilaton should not be stabilized at tree-level, and one should consider backgrounds with gaugino condensates in order to lift such modulus. Remarkably, heterotic backgrounds with fermion condensates seem to share many of the interesting properties of purely bosonic vacua analyzed in this paper. Indeed, we have shown that the supersymmetry conditions for gaugino condensate heterotic vacua can also be understood in terms of calibrations. Hence, one could in principle also extend the DWSB ansatz to this richer class of backgrounds. In practice, however, in order to compute the 4d vacuum energy one has to impose the gaugino equations of motion, and so an off-shell expression of the scalar potential is not available. While this prevents a systematic analysis of $\mathcal{N} = 0$ vacua with gaugino condensate, the classification of these backgrounds in terms of calibrations should hopefully constitute a useful framework for
future investigations on these kinds of issues.

Indeed, an obvious application of our results would be to adapt the type IIB scenarios in \cite{22,23} to the heterotic context. Recall that the basic ingredients of such constructions involve an $\mathcal{N} = 0$ no-scale vacuum and a mechanism breaking such no-scale structure, such as $\alpha'$-corrections and/or non-perturbative effects. All these ingredients have a worldsheet and/or a ten-dimensional supergravity description in the present heterotic context, which may allow for a more rigorous understanding of the de Sitter landscape in string theory.

At any rate, we hope that the developments in this paper help developing a broader picture of the set of $\mathcal{N} = 0$ vacua in string theory vacua, allowing to derive interesting results on the above and related issues.

Acknowledgments

It is a pleasure to thank P. G. Cámara, M. Haack, S. GrootNibbelink, A. Sagnotti, M. Trapletti, D. Tsimpis and P. K. S. Vaudrevange for useful discussions. This work is supported in part by the Cluster of Excellence “Origin and Structure of the Universe” in München, Germany.
A. Fermionic conventions and SU(3)-structure

In ten dimensions, we use $M, N, \ldots$ as curved indices and we underline flat indices $\underline{M}, \underline{N}, \ldots$. We use a real representation of the ten-dimensional gamma matrices $\Gamma^M$, in which the Majorana spinors are real. The ten-dimensional chiral operator is

$$\Gamma^{(10)} := \Gamma^{0, \ldots, 9}.$$  \hspace{1cm} (A.1)

The heterotic ten-dimensional supersymmetry generator $\epsilon$ is Majorana-Weyl, meaning that it is real and it satisfies the chirality condition $\Gamma^{(10)} \epsilon = \epsilon$.

For any $p$-form $\rho$, then we use the notation

$$\rho := \frac{1}{p!} \rho_{M_1 \ldots M_p} \Gamma^{M_1 \ldots M_p}.$$ \hspace{1cm} (A.2)

where $\Gamma^{M_1 \ldots M_p} \equiv \Gamma^{[M_1 \ldots M_p]}$.

In a compactification of the form $X_{10} = X_4 \times M$, we split the ten-dimensional gamma matrices $\Gamma^M$ in terms of four- and six-dimensional gamma matrices $\hat{\gamma}^\mu$ (associated with the unwarped $X_4$ metric) and $\gamma^m$ in the following way

$$\Gamma^\mu = e^{-A} \hat{\gamma}^\mu \otimes 1 \quad \Gamma^m = \gamma^{(4)} \otimes \gamma^m$$ \hspace{1cm} (A.3)

where $\gamma^{(4)} = i \hat{\gamma}^{0123}$ is the standard four-dimensional chiral operator. The six-dimensional chiral operator is in turn $\gamma^{(6)} = -i \hat{\gamma}^{123456}$ and so we have that $\Gamma^{(10)} = \gamma^{(4)} \otimes \gamma^{(6)}$.

The ten-dimensional supersymmetry generator $\epsilon$ can be accordingly decomposed as

$$\epsilon = \zeta \otimes \eta + \text{ c.c.}$$ \hspace{1cm} (A.4)

with $\gamma^{(4)} \zeta = \zeta$ and $\gamma^{(6)} \eta = \eta$. If $X_4$ is Minkowski, then $\zeta$ is a constant chiral spinor. If $X_4$ is AdS$_4$, then $\zeta$ is the Killing spinor defined by $\nabla_\mu \zeta = \frac{1}{2} w_0 \hat{\gamma}_\mu \zeta^*$, where $w_0$ has arbitrary phase and is related to the AdS$_4$ radius $R$ by $|w_0| = 1/R$.

The internal spinor $\eta$ can be used to construct a real two-form $J$ and a complex three-form $\Omega$ as follows

$$J_{mn} = \frac{i}{||\eta||^2} \eta^\dagger \gamma_{mn} \eta, \quad \Omega_{mnp} = \frac{1}{||\eta||^2} \eta^T \gamma_{mnp} \eta,$$ \hspace{1cm} (A.5)

where $||\eta||^2 \equiv \eta^\dagger \eta$. Furthermore

$$I^m_n = \frac{i}{||\eta||^2} \eta^\dagger \gamma^m_n \eta = g^{mk} J_{km}$$ \hspace{1cm} (A.6)

is an almost complex structure with respect to which the metric is hermitian, with associated projector onto $(1,0)$ vectors

$$P^m_n = \frac{1}{2} (\delta^m_n - i I^m_n).$$ \hspace{1cm} (A.7)

Then $J$ is the associated Kähler (or fundamental) $(1,1)$-form and $\Omega$ is a globally defined $(3,0)$-form.
The compatibility conditions between $\Omega$ and $J$ imply that their exterior derivatives take the following general form

\[ d J = -\frac{3}{2} \text{Im}(W_1 \Omega) + W_4 \wedge J + W_3 \]
\[ d \Omega = W_1 J \wedge J + W_2 \wedge J + \overline{W}_5 \wedge \Omega \quad (A.8) \]

where $W_1$ is a complex scalar, $W_2$ is $(1,1)$ and primitive, $W_3$ is real $(2,1) + (1,2)$ and primitive, $W_4$ is a real one-form, $W_5$ is a real one-form. $W_1, \ldots, W_5$ are called 	extit{torsion classes}. Roughly speaking, the torsion classes measure the failure of an SU(3)-structure to define a Calabi-Yau metric, which has $W_1 = \ldots = W_5 = 0$.

**B. Supersymmetry breaking and relation between spinorial and tensorial formalism**

In this appendix we discuss the relation between the most general violation of the standard Killing spinors equations obtained by setting $0 = \delta \psi_M = \delta \lambda = \delta \chi$ and the violation of the equivalent supersymmetry conditions in SU(3)-structure form. We use the spinorial decomposition described in appendix A and split the ten-dimensional gravitino $\psi_M$ into external components $\psi_\mu$ and internal components $\psi_m$. We will discuss both the cases with and without a non-vanishing gaugino bilinear.

**B.1 Classical supersymmetry breaking and spinors**

We first discuss external gravitino and gaugino, which are straightforward, and later discuss the internal gravitino and dilatino.

The external components of (2.6a) takes the form

\[ \delta \psi_\mu = \frac{1}{2} e^A \zeta_\mu \otimes (\mathcal{D}A_\eta + e^{-A} w_0 \eta^*) + \text{c.c.} \quad (B.1) \]

Since $\mathcal{D}A_\eta$ and $\eta^*$ are orthogonal, it is clear that the violation of the condition $\delta \psi_\mu = 0$ is in one-to-one correspondence with the constancy of the warping and the vanishing of the cosmological constant.

On the other hand, the gaugino transformation (2.6c) takes the form

\[ \delta \chi = \frac{1}{2} \zeta \otimes \mathcal{F} \eta + \text{c.c.} \quad (B.2) \]

We can write

\[ \mathcal{F} \eta = -i (J \cdot F) \eta + \frac{1}{2} (\iota_m \Omega \cdot F) \gamma^m \eta^* \quad (B.3) \]

The two terms on the r.h.s. are orthogonal and their vanishing corresponds to the two conditions that $F$ is primitive and $F^{0,2} = 0$ respectively.

Let us now turn to the internal gravitino and dilatino. The corresponding variations (2.6a) and (2.6b) split as follows

\[ \delta \psi_m = \zeta \otimes \left( \nabla_m - \frac{1}{4} \mathcal{H} m \right) \eta + \text{c.c.} \quad (B.4a) \]
\[ \delta \lambda = \zeta \otimes \left( \mathcal{D} \phi - \frac{1}{2} \mathcal{H} \right) \eta + \text{c.c.} \quad (B.4b) \]
We introduce the decompositions
\[
\begin{align*}
\left( \nabla_m - \frac{1}{4} \mathbb{H}_m \right) \eta &= i p_m \eta + q_{mn} \gamma^n \eta^* \\
\left( \partial \phi - \frac{1}{2} \mathbb{H} \right) \eta &= u_m \gamma^m \eta + r \eta^*
\end{align*}
\]  
(B.5a)
(B.5b)

where \( p_m \) is real and \( q_{mn} \) and \( u_m \) are restricted by the projector conditions \( \bar{P}^k q_{nk} = P^k u_k = 0 \). Then, we can translate the most general violation of \( \delta \eta = \delta \lambda = 0 \) in terms of the non-vanishing of the parameters \( p_m, q_{mn}, u_m \) and \( r \). These are in turn related to the exterior derivatives of the SU(3)-structure tensors \( J \) and \( \Omega \) as follows
\[
\begin{align*}
e^{2\phi} d(e^{-2\phi} J \wedge J) &= -4 \text{Re} \ u \wedge J \wedge J - 8 \text{Re} (s^* \wedge \Omega) \\
e^{2\phi} d(e^{-2\phi} \Omega) &= 2(\text{ip} - u) \wedge \Omega - rJ \wedge J + 8is \wedge J \\
e^{2\phi} d(e^{-2\phi} J) - *H &= 2\text{Im}(r^* \Omega) - 4 \text{Re} \ u \wedge J - 2\text{Im}(t^m \wedge \nu_n \Omega)
\end{align*}
\]  
(B.6a)
(B.6b)
(B.6c)

Here \( s = \frac{1}{2} q_{mn} dy^m \wedge dy^n, t^m = q_{mn} dy^m, u = u_m dy^m \) and \( p = p_m dy^m \). Clearly, by setting \( p_m = q_{mn} = u_m = r = 0 \) one gets the conditions (4.1).

Let us now discuss how the general SUSY-breaking ansatz (4.7)–(4.9) restricts the form of the SUSY-breaking parameters \( p_m, q_{mn}, u_m \) and \( r \). First of all, (4.7a) and the non-primitive component of (4.7b) imply that \( u = 0 \) and \( s^{(2,0)} = 0 \). Then, by imposing (4.3) one gets \( p = 0 \). Furthermore, from (4.7b) one obtains \( r = g^{mn} q_{mn} \) and \( q^{(2,0)} = 0 \). Thus, we see that the SUSY-breaking condition (4.8) takes the form
\[
e^{2\phi} d(e^{-2\phi} \Omega) = -rJ \wedge J + 8is \wedge J
\]  
(B.7)

where \( s \) is (1,1) and can be decomposed in primitive and non-primitive part as follows: \( s = -\frac{3}{4} r J + s_p \). Comparing with the first condition in (4.14), we see that
\[
r = 3W_1, \quad s_p = -\frac{i}{8} W_2
\]  
(B.8)

### B.2 Supersymmetry breaking in presence of a gaugino condensate

Here we discuss how the supersymmetry breaking equations alter if one allows for a gaugino condensate. The supersymmetry variations of the gravitino and dilatino (2.6a) and (2.6b) get changed into
\[
\begin{align*}
\delta \psi_M &= \left( \nabla_M - \frac{1}{4} \mathbb{H}_M + \frac{1}{16} \Sigma_{\Gamma M} \right) \epsilon, \\
\delta \lambda &= \left( \partial \phi - \frac{1}{2} \mathbb{H} - \frac{1}{8} \Sigma \right) \epsilon,
\end{align*}
\]  
(B.9a)
(B.9b)

while the variation of the gaugino (2.6c) remains unchanged. For the external component of (B.9a) one obtains then
\[
\delta \psi_\mu = \frac{1}{2} e^{A_\mu} \zeta \otimes \left( \partial A \eta + e^{-A} w_0 \eta^* - \frac{1}{8} \Sigma \eta \right) + c.c.
\]  
(B.10)
This shows that after a gaugino condensate is added the condition $\delta \psi_\mu = 0$ no longer forces the cosmological constant to be zero or the warp factor to be constant. Allowing for additional violation of $\delta \psi_\mu = 0$ yields

$$\Sigma_\eta = 8\partial A_\eta - 16v_m \gamma^m \eta + 8e^{-A}\omega_0 \eta^* - 16 h \eta^* = 8\partial A_\eta - 16v_m \gamma^m \eta + 8e^{-A}\sigma_0 \eta^* \quad (B.11)$$

where $\sigma_0 = \omega_0 - 2e^Ah$ and $v_m$ is restricted by $P^k_n v_k = 0$. Below, we will impose that $v_m = 0$, so that $\delta \psi_\mu \propto \zeta \otimes \eta^* + \text{c.c.}$, which is a natural assumption if we want to interpret the SUSY-breaking in $\mathcal{N} = 1$ four-dimensional terms.

The internal component of the gravitino variations and the dilatino variation read

$$\delta \psi_m = \zeta \otimes (\nabla_m - \frac{1}{4} \mathbb{M}_m + \frac{1}{16} \Sigma \Gamma_m) \eta + \text{c.c.} \quad (B.12a)$$

$$\delta \lambda = \zeta \otimes (\phi \phi - \frac{1}{2} \mathbb{M} - \frac{1}{8} \Sigma) \eta + \text{c.c.} \quad (B.12b)$$

which can be decomposed as

$$\left(\nabla_m - \frac{1}{4} \mathbb{M}_m + \frac{1}{16} \Sigma \Gamma_m\right) \eta = i\tilde{p}_m \eta + \tilde{q}_{mn} \gamma^m \eta^* \quad (B.13a)$$

$$\left(\phi \phi - \frac{1}{2} \mathbb{M} - \frac{1}{8} \Sigma\right) \eta = \tilde{u}_m \gamma^m \eta + \tilde{r} \eta^* \quad (B.13b)$$

where $\tilde{p}_m$ is real and $\tilde{q}_{mn}$ and $\tilde{u}_m$ are restricted by the projector conditions $\tilde{P}^k_n \tilde{q}_{mk} = P^k_n \tilde{u}_k = 0$. Hence, the violation of $\delta \psi_m = \delta \lambda = 0$ can be expressed by the parameters $\tilde{p}_m$, $\tilde{q}_{mn}$, $\tilde{u}_m$ and $\tilde{r}$. The exterior derivatives of the SU(3)-structure tensors $J$ and $\Omega$ read then

$$e^{-2A+2\phi} d \left( e^{2A-2\phi} J \wedge J \right) = 4 \text{Re} \left( v - \tilde{u}\right) \wedge J \wedge J - 8 \text{Re} \left( \tilde{s}^* \wedge \Omega \right) \quad (B.14a)$$

$$e^{-3A+2\phi} d \left( e^{3A-2\phi} \Omega \right) = (2i\tilde{p} - 2u + 5v) \wedge \Omega - (\tilde{r} + e^{-A} \omega_0 - 2h) J \wedge J + 8i \tilde{s} J \quad (B.14b)$$

$$e^{-4A+2\phi} d \left( e^{4A-2\phi} J \right) - *T = \text{Im} \left( [2\tilde{r}^* + 3e^{-A} \omega_0 - 6h^*] \Omega \right) + \text{Re} \left( 14v - 4\tilde{u}' \right) \wedge J - 2 \text{Im} \left( \tilde{s}^* \wedge \nu_n \Omega \right) \quad (B.14c)$$

Here we used $\tilde{s} = \frac{1}{2} \tilde{q}_{mn} dy^m \wedge dy^n$, $\tilde{r}^* = \tilde{q}_m^* dy^m$, $\tilde{u} = \tilde{u}_m dy^m$ and $\tilde{P} = \tilde{p}_m dy^m$. After setting $\tilde{p}_m = \tilde{q}_{mn} = \tilde{u}_m = v_m = \tilde{r} = h = 0$ one obtains (8.17) and (8.18).

The parameters $\tilde{p}_m$, $\tilde{q}_{mn}$, $\tilde{u}_m$, $v_m$, $\tilde{r}$ and $h$ get severely restricted by our SUSY-breaking ansatz. First, we impose $v = 0$, for the reason discussed above. Then, by imposing (8.17a) and (8.17b) one obtains $\tilde{u} = 0$, $\tilde{s} = 0$, $\tilde{r} = 0$, $\tilde{r} - 3h = g^{mn} q_{mn}$ and $\tilde{q}^{2,0} = 0$. Furthermore, from (4.9) one gets $\tilde{p} = 0$. Hence, the remaining SUSY-breaking condition is

$$e^{-3A+2\phi} d \left( e^{3A-2\phi} \Omega \right) = - (\tilde{r} + e^{-A} \sigma_0) J \wedge J + 8i \tilde{s} \wedge J = - \tilde{r} J \wedge J + 8i \tilde{s} \wedge J \quad (B.15)$$

which is of the same form as (B.7). Thus, $\tilde{s} = - \frac{i}{6} \tilde{r} J + s_P$ and the comparison to (8.26) gives

$$\tilde{r} = 3W_1, \quad s_P = - \frac{i}{8} W_2 \quad (B.16)$$
C. Dual formulation of heterotic supergravity

The dual formulation of the heterotic theory is expressed in terms of the seven-form flux $H = e^{-2\phi} * H$. In this formulation the six-form potential $B$, $d \hat{B} = \hat{H}$, plays the role of the fundamental field and couples electrically to the 5-brane charge of the background and the BI (2.4) arises as the equation of motion of $\hat{B}$. For this reason, this frame is the natural one to describe the coupling of NS5-branes.

The complete dual formulation up to order $\alpha'$ can be found in [52] and the dualization procedure relating the two formulations is discussed in detail in [63]. Here we just focus on the bosonic sector. Start from the new action

$$S' = S - \frac{1}{2\kappa^2} \int_{X_{10}} \hat{B} \wedge \left[ dH + \frac{\alpha'}{4} (\text{Tr} F \wedge F - \text{Tr} R_+ \wedge R_+) \right],$$

(C.1)

where $S$ as in (2.1), but where $H$ and $\hat{B}$ should be considered as elementary independent fields. By varying with respect to $\hat{B}$ one gets the Bianchi identity (2.4) and then, integrating out $\hat{B}$ just produces the original action (2.1).

On the other hand, by extremizing $S'$ with respect to $H$, one gets

$$\hat{H} = e^{-2\phi} * H$$

(C.2)

By plugging (C.2) into (C.1) and keeping only $O(\alpha')$ terms, we arrive at the dual action

$$\hat{S} = \frac{1}{2\kappa^2} \int d^{10} x \sqrt{-g} e^{-2\phi} \left[ R + 4(d\phi)^2 - \frac{1}{2} e^{4\phi} \hat{H}^2 + \frac{\alpha'}{4} (\text{Tr} R_+^2 - \text{Tr} F^2) \right]$$

$$- \frac{\alpha'}{8\kappa^2} \int_{X_{10}} \hat{B} \wedge (\text{Tr} F \wedge F - \text{Tr} R_+ \wedge R_+).$$

(C.3)

The supersymmetry transformations in the dual formulation are as in (2.6), up to terms which vanish on-shell at order $\alpha'$.

Let us also consider the duality transformation in presence of a non-vanishing gaugino. It is useful to introduce a three-form $\Sigma$ defined by

$$\Sigma_{MNP} = \frac{\alpha'}{4} \text{Tr} \chi \Gamma_{MNP} \chi$$

(C.4)

In the ordinary formulation which uses the 3-form $H$ as fundamental, the relevant terms in the action are now as in (8.1). By performing the duality transformation described above we now get

$$\hat{H} = e^{-2\phi} * T$$

(C.5)

with $T = H - \frac{1}{2} \Sigma$ and the dual action with non-vanishing gaugino terms now reads

$$\hat{S}' = \hat{S} - \frac{\alpha'}{4\kappa^2} \int d^{10} x \sqrt{-g} e^{-2\phi} \chi (\hat{\Psi} - \frac{1}{4} \hat{T}) \chi$$

(C.6)

Now the supersymmetry transformations are modified at $O(\alpha')$ by the presence of $\Sigma \neq 0$ and take the form (8.7).
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