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Abstract—The local feature detector and descriptor are essential in many computer vision tasks, such as SLAM and 3D reconstruction. In this paper, we introduce two separate CNNs, lightweight SobelNet and DesNet, to detect key points and to compute dense local descriptors. The detector and the descriptor work in parallel. Sobel filter provides the edge structure of the input images as the input of CNN. The locations of key points will be obtained after exerting the non-maximum suppression (NMS) process on the output map of the CNN. We design Gaussian loss for the training process of SobelNet to detect corner points as keypoints. At the same time, the input of DesNet is the original grayscale image, and circle loss is used to train DesNet. Besides, output maps of SobelNet are needed while training DesNet. We have evaluated our method on several benchmarks including HPatches benchmark, ETH benchmark, and FM-Bench. SobelNet achieves better or comparable performance with less computation compared with SOTA methods in recent years. The inference time of an image of 640×480 is 7.59 ms and 1.09 ms for SobelNet and DesNet respectively on RTX 2070 SUPER.

I. INTRODUCTION

Nowadays, convolutional neural networks have contributed significant improvements in many computer vision tasks, such as object detection, semantic segmentation, and stereo matching. In the past few years, there have been lots of works that exploit CNN to detect keypoints, such as [1, 2, 4]. However, compared with traditional methods like SIFT, those methods don’t show any significant improvement in terms of repeating errors, while CNNs always require much more computation. In contrast, CNNs show great performance in terms of descriptor matching such as HardNet [3]. Some modern tasks, such as SLAM [25] and augmented reality (AR) [26], attach great importance to real-time performance. As a result, dense descriptors that could be obtained through a one-time computation are preferred and patch descriptors like HardNet become less attractive owing to the time-consuming process which transforms the whole image to patch inputs of a certain size.

Handcraft filters and image pyramid are usually used in traditional keypoint detection methods, such as the Difference of Gaussians. The latter one is used to detect keypoints of different scales. In terms of computing descriptors, traditional methods often compare the keypoints with their neighbor points to determine the directions and values of their corresponding descriptors. In recent years, many researchers attempt to utilize CNNs to detect keypoints and compute their descriptors. Most of them choose the original image as the input of their networks, such as [1, 4, 5]. However, our work is inspired by Key.Net [2], which uses the output feature maps of handcraft filters as the inputs of CNN. Handcraft filters could help to significantly reduce the computation burden of CNN because it eliminates most of the information in the images which is redundant as we just care about finding out the corner points. Similar to Key.Net, we also use multi-scale images as the inputs of SobelNet to detect the same points with small scale change. Different from Key.Net that uses several handcraft filters, our method only uses one handcraft filter, Sobel filter that is an easy and effective filter to detect the edge structures of an image and robust with the Gaussian noise in the image. We believe that CNN can be trained to find out corner points based on the edge structures and carefully designed loss function.

In recent years, training keypoint detector and descriptor in a joint manner, such as [1, 4, 5], is becoming a trend with the assumption that keypoints’ locations have a close relationship with their corresponding descriptors. The network architectures of those works always contain a shared backbone network and two separate heads for keypoint detection and descriptor computation respectively. What’s more, some works such as [8, 27] exploit the difference in descriptor map to train the detector, considering that points with similar descriptors should not be treated as keypoints. However, in our opinions, keypoint detection and descriptor computation are different tasks and should focus on separate issues. It is the obligation of the detector to detect the same keypoints with different viewpoints as many as possible. And corner points meet the above condition. In most cases, corner points will remain as corner points after a perspective transformation of...
an image. As a result, the purpose of SobelNet is to detect corner points. As for descriptor, the descriptors of the corresponding points between the images before and after a perspective transformation should be similar and the descriptors of the non-corresponding points should be distinctive.

There are three main contributions of this paper: 1) SobelNet exploits the Sobel filter to eliminate redundant information of images and reduce the computation requirement of CNN. 2) We propose a loss function, Gaussian loss, to train SobelNet to detect corner points as keypoints. 3) We use keypoint candidates to train DesNet to improve the performance of DesNet.

II. RELATED WORKS

In terms of traditional keypoint detectors and descriptors, Scale-Invariant Feature Transform (SIFT) [7] is the most well-known method used in many computer vision tasks. SIFT detects initial location of key points through multi-level Difference of Gaussian (DoG) process, then rejects keypoints with low contrast and eliminates edge responses to accurate keypoint localization. A keypoint’s descriptor is created by computing the gradient magnitude and orientation at each image sample point in a region around the keypoint location. This is a time-consuming method. In real-time applications like [25], ORB [6] is much more popular, which improves the computing speed at the expense of detecting and matching accuracy.

As for machine learning methods, joint network architectures and joint learning methods attract much research attention, such as [1, 4, 5, 8]. SuperPoint [4] presents a self-supervised framework for training interest point detectors and descriptors which is pre-trained on Synthetic Shapes and then trained on real images by the Iterative Homographic Adaptation technique. That means it uses the current network to detect key points as pseudo-ground truth to train the network again. UnSuperPoint [5] is inspired by SuperPoint which produces a score map and a relative position coordinate map for keypoint detector rather than applying a “depth to space” method as SuperPoint which makes iterative training a necessary. However, UnSuperPoint meets trouble that it prefers to detect key points at the edge of the 8x8 region although it applies a forced method to make the position coordinates of key points distribute uniformly in the 8x8 region. R2D2 [8], whose detector produces a reliability map and a repeatability map, puts both repeatability and discriminant issues into consideration to detect keypoints. But as far as we are concerned, distinguishing the keypoints is the descriptors’ job, and besides, a keypoint with a certain structure may be discriminative in one image but not in another image. As a result, it’s hard to define discriminant in

III. ARCHITECTURES AND LOSS FUNCTIONS

In this chapter, the architectures of SobelNet and DesNet will be introduced. And we also present our original Gaussian loss and the implementation of circle loss [10].

A. Architecture of SobelNet

The overall framework of SobelNet is shown in Fig. 1. The input image pyramid includes the original size image and two downscaled images whose scale factors are \( \sqrt{2} \) and 2 respectively. Each image is processed through three convolutional layers with eight channels remaining its dimension. After the last layer of the three layers, the downscaled feature maps are upsampled to the original image size. Subsequently, feature maps will be summed up to put the features of all scale images into consideration. Then, the summation is sent to the final convolutional layer to produce an output score map. We set the value of points in the score map whose values are less than a certain ratio of the maximum value of the score map to zero to discard the low quality keypoint candidates. In the end, a non-maximum suppression (NMS) is applied to detect final keypoints.

The network would be robust with scale changes owing to the image pyramid input. And besides, before downscaling the image, we process the image through a Gaussian filter which could contribute to reducing the Gaussian noise in the image.

The process of the Sobel filter can be written as:

\[
\text{filter}_x = \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1 \\
\end{bmatrix}, \quad \text{filter}_y = \begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1 \\
\end{bmatrix}
\]

\[
\text{Sobel}_\text{out} = \sqrt{\text{filter}_x^2(\text{img}) + \text{filter}_y^2(\text{img})}
\]

Fig. 2. Architecture of DesNet is shown in this figure.
where img and Sobel_out represent input grayscale image and output of Sobel filter respectively.

B. Architecture of DesNet

In our opinion, a descriptor should have a large receptive field to contain as much information around the keypoints as possible. And if the receptive field is large enough, descriptors of different keypoints with a similar structure could be distinct enough to be distinguished, because their surrounding areas can’t be all the same in most of the real-world images. DesNet has a very common CNN architecture which is shown in detail in Fig. 2.

C. Gaussian Loss

Gaussian loss is designed to train SobelNet to detect corner points. Some details of Gaussian loss are shown in Fig. 3. When computing the Gaussian score of every point in the output score map (referred to Fig. 1), a Gaussian kernel, whose center value is normalized to 1, moves in X and Y directions with one stride. And the point which is being computed is always on the center of the Gaussian kernel so that there would be no edge effect, such as [4, 5], in our method. The Gaussian score is computed as follow:

\[
Gauss\_score_{center} = \frac{\sum_{i \in R} weight_i * p_i + \varepsilon}{\sum_{i \in R} weight_i} \tag{2}
\]

where \( R \) represents the region in the image covered by the current Gaussian kernel and weight, and \( p \) represent the value of the Gaussian kernel and the output score map in the corresponding position. Considering that a higher score always means a higher quality point, we multiply the fraction by the value of the center point.

Under ideal conditions, we assume that every point of the edge has an equal value as shown in Fig. 3c and Fig. 3d. The blue and green square in Fig. 3c and Fig. 3d denote the same Gaussian kernel computing on different positions of the edge, and the dots in the center of squares represent the computing points or center points in terms of output score map and Gaussian kernel respectively. In Fig. 3c it’s clear that the Gaussian score of the blue dot is higher than that of the green dot since the part of edge locating in the green square is longer than that located in the blue square. However, it’s hard to determine which one is longer as for the circumstance such as Fig. 3d. But Gaussian kernel has larger weights in its center area than those in its edge area and the edge area is always more than 2 pixels wide as for output of Sobel filter. As a result, in the green square of Fig. 3d, there are more points in its central areas so that in most cases, the Gaussian score of the blue dot is higher than the green one. Overall, the Gaussian score is competent to distinguish edge points and corner points. In addition, the characteristic of the Gaussian kernel also helps to reduce the impact of other edges or noise points in its edge area.

Now we have Gaussian scores of each point in the output score map. Subsequently, the Gaussian score map will go through an NMS process to find out local maximum scores and then local maximum scores are set 1 if they are greater than zero, while the others are set 0 to obtain corner point map. Then we design a mask to filter out low-quality corner points as follows:

\[
mask = \begin{cases} 
1 & \text{where } sobel\_edge > \alpha \cdot \max(sobel\_edge) \\
0 & \text{otherwise} 
\end{cases} \tag{3}
\]

so that the impact of noise in the input image and produced in the computing process could be eliminated. The new corner point map is obtained by multiplying the corner point map and mask:

\[
corner\_point\_map = corner\_point\_map \cdot mask \tag{4}
\]

The Gauss loss for the point is calculated by the following equation:

\[
Gauss\_loss\_point = 1 - \frac{\sum_{i \in R} weight_i \cdot p_i}{\sum_{i \in R} weight_i} \tag{5}
\]

where the right part of (5) is the same as the left part of (2). We only focus on the Gaussian loss of the points whose values in corresponding positions of corner point map are non-zero. In the end, the final Gaussian loss is the sum of Gaussian loss for points multiplied with normalizing weights as follows:

\[
weight_i = \frac{Gauss\_score\_point_i}{\sum_{i \in R} Gauss\_score\_point_i + \varepsilon} \tag{6}
\]

\[
Gauss\_loss = \sum_{i \in R} Gauss\_loss\_point_i \cdot weight_i \tag{7}
\]

where \( R \) is a set of positions where the points’ values are non-zero in the corner point map.

D. Implementation of Circle Loss

During the training process of DesNet, we utilize circle loss [10] to train our network. We set the two hyparameters in circle loss \( m \) and \( \gamma \) to 0.1 and 1. Please refer to circle loss [10] for more details.

IV. TRAINING PROCESS

In this section, we will explain how we train SobelNet and DesNet in detail and introduce the datasets we use during the training process.

A. Training and validation datasets

We select 12044 images whose height and width are both longer than 480 pixels from the MS COCO [29] 2017 training
dataset and 4000 images randomly selected from the TUM [18] dataset as the training dataset of SobelNet. And 500 images are randomly selected from the TUM dataset as the valuation dataset of SobelNet.

As for DesNet, we select 12044 images whose height and width are both longer than 480 pixels from MS COCO [29] 2017 training dataset as training dataset of DesNet and 471 images whose height and width are both longer than 480 pixels from MS COCO [29] 2017 valuation dataset as valuation dataset of DesNet.

B. Training process of SobelNet

As few datasets are designed specifically for keypoint detection task, we need to create our dataset. After we have chosen images for training, we modify the contrast, brightness, and hue value in HSV space to original images to improve the network’s robustness against illumination changes as Key.Net [2]. Then we apply homography, rotation, and scale transformations to the original images in sequence.

First of all, four corners of the images randomly move [-0.15, 0.15] percentage of the length of height and width of the images in both “Y” and “X” directions. Then we rotate the current images by [-90, 90] degrees randomly that contribute to the robustness of the Gaussian loss since the Gaussian kernel is symmetry by 90 degrees. At last, we rescale the current images to [0.85, 1.15] of their original size.

The original images, transformed images, and transformation matrices are sent to the training process. After being processed by SobelNet, we obtain two output maps, the original score map (OSP) and the transformed score map (TSP). Subsequently, we transform OSP and TSP by the corresponding transformation matrix and get OSP-T and TSP-T. Now, we compute the loss function to be optimized by the following equations:

\[
GL_{OSP} = \sum_{i \in R_1} GLP_{OSP} \ast \text{weight}_{OSP},
\]

\[
GL_{TSP} = \sum_{i \in R_2} GLP_{TSP} \ast \text{weight}_{TSP},
\]

where GL and GLP are short for Gaussian loss and Gaussian loss for point respectively, and R1 and R2 represent a set of positions where the point values are non-zero in TSP-T’s corner point map and a set of positions where the point values are non-zero in OSP-T’s corner point map respectively.

In the end, we apply the multi-scale Gauss Loss to train SobelNet to obtain robust performance for all kinds of corner points. We set “r” of the three Gauss kernels 4, 6, and 8 respectively. The final Gauss loss is computed as follows:

\[
GL_{final} = \sum_{r \in \{4, 6, 8\}} GL_{OSP} + GL_{TSP},
\]

C. Training process of DesNet

In this section, it turns to train our DesNet. Our purpose is computing descriptors to distinguish every keypoint. As a result, it would be more effective to just train the descriptors of the points (keypoint candidates) whose corresponding output score map points’ values are greater than \( \alpha \) (a setting threshold), than those of random points of the input image. The benefit could be seen in Table I. SobelNet* is a contrast network whose DesNet is trained with randomly selected points. The performance of the descriptors of SobelNet* shows a considerable drop.

And we randomly choose 40 descriptors of the positions in both descriptor map 1 and descriptor map 2 as shown in Fig. 4, that are apart from each other longer than 7 pixels and chosen from the potential area as introduced above. The transformation is the same as that in the training process of SobelNet, except that we don’t apply any rotation here. Then circle loss is used to train the 40 pairs of descriptors, to make the descriptors of the corresponding positions more similar and the different positions more distinct. The whole process is shown in Fig. 4.

V. EXPERIMENTS

In the following sections, we will introduce the metrics and the dataset used for evaluating our method. We evaluate our method on three benchmarks, namely HPatches benchmark [13], FM-Bench [12], and ETH benchmark [11]. We mainly compare our method against SIFT, a well-known traditional method, Key.Net, and ASLFeat which have the SOTA performance among machine learning methods in recent years.

A. HPatches benchmark

HPatches benchmark, which is a large-scale dataset of image sequences annotated with homographies, is widely used as a benchmark for keypoint detection and descriptor computation tasks, such as [1, 2, 4, 5]. The benchmark contains 117 sequences. In 57 scenes, the main nuisance factors are photometric changes and the remaining 59 sequences show significant geometric deformations due to viewpoint change. In this benchmark, we mainly focus on three metrics: 1) Key point repeatability (%Rep), the ratio of possible matches, and the minimum number of key points in the shared view. 2) Matching score (%M.S.), the ratio of correct matches (error threshold @ 5 pixels), and the minimum number of key points in the shared view. 3) Mean matching accuracy (%MMA), the ratio of correct matches, and possible matches. “Kpts” in Table I means the average keypoint amount in the shared view of the corresponding images. In this section, we limit the maximum number of keypoints of all methods to 5K and set NMS size 15 for machine learning methods the same as [2]. The experiment
results are shown in Table I. Our method performs better on %Rep while ASLFeat has better performance on %M.S and %MMA.

**B. FM-Bench**

While HPatches benchmark mainly concentrates on homography transformation and matching task, FM-Bench proposes a geometry estimation pipeline which includes pruning bad correspondences by Lowe’s ratio test [14] and outlier rejection by robust estimators such as RANSAC [15]. This pipeline finally generates the estimated fundamental matrices, which can effectively represent the ability of the keypoints and their descriptors to recover the pose transformation matrix of the camera, between the corresponding images.

The benchmark datasets include: 1) The TUM dataset [18], which provides videos of indoor scenes, where the texture is often weak and images are sometimes blurred due to the fast camera movement. 2) The KITTI odometry dataset [19], which consists of consecutive frames in a driving scenario, where the geometry between images is dominated by the forward motion. 3) The Tanks and Temples (T&T) dataset [20], which provides many scans of scenes or objects for image-based reconstruction, and hence offers wide-baseline pairs for evaluation. 4) The Community Photo Collection (CPC) dataset [21], which provides unstructured images of well-known landmarks across the world collected from Flickr. 1000 pairs in each dataset are randomly chosen for testing.

Notice that the TUM images used in this benchmark are different from the training and valuation dataset of SobelNet.

The most important metric in FM-Bench is %Recall. Given the fundamental matrix estimates, they are classified as accurate or not by thresholding the Normalized SGD error (0.05 by default), and use the %Recall, the ratio of accurate estimates to all estimates, for evaluation. The benchmark also presents the inlier rate (%inlier), i.e., the ratio of inliers to all matches, and the inlier rate before outlier rejection (%inlier-m). Besides, correspondence numbers (#corrs), which is less important since the impact of match numbers to high-level applications such as SIM [16] are arguable [17] are presented while #corrs-m means the match numbers before the estimation pipeline. In this section, we limit the maximum number of keypoints of all methods to 5K and set NMS size 3 for machine learning methods the same as [1]. The experiment results are shown in Table II. Our method works very well in the TUM, KITTI, and T&T datasets in which images are transformed continuously, but not so well in the CPC dataset in which images are extremely transformed.

**C. ETH benchmark**

We exploit the ETH benchmark to evaluate the performance of our method in terms of 3D reconstruction tasks. We evaluate our method on three small-scale benchmark datasets, the well-known MVS benchmark [23], and the South Building dataset [24]. The number of registered images and sparse points quantifies the completeness of the reconstruction. The number of observations per image, i.e., the
number of verified image projections of sparse points, and the track length, i.e., the number of verified image observations per sparse point is crucial for accurate calibration of the cameras and reliable triangulation. The overall reprojection error indicates the accuracy of the reconstruction. The dense point number is a single measure of the overall completeness of the reconstruction and the accuracy of the SFM results. In this section, we limit the maximum number of keypoints of all methods to 20K and set NMS size 3 for machine learning methods the same as [1]. The experiment results are shown in Table III. RootSIFT shows the best performance on reprojection error while machine learning methods always have a longer track length.

D. Efficiency

The inference time of an image of 640×480 is 7.59ms and 1.09ms for SobelNet and DesNet respectively on RTX 2070 SUPER. The efficiency comparison of multiplication operation numbers among our method, Key.Net, and ASLFeat is shown in Table IV. The computation of our method is much less than the other two. Besides, ASLFeat needs to compute peakiness score and post-processes after convolutional layers which could lead to a longer inference time.

VI. CONCLUSIONS

In this paper, we propose SobelNet trained by Gauss loss and DesNet trained by circle loss to detect keypoints and compute corresponding descriptors. Compared with previous machine learning [1, 2] and traditional [7] SOTA methods, SobelNet has a better or comparable performance on several benchmarks. Our method can work at high frequency on a common device due to our lightweight network architecture. However, we meet a similar problem as SuperPoint [4]. As shown in Fig. 5, SobelNet performs badly with default params owing to an extreme rotation angle. This problem could be solved with more careful data augmentation. For example, we rotate the images by [-90, 90] degrees during the training process of DesNet. As a result, DesNet performs well on image pairs with extreme rotations but worse on the above benchmarks in which images do not rotate so much. Overall, if the camera moves continuously and slightly, it’s OK to use our method (in chapter IV) to train DesNet, but if the camera moves at high speed or rotates too fast, we need to train DesNet more carefully.
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