PROVABLY ACCELERATED DECENTRALIZED GRADIENT METHODS OVER UNBALANCED DIRECTED GRAPHS.
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Abstract. We consider the decentralized optimization problem, where a network of \( n \) agents aims to collaboratively minimize the average of their individual smooth and convex objective functions through peer-to-peer communication in a directed graph. To tackle this problem, we propose two accelerated gradient tracking methods, namely APD and APD-SC, for non-strongly convex and strongly convex objective functions, respectively. We show that APD and APD-SC converge at the rates \( O \left( \frac{1}{k^2} \right) \) and \( O \left( \left( 1 - C \sqrt{\frac{q}{\mu}} \right)^k \right) \), respectively, up to constant factors depending only on the mixing matrix. APD and APD-SC are the first decentralized methods over unbalanced directed graphs that achieve the same provable acceleration as centralized methods. Numerical experiments demonstrate the effectiveness of both methods.
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1. Introduction. In this paper, we consider the following decentralized optimization problem within a system of \( n \) agents:

\[
\min_{x \in \mathbb{R}^p} f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x),
\]

where \( f_i(x) \) denotes a smooth and convex function privately held by agent \( i \), while \( x \) represents the global decision variable. Decentralized optimization finds extensive applications in contemporary scientific computing and engineering domains, including large-scale machine learning [5, 7, 10, 18, 36], wireless networks [2, 9, 32], and cognitive networks [8, 31], among others. Our work assumes that agents communicate through an unbalanced directed graph to solve the problem (1.1), where agents can only receive/send information from/to its in/out-neighbors.

Decentralized optimization can be traced back to the 1980s [4, 54, 55]. In recent years, the field has witnessed extensive research due to the rapid advancement of big data applications and the demand for large-scale distributed computing. Notable
developments include the distributed subgradient descent (DGD) method [37], which solves problem (1.1) across undirected networks for both strongly and non-strongly convex objective functions. DGD-based methods [33, 34, 37, 45, 67] employ diminishing stepsizes and encounter sublinear convergence rates, even for smooth and strongly convex functions. Dual-based methods [20, 30, 47, 51] require gradients of the dual functions, which are often challenging to compute in practice. Approaches such as EXTRA [48], NIDS [28], and gradient tracking methods [14, 15, 35, 42, 65] achieve linear convergence rates for smooth and strongly convex functions over undirected networks with (symmetric) doubly stochastic mixing matrices. Variants of the aforementioned methods involving communication compression, asynchronous updates, composite optimization, and stochastic gradients can be found in works such as [29, 40, 50, 52, 56].

However, the utilization of doubly-stochastic (both row and column stochastic) mixing matrices, which heavily depend on either undirected graphs or balanced directed graphs, might not be practical for certain applications [35, 57, 59, 60, 63]. For example, in wireless sensor networks, the directional communication induced by sensors broadcasting at varying power levels leads to directed communication [60]. The removal of slower communication links in an undirected network could result in directional communication [57], and computer networks inherently possess directed communication [63]. Constructing a doubly stochastic matrix for a directed graph often proves to be impractical. Existing approaches for creating doubly-stochastic matrices in directed graphs rely on carefully designed procedures that are resource-intensive and demand ideal communication conditions; refer to [19]. Furthermore, even if these strategies are applicable, the generated doubly stochastic matrices might exhibit unfavorable spectral properties, leading to inefficient information fusion. As a result, in the context of directed communication, the weighted mixing matrix is commonly designed to be either row or column stochastic [41, 57, 60].

Numerous endeavors have been dedicated to solving the decentralized optimization problem within the context of unbalanced directed graphs. Subgradient-Push [34] combines the push-sum protocol [22] with DGD to attain a sublinear convergence rate across time-varying unbalanced directed graphs. The Push-DIGing/ADD-OPT approaches presented in [35, 59] amalgamate the push-sum protocol with gradient tracking techniques, achieving linear convergence for smooth and strongly convex functions through the sole use of column stochastic mixing matrices. Several works focus on employing solely row stochastic matrices [57, 60]. The Push-Pull/AB methods introduced in [41, 60] employ a row stochastic matrix for decision variable mixing and a column stochastic matrix for gradient tracker mixing. These methods also achieve linear convergence for smooth and strongly convex objectives. For more related works, refer to [34, 39, 44, 46, 49, 53, 58, 62, 64, 68] and the references therein. However, it’s important to note that the convergence rates of the aforementioned dual-free methods cannot surpass $O\left(\frac{1}{k}\right)$ for non-strongly convex objective functions and $O\left((1-C(\xi))^{k}\right)$ for strongly convex objectives, up to constant factors.

Nesterov’s accelerated gradient descent method, initially introduced in [38], stands as a celebrated approach for achieving the optimal convergence rate for smooth and convex objective functions concerning first-order oracle complexity. In recent years, continuous efforts have been directed towards the development of accelerated decentralized gradient descent methods. Many of these methods are tailored to undirected graphs or, more broadly, utilize doubly stochastic mixing matrices [16, 17, 21, 23, 25, 26, 27, 43, 66]. Among them, OPAPC [23] attains lower bounds on both gradient computation complexity and communication complexity for undirected graphs, as established in [47]. Certain works [16, 21, 25, 26, 66] depend on inner loops consisting of
multiple consensus steps to ensure accelerated convergence. However, the reliance on inner loops could potentially limit these methods’ applications due to communication bottlenecks in decentralized computation [24, 27, 43]. Single-loop based methods, as explored in [43], yield convergence rates of \( O\left(\frac{1}{k^{1.4}}\right) \) for non-strongly convex objectives and \( O\left((1 - C\sqrt{\frac{1}{k}})^k\right) \) for strongly convex objectives, under the assumption of doubly stochastic mixing matrices. A recent study [27] establishes convergence rates of \( O\left(\frac{1}{k^{2}}\right) \) and \( O\left((1 - C\frac{1}{\mu L})^k\right) \) over time-varying balanced graphs. While employing row and column stochastic mixing matrices, the work in [61] introduces an accelerated AB method, demonstrating linear convergence properties under strongly convex objectives. However, it does not exhibit a match to the optimal convergence rate attained by Nesterov’s acceleration.

From theoretical aspects, Nesterov’s accelerated gradient methods are vulnerable to inexact gradient estimation. With general inexact first-order oracles, accelerated gradient methods accumulate errors and have slower convergence rates or even diverge [12, Sections 5.2 and 6], [13, Section 5]. After the emergence of gradient tracking methods on undirected graphs, much effort has been made to deal with the more involved consensus errors for non-accelerated methods on directed graphs and preserve the linear convergence [35, 41, 57, 59, 60]. However, Nesterov’s accelerated gradient methods require dedicated proofs, and the errors can accumulate quickly. Thus, dealing with the more complicated consensus errors on directed graphs in Nesterov’s accelerated gradient methods is even more challenging. Existing decentralized accelerated gradient methods on undirected graphs [23, 27, 43] cannot be extended to the cases of directed graphs easily. This motivated us to study inexact Nesterov’s accelerated gradient methods on directed graphs by probing into the structure of the more complicated consensus errors.

The contribution of this paper is to extend Nesterov’s accelerated gradient methods to distributed optimization on unbalanced directed graphs and provide theoretical guarantees for the optimal convergence rates (up to constants depending only on the mixing matrix). We introduce two innovative decentralized gradient methods: the Accelerated Push-DIGing (APD) tailored for non-strongly convex objective functions and its variant, APD-SC, specifically designed for strongly convex objective functions. To elaborate, we merge the Push-DIGing/ADD-OPT techniques [35, 59] with the accelerated first-order scheme AGM [1]. Notably, APD and APD-SC exclusively employ column stochastic mixing matrices and attain convergence rates of \( O\left(\frac{1}{k^{2}}\right) \) for non-strongly convex objectives and \( O\left((1 - C\frac{1}{\mu L})^k\right) \) for strongly convex objectives. To our best knowledge, these methods are the first decentralized methods to achieve such accelerated convergence rates and to match the optimal convergence rates (up to constants depended only on the mixing matrix) on unbalanced directed graphs.

2. Notation and Assumptions. We denote the Euclidean norm and its inner product by \( \|\cdot\| \) and \( \langle\cdot,\cdot\rangle \), respectively. All-ones and all-zeros vectors are denoted by \( \mathbf{1} \) and \( \mathbf{0} \), respectively. Their dimensions are omitted when evident from the context.

Let \( \mathbf{x}^\star \) be one solution to the problem (1.1). We employ lowercase bold letters to represent local variables and subscripts to distinguish variable iterations and owners. For instance, \( x_{k,i} \) denotes the value of agent \( i \)’s local variable \( x \) in the \( k \)-th iteration. Local variables are concatenated into \( n \)-by-\( p \) matrices, represented by uppercase bold letters. For example, \( \mathbf{X}_k = [x_{k,1}, \cdots, x_{k,n}]^\top \in \mathbb{R}^{n \times p}, \nabla F (\mathbf{X}_k) = [\nabla f_1 (x_{k,1}), \cdots, \nabla f_n (x_{k,n})]^\top \in \mathbb{R}^{n \times p} \). To facilitate the analysis of these concatenated \( n \)-by-\( p \) matrices, we introduce the following matrix norms for \( n \)-by-\( p \) and \( n \)-by-\( n \) matrices, respectively.
Then each agent $i$ exists some all nonzero entries in $C$. We assume that the mixing matrix $(C)$ positive weight proof can be found in [59, 62, 44].

**Definition 2.2.** Given a vector norm $\| \cdot \|_*$, the induced norm of an $n$-by-$n$ matrix $W$ is defined as $\| W \|_* = \sup_{x \neq 0} \frac{\|Wx\|_*}{\|x\|_*}$.

**Lemma 2.3** ([41, Lemma 5]). For any matrices $A \in \mathbb{R}^{n \times p}$, $W \in \mathbb{R}^{n \times n}$, and a vector norm $\| \cdot \|_*$, we have $\| WA \|_* \leq \| W \|_* \| A \|_*$. For any vectors $a \in \mathbb{R}^n$, $b \in \mathbb{R}^p$, $\| ab^\top \|_* = \| a \|_* \| b \|_*$.

The following lemma is derived directly from the elementary inequality: $2 \langle a, b \rangle \leq (\lambda - 1)\|b\|_*^2 \leq \|a\|_*^2 + \frac{\lambda}{\lambda - 1} \|b\|_*^2$ (forall $\lambda > 1$) and Definition 2.1.

**Lemma 2.4.** For any vector norm $\| \cdot \|_*$ induced by the inner product $\langle \cdot, \cdot \rangle_*$ and any $\lambda > 1$, we have $\|a + b\|_*^2 \leq \lambda \|a\|_*^2 + \frac{\lambda}{\lambda - 1} \|b\|_*^2$, $\forall a, b \in \mathbb{R}^p$, $\|A + B\|_*^2 \leq \lambda \|A\|_*^2 + \frac{\lambda}{\lambda - 1} \|B\|_*^2$, $\forall A, B \in \mathbb{R}^{n \times p}$.

The communication between agents is characterized by a strongly connected directed graph $G = (\mathcal{N}, \mathcal{E})$, where $\mathcal{N} = \{1, 2, \cdots, n\}$ and $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ is the edge set. We assume that the mixing matrix $C$ satisfies the following assumption.

**Assumption 2.5.** The matrix $C$ is supported by $G$, meaning that the indices of all nonzero entries in $C$ are in the set $\mathcal{E}$. The matrix $C$ is both regular and column stochastic, implying that all entries of $C$ are nonnegative, $1^\top C = 1^\top$, and there exists some $\ell \geq 0$ such that all entries of $C^\ell$ (the $\ell$-th power of $C$) are positive.

Such column stochastic matrix $C$ can be constructed as follows: each agent $i$ assigns a positive weight $C_{ji}$ to each agent $j$ in its out-neighborhood and also a positive weight $C_{ij}$ to itself. For any disconnected $i$ and $j$, $C_{ji}$ is set to 0 by default. Then each agent $i$ performs a scaling step to ensure that $\sum_{j \in \mathcal{N}} C_{ji} = 1$. As a result, a column stochastic matrix $C$ has been constructed in a distributed manner without communication. Due to the strong connectivity of $G$, the matrix $C$ is irreducible. The combination of irreducibility and the positivity of the diagonal entries in $C$ implies the regularity of $C$. From the Perron-Frobenius theorem [3], it follows that $C$ has a unique positive right eigenvector $p$ corresponding to the eigenvalue 1, satisfying $1^\top p = n$. The subsequent lemma can be derived in a manner similar to Lemma 3, Lemma 4, and Lemma 15 in [41], with $\rho(\cdot)$ denoting the spectral radius.

**Lemma 2.6** ([49, Lemma 3]). The spectral radius of $C - \frac{p1^\top}{n}$ is less than 1, i.e., $\rho(C - \frac{p1^\top}{n}) < 1$. Let $\theta = \frac{1}{2}(1 - \rho(C - \frac{p1^\top}{n}))$. Then, an invertible matrix $C \in \mathbb{R}^{n \times n}$ induces a vector norm $\| x \|_C = \| Cx \|$ for any $x \in \mathbb{R}^n$, such that

\[(2.1) \quad \|x\|_C \leq \|x\| \leq \delta_C \|x\|_C, \quad \|A\|_C \leq \|A\| \leq \delta_C \|A\|_C, \quad \forall x \in \mathbb{R}^n, A \in \mathbb{R}^{n \times p},\]

\[(2.2) \quad \| C - \frac{p1^\top}{n} \|_C \leq 1 - \theta, \quad \| I - \frac{p1^\top}{n} \|_C = 1.\]

The following lemma directly follows from the Perron-Frobenius theorem, and its proof can be found in [59, 62, 44].

**Lemma 2.7.** Let $v_{k+1} = Cv_k$ and $V_k = \text{Diag}(v_k)$. Under Assumption 2.5, there exist $\nu_- \geq 1$, which depends only on the mixing matrix $C$ and $v_0$, such that

\[(2.3) \quad \|v_k - p\|_C \leq (1 - \theta)^k \|v_0 - p\|_C, \quad \|V_k^{-1}\| \leq \nu_- .\]
We impose the following assumption on the objective functions in problem (1.1).

**Assumption 2.8.** For every index $0 \leq i \leq n$, the function $f_i(x)$ is $\mu$-strongly convex ($\mu \geq 0$) and $L$-smooth. In other words, for any vectors $x, y \in \mathbb{R}^p$,

\[
\langle \nabla f_i(x) - \nabla f_i(y), x - y \rangle \geq \mu \|x - y\|^2, \quad \|\nabla f_i(x) - \nabla f_i(y)\| \leq L \|x - y\|.
\]

The scenario $\mu = 0$ corresponds to non-strongly convex $f_i$, while the case $\mu > 0$ corresponds to strongly convex $f_i$. This paper will encompass both non-strongly and strongly convex objective functions.

According to [6, Lemma 3.5], under Assumption 2.8, there holds for any $x, y \in \mathbb{R}^p$,

\[
(\nabla f_i(x) - \nabla f_i(y), x - y) \geq \frac{1}{2L} \|\nabla f_i(y) - \nabla f_i(x)\|^2.
\]

### 3. The Accelerated Push-DIGing Methods

#### 3.1. Algorithm development

The methods APD and APD-SC are unified in **Algorithm 3.1.** We employ Option I for non-strongly convex objective functions ($\mu = 0$), corresponding to APD, and Option II for strongly convex objective functions ($\mu > 0$), corresponding to APD-SC. We let $V_k = \text{Diag}(v_k)$ for $0 \leq k \leq K$. In each iteration, agent $i$ maintains five local variables: $x_{k,i}, y_{k,i}, z_{k,i}, g_{k,i} \in \mathbb{R}^p$ and $v_{k,i} \in \mathbb{R}$. After $K$ iterations, the variable $v_{K,i}^{-1} y_{K,i}$ is computed locally and serves as a local estimate of $\frac{1}{n} \sum_{i=1}^{n} y_{K,i}$ at agent $i$. The formal convergence result is in **Theorem 3.1.**

Let’s illustrate the development of APD using the non-strongly convex case (Option I) as an example. The formulation of APD incorporates key components from the AGM scheme [1] and the Push-DIGing/ADD-OPT method [35, 59]. AGM stands out as a remarkable adaptation of Nesterov’s accelerated gradient methods, seamlessly combining gradient and mirror descent principles. Here, we adopt a simplified version of AGM tailored to Euclidean space, wherein we substitute mirror descent with gradient descent.

(i) Simplified AGM ($\alpha_k = O(1/k)$ and $\tau_k = O(1/k)$):

\[
y_{k+1} = x_k - \frac{1}{L} \nabla f(x_k),
\]

\[
z_{k+1} = z_k - \frac{\alpha_k}{L} \nabla f(x_k),
\]

\[
x_{k+1} = (1 - \tau_{k+1}) y_{k+1} + \tau_{k+1} z_{k+1}.
\]

(ii) Push-DIGing/ADD-OPT:

\[
v_{k+1} = C v_k,
\]

\[
X_{k+1} = C (X_k - \eta G_k),
\]

\[
G_{k+1} = C G_k + \nabla F \left( V_{k+1}^{-1} X_{k+1} \right) - \nabla F \left( V_{k+1}^{-1} X_k \right).
\]

Combining (3.1) and (3.2) results in the update rule (3.3) for Option I ($\beta = 0$).

#### 3.2. Convergence rate

In this section, we outline the analysis approach for both APD and APD-SC and present their primary convergence results. To start, similar to several earlier studies involving gradient tracking methods [41, 42, 43], we decompose the variables $X_k, Y_k, Z_k, G_k$ as their “average parts” and the consensus errors. To this end, we introduce the notation $U_k = V_k^{-1} X_k$ and

\[
\bar{x}_k = \frac{1}{n} 1^\top X_k, \quad \bar{y}_k = \frac{1}{n} 1^\top Y_k, \quad \bar{z}_k = \frac{1}{n} 1^\top Z_k, \quad \bar{g}_k = \frac{1}{n} 1^\top G_k.
\]
Algorithm 3.1 decentralized accelerated method for smooth convex functions

Require: iteration number: $K$; stepsizes: $\eta > 0$; initial values: $X_0, v_0$ with $v_0 > 0$ and $1^T v_0 = n$; mixing matrix: $C$

Option I (APD for non-strongly convex objective functions):
Set $c_+ \in (0, 1/4], w_1 \in (0, c_+/5], \alpha_k = 1 + w_1 k, \tau_k = \frac{c_+}{1 + w_1 k} \in [c_-, 1], \beta = 0$

Option II (APD-SC for strongly convex objective functions):
Set $c_+ \in (0, 1/4], \alpha_k \equiv \alpha \geq 1, \tau_k \equiv \tau = \frac{c_+}{\alpha}, \beta \in \{ \frac{n \eta \mu}{2}, \frac{\tau}{2}, \frac{\theta}{4}, \frac{\theta^2}{8\tau} \}$

Initialize $Y_0 = X_0, Z_0 = X_0, V_0 = \text{Diag}(v_0), G_0 = \nabla F'(V_0^{-1} X_0)$

for $k = 0$ to $K - 1$ do

(3.3a) $v_{k+1} = C v_k$
(3.3b) $Y_{k+1} = C (X_k - \eta G_k)$
(3.3c) $Z_{k+1} = C ((1 - \beta) Z_k + \beta X_k - \alpha_k \eta G_k)$
(3.3d) $X_{k+1} = (1 - \tau_k) Y_{k+1} + \tau_k Z_{k+1}$
(3.3e) $G_{k+1} = C G_k + \nabla F'(V_{k+1}^{-1} X_{k+1}) - \nabla F'(V_k^{-1} X_k)$

end for

Output: $V_K^{-1} Y_K$

Then, we have the decomposition as follows:

$$
\begin{align*}
X_k &= \Pi_C X_k + p x_k, \\
Y_k &= \Pi_C Y_k + p y_k, \\
Z_k &= \Pi_C Z_k + p z_k, \\
G_k &= \Pi_C G_k + p \bar{g}_k,
\end{align*}
$$

where $\Pi_C = I - \frac{p_1}{n}$. Since $\lim_{k \to +\infty} C^k = \frac{p_1}{n}$, the mixing steps $C v_k$ and $C X_k$ indicate that $v_k$ and $X_k$ are converging $p$ and $p x_k$, respectively. This implies that $U_k = V_k^{-1} X_k$ is approaching $1 x_k$. The variable $G_k$ tracks the gradients using the relation derived from the column stochasticity of $C$:

$$
\bar{g}_k = \frac{1}{n} 1^T \nabla F'(U_k).
$$

As $U_k$ approaches $1 x_k$, $\bar{g}_k$ becomes close to $\frac{1}{n} 1^T \nabla F'(1 x_k) = \nabla f(x_k)$, which is the gradient of the objective function at $x_k$. When $\bar{g}_k = \nabla f(x_k)$, the update rule (3.3) with $\beta = 0$ simplifies to (3.1). This reveals that the difference between APD and the centralized method (3.1) can be controlled by comparing $\bar{g}_k$ with $\nabla f(x_k)$, a difference further bounded by $\|U_k - 1 x_k\|$ due to the $L$-smoothness of the objective functions. The key lemmas in our analysis are summarized in Fig. 1, where each term is either bounded by (or decomposed into) the weighted sum of its “out-neighbors” in the figure or canceled out, using the lemma/equation in the same text-box. For example, by Equation (4.6), the term $\langle \bar{g}_k, x_k - z_k \rangle$ can be bounded by weighted sum of $f(\bar{g}_k) - f(x_k)$ and $\|U_k - 1 x_k\|^2$. The solid lines refer to the relations that also occur in the analysis of centralized methods, while the dashed lines are the new relations caused by the consensus errors.
The main difficulties lie in the following two aspects: (1) the consensus error $\|U_k - 1\Omega_k\|$ has a rather complicated form than the counterpart of undirected graphs. To address this, we design an involved Lyapunov function $\Phi_k$ to bound it in §4.2, which reduces this problem into bounding $\Phi_k$. (2) As shown in Fig. 1, $\Phi_k$ is bounded by the gradient difference and $\|g_k\|^2$, which are further bounded by the function value differences. Eventually, all the terms in Fig. 1 are “influenced”. This also causes much trouble in the analysis for the “average” part. To overcome it, we do a linear coupling of all the inequalities that occurred in Fig. 1 with a series of dedicatedly designed weights so that the resulting inequality has only $f(\overline{y}_K) - f(x^*)$ and some Lyapunov functions which contain consensus errors on the left-hand-side, and only the initial values occur on the right-hand-side. We remark that the linear coupling process has unified forms for strongly-convex and non-strongly convex cases. This gives Lemma 4.9, which leads to Theorem 3.1.

**Theorem 3.1.** Under Assumptions 2.5 and 2.8. Let $\delta_C$, $v_-$, $\theta$, $\Pi C$ be defined in Lemma 2.6 and Lemma 2.7. Let

$$\Phi = 2\delta_C^2 \omega^2 \left( (1 + \frac{1}{4\theta^2}) \|\Pi C X_0\|^2_C + \frac{29\eta^2}{4\theta^4} \|\Pi C G_0\|^2_C \right) + 2\delta_C^2 \omega^2 \|v_0 - p\|^2_C (1 + \frac{1}{2\theta^2}) \|x_0\|^2_C.$$

For non-strongly convex objective functions ($\mu = 0$), if $c_+ \in (0, \frac{1}{4})$, $w_1 \in (0, \frac{c_+}{\alpha})$, $\alpha_k = 1 + w_1 k$, $\tau_k = \frac{c_+}{\alpha_k}$, $\eta \leq \min \left\{ \frac{\sqrt{\tau_k} \theta^4 \omega}{2580 \omega c_+ \theta \tau_k}, \frac{\sqrt{\tau_k} \theta^4 \omega}{2540 \omega c_+ \theta \tau_k} \|v_0 - p\| C \right\}$, $\beta = 0$, then the output of Algorithm 3.1 satisfies

$$\frac{1}{n} \sum_{i \in N} f(v_{K,i}^{-1} y_{K,i}) - f(x^*) + \frac{L}{n} \|V_{K}^{-1} Y_{K} - 1\overline{y}_K\|^2 \leq \frac{1}{3(1 + w_1 (K - 1))} \left( \|x_0 - x^*\|^2 + \frac{24L}{c_+ n \theta^3} \Phi + \frac{2}{c_+} (f(x_0) - f(x^*)) \right).$$

For strongly convex objective functions ($\mu > 0$), if $c_+ \in (0, \frac{1}{4})$, $\alpha \geq 1$, $\tau = \frac{c_+}{\alpha}$, $\eta \leq \min \left\{ \frac{\sqrt{\tau} \theta^3 \omega}{240 \omega c_+ \theta \tau}, \frac{c_+ n \theta^3 \omega}{2772 c_+ \theta \tau \|v_0 - p\| C} \right\}$, $\beta \in \left( 0, \min \left\{ \frac{\mu}{2}, \frac{\sqrt{\tau} \theta^3 \omega}{2}, \frac{\sqrt{\tau} \theta^3 \omega}{2} \right\} \right)$, then the output
of Algorithm 3.1 satisfies

\[
\frac{1}{n} \sum_{i \in \mathcal{N}} f(y_{K,i}^{-1} y_{K,i}) - f(x^*) + \frac{L}{n} \| V_K^{-1} Y_K - 1 y_K \|^2 \leq (1 - \beta)^{K-1} \cdot \frac{2}{3\alpha^2} \left( \frac{\| x_0 - x^* \|^2}{\eta} + \frac{24 L \alpha^2}{c_+ n \theta} \Phi + \frac{2}{c_+} (f(x_0) - f(x^*)) \right).
\]

(3.5)

Remark 3.2. Relation (3.4) gives the $O(1/k^2)$ rate of APD directly. To highlight the convergence rate of APD-SC, we omit other parameters except $\mu, L$ in the notation $O(\cdot)$ here. Then, by setting $\alpha = O({\sqrt{\mu}}), \eta = O(1/L)$, and $\beta = \min \{ \frac{\eta \mu}{2}, \frac{\eta}{\sqrt{\mu}} \} = O(\sqrt{\frac{1}{n}})$. Thus, (3.5) gives the convergence rate of $O((1 - C \sqrt{\frac{1}{n}})^k)$. We also remark that in practice, the stepsizes and parameters can be chosen in much larger ranges than the theoretical bounds. Our procedure to choose the parameters and stepsizes in practice is described in Section 5.

4. Unified Convergence Analysis of APD and APD-SC. This section presents the convergence of Algorithm 3.1. We use the convexity and smoothness with inexact gradients (Lemma B.2) to characterize the evolution of “average parts” in §4.1. All additional errors compared with the central accelerated gradient descent (3.1) are bounded by $\| U_k - 1 x_k \|^2$. Then, we construct Lyapunov functions to bound $\| U_k - 1 x_k \|^2$ in §4.2. The Lyapunov functions decay exponentially with additional errors, which can be eliminated by the descent of the “average parts” with proper parameters. The “linear coupling” in §4.3 has two layers of meanings. Firstly, our analysis can be viewed as an inexact version of AGM [1] in Euclidean space. Remark that AGM is an optimal first-order method that conducts “linear coupling” of gradient descent and mirror descent. Secondly, we do “linear coupling” for the inequalities characterizing the evolution of the “average parts” and the Lyapunov functions to prove the convergence rate.

4.1. Evolution of the “average part”. As $C$ is a column stochastic matrix, multiplying $\frac{1}{m}$ on both sides of (3.3b)-(3.3d), we have, for $0 \leq k < K$,

\[
\begin{align*}
\overline{y}_{k+1} &= \overline{x}_k - \eta \overline{g}_k, \\
\overline{x}_{k+1} &= (1 - \beta) \overline{x}_k + \beta \overline{x}_k - \alpha_k \eta \overline{g}_k, \\
\bar{x}_{k+1} &= (1 - \tau_{k+1}) \overline{y}_{k+1} + \tau_{k+1} \bar{x}_{k+1}.
\end{align*}
\]

(4.1a)

(4.1b)

(4.1c)

It follows from (4.1b) that

\[
2\alpha_k \eta \langle \overline{g}_k, \bar{x}_{k+1} - x^* \rangle = 2(1 - \beta) \langle \overline{x}_k - \bar{x}_{k+1}, \bar{x}_{k+1} - x^* \rangle + 2 \beta \langle \overline{x}_k - \bar{x}_{k+1}, \bar{x}_{k+1} - x^* \rangle \\
\leq (1 - \beta) \| \overline{x}_k - x^* \|^2 - \| \bar{x}_{k+1} - x^* \|^2 + \beta \| \overline{x}_k - x^* \|^2.
\]

(4.2)

Combining the fact $\overline{x}_0 = \overline{y}_0 = \overline{x}_0$ and (4.1c), there holds

\[
\overline{x}_k - \bar{x}_k = \frac{1 - \tau_k}{\tau_k} (\overline{y}_k - \bar{x}_k), \quad \forall k \geq 0.
\]

(4.3)

Lemma 4.1 provides some useful inequalities for the theoretical analysis, and its proof is mainly based on Lemma B.2 in the appendix.
LEMMA 4.1. Under Assumption 2.8, for any $0 \leq k < K$,  
\begin{align}
(4.4) \quad f(\overline{x}_k) - f(x^*) & \leq \langle g_k, \overline{x}_k - x^* \rangle - \frac{\mu L}{2(\mu + L)} \| \overline{x}_k - x^* \|^2 + \frac{L}{2} \| U_k - 1 \overline{x}_k \|^2, \\
(4.5) \quad f(\overline{x}_k) - f(\overline{y}_{k+1}) & \leq \eta \| \overline{y}_k \|^2 + \frac{L}{2n} \| U_k - 1 \overline{x}_k \|^2, \\
(4.6) \quad \langle g_k, \overline{x}_k - \overline{x}_k \rangle & \leq \frac{1}{\tau_k} \left( f(\overline{y}_k) - f(\overline{x}_k) + \frac{L}{2n} \| U_k - 1 \overline{x}_k \|^2 \right), \\
(4.7) \quad \frac{1}{2}(1 - \eta L) \| \overline{y}_k \|^2 & \leq f(\overline{x}_k) - f(\overline{y}_{k+1}) + \eta L^2 \| U_k - 1 \overline{x}_k \|^2.
\end{align}

Proof. The inequality (4.4) follows by applying Lemma B.2 with $a = \overline{x}_k$, $b = x^*$ and the fact that $-\mu \| U_k - 1 x^* \|^2 \leq -\frac{\mu L}{\mu + L} \| \overline{x}_k - x^* \|^2 + L \| U_k - 1 \overline{x}_k \|^2$. The inequality (4.5) follows by setting $a = \overline{x}_k$, $b = \overline{y}_{k+1}$ in Lemma B.2.

By setting $a = \overline{x}_k$, $b = \overline{y}_k$ in Lemma B.2, we obtain.
\begin{align}
(4.8) \quad f(\overline{x}_k) - f(\overline{y}_k) & \leq \langle g_k, \overline{x}_k - \overline{y}_k \rangle + \frac{L}{2n} \| U_k - 1 \overline{x}_k \|^2.
\end{align}

Combining (4.8) with (4.3) gives (4.6). For (4.7), we have
\begin{align}
\eta (1 - \eta L) \| \overline{y}_k \|^2 & = \eta \| \overline{y}_k \|^2 - L \| \overline{x}_k - \overline{y}_{k+1} \|^2 \\
& \leq \frac{L^2}{n} \| U_k - 1 \overline{x}_k \|^2 + 2 \langle \overline{x}_k - \overline{y}_{k+1}, \nabla f(\overline{x}_k) \rangle - L \| \overline{x}_k - \overline{y}_{k+1} \|^2 \\
& \leq \frac{\eta L^2}{n} \| U_k - 1 \overline{x}_k \|^2 + 2 \left( f(\overline{x}_k) - f(\overline{y}_{k+1}) \right).
\end{align}

The last inequality holds because of the $L$-smoothness of $f$. \hfill \Box

4.2. Construction of Lyapunov functions. We define several functions and present a series of lemmas. The following figure shows the flow of the lemmas in §4.2 and §4.3. Lemma 4.5 introduces upper bounds for $\| U_k - 1 \overline{x}_k \|^2$ and shows their recursive relation. Lemmas 4.6 and 4.7 together provide upper bounds for the additional term in Lemma 4.5.

![Flow of the lemmas in §4.2 and §4.3](image)

LEMMA 4.2. Under Assumption 2.5, for any $0 \leq k < K$, we have
\begin{align}
\| U_k - 1 \overline{x}_k \|^2 & \leq 2 \delta_k^2 v^2 \left( \| \Pi C X_k \|^2 + (1 - \theta)^{2k} \| v_0 - p \|^2 \right).
\end{align}

Proof. The decomposition $U_k - 1 \overline{x}_k = V_k^{-1} \Pi C X_k + V_k^{-1} (p - v_k) \overline{x}_k$ gives
\begin{align}
\| U_k - 1 \overline{x}_k \|^2 & \leq 2 \| V_k^{-1} \Pi C X_k \|^2 + \| V_k^{-1} (p - v_k) \overline{x}_k \|^2 \\
& \leq 2 \delta_k^2 v^2 \left( \| \Pi C X_k \|^2 + \| v_k - p \|^2 \right)  \\
& \leq 2 \delta_k^2 v^2 \left( \| \Pi C X_k \|^2 + (1 - \theta)^{2k} \| v_0 - p \|^2 \right). \tag{2.3}
\end{align}
The lemma is proved.

**Lemma 4.3.** Under Assumption 2.5 and the condition $\beta^2 \sigma_0^2 \leq \frac{\theta^4}{16}$. Let $c_1 = 4(1 + c_2^2) + 16c_2^2$ with $c_2$ defined in Algorithm 3.1 and the Lyapunov function $\Phi_k$ be defined as $\Phi^{(1)}_k := \|\Pi C X_k\|_C^2 + \frac{4c_1}{\theta^2} \|\Pi C Z_k\|_C^2 + \frac{c_1 \eta^2}{\theta^2} \|\Pi C G_k\|_C^2$. Then, we have for any $0 \leq k < K - 1$,

$$\Phi^{(1)}_{k+1} \leq (1 - \frac{\theta}{2}) \Phi^{(1)}_k + \frac{c_1 \eta^2}{\theta^2} \|\nabla F(U_{k+1}) - \nabla F(U_k)\|_C^2.$$

**Proof.** For $0 \leq k < K - 1$, multiplying $\Pi C$ on both sides of (3.3) and using the equality $\Pi C C = C - \frac{p_{1, n}}{n} = (C - \frac{p_{1, n}}{n}) \Pi C$, we obtain

(4.9a) $\Pi C Y_{k+1} = (C - \frac{p_{1, n}}{n})(\Pi C X_k - \eta \Pi C G_k),$

(4.9b) $\Pi C Z_{k+1} = (C - \frac{p_{1, n}}{n})((1 - \beta) \Pi C Z_k + \beta \Pi C X_k - \alpha_k \eta \Pi C G_k),$

(4.9c) $\Pi C X_{k+1} = (C - \frac{p_{1, n}}{n})((1 - \beta) \tau k + (1 - \beta) \tau k+1) \Pi C Z_k - (1 + (\alpha_k - 1) \tau k+1) \eta \Pi C G_k,$

(4.9d) $\Pi C G_{k+1} = (C - \frac{p_{1, n}}{n}) \Pi C G_k + \Pi C (\nabla F(U_{k+1}) - \nabla F(U_k)).$

Giving (4.9d), by using (2.2) and setting $\lambda = \frac{1}{1 - \theta}$ in Lemma 2.4, we have

(4.10) $\|\Pi C G_{k+1}\|_C^2 \leq (1 - \theta) \|\Pi C G_k\|_C^2 + \frac{1}{\theta} \|\nabla F(U_{k+1}) - \nabla F(U_k)\|_C^2.$

It is followed by similar arguments that

(4.11) $\|\Pi C Z_{k+1}\|_C^2 \leq (1 - \theta) \|\Pi C Z_k\|_C^2 + \frac{2\beta^2}{\theta} \|\Pi C X_k\|_C^2 + \frac{2\alpha_k^2 \eta^2}{\theta} \|\Pi C G_k\|_C^2,$

(4.12) $\|\Pi C X_{k+1}\|_C^2 \leq (1 - \theta) \|\Pi C X_k\|_C^2 + \frac{2\tau_k^2}{\theta} \|\Pi C Z_k\|_C^2$

$$+ \frac{2(1 + c_+)^2 \eta^2}{\theta} \|\Pi C G_k\|_C^2,$$

where the last inequality holds because of the facts $\beta \in [0, 1)$, $\alpha_k \geq 1$, $\tau k+1 \leq \tau k$ and $\alpha_k \tau k = c_+$. From the definition of $\Phi^{(1)}_k$, we have

$$\Phi^{(1)}_{k+1} \leq (1 - \theta) \|\Pi C X_k\|_C^2 + \frac{2\tau_k^2}{\theta} \|\Pi C Z_k\|_C^2 + \frac{2(1 + c_+)^2 \eta^2}{\theta} \|\Pi C G_k\|_C^2$$

$$+ \frac{4c_1}{\theta^2} ((1 - \theta) \|\Pi C Z_k\|_C^2 + \frac{2\beta^2}{\theta} \|\Pi C X_k\|_C^2 + \frac{2\alpha_k^2 \eta^2}{\theta} \|\Pi C G_k\|_C^2)$$

$$+ \frac{c_1 \eta^2}{\theta^2} ((1 - \theta) \|\Pi C G_k\|_C^2 + \|\nabla F(U_{k+1}) - \nabla F(U_k)\|_C^2),$$

where the last inequality holds because of $\tau_{k+1} \leq \tau_k$, $\alpha_k \tau_k = c_+ \leq 1$, and $\beta^2 \sigma_0^2 \leq \frac{\theta^4}{16}$.
LEMMA 4.4. Under the condition $\beta^2 \tau_0^2 \leq \frac{\theta}{40}$. Let $c_2 = 4(1 + c_+)^2 + 32c_+^2$ with $c_+$ defined in Algorithm 3.1. For any $0 \leq k < K$, we have

$$\Phi_k^{(2)} \leq \left(1 - \frac{\theta}{2}\right)\Phi_k^{(2)} + \frac{c_2}{\theta^2} \eta^2 \|g_k\|^2,$$

where the Lyapunov function $\Phi_k^{(2)} := (1 - \theta)^{2k} \left(\|x_k\|^2 + \frac{8}{\theta^2} \tau_k^2 \|x_k\|^2\right)$.

Proof. Based on Algorithm 3.1, we expand $x_{k+1}$ as

$$x_{k+1} = (1 - (1 - \beta) \tau_{k+1}) x_k + (1 - \beta) \tau_{k+1} x_k - (1 + (\alpha_k - 1) \tau_{k+1}) \eta g_k.$$

By applying Lemma 2.4 with $\lambda = 1 + \theta$ to (4.13), we have

$$\|x_{k+1}\|^2 \leq (1 + \theta) \left(1 - (1 - \beta) \tau_{k+1}\right)^2 \|x_k\|^2 + \frac{2}{\theta} \|x_k\|^2 + \frac{4(1 + c_+)^2}{\theta} \|g_k\|^2,$$

where the second inequality comes from $\tau_k \in (0,1), 1 + (\alpha_k - 1) \tau_{k+1} \leq 1 + \alpha_k \tau_k = 1 + c_+$, and $\theta < 1$. Similarly, applying Lemma 2.4 with $\lambda = 1 + \theta$ to (4.1b) gives us

$$\tau_{k+1}^2 \|x_{k+1}\|^2 \leq (1 + \theta) \tau_k^2 (1 - \beta)^2 \|x_k\|^2 + \frac{4\beta^2 \tau_k^2}{\theta} \|x_k\|^2 + \frac{4\tau_k^2 \alpha_k^2}{\theta} \|g_k\|^2 \leq \tau_k^2 \|x_k\|^2 + \frac{4\beta^2 \tau_k^2}{\theta} \|x_k\|^2 + \frac{4\tau_k^2 \alpha_k^2}{\theta} \|g_k\|^2.$$

Thus, combining the above equations and the condition $\beta^2 \tau_0^2 \leq \frac{\theta}{40}$, we obtain

$$\|x_{k+1}\|^2 + \frac{8}{\theta^2} \tau_{k+1}^2 \|x_{k+1}\|^2 \leq (1 + \theta) \|x_k\|^2 + \frac{4\beta^2 \tau_k^2}{\theta} \|x_k\|^2 + \frac{4(1 + c_+)^2}{\theta} \|g_k\|^2 + \frac{8(1 + \theta) \tau_k^2}{\theta^2} \|x_k\|^2 + \frac{32\beta^2 \tau_k^2}{\theta^3} \|x_k\|^2 + \frac{32c_+^2}{\theta^3} \eta^2 \|g_k\|^2 \leq (1 + \frac{3\theta}{2}) (\|x_k\|^2 + \frac{8}{\theta^2} \tau_k^2 \|x_k\|^2) + \frac{4(1 + c_+)^2 + 32c_+^2}{\theta^3} \eta^2 \|g_k\|^2.$$

Then, by combining the inequality with the definition of $\Phi_k^{(2)}$ and the fact that $(1 - \theta)^2 (1 + \frac{3\theta}{2}) \leq 1 - \frac{\theta}{2}$, we have

$$\Phi_k^{(2)} = (1 - \theta)^{2(k+1)} (\|x_{k+1}\|^2 + \frac{8}{\theta^2} \tau_{k+1}^2 \|x_{k+1}\|^2) \leq (1 - \frac{\theta}{2}) \Phi_k^{(2)} + \frac{4(1 + c_+)^2 + 32c_+^2}{\theta^3} \eta^2 \|g_k\|^2.$$

The lemma is proved.

Then, we construct a Lyapunov function to bound $\|U_k - 1x_k\|^2$. 

\[QED\]
Then, the result for non-strongly convex cases follows by proofs of both non-strongly convex and strongly convex cases, we define

\[
\Phi_k = 2\delta_C^2 \|v_0 - p\|_C^2 c_2, \quad \text{and}
\]

\[
R_k = \frac{2\delta_C^2 \|v_0\|_C^2 c_2 \eta^2}{\theta^3} \|\nabla F (U_{k+1}) - \nabla F (U_k)\|_C^2 + \frac{c_3 \eta^2}{\theta^3} \|\mathcal{g}_k\|^2.
\]

Then, \(\|U_k - 1\mathbf{x}_k\|^2 \leq \Phi_k\) and

\[
(4.14) \quad \Phi_{k+1} \leq (1 - \frac{\theta}{2}) \Phi_k + R_k.
\]

**Proof.** Note that \(\|\Pi_C X_k\|_C \leq \Phi_k^{(1)}\) and \((1 - \theta)^{2k} \|x_k\|^2 \leq \Phi_k^{(2)}\) from Lemmas 4.3 and 4.4. Then by Lemma 4.2, we have \(\|U_k - 1\mathbf{x}_k\|^2 \leq \Phi_k\) for any \(k \geq 0\). The recurrence (4.14) follows immediately by combining Lemmas 4.3 and 4.4. □

**Lemma 4.6.** Let \(R_k\) be defined in Lemma 4.5. To simplify the unified steps in the proofs of both non-strongly convex and strongly convex cases, we define \(c_4\) separately for each case. Let

\[
c_4 = \begin{cases} 
3 + 12\omega_1 + 26\omega_2^2, & \text{for the non-strongly convex case (}\mu = 0), \\
\frac{4}{c_3}, & \text{for the strongly convex case (}\mu > 0).
\end{cases}
\]

Then, under the condition \(\beta \leq \frac{\theta}{4}\), we have

\[
(4.16) \quad \sum_{k=0}^{K-1} \frac{\alpha_k}{\tau_k} (1 - \beta)^{-k} \Phi_k \leq \frac{c_4 \alpha_0^2}{\theta} \Phi_0 + \frac{2c_4}{\theta} \sum_{j=0}^{K-2} \alpha_j^2 (1 - \beta)^{-j} R_j.
\]

**Proof.** We consider the non-strongly convex objective case first. Lemma 4.5 and B.3 together with the definition of \(\alpha_k\) in the non-strongly convex case give

\[
(4.17) \quad \sum_{k=0}^{K-1} \alpha_k^2 \Phi_k \leq \sum_{k=0}^{K-1} \alpha_k^2 (1 - \frac{\theta}{2})^k \Phi_0 + \sum_{k=1}^{K-1} \alpha_k^2 \sum_{j=1}^{k} (1 - \frac{\theta}{2})^{k-j} R_{j-1}
\]

\[
\leq \sum_{k=0}^{K-1} \alpha_k^2 (1 - \frac{\theta}{2})^k \Phi_0 + \sum_{j=1}^{K-1} \sum_{k=j}^{\infty} \alpha_k^2 (1 - \frac{\theta}{2})^{k-j} R_{j-1}
\]

\[
\leq \frac{(3 + 12\omega_1 + 26\omega_2^2) \alpha_0^2}{\theta^3} \Phi_0 + \frac{2(3 + 12\omega_1 + 26\omega_2^2)}{\theta^3} \sum_{j=0}^{K-2} \alpha_j^2 R_j.
\]

Then, the result for non-strongly convex convex cases follows by \(\beta = 0\) and \(\frac{\alpha_k}{\tau_k} = \frac{\alpha_k^2}{c_3}\).

For the strongly convex case, Lemma 4.5 and the condition \(\beta \leq \frac{\theta}{4}\) show

\[
(4.18) \quad \sum_{k=0}^{K-1} (1 - \beta)^{-k} \Phi_k \leq \sum_{k=0}^{K-1} (1 - \beta)^{-k} (1 - \frac{\theta}{2})^k \Phi_0 + \sum_{j=1}^{K-1} (1 - \frac{\theta}{2})^{k-j} R_{j-1}
\]

\[
\leq \sum_{k=0}^{K-1} (1 - \frac{\theta}{4})^k \Phi_0 + \frac{1}{1 - \beta} \sum_{j=1}^{\infty} (1 - \frac{\theta}{4})^{k-j} (1 - \beta)^{-j+1} R_{j-1}
\]

\[
\leq \frac{4}{\theta} \Phi_0 + \frac{4}{\theta} \frac{4}{3} \sum_{j=0}^{K-2} (1 - \beta)^{-j} R_j.
\]
The result for strongly convex cases follows by $R_j \geq 0$, $\frac{1}{2} < 2$ and $\frac{\alpha_k}{c_k} \equiv \frac{\alpha^2}{c^+}$. 

In addition, we provide an upper bound for $\|\nabla F(U_{k+1}) - \nabla F(U_k)\|_C^2$, which can be bounded by $\|\nabla F(U_{j+k}) - \nabla F(U_k)\|_C^2$ added with consensus errors. We remark that the term $\|\nabla F(U_{j+k}) - \nabla F(U_k)\|_C^2$ is the most troublesome term because the difference between $x_{k+1} - x_k$ contains some history gradients and could be large. In [43], the authors bound this term by $L^2 n\|\bar{x}_{j+1} - \bar{x_j}\|^2$. Then, they use diminishing stepsizes to guarantee convergence and obtain suboptimal convergence rates. Similar to a recent work [27], we bound this term by Bregman divergence essentially.

**Lemma 4.7.** Under Assumption 2.8 and $2\eta L \leq 1$, $c_+ \in (0, 1/4]$, for any $0 \leq k < K - 1$, we have

$$\|\nabla F(U_{k+1}) - \nabla F(U_k)\|_C^2 \leq 4nL (f(\bar{y}_{k+2}) - f(\bar{y}_{k+1}) + (1 - \beta) \tau_{k+1} (\bar{y}_k, \bar{x}_k - \bar{x}_k)) + 4n\eta L \|\bar{y}_k\|^2 + 4n\eta L \|\bar{y}_{k+1}\|^2 + 3L^2 \|U_k - 1\|_k^2 + 4L^2 \|U_{k+1} - 1\|_{k+1}^2. \quad (4.18)$$

_Proof._ By the $L$-smoothness and (2.1), we have

$$\|\nabla F(U_{k+1}) - \nabla F(U_k)\|_C^2 \leq 2\|\nabla F(U_{k+1}) - \nabla F(1\bar{x}_{k+1})\|^2 + 2\|\nabla F(1\bar{x}_{k+1}) - \nabla F(U_k)\|^2 \leq 2L^2 \|U_{k+1} - 1\|_{k+1}^2 + 2\|\nabla F(1\bar{x}_{k+1}) - \nabla F(U_k)\|^2. \quad (4.19)$$

Now, we analyze the second term on the right-hand side of (4.19). Applying (2.4) with $(x, y) = (u_{k,i}, \bar{x}_{k+1})$ yields

$$\frac{1}{2L} \|\nabla f_i(\bar{x}_{k+1}) - \nabla f_i(u_{k,i})\|^2 \leq f_i(\bar{x}_{k+1}) - f_i(u_{k,i}) - \langle \nabla f_i(u_{k,i}), \bar{x}_{k+1} - u_{k,i}\rangle. \quad \text{The } L\text{-smoothness of } f_i \text{ in Assumption 2.8 gives }$$

$$f_i(\bar{x}_{k}) \leq f_i(u_{k,i}) + \langle \nabla f_i(u_{k,i}), \bar{x}_{k} - u_{k,i}\rangle + \frac{L}{2} \|\bar{x}_{k} - u_{k,i}\|^2.$$ 

Combining the above two equations, we have

$$\frac{1}{2L} \|\nabla f_i(\bar{x}_{k+1}) - \nabla f_i(u_{k,i})\|^2 \leq f_i(\bar{x}_{k+1}) - f_i(\bar{x}_{k}) - \langle \nabla f_i(u_{k,i}), \bar{x}_{k+1} - \bar{x}_{k}\rangle + \frac{L}{2} \|\bar{x}_{k} - u_{k,i}\|^2.$$ 

Taking the average over $i = 1, \ldots, n$ on both sides of the above equation and using $\alpha_k^2 \tau_{k+1} \leq c_+$, we have

$$\frac{1}{2nL} \|\nabla F(1\bar{x}_{k+1}) - \nabla F(U_k)\|^2 \leq f(\bar{x}_{k+1}) - f(\bar{x}_k) - \langle \bar{y}_k, \bar{x}_{k+1} - \bar{x}_k\rangle + \frac{L}{2n} \|U_k - 1\|_k^2 \quad (4.20)$$

$$\leq f(\bar{x}_{k+1}) - f(\bar{x}_k) - (1 - \beta) \tau_{k+1} \langle \bar{y}_k, \bar{x}_k - \bar{x}_k\rangle + (1 + c_+) \eta \|\bar{g}_k\|^2 + \frac{L}{2n} \|U_k - 1\|_k^2.$$ 

\(\square\)
Next, we bound \( f(\mathbf{x}_k) \) by \( f(\mathbf{y}_k) \) and norms of gradients and consensus errors.

\[
\begin{align*}
\tag{4.5} f(\mathbf{x}_{k+1}) & \leq f(\mathbf{y}_{k+2}) + \eta \|\mathbf{y}_{k+1}\|^2 + \frac{L}{2n} \|\mathbf{U}_{k+1} - \mathbf{1}\mathbf{x}_{k+1}\|^2, \\
\tag{4.7} -f(\mathbf{x}_k) & \leq -f(\mathbf{y}_{k+1}) + \frac{\eta L^2}{2n} \|\mathbf{U}_k - \mathbf{1}\mathbf{x}_k\|^2 - \frac{1}{2}\eta(1-\eta L)\|\mathbf{y}_k\|^2.
\end{align*}
\]

Substituting (4.21) into (4.20) and combining with (4.19), we complete this proof with the conditions \( 2\eta L \leq 1 \) and \( 0 < c_+ \leq 1/4 \).

### 4.3. Linear coupling

We follow the analysis of AGM \cite{1} to derive bounds for the descent of the “average” parts accounting for additional errors induced by inexact gradients resulting from consensus errors. To control these additional errors, we use the Lyapunov functions constructed in §4.2. Subsequently, we perform “linear coupling” on the “average” parts and leverage the Lyapunov functions to establish the convergence rate of Algorithm 3.1. We start with the one-step analysis.

**Lemma 4.8. (One-step Analysis)** Under Assumption 2.8 and the condition \( \frac{\mu L}{\mu + L} \leq 0 \), we have for any \( 0 \leq k < K \) that

\[
\begin{align*}
\tag{4.22} f(\mathbf{x}_k) - f(\mathbf{x}^* ) & \leq (1-\beta) \langle \mathbf{g}_k, \mathbf{x}_k - \mathbf{x} \rangle + \alpha_k \eta \|\mathbf{y}_k\|^2 + \frac{L}{n} \|\mathbf{U}_k - \mathbf{1}\mathbf{x}_k\|^2 \\
& \quad + \frac{(1-\beta)}{2\eta\alpha_k} \|\mathbf{x}_k - \mathbf{x}^*\|^2 + \frac{(1-\beta)}{2\eta\alpha_k} \|\mathbf{x}_{k+1} - \mathbf{x}^*\|^2 \tag{4.2}
\end{align*}
\]

**Proof.** Using (4.2) and (4.1b) yields that

\[
\langle \mathbf{g}_k, \mathbf{x}_k - \mathbf{x}^* \rangle = \langle \mathbf{g}_k, \mathbf{x}_k - \mathbf{x}_{k+1} + \mathbf{x}_{k+1} - \mathbf{x}^* \rangle 
\]

\[
\leq \langle \mathbf{g}_k, \mathbf{x}_k - \mathbf{x}_{k+1} \rangle + \frac{\beta}{2\eta\alpha_k} \|\mathbf{x}_k - \mathbf{x}^*\|^2 + \frac{(1-\beta)}{2\eta\alpha_k} \|\mathbf{x}_k - \mathbf{x}^*\|^2 - \frac{(1-\beta)}{2\eta\alpha_k} \|\mathbf{x}_{k+1} - \mathbf{x}^*\|^2 \tag{4.1b}
\]

\[
= \frac{(1-\beta)}{2\eta\alpha_k} \|\mathbf{x}_k - \mathbf{x}^*\|^2 + \frac{(1-\beta)}{2\eta\alpha_k} \|\mathbf{x}_{k+1} - \mathbf{x}^*\|^2.
\]

For any \( 0 \leq k < K \), we have the following inequalities

\[
\begin{align*}
\tag{4.4} f(\mathbf{x}_k) - f(\mathbf{x}^* ) & \leq \langle \mathbf{g}_k, \mathbf{x}_k - \mathbf{x}^* \rangle - \frac{\mu L}{2(\mu + L)} \|\mathbf{x}_k - \mathbf{x}^*\|^2 + \frac{L}{n} \|\mathbf{U}_k - \mathbf{1}\mathbf{x}_k\|^2 \\
& \leq (1-\beta) \langle \mathbf{g}_k, \mathbf{x}_k - \mathbf{x} \rangle + \alpha_k \eta \|\mathbf{y}_k\|^2 + \frac{L}{n} \|\mathbf{U}_k - \mathbf{1}\mathbf{x}_k\|^2 \\
& \quad + \left( \frac{\beta}{2\eta\alpha_k} - \frac{\mu L}{2(\mu + L)} \right) \|\mathbf{x}_k - \mathbf{x}^*\|^2 + \frac{(1-\beta)}{2\eta\alpha_k} \|\mathbf{x}_{k+1} - \mathbf{x}^*\|^2.
\end{align*}
\]

Then, the proof is completed by the condition \( \frac{\mu L}{\mu + L} \leq 0 \).

**Lemma 4.9.** Under Assumption 2.5, Assumption 2.8, and the conditions in Lemmas 4.5, 4.6, and 4.8. Define an auxiliary quantity \( q = \frac{48\alpha^2 \delta^2 c_1 c_4}{\theta^4} \) and

\[
\varphi_k = \begin{cases} (1 - \beta) \left( \alpha_k + \eta \alpha_k \frac{\tau_{k+1}}{2} L^2 \right) \frac{1 - \tau_k}{\tau_k}, & 0 \leq k \leq K - 2 \\
(1 - \beta) \frac{\alpha_k (1 - \tau_k)}{\tau_k}, & k = K - 1, K.
\end{cases}
\]
If the parameters and stepsizes satisfy: $(1 - \beta)^{-k} q\alpha_k^2$ is non-decreasing in $k$ and for $k = 0, \ldots, K - 1$

\begin{align}
(4.23a) & \quad \frac{4}{3} \alpha_k^2 \leq \frac{1 - \eta L}{2} (\tilde{q}_k + \frac{\alpha_k}{2}) \\
(4.23b) & \quad 2\eta^2 L^2 + \frac{6c_4 \alpha_k \eta L}{n\theta^2} \leq \frac{1}{6}, \\
(4.23c) & \quad \tilde{q}_k + \frac{(2\tilde{q}_k + \alpha_k) \eta L}{4} + 2\alpha_k^2 \eta^2 L^2 \leq \frac{\alpha_k}{\tau_k}, \\
(4.23d) & \quad \tilde{q}_{k+1} \leq (1 - \beta) (\tilde{q}_k + \frac{\alpha_k}{2}), \\
(4.23e) & \quad q\alpha_k^2 \eta^2 L^2 \leq \frac{\tilde{q}_k}{2},
\end{align}

then, we have

\begin{equation}
(1 - \beta)^{-K} \tilde{q}_k (f(\mathbf{y}_K) - f(x^*)) + \sum_{k=0}^{K-1} (1 - \beta)^{-k} \left( \frac{1}{3} \alpha_k^2 \eta \|\mathbf{y}_k\|^2 + \frac{2\alpha_k L}{\tau_k n} \Phi_k \right) 
\end{equation}

\begin{equation}
\leq \frac{\|\mathbf{z}_0 - x^*\|^2}{\eta} + \frac{6Lc_4 \alpha_0^2}{n\theta} \Phi_0 + 2\tilde{q}_0 (f(\mathbf{y}_0) - f(x^*)).
\end{equation}

\textbf{Proof.} It follows by taking the weighted sum on both sides of (4.22) that

\begin{equation}
\sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k (f(\mathbf{x}_k) - f(x^*)) \text{ (4.22)} \leq \sum_{k=0}^{K-1} (1 - \beta)^{-k+1} \alpha_k (\mathbf{y}_k, \mathbf{x}_k - \mathbf{x}_k)
\end{equation}

\begin{equation}
+ \sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k^2 \eta \|\mathbf{y}_k\|^2 + \frac{\alpha_k L}{n} \|U_k - 1 \mathbf{x}_k\|^2 + \frac{\|\mathbf{z}_0 - x^*\|^2}{2\eta}.
\end{equation}

Define an auxiliary variable

\begin{equation}
Q_K = \sum_{k=0}^{K-1} (1 - \beta)^{-k} \left( \alpha_k (f(\mathbf{x}_k) - f(x^*)) + \frac{\alpha_k^2 \eta}{3} \|\mathbf{y}_k\|^2 + \frac{2\alpha_k L}{\tau_k n} \Phi_k \right).
\end{equation}

By (4.25) and the fact $\tau_k \leq 1$,

\begin{equation}
Q_K \text{ (4.25)} \leq \frac{\|\mathbf{z}_0 - x^*\|^2}{2\eta} + \sum_{k=0}^{K-1} (1 - \beta)^{-k+1} \alpha_k (\mathbf{y}_k, \mathbf{x}_k - \mathbf{x}_k)
\end{equation}

\begin{equation}
+ \sum_{k=0}^{K-1} (1 - \beta)^{-k} \left( \frac{4}{3} \alpha_k^2 \eta \|\mathbf{y}_k\|^2 + \frac{3\alpha_k L}{\tau_k n} \Phi_k \right).
\end{equation}

Then, based on Lemmas 4.5, 4.6, and 4.7, we have

\begin{equation}
Q_K \leq Q_K^{(1)} + Q_K^{(2)} + Q_K^{(3)} + Q_K^{(4)} + \frac{\|\mathbf{z}_0 - x^*\|^2}{2\eta} + \frac{3Lc_4 \alpha_0^2}{n\theta} \Phi_0,
\end{equation}

where

\begin{equation}
Q_K^{(1)} = \sum_{k=0}^{K-2} (1 - \beta)^{-k+1} \left( \alpha_k + q \alpha_k^2 \tau_{k+1} \eta^2 L^2 \right) (\mathbf{y}_k, \mathbf{x}_k - \mathbf{x}_k)
\end{equation}

\begin{equation}
+ (1 - \beta)^{-K+2} \alpha_{K-1} (\mathbf{y}_{K-1}, \mathbf{x}_{K-1} - \mathbf{x}_{K-1}) + \frac{4}{3} \sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k^2 \eta \|\mathbf{y}_k\|^2,
\end{equation}

\begin{equation}
Q_K^{(2)} = \sum_{k=0}^{K-2} (1 - \beta)^{-k+1} \beta_k (\mathbf{y}_k, \mathbf{x}_k - \mathbf{x}_k)
\end{equation}

\begin{equation}
+ (1 - \beta)^{-K+2} \beta_{K-1} (\mathbf{y}_{K-1}, \mathbf{x}_{K-1} - \mathbf{x}_{K-1}) + \frac{4}{3} \sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k^2 \eta \|\mathbf{y}_k\|^2,
\end{equation}

\begin{equation}
Q_K^{(3)} = \sum_{k=0}^{K-2} (1 - \beta)^{-k+1} \beta_k \alpha_k (f(\mathbf{x}_k) - f(x^*))
\end{equation}

\begin{equation}
+ (1 - \beta)^{-K+2} \alpha_{K-1} (f(\mathbf{x}_{K-1}) - f(x^*)) + \frac{4}{3} \sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k^2 \eta \|\mathbf{y}_k\|^2,
\end{equation}

\begin{equation}
Q_K^{(4)} = \sum_{k=0}^{K-2} (1 - \beta)^{-k+1} \beta_k \alpha_k (\mathbf{y}_k, \mathbf{x}_k - \mathbf{x}_k)
\end{equation}

\begin{equation}
+ (1 - \beta)^{-K+2} \alpha_{K-1} (\mathbf{y}_{K-1}, \mathbf{x}_{K-1} - \mathbf{x}_{K-1}) + \frac{4}{3} \sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k^2 \eta \|\mathbf{y}_k\|^2,
\end{equation}

\begin{equation}
Q_K^{(5)} = \sum_{k=0}^{K-2} (1 - \beta)^{-k+1} \beta_k \alpha_k (\mathbf{y}_k, \mathbf{x}_k - \mathbf{x}_k)
\end{equation}

\begin{equation}
+ (1 - \beta)^{-K+2} \alpha_{K-1} (\mathbf{y}_{K-1}, \mathbf{x}_{K-1} - \mathbf{x}_{K-1}) + \frac{4}{3} \sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k^2 \eta \|\mathbf{y}_k\|^2,
\end{equation}

\begin{equation}
Q_K^{(6)} = \sum_{k=0}^{K-2} (1 - \beta)^{-k+1} \beta_k \alpha_k (\mathbf{y}_k, \mathbf{x}_k - \mathbf{x}_k)
\end{equation}

\begin{equation}
+ (1 - \beta)^{-K+2} \alpha_{K-1} (\mathbf{y}_{K-1}, \mathbf{x}_{K-1} - \mathbf{x}_{K-1}) + \frac{4}{3} \sum_{k=0}^{K-1} (1 - \beta)^{-k} \alpha_k^2 \eta \|\mathbf{y}_k\|^2.
\end{equation}
\[ Q_{K}^{(2)} = \sum_{k=0}^{K-2} (1 - \beta)^{-k} q a_k^2 \eta^2 L^2 \left((f(\overline{y}_{k+2}) - f(x^*)) - (f(\overline{y}_{k+1}) - f(x^*))\right), \]

\[ Q_{K}^{(3)} = \sum_{k=0}^{K-1} (1 - \beta)^{-k} a_k^2 \left(2q \eta^2 L^2 + \frac{6c_4 \alpha_n^2 \eta^2 L}{n\theta^4}\right) \| \overline{y}_k \|^2, \]

\[ Q_{K}^{(4)} = \sum_{k=0}^{K-1} 2 (1 - \beta)^{-k} q a_k^2 \eta^2 L^3 \| U_k - 1 \overline{x}_k \|^2. \]

For \( Q_{K}^{(1)} \), we bound \( (\overline{y}_k, \overline{x}_k - \overline{x}_k) \) by (4.6), and the term \( a_k^2 \| \overline{y}_k \|^2 \) is bounded by (4.7) and (4.23a) as follows:

\[
\frac{4}{3} \alpha_k^2 \eta \| \overline{y}_k \|^2 \leq \frac{1 - \eta L}{2} (\tilde{q}_k + \frac{\alpha_k}{2}) \| \overline{y}_k \|^2 \]

\[
\leq \left( \tilde{q}_k + \frac{\alpha_k}{2} \right) \left( f(\overline{x}_k) - f(\overline{y}_{k+1}) + \frac{\eta L^2}{2n} \| U_k - 1 \overline{x}_k \|^2 \right).
\]

Thus,

\[
Q_{K}^{(1)} \leq \sum_{k=0}^{K-1} (1 - \beta)^{-k} \left( \tilde{q}_k f(\overline{y}_k) + \frac{\alpha_k}{2} f(\overline{x}_k) - \left( \tilde{q}_k + \frac{\alpha_k}{2} \right) f(\overline{y}_{k+1}) \right)
\]

\[
+ \sum_{k=0}^{K-1} (1 - \beta)^{-k} \left( \tilde{q}_k L \frac{1}{2n} + \frac{2\tilde{q}_k + \alpha_k}{4n} \eta L^2 \right) \| U_k - 1 \overline{x}_k \|^2.
\]

For \( Q_{K}^{(2)} \), since \( (1 - \beta)^{-k} \alpha_k^2 \) is non-decreasing, we have

\[
Q_{K}^{(2)} \leq (1 - \beta)^{-K} q a_K^2 \eta^2 L^2 (f(\overline{y}_K) - f(x^*)). \]

For \( Q_{K}^{(3)} \), it follows directly from (4.23b) that \( Q_{K}^{(3)} \leq \frac{1}{6} \sum_{k=0}^{K-1} (1 - \beta)^{-k} a_k^2 \eta \| \overline{y}_k \|^2 \).

For \( Q_{K}^{(4)} \) and the consensus error on the RHS of (4.26), using (4.23c), we have

\[
Q_{K}^{(4)} + \sum_{k=0}^{K-1} (1 - \beta)^{-k} \left( \tilde{q}_k L \frac{1}{2n} + \frac{2\tilde{q}_k + \alpha_k}{4n} \eta L^2 \right) \| U_k - 1 \overline{x}_k \|^2
\]

\[
\leq \sum_{k=0}^{K-1} (1 - \beta)^{-k} \frac{\alpha_k L}{\tilde{q}_k n} \| U_k - 1 \overline{x}_k \|^2.
\]

By combining the above equations

\[
Q_K \leq \sum_{k=0}^{K-1} (1 - \beta)^{-k} \left( \tilde{q}_k (f(\overline{y}_k) - f(x^*)) - \left( \tilde{q}_k + \frac{\alpha_k}{2} \right) (f(\overline{y}_{k+1}) - f(x^*)) \right)
\]

\[
+ (1 - \beta)^{-K} q a_K^2 \eta^2 L^2 (f(\overline{y}_K) - f(x^*)) + \frac{Q_K}{2} + \| \overline{z}_0 - x^* \|^2 \frac{2}{\eta} + \frac{3Lc_4 \alpha_0^2 \eta}{n\theta^4} \Phi_0
\]

\[
\leq \frac{\| \overline{z}_0 - x^* \|^2 \frac{2}{\eta}} {2\eta} + \frac{3Lc_4 \alpha_0^2 \eta}{n\theta^4} \Phi_0 + \frac{Q_K}{2} + \tilde{q}_0 (f(\overline{y}_0) - f(x^*))
\]

\[
- (1 - \beta)^{-K} \left( (1 - \beta) \left( \tilde{q}_{K-1} + \frac{\alpha_{K-1}}{2} \right) - q a_K^2 \eta^2 L^2 \right) (f(\overline{y}_K) - f(x^*)). \]

By (4.23d) and (4.23e), \((1 - \beta) \left( \tilde{q}_{K-1} + \frac{\alpha_{K-1}}{2} \right) - q a_K^2 \eta^2 L^2 \geq \frac{\tilde{q}_K}{2}.\) Then, the proof is completed by rearranging the above equation. \( \square \)
Thus, for \( k = 0 \), we have
\[
\beta \text{ is satisfied when } (4.23b) \text{ is satisfied. Next, we consider the condition } (4.23c)\text{ is satisfied if } (4.23b) \text{ is satisfied. It is also easy to check that } (4.23e)\text{ is satisfied when } (4.23b) \text{ is satisfied.}
\]

Next, we separately prove the convergence rates for non-strongly convex and strongly convex cases.

- **Non-strongly convex** (\( \beta = 0 \)). Since \( c_+ \in (0, 1/4] \) and \( \tau_k = c_+ / \alpha_k \leq c_+ \leq 1/4 \), we have \( \tilde{q}_k \geq (1 - \tau_k) \frac{\tau_k}{c_+} \geq \frac{3\alpha_k^2}{\tau_k} \geq 3\alpha_k^2 \). Thus, the condition (4.23a) is satisfied if \( \eta L \leq 1/9 \). We assume that (4.23b) is satisfied in the following. By \( \alpha_k \tau_{k+1} \leq c_+ \leq 1/4 \), we have \( \frac{\tau_k}{2} + \frac{2(2\alpha_k + \alpha_k \eta L)}{4} + 2\eta \alpha_k^2 \eta L^2 \leq \left( \frac{9}{16} + \frac{23}{36} \eta^2 \right) \frac{\alpha_k}{\tau_k} \). The condition (4.23c) is satisfied if (4.23b) is satisfied. It is also easy to check that (4.23e) is satisfied when (4.23b) is satisfied. Next, we consider the condition (4.23d). When \( \beta = 0 \), we have \( \tilde{q}_k = \frac{\alpha_k + q\alpha_k^2 \tau_{k+1} \eta^2 L^2}{\tau_k} - \left( \alpha_k + q\alpha_k^2 \tau_{k+1} \eta^2 L^2 \right) \). Since by definition \( \tau_{k+1} \) is increasing in \( k \), we have \( \alpha_k + q\alpha_k^2 \tau_{k+1} \eta^2 L^2 = \alpha_k + q\alpha_k^2 \tau_{k+1} \eta^2 L^2 \) increasing in \( k \). Thus, for \( k = 1, \ldots, K - 3 \), we have
\[
\tilde{q}_{k+1} - \tilde{q}_k \leq \alpha_k \frac{\alpha_k + q\alpha_k^2 \tau_{k+1} \eta^2 L^2}{\tau_k} - \left( \alpha_k + q\alpha_k^2 \tau_{k+1} \eta^2 L^2 \right)
\]
\[
\leq \left( \alpha_k^2 + q\alpha_k^2 \frac{\tau_{k+1}}{\tau_k} \right) \frac{1}{c_+} \eta L^2 + q\eta^2 L^2 \alpha_k^2 \left( 1 - \frac{\tau_{k+1}}{\tau_k} \right).
\]

When \( w_1 \leq c_+ / 5 \), we have \( \alpha_k \frac{\alpha_k + q\alpha_k^2 \tau_{k+1} \eta^2 L^2}{\tau_k} \leq 2w_1 + 2w_1^2 k + w_1^2 \leq (2w_1 + w_1^2) \alpha_k \leq 0.41c_+ \alpha_k \), and \( \alpha_k \left( 1 - \frac{\tau_{k+1}}{\tau_k} \right) \leq w_1 < 1/20 \), we have \( \tilde{q}_{k+1} - \tilde{q}_k \leq \left( \frac{1}{c_+} + q\eta^2 L^2 \right) \cdot 0.41c_+ \alpha_k +
\( q\eta^2 L^2 \frac{2\eta}{\eta_L} \leq \frac{2\alpha}{\eta} \), when the condition (4.23b) is satisfied. The cases for \( k = K - 2 \) and \( K - 1 \) follow the same way. Thus, the condition (4.23d) is satisfied. Then with the upper bound on \( \eta \), we have \( q\eta^2 L^2 \leq 1/84 \) and \( \frac{6c_4\eta KL}{n\theta} \leq \frac{1}{7} \) to make the condition (4.23b) satisfied.

The conditions required by Lemma 4.5, Lemma 4.8, Lemma 4.6 are naturally satisfied for \( \beta = 0 \). Now, all conditions of Lemma 4.9 have been met. Then, we have

\[
\frac{1}{n} \sum_{i=1}^{n} f(v_{K,i}^{-1}y_{K,i}) - f(x^*) + \frac{L}{n} \| V_K^{-1} Y_K - 1y_K \|^2 + \frac{L}{n} \Phi_{K-1}
\]

(4.27)

\[
\leq 2(f(\overline{y}_K) - f(x^*)) + \frac{2L}{n} \| V_K^{-1} Y_K - 1y_K \|^2 + \frac{L}{n} \Phi_{K-1}
\]

(4.28)

\[
\leq 2(f(\overline{y}_K) - f(x^*)) + \frac{4L}{n} \Phi_{K-1}
\]

(4.29)

\[
+ \frac{6Lv^2 \delta_C^2 (1-\theta)^2 \eta^2}{n} \| v_0 - p \|_C^2 \| \overline{y}_{K-1} \|^2
\]

\[
\leq \max \left\{ \frac{2}{q_K}, \frac{2\tau_{K-1}}{\alpha_{K-1}}, \frac{18Lv^2 \delta_C^2 (1-\theta)^2 \eta \| v_0 - p \|_C^2}{n\alpha^2} \right\}
\]

(4.24)

\[
\left( \frac{\| x_0 - x^* \|^2}{\eta} + \frac{6Lc_4 \alpha^2}{n\theta} \Phi_0 + 2q_0 (f(\overline{y}_0) - f(x^*)) \right).
\]

Then, the bound for functional gap and consensus error (3.4) follows by the condition on \( \eta \), the definition of \( \hat{q}_k \), and the fact \( \Phi_{K-1} \geq 0 \), and \( w_1 \leq \frac{c_4}{7} \).

**Strongly convex.** Under the conditions in Theorem 3.1, \( c_r \in \{0, 1/4\}, \alpha_k = \alpha, \tau_k = \tau, \tau = \frac{c_r}{2} \leq \frac{1}{2} \), \( \beta \leq \frac{1}{2} \). Then, we have \( \hat{q}_k + \frac{\beta}{2} \geq 4(1-\beta)\alpha^2 - (1/2 - \beta)\alpha \geq (3.5 - 3\beta)\alpha^2 \geq 3\alpha^2 \), i.e., the condition (4.23a) is satisfied when \( \eta L \leq 1/9 \). We assume that (4.23b) is satisfied in the following. Similar to the non-strongly convex case, the conditions (4.23c) and (4.23e) are satisfied if the condition (4.23b) is satisfied and \( \eta L \leq 1/9 \). In the strongly convex case, the condition (4.23d) reduces to \( \beta \hat{q}_k \leq \frac{(1-\beta)q}{2} \), which is further reduced to \( \beta \leq \frac{2(1-\beta)}{(1+\epsilon \eta L^2 \eta)} \). Thus, the condition (4.23d) is satisfied when \( \beta \leq \frac{2}{7} \) and the condition (4.23b) is satisfied. Again, with the upper bound on \( \eta \), we have \( q\eta^2 L^2 \leq 1/84 \) and \( \frac{6c_4\eta KL}{n\theta} \leq \frac{1}{7} \) to make the condition (4.23b) satisfied.

The conditions required by Lemmas 4.4, 4.8, and 4.6 are directly satisfied by the facts \( \beta \leq \min \left( \frac{18}{2}, \frac{\eta}{\beta}, \frac{\eta^2}{\beta} \right) \). Now, all conditions of Lemma 4.9 have been met. Then, by similar arguments to the non-strongly convex case, we combine (4.24) with (4.27) and (4.28) to get

\[
\frac{1}{n} \sum_{i=1}^{n} f(v_{K,i}^{-1}y_{K,i}) - f(x^*) + \frac{L}{n} \| V_K^{-1} Y_K - 1y_K \|^2 + \frac{L}{n} \Phi_{K-1}
\]

(4.30)

\[
\leq (1-\beta)^{K-1} \cdot \max \left\{ \frac{2(1-\beta)}{q_K}, \frac{2\tau}{\alpha}, \frac{18Lv^2 \delta_C^2 (1-\theta)^2 \eta \| v_0 - p \|_C^2}{n\alpha^2} \right\}
\]

\[
\left( \frac{\| x_0 - x^* \|^2}{\eta} + \frac{6Lc_4 \alpha^2}{n\theta} \Phi_0 + 2q_0 (f(\overline{y}_0) - f(x^*)) \right).
\]

Then, the bound for functional gap and consensus error (3.4) follows by the condition on \( \eta \) and the definition of \( \hat{q} \equiv \hat{q}_k \).
Remark 4.10. We can establish that $\|\Pi_C X_k\|^2$, $\|\Pi_C Y_k\|^2$, $\|\Pi_C Z_k\|^2$, and $\|\Pi_C G_k\|^2$ converge at $O(1/k^2)$ in the non-strongly convex case and $O((1 - C \sqrt{\tau})^k)$ in the strongly convex case. This result emerges due to the presence of $\Phi_{K-1}$ in the left-hand sides of (4.29) and (4.30) and the definition of $\Phi_{K-1}$.

5. Numerical Experiments. We evaluate the performance of APD/APD-SC using a real dataset and compare with existing methods using column stochastic matrices, including Subgradient-Push [34] and Push-DIGing/ADD-OPT [35, 59].

We utilize the Banknote Authentication Data Set from the UCI Machine Learning Repository [11], which comprises images captured to authenticate banknotes through an authentication process. Each training instance consists of a feature vector $z \in \mathbb{R}^4$ and a corresponding label $\lambda \in \{-1, +1\}$. Our experiments employ a system with $n = 50$ agents, each possessing $d = 20$ training examples. We use $z_{i,j}$ and $\lambda_{i,j}$ to denote the $j$-th feature vector and label of agent $i$, respectively.

We consider two classes of objective functions. The first class is the least square problem (with $\ell_2$-penalty):

\[
(\text{Problem I}) \quad f(x) = \frac{1}{n} \sum_{i \in \mathcal{N}} \sum_{j=1}^d \|z_{i,j}^T x - \lambda_{i,j}\|^2 + \frac{\mu}{2} \|x\|^2.
\]

We set $\mu = 0$ and $\mu = 0.05$ for the non-strongly and strongly convex cases, respectively. The second class comes from the ($\ell_2$-penalized) logistic regression model:

\[
(\text{Problem II}) \quad f(x) = \frac{1}{n} \sum_{i \in \mathcal{N}} \sum_{j=1}^d \log (1 + \exp (-\lambda_{i,j} z_{i,j}^T x)) + \frac{\mu}{2} \|x\|^2.
\]

We also set $\mu = 0$ and $\mu = 0.05$ for both cases, respectively.

The directed graph $G$ is constructed by randomly adding $N_c$ directed links to the undirected cycle. To construct the column stochastic matrix, each agent assigns the same weight for any out-neighbors and itself, i.e., $C_{ij} = 1/|\mathcal{N}^+_c \cup \{i\}|$ if $j \in \{i\} \cup \mathcal{N}^+_c$ and $C_{ij} = 0$ otherwise. Here, $\mathcal{N}^+_c$ is the set of out-neighbors of agent $i$ in graph $G$. Then, $N_c$ reflects the density of the graphs. The larger $N_c$ is, the denser the graph will be. Each entry in the initial position $x_{0,i}$ is taken from standard Gaussian distribution independently. The initial vector $v_0$ is set to be the all-ones vector. In the figures below, the $x$-axis represents the number of iterations and the $y$-axis is the loss function defined as $\frac{1}{n} \sum_{i \in \mathcal{N}} f(v_{K,i}^T y_{K,i}) - f(x^*)$ in Theorems 3.1.

We choose the parameters and stepsizes for the algorithms in the following way. We tune the stepsizes to optimize the performance of Push-DIGing/ADD-OPT and Subgradient-Push. The stepsizes for Push-DIGing/ADD-OPT can be found in Table 5.1. For Subgradient-Push, we set $\eta_k = 5 \times 10^{-5}/\sqrt{k}$, $10^{-4}/\sqrt{k}$, $2 \times 10^{-3}/\sqrt{k}$, $4 \times 10^{-3}/\sqrt{k}$ in Fig. 3(a), Fig. 3(b), Fig. 4(a), Fig. 4(b), respectively. For APD and APD-SC, we set $c_1 = 0.25$. We set $\omega_1 = 0.01$ and $\beta = 0$ for all experiments of APD, while we set $\alpha = 5$ and $\beta = \min \{\frac{\omega_1 \mu}{2} - \frac{\tau}{4}, \frac{\mu}{2}\}$ for all experiments of APD-SC. We set the stepsizes of APD-SC to be half of the stepsizes of Push-DIGing/ADD-OPT in each experiment. We remark that APD-SC can have faster convergence if we tune its parameters more carefully while the performance of Push-DIGing/ADD-OPT has been optimized.

\[\text{Note that even though the original papers do not explicitly state it, it can be proven that Push-DIGing/ADD-OPT achieves a convergence rate of } O(1/k) \text{ for non-strongly convex objectives.}\]
In Fig. 3 and Fig. 4, we compare the performance of APD(-SC) with Subgradient-Push and Push-DIGing/ADD-OPT, where we set $N_e = 50$ in the construction of $C$. In Fig. 5, we set $N_e = 50, 100, 150$ to see how the convergence rates vary when the graphs are getting denser. The experiments in Fig. 5 are taken on Problem I. The experiments on Problem II with graphs of different density yield similar trends as in Fig. 5. Thus, we omit them here. Since Subgradient-Push is much slower than
Table 5.1
Parameter list for APD (APD-SC) and Push-DIGing/ADD-OPT. In all the experiments of APD(-SC), we set $c_+ = 1/4$ and $\beta = 0$ for APD, $\beta = \min \left\{ \frac{2\mu}{L}, \frac{\eta}{2c_+} \right\}$ for APD-SC.

| Figure | APD (APD-SC) | Push-DIGing/ADD-OPT |
|--------|--------------|---------------------|
| 3(a)   | $\eta = 2 \times 10^{-5}$, $w_1 = 0.01$ | $\eta = 4 \times 10^{-5}$ |
| 3(b)   | $\eta = 2.5 \times 10^{-5}$, $\alpha = 5$ | $\eta = 5 \times 10^{-5}$ |
| 4(a)   | $\eta = 10^{-5}$, $w_1 = 0.01$ | $\eta = 2 \times 10^{-5}$ |
| 4(b)   | $\eta = 10^{-5}$, $\alpha = 5$ | $\eta = 2 \times 10^{-5}$ |
| 5(a) $N_e = 50$ | $\eta = 2 \times 10^{-5}$, $w_1 = 0.01$ | $\eta = 4 \times 10^{-5}$ |
| 5(a) $N_e = 100$ | $\eta = 5 \times 10^{-5}$, $w_1 = 0.01$ | $\eta = 10^{-5}$ |
| 5(a) $N_e = 150$ | $\eta = 1.5 \times 10^{-5}$, $w_1 = 0.01$ | $\eta = 3 \times 10^{-5}$ |
| 5(b) $N_e = 50$ | $\eta = 2.5 \times 10^{-5}$, $\alpha = 5$ | $\eta = 5 \times 10^{-5}$ |
| 5(b) $N_e = 100$ | $\eta = 5 \times 10^{-5}$, $\alpha = 5$ | $\eta = 10^{-5}$ |
| 5(b) $N_e = 150$ | $\eta = 10^{-5}$, $\alpha = 5$ | $\eta = 2 \times 10^{-5}$ |

Table A.1
Constant list for the proofs in Section 4

| Notations | Value / Description | First Appear |
|-----------|---------------------|-------------|
| $\delta_C$ | depending only on mixing matrix $C$ | Lemma 2.6 |
| $v_-$ | depending only on mixing matrix $C$ and $v_0$ | Lemma 2.7 |
| $c_1$ | $4(1 + c_+)^2 + 16c_+^2$ | Lemma 4.3 |
| $c_2$ | $4(1 + c_+)^2 + 32c_+^2$ | Lemma 4.4 |
| $c_3$ | $2\delta_C^2 v^2 \|v_0 - p\|_C^2$ | Lemma 4.5 |
| $c_4$ | $(3 + 12w_1 + 26w_1^2)/(c_+\theta^2)$ for $\mu = 0$, $4/c_+$ for $\mu > 0$ | Lemma 4.6 |

APD(-SC), Push-DIGing/ADD-OPT in all topologies of Fig. 5, then, we omit the trajectories of Subgradient-Push in Fig. 5.

We have the following observations based on the experiments in Fig. 3-5:

- APD(-SC) is faster than Push-DIGing/ADD-OPT and Subgradient-Push in both non-strongly and strongly convex cases with all choices of the number of added links $N_e$.
- When the graphs get denser (equivalently, $N_e$ is larger), APD(-SC) and Push-DIGing/ADD-OPT converge faster in non-strongly and strongly convex cases.

6. Conclusion. This paper proposes two accelerated decentralized methods, namely APD and APD-SC, for minimizing non-strongly and strongly convex objective functions, respectively. Both methods use only column stochastic matrices for information fusion and achieve the convergence rates of $O \left( \frac{1}{k^2} \right)$ and $O \left( \left( 1 - C\sqrt{\frac{\eta}{L}} \right)^k \right)$, respectively. To our best knowledge, APD and APD-SC are the first decentralized methods over unbalanced directed graphs that match the optimal convergence rate of first-order methods (up to constant factors depending only on the mixing matrix). Their effectiveness has been confirmed by numerical experiments.

Appendix A. Constant list. The constants used in the proofs of Section 4 are listed in Table A.1.

Appendix B. Supporting lemmas.
**Lemma B.1.** Under Assumption 2.8, for any $0 \leq k < K$ and Algorithm 3.1,

\[
(\text{B.1}) \quad \frac{1}{2} \| \mathbf{y}_k \|^2 - \frac{L^2}{2n} \| U_k - \mathbf{1} \mathbf{x}_k \|^2 \leq \langle \mathbf{y}_k, \nabla f(\mathbf{x}_k) \rangle \leq \frac{3}{2} \| \mathbf{y}_k \|^2 + \frac{L^2}{2n} \| U_k - \mathbf{1} \mathbf{x}_k \|^2.
\]

Proof. We have

\[
\left| \langle \mathbf{y}_k, \nabla f(\mathbf{x}_k) \rangle - \| \mathbf{y}_k \|^2 \right| \leq \frac{1}{2} \| \mathbf{y}_k \|^2 + \frac{1}{2} \| \mathbf{y}_k - \nabla f(\mathbf{x}_k) \|^2
\]

or

\[
\frac{1}{2} \| \mathbf{y}_k \|^2 + \frac{1}{2n^2} \| \mathbf{1}^T \nabla F(U_k) - \mathbf{1}^T \nabla F(\mathbf{1} \mathbf{x}_k) \|^2 \leq \frac{1}{2} \| \mathbf{y}_k \|^2 + \frac{L^2}{2n} \| U_k - \mathbf{1} \mathbf{x}_k \|^2.
\]

The lemma is proved. □

The next supporting lemma shows the convexity and smoothness with inexact gradients. Similar results have been derived by [21, 42, 43].

**Lemma B.2.** Under Assumption 2.8, for any $0 \leq k < K$ and Algorithm 3.1,

\[
f(a) - f(b) \leq \langle \mathbf{y}_k, a - b \rangle + \frac{L^2}{2n} \| U_k - \mathbf{1}a \|^2 - \frac{\mu}{2n} \| U_k - \mathbf{1}b \|^2.
\]

Proof. For any $i \in N$, by Assumption 2.8, we have

\[
f_i(a) - f_i(b) = f_i(a) - f_i(u_{k,i}) + f_i(u_{k,i}) - f_i(b)
\]

\[
\leq \langle \nabla f_i(u_{k,i}), a - u_{k,i} \rangle + \frac{L}{2} \| a - u_{k,i} \|^2 + \langle \nabla f_i(u_{k,i}), u_{k,i} - b \rangle - \frac{\mu}{2} \| b - u_{k,i} \|^2
\]

\[
= \langle \nabla f_i(u_{k,i}), a - b \rangle + \frac{L}{2} \| a - u_{k,i} \|^2 - \frac{\mu}{2} \| b - u_{k,i} \|^2.
\]

Taking the average over $i = 1, \ldots, n$ completes this proof. □

The next lemma is used to prove Lemma 4.6.

**Lemma B.3.** Given $\theta \in (0, 1)$ and $w_1 \in (0, 1]$, for any $j \geq 0$, we have

\[
\sum_{k=j}^{\infty} w_1(k) \left| 1 - \frac{\theta}{2} \right|^{k-j} \leq \frac{3 + 12w_1 + 26w_1^2}{\theta^3} \left( 1 + w_1 \right)^2,
\]

(B.2)

\[
\sum_{k=j+1}^{\infty} w_1(k+1) \left| 1 - \frac{\theta}{2} \right|^{k-j-1} \leq \frac{2(3 + 12w_1 + 26w_1^2)}{\theta^3} \left( 1 + w_1 \right)^2.
\]

Proof. Given $w_1 \in (0, 1]$ and $j \geq 0$, for any integer $k \geq j$, we have

\[
\frac{1+w_1}{1+w_1+j} = 1 + \frac{w_1}{1+w_1+j}(k - j).
\]

This inequality gives

\[
\sum_{k=j}^{\infty} w_1(k) \left| 1 - \frac{\theta}{2} \right|^{k-j} \leq (1 + w_1(j)) \sum_{k=0}^{\infty} \left( 1 + \frac{w_1}{1 + w_1j} \right)^2 \left| 1 - \frac{\theta}{2} \right|^{k}.
\]

Then, we bound the term $\sum_{k=0}^{\infty} \left( 1 + \frac{w_1}{1 + w_1j} \right)^2 \left| 1 - \frac{\theta}{2} \right|^{k}$. For $\theta \in (0, 1]$, we have

\[
\sum_{k=0}^{\infty} \left( 1 + \frac{w_1}{1 + w_1j} \right)^2 \left| 1 - \frac{\theta}{2} \right|^{k} \leq 1 + \int_{1}^{\infty} \left( 1 + \frac{w_1}{1 + w_1j} x \right)^2 \left| 1 - \frac{\theta}{2} \right|^{x-1} dx
\]

\[
\leq 1 + \int_{0}^{\infty} \left( 1 + \frac{w_1}{1 + w_1j} (x + 1) \right)^2 e^{-\theta x/2} dx
\]

\[
= \frac{\theta^3 + 2\theta^2 + (8\theta + 4\theta^2) \frac{w_1}{1+w_1} + (16 + 8\theta + 2\theta^2) \left( \frac{w_1}{1+w_1j} \right)^2}{\theta^3} \leq 3 + 12w_1 + 26w_1^2.
\]
The second inequality holds because $1 - \theta/2 \leq e^{-\theta/2}$, the third inequality uses $\theta \in (0,1]$. The first inequality in (B.2) directly. The relation $1 - \theta/2 \geq \frac{1}{2}$ and the first inequality in (B.2) give the second inequality in (B.2).
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