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Abstract—Network Virtualization (NV) is an emerging network dynamic planning technique to overcome network rigidity. As its necessary challenge, Virtual Network Embedding (VNE) enhances the scalability and flexibility of the network by decoupling the resources and services of the underlying physical network. For future multi-domain physical network modeling with the characteristics of dynamics, heterogeneity, privacy, and real-time, the existing related works perform unsatisfactorily. Federated learning (FL) jointly optimizes the network by sharing parameters among multiple parties and is widely used to address data privacy and data silos. Aiming at the NV challenge of multi-domain physical networks, this work is the first to propose using FL to model VNE, and presents a VNE architecture based on Horizontal Federated Learning (HFL) (HFL-VNE). Specifically, combined with the distributed training paradigm of FL, we deploy local servers in each physical domain, which can effectively focus on local features and reduce resource fragmentation. A global server is deployed to aggregate and share training parameters, which enhances local data privacy and significantly improves learning efficiency. Furthermore, we deploy the Deep Reinforcement Learning (DRL) model in each server to dynamically adjust and optimize the resource allocation of the multi-domain physical network. In DRL-assisted FL, HFL-VNE jointly optimizes decision-making through specific local and federated reward mechanisms and loss functions. Finally, the superiority of HFL-VNE is proved by combining simulation experiments and comparing it with related works.

Index Terms—Network virtualization (NV), virtual network embedding (VNE), federated learning (FL), horizontal federated learning (HFL), deep reinforcement learning (DRL).

I. INTRODUCTION

NETWORK virtualization (NV) is an emerging technology for the dynamic planning of Internet architecture [1], [2], [3]. By slicing the network, it can effectively overcome the rigidity of the network architecture. Specifically, by sharing infrastructure, NV enables multiple heterogeneous virtual networks (VNs) to deploy in the same physical network, thereby meeting users’ diverse needs for network services [4]. Furthermore, since infrastructure resources are shared by multiple virtual networks, this significantly improves the utilization of physical network resources. Therefore, the key challenge in realizing NV is how to enhance the full and efficient utilization of physical network resources [5].

As its foundational means, virtual network embedding (VNE) improves the scalability of the architecture by decoupling the underlying physical network resources and services [6]. Specifically, Infrastructure Providers (InPs) and Internet Service Providers (ISP}s) are the principal managers of the network architecture [7]. The former is responsible for the deployment and maintenance of network equipment, and the latter is responsible for deploying network protocols and providing end-to-end services. The ISP proposes a virtual network request (VNR) for the corresponding network service, and the InP allocates corresponding physical resources to it according to the VNR. It should be noted that such system optimization problems can be effectively modeled as Markov Decision Processes (MDPs) [8]. Furthermore, VNE is notably an NP-hard problem. Therefore, the key to VNE optimization is to respond to VNR as much as possible, improve the revenues of embedding decisions, and reduce energy consumption [9].
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B. Challenge and Motivation

The traditional static VNE algorithm is based on the premise that infrastructure and resource requests remain unchanged. However, it is not applicable in the dynamic reality and future network [10]. Since the existence of the life cycle of the VNR, it makes the resource allocation mode change in real-time. And, variations in user requirements will lead to variations in VN topology, scale, and resource requirements [11]. Furthermore, in the long run, the physical network will exhibit time-varying characteristics [12]. Specifically, the resource distribution of the physical network, as well as the network topology, changes over time. Especially in multi-domain physical networks, the existence of the above problems leads to the key difficulty of VNE modeling [13]. In addition, resources occupied by new VNEs after being successfully embedded and resources released by VNRs at the end of their life cycles will lead to fragmentation of physical network resources over time [14]. It will in turn lead to fragmentation of the embedding process, lower VNR acceptance rates, and lower embedded revenue.

In addition, under the rapid development of the new generation of communication infrastructure, related technologies, e.g., edge computing and Internet of Things (IoT), will promote the generation of large amounts of data by network devices [15]. The traditional VNE algorithm adopts a centralized training paradigm, as shown in Fig. 1(a), which uploads all data to the cloud server, and the model deployed in the server trains all the data and updates the model [9]. In the final application, the cloud service needs to be requested locally. However, this paradigm has shortcomings such as weak data privacy, poor real-time performance, high central pressure, and long training time [6]. In conclusion, the VNE algorithm still needs to be further improved in the dynamic, heterogeneous, private, real-time, limited hardware, and other network environments.

As a distributed ML paradigm, Federated Learning (FL) is originally proffered to solve the privacy problem of user-uploaded data and has been further used to solve the phenomenon of data silos between enterprises [16]. The learning process of FL is shown in Fig. 1(b), each participant can conduct joint modeling with the help of other parties data. FL deploys ML algorithms on different terminals in a distributed manner and establishes a shared ML model through multi-party cooperation for global macro control [17]. It can significantly concentrate the local and global dynamics and heterogeneity, and effectively diminish the fragmentation of physical resources in the VNE algorithm [18]. Without sharing data, the local model builds shared ML by uploading encrypted parameters or weights to control the global, which makes data transmission highly private and reduces storage and computational pressure [15]. In addition, different from the previous centralized training paradigm, FL significantly reduces the model learning time and the response time of demand through the joint optimization of local training and cloud-shared models.

Horizontal Federated Learning (HFL) can be applied to the environment where the datasets of each participant in FL have the same feature space and different sample spaces [19], [20]. According to the VNE problem of multi-domain networks, the nodes and links of each physical domain have the same feature space, so we use HFL to model the multi-domain VNE. Therefore, based on the advantages of FL, we propose a novel virtual network embedding algorithm based on horizontal federated learning (HFL-VNE), which can effectively relieve the shortcomings of traditional static and centralized training paradigm VNE algorithms.

C. Contribution and Organization

To sum up, the main contributions and innovations are:

1. Aiming at the shortcomings of existing VNE algorithms in modeling the dynamics, heterogeneity, privacy, and real-time performance of multi-domain physical networks, this work proposes a VNE architecture based on HFL. To our knowledge, this is one of the first works utilizing Federated DRL to manage resource allocation for dynamic VNE.

2. To better fit the dynamics and heterogeneity of physical networks, we combine the distributed training paradigm in FL and deploy local servers in each physical domain. It focuses on the characteristics of each local domain, thereby effectively reducing the phenomenon of resource fragmentation. In addition, for privacy and real-time issues, we deploy a global server on the overall network architecture. On the premise of not sharing local data, the global server aggregates the shared weights or parameters from each local server, which not only strengthens the confidentiality of the data but also reduces the central pressure, thereby improving learning efficiency.

3. To promote the VNE modeling better interaction with the environment, we deploy a similar DRL model in each server of FL to dynamically adjust and optimize the resource allocation of multi-domain physical networks. In particular, the local DRL model is responsible for calculating and screening candidate physical nodes that satisfy the established relevant constraints. The global DRL model combines the federated state and federated action to control the global
macroscopically, and feedback federated reward to each physical domain.

4. Eventually, the superiority of the proposed HFL-VNE algorithm is comprehensively verified on multiple evaluation indicators through a simulation case study.

The remainder of this work is in turn: Section II analyzes related works. Section III introduces the definition and modeling of the problem. Section IV lists the relevant indicators. Section V documents the design and implementation details of HFL-VNE. Section VI presents the simulation case setup and comparative analysis of the results. Eventually, Section VII summarizes our done.

II. RELATED WORK

Existing VNE works can be mainly divided into two categories: heuristic search strategies and artificial intelligence (AI)-based strategies.

A. Heuristic Search Strategies

Heuristic algorithms adjust decisions through statistical analysis, numerical optimization, etc [21]. The classic algorithms are D-ViNE and R-ViNE proposed by Chowdhury et al. [22], they specify the embedding process of VN as a mixed-integer procedure based on deterministic and random rounding techniques, respectively. In addition, their research proves that the ultimate goal of the VNE strategy is to reduce resource cost and increase resource revenue and the VNR acceptance rate. Furthermore, Cheng et al. [23] propose a VNE algorithm based on topology-aware node ranking (NodeRank). Specifically, it ranks based on the resources of physical nodes as well as the network topology and ranks according to the Markov random walk model. The embedding process adopts two strategies, which are based on virtual node-level embedding and breadth-first search (BFS).

In addition, including our previous related work, considering that the previous works have not considered the constraints of storage resources, we propose a 3-dimensional resource embedding strategy in accordance with computing, storage, and network. And two VNE strategies are designed respectively founded on two-stage mapping, NRM-VNE, and RCR-VNE [24]. Moreover, inspired by the introduction of local search in the meta-heuristic algorithm, we also propose a VNE strategy based on an improved genetic algorithm [9], which significantly improves various evaluation indicators.

However, such heuristic search strategies are difficult to exhibit satisfactory performance in today’s complex and highly dynamic physical networks. Subjectively specified embedding rules limit the flexibility and scalability of allocation strategies [25]. Furthermore, most methods adopt a static VNE strategy, which becomes less practical in real-time changing VNR as well as in physical networks.

B. AI-Based Strategies

Because of the technical problems that traditional methods are difficult to accurately model and efficiently solve, the introduction of AI technology with strong nonlinear representation capabilities can better grasp the environmental characterization and the solution of mathematical modeling problems in complex environments [26]. With the maturity of AI technology, it has been widely used in network modeling and has significantly enhanced the intelligence, generalization, and accuracy of the network [27], [28], [29]. To dynamically focus on the physical network environment, Yao et al. propose a reinforcement learning (RL)-based embedding algorithm (CDRL) [6], which treats the embedding process of physical nodes as a time-series problem and proposes a strategy for continuous embedding. Comparative results demonstrate that CDRL possesses a significant advancement in various indicators. Combining the powerful perception capability of deep learning (DL), our previous work proposes dynamic VNE strategies based on graph convolutional networks (GCN) and RL (GCN-RL) [14]. Based on the fitness matrix, it focuses on the physical components with high fitness for VN embedding. In addition, GCN can better pay attention to the topology of the network and extract network environment features in real-time. The final experiments show that it significantly reduces the fragmentation of network resources.

RL has good decision-making ability but poor perceptual performance. DL, on the other hand, has the opposite properties of RL. The emerging Deep Reinforcement Learning (DRL) [30] in the field of AI, combining DL and RL at the same time makes it applicable to potential problem areas. DRL effectively perceives the environment through the deep neural network (DNN), which combines the efficient interaction among the agent and physical network and the positive feedback of the reward mechanism, so that the model has excellent perception and decision-making capabilities at the same time [31]. Yan et al. [10] propose an automatic embedding VNE algorithm using GCN as an intelligent agent for DRL. Experiments show that it has better robustness and performance of various indicators. Furthermore, our previous work [32] combined with Convolutional Neural Network (CNN) proposes an intelligent agent with a 5-layer architecture for computing physical node embedding probabilities and screening candidate physical nodes.

C. Security-Based Strategies

Previously, there are some works on security-based VNE algorithms. For example, Gong et al. [33] introduce a trust value metric relation for the resource allocation process of VNE. Specifically, it calculates the importance of physical nodes through specific metrics and uses the TOPSIS algorithm to perform embedded sorting of physical nodes. One of our previous works uses TOPSIS information entropy to calculate the security of physical nodes, and map and sort according to the resulting value [34]. In addition, another work [35] proposes a security-aware-based VNE algorithm, which deploys a security level in each physical node, and virtual nodes can only request physical node resources with low-security levels to ensure the security of resources. It should be noted that the first two works are heuristic strategies. However, these works do not inherently guarantee
that the data of the physical network is not shared, that is, the privacy of physical data still needs to be improved.

However, most of these related works adopt a centralized training paradigm, which deploys only one ensemble model globally responsible for the global VN embedding. There is no specific focus on the local characteristics of each physical domain, and there is room for improvement in reducing resource fragmentation. In addition, in these works, the data of each physical domain is globally visible, and data privacy, real-time training, and model pressure are not considered. According to the various advantages of FL, we combine FL to adopt a distributed strategy and deploy the DRL model to jointly optimize the VNE process.

III. PROBLEM DEFINITION AND MODELING

A. Definition and Modeling of Virtual Network Embedding

We show an example of multi-domain VNE in Fig. 2, where the numbers represent resource attributes. Specifically, the ISP proposes the VNR and specifies configuration attributes such as the requested resource, and the InP embeds the resource as reported by the VNR. Furthermore, different VNRs can share the resources of the same physical network. Therefore, the main purpose of VNE is how to allocate physical network resources as reasonably and efficiently as possible. In terms of quantitative expression, that is, in the face of successive VNRs, how to respond to VNRs as much as possible with the lowest resource consumption.

To study the multi-domain VNE problem, we model the network for intuitive analysis and derivation of the problem. In this study, the relevant symbols used are recorded in Table I. Specifically, we model the multi-domain physical networks with multiple weighted undirected graphs, as:

$$P = \left\{ P_i, OL^P_i, R_{OL}^P \right\},$$

s.t. $$P_i = \left\{ N^P_i, IL^P_i, R_{IN}^P_i, R_{IL}^P_i \right\},$$

where $$P_i$$ represents the $$i$$-th physical network. Furthermore, the virtual network generated by successive VNRs is similarly modeled as:

$$V_i = \left\{ N^V_i, L^V_i, R_{N^V}^i, R_{L^V}^i \right\},$$

where $$V_i$$ represents the $$i$$-th virtual network.

It should be noted that in this study, we employ computing (CPU) resources to represent the resource attributes of nodes, and bandwidth (BW) resources to represent the resource attributes of links. Therefore, the resources of $$P$$ and $$V_i$$ can in turn be represented as:

$$R_{IN}^P_i = \left\{ icpu^P_i, icpu^P_{i+1}, \cdots, icpu^P_{|N^P_i|} \right\},$$

$$R_{IL}^P_i = \left\{ ibw^P_i, ibw^P_{i+1}, \cdots, ibw^P_{|IL^P_i|} \right\},$$

$$R_{OL}^P_i = \left\{ obw^P_i, obw^P_{i+1}, \cdots, obw^P_{|OL^P_i|} \right\},$$

$$R_{N^V_i} = \left\{ cpu^V_i, cpu^V_{i+1}, \cdots, cpu^V_{|N^V_i|} \right\},$$

$$R_{L^V_i} = \left\{ bw^V_i, bw^V_{i+1}, \cdots, bw^V_{|L^V_i|} \right\},$$

where $$|N^P_i|$$, $$|IL^P_i|$$ and $$|OL^P_i|$$ represent the number of physical nodes and links in the multi-domain physical network, respectively. $$|N^V_i|$$ and $$|L^V_i|$$ indicate the number of virtual nodes and links.
Therefore, the i-th VNR has a request start time $t_i$ and a request end time $t_e$. Therefore, the i-th VNR is modeled as:

$$VNR_i = \{V_i, t_s, t_e\},$$

(8)

According to the above analysis, the virtual network embedding problem can be abstractly modeled as:

for $i = 1, 2, \ldots, |VNR| :$

$$VNR_i \{V_i, t_s, t_e\} \rightarrow P_{sub},$$

(9)

where $|VNR|$ represents the number of VNR, and $P_{sub}$ represents the subgraph of $P$.

### B. Definition and Modeling of Federated Learning

The optimization goal of HFL is to ensure the privacy of information and accelerate distributed ML at the same time. Specifically, the local models in the local participant devices are trained using local data, and the model parameters and weights are uploaded to the central global aggregation server. The global model deployed in the global server is trained and optimized to perform macro-control on the global. Specifically, the general solution of HFL is shown in Fig.3, as follows:

1) Each participant trains a local model, minimizes the decision loss, and calculates the model gradient. Then, use encryption techniques such as homomorphic encryption to mask the weight and parameter information, and upload and update it to the global server.

2) The global server securely aggregates the information transmitted by each local server and updates the weights and parameters.

3) The global model optimizes the training and sends the aggregated parameters and weight information to each participant.

4) Each participant decrypts the received information and uses the decrypted information to update their model parameters.

5) Repeat 1)→4) until the model converges.

Furthermore, we assume that there are $N$ physical domains. In each physical domain, we design a specific local ML model. Let the local dataset constructed by the environmental information in each physical domain $P_i$ be defined as $P_i = \{P_{i1}, P_{i2}, \ldots, P_{i|N_p|}\}$. The construction process of the local ML model and the dataset will be described in the subsequent content. The local servers in each physical domain train their local models and upload information such as weights and parameters. That information will be aggregated in the global server. It updates and trains the weights and parameters, and sends the new parameters and weights to each local server. The local server downloads the information from the global server and updates the weights and parameters. Thus, each local server aggregates global information for training without using direct data information from other physical domains. It is also the superiority shown by the FL training paradigm in terms of security and privacy. Accordingly, the training objective of the local model of the physical domain $P_i$ is to minimize its local loss $Local_\mathcal{L}_i$:

$$Local_\mathcal{L}_i(\theta_i, P_i) = \frac{1}{|P_i|} \sum_{j=1}^{N_p} \mathcal{L}(\theta_i, P_{ij}),$$

(10)

where $P_{ij}$ represents the data sample from the $j$-th node in the physical domain $P_i$, $\theta_i$ represents the local parameters of the physical domain $P_i$, and $\mathcal{L}(\theta_i, P_{ij})$ represents the loss value of sample $P_{ij}$. For the global model in the global server, its loss is defined as the weighted average of the local loss $Local_\mathcal{L}_i$ of each physical domain $P_i$. Therefore, its goal is to minimize the global loss $Global_\mathcal{L}$:

$$Global_\mathcal{L}(\theta', P) = \frac{1}{\sum_{i=1}^{N} |P_i|} \sum_{i=1}^{N} \left( |N_p| \cdot Local_\mathcal{L}_i(\theta, P_i) \right),$$

(11)

where $\theta'$ represents the global parameters of the global server.

### C. Adopted ML Model

FL is generally regarded as a paradigm for collaborative learning of distributed ML models, therefore, the type of ML models deployed in FL is another key point for improving performance. To further enhance the presentation of our proposed HFL-VNE, we combine DRL to deploy local and global ML models to dynamically tune and optimize multi-domain physical networks. As an important goal-oriented technique, DRL optimizes the goal along a certain dimension through different steps. Specifically, the different components in DRL are expressed as follows:

- Agent: It is mainly used as an important entity for the interaction between the model and the environment, and completes the interaction with the environment and makes corresponding decisions through the cooperation of the following components, as shown in Fig. 4.

- Action: It is mainly the decision-making adopted by the agent according to the environmental information.

- Reward: It is expressed as the feedback signal to the agent after the agent makes the corresponding action,
which is mainly employed to evaluate the performance of the current action. Specifically, if positive feedback with a high reward is obtained, it means that the current action benefits the agent, and a similar action should be adopted in the next step. Conversely, the current action brings negative returns. Furthermore, it should be noted that the loss function optimized by the ML model in our proposed FL model is consistent with the purpose of the reward mechanism here. Therefore, Eq. 10 and Eq. 11 are equivalent to the reward mechanism.

- State: It represents real-time information about the environment. It will serve as input to the agent so that the agent can interact with the environment in real-time. Furthermore, the variation of the state is often affected by actions taken by the agent.

IV. RELATED INDICATORS

In this section, the relevant metrics used in the VNE problem will be introduced in detail.

A. Basic Indicators

We employ the character $\xi_{n^P \rightarrow n^V}$ to denote whether the resources of the physical node $n^P$ are successfully allocated to the virtual node $n^V$, i.e., whether the $n^V$ is successfully embedded in the $n^P$.

$$\xi_{n^P \rightarrow n^V} = \begin{cases} 1, & \text{resource allocation succeeded}, \\ 0, & \text{resource allocation failed}. \end{cases}$$  

(12)

It should be noted that we use lowercase letters to indicate a specific element. For example, $n^P$ represents one of the nodes in the multi-domain physical networks.

Furthermore, we employ the character $\xi_{l^P \rightarrow l^V}$ to indicate whether the physical link $l^P$ is successfully allocated to virtual link $l^V$ of the virtual network, i.e., whether the $l^V$ is successfully embedded in the $l^P$.

$$\xi_{l^P \rightarrow l^V} = \begin{cases} 1, & \text{resource allocation succeeded}, \\ 0, & \text{resource allocation failed}. \end{cases}$$  

(13)

It should be noted that, for convenience, we use $l^P$ to represent the collective term for $ol^P$ and $il^P$.

B. Embedded Constraint Indicators

During the resource allocation process of the VNE, corresponding configuration constraints need to be followed. Only the resources of physical nodes or links that satisfy the relevant constraints can be successfully allocated. Specifically, they are:

$$\sum_{j=1}^{\left|N^V_i\right|} \xi_{n^P \rightarrow n^V_j} = 1, \quad \forall n^V_i \in N^V, \quad (14)$$

$$\sum_{j=1}^{\left|L^V_i\right|} \xi_{l^P \rightarrow l^V_j} \geq 1, \quad \forall l^V_j \in L^V, \quad (15)$$

$$A_N(n^P_k) = R_{\text{IF}}(n^P_k) - \sum_{i=1}^{\left|N^R_V\right|} \sum_{j=1}^{\left|N^V_i\right|} \xi_{n^P_k \rightarrow n^V_j} \times R_{\text{IF}}(n^V_j), \quad (16)$$

$$A_N(n^P_k) \geq 0, \quad \forall n^P_k \in N^P, \quad (17)$$

$$R_{\text{IF}}(n^V_j) \leq A_N(n^P_k), \quad \text{if } \xi_{n^P_k \rightarrow n^V_j} = 1, \quad (18)$$

$$A_L(l^P_k) = R_{\text{IF}}(l^P_k) - \sum_{i=1}^{\left|N^R_V\right|} \sum_{j=1}^{\left|L^V_i\right|} \xi_{l^P_k \rightarrow l^V_j} \times R_{\text{IF}}(l^V_j), \quad (19)$$

$$A_L(l^P_k) \geq 0, \quad \forall l^P_k \in L^P, \quad (20)$$

$$R_{\text{IF}}(l^V_j) \leq A_L(l^P_k), \quad \text{if } \xi_{l^P_k \rightarrow l^V_j} = 1, \quad (21)$$

where Eq. 14 indicates that the resources requested by each virtual node can only come from one physical node. Eq. 15 indicates that the resources requested by each virtual link can come from multiple physical links. Eq. 16 represents the available resources of a physical network node, which is expressed as the difference value between the physical node’s initial resources and the allocated unavailable resources. Eq. 17 demonstrates the physical node available resources should be greater than 0. Eq. 18 indicates that the resources requested by the virtual node must smaller than the physical node’s available resources that want to map. Eq. 19 demonstrates the physical link’s available resources, which are expressed as the difference between the initial and the allocated resources. Eq. 20 demonstrates that the physical link available resources should be greater than 0. Eq. 21 indicates that the resources requested by the virtual link should be less than the physical link’s available resources that you want to map.

C. Evaluation Indicators

The main optimization trend of the resource allocation strategy of VNE is to reduce resource consumption and improve resource benefit. The main purpose is to obtain the maximum resource allocation revenue with the least resource cost. Specifically, as many successful responses as possible should be made to the VNR. Therefore, to visibly observe the performance, we use the following indicators to measure (22), as shown at the bottom of the next page, where Eq. 22 represents the revenue of a single VNE, and when the virtual network is allocated, the revenue will be generated. If the embedding process fails since the relevant embedding indicators are not met, no revenue will be generated. It is expressed as the sum of resources requested by the current
VNR. Eq. 23, as shown at the bottom of the page, represents the cost of a single VNE, and \( hops \) represents the hops of the path. Intuitively, the cost is connected to both the requested resource and the hops of the virtual path. The longer the path, the higher the link resource cost.

Accordingly, the following indicators can be derived and utilized based on cost and revenue to evaluate VNE performance:

\[
LtaR = \lim_{T \to +\infty} \sum_{i=1}^{\frac{|VNR|}{T}} \int_{t=0}^{T} R(VNR_i)\]
\[
= \lim_{T \to +\infty} \sum_{i=1}^{\frac{|VNR|}{T}} \sum_{t=0}^{T} R(VNR_i),
\]
\[
LtaR2C = \lim_{T \to +\infty} \sum_{i=1}^{\frac{|VNR|}{T}} \int_{t=0}^{T} \frac{C(VNR_i)}{R(VNR_i)},
\]
\[
= \lim_{T \to +\infty} \sum_{i=1}^{\frac{|VNR|}{T}} \sum_{t=0}^{T} \frac{C(VNR_i)}{R(VNR_i)},
\]
\[
Acc = \lim_{T \to +\infty} \frac{\int_{t=0}^{T} Acc_{VNR}}{\int_{t=0}^{T} All_{VNR}},
\]
\[
= \lim_{T \to +\infty} \frac{\sum_{t=0}^{T} Acc_{VNR}}{\sum_{t=0}^{T} All_{VNR}}.
\]

where Eq. 24 represents the long-term average revenue, which is formally expressed as the average integral of the embedding revenues of all VNRs over time in the long-term range \([0, T]\). Eq. 25 represents the long-term average revenue-cost ratio, which is formally expressed as the average integral of the embedding revenues over the embedding cost of all VNRs in the long-term range \([0, T]\). Eq. 26 represents the VNR acceptance ratio in the VNE embedding process, which is formally expressed as the ratio of the successfully responded VNR to all the VNRs. According to the meaning of the equation, the larger the values of \( LtaR, LtaR2C, \) and \( Acc \), the better the performance of the algorithm. Furthermore, \( LtaR2C \) is determined by the ratio of embedding revenue to embedding cost, so it also represents the resource utilization of the algorithm. Furthermore, at time \( t \), the larger the evaluation indicator value, the better the performance of the algorithm. It should be noted here that \( Acc_{VNR} \) indicates the number of successfully responded VNRs, which is expressed as:

\[
Acc_{VNR} = \sum_{i=1}^{\frac{|VNR|}{T}} |VNR_i|, \quad \text{Eq. 27}
\]
\[
|VNR_i| = \prod_{j=1}^{\frac{|V_i|}{T}} \xi_{s_t \to s_j} \prod_{k=1}^{\frac{l_t \times l_j}{T}} \xi_{l_t \to l_k}, \quad \text{Eq. 28}
\]

V. HFL-VNE ALGORITHM DESIGN AND IMPLEMENTATION

In the following content, we will introduce the architecture design and implementation details of the proposed HFL-VNE.

A. Architecture Design

Taking into account the poor performance of traditional VNE algorithms in dynamic and time-varying physical network environments, the distributed ML model of FL layout can better pay attention to the characteristics of each local physical domain and decrease the fragmentation of physical resources. Moreover, considering the weaknesses of weak privacy, high central pressure, and poor real-time performance caused by the traditional centralized training paradigm, FL can effectively alleviate such problems through multi-model collaborative optimization. Furthermore, in VNE, we utilize DRL as a learning-driven model. Compared with other ML models, DRL can better interact with the environment efficiently, and better explore and analyze the physical environment information. And, the distributed training paradigm of FL enables different DRL models to intelligently exchange parameters and collaboratively optimize without sharing data. In this way, each local DRL model can accurately grasp the global physical network. In addition, only weights or parameters are shared in the FL paradigm, which not only strengthens the confidentiality of data but also relieves the pressure on computing and bandwidth.

Based on the above motivations, we deploy the FL training paradigm for multi-domain VNE and deploy the DRL model in the local server and the global server respectively. Since multi-domain physical networks share the same feature space, we adopt the HFL paradigm and all DRL models adopt a similar structure. The specific architecture of HFL-VNE is displayed in Fig. 5.

\[
R(VNR_i) = R(V_i, t_s, t_e) = (t_e - t_s) \left[ \sum_{n^V \in N^V_i} R_{N^V_i}(n^V_i) + \sum_{l^V \in l_i} R_{L^V_i}(l^V_i) \right]
\]
\[
= (t_e - t_s) \left[ \sum_{n^V \in N^V_i} cpu^V_i(n^V_i) + \sum_{l^V \in l_i} bw^V_i(l^V_i) \right], \quad \text{Eq. 22}
\]
\[
C(VNR_i) = C(V_i, t_s, t_e) = (t_e - t_s) \left[ \sum_{n^V \in N^V_i} R_{N^V_i}(n^V_i) + \sum_{l^V \in l_i} R_{L^V_i}(l^V_i) \hspace{1pt} hops(l^V_i) \right]
\]
\[
= (t_e - t_s) \left[ \sum_{n^V \in N^V_i} cpu^V_i(n^V_i) + \sum_{l^V \in l_i} bw^V_i(l^V_i) \hspace{1pt} hops(l^V_i) \right] \quad \text{Eq. 23}
\]
Fig. 5. Architecture of HFL-VNE. (a) HFL architecture for multi-domain VNE with DRL as a learning-driven model. The local server deployed in the local physical domain is used for local precise control. The global model deployed by the global server is responsible for macro-control. DRL guides model training and efficient interaction with the environment through a reward mechanism. (b) The agent model of DRL in HFL-VNE consists of four layers: state extraction layer, convolution layer, probability calculation layer, and filter layer.

B. Implementation Details

In the proposed HFL-VNE, the iterative optimization process mainly includes three stages, as follows:

1) State Extraction: DRL agents need to efficiently interact with the environment, especially highly dynamic time-varying physical networks. It is necessary to monitor resource changes in the physical environment at all times and make appropriate resource scheduling strategies for the current VNR. This requires the agent to perceive the environment in real-time and extract environmental features as state input. Specifically, we extract the following important information: available CPU, the sum of bandwidth, and average distance.

\[
\text{Sum}_{-}\text{bw}(n^P_k) = \sum_{\forall j} A_{-}\text{L}(l^P_{jk}), \quad (29)
\]

\[
\text{Dis}_{-}\text{bw}(n^P_k) = \sum_{\forall j} \frac{\|n^P_{jk} - n^P_j\|_2}{1 + \text{hops}(l^P_{jk})}, \quad (30)
\]

where taking the physical node \(n^P_k\) as an example, its available CPU is shown in Eq. 16. Eq. 29 implies the sum of the bandwidths of all links connecting \(n^P_k\), which is inspired by the more available bandwidth of a link, the easier it is to be embedded. Eq. 30 implies the distance of \(n^P_k\) to other nodes. It is inspired by the lower the hops and the shorter the distance, the higher the resource revenue. Therefore, the extracted state matrix is shown in Eq. 31, which will serve as the input of the intelligent agent of the DRL model.

\[
\text{State} = \begin{pmatrix}
A_{-}\text{N}(n^P_1) & \text{Sum}_{-}\text{bw}(n^P_1) & \text{Dis}(n^P_1) \\
A_{-}\text{N}(n^P_2) & \text{Sum}_{-}\text{bw}(n^P_2) & \text{Dis}(n^P_2) \\
\vdots & \vdots & \vdots \\
A_{-}\text{N}(n^P_{|N_P|}) & \text{Sum}_{-}\text{bw}(n^P_{|N_P|}) & \text{Dis}(n^P_{|N_P|})
\end{pmatrix}
\]

(31)

2) Agent Model of DRL: The structure of the intelligent agent utilized in this work is displayed in Fig. 5(b), which is mainly a four-layer network architecture:

- State extraction layer: This layer is mainly responsible for extracting the state of the physical domain in real-time and converting it into a state matrix as shown in Eq. 31.
- Convolutional layer: This layer is responsible for the convolution operation on the state matrix with the...
support of the convolution kernel, and then obtains the available resources of each physical node and physical link. Furthermore, the convolution operation employed is mainly represented as:

$$\text{Output}(\text{State}) = \text{Input}(\text{State}) \cdot \text{Kernel} + d.$$  \hspace{1cm} (32)

where \text{Kernel} indicates the weight matrix of the convolution kernel, and \(d\) indicates the deviation vector.

- Probability calculation layer: This layer employs the Softmax function to calculate the probability that the resources of physical nodes can be allocated.

$$\text{Pro}(\text{Output}[k]) = \frac{\text{Output}[k]}{\sum_{j=1}^{[N^P]} \text{Output}[j]}.$$ \hspace{1cm} (33)

- Filter layer: This layer filters the physical nodes and physical links that do not meet the conditions according to the embedding constraints shown in Section IV-B, and sorts the physical nodes in descending order according to the calculated probability. Finally, candidate physical nodes with priorities from high to low are obtained.

In HFL-VNE, Action is divided into two-stage decision-making actions. Specifically, node embedding is performed on the candidate physical nodes in order from high to low. Second, a search strategy--Breadth-First Search (BFS) is adopted for link embedding. The LtaR2C adopted by the reward mechanism, under its guidance, the agent will optimize toward high-revenue and low-cost decision-making. If the value of the reward becomes larger, the current action is correct. Otherwise, the action needs to be adjusted.

Maximize \(\text{Reward}(V_i, t_i, t_e) = \text{LtaR2C}(V_i, t_i, t_e). \) \hspace{1cm} (34)

Finally, the learning process of the adopted DRL model is recorded in Algorithm 1. It should be noted that the deep Q-learning method is suitable for discrete action spaces. However, in the VNE problem, there is a correlation between action values at different time steps in the action space, so this work adopts the policy network-based DRL algorithm for training that is suitable for continuous actions. In addition, the shortest path algorithm--BFS is used to search for available links, and the links are screened according to the constraints in Section IV-B.

C. Parameter Aggregation

In the FL paradigm, the trained local model parameters of the local servers deployed in each physical domain will be uploaded to the global server. The latter will aggregate these parameters and performs iterative optimization. Finally, the new global parameter \(\theta'\) is distributed to each local server. The local server updates the parameters and performs the next training. The above process is repeated until the HFL-VNE reaches the optimum, i.e., the objective function and the reward both converge. Specifically, the local loss \(\text{Local}_i\mathcal{L}_i(\theta_i, P_i)\) and global loss \(\text{Global}_i\mathcal{L}(\theta', P)\) are defined in Section III-B. It should be noted that this work uses the following gradient descent method to update the parameters:

$$\begin{align*}
\mathcal{G}_i &= \nabla \text{Local}_i\mathcal{L}_i(\theta_i(t), P_i), \\
\theta_i(t+1) &= \theta_i(t) - \mu \times \mathcal{G}_i,
\end{align*}$$ \hspace{1cm} (35, 36)

where the above two equations represent the parameter update of the local physical domain \(P_i\), \(\theta_i(t)\) represents the local parameter, \(\mathcal{G}_i\) represents the local gradient, \(\mu\) represents the learning rate, and \(\theta_i(t+1)\) represents the local parameter after this iteration. Similarly, the update of global parameters is defined as:

$$\begin{align*}
\mathcal{G}' &= \nabla \text{Global}_i\mathcal{L}(\theta'(t), P), \\
\theta'(t+1) &= \theta'(t) - \mu \times \mathcal{G}',
\end{align*}$$ \hspace{1cm} (37, 38)

where \(\theta'(t)\) represents the global parameter, \(\mathcal{G}'\) represents the global gradient, and \(\theta'(t+1)\) represents the global parameter after this iteration. It should be noted that the aggregation method of the global parameter is obtained by the weighted average of local parameters:

$$\theta'(t) = \frac{\sum_{i=1}^{N} \theta_i(t)}{N},$$ \hspace{1cm} (39)

where \(N\) is the number of physical domains.

In addition, for the global model, its DRL agent receives the federated state between the physical domains. For each physical domain \(P_i\), its extracted state is \(\text{State}_i(t)\), and the action taken by the agent of the local model is \(\text{Action}_i(t)\). For the environment with \(N\) physical domains, the federated state of the global model is \(\text{State}_d(t)\) and the federated action is \(\text{Action}_d(t)\). After the global model is iteratively optimized, new global parameters are obtained. At the same time, the federated reward \(\text{Reward}_d(t)\) will be obtained. Further, the resources of each physical domain will be allocated, and

---

**Algorithm 1 The Learning Process of the Proposed DRL model**

**Input:** Physical network, training set of virtual network;  
**Output:** parameters;

1. Initialize parameters of the DRL model, learning rate=0.005;
2. while \(\text{iteration} < \text{max iterations} \) do
   3. foreach \(n^p_i \in N^P \) do
      4. Extract the state by Eq. 31;
      5. Compute the probability by Eq. 33;
      6. Screen candidate physical nodes;
      7. if \(\text{physical node is embedded successfully} \) then
         8. Search and filter available physical links through the shortest path algorithm--BFS;
         9. if \(\text{physical link is embedded successfully} \) then
            10. Compute the reward by Eq. 34;
            11. Calculate and update model parameters by Section V-C;
         12. else
            13. Fail and cancel update;
         14. end
      15. else
         16. Fail and cancel update;
      17. end
   18. iteration += +;
3. end

---
the federated state will be transformed into the new state 
\[
\text{State}_{all}(t+1) = \{\text{State}_1(t+1), \ldots, \text{State}_N(t+1)\},
\]
(43)

VI. SIMULATION CASE STUDIES AND ANALYSIS

In the following content, simulation cases and comparative experiments will be conducted to illustrate the performance of HFL-VNE.

A. Simulation Environment

The simulation experiment is completed by Pycharm and using python 3.8.3. The physical network is generated using the GT-ITM tool and recorded in a .txt file. Specifically, we generate a physical network of 4 domains, each with 25 physical nodes. There are a total of 100 physical nodes and 600 physical links. Furthermore, 2000 VNRs are randomly generated and recorded in .txt files. In each VNR, virtual links are randomly generated between virtual nodes with a probability of 50%. To simulate the dynamic continuity of the VNR, it arrives sequentially in the time order of the Poisson distribution. The detailed configurations of the physical network and virtual networks are recorded in Table II.

B. Training Performance

To illustrate the flexibility and intelligence of the proposed HFL-VNE in the face of multi-domain dynamic environments, it is necessary to observe the trend of the performance indicators to scientifically verify that it is reasonably allocating resources. In the training phase of HFL-VNE, we observe the performance of each evaluation indicator. The indicators variations of the HFL-VNE training process are displayed in Fig. 6. From the visualized result trend, it can be found that the performance of each indicator is relatively poor at the beginning. This is because all agents have just been activated in an unfamiliar environment and are not suitable for it. As the training epoch increases, it can quickly adapt to the environment and fit the underlying characteristics of the physical network, and stimulate it to continuously allocate high-revenue and high-efficient decision-making through the reward mechanism, which makes various indicators rapidly improve and converge. Therefore, the proposed HFL-VNE is effective in the training process of the multi-domain physical network.
C. Comparative Experiment

For comparative experiments, we selected heuristic-based, RL-based, and DRL-based algorithms as benchmarks, namely NodeRank [23], CDRL [6] and GCN-RL [14], respectively. It should be noted that all benchmarks regard the overall multiple physical domains as one physical domain for VNE. Therefore, when conducting test experiments, we apply the same simulation environment as a whole to each benchmark.

At this point, they will also perform cross-domain VNE. In addition, the consecutive start arrival time of VNRS is set to $22s$, and the end arrival time of VNRS is set to $30,000s$, in this work. Therefore, we set the time unit to $1000s$ to observe the change of the indicator value within $30$-time units. On the three evaluation indicators, the performance of HFL-VNE and each benchmark is presented in Figs. 7, 8, and 9, respectively. It can be found that the NodeRank based on the heuristic strategy preferentially selects nodes with a heavyweight at the beginning, so the initial performance is reasonable. However, from the perspective of long-term performance, it is difficult to effectively characterize dynamic multi-domain networks and thus perform poorly. Combined with RL, CDRL increases the ability to interact with the environment, making model decisions perform well. On this basis, GCN-RL further uses GCN to replace the traditional Q-table, which enhances the perception ability of the model and further enables the VNE strategy to better perceive the network environment. It should be noted that CDRL and GCN-RL are better than NodeRank in each evaluation indicator, which fully shows that the introduction of the AI algorithm has significantly improved the performance of VNE. Furthermore, HFL-VNE outperforms both CDRL and GCN-RL in the long run. This is mainly because we deploy local DRL models in various physical domains, which can better focus on the properties of each local physical domain. In dynamic and heterogeneous network modeling, HFL-VNE performs better, thereby better reducing the fragmentation of physical resources.

In addition, during the test, the server continuously responded to the VNR, which made the available resources of the physical network tend to decrease. Correspondingly, the number of VNRS embedded in the next step will be reduced. According to Eq. 24, Eq. 25, and Eq. 26, it can be seen that the $\text{LtaR}$ and the $\text{Acc}$ will show a decreasing trend. The $\text{LtaR}$ is not only related to benefits but also costs, so this indicator shows a trend of small fluctuations. The comprehensive results well validate our theoretical derivation.

Finally, in Fig. 10, we record the time spent by HFL-VNE with each benchmark in each communication round. NodeRank takes less time because heuristic search uses a simple greedy search strategy. However, its performance is poor. CDRL and GCN-RL only deploy one model and adopt a centralized training strategy, which increases the complexity of the algorithm and increases the pressure on storage and computation. Therefore, both are more time-consuming than HFL-VNE. Combined with the distributed FL training model, HFL-VNE is jointly optimized on the premise of only uploading parameters, which significantly reduces the time-consuming of resource embedding. Therefore, HFL-VNE has better real-time performance than other algorithms. To sum up, HFL-VNE outperforms other VNE algorithms in all aspects.

VII. CONCLUSION AND FUTURE

To solve the virtualization issue of multi-domain physical networks, this work is the first to propose a virtual network embedding strategy based on horizontal federated learning (HFL-VNE). Specifically, we utilize the distributed
architecture of FL to deploy a local server in each physical domain, which is responsible for the perception and decision-making of the local physical domain. Furthermore, we deploy a global server on the overall architecture for aggregating parameters to share training. Also, we deploy a deep reinforcement learning model in each server, which is employed to dynamically tune and optimize the VNE policy. Finally, we effectively prove by simulation that HFL-VNE is more suitable for modeling dynamic and heterogeneous physical networks, and HFL-VNE has higher privacy and real-time performance.

The more fine-grained dynamic modeling aspects of physical networks, which are less considered in this work, will be a focus of our future work. For example, time slice-based dynamic modeling.
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