Quantum computation is currently attracting much interest. Shor’s factorization algorithm, which finds the prime factorization of an \( n \)-bit integer in the polynomial time of \( n \), proved the power of quantum computation. Grover’s search algorithm, which has complexity \( O(\sqrt{N}) \) instead of \( O(N) \) classical steps, where \( N \) is the database size, provides proof that quantum computers are faster than classical ones for unstructured database searches. Moreover, it is expected to have applications to other important NP problems.

Actual physical systems are affected by various decoherence and operational errors, which make it difficult to analyze the properties of quantum circuits. Therefore, it is very important to simulate a quantum computer realized with physical systems by a classical computer. However, simulating large quantum circuits with a classical computer requires enormous computational power because the number of quantum states increases exponentially as a function of the number of qubits. Recently, Vidal presented an efficient method for simulating quantum computations with one-qubit unitary gates and neighboring two-qubit unitary gates. Before that, White had introduced a numerical technique to study the properties of relatively large-scale one-dimensional (1D) quantum systems, which is called the density matrix renormalization group (DMRG). Vidal’s idea and DMRG strongly overlap. As an interesting combination of the above two methods, a time-dependent DMRG method has been presented.

In this paper, we present a new simulation method that uses the graphical representation of the tensor product state. With this method, we can take advantage of arbitrary one- and two-qubit operators, which include projection operators, and can execute the projective measurement in an efficient way. In addition, generalized Toffoli gates (\( C^k \)-NOT) can be used without decomposition in terms of elementary gates. As an example of the simulation, we will show that Grover’s algorithm can be efficiently executed by a classical computer. Here, to implement Grover’s algorithm concretely, we assume that the Oracle consists of generalized Toffoli gates. Using this simulation method, it becomes possible to simulate various quantum circuits with several ten qubits.
FIG. 2: Graphical representation of the inner product \( \langle \psi_0 | \psi_0 \rangle \).

\[
\rho_0(i_1, i_1') = \sum_{i_2} U_0(i_6, x_6, x_7) U_0^*(i_6, x_6', x_7)
\]

(dotted lines imply that a summation is taken over the connected variable. We calculate \( \langle \psi_0 | \psi_0 \rangle \) as follows:

\[
X_6(x_6, x_6' = \sum_{i_6, x_7} U_0(i_6, x_6, x_7) U_0^*(i_6, x_6', x_7)
\]

\[
Y_5(i_5, x_5, x_5') = \sum_{x_6} X_6(x_6, x_6') U_5(i_5, x_5, x_6)
\]

\[
X_5(x_5, x_5') = \sum_{i_5, x_5'} Y_5(i_5, x_5, x_5') U_5^*(i_5, x_5', x_5')
\]

\[
X_1(x_1, x_1') = \sum_{i_1, x_2} Y_1(i_1, x_1, x_2) U_1^*(i_1, x_1', x_2').
\]

Here, \( X_1(x_1, x_1') \) has the scalar quantity because \( x_1 = x_1' = 1 \); therefore, \( \langle \psi_0 | \psi_0 \rangle = X_1(1, 1) \). The calculation of \( \langle \psi_0 | \psi_0 \rangle \) for \( L \) qubits requires \( O(L m^3) \) multiplications.

To simulate a quantum circuit one step further, we have to obtain the tensor product decomposition of the next state \( | \psi_1 \rangle = O_p | \psi_0 \rangle \),

\[
\Psi_1(i_1, i_2, \ldots, i_L) = \sum_{y_{2\ldots L}} \prod_{y_{z=1}}^{m_z} \prod_{y_z=1}^{z=L} V_z(i_1, y_1, y_2) V_2(i_2, y_2, y_3) \ldots V_L(i_L, y_L, y_{L+1}),
\]

where \( y_1 = y_{L+1} = 1 \). Here, we assume \( L = 6 \) and the operator is \( O_p = O_{24}(k_2, k_3, i_2, i_4) \). First, we consider the reduced density matrix \( \rho_1(i_1, x_1 | i_1', x_1') \) in Fig. 3(a) to get \( V_1 \) and \( m_1' \). The order of the calculation becomes slightly complicated, but the calculation can be performed similarly to that for the inner product. Then, we diagonalize the \( 2 \times 2 \) density matrix \( \rho_1(i_1, x_1 | i_1', x_1') \),

\[
\sum_{i_1, x_1, i_1', x_1'} V_1^*(i_1, x_1, y_2) \rho_1(i_1, x_1 | i_1', x_1') V_1(i_1', x_1', y_2') = \delta_{y_2, y_2'} \lambda_{y_2}.
\]

Here, all eigenvalues \( \lambda_{y_2} \) have positive values in the decreasing order ( \( \lambda_1 \geq \lambda_2 \)). Then, we can rewrite \( V_1(i_1, x_1, y_2) = V_1(i_1, y_1, y_2) \) since \( x_1 = y_1 = 1 \). Furthermore, we choose \( m_2' = 2 \) when \( \lambda_2 \neq 0 \), and \( m_2' = 1 \) when \( \lambda_2 = 0 \). When DMRG is used in the analysis of 1D quantum lattice systems, such as the Heisenberg model, it is preferable to cut \( m_1' \) that the \( (m_1+1) \)-th eigenvalue of a density matrix becomes small enough. This corresponds to an irreversible compression that discloses the unimportant information, and such compression is very effective. However, because quantum calculations, such as Grover’s and Shor’s algorithms, tend to treat discrete wave functions, important information is left out if we make \( m_1 \) too small. Therefore, we determine \( m_1' \) such that the eigenvalue of a density matrix becomes 0 in this paper. Namely, \( m_1' \) corresponds to the Schmidt rank of the density matrix \( \rho_{a-1} \) and the compression corresponds to the reversible compression that the original information is fully maintained. Next, we use \( V_1 \) obtained previously and calculate the density matrix \( \rho_2(k_2, y_2 | k_2', y_2') \) as Fig. 3(b). Here, the qubit variable changes from \( i_2 \) to \( k_2 \) because of \( O_{24} \). Then, \( V_2 \) and \( m_2' \) can be obtained by diagonalizing \( p_2 \) in the same manner as obtaining \( V_1 \) and \( m_1' \). By repeating the above-mentioned operations, we can get all \( V_a \) and \( m_1' \).

Next, we evaluate the computational complexity for one-qubit and two-qubit operations and show that the complexity is \( O(L m^3) \) for a projection operator. The calculation for obtaining \( \rho_1 \) requires \( O(L m^3) \) multiplications, and \( O(m^3) \) multiplications are necessary in order to diagonalize it. In the calculation for preparing \( \rho_0 \) (\( \alpha > 1 \)), some parts (ex. dashed boxes in Fig. 3) are already obtained through the previous calculation. This reduces the calculation for preparing \( \rho_0 \) to \( O(m^3) \) multiplications. Therefore, the total number of multiplications is \( O(L m^3) \) for getting all \( V_a \) and \( m_1' \). Note that, for a one-qubit unitary \( O_j \) and a neighboring two-qubit unitary operator \( O_{j+1} \), the calculation complexities can be reduced to \( O(m^2) \) and \( O(m^3) \), respectively. In the case of the one-qubit unitary operator \( O_j \), \( V_j(k_j, x_j, x_{j+1}) = \sum_{i_j} O_j(k_j, i_j) U_j(i_j, x_j, x_{j+1}) \) and \( V_a = U_a \) for \( \alpha \neq j \). Also, for the unitary operator \( O_{j+1} \), the computational complexity for obtaining the next state becomes \( O(m^3) \) by using \( V_a = U_a \).
Grover's search algorithm involves repeated applications of a quantum subroutine, which is called the Grover operator $G$. In Fig. 4 we illustrate a configuration example of $n = 4$ with the number of solutions $t = 2$. Here, $H$ and $X$ represent the Hadamard gate, $H = \frac{1}{\sqrt{2}}\begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$, and the NOT gate, $X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$.

In this study, we assume that the Oracle [shaded part in Fig. 4(b)] consists of $t \ C^k$-NOT gates.

When we apply $k$ times of $G$ to a superposition state, the state is represented as

$$G^k|\Psi\rangle = \cos \left( \frac{2k + 1}{2} \theta \right) |\alpha\rangle + \sin \left( \frac{2k + 1}{2} \theta \right) |\beta\rangle,$$

where $\theta = 2 \arcsin \sqrt{t/N}$ and

$$|\alpha\rangle = \frac{1}{\sqrt{N-t}} \sum_x^n |x\rangle$$

$$|\beta\rangle = \frac{1}{\sqrt{t}} \sum_x^t |x\rangle.$$

Here, $\sum_x^n$ indicates a sum over all $x$ that are solutions, and $\sum_x^t$ indicates a sum over all $x$ that are not solutions. In the inset of Fig. 4 we show the amplitudes of a correct state for $t = 1, 2$ and $n = 8$. For convenience, we have fixed one of the solutions in $|11\cdots1\rangle$ and have plotted the amplitude of $|11\cdots1\rangle$. Solid lines indicate analytical lines, $| \sin \left( \frac{2x+1}{2} \theta \right) |^2/t$. These results confirm that tensor product representation can simulate Grover’s algorithm precisely.

A correct solution is provided by measuring qubits when $k \sim \pi \sqrt{N/t}/4$. In our numerical simulation, a projective measurement is performed as follows. First we calculate an expectation value $\langle \Psi | \tilde{a}_i | \Psi \rangle$ of $i$-th qubit and generate a random number $r (0 \leq r \leq 1)$ to consider
the probabilistic nature of quantum measurement, where
\( \hat{n}_i = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \). We apply to the \( i \)-th qubit

\[
\begin{align*}
P_0 &= |0\rangle\langle 0 | \quad \text{if } \langle \Psi | \hat{n}_i | \Psi \rangle \leq r \\
P_1 &= |1\rangle\langle 1 | \quad \text{if } \langle \Psi | \hat{n}_i | \Psi \rangle > r.
\end{align*}
\]

(12)

In Fig. 4 we show the execution time of the quantum circuit illustrated in Fig 4 up to \( n = 35 \) using an Intel Xeon 2.4GHz processor. What has to be noticed is that the computation time increases when the number of answers increases. This behavior is completely opposite to that for an ordinary search problem. Here, we discuss the computational complexity of a classical computer. The circuit possesses \( O(\sqrt{N/t} \log^2 N) \) one-qubit unitary gates, \( O(t \sqrt{N/t}) \) \( C^k \)-NOT gates, and \( \log^2 N \) projective measurements. The calculation complexities per one gate are \( O(m^2) \), \( O(m^3 \log^2 N) \), and \( O(m^3 \log^2 N) \), respectively. Because the total computational complexity is mainly dependent on \( C^k \)-NOT gates, it becomes \( O(\sqrt{Nm^3 \log^2 N}) \). We performed the fitting of \( A\sqrt{N} \log N \) with a fitting parameter \( A \) (solid lines in Fig. 5), and these fitting lines are consistent with the simulation results. Therefore, we see that \( m \) is not dependent on the qubit number \( n (= \log^2 N) \). Actually, we have found that \( m \) has the relationship \( m \leq t + 1 \). The total computational complexity for finding one correct state can be expressed by \( O(\sqrt{Nt^{3.5} \log^2 N}) \). Incidentally, the required memory capacity is \( O(t^2 \log^2 N) \). If \( t \) is much smaller than \( N \), this computational complexity is approximately equal to that for a quantum computer. In this way, we have found that the tensor product representation is very useful in simulating Grover’s algorithm.

In summary, we have demonstrated the classical simulation of a quantum circuit by using the graphical representation of the tensor product state. This method can take advantage of almost all gate operations, which include projection operators and the generalized Toffoli gates, with less than \( O(Lm^3) \) multiplications. As a result of the simulation of Grover’s algorithm, we have found that \( m \), which determines the computational time and the memory size in a classical computer, is related to the number of solutions. This simulation method enables us to simulate various quantum circuits with several ten qubits. Therefore, we expect that this method will be helpful in analyzing quantum circuits with decoherence and operational errors. In particular, since this simulation method is quite effective for a one-dimensional quantum system, it will be useful for analyzing several important experimental approaches, which include a one-dimensional chain of quantum dots [10] and the all-silicon quantum computer [11, 12].
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