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Abstract

Low-density parity-check (LDPC) codes have been the subject of much interest due to the fact that they can perform near the Shannon limit. In this paper we present a construction of LDPC codes from cubic symmetric graphs. The constructed codes are (3,3)-regular and the vast majority of the corresponding Tanner graphs have girth greater than four. We analyse properties of the obtained codes and present bounds for the code parameters, the dimension and the minimum distance. Furthermore, we give an expression for the variance of the syndrome weight of the constructed codes. Information on the LDPC codes constructed from bipartite cubic symmetric graphs with less than 200 vertices is presented as well. Some of the constructed codes are optimal, and some have an additional property of being self-orthogonal or linear codes with complementary dual (LCD codes).
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1 Introduction and preliminaries

We assume that the reader is familiar with the basic facts of graph theory and coding theory. We refer the reader to [1, 9] and [14] for related background materials on graphs and codes, respectively. In this paper we consider only non-trivial finite connected graphs without loops and multiple edges.

A binary $[n, k]$ linear code $C$ is a $k$-dimensional subspace of the vector space $\mathbb{F}_2^n$. For $x, y \in \mathbb{F}_2^n$, the number $d(x, y) = |\{i : x_i \neq y_i, 1 \leq i \leq n\}|$ is called the Hamming distance. The minimum distance of a code $C$ is the number $d = \min\{d(x, y) : x, y \in C\}$. Through the paper, a binary $[n, k]$ linear code with the minimum distance $d$ will be called an $[n, k, d]$ code. An optimal code is a code which achieves the theoretical upper bound for the minimum distance.

The codewords of an $[n, k, d]$ code satisfy $m \geq n - k$ parity-check equations. Every parity-check equation can be presented as a binary vector of length $n$ having $j$-th position equal to 1 if the corresponding codeword bit is included in that parity-check equation. The set of $m$ parity-check equations can be presented with an $m \times n$ parity-check matrix $H = [h_{i,j}]$. If $h_{i,j} = 1$, then the $i$-th parity-check equation contains the $j$-th codeword bit. The rows of the parity-check matrix span the null space (or dual code) $C^\perp$ of $C$.

A binary low-density parity-check (LDPC) code is a binary linear code defined by a sparse parity-check matrix $H$, which means that $H$ contains a very small number of nonzero entries. An LDPC code is called $(w_c, w_r)$-regular if $H$ has constant row sum $w_r$ and constant column sum $w_c$.

An LDPC code can be presented using the Tanner graph, which gives a relation between parity-check equations and codeword bits. The Tanner graph is a bipartite graph that consists of two sets of vertices: bit nodes that correspond to codeword bits and check nodes that correspond to parity-check equations. An edge connects a bit node to a check node if that bit is included in the corresponding parity-check equation. If an LDPC code is $(w_c, w_r)$-regular, then each bit node has degree $w_c$ and each check node has degree $w_r$. A cycle in a graph is a sequence of edges that form a path in the graph such that the first node is equal to the last one. The length of a cycle is the number of edges in it, and the girth of a graph is the length of the shortest cycle. Since a Tanner graph is bipartite, the length of a cycle must be even and at least four.

The decoding performance of an LDPC code depends on the structure of the
corresponding Tanner graph. The existence of short cycles in the Tanner graph of a code establishes a correlation between iterations in the process of decoding, and thus, has a negative impact on the bit error rate (BER) performance of the code. The shorter the cycles are, the more significant the effect is. For this reason, the aim is to construct LDPC codes without short cycles, especially cycles of length four.

LDPC codes were first introduced by Gallager in the early 1960’s (see [11]) and rediscovered by MacKay and Neal (see [18]). These codes have been the subject of much interest due to the fact that they can perform near the Shannon limit (see [11]). For some recent results on LDPC codes we refer the reader to [29, 32]. Over the past years researchers have constructed LDPC codes that are free of cycles of length four using various structures, including graphs (see, e.g., [8, 27]). Regular bipartite graphs with large girth constructed in [17] were used in [16] as Tanner graphs of LDPC codes. In this paper we construct LDPC codes using bipartite cubic symmetric graphs as Tanner graphs of LDPC codes.

The paper is organized as follows: in Section 2, the construction of the LDPC codes using cubic symmetric graphs is introduced, and the results about the code parameters are presented. In Section 3, an expression for the variance of a syndrome weight of the constructed LDPC codes is obtained. In Section 4, computational results and constructed LDPC codes are presented. Finally, in Section 5 we give an example that illustrates the BER performance of the constructed codes over a binary symmetric channel.

2 LDPC codes constructed from cubic symmetric graphs

Cubic graphs are 3-regular graphs, i.e. graphs in which all vertices have degree equal to three. A graph is symmetric if it is arc-transitive, i.e. if its automorphism group acts transitively on the set of arcs. Therefore, cubic symmetric graphs (CSGs) are 3-regular arc-transitive graphs. CSGs were first studied by Foster in [10]. They have since been the subject of much interest and study. Conder and Nedela proved (see [6]) that finite symmetric cubic graphs can be classified into 17 different families according to the arc-transitive actions they admit. The majority of CSGs are bipartite and it is known that there exist exactly five connected CSGs with girth less than six (the complete graph $K_4$, the complete bipartite graph $K_{3,3}$, the cube,
the Petersen graph and the dodecahedron). In this paper we study LDPC codes having bipartite CSGs as the Tanner graphs.

Let $\mathcal{G}$ be a connected CSG with $2n$ vertices. Denote by $A$ its adjacency matrix. If $\mathcal{G}$ is a bipartite graph, its adjacency matrix can be written as follows:

$$A = \begin{bmatrix} 0 & H \\ H^T & 0 \end{bmatrix},$$

(1)

where $H$ is an $n \times n$ matrix.

One can construct an LDPC code $C(\mathcal{G})$ by taking the matrix $H$ as a parity-check matrix of the code. That is to say, $\mathcal{G}$ is the Tanner graph of the code $C(\mathcal{G})$. The density of the parity-check matrix is equal to $\frac{3}{n}$ and the obtained code is a $(3,3)$-regular LDPC code of length $n$ and dimension $n - \text{rank}_2(H)$, where $\text{rank}_2(H) = \frac{1}{2}\text{rank}_2(A)$. Every arc-transitive graph without isolated vertices is vertex-transitive, so it is possible to obtain $H$ from $H^T$ by permuting the rows and columns. Hence, the LDPC codes obtained from $H$ and $H^T$ are equivalent. Note that two binary codes are equivalent if and only if they are isomorphic.

If $\mathcal{G}$ is a non-bipartite CSG, its adjacency matrix $M$ determine a parity-check matrix of a $(3,3)$-regular LDPC code whose Tanner graph is a CSG having the adjacency matrix of the form (1) with $H = M$. Hence, and according to the classification of CSGs, an LDPC code constructed from a non-bipartite CSG (taking its adjacency matrix as a parity-check matrix of the code) is isomorphic to the LDPC code obtained from some bipartite CSG (that is the Tanner graph of the code) with twice a number of vertices than the initial graph. Therefore, only LDPC codes constructed from bipartite CSGs will be considered.

In the sequel, when considering a CSG $\mathcal{G}$, we refer to a connected bipartite CSG $\mathcal{G}$ with $2n$ vertices. By $C(\mathcal{G})$ we denote the LDPC code of length $n$ having $\mathcal{G}$ as its Tanner graph.

Let $H$ be an $n \times n$ parity-check matrix of a code $C(\mathcal{G})$. A bit node graph $\Gamma$ is defined in the following way: it has $n$ vertices that correspond to codeword bits, and two vertices are adjacent if and only if the corresponding bits are included in the same parity-check equation. In other words, two vertices of the graph $\Gamma$ are adjacent if and only if the corresponding bit nodes of the Tanner graph $\mathcal{G}$ of the code $C(\mathcal{G})$ have a common neighbour.
Theorem 1. Let $G$ be a connected bipartite CSG with $2n$, $n \geq 7$, vertices and let $H$ be the parity-check matrix of the code $C(G)$. Then the corresponding bit node graph $\Gamma$ is 6-regular.

Proof. Every bipartite CSG $G$ with $2n$, $n \geq 7$, vertices has the girth at least six. A bit node $v$ of the Tanner graph $G$ of the code $C(G)$ has degree equal to three, and each of its neighbours is adjacent to another two bit nodes. Since $G$ does not have cycles of length four, the node $v$ has a common neighbour with exactly six other bit nodes. In other words, the node $v$ of $\Gamma$ has degree equal to six. Hence, the graph $\Gamma$ is 6-regular.

Theorem 2. Let $G$ be a connected bipartite CSG with $2n$, $n \geq 7$, vertices. Let $H$ be the parity-check matrix of the code $C(G)$ and let $\Gamma$ be the corresponding bit node graph. Then a $(0,1)$-matrix $T$ of order $n$ is the adjacency matrix of the graph $\Gamma$ if and only if $HTH = 3I + T$.

Proof. The diagonal elements of the matrix $HTH$ correspond to the degree of bit nodes of the Tanner graph $G$ of the code $C(G)$, which is equal to three. Since $G$ does not have cycles of length four, the other elements of the matrix are 1 or 0 depending whether the corresponding bit nodes have a common neighbour or not. That is to say, off-diagonal elements of the matrix $HTH$ are 1 or 0 depending whether the corresponding nodes of the graph $\Gamma$ are adjacent or not. Hence, $HTH = 3I + T$, where $T$ is the adjacency matrix of the graph $\Gamma$.

Conversely, suppose that $T$ is a $(0,1)$-matrix of order $n$ such that $HTH = 3I + T$. $HTH$ is a symmetric matrix, and therefore $T$ is a symmetric matrix. Clearly, the matrix $T$ has zeroes on the diagonal. An off-diagonal element of $T$ corresponds to the number of common neighbours of the corresponding bit nodes of the Tanner graph $G$ of the code $C(G)$. Since the girth of the Tanner graph $G$ is at least six, the number of common neighbours is zero or one. Therefore, $T$ is the adjacency matrix of the graph $\Gamma$.

The following results can be found in [24].

Theorem 3. [24, Theorem 3.1] Let $C$ be a binary linear code with a parity-check matrix $H$. Then there exists a codeword in $C$ with weight $w$ if and only if there are $w$ columns in $H$ whose vector sum is a zero vector.
Theorem 4. [24, Theorem 3.2] Let $C$ be a binary linear code with a parity-check matrix $H$. Then the minimum distance of the code $C$ is equal to the smallest number of columns in $H$ whose vector sum is a zero vector.

Due to the fact that the column weight of a parity check matrix $H$ of a code $C(G)$ is equal to three, Theorem 3 implies that the code $C(G)$ is even. Moreover, the minimum distance of the code $C(G)$ is an even number.

We will use Theorem 4 in the proof of the following theorem.

Theorem 5. Let $G$ be a connected bipartite CSG with $2n$, $n \geq 7$, vertices and let $\Gamma$ be the corresponding bit node graph. The minimum distance of the code $C(G)$ is at least six if and only if the clique number of the graph $\Gamma$ is at most three.

Proof. The girth of the Tanner graph $G$ of the code $C(G)$ is greater than four and, therefore, the minimum distance of the code is at least four (see [12]).

If there exists a set $S$ in the graph $G$ which consists of four bit nodes with the property that every pair of the vertices has a common neighbour, then the sum of the corresponding columns of the parity-check matrix equals zero. Hence, the minimum distance is equal to four. In other words, if the complete graph $K_4$ is the subgraph of the graph $\Gamma$, then the minimum distance of the code is equal to four. Consequently, if the minimum distance of the code is at least six, then the clique number of the graph $\Gamma$ is at most three.

Conversely, assume that the clique number of the graph $\Gamma$ is at most three. Accordingly, it is not possible to find four columns of the parity-check matrix whose sum equals zero. As the result of Theorem 4 the minimum distance of the code is at least six.

In [30] Tanner gave a lower bounds for the minimum distance of a regular LDPC code with a parity-check matrix $M$ in terms of the second largest eigenvalue $\mu_2$ of the matrix $M^T M$.

Theorem 6. [30, Theorems 3.1 and 4.1] If the Tanner graph of a $(w_c, w_r)$-regular LDPC code is connected and has $n$ bit nodes, then the minimum distance of the code satisfies $d \geq \max\{d_1, d_2\}$, where

$$d_1 = \frac{n(2w_c - \mu_2)}{w_c w_r - \mu_2}, \quad d_2 = \frac{2n(2w_c + w_r - 2 - \mu_2)}{w_r (w_c w_r - \mu_2)}.$$
Theorem 7. Let $G$ be a connected bipartite CSG with $2n$, $n \geq 7$, vertices and let $\lambda_2$ be the second largest eigenvalue of its adjacency matrix $A$. Then the minimum distance of the code $C(G)$ satisfies the following condition:

$$d \geq \begin{cases} 
\frac{2}{5}n, & \lambda_2 \leq 2, \\
\frac{2}{9}n, & 2 < \lambda_2 \leq \sqrt{6}, \\
4, & \sqrt{6} < \lambda_2 < 3.
\end{cases}$$

Proof. Since $G$ is a bipartite graph, the spectrum of $G$ is symmetric with respect to 0. Moreover, since $G$ is 3-regular, for every eigenvalue $\lambda$ of its adjacency matrix $A$ the inequality $|\lambda| \leq 3$ holds (see [11, Theorem 11.5.1]). Furthermore, if $\lambda$ is an eigenvalue of $A$, then $\lambda^2$ is an eigenvalue of $A^2$. Let $\mu_2$ be the second largest eigenvalue of the matrix $H^TH$, where $H$ is the parity-check matrix of the code $C(G)$. Using the fact that the matrices $H^TH$ and $HH^T$ have the same non-zero eigenvalues and the fact that $\lambda_2 \geq 1$ (see [21]), it follows that $\mu_2 = \lambda_2^2$.

According to Theorem 6, the minimum distance of the code $C(G)$ satisfies $d \geq \max\{d_1, d_2\}$, where

$$d_1 = \frac{n(6 - \mu_2)}{9 - \mu_2}, \quad d_2 = \frac{2n(7 - \mu_2)}{3 \cdot (9 - \mu_2)}.$$ 

From this equalities one can easily obtain

$$\mu_2 = \frac{6n - 9d_1}{n - d_1}, \quad (2)$$

and

$$\mu_2 = \frac{14n - 27d_2}{2n - 3d_2}. \quad (3)$$

The inequality $d_1 \geq d_2$ holds for $\mu_2 \leq 4$, and $d_2 \geq d_1$ for $\mu_2 > 4$ (see [28]). In the first case, when $\mu_2 \leq 4$, using the equality (2), one gets that $d \geq d_1 \geq \frac{2}{9}n$. If $4 < \mu_2 \leq 6$, then the minimum distance satisfies the inequality $d \geq d_2 \geq \frac{2}{9}n$, which can be obtained using (3). For $\mu_2 \geq 6$ the minimum distance of the code is at least four, as discussed in the proof of Theorem 5.
Theorem 8. Let $\mathcal{G}$ be a connected bipartite CSG with $2n$, $n \geq 7$, vertices. Then the dimension of the code $\mathcal{C}(\mathcal{G})$ is at most $\frac{5n}{6}$.

Proof. To determine the dimension of the code $\mathcal{C}(\mathcal{G})$ we observe the 2-rank of its parity-check matrix $H$. The 2-rank of the matrix $H$ is greater or equal than the size of a maximal independent set of the bit node graph $\Gamma$. Hence, the dimension of the code is at most $n - \alpha(\Gamma)$, where $n$ is the length of the code, i.e. the number of vertices of the graph $\Gamma$, and $\alpha(\Gamma)$ is the independence number of the graph $\Gamma$.

According to [4] every 6-regular connected graph with $n$ vertices, other than $K_7$, has an independent set which contains at least $\frac{n}{6}$ vertices. So, it follows from Theorem 4 that the inequality $\alpha(\Gamma) \geq \frac{n}{6}$ holds. Therefore, the upper bound for the dimension of the code is $\frac{5n}{6}$. \hfill \Box

If an adjacency matrix $A$ of a bipartite CSG $\mathcal{G}$ has the full rank, then the parity-check matrix $H$ of the LDPC code also has the full rank. Hence, the constructed LDPC code has the dimension zero, i.e. the constructed code is trivial.

We will need the following two results from [23].

Theorem 9. [23, Corollary 5] The dimension of the nullspace of an adjacency matrix of a connected 3-arc-transitive graph which is $s$-regular for $s \geq 2$ is non-zero.

Theorem 10. [23, Theorem 13] Let $p$ be a prime number and let $\mathcal{G}$ be a vertex-transitive $s$-regular multigraph with $n$ vertices. Let $\mathbb{F}$ be a field of characteristic $p$. If $\gcd(p, s) = 1$ and $n$ is a power of $p$, then the adjacency matrix of the graph $\mathcal{G}$ is invertible over $\mathbb{F}$.

Theorem 11 gives a condition for the LDPC code constructed from a CSG with $v = 2^t$ vertices to be trivial.

Theorem 11. Let $\mathcal{G}$ be a connected bipartite CSG with $v = 2^t$ vertices and let $\mathcal{C}(\mathcal{G})$ be the LDPC code constructed from $\mathcal{G}$. Then the parameters of the code $\mathcal{C}(\mathcal{G})$ are $[2^{t-1}, 0, 2^{t-1}]$.

Proof. The length of the code is $\frac{1}{2}v = 2^{t-1}$. Every arc-transitive graph without isolated vertices is vertex-transitive, so $\mathcal{G}$ is a vertex-transitive graph. Since $\mathcal{G}$ is a 3-regular graph with $v = 2^t$ vertices, using Theorem 10 one concludes that the
The adjacency matrix of $G$ has the full rank over $\mathbb{F}_2$. Hence, the parity-check matrix of
the code $\mathcal{C}(G)$ is the full rank matrix, so the dimension of the code $\mathcal{C}(G)$ is equal to
0.

In the case when $G$ is a connected bipartite 3-arc-transitive CSG, the dimension of
the code $\mathcal{C}(G)$ is greater than zero. This statement follows directly from Theorem 9.

The following theorem can be found in [5]. The Gallager A algorithm is also
described in that reference.

**Theorem 12.** [5, Theorem 2] A column-weight-three code with Tanner graph of
girth $g \geq 10$ can correct $\frac{g}{2} - 1$ errors in $\frac{g}{2}$ iterations of the Gallager A algorithm.

The following statement is a direct consequence of Theorem 12.

**Corollary 1.** Let $G$ be a bipartite CSG with the girth $g \geq 10$, and let $\mathcal{C}(G)$ be the
LDPC code constructed from $G$. Then $\mathcal{C}(G)$ can correct $\frac{g}{2} - 1$ errors in $\frac{g}{2}$ iterations
of the Gallager A algorithm.

## 3 The variance of a syndrome weight

A channel state information (CSI), for example the crossover probability, is very
important for communication systems and it can be used for predicting a decoding
efficiency. To compute a syndrome, an observed channel is converted to a binary
symmetric channel (BSC) and the CSI of the original channel is derived from the
estimated crossover probability of the BSC. The estimation (performed prior to
decoding) of the crossover probability based on the probability of a syndrome weight
was proposed in [22] and [31]. A general expression for the variance of a syndrome
weight of an LDPC code (after transmission over a BSC) is given in [25]. Obtained
results were applied for LDPC codes that have constant check node degree.

In this section we give the expression for the variance of a syndrome weight of
an LDPC code constructed from a bipartite CSG.

Let $C$ be a binary linear code and let an $m \times n$ matrix $H$ be its parity-check
matrix with row weights $r_i$, $i \in \{1, \ldots, m\}$. Furthermore, let $HH^T = [\lambda_{i,j}]$ be the
concurrence matrix of $H$. Suppose a codeword $c \in C$ has been sent through a BSC
with crossover probability $\rho$ and suppose that a vector $y$ has been received. The
vector \( s = y \cdot H^T \), \( s = (s_1, \ldots, s_m) \), is the syndrome of \( y \). Denote by \( w \) the syndrome weight, i.e. \( w = \sum_{i=1}^{m} s_i \).

Let \( f_t \) be the function defined by:

\[
f_t(\rho) = \frac{1 - (1 - 2 \rho)^t}{2}.
\]

For an LDPC code whose Tanner graph is free of cycles of length four, in the case when the check nodes have the same degree \( r \), the variance of a syndrome weight \( w \) can be calculated as follows (see [25]):

\[
Var(w) = m \frac{f_{2r}(\rho)}{2} + g_1 \frac{f_{2r}(\rho) - f_{2r-2}(\rho)}{2},
\]

where \( g_1 = \sum_{i \neq j} \lambda_{i,j} \).

The entries \( \lambda_{i,j}, i \neq j \), of the concurrence matrix of a parity-check matrix \( H \) of an LDPC code \( C(G) \) are elements of the set \( \{0, 1\} \). A value \( \lambda_{i,j} \) presents the number of common neighbours for \( i \)-th and \( j \)-th check node of the Tanner graph. Hence, \( \lambda_{i,j} = 1 \) if the corresponding check nodes have a common neighbour, and \( \lambda_{i,j} = 0 \) otherwise. Using simple counting, it can be seen that each check node has a common neighbour with exactly six check nodes. Accordingly, \( g_1 = 6n \). Using the equality (4), the variance of a syndrome weight can be calculated as follows:

\[
Var(w) = \frac{n}{2} (7f_6(\rho) - 6f_4(\rho)).
\]

4 Computational results

In this section we present information on LDPC codes constructed from the bipartite cubic symmetric graphs with less than 200 vertices. We have used cubic symmetric graphs available at [7] and follow the given notation. The parameters of the constructed LDPC codes are given in Table 1. The obtained codes have low rates and good minimum distance.
The girths of the Tanner graphs of the constructed codes are at least six, except for the codes obtained from the graphs 6A and 8A (the complete bipartite graph $K_{3,3}$ and the cube, respectively) for which the girth is equal to four. The LDPC code constructed from the graph 14A is isomorphic to the LDPC code obtained from the projective plane of order two, i.e. the symmetric 2-(7,3,1) design, by taking the incidence matrix of the projective plane as the parity-check matrix of the code. The codes obtained from the graphs 16A and 16B are isomorphic, as well as the codes obtained from the graphs 182A and 182B. Some of the constructed codes, which are marked in bold, achieve upper bound for the minimum distance, i.e., these codes are optimal codes. Further, some of the constructed codes enjoy an additional property of being an self-orthogonal or an LCD code.

A linear code $C$ satisfying $C \subseteq C^\perp$, where $C^\perp$ is the dual code of the code $C$, is called a self-orthogonal code. Some of the obtained codes are self-orthogonal. The

| CSG | LDPC | Girth |
|-----|------|-------|
| 6A  | [3,2,2]* | 4     |
| 8A  | [4,0,4] | 4     |
| 14A | [7,3,4] | 6     |
| 16A | [8,0,8] | 6     |
| 18A | [9,2,6]* | 6     |
| 20A | [10,4,4]* | 6     |
| 24A | [12,4,6] | 6     |
| 26A | [13,0,13] | 6    |
| 30A | [15,5,6] | 8     |
| 32A | [16,0,16] | 6    |
| 38A | [19,0,19] | 6    |
| 40A | [20,4,8] | 8     |
| 42A | [21,5,10] | 6    |
| 48A | [24,6,10] | 8    |
| 50A | [25,0,25] | 6    |
| 54A | [27,2,18]* | 6    |
| 56A | [28,6,12] | 6     |
| 56C | [28,8,8]* | 8     |
| 62A | [31,0,31] | 6    |
| 64A | [32,0,32] | 8     |
| 72A | [36,4,18] | 6    |

Table 1: Parameters of LDPC codes constructed from bipartite cubic symmetric graphs with less than 200 vertices.
codes with this property are obtained from the following graphs: 14A, 30A, 40A, 56A, 80A, 90A, 98A, 98B, 112B, 112C, 120A, 120B, 144A, 146A and 182A (and 182B).

An LCD code (linear code with complementary dual) is a linear code \( C \) which satisfies \( C \cap C^\perp = \{0\} \). LCD codes were introduced by Massey in [20]. These codes have an important role in cryptography. Lately, there has been much interest and a lot of work has been done regarding this topic (see, e.g., [3, 13, 15]). The codes labeled with * in Table 1 are LCD codes.

The codes constructed from the graphs 6A, 18A, 54A, 78A, 114A, 150A, 162A (and 162B), and 186A are unique LCD codes with the given parameters, up to equivalence (see [13, Proposition 2.5, Theorem 4.5]). According to the classification of LCD codes given in [13], there exists exactly five LCD codes with the parameters [10, 4, 4]. In this paper, an [10, 4, 4] LCD code was obtained using the adjacency matrix of the cubic symmetric graph 20B.

From Corollary 1 it follows that the codes from the CSGs 90A, 110A, 112C, 120B, 128B, 144B and 192B can correct 4 errors in 5 iterations of the Gallager A algorithm, and the codes from the graphs 162B, 162C, 168E, 168F, 182D and 192C can correct 5 errors in 6 iterations of that algorithm.

**Remark 1.** The obtained LDPC codes have small rate. To obtain higher rate codes one can do the following. If \( A \) is the parity-check matrix of an \([n,k,d]\) LDPC code \( C \) constructed from a bipartite cubic symmetric graph, one can use the matrix \( A' = [A | I_n] \) as the parity-check matrix of an LDPC code \( C' \), where \( I_n \) is the identity matrix of order \( n \). The code \( C' \) is an irregular LDPC code of length \( 2n \) and dimension \( n \), i.e. with rate equal 0.5. The minimum distance of the code is 4, and the girth of the Tanner graph is preserved, i.e. the girth of the Tanner graph of the obtained code is the same as the girth of the Tanner graph of the initial code. Instead of the matrix \( I_n \) one can use an \( n \times l \) matrix \( B \) consisting of \( l \) columns of the matrix \( I_n \) to obtain an LDPC code with the parity-check matrix \([A | B]\) that has length \( n + l \) and dimension at least \( k \). The minimum distance of the code is equal to 4 for \( l \geq 3 \).
5 Simulation results

As an illustration, we present simulation results of the [24, 6, 10] and [96, 18, 16] LDPC codes, derived from the the cubic symmetric graphs 48A and 192C, on the additive white gaussian noise (AWGN) channel. We have compared the codes with randomly generated LDPC codes of the same length and dimension and a parity-check matrix with a column weight equal to three. For randomly generated codes we have used the software for LDPC codes available at [26], which employs the construction from [18, 19]. The codes are decoded with the sum-product decoding algorithm and the maximum number of iteration is set to 50. Figures 1 and 2 show the performance of the codes.

Figure 1: BER performance of the [24, 6, 10] LDPC code derived from the graph 48A
It can be seen from Figures 1 and 2 that the LDPC codes constructed from the cubic symmetric graphs, comparing to randomly generated LDPC codes, have better BER performance.
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