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Abstract—Technology has become an essential element in today's digital life. The way users interact with different business services is changing thanks to Augmented Reality (AR), and the use of this technology in handhelds is gaining importance nowadays. Public and private organizations cannot be left behind, and they should strive to meet the demand for interactive services with AR. Through this review, we identified four potential major barriers to AR implementation, three of which were present in actual applications. We found that these barriers were similar across areas and that they were mainly related to the technology itself rather than to user interaction. For each of the barriers, we present a list of possible solutions or enablers that can help overcome the detected limitations.
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1 Introduction

Technology has become an essential element in today's digital life. The way users interact with different business services is changing thanks to Augmented Reality (AR) [1], and the use of this technology in handhelds is gaining importance nowadays. Public and private organizations cannot be left behind, and they should strive to meet the demand for interactive services with AR [2].

AR is the technology that enables the superposition of virtual 3D objects in a real 3D environment. This is achieved thanks to devices equipped with a camera and a screen through which the citizen lives the immersive experience offered by the AR. This technology aims to enrich the real environment with virtual information, creating the opportunity to offer real-time and collaborative input from physical environments without the need to fill the physical environment with objects that may hinder interaction. AR has already been successfully applied in fields such as industrial design, education, healthcare, and psychology [3]. In addition, one of the current approaches to take advantage of the availability of information from smart cities thanks to the Internet
of Things (IoT) is the implementation of AR to facilitate access to information services in real time [4].

In this paper, we first analyze the possible barriers found in the different fields where AR is widely deployed. Then, we propose several solutions (enablers) for the most common problems that challenge AR implementation.

1.1 Methodology

To examine this topic, we followed the steps indicated in [5], and conducted an author-based literature review as follows:

Topic/Questions reviewed: To investigate the different barriers that may emerge in AR approaches, we posed the following research questions: (RQ1) Which are the main barriers to the implementation of AR in public services? (RQ2) Can we propose similar solutions across areas? and (RQ3) Are the potential barriers described in the literature actually present in real applications?

Keyword search: We used the following key terms for this literature review: augmented reality + barriers + services.

Literature sources: Literature was gathered by searching in databases that compile academic documents, in this case, Google Scholar and ScienceDirect.

Background: To be able to differentiate between Mixed Reality (MR) and Augmented Reality (AR), we reviewed and included the definition of both concepts. The main fields in which AR has been successfully and widely deployed are also detailed in this section.

Literature selection: This review includes book chapters, scientific papers, conference proceedings or thesis published in an academic environment. The material was filtered by reviewing the article title and the keywords provided by the author, as well as their synonyms. The whole body of each paper (abstract and all the subsections) was analyzed in order to determine whether they referred to theoretical or practical applications.

1.2 Background

For the purposes of this study, it is crucial to differentiate between Augmented Reality (AR) and Mixed Reality (MR): AR enables users to explore a virtual representation of objects in a real-world environment in an interactive way: it takes the user's current real environment and merges it with 3D models of objects attached to the environment through AR markers [6]. AR requires the use of a camera, which captures the real world, and a screen through which the user visualizes the merged result. The device may include a set of complementary sensors to detect the geographical position and the orientation of the user. In addition, it may have onboard hardware with computing capabilities to perform the image processing required in case of including automatic AR-marker discovery mechanisms. On the other hand, MR goes a step further, taking Augmented Reality to another level where digital images projected onto the real world can be visualized and manipulated by the users thanks to a holographic projection and without requiring a screen [7].
1.3 Common AR applications

**Medical**: Pre-operative imaging and training is a field in which AR emerged as a technology. It provides a real-time visual interface to monitor the impact of an intervention on patients based on data from different sensors such as magnetic resonance imaging (MRI), thus reducing the risk of any operation. The first AR-assisted surgery was performed by [8], who superimposed a tomography during an intervention.

**Military**: The army is the field where the first implementations of AR arrived. Head-Up Displays (HUDs) and Head-Mount Displays (HMDs) are essential devices for soldiers to monitor orders and be aware of battlefield operations [9].

**Tourism**: AR is widely used in tourism, and it provides the advantage of having a personal guide to accompany guests at their convenience. One of the first known implementations, which included an on-site guide, is presented in [10].

**Navigation**: The implementation of massive AR in the navigation field dates to the 90s, when the 3G network made it possible to download a reasonable volume of data in real time, allowing devices such as PDAs to display the necessary virtual information on the screen at any current position together with traffic indicators, such as speed, direction, or traffic service information [11]. Navigation has improved with the inclusion of HUDs on the front glass to display traffic and vehicle information.

**Education**: Education is one of the fields in which AR can be deployed with greater success due to the rapid and perfect adaptation of students to this new learning paradigm. Books can be replaced and improved by augmented content to explain information or visualize historical events, for instance. Game-like interactions could also improve academic performance [12].

**Games**: Games represent the most successful and profitable market for AR technology [13], almost doubling any other sector in terms of implementations. This translates into the game industry being the sector that invests most in AR innovation. The main difference between AR with respect to other competing technologies in games such as Virtual Reality (VR) is that AR expands the field of play to the physical world, enabling sports and exercise activities [14], as well as social interaction [15].

1.4 Potential barriers

It is a common assumption that technology comes at cost. The main potential barriers to AR implementation reported in the literature are discussed here. These four theoretical barriers are considered as the most important ones because they are difficult to overcome.

**Privacy**: A fully immersive AR experience is challenging in terms of user privacy due to the way users interact with the system and the type of data they must provide to enrich the experience, which may include user-specific set of habits and interaction patterns. Agencies need to address privacy issues with policies and security risk management [16].

**Legacy systems**: AR can help citizens, workers and general service users retrieve, process, and examine large amounts of data through an easy and interactive experience.
Integration with legacy systems and platforms is a challenging task due to the lack of communication mechanisms [17].

**Requirements:** The definition of the project goals, requirements and resources is a challenging task for project officers [18]. Stakeholders must balance between cost, setup time, accuracy, and the type of required devices. These devices can be as simple as a smartphone with an accelerometer, or as elaborated as body sensors [19]. The visual interface in low-cost implementations is usually a smartphone, but it can be as complex and expensive as a robot-control helmet or a military-pilot helmet (AHMD) [20].

**Financial:** The financial sustainability of AR applications can be an issue in certain cases. Some projects implement AR technology to add value to their products and increase revenues, either because this leads to more efficiency in task performance, or because this raises the quality of the service [21]. In the case of public services, justifying the use of AR can be a challenge, since increased revenues cannot be used as a measure.

2 Results / Literature Review

**Navigation, geographical information:**[4] described an AR application that enables the citizens of Castellón to locate specific public service buildings with a smartphone by visualizing the overlapped information on the screen. This app shows 3D markers with additional information at the building’s exact location, as compared to the 2D information that Google Maps or other services provide. The authors indicate that the app uses GIS as a source of geographical data. We identified the so-called "occlusion problem" as a major barrier, which is described as displaying multiple overlapping AR objects covering the critical information for the user, so it hinders correct visualization. To overcome this issue, we suggest the use of lists or giving the user the option to adjust the size of the markers.

The geoSmartCity described in [22] is another geolocalized AR implementation in which the authors claim that ICTs have revolutionized the way citizens interact with the urban environment. This work analyzed different implementations and their tools, and compared the application with the state of the art. The authors determined that outdated geographical data represents an important barrier because the AR implementation depends on the Geo-Markers. Administrative regulations seem to constitute another major barrier, as technology changes faster than regulatory frameworks.

[23] presented an innovative interface for technicians with real-time information to repair, configure and locate any device of the smart city infrastructure. Since the ecosystem of IoT devices is diverse, this tool provides a faster way to locate small sensors and actuators placed around the city. The authors indicated that the AR interface of this tool is useful when the intervention requires travel to distant locations, but it represents a barrier when technicians arrive at the target site, because they may encounter problems locating the devices that require repair due to the inconsistency of the position of AR anchors as a consequence of the fluctuations in the GPS. Technicians also reported inaccuracies in AR anchors by image recognition due to poor illumination.
**City planning:** The application described in [24] includes information on what is being built by the citizens in the neighborhood. The authors highlighted data access as a barrier because data exchange is what powers smart cities, particularly, the access to automated services to download large amounts of data like APIs. Missing format specification, or poor data quality such as missing data, produces non-geolocalized markers, which constitutes another major limitation.

[25] presented a project based on geolocalization and examined its advantages and limitations to determine the usability and potential contribution of the AR application to the city services. The authors detected four major barriers, but for the purposes of this review we will comment on the two most relevant ones from our point of view. The first one refers to geolocalization accuracy, which was not as good as expected due to signal inaccuracies and the GPS antenna. Some of the geolocalization-based tools examined generated “floating” objects due to position inaccuracies. The second major issue was element visualization. The authors indicated that it may be necessary to pre-select which type of elements are displayed, because in small screens the user experience (UX) may be compromised due to object overcrowding and deficient visualization.

Others have created useful tools for the community by providing an interface to visualize which buildings will be built and how the neighborhood will look like, such as the case described in [26]. The authors highlighted that using AR to visualize the result of a building, collecting citizen feedback and evaluating its impact, is more cost-effective than gathering feedback after a building is completed. AR visualization also provides a better idea of the final dimensions as compared to scaled prototypes. The authors detected some barriers in relation to connectivity. Due to the low signal power and limited bandwidth to download the necessary 3D objects and related information, the content is drawn with a delay that prevents a real-time experience. A secondary problem is caused by improper geolocalization due to poor GPS reception in indoor or covered areas.

[27] studied the different barriers present in relation to the construction field applications, and despite the authors discovered four limitations, we will consider only the three that are relevant for the purposes of this study. The first one corresponds to the difficulty of getting the required data to display the 3D models and the additional textual information due to the low-signal and connection speed typical from the environment where the application is used. The second issue is due to the low accuracy of the mechanism used to identify the sites and objects, which creates a misalignment between the obtained and the real positions. Finally, the third barrier refers to hardware limitations and the use of low-power devices, which may slow down image processing and visualization refresh.

In their study, [28] discussed the implementation of AR to visualize 3D objects in parks. The aim of this application was to show to the elderly which new items would be included in the parks in their neighborhood. These items included benches, lamp posts, biking lanes, noise-cancelling devices, furniture, etc. The main barrier identified is related to object viewing, as dark-colored objects in dark places made visualization more challenging. In addition, the use of holograms for MR was not effective in daylight due to the device employed (HTC headset).
**Health:** AR technology is also used to improve the quality of life of disabled citizens. [29] studied the use of a prototype based on RFID and AR to enable citizens with motor disabilities (in a wheelchair) to visualize and obtain information about products beyond their physical reach. In this case, one significant barrier seemed to be the ergonomics, because a tablet device was employed and the users were unable to move while maintaining the device in the same position. Additionally, some of the users highlighted the difficulty to see the product details because the screen was too small.

**Smart city services:** [30] created an AR application for public transport in Serbia through which citizens could get information about arrival times, and bus and touristic routes by means of geolocalization and image recognition. The information was provided thanks to the IoT infrastructure integrated in the vehicles and in the city facilities. The authors realized that, as the user provides sensible information such as real-time position, their identification (name), and the history of travels, a security layer had to be included, which became a major barrier to AR integration with the IoT infrastructure. Data privacy should thus be considered at all service design levels and steps to prevent future problems in case of data breaches.

AR applications can add value to tourism services, as described in [31]. The authors developed a prototype that collects information, such as points of interest and their description, and then processes and merges the data with additional sourced information. The biggest barrier found is that homogenizing such heterogeneous data properties like time scales, units, names, and information protocols, becomes a complex and time-consuming task for the service developer.

[32] Analyzed four types of interaction with a public display where citizens could publish and read information. Three of the interaction modes were non-AR and provided a low-privacy level, while the last one, based on AR, provided a higher level of privacy and allowed multiple users to interact simultaneously with the public display. Although the provided content might have been limited to a group of people, the authors indicated that an issue that arose was “shoulder surfing”, when a person in the proximity can visualize private information while the user is clicking on the point of interest (POI).

Lastly, [33] described the SmartSantander project as a holistic platform that integrates several services of the municipality of Santander, in Spain. The application combines different ICT platforms with several IoT devices distributed all over the city center. The user interface (mobile phones) displays the transport routes, timing, geographical position of the different services, important information indicated by other users, and is used as a sensor device, providing information on the traffic, and user position and habits. The authors detected several barriers in the implementation. As they indicated, the interface was somehow complex and required training, and thus, baseline user skills should not be ignored. They also pointed out data privacy as being problematic because of the shared information and the interactions. Given that information is stored, there is always a potential risk of data breaches.

**Education:** In the educational field, [34] conducted a study from the teacher perspective on an AR application for teaching purposes. The author evaluated what prevents AR to land as a common technology on schools, as several previous studies determined that students present positive AR integration [35] [36]. After interviewing
the teachers, the conclusion was that the main barriers were the lack of support in terms of infrastructure and resources (visualization devices and the required licenses), and the lack of AR training programs for senior teachers.

3 Discussion and Conclusion

Through this literature review, we identified several common factors or barriers that lead to a deficient experience or that limit the evolution of AR in the fields under study, and we grouped them into nine different categories, as shown in Table 1.

Table 1. Relation of proposed solutions to the different barriers to AR implementation.

| Author   | Field       | Category | Barrier description                                                                 | Proposed enabler                                                                                       |
|----------|-------------|----------|------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------|
| [4]      | POI navigation | Visualization | Overcrowded visualization                                                         | Option to filter by layer/category/size [37]                                                        |
| [22]     | POI navigation | Geolocation | Outdated geographical information                                                  | Crowdsourcing updates [38]                                                                           |
|          |             | Regulations | Inability to access other services or display some information due to local regulations | Create new administrative processes to enable AR adoption with an evaluation commission [39]         |
|          | POI navigation | Geolocation | Inconsistent AR anchor position across devices due to GPS sensor inaccuracy          | Implement the usage of near-field localization based on RFID indoors [40] [41], or AR indoor navigation systems [42] |
|          | POI navigation | AR anchor identification | Issues with AR anchor localization based on image processing: the system cannot detect the stored base environment on which the AR anchor was set | Improve object tracking in multiple illumination conditions [43], or add image preprocessing [44] |
| [24]     | City planning | Data      | Access to data, missing fields, and different format or scales                      | Implement standard data protocols in an open data API service [45]                                  |
| [25]     | City planning | Geolocation | GPS position inaccuracy, floating objects due to inconsistent sensor information     | Better GPS devices, usage of near-field localization based on RFID indoors [40] [41], or AR indoor navigation systems [42] |
|          | City planning | Visualization | Element visualization (relative scales), overlapping, and overcrowded areas with numerous AR markers | Improve UX through context filtering or facilitating visualization of relevant information [46]         |
| [26]     | City planning | Connection | Connection problems, low signal in some places, slow download                       | Pre-download large-information objects, caching information mechanisms [47]                         |
|          | City planning | Geolocation | GPS position inaccuracy, floating objects due to inconsistent sensor information     | Better GPS devices, usage of near-field localization based on RFID [40] [41]                          |
| [28]     | City planning | Visualization | Visualization of objects, color, contrast                                           | Include a preprocessing mechanism to compare environmental lighting design to recalculate the 3D-model contrast and color based on the background light [43] |
| [29] | Healthcare | Interaction | Problems for users handling big visualization devices, which cannot use their hands for any other purpose | Only use holograms in low light conditions. Due to the limitations of the current technology [48], it is not feasible to produce the number of nits required for direct sunlight |
| | | Visualization | Visualization requires correct pointing, angle, and position towards the AR elements | Provide a portable support system or use smaller devices like AR glasses [49] |
| [30] | Smart city services | Privacy | Balance between user interactivity and personalization is required to improve the services that rely on user privacy issues | Include environment capture features so that the user can freeze the object position. Provide a better interface with selectable scales or bigger screen interfaces [50] |
| [31] | Smart city services | Data | Heterogenous source of data, different formats, scales, time ranges, units, and data-gathering mechanisms | Create a parallel project with a self-configurable API which can transform the input format to a standard format. Other applications to exchange information can use this API. Another option is to ask the data providers to integrate open data protocols [45] |
| [32] | Smart city services | Privacy | Privacy issues while the user is interacting with the AR marker in public and providing sensible personal information, like username access | Enable the user to freeze the position and the AR marker they are pointing at, making it possible to physically move to another place with better privacy to exchange information [50] |
| [33] | Smart city services | Interaction | Complex interfaces with lots of options due to the holistic approach | Design a context-aware interface: AR markers and available information should be related to what the user is looking for [46] |
| | | Privacy | Data privacy issues, due to the required storage of user routes, location, and habits | Inform the user about what personal data is used and what type of processing is performed [51]. Delegate data storage and management to a certified service [52] |
| [34] | Education | Resources | Limitations in the available infrastructure to provide AR interfaces, devices, and licenses | AR sessions could be organized as an additional rotating lecture, shared among different teachers, like the first personal computer’s introduction at schools with fewer resources |
| | | Interaction | Lack of knowledge to manage and interact with AR | Provide specific AR training seminars for teachers [53] |
GPS devices provide user position with a certain degree of accuracy, but this accuracy does not seem to be enough to prevent errors in the localization of small objects. To solve this issue, we suggest the use of RFID localization [40] [41]. This technology employs near-field emitters or proximity protocol beacons, such as Bluetooth or NFC. According to the works reviewed, the use of RFID devices is required indoors, since GPS systems do not perform well inside buildings, even when an improved system employing phone networks is implemented [54]. Another option is using shape or scene/environmental recognition (indoor navigation systems) [42], although this technology experiments the same issues as the anchoring of virtual elements to reality. Despite devices count with several types of sensors to anchor or detect the scene (such as accelerometers), cameras are the crucial tool for this purpose. Cameras capture the images and a computer vision software processes them enabling the identification of shapes and surfaces where the AR objects can be anchored, as well as recovering previously assigned objects. These images suffer variations in relation to illumination and focus, which can prevent the device from correctly recognizing the real shape of objects or surfaces and, therefore, from identifying them. To overcome these issues, we suggest including image preprocessing methods to improve illumination [43]. Overall, indoor localization issues were the most common barriers according to the literature, which answers RQ1 (Which are the main barriers to the implementation of AR in public services?).

User experience and visualization may also be affected by factors which are not related to the AR technology itself, but to the interface chosen by the developers or required by design. Several authors mention that, often, AR information is displayed in a way that makes it challenging for users to perceive it or treat it. This is normally due to a lack of adjustment of the size, illumination, and position of the AR model in relation to the point [37]. Therefore, it is important to use UX strategies [46] to help identify which features to include in the interface to present the information to the users in a way that facilitates adjusting and filtering the elements to reach the useful content they wish to visualize. Shadow adjustment to highlight or blend the 3D model seems to be a good starting point to enhance visualization [43]. On the other hand, the use of AR technology over holographic devices is discouraged outdoors, since the MEMS panels where the images are projected do not produce enough luminous intensity (nits) and cannot render visible elements under the sunlight. Holographic devices are especially cost-effective in indoor implementations where light conditions are low.

Finally, there is a group of barriers that respond to factors which are external to AR technology, such as privacy, resources, training, and data access issues. Privacy issues are of relevance when AR device interaction takes place in public environments where users can both provide and visualize information. Applications in which users provide information by adding models or content require privacy control and user notification mechanisms [51]. When AR applications employ external resources, conversion issues that affect model or geographical information formats may arise. This is very typical in the field of user-enriched maps through crowdsourcing, where AR is being widely implemented. The standardization of the different sources of data becomes a barrier even for tool developers, which often end up displaying incorrect information in terms of size or position, even when this could be easily fixed [45]. In the educational field,
barriers in AR technology implementation mainly refer to lack of training on the use of these tools among teachers or limited access to specialized devices. Training is an essential element to prevent usage abandonment [53].

During this review, we found similar solutions that can be applied to different areas, which positively answers RQ2 (Can we propose similar solutions across different areas?). Solutions to technical barriers can be categorized into three groups: user localization, anchoring AR elements to reality, and scene/object recognition.

We detected barriers linked to legacy systems, which are those that provide information to AR interfaces, as well as barriers related to device requirements (low-light conditions, image processing) and, to a lesser extent, privacy-related issues. Therefore, at least three of the four potential barriers described in the literature clearly emerged in the different applications (being financial issues the exception), which partially answers RQ3 (Are the potential barriers described in the literature actually present in real applications?).

In this paper, we first established the basic definitorial concepts of Augmented Reality and Mixed Reality in order to determine which applications corresponded to each of these technologies. We then explored the most important fields in which we found a great body of literature on AR work and identified four potential barriers to AR implementation. To confirm whether these barriers existed in citizen services applications, we conducted an author-based literature review and produced a classification of works and their corresponding barriers, to which we proposed a list of solutions (enablers). This classification highlights that there is a certain similarity among barriers regardless of the target users or the institutions that implement AR technology, and that these rather respond to technological issues.
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