Abstract. We introduce Chern degree functions for complexes of coherent sheaves on a polarized surface, which encode information given by stability conditions on the boundary of the \((\alpha, \beta)\)-plane. We prove that these functions extend to continuous real valued functions and we study their differentiability in terms of stability. For abelian surfaces, Chern degree functions coincide with the cohomological rank functions defined by Jiang–Pareschi. We illustrate in some geometrical situations a general strategy to compute these functions.
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1. Introduction

In the context of irregular varieties, Barja, Pardini and Stoppino [BPS20b] introduced the continuous rank function associated to a line bundle, a continuous function defined on a line in the space of \(\mathbb{R}\)-divisor classes with similar properties to those of the volume function. Shortly after, in [JP20] Jiang and Pareschi generalized this notion to the cohomological rank functions \(h^i_{F,L}\) associated to a coherent sheaf (or more generally, a bounded complex of coherent sheaves) \(F\) on a polarized abelian variety \((A, L)\).

These functions have received several applications. For instance, they have been used to prove new Clifford–Severi inequalities, i.e. geographical lower bounds of the volume of a line bundle and characterize the polarized varieties where the bound is attained ([BPS20a, Jia21b]). They
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have been also applied to the study of syzygies of abelian varieties (see [Can20, Jia21a, Ito21] and references therein).

Given $x \in \mathbb{Q}$, Jiang and Pareschi use the multiplication maps on $A$ to make sense of the (generic) $i$-th cohomological rank of $F$ twisted with the rational polarization $xL$. This defines the number $h^i_{F,L}(x)$. Their two main results about the general structure of these functions, a priori only defined over the rational numbers, can be summarized as follows:

1. [JP20, Corollary 2.6] Every $x_0 \in \mathbb{Q}$ admits a left (resp. right) neighborhood where the function $h^i_{F,L}$ is given by an explicit polynomial $P^-$ (resp. $P^+$) depending on $x_0$.
2. [JP20, Theorem 3.2] The functions extend to continuous real functions of real variable.

These results are proved via an extensive use of the Fourier-Mukai transform on the abelian variety, which also justifies the need to extend the definition of the cohomological rank functions to arbitrary objects in the derived category of coherent sheaves.

In the case of elliptic curves, it is well known that the Harder-Narasimhan filtration of a coherent sheaf $F$ provides a precise description of its cohomological rank functions (see Proposition 6.3 for details). Nevertheless for higher-dimensional abelian varieties only a few concrete examples of functions are known, and a general structure is far from being understood. For instance, it is not known whether cohomological rank functions are always piecewise polynomial ([JP20, Remark 2.8]).

In the present paper we investigate the relation between the functions and stability in the case of surfaces, from a twofold perspective: not only that of obtaining a better understanding of cohomological rank functions on abelian surfaces, but also that of proposing similar invariants on arbitrary (i.e. not necessarily abelian) polarized surfaces. This can be done in a unified way, by means of the Chern degree functions that we attach to objects in the derived category $D^b(X)$ of any smooth polarized surface $(X, L)$. These functions are our main object of study, and their definition relies on a certain set of (weak) stability conditions on $D^b(X)$.

More precisely, let $(X, L)$ be a smooth polarized surface. Since the seminal work of Bridgeland [Bri08] (for K3 surfaces), then extended by Arcara–Bertram [AB13] to arbitrary smooth surfaces, one can consider a certain Bridgeland stability condition $\sigma_{\alpha, \beta} = (Z_{\alpha, \beta}, \text{Coh}^\beta(X))$ for every $(\alpha, \beta) \in \mathbb{R}_{>0} \times \mathbb{R}$, where $\text{Coh}^\beta(X)$ is a heart of a bounded t-structure on $D^b(X)$. In the corresponding $(\alpha, \beta)$-plane of stability conditions, the wall-crossing behaviour is very well understood. A similar construction holds in positive characteristic as well, thanks to work of Koseki [Kos20] (even though the cases we will consider were already covered by the work of Langer [Lan16]).

When $\alpha = 0$, one cannot ensure in general that $\sigma_{0, \beta}$ is a Bridgeland stability condition. Roughly speaking, this depends on whether the classical Bogomolov inequality for slope-semistable sheaves of slope $\beta$ is sharp or not; in case of non-sharpness, the construction of Bridgeland stability conditions can be extended to a larger region containing $\sigma_{0, \beta}$ in its interior, as explained in the recent work [FLZ21, section 3].

Regardless of whether $\sigma_{0, \beta}$ is a Bridgeland stability condition or not, for every $\beta \in \mathbb{Q}$ one can at least ensure the existence of Harder-Narasimhan filtrations with respect to the tilt slope $\nu_{0, \beta}$ induced by $\sigma_{0, \beta}$: this defines a weak stability condition. For instance, in the literature $\sigma_{0, 0}$ has also been called Brill-Noether stability condition (see [Li19, Definition 2.11]). The Chern degree
functions may be thought of as a way of classifying the information provided by these (weak) stability conditions.

Essentially, to every object $E \in \mathbb{D}^b(X)$ we associate nonnegative Chern degree functions

$$\text{chd}^k_{E,L} : \mathbb{Q} \to \mathbb{Q}_{\geq 0}$$

for every $k \in \mathbb{Z}$, related by the identity $\sum (-1)^k \cdot \text{chd}^k_{E,L}(x) = \text{ch}_2^{-x}(E)$, where $\text{ch}_2^k$ is the second twisted Chern character defined by $\text{ch}_2^k = \text{ch}_2 - tL \cdot \text{ch}_1 + \frac{1}{2}t^2L^2 \cdot \text{rk}$. For instance, if $F \in \text{Coh}^\beta(X)$ only $\text{chd}^0_{E,L}$ and $\text{chd}^1_{E,L}$ are nonzero at $-\beta$, and

$$\text{chd}^0_{E,L}(-\beta) = \text{ch}_2^\beta(F),$$

where $\tilde{F}$ is the maximal subobject $\tilde{F} \subset F$ with the property that any quotient of $\tilde{F}$ has positive tilt slope (see section 3 for the general definition).

Our first main result about these functions is:

**Theorem A.** Let $(X,L)$ be a smooth polarized projective surface over an algebraically closed field $\mathbb{K}$ of arbitrary characteristic. If $\text{char} \mathbb{K} > 0$, assume that $X$ is neither of general type nor quasi-elliptic with $\kappa(X) = 1$.

Then, for every object $E \in \mathbb{D}^b(X)$ and $k \in \mathbb{Z}$ the following hold:

1. Every rational number $x_0 \in \mathbb{Q}$ admits a left (resp. right) neighborhood where the function $\text{chd}^k_{E,L}$ is given by an explicit polynomial $P^-$ (resp. $P^+$) depending on $x_0$, satisfying $P^-(x_0) = \text{chd}^k_{E,L}(x_0) = P^+(x_0)$.

2. The function $\text{chd}^k_{E,L}$ extends to a continuous real function of real variable.

Let us specify that, even in the case where $F \in \text{Coh}^\beta_0(X)$, where $\text{chd}^0_{E,L}(-\beta_0) = \text{ch}_2^\beta_0(\tilde{F})$, the polynomial $\text{ch}_2^{-x}(\tilde{F})$ does not necessarily provide a local polynomial expression of $\text{chd}^k_{E,L}(x)$ for $x$ in a neighborhood of $-\beta_0$. For instance, the polynomial expression in a left neighborhood of $-\beta_0$ is given by $\text{ch}_2^{-x}(G)$, where $G \subset \tilde{F}$ is a certain subobject satisfying $Z_{0,\beta_0}(\tilde{F}/G) = 0$ and appearing in the Harder-Narasimhan filtration of $F$ with respect to $\sigma_{0,\beta}$ for all small enough $\beta > \beta_0$.

In other words, to control the local polynomial expressions one is led to determine the Harder-Narasimhan filtrations of $F$ with respect to $\sigma_{0,\beta}$ as $\beta$ tends to $\beta_0$; we call such filtrations the weak limit filtrations of $F$ at $\beta_0$ (see Definition 4.8 for a precise definition). Their study requires a good understanding of Bridgeland limit filtrations, namely Harder-Narasimhan filtrations with respect to the (honest) Bridgeland stability conditions $\sigma_{\alpha,\beta}$ as $\alpha$ tends to 0 (see Definition 4.1).

These auxiliary notions may be of independent interest to study the boundary of the stability manifold (see also Remark 3.7); as a tool for Theorem A.(1), we prove their existence for objects without Harder-Narasimhan factors of vanishing tilt slope.

**Theorem B.** Let $\beta_0 \in \mathbb{Q}$ and $F \in \text{Coh}^\beta_0(X)$ be an object having no Harder-Narasimhan factor with respect to $\sigma_{0,\beta_0}$ of vanishing $\nu_{0,\beta_0}$. Then,

1. $F$ admits a Bridgeland limit Harder-Narasimhan filtration at $\beta_0$.
2. $F$ admits a weak limit Harder-Narasimhan filtration at $\beta_0$. 


The extension of the Chern degree functions to continuous real functions is obtained by integration after using the local polynomial expression to bound the derivative, following the approach of [JP20] for the cohomological rank functions.

Once the continuity is settled, it is natural to study the rational critical points (i.e. rational points where the Chern degree functions are not of class $C^\infty$). In particular we obtain the following result characterizing the rational points where the functions are not $C^1$. This result is a corollary of our characterization of the critical points in terms of stability (see Proposition 5.3, as well as the beginning of section 5.2 for a discussion when $F \not\in \text{Coh}^\beta(X)$).

**Proposition C.** Let $\beta \in \mathbb{Q}$. If $F \in \text{Coh}^\beta(X)$, then the Chern degree functions of $F$ are not differentiable at $-\beta$ if and only if $F$ has a Harder-Narasimhan factor (with respect to $\sigma_{0,\beta}$) of vanishing tilt slope.

We must point out that the Chern degree functions seem to be especially nontrivial for polarized surfaces on which $\sigma_{0,\beta}$ fails to be a Bridgeland stability condition at every $\beta \in \mathbb{Q}$. Indeed, in those cases we do not know how to conclude from Theorem A that the Chern degree functions are piecewise polynomial, as one would expect. Among these polarized surfaces, it is well-known that one finds abelian surfaces. As we explain in Example 2.12, this is also the case for surfaces with finite Albanese map (and polarization pulled back from the Albanese variety), which in particular covers polarized irregular surfaces with Picard number 1\(^1\). In such cases of irregular (non-abelian) surfaces, the relation of the Chern degree functions to the original continuous rank functions, or more generally to the cohomological rank functions of the push-forwarded object via the Albanese map, remains mysterious.

On the opposite side, for regular surfaces such as K3 surfaces, the Chern degree functions are clearly piecewise polynomial, since their stability manifold is certainly larger than the $(\alpha, \beta)$-plane. This indicates that these functions are probably not the correct notion to deal with regular surfaces; in Remark 3.7 we propose a variant (explicitly for K3 surfaces of Picard number 1).

While for arbitrary polarized surfaces we plan to study in future work these functions, in the case of abelian surfaces the Chern degree functions recover the cohomological rank functions of Jiang and Pareschi. This establishes a natural analogue with the structure of cohomological rank functions on elliptic curves:

**Theorem D.** Let $(X, L)$ be a a polarized abelian surface. Then, the Chern degree function $\text{chd}_E^k(L)$ equals the cohomological rank function $h^k_{E,L}$ for every object $E \in D^b(X)$ and $k \in \mathbb{Z}$.

Note that this shows, in particular, that the cohomological rank functions of an object at $-\beta$ split into simpler pieces, corresponding to its Harder-Narasimhan factors with respect to $\sigma_{0,\beta}$. Conversely, knowing the cohomological rank functions of an object one can deduce constraints on its behaviour with respect to stability (the easiest case being an object that never destabilizes, see Proposition 7.1).

This new presentation turns out to be significantly useful to understand cohomological rank functions. For instance, Proposition C (and more generally Proposition 5.3) characterizes their

\[^1\]This provides new examples $(X, L)$ where the Le Potier function $\Phi_{X,L}$ is explicitly known, which may be of independent interest since allows to describe their Bridgeland stability manifold (cf. [FLZ21, Section 3]).
differentiability at rational critical points, which in [JP20, Proposition 4.4] was settled a sufficient condition to control the dimension of certain jump loci. Observe also that, thanks to Theorem A.(2), we obtain that cohomological rank functions extend to continuous real functions in positive characteristic as well (a case not covered by Jiang and Pareschi).

Furthermore, the stability viewpoint seems to be fruitful for the computation of particular examples, if one exploits the wall-crossing behaviour in the $(\alpha, \beta)$-plane. We end the paper by focusing on Gieseker semistable sheaves, which are well-known to be semistable for large values of $\alpha$ (at the so-called Gieseker chamber).

For them, we propose a method based on successive destabilizations along the $(\alpha, \beta)$-plane; in many concrete situations, this method gives a explicit description of $\text{chd}_{F,L}^0$ as a piecewise polynomial function. We illustrate this phenomenon with the ideal sheaves of 0-dimensional subschemes of low length on principally polarized abelian surfaces.

Another concrete example where this method works is the case of the ideal sheaf of one point, for abelian surfaces endowed with a polarization of arbitrary type. As explained before, such functions have recently received considerable attention as a tool to understand syzygies of abelian varieties, thanks to the results of Caucci [Cau20]. A computation of this function for abelian surfaces appears in [Roj22], where the second author improves the bound given in [Ito20] for the maximal critical point in the case of arbitrarily polarized abelian surfaces.

**Plan of the paper.** After some preliminaries on the $(\alpha, \beta)$-plane of stability conditions given in section 2, we define the Chern degree functions in section 3 and prove some elementary properties of cohomological nature. We also discuss how one could extend these functions to the boundary of the manifold of geometric Bridgeland stability conditions.

Section 4 constitutes the technical core of the paper. First, we introduce in subsection 4.1 Bridgeland limit filtrations and prove Theorem B.(1). In subsection 4.2 we study the weak limit filtrations and we prove Theorem B.(2), by means of Bridgeland limit filtrations and a systematic exploitation of wall-crossing. This almost gives Theorem A.(1); the proof is completed in subsection 4.3 by considering the exceptional situations.

The proof of Theorem A.(2) occupies the first part of section 5. The rest of section 5 addresses the characterization of rational critical points and their differentiability, which leads to Proposition 5.3 (and in particular, to Proposition C).

In section 6 we briefly review cohomological rank functions on abelian varieties, and then give a proof of Theorem D. Finally, section 7 deals with Chern degree functions of (twisted) Gieseker semistable sheaves, including a general discussion (subsection 7.1 and subsection 7.2) illustrated on principally polarized abelian surfaces (subsection 7.3).
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2. Preliminaries on stability conditions

In this section, we review the definitions and basic properties of (possibly weak) stability conditions, with a special view towards the \((\alpha, \beta)\)-plane defined by a polarization on a smooth projective surface as developed in [Bri07, Bri08, AB13]. We follow the notations of the excellent survey [MS17].

2.1. Weak and Bridgeland stability conditions. Let \(\mathcal{A}\) be an abelian category with Grothendieck group \(K_0(\mathcal{A})\).

**Definition 2.1.** A stability function (resp. weak stability function) on \(\mathcal{A}\) is a group homomorphism \(Z : K_0(\mathcal{A}) \to \mathbb{C}\) such that every \(F \in \mathcal{A} \setminus \{0\}\) satisfies
\[
\Re Z(F) < 0 \quad \text{or} \quad \Im Z(F) > 0
\]

Given a (possibly weak) stability function \(Z\) on \(\mathcal{A}\), one can define a slope for objects \(F \in \mathcal{A}\) as
\[
\mu(F) = \frac{-\Re Z(F)}{\Im Z(F)},
\]
with the convention \(\mu(F) = +\infty\) whenever \(\Im Z(F) = 0\).

**Definition 2.2.** An object \(F \in \mathcal{A} \setminus \{0\}\) is called (semi)stable if, for every nonzero subobject \(E \subseteq F\), the inequality \(\mu(E) < (\leq) \mu(F/E)\) holds.

**Remark 2.3.** Equivalently, \(F\) is semistable if and only if \(\mu(E) \leq \mu(F)\) for every nonzero \(E \subseteq F\).

The same holds (with strict inequality) for stability of \(F\), whenever \(Z\) is a stability function. But if \(Z\) is strictly weak, then \(F\) may be stable and admit subobjects with \(\mu(E) = \mu(F)\); indeed, if \(Z(F/E) = 0\) then \(\mu(E) = \mu(F) < +\infty = \mu(F/E)\) does not contradict stability for \(F\).

Now we give the definition of stability conditions on the bounded derived category \(D^b(X)\) of a smooth projective variety \(X\). To this end, we fix a finite rank lattice \(\Lambda\) together with a group epimorphism \(v : K_0(X) \to \Lambda\), where \(K_0(X)\) denotes the Grothendieck group of \(D^b(X)\).

**Definition 2.4. A Bridgeland stability condition (resp. weak stability condition) on \(D^b(X)\) is a pair \(\sigma = (Z, A)\), where:

(1) \(\mathcal{A}\) is the heart of a bounded t-structure on \(D^b(X)\), and \(Z : K_0(\mathcal{A}) \to \mathbb{C}\) (central charge) is a stability function (resp. weak stability function) on \(\mathcal{A}\) factoring through \(v\).

(2) Every object \(F \in \mathcal{A} \setminus \{0\}\) has a Harder-Narasimhan (HN for short) filtration: there exists a (unique) chain of subobjects
\[
0 = F_0 \subset F_1 \subset \ldots \subset F_{r-1} \subset F_r = F
\]

with the HN factors \(F_i/F_{i-1}\) being semistable and \(\mu(F_1) > \mu(F_2/F_1) > \ldots > \mu(F_r/F_{r-1})\).

(3) The support property is satisfied: Let \(\Lambda_0 \subset \Lambda\) be the saturation of the subgroup generated by classes \(v(F)\) of objects \(F \in \mathcal{A}\) such that \(Z(v(F)) = 0\). Then there exists a quadratic form \(Q\) on \((\Lambda/\Lambda_0) \otimes \mathbb{R}\), such that \(Q(v, v) < 0\) for every nonzero \(v \in (\Lambda/\Lambda_0) \otimes \mathbb{R}\) with \(Z(v) = 0\), and \(Q(v(F), v(F)) \geq 0\) for every semistable object \(F \in \mathcal{A}\).

For \((X, L)\) a polarized smooth projective variety of dimension \(n\), the pair \(\sigma = (Z, \text{Coh}(X))\) (where \(Z = -L^{n-1} \cdot \text{ch}_1 + iL^n \cdot \text{ch}_0\)) defines a weak stability condition on \(D^b(X)\) (the usual \(\mu_L\)-stability) with respect to the epimorphism \(v : K_0(X) \to \mathbb{Z}^2\) given by \(v(E) = (L^n \cdot \text{ch}_0(E), L^{n-1} \cdot \text{ch}_1(E))\). In this case, the support property is guaranteed by the quadratic form \(Q = 0\).
Let $\text{Stab}_\Lambda(X)$ be the set of Bridgeland stability conditions on $D^b(X)$ (with respect to $\Lambda$ and $v$). The support property may be thought of as a technical condition allowing to give $\text{Stab}_\Lambda(X)$, when endowed with a certain topology, the structure of a complex manifold. This result is usually known as Bridgeland’s deformation theorem ([Bri07], see also [Bay19]). The main consequence is that the regions where objects of a fixed class are (semi)stable behave following a wall and chamber structure.

2.2. The $(\alpha, \beta)$-plane of a polarized surface. Let $X$ be a smooth projective surface over an algebraically closed field $K$; if char $K > 0$, we will assume that $X$ is neither of general type nor quasi-elliptic with $\kappa(X) = 1$. For a fixed polarization $L \in \text{NS}(X)$ on $X$, we review the construction of the stability conditions forming the so-called $(\alpha, \beta)$-plane of $L$. This is a slice of the connected component of the stability manifold $\text{Stab}(X)$ constructed by Bridgeland ([Bri08]) in the case of K3 surfaces, generalized to arbitrary surfaces in [AB13].

For the rest of this section, we fix the lattice $\Lambda = \mathbb{Z}^2 \oplus \frac{1}{2} \mathbb{Z}$ together with the surjective map $v : K_0(X) \to \Lambda$ defined by

$$v(E) = (v_0(E), v_1(E), v_2(E)) = (L^2 \cdot \text{ch}_0(E), L \cdot \text{ch}_1(E), \text{ch}_2(E))$$

Given $\beta \in \mathbb{R}$, consider the full subcategories

$$\mathcal{F}_\beta := \{ E \in \text{Coh}(X) \mid \mu^+_L(E) \leq \beta \}, \quad \mathcal{T}_\beta := \{ E \in \text{Coh}(X) \mid \mu^-_L(E) > \beta \}$$

of $\text{Coh}(X)$, where $\mu^+_L$ (resp. $\mu^-_L$) denotes the maximum (resp. minimum) slope of a HN factor in $\mu_L$-stability. They form a torsion pair, and thus according to [HRS96] their tilt

$$\text{Coh}^\beta(X) := \left\{ E \in D^b(X) \mid H^{-i}(E) \in \mathcal{F}_\beta, \quad H^i(E) \in \mathcal{T}_\beta, \quad H^i(E) = 0 \text{ for } i \neq 0, -1 \right\}$$

is the heart of a bounded t-structure on $D^b(X)$.

**Remark 2.5.** If an object $E \in D^b(X)$ satisfies $H^i(E) = 0$ for $i \neq 0, -1$, then $E \in \text{Coh}^\beta(X)$ is equivalent to $\mu^+_L(H^{-1}(E)) \leq \beta < \mu^-_L(H^0(E))$. In particular, as a condition on $\beta \in \mathbb{R}$, $E \in \text{Coh}^\beta(X)$ is open on the right.

For every $(\alpha, \beta) \in \mathbb{R}_{>0} \times \mathbb{R}$, we define a central charge $Z_{\alpha, \beta} : K_0(X) \to \mathbb{C}$ by

$$Z_{\alpha, \beta}(E) = -\left( \text{ch}_2^\beta(E) - \frac{\alpha^2}{2} L^2 \cdot \text{ch}_0^\beta(E) \right) + i \left( L \cdot \text{ch}_1^\beta(E) \right)$$

where $\text{ch}^\beta = e^{-\beta L} \cdot \text{ch}$ is the Chern character twisted by $\beta L$. Note that $Z_{\alpha, \beta}$ factors through $v$.

We will denote by $\nu_{\alpha, \beta}$ the tilt slope defined by the central charge $Z_{\alpha, \beta}$.

The main result of this part, for which we adopt the version in [MS17, Theorems 6.10 and 6.13], strongly relies on the classical Bogomolov inequality for $\mu_L$-semistable sheaves (see [Lan16, Theorem 1.3] for positive characteristic):

**Theorem 2.6 ([Bri08, AB13]).** For every $(\alpha, \beta) \in \mathbb{R}_{>0} \times \mathbb{R}$, the pair $\sigma_{\alpha, \beta} = (\text{Coh}^\beta(X), Z_{\alpha, \beta})$ is a Bridgeland stability condition on $D^b(X)$, satisfying the support property with respect to the quadratic form $\Sigma := (L \cdot \text{ch}_1)^2 - 2(L^2 \cdot \text{ch}_0) \text{ch}_2$.

**Remark 2.7.** In the recent work [Kos20] Koseki proved a version of Bogomolov inequality in positive characteristic, for surfaces of general type and quasi-elliptic surfaces with $\kappa = 1$. This enables him to construct (a smaller region of) Bridgeland stability conditions in such cases, that we will not consider.
Given a class \( v \in \Lambda \), a numerical wall for \( v \) is the region of \( \mathbb{R}_{>0} \times \mathbb{R} \) determined by an equation of the form \( \nu_{\alpha,\beta}(v) = \nu_{\alpha,\beta}(w) \), where \( w \in \Lambda \) is a class non-proportional to \( v \). An actual wall for \( v \) is a subset of a numerical wall, at which the set of semistable objects of class \( v \) changes. If \( \sigma_{\alpha,\beta} \) lies in an actual wall for \( v \), then there is a short exact sequence of semistable objects \( 0 \to E \to F \to Q \to 0 \) in \( \text{Coh}^\beta(X) \), with \( v(F) = v, v(E) = w \) and \( \nu_{\alpha,\beta}(E) = \nu_{\alpha,\beta}(F) \) (see [BM11, Proposition 3.3] or [MS17, Section 5.5]). We say that the short exact sequence defines the corresponding actual wall.

The structure of the walls in this \((\alpha, \beta)\)-plane is well understood. Items (1)–(6) of the following theorem are called Bertram’s Nested Wall Theorem, and were proved in [Mac14]. The last item is a consequence of [BMS16, Lemma A.7], as part of a systematic study of the support property in terms of the quadratic form.

**Theorem 2.8.** Let \( v \in \Lambda \) be a class with \( \Delta(v) \geq 0 \).

1. All numerical walls for \( v \) are either semicircles centered on the \( \beta \)-axis or lines parallel to the \( \alpha \)-axis.
2. The numerical walls defined by classes \( u, w \in \Lambda \) intersect if and only if \( v, u, w \) are linearly dependent. In such a case, the two walls are identical.
3. If \( v_0 \neq 0 \), there is a unique vertical wall with equation \( \beta = \frac{v_1}{v_0} \). At each side of this vertical wall, all semicircular walls are strictly nested (see Figure 1).
4. If \( v_0 = 0 \), there is no vertical wall and all numerical walls are strictly nested semicircles (see Figure 2).
5. The curve \( H_v : \nu_{\alpha,\beta}(v) = 0 \) intersects every semicircular wall at its top point. This curve is an hyperbola (if \( v_0 \neq 0 \) and \( \Delta(v) > 0 \)), a pair of lines (if \( v_0 \neq 0 \) and \( \Delta(v) = 0 \)) or a single vertical line (if \( v_0 = 0 \)).
6. If a numerical wall is an actual wall at some of its points, then it is an actual wall at all of its points.
7. If an actual wall is defined by a short exact sequence \( 0 \to E \to F \to Q \to 0 \) of semistable objects (with \( v(F) = v \)), then \( \Delta(E) + \Delta(Q) < \Delta(F) \). In particular, if \( \Delta(v) = 0 \) then semistable objects \( F \) with \( v(F) = v \) can only be destabilized at the vertical wall.
Remark 2.9. If $F \in \text{Coh}^\beta(X)$ for some $\beta \in \mathbb{R}$, then $L \cdot \text{ch}_1^\beta(F) \geq 0$ gives $\beta \leq \mu_L(F)$ (resp. $\beta \geq \mu_L(F)$) if $\text{ch}_0(F) > 0$ (resp. $\text{ch}_0(F) < 0$). There is no condition on $\beta$, if $\text{ch}_0(F) = 0$.

Thus in the study of a particular object $F$, one is led to consider just one of the regions separated by the vertical wall (if exists). Such a region is divided into two parts by a component of $H_{\text{ext}}(F)$; abusing of notation, this component will be called hyperbola of $F$ and denoted by $H_F$. Note that at the left-hand (resp. right-hand) side of $H_F$, $F$ has positive (resp. negative) tilt slope.

The $\beta$-coordinate of the intersection point of $H_F$ with $\alpha = 0$ will be denoted by $p_F$.

The next result, originally due to Bridgeland, motivates the name of Gieseker chamber for the chamber above the largest wall, in the case of a class with positive rank. The reader is referred to [MW97] or [Bri08, Definition 14.1] for the definition of twisted Gieseker semistability.

Proposition 2.10 ([Bri08], [MS17, Exercise 6.27]). Let $v \in \Lambda$ be a class with $\Sigma(v) \geq 0$ and $v_0 > 0$, and let $\beta < \frac{v_0}{2}$. Then an object $F \in \text{Coh}^\beta(X)$ of class $v(F) = v$ is $\sigma_{\alpha,\beta}$-semistable for every $\alpha \gg 0$ if, and only if, $F$ is a twisted $(L, -\frac{1}{2}K_X)$-Gieseker semistable sheaf.

When $\alpha = 0$ one cannot ensure in general that this construction gives Bridgeland stability conditions. This is due to the fact that for $\beta \in \mathbb{Q}$ the central charge $Z_{0,\beta}$ may send to 0 certain objects of $\text{Coh}^\beta(X)$, as we describe in the following proposition:

Proposition 2.11. If $\beta \in \mathbb{Q}$, then an object $F \in \text{Coh}^\beta(X)$ satisfies:

1. $L \cdot \text{ch}_1^\beta(F) = 0$ if and only if the following hold:
   - $\mathcal{H}^{-1}(F)$ is either 0 or a $\mu_L$-semistable torsion-free sheaf with $\mu_L = \beta$.
   - $\mathcal{H}^0(F)$ is either 0 or a sheaf supported in dimension 0.
2. $Z_{0,\beta}(F) = 0$ if and only if $F = S[1]$, where $S$ is a twisted $(L, -\frac{1}{2}K_X)$-Gieseker semistable vector bundle with $\mu_L(S) = \beta$ and $\Sigma(S) = 0$.

Proof. The first item is an easy consequence of $\mathcal{H}^{-1}(F) \in \mathcal{F}_\beta$ and $\mathcal{H}^0(F) \in \mathcal{T}_\beta$. We explain how to check the “only if” part of (2), the converse implication being immediate.

Note that $Z_{0,\beta}(F) = 0$ implies $L \cdot \text{ch}_1^\beta(F) = 0$, so $\mathcal{H}^{-1}(F)$ and $\mathcal{H}^0(F)$ must be as stated in (1).

If it were $\mathcal{H}^0(F) \neq 0$, then $Z_{0,\beta}(\mathcal{H}^0(F)) \in \mathbb{R}_{<0}$; this would force $Z_{0,\beta}(\mathcal{H}^{-1}(F)[1]) \in \mathbb{R}_{>0}$, which contradicts that $Z_{0,\beta}$ is a weak stability function on $\text{Coh}^\beta(X)$.

Therefore $F = \mathcal{H}^{-1}(F)[1]$. If $\mathcal{H}^{-1}(F)$ were not locally free, then $\mathcal{H}^{-1}(F)^{**}/\mathcal{H}^{-1}(F)$ would be a nontrivial subobject of $F$ (in $\text{Coh}^\beta(X)$) satisfying $Z_{0,\beta}(\mathcal{H}^{-1}(F)^{**}/\mathcal{H}^{-1}(F)) \in \mathbb{R}_{<0}$, a contradiction. The maximal destabilizing subobject of $\mathcal{H}^{-1}(F)$ with respect to twisted $(L, -\frac{1}{2}K_X)$-Gieseker stability, if different from $\mathcal{H}^{-1}(F)$, would give a similar contradiction.

Finally, $\Sigma(\mathcal{H}^{-1}(F)) = 0$ immediately follows from $\text{ch}_2^\beta(\mathcal{H}^{-1}(F)) = 0 = L \cdot \text{ch}_1^\beta(\mathcal{H}^{-1}(F))$. \qed

Example 2.12. For $\beta \in \mathbb{Q}$, the fact that $\sigma_{0,\beta}$ is a Bridgeland stability condition depends on the sharpness of the Bogomolov inequality for $\mu_L$-semistable sheaves of slope $\beta$, which is encoded by the Le Potier function

$$\Phi_{X,L}(\beta) := \sup \left\{ \frac{\text{ch}_2(E)}{L^2 \cdot \text{ch}_0(E)} \mid E \text{ is } \mu_L\text{-semistable with } \mu_L(E) = \beta \right\},$$

see [FLZ21, Definition 3.1] for its extension as a real function. This function depends on the particular geometry of the surface:
(1) If $X$ is a complex abelian surface, the vector bundles $S$ of Proposition 2.11 are semihomogeneous. This is a consequence of [Kob87, Theorem IV.4.7] and [Yan89, Theorem 5.12]. Conversely, for $X$ an arbitrary abelian surface and for every $\beta \in \mathbb{Q}$ there exist semihomogeneous vector bundles $S$ with $\frac{\text{ch}_1(S)}{rk(S)} = \beta L \in \text{NS}(X)_\mathbb{Q}$ by [Muk78]; for such bundles $S$, one has $S[1] \in \text{Coh}^\beta(X)$ and $Z_{0,\beta}(S[1]) = 0$. Therefore, $\sigma_{0,\beta}$ fails to be a Bridgeland stability condition for every $\beta \in \mathbb{Q}$.

(2) More generally, let $X$ be a surface whose Albanese map $a : X \rightarrow A$ is finite onto its image, endowed with a polarization $L = a^*\hat{L}$ pulled back from a polarization $\hat{L}$ on $A$. Then, for every $\beta \in \mathbb{Q}$ one can find objects $F \in \text{Coh}^\beta(X)$ with $Z_{0,\beta}(F) = 0$, for instance $F = a^*S[1]$ for simple semihomogeneous vector bundles $S$ with $\frac{\text{ch}_1(S)}{rk(S)} = \beta \hat{L} \in \text{NS}(A)_\mathbb{Q}$.

Let us check that $a^*S[1] \in \text{Coh}^\beta(X)$, the equality $Z_{0,\beta}(a^*S[1]) = 0$ being straightforward. Since $\mu_L(a^*S) = \beta$, we need to prove that $a^*S$ is $\mu_L$-semistable; by [HL10, Lemma 3.2.2], it suffices to check that $S|_{a(X)}$ is slope semistable with respect to $\hat{L}|_{a(X)}$.

And indeed, according to [Muk78, Proposition 7.3], there exists an isogeny $\pi : B \rightarrow A$ and a line bundle $M$ on $B$ with $\pi^*S = M^{\oplus \text{rk}S}$. This description implies that $\pi^*S|_{\pi^{-1}(a(X))}$ is slope semistable with respect to $\pi^*\hat{L}|_{\pi^{-1}(a(X))}$, and therefore the semistability of $S|_{a(X)}$ again follows from [HL10, Lemma 3.2.2].

In particular, this shows that $\Phi_{X,L}(x) = \frac{x^2}{2}$ for every $x \in \mathbb{R}$ adding an instance to [FLZ21, Remark 3.3].

(3) If $X$ is a simply connected complex surface and $Z_{0,\beta}(F) = 0$ for $F \in \text{Coh}^\beta(X)$, then $\beta \in \mathbb{Z}$ and the vector bundle $S$ of Proposition 2.11 satisfies $S = (L^\beta)^{\oplus \text{rk}S}$; this follows from [Kob87, Theorem IV.4.7 and Corollary I.2.7].

In terms of Le Potier function, this means that $\Phi_{X,L}(x) = \frac{x^2}{2}$ if and only if $x \in \mathbb{Z}$.

In any case, $Z_{0,\beta}$ is a (possibly weak) stability function on $\text{Coh}^\beta(X)$ for every $\beta \in \mathbb{Q}$; since $\text{Coh}^\beta(X)$ is Noetherian, the existence of HN filtrations with respect to the tilt slope $\nu_{0,\beta}$ is guaranteed (see [Bri07, Lemma 2.4] and [BM11, Proposition B.2]). Therefore, $\sigma_{0,\beta} = (\text{Coh}^\beta(X), Z_{0,\beta})$ is a (possibly weak) stability condition on $\text{D}^b(X)^2$.

We finish this section describing the behaviour of semistable objects under the derived dual. This is certainly well-known to the experts but we include it for easy reference. For an object $E \in \text{D}^b(X)$, we write $E^\vee = R\text{Hom}(E, \mathcal{O}_X)$.

Proposition 2.13. For $\beta \in \mathbb{R}$, let $F \in \text{Coh}^\beta(X)$ be an object such that $\nu_{\alpha,\beta}^+(E) < +\infty$ for every $\alpha \geq 0$ (i.e. $F$ contains no subobject with $L \cdot \text{ch}_1^\beta = 0$). Then:

1. $F^\vee[1] \in \text{Coh}^{-\beta}(X)$.
2. For every $\alpha \geq 0$, $F$ is $\sigma_{\alpha,\beta}$-(semi)stable if and only if $F^\vee[1]$ is $\sigma_{\alpha,-\beta}$-(semi)stable.

Proof. The first item is the particular case for surfaces of the more general result [BLMS17, Lemma 2.19.a]. As a consequence of it, the contravariant functor $-^\vee[1]$ induces a bijection between subobjects of $F$ (in $\text{Coh}^\beta(X)$) and quotients of $F^\vee[1]$ (in $\text{Coh}^{-\beta}(X)$). Taking into account the Chern character of the derived dual as well, item (2) is immediately checked. \qed

---

Footnote: If $Z_{0,\beta}$ is a stability function, the support property for the Bridgeland stability condition $\sigma_{0,\beta}$ holds as explained in [FLZ21, Remark 3.5]; otherwise, the quadratic form $Q = 0$ guarantees the support property for the weak stability condition $\sigma_{0,\beta}$.
Remark 2.14. A combination of Proposition 2.10 and Proposition 2.13 describes the semistable objects in the large volume limit for classes with negative rank.

3. Chern degree functions

In the next three sections, \((X, L)\) will be a fixed polarized smooth projective surface over \(\mathbb{K}\); in positive characteristic, we assume \(X\) is neither of general type nor quasi-elliptic with \(\kappa(X) = 1\). We present now the main objects of this article.

Definition 3.1. Let \(\beta \in \mathbb{Q}\) be a rational number.

1. If \(E \in \text{Coh}^\beta(X)\) is an object with HN filtration \(0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_r = F\) with respect to \(\alpha, \beta\), we define
   \[
   \text{chd}_{F,L}^0(\beta) := \sum_{\nu_{0, \beta}(F_i/F_{i-1}) \geq 0} \text{ch}_2^\beta(F_i/F_{i-1})
   \]
   \[
   \text{chd}_{F,L}^1(\beta) := \sum_{\nu_{0, \beta}(F_i/F_{i-1}) < 0} -\text{ch}_2^\beta(F_i/F_{i-1})
   \]

2. More generally, for an arbitrary object \(E \in \text{D}^b(X)\) and any integer \(k \in \mathbb{Z}\), we define the number \(\text{chd}_{E,L}^k(\beta)\) using the cohomologies of \(E\) with respect to \(\text{Coh}^\beta(X)\):
   \[
   \text{chd}_{E,L}^k(\beta) := \text{chd}_{H^k(E), L}^0(\beta) + \text{chd}_{H^k(E), L}^1(\beta)
   \]

This rule defines, given \(E \in \text{D}^b(X)\) and \(k \in \mathbb{Z}\), a function \(\text{chd}_{E,L}^k : \mathbb{Q} \rightarrow \mathbb{Q}_{\geq 0}\) that we will call the \(k\)-th Chern degree function of \(E\). From the definition, it directly follows that
   \[
   \sum_{k \in \mathbb{Z}} (-1)^k \cdot \text{chd}_{E,L}^k(x) = \text{ch}_2^{-x}(E).
   \]

so the Chern degree functions are a positive alternate decomposition of the second twisted Chern character.

Remark 3.2. Thinking of \(\sigma_{0, \beta}\) in terms of slicings, the definition of \(\text{chd}_{E,L}^k(\beta)\) involves all the objects in the HN filtration of \(E \in \text{D}^b(X)\) with phase in the interval \([\frac{1}{2} - k, \frac{3}{2} - k]\).

Example 3.3. To determine the Chern degree functions of \(O_X\), observe that for every \(\beta < 0\) \(O_X \in \text{Coh}^\beta(X)\); moreover, combining Proposition 2.10 and Theorem 2.8.(7) we have that \(O_X\) is \(\sigma_{0, \beta}\)-semistable for every \(\alpha > 0\), hence for every \(\alpha \geq 0\). A similar situation holds for \(O_X[1]\) when \(\beta \geq 0\), so the nonzero Chern degree functions of \(O_X\) are

\[
\text{chd}_{O_X,L}^0(x) = \begin{cases} 
0 & x \leq 0 \\
\frac{L^2}{2} x^2 & x \geq 0
\end{cases}
\]

and

\[
\text{chd}_{O_X,L}^2(x) = \begin{cases} 
\frac{L^2}{2} x^2 & x \leq 0 \\
0 & x \geq 0
\end{cases}
\]

Given \(F \in \text{Coh}^\beta(X)\), we can also define \(\text{chd}_{F,L}^k(\beta)\) in terms of a unique subobject. Namely, if
   \[
   0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{s-1} \hookrightarrow F_s \hookrightarrow F_{s+1} \hookrightarrow \ldots \hookrightarrow F_r = F
   \]

is the HN filtration of \(F\) with respect to \(\sigma_{0, \beta_0}\), with the inequalities
   \[
   \nu_{0, \beta_0}(F_1) > \ldots > \nu_{0, \beta_0}(F_s/F_{s-1}) > 0 \geq \nu_{0, \beta_0}(F_{s+1}/F_s) > \ldots > \nu_{0, \beta_0}(F/F_{r-1}),
   \]

then observe that \(\text{chd}_{F,L}^0(\beta) = \text{ch}_2^\beta(F_s)\).

Definition 3.4. The index \(s = s(F)\) is called the switching index of \(F\).
Note that \( \nu_{0, \beta}^{-}(F) > 0 \) is equivalent to \( F_{s} = F \), and \( \nu_{0, \beta}^{+}(F) \leq 0 \) is equivalent to \( F_{s} = 0 \).

These functions satisfy the following properties, analogous to those that are natural from the viewpoint of cohomology:

**Proposition 3.5.** If \( E \in D^{b}(X) \) and \( x \in \mathbb{Q} \), the following properties hold:

1. (Serre vanishing) If \( E \in \text{Coh}(X) \), then for \( x \gg 0 \) one has \( \text{chd}_{E,L}^{x}(x) = 0 \) for every \( k \neq 0 \).
2. (Serre duality) We have \( \text{chd}_{E,L}^{0}(x) = \text{chd}_{E^{\vee},L}^{2-k}(-x) \) for every \( k \in \mathbb{Z} \).

**Proof.** To prove the first item we note that any sheaf \( E \) satisfies \( E \in \text{Coh}^{\beta}(X) \) for every \( \beta < \mu_{-}(E) \); in particular, \( \text{chd}_{E,L}^{x}(x) = 0 \) for every \( x > -\mu_{-}(E) \) and \( k \neq 0, 1 \). Thus it only remains to show vanishing for \( \text{chd}_{E,L}^{0} \).

To this end, we consider the HN filtration of \( E \) with respect to twisted \((L, -\frac{1}{2}K_{X})\)-Gieseker stability (if \( E \) is not itself torsion-free, we create this filtration using the torsion filtration). By Proposition 2.10, this is the HN filtration of \( E \in \text{Coh}^{\beta}(X) \) with respect to \( \nu_{0, \beta} \)-stability, for \( \beta \ll 0 \). Therefore, for \( \beta \ll 0 \) all the HN factors of \( E \) have positive slope \( \nu_{0, \beta} \), which proves that \( \text{chd}_{E,L}^{0}(x) = 0 \) for \( x \gg 0 \).

For the second item, we will check the equality assuming that \( E \in \text{Coh}^{-x}(X) \); the general statement follows from considering the cohomologies of \( E \) with respect to the heart \( \text{Coh}^{-x}(X) \).

For simplicity, we write \( \beta = -x \). Let

\[
0 = E_{0} \hookrightarrow E_{1} \hookrightarrow \ldots \hookrightarrow E_{r-1} \hookrightarrow E_{r} = E
\]

be the HN filtration of \( E \) with respect to \( \nu_{0, \beta} \), where the first HN factor \( E_{1} \) is assumed to have slope \( \nu_{0, \beta} = +\infty \) (if this does not occur, simply write \( E_{1} = 0 \) and let the rest of the filtration be that of \( E \)). By definition:

\[
\text{chd}_{E,L}^{0}(-\beta) = \text{chd}_{E,L}^{\beta}(E_{1}) + \text{chd}_{E^{\vee},L}(E_{1})(-\beta), \quad \text{chd}_{E,L}^{1}(-\beta) = \text{chd}_{E^{\vee},L}(E_{1})(-\beta)
\]

Moreover, we have a triangle \( 0 \to (E/E_{1})^{\vee}[1] \to E^{\vee}[1] \to E_{1}^{\vee}[1] \to 0 \) in \( D^{b}(X) \), where:

- \( (E/E_{1})^{\vee}[1] \in \text{Coh}^{-x}(X) \), having \( (E/E_{r-1})^{\vee}[1], \ldots, (E_{2}/E_{1})^{\vee}[1] \) as HN factors with respect to \( \nu_{0, -\beta} \). This is a consequence of Proposition 2.13.
- It is not difficult to check that \( E_{1}^{\vee}[2] \in \text{Coh}^{-x}(X) \) and it is \( \nu_{0, -\beta} \)-semistable (with slope \( +\infty \)).

It follows that \( E^{\vee}[1] \) has two cohomologies with respect to \( \text{Coh}^{-x}(X) \), namely

\[
\mathcal{H}_{0, \beta}(E^{\vee}[1]) = (E/E_{1})^{\vee}[1], \quad \mathcal{H}_{1, \beta}(E^{\vee}[1]) = E_{1}^{\vee}[2]
\]

whose HN factors are known in terms of those of \( E \). This gives the desired relations

\[
\text{chd}_{E,L}^{0}(-\beta) = \text{chd}_{E^{\vee}[1],L}(\beta), \quad \text{chd}_{E,L}^{1}(-\beta) = \text{chd}_{E^{\vee}[1],L}(\beta).
\]

The following technical lemma, which will be useful later on, is also natural from the same cohomological viewpoint:

**Lemma 3.6.** Let \( 0 \to E \to F \to Q \to 0 \) be a short exact sequence in \( \text{Coh}^{\beta}(X) \) \((\beta \in \mathbb{Q})\). If \( \text{chd}_{Q,L}^{0}(-\beta) = 0 \) and \( Q \) has no subobject \( \bar{Q} \subset Q \) in \( \text{Coh}^{\beta}(X) \) with \( \bar{Q} \in \ker(Z_{0, \beta}) \), then the equality \( \text{chd}_{E,L}^{0}(-\beta) = \text{chd}_{E,L}^{0}(-\beta) \) holds.
Proof. Let \( 0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_s \hookrightarrow F_{s+1} \hookrightarrow \ldots \hookrightarrow F \) be the HN filtration of \( F \) with respect to \( \sigma_{0,\beta} \), so that \( v_{0,\beta}(F_s/F_{s-1}) > 0 \geq v_{0,\beta}(F_{s+1}/F_s) \). That is, \( \operatorname{chd}^0_{F,L}(-\beta) = ch^2_2(F_s) \).

By \( \operatorname{chd}^0_{Q,L}(-\beta) = 0 \) and our extra assumption on \( \ker(Z_{0,\beta}) \), we know that every subobject of \( Q \) has \( v_{0,\beta_0} \leq 0 \). This implies that the morphism \( F_s \to F \to Q \) must be 0, and thus \( F_s \subseteq E \).

It turns out that \( F_s \subseteq E \) is the part of the HN filtration of \( E \) corresponding to HN factors of positive slope. Therefore, \( \operatorname{chd}^0_{E,L}(-\beta) = ch^2_2(F_s) = \operatorname{chd}^0_{F,L}(-\beta) \). \( \square \)

**Remark 3.7.** In view of the results in [FLZ21, Section 3] extending the construction of (geometric) Bridgeland stability conditions to a region enlarging the \((\alpha, \beta)\)-plane, it would be interesting to consider functions defined via weak stability conditions on the “boundary” of this bigger region. More precisely, Fu–Li–Zhao construct a Bridgeland stability condition

\[
\overline{\sigma}_{\alpha,\beta} = \left( \operatorname{Coh}^\beta(X), \tilde{Z}_{\alpha,\beta} = (- \operatorname{ch}^2 + aL^2 \cdot \operatorname{ch}_0) + i(L \cdot \operatorname{ch}^\beta_1) \right)
\]

for every \((\alpha, \beta) \in \mathbb{R}^2\) with \( a > \Phi_{X,L}(\beta) - \frac{\beta^2}{2} \), where \( \Phi_{X,L}(\beta) \) is the Le Potier function (see [FLZ21, Definition 3.1] and Example 2.12). In particular, the Bridgeland stability conditions in the \((\alpha, \beta)\)-plane are recovered as \( \overline{\sigma}_{\frac{\alpha}{\beta},\beta} = \sigma_{\alpha,\beta} \) for every \( \alpha > 0 \).

The function \( f(x) := \Phi_{X,L}(x) - \frac{x^2}{2} \) being upper-semicontinuous, its discontinuities form a meagre set. Since the complement of a meagre set is dense thanks to the Baire category theorem, it turns out that the points where \( f \) is continuous form a dense subset \( A_{X,L} \) of \( \mathbb{R} \).

Henceforth, one could define functions on \( A_{X,L} \cap \mathbb{Q} \) via the HN filtrations with respect to the weak stability conditions \( \{ \overline{\sigma}_{f(\beta),\beta} \mid \beta \in A_{X,L} \cap \mathbb{Q} \} \). Clearly, in the cases where \( f \equiv 0 \) (e.g. surfaces with finite Albanese map, as seen in Example 2.12) this is nothing but our Chern degree functions. In general, to extend these functions to the whole \( \mathbb{R} \), one could try to follow the same approach of section 4; however, while we expect that the existence of Bridgeland limit filtrations (i.e. Theorem B.1)) could be proven following similar arguments, the existence of weak limit filtrations (i.e. Theorem B.2)) seems a much more obscure problem.

Consider for instance a polarized K3 surface \((X, L)\) with \( \operatorname{Pic}(X) = \mathbb{Z} \cdot L \) and \( L^2 = 2e \). In that case, the existence of spherical objects shows that

\[ A_{X,L} \cap \mathbb{Q} = \mathbb{Q} \setminus \left\{ \sum_r \frac{c_r}{r} \in \mathbb{Q} : r|e(c^2 + 1) \right\} \]

and \( f \equiv -\frac{1}{2e} \) on this subset. For \( \beta \in A_{X,L} \cap \mathbb{Q} \), one can consider the central charge of \( \overline{\sigma}_{-\frac{1}{2e},\beta} \) given by \( \tilde{Z}_{-\frac{1}{2e},\beta} = -v^2_2 + i(L \cdot v^2_1) \) for \( (v^2_0, v^2_1, v^2_2) = v \cdot e^{-\beta L} \) the twisted Mukai vector. Accordingly, if \( F \in \operatorname{Coh}^\beta(X) \) is an object with HN filtration \( 0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_r = F \) with respect to \( \sigma_{-\frac{1}{2e},\beta} \), we may define for example

\[ \operatorname{vdeg}^0_{F,L}(-\beta) := \sum_{\nu_{-\frac{1}{2e},\beta}(F_i/F_{i-1}) \geq 0} v^2_2(F_i/F_{i-1}). \]

In this particular case we could call such functions Mukai degree functions.

Observe that in general one cannot expect to extend the Mukai degree functions to continuous functions in the whole \( \mathbb{R} \) mimicking Theorem A.2), since discontinuities may arise at certain points of \( \mathbb{Q} \setminus A_{X,L} \), as one easily sees with the function of \( \mathcal{O}_X \).
In any case, it would be interesting to know if, fixed an object of $\text{D}^b(X)$, there are finitely many such discontinuities and the Mukai degree functions encode information of geometrical or cohomological type.

4. Local expressions for the Chern degree functions

This section is devoted to prove that, in a neighborhood of every rational number, the Chern degree functions are piecewise polynomial. The result is analogous to [JP20, Corollary 2.6], where it follows for cohomological rank functions from a transformation formula with respect to the Fourier-Mukai transform. In our case, the proof follows a completely different path, by describing the behavior of HN filtrations around weak stability conditions $\sigma_{0,\beta_0}$ ($\beta_0 \in \mathbb{Q}$). This description may be of independent interest, especially when $\sigma_{0,\beta_0}$ lies in the boundary of the (geometric) stability manifold (see Example 2.12 and Remark 3.7).

Along this section, we keep fixed a rational number $\beta_0 = \frac{a}{b}$ with $a$ and $b$ coprime integers ($b > 0$).

4.1. Bridgeland limit HN filtrations. Our first goal is to control HN filtrations with respect to the Bridgeland stability conditions $\sigma_{\alpha,\beta_0}$, for small values of $\alpha > 0$. In particular, we want to understand whether these filtrations remain constant:

**Definition 4.1.** Given $F \in \text{Coh}^{\beta_0}(X)$, if there exists $\alpha_0 > 0$ such that $F$ has the same HN filtration with respect to all the Bridgeland stability conditions $\sigma_{\alpha,\beta_0}$ with $\alpha \in (0, \alpha_0)$, we will call this HN filtration the **Bridgeland limit HN filtration** of $F$ at $\beta_0$.

In case the Bridgeland limit HN filtration exists, the HN filtration of $F$ at $\sigma_{0,\beta_0}$ can be recovered by identifying those limit HN factors with the same slope at $\alpha = 0$.

The first result of this section is that Bridgeland limit HN filtrations exist for $\sigma_{0,\beta_0}$-semistable objects with nonzero tilt slope:

**Proposition 4.2.** Any $\sigma_{0,\beta_0}$-semistable object $F \in \text{Coh}^{\beta_0}(X)$ with $\nu_{0,\beta_0}(F) \neq 0$ admits a Bridgeland limit HN filtration at $\beta_0$.

The case $L \cdot \text{ch}^{\beta_0}_1(F) = 0$ being trivial (in this case $F$ is semistable along the whole line $\beta = \beta_0$), we will assume that $L \cdot \text{ch}^{\beta_0}_1(F) > 0$ (i.e. $\nu_{0,\beta_0}(F) \neq +\infty$). Thanks to the duality functor $\_^\vee[1]$ and Proposition 2.13, we may restrict ourselves to the case $\nu_{0,\beta_0}(F) < 0$.

The proof is then based on two lemmas:

**Lemma 4.3.** Let $F \in \text{Coh}^{\beta_0}(X)$ be $\sigma_{0,\beta_0}$-semistable, with $L \cdot \text{ch}^{\beta_0}_1(F) > 0$ and $\nu_{0,\beta_0}(F) < 0$.

1. The set of subobjects

$$S_F = \left\{ E \in \text{Coh}^{\beta_0}(X) : E \subseteq F, \nu_{0,\beta_0}(E) = \nu_{0,\beta_0}(F), \Delta(E) \geq 0 \right\}$$

with the same slope and non-negative discriminant is non-empty.

2. The expression $\frac{L \cdot \text{ch}^{\beta_0}_1}{L \cdot \text{ch}^{\beta_0}_1}$ is bounded from below on $S_F$.

Before proving this first lemma, we note the following:
Remark 4.4. By the assumption $\beta_0 = \frac{q}{p}$, every $F \in \text{Coh}^{\beta_0}(X)$ with $\nu_{0,\beta_0}^+(F) < +\infty$ satisfies
\[
\left\{ L \cdot \text{ch}_1^{\beta_0}(G) : G \subset F \text{ in } \text{Coh}^{\beta_0}(X) \right\} \subseteq \frac{1}{b} \cdot \mathbb{Z}_{>0}, \quad \left\{ \nu_{0,\beta_0}(G) : G \subset F \text{ in } \text{Coh}^{\beta_0}(X) \right\} \subseteq \frac{1}{k_F} \cdot \mathbb{Z}
\]
where $k_F = 2b \left( bL \cdot \text{ch}_1^{\beta_0}(F) \right)! \in \mathbb{Z}_{>0}$ (it depends only on $F$). Indeed, since $2b^2 \text{ch}_2^{\beta_0}(G) \in \mathbb{Z}$ and $bL \cdot \text{ch}_1^{\beta_0}(G) \in (0, bL \cdot \text{ch}_1^{\beta_0}(F)] \cap \mathbb{Z}$, then $\nu_{0,\beta_0}(G) = \frac{2b^2 \text{ch}_2^{\beta_0}(G)}{2b \left( bL \cdot \text{ch}_1^{\beta_0}(G) \right)} \in \frac{1}{k_F} \cdot \mathbb{Z}.$

Proof of Lemma 4.3. To prove (1), assume that the set $S_F$ is empty; in particular $\overline{\Delta}(F) < 0$, so $F$ is nonsemistable for every Bridgeland stability condition $\sigma_{\alpha,\beta_0}$ with $\alpha > 0$. If $n \in \mathbb{Z}_{>0}$, let $G_n$ be the maximal destabilizing subobject of $F$ with respect to $\sigma_{\frac{1}{n},\beta_0}$.

Observe that $\nu_{0,\beta_0}(G_n) \leq \nu_{0,\beta_0}(F)$, by the $\sigma_{0,\beta_0}$-semistability of $F$; the emptiness of $S_F$ guarantees a strict inequality. Therefore, $\nu_{0,\beta_0}(G_n) \leq \nu_{0,\beta_0}(F) - \frac{1}{k_F}$ (by Remark 4.4). Combining with $\nu_{1/\beta_0}(G_n) > \nu_{1/\beta_0}(F)$, we get
\[
\nu_{0,\beta_0}(F) - \frac{1}{2n^2} \cdot \frac{L^2 \cdot \text{ch}_0(F)}{L \cdot \text{ch}_1^{\beta_0}(F)} = \nu_{1/\beta_0}(F) < \nu_{1/\beta_0}(G_n) \leq \nu_{0,\beta_0}(F) - \frac{1}{2n^2} \cdot \frac{L^2 \cdot \text{ch}_0(G_n)}{L \cdot \text{ch}_1^{\beta_0}(G_n)}
\]
which gives
\[
-L^2 \cdot \text{ch}_0(G_n) \geq \frac{2n^2}{k_F} \cdot \frac{L^2 \cdot \text{ch}_0(F)}{L \cdot \text{ch}_1^{\beta_0}(F)} \implies -L^2 \cdot \text{ch}_0(G_n) \to +\infty \text{ as } n \to \infty.
\]
But on the other hand, for every $n$ we have $L \cdot \text{ch}_1^{\beta_0}(G_n) > 0$ and hence
\[
0 \leq \overline{\Delta}(G_n) = \left( L \cdot \text{ch}_1^{\beta_0}(G_n) \right)^2 \left( 1 - \frac{2L^2 \cdot \text{ch}_0(G_n)}{L \cdot \text{ch}_1^{\beta_0}(G_n)} \cdot \nu_{0,\beta_0}(G_n) \right),
\]
which yields
\[
0 \leq 1 - \frac{2L^2 \cdot \text{ch}_0(G_n)}{L \cdot \text{ch}_1^{\beta_0}(G_n)} \cdot \nu_{0,\beta_0}(G_n) < 1 - \frac{2L^2 \cdot \text{ch}_0(G_n)}{L \cdot \text{ch}_1^{\beta_0}(G_n)} \cdot \nu_{0,\beta_0}(F)
\]
for every $n$ such that $-\frac{L^2 \cdot \text{ch}_0(G_n)}{L \cdot \text{ch}_1^{\beta_0}(G_n)} > 0$. Since $\nu_{0,\beta_0}(F) < 0$, this contradicts the limit above and concludes the proof of (1).

To prove (2), let $E \subseteq F$ be a subobject with $\nu_{0,\beta_0}(E) = \nu_{0,\beta_0}(F)$ and $\overline{\Delta}(E) \geq 0$. Then
\[
0 \leq \overline{\Delta}(E) = \left( L \cdot \text{ch}_1^{\beta_0}(E) \right)^2 \left( 1 - \frac{2L^2 \cdot \text{ch}_0(E)}{L \cdot \text{ch}_1^{\beta_0}(E)} \cdot \nu_{0,\beta_0}(F) \right)
\]
implies, under the assumption $\nu_{0,\beta_0}(F) < 0$, that
\[
\frac{L^2 \cdot \text{ch}_0(E)}{L \cdot \text{ch}_1^{\beta_0}(E)} \geq \frac{1}{2\nu_{0,\beta_0}(F)} \square
\]

The elements $E \in S_F$ satisfy $\frac{L^2 \cdot \text{ch}_0(E)}{L \cdot \text{ch}_1^{\beta_0}(E)} \in \frac{1}{(bL \cdot \text{ch}_1^{\beta_0}(F))!} \mathbb{Z}$. Hence by Lemma 4.3.(2), we can consider an element $E \in S_F$ with minimum $\frac{L^2 \cdot \text{ch}_0}{L \cdot \text{ch}_1^{\beta_0}}$ among the objects of $S_F$; by noetherianity of $\text{Coh}^{\beta_0}(X)$, we may assume as well that $E$ is maximal with this property.

Remark 4.5. A priori, it is not obvious that $E$ must be unique. This will follow from the proof of Proposition 4.2, where we will see that $E$ is the first step in the Bridgeland limit HN filtration of $F$ (recall that HN filtrations are unique).
Lemma 4.6. Under the assumptions of Lemma 4.3, let $E \in S_F$ be an element with minimum $\frac{L^2 \cdot \text{ch}_{\beta_0} G}{L \cdot \text{ch}_{\beta_0} E}$ among the objects of $S_F$ and which is maximal with this property. Then, there exists $\alpha_0 > 0$ such that $E$ is $\sigma_{\alpha, \beta_0}$-semistable for every $\alpha \in [0, \alpha_0)$.

Proof. The statement is clear for $\alpha = 0$: $\sigma_{0, \beta_0}$-semistability of $E$ (actually of any element in $S_F$) trivially follows from that of $F$.

Now consider $\alpha > 0$ such that $E$ is not $\sigma_{\alpha, \beta_0}$-semistable, and let $G \subset E$ be a maximal destabilizing subobject. Note that $0 < L \cdot \text{ch}^{\beta_0}_1(G)$ (since $E$ is $\sigma_{0, \beta_0}$-semistable) and $L \cdot \text{ch}^{\beta_0}_1(G) < L \cdot \text{ch}^{\beta_0}_1(E)$.

Moreover, $\nu_{0, \beta_0}(G) < \nu_{0, \beta_0}(E)$. Indeed, an equality would imply (since $\nu_{\alpha, \beta_0}(G) > \nu_{\alpha, \beta_0}(E)$) that $G$ has smaller $\frac{L^2 \cdot \text{ch}_{\beta_0}(G)}{L \cdot \text{ch}_{\beta_0} E}$ than $E$, contradicting our hypothesis on $E$. Therefore

$$\text{ch}^{\beta_0}_2(G) < \text{ch}^{\beta_0}_2(E) \cdot \frac{L \cdot \text{ch}^{\beta_0}_1(G)}{L \cdot \text{ch}^{\beta_0}_1(E)} < 0$$

(note that $\text{ch}^{\beta_0}_2(E) < 0$ because $\nu_{0, \beta_0}(E) = \nu_{0, \beta_0}(F) < 0$).

Now, since $\Delta(G) \geq 0$ and $\text{ch}^{\beta_0}_2(G) < 0$, we have $\left(L \cdot \text{ch}^{\beta_0}_1(G)\right)^2 \geq 2 \left(L^2 \cdot \text{ch}_0(G)\right) \text{ch}^{\beta_0}_2(G)$, so

$$1 \geq \frac{2L^2 \cdot \text{ch}_0(G)}{L \cdot \text{ch}_1^{\beta_0}(G)} \cdot \nu_{0, \beta_0}(E)$$

and

$$\frac{-L^2 \cdot \text{ch}_0(G)}{L \cdot \text{ch}_1^{\beta_0}(G)} \leq \frac{-1}{2
u_{0, \beta_0}(E)} < \frac{-1}{2
u_{0, \beta_0}(E)} < \frac{-(L \cdot \text{ch}_{\beta_0}^0(E))^2}{\frac{1}{2} \text{ch}_{\beta_0}^2(E)},$$

where in the last inequality we have used that $L \cdot \text{ch}_{\beta_0}^0(E) > \frac{1}{k}$. Therefore,

$$\nu_{0, \beta_0}(E) - \frac{\alpha_0^2 L^2 \cdot \text{ch}_0(E)}{2L \cdot \text{ch}_1^{\beta_0}(E)} = \nu_{0, \beta_0}(E) - \nu_{0, \beta_0}(E) < \nu_{0, \beta_0}(E) = \nu_{0, \beta_0}(G) - \frac{\alpha_0^2 L^2 \cdot \text{ch}_0(G)}{2L \cdot \text{ch}_1^{\beta_0}(G)}$$

$$< \nu_{0, \beta_0}(G) - \frac{\alpha_0^2 \left(L \cdot \text{ch}^{\beta_0}_1(E)\right)^2}{\frac{4}{\beta} \text{ch}^{\beta_0}_2(E)} \leq \nu_{0, \beta_0}(E) - \frac{1}{k_E} - \frac{\alpha_0^2 \left(L \cdot \text{ch}^{\beta_0}_1(E)\right)^2}{\frac{4}{\beta} \text{ch}^{\beta_0}_2(E)},$$

which gives the inequality

$$\frac{\alpha_0^2}{2} \left(\frac{L \cdot \text{ch}^{\beta_0}_1(E)^2}{-\frac{2}{\beta} \text{ch}^{\beta_0}_2(E)} + \frac{L \cdot \text{ch}_0(E)}{L \cdot \text{ch}^{\beta_0}_1(E)}\right) > \frac{1}{k_E}$$

Using $\Delta(E) \geq 0$, one can check that the factor multiplying $\frac{\alpha_0^2}{2}$ is positive. Since this factor and $k_E$ only depend on $E$, this yields a lower bound for those $\alpha$ for which $E$ is not $\sigma_{\alpha, \beta_0}$-semistable. □

Proof of Proposition 4.2. Consider the subobject $E \subset F$ defined below the proof of Lemma 4.3. It will be the first step of the Bridgeland limit filtration of $F$ at $\beta_0$. Indeed, an inductive process (applied to $F/E$) yields a chain of subobjects of $F$, which is finite by the noetherianity of $\text{Coh}^{\beta_0}(X)$.

This chain is a HN filtration for $F$, valid for all $\sigma_{\alpha, \beta_0}$ with $\alpha > 0$ small enough. Indeed, on the one hand the semistability of the HN factors is guaranteed by Lemma 4.6, and on the other hand the inequalities of tilt slopes follow from the properties imposed to the subobjects taken at each step. □
As a first consequence of Proposition 4.2, we obtain that \( \sigma_{0,\beta_0} \)-\((semi)stability keeps some properties from Bridgeland stability:

**Corollary 4.7.** Let \( F \in \text{Coh}^{\beta_0}(X) \) be an object.

1. If \( F \) is \( \sigma_{0,\beta_0} \)-\( \text{semistable} \), then \( \overline{\Delta}(F) \geq 0 \).
2. (Openness of stability) If \( F \) is \( \sigma_{0,\beta_0} \)-stable with \( \nu_{0,\beta_0}(F) \neq 0 \), then there exists \( \alpha_0 > 0 \) such that \( F \) is \( \sigma_{\alpha,\beta_0} \)-stable for every \( \alpha \in [0,\alpha_0) \).
3. If \( F \) is \( \sigma_{0,\beta_0} \)-\( \text{semistable} \) with \( \nu_{0,\beta_0}(F) \neq 0 \), there exists a region of Bridgeland stability conditions in the \((\alpha,\beta)\)-plane for which \( F \) is \( \text{semistable} \).

**Proof.** Note that property (1) is trivially satisfied when \( \ch_1^{\beta_0}(F) = 0 \). If \( \ch_1^{\beta_0}(F) \neq 0 \), according to Proposition 4.2 the \( \sigma_{0,\beta_0} \)-\( \text{semistable} \) object \( F \) has a Bridgeland limit \( \text{HN} \) filtration

\[
0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{r-1} \hookrightarrow F_r = F
\]

valid for all \( \sigma_{\alpha,\beta_0} \) with sufficiently small \( \alpha > 0 \). Of course each \( \text{HN} \) factor has \( \overline{\Delta}(F_k/F_{k-1}) \geq 0 \), and by construction of the filtration the equalities \( \nu_{0,\beta_0}(F_k/F_{k-1}) = \nu_{0,\beta_0}(F) \) hold. Hence, the numbers \( Z_{0,\beta_0}(F_k/F_{k-1}) \) are in a ray of the complex plane and [BMS16, Lemma A.7] gives

\[
\overline{\Delta}(F) \geq \overline{\Delta}(F_{r-1}) \geq \ldots \geq \overline{\Delta}(F_1) \geq 0.
\]

To prove (2), note that the result is trivial when \( L \cdot \ch_1^{\beta_0}(F) = 0 \) (in this case, the \( \sigma_{0,\beta_0} \)-\( \text{stability} \) of \( F \) being a simple object of \( \text{Coh}^{\beta_0}(X) \)).

If \( F \) is \( \sigma_{0,\beta_0} \)-\( \text{stable} \) with \( L \cdot \ch_1^{\beta_0}(F) > 0 \), no subobject \( E \in S_F \setminus \{F\} \) (notation as in Lemma 4.3) destabilizes \( F \) for \( \alpha > 0 \). Indeed, since \( F \) is \( \sigma_{0,\beta_0} \)-\( \text{stable} \) we must have \( Z_{0,\beta_0}(F/E) = 0 \), so

\[
\nu_{\alpha,\beta_0}(E) < \nu_{\alpha,\beta_0}(F) < +\infty = \nu_{\alpha,\beta_0}(F/E)
\]

for every \( \alpha > 0 \).

By the construction of Proposition 4.2, all the potential \( \sigma_{\alpha,\beta_0} \) destabilizers of \( F \) (for \( \alpha \) sufficiently small) are in \( S_F \setminus \{F\} \); hence the strict inequalities actually imply that \( F \) is \( \sigma_{\alpha,\beta_0} \)-\( \text{stable} \) (for \( \alpha \) sufficiently small), which proves (2).

In (3), there is nothing to prove if \( F \) is \( \sigma_{\alpha,\beta_0} \)-\( \text{semistable} \) for small values of \( \alpha > 0 \) (in particular, this covers the case where \( L \cdot \ch_1^{\beta_0}(F) = 0 \)).

For the rest of proof, we assume without loss of generality that \( \nu_{0,\beta_0}(F) > 0 \) thanks to the duality functor (recall Proposition 2.13). If \( F_1/F_2/F_1, \ldots, F/F_{r-1} \) denote the factors of the Bridgeland limit \( \text{HN} \) filtration of \( F \) at \( \beta_0 \), by construction we have:

\[
\nu_{0,\beta_0}(F_1) = \nu_{0,\beta_0}(F_2/F_1) = \ldots = \nu_{0,\beta_0}(F/F_{r-1}) = \nu_{0,\beta_0}(F).
\]

Thus by Bertram’s Nested Wall Theorem 2.8, each factor \( F_k/F_{k-1} \) defines the same (numerical) wall \( W \) for \( F \); this wall is a semicircle whose left intersection point with the line \( \alpha = 0 \) is \( (0, \beta_0) \).

Since the factors \( F_1, F_2/F_1, \ldots, F/F_{r-1} \) are \( \sigma_{\alpha,\beta_0} \)-\( \text{semistable} \) when \( \alpha \geq 0 \) is small enough, it turns out that they are Bridgeland \( \text{semistable} \) along the wall \( W \). Hence \( F \) is also \( \text{semistable} \) along \( W \), since it is a (successive) extension of \( \text{semistable} \) objects with the same slope. \( \square \)

Now we are ready to improve Proposition 4.2, showing the existence of Bridgeland limit \( \text{HN} \) filtrations for objects without \( \text{HN} \) factors of vanishing tilt slope.
Proof of Theorem B.(1). The result follows from induction on the length of the HN filtration of \( F \) with respect to \( \sigma_{0,\beta_0} \); the initial case is nothing but Proposition 4.2.

If \( 0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{r-1} \hookrightarrow F_r = F \) is the HN filtration of \( F \) with respect to \( \sigma_{0,\beta_0} \), by induction hypothesis we may assume that both \( F_{r-1} \) and \( F/F_{r-1} \) admit a Bridgeland limit HN filtration at \( \beta_0 \).

Then, we can glue these filtrations to form that of \( F \). Indeed, if \( F_{r-1}/A \) and \( B/F_{r-1} \) respectively denote the last and the first limit HN factors of \( F_{r-1} \) and \( F/F_{r-1} \), the inequality

\[
\nu_{0,\beta_0}(F_{r-1}/A) = \nu_{0,\beta_0}(F_{r-1}/F_{r-2}) > \nu_{0,\beta_0}(F/F_{r-1}) = \nu_{0,\beta_0}(B/F_{r-1})
\]

guarantees this gluing, since we can take \( \alpha_0 \) small enough so that \( \nu_{\alpha,\beta_0}(F_{r-1}/A) > \nu_{\alpha,\beta_0}(B/F_{r-1}) \) for every \( \alpha \in (0,\alpha_0) \).

\[\square\]

4.2. Weak limit HN filtrations. Even if we are interested in semistability at the line \( \alpha = 0 \), Bridgeland limit HN filtrations allow us to work in the \((\alpha, \beta)\)-plane of Bridgeland stability conditions, where the wall-crossing phenomenon is well understood.

Following this strategy, already used in the proof of Corollary 4.7.(3), now we want to study HN filtrations at \( \sigma_{0,\beta} \) for (rational) values of \( \beta \) close to \( \beta_0 \).

Definition 4.8. Given \( F \in \text{Coh}^{\beta_0}(X) \), if there exists \( \epsilon > 0 \) such that \( F \) has the same HN filtration with respect to all the weak stability conditions \( \sigma_{0,\beta} \) with \( \beta \in (\beta_0, \beta_0 + \epsilon) \cap \mathbb{Q} \), we will call this HN filtration the right weak limit HN filtration of \( F \) at \( \beta_0 \). Its factors will be called right weak limit HN factors.

Analogously we define the left weak limit HN filtration of \( F \) at \( \beta_0 \).

Lemma 4.9. If \( F \in \text{Coh}^{\beta_0}(X) \) is an object with \( \nu_{0,\beta_0}^+(F) < 0 \), then \( F \) admits a right weak limit HN filtration at \( \beta_0 \) all of whose right weak limit factors have tilt slope \( \nu_{0,\beta_0} < 0 \).

Proof. Denote by

\[
0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{r-1} \hookrightarrow F_r = F
\]

the Bridgeland limit HN filtration of \( F \) constructed in Theorem B.(1). We will see that this is the desired right weak limit HN filtration for \( F \). Recall that when \( \alpha = 0 \) (possibly) some of the HN factors get identified, if they have the same slope.

By assumption \( \nu_{0,\beta_0}(F_i/F_{i-1}) < 0 \) for every \( i \), so the point \( (0, \beta_0) \) lies on the right-hand side of the hyperbolas \( H_i \) of the objects \( F_i/F_{i-1} \). In particular, if we study the locus in the \((\alpha, \beta)\)-plane where these HN factors \( F_i/F_{i-1} \) become non-semistable, we find that any such wall contains a segment of the line \( \beta = \beta_0 \) in its interior (see Figure 3).

This proves that, for all \( \beta \) in a sufficiently small right neighborhood of \( \beta_0 \), the objects \( F_i/F_{i-1} \) are \( \sigma_{0,\beta_0} \)-semistable. Shrinking if necessary this neighborhood, we have that the inequalities \( \nu_{0,\beta}(F_i/F_{i-1}) > \nu_{0,\beta}(F_{i+1}/F_i) \) are preserved, no matter if these HN factors were merged in the HN filtration for \( \sigma_{0,\beta_0} \).

Finally, Remark 2.5 guarantees that, possibly after another shrinking, the chain of inclusions

\[
0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{r-1} \hookrightarrow F_r = F
\]

also holds in \( \text{Coh}^{\beta}(X) \), for all \( \beta \) in this neighborhood. Summarizing, we have proved that this chain is the right weak limit HN filtration at \( \beta_0 \).

\[\square\]
When the object is semistable, the same holds for positive tilt slope:

**Lemma 4.10.** If $F \in \text{Coh}^{\beta_0}(X)$ is $\sigma_{0,\beta_0}$-semistable with $\nu_{0,\beta_0}(F) > 0$, then $F$ admits a right weak limit HN filtration at $\beta_0$.

**Proof.** We start by assuming $L \cdot \text{ch}_1^{\beta_0}(F) > 0$, so that $\beta = \beta_0$ is not a vertical wall for $F$. According to Corollary 4.7.(3) and its proof, the object $F$ is Bridgeland semistable along the (uniquely determined) semicircle $W'$ satisfying: $W'$ is centered at the $\beta$-axis, its top point lies on the hyperbola $H_F$ and its left intersection point with the $\beta$-axis is $(0, \beta_0)$. This is true regardless of whether $W'$ is a numerical wall for $F$ or not.

Let $p = (\alpha, \beta)$ denote the top point of $W'$, i.e. its intersection point with $H_F$. Local finiteness for Bridgeland stability conditions (see, e.g., [BM11], Proposition 3.3.(b)]) ensures us that, for some $\epsilon' > 0$, the HN filtration of $F$ is constant for all the stability conditions $\sigma_{\alpha, \beta}$ with $\beta \in (\beta - \epsilon', \beta)$. This implies that, in a small annulus inside $W'$, the HN filtration of $F$ stays constant (see Figure 4).

This constant filtration is the right weak limit HN filtration of $F$ at $\beta_0$, as claimed.

It only remains to check the case when $L \cdot \text{ch}_1^{\beta_0}(F) = 0$. The strategy is similar. In this case, $F$ is Bridgeland semistable along the whole vertical wall $\beta = \beta_0$. Local finiteness for Bridgeland stability conditions gives that, inside $\{\alpha > 0, \beta \geq \beta_0\}$, the HN filtration of $F$ remains constant for all the stability conditions in a certain open neighborhood of $\beta = \beta_0$.

Using that objects with $\Delta = 0$ never get destabilized, it is not difficult to check that this holds in a “tubular” neighborhood of the form $(0, +\infty) \times [\beta_0, \beta_0 + \epsilon)$, for a certain $\epsilon > 0$. This gives the desired HN filtration of $F$ with respect to $\sigma_{0, \beta}$, when $\beta$ lies in a right neighborhood of $\beta_0$. \hfill \Box

In view of Lemma 4.9 and Lemma 4.10, we would like to conclude the right case of Theorem B.(2). Nevertheless, if our object $F$ has more than one HN factor at $\sigma_{0, \beta_0}$ with positive slope, the way...
of gluing their right weak limit HN filtrations is not trivial. Roughly, this is caused because not all the weak limit HN factors in a limit HN filtration approach the same slope as \( \beta \to \beta_0^+ \), since \( \sigma_{0,\beta_0} \) is not a proper stability condition.

In order to solve this problem, we collect some information in the following lemma:

**Lemma 4.11.** Let \( F \in \text{Coh}^{\beta_0}(X) \) be a \( \sigma_{0,\beta_0} \)-semistable object with \( \nu_{0,\beta_0}(F) > 0 \). Then:

1. There exists a (possibly trivial) subobject \( F' \subset F \) in \( \text{Coh}^{\beta_0}(X) \) such that \( Q = F/F' \in \ker(Z_{0,\beta_0}) \). Moreover, \( F' \) can be taken minimal satisfying this property. We call it a core subobject of \( F \).
2. If \( Q \neq 0 \), then its tilt slope is discontinuous with respect to \( \beta \), i.e.,
   \[
   \nu_{0,\beta_0}(Q) = +\infty, \quad \lim_{\beta \to \beta_0^+} \nu_{0,\beta}(Q) = 0.
   \]
3. If \( F' \neq 0 \), then the tilt slope \( \nu_{0,\beta} \) of every right weak limit HN factor of \( F' \) has limit \( \nu_{0,\beta_0}(F') \) as \( \beta \to \beta_0^+ \).
4. The right weak limit HN filtration of \( F \) at \( \beta_0 \) consists of the right weak limit HN filtration of \( F' \) together with the quotient \( Q = F/F' \). In particular, the core subobject \( F' \) is unique.

**Proof.** The existence of \( F' \) is clear, since we allow \( F' = F \). If \( F' \neq F \), then by Proposition 2.11 \( Q[-1] \) is a twisted \( (L, -\frac{1}{2}K_X) \)-Gieseker semistable vector bundle with \( \mu_L = \beta_0 \) and \( \Delta = 0 \). Therefore we can consider \( F' \) minimal satisfying \( Q = F/F' \in \ker(Z_{0,\beta_0}) \), because if
\[
\ldots \subset F_2' \subset F_1' \subset F
\]
is a chain of subobjects with this property, then one has \( 0 \leq \ldots < \Delta(F_2') < \Delta(F_1') < \Delta(F) \).

Now, a simple computation shows (2). In order to prove (3), note that Lemma 4.10 guarantees the existence of a right weak limit HN filtration for \( F' \) at \( \beta_0 \).

If \( L \cdot \text{ch}_1^{\beta_0}(F') > 0 \), by construction this is the HN filtration in an annulus inside the wall for \( F' \) passing through \((0, \beta_0)\). It is easy to check, under the assumption of minimality on \( F' \), that no right weak limit HN factor of \( F' \) has \( \beta = \beta_0 \) as a vertical wall. Hence every right weak limit HN factor has \( L \cdot \text{ch}_1^{\beta_0} > 0 \), which shows the continuity of its tilt slope in a neighborhood of \((0, \beta_0)\).

If \( L \cdot \text{ch}_1^{\beta_0}(F') = 0 \), then every right weak limit HN factor of \( F' \) either has tilt slope \( \nu_{0,\beta} = +\infty \) for every \( \beta \), or has \( \Delta > 0 \) and \( \beta = \beta_0 \) as a vertical wall. In both cases, the tilt slope \( \nu_{0,\beta} \) approaches \( \nu_{0,\beta_0}(F') = +\infty \) as \( \beta \to \beta_0^+ \). This finishes the proof of (3).

Finally, observe that \( Q \in \text{Coh}^{\beta}(X) \) is semistable for every \( \sigma_{\alpha,\beta} \) with \( \alpha \geq 0 \) and \( \beta \geq \beta_0 \), thanks to the description provided by Proposition 2.11. Thus (4) is a consequence of (3) (all the weak limit HN factors of \( F' \) approach the slope \( \nu_{0,\beta_0}(F') = \nu_{0,\beta_0}(F) > 0 \) as \( \beta \to \beta_0^+ \)) and (2). \( \square \)

Note that if the object \( F' \) is non-trivial (i.e. \( F' \neq 0, F \)), then \( F \) may be \( \sigma_{0,\beta_0} \)-stable and \( \sigma_{0,\beta} \)-nonsemistable for every \( \beta \to \beta_0^+ \). We can visualize the situation in Figure 5.

**Proposition 4.12.** If \( F \in \text{Coh}^{\beta_0}(X) \) is an object satisfying \( \nu_{0,\beta_0}(F) > 0 \), then \( F \) admits a right weak limit HN filtration at \( \beta_0 \). Furthermore, all of its right weak limit HN factors satisfy
\[
\lim_{\beta \to \beta_0^+} \nu_{0,\beta} \geq 0
\]
with equality for at most the last weak limit HN factor.
Lemma 4.11

Proof. Let $0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_s = F$ be the HN filtration of $F$ at $\sigma_{0,\beta_0}$. We construct inductively a chain of subobjects $G_1 \subset \ldots \subset G_s$ (with $G_i \subset F_i$) as follows: $G_1 = F'_1$ is the core subobject of $F_1$ (throughout this proof we use the notation of $F'$ to denote the core of $F$ as defined in Lemma 4.11.1), and for $i > 1$ we define $G_i$ in such a way that $(F_i/G_{i-1})' = G_i/G_{i-1}$. We will prove, by induction on $s$, that $F$ admits a right weak limit HN filtration whose last limit HN factor is $F/G_s$, and that every weak limit HN factor of $G_s$ has positive limit tilt slope. Note that the case $s = 1$ follows from Lemma 4.11.

For the induction step, one could assume that the statement is true for $F_{s-1}$. Nevertheless, it is possible that the right weak limit filtrations of $F_{s-1}$ and $F_s/F_{s-1}$ do not glue directly, since it may happen

$$\lim_{\beta \to \beta_0^+} \nu_{0,\beta}(F_{s-1}/G_{s-1}) = 0 < \lim_{\beta \to \beta_0^+} \nu_{0,\beta}(\text{first limit HN factor of } F_s/F_{s-1}).$$

Then, the strategy consists on replacing $F_{s-1}$ by $G_{s-1}$. We are allowed to do this because the HN filtration of $G_{s-1}$ with respect to $\sigma_{0,\beta_0}$ has length $\leq s-1$. Indeed, $G_{s-1}$ has the same HN polygon as $F_{s-1}$, as a consequence of the equality $Z_{0,\beta_0}(G_i) = Z_{0,\beta_0}(F_i)$ for every $i$ (see [Bay19, Section 3] or [MS17, Section 4] for the definition and the properties of the HN polygon).

Now, on the one hand by induction hypothesis the right weak limit HN filtration of $G_{s-1}$ exists, and it satisfies

$$\lim_{\beta \to \beta_0^+} \nu_{0,\beta}(\text{last weak limit HN factor of } G_{s-1}) = \nu_{0,\beta_0}(G_{s-1}/G_{s-2})$$

On the other hand, we claim that $F_s/G_{s-1}$ admits a right weak limit HN filtration; this is not obvious at all, since $F_s/G_{s-1}$ is not $\sigma_{0,\beta_0}$-semistable (it contains the subobject $F_{s-1}/G_{s-1}$ with slope $\nu_{0,\beta_0} = +\infty$) and we cannot apply directly Lemma 4.10.

So to see this, we consider the wall $W$ in the $(\alpha, \beta)$-plane defined by the short exact sequence of Coh$^{\beta_0}(X)$

$$0 \to F_{s-1}/G_{s-1} \to F_s/G_{s-1} \to F_s/F_{s-1} \to 0$$

The left intersection point of $W$ with $\alpha = 0$ is $(0, \beta_0)$; the picture is similar to that of Figure 5, simply replacing $H_Q, H_F, H_{F'}$ by $H_{F_{s-1}/G_{s-1}}, H_{F_s/G_{s-1}}, H_{F_s/F_{s-1}}$ (respectively).

Note that $F_s/G_{s-1}$ is $\sigma_{\alpha,\beta}$-semistable for all the Bridgeland stability conditions $(\alpha, \beta) \in W$ with $\alpha > 0$, since it is an extension of $\sigma_{\alpha,\beta}$-semistable objects of the same slope. Then, as in the proof of Lemma 4.10, local finiteness ensures that the HN filtration of $F_s/G_{s-1}$ is constant for all the stability conditions in a small annulus inside $W$. This gives the desired right weak limit HN filtration for $F_s/G_{s-1}$.

Figure 5. The wall $W$ is defined by $0 \to F' \to F \to Q \to 0$. 
Every factor of this right weak limit HN filtration for $F_s/G_{s-1}$ satisfies
\[
0 < \lim_{\beta \to \beta_0^+} \nu_{0, \beta}(\text{every limit HN factor of } F_s/G_{s-1}) = \nu_{0, \beta_0}(F_s/G_{s-1}) = \nu_{0, \beta_0}(F_s/F_{s-1}) < \nu_{0, \beta_0}(F_{s-1}/F_{s-2}) = \lim_{\beta \to \beta_0^+} \nu_{0, \beta_0}(\text{last limit HN factor of } G_{s-1})
\]
with the only possible exception of the last weak limit HN factor for $F_s/G_{s-1}$, which may have tilt slope of limit 0. Using the induction hypothesis, one easily checks that this last weak limit HN factor for $F_s/G_{s-1}$ is precisely $F_s/G_s$.

This allows to glue the right weak limit filtrations of $G_{s-1}$ and $F_s/G_{s-1}$ to produce that of $F_s$, which proves the assertion.

Now we are ready to prove the main existence result of this subsection, namely the existence of right weak limit HN filtration for objects without HN factors of vanishing tilt slope (see Remark 4.13 for the left filtrations).

**Proof of Theorem B.(2).** Right case. Denote by $0 = F_0 \leftrightarrow F_1 \leftrightarrow \ldots \leftrightarrow F_s \leftrightarrow F_{s+1} \leftrightarrow \ldots \leftrightarrow F_r = F$ the HN filtration of $F$ with respect to $\sigma_{0, \beta_0}$, so that
\[
\nu_{0, \beta_0}(F_1) > \ldots > \nu_{0, \beta_0}(F_s/F_{s-1}) > 0 > \nu_{0, \beta_0}(F_{s+1}/F_s) > \ldots > \nu_{0, \beta_0}(F/F_{r-1})
\]
On the one hand, by Lemma 4.9 $F/F_s$ admits a right weak limit HN filtration. It turns out that, if $R$ is a weak limit HN factor of $F/F_s$ (corresponding to a weak limit HN factor of $F_i/F_{i-1}$ for some $i = s + 1, \ldots, r$), then
\[
\lim_{\beta \to \beta_0^+} \nu_{0, \beta}(R) = \nu_{0, \beta_0}(F_i/F_{i-1}) < 0
\]
On the other hand, according to Proposition 4.12, $F_s$ has a right weak limit HN filtration, with all its weak limit HN factors satisfying $\lim_{\beta \to \beta_0^+} \nu_{0, \beta} \geq 0$.

A standard gluing of the right weak limit filtrations for $F_s$ and $F/F_s$ finishes the proof. □

**Remark 4.13.** Under the same hypothesis on $F \in \text{Coh}^{\beta_0}(X)$, the existence of a left weak limit HN filtration at $\beta_0$ follows from the preservation of stability by the derived dual (see Proposition 2.13).

The main difference is that for $\beta \to -\beta_0^-$ the object $F$ may have two nontrivial cohomologies with respect to $\text{Coh}^{\beta}(X)$, namely
\[
\mathcal{H}_{-\beta}^{-1}(F) = \mathcal{H}^{-1}(F_1), \quad \mathcal{H}_{0}^{\beta}(F) = F/\mathcal{H}^{-1}(F_1)[1]
\]
where $F_1$ is a first step in the HN filtration of $F$ with respect to $\sigma_{0, \beta_0}$, satisfying $\nu_{0, \beta_0}(F_1) = +\infty$.

The left weak limit filtration of $F$ is thus obtained by applying $\mathcal{H}^{-1}[-1]$ to the right weak limit filtration at $-\beta_0$ of $\mathcal{H}_{-\beta_0}^{0}(F^\vee[1]) = (F/F_1)^\vee[1]$ and $\mathcal{H}_{-\beta_0}^{1}(F^\vee[1]) = F_1^\vee[2]$.

4.3. **Local piecewise polynomial expressions.** An immediate consequence of the right weak limit HN filtrations constructed in Theorem B.(2) is:

**Corollary 4.14.** If $F \in \text{Coh}^{\beta_0}(X)$ is an object with all its HN factors with respect to $\sigma_{0, \beta_0}$ having slope $\nu_{0, \beta_0} \neq 0$, then there exists $\epsilon > 0$ such that the functions $\text{chd}^{0}_{F,L}, \text{chd}^{1}_{F,L}$ are (piecewise) polynomial along the interval $(-\beta_0 - \epsilon, -\beta_0)$. 

More explicitly, let $0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_s \hookrightarrow F_{s+1} \hookrightarrow \ldots \hookrightarrow F_r = F$ be the HN filtration of $F$ with respect to $\sigma_{0,\beta_0}$, so that

$$\nu_{0,\beta_0}(F_1) > \ldots > \nu_{0,\beta_0}(F_s/F_{s-1}) > 0 > \nu_{0,\beta_0}(F_{s+1}/F_s) > \ldots > \nu_{0,\beta_0}(F/F_{r-1})$$

Consider the chain $G_1 \subseteq \ldots \subseteq G_s$ in $\text{Coh}^{\beta_0}(X)$ (with $G_i \subseteq F_i$) inductively defined by the rules $G_1 = F_1'$ and $G_i/G_{i-1} = (F_i/G_{i-1})'$ (where $F'$ denotes the core of $F$ as defined in Lemma 4.11.(1)). Then, for all (rational) $x$ in a left neighborhood of $-\beta_0$, we have

$$\text{chd}_{F,L}^0(x) = \text{ch}_2^x(G_s), \quad \text{chd}_{F,L}^1(x) = -\text{ch}_2^x(F/G_s).$$

**Remark 4.15.** Along the interval where the right weak limit HN filtration of $F$ at $\beta_0$ remains constant, the functions $\text{chd}_{F,L}^0, \text{chd}_{F,L}^1$ may still change their polynomial expression. This happens if the last right weak limit HN factor of $G_s$ acquires tilt slope 0.

Observe that the chain $G_1 \subseteq \ldots \subseteq G_s$ of the proof of Corollary 4.14 encodes the Chern degree functions of $F$ in a left neighborhood of $-\beta_0$. For easy reference, we will use the following terminology (that we adopt for objects $F$ with a HN factor of tilt slope 0 as well):

**Definition 4.16.** Let $F \in \text{Coh}^{\beta_0}(X)$ and let $F_1, \ldots, F_s/F_{s-1}$ be the HN factors of $F$ having slope $\nu_{0,\beta_0} > 0$, that is, $s = s(F)$ is the switching index of $F$. The *core filtration* of $F$ at $\beta_0$ is the chain $G_1 \subseteq \ldots \subseteq G_s$ in $\text{Coh}^{\beta_0}(X)$ (with $G_i \subseteq F_i$) inductively defined by $G_1 = F_1'$ and $G_i/G_{i-1} = (F_i/G_{i-1})'$ where $F'$ denotes the core of $F$ as defined in Lemma 4.11.(1).

Now we want to conclude that for every $F \in \text{Coh}^{\beta_0}(X)$ the function $\text{chd}_{F,L}^0$ admits the (piecewise) polynomial expression $\text{ch}_2^x(G_s)$ in a left neighborhood of $-\beta_0$, where $G_s$ is the last object appearing in the core filtration of $F$ at $\beta_0$. For this, we need to treat the case of HN factors with slope $\nu_{0,\beta_0} = 0$; we will not find a weak limit HN filtration for them, but the following result will be enough for our purposes.

**Proposition 4.17.** If $F \in \text{Coh}^{\beta_0}(X)$ is $\sigma_{0,\beta_0}$-semistable with $\nu_{0,\beta_0}(F) = 0$, then $\text{chd}_{F,L}^0(-\beta) = 0$ for every rational number $\beta > \beta_0$ such that $F \in \text{Coh}^\beta(X)$.

**Proof.** Suppose, for the sake of a contradiction, that $\tilde{\beta} > \beta_0$ is a rational number with $F \in \text{Coh}^{\tilde{\beta}}(X)$ and $\text{chd}_{F,L}^0(-\tilde{\beta}) \neq 0$. This means that $F$ has a subobject $E \subset F$ in $\text{Coh}^{\tilde{\beta}}(X)$ satisfying $\text{ch}_2^x(E) > 0$.

We may assume that $E$ is the first HN factor $F_1$ of $F$ with respect to $\sigma_{0,\tilde{\beta}}$; to see this, we only need to exclude that $\text{ch}_2^x(F_1) = 0$. And indeed, since $\nu_{0,\tilde{\beta}}(F_1) > 0$ the equality $\text{ch}_2^x(F_1) = 0$ would imply that $F_1 \in \ker(Z_{0,\tilde{\beta}})$; thus by Proposition 2.11 $H^{-1}(F_1)$ would be a (twisted Gieseker semistable) sheaf of slope $\tilde{\beta}$. But then the inclusion $H^{-1}(F_1) \subset H^{-1}(F)$ would contradict the hypothesis $F \in \text{Coh}^{\beta_0}(X)$ (recall Remark 2.5).

Replacing $E$ by the first step of its Bridgeland limit HN filtration at $\tilde{\beta}$ (Theorem B.(1)), we may also assume that $E$ is $\sigma_{0,\tilde{\beta}}$-semistable for some positive values of $\alpha$.

Consider the distinguished triangle $E \to F \to Q$ in $\text{D}^b(X)$ inducing the inclusion $E \subset F$ in $\text{Coh}^{\tilde{\beta}}(X)$. On the one hand, note that $E \in \text{Coh}^{\tilde{\beta}}(X)$ as well; indeed, the inequality $\mu_L^1(H^{-1}(E)) \leq \beta_0$ follows from $H^{-1}(E) \subset H^{-1}(F)$ (recall Remark 2.5). Moreover, by Remark 2.9 $\nu_{0,\tilde{\beta}}(E) > 0$ is equivalent to $\tilde{\beta} < p_E$; hence $\beta_0 < p_E$ holds, which gives $\nu_{0,\beta_0}(E) > 0$. 


On the other hand, it is possible that \( Q \notin \text{Coh}^{\beta_0}(X) \), so \( Q \) may have two nontrivial cohomologies with respect to the heart \( \text{Coh}^{\beta_0}(X) \), namely \( H^{-1}_{\beta_0}(Q) \) and \( H^0_{\beta_0}(Q) \). In particular, \( H^{-1}_{\beta_0}(Q) \) is a subsheaf of \( H^{-1}(Q) \) such that \( \mu_+(H^{-1}_{\beta_0}(Q)) \in \langle \beta_0, \beta \rangle \).

Therefore the distinguished triangle yields an exact sequence

\[
0 \to H^{-1}_{\beta_0}(Q) \to E \to F \to H^0_{\beta_0}(Q) \to 0
\]

in \( \text{Coh}^{\beta_0}(X) \). Recall that \( F \) is \( \sigma_{0,\beta_0} \)-semistable with \( \nu_{0,\beta_0}(F) = 0 \), and \( \nu_{0,\beta_0}(E) > 0 \).

If \( E \) is \( \sigma_{0,\beta_0} \)-semistable, we already have the desired contradiction. In fact, in such a case \( \text{Hom}(E,F) = 0 \) and thus \( H^{-1}_{\beta_0}(Q) = E \); but this would imply \( E \notin \text{Coh}^{\beta}(X) \) by our previous description of \( H^{-1}_{\beta_0}(Q) \).

Therefore, to finish the proof it suffices to check that \( E \) may be assumed to be \( \sigma_{0,\beta_0} \)-semistable. This is essentially due to the support property for Bridgeland stability conditions in the \((\alpha, \beta)\)-plane.

Recall that \( E \) is \( \sigma_{\alpha,\beta_1} \)-semistable for small enough values of \( \alpha > 0 \). Hence, if \( E \) is not \( \sigma_{0,\beta_0} \)-semistable, there exists a short exact sequence \( E_1 \hookrightarrow E \twoheadrightarrow R_1 \) destabilizing \( E \) along a wall \( W_1 \) in the \((\alpha, \beta)\)-plane, whose left point \((0, \beta_1)\) in the \( \beta \)-axis satisfies \( \beta_0 < \beta_1 < \beta \):

![Figure 6](image)

We can assume, without loss of generality, that \( E_1 \) is the first step of the Bridgeland limit HN filtration of \( E \) at \( \beta_1 \). Hence \( E_1 \) is \( \sigma_{\alpha,\beta_1} \)-semistable for small enough values of \( \alpha > 0 \).

At this point, observe that by the support property (in the form of Theorem 2.8(7)) we have \( \overline{\chi}(E_1) + \overline{\chi}(R_1) < \overline{\chi}(E) \) (in particular, \( \overline{\chi}(E_1) < \overline{\chi}(E) \)). Moreover, we have an inclusion \( E_1 \subset F \) in \( \text{Coh}^{\beta}(X) \) (since \( E_1 \subset E \) holds along the whole wall \( W_1 \)). Let \( E_1 \to F \to Q_1 \) be the distinguished triangle in \( \text{D}^b(X) \) defining this inclusion.

Then, the same arguments as before show that \( E_1 \in \text{Coh}^{\beta_0}(X) \) and give an exact sequence

\[
0 \to H^{-1}_{\beta_0}(Q_1) \to E_1 \to F \to H^0_{\beta_0}(Q_1) \to 0
\]

in \( \text{Coh}^{\beta_0}(X) \). Moreover, \( \nu_{0,\beta_0}(E_1) > 0 \) since \((0, \beta_0)\) lies on the left-hand side of \( H_{E_1} \).

If \( E_1 \) were \( \sigma_{0,\beta_0} \)-semistable, by reasoning as in the case of \( E \) \( \sigma_{0,\beta_0} \)-semistable we would obtain a contradiction. Otherwise, we destabilize \( E_1 \) along a wall \( W_2 \) via a short exact sequence \( 0 \to E_2 \to E_1 \to R_2 \to 0 \) with the same properties.
This finishes the proof, since this process must stop after a finite number of destabilizations thanks to the inequalities

\[ 0 \leq \ldots < \sum(E_2) < \sum(E_1) < \sum(E) \]

**Corollary 4.18.** If \( F \in \text{Coh}^{\beta_0}(X) \), there exists \( \epsilon > 0 \) such that the functions \( \text{chd}^k_{F,L} \) and \( \text{chd}^1_{F,L} \) are (piecewise) polynomial along the interval \((-\beta_0 - \epsilon, -\beta_0)\).

**Proof.** We assume that \( F \) has a HN factor with respect to \( \sigma_{0,\beta_0} \) of slope \( \nu_{0,\beta_0} = 0 \), otherwise we are in the situation of Corollary 4.14. Thus let

\[ 0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{s-1} \hookrightarrow F_s \hookrightarrow \ldots \hookrightarrow F_r = F \]

be the HN filtration of \( F \) with respect to \( \sigma_{0,\beta_0} \), so that \( \nu_{0,\beta_0}(F_{s+1}/F_s) = 0 \), in particular, \( s = s(F) \) is the switching index of \( F \). We claim that \( \text{chd}^0_{F/F_s,L}(-\beta) = 0 \) for all \( \beta \) in a certain right neighborhood of \( \beta_0 \). This is a consequence of Lemma 3.6, when applied to the short exact sequence 0 holds. Indeed, under this assumption we take \( F/F_s \hookrightarrow F/F_{s+1} \rightarrow 0 \), taking into account that \( \text{chd}^0_{F,F_s,L}(-\beta) = 0 \) (by Proposition 4.17) and \( \text{chd}^0_{F,F_{s+1},L}(-\beta) = 0 \) (by Lemma 4.9). Indeed, we can apply Lemma 3.6 because \( F/F_{s+1} \) has no subobject belonging to \( \text{ker}(Z_{0,\beta}) \); otherwise, \( \mathcal{H}^{-1}(F/F_{s+1}) \) would have a subsheaf of slope \( \beta \), contradicting \( F/F_{s+1} \in \text{Coh}^{\beta_0}(X) \).

Now, for all \( \beta > \beta_0 \) in a certain right neighborhood of \( \beta_0 \), we use the vanishing \( \text{chd}^0_{F,F_s,L}(-\beta) = 0 \) to apply Lemma 3.6 again, in this case with the short exact sequence 0 to apply \( F_s \hookrightarrow F \rightarrow F/F_s \rightarrow 0 \). We obtain the equality \( \text{chd}^0_{F,L}(-\beta) = \text{chd}^0_{F,F_s,L}(-\beta) \) in a right neighborhood of \( \beta_0 \).

This proves the result for \( \text{chd}^0_{F,L} \), since \( \text{chd}^0_{F,F_s,L} \) is (piecewise) polynomial in (a shrinking of) this neighborhood by Corollary 4.14. The assertion for \( \text{chd}^1_{F,L} \) is simply a consequence of the relation \( \text{chd}^1_{F,L}(x) = \text{chd}^0_{F,L}(x) - \text{ch}_2^{-x}(F) \).

**Proof of Theorem A.(1).** The left polynomial expression for \( \text{chd}^k_{E,L} \) at \( x_0 \) is a consequence of Corollary 4.18 applied to the cohomology objects \( \mathcal{H}^k_{x_0}(E) \) and \( \mathcal{H}^{k-1}_{x_0}(E) \). The right polynomial expression can be obtained from the left polynomial expression of \( \text{chd}^{2-k}_{E^c,L} \) at \(-x_0\), thanks to the Serre duality of Proposition 3.5.(2).

**Remark 4.19.** If \( \beta_0 \in \mathbb{R} \setminus \mathbb{Q} \) is an irrational number at which \( F \) admits a Bridgeland limit filtration, then the same conclusion of Corollary 4.18 holds. Indeed, under this assumption \( F \) admits a HN filtration

\[ 0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{s-1} \hookrightarrow F_s \hookrightarrow \ldots \hookrightarrow F_r = F \]

with respect to \( \sigma_{0,\beta_0} \), so that \( \nu_{0,\beta_0}(F_{s+1}/F_s) = 0 \) (we take \( F_{s+1} = F_s \) if \( F \) has no HN factor of tilt slope 0). Then:

(1) The same arguments of Lemma 4.9 provide a right weak limit filtration for \( F/F_{s+1} \).

(2) The arguments of Lemma 4.10 together with induction on \( s \), provide a right weak limit filtration for \( F_r \). Indeed, \( Z_{0,\beta_0} \) is a stability function on \( \text{Coh}^{\beta_0}(X) \) since \( \beta_0 \notin \mathbb{Q} \); hence all the technical construction in Lemma 4.11 and Proposition 4.12 can be avoided. In particular, the core filtration of \( F \) at \( \beta_0 \) directly gives \( F_1 \subset \ldots \subset F_s \).
Combining these right weak limit filtrations with Proposition 4.17 (also valid under the assumption $\beta_0 \in \mathbb{R} \setminus \mathbb{Q}$) applied to $F_{s+1}/F_s$, we obtain the polynomial expression $\text{chd}^k_{F,L}(x) = \text{ch}_2^{-x}(F_s)$ for all $x$ in a left neighborhood of $-\beta_0$.

In all the cases we know, objects have a Bridgeland limit filtration also at irrational numbers (see for instance the examples in section 7), but we do not know how to prove this in general. This would imply that the Chern degree functions are piecewise polynomial, which cannot be directly deduced from Theorem A.(1).

5. CONTINUITY AND DIFFERENTIABILITY OF THE FUNCTIONS

5.1. Extension as continuous real functions. In this section we extend the Chern degree functions $\text{chd}^k_{F,L}$ to continuous functions of real variable. A similar result first appeared in [BPS20b, section 4] for the continuous rank functions, and was later generalized to the study of cohomological rank functions in [JP20, section 3].

We essentially follow this second approach, namely: one bounds the derivative of the functions, and then argues by integration. Whereas our arguments to express the functions around rational numbers (section 4) were much longer than the ones in [JP20], the control of the derivatives for this part is easier in the stability framework.

Following the strategy of section 4, we first consider the case of objects in the hearts $\text{Coh}^\beta(X)$:

**Theorem 5.1.** Let $F \in \text{Coh}^\beta(X)$ for some $\beta \in \mathbb{R}$. Then, the functions $\text{chd}^0_{F,L}$ and $\text{chd}^1_{F,L}$ extend to continuous functions on the interval $I_F = (-\mu_-(\mathcal{H}^0(F)), -\mu_+(\mathcal{H}^{-1}(F))]$.

**Proof.** Notice that $I_F$ is (minus) the interval of Remark 2.5 delimiting where $F$ belongs to the heart; we have reversed signs for coherence with the definition of the functions.

First of all, we claim that we may restrict ourselves to the case where $I_F$ is bounded (i.e. the numbers $\mu_+(\mathcal{H}^{-1}(F))$ and $\mu_-(\mathcal{H}^0(F))$ are both finite).

This follows from the Serre vanishing of Proposition 3.5.(1). Indeed, on the one hand, if $I_F = (-\mu_-(\mathcal{H}^0(F)), +\infty)$ is unbounded from the right, then $F$ is a coherent sheaf since $\mathcal{H}^{-1}(F)$ is always torsion-free. By Serre vanishing, there exists $x_0 \in \mathbb{Q}$ so that

$$\text{chd}_{F,L}(x) = 0, \quad \text{chd}^0_{F,L}(x) = \text{ch}_2^{-x}(F)$$

for every rational $x \geq x_0$. The extension of the functions is thus clear along the whole $[x_0, +\infty)$, so the problem is reduced to extend along $(-\mu_-(\mathcal{H}^0(F)), x_0]$.

On the other hand, if $I_F = (-\infty, -\mu_+(\mathcal{H}^{-1}(F))]$ is unbounded from the left, then $\mathcal{H}^0(F)$ is torsion (or 0). This implies that the complex $F^\vee$ has at most two cohomology sheaves, which will be its cohomologies with respect to the heart $\text{Coh}^\beta(X)$ for all $\beta \ll 0$:

$$\mathcal{H}^1_\beta(F^\vee) = \mathcal{H}^1(F^\vee), \quad \mathcal{H}_\beta^2(F^\vee) = \mathcal{H}^2(F^\vee).$$

If $x_0 \in \mathbb{Q}$ is a bound ensuring Serre vanishing for the functions of the sheaves $\mathcal{H}^1(F^\vee)$ and $\mathcal{H}^2(F^\vee)$, by Serre duality Proposition 3.5.(2) we have

$$\text{chd}^i_{F,L}(x) = \text{chd}^{2-i}_{F^\vee,L}(-x) = \text{chd}^0_{\text{H}^{2-i}(F^\vee)_L}(-x) = \text{ch}_2^{2-i}(\mathcal{H}^{2-i}(F^\vee))$$

for $i = 0, 1$ and every rational $x \leq -x_0$. Hence we only need to extend the functions along $(-x_0, -\mu_+(\mathcal{H}^{-1}(F))].$
Now take $\beta_0 \in \mathbb{Q}$ such that $F \in \text{Coh}^{3\beta_0}(X)$ (equivalently, $-\beta_0 \in I_F \cap \mathbb{Q}$), and let

$$0 = F_0 \leftrightarrow F_1 \leftrightarrow \ldots \leftrightarrow F_{s-1} \leftrightarrow F_s \leftrightarrow F_{s+1} \leftrightarrow \ldots \leftrightarrow F_r = F$$

be the HN filtration of $F$ with respect to $\sigma_{0,\beta_0}$, where $s = s(F)$ is the switching index of $F$.

Consider the subobject $G_s \subset F_s$, where $G_1 \subset \ldots \subset G_s$ is the core filtration of $F$ at $\beta_0$. Then, for all $x \in \mathbb{Q}$ in a left neighborhood of $-\beta_0$ the function $\text{chd}_{F,L}^0$ is polynomially expressed as

$$\text{chd}_{F,L}^0(x) = \text{ch}_{2,x}(G_s).$$

Therefore, $L \cdot \text{ch}_{1,\beta}^0(G_s)$ is the left derivative of $\text{chd}_{F,L}^0$ at $-\beta_0$. Since this is the rank of $G_s$ in the heart $\text{Coh}^{\beta_0}(X)$, it turns out that $0 \leq D^- \text{chd}_{F,L}^0(-\beta_0) \leq L \cdot \text{ch}_{1,\beta}^0(F)$.

Summing up, the function $\text{chd}_{F,L}^0$ has a left (and right) derivative at every $x \in I_F \cap \mathbb{Q}$ (actually at every $x \in I_F \cap U$, where $U \subset \mathbb{R}$ is an open subset containing $\mathbb{Q}$), and they coincide almost everywhere. Moreover, the derivatives are non-negative and bounded from above. By integration, it follows that $\text{chd}_{F,L}^0$ extends to a continuous function on the whole interval $I_F$.

The result for $\text{chd}_{F,L}^1$ follows directly by defining $\text{chd}_{F,L}^1(x) = \text{chd}_{F,L}^0(x) - \text{ch}_{2,x}(F)$ for $x \in I_F$. \hfill \Box

**Remark 5.2.** It follows from the proof that the function $\text{chd}_{F,L}^0$ (resp. $\text{chd}_{F,L}^1$) is non-decreasing (resp. non-increasing) along the interval $I_F$. This (a posteriori) explains Proposition 4.17.

Now we are ready to give a proof of Theorem A.(2) in full generality:

**Proof of Theorem A.(2).** Using the definition of $\text{chd}_{F,L}^k$, this becomes an immediate consequence of Theorem 5.1, provided that $\text{chd}_{F,L}^k$ is continuous at the (finitely many) points $x = -\beta$ where the cohomologies $H^k(E)$ change.

And this continuity is guaranteed by Theorem A.(1), since such points of change are rational (they correspond to $\mu_L$-slopes of Harder-Narasimhan factors of cohomology sheaves of $E$). \hfill \Box

**5.2. Critical points.** Let $\beta_0 \in \mathbb{Q}$. Now we want to study when the functions $\text{chd}_{F,L}^k$ attached to an object $F \in \text{D}^b(X)$ have a critical point at $x = -\beta_0$, namely the functions are not of class $C^\infty$ at $-\beta_0$.

For simplicity, we will assume $F \in \text{Coh}^{3\beta_0}(X)$; our explicit analysis (see Proposition 5.3 below) covers the case where the cohomologies of $F$ change at $-\beta_0$. Still, in the general case, one also should take care of the eventual situation where $-\beta_0$ is a critical point for both $\text{chd}_{H^k_{\beta_0}(F),L}^k$ and $\text{chd}_{H^k_{\beta_0-1}(F),L}^k$, but $\text{chd}_{F,L}^k$ is regular at $-\beta_0$. Our approach may also detect this phenomenon, but the precise description of the general situation is tiresome and not so enlightening.

Let $0 = F_0 \leftrightarrow F_1 \leftrightarrow \ldots \leftrightarrow F_r = F$ be the HN filtration of $F$ with respect to $\sigma_{0,\beta_0}$, satisfying

$$+\infty = \nu_{0,\beta_0}(F_1) > \ldots > \nu_{0,\beta_0}(F_s/F_{s-1}) > 0 = \nu_{0,\beta_0}(F_{s+1}/F_s) > \ldots > \nu_{0,\beta_0}(F/F_{r-1}),$$

that is, $s = s(F)$ is the switching index of $F$. We write $F_1 = 0$ (resp. $F_s = F_{s+1}$) if $F$ has no HN factor of tilt slope $+\infty$ (resp. tilt slope 0). Then:

- As dictated by Remark 2.5, $F \in \text{Coh}^{3\beta}(X)$ for all small enough $\beta > \beta_0$. This means that $F$ will only have two nonzero functions in a left neighborhood of $-\beta_0$, namely $\text{chd}_{F,L}^0$ and $\text{chd}_{F,L}^1$. 

Proposition 2.11

\[ 0 \longrightarrow \mathcal{H}^{-1}(F_1)[1] \longrightarrow F_1 \longrightarrow F \]

Now we consider the polynomial expressions for the function \( s \) in a left and a right neighborhood of \( -\beta_0 \). Explicitly, there exists \( \epsilon > 0 \) such that

\[
\begin{align*}
\text{chd}^{-1}_{F,L}(x) &= \begin{cases} 
0 & -\beta_0 - \epsilon \leq x \leq -\beta_0 \\
-\text{ch}_2^s(\mathcal{H}^{-1}(F_1)[1]/P) & -\beta_0 \leq x \leq -\beta_0 + \epsilon 
\end{cases} \\
\text{chd}^0_{F,L}(x) &= \begin{cases} 
\text{ch}_2^x(G_s) & -\beta_0 - \epsilon \leq x \leq -\beta_0 \\
\text{ch}_2^x(P) - \text{ch}_2^x((F/F_1)[1]/R_{s+1}) + \text{length}(\mathcal{H}^0(F_1)) & -\beta_0 \leq x \leq -\beta_0 + \epsilon 
\end{cases} \\
\text{chd}^1_{F,L}(x) &= \begin{cases} 
-\text{ch}_2^{-x}(F/G_s) & -\beta_0 - \epsilon \leq x \leq -\beta_0 \\
\text{ch}_2^x(R_{s+1}) & -\beta_0 \leq x \leq -\beta_0 + \epsilon 
\end{cases}
\end{align*}
\]

where:

- The chain \( G_1 \subset \ldots \subset G_s \) (with \( G_i \subset F_i \)) is the core filtration of \( F \) at \( \beta_0 \).
- \( P = (\mathcal{H}^{-1}(F_1)[1]/[1])' \) is the core subobject of \( \mathcal{H}^{-1}(F_1)[1] \) at \( -\beta_0 \).
- The chain \( R_{r-1} \subset \ldots \subset R_{s+1} \) is the core filtration of \( (F/F_1)[1] \) at \( -\beta_0 \). It is inductively constructed by letting \( R_{r-1} = ((F/F_{r-1})[1])' \) and \( R_{s+1} = ((F/F_1)[1]/R_{s+1})' \).

A critical point for \( \text{chd}^{-1}_{F,L} \) arises whenever the object \( \mathcal{H}^{-1}(F_1)[1]/P \) is nonzero. Since the regularity of \( \text{chd}^0_{F,L} \) can be deduced from that of \( \text{chd}^{-1}_{F,L} \) and \( \text{chd}^1_{F,L} \), we are left to compare the polynomial expressions for \( \text{chd}^1_{F,L} \). To this end, we will use that \( \text{ch}_2(R_{s+1}) = -\text{ch}_2^{-x}(R_{s+1}[1]) \) and we will exhibit a chain of morphisms connecting \( R_{s+1}[1] \) with \( F/G_s \).

By construction, there is a short exact sequence

\[ 0 \rightarrow R_{s+1} \rightarrow (F/F_{s+1})[1] \rightarrow Q \rightarrow 0 \]

in \( \text{Coh}^{-\beta_0}(X) \) with \( Q \in \ker(Z_{0,-\beta_0}) \); hence the object \( Q \) is of the form \( Q = S[1] \) for a \( \mu_L \)-semistable vector bundle \( S \) with \( \mu_L(S) = -\beta_0 \) and \( \overline{\Delta}(S) = 0 \). Dualizing, this yields a short exact sequence

\[ 0 \rightarrow S^\vee \rightarrow F/F_{s+1} \rightarrow R_{s+1}^\vee[1] \rightarrow 0 \]

in \( \text{Coh}^{\beta}(X) \), for big enough values of \( \beta < \beta_0 \). We have obtained the following sequence of morphisms

\[ F/G_s \rightarrow F/F_s \rightarrow F/F_{s+1} \rightarrow R_{s+1}^\vee[1] \]
for which there exists $\epsilon' > 0$ satisfying: $F/G_s \to F/F_s$ is a surjection in $\text{Coh}^\beta(X)$ for $\beta \in [\beta_0, \beta_0 + \epsilon')$, $F/F_s \to F/F_{s+1}$ is a surjection in $\text{Coh}^\beta(X)$ for $\beta \in (\beta_0 - \epsilon', \beta_0 + \epsilon')$ and $F/F_{s+1} \to R^\nu_{s+1}[1]$ is a surjection in $\text{Coh}^\beta(X)$ for $\beta \in (\beta_0 - \epsilon', \beta_0)$.

With all this information, we get the following result:

**Proposition 5.3.** Let $F \in \text{Coh}^{\beta_0}(X)$ and we keep the notation of (5.1).

1. The function $\text{chd}^1_{F,L}$ has a critical point at $x = -\beta_0$ if and only if $P \subseteq \mathcal{H}^{-1}(F_1)^{\nu}[1]$ in $\text{Coh}^{-\beta_0}(X)$. In such a case, the function $\text{chd}^1_{F,L}$ is of class $C^1$ at $x = -\beta_0$.

2. The function $\text{chd}^1_{F,L}$ has a critical point at $x = -\beta_0$ if and only if $F/G_s \neq R^\nu_{s+1}[1]$. This is equivalent to one of the following conditions holding:
   (a) $F_s \neq F_{s+1}$, namely $F$ has a HN factor (with respect to $\sigma_{0,\beta_0}$) of slope $\nu_{0,\beta_0} = 0$.
   (b) $G_s \neq F_s$
   (c) $F/F_{s+1} \neq R^\nu_{s+1}[1]

   Furthermore, $\text{chd}^1_{F,L}$ is of class $C^1$ at $x = -\beta_0$ unless condition (2a) holds.

3. The function $\text{chd}^0_{F,L}$ has a critical point at $x = -\beta_0$ if and only if $\text{chd}^1_{F,L} = \text{chd}^1_{F,L}$ has a critical point. In such a case, $\text{chd}^0_{F,L}$ is of class $C^1$ at $x = -\beta_0$ unless (2a) holds.

**Remark 5.4.** Intuitively, we may think that the functions have critical points at $x = -\beta_0$ if and only if the hyperbola of one of its (possibly weak limit) HN factors at $\beta_0$ passes through the point $(0, \beta_0)$ of the $(\alpha, \beta)$-plane.

For instance, condition (2b) is equivalent to $F_s$ having a left weak limit HN factor with tilt slope $\nu_{0,\beta}$ tending to 0 as $\beta \to \beta_0^+$.

![Figure 7. Hyperbolas through (0, β₀) producing a critical point for chd₀_{F,L} and chd₁_{F,L}.](image)

(1) The case (1) is certainly exceptional, in the sense that it requires a (nontrivial) condition on one of the (finitely many) points where the cohomologies of $F$ with respect to the hearts $\text{Coh}^\beta(X)$ change.

On the other hand, whereas the case (2a) is naturally described in terms of $\sigma_{0,\beta_0}$-stability, condition (2b) (resp. condition (2c)) requires the nontriviality of the core filtration of $F_s$ (resp. $(F/F_{s+1})^{\nu}[1]$) at $\beta_0$ (resp. $-\beta_0$). In particular, (2b) and (2c) require that $\sigma_{0,\beta_0}$ is not a Bridgeland stability condition.

(2) The possibilities (2a), (2b) and (2c) producing critical points in the function $\text{chd}^1_{F,L}$ may not be mutually exclusive. Indeed, we will see below an example (Example 7.11) where (2a) and (2c) hold simultaneously. It would be interesting to know whether conditions (2b) and (2c) may hold at the same time or not.

Furthermore, the same study can be applied when $\beta_0$ is an irrational number, at which $F$ admits a Bridgeland limit HN filtration (recall Remark 4.19).
In such a case, \( F \in \text{Coh}^\beta(X) \) for some values \( \beta < \beta_0 \) as well, so \( \text{chd}_{F,L}^{-1} \) is identically 0 in an open neighborhood of \(-\beta_0\). Moreover, possibilities (2b) and (2c) must be excluded since \( Z_{0,\beta_0} \) (resp. \( Z_{0,-\beta_0} \)) is a stability function on \( \text{Coh}^{\beta_0}(X) \) (resp. \( \text{Coh}^{-\beta_0}(X) \)) when \( \beta_0 \notin \mathbb{Q} \). Therefore, the only possibility for a critical point is (2a), which gives a point where the functions \( \text{chd}_{F,L}^i \) and \( \text{chd}_{F,L}^{-1} \) are not differentiable.

6. The case of abelian surfaces

6.1. Cohomological rank functions on abelian varieties. Let \((A, L)\) be a \( g \)-dimensional polarized abelian variety over \( \mathbb{K} \). In their paper [JP20] Jiang and Pareschi attach to every \( F \in \text{D}^b(A) \) and \( i \in \mathbb{Z} \) a cohomological rank function \( h^i_{F,L} : \mathbb{Q} \to \mathbb{Q}_{\geq 0} \) defined as follows: given a rational number \( x_0 = \frac{a}{b} \) with \( b > 0 \), then

\[
h^i_{F,L}(x_0) := \frac{1}{b^2g} h^i(\mu_b^* F \otimes M^{ab} \otimes \alpha)
\]

for general \( \alpha \in \text{Pic}^0(A) \), where \( \mu_b : A \to A \) is the multiplication-by-\( b \) isogeny and \( M \in \text{Pic}(A) \) is any ample line bundle representing the polarization \( L \).

Since \( \mu_b^* L = b^2 L \) (hence \( \mu_b^*(x_0 L) = abL \)) and \( \deg \mu_b = b^{2g} \), the number \( h^i_{F,L}(x_0) \) gives a meaning to the (hyper)cohomological rank \( h^i(F \otimes L^{x_0}) \) of \( F \) twisted with the general representative of the fractional polarization \( x_0 L \).

**Remark 6.1.** The definition in [JP20] is given under the assumption \( \text{char} \mathbb{K} = 0 \), but the same definition works in arbitrary characteristic as observed in [Cau20, Section 2].

The main results of Jiang and Pareschi about these functions can be summarized as:

**Theorem 6.2.** Let \( F \in \text{D}^b(A) \) be an object and \( i \in \mathbb{Z} \). Then:

1. [JJP20, Corollary 2.6] For every \( x_0 \in \mathbb{Q} \), there exists a left (resp. right) neighborhood of \( x_0 \) where the function \( h^i_{F,L} \) is given by an explicit polynomial.

2. [JP20, Theorem 3.2] If \( \text{char} \mathbb{K} = 0 \), the function \( h^i_{F,L} \) extends to a continuous function of real variable \( h^i_{F,L} : \mathbb{R} \to \mathbb{R}_{\geq 0} \).

It is expected ([JP20, Remark 2.8]) that these real functions are piecewise polynomial; in other words, that their critical points do not accumulate towards an irrational number.

In the case of elliptic curves, cohomological rank functions admit a precise description in terms of \( \mu_L \)-stability. The main point is that \( \mu_L \)-semistable coherent sheaves have trivial functions, that is, the support of any of its functions is disjoint with the support of all the other functions. This is certainly well known to the experts, but we include a proof since we could not find a reference.

**Proposition 6.3.** Let \((E, L)\) be an elliptic curve endowed with a polarization of degree 1.

1. If \( F \in \text{Coh}(E) \) is a \( \mu_L \)-semistable coherent sheaf, then it has trivial functions

\[
h^0_{F,L}(x) = \begin{cases} 0 & \chi_{F,L}(x) \leq 0 \\ \chi_{F,L}(x) & \chi_{F,L}(x) > 0 \end{cases}
\]

and

\[
h^1_{F,L}(x) = \begin{cases} -\chi_{F,L}(x) & \chi_{F,L}(x) \leq 0 \\ 0 & \chi_{F,L}(x) > 0 \end{cases}
\]

where \( \chi_{F,L}(x) = \text{rk}(F) \cdot x + \deg(F) \) is the Hilbert polynomial of \( F \) with respect to \( L \).
(2) Let $0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_r = F$ be the HN filtration of a coherent sheaf $F$. Then the functions of $F$ can be recovered from those of its HN factors:

$$h^0_{F,L}(x) = \sum_{k=1}^{r} \left( h^0_{F_k/F_{k-1},L}(x) \right) = \sum_{\chi_{F_k/F_{k-1},L}(x) \geq 0} \left( \chi_{F_k/F_{k-1},L}(x) \right)$$

$$h^1_{F,L}(x) = \sum_{k=1}^{r} \left( h^1_{F_k/F_{k-1},L}(x) \right) = \sum_{\chi_{F_k/F_{k-1},L}(x) \leq 0} \left( -\chi_{F_k/F_{k-1},L}(x) \right)$$

(3) For any $F \in D^b(E)$ and $i \in \mathbb{Z}$,

$$h^i_{F,L}(x) = h^0_{F^i(F)L}(x) + h^1_{F^{i-1}(F)L}(x).$$

Proof. Item (1) is clear if $F$ is torsion, since in that case $h^0_{F,L}(x) = \chi_{F,L}(x) = \text{length}(F)$ for every $x \in \mathbb{Q}$. Hence we may assume that $F$ is a vector bundle.

Let $x = \frac{a}{b} \in \mathbb{Q}$. If $\chi_{F,L}(x) < 0$ (resp. $\chi_{F,L}(x) > 0$), then we consider a non-decreasing (resp. non-increasing) sequence \[ x_n = \frac{a_n}{b_n} \] converging to $x$, such that for every $n$ the multiplication isogeny $\mu_{b_n} : E \to E$ is an étale morphism $\footnote{Of course, if $b$ is not divisible by char $K$ (e.g., if char $K = 0$) one can take $x_n = x$ for every $n$}.

We claim that for every degree 1 line bundle $M$ and every $n \in \mathbb{N}$, one has

$$0 = \text{Hom}(M^{-a_nb_n}, \mu_{b_n}^* F) = H^0(\mu_{b_n}^* F \otimes M^{a_nb_n})$$

(resp. $0 = \text{Hom}(\mu_{b_n}^* F, M^{-a_nb_n}) = \text{Ext}^1(M^{-a_nb_n}, \mu_{b_n}^* F)^* = H^1(\mu_{b_n}^* F \otimes M^{a_nb_n})^*$)

Indeed, $\mu_{b_n}^* F$ is $L$-semistable (we can apply [HL10, Lemma 3.2.2], since $\mu_{b_n}$ is a separable isogeny) as well as $M^{-a_nb_n}$. Thus the claim follows from the inequality $\mu_L(M^{-a_nb_n}) = -a_nb_n > b_n^2\mu_L(F) = \mu_L(\mu_{b_n}^* F)$ (resp. $\mu_L(M^{-a_nb_n}) = -a_nb_n < b_n^2\mu_L(F) = \mu_L(\mu_{b_n}^* F)$).

Therefore $h^0_{F,L}(x_n) = 0$ (resp. $h^1_{F,L}(x_n) = 0$) for every $n$, which by Theorem 6.2 implies $h^0_{F,L}(x) = 0$ (resp. $h^1_{F,L}(x) = 0$). This proves (1).

Item (2) follows by induction on the length $r$ of the HN filtration of $F$, the initial case being nothing but (1). Let $x = \frac{a}{b} \in \mathbb{Q}$. For the induction step one uses the long exact sequence in cohomology associated to

$$0 \to \mu_{b}^* F_{r-1} \otimes M^{ab} \to \mu_{b}^* F_{r} \otimes M^{ab} \to \mu_{b}^* (F_r/F_{r-1}) \otimes M^{ab} \to 0$$

for every line bundle $M$ of degree 1, together with the observation that

$$\chi_{F_k/F_{k-1},L}(x) > (<) 0 \iff x > (<) -\mu_L(F_k/F_{k-1})$$

for any $k \in \{1, \ldots, r\}$ and the inequalities $-\mu_L(F_1) < \ldots < -\mu_L(F_r/F_{r-1})$.

For the proof of (3), write $x = \frac{a}{b} \in \mathbb{Q}$ and let $M$ be any line bundle of degree 1. Considering the distinguished triangle in $D^b(E)$ obtained by truncation of $\mu_{b}^* F \otimes M^{ab}$

$$\mu_{b}^* (\tau_{\leq 1} F) \otimes M^{ab} \to \mu_{b}^* F \otimes M^{ab} \to \mu_{b}^* (\tau_{\geq 1} F) \otimes M^{ab}$$

and the corresponding long exact sequence of hypercohomology groups

$$\ldots \to H^{i-1}(\mu_{b}^* (\tau_{\leq 1} F) \otimes M^{ab}) \to H^i(\mu_{b}^* (\tau_{\leq 1} F) \otimes M^{ab}) \to H^i(\mu_{b}^* F \otimes M^{ab}) \to \ldots$$

$$\to H^i(\mu_{b}^* (\tau_{\geq 1} F) \otimes M^{ab}) \to H^{i+1}(\mu_{b}^* (\tau_{\leq 1} F) \otimes M^{ab}) \to \ldots$$

\footnote{Of course, if $b$ is not divisible by char $K$ (e.g., if char $K = 0$) one can take $x_n = x$ for every $n$}.
the result becomes a consequence of the following immediate equalities:
\[
\begin{align*}
\mathbb{H}^{i-1}(\mu_b^*(\tau_{\geq i}F)) = 0, & \quad \mathbb{H}^i(\mu_b^*(\tau_{\leq i-1}F) \otimes M^{ab}) = H^1(\mu_b^*(\mathcal{H}^{i-1}F) \otimes M^{ab}), \\
\mathbb{H}^i(\mu_b^*(\tau_{\geq i}F) \otimes M^{ab}) = H^0(\mu_b^*(\mathcal{H}^iF) \otimes M^{ab}), & \quad \mathbb{H}^{i+1}(\mu_b^*(\tau_{\leq i-1}F) \otimes M^{ab}) = 0 \quad \Box
\end{align*}
\]

6.2. Proof of Theorem D. In this part we will prove that the Chern degree functions \( \text{ch}^k_{E,L} \) attached to any object \( F \in D^b(X) \) on a polarized surface \((X,L)\) recover, in the case where \( X \) is an abelian surface, the cohomological rank functions \( h_{F,L}^k \) of Jiang and Pareschi.

The key point of the proof are the following two lemmas. The first one is the analogue to the

Lemma 6.4. If \( F \in \text{Coh}^\beta(X) \) for a number \( \beta \in \mathbb{Q} \), then \( h_{F,L}^i(-\beta) = 0 \) for every \( i \neq 0,1 \).

Proof. Since \( F \) is a complex with at most two nontrivial cohomology sheaves (namely \( \mathcal{H}^{-1}(F) \) and \( \mathcal{H}^0(F) \)), it turns out that \( h_{F,L}^i(-\beta) = 0 \) for every \( i \notin \{-1,0,1,2\} \). Moreover, we have
\[
h_{F,L}^{-1}(-\beta) = h_{\mathcal{H}^{-1}(F),L}^0(-\beta), \quad h_{F,L}^2(-\beta) = h_{\mathcal{H}^0(F),L}^2(-\beta)
\]
so it suffices to check that \( h_{E,L}^i(-\beta) = 0 \) whenever \( E \in \mathcal{T}_\beta \), and \( h_{G,L}^0(-\beta) = 0 \) whenever \( G \in \mathcal{F}_\beta \).

To prove the first vanishing, we consider a non-decreasing sequence of rational numbers \( \beta_n = \frac{a_n}{b_n} \) converging to \( \beta \), such that \( \mu_{b_n} \) is a separable isogeny for every \( n \). Let \( 0 = E_0 \hookrightarrow E_1 \hookrightarrow \ldots \hookrightarrow E_r = E \) be the HN filtration of \( E \) with respect to \( \mu_L \)-stability. Since torsion sheaves are always \( \mu_L \)-semistable (they have slope \( \mu_L = +\infty \)), it follows from [HL10, Lemma 3.2.2] that
\[
0 = \mu_{b_n}^*E_0 \hookrightarrow \mu_{b_n}^*E_1 \hookrightarrow \ldots \hookrightarrow \mu_{b_n}^*E_r = \mu_{b_n}^*E
\]
is a HN filtration for \( \mu_{b_n}^*E \) with respect to \( \mu_L \)-stability, for every \( n \). Observe that we have
\[
\mu_L(\mu_{b_n}^*(E_i/E_{i-1})) = b_n^2\mu_L(E_i/E_{i-1}) > b_n^2 \cdot \beta_n = a_nb_n
\]
for every \( i \in \{1,\ldots,r\} \), thanks to the condition \( E \in \mathcal{T}_{\beta_n} \) inherited from \( E \in \mathcal{T}_\beta \). Therefore
\[
0 = \text{Hom}(\mu_{b_n}^*(E_i/E_{i-1}),L^{a_nb_n}) = \text{Ext}^2(L^{a_nb_n},\mu_{b_n}^*(E_i/E_{i-1}))^* = H^2(\mu_{b_n}^*(E_i/E_{i-1}) \otimes L^{-a_nb_n})^*
\]
for every \( i \), and the equality \( h_{E,L}^2(-\beta_n) = 0 \) follows from an easy induction on the length \( r \) of the HN filtration. This is enough to prove \( h_{E,L}^i(-\beta) = 0 \), thanks to Theorem 6.2.(1).

For the second vanishing, we will check that \( h_{G,L}^0(x) = 0 \) for every rational number \( x = \frac{c}{a} \) with \( x < -\beta \). Again, this is more than enough for our purposes thanks to Theorem 6.2.(1).

We approach \( x \) by a non-decreasing sequence \( x_n = \frac{c_n}{a_n} \) of rational numbers such that the multiplication \( \mu_{d_n} \) is étale. As before, the HN filtration
\[
0 = G_0 \hookrightarrow G_1 \hookrightarrow \ldots \hookrightarrow G_r = G
\]
of \( G \) in \( \mu_L \)-stability induces the HN filtration
\[
0 = \mu_{d_n}^*G_0 \hookrightarrow \mu_{d_n}^*G_1 \hookrightarrow \ldots \hookrightarrow \mu_{d_n}^*G_r = \mu_{d_n}^*G
\]
of \( \mu_{d_n}^*G \), for every \( n \).

The hypothesis \( G \in \mathcal{F}_\beta \) says that
\[
\mu_L(\mu_{d_n}^*(G_i/G_{i-1})) = d_n^2\mu_L(G_i/G_{i-1}) \leq d_n^2 \beta < -d_n^2 x_n = -c_n d_n
\]
for every \( i \), which implies
\[
0 = \text{Hom}(L^{-c_n d_n},\mu_{d_n}^*(G_i/G_{i-1})) = H^0(\mu_{d_n}^*(G_i/G_{i-1}) \otimes L^{c_n d_n})
\]
The equality \( h_{G,L}^0(x_n) = 0 \) is again obtained by induction on \( r \), and then \( h_{G,L}^0(x) = 0 \) follows. \( \Box \)
The second lemma is the analogue of Proposition 6.3(1), namely that at a fixed point, at most one function is nonzero for a semistable sheaf on an elliptic curve:

**Lemma 6.5.** If $F \in \text{Coh}^\beta(X)$ ($\beta \in \mathbb{Q}$) is $\sigma_{0,\beta}$-semistable, then $h_{F,L}^1(-\beta) = 0$ (resp. $h_{F,L}^0(-\beta) = 0$) if $\nu_{0,\beta}(F) \geq 0$ (resp. if $\nu_{0,\beta}(F) \leq 0$).

**Proof.** First of all, observe that the same arguments of [BMS16, Proposition 6.1] yield that $\mu_b F \in \text{Coh}^{b,\beta}(X)$ and it is a $\sigma_{0,\beta}$-semistable object, for every $b \in \mathbb{Z}_{>0}$ such that $\mu_b$ is a separable isogeny. Moreover, we have

$$\nu_{0,\beta}(\mu_b F) = b^2\nu_{0,\beta}(F)$$

as follows from $\text{ch}(\mu_b F) = (\text{ch}_0(F), b^2\text{ch}_1(F), b^4\text{ch}_2(F))$.

If $\nu_{0,\beta}(F) \geq 0$, we will prove that $h_{F,L}^1(x) = 0$ for every $x \in \mathbb{Q}$ with $x > -\beta$; then, $h_{F,L}^0(-\beta) = 0$ will follow again from Theorem 6.2.(1). To this end, we approach $x$ by a non-increasing sequence $x_n = \frac{a_n}{d_n}$ such that $\mu_{d_n}$ is separable.

Observe that the condition $\frac{a_n}{d_n} > -\beta$ reads $-c_n d_n < d_n^2 \beta$. Therefore, $L^{-c_n d_n}[1]$ is $\sigma_{0,d_n^2\beta}$-semistable with $\nu_{0,d_n^2\beta}(L^{-c_n d_n}[1]) \leq 0 = \nu_{0,d_n^2\beta}(\mu_{d_n} F)$, which gives

$$0 = \text{Hom}(\mu_{d_n}^* F, L^{-c_n d_n}[1]) = \text{Ext}^1(\mu_{d_n}^* F, L^{-c_n d_n}) = \text{Ext}^1(L^{-c_n d_n}, \mu_{d_n}^* F)^* = H^1(\mu_{d_n}^* F \otimes L^{c_n d_n})^*$$

and thus $h_{F,L}^1(\nu_{0,\beta}(F)) = 0$. It follows that $h_{F,L}^1(x) = 0$, as desired.

If $\nu_{0,\beta}(F) \leq 0$, following the same strategy it suffices to check that $h_{F,L}^0(x) = 0$ for every rational $x = \frac{\xi}{d}$ with $x < -\beta$ and $\mu_d$ étale. And indeed, $\frac{\xi}{d} < -\beta$ reads $-cd > d^2 \beta$, so $L^{-cd}$ is $\sigma_{0,d^2\beta}$-semistable with $\nu_{0,d^2\beta}(L^{-cd}) > 0 = \nu_{0,d^2\beta}(\mu_d^* F)$. This implies

$$0 = \text{Hom}(L^{-cd}, \mu_d^* F) = H^0(\mu_d^* F \otimes L^{cd})$$

and therefore $h_{F,L}^0(x) = 0$. \hfill $\Box$

We are now ready to prove that, on abelian surfaces, cohomological rank functions are recovered by Chern degree functions:

**Proof of Theorem D.** Given $F \in \text{D}^b(X)$ and $k \in \mathbb{Z}$, we will prove the equality $\text{chd}^k_{F,L}(-\beta) = h_{F,L}^k(-\beta)$ for every $\beta \in \mathbb{Q}$.

We start with the basic case where $F \in \text{Coh}^{\beta}(X)$ is $\sigma_{0,\beta}$-semistable. Assume that $\nu_{0,\beta}(F) \geq 0$ then, on the one hand, by definition of the functions $\text{chd}^k_{F,L}$, we have $\text{chd}^k_{F,L}(-\beta) = 0$ for every $k \neq 0$ and $\text{chd}^0_{F,L}(-\beta) = \chi^{\beta}_{F,L}(F)$. On the other hand, Lemma 6.4 and Lemma 6.5 give $h_{F,L}^k(-\beta) = 0$ for every $k \neq 0$, and thus $h_{F,L}^1(-\beta) = \chi^{\beta}_{F,L}(-\beta)$.

Since the polynomial (in $x$) $\text{ch}_2^x(F)$ equals the Hilbert polynomial $\chi_{F,L}(x)$, it follows that $\text{chd}^k_{F,L}(-\beta) = h_{F,L}^k(-\beta)$ for every $k$.

If $F \in \text{Coh}^{\beta}(X)$ is $\sigma_{0,\beta}$-semistable with $\nu_{0,\beta}(F) \leq 0$, then the same arguments yield $\text{chd}^k_{F,L}(-\beta) = 0 = h_{F,L}^k(-\beta)$ for $k \neq 1$ and $\text{chd}^k_{F,L}(-\beta) = -\chi^{\beta}_{F,L}(F) = h_{F,L}^1(-\beta)$.

When $F \in \text{Coh}^{\beta}(X)$ is an arbitrary object (not necessarily $\sigma_{0,\beta}$-semistable), the result follows by induction on the length of the HN filtration of $F$ with respect to $\sigma_{0,\beta}$, arguing similarly to the proof of Proposition 6.3.(2).
To prove the result for a general $F \in D^b(X)$, we approach $-\beta$ by a non-decreasing sequence $-\beta_n = \frac{2n}{b_n}$ of rational numbers such that the multiplication maps $\mu_{b_n}$ are étale. If $\tau_{\leq k}^{\beta_n}$, $\tau_{\geq k}^{\beta_n}$ denote the truncation functors of the bounded t-structure defined by $\text{Coh}^{\beta_n}(X)$, then one immediately checks (again, using [BMS16, Proposition 6.1.a]) that

$$
\tau_{\leq k}^{\beta_n} \circ \mu_{b_n} = \mu_{b_n} \circ \tau_{\leq k}^{\beta_n}, \quad \tau_{\geq k}^{\beta_n} \circ \mu_{b_n} = \mu_{b_n} \circ \tau_{\geq k}^{\beta_n}
$$

for every $n$. Therefore, we have a distinguished triangle in $D^b(X)$

$$
\mu_{b_n}^{*}(L_{\leq k-1}^{\beta_n}F) \otimes L^{a_n b_n} \to \mu_{b_n}^{*}F \otimes L^{a_n b_n} \to \mu_{b_n}^{*}(\tau_{\geq k}^{\beta_n}F) \otimes L^{a_n b_n}
$$

Arguing with its associated long exact sequence of hypercohomology groups as in the proof of Proposition 6.3.(3) (and using that the assertion has already been proved for objects of $\text{Coh}^{\beta_n}(X)$), we obtain $\text{chd}_{F,L}^{k}(\beta_n) = h_{F,L}^{k}(-\beta)$ for every $n$. Then the equality $\text{chd}_{F,L}^{k}(-\beta) = h_{F,L}^{k}(-\beta)$ is a consequence of Theorem A.(1) and Theorem 6.2.(2). \hfill \Box

This description of cohomological rank functions on abelian surfaces establishes a clear analogy with the case of elliptic curves. In particular, the proof shows that the cohomological rank functions of an object $F \in D^b(X)$ at $x = -\beta$ split into simpler pieces, corresponding to its HN factors with respect to $\sigma_{0,\beta}$. The main difference is that, in the case of elliptic curves, the study via $\mu_L$-stability is actually global and proves that cohomological rank functions are piecewise polynomial, with all their critical points being rational. In dimension 2 the study is strictly local as we saw in section 4, which makes the situation much richer.

To finish this section, it is worth mentioning the following immediate consequence of this new presentation in terms of Chern degree functions, which is a refinement of [JP20, Lemma 6.1] for the case of abelian surfaces:

**Corollary 6.6.** If $(X, L)$ is a polarized abelian surface and $F \in D^b(X)$, any local polynomial expression of the cohomological rank function $h_{F,L}^{k}$ has integral coefficients.

7. **Chern degree functions of Gieseker semistable sheaves**

In order to illustrate with examples the previous account, let us discuss briefly some properties of Chern degree functions of $((L, -\frac{1}{2}K_X)$-twisted) Gieseker semistable sheaves. We will mainly focus on Gieseker semistable sheaves on abelian surfaces, where these properties will become properties of the corresponding cohomological rank functions.

So we fix a polarized surface $(X, L)$ and a torsion-free Gieseker semistable sheaf $F$. Note that $F \in \text{Coh}^{\beta}(X)$ (resp. $F[1] \in \text{Coh}^{\beta}(X)$) for every $\beta < \mu_L(F)$ (resp. $\beta \geq \mu_L(F)$), hence $\text{chd}_{F,L}^{0}(x) = 0$ (resp. $\text{chd}_{F,L}^{1}(x) = 0$) for $x \geq -\mu_L(F)$ (resp. $x \leq -\mu_L(F)$).

Moreover, if $\beta < \mu_L(F)$ then $F$ is $\sigma_{\alpha,\beta}$-semistable for all $\alpha \gg 0$ (Proposition 2.10), so the problem of computing $\text{chd}_{F,L}^{0}$ and $\text{chd}_{F,L}^{1}$ in $(-\mu_L(F), +\infty)$ consists of studying how the trivial HN filtration of $F$ in the Gieseker chamber varies as we reach the line $\alpha = 0$.

7.1. **Trivial Chern degree functions.** We will call a Chern degree function trivial if its support is disjoint with the support of all the other functions attached to the same object. In terms of stability, this reads as the simplest possible situation:
Proposition 7.1. The function $\text{chd}_{F,L}^{0}$ is trivial if, and only if, $F$ is $\sigma_{\alpha,\beta}$-semistable for every $\alpha > 0$ and $\beta < \mu_{L}(F)$. In such a case,

$$\text{chd}_{F,L}^{0}(x) = \begin{cases} 
0 & x \leq -p_F \\
ch_2^{-x}(F) & x \geq -p_F 
\end{cases}$$

where $-p_F$ is the largest root of the Chern degree polynomial $ch_2^{-x}(F)$ (recall also Remark 2.9).

Proof. If the semistability assumption on $F$ is fulfilled, $F$ is $\sigma_{0,\beta}$-semistable for every $\beta < \mu_{L}(F)$ and thus $\text{chd}_{F,L}^{0}(-\beta)$ is simply defined according to the sign of the tilt slope $\nu_{0,\beta}(F)$.

Conversely, assume that the function $\text{chd}_{F,L}^{0}$ is trivial. If $F$ is not $\sigma_{0,\beta}$-semistable for every $\alpha > 0$ and $\beta < \mu_{L}(F)$, there exists an actual wall $W$ (intersecting $H_{F}$ at its top point) along which $F$ destabilizes. Let $0 \to E \to F \to Q \to 0$ define this wall.

Then, for every $\beta \in (p_{F}, p_{E})$ $E$ is a subobject of $F$ in $\text{Coh}^\beta(X)$ with $\nu_{0,\beta}(E) > 0$, which gives $\text{chd}_{F,L}^{0}(x) > 0$ for $x \in (-p_{F}, -p_{F})$. This contradicts the triviality of $\text{chd}_{F,L}^{0}$, since for $-\mu_{L}(F) < x < -p_{F}$ we have $\text{chd}_{F,L}^{1}(x) > 0$ due to $ch_2^{-x}(F) < 0$ and the relation $\text{chd}_{F,L}^{0}(x) - \text{chd}_{F,L}^{1}(x) = ch_2^{-x}(F)$. \hfill $\square$

Example 7.2. Let us give some examples of trivial Chern degree function $\text{chd}_{F,L}^{0}$.

(1) Gieseker semistable sheaves with $\Delta(F) = 0$. These are the only examples of Gieseker semistable sheaves where the function $\text{chd}_{F,L}^{0}$ is trivial and of class $C^1$ at their critical point $-p_{F}$, according to Proposition 5.3 (see also Proposition C).

(2) Gieseker semistable sheaves with $\Delta(F) + C_{L}(L \cdot ch_{1}(F)) = 0$, where $\Delta = (ch_1)^2 - 2ch_0 \cdot ch_2$ and $C_{L}$ is the constant of [BMS16, Lemma 3.3]. These objects are more general than the objects considered in (1). For example, for abelian surfaces, where one can choose $C_{L}$ to be zero, the objects in (1) only recover semihomogeneous vector bundles with determinant proportional to $L$, while here we are considering all semihomogeneous vector bundles.

(3) The ideal sheaf $I_{p}$ of a point $p$ on a principally polarized abelian surface is well-known to have a trivial $h^{0}$ function, according to the analysis in [JP20, section 8]. Conversely, as observed in [Mea12, section 4.1] $I_{p}$ has no actual wall for $\beta < 0$.

(4) Let $i : C \hookrightarrow X$ be an Abel-Jacobi embedding of a smooth curve $C$ of genus 2 inside its (principally polarized) Jacobian $X = JC$, and let $F = i_{*}M$ for a line bundle $M$ of odd degree on $C$.

In this case $F$ is torsion, but the same analysis works as in the torsion-free case thanks to [BL17]. Then, as explained in [JP20, Example 4.3] the function $h_{F,L}^{0}$ is trivial; according to Proposition 7.1, it follows that $F$ is semistable on the whole $(\alpha, \beta)$-plane.

7.2. Chern degree functions of semistable sheaves of low discriminant. There are other situations in which $\text{chd}_{F,L}^{0}$, even if not trivial, can be explicitly described. To this end we consider the minimal discriminant, defined as the positive generator $m$ of the ideal of $\mathbb{Z}$ generated by $\{\Delta(v) \mid v \in \Lambda, \Delta(v) > 0\}$.

Note that the quantity $m$ essentially depends on the intersection pairing of $\text{NS}(X)$. For instance, if $\text{NS}(X) = \mathbb{Z} \cdot L$ (or more generally, if $L^{2}|L \cdot M$ for every $M \in \text{NS}(X)$) then $m$ is a multiple of $L^{2}$. Of course, in full generality one can only assert $m \in \mathbb{Z}_{\geq 1}$.
Let us assume now that $\Delta(F) = m$. Then either the function $\text{chd}^0_{F,L}$ is trivial (as happens in Example 7.2.(3)-(4)), or $F$ destabilizes along an actual wall $W$ defined by an exact sequence $0 \to E \to F \to Q \to 0$ with $\Delta(E) = 0 = \Delta(Q)$.

\[\begin{array}{c}
H_E \\
H_F \\
H_Q \\
\end{array}\]

\[\begin{array}{c}
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\end{array}\]

\textbf{Figure 8.}

In the latter case, $E$ and $Q$ can only be destabilized at their vertical walls $\beta = p_E$ and $\beta = p_Q$, so it follows that $E$ and $Q$ are the $\sigma_{0,\beta}$-HN factors of $F$ for all $\beta \in \{p_Q, p_E\}$. Clearly $F$ is $\sigma_{0,\beta}$-semistable for $\beta \leq p_Q$ and $p_E \leq \beta < \mu_L(F)$, so whenever nontrivial the function $\text{chd}^0_{F,L}$ reads

$\text{chd}^0_{F,L}(x) = \begin{cases} 0 & x \leq -p_E \\ ch_2^x(E) & -p_E \leq x \leq -p_Q \\ ch_2^x(F) & x \geq -p_Q \end{cases}$

and, according to the description of Proposition 5.3, the function is $C^1$ at $-p_E$ and $-p_Q$.

\textbf{Example 7.3.} Assume that $(X, L)$ is a $(1, 2)$-polarized abelian surface with $\text{NS}(X) = \mathbb{Z} \cdot L$. Under these assumptions the linear system $|L|$ has exactly four base points, that are identified by the polarization map $\varphi_L : X \to \text{Pic}^0(X)$. In other words, for any point $p \in X$ there exists a unique $\alpha \in \text{Pic}^0(X)$ such that $H^1(I_p \otimes L \otimes \alpha) \neq 0$.

By Serre duality, there is a non-trivial extension $0 \to L^{-1} \otimes \alpha^{-1} \to E \to \mathcal{I}_p \to 0$, which after rotation defines an actual wall for $\mathcal{I}_p$. Hence, the cohomological rank function $h^0_{\mathcal{I}_p,L}$ is

$\begin{array}{ll}
h^0_{\mathcal{I}_p,L}(x) = & \begin{cases} 0 & x \leq \frac{1}{2} \\ \chi_{E,L}(x) = 4x^2 - 4x + 1 & \frac{1}{2} \leq x \leq 1 \\ \chi_{\mathcal{I}_p,L}(x) = 2x^2 - 1 & x \geq 1. \end{cases} \end{array}$

Now assume $\Delta(F) = 2m$. If $\text{chd}^0_{F,L}$ is not trivial, then $F$ destabilizes along a wall $W$. We can choose a destabilizing sequence $0 \to E \to F \to Q \to 0$ defining the HN filtration of $F$ in a small annulus just below $W$. Then, we have to distinguish several possibilities.

If $\Delta(E) = \Delta(Q) = 0$, $E$ and $Q$ are semistable for all the stability conditions in the interior of $W$. Thus the function $\text{chd}^0_{F,L}$ admits the same description as the one given in the case $\Delta(F) = m$, i.e. it has critical points $-p_E$ and $-p_Q$ (see for instance Example 7.7).

The other possibility is that either $E$ or $Q$ has positive discriminant, say $\Delta(E) = m$ and $\Delta(Q) = 0$. Note that $Q$ is semistable in the whole interior of $W$. If this is the case for $E$ as well, then $\text{chd}^0_{F,L}$ again has $-p_E$ and $-p_Q$ as its critical points (the function being not differentiable at $-p_E$). Otherwise, $E$ destabilizes along a wall $W_E$ inside $W$, defined by a sequence $0 \to E_1 \to E \to E_2 \to 0$ with $\Delta(E_1) = 0 = \Delta(E_2)$:
Clearly, both $E_1$ and $E_2$ are semistable in the whole interior of $W_E$. With this information, it is easy to describe the HN filtrations of $F$ for all the $\sigma_{0,\beta}$ with $\beta < \mu_L(F)$, and one obtains

$$\text{chd}^0_{F, L}(x) = \begin{cases} 
0 & x \leq -p_{E_1} \\
ch_2^{-x}(E_1) & -p_{E_1} \leq x \leq -p_{E_2} \\
ch_2^{-x}(E) & -p_{E_2} \leq x \leq -p_Q \\
ch_2^{-x}(F) & x \geq -p_Q 
\end{cases}$$

(with the function being differentiable at its three critical points).

More generally, one may try to apply this philosophy for an arbitrarily big $\Delta(F)$ as follows. If $\text{chd}^0_{F, L}$ is not trivial, then $F$ destabilizes along a wall $W$. We keep track of its HN filtration

$$0 = F_0 \hookrightarrow F_1 \hookrightarrow \ldots \hookrightarrow F_{r-1} \hookrightarrow F_r = F$$

for Bridgeland stability conditions in a (sufficiently small) annulus just below $W$, which necessarily satisfy $\Delta(F_1) + \Delta(F_2/F_1) + \ldots + \Delta(F/F_{r-1}) < \Delta(F)$.

Now, it is possible that some HN factors $F_i/F_{i-1}$ are not semistable in the whole region inside $W$, so they destabilize along a wall $W_i$. For each such $F_i/F_{i-1}$, again we keep track of its HN filtration for stability conditions just below $W_i$

$$0 \hookrightarrow F_{i,1}/F_{i-1} \hookrightarrow \ldots \hookrightarrow F_{i,r_i-1}/F_{i-1} \hookrightarrow F_{i,r_i}/F_{i-1} = F_i/F_{i-1}$$

which satisfies $\Delta(F_{i,1}/F_{i-1}) + \Delta(F_{i,2}/F_{i,1}) + \ldots + \Delta(F_{i,r_i}/F_{i,r_i-1}) < \Delta(F_i/F_{i-1})$. Proceeding inductively, we finish in a finite number of steps thanks to the strict inequalities on discriminants.

The process yields a tree, in which the final vertices correspond to objects $G$ that are semistable in an open neighborhood of $(0, p_G)$ in the $(\alpha, \beta)$-plane. By construction, we can consider a lexicographical order on the final vertices:

**Definition 7.4.** We say that the tree is well-ordered if $G_1 < G_2$ implies $p_{G_1} \geq p_{G_2}$ for any two final vertices $G_1$ and $G_2$.

**Example 7.5.** Assume that $\Delta(F) = 2m$. In the stability situation of Figure 9 $F$ has the following tree, which is well-ordered since $p_{E_1} > p_{E_2} > p_Q$:
If the tree of $F$ is well-ordered, it is not difficult to recover the Bridgeland limit filtration (and thus the $\sigma_{0,\beta}$-HN filtration) of $F$ at every $\beta < \mu_L(F)$. The corresponding function $\operatorname{chd}^0_{F,L}$ is piecewise polynomial, and their critical points are precisely the points $-p_G$ for the final vertices $G$ of the tree. Furthermore, using Proposition 5.3 the non-differentiability of $\operatorname{chd}^0_{F,L}$ at the point $-p_G$ is characterized by the condition $\Delta(G) > 0$.

Even if we do not expect every Gieseker semistable sheaf to have a well-ordered tree, in many concrete situations this is the case and thus the previous description of Chern degree functions applies. The examples in the next subsection illustrate this phenomenon for principally polarized abelian surfaces.

7.3. Finite subschemes on principally polarized abelian surfaces. In the sequel, $(X,L)$ will be a principally polarized complex abelian surface with $\text{NS}(X) = \mathbb{Z} \cdot L$. Under these assumptions, the minimal discriminant is $m = 4$ and $X$ is the Jacobian of a genus 2 curve $C$; after embedding $C$ in $X$ by means of one of its Weierstrass points, we fix $C \in |L|$ as a symmetric theta divisor.

We want to compute $h^0_{I_T,L}$ for ideal sheaves $I_T$ of 0-dimensional subschemes $T$ on $X$. If $n = h^0(\mathcal{O}_T)$ denotes the length of $T$, we have: $\operatorname{ch}(I_T) = (1,0,-n)$, $\chi_{I_T,L}(x) = x^2 - n$ (in particular, $p_{I_T} = -\sqrt{n}$) and $\Delta(I_T) = 4n$ (i.e. $\overline{\Delta}(I_T)$ is $n$ times the minimal discriminant).

In order to understand geometrically the destabilization of the ideal of a length two 0-dimensional subscheme $T$, we first need to control the translates of $C$ that contain $T$.\footnote{In the language of Jiang–Pareschi, this is the (scheme-theoretic) support of the sheaf $\varphi_L^* R^2 \Phi_{\mathcal{P}^N}((I_T \otimes L)^\vee)$, which controls the $h^0$-function in a right neighborhood of $x = 1$.} via the following easy lemma.

Lemma 7.6. If $T \subset X$ is a 0-dimensional subscheme of length 2, then the locus

$$\{ \alpha \in \operatorname{Pic}^0(X) : h^0(I_T \otimes L \otimes \alpha) > 0 \}$$

parametrizing translates of $C$ containing $T$, with its natural scheme structure as support of the sheaf $R^2 \Phi_{\mathcal{P}^N}((I_T \otimes L)^\vee)$, is a 0-dimensional subscheme $\Gamma \subset \operatorname{Pic}^0(X)$ of length 2.

Proof. The reduced case is clear and the nonreduced one follows easily from [GL11, Example 2.8].

Example 7.7 (Case $n = 2$). Let $T$ be a length two 0-dimensional subscheme. Then the cohomological rank function is

$$h^0_{I_T,L}(x) = \begin{cases} 0 & x \leq 1 \\ 2(x-1)^2 & 1 \leq x \leq 2 \\ x^2 - 2 & x \geq 2. \end{cases}$$

To illustrate the strategy outlined in the previous section, we consider the first possible wall $W$ for the Chern character $(1,0,-2)$ which has center $-\frac{3}{2}$ and radius $\frac{1}{2}$. Indeed, it can be defined by the following combinations of Chern characters:\footnote{One can use Schmidt’s implementation [Sch20, Appendix] to find the wall candidates.}

$$(1, -L, 1) \rightsquigarrow (1, 0, -2) \rightarrow (0, L, -3), \quad (2, -2L, 2) \rightsquigarrow (1, 0, -2) \rightarrow (-1, 2L, -4).$$

It is an actual wall for $I_T$, and the first step in the HN filtration of $I_T$ after crossing $W$ has Chern character $(2, -2L, 2)$. Let’s see how to construct this subobject.
Let $\Gamma \subset \text{Pic}^0(X)$ be the subscheme of Lemma 7.6, and let $\pi : X \times \text{Pic}^0(X) \to X$ and $\sigma : X \times (-\Gamma) \to X$ denote the first projection maps. Then $E = \sigma_*(\pi(L^{-1}) \otimes \mathcal{O}_{X \times (-\Gamma)})$ is a semihomogeneous vector bundle of rank 2 on $X$ with $\text{ch}(E) = (2, -2L, 2)$, coming with a natural epimorphism of sheaves $E \to \mathcal{I}_T$. For instance, if $\Gamma$ is reduced (i.e., there are two distinct translates $C_1, C_2$ of $C$ containing $T$), then the short exact sequence attached to $E \to \mathcal{I}_T$ is nothing but the Koszul complex of the complete intersection $T = C_1 \cap C_2$.

In any case, taking the short exact sequence of sheaves and rotating the triangle, we obtain a short exact sequence in $\text{Coh}^{-\sqrt{2}}(X)$ defining the HN filtration of $\mathcal{I}_T$ just below $W$. Since both HN factors have discriminant 0, they are semistable in the whole interior of $W$ and our tree is well-ordered, and thus we obtain the claimed cohomological rank function for $\mathcal{I}_T$ since $\chi_{E, L}(x) = 2(x-1)^2$.

For the cases $n \geq 3$, we will use the following result in [Mea12] describing the stability of $\mathcal{I}_T$ along the vertical line $\beta = -2$. From now on, a finite subscheme inside $X$ will be called collinear if it is contained in a (single) translate of the symmetric theta divisor $C$.

**Lemma 7.8** ([Mea12, Lemma 3.3.6]). Let $T \in \text{Hilb}^n(X)$.

1. If $n \neq 5$, the object $\mathcal{I}_T$ is destabilized at the vertical line $\beta = -2$ if, and only if, $T$ contains a collinear subscheme of colength $m$, for some $0 \leq m < \frac{n-2}{2}$.

   In such a case, the destabilizing subobject in $\text{Coh}^{-\sqrt{2}}(X)$ is $L^{-1} \otimes \mathcal{I}_{T'} \otimes \alpha$, for some $T' \in \text{Hilb}^m(X)$ and $\alpha \in \text{Pic}^0(X)$.

2. If $n = 5$, $\mathcal{I}_T$ can also be destabilized at $\beta = -2$ by $K$, where $K$ is a slope-stable locally free sheaf with $\text{ch}(K) = (2, -3L, 4)$.

   This destabilization takes place if, and only if, every subscheme of $T$ with length 4 is non-collinear and contains a unique collinear subscheme of length 3.

**Example 7.9** (Case $n = 4$). If $T$ is a length four 0-dimensional subscheme, we consider two subcases.

If no translate of $C$ contains $T$, then $\mathcal{I}_T$ has trivial cohomological rank function:

$$ h^0_{\mathcal{I}_T, L}(x) = \begin{cases} 
0 & x \leq 2 \\
 x^2 - 4 & x \geq 2.
\end{cases} $$

Indeed, by Lemma 7.8 $\mathcal{I}_T$ remains semistable along the vertical line $\beta = -2$. Since $p_{\mathcal{I}_T} = -2$, this means that $\mathcal{I}_T$ is semistable in the whole region $\beta < 0$.

Now assume that $T$ is collinear. Then, the cohomological rank function of $\mathcal{I}_T$ is

$$ h^0_{\mathcal{I}_T, L}(x) = \begin{cases} 
0 & x \leq 1 \\
 (x-1)^2 & 1 \leq x \leq 2 \\
 (x-1)^2 + (x-2)^2 & 2 \leq x \leq 3 \\
x^2 - 4 & x \geq 3.
\end{cases} $$

To simplify the notation and illustrate the strategy, let us prove this expression when $T = \{p, q, r, s\}$ is a reduced subscheme contained in a translate $C_1$ of $C$. Indeed, consider any two points of $T$: there is another translate of $C$ containing them, unless $C_1$ has the same tangent direction at these points. Since the Gauss map of $C_1$ has degree 2, it follows that (possibly after reordering the points of $T$) there are two translates of $C$ passing through $p$ and $q$ (resp. through...
Lemma 7.8

\[ \Delta = 0 \], so it is not \( \Delta \) via the exact sequence

\[ 0 \rightarrow L^{-1} \otimes \alpha^{-1} \xrightarrow{s_1} I_T \rightarrow O_{C_1}(-p - q - r - s) \rightarrow 0 \]

where \( s_1 \in H^0(L \otimes \alpha) \) defines \( C_1 \). This sequence gives the HN filtration of \( I_T \) just below \( W \).

The subobject \( E = L^{-1} \otimes \alpha^{-1} \) is everywhere semistable since \( \Delta(E) = 0 \). The quotient \( Q = O_{C_1}(-p - q - r - s) \) has \( \Delta(Q) = 4 \), and destabilizes along a wall inside \( W \) defined by a sequence

\[ 0 \rightarrow L^{-2} \otimes \beta^{-1} \otimes \gamma^{-1} \xrightarrow{s_2,s_3,s_4} O_{C_1}(-p - q - r - s) \rightarrow (L^{-3} \otimes \alpha^{-1} \otimes \beta^{-1} \otimes \gamma^{-1})[1] \rightarrow 0 \]

where \( s_2 \) and \( s_3 \) are sections defining \( C_2 \) and \( C_3 \).

Both \( Q_1 = L^{-2} \otimes \beta^{-1} \otimes \gamma^{-1} \) and \( Q_2 = (L^{-3} \otimes \alpha^{-1} \otimes \beta^{-1} \otimes \gamma^{-1})[1] \) have \( \Delta = 0 \), so it is not necessary to study further destabilizations. We obtain a well-ordered tree with final vertices \( E \), \( Q_1 \) and \( Q_2 \), which gives the desired cohomological rank function, since \( \chi_{E,L}(x) = (x - 1)^2 \) and \( \chi_{E,L}(x) + \chi_{Q_1,L}(x) = (x - 1)^2 + (x - 2)^2 \).

**Example 7.10 (Case \( n = 3 \).)** If \( T \) is a length three 0-dimensional subscheme, we consider first the case where \( T \) is collinear, where the cohomological rank function of \( I_T \) is

\[ h^0_{I_T,L}(x) = \begin{cases} 0 & x \leq 1 \\ (x - 1)^2 & 1 \leq x \leq 2 \\ x^2 - 3 & x \geq 2. \end{cases} \]

Indeed, if \( C_1 \in |L \otimes \alpha| \) is the translate of \( C \) containing \( T \), then \( I_T \) destabilizes along the wall \( W \) defined by

\[ 0 \rightarrow L^{-1} \otimes \alpha^{-1} \xrightarrow{s} I_T \rightarrow O_{C_1}(-T) \rightarrow 0 \]

where the section \( s \in H^0(L \otimes \alpha) \) defines \( C_1 \). This was already predicted by Lemma 7.8.

The subobject \( L^{-1} \otimes \alpha^{-1} \) is obviously semistable everywhere inside \( W \); the same happens for the quotient \( O_{C_1}(-T) \), since it is a line bundle of odd degree on a genus 2 Abel-Jacobi curve (recall Example 7.2.(4)). This completes the tree and we obtain the desired cohomological rank function.

If \( T \) is not collinear, then the cohomological rank function of \( I_T \) is

\[ h^0_{I_T,L}(x) = \begin{cases} 0 & x \leq \frac{3}{2} \\ 4x^2 - 12x + 9 & \frac{3}{2} \leq x \leq 2 \\ x^2 - 3 & x \geq 2. \end{cases} \]

Indeed, according to Lemma 7.8, \( I_T \) remains semistable along the whole line \( \beta = -2 \). The next possible wall \( W' \) has center \( -\frac{7}{4} \) and radius \( \frac{1}{4} \); let us describe the destabilization of \( I_T \) along this wall, under the assumption that \( T = \{p,q,r\} \) is reduced and every pair of points on \( T \) is contained in two distinct translates of \( C \).

Let \( C_1 = C + t_1 \in |L \otimes \alpha| \) and \( \tilde{C}_1 = C + \tilde{t}_1 \in |L \otimes \tilde{\alpha}| \) be the two translates of \( C \) passing through the points \( p \) and \( q \). Among all the translates of \( C \) passing through \( r \), we take two curves \( C_2 = C + t_2 \) and \( \tilde{C}_2 = C + \tilde{t}_2 \) such that \( t_2 - \tilde{t}_2 = t_1 - \tilde{t}_1 \). This is possible because the subtraction morphism \( C \times C \rightarrow S \) is surjective (the curve \( C \) being non-degenerate).
Writing \( C_2 \in |L \otimes \beta| \) and \( \tilde{C}_2 \in |L \otimes \beta \otimes \tilde{\alpha} \otimes \alpha^{-1}| \) (according to the condition \( t_2 - \tilde{t}_2 = t_1 - \tilde{t}_1 \)), it is easy to check that \( h^0(\mathcal{I}_X \otimes L^2 \otimes \beta \otimes \tilde{\alpha}) \geq 2 \) and thus \( h^1(\mathcal{I}_X \otimes L^2 \otimes \beta \otimes \tilde{\alpha}) \geq 1 \). By Serre duality, the last condition reads \( \text{Ext}^1(\mathcal{I}_X, L^{-2} \otimes \beta^{-1} \otimes \tilde{\alpha}^{-1}) \neq 0 \). A (rotated) nontrivial extension gives a short exact sequence, destabilizing \( \mathcal{I}_T \) along \( W' \).

By repeating this process (starting with the two curves through \( p \) and \( r \), and the two curves through \( q \) and \( r \)) and taking direct sum, it is possible to destabilize \( \mathcal{I}_T \) via a short exact sequence \( 0 \rightarrow E \rightarrow \mathcal{I}_T \rightarrow Q \rightarrow 0 \) corresponding to the HN filtration of \( \mathcal{I}_T \) just below \( W' \).

Since \( \text{ch}(E) = (4, -6L, 9) \) and \( \text{ch}(Q) = (-3, 6L, -12) \), both \( E \) and \( Q \) have \( \Delta = 0 \) and thus the construction of the tree has no more steps.

**Example 7.11** (Case \( n = 5 \)). The Chern character \((1, 0, -5)\) has three possible walls intersecting the vertical line \( \beta = -2 \), corresponding to the three special geometric situations described in Lemma 7.8:

- A wall \( W_1 \) of center \(-3\) and radius \( 2 \). Destabilization of \( \mathcal{I}_T \) takes place along \( W_1 \) if and only if \( T \) is collinear.
- A wall \( W_2 \) of center \(-\frac{5}{2}\) and radius \( \frac{1}{2}\sqrt{5} \). \( \mathcal{I}_T \) gets destabilized along \( W_2 \) if, and only if, \( T \) itself is not collinear but contains a collinear subscheme of length \( 4 \).
- A wall \( W_3 \) of center \(-\frac{7}{3}\) and radius \( \frac{2}{3} \). \( \mathcal{I}_T \) destabilizes along \( W_3 \) if, and only if, every length \( 4 \) subscheme is non-collinear and contains a unique length \( 3 \) collinear subscheme.

In these three special geometric situations, the usual method constructs the well-ordered tree of \( \mathcal{I}_T \) and hence recovers \( h^0_{\mathcal{I}_T, L} \). We give some details of the case where \( \mathcal{I}_T \) gets destabilized along the wall \( W_2 \), since it presents a remarkable peculiarity and illustrates a special situation in the characterization of critical points (see Proposition 5.3).

Assume for simplicity that \( T = \{p_1, p_2, p_3, p_4, p_5\} \) is reduced. If \( Y = \{p_1, p_2, p_3, p_4\} \) and \( C_1 \in |L \otimes \alpha| \) is the translate of \( C \) containing \( Y \), then

\[
0 \longrightarrow \mathcal{I}_{p_5} \otimes L^{-1} \otimes \alpha^{-1} \xrightarrow{\cdot s_1} \mathcal{I}_T \longrightarrow \mathcal{O}_{C_1}(-p_1 - p_2 - p_3 - p_4) \longrightarrow 0
\]

is the exact sequence destabilizing \( \mathcal{I}_T \) along the wall \( W_2 \). It is also the HN filtration of \( \mathcal{I}_T \) for stability conditions just below \( W_2 \). Since both HN factors have \( \Delta = 4 \), we have to study possible further destabilizations:

- \( E = \mathcal{I}_{p_5} \otimes L^{-1} \otimes \alpha^{-1} \) is semistable everywhere inside \( W_2 \), according to Example 7.2.(3).
- The sheaf \( Q = \mathcal{O}_{C_1}(-p_1 - p_2 - p_3 - p_4) \) destabilizes as described in the case of \( 4 \) collinear points (see Example 7.9). This destabilization takes place along a wall \( W_Q \) of center \(-\frac{5}{2}\) and radius \( \frac{1}{2} \). Both the subobject \( Q_1 \) and the quotient \( Q_2 \) inducing this wall have \( \Delta = 0 \), so we are done.

Figure 10 shows the position of walls and hyperbolas in the \((\alpha, \beta)\)-plane.

Again our tree (with final vertices \( E, Q_1, Q_2 \)) is well-ordered, but in this case we have an overlap \( p_E = p_5, = -2 \). In the terminology of Proposition 5.3, this implies that \( x = 2 \) is a critical point where conditions (2a) and (2c) are simultaneously fulfilled.
The cohomological rank function \( h^0_{\mathcal{I}_T,L} \) can be recovered as

\[
h^0_{\mathcal{I}_T,L}(x) = \begin{cases} 
0 & x \leq 2 \\
\chi_{E,L}(x) + \chi_{Q_1,L}(x) = 2(x-1)(x-2) & 2 \leq x \leq 3 \\
x^2 - 5 & x \geq 3.
\end{cases}
\]

Finally, if \( T \) satisfies none of the special geometric conditions, the next possible wall \( W \) for \( \mathcal{I}_T \) has center \(-\frac{1}{4}\) and radius \( \frac{1}{4} \). According to [Mac12, Theorem 10.2], the locus

\[
\tilde{\Gamma} = \{ \alpha \in \text{Pic}^0(X) : h^0(\mathcal{I}_T \otimes L^2 \otimes \alpha) > 0 \}
\]

(with its natural scheme structure as support of the sheaf \( R^2\Phi_{\beta'}((\mathcal{I}_T \otimes L^2)^\vee) \)) is a 0-dimensional subscheme of length 5. In other words, among all the translated linear systems \( |L^2 \otimes \alpha| \) there exist exactly five curves (counted with multiplicities) that contain \( T \).

Similarly to the case \( n = 2 \), one can use these five curves to destabilize \( \mathcal{I}_T \) along \( W \). The tree of \( \mathcal{I}_T \) consists of this single step and the cohomological rank function reads

\[
h^0_{\mathcal{I}_T,L}(x) = \begin{cases} 
0 & x \leq 2 \\
5(x-2)^2 & 2 \leq x \leq \frac{5}{2} \\
x^2 - 5 & x \geq \frac{5}{2}.
\end{cases}
\]
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