TREES OF DOT PRODUCTS IN THIN SUBSETS OF $\mathbb{R}^d$
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Abstract. A. Iosevich and K. Taylor showed that compact subsets of $\mathbb{R}^d$ with Hausdorff dimension greater than $(d + 1)/2$ contain trees with gaps in an open interval. Under the same dimensional threshold, we prove the analogous result where distance is replaced by the dot product. We additionally show that the gaps of embedded trees of dot products are prevalent in a set of positive Lebesgue measure, and for Ahlfors-David regular sets, the number of trees with given gaps agrees with the regular value theorem.

1. Introduction

The theme of this work can be summarized in the following question: how large must a subset of $\mathbb{R}^d$ be for it to contain certain geometric structures? Though in our work we focus on dot products, the study of such questions was first motivated by distances.

If $E$ is a set in $\mathbb{R}^d$, define its distance set by $\Delta(E) = \{|x - y| : x, y \in E\}$. When $E \subset \mathbb{R}^2$ is finite, the study of the relationship between $|\Delta(E)|$ and $|E|$ is the celebrated Erdős distance problem. The conjecture is $|\Delta(E)| \geq |E|/\log |E|$, which was met up to a square root with Guth and Katz’s bound of $|\Delta(E)| \geq |E|/\sqrt{\log |E|}$ [9]. One could ask what happens when $E \subset \mathbb{R}^d$ is infinite. A first notion of size that one learns in real analysis is the Lebesgue measure, which we will denote from here onward by $| \cdot |$. The following question could be posed.

Question 1. If $|E| > 0$, how large must $\Delta(E)$ be?

A theorem of Steinhaus says that when $|E| > 0$, $E - E$ contains an open set around 0, so in particular $\Delta(E)$ contains an open set. This is as large of a set in $\mathbb{R}^d$ that we could ever hope for, so we need a more refined notion of the size of infinite sets. Another notion of size that one might encounter is the Minkowski dimension.

Definition 1 (Minkowski Dimension). Let $N(E, \epsilon)$ be the number of balls of radius $\epsilon > 0$ required to cover the set $E$. Then the lower Minkowski dimension of $E$ is given by

$$\dim_M(E) = \liminf_{\epsilon \to 0} \frac{\log N(E, \epsilon)}{\log(1/\epsilon)}.$$
and the upper Minkowski dimension is
\[
\dimu_M(E) = \limsup_{\epsilon \to 0} \frac{\log N(E, \epsilon)}{\log(1/\epsilon)}.
\]

We can pose the following possibly more refined question.

**Question 2.** How large does \(\dimu_M(E)\) have to be for \(|\Delta(E)| > 0\)?

Unfortunately this question is still uninteresting. There exist sets which have “full” Minkowski dimension, in the sense that the lower Minkowski dimension is as large as it can be, yet their distance sets have measure 0. In fact, they can be merely countable! Consider
\[E = \mathbb{Q}^d \cap [0, 1]^d.\]

By the density of the rationals, it takes (up to a constant) \(1/\epsilon^d\) balls of radius \(\epsilon\) to cover \(E\), regardless of how small we take \(\epsilon\). Thus \(\dimu_M(E) = d\), the largest possible dimension in \(\mathbb{R}^d\). However \(\Delta(E)\) is the image of a countable set, so it is itself countable.

The deficiency in Minkowski dimension is that our covers can consist only of balls of the same size. However this does make computations with Minkowski dimension easier. The Hausdorff dimension does not have this issue, but it is often more difficult to compute.

**Definition 2** (Hausdorff Dimension). Let
\[
\mathcal{H}_s^s(E) = \inf \sum r_j^s,
\]
where the infimum is taken over all countable coverings of \(E\) by balls \(\{B(x_i, r_i)\}\) such that \(r_i < \delta\). Define the \(s\)-dimensional Hausdorff measure \(\mathcal{H}^s\) by
\[
\mathcal{H}^s(E) = \lim_{\delta \to 0} \mathcal{H}_s^s(E).
\]
The Hausdorff Dimension of \(E\), \(\dimu_H(E)\), is the unique number \(s_0\) such that \(\mathcal{H}^s(E) = \infty\) if \(s < s_0\) and \(\mathcal{H}^s(E) = 0\) if \(s > s_0\).

We can now ask the following interesting question.

**Question 3.** How large must \(\dimu_H(E)\) be to ensure that \(|\Delta(E)| > 0\)?

Kenneth Falconer constructed compact sets \(E \subset \mathbb{R}^d\) with \(\dimu_H(E) < d/2\) and \(|\Delta(E)| = 0\). He also showed the first nontrivial threshold \(\dimu_H(E) > (d + 1)/2\), which ensures \(|\Delta(E)| > 0\) \([5]\). The correct threshold thus lies in \([d/2, (d + 1)/2]\) and the conjecture is \(d/2\). The cutting edge is still far from the conjectured threshold. Below is a summary of progress to date.

\[
\begin{align*}
\begin{cases}
\frac{5}{4}, & d = 2, \quad [8] \\
\frac{9}{7}, & d = 3, \quad [2] \\
\frac{d}{2} + \frac{1}{4} & d \geq 4, d\text{ even}, \quad [3] \\
\frac{d}{2} + \frac{1}{4} + \frac{1}{4(d-1)} & d \geq 4, d\text{ odd}, \quad [4]
\end{cases}
\end{align*}
\]
Steps have been taken in understanding more complex distance configurations in $E$. Let $G$ be a graph and define the $G$-distance configuration of $E$ by

$$\Delta_G(E) = \{(||x_i - x_j||)_{(i,j)\in\mathcal{E}(G)} : (x_1, \ldots, x_{|\mathcal{V}(G)|}) \in E^{|\mathcal{V}(G)|}\}.$$ 

Here $\mathcal{V}(G)$ and $\mathcal{E}(G)$ are the vertices and edges of $G$ respectively. A. Iosevich and K. Taylor [11] showed that for a tree $T$, $\Delta_T(E)$ contains an entire interval when $E \subset \mathbb{R}^d$ has $\dim_H(E) > (d + 1)/2$. At the other extreme, A. Greenleaf, A. Iosevich, B. Liu and E. Palsson [6] showed using a group theoretic approach that if $G$ is the complete graph on $k + 1$ vertices (the $k$-simplex), then $|\Delta_G(E)| > 0$ as long as $\dim_H(E) > (dk + 1)/(k + 1)$.

Distance is certainly not the only quantity that can be associated with two points, and progress has been made in generalizing the Falconer problem in this direction too. A. Greenleaf, A. Iosevich, and K. Taylor [7] considered more general $\Phi$-configurations for a class of $\Phi : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^k$. They showed that the associated configuration set $\Delta_\Phi(E) = \{\Phi(x, y) : x, y \in E\}$ has nonempty interior under certain lower bound assumptions on $\dim_H(E)$ and regularity of the family of generalized Radon transforms associated with $\Phi$. To avoid some of the Fourier integral operator theory needed to handle a general class of $\Phi$ and because of the nice geometric interpretation, we specialize to dot product in $\mathbb{R}^d$, i.e.

$$\Phi(x, y) = x \cdot y = x^1y^1 + \cdots + x^dy^d.$$ 

Define $\Lambda(E) = \{x \cdot y : x, y \in E\}$. The lower bounds on Hausdorff dimension for dot products and similar configurations as in [7] are far less developed than for distances. The best bound so far to ensure that $|\Lambda(E)| > 0$ is $\dim_H(E) > (d + 1)/2$. Compare this with the table above for distances.

In this work we make progress on understanding $T$-dot-product configurations, for $T$ a tree with some $k$ edges. Define

$$\Lambda_T(E) = \{(x_i \cdot x_j)_{(i,j)\in\mathcal{E}(T)} : (x_1, \ldots, x_{k+1}) \in E^{k+1}\}.$$ 

Before arriving at our results, we need the following machinery. It is well known that if $E \subset \mathbb{R}^d$ has $\dim_H(E) > \alpha$, there is a number $s \in (\alpha, \dim_H(E))$ and finite Borel measure supported on $E$ such that

$$\mu(B(x,r)) \lesssim r^s,$$

for each $x \in \mathbb{R}^d$ and $r > 0$. We call such a $\mu$ a Frostman measure with exponent $s$. In light of this, we have the following results.

**Theorem 1.** Let $T$ be a tree with $k$ edges and $E \subset \mathbb{R}^d$ compact with $\dim_H(E) > (d + 1)/2$. Then for every Frostman measure with exponent $s > (d + 1)/2$ supported on $E$, there is a constant $C > 0$ independent of $\epsilon$ such that

$$\mu^{k+1}(\{(x_1, \ldots, x_{k+1}) \in E^{k+1} : \epsilon < x_i \cdot x_j < \epsilon + \epsilon, (i, j) \in \mathcal{E}(T)\}) < Ce^k,$$

for every collection $\{e^j\}$ and $\epsilon > 0$. 
In the proof of Theorem 1, we follow a scheme developed by A. Iosevich et. al. [10] to bootstrap a Sobolev operator bound to a $L^2(\mu) \to L^2(\mu)$ bound. This gives us a mechanism to ‘rip’ leaves from a tree until nothing is left. We remark that in the case of chain configurations
\[
\{(x_1 \cdot x_2, x_2 \cdot x_3, \ldots, x_k \cdot x_{k+1}) : (x_1, \ldots, x_{k+1}) \in E^k\},
\]
Theorem 1 is a special case of work done by A. Iosevich, K. Taylor, and I. Uriarte-Tuero [12].

We would also like to find a lower bound for a quantity like (1). The idea will be to embed $T$ in a symmetric tree cover $\sigma(T)$ which can be ‘folded’ down to a single edge, at which point we can apply a result in [7] to the single edge. We define $\sigma(T)$ in Section 4.

**Theorem 2.** Let $T$ be a tree with $k$ edges and $E \subset \mathbb{R}^d$ compact with $\text{dim}_H(E) > (d + 1)/2$. For every Frostman measure with exponent $s > (d + 1)/2$ supported on $E$, there is a constant $c > 0$ independent of $\epsilon$ and open interval $I$ such that for each $t \in I$ and $\epsilon > 0$,
\[
\mu^{k+1}(\{(x_1, \ldots, x_{k+1}) \in E^{k+1} : t - \epsilon < x_i \cdot x_j < t + \epsilon, (i, j) \in E(\sigma(T))\}) > c\epsilon^k.
\]

From Theorem 1 we can deduce that any tree $T$ is embedded in $E$ with many different edge-wise dot products. We mean this in the following sense.

**Corollary 1.** Let $E \subset \mathbb{R}^d$ be compact with $\text{dim}_H(E) > (d + 1)/2$. Then $|\Lambda_T(E)| > 0$.

It is also interesting to pinpoint which embeddings of a graph are contained in $E$ and how many such embeddings there are. For the distance variant of this question see [11]. We define the set of embeddings of $T$ in $E$ with dot-product vector $t = (t^{ij})$ as
\[
T_t(E) = \{(x_1, \ldots, x_{k+1}) \in E^{k+1} : x_i \cdot x_j = t^{ij}, (i, j) \in E(T)\}.
\]
When $t$ is a scalar, we take all the $t^{ij} = t$ in (1). We can use Theorem 2 to show that there are embeddings with equal edge value.

**Corollary 2.** Let $E \subset \mathbb{R}^d$ be compact with $\text{dim}_H(E) > (d + 1)/2$. Then there is an open interval $I$ such that for each $t \in I$, $T_t(E)$ is nonempty.

Using Theorem 1, we can show that when $E$ is Ahlfors-David regular, there cannot be too many embeddings of any given type $t = (t^{ij})$. Before getting to the corollary, we define Ahlfors-David regular.

**Definition 3.** A set $E \subset \mathbb{R}^d$ is Ahlfors-David $s$-regular if it is closed and if there exists a Borel measure $\mu$ supported on $E$ and a constant $C$ such that
\[
C^{-1}r^s \leq \mu(B(x, r)) \leq Cr^s,
\]
for all $x \in E$, $0 < r \leq \text{diam}(E)$, $r < \infty$.

Note that when working on compact sets $E$, such measures $\mu$ are finite. We prove the following.
Corollary 3. Let $E \subset \mathbb{R}^d$ be compact Ahlfors-David $s$-regular, for some $s > (d + 1)/2$. Then for any $t = (t^i_j)$,
\[
\overline{\dim}_M(T_t(E)) \leq (k + 1)s - k.
\]

As we explained above, Minkowski dimension is a weaker notion than Hausdorff dimension when working with lower bounds. However for upper bounds, Minkowski dimension is the stronger statement. In summary
\[
\dim_H(A) \leq \overline{\dim}_M(A) \leq \underline{\dim}_M(A).
\]

Corollary 3 should not be too surprising. Say we were working on $\mathbb{R}^d$ instead of $E$. Then we have $k$ equations $x_i \cdot x_j = t^i_j$ and $k + 1$ variables $x_1, \ldots, x_{k+1}$. So the regular value theorem tells us that $T_t(E)$ has dimension 1. In our case $E$ has dimension $s$, so one can think of $T_t(E)$ as $s(k + 1)$ dimensions of freedom cut by $k$ equations, giving $(k + 1)s - k$ remaining dimensions.

2. Initial Reductions

Let $E \subset \mathbb{R}^d$ have $\dim_H(E) > (d+1)/2$. Then there is a Frostman measure $\mu$ with exponent $s$ supported on $E$, for some $s \in ((d+1)/2, \dim_H(E))$.

We can reduce the problem to when $E \subset [c, 1]^d$ for a fixed constant $c$. To see this, cut $\mathbb{R}^d$ into dyadic annuli $\{2^j \leq |x| \leq 2^{j+1}\}$. $\mu$ is positive on at least one of these, and by rescaling we can assume it is $\{1/2 \leq |x| \leq 1\}$. If we cover $\{1/2 \leq |x| \leq 1\}$ with balls of radius $1/100$, $\mu$ is again positive on at least one of these. Notice that for $\theta \in \text{SO}(2)$, $(x\theta) \cdot (y\theta) = x \cdot y$. Thus rotating the measure $\mu$ does not affect the quantity in Theorem 1 or 2, so we can assume this ball is contained in $[c, 1]^d$ for a fixed constant $c$. Then we simply restrict $\mu$ to this ball and renormalize.

3. Proof of Theorem 1 and Corollaries 1 and 3

3.1. Proof of Theorem 1. We define a quantity $\mathcal{V}_{T,t}$ which is approximately the quantity in Theorem 1. Let $\rho$ be a smooth bump function on $\mathbb{R}$ supported around 0 and set $\rho^\epsilon(\cdot) = \epsilon^{-1} \rho(\epsilon^{-1} \cdot)$. Then define
\[
\mathcal{V}_{T,t}^\epsilon(\mu) = \int \cdots \int \left( \prod_{(i,j) \in E(T)} \rho^\epsilon(x_i \cdot x_j - t^i_j) \right) d\mu(x_1) \cdots d\mu(x_{k+1}).
\]
The idea is to rip a leaf edge from $T$ one at a time until the tree is empty. One needs a corresponding mechanism that operators on $\mathcal{V}_{T,t}^\epsilon(\mu)$ executing this plan, which is what we develop below. This is in the same spirit as M. Bennet, A. Iosevich, and K. Taylor’s work on chain configurations. More concretely, we need to show that $\mathcal{V}_{T,t}^\epsilon(\mu) \leq C$ independently of $\epsilon$ and $t$. We recast this problem in terms of operators for which we have nice results. Define $R_t^\epsilon$ to be the operator with kernel $\rho^\epsilon(x \cdot y - t)$, that is
\[
R_t^\epsilon f(x) = \int f(y) \rho^\epsilon(x \cdot y - t) dy.
\]
We also define
\[ R_\epsilon^t(f\mu)(x) = \int f(y)\rho^\epsilon(x \cdot y - t)d\mu(y). \]

Then we can cast \( V_\epsilon^T, t(\mu) \) in a way conducive to ‘ripping off’ edges.

**Definition 4.** For \( T \) a tree with a single vertex, define \( f_T^\epsilon = 1 \). Let \( T \) be a tree with \( k \geq 1 \) edges and say \( y \) is a leaf with edge \((x, y)\). Say \((x, y)\) has corresponding dot product \( t'\). Remove the leaf edge from \( T \) to obtain a subtree \( T' \). Define
\[ f_T^\epsilon = R_\epsilon^t(f_T'^\epsilon\mu). \]

One can think of \( f_T^\epsilon(x) \) as \( T \) pinned at \( x \). Then integrating over the pinned point gives the entirety of \( V_\epsilon^T, t(\mu) \). That is
\[ V_\epsilon^T, t(\mu) = \int f_T^\epsilon(x)d\mu(x). \]

By Cauchy-Schwarz and as \( \mu \) is a probability measure,
\[ V_\epsilon^T, t(\mu) = \| f_T^\epsilon \|_{L^1(\mu)} \leq \| f_T^\epsilon \|_{L^2(\mu)}. \]

We use the following operator norm to run the induction.

**Theorem 3.** If \( \mu \) is a Frostman measure with exponent \( s > (d + 1)/2 \) and with support as was established in Section 2, \( R_\epsilon^t \) is a bounded linear operator \( L^2(\mu) \mapsto L^2(\mu) \) with
\[ \| R_\epsilon^t(f\mu) \|_{L^2(\mu)} \lesssim \| f \|_{L^2(\mu)} \]
independently of \( \epsilon > 0 \) and for \( t \approx 1 \).

The proof is left to Section 5.1. By our initial reduction \( \mu \) has support in \([c, 1]^d\), so \( x \cdot y \approx 1 \) on supp \( \mu \). In light of Definition 4, \( f_T^\epsilon = R_\epsilon^t(f_T'^\epsilon) \). By Theorem 3 and the inductive hypothesis,
\[ \| f_T^\epsilon \|_{L^2(\mu)} = \| R_\epsilon^t(f_T'^\epsilon) \|_{L^2(\mu)} \lesssim \| f_T'^\epsilon \|_{L^2(\mu)} \lesssim 1 \]

independently of \( \epsilon > 0 \) and \( t = (t^{ij}_\ell) \).

3.2. **Proof of Corollary 1.** Consider any cover of \( \Lambda_T(E) \) by products of intervals
\[ \Lambda_T(E) \subset \bigcup_{\ell} \prod_{(i,j) \in \mathcal{E}(T)} (t^{ij}_\ell - \epsilon_\ell, t^{ij}_\ell + \epsilon_\ell). \]

\(^1\)This operator is known as the Radon Transform. See Section 5.1 for more details or [15] for an in-depth review.
We have
\[ E^{k+1} = \bigcup_{t \in \Lambda_T(E)} \{(x_1, \ldots, x_{k+1}) \in E^{k+1} : x_i \cdot x_j = t_{ij}, (i, j) \in \mathcal{E}(T)\} \]
\[ \subset \bigcup_{\ell} \{(x_1, \ldots, x_{k+1}) \in E^{k+1} : t_{ij}^\ell - \epsilon \ell < x_i \cdot x_j < t_{ij}^\ell + \epsilon \ell, (i, j) \in \mathcal{E}(T)\}, \]
so by Theorem 1
\[ 1 = \mu^{k+1}(E^{k+1}) \]
\[ \leq \sum_{\ell} \mu^{k+1}(\{(x_1, \ldots, x_{k+1}) \in E^{k+1} : t_{ij}^\ell - \epsilon \ell < x_i \cdot x_j < t_{ij}^\ell + \epsilon \ell, (i, j) \in \mathcal{E}(T)\}) \]
\[ < \sum_\ell C \epsilon \ell. \]
Thus \( \sum_\ell \epsilon_\ell > 1/C. \) This holds for any choice of covering so \( |\Lambda_T(E)| \geq 1/C > 0. \)

3.3. Proof of Corollary 3. In Definition 1, we can replace \( N(A, \epsilon) \) with \( P(A, \epsilon) \). Here \( P(A, \epsilon) \) is the packing number, the greatest number of disjoint \( \epsilon \)-balls with centers in \( A \). This follows from the inequality
\[ N(A, 2\epsilon) \leq P(A, \epsilon) \leq N(A, \epsilon/2), \]
which one can find in a wonderful book by P. Mattila [13]. Consider such a packing \( \{B(x_i, \epsilon)\} \) of \( T_i(E) \) of size \( P(T_i(E), \epsilon) \). Since the centers of the balls \( B(x_i, \epsilon) \) are in \( T_i(E) \),
\[ \bigcup_i B(x_i, \epsilon) \subset (T_i(E))^\epsilon. \]
For any \((x_1, \ldots, x_{k+1}) \in E^{k+1} \cap (T_i(E))^\epsilon\), there are \( x'_1, \ldots, x'_{k+1} \in E \) such that \( x'_i \cdot x'_j = t \) for \((i, j) \in \mathcal{E}(T)\) and \( |x_i - x'_i| < \epsilon \). Thus
\[ |x_i \cdot x_j - t| \leq |x_i||x_j - x'_j| + |x'_j||x_i - x'_i| \]
\[ \leq 2\epsilon, \]
giving
\[ E^{k+1} \cap (T_i(E))^\epsilon \subset \{(x_1, \ldots, x_{k+1}) \in E^{k+1} : t_{ij} - 2\epsilon < x_i \cdot x_j < t_{ij} + 2\epsilon, (i, j) \in \mathcal{E}(T)\}. \]
We can conclude with Theorem 1 that
\[ \sum_i \mu^{k+1}(B(x_i, \epsilon)) = \mu^{k+1} \left( \bigcup_i B(x_i, \epsilon) \right) \]
\[ \leq \mu^{k+1}(E^{k+1} \cap (T_i(E))^\epsilon) \]
\[ \leq \mu^{k+1}(\{(x_1, \ldots, x_{k+1}) \in E^{k+1} : t_{ij} - 2\epsilon < x_i \cdot x_j < t_{ij} + 2\epsilon, (i, j) \in \mathcal{E}(T)\}) \]
\[ < C \epsilon^k. \]

\[ A^\epsilon \text{ is the } \epsilon\text{-neighborhood of } A \text{ defined as } A^\epsilon = \{x \in \mathbb{R}^d : \exists y \in A, |x - y| < \epsilon\}. \]
Figure 1. Inductive construction of $\sigma(T)$.

Since $\mu(B(x,r)) \geq C'^{-1}r^s$, we get $\mu^{k+1}(B(x,r)) \geq C'^{-1}r^{(k+1)s}$. We conclude from the above calculation that

$$C'^{-1}r^{(k+1)s}P(T_t(E),\epsilon) < C\epsilon^k,$$

so

$$P(T_t(E),\epsilon) < C'^{-1}\epsilon^{k-s}.$$

We obtain

$$\dim_M(T_t(E)) = \limsup_{\epsilon \to 0} \frac{\log(P(T_t(E),\epsilon))}{\log(1/\epsilon)} \leq (k + 1)s - k.$$

4. Proof of Theorem 2 and Corollary 2

In this section we consider $\mathcal{V}_{T,t}$ with $t$ a scalar as

$$\mathcal{V}_{T,t}(\mu) = \int \cdots \int \left( \prod_{(i,j) \in \mathcal{E}(T)} \rho^t(x_i \cdot x_j - t) \right) d\mu(x_1) \cdots d\mu(x_{k+1}).$$

Our lower bound comes from repeated use of Holder’s inequality, which ‘folds’ the graph onto itself until reaching a single edge. $T$ itself is not guaranteed to enjoy enough symmetry for such an argument to work out, so we embed $T$ in a larger graph $\sigma(T)$ which is highly symmetric.

Definition 5 (Symmetric Tree Covers). Let $T$ be a tree with at least $k \geq 1$ edges. We define the symmetric tree cover $\sigma(T)$ of $T$ as follows. If $k = 1$ then $\sigma(T) = T$. Otherwise let $u$ be a non-leaf vertex of $T$. Let $T_u$ be the tree
obtained by collapsing every neighbor of $u$ to a single vertex and reattaching $u$ to this vertex. Finally join $\deg(u)$ copies of $\sigma(T_u)$ at $u$ and call the resulting tree $\sigma(T)$.

A diagram of the induction is provided in Figure 1. A concrete example is in Figure 2.

Note that the symmetric tree covering can depend on the choice of pivot at each stage, but we have no need for uniqueness. It is not difficult to establish the following properties of $\sigma(T)$. 

**Figure 2.** Unwrapping the induction for a concrete tree. Downward arrows are the construction of the $T_u$’s as in Definition 5. Rightward arrows are the $\sigma$ operation. Upward arrows are the joining operation as in the last step of Definition 5. Edges in the upper left graph are tracked in red.
Then the

Consider \( \Phi(x) \)

\( \sigma(T) \) is finite.

Proof. We proceed by induction. If \( T \) is a single edge we are done. Suppose that \( T \) has \( k \geq 2 \) edges and \( T' \subset \sigma(T') \) for any tree \( T' \) on fewer than \( k \) edges. \( T_u \) contains \( k - \delta(u) + 1 \) edges, and \( \delta(u) > 1 \) as we can take \( u \) to be a non-leaf vertex. Thus \( T_u \subset \sigma(T_u) \). \( \sigma(T_u) \) contains a copy of \( T_u \) for each vertex, so it contains each connected component of \( T \setminus u \) connected to \( u \), giving \( T \subset \sigma(T) \). Also \( \sigma(T) \) is finite as \( \sigma(T_u) \) is by induction finite. \( \square \)

The base case when \( T \) has a single edge is contained in a paper by A. Greenleaf, A. Iosevich, and K. Taylor [7]. We give the theorem in our notation below, letting \( e \) denote an edge.

**Theorem 4** (Greenleaf–Iosevich–Taylor [7]). Let \( \mu \) have exponent \( s > (d + 1)/2 \). Then there is an open interval \( I \) such that

\[
\mathcal{V}_{e, t} = \langle R^e_1, t, \mu \rangle \geq 1
\]

independently of \( \epsilon > 0 \) and \( t \in I \).

Consider when \( T \) has \( k \geq 2 \) edges and let \( T_u \) be as in Definition [5]. Note that the disjoint copies of \( T_u \) are common only in \( u \). We have

\[
\mathcal{V}_{\sigma(T), t} = \sigma(T_u) \mathcal{V}_{e, t} = \left( \int \cdots \int \rho^s(x \cdot t) d\mu(x_1) \cdots d\mu(x_k) \right)^{\deg(u)} d\mu(u)
\]

where we are abusing notation and letting \( u \) represent the vertex as embedded in \( E \) and as in the abstract graph \( T \). Here \( x_1, \ldots, x_k \) are the vertices in \( T_u \) excluding \( u \). Since \( \mu \) is a probability measure, Holder gives

\[
(\int \int \cdots \int \rho^s(x \cdot t) d\mu(x_1) \cdots d\mu(x_k) )^{\deg(u)} \geq (\mathcal{V}_{\sigma(T), t}^{e} \mu)^{\deg(u)} \geq 1,
\]

where the last line is by induction. \( \square \)

#### 4.1. Proof of Corollary

Set

\[ K_n = \{(x_1, \ldots, x_{k+1}) \in E^{k+1} : t - 1/n \leq x_i \cdot x_j \leq t + 1/n, (i,j) \in E(T)\}. \]

Then the \( K_n \) are nested, non-increasing, and

\[ \bigcap_{n \geq 1} K_n = \sigma(T)_t(E). \]

Consider \( \Phi(x_1, \ldots, x_{k+1}) = (x_i \cdot x_j)_{(i,j) \in E(T)} \), which is continuous as a function \( \mathbb{R}^{k+1} \rightarrow \mathbb{R}^k \). Then \( K_n = E^{k+1} \cap \Phi^{-1}([t - 1/n, t + 1/n]) \) is compact,
being the intersection of a compact set and a closed set. By Theorem 2
\( \mu(K_n) \geq c/n^k > 0 \), so \( K_n \) is nonempty. By Cantor’s intersection theorem \( \sigma(T)_t(E) \) is thus nonempty. By the inclusion of \( T \) in \( \sigma(T) \), \( T_t(E) \) is nonempty.

\[ \square \]

5. Appendix

5.1. The Radon Transform. As alluded to in Section 3, we have a family
of Radon transforms \( R^t_\epsilon \) given by
\[
R^t_\epsilon f(x) = \int f(y) \rho^\epsilon(x \cdot y - t)dy.
\]
When \( \mu \) is a Borel measure we write
\[
R^t_\epsilon (f \mu)(x) = \int f(y) \rho^\epsilon(x \cdot y - t)d\mu(y).
\]
The following is a well-known mapping property of \( R^t_\epsilon \). See [14] for the original argument. For a source with more background, see Stein and Shakarchi’s book on functional analysis [15].

**Theorem 5.** \( R^t_\epsilon \) is a bounded linear operator \( L^2(\mathbb{R}^d) \to L^2_{(d-1)/2}(\mathbb{R}^d) \) with
\[
\|R^t_\epsilon f\|_{L^2_{(d-1)/2}(\mathbb{R}^d)} \lesssim \|f\|_{L^2(\mathbb{R}^d)}
\]
independently of \( \epsilon > 0 \) and for \( t \approx 1 \).

Recall that the Sobolev space \( L^2_\alpha(\mathbb{R}^d) \) is the function space equipped with the norm
\[
\|f\|_{L^2_\alpha(\mathbb{R}^d)} := \left( \int (1 + |\xi|^2)^\alpha |\hat{f}(\xi)|^2d\xi \right)^{1/2}.
\]
We bootstrap off this result to show \( L^2(\mu) \to L^2(\mu) \) boundedness of \( R^t_\epsilon \). This was done for convolution operators in [10], but the method also applies (as the authors of [10] remark) to Radon-type operators. We give the proof below.

**Theorem 3.** If \( \mu \) is a Frostman measure with exponent \( s > (d+1)/2 \) and with support as was established in Section 2, \( R^t_\epsilon \) is a bounded linear operator \( L^2(\mu) \to L^2(\mu) \) with
\[
\|R^t_\epsilon (f \mu)\|_{L^2(\mu)} \lesssim \|f\|_{L^2(\mu)}
\]
independently of \( \epsilon > 0 \) and for \( t \approx 1 \).

**Proof.** By polarization, it suffices to show that for any \( \|g\|_{L^2(\nu)} \leq 1 \),
\[
|\langle R^t_\epsilon (f \mu), g \mu \rangle| \lesssim \|f\|_{L^2(\mu)}\|g\|_{L^2(\mu)}
\]
independently of \( \epsilon > 0 \) and \( t \approx 1 \). To proceed, we localize to dyadic frequencies. We will see that the large frequencies are the only ones that give us any trouble, so we consider a partition of unity
\[
\sum_{j \geq 1} \chi(2^{-j} \xi) + \chi_0(\xi) = 1,
\]
where $\chi$ is supported in the annulus $\{\xi : 1/4 \leq |\xi| \leq 1\}$. One can construct such functions by considering a $C^\infty$ function $\phi$ equal to 1 when $|\xi| \geq 1$ and to 0 when $|x| \leq 1/2$, and letting $\chi(\xi) = \phi(2\xi) - \phi(\xi)$. The function $\chi_0$ is supported in the ball $\{\xi : |\xi| \leq 1\}$ and is also smooth, since $\sum_{j \geq 1} \chi(2^{-j} \cdot)$ being the sum of only a finite number of smooth functions in a neighborhood of any point is smooth. Now we can define the Littlewood-Paley projection by the relation

$$\widehat{P_j}f(\xi) = \hat{f}(\xi)\chi(2^{-j}\xi)$$

for $j \geq 1$, and

$$\widehat{P_0}f(\xi) = \hat{f}(\xi)\chi_0(\xi).$$

Then $f = \sum_{j \geq 0} P_j f$. Applying the Littlewood-Paley decomposition to $f\mu$ and $g\mu$, we obtain

$$|\langle \mathcal{R}_j^\mu(f\mu), g\mu \rangle| \leq \sum_{j,k \geq 0} |\langle \mathcal{R}_j^\mu(P_j(f\mu)), P_k(g\mu) \rangle| + \sum_{|j-k| > M} |\langle \mathcal{R}_j^\mu(P_j(f\mu)), P_k(g\mu) \rangle|,$$

(3)

where $M$ is a constant to be chosen later. We handle the $|j - k| \leq M$ portion first. We need a mechanism to transfer an $L_2^{(d+1)/2}$ bound to a $L_2^2(\mu)$ one. We need the following generic test for $L^2$ boundedness. See [17] Lemma 7.5.

**Theorem 6** (Schur’s test). Let $(X, \mu)$ and $(Y, \nu)$ be measure spaces, and let $K(x, y)$ be a measurable function on $X \times Y$ with

$$\int_X |K(x, y)|d\mu(x) \leq A \text{ for each } y,$$

$$\int_Y |K(x, y)|d\nu(x) \leq B \text{ for each } x.$$

Define $T_K f(x) = \int K(x, y) f(y)d\nu(y)$. Then there is an estimate

$$\|T_K f\|_{L^2(\mu)} \leq \sqrt{AB}\|f\|_{L^2(\mu)}.$$

Now we can continue to prove the following.

**Lemma 2.** If $\mu$ is a Frostman measure with exponent $s$ we have the estimate

$$\|\hat{f}\mu\|_{L^2(|\xi| \leq 2^j)} \lesssim 2^{j(d-s)/2}\|f\|_{L^2(\mu)}.$$

Lemma 2 is a special case of a result in [16]. A straightforward proof of Lemma 2 is contained in [17], but we give it here with all the details.

**Proof.** Let $\phi$ be an even Schwarz function which is $\geq 1$ on the unit ball and whose Fourier transform has compact support. It is not difficult to see that
such a function exists. For example, let \( f \) be a real-valued, nonnegative, symmetric \( C_0^\infty(\mathbb{R}^d) \) function such as

\[
f(x) = \begin{cases} 
\exp\left(-\frac{1}{1-|x|^2}\right) & |x| \leq 1 \\
0 & \text{otherwise}
\end{cases}
\]

Define \( g := \mathcal{F}^{-1}(f) \). Then

\[
g(0) = \int f(x) \, dx > 0,
\]

and by rescaling \( f \) we can assume \( g(0) \geq 2 \). \( g \) is certainly continuous, so for some \( \delta > 0 \), \( g \geq 1 \) on \( \{|x| \leq \delta\} \). Finally define \( \phi(x) = \phi(\delta x) \) which is as desired.

Now we define \( \phi_j(\cdot) = \phi(2^{-j} \cdot) \), which is at least 1 on \( \{||\xi|| \leq 2^j\} \). Using this and Plancherel,

\[
\|\hat{\phi_j}f\mu\|_{L^2(|\xi| \leq 2^j)} \leq \|\hat{\phi_j}f\mu\|_{L^2} = \|\hat{\phi_j} * (f\mu)\|_{L^2}.
\]

This last line is the \( L^2 \) norm of the function

\[
x \mapsto \int 2^{jd}\hat{\phi}(2^j(x-y))f(y) \, d\mu(y).
\]

We have

\[
\int |2^{jd}\hat{\phi}(2^j(x-y))| \, dx = \|\hat{\phi}\|_{L^1}
\]

by a change of variables. \( \hat{\phi} \) has compact support in some fixed ball \( M \), so

\[
\int |2^{jd}\hat{\phi}(2^j(x-y))| \, d\mu(y) = 2^{jd} \int_{|x-y| \leq M2^{-j}} |\hat{\phi}(2^j(x-y))| \, d\mu(y) \lesssim 2^j(d-s).
\]

The last line follows from the fact that \( \mu(B(x,r)) \lesssim r^s \). Now we can apply Schur’s test with the kernel \( K(x,y) = 2^jd\hat{\phi}(2^j(x-y)) \) and obtain

\[
\|\hat{\phi_j} * (f\mu)\|_{L^2} \lesssim 2^{j(d-s)/2} \|f\|_{L^2(\mu)}.
\]

\( \square \)

Returning to the proof of Theorem \( \Box \) Plancherel and Cauchy-Schwarz give that the \( |j-k| \leq M \) portion of \( \Box \) is dominated by

\[
\sum_{|j-k| \leq M} \|R_j^*(P_j(f\mu))\|_{L^2(|\tau| \approx 2^k)} \|P_k(g\mu)\|_{L^2}.
\]
We take advantage of Theorem 3 the $L^2(\mathbb{R}^d) \to L^2_{(d-1)/2}(\mathbb{R}^d)$ boundedness of the Radon transform $R^t_k$. We have

$$
\|R^t_k(P_j(f\mu))\|_{L^2(|\tau| \approx 2^k)} \lesssim 2^{-k(d-1)/2} \left( \int (1 + |\tau|^2)^{(d-1)/2} |R^t_k(P_j(f\mu))(\tau)|^2 d\tau \right)^{1/2} \\
= 2^{-k(d-1)/2} \|R^t_k(P_j(f\mu))\|_{L^2_{(d-1)/2}} \\
\leq 2^{-k(d-1)/2} \|P_j(f\mu)\|_{L^2} \\
\lesssim 2^{-k(d-1)/2} 2^j(d-s)/2.
$$

Thus we are left with

$$
\sum_{|j-k| \leq M} \|R^t_k(P_j(f\mu))\|_{L^2_0(\mathbb{R}^d)} \|P_k(g\mu)\|_{L^2} \lesssim \sum_{|j-k| \leq M} 2^{-k(d-1)/2} 2^j(d-s)/2 2^k(d-s)/2,
$$

which is summable if $s > (d + 1)/2$.

We still need to handle the $|j-k| > M$ portion of (3). This diagonalization can be executed with the following Lemma.

**Lemma 3.** For any positive integer $N$, there is a $K$ such that if $|j-k| > K$,

$$
|\langle R^t_k(P_j(f\mu)) \rangle, P_k(g\mu) \rangle \lesssim N 2^{-N \max(j,k)} \|f\|_{L^2(\mu)} \|g\|_{L^2(\mu)},
$$

independently of $\epsilon > 0$ and for $t \approx 1$.

We give the proof below. With Lemma 3 we see that

$$
\sum_{|j-k| > M} \|\langle R^t_k(P_j(f\mu)) \rangle, P_k(g\mu) \rangle \lesssim N \|f\|_{L^2(\mu)} \|g\|_{L^2(\mu)} \sum_{|j-k| > M} 2^{-N \max(j,k)}.
$$

This is summable even when $N = 1$. □

**Proof of Lemma 3.** We will argue by nonstationary phase. By the support properties of $\mu$, we can insert a bump function $\eta$ with support in $[c, 1]^d$. By Fourier inversion on $P_j(f\mu)$ and $\rho^t$,

$$
R^t_k(P_j(f\mu))(x) = \int P_j(f\mu)(y) \eta(x, y) \rho^t(x \cdot y - t) dy \\
= \int \int \int e^{2\pi i (y \cdot \xi + s(x \cdot y - t))} P_j(f\mu)(\xi) \eta(x, y) \hat{\rho}(\epsilon s) d\xi ds dy.
$$

Taking the Fourier transform of $R^t_k(P_j(f\mu))$,

$$
\langle R^t_k(P_j(f\mu)) \rangle(\tau) = \int \int \int e^{2\pi i (y \cdot \xi - s(x \cdot y - t))} P_j(f\mu)(\xi) \eta(x, y) \hat{\rho}(\epsilon s) d\xi ds dy.
$$

Finally Plancherel gives

$$
\langle R^t_k(P_j(f\mu)) \rangle, P_k(g\mu) \rangle = \int \int \int P_j(f\mu)(\xi) P_k(g\mu)(\tau) \hat{\rho}(\epsilon s) d\xi d\tau ds,
$$

where

$$
I_{jk}(\xi, \tau, s) = \chi_j(\xi) \chi_k(\tau) \int e^{2\pi i (y \cdot \xi - s(x \cdot y - t))} \eta(x, y) dx dy.
$$
Inserting the smooth cutoffs from the definition of the Littlewood-Paley decomposition is justified as \( \chi_j \approx \chi_j^2 \). For convenience we write
\[
\Psi_{\xi,\tau,s}(x, y) = y \cdot \xi - x \cdot \tau + s(x \cdot y - t).
\]
We would be done if we could show that
\[
|I_{jk}(\xi, \tau, s)| \lesssim N (1 + |s|)^{-2N \max(j,k)}.
\]
\( \rho \) is Schwarz since it is even \( C^\infty \), so \( \hat{\rho} \) is Schwarz. This gives \( |\hat{\rho}(\epsilon s)| \lesssim 1 \). It would follow from \( |\hat{\rho}(\epsilon s)| \lesssim 1 \) and (4) that
\[
|\langle R^\epsilon_x(P_j(f\mu)), P_k(g\mu) \rangle| \lesssim N 2^{(-N+2d-s) \max(j,k)}
\]
so by choosing a large enough \( N \) we are done.

Now we prove (4). We have
\[
\nabla_x \Psi_{\xi,\tau,s} = -\tau + sy
\]
and
\[
\nabla_y \Psi_{\xi,\tau,s} = \xi + sx.
\]
Assume without loss of generality that \( j > k + K \), so \( |\xi| \ll |\tau| \). When \( |s| \ll |\tau| \),
\[
|\nabla_x \Psi_{\xi,\tau,s}| \gtrsim |\tau| - |s| \gtrsim |\tau|,
\]
where we used that \( \eta \) has fixed compact support. If \( |s| \gg |\tau| \),
\[
|\nabla_x \Psi_{\xi,\tau,s}| \gtrsim |s| - |\tau| \gtrsim |s|,
\]
where we use that \( \eta \) is not supported near the origin. If \( |s| \approx |\tau| \),
\[
|\nabla_y \Psi_{\xi,\tau,s}| \gtrsim |s| - |\xi| \\
\approx |\tau| - |\xi| \\
\gtrsim |\tau|.
\]
In any case \( |\nabla \Psi_{\xi,\tau,s}| \gtrsim \max(|\tau|, |s|) \).

It is immediate that all the partials of \( \Psi_{\xi,\tau,s} \) are bounded above by a constant multiple of \( \max(|\tau|, |s|) \). Consider the differential operator
\[
L = \frac{1}{2\pi i} \frac{\nabla \Psi_{\xi,\tau,s}}{|\nabla \Psi_{\xi,\tau,s}|^2} \cdot \nabla,
\]
for which $e^{2\pi i \Psi_{\xi, \tau, s}}$ is clearly an eigenvalue. Therefore $L^N(e^{2\pi i \Psi_{\xi, \tau, s}}) = e^{2\pi i \Psi_{\xi, \tau, s}}$ for any positive integer $N$. Thus

$$I_{jk}(\xi, \tau, s) = \iint L^N(e^{2\pi i \Psi_{\xi, \tau, s}}) \eta dy' dx = \iint e^{2\pi i \Psi_{\xi, \tau, s}}(L^1)^N(\eta) dy' dx.$$ 

The transpose $L^t$ of $L$ is given by

$$L^t(f) = -\frac{1}{2\pi i} \nabla \cdot \left( \frac{\nabla \Psi_{\xi, \tau, s}}{|\nabla \Psi_{\xi, \tau, s}|^2} f \right) = -\frac{1}{2\pi i} \left( \nabla f \cdot \frac{\nabla \Psi_{\xi, \tau, s}}{|\nabla \Psi_{\xi, \tau, s}|^2} - f \cdot \frac{\nabla^2 \Psi_{\xi, \tau, s}}{|\nabla \Psi_{\xi, \tau, s}|^2} \right)$$

and taking the modulus,

$$|L^t(\eta)| \lesssim |\nabla \eta| \max(|\tau|, |s|)^{-1} + |\eta| \max(|\tau|, |s|)^{-1}.$$ 

We can continue integrating by parts up to any positive $N'$ and obtain a bound

$$|(L^t)^{N'}(\eta)| \lesssim_{N'} \max(|\tau|, |s|)^{-N'} \sum_{|\alpha| \leq N'} |\partial^\alpha \eta|.$$ 

Taking the modulus of $I_{jk}(\xi, \tau, s)$, we obtain

$$|I_{jk}(\xi, \tau, s)| \lesssim_{N'} \max(|\tau|, |s|)^{-N'} \iint \sum_{|\alpha| \leq N'} |\partial^\alpha \eta| dy' dx \lesssim_{N} \max(|\tau|, |s|)^{-N'},$$

since $\eta$ is Schwarz. Since $|\tau| \geq 1$,

$$|I_{jk}(\xi, \tau, s)| \lesssim_{N} \max(|\tau|, |s|)^{-2} \max(|\tau|, |s|)^{-N'+2}$$

$$\lesssim (1 + |s|)^{-2} |\tau|^{-N'+2}$$

$$\lesssim (1 + |s|)^{-2} 2^{-(N'+2) \max(j,k)}.$$ 

Taking $N'$ large enough we are done. \hfill \Box

With Lemma 3 proved, we are done. \hfill \Box
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