PIT: Position-Invariant Transform for Cross-FoV Domain Adaptation
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Abstract

Cross-domain object detection and semantic segmentation have witnessed impressive progress recently. Existing approaches mainly consider the domain shift resulting from external environments including the changes of background, illumination or weather, while distinct camera intrinsic parameters appear commonly in different domains and their influence for domain adaptation has been very rarely explored. In this paper, we observe that the Field of View (FoV) gap induces noticeable instance appearance differences between the source and target domains. We further discover that the FoV gap between two domains impairs domain adaptation performance under both the FoV-increasing (source FoV < target FoV) and FoV-decreasing cases. Motivated by the observations, we propose the Position-Invariant Transform (PIT) to better align images in different domains. We also introduce a reverse PIT for mapping the transformed/aligned images back to the original image space, and design a loss re-weighting strategy to accelerate the training process. Our method can be easily plugged into existing cross-domain detection/segmentation frameworks, while bringing about negligible computational overhead. Extensive experiments demonstrate that our method can soundly boost the performance on both cross-domain object detection and segmentation for state-of-the-art techniques. Our code is available at https://github.com/sheepooo/PIT-Position-Invariant-Transform.

1. Introduction

Object detection [20, 41, 40] and semantic segmentation [33, 5, 6, 14] are two fundamental problems in computer vision. The former aims at precisely locating and identifying the objects in an image and the latter targets to classify the semantics of each pixel. Training a generalized model with high performance for the two tasks calls for massive images with elaborate annotations, while it is laborious to prepare such well-annotated data. Meanwhile, due to the existence of domain shift [1], a model trained on a specific dataset often suffers from significant performance degradation when applied to another domain. A common
solution is to transfer the knowledge acquired from a labeled source domain to an unlabeled target domain, which is known as Unsupervised Domain Adaptation (UDA) [38].

In general, two typical manners have been explored to adapt models from the source to the target domain. One is pixel-level alignment, target-like images are generated to provide implicit or explicit supervisory signals on target domain [44, 25, 61]. The other is feature-level alignment, the feature distributions of two domains are aligned through constraining domain discrepancy metrics [34, 48, 62] or performing feature confusion [18, 52, 39].

In the study of cross-domain detection/segmentation, previous works [8, 43, 60, 2, 9, 59, 25, 50, 31, 65] mainly focus on narrowing the domain shift caused by external environments, e.g. the change of background, illumination and weather, etc. However, very little attention has been paid to the camera’s intrinsic parameters which often bring noticeable domain discrepancy due to the use of various cameras.

We observe that one main camera parameter, the Field of View (FoV), induces a distinct dimension of the domain gap. As a matter of fact, the FoV discrepancy frequently occurs among datasets or in real-world scenarios. For instance, in autonomous driving, cameras with different FoVs are often used together, because of the inevitable updating of cameras in the long period of data collection. FoV difference derives the variety of instance structural appearances across the source and target domains, leading to the sample diversifying within a category. This obviously increases the burden of domain adaptation models, thus resulting in less desired performance.

Motivated by the above observation, in this paper we attempt to alleviate the adverse impact of the diverse FoVs between domains, in order to boost the performance of cross-domain detection/segmentation.

We discuss the influence of the FoV gap in two general cases. (1) In FoV-increasing adaptation (the FoV of the target domain is larger than that of the source domain), the target domain instances with large incident angles cannot be well aligned to the source domain for the lack of similar-appearance counterparts. (2) In FoV-decreasing adaptation (target FoV smaller than source FoV), the sparsity of the source domain instances within a specific range of incident angle also hampers domain alignment. Existing UDA methods usually try to bridge the whole domain gap and optimize the model without specifically taking account of the FoV factor, thus preventing the model from fully learning domain-invariant features.

To address the above problem, we propose the Position-Invariant Transform (PIT) to straightforwardly narrow the FoV gap between the source and target domains (Fig. 1).

Specifically, the pixels lying in the original imaging space are mapped to another two-dimensional space shaped as a spherical surface, such that the appearances of the instances in various positions are aligned to a great extent. Also, we introduce a reverse PIT for mapping the transformed images back to the original image space. In addition, we design an efficient loss re-weighting strategy to speed up the training procedure. Our modules induce little computational overhead while boosting performance, and they can be easily served as plug-and-play modules to any existing cross-domain detection/segmentation frameworks.

Our contributions can be summarized as follows:

- We statistically analyze the negative influence of FoV difference between the source and target domains on UDA models, in which both the increasing and decreasing of FoV between domains impair the domain alignment.

- We propose the Position-Invariant Transform (PIT) to align instance structural appearances in different positions in each category, and reverse PIT to map the transformed images to the original image space. We also introduce a loss re-weighting strategy to speed up the training procedure.

- The effectiveness of PIT is verified on both cross-domain detection and segmentation tasks. Equipped with our modules, state-of-the-art UDA methods show soundly better performance than before.

2. Related Work

Unsupervised Domain Adaptation (UDA). UDA aims to adapt the model trained on a labeled source domain to an unlabeled target domain by reducing the distribution gap between two domains. A group of recent approaches focused on minimizing the domain discrepancy [34, 48, 62] metric (e.g. Maximum Mean Discrepancy [53]), adversarial learning [18, 52, 39] or prototype-based alignment [58, 42, 60]. Despite the successes achieved in classification-based tasks [34, 18, 48, 52, 44, 61], these methods work well on simple classification datasets (e.g. MNIST [30] and SVHN [37]), but can hardly be applied to more challenging tasks, e.g. object detection and semantic segmentation.

Domain Adaptive Detection/Segmentation. Not until recently has the community paid attention to domain shift problem in object detection or semantic segmentation. This line of research has been investigated by a large number of researchers, and great efforts have been made to explore a variety of algorithms and architectures to reduce the domain gap in pixel-level [25, 3, 31, 29, 21], feature-level [35, 69, 2, 8, 66], instance-level [8, 59, 4] and output-level [50, 51, 36, 63], which have shown successes on both object detection [8, 67, 2, 43, 4, 60, 59].
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3.1. Motivation

In the real world, images are often captured by cameras with distinct intrinsic parameters, which leads to the cross-camera domain gap. We observe that the structure of objects deform noticeably as their positions change, and the FoV parameter mainly impacts the deformation extent (Fig. 1).

The FoV parameter restricts the angle of the area that can be observed by a camera, i.e., the maximum incident angle of observable objects. Fig. 2 (a) illustrates how the variance of the incident angle affects the structural appearance of an object. \( l, m, \) and \( n \) are structure-alike objects which lie in different positions with the same distance to the optical center \( O \). When projected onto the imaging plane, the length of their images \( l', m', \) and \( n' \) are obviously different. Specifically, with the increase of an object’s deviation from the center of a scene (i.e., the expansion of the incident angle), its camera imaging becomes longer, which makes the object structure vary in different positions of an image.

Because of the restriction on the range of incident angles by FoV, the structural appearance of objects within the same category can be noticeably distinct between the source and target domains, as shown in Fig. 1 where different degrees of imaging deformation may occur in two domains. This kind of deformation is totally different from the lens distortion [54]. The latter is a deviation from rectilinear projection and can be fixed by camera calibration, and the calibrated image is the ideal projection on the imaging plane.

Considering the significance of learning structure-invariant feature representations in scene understanding [26, 11], the structural difference between the objects from two domains can trap a UDA model into a dilemma in which
that kind of difference cannot be handled well. To better elucidate the existence and underlying effect of the FoV gap between the two domains, we statistically analyze the incident angle distribution in various datasets. Specifically, we define $\alpha$ and $\beta$ ($\alpha$ is shown in Fig. 2(c), $\beta$ is the counterpart in $yFz$ plane) as a point’s incident angles towards the optical center along the horizontal and vertical axis, respectively. Notice that the imaging deformation of an object is closely related to $\alpha$ and $\beta$, and the deformation extent continuously increases along these two angles’ absolute values. Therefore, we span the $\alpha$ axis and $\beta$ axis to form a two-dimensional space, named as Angular-Position space (AP space), in which the absolute value of each point’s coordinate measures the horizontal and vertical deformation extent of the object lying in the corresponding position. We then count the number of foreground occurrences for each $(\alpha, \beta)$ integer values on KITTI [19] and Cityscapes [10] datasets, and these statistics are displayed as heat maps in Fig. 3. It can be observed that the objects of KITTI dataset distribute in a wider range of incident angles than those of Cityscapes dataset, which leads to two opposite directions of cross-FoV adaptation (see below).

**FoV-increasing Adaptation.** In this case, the target domain possesses a wider FoV distribution than the source domain, e.g. adapting from Cityscapes (Fig. 3(b)) to KITTI (Fig. 3(a)), which means that the objects in target domain own a greater range of deformation extents. Consequently, some target objects fall in the regions without source objects in the AP space, and they cannot be well aligned to the source domain for the lack of proper supervision from similar-appearance counterparts, which impairs the performance of UDA models. The proposed PIT module (Sec. 3.2) effectively mitigates this defect via its position-invariance.

**FoV-decreasing Adaptation.** In this case, the target domain has a narrower FoV distribution, e.g. adapting from KITTI (Fig. 3(a)(c)) to Cityscapes (Fig. 3(b)), such that the distributional range of target objects are covered by that of source objects. It is true that when the source objects are dense enough everywhere (Fig. 3(a)) in the AP space, domain alignment can be well performed by a UDA method. However, when the source domain has low data density (Fig. 3(c)), a target object can hardly find its source counterparts with a similar structural appearance which it can align with; meanwhile the source samples are not fully utilized. Under this situation, the proposed PIT approach (Sec 3.2) is able to gather source objects in the AP space and thus eases the alignment.

### 3.2. Position-Invariant Transform

The object deviating more from the principal axis of the lens would be stretched to a greater extent in the camera imaging process, which manifests the imaging deformation phenomenon in Fig. 1.

In order to alleviate this kind of deformation, we propose the **Position-Invariant Transform** (PIT). Fig. 2(a) shows the principle of PIT. The location of a point’s image is the intersection of its incident light passing through the optical center $O$ and the imaging surface, so the imaging of a scene would be altered by changing the imaging surface. In this method, the incident light from an object passing through $O$ is received with a spherical surface instead of a plane, i.e. the $uFv$ surface with sphere center $O$ shown in Fig. 2(b). In such a spherical space, images can largely retain the relative size of original objects. For the same-size objects $l$, $m$ and $n$ in Fig. 2(a), they are mapped to $l''$, $m''$ and $n''$ with the same length on the $uFv$ surface. This example illustrates that the imaging on a spherical surface is invariant to the object’s angular position, i.e. satisfying position-invariance.

After manifesting the benefits of a spherical surface over 2D imaging plane, a projection from spherical image back to a new plane image is needed to match the image with the input form of network. Thus, such projection should have two properties, which cannot be satisfied by the existing projection approaches (e.g. equirectangular, Mercator, etc.): (1) the image space after transformation should obey position-invariance, in order to align instances in the pixel level; (2) the horizontal (vertical) line should remain horizontal (vertical) after transformation, so as to ensure the
validity of bounding box labels. Taking both properties into
consideration, we formulate a new projection which is de-
defined as (referring to Fig. 2(c) for intuitive notions):

\[ X(U) = f \times \tan\left(\frac{U}{f}\right), \quad (1) \]

\[ Y(V) = f \times \tan\left(\frac{V}{f}\right), \quad (2) \]

\[ M'[U][V] = M[X(U)][Y(V)], \quad (3) \]

where \((X, Y)\) is the coordinate in the original image space
(i.e. the \(xFy\) coordinate system with origin \(F\)), and \((U, V)\)
is the coordinate in the image space after PIT (i.e. the \(ufv\)
coordinate system with origin \(F\)). \(M[X][Y]\) and \(M'[U][V]\)denote the pixel values of the corresponding points before
and after transformation. \(f\) is the focal length which can be
estimated using the FoV parameter or precisely calculated
by camera calibration.

As shown in Fig. 1, the size of an image becomes smaller
after PIT, and the regions further from the center of a scene
are compressed with a higher ratio. Furthermore, the verti-
cal/horizontal lines are preserved after PIT.

### 3.3. Cross-FoV Domain Adaptation

**Integration.** The proposed PIT method can be utilized as
a plug-and-play module to existing cross-domain detection
and segmentation frameworks. As shown in Fig. 4, both the
images from the source and target domains are first fed into
the PIT module to be transformed into the position-invariant
ones, which serve as the inputs to the task network. In the
training phase, the labels from source domain are also trans-
formed by PIT to provide supervision. As for inference, the
prediction result of the task network is mapped back to the
original image space by the reverse PIT module which out-
puts the final prediction.

**Reverse PIT and loss re-weighting strategy.** Since the
evaluation is conducted with the un-transformed ground
truth, it is plausible to provide supervision with the original
labels, as shown by the black dash lines in Fig. 4. However,
different from the PIT process which only needs to execute
once for each input image in the datasets, the reverse PIT
module would be employed in each iteration and cause ex-
tra computational cost. In order to accelerate the training,
we design a pixel-wise loss re-weighting strategy to sub-
stitute the reverse PIT module during the training process.
A pixel in the transformed image corresponds to a region
in the original image, and each pixel in the original image
weighs equally in evaluation. Therefore, a transformed
pixel's weight should be the area of its mapping region, de-
pending on the pixel’s position. With this weight, the trans-
formed supervision is equivalent to the reverse PIT in terms
of loss computation. The weighting matrix is formulated as:

\[ w_R(U, V) = (X(|U|+1) - X(|U|)) \times (Y(|V|+1) - Y(|V|)), \quad (4) \]

where \(w_R\) is the weight assigned to pixel located in \((U, V)\)
in the transformed image.

Using the weights derived above, we re-weigh the pixel-
wise losses, including the task-specific loss \(L_{\text{task}}\) (e.g. the
supervised loss \(L_{\text{sup}}\) in [9]) and the domain adaptation loss
\(L_{\text{da}}\) (e.g. the consistency loss \(L_{\text{con}}\) in [9]):

\[ L = L_{\text{task}} \otimes W_R + \lambda L_{\text{da}} \otimes W_R, \quad (5) \]

where \(\lambda\) is the weight to balance the two losses.

With this loss re-weighting strategy, we can use the
transformed labels to optimize the model, as shown by the
green line in Fig. 4, which speeds up the training procedure.

### 4. Experiments

We conduct extensive experiments on object detection
and semantic segmentation tasks. The results show that our
approach can soundly boost the performance on cross-FoV adaptation by easily plugging it into any UDA frameworks.

### 4.1. Experimental Setup

**Datasets.** We utilize three public datasets provided with FoV parameters in our experiments: Cityscapes [10], KITTI [19] and Virtual KITTI [17]. In here, we add a two-dimensional array after the name of each dataset, to indicate the approximate horizontal and vertical FoV parameters \((\text{FoV}_x, \text{FoV}_y)\) of the camera for scene capturing.

- **Cityscapes** [10] \((50^\circ, 26^\circ)\) is a dataset of street scenes in several cities. It owns 2,975 images for training and 500 for validation, and both of them have dense pixel-level labels. We get the bounding box labels for object detection task by calculating the tightest rectangles of instance annotations as [8] did. It uses 4 types of cameras with different FoVs \((49.5^\circ < \text{FoV}_x < 51.7^\circ, 25.5^\circ < \text{FoV}_y < 26.2^\circ)\), and we process each image with its own recorded FoV.

- **KITTI** [19] \((90^\circ, 34^\circ)\) is a real-world dataset containing 7,481 images with bounding boxes and another 200 images with pixel-level labels. In the detection task, we split the the training set and the validation set manually. In the segmentation task, it is used as the target domain only due to the lack of pixel-level annotations.

- **Virtual KITTI** [17] \((80^\circ, 29^\circ)\) is a synthetic dataset which clones the scenes from the KITTI with 21,260 images. It provides pixel-level instance labels, and the bounding boxes are obtained as those in Cityscapes.

**Baselines and Comparison Methods.** Following the experimental design in [59], we select SWDA [43], SCL [45], GPA [60] as our baseline methods for cross-domain detection, and Self-Ensembling [9], CowMix[16], CutMix[15], DACS [49] for cross-domain segmentation.

We re-implement these methods for fair comparisons, and our re-implementations attain higher accuracies than the reported ones. When comparing with other state-of-the-art methods, we use the results from the original papers.

**Implementation Details.** In object detection experiments, VGG16 [46] model pre-trained on ImageNet [12] is used as the backbone of all the selected methods. The hyper-parameters are set according to the original papers. The average precision (AP) is used as evaluation metric.

In semantic segmentation experiments, the DeepLabv2 [5] with ResNet101 [22] pretrained on ImageNet [12] and on MSCOCO [32] is used as our backbone. Hyper-parameters are set following [50, 9].

### 4.2. The Existence of FoV Gap

In order to prove the existence of FoV gap, we crop the images (Fig. 5) to generate new datasets with certain \(\text{FoV}_x\). Then we train a Faster-RCNN [41] model (but NOT a UDA method) on KITTI-50\(^\circ\), and test it directly on KITTI-70\(^\circ\)/80\(^\circ\)/90\(^\circ\) to examine the compactness of features.

Table 1 shows the detection results of these source-only experiments. Without PIT, the performance gets worse as the FoV gap gets bigger, while PIT effectively suppresses the performance drop. It demonstrates that the PIT module plays an important role in bridging the FoV gap.

### 4.3. Domain Adaptation for Object Detection

#### 4.3.1 FoV-increasing Adaptation

**Cityscapes** \((50^\circ, 26^\circ) \rightarrow \text{KITTI} (90^\circ, 34^\circ)\). It’s a cross-camera adaptation, in which FoV gap is one of the main components of the domain gap. Table 3 shows the AP results of the car class. With our proposed PIT method, all the methods performed much better than their vanilla versions. The highest gain reaches 5.27\%, which is a remarkable improvement in object detection.

**Virtual KITTI** \((80^\circ, 29^\circ) \rightarrow \text{KITTI} (90^\circ, 34^\circ)\). It’s a synthetic-to-real adaptation in which FoV gap is a minor factor of domain gap. The results are shown in Table 4.

In order to look into the factors which influence the effectiveness of our method, we design controlled experiments. We crop the images (see Fig. 5) with certain \(\text{FoV}_x\) and use them as the source or target domain.

In Table 2, experiments in the upper part have the same source \(\text{FoV}_x\) and incremental target \(\text{FoV}_x\) (i.e., incremental FoV gap), and those in the bottom part of Table 2 have a constant target \(\text{FoV}_x\) with different source \(\text{FoV}_x\). With the fixed \(\text{FoV}_x\) in one domain, the larger \(\text{FoV}_x\) gaps result in worse performance in the baseline, while our method gains higher improvement. These results verify that our pro-
Table 2: Detection results of Virtual KITTI → KITTI (cropped with specified FoV x.)

| Source | Method | Target FoV x: 50° | Target FoV x: 70° | Target FoV x: 90° |
|--------|--------|------------------|------------------|------------------|
|        |        | car AP(%) | Gain(%) | car AP(%) | Gain(%) | car AP(%) | Gain(%) |
| 40°    | SCL (Arxiv’20) [45] | 69.81 | 0.75 | 68.04 | 1.04 | 65.71 | 3.33 |
|        | SCL + PIT | 70.56 |        | 69.08 |        | 69.04 |        |

Table 3: Detection results of Cityscapes → KITTI.

| Methods | car AP(%) | Gain(%) |
|---------|-----------|---------|
| DAFRCN+(CVPR’18) [8] | 64.10 | - |
| SWDA**+(CVPR’19) [43] | 71.00 | - |
| MAF+(ICCV’19) [23] | 72.10 | - |
| SCL+(Arxiv’19) [45] | 72.70 | - |
| ATF+(ECCV’20) [24] | 73.50 | - |
| SWDA (CVPR’19) [43] | 72.42 | 3.35 |
| SWDA + PIT | 75.77 |        |
| SCL (Arxiv’19) [45] | 75.28 | 1.84 |
| SCL + PIT | 77.11 |        |
| GPA (CVPR’20) [60] | 69.24 |        |
| GPA + PIT | 74.51 | 5.27 |

* reported from its original paper, and ** from [24].

Table 4: Detection results of Virtual KITTI → KITTI.

| Methods | car AP(%) | Gain(%) |
|---------|-----------|---------|
| SWDA (CVPR’19) [43] | 69.74 |        |
| SWDA + PIT | 71.86 | 2.12 |
| SCL (Arxiv’19) [45] | 70.50 |        |
| SCL + PIT | 71.91 | 1.41 |
| GPA (CVPR’20) [60] | 65.36 |        |
| GPA + PIT | 70.71 | 5.35 |

Table 5: Comparison with data augmentation.

| SWDA [43] Aug PIT | car AP(%) | Gain(%) |
|-------------------|-----------|---------|
| ✓                 | 72.42 | - |
| ✓ ✓               | 74.74 | 2.32 |
| ✓ ✓ ✓             | 75.77 | 3.35 |
| ✓ ✓ ✓             | 76.93 | 4.51 |

4.3.2 FoV-decreasing Adaptation

As analyzed in Section 3.1, in this case, our method works with insufficient labeled data. So we reduce the size of the source dataset manually for the experiment setting, with no special treatment on the target domain.

**KITTI** (90°, 34°) → **Cityscapes** (50°, 26°). We use 1,000 labeled images in KITTI dataset as source data. Table 6a shows the detection results on Cityscapes, and our method outperforms baselines by 1.48% ~ 2.01% on car AP.

**Virtual KITTI** (80°, 29°) → **Cityscapes** (50°, 26°). We use the “clone” subset (2126 images) of Virtual KITTI as source data. As shown in Table 6b, our method achieves increases when plugged in all the baseline networks.

4.4. Domain Adaptation for Semantic Segmentation

We conduct two experiments: 1) **Cityscapes** (50°, 26°) → **KITTI** (90°, 34°), 2) **Virtual KITTI** (80°, 29°) → **KITTI** (90°, 34°). mIoUs are reported for comparisons. The class-wise IoUs are reported in the supplementary material.

The results are shown in Table 7. Assembled in four state-of-the-art domain adaptive semantic segmentation methods, our method improves the mIoUs by 1.06% to 1.77% compared to the original methods, which again demonstrates the effectiveness of the proposed method.

4.5. Comparison with Data Augmentation

Though served as a fixed part before and after the network, PIT is totally different from data augmentation. Data augmentation processes data with random parameters in several directions to diversify samples, while PIT aims at the opposite purpose. It calculates the optimal transform directly and reduces the variety of intra-class instances, which is beneficial for the feature alignment.

We use the commonly-used data augmentation (random scale and random crop) [56] in experiments. Results in
Table 6: Detection results of FoV-decreasing case.

(a) KITTI subset → Cityscapes.

| Methods                  | car AP(%) | Gain(%) |
|--------------------------|-----------|---------|
| SWDA (CVPR’19) [43]      | 39.67     | 2.01    |
| SWDA + PIT               | 41.68     |         |
| SCL (Arxiv’20) [45]      | 38.64     | 1.61    |
| SCL + PIT                | 40.25     |         |
| GPA (CVPR’20) [60]       | 44.77     | 1.48    |
| GPA + PIT                | 46.25     |         |

(b) Virtual KITTI subset → Cityscapes.

| Methods                  | car AP(%) | Gain(%) |
|--------------------------|-----------|---------|
| SWDA (CVPR’19) [43]      | 37.53     | 1.42    |
| SWDA + PIT               | 38.95     |         |
| SCL (Arxiv’19) [45]      | 37.22     | 1.49    |
| SCL + PIT                | 38.71     |         |
| GPA (CVPR’20) [60]       | 44.56     | 1.00    |
| GPA + PIT                | 45.56     |         |

Figure 6: The bin-wise performance in AP space. Based on detection task Cityscapes → KITTI, SWDA [43] backbone.

Table 7: Segmentation results.

(a) Cityscapes → KITTI.

| Method                               | mIoU | Gain |
|--------------------------------------|------|------|
| Self-Ensembling (ICCV’19) [9]       | 59.54| 1.45 |
| Self-Ensembling + PIT                | 61.00|      |
| CowMix (Arxiv’20) [16]               | 59.15| 1.22 |
| CowMix + PIT                         | 60.37|      |
| CutMix (BMVC’20) [15]                | 58.78| 1.31 |
| CutMix + PIT                         | 60.09|      |
| DACS (WACV’21) [49]                  | 59.19| 1.63 |
| DACS + PIT                           | 60.82|      |

(b) Virtual KITTI → KITTI.

| Method                               | mIoU | Gain |
|--------------------------------------|------|------|
| GIO-Ada* (CVPR’19) [7]               | 53.5 |      |
| Self-Ensembling (ICCV’19) [9]       | 55.45| 1.77 |
| Self-Ensembling + PIT                | 57.22|      |
| CowMix (Arxiv’20) [16]               | 56.07| 1.17 |
| CowMix + PIT                         | 57.24|      |
| CutMix (BMVC’20) [15]                | 55.58| 1.14 |
| CutMix + PIT                         | 56.72|      |
| DACS (WACV’21) [49]                  | 55.51| 1.06 |
| DACS + PIT                           | 56.57|      |

5. Conclusion

In this paper, we statistically analyzed the impact of FoV difference between domains, including both FoV-increasing and -decreasing cases. Then we proposed a novel method (PIT) for cross-FoV detection/segmentation, which can be widely used in real-world applications due to the variety of cameras. Our method aligns the structural appearance of instances in the same category across domains. We also design a loss re-weighting strategy as a substitution of reverse PIT to speed up the training. As a plug-and-play approach, our method can be easily embedded into a wide range of existing networks. Experiments demonstrate that it boosts the performance in cross-domain detection and segmentation.
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7. Appendix.

7.1. Class-wise Detection Results

In the paper, we follow the setting of DA-FRCN [8], SCL [45] and GPA [60] for fair comparison, which only have car results in the adaptation between Cityscapes → KITTI. In order to verify the generalization ability of our method, we conduct an experiment training with 4-classes label (4 overlapped classes in these two datasets). Results in Tab. 8 shows that PIT can work on multi-class training.

7.2. Class-wise Segmentation Results

Tab. 10 and Tab. 11 shows the IoU of each class in semantic segmentation experiments. The results demonstrate that PIT module tends to improve the performance of large objects, for the reason that their area spans a larger FoV and thus lead to a greater extent of intra-instance deformation in the original images.

7.3. Full-size FoV-decreasing Adaptation

Sec. 3.2 analyzes the different situation (i.e. whether the source image is sufficient) in FoV-decreasing case, and Sec. 4.3.2 gives the result of insufficient source images (a subset of source dataset). For reference, Tab. 9 shows the result of sufficient source images (the fullsize source dataset). In FoV-decreasing case, the PIT module works better when there are not enough source samples.

8. Computational Overhead

Datasets can be transformed and saved before training, and it takes little time to transform an image. For example, it takes 0.27s to process an image in Cityscapes (2048 × 1024 pixels), and 0.06s for one from KITTI (1242 × 375 pixels) with a Tesla V100 GPU.

Table 12 shows the time comparison of segmentation task Cityscapes→KITTI with and without PIT. Due to the fact the Self-Ensembling [9] is the representational method of the consistency regulariaztion [15, 16, 49, 64, 65], we use [9] as our backbone framework. It needs little additional time to train with PIT and reverse PIT modules. Using our re-weighting strategy, training time for each iteration declines due to the smaller sizes of transformed images, and the performance remain similar (mIoU = 60.62% for reverse PIT and 61.00% for re-weighting). Adding the fixed time of PIT process, the average time rises little in few iterations, and even becomes less in a large number of iterations. In addition, the inference time per image in this task changes from 0.081s to 0.096s when adding our method, which only costs 10.9s extra time for the validation of 748 images.

9. Qualitative results

We visualize the qualitative results of task Cityscapes [10] (50°, 25°) → KITTI [19] (90°, 34°).

Fig. 7 shows the detection results using GPA [60] as the baseline. In results of the baseline (left column), the off-centered objects are likely to be recognized as several smaller objects or be detected partially due to their greater deformation extent. Our method (right column) solves these problem successfully by alleviating this kind of deformation, leading to clearer and more precise predicted bounding boxes.

Using Self-Ensembling [9] as the baseline, we get the qualitative segmentation results in Fig. 8. Our method provides more accurate predictions, especially in the off-centered pixels.
Table 10: Class-wise adaptive segmentation results (%) of Cityscapes → KITTI.

| Method               | road  | sidewalk  | building | wall  | fence | pole  | light | sign  | vegetation | sky  | person | car  | truck | bus  | train | motorcycle | bike |
|----------------------|-------|------------|----------|-------|-------|-------|-------|-------|------------|------|--------|------|-------|------|-------|------------|------|
| Self-Ensembling [9]  | 85.36 | 48.30      | 39.50    | 45.64 | 58.95 | 53.08 | 87.86 | 52.70 | 93.40       | 58.09| 47.01  | 52.20| 68.08| 37.41| 49.24| 48.28       | 59.54|
| Self-Ensembling + PIT | 88.86 | 49.00      | 81.18    | 43.04 | 40.90 | 38.10 | 57.57 | 53.46 | 57.15       | 50.27| 50.87  | 58.05| 76.99| 42.48| 51.13| 60.37       |
| CowMix [16]          | 85.26 | 49.16      | 80.64    | 43.16 | 56.47 | 59.81 | 86.81 | 58.41 | 87.15       | 47.16| 46.80  | 49.09| 57.15| 42.23| 87.21| 52.93       | 61.00|
| CowMix + PIT         | 90.44 | 48.31      | 80.71    | 41.46 | 38.16 | 38.10 | 53.06 | 60.81 | 90.41       | 58.05| 69.80  | 60.04| 32.99| 49.41| 61.00| 60.37       |
| CutMix [15]          | 83.61 | 47.56      | 77.89    | 37.71 | 45.35 | 58.52 | 86.51 | 54.71 | 53.46       | 50.90| 45.06  | 72.74| 31.23| 49.05| 46.73| 58.78       |
| CutMix + PIT         | 90.81 | 48.40      | 80.48    | 45.99 | 37.21 | 39.79 | 58.11 | 52.57 | 86.78       | 45.06| 52.67  | 70.63| 37.00| 42.56| 60.37| 60.09       |
| DACS [49]            | 84.90 | 46.10      | 80.04    | 34.10 | 41.22 | 41.35 | 59.29 | 55.23 | 86.75       | 59.15| 49.94  | 52.67| 36.95| 42.56| 51.42| 60.82       |
| DACS + PIT           | 90.30 | 51.18      | 78.63    | 42.22 | 41.08 | 41.35 | 59.29 | 55.23 | 86.75       | 59.15| 49.94  | 52.67| 66.15| 56.67| 51.42| 60.82       |

* the reported performance from its original paper.

Table 11: Class-wise adaptive segmentation results (%) of Virtual KITTI → KITTI.

| Method                          | road  | building | pole  | light | sign  | vegetation | sky  | car  | truck | mIoU |
|--------------------------------|-------|----------|-------|-------|-------|------------|------|------|-------|------|
| GIO-Ada*(CVPR'19) [7]           | 81.4  | 71.2     | 11.3  | 26.6  | 23.6  | 82.8       | 56.5 | 80.1 | 12.7  | 53.5 |
| Self-Ensembling [9]             | 84.63 | 71.42    | 10.14 | 28.51 | 40.09 | 46.58      | 89.33| 84.85| 16.19 | 55.45|
| Self-Ensembling + PIT           | 86.67 | 72.83    | 7.14  | 29.77 | 40.70 | 56.95      | 90.13| 85.98| 16.95 | 57.22|
| CowMix [16]                     | 83.89 | 68.96    | 12.58 | 30.30 | 39.02 | 50.77      | 89.05| 84.02| 18.00 | 56.07|
| CowMix + PIT                    | 87.16 | 67.54    | 8.43  | 30.33 | 42.53 | 54.23      | 91.10| 86.69| 20.85 | 57.24|
| CutMix [15]                     | 84.05 | 71.95    | 12.09 | 34.04 | 36.95 | 51.47      | 87.64| 83.89| 10.77 | 55.58|
| CutMix + PIT                    | 87.53 | 66.08    | 12.54 | 30.15 | 41.35 | 55.61      | 90.83| 86.56| 12.76 | 56.72|
| DACS [49]                       | 87.35 | 66.81    | 10.49 | 30.24 | 41.94 | 54.92      | 90.97| 86.63| 16.81 | 56.98|
| DACS + PIT                      | 85.82 | 72.21    | 5.08  | 26.64 | 42.07 | 52.87      | 90.43| 86.07| 20.50 | 56.57|

Table 12: Time comparison of segmentation task Cityscapes → KITTI on a Tesla V100 GPU. RPIT refers to directly using reversed PIT in loss calculation, while re-weighting means using our proposed re-weighting strategy.

| Iteration | Method                          | $T_{PIT}$ (s) | $T_{train}$ (s) | $T_{total}$ (s) | $T_{average}$ (s) |
|-----------|--------------------------------|---------------|-----------------|-----------------|-------------------|
| 10k       | Self-Ensembling [9]            | 0             | 9,454.8         | 9,454.8         | 0.95              |
|           | Self-Ensembling + PIT (RPIT)   | 1.207.2       | 9,849.1         | 11,056.3        | 1.11              |
|           | Self-Ensembling + Pit (re-weighting) | 1.207.2       | 9,150.3         | 10,356.5        | 1.04              |
| 100k      | Self-Ensembling [9]            | 0             | 94,548.0        | 94,548.0        | 0.95              |
|           | Self-Ensembling + PIT (RPIT)   | 1.207.2       | 98,491.0        | 99,698.2        | 1.00              |
|           | Self-Ensembling + Pit (re-weighting) | 1.207.2       | 91,503.0        | 92,710.2        | 0.93              |
Figure 7: Qualitative detection results of task Cityscapes $\rightarrow$ KITTI, all the predictions are car class.
Figure 8: Qualitative segmentation results of task Cityscapes → KITTI.
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