Supervised MPC control of large-scale electricity networks via clustering methods
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Summary
This paper describes a control approach for large-scale electricity networks, with the goal of efficiently coordinating distributed generators to balance unexpected load variations with respect to nominal forecasts. To mitigate the difficulties due to the size of the problem, the proposed methodology is divided in two steps. First, the network is partitioned into clusters, composed of several dispatchable and non-dispatchable generators, storage systems, and loads. A clustering algorithm is designed with the aim of obtaining clusters with the following characteristics: (i) they must be compact, keeping the distance between generators and loads as small as possible; (ii) they must be able to internally balance load variations to the maximum possible extent. Once the network clustering has been completed, a two layer control system is designed. At the lower layer, a local Model Predictive Controller is associated to each cluster for managing the available generation and storage elements to compensate local load variations. If the local sources are not sufficient to balance the cluster’s load variations, a power request is sent to the supervisory layer, which optimally distributes additional resources available from the other clusters of the network. To enhance the scalability of the approach, the supervisor is implemented relying on a fully distributed optimization algorithm. The IEEE 118-bus system is used to test the proposed design procedure in a non trivial scenario.
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1 INTRODUCTION

With the increasing penetration of volatile renewable energy sources in the electrical grid, such as photovoltaic and wind-turbine generators, and of new non-deterministic loads, such as charging stations for electric vehicles, grid control has become an increasingly complex task. Indeed, the output power of renewables and the load requests frequently deviate from the nominal
forecasts, causing continuous power imbalances between generation and absorption which must be promptly restored in order to avoid undesired and critical deviations of the network frequency. The control strategies established in the past heavily rely on the inertia of large rotating generators to ensure stability and on-demand power generation. As such, they are inadequate for coping with the above challenges. In recent years, the development of new solutions for grid control has received increasing attention and many different approaches have been proposed with the aim of ensuring the power balance by compensating unexpected power variations of renewable energy sources and loads. Centralized strategies to counteract power variations of external loads have been proposed in the literature, controlling distributed generators and micro-grids. The availability of storage systems, together with reliable forecasts on the generation from renewable sources and on the consumption of loads, make Model Predictive Control (MPC) the most promising control design method for this class of problems. The use of centralized MPC regulators for balancing unexpected power variations has been also proposed. However, pure centralized approaches suffer from scalability and computational complexity issues, and therefore they are not advisable to efficiently control large-scale systems (LSS), like modern electricity networks.

A well known and effective solution to control LSS is to first partition them into small-scale, non-overlapping subsystems and then to design local controllers to be properly coordinated. To this end, "flat" control structures can be adopted, where the information exchange is limited to neighbouring subsystems and distributed optimization algorithms are used for coordination. Alternatively, hierarchical and multilayer structures, where information is exchanged between local regulators and a coordinating supervisor, have been proposed. In both these solutions, i.e. distributed or hierarchical control schemes, MPC has been widely used in the design of the regulators in view of its ability to optimize the local and/or global system behaviour and to handle constraints. In any case, either for decentralized, distributed, or hierarchical solutions, a smart partitioning is fundamental to reduce the interconnections among subsystems, simplify the coordination phase, and improve the overall performance.

Many partitioning methods have been proposed in the literature. Among them, those based on the analysis of static interconnections or on structural properties of linear systems have been widely adopted in the design of decentralized and distributed controllers. More recently, and mainly with reference to distribution networks (electricity, gas, water, or heat), partitioning algorithms have been developed based on graph theoretical criteria and/or on topological properties. Other approaches rely on social network community detection, game theory, or Page Rank. Switching topologies, often combined with the design of MPC algorithms, have been studied to account for varying characteristics of the network.

Another recently developed approach, named coalitional control, is based on the following idea: assuming the network divided into non-overlapping clusters, each agent accepts to belong to a given cluster until this guarantees it an economic benefit. With specific reference to the clustering of power networks, many other contributions have been proposed, including sparsity-promoting optimization algorithms for damping the inter-area oscillations in power networks.
Our paper focuses on the design of a network partitioning procedure and of a corresponding control architecture, in order to balance unexpected load power variations in large-scale power networks. To properly accomplish this task, the proposed clustering algorithm takes into account the available power capability of distributed generators and the maximum expected load power variations in creating the network partitions. Being informed by the system physics, our partitioning algorithm is very different from those based on information or graph criteria. It also sets apart from contributions on clustering of power networks in terms of models and objectives which have a major impact on the partitioning algorithm. Similarly, approaches devised for general distributed MPC architectures and conceived for mitigating the effect of non-idealities of communication network or for facilitating distributed optimization are not suited for promptly balancing power variations. A preliminary and simple online strategy to create partitions with sufficient power capability has been presented, aiming to balance unforeseen load current variations in islanded DC micro-grids.

Our novel multi-layer control architecture for ensuring an efficient network partitioning and a prompt compensation of power imbalances relies on the following steps:

- The electricity network is first partitioned into small-scale clusters of nodes, composed of distributed generators, either dispatchable or non-dispatchable, and loads. These units are referred to in the following as sources and sinks, respectively. The design of the clusters has a twofold objective. First, they must be "compact", keeping the distance between any individual pair of nodes within each cluster as small as possible. Second, they must have the highest possible degree of independence, i.e., they must be able of internally balancing load power variations using the available generators, requiring for external assistance just in a few unlikely and extreme scenarios.

- The partitioned network is regulated by a two-layer control scheme. The lower layer is composed by decentralized Model Predictive Control (MPC) regulators, implemented at the top of each grid cluster, and coordinating dispatchable generators and associated storage units in each cluster to balance the local demand variability. If local sources are not sufficient to balance a cluster, the corresponding local MPC regulator can issue a power request to the upper supervisory layer, which is in charge of supporting those clusters that are subject to shortages by redirecting resources from the others. The supervisory layer is designed through a fully distributed optimization problem, based on the distributed Dual Consensus ADMM (DC-ADMM) algorithm, see. This two layer scheme generalizes an already presented preliminary results. A schematic of the proposed two-layer control architecture is depicted in Figure [1].

## 2 | NETWORK CLUSTERING ALGORITHM

We denote by $\tau$ the basic sampling period used in the clustering and control algorithms. Clusters and control actions are defined for an overall time period composed of $N_t$ sampling time instants and denoted as $T_t = \{0, \ldots, N_t - 1\}$. To exploit recent
information about load absorption and renewable production, every $N_c$ time steps, the network is periodically re-partitioned into clusters. For simplicity, $N_c$ is defined as a divisor of $N_t$, and the term $\gamma = N_t / N_c$ denotes the number of clustering periods over $T_t$. Considering $\eta = 1, \ldots, \gamma$, the $\eta$-th clustering period is composed by the time instants $T_{c\eta} = ((\eta - 1)N_c, \ldots, \eta N_c - 1)$. A representation of the time division is depicted in Figure 2.

To partition the network into clusters, for each clustering period the following procedure is performed.

- The first step consists in associating sources to sinks (i.e. generators to loads), defining the optimal power transactions to compensate power imbalances caused by unexpected load variations. This is pursued through suitably defined optimization problems, considering also constraints related to the capability of sources and the demand trends of sinks. Since the network is assumed to be connected, each source can be associated to any sink of the network. Moreover, each source can be associated to more than one sink, and each sink demand can be satisfied by multiple source nodes.
• Once the transactions between sources and sinks have been identified, these are projected onto the real network graph. As it will be explained in the next paragraphs, the transactions are mapped considering the shortest path connecting a source and a sink, in order to maximize the compactness of the clusters. The projection of transactions into the real network serves to define the importance of each transmission line by properly computing suitable weights.

• Finally, the network graph is partitioned by minimising the edge-cut, i.e. the sum of the weights of the edges connecting individual clusters. This is a specific instance of the so-called k-way partitioning problem, in which a given graph is divided into a pre-determined amount of balanced, connected and non-overlapping clusters. This task is performed using the well-known software tool METIS designed for graph partitioning problems.

The electric network is modeled as a undirected, connected and weighted graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{1, \ldots, V\} \) indicates the set of nodes, while \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) is the set of edges. We denote by \( |\mathcal{V}| = V \) the cardinality of the set of nodes. Each edge \( e \in \mathcal{E} \) is characterized by a weight \( l_e \), for instance representing the physical length of the corresponding network line. For the sake of clarity, each edge \( e \in \mathcal{E} \) can be also represented by the pair of its end-nodes \( a, b \in \mathcal{V} \), i.e. \( [a, b] = e \). Since the graph is assumed to be connected, \( \forall i, j \in \mathcal{V} \), there exists at least one path connecting the nodes \( i \) and \( j \). The cost of a path \( i_0, i_1, \ldots, i_n \) from node \( i_0 \) to node \( i_n \) is \( \sum_{k=1}^{n} l_{[i_{k-1}, i_k]} \). A path from \( i_0 \) to \( i_n \) is termed the shortest path if the associated cost is minimal among all paths from \( i_0 \) to \( i_n \). The set of edges composing the shortest path connecting two different nodes \( i, j \in \mathcal{V} \) is denoted by \( \mathcal{L}_{ij} \subseteq \mathcal{E} \) and the associated cost is

\[
{c}_{ij} = \sum_{e \in \mathcal{L}_{ij}} l_e .
\]  

(1)

It is worth noticing that there may be multiple shortest paths connecting \( i \) and \( j \); in this case, \( \mathcal{L}_{ij} \) is chosen arbitrarily among these paths. Given two nodes in a graph, several algorithms for computing the shortest paths are available in the literature, such as the Dijkstra’s algorithm. Therefore, given the network graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \), it is assumed that for each pair of nodes \( i, j \in \mathcal{V} \), the shortest path \( \mathcal{L}_{ij} \) is already available, together with the cost terms \( c_{ij} \).

As mentioned, the network graph comprises source nodes and sink nodes, which are included in the sets \( \mathcal{S} \subseteq \mathcal{V} \) and \( \mathcal{D} \subseteq \mathcal{V} \), respectively. Moreover, consistently with many realistic applications, it is supposed that some source nodes are also endowed with storage devices, e.g. batteries, which are included in the set \( \mathcal{B} \subseteq \mathcal{S} \). For the sake of simplicity, storages are not considered during the clustering procedure, as the evolution of the states of charges cannot be known a-priori; instead, their presence will be exploited during the control design phase described in Section 3.

Without loss of generality, consider now the first clustering period, i.e. the one covering the time interval \( T_c = \{0, \ldots, N_c - 1\} \), and the time index \( k \) denoting the generic sampling time in \( T_c \). At any \( k \), and for each source \( i \in \mathcal{S} \), denote by \( S_i^c(k) \) and \( S_i^s(k) \)
its maximum and minimum power limits, respectively. Analogously, for each sink \( j \in D \), the maximum and minimum power absorption are \( D_{\uparrow}^j(k) \) and \( D_{\downarrow}^j(k) \). In order to consider the variability of sources and sinks within the clustering period, these limits are assumed to depend upon time.

In addition, we assume that the nominal values of loads’ absorption, i.e. \( \bar{D}_{\downarrow}^j(k) \in [D_{\downarrow}^j(k), D_{\uparrow}^j(k)] \), and the corresponding optimal nominal values of sources’ production \( \bar{S}_{\uparrow}(k) \in [S_{\uparrow}^i(k), S_{\downarrow}^i(k)] \) are available for each time instant \( k \), computed for instance by solving an Optimal Power Flow problem in nominal conditions\(^6\). Therefore, the maximum and minimum permissible power variations of generators and loads with respect to their nominal values can be defined at any \( k \) as:

\[
\begin{align*}
\bar{s}_{\uparrow}^i(k) &= S_{\uparrow}^i(k) - \bar{S}_i(k) \geq 0 \\
\bar{s}_{\downarrow}^i(k) &= S_{\downarrow}^i(k) - \bar{S}_i(k) \leq 0 \\
\bar{d}_{\uparrow}^j(k) &= D_{\uparrow}^j(k) - \bar{D}_j(k) \geq 0 \\
\bar{d}_{\downarrow}^j(k) &= D_{\downarrow}^j(k) - \bar{D}_j(k) \leq 0
\end{align*}
\]

### 2.1 Transactions between sources and sinks

The first step of the procedure previously described consists in defining the power transactions between sources and sinks required to compensate power imbalances. To this end, the variable \( x_{ij}(k) \) is introduced to denote the power variation, with respect to its nominal value, flowing from source \( i \in S \) to sink \( j \in D \) at time \( k \). Moreover, a slack variable \( x_{\downarrow}^j \) is used to identify the amount of demand variation of sink \( j \) that cannot be provided by sources in \( S \). If the network to be partitioned is not isolated, e.g. it is a distribution electrical network connected to the main utility, \( \sum_{j \in D} x_{\downarrow}^j(k) \) corresponds to the total amount of demand not satisfied by internal sources, but by external entities.

The transactions of flows between sources and sinks, i.e. the values of \( x_{ij} \) can be computed according to different approaches. Here, for each pair \((i, j)\), we compute \( x_{ij} \) as the "average" absolute value of the flows obtained by considering the optimal solutions of two different optimization problems, namely the ones corresponding to the cases where all the load power variations take either their maximum values \( d_{\uparrow}^j(k) \) or their minimum ones \( d_{\downarrow}^j(k) \). These power flows are named \( x_{\uparrow}^j(k) \) and \( x_{\downarrow}^j(k) \), respectively. Accordingly, \( x_{\uparrow}^j(k) \) and \( x_{\downarrow}^j(k) \) will denote the amount of power variability of sink \( j \) that cannot be satisfied by internal sources in the two considered scenarios.

In view of the previous considerations, the following problems \( P1 \) and \( P2 \) are solved at each \( k = 0, \ldots, N_c - 1 \) to compute the optimal values of \( x_{\uparrow}^j(k) \) and \( x_{\downarrow}^j(k) \), respectively, in the two scenarios.
**Problem P1**

\[
\begin{align*}
\text{min} & \quad \sum_{i \in S} \sum_{j \in D} c_{ij} |x_{ij}^\uparrow(k)| + \sum_{j \in D} c_s |x_{sj}^\uparrow(k)| \\
\text{subject to} & \quad \sum_{j \in D} x_{ij}^\uparrow(k) \leq \bar{s}_i(k), & \forall i \in S, \\
& \quad \sum_{j \in D} x_{ij}^\uparrow(k) \geq \bar{s}_i(k), & \forall i \in S, \\
& \quad \sum_{i \in S} x_{ij}^\uparrow(k) + x_{sj}^\uparrow(k) = d_j^\uparrow(k), & \forall j \in D.
\end{align*}
\]

**Problem P2**

\[
\begin{align*}
\text{min} & \quad \sum_{i \in S} \sum_{j \in D} c_{ij} |x_{ij}^\downarrow(k)| + \sum_{j \in D} c_s |x_{sj}^\downarrow(k)| \\
\text{subject to} & \quad \sum_{j \in D} x_{ij}^\downarrow(k) \leq \bar{s}_i(k), & \forall i \in S, \\
& \quad \sum_{j \in D} x_{ij}^\downarrow(k) \geq \bar{s}_i(k), & \forall i \in S, \\
& \quad \sum_{i \in S} x_{ij}^\downarrow(k) + x_{sj}^\downarrow(k) = d_j^\downarrow(k), & \forall j \in D.
\end{align*}
\]

The terms \(c_s\) in (6) and in (7) are introduced to weight the power transactions that cannot be satisfied by local sources. Slack variables \(x_{sj}^\uparrow\) and \(x_{sj}^\downarrow\) must be heavily penalized to discourage their use. In this purpose, we set \(c_s > c_{ij}, \forall i \in S, \forall j \in D\). It is worth noticing that all weights \(c_{ij}\) and \(c_s\) in (6) and (7) are strictly positive.

Note that in **Problem P1** and in **Problem P2** inequality constraints are introduced to properly bound the optimization variables, while the equality constraint represents the fulfilment of the overall demand at a given time instant.

Letting \(x_{ij}^{\uparrow*}(k)\) and \(x_{ij}^{\downarrow*}(k)\) be the optimal solutions of the two problems, the overall "average" transaction between source \(i \in S\) and sink \(j \in D\) is defined as

\[
x_{ij}^{\ast}(k) = \frac{1}{2}(|x_{ij}^{\uparrow*}(k)| + |x_{ij}^{\downarrow*}(k)|).
\]

This value can be interpreted as a qualitative measurement of the importance of source \(i\) in compensating power variations of sink \(j\). The higher this value is, the more important source \(i\) is for balancing the variations of sink \(j\), considering also the "distance" between them, captured by the weights \(c_{ij}\).
2.2 Transactions projection onto shortest path

The optimal transactions \( x_{ij}^*(k) \) between sources and sinks must be now mapped onto the actual network graph. This operation serves to identify the importance of each edge, which will then determine which edges will be cut to create the network partitions. The transactions projection can be performed using different methods. For instance, the physical equations governing the network could be used to obtain the flows in each edge of the network, leading however to a complex and not scalable procedure. Here, it is proposed to project the optimal transaction between each source \( i \) and sink \( j \) on the shortest path connecting the two nodes. Other than being a general and easily-implementable approach, this has the further advantage of producing clusters that are as compact as possible. Indeed, if the optimal transaction flow between a source and a sink has a high value, the two nodes will be probably included in the same network cluster together with edges of the shortest path connecting them, aiming to create a compact cluster.

Transactions must be mapped considering their orientation, since multiple transactions could cross the same edge with opposite directions. In fact, it is reminded that each transaction is directed from the source to the sink node by definition.

Consider the generic optimal transaction \( x_{ij}^*(k) \), the shortest path between the source \( i \) and the sink \( j \) is expressed as the following ordered sequence of edges

\[
\mathcal{L}_{ij} = \{ [i, \gamma], [\gamma, \eta], [\eta, \sigma], \ldots, [\omega, j] \}.
\]

The projection of transaction \( x_{ij}^*(k) \) on the generic edge \( e \in \mathcal{E} \) is denoted by the variable \( x_{ij,e}(k) \). Since transactions are chosen to be projected on the associated shortest paths, it follows that \( x_{ij,e}(k) = 0 \), \( \forall e \in \mathcal{E} \setminus \mathcal{L}_{ij} \). On the other hand, for each generic edge \( e = [\alpha, \beta] \in \mathcal{L}_{ij} \), the projection is performed according to the following convention

\[
x_{ij,e}(k) = \begin{cases} 
  x_{ij}^*(k) & \text{if } \alpha < \beta \\
  -x_{ij}^*(k) & \text{if } \alpha > \beta 
\end{cases}.
\] (9)

This allows to properly take into account different transactions, with the associated paths, which include the same edge but with opposite direction. This information is needed to determine the importance of edges considering the net amount of power flowing through it. Indeed, a new weight \( w_e \) for each edge \( e \in \mathcal{E} \) is now introduced, defined as the sum of all transactions’ projections during the considered clustering period. It follows that

\[
w_e = \sum_{k=0}^{N_t-1} \sum_{i \in S} \sum_{j \in D} x_{ij,e}(k) .
\] (10)

The weights \( w_e \) capture the relevance of each edge \( e \) in releasing all power transactions taking place in the network over the clustering period. A numerical example showing the described mapping procedure is reported in the technical report[47].
2.3 | Minimal edge-cut partitioning using METIS

Our next goal is to partition the electric network into sub-networks so as to minimize the exchange of power between them. To this purpose, we perform a standard \( k \)-way partitioning of the graph, using the weights \( w_e \). The overall network is decomposed by minimizing the edge-cut, i.e. the sum of the weights of the edges connecting individual clusters. Graph partitioning and clustering problems arise in many fields of science and technology and a wide literature is available, especially regarding the \( k \)-way partitioning methods. Therefore, the already available partitioning tool METIS is used here, applying it to the network graph \( G(V, E) \) with the weights \( w_e \).

The METIS algorithm requires to define a-priori the number of clusters of the network graph. Determining both the size and the optimal number of clusters leads to complex and combinatorial optimization problems, and different solution procedures have been proposed in the literature. On the other hand, other heuristic approaches can be proposed, for instance executing the METIS algorithm multiple times with a varying number of clusters and selecting then the optimal partition based on some key performance indexes. For the sake of simplicity, the METIS algorithm is here executed with a fixed number of \( M \) clusters, assumed to have been optimally pre-defined through one of the mentioned methods.

Therefore, at the end of the proposed procedure, and in any clustering period, the network graph is decomposed into \( M \) connected and non overlapping sub-graphs, i.e. \( G = G_1 \cup \ldots \cup G_M \), where each sub-graph \( G_h(V_h, E_h), h = 1, \ldots, M \), includes a sub-set of dispatchable sources \( S_h \subseteq V_h \), a sub-set of sinks \( D_h \subseteq V_h \), and possibly a sub-set of storage units connected to the sources \( B_h \subseteq S_h \). Once partitions have been defined, both dispatchable sources and storage units must be coordinated by the two-layer control architecture described in the following, so as to ensure the continuous compensation of the sinks’ power variations and the efficient exchange of power between the network partitions, if needed.

3 | TWO-LAYER CONTROL OF NETWORK CLUSTERS

The control algorithm is now specified according to the two-layer scheme shown in Figure 1. At each sampling time \( k = 0, \ldots, N_c - 1 \) (for simplicity, the first clustering period is considered again), the proposed two-layer control architecture performs the following operations:

- The local MPC regulator of each cluster \( h \in \{1, \ldots, M\} \) computes, in parallel to the others, the optimal output power variations of local dispatchable sources and batteries to compensate the load power variability. In case local sources are not sufficient to balance this variability, the MPC regulator sends to the upper supervisory layer a power request, denoted as \( r^*_h(k) \). The remaining power availability in the local sources must be also communicated to the supervisory layer.
Thesupervisorylayerisactivatedjustif for any generic cluster \( h \), meaning that at least one cluster needs support.

This upper layer is executed immediately after the local MPC regulators, within the same sampling time \( \tau \). Through a properly defined optimization procedure, it computes the optimal variation of the output power of each cluster \( h \), denoted as \( \Delta y^*_h(k) \), to compensate the issued power requests. The power variation \( \Delta y^*_h(k) \) is then sent to the local MPC cluster regulators, which execute this variation at the next time instant, i.e. \( k + 1 \).

The specific control problems can be now stated. The local cluster MPC regulators are described first; then, the supervisory layer is discussed.

### 3.1 Decentralized local MPC cluster regulator

Consider a cluster \( h \in \{ 1, \ldots, M \} \), and any sampling time \( k = 0, \ldots, N_c - 1 \). The control actions are computed as the solution of a suitable constrained optimization problem. Let \( S_h = |S_h| \) be the number of dispatchable sources and let \( s_{hi}, i = 1, \ldots, S_h \), be the corresponding output power variation with respect to a given nominal profile. Moreover, define by \( B_h = |B_h| \) the number of storage elements available and by \( e_{hi}, i = 1, \ldots, B_h \), the corresponding variation of stored energy, modeled as a pure integrator

\[
e_{hi}(\tilde{k} + 1) = e_{hi}(\tilde{k}) - \tau b_{hi}(\tilde{k}), \quad \tilde{k} = 0, \ldots, N_c - 1,
\]

where \( b_{hi}(\tilde{k}) \) indicates the output power variation of the storage unit at the generic time instant \( \tilde{k} \). The dispatchable sources’ output power variations \( s_{hi} \), the variation of stored energy in batteries \( e_{hi} \), and the effective output power variation \( b_{hi} \) must instantaneously respect the following bounds for \( \tilde{k} = 0, \ldots, N_c - 1 \)

\[
\underline{s}_{hi}(\tilde{k}) \leq s_{hi}(\tilde{k}) \leq \bar{s}_{hi}(\tilde{k}), \quad \forall i = 1, \ldots, S_h,
\]

\[
\underline{b}_{hi}(\tilde{k}) \leq b_{hi}(\tilde{k}) \leq \bar{b}_{hi}(\tilde{k}), \quad \forall i = 1, \ldots, B_h,
\]

\[
\underline{e}_{hi}(\tilde{k}) \leq e_{hi}(\tilde{k}) \leq \bar{e}_{hi}(\tilde{k}), \quad \forall i = 1, \ldots, B_h.
\]

The net output power variation of each cluster \( h \) computed through the power balance equation

\[
y_h(\tilde{k}) = \sum_{i=1}^{S_h} s_{hi}(\tilde{k}) + \sum_{i=1}^{B_h} b_{hi}(\tilde{k}) - \sum_{j=1}^{D_h} d_{hj}(\tilde{k}),
\]

where \( d_{hj} \) is the power variation of load \( j \) included in cluster \( h \).

The requirements that the cluster is balanced and self-sufficient correspond to the constraint \( y_h(\tilde{k}) = 0 \). However, to avoid infeasibility issues, when local dispatchable sources and storage units are not able to balance sinks’ power variations inside the
cluster, a slack variable \( r_h(\tilde{k}) \) is introduced, so that the previous constraint becomes

\[
y_h(\tilde{k}) + r_h(\tilde{k}) = 0. \tag{16}
\]

The term \( r_h(\tilde{k}) \) will be highly penalized in the cost function, so that an optimal solution \( r_h^*(\tilde{k}) \neq 0 \) is computed only if cluster \( h \) is unable to balance the local demand and requires power support from other clusters, called supporting clusters. In this case, the upper distributed supervisory layer will be activated to enforce the supporting clusters to modify their output power. To this purpose, a variable \( \Delta y_h^*(\tilde{k} - 1) \) is introduced, acting as an output power offset committed by the supervisory layer at the previous time instant \( \tilde{k} - 1 \). Therefore, constraint (16) is reformulated as follows

\[
y_h(\tilde{k}) + r_h(\tilde{k}) = \Delta y_h^*(\tilde{k} - 1). \tag{17}
\]

To motivate the time shift in (17), note that we assume that the supervisory layer is activated right after the local MPC regulator within the same sampling time; however, its solution is available to the local MPC regulators at the next time instant.

Finally, the availability of power reserve in each cluster is also modeled, since this information will be exploited by the supervisory layer. For the sake of simplicity, only the available reserves in dispatchable sources are considered, while storages are assumed to be used only for local compensation\(^1\). Therefore, the upward and the downward reserves of cluster \( h \), denoted as \( \Delta s_h^+ \) and \( \Delta s_h^- \), respectively, are defined as

\[
\Delta s_h^+(\tilde{k}) = \sum_{i=1}^{S_h} \left( \hat{s}_{hi}^+(\tilde{k}) - s_{hi}(\tilde{k}) \right), \tag{18}
\]

\[
\Delta s_h^-(\tilde{k}) = \sum_{i=1}^{S_h} \left( \hat{s}_{hi}^-(\tilde{k}) - s_{hi}(\tilde{k}) \right). \tag{19}
\]

At this stage, the cost function of the cluster MPC regulator can be defined. To this end, let the positive integer \( N_p \) be the adopted prediction horizon, for simplicity considered to be equal for all the clusters. Moreover, assume to be at the generic time instant \( k \in \{0, \ldots, N_c - 1\} \), and define \( \bar{N}_\rho(k) = \min(N_p, N_c - k) \). Then, the cost function to be minimized is defined as

\[
J_h(k) = \sum_{\phi=k}^{\bar{N}_\rho(k)-1} \left[ S_h \gamma_s s_{hi}^2(\phi) + B_h \gamma_b h_{hi}^2(\phi) + \gamma_r r_h^2(\phi) \right], \tag{20}
\]

where \( \gamma_r, \gamma_s, \gamma_b \) are positive constants and \( \gamma_r \gg \max\{\gamma_s, \gamma_b\} \) to strongly penalize the use of the slack variable \( r_h \).

\(^1\)Reserves from storage units can be easily included, but their definition requires a more detailed formulation considering both the capability limits and the stored energy. For more details, the reader is referred to...
Defining

\[ \vec{s}_h(k) = [s_{h1}(k), \ldots, s_{hS_h}(k), \ldots, s_{h1}(\hat{N}_p(k) - 1), \ldots, s_{hS_h}(\hat{N}_p(k) - 1)], \]

(21)

\[ \vec{b}_h(k) = [b_{h1}(k), \ldots, s_{hB_h}(k), \ldots, b_{h1}(\hat{N}_p(k) - 1), \ldots, b_{hB_h}(\hat{N}_p(k) - 1)], \]

(22)

\[ \vec{r}_h(k) = [r_{h}(k), \ldots, r_{h}(\hat{N}_p(k) - 1)], \]

(23)

the local MPC optimization problem can now be stated as follows

\[
\begin{align*}
\min_{\vec{s}_h(k), \vec{b}_h(k), \vec{r}_h(k)} & \quad J_h(k) \\
\text{subject to} & \quad \{11\}-\{15\}, \{18\}-\{19\}, \\
& \quad \hat{\vec{k}} = k, \ldots, \hat{N}_p(k) - 1, \\
& \quad y_{h}(\hat{k}) + r_{h}(\hat{k}) = \Delta y_{h}^*(k - 1), \\
& \quad \hat{\vec{k}} = k, \ldots, \hat{N}_p(k) - 1, \\
& \quad e_{h}(N_c) = e_{h}(0), \quad \forall i \in B_h, \\
& \quad \text{if } \hat{N}_p(k) = N_c - k.
\end{align*}
\]

(24a, 24b, 24c, 24d)

where \([2 \cdot B_h + 3 \cdot S_h + 2] \cdot \hat{N}_p(k)\) optimization variables and 8 constraints are included. Concerning constraints and (24c), (24d) some comments are in order. First, in (24c) the right hand side of the equation is kept constant at the value computed at the previous time instant, being unknown the future behavior of the supervisor computing \(\Delta y_{h}^*\). Second, constraint (24d) is included to guarantee that the resources stored at the beginning of the clustering period are recovered at its end, so that a complete discharge of the batteries is prevented and a sufficient amount of energy is available for the next clustering period.

**Remark 3.1.** The load power variability \(d_{hj}\), introduced in (15), acts as a disturbance in (24). This is assumed to be measurable at each time instant \(k\) and to be constant along the prediction horizon \(\{k, \ldots, \hat{N}_p(k) - 1\}\) as customary in MPC approaches. However, if additional information on the disturbance are available, e.g. a stochastic description or future predictions, these can be included in the local MPC cluster regulators by properly modifying the optimization problem (24). These changes will have no impact on the distributed supervisor described in Section 3.2.

Denoting with the superscript (*) the optimal value of the optimization variables and of the related quantities, at any time \(k\) only the optimal values \(\vec{s}_h^*(k), \vec{b}_h^*(k), \vec{r}_h^*(k)\) are implemented and the overall procedure is repeated at any new sampling time. The optimal values of \(r_{h}^*(k), \Delta s_{h}^{+\ast}(k)\), and \(\Delta s_{h}^{-\ast}(k)\) are also transmitted to the supervisory layer. If \(r_{h}^*(k) = 0\), the cluster \(h\) does not require any additional contribution from the other clusters and can provide them with its reserves specified by \(\Delta s_{h}^{+\ast}(k)\), and \(\Delta s_{h}^{-\ast}(k)\). On the contrary, if \(r_{h}^*(k) \neq 0\), the supervisor must redirect power from the supporting clusters to cluster \(h\).
Remark 3.2. The adopted strategy corresponds to a standard Receding Horizon control approach whenever $N_p = N_{p^r}$, while it is based on a shrinking horizon strategy when the current time index approximates the end of the clustering period. This is due to the fact that, when the clustering period ends, the structure of the clusters can change and, accordingly, the overall control algorithm must be reset.

3.2 Distributed clusters’ supervisory control

The supervisory layer is based on a fully distributed algorithm, where each agent is implemented on the top of a network cluster and directly interacts with its neighbors based on a pre-defined communication graph. For the sake of clarity, before describing in detail the adopted distributed algorithm, the centralized formulation of the supervisory problem is presented.

As shown in the previous section, each local MPC regulator can act on the variable $r^*_h(k)$, taking values different from zero just in case internal sources and storage units of cluster $h$ are not sufficient to balance local sinks’ power variations. To overcome this issue, the supervisory layer commits the other clusters to vary their output net flow to support cluster $h$ by optimally varying the output power flows of the remaining clusters, i.e. selecting the variables $\Delta y_j(k)$, $\forall j \in \{1, \ldots, M\} \setminus h$. First of all, the following constraint must be fulfilled

$$\sum_{h=1}^{M} \Delta y_h(k) = \sum_{h=1}^{M} r^*_h(k),$$

(25)

to ensure the overall balance between the power requests by the local MPC regulators and the committed output variations by the supervisory layer. From (25), it is evident that, in case two local MPC regulators send two opposite requests with equal magnitude, the overall request is null. This is done on purpose since the main objective is that the overall network is self-balanced, even though the single clusters are not. The committed output variation must respect the upward and downward power reserve available in each cluster, i.e.

$$\Delta s_h^{\downarrow}(k) \leq \Delta y_h(k) \leq \Delta s_h^{\uparrow}(k), \quad \forall h \in \{1, \ldots, M\}.$$  

(26)

At this stage, the centralized supervisory problem is stated as follows

$$\min_{\Delta y_h(t)} \sum_{h=1}^{M} c_h \Delta y^2_h(t)$$

(27)

subject to (25) - (26)

where $M$ optimization variables and $M + 1$ constraints are included. The terms $c_h > 0$ in the cost function of (27) can be different among the clusters. As the supervisory layer solves (27), the optimal values $\Delta y^*_h(t)$ are obtained, and these are communicated to local MPC regulators so as to be executed at the next time instant, as described by the constraint (17).

We notice that problem (27) is constituted by a separable cost function, some local constraints, i.e. (26), and by a power balance
constraint which couples clusters’ variables, i.e. \( (25) \). The optimization problem \( (27) \) can be also reformulated as follows

\[
\min_{x_1, \ldots, x_M} \sum_{h=1}^{M} f_h(x_h) \tag{28a}
\]

subject to \( x_h \in X_h, \quad \forall k \in \{1, \ldots, M\}, \tag{28b} \)

\[
\sum_{h=1}^{M} E_h x_h = q. \tag{28c}
\]

where \( x_h = \Delta y_h(t) \), \( f_h(x_h) = \Delta y_h^2(t) \). \( X_h \) is a polyhedral set defined by constraints \( (26) \), while \( \sum_{h=1}^{M} E_h x_h = q \) represents the coupling constraint \( (25) \). The optimization problem \( (28) \), here named \textit{primal problem}, is a convex optimization problem, which can be easily solved through distributed optimization theory using Lagrangian Relaxation, see\(^{51}\). Precisely, a fully distributed approach is adopted in this work, meaning that each agent can directly interact with the others through a communication graph, without the need of any central coordination entity\(^{51}\). An overview of this algorithm is given in the next Section.

### 3.2.1 Distributed Consensus ADMM

The adopted distributed approach is named Dual Consensus ADMM \( \text{(DC-ADMM)}^{52,41,53} \). As mentioned, the approach is based on a direct interaction among the different agents, so as to solve the \textit{primal problem} in \( (28) \) in a distributed fashion. First, a multi-agent communication network is introduced, modeled as an undirected graph \( G^c = \{\mathcal{V}^c, \mathcal{E}^c\} \), where \( \mathcal{V}^c = \{1, \ldots, M\} \) is the set of nodes (i.e. the distributed supervisors of each cluster) and \( \mathcal{E}^c \) is the set of edges (i.e. the communication links). If agent \( i \) and agent \( j \) can directly exchange messages, they are named \textit{neighbours} and therefore \( (i, j) \in \mathcal{E}^c \). Thus, for each agent \( i \), the subset \( \mathcal{N}_i = \{ j \in \mathcal{V}^c \mid (i, j) \in \mathcal{E}^c \} \) including all neighbors of \( i \) can be defined, together with the parameter \( n_i = |\mathcal{N}_i| \) denoting their number.

The DC-ADMM algorithm relies on an iterative procedure which asymptotically converges to the optimal solution if the communication graph \( G^c = \{\mathcal{V}^c, \mathcal{E}^c\} \) is connected and the primal problem is convex, see\(^{52}\) Th. 2. We note that our setup matches these assumptions. Duality optimization theory plays a central role in the definition of the DC-ADMM method. To this purpose, the Lagrangian function of \( (28) \) is introduced

\[
L(x_1, \ldots, x_M, \lambda) = \sum_{h=1}^{M} f_h(x_h) + \lambda \left( \sum_{h=1}^{M} E_h x_h - q \right) = \sum_{h=1}^{M} \left( f_h(x_h) + \lambda E_h x_h - \frac{\lambda q}{M} \right),
\]

which is obtained through the relaxation of the coupling constraint \( (28c) \) and the introduction of the dual variable \( \lambda \). Therefore, the dual problem of \( (28) \) can be stated as

\[
\max_{\lambda} \sum_{h=1}^{M} \min_{x_h \in X_h} \left( f_h(x_h) + \lambda E_h x_h - \frac{\lambda q}{M} \right), \quad (29)
\]
which can be also written as

\[
\min_{\lambda_h} \sum_{h=1}^{M} \left[ \frac{\lambda_h}{M} \min_{x_h \in X_h} \left( f_h(x_h) + \lambda_h E_h x_h \right) \right].
\] (30)

Since the communication graph among agents is connected, problem (30) is equivalent to

\[
\min_{\lambda_1, \ldots, \lambda_M} \sum_{h=1}^{M} \left( \frac{\lambda_h}{M} + \phi_h(\lambda_h) \right)
\]

subject to \( \lambda_h = \lambda_j, \quad \forall h \in \mathcal{V}, \ \forall j \in \mathcal{N}_h \). (31a)

At this stage, the cost function (31a) can be now split among agents, where each of them can solve a local problem with respect to a local copy of the dual variable \( \lambda \), denoted as \( \lambda_h \). Nevertheless, at convergence, all agents must reach a consensus on the local copies of \( \lambda \), so that the coupling constraints (31b) are respected for all neighboring agents. As described in [54], the final step to derive the DC-ADMM algorithm consists in using the standard Consensus ADMM (C-ADMM) to solve the dual problem (31). The mathematical steps required to perform this operation are here omitted, and they are reported in [53] Section IV-A.

The final form of the DC-ADMM method is given in Algorithm 1. As evident, all agents act completely in parallel, solving in sequence Steps 6-9 at each iteration. At each iteration \( i \), agent \( h \) receives the optimal values of the local dual variables’ of its neighbors computed at the previous iteration, i.e. \( \lambda_{j}^{i-1} \ \forall j \in \mathcal{N}_h \), computes the optimal value of the local optimization variable \( x_{h}^{i} \) at Step 7 and then updates local dual variable \( \lambda_{h}^{i} \) in Step 8. Finally, an additional auxiliary variable \( p_{h}^{i} \) is updated in Step 9, based on the difference between the copies of the local dual variables agent \( h \) and its neighbors. The variable \( p_{h}^{i} \) serves in fact to guarantee convergence of the dual variables’ copies to the same value.

As shown in the numerical experiments (Section 4), the supervisory layer, based on the DC-ADMM algorithm, manages to find the optimal solution of (27) in few iterations. In fact, the supervisory layer solves a simple static problem, for computing the optimal power exchanges of resource among the different network clusters.

To summarize, the fundamental operations of the described two-layer architecture are represented in Algorithm 2 considering just the first clustering period for simplicity.

**Remark 3.3.** Our work has focused on the design of an efficient algorithm for performing power balancing in large-scale networks. Theoretical properties related to the stability and recursive feasibility of the MPC control framework have been already investigated for a similar two-layer architecture. It is also worth noticing that changes of clusters’ topologies hardly affect the control stability since these are assumed to occur at a much slower time scale with respect to the control dynamics and sampling time (see again Figure 2).
Remark 3.4. On the other hand, applying the proposed control architecture on a network decomposed into clusters inevitably introduces some optimality loss with respect to the pure centralized framework. On the other hand, it brings many other advantages such as scalability and enhanced computational efficiency. In fact, the higher number of clusters the smaller their dimension is expected to be, in turns decreasing the number of variables optimized in (24) and therefore allowing for a more prompt action of the local MPC regulators.

Algorithm 1 DC-ADMM for solving (27)

1: Select $c > 0$ as a tuning parameter
2: $\lambda^0_h = 0$, $p^0_h = 0 \quad \forall h \in \mathcal{V}^c$
3: $i = 1$
4: repeat
5: \hspace{1em} for $\forall h \in \mathcal{V}^c$, in parallel, do
6: \hspace{2em} agent $h$ receives from its neighbors $\lambda^{i-1}_j$ with $j \in \mathcal{N}_h$
7: \hspace{2em} $x^i_h = \arg\min_{x_h \in X_h} \left\{ f_h(x_h) + \frac{c}{4n_h} \left\| E_h x_h - \frac{q}{M} \right\| - \frac{1}{c} p^{i-1}_h + \sum_{j \in \mathcal{N}_h} \left( \lambda^{i-1}_h - \lambda^{i-1}_j \right) \right\}^2$
8: \hspace{2em} $\lambda^i_h = \frac{1}{2n_h} \left( \sum_{j \in \mathcal{N}_h} (\lambda^{i-1}_h - \lambda^{i-1}_j) - \frac{1}{c} p^{i-1}_h + \frac{1}{c} (E_h x^i_h - \frac{1}{M} q) \right)$
9: \hspace{2em} $p^i_h = p^{i-1}_h + c \sum_{j \in \mathcal{N}_h} (\lambda^i_h - \lambda^i_j)$
10: \hspace{1em} end for
11: $i \leftarrow i + 1$
12: until a predefined stopping criterion is satisfied.

Algorithm 2 Two-layer control architecture operations

1: Initialize $\Delta y^*_h(-1) = 0$
2: for $k \in \{0, \ldots, N_c - 1\}$ do
3: \hspace{1em} The local MPC regulator of each cluster $h \in \{1, \ldots, M\}$ does
4: \hspace{2em} Measure the load power variation $d_{hj}(k)$, $j \in D_h$, and the power variation $\Delta y^*_h(k-1)$
5: \hspace{2em} Solve (24) and implement $s^*_h(k)$ and $b^*_h(k)$, with $i \in S_h$ and $j \in B_h$
6: \hspace{2em} Send the request $r^*_h(k)$ and the reserves $\Delta s^1_h(k), \Delta s^1_h(k)$ to the supervisory layer
7: \hspace{2em} if $\exists r^*_h(k) \neq 0$, the distributed supervisor of each cluster $h \in \{1, \ldots, M\}$ does
8: \hspace{3em} Receive $r^*_h(k)$, $\Delta s^1_h(k), \Delta s^1_h(k)$
9: \hspace{3em} Execute Algorithm in cooperation with the other clusters’ supervisors
10: \hspace{3em} Send to the local MPC regulator of cluster $h$ the optimal power variation $\Delta y^*_h(k)$
11: end for
The proposed clustering procedure and control architecture have been tested on several IEEE benchmarks. Here, the results related to the daily operation of a large-scale meshed electrical network are presented, i.e. the IEEE 118-bus system, whose technical data are reported in. A schematic of the network graph is depicted in Figure 3 showing the position of sources (i.e. generators) and sinks (i.e. loads). It is assumed that a battery is present at each source node, although these are not present in the original IEEE 118 bus system. Moreover, as evident from Figure 3, the network is connected to the main utility through the node 0, acting as the slack node. The overall network model, as well as the proposed clustering and control algorithms, are implemented in MATLAB and the stated optimization problems are solved with CPLEX.

Consistently with real operation of electrical grids, it is assumed that the nominal power flows of the network have been already determined through an optimal power flow procedure, for instance performed on a day-ahead basis. However, during the real-time operation, sinks’ power demand varies with respect to the nominal forecasts, causing a variation of the pre-scheduled power exchange with the main utility if not promptly compensated. Figure 4(a) reports the actual behavior of the sink at node 1, where it is evident that the effective demand differ from the forecasted/nominal one, even though it is still contained in some worst-case bounds. Figure 4(b) shows the effective sink’s demand expressed as variation with respect to the nominal values, together with the worst-case bounds, computed as in (4)-(5).

Figure 5 shows the capability limits of the dispatchable source at node 25, also expressed as variation with respect to the nominal values.
FIGURE 4 Sink at node 1: (a) forecast/nominal demand (dotted green), worst-case maximum and minimum demand (dashed black), effective demand (solid red); (b) effective demand variability (solid red), worst-case maximum and minimum demand variability (dashed black).

FIGURE 5 Capability limits of source at node 25, expressed as difference between the absolute limits and the pre-scheduled production.

profile, see (2)-(3). In this case, the source can be exploited to compensate the external sinks’ demand variations just between 06:00 and 21:00. The rest of sources and sinks are characterized by different but similar features.

Considering the whole network, the total capability of sources, the total worst-case bounds and effective demand variability of sinks are reported in Figure 6. If dispatchable sources and batteries were not controlled to compensate the sinks’ demand variability, the power exchange with the main utility would be affected by major fluctuations around the nominal power profile.

The control and clustering algorithms are defined considering $\tau = 5$ min and an overall time period of one day, implying that $N_t = 24h/\tau = 288$. The described clustering procedure is carried out every 6 hours, meaning that $N_c = 6h/\tau = 72$ and $\gamma = N_t/N_c = 4$. Therefore, for the whole-daily management of the electrical network, the actual clusters will change their shape four times based on the availability of sources and on the variability of sinks. It is worth noticing that, from the practical point
of view, clustering periods can be effectively identified considering the different behavior of sources and loads in the different parts of the day (e.g. night, morning, afternoon etc.). Following this reasoning, and considering the slow variation of sources’ and loads power limits (see Figure 4 and 5), it has been assumed a reasonable choice to select \( N_c = 6 \) h/\( r \).

After having solved (6) and (7) to compute the optimal transactions, and having updated the graph weights as in (10), the METIS partitioning tool is applied with \( M = 4 \). Figure 7 shows the four clusters for each clustering period. Figure 8 reports the total sources’ capability limits, the total worst-case and the real sinks’ demand variability for each single cluster over the overall time period. As evident, the proposed clustering algorithm tries to partition the network such that sources are sufficient to balance the sinks’ demand variability in each cluster. This, however, is not the case for cluster 1 during the last clustering period, where the demand variability exceeds the capability limits of local sources.

After having defined the network partitions for the different clustering periods, the proposed two-layer control architecture is applied. The local MPC layer is implemented with a prediction horizon \( N_p = 15 \). The distributed supervisory layer is implemented using an undirected, connected and complete communication graph \( G_c = \{ V_c, E_c \} \), meaning that each cluster can communicate with all the others.

The variation of the clusters’ output powers with respect to the pre-scheduled/nominal power flows are depicted in Figure 9 comparing the case where the proposed control architecture is implemented and the case it is not, i.e. when sources are not manipulated to compensate the power variability but to track the pre-scheduled nominal profiles. One can notice that, thanks to the efficient clustering procedure, sources are able to balance the sinks’ demand variability in each cluster for most of the day, since the cluster’s output power variation is mostly zero. However, after 18:00, the output power of cluster 1 shows a deviation related to the fact that local sources are not sufficient to balance the local variability (see Figure 9(a)). Indeed, the local MPC regulator of cluster 1 sends supporting requests to the supervisory layer between 18:00 and 24:00, as shown in Figure 10(a).

**FIGURE 6** Overall network: total sources upward/downward differential capability (dotted blue), total sinks’ worst-case (dashed black) and effective variability (solid red).
These requests activate the distributed supervisory layer, which commits the needed power to the remaining clusters, i.e. cluster 2, 3 and 4, as evident from Figure 10(b). It can be noticed from Figures 9(b)-(d) that the output power of clusters 2-3-4 increases after 18:00, so as to compensate cluster 1 negative deviation. As a result, the overall network variability is balanced at each time instant of the day, as shown in Figure 11, meaning that the nominal power exchange with the main utility is maintained. This balancing action is achieved by an accurate control of the local sources in each cluster, varying the output power compatibly with the offered reserves. Figure 12 reports the local MPC action at cluster 1 for the local sources during the last clustering period.

The simulation experiment was run on a laptop with processor Intel Core i7-7500U CPU @ 2.70 GHz and RAM 16GB. The proposed clustering algorithm, executed at the beginning of each clustering period, took on average 14 seconds to compute the optimal network partition. The local MPC cluster regulators solved (24) at each sampling time in 0.3 seconds on average. The supervisory layer was activated 41 times, just between 18:00 and 24:00 as previously mentioned. The DC-ADMM algorithm, solving (27), required on average 33 iterations (min. 32, max. 35) to converge to the optimal solution with an average execution time of 18.6 seconds (min. 17.7 seconds, max. 21.6 seconds). Neglecting the communication overhead, this amounts to roughly 4.7 seconds if the execution were performed in parallel by the four clusters’ supervisory agents, largely lower than the sampling time $\tau_s = 5$ min. The computational efficiency of the supervisory layer, despite being distributed and iterative, is due to the design choice of addressing most of the model complexity through the low-level decentralized MPC regulators, while the supervisory layer solves a simple convex problem to coordinate the power exchanges between clusters.
FIGURE 7 Network clustering between (a) 00:00 and 06:00, (b) between 06:00 and 12:00, (c) between 12:00 and 18:00, and (d) between 18:00 and 24:00: Cluster 1 (green), Cluster 2 (cyan), Cluster 3 (blue) and Cluster 4 (magenta).
FIGURE 8 (a) Cluster 1, (b) Cluster 2, (c) Cluster 3 and (d) Cluster 4: total sink upward/downward reserves (dotted blue), total worst-case sink variability (dashed black), total actual sink variability (solid red).
FIGURE 9 (a) Cluster 1, (b) Cluster 2, (c) Cluster 3 and (d) Cluster 4: output power deviation with respect to the pre-scheduled/forecasted one, in case the two-layer control is applied (solid black) and in case it is not (dotted red), i.e. where sources are controlled just to track the nominal profiles.

FIGURE 10 (a) Power requests transmitted by cluster MPC regulators; (b) Clusters’ output power variation committed by supervisory layer.
**FIGURE 11** Network total output power deviation if two-layer control is applied (solid black) and if not (dotted red).

**FIGURE 12** Local MPC regulation in Cluster 1 of (a) Source at node 3, (b) Source at node 5, (c) Battery at node 3 (d) Battery at node 5: output power variation (solid red), upward/downward reserves (dotted blue).
5 | CONCLUSIONS

In this paper, an approach for the control of large-scale networked electricity systems has been presented. The main idea is to reduce the complexity of the problem by first partitioning the network into clusters. Then, for each cluster a local MPC regulator is designed with the aim of compensating local imbalances. If the generation resources in a cluster are not sufficient, a supervisory layer manages the interactions among clusters to guarantee the overall balancing.

Many improvements and variants of this method can be foreseen. Among them, its extension to water and heat distribution networks, as well as the inclusion of probabilistic forecasts for non dispatchable generators (renewables) and loads.
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