Conformal magnetic effect at the edge: a numerical study in scalar QED
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Abstract
Quantum polarization effects associated with the conformal anomaly in a static magnetic field background may generate a transverse electric current in the vacuum. The current may be produced either in an unbounded curved spacetime or in a flat spacetime in a physically bounded system. In both cases, the magnitude of the electric current is proportional to the beta-function associated with renormalization of the electric charge. In our article, we investigate the electric current density induced by the magnetic field in the vicinity of a Dirichlet boundary in the scalar QED. Using first-principle lattice simulations we show that the electric current, generated by this “conformal magnetic effect at the edge” (CMEE), is well described by the conformal anomaly provided the conformal symmetry is classically unbroken. Outside of the conformal limit, the current density is characterized by an anomalous power law near the edge of the system and by an exponential suppression of the current far away from the edge.
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1. Introduction
Quantum anomalies lead to a large variety of unusual transport phenomena such as the chiral magnetic effect \cite{1}, the chiral vortical effect \cite{2} and their generalizations \cite{3}. The anomalies generate vector and axial currents of chiral fermions in a background of electromagnetic field and in a rotating environment, at finite and zero temperatures, in dense and/or chirally imbalanced media. Experimental signatures consistent with some of these transport phenomena were observed in diverse systems, from quark-gluon plasma created in ultrarelativistic heavy-ion collisions to crystals of Dirac and Weyl semimetals \cite{4}.

The chiral magnetic and chiral vortical effects are associated with the breaking of axial and mixed axial-gravitational symmetries of corresponding classical systems. Anomalous breaking of another classical symmetry, the conformal invariance, may also lead to a particular form of transport phenomena such as the scale magnetic and scale electric effects in a curved gravitational background \cite{5}. In was recently proposed that the scale magnetic effect may be realized in Dirac and Weyl semimetals as a Nernst effect, i.e. the generation of an anomalous electric current normal to a temperature gradient that drives the system slightly out of equilibrium \cite{6}. Technically, the scale electromagnetic effects appear due to the anomalous gauge-gauge-graviton \textit{TJJ} vertex which contributes in anomalous conformal action and involves the correlator of the energy-momentum tensor and two vector currents \cite{7}.

In the presence of the background magnetic field the conformal anomaly may also generate an electric current in spatially bounded systems \cite{8} \cite{9}. The anomalous current is normal to the axis of the magnetic field and is tangential to the edge of the system. It arises in a vacuum in the absence of the background electric field with zero chemical potentials and at zero temperature. Similarly to the case of the scale electromagnetic effects – mediated by the conformal anomaly in a curved spacetime – the anomalous edge current is proportional to the beta function associated with the renormalization of the electric charge. We refer to the current generated at the boundary as the Conformal magnetic effect at the edge or as the Conformal magnetic edge effect (CMEE).

Contrary to the axial and mixes axial-gravitational anomalies, the conformal anomaly may emerge both in fermionic and in bosonic systems. Therefore we expect that the CMEE may appear in both these cases.

In our paper we numerically investigate, from the first principles, the generation of the boundary electric current in the lattice formulation of the (3+1) dimensional Abelian Higgs model (AHM) following the analytical studies of Refs. \cite{6} \cite{9}. The AHM possesses two phases: the phase with a spontaneously broken \textit{U}(1) symmetry (the condensed, or superconducting phase) and an unbroken (Coulomb) phase with a massless scalar field. The model in the unbroken phase is often called as “the scalar QED”. Despite the fact that the broken and unbroken phases are analytically connected, in a certain region of the coupling space these phases are separated by a first-order phase transition which ends in an end-point where the transition becomes of the second order. \cite{10}. We are interested in a region in a vicinity of the second-order phase transition where the mass gap vanishes and the model approaches the conformal limit.

The structure of the paper is as follows. In Section 2 we briefly discuss a qualitative physical picture behind the CMEE in the conformal theory. Section 3 is devoted to the details of our lattice model. In Section 4 we search for the conformal point and give details of the numerical simulations. We describe our numerical results for the local density of the electric current in Section 5. Our conclusions are summarized in the
In our notations $x$ is a function of the tangential distance outwards to the boundary of the surface. The anomalous factor $B$ and antiparticles will thus propagate in “skipping orbits” in opposite circular cyclotron motion is not possible due to collisions of the late each other. Near a reflective boundary of the system, this propagate along a closed cyclotron orbit and eventually annihilate. In the presence of the background magnetic field the particles and antiparticles will create particle-antiparticle pairs. In the presence of the $β$-face and normal to the external magnetic field $B$.

The electric current (1) is tangential with respect to the surface and normal to to the external magnetic field $B$. In the conformal limit the tangential component of the total electric current induced by the CMEE (1),

$$f_{\parallel}^{\text{tot}} = \int_{0}^{\infty} f_{\parallel}(x_{\perp}) \, dx_{\perp},$$

is a linear function of the background magnetic field:

$$f_{\parallel}^{\text{tot}} = geB,$$

where the proportionality coefficient $g$ diverges both in infrared and ultraviolet limits:

$$g = \frac{1}{24\pi^{2}} \ln \frac{\lambda_{\text{IR}}}{\lambda_{\text{UV}}}.$$

In the conformal limit the infrared cutoff $\lambda_{\text{IR}}$ in Eq. (7) should be of the order of the double radius of the circular trajectories of the charged particles in the lowest Landau level, $\lambda_{\text{IR}} \sim 2R_{\text{LLL}} = 2/\sqrt{\epsilon B}$. Indeed the particles which are localized deeper in the bulk move along closed circular trajectories and thus they do not contribute to the boundary current. The external classical magnetic field breaks explicitly the conformal symmetry of the problem, so that the appearance of this fact is well justified.

The ultraviolet cutoff $\lambda_{\text{UV}}$ in Eq. (7) should be determined by a typical smallest scale of the material at which the continuum description of particle’s motion is no more applicable (the value of the cutoff $\lambda_{\text{UV}}$ could be of the order of an interatomic distance, for example), and the conformal symmetry is again broken explicitly. In our simulations the ultraviolet scale is naturally given by the lattice spacing, $\lambda_{\text{UV}} = a$.

We will show that outside the conformal window the total current (5) is a finite quantity which needs no regularization.

### 3. Model

We numerically investigate the CMEE (1) in the scalar QED with the conformally invariant Lagrangian

$$L_{\text{QED}} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + \left( \partial_{\mu} - ieA_{\mu} \right) \phi \left( \partial^{\mu} - ieA^{\mu} \right) \phi,$$

where $\phi$ is the charged Higgs field and $A_{\mu}$ is the gauge field with the field strength $F_{\mu\nu} = \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu}$. In order to numerically simulate the theory we employ the lattice Abelian Higgs model (AHM) with a certain potential on the scalar field, and then search for the conformal point where both scalar and gauge fields become (almost) massless as in Eq. (8).

The Lagrangian of the AHM in the background magnetic field is given by the following formula:

$$S = \beta_{\text{lat}} \sum_{s} \sum_{\mu\nu=1}^{4} \left( 1 - \cos \theta_{s,\mu\nu} \right)$$

$$+ \sum_{s} \sum_{\mu=1}^{4} \left( \partial_{\mu} \phi_{s} e^{i(\theta_{s,\mu} + \phi_{s})} \phi_{s} \right)^{2} + \sum_{s} \left( -\kappa |\phi_{s}|^{2} + \lambda |\phi_{s}|^{4} \right),$$

where the complex scalar field $\phi_{s}$ and the vector gauge field $\theta_{s,\mu}$ are the dynamical fields while the vector field $\partial_{\mu} \phi_{s}$ represents a...
background (classical) magnetic field. The lattice gauge coupling $\beta_{\text{latt}}$ is related to the electric charge $e$ as $\beta_{\text{latt}} = 1/e^2$. The bare couplings $\kappa$ and $J$ are associated, respectively, with quadratic and quartic terms of the scalar field $\phi$.

Action (9) is invariant under the Abelian gauge transformations: $\theta_{\mu} \rightarrow \theta_{\mu} + \omega_{\mu}$, $\varphi_{\mu} \rightarrow e^{in\varphi_{\mu}}$, where $\omega_{\mu}$ is an arbitrary real scalar function defined at the sites of the lattice. The background gauge field is not transformed under the gauge transformations: $\theta_{\mu}^{\text{B}} \rightarrow \theta_{\mu}^{\text{B}}$.

The AHM model (9) is also characterized by the physical lattice ultraviolet cutoff $\lambda$ given by the physical length of an elementary lattice link. In the naive continuum limit $a \rightarrow 0$ the dimensionless fields $\theta_{\mu}$ and $\varphi$ are related to their continuum counterparts (both of the dimension of mass) via the relations $A_{\mu}(x) = \theta_{\mu}(x)/a$ and $\varphi(x) = \varphi_{\mu}(x)/a$. The value of the lattice spacing $a$ is usually determined by matching dimensionless lattice results to known dimensionful experimental data (for example, to a known mass of an exciton). In our paper we work in dimensionless lattice units suitable for the conformal limit of the model.

In the lattice model (9) the gauge field $\theta_{\mu}$ is a compact variable because the action is invariant under the shifts $\theta_{\mu} \rightarrow \theta_{\mu} + 2\pi n_{\mu}$, where $n_{\mu} \in \mathbb{Z}$. The compactness of the gauge field implies the existence of Abelian monopoles in the lattice theory, and, consequently, the presence of a confining phase in the strong coupling region with $e \gtrsim 1$ (at small lattice coupling $\beta_{\text{latt}}$). In our numerical calculations we keep the lattice gauge coupling sufficiently large so that the monopoles are suppressed. We, consequently, work far away from the confining phase so that the compact nature of the lattice gauge field $\theta_{\mu}$ does not influence our results.

We study the CMEE in a zero-temperature model at the lattice $N_1 \times N_2^3$ with periodic boundary conditions in all four directions. The take $N_1 > N_2$ so that the long direction $N_1$ corresponds to a spatial dimension. We impose the reflective Dirichlet boundary in the spatial plane located at the middle of the lattice: $x_1 = N_1/2$. It is convenient to introduce the coordinate $x_{\hat{1}} = x_1 - N_1/2$ so that the position of the boundary corresponds to $x_{\hat{1}} = 0$:

$$\phi_{\hat{1}} \Big|_{x_{\hat{1}} = 0} = 0.$$  \hspace{1cm} (10)

In our simulations we choose $N_1 = 48$ in the spatial direction perpendicular to the Dirichlet boundary and $N_2 = N_3 = N_4 \equiv N_2 = 32$ in all other directions.

In order to study the anomalous current generation we introduce a static uniform magnetic-field background

$$\theta_{x_{\hat{1}} \hat{2}} = \frac{2\pi k}{N_1 N_2},$$  \hspace{1cm} (11)

along the $x_3$ axis which is parallel to the Dirichlet surface (9). The corresponding gauge field is parameterized as follows:

$$\theta_{x_{\hat{2}}} = \frac{2\pi k}{N_1 N_2} x_1, \quad k = 0, 1, \ldots, \frac{N_1 N_2}{2},$$  \hspace{1cm} (12)

$$\theta_{x_{\hat{3}}} \bigg|_{x_{\hat{1}} = N_1 - 1} = -\frac{2\pi k}{N_2} x_2, \quad \theta_{x_{\hat{4}}} = 0.$$  \hspace{1cm} (13)

While other components of the gauge field are zero.

In Eq. (12) the integer number $k$ characterizes the strength of the magnetic field. The quantization of the electromagnetic gauge field (12) appears as a result of the periodic spatial boundary conditions $e^{i\varphi_{x_{\hat{2}}} - \varphi_{x_{\hat{2}}}} = e^{i\varphi_{x_{\hat{2}}}}$, while the bound on $k$ from above stems from the compactness of the gauge field $\theta_{\mu}$. The value $k$ is equal to the number of elementary fluxes introduced on the lattice in the $(x_1, x_2)$ plane. The maximal value of $k$ in Eq. (12) corresponds to the lattice half-filled with Abrikosov vortices so that the physical vortex density is given by the lattice ultraviolet cutoff $\rho_{\text{vort}} \sim a^{-2}$. We will work at weak magnetic fields $\theta_{\mu}$ which are sufficiently far away from the artificially large values of the integer number $k$. The lattice magnetic field (11) is related to the magnetic field $B$ in the continuum limit via the relation $\theta_{x_{\hat{1}} x_{\hat{2}}} = eB a^2$. A direct calculation at the conformal point is rather challenging due to large correlation lengths which require time-consuming simulations at large volumes.

4. Conformal point

In this article we are interested in the results close to a conformal region of the parameter space for which the mass gap vanishes. In the conformal region the longest correlation length(s) become(s) infinite thus signaling the presence of a second-order phase transition. Lattice simulations at a very point of a second-order transition are impossible form a practical point of view since at the phase transition the field fluctuations are very large being at the same time sensitive to the volume of the system (in other words, the dynamics of the fields in the bulk of the system are affected by the boundaries of the system due to the divergent correlation length). Therefore in our simulations we use the following strategy: (i) we consider a path in the parameter space which approaches a point near the second-order phase transition; (ii) we make calculations at a sufficiently large set of points at the chosen path and then extrapolate the results to the nearly-conformal point.

In this article we simulated the model (9) at the fixed parameters $\beta_{\text{latt}} = 4$ and $\lambda = 10$. We generated field configurations using a Hybrid Monte Carlo algorithm (11) and performed simulations on Nvidia GPU cards. To achieve acceptable statistics we used from $10^6$ to $33 \times 10^6$ trajectories per each value of the background magnetic field. In order to accelerate calculations and reduce write operations we accumulated mean values per each 100 trajectories only as even in this case our simulations generated about 1.5TB of the data [for example, each configuration of electric current $J = J(x_1, x_2, \mu)$ in the $(x_1, x_2)$ plane gives us $2^{15}$ double variables (32KB) per one trajectory for the $32^4$ lattice]. We used binning for correct error estimations for our observables.

By varying the hopping parameter $\kappa$ we find a continuous transition that occurs at around point $\kappa = 5.215$. At this point the expectation value of the squared scalar field $\langle |\varphi|^2 \rangle$ exhibits a knee, Fig. (1a), while the corresponding susceptibility $\langle |\varphi|^4 \rangle \equiv \langle |\varphi|^2 \rangle^2$ shows a wide smooth maximum, Fig. (1b). The broken and unbroken are located at right and left
sides of the transition, respectively. We do not need to perform a renormalization procedure in our studies, so that the unrenormalized expectation value $\langle |\kappa |\rangle$ is nonzero in the unbroken due to finite ultraviolet corrections.

At smaller values of $\lambda$ the expectation value of the squared scalar field experiences a jump that indicates the presence of a first-order phase transition. Therefore, we conclude that the point $(\beta_{\text{latt}}, \lambda, \kappa) = (4, 10, 5.215)$ is rather close to the end point of the phase-transition line.

Below we simulate the gauge theory at the hopping parameter $\kappa = 5.2$ which corresponds to the unbroken phase in the very vicinity of the critical endpoint. We observed that as the magnetic field becomes stronger, the vacuum of the theory shifts towards a deeper unbroken phase. Thus we use the magnetic field as a control parameter: by decreasing the magnetic field we gradually approach the conformal point from the side of the unbroken, “scalar QED” phase. This procedure allows us to make a smooth extrapolation to the nearly conformal point. Notice that by the construction, the magnetic field is set to vanish in the conformal point, so that there is no violation of the classical conformal symmetry which could otherwise emerge due to the presence of the background magnetic field.

5. Electric current

The density of the electric current is given by the variation of the action (9) with respect to the gauge field $\theta_{\mu v}$:

$$j_{\mu v} = -2 \text{Im} \left( \phi^*_s e^{i (\theta_{\mu v} + \phi \theta_{\phi})} \phi \right).$$

We calculate numerically the electric current (14) in the vicinity of the Dirichlet boundary. An example of the current density in the normal-tangential $(x_\parallel, x_\perp)$ plane in the magnetic-field background is shown in Fig. 2. The magnetic field, which is directed downwards with respect to the plane, creates an electric current parallel to the boundary. In agreement with Eq. (11), the current is streamed in opposite directions at different sides of the boundary plane. The current density takes its maximum at the boundary and disappears in bulk, in a qualitative agreement with the space-dependent anomalous factor (2).

The example of the behavior of the tangential current density $j_\parallel$ as the function of the distance to the boundary $x_\perp$ is shown in Fig. 3 both in a near-to-conformal point (at a weak magnetic field) and in a far-from-conformal point (at a strong magnetic field). In order to compare the profile of the generated current with the prediction coming from the conformal anomaly (2), we used three types of the fitting functions (written in the dimensionless lattice units):

$$j_{\text{fit} (1)} = \gamma x_\perp e^{-M x_\perp},$$
$$j_{\text{fit} (2)} = \frac{a}{\cosh \nu x_\perp},$$
$$j_{\text{fit} (3)} = b x_\perp^{-\epsilon},$$

that feature either an infrared cutoff or an ultraviolet cutoffs, or both. Here $\gamma, \nu, M, a, b, h$ are the fitting parameters.

The numerical data indicate that the fitting function (15) is the best function (with $\chi^2 / \text{d.o.f.} \sim 1$) which captures all features of the current density close to the boundary. This fact is especially well visible in the logarithmic plots shown in the insets of Fig. 3.

Thus, outside of the conformal limit, the electric current density (15) is characterized an anomalous power law $j_{\parallel} \sim x_\parallel^{-\epsilon}$ near the edge of the system $(x_\parallel \to 0)$ and by an exponential suppression factor $j_{\parallel} \sim e^{-x_\parallel M}$ far away from the edge $(x_\parallel M \gg 1)$.

In the conformal limit we expect that fitting parameters should converge to the theoretically predicted values

$$\nu_{\text{conf}} = -1, \quad \gamma_{\text{conf}} = \frac{e B}{24 \pi^2}, \quad M_{\text{conf}}^2 = 0,$$

which can be read off from Eqs. (1) and (4).

In Fig. 4 we show the dependence of the best fit parameters $\nu$, $\gamma$ and $M$ of the current density (15) as the function of the
Figure 3: The tangential current density \( j_\parallel \) as the function of the normal distance to the boundary \( x_\perp \) (a) in the vicinity to the conformal point at the background magnetic field \( eB = 0.012 \) and (b) in a non-conformal region at \( eB = 0.155 \). The solid green, long-dashed magenta and short-dashed red lines are the best fits by Eqs. (15), (16) and (17), respectively. The insets show the same plots in a logarithmical scale.

magnetic field \( eB \). It is interesting to observe that all parameters are lively functions of magnetic field \( B \):

(i) Figure 4(a) indicates that at small values of magnetic field the dimension of the power \( \nu \) in the prefactor \( x_\nu \) is negative in a qualitative agreement with the prediction (2) coming from the conformal anomaly. At certain magnetic field \((eB \approx 0.11)\) the power \( \nu \) changes its sign, indicating that the boundary current gets its maximum not at the boundary \( x_\perp = 0 \), but rather at a finite distance \( x_\perp^{\text{max}} \) from the boundary. The analytical form of the current profile (15) suggests that the maximal value of the current should be reached at the distance

\[
x_\perp^{\text{max}} = \begin{cases} 0, & \nu \leq 0, \\ \frac{\nu}{M}, & \nu > 0, \end{cases}
\]

where the power \( \nu = \nu(B) \) and the mass \( M = M(B) \) are both functions of the magnetic field \( B \) according to Fig. 4.

We cannot check this statement numerically since at our parameters the distance (19) is still smaller than one lattice spacing.

(ii) Figure 4(b) shows that the proportionality coefficient \( \gamma \) is a linear function of magnetic field: this coefficient becomes larger as we move away from the conformal point.

(iii) Figure 4(c) illustrates that the mass \( M \) tends to zero as the magnetic field decreases. The mass becomes large far away from the conformal point at high magnetic field. The quantity \( M \) plays a role of the screening mass, which controls how fast the current diminishes at large distances from the physical boundary of the system.

Figure 4: The best-fit parameters \( \nu, \gamma, M \) of the density of the electric current (15) as functions of the magnetic field strength \( B \). The lines show the extrapolations (20) to the conformal point \( B = 0 \).

The behavior of the mass parameter \( M = M(B) \) is in agreement with our previous conclusion that the magnetic field may be used as a fine-tuning parameter which serves as a measure...
It is remarkable that the value of the power $\nu$ and the mass $M$ coincide, within the error bars, with the theoretical prediction of the conformal limit. Our numerical calculations indicate that the conformal anomaly is classically unbroken. To this end we determine the position of the conformal point in the coupling space of the model. Then we calculate the density of the electric current in the vicinity of this point and, finally, make an extrapolation to the conformal limit.

In the conformal limit our results demonstrate a remarkable agreement, within an acceptable accuracy, with analytical calculations of Refs. [8] [9] given by Eq. (1). Outside the conformal limit, the current density close the edge of the system is described by a non-integer power law while far away from the edge the current density is exponentially suppressed [15]. The total current, generated at a fixed external magnetic field, increases rapidly as one approaches the conformal point.
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