The model of a level crossing with a Coulomb band: exact probabilities of nonadiabatic transitions
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Abstract
We derive an exact solution of an explicitly time-dependent multichannel model of quantum mechanical nonadiabatic transitions. Our model corresponds to the case of a single linear diabatic energy level interacting with a band of an arbitrary N states, for which the diabatic energies decay with time according to the Coulomb law. We show that the time-dependent Schrödinger equation for this system can be solved in terms of Meijer functions whose asymptotics at a large time can be compactly written in terms of elementary functions that depend on the roots of an Nth order characteristic polynomial. Our model can be considered a generalization of the Demkov–Osherov model. In comparison to the latter, our model allows one to explore the role of curvature of the band levels and diabatic avoided crossings.
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1. Introduction
Models that describe multi-channel nonadiabatic processes in explicitly time-dependent quantum systems are important for the theory of control and characterization of numerous mesoscopic and atomic systems [1]. Several exact results for explicitly driven two state systems, such as the Landau–Zener–Stueckelberg–Majorana formula [2], have become widely used in practice. However, the physics of nonadiabatic transitions in multichannel explicitly
Figure 1. Time-dependence of the eigenspectrum (adiabatic energies) of the Hamiltonian with elements $H_{00} = \beta t$, $H_{nn} = k_n/t$, $H_{0n} = H_{n0} = g_n$, and zero otherwise ($n = 1, \ldots, N; N = 8$). For any $n$, all $k_n > 0$.

driven systems is a much more complex topic. Exactly solvable models can provide the needed intuition about this subject. They also can be used as a starting point for various approximation schemes and testing numerical algorithms and analytical methods.

A relatively large class of exactly solvable Landau–Zener-like models with multichannel interactions has been identified and explored in [3–10]. These models correspond to quantum mechanical evolution of systems with matrix Hamiltonian operators of the type

$$\hat{H}(t) = \hat{A} + \hat{B}t + \frac{\hat{C}}{t},$$

where $\hat{A}$, $\hat{B}$ and $\hat{C}$ are constant $N \times N$ matrices. One has to find the scattering $N \times N$ matrix $\hat{S}$, in which the element $S_{nm}'$ is the amplitude of the diabatic state $n'$ at $t \to +\infty$, given that at $t \to -\infty$ (or at $t = 0$) the system was at the state $n$. The related matrix $\hat{P}$, with $P_{nm} = |S_{nm}|^2$, is called the matrix of transition probabilities.

In this paper, we present a new exactly solvable system of the type (1) and determine its matrix of transition probabilities. Schrödinger’s equation for the amplitudes, $b_0$ and $a_j$, $j = 1, \ldots, N$, of this model is given by

$$i \frac{db_0}{d\tau} = \beta \tau b_0 + \sum_{j=1}^{N} g_j a_j$$

and

$$i \frac{da_j}{d\tau} = \frac{k_j}{\tau} a_j + g_j b_0, \quad 1 \leq j \leq N,$$

with constant parameters $\beta$, $k_j$ and $g_j$. We will call $b_0(t)$ the amplitude of the ‘zeroth level’, $a_j(t)$ the amplitude of the ‘$j$th level’, etc; parameters $g_j$ are called the coupling constants, and $\beta$ is called the slope of the zeroth diabatic energy level.

This model corresponds to the case of a single linear diabatic energy level crossing a band of states whose diabatic energies (diagonal elements of the Hamiltonian matrix) decay as $\sim k_j/t$ with time (figure 1). Structurally, the model (2), (3) is very similar to the celebrated Demkov–Osherov model [6]. The latter corresponds to the case of a single level crossing a
band of parallel states. In fact, one can show that the Demkov–Osherov solution is recovered from our model in a specific limit: $k_j \gg |k_i - k_j| \sim |g_j|^2/\beta$, $i, j = 1 \ldots N$. When this condition is not satisfied, the band has a nonzero curvature near the avoided level crossings. Hence, our solution makes a unique insight into the physics of nonadiabatic transitions in the case when a band has a nonzero curvature, as shown in figure 1. Another interesting situation corresponds to the case when all $k_j$ are negative. Our model then corresponds to the system with nonadiabatic transitions between a level that passes in the vicinity of a band but does not go through avoided level crossings (figure 2).

We will discuss that not all transition probabilities among diabatic states are well defined in this system because states of the band become asymptotically degenerate at $t \to \infty$, so that transitions among them never saturate. Therefore, our main focus will be on the probability of transition to the zeroth level. In particular, we will present a simple formula (equation (27)) for the probability to remain in this level after all interactions if this level was initially populated.

2. Solution of the model

2.1. Transforming equation (2) into the Meijer equation

We may assume without loss of generality that the $k_j$ are ordered with $k_1 < \cdots < k_N$. The change of variables $t = \tau^2/2, a_j = \tau b_j$ gives:

$$i \frac{db_0}{dr} = \beta b_0 + \sum_{j=1}^{N} g_j b_j \quad (4)$$

$$2i \frac{db_j}{dr} = (k_j - i) b_j + g_j b_0, \quad 1 \leq j \leq N. \quad (5)$$

It follows from (5) that

$$\left[ \frac{d}{dr} + \left( \frac{1}{2} + \frac{i k_j}{2} \right) \right] b_j = \frac{g_j}{2i} b_0. \quad (6)$$
Then applying (6) to (4), we have
\[
i \prod_{j=1}^{N} \left[ t \frac{d}{dt} + \left( \frac{1}{2} + \frac{i k_j}{2} \right) \right] \frac{d}{dt} b_0 = \beta \prod_{j=1}^{N} \left[ t \frac{d}{dt} + \left( \frac{1}{2} + \frac{i k_j}{2} \right) \right] b_0 \\
+ \sum_{j=1}^{N} \frac{g_j^2}{2} \prod_{m \neq j}^{N} \left[ t \frac{d}{dt} + \left( \frac{1}{2} + \frac{k_m}{2} \right) \right] b_0.
\]
(7)

Define the following polynomial in \( x \):
\[
f(x) := \beta \prod_{j=1}^{N} \left[ x - \left( \frac{1}{2} + \frac{i k_j}{2} \right) \right] + \sum_{j=1}^{N} \frac{g_j^2}{2} \prod_{m \neq j}^{N} \left[ x - \left( \frac{1}{2} + \frac{k_m}{2} \right) \right].
\]
(8)

Letting \( x = 1/2 + iy \), we define the following function of \( y \):
\[
g(y) := \frac{(-iy)^N}{\beta} f(x) = \prod_{j=1}^{N} \left[ y + \frac{k_j}{2} \right] - \sum_{j=1}^{N} \frac{g_j^2}{2} \prod_{m \neq j}^{N} \left[ y + \frac{k_m}{2} \right].
\]
(9)

Because the sign of the ordered set \( \{ g(-\infty), g(-k_N/2), \ldots, g(-k_1/2), g(\infty) \} \) alternates exactly \( N \) times, \( g \) has exactly \( N \) real roots. Let these roots be \( l_1, \ldots, l_N \), and let \( \xi_j = 1/2 + il_j \) be the corresponding roots of \( f(x) \). We note that
\[
\sum_{j=1}^{N} l_j = \sum_{j=1}^{N} \left( \frac{g_j^2}{2\beta} - \frac{k_j}{2} \right).
\]
(10)

With these definitions in place, (7) becomes
\[
i \prod_{j=1}^{N} \left[ t \frac{d}{dt} + \left( \frac{1}{2} + \frac{i k_j}{2} \right) \right] \frac{d}{dt} b_0 = f \left( t \frac{d}{dt} + 1 \right).
\]
(11)

Because the operator
\[
t \frac{d}{dt} + 1
\]
(12)
commutes with itself and multiplication by a constant, (11) becomes
\[
\left( i \prod_{j=1}^{N} \left[ t \frac{d}{dt} + \left( \frac{1}{2} + \frac{i k_j}{2} \right) \right] \frac{d}{dt} - \beta \prod_{j=1}^{N} \left[ t \frac{d}{dt} + 1 - \xi_j \right] \right) b_0 = 0.
\]
(13)

We use the identity
\[
t \frac{d^2}{dt^2} = \frac{d}{dt} \left( t \frac{d}{dt} - 1 \right)
\]
(14)
and multiply (13) by \( it \) to get the desired form of the differential equation for \( b_0 \):
\[
\left( -i \prod_{j=1}^{N} \left[ t \frac{d}{dt} - \left( \frac{1}{2} - \frac{i k_j}{2} \right) \right] - \beta i \prod_{j=1}^{N} \left[ t \frac{d}{dt} + 1 - \xi_j \right] \right) b_0 = 0.
\]
(15)

Equation (15) is an \((N + 1)\)th order linear differential equation, which can be found in section 5.8 of [11], equation (1). It has a fundamental set of \( N + 1 \) Meijer’s \( G \) solutions.
2.2. Solving for $b_0$

For notational convenience, define
\[ h_j = \frac{1}{2} - \frac{k_j}{2}, \]
and the following three sets:
\[ \xi_N = \xi_1, \ldots, \xi_N \]
\[ h_N = h_1, \ldots, h_N \]
\[ h_N^r = h_1, \ldots, h_{r-1}, h_{r+1}, \ldots, h_N. \]

Equation (15) has the following fundamental set of $N + 1$ Meijer’s G solutions:
\[ G^{1,N}_{N,N+1}(\xi_0, h_N|\beta it), G^{1,N}_{N,N+1}(\xi_{hr}, 0, h_N^r|\beta it) \]
\[ \sum_{r=1}^N. \]

Each of these solutions remains bounded as $t \to 0$, and furthermore, all but the first go to zero as $t \to 0$ (section A.3(i)).

2.3. Finding the vector of solutions

Each of the solutions in (20) for $b_0$ specifies a unique vector of solutions to the original system of equations, and the general solution to the system (4), (5) is a linear combination of these vectors. Manipulating the system (4), (5) gives the following $N$ equations:
\[ \sum_{j=1}^N g_j b_j = i \frac{db_0}{dt} - \beta b_0 \]
\[ \sum_{j=1}^N g_j (k_j - i) b_j = 2it \frac{d}{dr} \left[ i \frac{db_0}{dr} - \beta b_0 \right] - \sum_{j=1}^N g_j^2 b_0 \]
\[ \sum_{j=1}^N g_j (k_j - i)^2 b_j = 2it \frac{d}{dr} \left[ 2it \frac{d}{dr} \left[ i \frac{db_0}{dr} - \beta b_0 \right] - \sum_{j=1}^N g_j^2 b_0 \right] - \sum_{j=1}^N g_j^2 (k_j - i) b_0 \]
\[ \vdots \]
\[ \sum_{j=1}^N g_j (k_j - i)^{N-1} b_j = 2it \frac{d}{dr} \left[ \cdots \right] \left[ 2it \frac{d}{dr} \left[ i \frac{db_0}{dr} - \beta b_0 \right] - \sum_{j=1}^N g_j^2 b_0 \right] \cdots \]
\[ - \sum_{j=1}^N g_j^2 (k_j - i)^{N-2} b_0. \]

Multiplying through by $(2t)^{1/2}$ gives equations for the $a_j$:
\[ \sum_{j=1}^N g_j a_j = (2t)^{1/2} \left( i \frac{db_0}{dt} - \beta b_0 \right) \]
\[ \sum_{j=1}^N g_j (k_j - i) a_j = (2t)^{1/2} \left( 2it \frac{d}{dr} \left[ i \frac{db_0}{dr} - \beta b_0 \right] - \sum_{j=1}^N g_j^2 b_0 \right) \]
of another hypergeometric function (section A.3(ii)), we have

\[
\sum_{j=1}^{N} g_j (k_j - i)^2 a_j = (2t)^{1/2} \left( 2u \frac{d}{dr} \left[ \frac{d}{dr} \left[ \frac{d}{dr} - \beta b_0 \right] - \sum_{j=1}^{N} g_j^2 b_0 \right] - \sum_{j=1}^{N} g_j^2 (k_j - i) b_0 \right)
\]

\[
\vdots
\]

\[
\sum_{j=1}^{N} g_j (k_j - i)^{N-1} a_j = (2t)^{1/2} \left( 2u \frac{d}{dr} \left[ \cdots \frac{d}{dr} \left[ \frac{d}{dr} - \beta b_0 \right] - \sum_{j=1}^{N} g_j^2 b_0 \right] \cdots \right)
\]

\[
- \sum_{j=1}^{N} g_j^2 (k_j - i)^{N-2} b_0 \right).
\]

The left-hand side of (22) is an \(N \times N\) Vandermonde matrix

\[
V_N = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
(k_1 - i)^2 & (k_2 - i)^2 & \cdots & (k_N - i)^2 \\
\vdots & \vdots & \ddots & \vdots \\
(k_1 - i)^{N-1} & (k_2 - i)^{N-1} & \cdots & (k_N - i)^{N-1}
\end{bmatrix},
\]

(whose inverse is well known; for example, a general expression for the inverse can be found in [12]), multiplied with the column vector \([g_1 a_1, \ldots, g_N a_N]^T\).

3. Transition probabilities

3.1. Initially populating \(b_0\)

Consider the first solution in (20):

\[
b_0 = G_{N,N+1}^{1,N} \left( b_0 \right) \mid \beta it \right) \\
= \prod_{j=1}^{N} \left( \frac{\Gamma(1 - \xi_j)}{\Gamma \left( \frac{1}{2} + \frac{k_j}{2} \right)} \right)^{N} F_N \left( 1 - \xi_1, \ldots, 1 - \xi_N; \frac{1}{2} + \frac{k_1}{2}, \ldots, \frac{1}{2} + \frac{k_N}{2}, -\beta it \right).
\]

Then \(b_0(t \to 0) < \infty\), and since the \(k\)th derivative of a hypergeometric function is a multiple of another hypergeometric function (section A.3(ii)), we have

\[
\frac{d^k}{dt^k} b_0 \bigg|_{t \to 0} < \infty.
\]

Then it follows from (22) that with this choice of \(b_0\), \(a_1(0) = \cdots = a_N(0) = 0\). We now set

\[
b_0 = \prod_{j=1}^{N} \left( \frac{\Gamma \left( \frac{1}{2} + \frac{k_j}{2} \right)}{\Gamma(1 - \xi_j)} \right)^{N} G_{N,N+1}^{1,N} \left( b_0 \right) \mid \beta it \right) \\
\]

in order that \(b_0\) may be initially populated with probability 1, and using (24) and the asymptotics from (A.8), we find (section A.3(iii)),

\[
P_{00} = \left| b_0(t \to \infty) \right|^2 = \prod_{j=1}^{N} \left( \frac{\exp(-2\pi t_{j}) + 1}{\exp(\pi k_j) + 1} \right).
\]

With \(a_1(0) = \cdots = a_N(0) = 0\) and \(b_0\) chosen as in (26), we may simply solve (5) for each \(j\), using the antiderivative in (A.9), to find

\[
a_j = \frac{-i G_{j} t^{-k_j/2}}{\sqrt{2}} \int_{0}^{t} x^{(1-k_j)-1} G_{N,N+1}^{1,N} \left( b_0 \right) \mid \beta ix \right) \, dx
\]

(28)
and are equal to the number of ways to partition sets. Then (33) becomes
\[ F(N,N+1)_{0,0,H_{j-1}}^{\xi_{N}} | \beta u \rangle, \]
where
\[ Q = \prod_{j=1}^{N} \left( \frac{\Gamma \left( \frac{1}{2} + \xi_{j}^{2} \right)}{\Gamma(1 - \xi_{j})} \right). \]
The resultant asymptotic is (section A.3(iv)):
\[ P_{0j} = |a_{j}|^{2} \sim \frac{|Q|^2 \xi_{j}^2}{2\beta} \sum_{j=1}^{N} e^{-\pi \xi_{j}^2/(2\beta t)} \Gamma(1 - \xi_{j}) \Gamma(1 + \xi_{j} - h_{j}) \left( \prod_{i=1, \neq j}^{N} \Gamma(\xi_{i} - \xi_{j}) \right)^{2}. \]
Equation (31) shows that, unlike \( P_{00} \), the probability \( P_{0j} \) does not converge at \( t \to \infty \) in the general case. Physically, this behavior follows from the fact that diabatic energies of levels with \( j \neq 0 \) become asymptotically degenerate at \( t \to \infty \) with a characteristic level splitting behaving as \( \sim 1/t \) with time. On the other hand, couplings between those levels, in the leading order of the perturbation expansion, also decay as \( \sim 1/t \), so that both diagonal and off-diagonal terms in the Hamiltonian projected on the \( N \) state subspace of levels with \( j \neq 0 \) remain of the same order in magnitude. Hence transitions between such diabatic states never saturate. One can explore the problem of scattering in the adiabatic basis but we will not pursue this here.

3.2. Initially populating \( a_{q} \) to find \( P_{00} \) (arbitrary \( N \))
As mentioned earlier (see section A.3(i)) all but the first solution in (20) go to 0 when \( t \to 0 \); furthermore, by (A.11), it follows that
\[ t^{k-1/2} \frac{d^k}{dt^k} b_0 \bigg|_{t \to 0} < \infty, \]
so in the limit \( t \to 0 \), (22) reduces to
\[ \left\{ \sum_{j=1}^{N} g_{j}(j - i)^{m-1} a_{j}(0) \right\} \left[ (2t)^{1/2}i(2i)^{m-1} \left( t \frac{d}{dt} \right)^{m-1} \left\{ \frac{d}{dt} b_0 \right\} \right]_{t \to 0}^{m=1} \right\}^{N}. \]
We have that
\[ \left\{ \frac{d}{dt} \right\}^{m} = \sum_{j=1}^{m} \left\{ \begin{array}{c} m \\ j \end{array} \right\} t^{j} \left( \frac{d}{dt} \right)^{m-j} b_0, \]
where
\[ \left\{ \begin{array}{c} m \\ j \end{array} \right\} = S(m, j) \]
denotes the Stirling numbers of the second kind, which satisfy the recurrence
\[ \left\{ \begin{array}{c} m+1 \\ j \end{array} \right\} = j \left\{ \begin{array}{c} m \\ j \end{array} \right\} + \left\{ \begin{array}{c} m \\ j-1 \end{array} \right\}, \]
and are equal to the number of ways to partition \( m \) labeled elements into \( j \) nonempty unlabeled sets. Then (33) becomes
\[ \left\{ \sum_{j=1}^{N} g_{j}(j - i)^{m-1} a_{j}(0) \right\} \left[ (2t)^{1/2}i(2i)^{m-1} \left( \sum_{j=1}^{m-1} \left\{ \begin{array}{c} m \\ j \end{array} \right\} t^{j} \left( \frac{d}{dt} \right)^{m-j} b_0 \right) \right]_{t \to 0}^{j=1, m=1} \right\}^{N}. \]
If we put
\[ b_0 = t^{\xi_1 / 2} G_{N,N+1}^{\gamma_1 N} \left( \xi_N, \{ 0 \} ; \beta i \right), \]
we have the following result, using (A.11) and (A.13):
\[
\lim_{t \to 0} t^{n+1/2} \frac{d^{n+1}}{dt^{n+1}} b_0 = (\Gamma(h_r - j))^{-1} \prod_{s=1}^{N} \left( \frac{\Gamma(1 + h_r - \xi_s)}{\Gamma(1 + h_r - h_s)} \right)
\]
\[ = (h_r - 1) \left( \Gamma(h_r) \right)^{-1} \prod_{s=1}^{N} \left( \frac{\Gamma(1 + h_r - \xi_s)}{\Gamma(1 + h_r - h_s)} \right), \]
where \((h_r - 1)_j\) denotes the falling factorial \((h_r - 1) \cdots (h_r - j + 1)(h_r - j)\) and where \((h_r - 1)_0 = h_r - 1\). Then (37) becomes
\[
\left\{ \sum_{j=1}^{N} g_j(k_j - i)^{m-1} a_j(0) \right\}_{m=1}^{N} = \gamma_{m,r},
\]
where, for notational convenience, we let
\[
\gamma_{m,r} = (2)^{m-1/2} (i)^m \left( \Gamma(h_r) \right)^{-1} \left[ \sum_{j=1}^{m-1} \left\{ \begin{array}{c} m - 1 \\ j \end{array} \right\} (h_r - 1)_j \right] \prod_{s=1}^{N} \left( \frac{\Gamma(1 + h_r - \xi_s)}{\Gamma(1 + h_r - h_s)} \right).
\]
The Stirling numbers of the second kind satisfy the relation
\[
\sum_{j=1}^{m} \left[ \begin{array}{c} m \\ j \end{array} \right] (x)_j = x^{m-1},
\]
which simplifies (42) to
\[
\gamma_{m,r} = (2)^{m-1/2} (i)^m \left( \Gamma(h_r) \right)^{-1} (h_r - 1)^{m-1} \prod_{s=1}^{N} \left( \frac{\Gamma(1 + h_r - \xi_s)}{\Gamma(1 + h_r - h_s)} \right).
\]
Using notation from (23), with \(b_0\) as in (38),
\[
\begin{bmatrix}
g_1 a_1(0) \\
\vdots \\
g_N a_N(0)
\end{bmatrix} = V_N^{-1} \begin{bmatrix}
\gamma_{1,r} \\
\vdots \\
\gamma_{N,r}
\end{bmatrix}.
\]
Setting \(\xi_r\) (a vector) equal to the right-hand side of (45), we let \(e_q\) be the \(q\)th column of
\[
\begin{bmatrix}
\xi_1 \\
\vdots \\
\xi_N
\end{bmatrix}^{-1} \begin{bmatrix}
g_1 & 0 & \cdots & 0 \\
0 & g_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & g_N
\end{bmatrix},
\]
and denote the components of \(e_q\) by
\[
e_q = \begin{bmatrix}
e_{1,q} \\
\vdots \\
e_{N,q}
\end{bmatrix}.
\]
If we put
\[
b_0 = \sum_{r=1}^{N} e_{r,q} t^{\xi_r / 2} G_{N,N+1}^{\gamma_1 N} \left( \xi_N, \{ 0 \} ; \beta i \right),
\]
we have the following result, using (A.11) and (A.13):
this corresponds to the vector of states where \( b_0(0) = a_1(0) = \cdots = a_{q-1}(0) = a_{q+1}(0) = \cdots = a_N(0) = 0 \), and \( a_q(0) = 1 \).

Again applying the asymptotics from (A.8) provides an asymptotic for \( P_{q0} \) (section A.3(v)):

\[
P_{q0} = |b_0|^2 \sim \exp \left( -\pi \sum_{j=1}^{N} \frac{g_j^2}{2\beta} \right) \left| \sum_{r=1}^{N} c_{r,0} e^{i k_r / 2} e^{\pi k_r / 2} \right|^2.
\] (49)

Amplitudes for the states \( a_j \) are given in appendix B.

4. Discussion

The solution of our model is expressed through the roots of the polynomial \( g \) in (9), which generally cannot be obtained explicitly. To provide better intuition about the transition probabilities in our model, we will explore special situations that allow us to obtain explicit expressions for the transition probabilities.

4.1. Degenerate band

Consider the case of all the \( k_i \) identical, i.e. \( k_i = k \) for all \( i = 1 \ldots N \). This case corresponds to

\[
g(y) = \left( y + \frac{k}{2} \right)^{N-1} \left( y + \frac{k}{2} - \sum_{i=1}^{N} \frac{g_i^2}{2\beta} \right).
\] (50)

with simple roots \( l_i = -k/2 \) for \( i = 1, \ldots, N-1 \) and \( l_N = -k/2 + \sum_{i=1}^{N} g_i^2 / 2\beta \). Substituting this into (27) we find

\[
P_{00} \approx \frac{\left( \exp \left( \pi \left[ k - \sum_{i=1}^{N} \frac{g_i^2}{2\beta} \right] \right) + 1 \right)}{\exp(\pi k) + 1}.
\] (51)

Interestingly, this solution shows that, no matter how large \( N \) is and how strong coupling constants are, if the band levels are degenerate the survival probability is always non-vanishing, i.e. \( P_{00} > 1/(e^{\pi k} + 1) \). Such a behavior can occur only when the curvature of the band is non-vanishing. It was first noticed in the Demkov–Osherov model with a piece-wise linearly changing slope of the zeroth level [13]. It is confirmed now for a model with fully continuous time-dependence of diabatic energy levels. We also note that, in the case of a degenerate band, a linear transformation can reduce the degenerate states to one coupled to the zeroth state and \( N-1 \) uncoupled, leading to a two-state curve-crossing problem [14].

4.2. Independent crossings

In another limit, consider that \( |k_i - k_j| \gg |g_{ij}^2 / \beta| \) for any \( i, j \). This case corresponds to well separated diabatic energies of band levels. Treating couplings as perturbations, we find

\[
l_j \approx -\frac{k_j}{2} + \frac{g_j^2}{2\beta}.
\] (52)

and

\[
P_{00} \approx \prod_{i=1}^{N} \frac{\left( \exp \left( \pi \left[ k_i - \frac{g_i^2}{2\beta} \right] \right) + 1 \right)}{\exp(\pi k_i) + 1}.
\] (53)
i.e. the survival probability is given by the product of probabilities to remain at the zeroth level at each pairwise avoided crossing. Here we note that for any finite $N$ one still has the restriction $P_{00} > 1/\prod_{\ell=0}^{N-1} [e^{\pi k_{\ell}} + 1]$; however, by increasing $N$ one can make $P_{00}$ arbitrarily small.

4.3. The case $N = 2$

When $N = 2$, one can obtain an explicit expression for the roots of the polynomial $g(y)$,

$$g(y) = \left( y + \frac{k_1}{2} \right) \left( y + \frac{k_2}{2} \right) - \frac{1}{2\beta} \left( g_1^2 \left( y + \frac{k_2}{2} \right) + g_2^2 \left( y + \frac{k_1}{2} \right) \right),$$  \hspace{1cm} (54)

which are given by

$$l_{1,2} = \frac{g_+ - \beta k_+ \pm \sqrt{g_+^2 + \beta k_- (\beta k_- - 2g_-)}}{4\beta},$$  \hspace{1cm} (55)

where $k_\pm = k_1 \pm k_2$ and $g_\pm = g_1^2 \pm g_2^2$. It is straightforward to check that at $k_- \gg g_1^2/\beta$ one has $l_{1,2} \approx (g_1^2/\beta - k_{1,2})/2$, or that at $k_- = 0$, one has $l_1 = (g_1^2 + g_2^2)/2\beta - (k_1 + k_2)/4$ and $l_2 = -(k_1 + k_2)/4$.

Generally, the transition probabilities from any state to the zeroth state in a three-level system have the expressions:

$$P_{00} = \frac{1 + \exp(-2\pi l_1)}{1 + \exp(-2\pi l_2)},$$  \hspace{1cm} (56)

$$P_{10} = \frac{g_1^2}{2\beta} \left( \frac{k_2/2 - k_1/2}{(k_1/2 + l_1)(k_2/2 + l_2)} \right) \exp \left( -\pi \left( \frac{g_1^2}{\beta} + \frac{g_2^2}{\beta} \right) \right) \times \frac{(\exp(\pi k_1 + 2l_1) - 1)(\exp(\pi k_1 + 2l_2) - 1)}{\exp(-\pi k_1) - \exp(-\pi k_2))(\exp(\pi k_1) + 1)},$$  \hspace{1cm} (57)

$$P_{20} = \frac{g_2^2}{2\beta} \left( \frac{k_1/2 - k_2/2}{(k_2/2 + l_1)(k_1/2 + l_2)} \right) \exp \left( -\pi \left( \frac{g_1^2}{\beta} + \frac{g_2^2}{\beta} \right) \right) \times \frac{(\exp(\pi k_2 + 2l_1) - 1)(\exp(\pi k_2 + 2l_2) - 1)}{\exp(-\pi k_2) - \exp(-\pi k_1))(\exp(\pi k_2) + 1)},$$  \hspace{1cm} (58)

where $l_1$ and $l_2$ are explicitly written in (55). In figure 3 we show typical behavior of $P_{00}$, $P_{10}$, and $P_{20}$ as functions of one of the coupling constants and the difference of parameters $k_2 - k_1$.

In particular, figure 3(b) shows that the separation between band levels, which is controlled by the value of $k_2 - k_1$, considerably influences transition probabilities. This behavior is in sharp contrast with the conclusion that one can derive from the previously known Demkov–Osherov model [6].

5. Conclusion

We identified and solved the model of nonadiabatic transitions in an explicitly driven multistate Landau–Zener–Coulomb–like system. Our model describes transitions between a time-dependent energy level that interacts with a band of states whose adiabatic energies change nonlinearly with time. We showed that a nonlinear level crossing results in saturation of the survival probability at large coupling constants. This behavior is similar to the one found in the model in [10]. However, unlike [10], our model shows that the decay of the survival probability in the large-$N$ limit generally happens if the separation between avoided crossing points becomes substantial.
Figure 3. Transition probabilities as functions of (a) $g_1$, and (b) the difference $k_2 - k_1$, for the probabilities to find the system in the zeroth level starting at arbitrary $i$th state ($i = 0, 1, 2$). Choice of parameters: (a) $k_1 = 1.57, k_2 = 12.4, \beta = 2.02, g_2 = 0.425$; (b) $g_1 = 3.4, g_2 = 1.84, \beta = 2.02, \beta_2 = 1, k_1 = 0.27$.

Finally, we note that many properties of our model remain unstudied. For example, it should be interesting to consider a continuous limit of simultaneously large $N$ and low $|g_2^2/\beta|$ values. This limit has been encountered in several applications [15]. Moreover, the case of all negative parameters $k_i$ corresponds to the adiabatic transitions between a single level and a band without going through any avoided level crossings, as shown in figure 2. Such a regime can be found in many previously studied mesoscopic systems [15] with nonadiabatic transitions.

Appendix A. Calculations

In this appendix, we introduce the notation and theory used in [11] to describe the Meijer’s $G$ functions, and then we show the calculations referenced in the text.

A.1. Shorthand

Preliminary shorthand. We follow the conventions of [11], where we notate

$$G_{p,q}^{m,n}(a_{p+\sigma} \mid b_q, z) := G_{p,q}^{m,n}(a_1, \ldots, a_p \mid b_1, \ldots, b_q, z),$$

and in general, when one expects a list of $p$ arguments, $a_p + \sigma$ will signify $\{a_1 + \sigma, \ldots, a_p + \sigma\}$, for some constant $\sigma$.

We will use the following notation for sets as arguments in hypergeometric functions that follow: for a fixed $h$, we define $(1 - a_h + a_p)^* = [1 - a_h, a_1, \ldots, 1 - a_h + a_{h-1}, 1 - a_h + a_{h+1}, \ldots, 1 - a_h + a_p]$, and $(1 - b_h + b_q)^*$ is defined similarly.

Symbols. We define the following constants, which come from section 5.7 of [11], equations (1) and (13):
In section 5.10 of [11], equation (12), we have the following divergent asymptotic for $A$:

\begin{align}
\Theta_1 = \sum_{h=1}^q b_h, \quad \Lambda_1 = \sum_{h=1}^p a_h,
\end{align}

\begin{align}
\sigma = q - p, \quad \nu = q - m - n, \quad \rho = m + n - \frac{1}{2}(p + q),
\end{align}

(for $k \geq 2$, there are constants $\Theta_k$ and $\Lambda_k$ which are defined recursively in section 5.11.5 of [11]—we will not use these constants) and we define $\theta$ by the equation

\begin{align}
\sigma \theta = \frac{1}{\nu}(1 - \sigma) + \Theta_1 - \Lambda_1.
\end{align}

Finally, we define the following two constants (from section 5.9 of [11], equations (1) and (2)):

\begin{align}
\Delta(t) &= (-1)^{\nu+1} \left( \prod_{j=1 \atop j \neq t}^n \Gamma(a_t - a_j) \Gamma(1 + a_j - a_t) \right) \left( \prod_{j=m+1}^q \Gamma(a_t - b_j) \Gamma(1 + b_j - a_t) \right)^{-1},
\end{align}

and

\begin{align}
\Lambda &= (-1)^\nu (2\pi i)^{-\nu} \exp \left[ i\pi \left( \sum_{j=1}^n a_j - \sum_{j=m+1}^q b_j \right) \right].
\end{align}

**Functions.** We first define the $H$ function from section 5.7 of [11], equation (13):

\begin{align}
H_{p,q}(z) = \frac{(2\pi)^{(\sigma-1)/2}}{\sigma^{1/2}} \exp(-\sigma(z)^{1/\sigma}) \sum_{k=0}^{\infty} M_k z^{-k/\sigma},
\end{align}

where $M_0 = 1$ and for $k \geq 1$, $M_k$ is independent of $z$ and defined in terms of $\Theta_k$, $\Lambda_k$, and $\sigma$.

Next we define the $E$ function from section 5.7 of [11], equation (7):

\begin{align}
E_{p,q}(a_t; z) = \frac{z^{a_t-1}}{\prod_{j=1}^p \Gamma(1 + a_j - a_t)} \sum_{q=0}^{\infty} qF_{p-1}(1 + b_q - a_t; (1 + a_p - a_t)^t; -1/z).
\end{align}

**A.2. Asymptotics and identities**

In section 5.10 of [11], equation (12), we have the following divergent asymptotic for $|z| \to \infty$, $\arg z = \rho \pi$:

\begin{align}
G_{m,n}(a_t \mid b_t) \sim AH_{p,q}(z e^{i\pi \nu}) + \sum_{l=1}^{n} \exp(-i\pi a_t (\nu + 1)) \Delta(t) E_{p,q}(a_t; z e^{i\pi (\nu + 1)}).
\end{align}

We also mention that from the series definition of $pF_q$ given in section 3.2 of [11], equation (2), we know that $pF_q \to 1$ as $z \to 0$.

We use the following identities:

In section 5.4 of [11], equation (13), we have

\begin{align}
\frac{d}{dz} \left[ z^{-b_h} G_{m,n}(a_t \mid b_t) \right] = z^{-1-b_h} G_{m,n}(a_t \mid b_1, b_2, \ldots, b_h, \ldots, b_{p-1}, b_{p-1}+1, \ldots, b_{q-1}, \ldots, b_{q-1}+1, \ldots, b_{q-1}) \mid z),
\end{align}

for $m < h$.

In section 5.4 of [11], equation (12), we have

\begin{align}
\frac{d}{dz} \left[ z^{-b_h} G_{m,n}(a_t \mid b_t) \right] = -z^{-1-b_h} G_{m,n}(a_t \mid 1+b_1, b_2, \ldots, b_q) \mid z).
\end{align}
In section 5.4 of [11], equation (17), we have
\[
\epsilon_i \frac{d^k}{dz^k} [G_{p,q}^{m,n}(z) | b_0] = G_{p+1,q+1}^{m,n+1}(0,a_p | b_0,k) . \tag{A.11}
\]

In section 3.4 of [11], equation (1), we have\(^3\)
\[
\frac{d^k}{dz^k} [pF_q(a_p, b_q; z)] = \frac{(a_p + k - 1)_k}{(b_q + k - 1)_k} pF_q(a_p + k; b_q + k; z), \tag{A.12}
\]
where \((x)_k = x(x - 1) \cdots (x - k + 1)\) denotes the falling factorial.

The last identity we state here is in section 5.2 of [11], equation (12), which gives a relation
\[
\text{for } p < q \text{ (or } p = q \text{ and } |z| < 1, \text{ but this case does not concern us).}
\]

A.3. Calculations

(i) The claimed behavior of the solutions in (20) as \(t \to 0\) follows directly from the relation (A.13) and the fact that \(N F_N \to 1\) as \(t \to 0\).

(ii) From the result (i), we know that the solution \(b_0\) in (24) has the property \(b_0(t \to 0) < \infty\). Combining the fact that the \(k\)th derivative of a hypergeometric function is a multiple of another hypergeometric function, from (A.12), and the fact that \(N F_N \to 1\) as \(t \to 0\), we have that
\[
\frac{d^k}{dt^k} b_0 \bigg|_{t \to 0} < \infty. \tag{A.14}
\]

(iii) Here we have initially populated \(b_0\) with probability 1. We are interested in the asymptotics of \(G_N^{1,N}(\xi \mid \beta it)\). Here we have \(\sigma = 1, v = 0,\) and \(\mu = 1/2\). We also have \(\Theta_1 = \sum h_j\) and \(\Lambda_1 = \sum \xi_j\). Hence \(\theta = \Theta_1 - \Lambda_1 = -i \sum g_j^2/2\beta\). We have the constant
\[
A = \exp[i\pi (\Lambda_1 - \Theta_1)] = \exp \left( -i \sum_{j=1}^{N} \frac{g_j^2}{2\beta} \right), \tag{A.15}
\]
and the \(H\) function becomes
\[
H_{p,q}(z) = e^{-z \sum \xi_j^2 / 2\beta} \sum_{k=0}^{\infty} M_k z^{-k}. \tag{A.16}
\]

Truncating the divergent series in (A.8) to terms which do not vanish at \(t \to \infty\) gives its behavior at \(t \to \infty\); all terms \(E_{p,q}\) drop out and the result is:
\[
G_N^{1,N}(\xi \mid \beta it) \sim \exp \left( -\pi \sum_{j=1}^{N} \frac{g_j^2}{2\beta} \right) e^{-\beta |t| - i \sum \xi_j^2 / 2\beta}. \tag{A.17}
\]

\(^3\) We note that Luke denotes \((x)_n = x(x + 1) \cdots (x + n - 1)\) as the rising factorial, and in order to be consistent with calculations in the main text and standard convention in combinatorial mathematics we have chosen instead to denote \((y)_n = y(y - 1) \cdots (y - n + 1)\) as the falling factorial. We note the obvious \((y)_n\) falling \(= (y - n + 1)_n\) rising.
We set $i = e^{ix/2}$ and get

$$\left| G_{N,N+1}^{1,N}(e^{\xi}, | \beta u) \right|^2 \sim \exp \left( -\pi \sum_{j=1}^{N} \frac{\beta_j^2}{2B} \right). \quad (A.18)$$

Using the fact that $|\Gamma(1/2 + ix)|^2 = \pi / \cosh(\pi x)$, we have result

$$|b_0(t \to \infty)|^2 = \exp \left( -\pi \sum_{j=1}^{N} \frac{\beta_j^2}{2B} \right) \prod_{j=1}^{N} \frac{\cosh(\pi \xi_j)}{\cosh(\pi k_j/2)} = \prod_{j=1}^{N} \left( \frac{\exp(-2\pi i \xi_j)}{\exp(2\pi i \xi_j) + 1} \right). \quad (A.19)$$

(4) Here we have again initially populated $b_0$ with probability 1. We are interested in the asymptotics of

$$t^{1-\beta} G_{N,N+1}^{1,N}(e^{\xi}, | \beta u). \quad (A.20)$$

Here we have $\sigma = 1$, $\nu = 0$, and $\rho = 1/2$. We also have

$$\Theta_1 = -1 + \sum_{r=1}^{N} h_r, \quad A_1 = \sum_{r=1}^{N} \xi_r, \quad \theta = \Theta_1 - A_1 = 1 - i \sum_{r=1}^{N} \frac{\beta_r^2}{2B}. \quad (A.21)$$

We have the constant

$$\Delta(s) = (-1) \left[ \prod_{r=1, r \neq s}^{N} \Gamma(\xi - \xi_r) \Gamma(1 + \xi - \xi_r) \prod_{r=1}^{N} \Gamma(1 + h_r - \xi_r) \right] \left[ \Gamma(1 + \xi - h_r) \Gamma(h_j - \xi_j) \right]^{-1}, \quad (A.22)$$

and the $E$ function is

$$E_{N,N+1}(a; \beta u) = (-\beta u)^{1/2} \frac{\prod_{r=1}^{N} \Gamma(1 + h_r - \xi_r)}{\prod_{r=1}^{N} \Gamma(1 + \xi - h_r)}. \quad (A.23)$$

If we multiply the series in (A.8) by $t^{1-\beta}$ and then truncate the resulting series to terms which do not vanish at $t \to \infty$, we see that the $H$ function terms drop out and we are left with

$$t^{1-\beta} G_{N,N+1}^{1,N}(e^{\xi}, | \beta u) \sim -\sum_{j=1}^{N} e^{-ix/2} e^{\pi i u_j} \frac{\Gamma(1 - \xi_j)}{\Gamma(1 + \xi_j - h_j)} t^{1-\beta} (-\beta u)^{1/2} \frac{\prod_{r=1, r \neq s}^{N} \Gamma(\xi - \xi_r)}{\prod_{r=1, r \neq j}^{N} \Gamma(\xi - h_r)} \quad (A.24)$$

This gives the result

$$|a_j|^2 \sim \frac{|Q_j|^2}{2B} \sum_{j=1}^{N} e^{-\pi l_j/2} (\beta l_j)^{\nu_j} \frac{\Gamma(1 - \xi_j)}{\Gamma(1 + \xi_j - h_j)} \left( \prod_{r=1, r \neq j}^{N} \frac{\Gamma(\xi - \xi_r)}{\Gamma(\xi - h_r)} \right)^2. \quad (A.25)$$

(5) Here we have initially populated $a_j$ with probability 1. We are interested in the asymptotics of

$$G_{N,N+1}^{1,N}(e^{\xi}, | \beta u). \quad (A.26)$$

Here we have $\sigma = 1$, $\nu = 0$, and $\rho = 1/2$. We also have

$$\Theta_1 = \sum_{j=1}^{N} h_j, \quad A_1 = \sum_{j=1}^{N} \xi_j, \quad \theta = -i \sum_{j=1}^{N} \frac{\beta_j^2}{2B}. \quad (A.27)$$
We have the constant
\[ A = \exp \left[ i\pi \left( h_j + \sum_{j=1}^{N} \xi_j - \sum_{j=1}^{N} h_j \right) \right] = e^{i\pi/2} \exp \left[ \pi \left( \frac{k_r}{2} - \sum_{j=1}^{N} \frac{\xi_j}{2\beta} \right) \right], \] (A.28)
and the \( H \) function is
\[ H_{p,q}(z) = e^{-iz - \sum \xi_j/2\beta} \sum_{k=0}^{\infty} M_k e^{-k}. \] (A.29)

Then truncating (A.8) to terms which do not vanish at \( t \to \infty \) gives the desired asymptotic; all \( E_{p,q} \) drop out and the result is
\[ G_{N,N+1}^{1,2}(b_{0,0} \mid \beta \mu) \sim e^{i\pi/2} e^{-\beta \mu} (\beta \mu)^{-1} \sum \xi_j/2\beta e^{-\pi \sum \xi_j/2\beta} e^{\pi h_j/2}, \] (A.30)
which gives
\[ |b_0|^2 \sim \exp \left( -\pi \sum_{j=1}^{N} \frac{\xi_j}{2\beta} \right) \left| \sum_{r=1}^{N} c_{r,q} i^{k_j/2} e^{\pi h_j/2} \right|^2. \] (A.31)

**Appendix B. Amplitudes \( a_j \) with \( a_q \) initially populated**

Taking \( b_0 \) as in (48), solving (5) for \( b_q \) and then multiplying by \( \tau = t^{1/2} \sqrt{2} \), we have the result
\[ a_j = -i g t^{-ik_j/2} \sqrt{2} \sum_{r=1}^{N} c_{r,q} i^{k_j/2} \int_0^1 x^{(1-h_j)-1} G_{N,N+1}^{1,2}(b_{0,0} \mid \beta \mu). \] (B.1)
Using (A.9) and (A.10), we find
\[ a_j = -i g t^{-ik_j/2} \sqrt{2} t^{1-h_j} \times \left( -c_{j,q} (b_{0,0} \mid \beta \mu) \sum_{r=1}^{N} c_{r,q} i^{k_j/2} G_{N,N+1}^{1,2}(b_{0,0} \mid \beta \mu) \right) \]
\[ + \sum_{r=1, r \neq j}^{N} c_{r,q} i^{k_j/2} G_{N,N+1}^{1,2}(b_{0,0} \mid \beta \mu). \] (B.2)

**References**

[1] Nakamura H 2012 *Nonadiabatic Transition: Concepts, Basic Theories, and Applications* 2nd edn (Singapore: World Scientific)
[2] Landau L D 1932 *Phys. Z. Sowjetunion* 24 5
Zener C 1932 *Proc. R. Soc.* A 137 696
Stückelberg E C G 1932 *Helv. Phys. Acta* 5 369
Majorana E 1932 *Nuovo Cimento* 9 43
[3] Brandulder S and Elser V 1993 *J. Phys. A: Math. Gen.* 26 1211
[4] Sinitsyn N A 2004 *J. Phys. A: Math. Gen.* 37 10691
Volkov M V and Ostrovsky V N 2004 *J. Phys. B: At. Mol. Opt. Phys.* 37 4069
Volkov M V and Ostrovsky V N 2006 *J. Phys. B: At. Mol. Opt. Phys.* 38 907
Dobrescu B E and Sinitsyn N A 2006 *J. Phys. B: At. Mol. Opt. Phys.* 39 1253
[5] Pokrovsky V L and Sinitsyn N A 2002 *Phys. Rev. B* 65 153105
Shytov A V 2004 *Phys. Rev. A* 70 052708
Rangelov A A, Pilto J and Vitanov N V 2005 *Phys. Rev. A* 72 053404
Volkov M V and Ostrovsky V N 2007 *Phys. Rev. A* 75 022105
Sinitsyn N A 2013 *Phys. Rev. A* 87 032701
[6] Demkov Y N and Osherov V I 1967 *Zh. Exp. Teor. Fiz.* 53 1589
Demkov Y N and Osherov V I 1968 Sov. Phys.—JETP 26 916
[7] Sinitsyn N A 2002 Phys. Rev. B 66 205303
Dziarmaga J 2005 Phys. Rev. Lett. 95 245701
[8] Carroll C E and Hioe F T 1986 J. Phys. A: Math. Gen. 19 1151
Demkov Y N and Ostrovsky V N 1995 J. Phys. B: At. Mol. Opt. Phys. 28 403
Ostrovsky V N and Nakamura H 1997 J. Phys. A: Math. Gen. 30 6939
Demkov Y N and Ostrovsky V N 2000 Phys. Rev. A 61 032705
Demkov Y N and Ostrovsky V N 2001 J. Phys. B: At. Mol. Opt. Phys. 34 2419
[9] Ostrovsky V N 2003 Phys. Rev. A 68 012710
[10] Sinitsyn N A 2013 Phys. Rev. Lett. 110 150603
[11] Luke Y L 1969 The Special Functions and their Approximations vol 1 (New York: Academic)
[12] Lopez-Bonilla J, Vidal-Beltrn S and Rivera-Rebolledo J 2011 J. Inst. Eng. 8 263–5
[13] Yurovsky V A and Ben-Reuven A 1999 Phys. Rev. A 60 4561
[14] Yurovsky V A and Ben-Reuven A 1998 J. Phys. B: At. Mol. Opt. Phys. 31 1
[15] Wubs M, Saito K, Kohler S, Hänggi P and Kayanuma Y 2006 Phys. Rev. Lett. 97 200404
Keeling J, Shytov A V and Levitov L S 2008 Phys. Rev. Lett. 101 196404
Schecter M and Kamenev A 2012 Phys. Rev. A 85 043623