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ABSTRACT
The study of the role of environmental variation in community dynamics has traditionally assumed that the environment is a stationary stochastic process or a periodic deterministic process. However, the physical environment in nature is nonstationary. Moreover, anthropogenically driven climate change provides a new challenge emphasizing a persistent but frequently ignored problem: how to make predictions about the dynamics of communities when the nonstationarity of the physical environment is recognized. Recent work is providing a path to conclusions with none of the traditional assumptions of environmental stationarity or periodicity. Traditional assumptions about convergence of long-term averages of functions of environmental states can be replaced by assumptions about temporal sums, allowing convergence and persistence of population processes to be demonstrated in general nonstationary environments. These tools are further developed and illustrated here with some simple models of nonstationary community dynamics, including the Beverton-Holt model, the threshold exponential and the lottery model.
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Introduction

How should one realistically model the dynamics of populations and communities? There will never be agreement on the most important features of nature even when a common question or goal has been agreed upon. However, temporal change in the physical environment has long been recognized as a major driver of population change [1]. Despite its major implications for the structure of populations and communities, it remains a highly specialized topic within theoretical ecology [14]. Moreover, even within this specialized area, the physical environmental fluctuations considered in most models are distinctly lacking in realism. Most commonly, the environment is assumed to be a periodic deterministic process, really only suitable for the study of seasonal or diurnal variation [33], or if modelled as a stochastic process, environmental fluctuations are assumed to be independent over time with an invariant distribution. Thus, in discrete time the environment is represented...
as a sequence of independent and identically distributed (i.i.d.) random variables, or in continuous time as a white noise process [11].

Some studies have ventured beyond i.i.d. and white noise processes specifically to understand the effects of temporal autocorrelation on population and community dynamics [25,39,40], but the most general environmental assumption commonly considered is stationarity, in other words, the environment is assumed to have long-term repeatability as exemplified by laws of large numbers: over any sufficiently long period of time, averages of environmental states settle down to constant values, and any period of time is as good as any other because they all have the same statistical properties. Periodic, i.i.d., and continuous-time white noise environments are special kinds of stationary environment. However, natural environmental variation does not have the long-term repeatability property characteristic of stationarity, except as a crude approximation [28,30].

The absence of environmental repeatability is a major challenge to science [11]. The standard approach to studying communities in nature assumes that they are well defined entities with characteristics that are determined over a time span of years. Thus, they are assumed to be defined by an equilibrium, about which populations fluctuate, or alternatively, by a stationary distribution of population fluctuations, which is in essence an equilibrium of another sort [11,18,37,41]. Although few would deny that communities change on longer spans, such changes are generally treated as perturbations of equilibrium, or with environmental change, as changes in the equilibrium itself. The absence of environmental repeatability, however, calls into question the existence of the equilibrium in the first place [41]. If the equilibrium concept is not applicable, what can be done? The theory of nonautonomous dynamics points the way by generalizing the concept of an attractor in dynamical systems theory to a nonautonomous attractor [36,45]. A related idea in theory of random dynamical systems is a random attractor [3,4,7,36]. These areas now include substantial applications in biology [7,8,34,35].

From these ideas comes the generalization of the concept of a stable equilibrium, the aedt, or an asymptotic environmentally determined trajectory [11]. The aedt characterizes a system not as a point or a stationary probability distribution, but as preferred trajectory that a system is predicted to follow. This idea was introduced for ecological population and community models incorporating climate fluctuations perceived as nonstationary stochastic variation [11]. Thus, this setting deviates from the emphasis on stationary variation in random dynamical systems theory. Moreover, it deviates from the emphasis in nonautonomous dynamics where strictly bounded solutions are sought because stochastic environmental variation will inevitably lead to violations of strict limits on the size of a population. Probabilistic limits apply, as in the stochastic boundedness concept [9,15,16,42], with the concern being bounding a population away from 0 as well as away from infinity.

This article advances study of the aedt including both its existence and its properties. The most important developments show how ideas used to study persistence of populations and communities in stationary environments can be generalized to the nonstationary case. These ideas concern growth of a population process from boundary states (where some species are extinct), which has a major role in both the deterministic permanence theory [24,29,32], and stochastic persistence theory [42]. Positive average growth rates are key to persistence conditions in these theories, but in a nonstationary environment are not in general well defined. Here it is shown that in nonstationary environments, convergence of sums of boundary growth rates to infinity has the potential to play a similar role to
positive average boundary growth rates. Infinite boundary growth sums are shown to both
guarantee convergence of the population process on an aedt, and to show that the aedt does
not converge on boundary states. These developments apply to three simple models, but
for general nonstationary environmental processes.

The models studied here are the Beverton-Holt model, the threshold exponential, and
the lottery model. Both the Beverton-Holt model and the lottery model are classic models
in population biology due to their simple illustrations of fundamental ideas. The Beverton-
Holt model [23] corresponds to a discrete-time evaluation of the continuous-time logistic
model (the text-book example of density-dependent population dynamics), while the
lottery model provides one of the simplest examples of how temporal environmental fluc-
tuations can promote species coexistence [17]. The Beverton-Holt model has been studied
extensively in a variable environment but most commonly for the case of a periodic envi-
ronment [5]. Any serious population theory for nonstationary environments would need
to cover this model, but it is also valuable due to the simplicity of its illustration of the
aedt [11]. For the lottery model, the key interest is how the introduction of nonstation-
arity alters the fundamental role of environmental fluctuations in species coexistence. The
threshold exponential model, on the other hand, has not previously had a significant role in
the development of ideas in population biology apart from its use in elementary extinction-
time theory [38]. In this article, its role is to provide a fundamental demonstration of
how infinite limiting sums of growth rates can guarantee the existence of the aedt, and
replace averages of growth rates in the demonstration of population persistence. More-
over, this model is shown to have an important role in bounding other population models
in a nonstationary environment, allowing their properties to be better understood.

Preliminaries

A population process, \{N_t\}, represents the density (numbers per unit area) of a population
or populations, as a function of time. This process is assumed to be driven by changing
environmental conditions specified by an environmental process \{E_t\}. In general, \{E_t\} is
assumed to be a stochastic process making \{N_t\} a stochastic process too. However, the
development here focuses on one realization of the environment, and so proceeds deter-
ministically, in effect conditioning on a specific \{E_t\} outcome. Only occasional reference
to a stochastic context is needed. The process \{N_t\} is thought of as starting at a time \(s\), with
\(t\) mostly meaning the current time. The variables \(u\), \(v\), and \(w\) are used for other times. The
notation \(N_{s,t}\) is used when it is useful to emphasize the influence of the starting time,
\(s\), and expanded yet further to \(N_{n,s,t}\) to specifically indicate that the process starts at the
value \(n\) at time \(s\), with the variable \(N_{n,s,t}\) meaning the specific value of the process at time \(t\)
given \(n\) and \(s\).

Note that key concerns will be demonstrating that the value \(n\) and the starting time \(s\)
do not greatly influence \(N_{n,s,t}\) if \(t - s\) is large in senses to be defined below. All the models
discussed here use discrete time, but that is no necessity [11]. Of most importance, when
different trajectories of \(N_t\) are considered, they are all driven by the same fixed envi-
nromental sequence \(E_t\). These trajectories most commonly differ through differences in
initial values and times, i.e. differences in \(n\) and \(s\) in the notation \(N_{n,s,t}\). As a short hand,
when two trajectories of the same process are being compared, one will be denoted \(N_t\)
while the other will be denoted \(N'_t\). It will be assumed here also that \(N_t\) is a state variable
of the system in the sense that if \( N_t = N'_t \) for any \( t \), then the trajectories remain equal for all subsequent times.

In the simplest form, a discrete-time process satisfying the conditions specified here is expressible as

\[
N_{t+1} = \lambda(N_t, E_t) \circ N_t
\]  

(1)

where \( \circ \) indicates the Hadamard or element by element product \((a \circ b = (a_1 b_1, a_2 b_2, \ldots, a_m b_m))\), and the function \( \lambda \) of \( N_t \) and \( E_t \) is the vector of ‘finite rates of increase’ of the \( m \) species, following traditional ecological terminology. There is no immigration in this model. Thus, the system is internally sustaining. The simplest illustration of the ideas to be investigated here comes from the single-species Beverton-Holt model \([5,11,16,19–21]\). In this model, the environmental parameters \( E_t = (R_t, \alpha_t) \), are respectively the maximum finite rate of increase and the intraspecific competition coefficient, both of which are positive and fluctuate over time. The model is then defined by the formula for \( \lambda_t \),

\[
\lambda_t = \frac{R_t}{1 + \alpha_t N_t}.
\]  

(2)

The Beverton-Holt model conveniently yields an explicit solution. The transformation \( y_t = 1/N_t \) renders the iteration (1) linear \([16]\), which is then easily solved to give \([11]\)

\[
y_t = \left[ \prod_{u=s}^{t-1} R_u^{-1} \right] y_s + \sum_{u=s}^{t-1} \frac{\alpha_u}{R_u} \prod_{v=u+1}^{t-1} R_v^{-1}.
\]  

(3)

The most important issue is the division of this expression into dependence on the initial state, and independence of it. The degree of dependence overall on the initial state, \( y_s \), comes from

\[
\prod_{u=s}^{t-1} R_u^{-1}.
\]  

(4)

Note that a viable population must have a preponderance of \( R \) values greater than 1, as otherwise \( \lambda \) would be mostly \(< 1 \) and the population would go extinct. By restricting consideration to viable populations, we are dealing with situations in which expression (4) would be expected to approach 0 as either \( t \to \infty \) or \( s \to -\infty \). In either case, the initial state dependence in equation (3) vanishes. If we stipulate that (4) vanishes as \( t \to \infty \), the concept of forward convergence is illustrated: any two trajectories, defined by their initial states \( y_s \), converge on each another other as \( t \) increases. Thus, asymptotically, there is but a single trajectory going into the future, the aedt, i.e. the asymptotic environmentally determined trajectory. On the other hand, if we stipulate that (4) vanishes as \( s \to -\infty \), we see that any two trajectories starting at the same time, but at different values, \( y' \) and \( y'' \), say, will become asymptotically the same as this common starting time vanishes into the distant past \((y'y',s,t - y'y'',s,t \to 0 \text{ as } s \to -\infty)\). In general, that does not mean that asymptotically there is just one trajectory because \( y_t \) (equivalently \( N_t \)) might not actually converge as \( s \to \)}
− ∞ even though different trajectories converge on each other. However, in the Beverton-Holt model, \(y_t\) (and \(N_t\)) do converge provided only that expression (4) vanishes as \(s \to - \infty\), and the result is

\[
N_t^* = \left[ \sum_{u=-\infty}^{t-1} \frac{\alpha_u}{R_u} \prod_{v=u+1}^{t-1} R_v^{-1} \right]^{-1}.
\]  

The justification of this assertion is that the series in \([\]\) in expression (5), whose partial sum appears on the RHS of expression (3), has nonnegative terms, and therefore converges to a finite positive value or \(+ \infty\). Thus, vanishing of (4) as \(s \to - \infty\) is sufficient for convergence of expression (3) as \(s \to - \infty\). If the series in expression (5) is \(+ \infty\), then \(N_t^*\) is uniformly 0, but is nevertheless the unique aedt achieved as \(s \to - \infty\). Formally, the aedt can be defined as follows:

**Definition 1**: Given a population process, \(\{N_t\}\) an aedt is a population trajectory \(\{N_t^*\}\) on which all other trajectories converge in one of the following two senses:

(A) Forward convergence: \(N_t - N_t^* \to 0\), as \(t \to \infty\), whenever \(N_s > 0\) for a fixed starting time \(s\).

(B) Backward convergence: \(N_t - N_t^* \to 0\), as \(s \to - \infty\), for all \(t\), for every fixed \(N_t > 0\).

The critical issue in both cases is that the same trajectory is approached regardless of the starting value, \(N_s\) provided \(N_s > 0\). Note that ‘backward’ convergence is commonly called ‘pullback’ convergence in the theory nonautonomous dynamics [36], but ‘backward’ convergence is used here in the interests of language symmetry [11].

Although the aedt in the definition of backward convergence is unique, this is not the case for the forward aedt. In general, it is only asymptotically unique in the sense that if \(\{N_t^*\}\) and \(\{N_t'^*\}\) are both forward aedts fitting definition 1 for the same starting time \(s\), then \(N_t^* - N_t'^* \to 0\) as \(t \to \infty\). Under the definition, the existence of a forward aedt from a specific time \(s\) implies that any trajectory \(\{N_{n,s,t}\}\) having a positive value at time \(s\) is in fact an aedt, and the difference between it and any other trajectory \(\{N_{n',s,t}\}\) satisfying the same initial conditions must vanish as \(t\) increases (\(N_{n',s,t} - N_{n,s,t} \to 0\) as \(t \to \infty\)). However, in the backward case, in general it is possible to have two trajectories converge on each other as the starting time, \(s\), recedes into the past (\(N_{n',s,t} - N_{n,s,t} \to 0\), as \(s \to - \infty\)) without either trajectory actually converging, i.e. without there being a backward aedt. In these cases, the actual starting time, \(s\), influences the values of the trajectory at fixed later times no matter how distant in time that start is, even though the effect of the starting value, \(N_s\), itself has no influence asymptotically on \(N_t\) (\(N_{n',s,t} - N_{n,s,t} \to 0\), as \(s \to - \infty\)). Note also, that in the case of forward convergence, if \(N_t - N_t^* \to 0\), as \(t \to \infty\), for a particular \(s\), for all \(N_s > 0\), it must apply for all earlier \(s\) provided the \(\lambda\)'s are strictly positive because then \(s' < s\), and \(N_{s'} \to 0\) implies \(N_s > 0\), and hence that the statement for the particular \(s\) extends also for all earlier \(s\). The statement would extend to later \(s\) under the condition that for \(s' > s\) and \(N_{s'} > 0\) there is a trajectory with \(N_s > 0\) leading to \(N_{s'}\).

Having determined that a process converges on an aedt, we know that it can be characterized independently of arbitrary features, such as its starting time and starting value. The question then is what the aedt is like. Of foremost importance is whether it guarantees population persistence [11,42]. One way of demonstrating this outcome is by bounding
it by a simpler process whose persistence is easily demonstrated. One such process is the threshold exponential.

**The threshold model**

The threshold exponential model \[38\] is a single-species model defined in discrete-time by the formula

\[
\lambda_t = \min(R_t, K/N_t). \tag{6}
\]

In simple terms, the process satisfies the difference equation \(N_{t+1} = R_t N_t\) until it reaches the value \(K\), which it is prevented from exceeding. Here, \(E_t = R_t\), and in a constant environment \((R_t \equiv R)\), this model has very simple behaviour. It simply increases to \(K\) (provided \(R > 1\)), and stays there. The variable environment case is best understood by defining

\[
r_t = \ln \lambda_t, \tag{7}
\]

notation that we apply to all models, with \(r_t\) referred to as the growth rate or more correctly, the per capita growth rate \[12\]. It means

\[
N_t = N_s \exp \left( \sum_{u=s}^{t-1} r_u \right). \tag{8}
\]

Also, in general we can define,

\[
r_t^0 = \lim_{N_t \to 0} r_t. \tag{9}
\]

Note that in both the threshold exponential and in the Beverton-Holt model, \(r_t^0 = \ln R_t\).

In a stationary environment, the persistence of a process is commonly investigated by studying

\[
\bar{r}^0 = E[r_t^0], \tag{10}
\]

in circumstances under which it is time invariant due to joint stationarity of the environment and population variables on which it may depend \[42\]. For example, for the two models considered so far, \(r_t^0\) is simply a function of the environment, and would have a time invariant mean in a stationary environment. Positive values of the quantity (10), and its generalizations to the multispecies case, are used to show that the population densities have a stationary distribution in which all species have positive densities and therefore persist in the sense of stochastic boundedness \[15,16,42\]. Instead, in the nonstationary case, we put conditions on the sum

\[
\Sigma(s, t) = \sum_{u=s}^{t-1} r_t^0. \tag{11}
\]

Naturally, there is a forward sum condition

\[
\lim_{t \to \infty} \sum_{u=s}^{t-1} r_t^0 = \infty, \tag{12}
\]
and a backward sum condition

\[ \lim_{s \to -\infty} \sum_{u=s}^{t-1} r_u^0 = \infty, \]  

(13)

referred to here as forward and backward ‘infinite sum conditions.’ For the Beverton-Holt model, these are the conditions for expression (4) to vanish respectively in the forward and backward senses, and hence for forward and backward aedts to exist. For the threshold exponential, the implications of these conditions are just a little stronger, as shown in the appendix:

**Theorem 1:** Under the forward infinite sum condition (12), the threshold exponential converges on an aedt, \( \{N_t^*\} \), in the forward sense. Moreover, for any initial time \( s \) and any positive \( \varepsilon \leq K \), there is a time \( \tau \) such that \( t \geq \tau \) implies \( N_{n,s,t} = N_{n',s,t} = N_t^* \) whenever \( n \) and \( n' \geq \varepsilon \).

As stated in the theorem, the threshold exponential has the unusual feature that any two positive trajectories become exactly equal after a finite amount of time when the forward infinite sum condition applies. This outcome occurs because the monotonicity of the threshold exponential means that no two trajectories can cross, and when the lower trajectory hits \( K \), the upper trajectory must hit \( K \) too, making them equal from that time on. A corresponding property holds for backward convergence when the backward infinite sum condition holds:

**Theorem 2:** Under the backward infinite sum condition (13), the threshold exponential is backward convergent on a unique aedt, \( \{N_t^*\} \). Moreover, for any positive \( \varepsilon < K \), and any time \( w \), there is a time \( v < w \), such that \( s \leq v \) and \( N_s \geq \varepsilon \) implies \( N_t = N_t^* \) for all \( t \geq w \).

The trajectories of the threshold exponential satisfying the forward infinite sum condition have the important property that every trajectory takes the value \( K \) infinitely often into the future. Thus, the process cannot converge to 0, demonstrating a certain degree of persistence of the population. A trajectory of the threshold exponential cannot necessarily be continued indefinitely into the past. For example, if \( R_{s-1} < 1 \) but \( N_s = K \), there is no possible value of \( N_{s-1} \) satisfying the equation for the dynamics of the system. However, the backward aedt is a complete trajectory, i.e. continues indefinitely into the past. It is the unique trajectory that reaches \( K \) infinitely often into the past, i.e. in the set of times \{\ldots, s - 2, s - 1\} (Appendix). However, there are infinitely many trajectories with the property \( \lim_{t \to -\infty} N_t = 0 \) when the backward the infinite sum condition is satisfied (Appendix) making the state \( N = 0 \) a repeller.

The threshold exponential model is a relatively crude model of density-dependent dynamics, but is valuable for several reasons. First, it simply illustrates the key convergence concepts. Second, by showing that \( K \) is reached infinitely often, it illustrates a concept of population persistence, although a relatively weak one, because unlike the stochastic boundedness condition, a population might nevertheless spend ever larger times ever closer to 0 into the future or into the past. Third, the threshold exponential can be used to provide bounds on other more complex models, facilitating their analysis. This third use depends on the following result whose proof is sketched in the appendix.
Lemma 1: Let $N_t$ and $M_t$ be two population processes satisfying the iterations

$$N_{t+1} = F(N_t, E_t)$$

$$M_{t+1} = H(M_t, E_t)$$

with the common environment process $E_t$. If either $F$ or $H$ is monotone nondecreasing in its first argument then, $N_t \geq M_t$ and $F(L, E_t) \geq H(L, E_t)$, for all $L$ and $t$, implies that $N_t \geq M_t$ for all $t > s$.

This lemma can now be applied to the Beverton-Holt model. The Beverton-Holt model cannot dominate the threshold exponential in complete generality, however. To illustrate one such case when it does, assume that the ratio $R_t / \alpha_t = \sigma$, fixed. Then define the dominated threshold exponential $R$ parameter as $R^K_t = R_t(1 - K / \sigma)$, where $R_t$ is for the dominating Beverton-Holt, for some $K$ less than $\sigma$. It then follows that for a given $N_t$ and parameter values, the Beverton-Holt $\lambda_t$ is never less than the threshold exponential $\lambda_t$ (see the appendix). As both model iterations are monotone nondecreasing in population density, they satisfy Lemma 1. Defining $r^K_t = \ln R^K_t$, the behaviour of the Beverton-Holt is constrained by the behaviour of the sum

$$\Sigma^K(s, t) = \sum_{u=s}^{t-1} r^K_u = \sum_{u=s}^{t-1} (r^0_u - \varepsilon),$$

where $\varepsilon = - \ln(1 - K / \sigma)$, and $r^0_u = \ln R_u$ is the low density growth rate (9) for the Beverton-Holt model. If the sum (14) converges to $\infty$ in the forward or backward direction, we know that the process must reach at least $K$ infinitely often in the forward or backward direction respectively. In particular, in the backward direction, convergence of the process on a positive aedt is then guaranteed, while the infinite sum conditions (12) and (13) alone allow the possibility that the backward aedt is uniformly 0, and the forward aedt converges on 0 as $t \to \infty$. Requiring expression (14) to converge to $\infty$, however, is much stricter than the infinite sum conditions (12) and (13) because it requires that the sums of the $r^0_u$ must not only converge to $\infty$, but converge to $\infty$ at a rate asymptotically exceeding a linear function. Chesson [11] provides some less strict alternative convergence conditions by very different methods.

The lottery model

The examples so far are of relatively simple single-species models. The lottery model, however, is a multispecies model in general, and its dynamics in a variable environment are of much interest because in the lottery model, the variable environment is a mechanism of species coexistence, i.e. the variable environment is necessary for the persistence of multiple species. This fact has been well-studied for the case of i.i.d environments [10,15,26,27,42], with some extensions to more general stationary cases [13,17]. Moreover, there is considerable interest in applying it and related models to species coexistence in nature [2,6,14,44], including the potential that it may help explain the classic latitudinal species diversity gradient for forest trees [43]. Thus, when and whether nonstationary environment fluctuations can be a mechanism of species coexistence is of great interest, which we investigate here in the nonstationary lottery model.
The lottery model can be defined by
\[
\lambda_{i,t} = (1 - \delta_i) + \left[ \sum_{j=1}^{n_i} \frac{n_j}{\sum_{j=1}^{n_j} B_{i,t} \sum_{j=1}^{n_j} N_{i,j,t}} N_{i,j,t} \right], \quad i = 1, \ldots, n. \tag{15}
\]

The subscripts \(i\) and \(j\) label the species. The adult death rates, \(\delta_i\), are all assumed to be positive and less than 1. Thus, individuals live more than 1 time period, but are not immortal. The environment process is \(E_t = (B_{1,t}, \ldots, B_{n,t})\), the vector of per capita births for a unit of time, for each species.

As the species’ densities add to a constant in this model, which can be conveniently set to 1, it becomes one-dimensional in the two-species case, and the development here considers just this one-dimensional case. However, extensive treatments exist for the full \(n\) species model in the stationary case [10,26]. In the two-species case, the model is most conveniently studied on the log-odds scale:
\[
Z_t = \ln(N_{1,t}/N_{2,t}) = \ln(N_{1,t}/[1 - N_{1,t}]). \tag{16}
\]

This one-dimensional model is monotonic, i.e. \(N_{i,t+1} \) is a strictly increasing function of \(N_{i,t}\), and therefore trajectories that have different starting values cannot cross. Moreover, with the sum of the densities set to 1, inspection of equation (15) shows that a species density, \(N_{i,t}\), cannot decrease more than \(\delta_i\) in one time period, or increase by more than the maximum of the \(\delta\)s of all species. In particular, this means that if we choose a constant \(c\) satisfying
\[
0 < c < (1 - \max_j \delta_j)/2, \tag{17}
\]
then \(N_{i,t}\) cannot cross the interval \([c, 1 - c]\) without entering it. Further, if \(\lim_{t \to \infty} N_{i,t} = 1\) and \(\lim_{t \to \infty} N_{i,t} = 0\), then \([c, 1 - c]\) must be entered infinitely often by \(N_{i,t}\) as \(t \to \infty\), a critical feature for analyzing the model.

To study the difference between trajectories with different initial values, use \(Z'_t\) for the higher trajectory and \(Z_t\) for the lower trajectory, with \(\Delta Z_t = Z'_t - Z_t\), and \(\Delta N_t = N'_{1,t} - N_{1,t} = -(N'_{2,t} - N_{2,t})\). In this two-species case, \(N_{1,t}\) will be used for \(N_{i,t}\). Because the lottery iteration (15) is strictly increasing in \(N_{i,t}\), the signs of \(\Delta Z_t\) and \(\Delta N_t\) are always positive. For simplicity, only the case of equal \(\delta\)s is studied for which it can be shown (Appendix) that,
\[
\Delta Z_{t+1} - \Delta Z_t \leq -\Delta N_t m(\rho_t), \tag{18}
\]
where \(\rho_t = B_{1,t}/B_{2,t}\), and
\[
m(\rho_t) = \frac{\delta(1 - \delta)[\rho_t + \rho_t^{-1} - 2]}{\delta + (1 - \delta)(\rho_t \vee \rho_t^{-1})}, \tag{19}
\]
with ‘\(\lor\)’ meaning maximum. Because \(0 < \delta < 1\), and \(\rho_t + \rho_t^{-1} - 2 > 0\), except for \(\rho_t = 1\) when it is 0, inequality (18) shows that the trajectories on the log-odds scale must come closer together as time progresses. Note that when \(\rho_t > 1\), species 1 increases relative to species 2 \((Z_{t+1} - Z_t > 0)\), and when \(\rho_t < 1\), species 2 increases relative to species 1 \((Z_{t+1} - Z_t < 0)\). The condition for \(\Delta Z_t\) to change, and it can never increase with time, is
simply \( \rho_t \neq 1 \) (inequality (18)). However, two issues limit the convergence of the trajectories, and these are the magnitudes of the deviations of the \( \rho_t \) from 1, and the magnitudes of the \( N_t \). Although \( \Delta Z_t \) is nonincreasing over time, \( \Delta N_t \) can fluctuate. For instance if \( N_t \) approaches 0 or 1, then \( \Delta N_t \) must approach 0 even if \( \Delta Z_t \) remains bounded above a positive value due to the nonlinear scale difference between \( N_t \) and \( Z_t \), as shown by the formula

\[
\Delta N = N(1 - N) \frac{e^{\Delta Z} - 1}{1 + N(e^{\Delta Z} - 1)},
\]

(Appendix). It follows that the RHS of (18) can be negligible if \( N_t \) takes an extreme value.

To ensure convergence of \( \Delta Z_t \) to zero, the values of both \( \rho_t \) and \( N_t \) must be constrained. To see how this works, note first of all that expression (18) implies

\[
\Delta Z_t - \Delta Z_s \leq - \sum_{u=s}^{t-1} \Delta N_u m(\rho_u).
\]

Defining \( A \) to be the set of times

\[
A = \{ u \in \{ s, \ldots, t - 1 \} | N_u \in [c, 1 - c], m(\rho_u) \geq \varepsilon \},
\]

where \( \varepsilon \) is some positive number, and \( s \) and \( t \) are arbitrary except for the restriction \( s < t \). Then (21) implies that

\[
\Delta Z_t - \Delta Z_s \leq - \sum_{u \in A} \Delta N_u m(\rho_u),
\]

because the terms of the sum in (21) are all nonnegative. Defining \( \#A \) to be the number of elements in \( A \), \( \Delta N_{\text{min}} \) to be the minimum value of \( \Delta N_u \) on \( A \), and noting that \( \Delta Z_t > 0 \) for all finite \( t \), expression (23) implies that

\[
\Delta N_{\text{min}} < \frac{\Delta Z_s/\varepsilon}{\#A}.
\]

Thus, if \( \#A \to \infty \), \( \Delta N_{\text{min}} \) must converge to 0 for fixed \( \Delta Z_s \). Here, changes in the set \( A \) can be due to changing \( s \), changing \( t \) or both. The appendix now shows from expression (20) that

\[
\Delta N_{\text{min}} \geq c(1 - c) \frac{e^{\Delta Z_t} - 1}{1 + (1 - c)(e^{\Delta Z_t} - 1)}.
\]

As the RHS of inequality (25) is strictly increasing in \( \Delta Z_t \), \( \#A \to \infty \) implies that \( \Delta Z_t \to 0 \).

In the appendix of Chesson [11] it is remarked, but not proved, that if \( \rho_t + \rho_t^{-1} - 2 \) is constrained above a fixed positive value, and \( N_t \) enters some closed interval \([c, 1 - c]\) \( \subset (0, 1) \) infinitely often for \( t \in \{ s, s + 1, \ldots \} \), then \( \Delta Z_t \) must converge to 0, as \( t \to \infty \). The results here validate this claim. If there is no such interval \([c, 1 - c]\) that \( N_t \) enters infinitely often, then \( N_t \) must converge either on 0 or on 1 because condition (17) precludes \( \lim N_t = 1 \) and \( \lim N_t = 0 \) from both being true. Convergence of \( N_t \) on 0 or 1 implies that \( \Delta N_t \) converges to 0 because \( \Delta Z_t \) is nonincreasing by inequality (18), and equation (20) then implies that \( \Delta N_t \) approaches 0 as \( N_t \) approaches on 0 or 1. Thus, forward convergence of trajectories occurs on the scale of \( N_t \), but not necessarily on the \( Z_t \) scale, simply
from the requirement that $\rho_t + \rho_t^{-1} - 2$ has a positive infimum. However, it would be desirable to remove this restriction, demonstrate convergence on the $Z$ scale, and persistence of the species in some suitable sense. These goals can be achieved by specifying appropriate infinite sum conditions on the growth rates and a suitable probability space on which the process $N_t$ is defined as a stochastic process. The case of an i.i.d. environment, $\{E_t\}$, has been thoroughly investigated [15,22,42] but the goal of this manuscript is the nonstationary case.

**Infinite sum conditions for the lottery model**

A number of different conditions can be placed on lottery model growth rates for convergence results. First note that for the two-species lottery model with equal $\delta$s, the $\lambda$s can be written as functions of $N_t$ as follows,

\[
\lambda_{1,t}(N_t) = 1 - \delta + \delta \frac{\rho_t}{\rho_t N_t + 1 - N_t},
\]

\[
\lambda_{2,t}(N_t) = 1 - \delta + \delta \frac{1}{\rho_t N_t + 1 - N_t},
\]

where it should be recalled that $N_{1,t} = N_t$ and $N_{2,t} = 1 - N_t$. Thus, the rate of change of $Z_t$ can now be written as

\[
Z_{t+1} - Z_t = r_{1,t}(N_t) = \ln \{\lambda_{1,t}(N_t)/\lambda_{2,t}(N_t)\}. \tag{27}
\]

This function is monotone decreasing in $N_t$ as is shown in the derivation of expression (18) in the appendix. Thus, it has the important property that $r_{1,t}(N_t) \geq r_{1,t}(c)$ whenever $N_t \leq c$. From the perspective of species 2, $r_{2,t}(1-N_t)$ is defined to be $-r_{1,t}(N_t)$. Here we define the critical sums,

\[
\Sigma_{1,c}(s,t) = \sum_{u=s}^{t-1} r_{1,u}(c)
\]

\[
\Sigma_{2,c}(s,t) = \sum_{u=s}^{t-1} r_{2,u}(c)
\]

These sums define lower bounds on the cumulative change in the density of each species on the log-odds scale whenever the density of the species in question is $\leq c$.

The forward infinite sum conditions are

\[
\lim_{t \to \infty} \sum_{u=s}^{t-1} r_{1,u}(c) = \infty
\]

\[
\lim_{t \to \infty} \sum_{u=s}^{t-1} r_{2,u}(c) = \infty
\]

Note that because $r_{1,t}(c)$ is a decreasing function of $c$, whenever either condition (28) holds for one value of $c$ it holds also for all smaller positive values of $c$. If the forward infinite
sum conditions are in force, \( N_t \) enters the interval \([c, 1 - c]\) infinitely often for \( c < (1 - \delta)/2\). This result can be understood from the fact that whenever species 1 falls below \( c \), its growth on the \( Z \) scale is at least \( r_{1,t}(c) \). The infinite sum condition then implies that over a finite interval of time it must increase to reach \( c \) again. The first infinite sum condition implies this process would repeat indefinitely, and hence that \( N_{1,t} \geq c \) for infinitely many \( t > s \). The second infinite sum condition implies the same for \( N_{2,t} \). From the fact that \( N_t \) cannot jump from below \( c \) to above \( 1 - c \) without entering \([c, 1 - c]\), we see \( N_t \in [c, 1 - c] \) for infinitely many \( t > s \). This result is stated formally as the lemma.

**Lemma 2:** If conditions (29) apply with \( c < (1 - \delta)/2 \), the two species lottery model with equal \( \delta \) values has the property

\[
N_t \in [c, 1 - c] \text{ for infinitely many } t > s.
\]

If we also impose the condition, \( m(\rho_t) \geq \varepsilon > 0 \), then we see that forward convergence must occur. However, this condition is stricter than desirable, and it is relaxed in the next section.

**Nonstationary environment assumptions**

Assume that \( \{\rho_t\} \) is a stochastic process on a probability space \((\Omega, \mathcal{A}, P)\). Assume that the infinite sum conditions (29) hold with probability 1. Treat the initial state, \( N_0 \), as nonrandom, and define \( \mathcal{H}_t \) be the \( \sigma \)-algebra induced by the random variables \( \rho_s, \rho_{s+1}, \ldots, \rho_t \), i.e. conditioning on \( \mathcal{H}_t \) (history up to time \( t \)) means conditioning on \( \rho_s, \rho_{s+1}, \ldots, \rho_t \). Note that \( \{\mathcal{H}_t\} \) is a nested increasing sequence of \( \sigma \)-algebras, and so is ‘filtration’ in the terminology of probability theory [31]. For completeness, define \( \mathcal{H}_{s-1} = \{\emptyset, \Omega\} \), i.e. the empty set and the whole space. However, the results here would still apply with the history included in the \( \{\mathcal{H}_t\} \) extending back to \(-\infty\). We can state the condition needed to obtain forward convergence with probability 1:

Assume that there exist positive \( \varepsilon \) and \( p \) such that for all \( t \geq s \)

\[
P(m(\rho_t) \geq \varepsilon | \mathcal{H}_{t-1}) \geq p.
\]  

(30)

This condition relaxes the requirement that \( m(\rho_t) \) is always greater than \( \varepsilon \) with the requirement that there is some minimum probability that it will be regardless of past events. Under the infinite sum conditions (29), there is a sequence of times \( \{\mu_n\} \) for which \( N_t \in [c, 1 - c] \) starting with \( s \) and \( \mu_0 = s \) for \( N_s \in [c, 1 - c] \). The times \( \mu_n - 1 \) are optional times with respect to the filtration \( \{\mathcal{H}_t\} \) as defined in probability theory [31] because \( \{\mu_n - 1 \leq t - 1\} \in \mathcal{H}_{t-1} \). (The displacement by one unit of time in these relationships occurs because events defined by the sequence \( N_s, N_{s+1}, \ldots, N_t \) belong to \( \mathcal{H}_{t-1} \), \( N_t \) being a function of \( \rho_{t-1} \) and \( N_{t-1} \).) Let \( \mathcal{F}_n \) be the \( \sigma \)-algebra for events concerning \( \rho_s, \rho_{s+1}, \ldots, \rho_{\mu_n-1} \), i.e. these are the events up to the optional time \( \mu_n - 1 \) [31], and are defined formally as \( \mathcal{F}_n = \{A \in \mathcal{A} | A \cap \{\mu_n \leq t\} \in \mathcal{H}_{t-1}, t = s, s + 1, \ldots\} \). With this definition, \( A \in \mathcal{F}_n \) also means that the event \( \{\mu_n = t\} \cap A \in \mathcal{H}_{t-1} \) [31]. Together with (30), this finding means...
Lemma 3:

\[ P(m(\rho_{mn}) \geq \varepsilon | \mathcal{F}_n) \geq p. \]

From this result and the extended Borel–Cantelli lemma (e.g. page 108 of [31]), we see that \( m(\rho_{mn}) \geq \varepsilon \) for infinitely many \( n \) with probability 1, i.e. \( N_t \in [c, 1 - c] \) for infinitely many times \( t \) when \( m(\rho_t) \geq \varepsilon \). Thus, the number of elements in the set \( A \) defined by (22) convergences on \( \infty \) as \( t \) increases, with probability 1. It follows that \( \Delta Z_t \) converges to 0 as \( t \to \infty \) with probability one, for any pair of starting values of \( N_t \in [c, 1 - c] \). In other words the two-species lottery model is forward convergent on an aedt with probability one. This result generalizes simply to any pair of starting values \( \in (0,1) \) because if the infinite sum conditions hold for one value of \( c \), they hold for all smaller positive values of \( c \). Thus, \( c \) can always be chosen to encompass any desired initial states. These considerations lead to the following theorem, for which a more systematic demonstration can be found in the appendix.

Theorem 3: If the infinite sum conditions (29) hold with probability 1, for some positive \( c < (1 - \delta)/2 \) and condition (30) applies, then \( \Delta Z_t \) converges to 0 as \( t \to \infty \) with probability 1 for any fixed \( s \), and any fixed values of \( N_s \) and \( N'_s \in (0, 1) \).

**Backward convergence in the lottery model**

For backward convergence, we need the backward infinite sum conditions

\[
\lim_{s \to -\infty} \sum_{u=s}^{t-1} r_{1,u}(c) = \infty \quad \text{and} \quad \lim_{s \to -\infty} \sum_{u=s}^{t-1} r_{2,u}(c) = \infty.
\]

Once again, because \( r_{i,t}(c) \) is a decreasing function of \( c \), whenever either condition (32) holds for one value of \( c \) it holds also for all smaller positive values of \( c \). Proving backward convergence in the lottery model is somewhat more difficult than forward, and so for simplicity, we revert to the case where \( m(\rho_t) \) has a positive infimum. The following result is proved in the appendix.

Theorem 4: Under the infinite sum conditions (32) for some positive \( c < (1 - \delta)/2 \), and the additional hypothesis that \( m(\rho_{\tau}) \geq \varepsilon > 0 \) for all \( \tau < t \) for some positive \( \varepsilon \), then

1. There exists a strictly decreasing sequence of integers \( \{v_n\} \leq t \) with the property \( s \leq v_{n+1} \) and \( N_s \in [c, 1 - c] \) implies \( N_u \in [c, 1 - c] \) for at least one \( u \in \{v_{n+1} + 1, \ldots, v_n\} \).
2. \( \Delta Z_t \to 0 \) as \( s \to -\infty \), for all pairs \( N'_s \) and \( N_s \) of starting values \( \in (0, 1) \).

Part (1) of the theorem does not depend on the restrictions on \( \rho_{\tau} \), but depends heavily on the infinite sum conditions. It relies on the fact that a sequence converging to \( \infty \) has a last value below any given finite value, a fact that was not used for the forward convergence
demonstration. Part (2) of the theorem follows from the first part and the inequalities (24) and (25).

This theorem proves convergence of trajectories on each other, but does not prove the existence of an aedt in the backward sense. It thus leaves open the possibility that \( N_t \) continues to vary without convergence as \( s \) is decreased for fixed values of \( N_s \). Thus, even though the actual value of \( N_s \) does not matter, i.e. \( N_{n,s,t} - N_{n,s,t} \to 0 \) as \( s \to -\infty \), the starting time \( s \) does matter, i.e. \( N_{n,s,t} \) does not approach a limit as \( s \) decreases towards \(-\infty\). Nevertheless, it is possible to constrain the possible behaviour of the trajectories by comparison with the threshold exponential.

**Threshold exponential bounds on the lottery model**

The threshold exponential with \( K = c < \delta \), and

\[
R_t = R_{1,t} = \begin{cases} 
1 - \delta + (\delta - c)\rho_t, & \rho_t > 1 \\
1 - \delta + \delta\rho_t, & \rho_t \leq 1 
\end{cases}
\]

(33)

bounds the species 1 lottery iteration from below, as shown in the appendix, and the same formula but with \((\rho_t)^{-1}\) replacing \(\rho_t\) gives the corresponding \( R_t = R_{2,t} \) for the threshold exponential lower bound for species 2. Thus, \( r_{1,t} = \ln R_{1,t} \) gives the infinite sum conditions for bounding each \( N_{i,t} \) by a threshold exponential that hits the value \( c \) infinitely often,

\[
\lim_{t \to \infty \text{ or } s \to -\infty} \sum_{u=s}^{t-1} r_{1,u} = \infty
\]

\[
\lim_{t \to \infty \text{ or } s \to -\infty} \sum_{u=s}^{t-1} r_{2,u} = \infty
\]

(34)

The forward direction is straightforward. With the conditions applying for \( t \to \infty \), bounding of both species by a threshold exponential ensures that each exceeds \( c \) infinitely often, and if \( c < (1 - c)/2 \), we see again that \( N_t \) enters the interval \([c, 1 - c]\) infinitely often, with forward convergence implications as discussed above. Of more interest is the backward direction. Then we can define liminf and limsup bounds on the lottery model in the backward direction as follows

\[
N_{i,t}^+ = \lim_{s \to -\infty} N_{n,s,t},
\]

(35)

\[
N_{i,t}^- = \lim_{s \to -\infty} N_{n,s,t}.
\]

(36)

Here, \( n \) is any fixed number between 0 and 1. Under the conditions of Theorem 4, the value of \( n \) has no effect on the results, but if conditions of Theorem 4, do not apply, (35) and (36) can be redefined as respectively the supremum and infimum over \( n \). First note that if \( M_{i,t}^* \) is the aedt of the threshold exponential bounding the lottery \( N_{i,t} \), then

\[
M_{i,t}^* \leq N_{i,t}^- \leq N_{i,t}^+ \leq 1 - M_{2,t}^*.
\]

(37)

To see this, note that we can choose \( m \leq n \), and then \( M_{m,s,t} \leq N_{n,s,t} \), and on taking limits in \( s \), the lower bound in (37) is validated, with the upper bound validated in the same
way. Of most importance, continuity and monotonicity of the lottery iteration imply that 
\(N_t^-\) and \(N_t^+\) both satisfy the lottery iteration and indeed provide complete solutions of the lottery model. They have the property induced by the bounding threshold exponentials of not converging on 0 or 1, and thus providing a measure of persistence. When they are the same, they define a unique aedt in the backward sense. It is not clear how generally equality of \(N_t^-\) and \(N_t^+\) occurs in a nonstationary environment. However, in the case of a stationary environment, invariance of the statistical properties of the environment process with time shifts imply the same for \((N_t^-, N_t^+)\) jointly as a bivariate stochastic process. Thus, like its environment process \(E_t\), \((N_t^-, N_t^+)\) is itself a stationary stochastic process. In particular, this means that the corresponding log-odds scale processes, \(Z_t^-\) and \(Z_t^+\), cannot move apart as \(t\) decreases as the inequality (18) requires when they differ. Thus, they are identical, implying that \(\lim_{s \to -\infty} N_t\) exists, is the unique aedt, and is a stationary stochastic process supported on \((0,1)\). This result extends and complements previous results for the case of an i.i.d. environment process [15,42]. These results are summarized as follows.

**Theorem 5:** Under the infinite sum conditions (34) for \(s \to -\infty\), the processes \(\{N_t^-\}\) and \(\{N_t^+\}\) are trajectories of the lottery model with the properties

(a) \(\lim_{t \to -\infty} N_t^- \geq c\) and \(\lim_{t \to -\infty} N_t^+ \leq 1 - c\),

(b) In the case that the environment is a stationary stochastic process, with probability 1, \(N_t^- = N_t^+ = N_t^*,\) the unique backwards aedt, and \(\{N_t^*\}\) is a stationary stochastic process.

A full proof of the theorem is given in the appendix. Without the stationarity stipulation, it is possible to construct environmental sequences for which \(\lim_{s \to -\infty} N_{n,s,t}\) does not occur, i.e. there is no backward aedt, but it is not known if these environmental sequences satisfy the infinite sum conditions (34) for any \(c\) (Appendix). How generally to restrict nonstationary environmental sequences to guarantee that \(N_t^-\) and \(N_t^+\) are equal is not yet clear. Nevertheless, the results here do show that when the infinite sum conditions (34) apply these sequences have the important property of entering a fixed interval \([c, 1 - c]\) \(\subset (0,1)\) infinitely often, defining a measure of persistence of these processes, regardless of uniqueness of backward convergence on an aedt.

**Discussion**

The concept of the aedt reflects a common type of generalization in mathematics where a Euclidean point is generalized to a function. What does it mean here for the application? It asks ecologists to conceptualize populations and communities not in terms of an equilibrium determined by average environmental conditions, but as a trajectory determined by ever-changing environmental conditions, with those changing conditions having a critical role. In this way, it can shift the focus to the roles that those changing conditions have, and therefore be conceptually useful in conservation and management, especially in the face of anthropogenically-driven climate change.

From the point of view of ecological theory, it demands a search for concepts and new tools of analysis. Yet, as shown here through the use of conditions on sums rather than on averages, traditional methods can point in the direction of new methods once the nature of
the generalization is understood. Although these methods have been illustrated here with very simple models that are one-dimensional and monotonic, strong results are nevertheless provided for environmental sequences of essentially arbitrary character. This suggests the potential for more fundamental understanding by identifying those characteristics of an environmental sequence truly needed for outcomes like convergence and persistence not so evident when the environment is simply assumed to be i.i.d., periodic or constant. Naturally, using the methods discussed here is much more involved than traditional methods, but at the same time they lead in fundamentally new more realistic directions, with exciting potential for further development of ecological theory rising to the long-standing challenge of the ever-changing nature of the physical environment.

Forward convergence is in general much more straightforward than backward convergence, as shown here especially for the lottery model. In many cases, it will be sufficient for applications where the focus on the future of a process is adequate. Although it has the less satisfactory property that the aedt in that sense is only asymptotically unique in general, asymptotics and approximations are facts of science that make many otherwise intractable problems solvable. Establishing that an aedt exists in the backward sense is intellectually satisfying due to the uniqueness, and the information it gives on the role of the past, although its use in applications is potentially less important. From a mathematical perspective, it offers rich possibilities for investigation, which I hope the developments here illustrate, but if not, there is no doubt about this in previous work on nonautonomous dynamical systems [36]. This mathematical interest promises great potential for enriching theoretical ecology.

Of the specific models studied here, the lottery model is perhaps of most interest due to its application to understanding how species coexistence occurs in a variable environment [17], and recent claims that the mechanism of species coexistence that it illustrates contributes to the latitudinal gradient in tree species diversity [43]. For forward convergence, there are few restrictions on the nature of the environmental variation. For the infinite sum conditions to be satisfied it is necessary for each species to be favoured over the other every so often, i.e. sometimes \( \rho_t \) must be greater than 1, and sometimes less than 1. Simply requiring both \( \lim_{t \to \infty} \rho_t > 1 \) and \( \lim_{t \to \infty} \rho_t^{-1} > 1 \) is sufficient for the forward infinite sum conditions (29) and (34) to be satisfied, for some \( c > 0 \), and is also compatible with the condition (30), which ensures that the amount of change taking place does not converge to zero with time. This last condition also precludes the possibility that \( \lim_{t \to \infty} \rho_t = 1 \). These restrictions allow wide variation in environmental conditions, with little resemblance to stationarity. For example, the amount of change per unit time might slow down greatly, essentially attenuating the timescale, with \( \rho_t \) and \( \rho_t^{-1} \) less and less often jumping much above 1. In principle, it is also possible to have ever longer periods of time favouring one species relative to the other. However, such conditions would lead to population sizes undergoing large swings also, as illustrated in Chesson and Huntly [13], which do not correspond to realistic coexistence conditions in nature even though according to the results here neither species would converge on 0.

For convergence of any two trajectories in the backward sense in the lottery model, the conditions as developed here are more restrictive than for forward convergence because as yet there is no corresponding stochastic development. Hence a strict bound on the closeness of \( \rho \) to 1 was applied instead to ensure that enough change over time occurs. Otherwise, however, the restrictions on the nature of environmental change in the backward
direction are not much different from the forward direction, allowing wide variation from
stationarity. However, it has not yet been possible to prove the existence of backward ade
under general circumstances.

The infinite sum conditions fundamentally mean that when a species approaches low
density it has a long-term net tendency to recover, just as positive average low-density
growth rates imply for models in stationary environments. However, in all examples con-
sidered here, infinite sum conditions have served two different roles. The first of these,
which has occupied most attention, is convergence of trajectories on each other and on
the ade. The second is preventing the trajectories from converging on 0. These two, how-
ever, are closely related. This fact is perhaps most obvious for the lottery model where
entering the interval \([c, 1 - c]\) infinitely often, which simply requires that neither species
converge on 0, was used in the proofs of trajectory convergence. In essence population tra-
jectories are brought together by the negative density dependence of population change
\((Z_{t+1} - Z_t)\) is a decreasing function of \(N_t\) whenever it is not zero), which is strongest in
the midrange of abundances defined by \([c, 1 - c]\). The threshold exponential illustrates the
phenomenon in extreme form because when a trajectory reaches the upper density limit,
\(K\), where it is driven by the infinite sum conditions, it merges with all higher trajectories,
giving convergence in finite time.

This paper is but a sample of the possible relevant ecological considerations of non-
stationary community theory. Chesson [11] goes further in this regard, in particular to
consider application of the stronger persistence concept, stochastic boundedness [9], and
the nature of the nonstationary distribution of the process \(\{N_t\}\). Here only a weak per-
sistence idea is studied, namely nonconvergence of \(N_t\) on 0 as \(t \to \infty\) or \(-\infty\), although
the approach here does go a little further by identifying particular positive values that
\(N_t\) must exceed infinitely often. Nevertheless, stochastic persistence in a nonstationary envi-
ronment is another example of where previous ideas and results [16,42] offer intellectual
fodder for generalization, with major implications for nonstationary community theory.
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Appendix

Proof of Theorem 1: For forward convergence, note that monotonicity of the process ensures that any two trajectories must maintain their relative order. Thus, if \( K + n' > n \), then \( N_{n',s,t} \geq N_{n,s,t} \) for all \( t > s \). Define

\[
\tau_{n,s} = \inf\{t \geq s | N_{n,s,t} \geq K\}. \tag{A1}
\]

If \( \tau_{n,s} \) is finite, then because \( N_{n',s,t} \geq N_{n,s,t} \), \( N_{n',s,t} = N_{n,s,t} \) for \( t = \tau_{n,s} \), and for all later \( t \). To see that \( \tau_{n,s} \) is finite, note that \( \ln N_{n,s,t} = \Sigma(s, t) + \ln n < \ln K \) for \( t < \tau_{n,s} \). Infinite \( \tau_{n,s} \) means that \( \Sigma(s, t) + \ln n \leq \ln K \), contradicting the postulate that \( \tau_{n,s} \) is finite. Thus, \( \tau_{n,s} \) is finite. Indeed, \( \tau_{n,s} \) is the first \( t > s \), for which \( \Sigma(s, t) + \ln n \leq \ln K \), at which point, the two trajectories \( N_{n',s,t} \) and \( N_{n,s,t} \) have merged. Finally, monotonicity of \( \tau_{n,s} \) in \( n \), means that \( n \geq e \) implies \( \tau_{n,s} \leq \tau_{e,s} \) and hence \( t \geq \tau = \tau_{e,s} \) implies \( N_{n',s,t} = N_{n,s,t} = N_{e,s,t} \), which can be chosen as \( N_{1} \).

Proof of Theorem 2: Backward convergence is more complex due to the fact that not all trajectories can be continued backwards in time. However, the forward proof gives the key method. First, I demonstrate that any two trajectories starting at the same time \( s \) must converge as \( s \) decreases. Consider again trajectories \( N_{n,s,t} \) and \( N_{n,s',t} \), as above, but now \( t \) is fixed and I first show that \( N_{n,s,t} \) and \( N_{n,s',t} \) become equal when \( s \) is decreased sufficiently. First define

\[
S_{n,t} = \sup\{s \leq t | \Sigma(u, t) \geq \ln K - \ln n, \text{ for all } u \leq s\}. \tag{A2}
\]

Note that the set on the RHS of (A2) is nonempty because \( \Sigma(s, t) \) converges to \( \infty \) as \( s \to -\infty \), and so eventually remains above any specified value \( \Sigma(u, t) \) as \( u \) is decreased further. It follows that \( S_{n,t} \) is finite. Because \( s \leq S_{n,t} \) implies \( \Sigma(u, t) \geq \ln K - \ln n \), it follows as for forward convergence that \( N_{n,s,u} \) hits \( K \) for some \( u \in \{s + 1, \ldots, t\} \) at which point \( N_{n,s,u} = N_{n,s,t} = K \), proving \( N_{n,s,t} = N_{n,s',t} \). The next issue is to show that \( N_{n,s,t} \) converges as \( s \to -\infty \), i.e. the influence of the starting time diminishes to 0 as it recedes into the past, and so \( \lim_{s \to -\infty} N_{s} \) defines the aedt, \( N_{t} \). Note that the first part of the proof shows that any such limit is independent of the starting value \( n \). I do this in a way that is analogous to showing that \( \{N_{n,s,t}\} \) is a Cauchy sequence in \( s \) by showing that after \( s \) has been reduced sufficiently, no further change in \( \{N_{n,s,t}\} \) is possible for fixed \( n \) and \( t \). With \( S_{n,t} \) defined by (A2) assume \( s' < s \leq S_{n,t} \). The previous result shows that both \( N_{n,s,u} \) and \( N_{n,s',u} \) must reach \( K \) by \( t \). First assume that \( N_{n,s',u} \geq N_{n,s,u} \). Then both \( N_{n,s,u} \) and \( N_{n,s',u} \) must reach \( K \) for some \( u \in \{s + 1, s + 2, \ldots, t\} \), and remain equal after reaching \( K \). Now consider the case that \( N_{n,s',u} < N_{n,s,u} \). Let \( v \) be the last time \( u \) before \( s \) that \( N_{n,s',u} \) reaches \( K \) or let \( v = s' \) if there is no such time \( u \). As \( v < S_{n,t} \), \( \Sigma(v, t) \geq \ln K - \ln n \) and therefore \( N_{n,s',u} \) must reach \( K \) at some time \( u \) in \( \{v + 1, v + 2, \ldots, t\} \) because \( N_{n,s',v} = K \) ( \( > n \)) or \( n \). However, by definition of \( v \), and the hypothesis \( N_{n,s',v} < N_{n,s,v} = n < K \), this time cannot occur in the interval \( \{s' + 1, \ldots, s\} \) and so must occur in the interval \( \{s + 1, s + 2, \ldots, t\} \). Because \( N_{n,s',u} \leq N_{n,s,u} \), \( N_{n,s,u} \) and \( N_{n,s',u} \) must become equal when \( N_{n,s',u} \) hits \( K \) in the interval \( \{s + 1, s + 2, \ldots, t\} \). This means that \( N_{n,s,u} \) remains constant in \( s \) for \( s \leq S_{n,t} \) and has therefore converged at that point. Moreover, these results show that \( N_{s,t} = N_{t}^{*} \) for \( s = S_{n,t} \) i.e. simply by starting the process at this \( s \) or earlier for the given initial value yields the value of aedt exactly at the specified time \( t \). Note that although \( S_{n,t} \) is a decreasing function of \( n \), the starting value of the process, because trajectories converge on each other in the backwards sense, regardless of their positive starting value, they all end up at \( N_{t}^{*} \) having started sufficiently before \( S_{n,t} \).
Now choose \( \varepsilon \) positive and less than \( K \). Define \( v = S_{e,w} \). The above results show substituting \( \varepsilon \) for \( n \) and \( w \) for \( t \), means that, \( N_{e,v,w} = N_{w}^* \). Because once two trajectories become equal they remain equal for all subsequent times, this means also that \( N_{e,t} = N_{e,t}^* \), for all \( t \geq w \). Now substituting \( s \) for \( s' \) in the above results, we see that \( s < v = S_{e,w} \) still leads to convergence on the aedt by time \( w \). Thus, \( N_{e,s,t} = N_{t}^* \), for all \( t \geq w \). Finally, as \( N_{n,s,u} \) and \( N_{n,s,u}^* \) become equal by time \( w \) with \( s \leq v = S_{e,w} \) and \( n' > n = \varepsilon \), we see that \( N_{s} \geq \varepsilon \), means \( N_{t} = N_{t}^* \) for all \( t \geq w \).

**Proof that \( K \) is hit infinitely often in the threshold exponential**

In the forward direction, the proof shows that \( K \) is reached in finite time starting from an arbitrary time \( s \) under the forward infinite sum condition. As \( s \) can be moved up to the first time \( K \) is hit, another finite hitting time follows every hitting time. Hence there are infinitely many of them.

For the aedt on \( \{ \ldots, s-2, s-1 \} \), the proof of convergence on the aedt, above, identifies the time \( S_{n,t} \) as is sufficient to yield the aedt by time \( t \) for the given starting value. For simplicity of notation call this time \( S(t) \). As shown above, \( N_{n,S(t),t} = N_{t}^* \), and moreover, \( N_{n,S(t),u} \) must hit \( K \) for some \( u \in \{ S(t) + 1, \ldots, t \} \). Denote the last such time \( \tau_1 \). The aedt proof implies that earlier starting trajectories, from the initial value \( n \) must equal \( N_{n,S(t),u} \) by \( u = \tau_1 \). Hence \( N_{n,S(t),\tau_1} = N_{\tau_1}^* \). Now assuming \( \tau_n \) has been defined, redefine \( t = \tau_n - 1 \). The same process identifying \( \tau \) now identifies \( \tau_{n+1} < \tau_n \) with \( N_{n,S(\tau_n-1),\tau_{n+1}} = N_{\tau_{n+1}}^* = K \). Hence \( N_{t}^* \) is \( K \) infinitely often on \( \{ \ldots, s-2, s-1 \} \), for any \( s \).

To see that under the backward infinite sum condition, infinitely many trajectories exists with the property \( \lim_{t \to -\infty} N_{t} = 0 \), for a given \( t \), let \( s_0 \) be the last \( s \) for which \( \Sigma(s, t) \leq 0 \), i.e. \( \Sigma(s, t) > 0 \) for all \( s \). Thus, for all \( u < s_0 \), \( \Sigma(u, t) > 0 \), but since \( \Sigma(u, s_0) + \Sigma(s_0, t) = \Sigma(u, t) > 0 \), this means \( \Sigma(u, s_0) > 0 \) for all \( u < s_0 \). Choose any \( 0 < n < K \), and define \( N_{s_0} = n \), and

\[
N_{u} = N_{s_0} \exp(-\Sigma(u, s_0)), \quad \text{for all } u < s_0.
\]

Then the process satisfies the threshold exponential iteration for \( u < s_0 \) because it never reaches \( K \) for \( u < s_0 \), and so it is simply an exponential iteration there. It naturally extends into the future using the full iteration threshold exponential formula. Because \( \Sigma(u, s_0) \to \infty \) as \( u \to -\infty \), it follows that \( \lim_{t \to -\infty} N_{t} = 0 \). As \( n \) is arbitrary, there is a continuum of such processes.

**Proof of the monotonicity lemma**

It is sufficient to prove an induction step: given \( N_{t} \geq M_{t} \), and monotonicity of \( F, N_{t+1} = F(N_{t}, E_{t}) \geq F(M_{t}, E_{t}) \geq H(M_{t}, E_{t}) = M_{t+1} \). Alternatively, assuming monotonicity of \( H, N_{t+1} = F(N_{t}, E_{t}) \geq H(N_{t}, E_{t}) \geq G(M_{t}, E_{t}) = M_{t+1} \).

**Domination of the threshold exponential by the Beverton-Holt**

Neglecting time, \( t \), and letting the threshold exponential \( R \) be defined in terms of the Beverton-Holt \( R \) as \( R(1 - K/\sigma) \), with \( K < \sigma \), then the ratio of the Beverton-Holt \( \lambda \) to the threshold exponential \( \lambda \) is

\[
\frac{RN}{(1 + RN/\sigma)[R(1 - K/\sigma)]} \wedge K
\]

For \( R(1 - K/\sigma)N \geq K \) this is equal to

\[
\frac{RN}{(1 + RN/\sigma)K}
\]

which is a montone increasing function of \( N \), and so for \( R(1 - K/\sigma)N \geq K \) i.e. \( RN \geq K/(1 - K/\sigma) \), (A5) is greater than or equal to

\[
\frac{K/(1 - K/\sigma)}{(1 + K/[\sigma(1 - K/\sigma)])} = 1.
\]

For \( R(1 - K/\sigma)N \leq K \), we have (A4) equal to

\[
\frac{RN}{(1 + RN/\sigma)(R(1 - K/\sigma)N)} = \frac{1}{(1 + RN/\sigma)(1 - K/\sigma)}.
\]
As this is decreasing in $N$, for $R(1-K/\sigma)N \leq K$, i.e. $N \leq K/R(1-K/\sigma)$, the $\lambda$ ratio is greater than or equal to

$$\frac{1}{(1 + (RK/\sigma)/(R(1-K/\sigma)))(1-K/\sigma)},$$

which is equal to 1. Hence the Beverton-Holt $\lambda$ is always greater than or equal to the threshold exponential $\lambda$ under the given parameter relationship.

**Lottery model**

*Derivation of the inequality (18) for trajectory deviation.*

First write

$$\frac{N_{t+1}}{N_t} = 1 - \delta + \delta \frac{\rho}{\rho N_t + 1 - N_t}$$

(A6)

It follows that

$$\frac{N_{t+1}}{N_t} \frac{1-N_{t+1}}{1-N_t} = \frac{(1-\delta)(\rho N_t + 1 - N_t) + \delta \rho}{(1-\delta)(\rho N_t + 1 - N_t) + \delta},$$

(A7)

which means

$$Z_{t+1} - Z_t = \ln[(1-\delta)(\rho N_t + 1 - N_t) + \delta \rho] - \ln[(1-\delta)(\rho N_t + 1 - N_t) + \delta].$$

(A8)

Differentiating with respect to $N_t$ gives

$$\frac{(1-\delta)(\rho - 1)}{(1-\delta)(\rho N_t + 1 - N_t) + \delta \rho} - \frac{(1-\delta)(\rho - 1)}{(1-\delta)(\rho N_t + 1 - N_t) + \delta}$$

$$= \frac{(1-\delta)(\rho - 1)(1-\delta)(N_t + \rho^{-1}[1 - N_t]) + \delta \rho^{-1} + (\rho^{-1} - 1)(1-\delta)(\rho N_t + 1 - N_t) + \delta \rho]}{(1-\delta)(\rho N_t + 1 - N_t) + \delta \rho}$$

(A9)

Now the part in $[]$ is

$$(\rho - 1)(1-\delta)(N_t + \rho^{-1}[1 - N_t]) + \delta \rho^{-1} + (\rho^{-1} - 1)(1-\delta)(\rho N_t + 1 - N_t) + \delta \rho$$

$$= (1-\delta)(\rho - 1)[(\rho^{-1} - 1) + (\rho^{-1} - 1) + (\rho - 1) + \delta(\rho - 1)\rho^{-1} + (\rho^{-1} - 1)\rho].$$

Note that $[(\rho - 1)[(\rho^{-1} - 1) = 2 - \rho - \rho^{-1}$, and so the expression above reduces to $-\delta(\rho + \rho^{-1} - 2)$ to give a numerator in (A9) equal to

$$-\delta(1-\delta)(\rho + \rho^{-1} - 2).$$

(A10)

The denominator can be rearranged as follows

$$[(1-\delta)(\rho N_t + 1 - N_t) + \delta \rho][(1-\delta)(\rho N_t + \rho^{-1}[1 - N_t]) + \delta \rho^{-1}]$$

$$= [(1-\delta)\rho N_t(\rho - 1) + 1 + \delta(\rho - 1)][(1-\delta)[1 - N_t](\rho^{-1} - 1) + 1 + \delta(\rho^{-1} - 1)]$$

$$= [(1-\delta)\rho N_t(\rho - 1) + 1][(1-\delta)[1 - N_t](\rho^{-1} - 1) + 1]$$

$$+ \delta(\rho - 1)[(1-\delta)[1 - N_t](\rho^{-1} - 1) + 1]$$

$$+ \delta(\rho^{-1} - 1)[(1-\delta)\rho N_t(\rho - 1) + 1]$$

$$+ \delta^2(\rho - 1)(\rho^{-1} - 1).$$

Note that the second to last and third to last terms above combine to yield

$$\delta[(1-\delta)(\rho - 1)(\rho^{-1} - 1) + (\rho - 1) + (\rho^{-1} - 1)].$$
But this is simply minus the last term because \((\rho - 1)(\rho^{-1} - 1) = -(\rho - 1) - (\rho^{-1} - 1)\). It follows that the denominator reduces to
\[
[(1 - \delta)(\rho - 1)N_t + 1][(1 - \delta)(\rho^{-1} - 1)(1 - N_t) + 1].
\] (A11)

Thus, we see that the derivative of (A8) with respect to \(N_t\) is the ratio of (A10) to (A11). Thus,
\[
\Delta Z(t + 1) - \Delta Z(t) = -\int_{N_t}^{N_{t+1}} \frac{\delta(1 - \delta)[\rho + \rho^{-1} - 2]}{1 + (1 - \delta)n_1(\rho - 1)[1 + (1 - \delta)n_2(\rho^{-1} - 1)]} dn_1,
\] (A12)

where \(n_2 = 1 - n_1\). Inequality (18) of the text then follows by noting first of all that the integrand above is nonnegative (positive when \(\rho \neq 1\)). Next note that each factor of the denominator of the integrand is increasing in \(n_1\) when \(\rho > 1\), and is maximal, with the value \(1 + (1 - \delta)(\rho - 1) = \delta + (1 - \delta)\rho\) at \(n_1 = 1\), and for \(\rho < 1\) is decreasing and therefore maximal for \(n_2 = 1\), with the value, \(\delta + (1 - \delta)\rho^{-1}\). It follows that the denominator of the integrand is uniformly less than \(\delta + (1 - \delta)(\rho \lor \rho^{-1})\), which proves the inequality (18) of the text.

Note that this derivation also shows that \(Zt + 1 - Zt\) is a nonincreasing function of \(N_t\) and strictly decreasing when \(\rho \neq 1\), as the derivative of \(Zt + 1 - Zt\) in \(N_t\) is computed as (A9) and simplifies to minus the integrand in (A12).

**Bounding \(\Delta Z\) by \(\Delta N\)**

By definition of \(\Delta Z\), we have
\[
N' = \frac{Ne^{\Delta Z}}{1 - N + Ne^{\Delta Z}},
\] (A13)

which rearranges to
\[
\Delta N = N(1 - N) \frac{e^{\Delta Z} - 1}{1 + N(e^{\Delta Z} - 1)}.
\] (A14)

Given \(N \in [c, 1 - c]\), the fact that \(\Delta Z > 0\), and \(N(1 - N)\) is minimized for \(N = c\) and \(1 - c\) we obtain
\[
\Delta N \geq c(1 - c) \frac{e^{\Delta Z} - 1}{1 + (1 - c)(e^{\Delta Z} - 1)}.
\] (A15)

Note also that \(\Delta Z_t\) is monotone nonincreasing in \(t\). Thus, the largest value of \(t\) under consideration minimizes the RHS. In particular \(\Delta N_{\text{min}}\) of the text can be entered into the LHS of (11), while \(\Delta Z_t\) is entered into the RHS, and the inequality remains valid.

**Proof of Theorem 3:** Theorem 3 depends on Lemma 3. To see that Lemma 3 is correct, note that on the set \(\{\mu_n = t\}\), \(P(m(\mu_{u:}) \geq \varepsilon | F_n) = P(m(\mu_{u:}) \geq \varepsilon | F_n)\) except for a set of probability zero. However, on \(\{\mu_n = t\}\), \(P(m(\mu_{u:}) \geq \varepsilon | F_n) = P(m(\mu_{u:}) \geq \varepsilon | F_n) \geq \rho\), by condition (30). As this true for all \(t \geq s\), the lemma is proved.

The extended Borell-Cantelli lemma is presented as corollary 6.2 in Kallenberg [31]. It can be restated for application here as

**The extended Borell-Cantelli Lemma** Let \((\Omega, \mathcal{F}, P)\) be a probability space and \(\{F_n\}_{n=0}^{\infty}\) a sequence of sub-\(\sigma\)-algebras of \(\mathcal{F}\) with the property, \(F_n \subset F_{n+1}\). If \(A_n\) is a sequence of events with \(A_n \in F_n\), then the two events
\[
\{A_n \text{ occurs for infinitely many } n\} \quad \text{and} \quad \left\{ \sum_{n=0}^{\infty} P(A_{n+1} | F_n) = \infty \right\}
\]
differ by a set of probability 0.

Here we apply this lemma to \(F_n\) as defined in the text and \(A_{n+1} = \{m(\mu_{u:}) \geq \varepsilon\}\). By lemma 3, \(P(A_{n+1} | F_n)\) sums to infinity over \(n\) with probability 1. Thus, the extended Borel Cantelli Lemma says that \(m(\mu_{u:}) \geq \varepsilon\) for infinitely many \(n\), with probability 1, under the forward infinite sum conditions (29), which guarantee the existence of the infinite sequence \(\{\mu_n\}\). The set of times \(A = \{u \in [s, \ldots, t-1] | N_u \in [c, 1-c], m(\mu_{u:}) \geq \varepsilon\}\) (equation 22 of the text) thus grows without
bound as $t \to \infty$, with probability 1. The theorem then follows from the remark under inequality (25) of the text.

**Backward convergence in the lottery**

Throughout assume $c < (1-\delta)/2$, and define $\chi = \{\ln 1 - \ln(1-c),$ which is the value of $Z$ for $N = c$. Define $\psi = \chi - \ln(1 - (1-c))$, which is the maximum decline in $Z$ from $\chi$. The developments use the notation below.

### Notation

| Symbol | Explanation |
|--------|-------------|
| $N_{s,t}$ | $N_t$ for species 1 in the lottery model started at time $s$, generally with $N_{s,s}$ fixed as $s$ changes. |
| $N_{j,s,t}$ | As for $N_{s,t}$ but now not necessarily species 1, with $j$ identifying the species. |
| $r_t(n)$ | $Z_{t+1} - Z_t = r_{t,t}(n)$, for $N_{1,t} = n$. |
| $\{\tau_{s,n}\}$ | Finite sequence in $n$. Times $\tau$ at which $N_s(\tau) \geq c$ for $s \leq \tau \leq t$. |
| $\{\tau^*_s\}$ | Finite sequence in $n$. Defines successive intervals of time, starting at $s$, where cumulative low density growth is at least $\psi$. |

**Formal definition:**

\[
\tau_{s,0} = s. \text{(Assume throughout that $N_s \in [c, 1 - c]$.)} \tag{A16}
\]

\[
\tau_{s,n+1} = \min\{\tau | \tau_{s,n} \leq \tau \leq t, N_s(\tau) \geq c\}. \tag{A17}
\]

Leave $\tau_{s,n+1}$ undefined if the set on the RHS is empty.

**Notational variations:** add a subscript for species if wanting to deal with both species simultaneously. Drop the subscript $s$ if $s$ is understood.

| Symbol | Explanation |
|--------|-------------|
| $\{\tau^*_{j,s,n}\}$ | Finite sequence in $n$. Defines successive intervals of time, starting at $s$, where cumulative low density growth is at least $\psi$. |

**Formal definition**

\[
\tau_{i,s,0} = s. \tag{A18}
\]

\[
\tau_{j,s,n+1}^* = \min\left\{\tau | \tau_{j,s,n}^* < \tau \leq t, \sum_{u=\tau_{j,s,n}}^{\tau-1} r_{j,u}(c) \geq \psi\right\}. \tag{A19}
\]

Leave undefined if the set on the RHS is empty.

**Notational variations:** as for $\{\tau_{s,n}\}$.

**Lemma A1:** Each set $\{\tau^*_n + 1, \ldots, \tau^*_{n+1}\}$ contains at least one $\tau_m$, i.e. one time $\tau$ for which $N_\tau \geq c$. Moreover, $\tau_n \leq \tau^*_n$, for all $n$ for which $\tau^*_n$ exists.

**Proof of Lemma A1:** $N_{\tau^*_0} = N_0 \geq c$, by definition of $\tau^*_0$. Therefore, either $N_{\tau^*_0 + 1} \geq c$ in which case $\tau_1 \in \{\tau^*_0 + 1, \ldots, \tau^*_n\}$, or $\chi > Z_{\tau^*_0 + 1} \geq \chi - \psi$ because $\psi$ is the maximum possible one-step decline in $Z$ from $X$. In the second case $r_{\tau^*_0}(c) < 0$ because $r_{\tau^*_0}(c)$ necessarily has the same sign as $r_{\tau^*_0}(N_{\tau^*_0})$. This means that

\[
\psi \leq \sum_{u=\tau^*_0}^{\tau^*_1-1} r_u(c) < \sum_{u=\tau^*_0+1}^{\tau^*_1-1} r_u(c). \tag{A20}
\]

From this we can conclude that either

\[
Z_{\tau^*_1} \geq \chi - \psi + \sum_{u=\tau^*_0+1}^{\tau^*_1-1} r_u(c) > \chi, \tag{A21}
\]
or \( N_\tau \geq c \) for some \( \tau \in [\tau_0^* + 2, \ldots, \tau_1^* - 1] \). In either case, \( N_\tau \geq c \) for some \( \tau \in [\tau_0^* + 2, \ldots, \tau_1^*] \). Thus, in all cases \( \tau_1 = \{\tau_0^* + 1, \ldots, \tau_1^*\}. \)

To prove the rest by induction, assume there is a value of \( \tau_m \in \{\tau_n^* + 1, \ldots, \tau_{n+1}^*\} \), and choose the maximum such value. Now,

\[
\sum_{u=\tau_n^*}^{\tau_m-1} r_u(c) \leq \sum_{u=\tau_n^*}^{\tau_{n+1}^*} r_u(c), \tag{A22}
\]

because, by definition of \( \tau_{n+1}^* \), no value of \( \tau \in \{\tau_n^* + 1, \ldots, \tau_{n+1}^*\} \) can yield a greater value for

\[
\sum_{u=\tau_n^*}^{\tau_{n+1}^*} r_u(c). \tag{A23}
\]

Thus,

\[
\sum_{u=\tau_n}^{\tau_{n+1}^*} r_u(c) \geq 0. \tag{A24}
\]

Hence

\[
\sum_{u=\tau_n}^{\tau_{n+1}^*} r_u(c) \geq \psi. \tag{A25}
\]

As a consequence, \( N \) must rise to \( \geq c \) at some time between \( \tau_{n+1}^* + 1 \) and \( \tau_{n+2}^* \), i.e. \( \tau_{m+1} \in \{\tau_{n+1}^* + 1, \ldots, \tau_{n+2}^*\} \) following the same reasoning as the initial step, and the fact that \( \tau_m \) is maximal in \( \{\tau_n^* + 1, \ldots, \tau_{n+1}^*\} \). This completes the induction step. As every \( \{\tau_n^* + 1, \ldots, \tau_{n+1}^*\} \) contains at least one \( \tau_m \), it necessarily follows that \( \tau_n \leq \tau_n^* \), for all \( n \) for which \( \tau_n^* \) exists, completing the proof. \( \blacksquare \)

**Lemma A2:** Assume the infinite sum conditions

\[
\lim_{s \to -\infty} \sum_{u=s}^{t-1} r_{1,u}(c) = \infty \tag{A26}
\]

\[
\lim_{s \to -\infty} \sum_{u=s}^{t-1} r_{2,u}(c) = \infty.
\]

Then for every \( w \leq t \), there is a \( v < w \) with the property that there are at least two values of \( \tau_j^{s,n} \in \{v + 1, \ldots, w\} \) for every \( s \leq v \), for \( j = 1, 2 \). Further, there is a \( \tau \in \{v + 1, \ldots, w\} \) with the property, \( N_\tau(\tau) \in [c, 1 - c] \) whenever \( c < (1 - \delta)/2 \).

**Proof of Lemma A2:** Given \( w < t \), define \( \tau^* \) such that

\[
\sum_{u=v}^{w-1} r_{j,u}(c) \geq \psi \tag{A27}
\]

for all \( v \leq \tau^*, j = 1, 2 \). Such a value exists because of the fact that both \( r_{j,u}(c) \) sum to infinity. As \( \tau_{j,0}^{s,0} = s \), for every \( s \leq \tau^* \), there is at least one \( \tau_j^{s,n} \leq \tau^* \). If \( \tau_j^{s,n} \) is the largest \( \tau_j^{s,n} \leq \tau^* \), then

\[
\sum_{u=\tau_j^{s,n}}^{w-1} r_{j,u}(c) \geq \psi \tag{A28}
\]

by (A27). Thus, \( \tau_j^{s,n+1} \in \{\tau_j^{s,n} + 1, \ldots, w\} \), but since \( \tau_j^{s,n} \) is the largest \( \tau_j^{s,n} \leq \tau^* \) it follow that \( \tau_j^{s,n+1} \in \{\tau^* + 1, \ldots, w\} \), i.e. there is at least one \( \tau_j^{s,n} \in \{\tau^* + 1, \ldots, w\} \) for each \( j \) for every \( s \leq \tau^* \).
Now choose \( v \) so that
\[
\sum_{i=\tau}^{\tau^*} r_{j,i}(c) \geq \psi, \tag{A29}
\]
for every \( \tau \leq v, j = 1, 2 \). For \( s \leq v \), it follows that there is at least one \( \tau^* \in \{v + 1, \ldots, \tau^*\}, j = 1, 2 \). This means that the interval \( \{v + 1, \ldots, w\} \) has at least two values of \( \tau^* \) for each \( j \). Thus, the interval has at least one value of \( \tau^* \) for each \( j \). This means that either \( N_{s,\tau} \in [c, 1 - c] \) for some \( \tau \in \{v + 1, \ldots, w\} \), or \( N_{s,\tau} \) crosses the interval \( [c, 1 - c] \) for \( u \) in \( \{v + 1, \ldots, w\} \). With \( c < (1 - \delta)/2 \), the interval cannot be crossed without entering it. Thus, \( N(\tau) \in [c, 1 - c] \) for some \( \tau \in [v + 1, \ldots, w] \).

**Proof of Theorem 4:** Part (1) is a simple consequence of Lemma A2 because \( w \) is arbitrary, the \( \{v_{n+1} + 1, \ldots, v_n\} \) can be defined inductively as nonoverlapping \( \{v + 1, \ldots, w\} \) intervals from the lemma. Part (2) then uses inequalities (24) and (25) of the text.

**Threshold exponential bounds on the lottery model**

For \( \rho > 1 \), the ratio of the lottery \( \lambda \) to the threshold exponential \( \lambda \) is
\[
[1 - \delta + \delta \rho / (N(\rho - 1) + 1)]N / [(1 - \delta + (\delta - c) \rho)N] \wedge c. \tag{A30}
\]

For \( [1 - \delta + (\delta - c) \rho]N > c \), this becomes
\[
\left[1 - \delta + \frac{\delta \rho}{N(\rho - 1) + 1}\right] \frac{N}{c}, \tag{A31}
\]
which is an increasing function of \( N \). As \( [1 - \delta + (\delta - c) \rho]N > c, N > c/[1 - \delta + (\delta - c) \rho] \), which means \( (A31) \) is greater \((A31)\) with \( c/[1 - \delta + (\delta - c) \rho] \) substituted for \( N \), to give
\[
\left[1 - \delta + \frac{\delta \rho}{[1 - \delta + (\delta - c) \rho] + 1}\right] \frac{1}{[1 - \delta + (\delta - c) \rho]} = \frac{1 - \delta + \delta \rho}{[1 - \delta + (\delta - c) \rho]} \frac{1}{[1 - \delta + \delta \rho - c]} > 1.
\]

With \( [1 - \delta + (\delta - c) \rho]N \leq c \), \((A30)\) becomes
\[
\left[1 - \delta + \frac{\delta \rho}{N(\rho - 1) + 1}\right] \frac{N}{[1 - \delta + (\delta - c) \rho]}, \tag{A32}
\]
which is a decreasing function of \( N \) for \( \rho > 1 \). Hence \((A32)\) is minimized for \( [1 - \delta + (\delta - c) \rho]N = c \), i.e. for \( N = c/[1 - \delta + (\delta - c) \rho] \). Substituting in \((A32)\) leads to
\[
\frac{1 - \delta}{[1 - \delta + (\delta - c) \rho]} + \frac{\delta \rho}{c(\rho - 1) + 1 - \delta + (\delta - c) \rho} = \frac{1 - \delta}{[1 - \delta + (\delta - c) \rho]} + \frac{\delta \rho}{1 - \delta + \delta \rho - c} > 1,
\]
which completes the demonstration that the lottery \( \lambda \) is greater than the threshold exponential \( \lambda \) given by equation \((33)\) of the text for \( \rho > 1 \). The demonstration for \( \rho \leq 1 \), proceeds in a parallel but simpler fashion.

**Proof of Theorem 5:** To prove that \( \{N_1^+\} \) and \( \{N_2^-\} \) are trajectories of the lottery model, note that if \( f \) is a continuous strictly increasing real valued function and \( \{x_n\} \) is a real-valued sequence, then
\[ \lim_{n \to \infty} f(x_n) = f(\lim_{n \to \infty} x_n) \] and the same result applies also to the liminf. If \( N_{t+1} = F(N_t, E_t) \) defines the lottery iteration, then \( F \) is continuous and strictly increasing in its first argument, and so we have

\[ \lim_{s \to \infty} \frac{d}{dN} N_{s,t+1} = \frac{d}{dN} F(\lim_{s \to \infty} N_{s,t}, E_t), \]

which means \( N_{s,t+1} = F(N_{s,t}, E_t) \), and hence that \( \{N_{s,t+1}\} \) is a trajectory of the lottery model. Flipping species, or using an analogous proof, shows the same for \( \{N_{s,t}\} \). In a similar manner, monotonicity and continuity of \( F \) means also that these results to apply \( \{N_{s,t}\} \) and \( \{N_{s,t+1}\} \) in terms of the supremum and infimum over \( n \).

The fact that \( \{N_{s,t}\} \) and \( \{N_{s,t+1}\} \) are bounded by the threshold exponential aects shows that \( N_{s,t} \geq c \) for an infinite sequence of values of \( t \) values converging to \(-\infty\), with the same result for \( 1-N_{s,t} \), which proves part (a) of the theorem.

To prove part (b), equality of \( \{N_{s,t}\} \) and \( \{N_{s,t+1}\} \) in the stationary case, note that the pair \( \{N_{s,t}, N_{s,t+1}\} \) is a Borel measurable function of the stationary sequence \( \{\rho_u, u = t, t-1, t-2, \ldots\} \). Due to time invariance (by definition) of the distribution of a stationary sequence, \( \{\rho_u, u = t-w, t-w-1, \ldots\} \) has the same distribution for all integers \( w \). It follows that \( \{N_{s,t-w}, N_{s,t-1-w}\} \) has the same bivariate probability distribution for all integers \( w \), or more succinctly, \( \{N_{s,t}, N_{s,t+1}\} \) has the same distribution for all \( t \). A slight extension of this argument, moreover, shows that \( \{(N_{s,t}, N_{s,t+1})\} \) is a stationary stochastic process. In particular, it follows that the log odds transformations \( \{Z_{s,t}, Z_{s,t+1}\} \) have the same distribution for all \( t \). Note, however, inequality (18) of the text: substitute \( Z_{s,t} = Z_{s,t+1} = Z_{s,t} \) to conclude that whenever \( \rho_t \neq 1 \) and \( \Delta Z_t \neq 0 \), \( \Delta Z_{t+1} < \Delta Z_t \), and in general \( \Delta Z_{t+1} \leq \Delta Z_t \). Thus, it is possible to define the limiting variable \( Y \defeq \lim_{u \to -\infty} \Delta Z_u \), which exists as a positive real number or \(+\infty\) since \( \Delta Z_u \) is nondecreasing as \( u \) decreases. Moreover, \( Y \geq \Delta Z_t \). This issue now is to show that \( Y \) and \( \Delta Z_t \) are equal and identically 0 when both the infinite sum conditions, and the stationary environment assumption hold.

The infinite sum conditions and \( \Delta Z_t \neq 0 \), mean \( Y > \Delta Z_t \) because \( \rho_u \) must be different from 1 for infinitely many \( u \) as \( u \to -\infty \), meaning that \( \Delta Z_u > \Delta Z_{u+1} \geq \Delta Z_t \) for infinitely many \( u < t \) by inequality (18). Thus, \( P(Y > \Delta Z_t) > 0 \), unless \( P(\Delta Z_t = 0) = 0 \). Now, as the limit of \( \Delta Z_u \) has a distribution equal to the limiting distribution of \( \Delta Z_u \). By stationarity, the distribution of \( \Delta Z_u \) does not change with \( u \). It follows that \( Y \) and \( \Delta Z_t \) have identical distributions, but as shown below, this is incompatible with the text: \( P(Y > \Delta Z_t) > 0 \) and \( P(Y \geq \Delta Z_t) = 1 \). Then this contradiction means \( P(\Delta Z_t = 0) = 0 \), i.e. \( \Delta Z_t = 0 \) with probability 1, i.e. \( N_{s,t} = N_{s,t+1} \) with probability 1. It follows that \( \lim_{s \to \infty} N_{s,t} \) exists, and is independent of \( n \). Hence it is the unique backward aect, \( \{N_{s,t}\} \). Moreover, \( \{N_{s,t}\} \) is a stationary stochastic process.

A loose end in this proof is to check that \( P(Y > \Delta Z_t) > 0 \) and \( P(Y \geq \Delta Z_t) = 1 \), cannot both be true if \( Y \) and \( \Delta Z_t \) have the same distribution. To see this, let \( V_q \) be the indicator of the event \( \{Y \leq q\} \), i.e. \( V_q \) equals 1 if the event occurs, and is otherwise zero. Define \( W_q \) to be the indicator of the event \( \{\Delta Z_t \leq q\} \). Now \( P(Y \geq \Delta Z_t) = 1 \) means \( V_q - W_q \geq 0 \), with probability 1. If \( Y > \Delta Z_t \), then there are infinitely many rational numbers \( q \) between \( Y \) and \( \Delta Z_t \), which means \( \sum_{q \in Q} V_q - W_q = \infty \), where \( Q \) is the rational numbers. However, the monotone convergence theorem applies, as this is a countable nonnegative series. Hence, \( P(Y > \Delta Z_t) \times \infty = \sum_{q \in Q} (E[V_q] - E[W_q]) \). But \( E[V_q] = E[W_q] \), \( P(Y \leq q) = P(\Delta Z_t \leq q) \), by identity of distribution. Thus, the series is zero meaning \( P(Y > \Delta Z_t) = 0 \).

Construction of an environmental sequence precluding backward convergence on an aect

In the lottery model, the mapping \( N_t \) to \( N_{t+1} \), for finite values of \( \varepsilon_t = \ln \rho_t \), is invertible and takes the interval \((0,1)\) onto \((0,1)\). Thus, for any \( s < t \), there is a value of \( N_s \in (0,1) \) for which \( N_t \) is any desired value \( \in (0,1) \). It follows that the mapping \( N_t \) to \( N_s \) is also continuous and invertible from \((0,1)\) onto \((0,1)\) for any finite sequence of finite environmental values \( \varepsilon_u, u = s, \ldots, t-1 \). Moreover, the mapping \( N_t \) to \( N_{t+1} \) is a continuous function of \( \varepsilon_t = \ln \rho_t \), with the property that \( N_{t+1} > 0 \), or \( < N_t \) according to \( \varepsilon_t > 0 \), or \( < 0 \). Finally, constant nonzero values of \( \varepsilon_u \) mean that \( N_{s,t} \) converges on 1 or 0, according to \( \varepsilon_t > 0 \), or \( < 0 \), as \( s \to -\infty \) from any fixed value of
$N_{s,t} \in (0,1)$. These facts mean that there is always a finite environmental sequence $\epsilon_u, u = s, \ldots, t - 1$, driving $N_{s,t}$ to any given value $\in (0,1)$ from any given value of $N_{s,s} \in (0,1)$. Thus, there is a sequence of integers, $s_n$, with $s_n \to -\infty$ monotonically as $n \to -\infty$, and environmental sequences $\epsilon_{s_{n+1}}, \ldots, \epsilon_{s_n} - 1$ with the property that the resulting complete sequence $(\epsilon_u, u = \ldots, t - 2, t - 1)$ takes $N_{s_n,s_n} = 1/2$ to $N_{s_n,t} = 3/4$ for $n$ odd, and to $N_{s_n,t} = 1/4$ for $n$ even. Thus, $N_{s,t}$ does not converge as $s \to -\infty$. One particular construction of such an environmental sequence chooses a fixed $\epsilon > 0$, then defines $s_1$ to be the maximum value of $s$ for which $N_{s,t} \geq \frac{3}{4}$, with $N_{s,s} = \frac{1}{2}$, and $\epsilon_u = \epsilon, u = s, \ldots, t-1$. Then $\epsilon_{s_1}$ is reduced if necessary to achieve $N_{s_1,t} = 3/4$. Next, the sequence $\epsilon_{s_2}, \ldots, \epsilon_{s_1} - 1$ is constructed in the same way to give $N_{s_2,t} = 1/4$, but with with $\epsilon_u = -\epsilon$ except for the value $\epsilon_{s_2}$ which is reduced in magnitude to achieve exactly $\frac{1}{4}$. This process is repeated indefinitely, alternating positive and negative $\epsilon_u$ sequences to construct the whole environmental sequence.