ABSTRACT

In this paper, we propose a novel prosody disentangle method for prosodic Text-to-Speech (TTS) model, which introduces the vector quantization (VQ) method to the auxiliary prosody encoder to obtain the decomposed prosody representations in an unsupervised manner. Rely on its advantages, the speaking styles, such as pitch, speaking velocity, local pitch variance, etc., are decomposed automatically into the latent quantize vectors. We also investigate the internal mechanism of VQ disentangle process by means of a latent variables counter and find that higher value dimensions usually represent prosody information. Experiments show that our model can control the speaking styles of synthesis results by directly manipulating the latent variables. The objective and subjective evaluations illustrated that our model outperforms the popular models.
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1. INTRODUCTION

With the development of deep learning in recent years, TTS model has also experienced rapid growth. The neural TTS models, such as Deep Voice [1], Tacotron [2, 3], Fastspeech [4, 5], etc. have greatly improved the naturalness and computational efficiency of speech synthesis. However, most of the TTS models can only learn the fixed prosody from the training dataset, and can not change the prosody by adjusting the model parameters. To overcome this shortcoming, several improved models are proposed [6–11]. Most of them use an auxiliary encoder to encode the reference speech into prosody embedding vector in unsupervised way, and generate similar prosodic speech by conventional TTS model under the condition of prosody embedding vector. Therefore, the core problem becomes how to extract prosodic information from reference speech while avoiding the interference of other information like content, speaker ID, etc.

The GST-Tacotron model [6–8] use a set of randomly initialized tokens called Global Style Tokens (GSTs) to represent the prosody and synthesize speech with Tacotron model. GSTs are updated as the query vector of an attention module which can disentangle the reference speech characters into these tokens. The prosody of synthesized speech can be modified by adjusting the value of GSTs. However, the disentanglement performance of GST is not ideal enough, so that the generated results is not satisfactory. In addition, the relationship between GSTs and prosody characters is not clear, which needs to be tested manually. If there are too many GSTs, it is a difficult task to complete.

To improve the performance of prosodic speech synthesize, some more complicated auxiliary encoders were proposed. Inspired by GSTs, Hierarchical GST is presented to learn multiple-level disentangled representations [12]. With the number of GST layers increases, it tends to learn a coarse to fine style decomposition. On the other hand, due to the self-supervised learning ability, Variational Auto-Encoder (VAE) is used as auxiliary encoder to force the latent representation to Gaussian distribution [9–11]. With this advantage, the speaking styles are disentangled on the different dimensions of the Gaussian distribution which could independently control different style attributes, such as pitch, local pitch variation, speaking velocity, etc. Furthermore, a hierarchical latent representation is implemented by two layers VAE with Gaussian Mixture prior [13], which can learn labeled and unlabeled attributes and control more detailed speaking styles. However, although their disentanglement ability have been greatly improved, they are representation ability is still need to be improved. In other words, which dimension corresponds to which prosodic feature is not clear.

From the above description, there are two problems with existing models. First is how to extract prosodic information from reference speech while avoiding the interference of other information like content, speaker ID, etc. Second is how to enhance the representation ability of models and establish the relationship between latent variables and real prosodies. Vector-Quantized Variational Auto-Encoder (VQ-VAE) [14, 15] uses a special codebook mapping method to make the latent representations discretized, which provides a different kind of latent spaces form. In voice conversion task, it
shows good disentangle ability of separating speech content and timbre [16]. Inspired this, in this paper, we propose a VQ auxiliary encoder which use the Vector-Quantized latent variable as the representation of prosody. Benefit from the discrete latent space, our model can archive better disentangle performance and representation ability, which allow us to directly control the prosody of the synthesized speech manually. We also investigate the internal mechanism of VQ disentangle process and find that it can automatically separate long-term and short-term information into different dimensions. We use a numerical counter to count the updated values of latent codebook in different dimensions. It is found that higher values usually represent prosody information.

2. MODEL

2.1. Auxiliary encoder

In the auxiliary encoder, we use the vector quantization method to extract the prosody embedding from reference audio. At the beginning of the training process, the codebook is constructed by discrete embedding vectors \( \{e_i, i = 1, \ldots, n\} \), which are randomly initialized. Then, the nearest neighbor lookup method is used to calculate the discrete latent variables \( Z_q(x) \) as given in Equation 1, where \( Z_e(x) \) is the output of the encoder and \( Z_q(x) \) is the calculation result of the nearest neighbor method. According to Equation 1, the quantized vector \( Z_q(x) \) will be identical to the value of codebook component \( e_j \), if the encoder output \( Z_e(x) \) close to \( e_j \). At last, the discrete latent representation \( Z_q(x) \) will be passed to the decoder. The vector quantization process is shown in Figure 1.

\[
Z_q(x) = e_k, k = \arg \min_j \|Z_e(x) - e_j\|_2 \tag{1}
\]

The loss function of the vector quantization process is defined as follows:

\[
L = \log p(x|Z_q(x)) + \|SG[Z_e(x)] - e\|_2^2 + \beta \|Z_e(x) - SG[e]\|_2^2 \tag{2}
\]

The first term of Equation 2 is a reconstruction loss between the input data and the reconstructed data. Besides that, the second and third terms are about vector quantization. The second term evaluates the distance between latent vectors and codebook vectors using \( L_2 \) Norm to make codebook vectors close to the encoder output \( Z_e(x) \). \( SG \) denotes the Stop-Gradient operation. Therefore, in the second term, the loss is only used to update the codebook vectors. Due to the volume of the codebook space is dimensionless, the third term of Equation 2 is called commitment loss, which constrains the range of values of encoder outputs \( Z_e(x) \) by using penalty term \( \beta \).

\[L_{total} = -E_{C \sim p_{\phi}(C|T), S \sim p_{\phi}(Q|R)}[\log p_{\phi}(x|C, Q)] + L_{emb} + L_{stop} \tag{3}\]

The total loss of our model is shown in Equation 3. In the first term of Equation 3, \( Q \) and \( R \) denote quantize vector and
reference audio respectively. The content vector $C$ given by input text $T$ is generated by the encoder of Tacotron2. So we can sample $Q$ and $C$ by the likelihood function $p_{\theta}(Q|R)$ and $p_{\phi}(C|T)$, where $\theta$ and $\phi$ denote the parameters of text encoder and prosody encoder, respectively. After that, final output $X$ is sampled by $p_{\psi}(x|C,S)$ which is a likelihood function of the decoder network. $L_{emb}$ is the second and third term of Equation 2, which aims to update the parameters of prosody encoder and latent codebook. $L_{stop}$ is the stop token loss which is to ensure the length of the Mel spectrum is correct.

3. EXPERIMENTS AND DISCUSSION

3.1. Experimental setup

The experiment includes two main content. First, to investigate the internal mechanism of VQ disentangle process, we use a numerical counter to accumulate the update values of latent codebook in different dimensions and find the relationship between the codebook and the real prosody. Second, to verify the effectiveness of VQ auxiliary encoder, we compare it with GST [6] and VAE [9] auxiliary encoders. All the auxiliary encoders are concatenated to Tacotron2 [3] and WaveRNN [17] to synthesis speech waveform.

We use two datasets to train and evaluate our models. First is Blizzard2013 [19], which includes 9733 utterances from stories for a total of 20 hours of audio, and second is the Chinese Standard Mandarin Speech Copus (CSMSC) [20], which contains 10000 utterances for a total of 12 hours of women’s voices. All audio data are preprocessed as an 80-dimensional Mel spectrum, which is extracted with frame length 50ms and frameshift 12.5ms.

3.2. Why VQ can disentangle the prosody?

In order to find out why VQ latent variables can disentangle the reference speech and which dimensions of the VQ codebook affect the prosody of synthesized speech, we use a latent variable counter to observe the changes of codebook values. It records the absolute value of the average of the difference between the two latent variable matrices before and after each training step. After the training process, the accumulated value distribution is shown in the figure 3. The experiment shows that VQ process can learn different scales information and save it in corresponding codebook dimensions. In speech, the content is often the component with higher frequency, while the change of prosody is slower. Therefore, with the update of VQ codebook, they are disentangled and learned.

In this case, the top 3 dimensions are 2nd, 9th and 15th. By changing the values of these dimensions manually and listen-
ing the synthesized speech, we can recognize that they represent pitch, local pitch variation and speech velocity respectively. This phenomenon demonstrates we can build the relationship between the codebook and prosodies easily by observing the update rate of latent codebook. By contrast, other competition models lack of this ability, which would decrease the controllability.

For each judge, they have three choices to evaluate the performance of generated audio: (1) A is better, (2) B is better, (3) neutral. The results are shown in Figure 4. From the diagram, our model outperforms the comparison models in both parallel and non-parallel transfer.

### Table 1: Objective evaluation results

| Method  | GPE  | FFE  | MCD  | MOSNET |
|---------|------|------|------|--------|
| GST     | 0.47 | 0.45 | 15.0 | 3.15   |
| VAE     | 0.39 | 0.34 | 10.2 | 3.09   |
| Our model | 0.18 | 0.16 | 8.7  | 3.19   |

### 3.4. Objective evaluation

In objective evaluation, we also compare our model to the GST-encoder and VAE-encoder. At the beginning of the evaluation process, we use a pitch tracking algorithm [22] to extract the pitch and voice decision from both of the reference audio and generated audio. Afterward, Gross Pitch Error (GPE) [23], F0 Frame Error (FFE) [24] and Mel-cepstral distortion (MCD) [25] are employed to evaluate the generated speech, in which MCD is computed from the first 13 MFCCs. Besides them, we also use MOSNET [26] to evaluate the quality of synthesized speech, which use a deep leaning network to simulate the human evaluations. The results are shown in Table 1. The lower value of GPE, FFE, and MCD performs better and higher MOSNET is better. From the table, it is clear that our model outperforms the baseline models in all tests.

![Fig. 3: The counter result of 16-dimension codebook. The dimensions with higher value have stronger correlation with prosody.](image)

![Fig. 4: Subjective evaluation results show our model have a higher recognizable identity. In the comparison to GST model, the number of people who feel our model better has an overwhelming advantage. In the comparison to VAE model, the evaluation opinions of VAE with good and neutral listening sense are increased compared with GST model, which shows that the listening sense of VAE is better than GST, but it is inferior to our model.](image)

![Fig. 5: Non-punctuation style transfer. The text used for generation is a Chinese poem with ten characters in a line. (a): the reference audio. (b): the synthesized audio of our proposed model. (c): the synthesized audio of the GST model, which can not learn the pause. (d): the synthesized audio of the VAE model, which pauses at a wrong position, where the target is after the 5th character but the generated pause position is before the 5th character.](image)

### 3.3. Subjective evaluation

For subjective evaluation, we take the ABX blind test [21], which compares two choices of sensory stimuli to identify detectable differences between them. Parallel transfer means the contents of the generated speech are the same as reference speech. Consequently, non-parallel denotes the contents are different. 50 audios and texts are selected from the test set for the style transfer task. The total number of judges is 30.
3.5. Style transfer and control

In addition, to verify the style transfer ability of our model, we design an interesting experiment named non-punctuation transfer task. Generally, the punctuation of the input text help the TTS model decide where should pause. Thus, if the input texts do not have punctuation, the existing models would fail to generate these pause segments. To demonstrate the power of our quantize reference encoder, we test the non-punctuation style transfer, which generates audio from text without punctuation, but the reference audio has corresponding pause segments. This experiment is a difficult task for the auxiliary encoder because it requires learning a subtle speaking style. The results are shown in Figure 5. Our proposed model can learn the break of speech between sentences. As a comparison, the synthesized audio of the GST and VAE model failed to learn the correct pause in the reference audio.

Because of the advantages of disentangling speaking style, our model can control the style of generated speech by directly modifying the latent variables. In the style control experiment, we use 16-dimensional latent vectors to learn the style representation of the reference audio. The speaking velocity, pitch, and local pitch variation are controllable by adjusting relevant dimensions of the latent quantize vectors. The generated Mel spectrum are shown in Figure 6. By changing corresponding values, the synthesized speech is transformed to the wanted prosody. This function is particularly important in audio post editing, because it allows people to participate in audio synthesis and restore people’s wishes more accurately.

4. CONCLUSIONS

In this paper, we introduce a novel TTS model, which employs a quantize vector auxiliary encoder and can learn a disentangled prosody representation. The speech synthesized by our model performs better than current popular models in subjective listening and objective evaluations. Future work will focus on the study of the implicit mechanism of the disentangling process of vector quantize variables to improve the disentanglement and representation performance.
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