Modeling the Stereoscopic Features of Mountainous Forest Landscapes for the Extraction of Forest Heights from Stereo Imagery
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Abstract: Spaceborne stereoscopic systems have been growing in recent years, and the point cloud extracted from spaceborne stereo imagery has been used to measure forest spatial structures. These systems work on different viewing angles and image spatial resolutions, which are two critical factors determining the quality of the derived point cloud. In addition, the complex terrain is also a great challenge for the regional mapping of forest spatial structures using spaceborne stereo imagery. Although several theoretical models for simulating multi-view spectral features of forest canopies have been developed, there is hardly any report of a stereoscopic analysis using these models due to the limited size of the simulated forest scenes and the lack of a geometric sensory model (i.e., physical relationship between two-dimensional image coordinates and three-dimensional georeferenced coordinates). The stereoscopic features (i.e., parallax) are, as important as the spectral features contained in the multi-view images of a targeted area, the basis for the extraction of a point cloud. In this study, a new model, referred to as LandStereo model, has been proposed, which is capable of simulating the stereoscopic features of forest canopies over mountainous areas at landscape scales. The model comprised five parts, including defining the mountainous forest landscapes, setting the sun-sensor observation geometry, simulating images, generating ground control points, and building geometric sensor models. The LandStereo model was validated over three different scenes, including flat forest landscapes, bare mountain landscapes, and mountainous forest landscapes. The results clearly demonstrated that the LandStereo model worked well on simulating stereoscopic features of both terrains and forest canopies at landscape scales. The extracted height of a forest canopy top from simulated stereo imagery was highly correlated to the truth ($R^2 = 0.96$ and RMSE = 0.99 m) over the flat terrains and ($R^2 = 0.92$ and RMSE = 1.15 m) over the mountainous areas. The LandStereo model provided a powerful tool to further our understanding of the relationships between forest spatial structures and point cloud extracted from stereo imagery acquired from different view angles and spatial resolutions under complex terrain conditions.
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1. Introduction

The forest spatial structure is a key determinant of the forest ecosystem functions due to the height-structured competitions for light [1,2]. High spatial resolution maps of three-dimensional (3D) structures of forests are a necessary prerequisite to characterize the impact of human and natural
forces on forest ecosystems, habitat, biodiversity, and climate change [3]. Several new space assets, which could directly measure the vertical structures of ground objects, are being prepared to meet this requirement. National Aeronautics and Space Administration (NASA) of the United States (US) deployed its Global Ecosystem Dynamics Investigation (GEDI) on the International Space Station (ISS) in 2018, which could provide billions of measurements of ground elevations and forest vertical structures in LiDAR footprints [4]. The European BIOMASS mission, which is planned to be launched around 2021, is one that is specifically designed for mapping global forest biomass using P-band polarimetric interferometry (Pol-InSAR) [5]. However, neither the GEDI nor the BIOMASS mission could provide global solutions. The coverage restriction of the BIOMASS mission over Europe, and North and Central America has been imposed by the US Department of Defense Space Objects Tracking Radar (SOTR) stations [6]. The GEDI could not provide wall-to-wall coverage as a result of its data acquisition strategy of point sampling. Gaps among its ground tracks and between adjacent swaths still remains [4]. Other sources of dataset should be used to fill the spatial gaps of both the BIOMASS mission and the GEDI.

Another dataset which could directly measure the vertical structures of ground objects, is stereo imagery. Spaceborne photogrammetric missions with a capability of global coverage have been in orbit, or, are under construction. The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) began to make stereoscopic observations in 1999 [7]. The French SPOT series satellites started to acquire stereo imagery from SPOT-5 in 2002 [8]. The Japanese Panchromatic Remote-Sensing Instrument for Stereo Mapping (PRISM) onboard the Advanced Land Observing Satellite (ALOS) has collected global stereo imagery between 2006 and 2011 [9]. The successor of ALOS/PRISM, i.e., ALOS-3, is scheduled to be launched around 2020. China has also launched two civil stereoscopic satellites (ZY-3 01 and ZY-3 02) in 2012 and 2016, respectively. The third satellite, referred to as GaoFen-7 (GF-7), has a higher spatial resolution and will be deployed in 2019.

With the growing number of spaceborne photogrammetric missions and the rapid developments of automatic tools for stereoscopic data processing in recent years, researchers in the domain of remote sensing are gradually paying more attentions to the extraction of forest spatial structures using spaceborne stereo imagery. Ni et al. (2015) examined the forest heights contained in the ASTER stereoscopic observations [10]. St-Onge et al. (2008) mapped the forest height and aboveground biomass, using stereo image assisted by the digital terrain model (DTM) of LiDAR over Quebec, Canada [11]. Neigh et al. (2014) characterized the canopy height of forest stands, using stereo images, at three different locations, including the Harvard Forest in Central Massachusetts, Jamison in Central South Carolina and Hoquiam on the central west coast of Washington State [12]. Montesano et al. (2017) mapped the stereogrammetric height of the boreal forest using high resolution spaceborne imagery, acquired by Digital Globe’s Worldview-1, and Worldview-2 satellites [13]. Ni et al. (2014) analyzed the features of point clouds synthesized from multi-view ALOS/PRISM data [14].

The aforementioned studies have demonstrated that it was feasible to extract forest canopy heights from point clouds of the spaceborne stereoscopic imagery. However, the quality of the point cloud is largely determined by the observation geometry [13] and image resolutions, and could also be affected by cloud cover, topographic shadowing, and other factors affecting the light environment (diffuse versus direct lighting) [15]. The spaceborne photogrammetric missions work on different observation geometry and image resolutions. For example, the spatial resolution of the ASTER stereo imagery is 15 m, with a stereo angle (i.e., convergence angle) of 27.6° [16]; the spatial resolution of the SPOT-5 stereo image is 5 m × 10 m, with a stereo angle of 40° (two sensors both looking 20° off-nadir—one forward and one backward) [17]; the nominal nadir image resolution of ALOS/PRISM is 2.5 m with stereo angles of ±23.8° [18]; the spatial resolution of the ALOS-3 nadir image is designed as 0.8 m with stereo angles of 23.8° [19]. These missions are initiated in the field of surveying and mapping, for the mapping of global digital elevation models (DEM) [20], rather than for the extraction of forest canopy heights. In order to fully understand the impact of the various factors mentioned above on the quality of point cloud derived from stereo imagery, theoretical models are needed to systematically simulate.
stereoscopic images at different observation geometry and environmental conditions. Specifically, the simulated imagery can be used to explore the relationships between the spatial structures of different forest types and the point clouds from stereo imagery with different resolutions acquired by different observation geometry, under different environmental circumstances.

Some spaceborne photogrammetric missions are composed of three cameras pointing forward, nadir, and backward, such as the ALOS/PRISM and Chinese ZY-3, while others are fulfilled by constellations, such as the Pleiades-1 or by changing satellite attitudes, such as satellites of worldview series. The stereo images of one place are acquired by cameras viewing at different angles. Therefore, stereo images are, in fact, multi-view optical imagery. Several optical models of forest canopies have been developed over the past three decades, such as, the geometric-optical bidirectional reflectance model [21], four-scale bidirectional reflectance model [22], radiosity-graphics model [23], Geometric Optical-Radiative Transfer (GORT) model [24], Discrete Anisotropic Radiative Transfer (DART) model [25], Radiosity Applicable to Porous IndiviDual (RAPID) model [26], large-scale remote sensing data and image simulation framework [27], and so on. These models focused on the simulation of multi-view spectral features. There is hardly any report on the stereoscopic analysis of multi-view geometrical features of forest canopies simulated by these optical theoretical models. As the multispectral feature is commonly used in the remote sensing society to represent the reflection of incoming radiation from a target, in this paper, the stereoscopic feature is used to represent the parallax information contained in the images of a targeted area viewed from multiple directions.

In this study, we introduced a new model, referred to as a LandStereo model, based on an open-source freeware of ray-tracing, i.e., the Persistence of Vision Ray tracer (POV-Ray), which has been used for creating stunning graphics [28] and terrestrial stereo pairs [29]. The LandStereo model was developed to simulate the stereoscopic features of a forest at landscape scales (at least several kilometers by several kilometers) with the given observation geometry and image resolutions. The model consisted of five parts, including defining the mountainous forest landscapes, setting the sun-senor observation geometry, simulating images, generating the ground control points, and building the geometric sensor models. Its ability for simulating stereoscopic features were fully validated by comparing the ground surface elevation and canopy height extracted from the simulated images to the model input (i.e., ‘real data’).

2. Descriptions of the LandStereo Model

Ray-tracing is a typical technique for generating an optical image in computer graphics [30]. It is capable of producing a visual realism. The Persistence of Vision Ray tracer (POV-Ray) is an open-source freeware of ray-tracing [31]. Some researchers have employed POV-Ray in the analysis of remote sensing datasets. For example, a model representing a crop canopy was developed using POV-Ray, for the retrieval of leaf area index (LAI) [32]. The POV-Ray simulation was also used in the analysis of directional anisotropy of brightness surface temperature, over vineyards [33]. Images of the Toulouse city center simulated by POV-Ray were used in modeling the daytime thermal infrared directional anisotropy [34]. Most importantly, POV-Ray includes a script language, i.e., scene description language (SDL). Users could be freed from the detailed ray-tracing techniques and could put more attention on the definition of the desired scenes, as well as the lighting and observing geometry using SDL.

2.1. Features of the Mountainous Forest Landscapes

The relative terrain model is automatically generated by default in POV-Ray, based on the input of an 8-bit or 16-bit gray graphic image in a general format of gif, jpeg, png, tiff, and so on. However, the images simulated based on the default relative terrain model could only be used for visualization purpose. They could not be used for stereoscopic analysis like real remote sensing images due to the lack of geographical information. It is necessary to first define a geographical coordinate system and then build a georeferenced terrain model for the LandStereo model. The default coordinate system in POV-Ray is left-handed. The right-handed coordinates system could be built by rotating $-90^\circ$ along
the x-axis and inverting the y-axis. The coordinates and height ranges are initially set from 0.0 through to 1.0. The georeferenced terrain model is defined in the LandStereo model, by the transformation of the relative terrain model, as

\[ x = x_{0, nw} + x_i \ast n_c \ast \Delta x \]  
\[ y = y_{0, nw} - y_i \ast n_y \ast \Delta y \]  
\[ z = h_{min} + z_i \ast (h_{max} - h_{min}) \]

where \((x_i, y_i, z_i)\) and \((x, y, z)\) are the coordinates of one point in the relative and georeferenced models, respectively. \(n_c\) and \(n_y\) are the number of samples and lines of input gray graphic image files, respectively. The \(\Delta x\) and \(\Delta y\) are the pixel sizes along x and y directions, respectively. \((x_{0, nw}, y_{0, nw})\) is the georeferenced coordinate of the northwest (upper left) corner of the input gray graphic image file; \(h_{max}\) and \(h_{min}\) are the maximum and minimum elevations, respectively.

In the LandStereo model, each tree is defined by its coordinate, diameter at breast height, tree height, crown width, and crown length. The crown shape of each tree could be described vividly using the SDL (https://f-lohmueller.de/pov_tut/plants/plants_410e.htm). In order to minimize the computation load, the crown shape model proposed by Christoph Hormann (the coded is provided in the file of ..\scenes\advanced\|landscape.pov) is adopted in the LandStereo [35]. A tree crown is described by a randomly carved ellipsoid, specified by crown width and crown length. In order to create unique optical textures for each tree, the other two smaller randomly carved concentric ellipsoids with random sizes are put inside the tree crown. The three concentric randomly carved ellipsoids are randomly rotated along their common vertical axis to generate different gap patterns within the tree crown and different shadow patterns. Figure 1 shows an example of a simulated image by describing the tree crowns using three embedded carved concentric ellipsoids. It is clear that the different crowns could exhibit different optical textures and shadows.

![Figure 1](image)

**Figure 1.** An example of a simulated image with high spatial resolutions, to show the structure of each tree crown.

Spectral features of the mountainous forest landscapes also need to be defined for the simulation of vivid images. The software of POV-Ray provides user many options/tools to define the desired complex visual effects. Appendix A gives a brief description about how spectral features of the forest landscapes are defined in the LandStereo model, using the tools of POV-Ray. Please refer to the help documents of the software for more details.

### 2.2. Settings of the Observation Geometry

The georeferenced mountainous forest landscape can be defined in the LandStereo model by a terrain image and a tree list, as described in the last section. The next important section is to set the parameters of the observation system. POV-Ray provides examples of codes to simulate photos by setting the desired photo size (i.e., a number of lines and samples), positions, and orientations of a frame camera. However, images simulated by these code examples are for the purpose of visualization, but
are insufficient for stereoscopic analysis like real remote sensing images. First, the typical optical sensor onboard the satellite is a linear pushbroom camera other than the frame camera. Second, the spatial resolution of simulated images could not be accurately calculated if the camera is defined as in the POV-Ray codes examples, because the critical physical variables are ignored, such as the focal length. In the LandStereo model, the observation system is defined by two parts, i.e., the camera parameters and the observation geometry. Typically, the spaceborne stereoscopic mission works on a pushbroom mode using linear charge-coupled-devices (CCD) composed of small detector elements [36]. The field of view of a linear camera could be defined by three parameters, including focal length \( f \), dimension of a detector element \( \Delta_c \), and a number of detector elements \( n_c \) [36].

The observation geometry is defined by the positions of the light source and the view-point, as shown in Figure 2. The \( x \)-axis and the \( y \)-axis point to east and north, respectively. The sun as a light source is defined by the elevation angle \( \varphi \) and the azimuth angle \( \beta \). \( \beta \) is defined relative to the north direction and increases along the clockwise direction. Therefore, the azimuth angle for the sun in the east, south, and west direction, should be 90°, 180° and 270°, respectively. The view-point is defined by the orbit height \( h \), orbit heading angle \( \gamma \), off-nadir view angle \( \theta \), along the orbit, as shown in Figure 2. The positive value of \( \theta \) means looking forward along the flying direction. The starting point of the observation is set by co-ordinates of the central point of the first image line, i.e., \( (x_{c,0}, y_{c,0}, z_{c,0}) \). The co-ordinates of the view-point for each image line \( (x_{c,j}, y_{c,j}) \) could be calculated by the observation geometry as

\[
\begin{align*}
x_{c,j} &= x_{c,0} - (h - z_{c,0}) \cdot \tan \theta \cdot \sin \gamma + (j - 1) \cdot \Delta \cdot \sin \gamma \quad (4) \\
y_{c,j} &= y_{c,0} - (h - z_{c,0}) \cdot \tan \theta \cdot \cos \gamma + (j - 1) \cdot \Delta \cdot \cos \gamma \quad (5) \\
\Delta &= \Delta_c \cdot h / (f \cdot \cos^2 \theta) \quad (6)
\end{align*}
\]

where \( \Delta \) is the pixel size at ground level (or the ground sampling distance) and \( j \) is the line sequential number.

**Figure 2.** Schematic diagram of the observation geometry. The \( x \)-axis and \( y \)-axis point to east and north, respectively; \( \alpha \) and \( \beta \) are the elevation angle and the azimuth angle defining the geometry of light source; \( \gamma \) and \( \theta \) are the orbit heading angle and off-nadir view angle, defining the observation geometry; \( h \) is the orbit height.

3. **Building the Geometric Sensor Model**

3.1. **Description of the Geometric Sensor Model**

Once the mountainous forest scene is set up and the observation geometry is defined by user provided parameters, multi-view optical images could be simulated by the LandStereo model using the ray-tracing technique. The next essential step for the stereo matching of the simulated multi-view optical images is to build the geometric sensor model. Building the geometric sensor model is one of
the main tasks in photogrammetry. Most optical models for the simulation of spectral features of forest canopies do not include this step, since these models are not intended to simulate stereoscopic images. Geometric sensor model is used to describe the functional relationship between the two-dimensional image space (line, sample) and the three-dimensional georeferenced object space (latitude, longitude, elevation) [37]. The rational function model (RFM) is a kind of geometric sensor model, which uses ratios of polynomials to establish the relationship between the image space and the georeferenced object space. Appendix B gives the detailed form of RFM.

The RFM model is sensor-independent. Only the rational polynomial coefficients (RPC) of the RFM need to be updated for the images acquired by different satellites. Therefore, the RFM is broadly used in the state-of-art digital photogrammetric software packages. Typically, the RPC is composed of these 90 coefficients, including the 10 parameters used in the coordinate normalization and the 80 polynomial coefficients. For the stereo images simulated by the LandStereo model, the 10 parameters for coordinate normalization could be easily determined by the simulated image size, spatial coverage, and the elevation ranges of the imaging area, while the 80 polynomial coefficients needed to be determined. The iterative least-squares solutions, as proposed by Tao and Hu in [37], is used in the LandStereo model to solve for the 80 polynomial coefficients using the ground control points (GCP), whose image coordinates and object (georeferenced) coordinates are known.

3.2. Generation of the Ground Control Points

In order to calculate the RPC of the geometric sensor model for a simulated imagery, the GCP needs to be generated or calculated by a physical imaging process. The image coordinates of one ground point could be accurately calculated using the parameters of observation geometry and its georeferenced coordinates, i.e. to derive \((r_i, c_i)\) from \((x_i, y_i, z_i)\) with known variables, including the starting point for the central point of first image line \((x_c,0, y_c,0, z_c,0)\), view angle along orbit \(\theta\), orbit heading angle \(\gamma\), focal length \(f\), ground sampling distance \(\Delta\), and so on. In the theory of photogrammetry, the GCP could be calculated exactly by a collinearity equation using the observation geometry defined in the last section. For the convenience of understanding, the geometrical relationship between the ground object and its corresponding image pixel is provided in Appendix C. It is suggested that the GCP are evenly scattered within the spatial coverage of the simulated image and its elevation ranges [37].

Once the multi-view optical images are simulated and the corresponding geometric sensor model expressed by RPC is built, the stereo matching could be carried out using general commercial software, such as PCI, ERDAS, ENVI, and so on. The common points, i.e., projections of one ground point on the images of different views, are first identified on the basis of texture matching among multi-view optical images. The parallax is then measured by the identified common points. The elevation of a ground point could be calculated using the measured parallax and the geometric sensor model, i.e., RFM.

4. Validation Settings of the LandStereo Model

4.1. Simulated Landscapes

The LandStereo model has the capability to simulate the stereoscopic features of forest canopies over mountainous areas at landscape scales. In this paper, the model was verified by three scenes, including (a) forest landscapes on flat terrains (case 1); (b) bare mountains without any vegetation (case 2); and (c) mountainous forest landscapes (case 3). Appendix D shows the detailed workflow of the model validation. The first scene could examine the model’s performance in simulating the stereoscopic features of forest canopies without terrain influences. The second scene could validate the capability of the model to simulate the stereoscopic features of the terrains. The third scene was the most complicated one and the one that was nearest to the real forest scene, among all three scenes.

The third forest scene was built using a digital terrain model (DTM) and a tree list. The DTM used in this study was extracted from airborne LiDAR point cloud data. The point cloud was classified as the ground and non-ground points. The DTM with a resolution of 1 m was produced by the rasterization
of the ground points. The size of the DTM was 9.559 km by 8.813 km. The maximum and minimum elevation was 1,162 m and 416 m, respectively, as shown in Figure 3.

The tree list provided the coordinates, the diameter at breast height (DBH), the tree height, crown width, and the crown length of each tree. It is difficult to measure each tree over such a large area. As pointed out in [38], the tree parameters could be generated using the forest growth models, such as the SIBBORK model, which is a type of spatially-explicit gap model [39]. The coordinates, species and DBH of each tree are the direct output of the forest growth model [39,40]. Regression relationships developed from the field data are used to estimate the tree height, crown depth, and width from the DBH [41]. In total, 842,121 trees were generated with a maximum tree height of 30.0 m and a minimum tree height of 5.0 m. The first scene was built by keeping the tree list but setting the elevations to be a constant, at 772.0 m. The second scene was built by keeping the DTM but removing all trees.

4.2. Simulation Parameters

Table 1 lists the parameters used in model simulation. The first four lines are the metadata of DTM, including data dimensions \( n_c, n_r \), spatial resolutions \( \Delta x, \Delta y \), elevation dynamic ranges \( h_{\text{max}}, h_{\text{min}} \), and the absolute geo-referenced (UTM 51N) coordinates of the upper left corner \( (x_{\text{nw}}, y_{\text{nw}}) \). The fifth line defined the direction of the light source \( (\phi, \beta) \). The sixth and seventh lines described the camera parameters, including the focal length \( f \), size of the sensing elements \( \Delta c \), the number of sensing elements of the linear CCD \( m_r \), and the number of lines \( m_t \) to be simulated. The eighth to tenth lines depict the observation geometry, including the coordinates of the starting observation point \( (x_{c,0}, y_{c,0}) \), flying height \( h \), flying direction \( \gamma \), view angle \( \theta \), and image resolution \( \Delta \). The elevation of the starting point \( (z_{c,0}) \) could be read from the DTM by the positions of the starting point. The size of the sensing elements in Table 1 is for the nadir view. For the non-nadir view, it was adjusted by Equation (6), according to the view angle to achieve the specified image resolution.

The geometric sensor model was developed using the terrain-independent method [37]. The GCP were evenly distributed across the full extent of the simulated image, in a grid of 20 columns by 30 rows. Six elevation layers were used ranging from 500 m to 1200 m. The image coordinates and georeferenced coordinates of the GCP were calculated through the physical imaging process as described in Section 3.2. The RPC was solved through the fitting of RPM using GCP through the iterative least square estimations. The checking points were generated in a similar way, but with more density in each dimension. The checking points were generated using 37 columns by 59 rows, with 11 elevation layers. Therefore, in total 3600 GCP were generated for the calculation of RPC and 24013
checking points were generated for each simulated image to evaluate the accuracy of the geometric sensor model expressed by the RPC.

Table 1. The simulation parameters for model verification.

| Line# | Parameters                  | Value   | Parameters                  | Value   |
|-------|-----------------------------|---------|-----------------------------|---------|
| 1     | DTM samples \(n_r\)         | 9559    | DTM lines \(n_r\)          | 8813    |
| 2     | DTM resolution \(\Delta x\) | 1.0 m   | DTM resolution \(\Delta y\) | 1.0 m   |
| 3     | Maximum elevation \(h_{\text{max}}\) | 1162 m | Minimum elevation \(h_{\text{min}}\) | 416 m |
| 4     | X of UL DTM \(x_{0,r}\)     | 389052.0 m | Y of UL DTM \(y_{0,r}\)     | 5648265.0 m |
| 5     | Sun elevation angle \(\psi\) | 60°    | Sun azimuth angle \(\beta\)  | 160°   |
| 6     | Focal length \(f\)          | 1000 mm | Elements size \(\Delta r\)  | 0.002 mm |
| 7     | Image samples \(n_r\)       | 3840   | Image lines \(m_c\)        | 6000   |
| 8     | Starting point X \(x_{0,0}\) | 395190.0 m | Starting point Y \(y_{0,0}\) | 5640550.0 m |
| 9     | Flying height \(h\)         | 500 km | Heading angle \(\gamma\)   | 0°     |
| 10    | View angle \(\theta\)       | 0°, 20°, −20° | Image resolution \(\Delta\) | 1.0 m |

5. Validation Results of the LandStereo Model

The spatial coverage of the simulated image was 3.84 km in width and 6.0 km in length, according to the setting of the simulation parameters in Table 1. The DTM within the simulated area is shown in Figure 4a. The canopy height model (CHM) produced, based on the tree list, is shown in Figure 4b. Figure 4c is a subset of Figure 4b, over the area marked by the black square. The background is white and each color dot indicates one tree.

![Figure 4. DTM and canopy height model (CHM) within the simulated area. (a) DTM; (b) CHM; (c) subset of CHM marked by the black square.](image_url)

5.1. Accuracy of the Sensor Model

Figure 5 shows the accuracy of the geometric sensor model described by the derived RPC. Figure 5a–c are the maximum error of the geometric sensor model, for images simulated with view angles of 0°, 20°, and −20°, respectively, i.e., the maximum difference between the image coordinates of the check points calculated by the physical imaging process and those predicted by the RPC. The horizontal axis is the number of iterations for the estimation of RPC, using iterative least-square-estimations. One set of the RPC was produced in each iteration and it was used as the initial value of the next iteration. It can be seen that the accuracy of the RPC converged after 5–6 iterations. Figure 5d–g are the root mean square error (RMSE) of the geometric sensor model, for the images simulated with a view angle of 0°, 20°, and −20°, respectively. It can be seen that the maximum error of the GCP and the checking points converged at around the 0.07 pixel in the Y direction and around 0.04 pixel in the X directions, for all of the three view angles. The RMSE...
converged at around the 0.03 pixel in the Y direction and around the 0.02 pixel in the X direction for all three view angles. The accuracy was comparable with that reported in [37].

Figure 5. The accuracy of the sensor model. (a) Maximum error at view angle 0°; (b) maximum error at view angle 20°; (c) maximum error at view angle −20°; (d) root mean square error (RMSE) at view angle 0°; (e) RMSE at view angle 20°; and (f) RMSE at view angle −20°.

5.2. Accuracy of the Flat Forest Landscapes

Figure 6 shows the simulated image of the first scene (i.e., the flat forest landscape). Figure 6a is the entire simulated nadir image with the true color. Figure 6b is a subset of the nadir image marked by the black rectangle in Figure 6a. The tree crowns, shadows, and ground surface are clearly visible in Figure 6b. Figure 6c–e show an enlarged gray image (i.e., the summation of red, green, and blue channels) simulated with different view angles of 0° (nadir), 20° (forward), and −20° (backward), respectively. The red crosses in Figure 6c–e indicate the same ground position. It can be seen that tree shadows (darker pixels) remained at the same position in all of three view angles but the positions of the tree crowns (pixels with medium gray values) relative to its shadow, changed with the view angle, along the vertical direction. Figure 6f is a composite image of Figure 6c–e in red, green, and blue channels, respectively. The displacement caused by the different view angles is more obvious in Figure 6f. The displacement exhibited on Figure 6c to Figure 6f, clearly demonstrates that the LandStereo model is capable of simulating the stereoscopic features (i.e., parallax) of forest canopies.
Figure 6. Simulated images by the LandStereo model. (a) Nadir image (view angle = 0°); (b) a subset of the nadir image over the area marked by the black rectangle in (a); (c) an enlarged nadir image; (d) an enlarged forward image with a view angle of 20°; (e) an enlarged backward image with a view angle of −20°; and (f) a composite color image, indicated by red for (c), green for (d), and blue for (e). The center of the red cross in (c), (d), (e), and (f) indicates the same ground position.

The simulated images were stereo matched using the extraction module of the digital elevation model provided in the commercial software ENVI. Figure 7 shows the spatial distribution of the point cloud (common points), extracted using the different view combinations. Figure 7a is the subset of the nadir image. Figure 7b is the point cloud identified from the stereo image pair of the nadir and the forward (NF), over the same area as Figure 7a. The white pixel indicates that the pixel matching was successful between the image pair, while the black pixels indicate a failure in pixel matching. Figure 7c,d was similar with Figure 7b but was extracted from an angle combination of NB (nadir and backward) and FB (forward and backward), respectively. Figure 7e is the composite image of Figure 7b–d in red, green, and blue channels, respectively. It can be seen that more points were identified in the image pair of NF and NB, than that in FB. This could be attributed to the changes of the image textures between the different combinations of observation angles. The stereo matching was easier on the images with a less change of image textures. It was not difficult to understand that the changes of the image textures were more severe for the images with larger differences of observation angles. The angle difference between NF and NB was only 20°, while that between FB was 40°. Therefore, it could be anticipated that lesser point could be identified in FB, through automatic image matching than what could be identified in NF and NB.

Figure 7. Common points identified from the different view combinations. (a) The subsets of the nadir image; (b) the points identified (white pixels) from the stereo image pair of the nadir and the forward (NF); (c) the points identified from the stereo image pair of the nadir and the backward (NB); (d) the points identified from the stereo image pair of the forward and the backward (FB); (e) the composite color image, indicated by red for (b), green for (c), and blue for (d). The white pixels in (b–d) indicated the successfully identified points.

Figure 7e shows the complementary effect between the different view angle combinations. The white pixel indicated that the common pixel was successfully identified in all of the three combinations, while the black pixels indicate that no common pixel could be identified in any of the view combinations.
The colorful pixel meant a common pixel was identified in one or two view combinations. Comparing Figure 7e with Figure 7a, it was easily observed that the white pixels were mostly located within the forest gaps, while the colorful pixels were located on the tree crowns. Therefore, it could be concluded that the synergy of the point cloud extracted from different view combinations was helpful for increasing the point cloud density and in further improving the description of the forest spatial structures.

Figure 8 shows the vertical distribution of the point cloud from different view combinations, for different forest stands with a size of 30 m by 30 m. The vertical axis was the elevation while the horizontal axis was the normalized point number. The horizontal bars with different colors indicated portions of the points from different view combinations. Theoretically, there should have been 900 points for each view combination and in total there should have been 2700 points in each forest stand. The vertical width of each colorful horizontal bar was 1.0 m. All bars were normalized by the one with the maximum point numbers. The elevation of the ground surface was 772.0 m. The blue line was the vertical distribution of the forest canopy tops calculated from the tree list. Figure 8a shows the vertical distribution of the point cloud extracted over a taller forest stand. It could be seen that the point cloud was mainly located near the canopy top. This was reasonable because taller trees have larger crowns and higher canopy coverage as described in the building of forest scenes. Figure 8b shows the vertical distribution of the point cloud extracted over a forest stand with medium heights. The point cloud could capture the ground surface through forest gaps. Therefore, the point cloud distributed between the ground surface and the canopy tops. Figure 8c shows the vertical distribution of the point cloud extracted over a shorter forest stand. More points were located on the ground surface than the forest canopy top.

**Figure 8.** Vertical distributions of the point cloud identified from different view combinations from different forest stands. (a) Higher forest; (b) forest with medium height; and (c) lower forest.

Figure 9 shows the forest height extracted from the synergy of multi-view stereo images simulated from the first scene (i.e., flat forest landscape). Figure 9a is an image of the number of common points within a resolution cell of 30 m. As depicted previously, there should be 2700 points in total in each 30 m pixel, since the point cloud had a pixel size of 1 meter. Results showed that the maximum number of common points identified was 2137 and a shorter forest had more common points than a taller forest. Figure 9b shows the image of the height of 90% of points (H90), i.e., the number of common points below this height was 90% of the total number of points within a pixel. It could be observed from Figure 8 that the upper boundary of a vertical histogram of the common points was located near the forest canopy top, while some false common points occasionally appeared due to the incorrect match between the stereo image pairs, as shown at the elevation of 799.0 m in Figure 8a. Therefore, H90 was selected as an index for describing the forest height. Figure 9c shows the image of H90 produced from the tree list. The canopy height model with a resolution of 1.0 m was first generated according to the tree list. Then, the vertical histogram of the CHM pixels within each 30 m by 30 m forest stand was calculated. The height of H90 was determined in the same way as that of Figure 9b. Figure 9d shows the scattering plot of Figure 9b against Figure 9c. They were highly correlated with each other; $R^2 = 0.96$ and RMSE = 0.99 m.
Figure 9. Forest height extracted from the synergy of multi-view stereo imagery. (a) Image of the number of common point in each forest plot (30 m by 30 m); (b) height of forest top extracted from the multi-view stereo imagery; (c) height of the forest top extracted from the tree list; and (d) the scattering plots between (b,c).

5.3. Accuracy of the Bare Mountainous Landscapes

Figure 10 shows the stereoscopic features of the bare terrains, simulated using the LandStereo model and parameters of the second scene in Table 1 (i.e., bare mountains without any vegetation). The geometric sensor model was the same as that of the first scene, because the simulation parameters were not changed. Figure 10a shows the simulated gray nadir image. Figure 10b shows the stereoscopic image composed by taking epipolar images of the forward view (in red) and that of backward view (in green and blue). Stereo vision can be seen when Figure 10b is observed by red–blue 3D glasses. The colorful pixels were caused by the parallax. Figure 10c is the scatter plot of the elevations extracted from the simulated stereo imagery and the input DTM as shown in Figure 4a. It could be seen that all pixels scattered along the 1:1 diagonal line. They were highly correlated with $R^2 = 0.9997$ and RMSE = 1.32 m. Figure 10d shows the histogram of the elevation difference between the estimation and the true value. There is no doubt that the LandStereo model showed a good performance in the simulation of stereoscopic features of the terrains.

5.4. Accuracy of the Mountainous Forest Landscapes

Figure 11 shows the stereoscopic features of mountainous forest landscapes (the third scene) simulated using the LandStereo model and the parameters in Table 1. The geometric sensor model was the same as that of the first scene, because the simulation parameters had no change. Figure 11a shows the simulated nadir image with the true color. Compared Figure 6a with Figure 11a, it can be seen that the terrain features are clearly exhibited in the latter. Figure 11b shows the stereoscopic image composed in the same way as Figure 10b. The subset of Figure 11b over the area covered by the white rectangle is shown as Appendix E. More color pixel could be observed, due to the complicated parallax of forest canopies. Figure 11c shows the image of the number of common points in each forest stand (i.e., 30 m pixel). It could be seen that more common points were identified over the flat area or gentle terrains, but fewer common points could be identified over the steep mountains. This should be attributed to the severe changes of image textures and larger parallax, over the steep mountains than the flat terrains. Figure 11d shows the scattering plots of the heights of the forest canopy tops extracted from the multi-view stereo imagery against the heights of forest canopy top calculated from the tree list. The extracted forest height and its measurements were highly correlated with $R^2 = 0.92$ and RMSE = 1.15 m.

Figures 6–11 show the results from the simulated stereo images of the three scenes, i.e., the flat forest landscape, bare mountains without any vegetation, and the mountainous forest landscapes. These results clearly showed a good performance of the LandStereo model in the simulation of stereoscopic features of forest canopies, over mountainous areas, at landscape scales.
5.3. Accuracy of the Bare Mountainous Landscapes

Figure 10. Stereoscopic features of the terrains simulated using the LandStereo model, for the second scene, i.e., bare mountains without any vegetation. (a) The gray nadir image; (b) stereoscopic images composed of epipolar images of forward (red) and backward view (green and blue); (c) scatter plot of the elevation extracted from the simulated stereo imagery and the input DTM; and (d) histogram of the differences between the DTM elevation and the extracted elevation.

Figure 11. Stereoscopic features of the mountainous forest simulated using the LandStereo model for the third scene, i.e., mountainous forest landscapes. (a) Nadir image; (b) stereoscopic image composed by an epipolar image of forward (red) and backward view (green and blue); (c) image of the number of common point in each forest stand (30 m by 30 m); and (d) the scattering plots of the height of the forest top, extracted from the multi-view stereo imagery, against that extracted from the tree list.
6. Discussions

Generally, for remote sensing models simulating multispectral features of vegetation, the comparison of the simulated results to the real data is an essential way to make model validations. The input in such types of models are the forest scenes and the spectral information of vegetation components, such as leaves, branches, and so on, while the output of the model is the spectral data of a forest stand. We do not know what the simulated multispectral features of the forest stand should be, if no real remote sensing data is used. Therefore, a comparison of the simulated data to real data is necessary for the validation of such models. The LandStereo model proposed in this study was used to simulate the stereoscopic features rather than the multispectral features. The stereoscopic features of remote sensing images were directly determined by the ground surface elevation, the tree size, and the observation geometry. For the given observation geometry (i.e., the geometrical sensor model expressed by RPC), the ground surface elevation and tree sizes should be correctly extracted from the simulated stereoscopic features, if the proposed model is valid. It is impossible to extract the ground surface elevation and tree size if the proposed model is invalid. The ground surface elevation (i.e., digital surface model) and tree sizes are the input of the proposed model. The input ground surface elevation and parameters of the trees above the surface, is the “real data”. Therefore, a comparison of the ground surface elevation and canopy height extracted from the simulated stereoscopic features to the model input is enough for the validation of the proposed model.

The development of the LandStereo model and the analysis of the model simulations were interdisciplinary. The simulation of the stereoscopic images belongs to the subject of computer graphics; the development of a geometric sensor model is a task of photogrammetry; the extraction of the parallax by image matching is the work of computer vision. The LandStereo combines the knowledge of these subjects to simulate stereoscopic images for the monitoring of forest spatial structures. The LandStereo model is not just a simple collection of the existing tools in different subjects, rather it is a creative unification of the interdisciplinary knowledge. It is impossible to simulate images applicable to stereo matching without these creative works. The LandStereo model could work as a virtual satellite to capture the stereo imagery of the predefined landscapes with the given system parameters as shown in Table 1. This model could provide an important set of image simulations that help examine the impact of the viewing geometry, on the measurement of the forest structure from spaceborne stereogrammetry.

In this study, the crown shapes were modeled using three embedded carved concentric ellipsoids. This was not the only choice. The POV-Ray has great power to simulate complicated and vivid forest scenes (http://hof.povray.org/). There are many studies that have been working on the simulation of real trees using POV-Ray. Many tree models have been developed (such as http://povrayscrapbook.awardspace.com/index.html). These trees could easily be incorporated into the simulation of the LandStereo model.

The stereo imagery simulated in this study was optical imagery. The effect of the atmosphere on image quality was unavoidable. The POV-Ray was effective at simulating atmospheric conditions, such as fog, dust, haze, or visible gas (http://www.povray.org/documentation/view/3.7.0/252/#l129). Therefore, the LandStereo model should be potentially used to analyze the effects of atmospheric conditions on the measurements of the forest spatial structure, using stereo imagery.

The multi-view observation could produce both the stereoscopic information and the multi-angle spectral information (i.e., the Bidirectional Reflectance Distribution Function). The LandStereo model simulated image using the ray-tracing embedded in the POV-RAY, and had the potential to simulate the BRDF of a visible spectrum of a forest scene. This paper focused on the simulation of stereoscopic features as indicated by the paper title. Its performance on the simulation of BRDF will be explored in future research work.

There were two modes for the acquisition of stereo imagery by spaceborne stereoscopic systems. The first was the along-track stereoscopic observations, i.e., the parallax information was extracted using images acquired by different cameras onboard the same satellite but pointing to different angles along track. The AOLS/PRISM, Chinese ZY-3, and the ASTER all worked in this mode. The second
was the stereoscopic observations by the across-track satellite stereo pair. The spaceborne stereoscopic systems having super high spatial resolutions such as worldview imagers work on this mode, because it was difficult to mount two cameras with large telescopes on the same satellite. It could be seen from Equations (4)–(6) that only the along-track angle \( \theta \) was considered in determining the view direction. Therefore, the current version of the LandStereo model could only be used to simulate the along-track stereoscopic observations. The LandStereo model would need to be modified for the simulation of stereoscopic observations, from the arbitrary viewing directions.

Two types of cameras were typically used in the acquisition of remote sensing images, i.e., pushbroom and frame cameras. The pushbroom cameras are widely used on satellites, while the frame cameras are widely used on the airborne platforms, such as the manned or the unmanned aerial vehicle (UAV). The POV-Ray had the capability to simulate optical images acquired by both types of cameras. However, the LandStereo model proposed in this study only accurately defined the observation geometry of the along-track pushbroom cameras. Therefore, the LandStereo model of the current version could not be used to simulate the frame cameras. For the theoretical analysis of stereo imagery acquired by frame cameras, the LandStereo model would be enhanced by modeling the observation geometry of frame cameras in future works.

There were two scenarios for the calculation of RPCs, i.e., terrain-independent and terrain-dependent. Tao, C.V., and Hu Y. (2001) reported that 80 GCPs were enough for the terrain-dependent scenarios because accuracy would not be improved as much if more number of GCPs were used. There was no need to spend more effort to collect more GCPs considering the cost [37]. In this study, the physical sensor parameters were known as shown in Table 1, therefore, the terrain-independent scenario was applied. For this case, the GCPs should be determined by the image grid and the elevation layers, so that the GCPs points are evenly distributed across the full extent of the image. The number of GCPs could be freely determined, as long as it is more than the minimum requirement.

The performance of the stereo matching algorithm is an important factor affecting the quality of the point cloud extracted from the stereo imagery. Many different algorithms of stereo matching have been developed in the computer version as well as in photogrammetry [42,43]. This study only used the one adopted by the commercial software ENVI in the extraction module of the digital elevation model. The accuracy of canopy height extracted by the point cloud might be improved if more proper algorithm of stereo matching is used. It was worthwhile to evaluate the performances of the different algorithms of stereo matching on the extraction of the forest canopy heights.

The parameters used in the model validation, as shown in Table 1, were not set for any specific satellite, rather were used for the approximation of several on-orbit satellites. For example, the orbit height of 500 km, approximates that used in the Chinese ZY-3, i.e., 505.984 km [44]. The combination of focal length, element size, and orbit height, produced a spatial resolution of 1.0 m, which approximated that of the IKONOS Satellite Sensor, [45]; the view angle was the same as that of SPOT5, i.e., ±20° [46].

One interesting phenomena observed in Figure 8b,c was that the point cloud extracted from the view combination of forward and backward was mostly located on the ground surface, except for the forest canopy tops. Theoretically, the common part which could be seen from both the forward and backward views, should have been the forest canopy tops, if the top was relatively flat, so that the canopy tops were the matching points. However, the results showed that it was difficult to identify the common points on the forest canopy tops by an automatic image matching algorithm due to the severe changes of the image textures of the forest canopy top between the forward and the backward views. Therefore, a more common point was unexpectedly identified on the ground surface than at the forest canopy top.

7. Conclusions

The number of spaceborne stereoscopic systems has been growing in recent years. However, these systems work on different viewing angles and image spatial resolutions. A theoretical model is needed for the systematical analysis of their performance on the depiction of forest canopy structures,
especially over the complicated mountainous landscapes. Considering the fact that those mostly found in the optical models of remote sensing, focus on the simulation of multispectral features, this study proposed a new model, referred to as the LandStereo model, using the ray tracing technique, to simulate the stereoscopic features of mountainous forest landscapes. The model was validated by making the simulations over flat forest landscapes, bare terrain landscapes, and mountainous forest landscapes. For the flat forest landscape, the height of the forest canopy top were extracted from the simulated stereo imagery, with \( R^2 = 0.96 \) and \( \text{RMSE} = 0.99 \) m; the elevation of the ground surface were extracted from the simulated stereo imagery of bare ground, with \( R^2 = 0.9997 \) and \( \text{RMSE} = 1.32 \) m. Given the elevation of the ground surface, the height of the forest canopy top were extracted from the simulated stereo imagery of the mountainous forest landscapes, with \( R^2 = 0.92 \) and \( \text{RMSE} = 1.15 \) m. It could be seen that the simulated stereo imagery could be used for the extraction of the ground surface elevations and the height of the forest canopy top. These simulated results clearly demonstrated that the LandStereo model worked well in simulating stereoscopic features of both terrains and forest canopies, at landscape scales.

The LandStereo model could work as a virtual satellite to capture stereo imagery of predefined landscapes with the given system parameters. The LandStereo model is capable of creating more simulations to understand the influences of view angles, image resolutions, terrain conditions, and temporal changes on the extraction of forest heights, using spaceborne stereo imagery over different forest types. Such relevant studies will be carried out in our future research endeavors.
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Appendix A. Spectral Features of Mountainous Forest Landscapes

The spectral feature of an object is defined by the statement of “texture” in the POV-Ray. The “texture” is composed by three keywords, including “pigment”, “normal”, and “finish”. The “pigment” defines the color of an object by setting the values of the red, green, and blue channels. The “normal” is used to select a method of simulating various patterns of bumps, dents, ripples, or waves, by modifying the surface normal vector. The calculation of reflection depends on the surface normal vectors. The POVRay provides many predefined patterns of normal vectors, for the users to select. The “finish” describes the reflective properties of objects, which are further defined by “specular”, “ambient”, or “diffuse”. The “specular” defines a credible spreading of the highlights occurring near the object horizons. The value of “specular” ranges between 0.0 and 1.0, where 1.0 causes complete saturation to the light source’s color at the center of the highlight, and 0.0 gives no highlight. The “ambient” is used to define the light in the shadowed areas, from a diffuse reflection of other objects. The “diffuse” is used to control how much of the light is reflected via diffuse reflection, directly, from any light sources.

The LandStereo model adopted the values proposed in the work of Christoph Hormann. For trees, the “pigment” is—(0.4, 0.2, and 0.05). The “normal” uses the predefined pattern representing a very smooth surface, like random noise. The “specular” is 0.3 and the “diffuse” is 0.5. For the ground surface, the “pigment” is—(1.1, 0.7, and 0.3); the “normal” uses the predefined pattern of “granite” which creates a bumpy surface that looks like rough stone. The “specular” is 0.06 and the ambient is—0.08, 0.09, and 0.14.
Appendix B. The Rational Function Model

In the RFM model, for the ground object point \(i\), both its coordinates in image space \((r_i, c_i)\) and in object space \((x_i, y_i, z_i)\) are firstly normalized to the range of \(-1.0\) to \(+1.0\), as

\[
R_i = \frac{r_i - r_0}{r_s}, \quad C_i = \frac{c_i - c_0}{c_s}, \quad X_i = \frac{x_i - x_0}{x_s}, \quad Y_i = \frac{y_i - y_0}{y_s}, \quad Z_i = \frac{z_i - z_0}{z_s}
\]

(A1)

where \(r_0, c_0\) and \(r_s, c_s\) are the offsets and scale values for the normalization of image coordinate, respectively, while \(x_0, y_0, z_0\) and \(x_s, y_s, z_s\) are the offsets and scale values for the normalization of object coordinates, respectively. For the images simulated by LandStereo,

\[
r_0 = r_s = 0.5 \times m_r, \quad c_0 = c_s = 0.5 \times m_c
\]

(A2)

\[
x_0 = 0.5 \times (x_{\text{max}} + x_{\text{min}}), \quad y_0 = 0.5 \times (y_{\text{max}} + y_{\text{min}}), \quad z_0 = 0.5 \times (h_{\text{max}} + h_{\text{min}})
\]

(A3)

\[
x_\ast = 0.5 \times (x_{\text{max}} - x_{\text{min}}), \quad y_\ast = 0.5 \times (y_{\text{max}} - y_{\text{min}}), \quad z_\ast = 0.5 \times (h_{\text{max}} - h_{\text{min}})
\]

(A4)

where \(m_r\) and \(m_c\) is the number of lines and samples of simulated image, respectively; \(x_{\text{max}}, x_{\text{min}}, y_{\text{max}},\) and \(y_{\text{min}}\) are dynamic ranges of coordinates of the spatial coverage of the simulated image; \(h_{\text{max}}\) and \(h_{\text{min}}\) are the same as that in Equation (3), i.e., the maximum and minimum elevations within the spatial coverage of the simulated image, respectively.

The mathematical relationship between the normalized image coordinates \((R_i, C_i)\) and object coordinates \((X_i, Y_i, Z_i)\) in the RFM model can be expressed as

\[
R_i = \frac{p_1(X_i, Y_i, Z_i)}{p_2(X_i, Y_i, Z_i)}, \quad C_i = \frac{p_3(X_i, Y_i, Z_i)}{p_4(X_i, Y_i, Z_i)}
\]

(A5)

\[
p_l = a_{1,l}X_i + a_{2,l}Y_i + a_{3,l}Z_i + a_{4,l}X^2_i + a_{5,l}XZ_i + a_{6,l}Y^2_i + a_{7,l}YZ_i + a_{8,l}X^3_i + a_{9,l}X^2Y_i + a_{10,l}X^2Z_i + a_{11,l}X^3Z_i + a_{12,l}X^2Y^2_i + a_{13,l}X^2YZ_i + a_{14,l}X^2Z^2_i + a_{15,l}X^3Y_i + a_{16,l}X^3Z_i + a_{17,l}X^2Y^3_i + a_{18,l}X^2Y^2Z_i + a_{19,l}X^2Y^2Z^2_i + a_{20,l}Y^2Z^3_i
\]

(A6)

where \(l = 1, 2, 3, 4\). \(p_l\) defines the transformation from \((X_i, Y_i, Z_i)\) to \((R_i, C_i)\) by the 20-term cubic form polynomial shown above.

Appendix C. Geometry for the Generation of GCP

The GCPs are required for building a camera model (RPC), by providing exact relations between image coordinates of the ground points and the corresponding georeferenced coordinates. These relations can be exactly simulated. The central content is how to derive \((r_i, c_i)\) from \((x_i, y_i, z_i)\), with the known variables, including the starting point observed by the central point of the first image line \((x_{c,0}, y_{c,0}, z_{c,0})\), view angle along orbit \(\theta\), orbit heading angle \(\gamma\), focal length \(f\), ground sampling distance \(\Delta\), and so on. For the convenience of understanding for readers who are not quite familiar with the theory of photogrammetry, the geometrical relationship between ground object location and its corresponding image pixel is shown in Figure A1. As shown in Figure A1a, point A is the starting point (i.e., the center of the first line of the simulated image), point B is the observed target point, point C is the projection of point B in the horizontal plane, point D and point F are the projections of point C and point B, in the plane defined by the z-axis and the flying orbit, respectively. Point M, point G, and point P are the view-point through point A, point D, and point F respectively; point E is the intersection point of line PF and line AD. It can be seen that the line coordinate of one ground point on the simulated image \((r_i)\) could be calculated as

\[
r_i = AE/\Delta, \quad AD = AD + DE, \quad DE = (z_i - z_{c,0}) \times \tan \theta
\]

(A7)

\[
AD = AC \times \cos \varphi, \quad AC = \sqrt{(x_i - x_{c,0})^2 + (y_i - y_{c,0})^2}
\]

(A8)
\[ \cos \varphi = \cos(90^\circ - \mu - \gamma) = \sin(\mu + \gamma) = \sin \mu \cos \gamma + \cos \mu \sin \gamma \]  
(A9)

\[ \sin \mu = \frac{(y_i - y_{c,0})}{AC}, \cos \mu = \frac{(x_i - x_{c,0})}{AC} \]  
(A10)

Writing the distance from the projection of ground point \( B \) in image space, to the central point of image line \( j \), along the sample direction, as \( \Delta_s \), it can be seen from Figure A2b that

\[ c_i = \Delta_s / \Delta_c + 0.5 * m_c \]  
(A11)

\[ \Delta_s = \frac{f}{(h - z_i) / \cos \theta} \quad \therefore \Delta_s = \frac{f}{(h - z_i) / \cos \theta} \]  
(BF)

\[ BF = \pm \sqrt{(x_i - x_F)^2 + (y_i - y_F)^2} \]  
(A13)

\[ x_F = x_{c,j} + NF \sin \gamma, y_F = y_{c,j} + NF \cos \gamma \]  
(A14)

\[ NF = (h - z_i) \tan \theta \]  
(A15)

The \( r_i \) in Equation (A6) is the variable \( j \) in Equations (4) and (5). Therefore, the position of the view-point \( (x_{c,j}, y_{c,j}, h) \) for point \( (x_i, y_i, z_i) \) can be calculated using Equations (4) and (5). Supposing that pixels in each image line are sequentially numbered from left to right with a center value of zero, the value of \( BF \) is negative when point \( B \) is on the left side of point \( F \), looking along the flying direction. The transformation from \( (x_i, y_i, z_i) \) to \( (r_i, c_i) \) could be done using equations (A6) through (A15).

**Figure A1.** Schematic diagram for the geometrical relationship between a ground object and its corresponding image pixel. (a) Observation geometry for \( z_i \neq z_{c,0} \), a point \( A (x_{c,0}, y_{c,0}, z_{c,0}) \) on the horizontal plane, and a target point \( B (x_i, y_i, z_i) \) above the plane; point \( C (x_i, y_i, z_{c,0}) \) is the projection of point \( B \) on the horizontal plane, point \( D \) and point \( F \) are the projection of point \( C \) and point \( B \) in the plane defined by the \( z \)-axis and the flying orbit, respectively; point \( M \), point \( G \), and point \( P \) are the view-points through point \( A \), point \( D \), and point \( F \), respectively; point \( E \) is the intersection point of line \( PF \) and line \( AD \); and (b) the geometrics in imaging plane, point \( B \), point \( F \), and point \( P \) are defined the same as in (a), point \( N \) is the projection of point \( P \) in the horizontal plane.
Appendix D. Detailed Workflow of the LandStereo Validation

Figure A2. Detailed workflow of the LandStereo validation.

Appendix E. Subset of an Anaglyph Stereoscopic Image

Figure A3. Subset of an anaglyph stereoscopic image related to the individual tree level scale, covered by the white rectangle in Figure 11b.
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