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Abstract—Deep learning-solutions for hand-object 3D pose and shape estimation are now very effective when an annotated dataset is available to train them to handle the scenarios and lighting conditions they will encounter at test time. Unfortunately, this is not always the case, and one often has to resort to training them on synthetic data, which does not guarantee that they will work well in real situations. In this paper, we introduce an effective approach to addressing this challenge by exploiting 3D geometric constraints within a cycle generative adversarial network (CycleGAN) to perform domain adaptation. Furthermore, in contrast to most existing works, which fail to leverage the rich temporal information available in unlabeled real videos as a source of supervision, we propose to enforce short- and long-term temporal consistency to fine-tune the domain-adapted model in a self-supervised fashion.

We will demonstrate that our approach outperforms state-of-the-art 3D hand-object joint reconstruction methods on three widely-used benchmarks and will make our code publicly available.

Index Terms—unsupervised domain adaption, temporal consistency, self-training, cycleGAN, 3D hand-object reconstruction

I. INTRODUCTION

Hand-object 3D joint reconstruction is one of many computer vision problems to which convolutional neural networks have brought increasingly effective solutions [1]–[5], including algorithms that can model both the hand and the object it is grasping [6], [7]. However, these methods remain difficult to deploy in practice due to the lack of large annotated datasets with ground-truth 3D hand-object pose and shape that cover a wide enough range of scenarios and lighting conditions. A common solution is therefore to train on synthetic data. Unfortunately, as shown in Fig. 1, a network trained in this fashion can easily fail when dealing with real-world images whose statistics are different from the synthetic ones.

This is known as the domain shift problem and the whole field of Domain Adaption is devoted to mitigating it, ideally without requiring any additional annotations in the target domain, which is referred to as Unsupervised Domain Adaptation (UDA) [8], [9]. In its usual formulation [8], [10]–[18], one starts with a large number of annotated source images and another set of target images whose statistics are those of the images we intend to use in practice but for which we have no annotations. In our case, the source images are the synthetic ones, and the target ones are real images acquired in specific situations in which we want our software to operate. Furthermore, the complex background, various occlusion, and rapidly changing illumination in realistic environments always make it arduous to generalize the parameters of model to the different domain data. Therefore, it is necessary to make use of unlabeled target domain data to help fine-tune the model.

A promising direction to address UDA is to use a Cycle-consistent Generative Adversarial Network (CycleGAN) [19] to turn the annotated source domain images into images that are statistically indistinguishable from the target ones and can be used to train the network. This was demonstrated for semantic segmentation [20]. In this work, we extend this approach for 3D hand-object reconstruction as depicted by Fig. 2. At training time, we use a CycleGAN to translate labeled source images into target-style images. We minimize an adversarial loss to ensure the statistical similarity of the translated images and the real target images while jointly training a 3D hand-object reconstruction network to predict the correct 3D poses and shapes. We further increase performance by introducing unlabeled target video data to add an element of self-supervision by enforcing short- and long-term consistency between the predictions.

We will demonstrate that our approach outperforms state-of-the-art 3D joint hand-object reconstruction methods on...
In recent years, the dominant approach to tackling the domain shift issue has been to learn a domain-invariant representation [9]. One way is to map source data and target data into a latent space by minimizing the Maximum Mean Discrepancy [48] or matching second and higher order statistics [49]–[51] between the source and target domains [10], [12]–[16], [52], [53]. Class labels [52] and anchor points [54], [55] can also be used. Another way consists of leveraging adversarial training to learn source and target features that are indistinguishable [8], [20], [56]–[65]. Beyond image recognition, this has been applied to semantic segmentation [20], [57], [66] and active learning [67], and has been the focus of our own recent work, in which the source and target data pass through networks with the same architecture but different weights [17], [18].

An interesting alternative to these two dominant approaches consists of translating the images from one domain to the other using a CycleGAN [19], thus making it possible to adapt the images directly at the pixel level. To this end, Cycada [20] uses a CycleGAN to translate source images into target-like images that can be used along with the annotations to train a network that performs the desired task to operate in the target domain. Specifically, the CycleGAN and the task network can be trained jointly, which has inspired our own approach. Here, however, we translate this idea to the geometric task of reconstructing 3D hand and object from a single image.

**Self-Supervised Learning.** Another approach to reducing the required amount of annotated data is to rely on self- or semi-supervised learning [68]–[73]. To provide a useful self-supervisory signal, current methods rely on image color [68]–[70], relative position of image patches [71], [72], random image rotations [73], [74], missing part of image [75], multi-view consistency and depth information [76], depth hints from left and right cameras [77], [78], temporal consistency [70], [79]–[81], multi-domain invariant representation [82], and image clustering [83]. In this work, we show that temporal consistency effectively complements domain adaptation and makes it possible to leverage unannotated video sequences for hand and object 3D reconstruction.

### III. Approach

In this work, we propose a new UDA framework that exploits a generative adversarial network (CycleGAN) to translate source synthetic images into realistic target-like images for training purposes. We use the translated source images and that our approach to UDA for hand-object reconstruction is more effective than other standard ones.

Our main contributions are summarized as follows:

- We propose a 3D geometric constraints based CycleGAN model to bridge the domain gap between synthetic and realistic image domain.
- We design a short-term and a long-term temporal consistency loss for self-supervised fine-tuning to make full use of unlabeled video-based real data.
- Extensive experiments on three public benchmarks demonstrate that our proposed approach outperforms the state-of-the-art UDA methods and baselines.

In the remainder of the paper, we first review related works on unsupervised domain adaptation and 3D hand-object reconstruction. We then present the version of our method that relies only the CycleGAN followed by the more sophisticated version that also uses the unannotated data for self-supervision. Finally, we specialize it for 3D hand-object reconstruction and present our results.

## II. Related Work

In this section we briefly review existing deep learning-based approaches to jointly modeling hands and the objects they can hold in 3D. We then turn to existing domain adaptation techniques and unsupervised approaches that could be used to train networks on synthetic data, refine them using unannotated real-images, and finally infer reliable poses from real images.

**Hand and Object Joint 3D Reconstruction.** The last ten years have seen an explosion in the number of papers that use deep networks and conventional methods to model the interaction between hands and objects, which have been applied in scene understanding [21]–[23] and video analysis [24]–[26]. Many are devoted to reconstruction from RGB-D or multi-view RGB [27]–[31] input. They can be roughly classified into those that use generative methods [29]–[38] and those that rely on discriminative ones [39]–[42].

![Fig. 2. Approach. In this work, we take synthetic images to be the source domain and real one to be the target one. In our approach, we use the CycleGAN component $G_{s\rightarrow t}$ to translate source domain images into ones that cannot be discriminated from target domain images and we use the translated images to retrain the task network.](image-url)
along with the corresponding annotations to train the target network to perform the task of interest in the target domain. Hence, at inference time, we do not need the CycleGAN anymore and the network can operate on unmodified target images. The key to making this scheme work properly is to impose a task loss, \( \text{i.e.,} \ 3D \) geometric preservation constraint while training the CycleGAN model so that the translated images retain enough key information for the target network to work well when trained using them. Furthermore, we propose to self-supervised fine-tune the task network by adding a ConvLSTM \([84]\) layer using unlabeled target video data by enforcing long-term and short-term temporal consistency of its predictions.

In this section, we first formalize our UDA problem. We then describe our proposed CycleGAN-based model, and our self-supervised training strategy with the temporal consistency losses.

### A. Formalization

We use the encoder-decoder architecture of \([6]\), which we will refer to as the task network \( F \). It takes images as input and returns 3D models for the hand and the object it interacts with. These models include coordinate vectors for vertices of the surface meshes representing the hand and the object surface along with hand pose and shape parameters. We will refer to them collectively as \textit{hand-object vectors}, which will be described in more detail in Section III-C.

Let us consider a source domain \( D_s = \{x_s, y_s\}_{i=1}^{N_s} \) with \( N_s \) images and corresponding ground-truth hand-object vectors, and a target domain \( D_t = \{x_t\}_{i=1}^{N_t} \) in which we only have \( N_t \) images. We can use \( D_s \) to train a source network \( F_s \) and our goal is to learn new network weights for the target network \( F_t \) using only \( D_s \) and \( D_t \) so that the network operates effectively in the target domain.

To perform domain adaptation, we introduce a CycleGAN that comprises two generator networks \( G_{s \rightarrow t} \) and \( G_{t \rightarrow s} \) that translate source domain images into target domain ones and target domain images into source ones, respectively, along with a discriminator network \( D_t \) that attempts to discriminate translated source images from true target images. Fig. 2 depicts the role of these networks.

### B. Joint Training the CycleGAN and Task Networks

We iteratively train the generator network \( G_{s \rightarrow t} \) and task network \( F_t \) so as to maximize the performance of the latter on target images. Let \( F_t^{(0)} = F_s \) be the task network pre-trained on the source data and let \( F_t^{(k-1)} \) be the task network after iteration \( k - 1 \). At iteration \( k \), we feed a source image \( x_s \) to the generator network \( G_{s \rightarrow t} \), which outputs a translated source image \( G_{s \rightarrow t}(x_s) \). In turn, it serves as input to the task network \( F_t^{(k-1)} \) to add a task-related constraint during training CycleGAN. To update the weights of \( F_t, D_t, \) and \( G_{s \rightarrow t}(x_s) \), we minimize a loss that comprises the three loss functions depicted by green ellipses in Fig. 2. They are defined as follows. The first two are standard while the third one is specific to our approach.

### C. Implementation

We take the task network to be the encoder-decoder architecture of \([6]\) depicted by Fig. 4 and use its publicly available implementation. A ResNet-18 \([85]\) pre-trained on ImageNet \([86]\) serves as the image encoder. The \textit{hand decoder} predicts the shape and pose parameters, \( \theta_H \) and \( \beta_H \), of MANO \([87]\), which are used to compute the vertex coordinates...
Fig. 4. Task network. We use the encoder-decoder architecture of [6]. It takes as input an image and returns 3D mesh models for both the hand and the object.

\( \mathbf{v}_{\text{hand}} \) of the mesh describing the hand. The object decoder outputs 3D pose parameters that are combined with the output of an AtlasNet [88] network to yield the vertex coordinates of a 3D mesh describing the object \( \mathbf{v}_{\text{obj}} \). Principal Component Analysis (PCA) is used to keep the dimensions of \( \theta_H \) to 15 and that of \( \beta_H \) to 10. Hence, the task loss function \( \mathcal{L}_{\text{task}} \) introduced in Section III-B can be written as

\[
\begin{align*}
\mathcal{L}_{\text{task}} &= \mathcal{L}_{\text{obj}} + \lambda_h \mathcal{L}_{\text{hand}} + \lambda_s \mathcal{L}_{\text{shape}} + \lambda_p \mathcal{L}_{\text{pose}} + \lambda_c \mathcal{L}_{\text{cont}}, \\
\mathcal{L}_{\text{obj}} &= \sum_t \left| \mathbf{v}_{\text{obj}} - \hat{\mathbf{v}}_{\text{obj}} \right|^2, \\
\mathcal{L}_{\text{hand}} &= \sum_t \left| \mathbf{v}_{\text{hand}} - \hat{\mathbf{v}}_{\text{hand}} \right|^2, \\
\mathcal{L}_{\text{shape}} &= \left\| \beta_H \right\|^2, \\
\mathcal{L}_{\text{pose}} &= \left\| \theta_H \right\|^2, \\
\mathcal{L}_{\text{cont}} &= \mathcal{L}_{\text{repulsion}} + \mathcal{L}_{\text{attraction}},
\end{align*}
\]

where \( \mathbf{v}_{\text{hand}} \), \( \hat{\mathbf{v}}_{\text{obj}} \) and \( \hat{\mathbf{v}}_{\text{hand}} \) are ground-truth and estimated values, respectively. \( \mathcal{L}_{\text{repulsion}} \) and \( \mathcal{L}_{\text{attraction}} \) are additional loss terms designed to guarantee that the hand does not penetrate into the object but actually touches it when appropriate. For a more complete description we refer the interested reader to the original publication [6]. The model is implemented within the PyTorch framework and all experiments were run on one NVIDIA Tesla V100 GPU. We use the Adam optimizer [89] to train our model for 200 epochs with an initial learning rate of \( 5 \times 10^{-5} \) and a batch size of 16.

D. Adding Temporal Consistency

The method of Section III-B treats all unannotated images as individual images as opposed to elements of a video sequence in which motions are continuous. This fails to exploit the fact that, even though the 3D poses in consecutive images are initially unknown, the network predictions should be consistent across consecutive images and without brutal jumps. In this section, we use this fact to define a new loss term that enforces temporal consistency both over the short and the long term.

Formally, let \( \mathcal{D}_t = \{ x^T \}_{T=1}^{N_t} \) be a sequence of \( N_t \) consecutive unlabeled target domain images from a realistic video. For each one, the task network \( F_t \) outputs a description of the hand and object at time \( T \) in the form of an output vector \( \mathbf{v}^T \) that encodes the vertex coordinates for the hand and object meshes, along with hand pose and shape vectors \( \theta^T_H \) and \( \beta^T_H \), as described in Section III-A.

Fig. 5. Temporal consistency loss. Given an unannotated video sequence, we compute a smoothness-based short-term consistency loss in neighboring frames \( x^T_i \) and \( x^{T+1}_i \) and a long-term one between frames \( x^T_i \) and \( x^{T+k}_i \) with \( k > 1 \). The latter depends on the consistency between the predicted projected displacement between mesh vertices and the optical flow between the two images.

Short-Term Temporal Consistency. We require the predictions at consecutive time instants to be similar by introducing the short-term loss

\[
\begin{align*}
\mathcal{L}_{s-temp} &= \sum_t \left( \mathcal{L}_{\text{mano}} + \lambda_s \mathcal{L}_{\text{temp}} \left\| \mathbf{v}^{T+1} - \mathbf{v}^T \right\|^2; \\
\mathcal{L}_{\text{mano}} &= \left\| \beta_{H}^{T+1} - \beta_{H}^T \right\|^2 + \lambda_s \mathcal{L}_{\text{temp}} \left\| \theta_{H}^{T+1} - \theta_{H}^T \right\|^2,
\end{align*}
\]

where the summation occurs over a video sequence. As the hand shape parameters remain constant over such a sequence whereas the pose parameter change, we impose a stronger constraint on the former and set \( \lambda_s = 0.01 \). Note that we penalize the change in vertex coordinates before applying the roto-translation that maps object-centered vertex coordinates into camera-centered ones with AtlasNet.

Long-Term Temporal Consistency. Because the images at time \( T \) and \( T + 1 \) are different but still similar, \( \mathcal{L}_{l-temp} \) provides a supervisory signal but one that is not as informative than the one that could be obtained from images that are further in time. To this end and as in [7], we use an independent estimate [90] of the optical flow \( \mathcal{O}^{T+k}_i \) between images acquired as time \( T \) and \( T + k \) to enforce temporal consistency on the vertices predicted at time \( T \) and \( T + k \), i.e., \( \mathcal{v}^T \) and \( \mathcal{v}^{T+k} \) respectively. Then the displacement between the 2D projections of these vertices, \( \mathcal{v}^T \) and \( \mathcal{v}^{T+k} \) should be consistent with the corresponding optical flow values. We therefore take the long-term temporal consistency loss to be

\[
\begin{align*}
\mathcal{L}_{l-temp} &= \sum_t \mathcal{L}_{l-temp}^{T, nk} \\
\mathcal{L}_{l-temp}^{T, nk} &= \frac{1}{N_v} \sum_{i=1}^{N_v} M^T \left( \mathcal{v}^T_i - \mathcal{O}^{T+k}_i \mathcal{v}^{T+k}_i \right) \right\| \right|^2,
\end{align*}
\]

where \( N_v \) is the total number of vertices and \( M^T \) is a binary visibility mask at time \( T \). It is computed by performing an optical flow forward-backward consistency check as in [7], [91]. In practice, we take \( T = 1 \) and \( k = 5 \).
Optimization Strategy: We first train the task network $F_1$ on individual images as described in Section III-B. We then fine-tune the network in a self-supervised fashion by minimizing

$$\mathcal{L}_{self} = \mathcal{L}_{b-temp} + \lambda_l \mathcal{L}_{l-temp},$$

(7)

where $\lambda_l = 0.1$. During this minimization, the generator networks are frozen and only the task network weights are refined. In fact, we have found it advantageous to also freeze the final layers of the task network and to only refine the last layer, that is, a ConvLSTM [84] layer with the hidden size of 512 added between the encoder and the last fully connected layer.

IV. EXPERIMENTS

In this section, we first introduce the baselines against which we compare several variants of our approach. We then present the experimental results and analysis in terms of 3D hand-object joint reconstruction.

A. Variants and Baselines

To compare against other approaches to UDA, we use the following baselines:

- **No DA**: Running the task network [6] trained on synthetic data and test on real data without any domain adaptation.
- **UDA w/ CycleGAN** [19]: Using a standard CycleGAN to translate synthetic images and use the translated images to train the task network.
- **UDA w/ FDA** [92]: Using a simple Fourier transform to translate the image.
- **UDA w/ ADAN** [61]: Performing adversarial discriminative domain adaptation on the encoder of the task network to learn domain-invariant representations.
- **UDA w/ DANN** [8]: Adding the gradient reversal layers to the task network to learn domain-invariant representations.

Moreover, we compare them to the following variants of our approach:

- **TASK-CYCLE**: Iterative training of the generators and task network as described in Section III-B.
- **TASK-CYCLE-TEMPO(L+S)**: Adding long-term and short-term temporal consistency as described in Section III-D.
- **TASK-CYCLE-TEMPO(S)**: Adding only short-term temporal consistency as described in Section III-D.
- **TASK-CYCLE-TEMPO(L)**: Adding only long-term temporal consistency as described in Section III-D.
- **TASK-CYCLE-TEMPO(L+S)-LSTM**: Replacing the ConvLSTM layer in the task network by an LSTM layer during self-supervised fine-tuning.
- **TASK-CYCLE-TEMPO(L+S)-Render**: Computing the long-term consistency using an approach similar to [7], that is, first using Neural Render [93] to render the hand and object meshes and then estimating the consistency of the rendered images and the optical flow.
- **TASK-CYCLE-CYCADA**: Instead of using the task loss to compare the output of the network to the ground truth, using it to compare to the images before translation, as in [20] and as shown in Fig. 6.

Fig. 6. **Cycada like variant of our approach.** The task loss is now used to compare the output of the network on the input synthetic data and the translated images.

B. Datasets

We evaluate our framework on one large-scale synthetic image dataset **ObMan** [6], and two widely-used real image datasets—**First-person hand benchmark** [94] and **Hands in action dataset** [42]—that we describe in more details below.

**ObMan Dataset** [6]: ObMan is the largest fully labeled synthetic image dataset describing hands grasping objects. It contains 2.7k objects models of eight categories from the ShapeNet dataset [95] (i.e., bottles, bowls, cans, jars, knives, cellphones, cameras and remote controls), and grasping actions generated by the GraspIt software [96]. Furthermore, all hand models are fitted with MANO [87] to grasp a provided object mesh, and the hands are rendered by SMPL [87]. The body and object textures were taken from SURREAL [97] and ShapeNet [95]. Each scene was rendered using Blender [98] with a random lighting and in front of background images randomly sampled from LSUN [99] and ImageNet [86]. Following [6], we select 141k frames and 6k frames as training set and test set, respectively.

**First-person hand benchmark (FHB)** [94]: FHB is an RGB-D video-based dataset of first-person hand-object interactions. The data is fully annotated with hand’s and object’s 6D pose, 3D location and mesh model. Following the setting in [6], to focus on hand-object interaction, we only select the frames in which the distance between the manipulating hand and the manipulated object is less than 1cm, and choose three categories of objects, i.e., salt, juice carton and liquid soap. This corresponds to a subset of FHB with 8420 training frames and 9103 testing ones.

**Hands in action dataset (HIC)** [42]: Following the experimental setting in [6], we use four video sequences from HIC, and employ two sequences (251 frames) as training set and two others (307 frames) as test. All frames feature interactions between one hand and a sphere or a cube. In our experiments, we choose the frames in which the minimal distance between the hand and the vertices of the manipulated object is below 5mm. Furthermore, the HIC dataset provides hand and object meshes, to which we fit the MANO [87] model for supervision with dense 3D points.
In the first three, the recovered hand-pose is very realistic.

### D. Results

To pinpoint the reasons for success or failure, we selected from the FHB test set the 50 images that gave the worst results in terms of hand reconstruction error and the 50 images that gave the best. As can be seen in Table II, in the 50 best cases, our approach divides the error by almost a factor 2, whereas in the 50 worst cases the improvement is much smaller in percentage terms. This closely correlates with the fact that the distance between the observed pose and its closest training sample is an excellent predictor of success or failure. In other words, our approach can compensate for changes of imaging conditions but not for the training set being relatively small and failing to cover the whole range of hand motions that can be seen in the real world.

### E. Ablation Study

The bottom rows of Table I document the performance of the variants of our approach introduced in Section IV-A and show that the various losses we introduced in Sections III-B and III-D all contribute to the final result. In particular, TASK-CYCLE does better than TASK-CYCLE-CYCADAl, which highlights the importance of imposing the task loss at the right place. Also, TASK-CYCLE-TEMPOL(S)-LSTM does slightly better than TASK-CYCLE-TEMPOL(S)-LSTM, even though we use a much simpler formulation of the long-term temporal loss function. We attribute this to the fact our version is closer to being convex and, unlike the NeuralRenderer, does not introduce any artifacts.

### V. Conclusion

In this paper, we have presented an unsupervised domain adaptation strategy for 3D hand-object joint reconstruction.

---

**TABLE I**

| Methods                  | Hand Error | Object Error | Maximum Penetration | Simulation Displacement | Intersection volume | Hand Error | Object Error | Maximum Penetration | Simulation Displacement | Intersection volume |
|--------------------------|------------|--------------|---------------------|-------------------------|---------------------|------------|--------------|---------------------|-------------------------|---------------------|
| No DA-only source        | 32.7 ± 0.7 | 2079.0 ± 58.7| 13.7 ± 0.6          | 49.2 ± 2.2              | 19.7 ± 0.3          | 33.1 ± 0.7 | 2150.0 ± 66.5| 23.7 ± 0.9          | 62.5 ± 0.2              | 36.7 ± 0.3          |
| UDA w/ CycleGAN [19]     | 26.9 ± 0.8 | 2057.3 ± 61.5| 10.9 ± 0.6          | 45.1 ± 2.0              | 16.1 ± 0.3          | 28.0 ± 0.6 | 2140.7 ± 63.5| 21.5 ± 0.8          | 59.1 ± 1.6              | 34.9 ± 0.3          |
| UDA w/ FBA [61]          | 27.2 ± 0.7 | 2062.3 ± 62.2| 11.7 ± 0.7          | 46.6 ± 1.7              | 16.7 ± 0.3          | 28.9 ± 0.7 | 2147.5 ± 65.0| 23.9 ± 0.6          | 61.2 ± 1.9              | 35.7 ± 0.5          |
| UDA w/ ADDA [61]         | 28.1 ± 0.6 | 2064.5 ± 57.5| 11.9 ± 0.6          | 47.5 ± 1.8              | 17.3 ± 0.2          | 29.8 ± 1.1 | 2149.5 ± 61.2| 23.5 ± 0.7          | 62.2 ± 2.1              | 36.3 ± 0.4          |
| UDA w/ DANN [8]          | 27.8 ± 0.8 | 2064.0 ± 59.0| 11.5 ± 0.5          | 47.1 ± 1.9              | 16.9 ± 0.3          | 29.3 ± 1.0 | 2149.0 ± 62.5| 23.2 ± 0.8          | 61.7 ± 2.2              | 35.9 ± 0.5          |
| TASK-CYCLE               | 24.3 ± 0.5 | 2052.6 ± 60.3| 9.5 ± 0.6           | 43.1 ± 1.6              | 15.0 ± 0.2          | 28.3 ± 0.5 | 2135.2 ± 62.2| 18.8 ± 0.7          | 56.6 ± 1.7              | 33.0 ± 0.3          |
| TASK-CYCLE-CYCADA        | 25.5 ± 0.5 | 2054.3 ± 61.9| 10.3 ± 0.6          | 44.3 ± 2.1              | 15.6 ± 0.3          | 26.7 ± 0.6 | 2137.7 ± 63.9| 20.4 ± 0.8          | 58.0 ± 2.0              | 33.9 ± 0.4          |
| TASK-CYCLE-TEMPOL(S)     | 24.9 ± 0.2 | 2053.3 ± 56.3| 9.9 ± 0.3           | 43.9 ± 1.5              | 15.5 ± 0.1          | 26.3 ± 0.3 | 2136.7 ± 60.5| 19.8 ± 0.5          | 57.5 ± 1.5              | 33.6 ± 0.2          |
| TASK-CYCLE-TEMPOL(S)     | 24.7 ± 0.5 | 2053.0 ± 57.6| 10.0 ± 0.5          | 43.7 ± 1.6              | 15.3 ± 0.3          | 26.1 ± 0.5 | 2136.2 ± 63.2| 19.6 ± 0.6          | 57.3 ± 1.6              | 33.3 ± 0.3          |
| TASK-CYCLE-TEMPOL(S)-LSTM| 24.5 ± 0.5 | 2052.7 ± 59.0| 9.7 ± 0.5           | 43.4 ± 1.6              | 15.1 ± 0.2          | 25.8 ± 0.6 | 2135.5 ± 63.0| 19.5 ± 0.6          | 57.0 ± 1.8              | 33.2 ± 0.3          |
| TASK-CYCLE-TEMPOL(S)-LSTM-render| 24.6 ± 0.6 | 2052.5 ± 60.5| 9.7 ± 0.6           | 43.4 ± 2.0              | 15.2 ± 0.3          | 25.7 ± 0.6 | 2135.3 ± 64.7| 19.3 ± 0.7          | 56.9 ± 1.8              | 33.2 ± 0.5          |

**TABLE II**

| Methods                  | 50 Worst Images | 50 Best Images |
|--------------------------|-----------------|----------------|
| No DA hand error         | 59.5            | 17.2           |
| TASK-CYCLE hand error    | 56.2            | 9.5            |
| Dist. to closest training sample | 12.5          | 3.1            |

**C. Metrics**

For comparison purposes, we use the same metrics as in [4], [6], [42]:

**Hand Reconstruction Error.** We compute the mean end-point error (mm) across 21 joints as in [4].

**Object Reconstruction Error.** We measure the symmetric Chamfer distance (mm) between sampled vertices on the ground-truth mesh and points on the predicted mesh as in [6], [88]. The mean per vertex error is therefore the number we report over 642, the total number of vertices.

**Contact Quality.** We compute the penetration depth and intersection volume between reconstructed hands and objects. To this end, we use a voxel size of 0.5cm to measure the intersection volume, and the penetration depth is the maximum distance from the sampled points on the hand mesh to the surface of the object mesh.

**Simulation displacement.** We run the simulation environment introduced in [42] that returns a measure of the physical plausibility of our estimates. We refer the interested reader to its full description in the original paper.

**D. Results**

Fig. 8 depicts four results on individual frames of FHB. In the first three, the recovered hand-pose is very realistic and much better than the baseline No DA. The fourth one showcases a failure. It is attributable to the absence of any such grasping action in the synthetic training set and illustrates the fact that our approach can correct for changing imaging conditions but not for missing poses. Fig. 9 features results over a sequence. Even though each frame is fed to the network individually, the result is very consistent over time. Fig. 11 depicts a few of the translated synthetic images created while training the network. Fig. 10 shows the results on HIC dataset.

We report our quantitative results on FHB and HIC in Table I. Both TASK-CYCLE, our joint-training approach of Section III-B, and TASK-CYCLE-TEMPOL(S), our full approach with the temporal consistency terms turned on, consistently outperform the baselines, with TASK-CYCLE-TEMPOL(S) doing better than TASK-CYCLE. To obtain these results, we performed six iterations of the iterative algorithm of Section III-B for each dataset. As can be seen in Fig. 7, the performance tends to plateau after three iterations.

---

### TABLE II

**Success vs Failure** on the FHB dataset. (Top rows) Hand reconstruction error for the 50 worst and best images, without DA and using TASK-CYCLE. (Bottom row) Distance to the closest pose in the training set. Unsurprisingly, this number correlates closely with the chances of success or failure.

| Methods                  | 50 Worst Images | 50 Best Images |
|--------------------------|-----------------|----------------|
| No DA hand error         | 59.5            | 17.2           |
| TASK-CYCLE hand error    | 56.2            | 9.5            |
| Dist. to closest training sample | 12.5          | 3.1            |
No DA

and object and to supply further supervisory signals. Physics-based constraints to model the contact between hand state of the art. In future work, we will explore the use of experiments on three widely-used datasets have demonstrated leverage unlabeled video data to fine-tune the task model. Our short-term and long-term temporal consistency loss functions let us to the unlabeled, real target domain. Furthermore, our short- abstractively transfer the annotations from the synthetic source data work. Our geometric constraints allow our approach to effec-

tively transfer the annotations from the synthetic source data to the unlabeled, real target domain. Furthermore, our short-
term and long-term temporal consistency loss functions let us leverage unlabeled video data to fine-tune the task model. Our experiments on three widely-used datasets have demonstrated the effectiveness of our method and its superiority over the state of the art. In future work, we will explore the use of physics-based constraints to model the contact between hand and object and to supply further supervisory signals.
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