Towards High-Efficiency Cascading Outage Simulation and Analysis in Power Systems: A Sequential Importance Sampling Approach

Jinpeng Guo, Student Member, IEEE, Feng Liu, Member, IEEE, Jianhui Wang, Senior Member, IEEE, Junhao Lin, Student Member, IEEE, and Shengwei Mei, Fellow, IEEE

Abstract—This paper addresses how to improve the computational efficiency and estimation reliability in cascading outage analysis. We first formulate a cascading outage as a Markov chain with specific state space and transition probability by leveraging the Markov property of cascading outages. It provides a rigorous formulation that allows analytic investigation on leveraging the Markov property of cascading outages. Then we derive a sequential importance sampling (SIS) based simulation strategy for cascading outage simulation and blackout risk analysis with theoretical justification. Numerical experiments manifest that the proposed SIS strategy can significantly bring down the number of simulations and reduce the estimation variance of cascading outage analysis compared with the traditional Monte Carlo simulation strategy.
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I. INTRODUCTION

Cascading outage is a sequence of component outages triggered by one or several initial disturbances or failures of system components [1], [2]. In certain extreme conditions, cascading outages can lead to unacceptably serious consequences. A number of blackouts happened in the power systems worldwide in recent years is a case in point [3], [4]. Despite that the probability of blackouts due to cascading outage is tiny, the catastrophic consequence and vast influential range raise great attention to the investigation of cascading outages, especially in large-scale interconnected power systems.

Due to the random nature of cascading outages, statistics and probability analysis are extensively deployed as basic mathematic tools to analyze cascading outages based on historical data [5]–[7]. However, it is difficult to acquire accurate and adequate data in practice as blackouts are essentially rare events and very limited information has been recorded to date. In this regard, several high-level statistic models were proposed for analyzing cascading outages, such as CASCADE model [8] and branching process model [9], [10]. These models aim to capture the macroscopic features of the overall system in the sense of statistics while omitting the details of cascading outage process. To achieve a closer sight into cascading outages, researchers, however, consider to pick up such details back, including the uncertain occurrence of initial disturbances, action of protection and dispatch of control center. This consequently results in different blackout models, such as hidden failure model [11], [12], ORNL-PSerc-Alaska (OPA) model [13], [14], AC-OPA model [15], to name a few. As this kind of approaches are capable of analyzing the cascading outage process in a detailed way, it is expected to exploit mechanisms behind cascading outages by carrying massive simulations on these models.

Regarding every simulation as an independent identical distribution (i.i.d.) sample, the simulation-based cascading outage analysis is essentially a statistic analysis based on a sample set produced by Monte Carlo simulations (MCS). In the past decade, the MCS approach contributes a lot to reveal the underlying physical mechanism of cascading outages and has been popularly used. However, the intrinsic deficiency of the MCS seriously limits its practicability and deployments. The main obstacle stems from the notorious “curse of computational dimensionality”. It is recognized that a realistic large-scale power system is always composed of numerous components, such as transmission lines, transformers, and generators. The possible evolutionary paths of cascading outages diverge dramatically. Hence a specific cascading outage with serious consequence is indeed an extremely rare event. In this context, the MCS analysis turns out to be computationally intractable as a huge number of simulations are required to achieve a reliable estimation of the probability distribution of cascading outages. Empirical results also confirm that the estimation variance can remain unacceptably large even if thousands of simulations have been conducted for a system with only tens of buses. This crucial issue, however, has not been cared seriously enough in the literature and the reliability of the MCS-based blackout analysis could be overestimated to a large extent. This motivates two essential questions: 1) how many simulations are required to guarantee the reliability of the estimation? and 2) whether or not the number of simulations can be effectively reduced without degrading the reliability of the estimation?

In [16], a condition is proposed to characterize the relationship between the estimation accuracy and the sample size of the MCS, answering the first question. As for the second question is still kept open to date. This paper aims to bridge the gap both theoretically and algorithmically. Noting that the theoretic results given in [16] are built on the standard MCS,
it is intuitive to expect that the sample size could be shrunken by adopting certain advanced sampling techniques instead of the naive Monte Carlo sampling strategy. In the literature, importance sampling (IS) is an effective method to improve the efficiency of the MCS [17], [18], which has already been successfully deployed in various fields including power systems, such as security analysis for power grids [19] and risk management in electricity market [20]. It has also been intuitively used in cascading outage simulations in a heuristic manner [21]–[24]. Nevertheless, due to the absence of solid mathematical formulation of cascading outages, it is difficult to carry on the analytic investigation in a rigorous fashion. It is also unknown what are the scope and the conditions of the application of the IS strategy in cascading outage simulations, and how to set the parameters of the IS in simulations.

Sequential importance sampling (SIS) is an extension of the IS method, which decomposes the IS into a sequence of sampling steps to facilitate the implementation for multi-period random process [17], [25]. Inspired by the success of IS/SIS in diverse fields, this paper applies the SIS to derive a novel simulation strategy for the sake of achieving a high-efficiency and reliable cascading outage analysis. The main contributions of this paper are twofold:

1) The process of cascading outage in power systems is formulated as a Markov chain. Differing from the current formulations in the literature, we specifically define the state space and transition probability associated with the Markov chain, resulting in a well-defined analytic model of cascading outages. Based on the formulation, rigorous mathematical statistics analysis is allowed.

2) Benefiting from the proposed analytic formulation, a high-efficiency cascading outage simulation strategy is derived based on the SIS with theoretical guarantees. Taking full advantage of the Markov property of cascading outages, it is capable of considerably reducing both the number of simulations and the estimation variance.

We demonstrate the proposed formulation and simulation strategy outperforms the traditional MCS strategy using the data of standard IEEE 300-bus system and a real provincial power grid in China. The rest of this paper is organized as follows: traditional blackout modeling and the MCS based analysis are briefly reviewed in Section II. Section III gives the new formulation of cascading outages based on the Markov chain. Then the SIS based simulation strategy associated with the theoretic analysis are presented in Section IV. Case studies in Section V show the benefits and efficiency of the proposed simulation strategy. Finally, Section VI concludes the paper with remarks.

II. MCS-BASED ANALYSIS ON CASCADING OUTAGES

In cascading outage analysis, load shedding is usually adopted to evaluate the severity of the cascading outage. To characterize load shedding distribution as a consequence of cascading outages, various kinds of blackout models are built by emulating the cascading outage process in a “descriptive” way. Massive simulations on such models can provide a number of i.i.d. samples for statistical analyses. This approach is essentially based on the MCS if one simply regards each simulation as a sample. Though there are many kinds of blackout models, the simulation principles are quite similar. In simple terms, at the $j$-th stage of the $i$-th sampling of a cascading outage, the blackout model for simulation determines the outage probability of each component in the system at the next stage, depending on the system states $x^n_j$ and other related factors, such as weather and maintenance conditions. Then the outage components at stage $j$ are sampled and the system state $x^n_j$ transits to $x^n_{j+1}$. Repeating the above steps until there is no occurrence of new outages, one simulation is completed. It gives a sample of load shedding $Y^n$, denoted by $Y^n_M$.

Define the sample sets as $Y^n_M := \{ y^n_M, i = 1, \cdots, N^M \}$ obtained after $N^M$ simulations. Then the probability distribution of load shedding can be estimated by statistics based on $Y^n_M$. We care about the probability of a given incident $A$ that describes the load shedding being greater than a certain level $Y_0$. The unbiased estimation of the true probability $\mu(A)$ is given by

$$\hat{\mu}(A) = \frac{1}{N^M} \sum_{i=1}^{N^M} \delta(y^n_M \geq Y_0)$$  \hspace{1cm} (1)

where $\delta(y^n_M \geq Y_0)$ is the indicator function of set $\{ y^n_M \geq Y_0 \}$, which means $\delta(y^n_M \geq Y_0) = 1$ if $y_i \geq Y_0$; otherwise, $\delta(y^n_M \geq Y_0) = 0$. It is easy to see $\delta(\cdot) = \delta^2(\cdot)$.

The variance of the estimation on $N^M$ samples is given by

$$\sigma^2(A) = D(A) = \frac{1}{N^M} (\mu(A)(1 - \mu(A)))$$  \hspace{1cm} (2)

In addition to probability distribution of the load shedding, another important indicator in the cascading outage analysis is the blackout risk. Theoretically, the blackout risk of a power system can be defined as the expectation of such load shedding greater than the given level, $Y_0$. That is

$$Risk(Y_0) = \mathbb{E}(Y \cdot \delta(Y \geq Y_0))$$  \hspace{1cm} (3)

Similar to the probability estimation, it can be estimated by

$$\hat{Risk}(Y_0) = \frac{1}{N^M} \sum_{i=1}^{N^M} y^n_M \cdot \delta(y^n_M \geq Y_0)$$  \hspace{1cm} (4)

The definition of the blackout risk in (3) represents the risk of cascading outages with serious consequences. It is closely related to the well-known risk measures, value at risk (VaR) and conditional value at risk (CVaR) [26], [27]. Actually, the risk measure, Risk, defined in (3) is $\text{CVaR}_{\alpha}$ times $(1 - \alpha)$, provided VaR$_{\alpha}$ is known as the risk associated to the given load shedding level $Y_0$ with a confidence level of $\alpha$.

With the sample set obtained by repeatedly carrying out simulations on the cascading outage model, the probability of load shedding and the blackout risk can be estimated by using (1) and (4), respectively. However, it should be noted that, to achieve acceptably small variance of estimation, a tremendous number of samples are usually required even if the system merely has tens or hundreds of buses. To illustrate this matter of fact, we use the IEEE 300-bus system as an example. Based on OPA model, the probability of load shedding is estimated

1Here, load shedding, $Y$, is recognized as a random variable, as we will strictly define later on.
by using (1) based on 10 groups of simulations, where each group contains 2000 i.i.d. simulations. As shown in Fig. 1, the variance of the probability estimation is quite large. It is also found that the simulations capture few events with the load shedding larger than 800MW, showing that the traditional MCS approach might be neither efficient nor reliable enough to cope with the cascading outage analysis in large-scale power systems. To the best of our knowledge, this issue has not been paid enough attention in the literature.

III. A MARKOV CHAIN BASED FORMULATION

A cascading outage is always triggered by one or several initial disturbances or componentwise failures. As a consequence, the protection devices and the control center begin to take actions, and then the system state changes sequentially according to these actions. Such state changes happen in a random way, implying that a cascading outage could be formulated as a stochastic process. To this end, the state space of the cascading outage as well as the associated state-transition probability have to be defined appropriately. In this paper, the system configuration is taken as the random state variables. Note that the system configuration defined here is generic, which can incorporate either controlled or uncontrolled changes, such as line tripping, shunt capacitor switching and On-Load Tap Changer regulation. We denote $X_j$ as the state variable at stage $j$ of a cascading outage. All possible system states span the state space, denoted by $\mathcal{X}$. Assume the system has $N_c$ components and denote $N := \{1, 2, \cdots, n\}$ as the total stages of cascading outages. Then an $n$-stage cascading outage can be defined below.

**Definition 1.** An $n$-stage cascading outage is a stochastic sequence $Z := \{X_1, X_2, \ldots, X_j, \ldots, X_n\}$ with respect to the random state space $\mathcal{X}$ and a given joint probability distribution $f(X_1, \ldots, X_n)$.

In the above definition, $j$ is the stage label of the cascading outage, while $n$ is the total number of stages, or the length of the cascading outage. State variable $X_j$ is a discrete random vector with the dimension of $N_c$. Each element of $X_j$ stands for a state of the corresponding component at stage $j$ during the cascading outage. Correspondingly, $\mathcal{X}$ is a $N_c$-dimensional state space. Moreover, denoting the number of possible states of component $k$ by $s^k$, there is

$$|\mathcal{X}| = \prod_{k=1}^{N_c} s^k$$

where $|\mathcal{X}|$ denotes the number of elements in $|\mathcal{X}|$.

For simplicity, we abuse the notation $Z := \{X^N_j\}$ to denote a cascading outage. Then the joint probability distribution $f(X_n, \cdots, X_2, X_1)$ is simplified into $f(Z)$. On the other hand, since the number of components in the system is finite, the number of possible stochastic sequences representing the cascading outages is finite as well. We denote $Z$ as the set of all possible cascading outages in a system. Thus, $|Z|$ is finite.

It is worthy of noting that, the joint probability distribution $f(Z)$ is practically difficult to obtain, even if the probability distribution functions (PDFs) of individual components are known. Next we show this issue can be circumvented by using the intrinsic Markov properties of cascading outages.

In Definition 1, for a given $n$-stage cascading outage, the associated load shedding is merely a stochastic variable being a function of the stochastic sequence $\{X^N_j\}$, which is denoted by $Y = h(X_1, \ldots, X_n) = h(Z)$.

Note that in a cascading outage process, all the actions of protections, controls and operations at arbitrary stage $i$ are completely determined by the previous stage $i - 1$. In this context, the cascading outage $\{X^N_j\}$ in the definition above is indeed a Markov chain. Then invoking the conditional probability formula and the Markov property, the joint probability distribution $f(Z)$ should satisfy

$$f(Z) = f(X_n, \cdots, X_2, X_1) = f_n(X_n|X_{n-1}, \cdots, X_1) \cdot f_{n-1}(X_{n-1}|X_{n-2}, \cdots, X_1) \cdot \cdots \cdot f_2(X_2|X_1) \cdot f(X_1) = f_n(X_n|X_{n-1}) \cdot f_{n-1}(X_{n-1}|X_{n-2}) \cdots f_1(X_1)$$

where $f_{j+1}(X_{j+1}|X_j)$ is the related conditional probability.

Assume in the sampling process, $x^i_j$ is the sample of the state at stage $j$ of the $i$-th sampling, while the length of the cascading outage in the $i$-th sampling is $n^i$. Then we have

$$\Pr(X_{n^i} = x^i_n|X_{n^i-1} = x^i_{n^i-1}, \cdots, X_2 = x^i_2, X_1 = x^i_1) = \Pr(X_{n^i} = x^i_n|X_{n^i-1} = x^i_{n^i-1})$$

Eqs. (6) and (7) mathematically indicate that, a cascading outage can be simulated following the sequential conditional probability, other than directly using the joint probability distribution. Specifically, denote $F^i_j$ as the set of outage components at stage $j$ of the $i$-th sampling of the cascading outage, and $F^i_j$ as the set of the normal components after stage $j$ of the $i$-th sampling. Let

$$p^i_{j,k} = \varphi_k(x^i_j)$$

as the outage probability of component $k$ at stage $j$ of the $i$-th sampling, where $\varphi_k$ is the corresponding PDF. Then the transition probability, $p^i_{j+1,j}$ from state $x^i_j$ to state $x^i_{j+1}$ is

$$p^i_{j+1,j} = f(x^i_{j+1}|x^i_j) = \prod_{k \in F^i_j} p^i_{j,k} \prod_{k \in F^i_j} (1 - p^i_{j,k})$$

Fig. 1. Probability estimation of the load shedding
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Based on (9), the probability of the $i$-th sample of the cascading outage (the complete path), denoted by $p_c^i$, is given by

$$p_c^i = \prod_{j=1}^{n_i-1} p_{j,j+1}^j$$

(10)

**Remark 1.** This sequential treatment actually has been heuristically used in most cascading outage simulations albeit without justifying its validity. By strictly defining cascading outages as a Markov chain with appropriate state space and transition probability distribution, our work provides not only a justification for such an extensively-used treatment, but also a solid mathematical foundation for deriving efficient cascading outage simulation strategies and carry out theoretical analysis, as we discuss in Section IV.

**Remark 2.** Eq. (10) indicates that the probability of a cascading outage can be very small as it is the product of a series of small probabilities. Particularly, a cascading outage with a severe consequence usually involves many stages with very small probabilities, resulting in an extremely small probability. It is the main cause that blackout events can hardly be captured by using traditional MCS. As a consequence, insufficient samples of rare events may further give unreliable estimation results of the blackout risk with biased expectation and/or large variance. This problem, theoretically, cannot be alleviated effectively in large-scale system by merely increasing the number of simulations, as the size of state space $\mathcal{X}$ expands dramatically when the number of system components increases (according to Eq. (5)).

IV. CASCADING OUTAGE SIMULATION BASED ON SIS
A. Importance Sampling for Cascading Outage Simulations

For improving the sampling efficiency and depressing the estimation variance, importance sampling (IS) technique is recognized an effective tool. Its basic idea is to sample the stochastic process under a proposal joint probability distribution $g(X_n, X_{n-1}, \cdots, X_1)$ ($g(Z)$ for short) instead of the true joint probability distribution $f(Z)$. Specially, the probability of arbitrary possible cascading outage under the proposal joint probability distribution needs to be positive, i.e., $g(Z) > 0, Z \in \mathcal{Z}$. Then after $N_s$ i.i.d. simulations, we can obtain a sample set of cascading outages, $Z_s := \{z_s^i, i = 1, 2, \cdots, N_s\}$, where $z_s^i = \{x_{i,1}^s, x_{i,2}^s, \cdots, x_{i,n_i}^s\}$ is the $i$-th sample of cascading outages; $n_i$ the length of the sampled cascading outage in the $i$-th simulation; $x_{i,j}^s$ the sampled state at stage $j$ of the $i$-th simulation. Afterward, we can obtain the sample set of load shedding, $Y_s := \{y_s^i, i = 1, \cdots, N_s\}$, where $y_s^i = h(z_s^i)$. For simplicity, we abuse the notation $\delta_{y_s^i}$ throughout to stand for $\delta_{h(z_s^i) \geq g_y}$. As $|Z|$ is finite, the true probability of event $A$ defined previously is given by

$$\mu(A) = \sum_{Z \in \mathcal{Z}} \delta_{Y_s} f(Z)$$

(11)

As the true probability $\mu(A)$ cannot be obtained accurately, we usually estimate it through Eq. (1) based on $N_M$ samples given by the MCS under the original joint probability distribution $f(Z)$. The variance of estimation, $D(A)$, is given by (2).

We are interested in the expectation and variance based on the IS under the proposal probability distribution $g(Z)$. To this end, we let $w(Z) = f(Z)/g(Z)$, yielding

$$\mu(A) = \sum_{Z \in \mathcal{Z}} \delta_{Y_s} w(Z) g(Z)$$

(12)

As the IS with the proposal joint probability distribution $g(Z)$ is deployed, the unbiased estimation of $\mu(A)$ based on $N_s$ samples turns to be

$$\hat{\mu}_{IS}(A) = \frac{1}{N_s} \left( \sum_{i=1}^{N_s} w(z_s^i) \cdot \delta_{(y_s^i \geq g_y)} \right)$$

(13)

where $w(z_s^i) > 0$ is the sampling weight subject to

$$w(z_s^i) = \frac{f(z_s^i)}{g(z_s^i)}$$

(14)

Moreover, the variance of the probability estimation is

$$D_{IS}(A) = \frac{\mathbb{E}(\delta_{Y_s} w(Z) - \mathbb{E}[\delta_{Y_s} w(Z)])^2}{N_s}$$

(15)

$$= \frac{\mathbb{E}[(\delta_{Y_s} w(Z))^2] - \mathbb{E}[\delta_{Y_s} w(Z)]^2}{N_s}$$

Let

$$w_0 = \frac{\sum_{Z \in \mathcal{Z}} \delta_{Y_s}^2 w(Z) g(Z)}{\sum_{Z \in \mathcal{Z}} \delta_{Y_s}^2 w(Z) g(Z)}$$

(16)

Then substituting (12) and (16) into (15) yields

$$D_{IS}(A) = \frac{1}{N_s} \left( w_0 \sum_{Z \in \mathcal{Z}} \delta_{Y_s} w(z) g(z) - \mu^2(A) \right)$$

(17)

Next we present some important propositions.

**Proposition 1.** Given $g(Z), w(Z)$ and $Z$, there must be

$$w_0 \in [\min_{Z \in \mathcal{Z}} w(Z), \max_{Z \in \mathcal{Z}} w(Z)]$$

**Proof:** Since $w(Z)$ and $g(Z)$ are non-negative, we have

$$w_0 \leq \frac{\sum_{Z \in \mathcal{Z}} \delta_{Y_s}^2 w(Z) g(Z) \max_{Z \in \mathcal{Z}} w(Z)}{\sum_{Z \in \mathcal{Z}} \delta_{Y_s}^2 w(Z) g(Z)} = \max_{Z \in \mathcal{Z}} w(Z)$$

Similarly, we have

$$w_0 \geq \frac{\sum_{Z \in \mathcal{Z}} \delta_{Y_s}^2 w(Z) g(Z) \min_{Z \in \mathcal{Z}} w(Z)}{\sum_{Z \in \mathcal{Z}} \delta_{Y_s}^2 w(Z) g(Z)} = \min_{Z \in \mathcal{Z}} w(Z)$$

**Proposition 2.** Let $D_{IS}(A)$ and $D(A)$ be the variances of the probability estimation of event $A$ defined previously by using the IS and the MCS, respectively. If $N_s = N_M$, then $D_{IS}(A) < D(A)$ holds if and only if the proposal joint probability distribution $g(Z)$ satisfies $w_0 < 1$, or equivalently,

$$w_0 \mu(A) < \mu(A)$$

(18)
Proposition 3. Let $D_{IS}(A)$ and $D(A)$ be the variances of the probability estimation of event $A$ defined previously by using the IS and the MCS, respectively. If $D_{IS}(A) = D(A)$, then $N_{IS} < N_M$ holds if and only if the proposal joint probability distribution $g(Z)$ satisfies $w_0 < 1$, or equivalently,

$$w_0 \mu(A) < \mu(A) \quad (19)$$

It is easy to prove Proposition 2 and Proposition 3 by directly comparing (3) with (17).

Remark 3. Proposition 1 guarantees the existence of $w_0$, while Propositions 2 and 3 give the necessary and sufficient conditions that the IS can reduce sample size and estimation variance compared with that obtained by the MCS. In practice, it may be difficult to check the conditions (18) or (19). A more convenient way is to use the following sufficient condition:

$$g(Z) > f(Z), \forall Z \in \{Z \in Z \mid h(Z) > Y_0\} \quad (20)$$

Similar conclusion can be drawn for the blackout risk assessment. Given $g(Z)$ for the IS, the blackout risk is

$$Risk_{IS}(Y_0) = \mathbb{E}(Y \cdot w(Z) \cdot \delta_{Y_0}) \quad (21)$$

The estimation of blackout risk based on $N_s$ samples is

$$\hat{Risk}_{IS}(Y_0) = \frac{1}{N_s} \left( \sum_{i=1}^{N_s} g_s^i w(y_s^i) \delta_{Y_0} \right) \quad (22)$$

Then the estimation variance of (4) and (22) are given by

$$D(R) = \frac{\sum_{Z \in Z} h^2(Z) \delta_{Y_0} f(Z) - Risk(Y_0)^2}{N_M} \quad (23)$$

and

$$D_{IS}(R) = \frac{\sum_{Z \in Z} w^2(Z) h^2(Z) \delta_{Y_0} g(Z) - Risk(Y_0)^2}{N_s} \quad (24)$$

respectively. According to (23) and (24), the condition of the variance reduction can be obtained accordingly.

The theoretical analysis indicates that the IS can reduce both the sample size and the estimation variance, provided an appropriately selected proposal probability distribution $g(Z)$. Considering the unbiasedness of the estimation using the IS and the MCS, the lower variance indicates that the IS has a better estimation performance than the MCS [28].

B. Sequential Importance Sampling based Simulation Strategy

Similar to (6), for $g(Z)$ we have

$$g(Z) = g(X_n, \cdots, X_2, X_1) = g_n(X_n|X_{n-1}) \cdot g_{n-1}(X_{n-1}|X_{n-2}) \cdots \cdot g_1(X_1) \quad (25)$$

It means the proposal joint probability distribution $g(Z)$ can be chosen sequentially at individual stages in a cascading outage. Thus the problem of choosing $g(Z)$ turns out to be one of choosing the series $g_{j+1}(X_{j+1}|X_j)$ sequentially. For the purpose of acquiring more information about the cascading outage with severe load shedding, $g_{j+1}(X_{j+1}|X_j)$ should be carefully chosen to amplify the probability of cascading outages in future stages versus original $f_{j+1}(X_{j+1}|X_j)$. Heuristically, we modify the outage probability of components given in (8) into

$$q^j_{i,k} = \min(\eta p^j_{i,k}, \max(\varphi_k)) \quad (26)$$

where $q^j_{i,k}$ is the modified component’s outage probability; $\eta$ is the SIS parameter stands for the amplification factor of component’s outage probability. Correspondingly the modified transition probability becomes

$$\hat{q}^j_{i,j+1} = \prod_{k \in F_j^i} q^j_{i,k} \prod_{k \in F_j^i} (1 - q^j_{i,k}) \quad (27)$$

For the $i$-th sample, the original load shedding probability $p^i_j$ is given by (10) while the modified probability $q^i_j$ is given by

$$q^i_j = \prod_{j=1}^{n_i-1} \hat{q}^i_{j,j+1} \quad (28)$$

The corresponding sampling weight is

$$w(z^i_s) = \frac{\hat{p}^i_j}{q^i_j} = \prod_{j=1}^{n_i-1} \frac{\hat{p}^i_{j,j+1}}{q^i_{j,j+1}} \quad (29)$$

Simulating cascading outages with sampling weights given by (29), the load shedding probability and the blackout risk can be estimated by using (13) and (22), respectively. According to the previous analyses, both the number of simulations and the variance of estimations can be reduced, provided appropriately selected sampling weights.

Remark 4. To guarantee high sampling efficiency of the SIS, $\eta$ should be choose carefully so that (18) or (20) is satisfied. Unfortunately, it is not really a trivial work because, in the light of the necessary and sufficient condition (18), $w_0$ cannot be known a priori. However, noticing $p^j_{i,k}$ in (9) and $q^j_{i,k}$ in (29) are usually very small, we have $(1-p^j_{i,k}) \approx (1-q^j_{i,k}) \approx 1$. It implies that the following condition holds

$$w(z^i_s) = \prod_{j=1}^{n_i} \frac{\hat{p}^i_{j,j+1}}{q^i_{j,j+1}} \approx \prod_{j=1}^{n_i} \prod_{k \in F_j^i} \frac{\hat{p}^i_{j,k}}{q^i_{j,k}}$$

for most samples. Thus, if $\eta$ is selected such that $\eta > 1$, then the sufficient condition (20) can hold approximately. Numerical experiments empirically support this conclusion.

C. Algorithm

The algorithm of the SIS based strategy is given as follows

- **Step 1**: Data preparation. Initialize the system data and parameters. Specifically, choose $\eta > 1$.
- **Step 2**: Sampling states. For the $i$-th sampling, according to the system state, $x^i_j$ at stage $j$, and the outage probability of components based on (8) and (26), simulate the component outages and acquire the new state $x^i_{j+1}$ at the next stage. Afterward, calculate the state transition probability and the sampling weight using (10) and (28), respectively.
- **Step 3**: Termination judgment. If $x^i_s$ is the same as $x^i_{j+1}$, the $i$-th sample of cascading outage simulation is completed at stage $j$ and the $i$-th sample $z_s^i = \{x^i_1, \cdots, x^i_j\}$ is obtained. If all $N_s$ simulations are completed, the sampling process is ended; otherwise let $i = i + 1$ and go back to Step (2).
• **Step 4: Data analysis.** According to (13) and (22), estimate the probability of load shedding and blackout risk.

**Remark 5.** In addition to the IS/SIS, the SPLITTING method has been used for effectively improving the rare events analysis in power systems [29]–[31]. Its main idea is to divide the path of cascading outages into multiple sub-paths to dramatically increase the probability of rare events of interest. Similar to the IS/SIS, its simulation settings and parameters must be tuned carefully. As the SPLITTING is still a MCS-based method essentially, the simulations for each sub-path may still need a huge number of samples as the state space is large. It is interesting that this problem can be surmounted by using the IS/SIS. This further motivates an improved approach that combines both the IS/SIS and the SPLITTING methods, which is our ongoing work.

V. CASE STUDIES

In this section, numerical experiments are carried out on two systems based on the simplified OPA model without slow dynamic [13]. One test system is the IEEE 300-bus system with a total load of 24,000 MW, while the other is a real provincial power grid in China, with 1,122 buses, 1,792 transmission lines or transformers and 52,000 MW total load.

A. Case 1: IEEE 300-bus System

1) **Efficiency of Probability Distribution Estimation:** In this case, the probability of load shedding in IEEE 300-bus system is estimated by using the MCS and the SIS, respectively. The sample size of the MCS is 50,000 while that of the SIS is only 2,000 as the MCS requires much more samples to achieve a small variance of estimation. As mentioned previously, both the MCS and the SIS strategies give unbiased estimation on the load shedding probability. According to the estimation results shown in Fig. 2, the two strategies output almost the same estimations on the probability distribution as the load shedding less than 1,000MW. This result justifies that the SIS simulation strategy can achieve a given estimation accuracy with much less number of simulations, and thus it is of higher efficiency than the MCS strategy.

![Fig. 2. Probability estimation of the load shedding with MCS and SIS](image)

In terms of the load shedding greater than 1,000MW (the corresponding probability is less than \(10^{-4}\)), the MCS fails to find any event in 50,000 simulations and cannot come up to estimation for such very rare events. In the contrary, the SIS strategy successfully finds out many rare events with load shedding as large as 1,400MW in only 2,000 simulations (the corresponding probability is nearly \(10^{-8}\)). It indicates that the SIS strategy can considerably facilitate capturing very rare events of cascading outages even with much less simulations. It also implies that the blackout risk analysis based on the the MCS might not be reliable enough since the captured rare events are usually far from being sufficient.

2) **Variance of Probability Distribution Estimation:** In this case, we compare the variance of probability estimation with the two strategies (see Fig. 3) in IEEE 300-bus system. Since the true variance of probability estimation cannot be obtained directly, the sample variance is used as a surrogate. Take the MCS as an example. Denote \(\hat{\mu}^m(A)\) as the estimation of \(m\)-th sample sets, then the sample variance is

\[
D(A) = \frac{1}{m_{\max} - 1} \sum_{m=1}^{m_{\max}} \left[ \hat{\mu}^m(A) - \left( \frac{1}{m_{\max}} \sum_{m=1}^{m_{\max}} \mu^m(A) \right) \right]^2,
\]

where \(m_{\max}\) is the number of i.i.d sample sets, which is set as 75 here.

For comparison, the sample sizes of the MCS and the SIS are both set as 2,000. The SIS parameter is selected as \(\eta = 1.5\). As shown in Fig. 3, the estimation variance for the SIS is lower than the MCS. The equivalent sampling weight bound \(w_0 P(A)\) is given in Fig. 4. It shows that the sufficient condition (20) is satisfied almost everywhere, empirically verifying the theoretic analysis in Remark 4.

![Fig. 3. Variance of probability estimations with MCS and SIS](image)

![Fig. 4. \(w_0 P(A)\) v.s. \(P(A)\)](image)

Fig. 5 presents the estimation variances decrease along with the increase of sample size. Here, the probability is estimated according to cascading outages with load shedding larger than (a)650MW, (b)750MW and (c)850MW, respectively. As shown in Fig. 5, the estimation variances of the SIS decrease much faster compared with that of the MCS, demonstrating that
SIS simulation strategy is capable of achieving more reliable estimation results with much less simulations.

Fig. 5. Convergence of the variance of the probability estimation

3) Impacts of the SIS Parameters $\eta$: In this case, we analyze the influence of the SIS parameter $\eta$ on the estimation variance of cascading outages in IEEE 300-bus system (see Fig. 6). Here, $\eta$ is selected as 1.2, 1.5, 2, respectively, while other conditions are the same as the previous cases. It is found that $\eta$ can impact on the probability estimation of cascading outages in twofold: On the one hand, as a larger $\eta$ is adopted, more detailed information of the rare events can be captured. From Fig. 6, it is observed that the SIS with $\eta = 2$ obtains blackout samples with load shedding even over 2,000MW (the corresponding probability is nearly $10^{-16}$), while the SIS with a smaller $\eta$, say 1.2 or 1.5, does not capture such rare events.

Fig. 6. Variance of probability estimation with different SIS parameters

On the other hand, whereas more rare event samples are captured, the estimation variance of normal events with lower load shedding increases. In this case, the SIS with $\eta = 2$ exhibits larger variance of the probability estimation of the load shedding less than 600MW versus either the SIS with smaller parameters or the MCS. However, when $\eta$ is scaled down to 1.5 or 1.2, the variance of the probability estimation of normal events drops down to the same as the MCS, albeit much less rare events can be found. This case empirically indicates, a larger SIS parameter can facilitate capturing more rare events with higher load shedding, at the expense of increasing the estimation variance of normal events. This expense, nevertheless, does make sense and is acceptable as we mainly are concerned with the potential blackouts with quite large load shedding. This feature of the SIS also allows to purposely adjust resolution of cascading outage analysis according to desired levels of load shedding by carefully tuning the SIS parameter.

4) Blackout Risk Estimation: In this part, we deploy the SIS and the MCS simulation strategies to analyze the blackout risk defined as in (4), where the load shedding level $Y_0$ is set as 750MW. The mean value and the variance are obtained based on 75 sample sets. In each of sample set, 2,000 simulations are carried out with the SIS and the MCS, separately. The curves of the mean value and the variance along with the sample size are shown in Fig. 7, showing that the SIS can significantly improve both the efficiency and the reliability of blackout risk analysis.

Fig. 7. Performance of blackout risk estimation with different sample sizes

B. Case 2: A Real Power System

For further demonstrating the practicality of the SIS based strategy, we compare it with the MCS strategy in a large real power grid in China. The sample size is still set as 2,000. Similar to the previous case, both strategies can give unbiased estimation. Because of the space limitation, the results about the unbiasedness of estimation are omitted here, while the estimation variance of load shedding probability and blackout risk are shown in Tab. I and Tab. II, respectively.

In this case, the SIS outperforms the MCS again. As for small $Y_0$, the estimation variance of the SIS is smaller compared with the MCS. When $Y_0$ increases, the difference is getting more and more significant. When $Y_0$ is large enough, say, 4,000 MW in this case, the MCS cannot obtain any effective samples to carry out statistic analysis on rare events, while the SIS is still effective for capturing those rare events. This case further exhibits the proposed SIS strategy can remarkably improve the efficiency and the reliability of cascading outage analysis compared with the traditional MCS strategy, especially when extremely rare blackouts are involved.
TABLE I
ESTIMATION VARIANCE OF LOAD LOSS PROBABILITY ($10^{-7}$)

| Yd (MW) | 1,000 | 2,000 | 3,000 | 4,000 | 5,000 | 6,000 |
|---------|-------|-------|-------|-------|-------|-------|
| MCS     | 5.6   | 5.6e-1| 9.6e-2| -     | -     | -     |
| SIS     | 2.8   | 4.1e-1| 4.8e-2| 4.3e-3| 2.8e-3| 2.8e-4|

TABLE II
ESTIMATION VARIANCE OF BLACKOUT RISK WITH MCS AND SIS

| Yd (MW) | 1,000 | 2,000 | 3,000 | 4,000 | 5,000 | 6,000 |
|---------|-------|-------|-------|-------|-------|-------|
| MCS     | 1.13  | 0.21  | 6.1e-2| -     | -     | -     |
| SIS     | 0.77  | 2.7e-2| 7.5e-3| 9.4e-4| 8.1e-5| 1.3e-6|

VI. CONCLUSION
In this paper, we have formulated a cascading outage in power systems as a Markov chain with specific space and transition probability, based on which we have further derived a sequential importance sampling strategy for cascading outage simulations. Theoretical analysis and case studies show that

1) The Markov chain based formulation of cascading outages is well defined, which admits standard and strict stochastic analysis. With the formulation, it is expected that more powerful analytic tools can be applied.
2) The SIS based simulation strategy can significantly enhance the computational efficiency and the estimation reliability of cascading outage analysis.
3) The SIS based simulation strategy can dramatically improve the capability of capturing very rare events in cascading outage simulations.

Whereas the Markov chain based formulation and the SIS based simulation strategy are derived for the cascading outage analysis in power systems in this paper, it could provide a generic framework for cascading outage analysis of a broad class of complex networks. We believe Our ongoing work is to quantitatively characterize the confidence bounds of the estimation results of SIS based simulation strategies.
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