The search for static amorphous order and its characterization in glass-forming liquids has become a very active research topic in the last few years. Indeed, after that the understanding and the measurement of dynamical heterogeneity and dynamical correlation lengths reached a mature stage [1], the focus partially shifted to unveiling, measuring and explaining static correlation lengths. This is a new and very promising way to understand the glass transition and prune down several theoretical explanations of the glassy behavior of super-cooled liquids. In a nutshell, one would like to understand whether (and why) super-cooled liquids display increasing amorphous order and to what extent this phenomenon is related to the very fast growth of the relaxation time.

Many different static lengths have been proposed in the literature. Here we only focus on the ones aimed at measuring growing static order — whatever this order is. This restricts the lengths available to the point-to-set [2,3] and the patch-repetition (PR) [4] ones. Several numerical and analytical studies of the former have been already performed. Instead, very little is known on the latter, apart from what discussed in the original papers of Levine and Kurchan [4,5] and in a numerical work on a monodisperse Lennard-Jones liquid on the hyperbolic plane [6].

Here we shall analytically study patch repetition within two frameworks: the Random First-Order Transition (RFOT) theory [7,8] and the square plaquette system, a model that is related to the dynamical facilitation theory of glassy dynamics [9]. In [4,5] it was proposed that several lengths are encoded in the \( \ell \)-dependent behavior of the entropy, \( \Sigma(\ell) \), measuring the repetition of patterns of linear size \( \ell \); a crossover length \( \xi \) determining the regime in which \( \Sigma(\ell) \) scales extensively, i.e., proportionally to \( \ell^d \) (\( d \) the spatial dimension) and a cooperativity length \( \xi_c \) at which \( \Sigma(\ell) \) becomes larger than one. It was suggested that a proxy for the latter is provided by the configurational entropy \( s_c \), which is the intensive value of the PR-entropy, to the power \( -1/d \). In this work we find that within both frameworks \( \Sigma(\ell) \) scales as \( s_c \ell^d + A \ell^{d-1} \), down to length scales \( \ell \) of the order of one, where \( A \) is a positive constant. Within RFOT we assumed a surface tension exponent \( \theta = d - 1 \); were this not the case, the second term should be replaced by \( A \ell^\theta \). The main consequence of the scaling we find for \( \Sigma(\ell) \) is that the only meaningful and growing static length that can be defined from patch repetition is the crossover length: \( \xi = A/s_c \). By comparing \( \xi \) to the typical length scales already discussed in the literature, we find that \( \xi \) always coincides with the largest static correlation length of the problem — a result possibly valid in general. The point-to-set length and \( \xi \) are only equal in the case of RFOT. For the square plaquette model \( \xi \) instead increases faster than the point-to-set length. A final finding worth mentioning is that our results suggest that the real-space structure of super-cooled liquids differs from a mosaic of different patches having roughly the same size, a result particular relevant for RFOT theory, as we shall discuss in detail at the end of this letter.

**Patch-repetition entropy.** – The patch-repetition entropy was defined to probe amorphous order present in a given snapshot of a glassy liquid \(^1\). It is obtained

\(^1\)Actually, also the point-to-set length could be in principle measured from a given snapshot but in reality this is impractical; it is better to use ensemble averages.
counting the frequency with which a given pattern repeats in a configuration. Actually, one should not count as distinct, patterns which only differ by short-time thermal fluctuations. This tricky issue was solved in [5]. For simplicity, we will neglect it below and discuss it later when needed. The frequency with which a given pattern $P$ repeats in a configuration $C$ reads

$$f_P = \frac{1}{V} \int dr \Omega(C, P_r),$$

(1)

where $V$ is the volume. The notation $\Omega(C, P_r)$ represents a delta function measuring whether the pattern $P$ is present in $C$ around the position $r$. In the thermodynamic limit $f_P$ coincides with its ensemble average since intensive quantities do not fluctuate. Thus,

$$f_P = \langle f_P \rangle = P(P),$$

(2)

where $P(P)$ is the probability to observe the pattern $P$ around a given point. As usual for entropies, one prefers to focus on the logarithm of $P(P)$. Moreover, instead of focusing on each single pattern, a quite huge task, it is better to compute an average quantity that measures the repetition of typical patterns. Following these recipes one ends up with the expression of the PR entropy of $[4,6]$:

$$\Sigma(\ell) = -\sum_P P(P) \log P(P).$$

(3)

The sum over $P$ is restricted to patterns belonging to regions of linear size $\ell$. As in [6], we shall focus on (hyper-)cubes or spheres. This should not be an important restriction except if relevant patterns are very diluted or fractal. Levine and Kurchan proposed that at least two length scales can be obtained in the super-cooled regime by studying the dependence on $\ell$ of $\Sigma(\ell)$. Since amorphous order (if present) does not have an infinite range, one expects $\Sigma(\ell)$ to be extensive at large $\ell$, i.e., $\Sigma(\ell) \simeq s_\ell \ell^d$. Thus, one can define a crossover length $\xi$ for which the extensive behavior, $\Sigma(\ell)/\ell^d \simeq s_\ell$, is attained. A second length $\xi_c$ (called cooperative in [4]) possibly different from the first one, can be defined as the largest length at which $\Sigma(\ell)$ is still of order one. This length was thought to correspond to the spatial extent of medium-range amorphous order. Indeed, for a system characterized by infinite-range amorphous order, $\Sigma(\ell)$ never becomes extensive; it remains of the order of one for any $\ell$ or it depends on $\ell$ very slowly, e.g., logarithmically. Thus, $\xi_c$ would be the largest scale over which $\Sigma(\ell)$ behaves as in the ideal glass phase. It was suggested [5,6] that an estimate of $\xi_c$ can be obtained by assuming that the extensive behavior is valid until $\Sigma(\ell)$ is of order one; this leads to $\xi_c = s_\ell^{-1/d}$. As we shall see, in the cases we have analyzed this assumption does not work. The only meaningful length is $\xi$.

Actually, there is another motivation to focus on $\xi$. The study of pattern repetition was motivated by Kurchan and Levine by asking the question: Suppose we have a region $A$ of volume $V$ with a configuration $C_A$. To what extent does $C_A$ determine the configuration (say $C_B$) of a neighboring region $B$, also of size $V$? This issue is more general than the one often addressed in the analysis of point-to-set correlations, in which it is studied how much a set (a neighboring configuration, a boundary condition, etc) determines the average density profile. It goes beyond that, because it asks to what extent $C_A$ determines $C_B$ without referring to any specific correlation function: for example, $C_A$ could determine the three-point correlation functions in $B$ but not the average density profile. From this perspective, the answer to the question posed by Kurchan and Levine should lead to a static length always larger than or equal to the point-to-set one. In order to directly show that this length is actually $\xi$, let us rephrase the question in a more formal way: given the configuration $C_A$ in $A$, how much is the entropy of the configurations in $B$ reduced? The answer to this question can be found by computing a well-known quantity in information theory, called the mutual information, which reads

$$I(A,B) = \Sigma(B) - \Sigma(B|A) = -\sum_{C_B} P(C_B) \log P(C_B)$$

$$+ \sum_{C_A} P(C_A) \sum_{C_B} P(C_B|C_A) \log P(C_B|C_A).$$

(4)

It is very easy to show that $I(A,B) = \Sigma(A) + \Sigma(B) - \Sigma(A + B)$. In the extreme case where $A$ determines $B$ completely, one obtains $\Sigma(B|A) = 0$ and, hence, $\Sigma(A + B) = \Sigma(A)$. Instead, if $A$ does not determine $B$ at all, $\Sigma(B|A) = \Sigma(B)$ and $\Sigma(A + B) = \Sigma(A) + \Sigma(B)$. As a consequence, in the ordered phase, one expects a PR-entropy that grows very slowly with $\ell$, whereas in the super-cooled phase, characterized (at best) by medium-range amorphous order, the PR-entropy scales extensively for large $\ell$. When extensivity is attained, i.e., for $\ell \sim \xi$, the relative value of the mutual information, $\Sigma(B) - \Sigma(B|A)/\Sigma(B)$, vanishes. Hence, with reference to the Kurchan and Levine question, $\xi$ represents the length beyond which $A$ does not determine $B$ anymore.

**Square plaquette model.** – This model consists in Ising spins interacting with their neighbours through plaquette interactions. We consider the two-dimensional plaquette model on the square lattice [9] whose Hamiltonian reads

$$H = -J \sum_{ijkl \in \square} \sigma_i \sigma_j \sigma_k \sigma_l,$$

(5)

where the sum runs over all plaquettes of the lattice. The dynamics of this system can be shown to be effectively described by a kinetically constrained dynamics leading to an Arrhenius behavior. Its triangular counterpart is characterized by super-Arrhenius dynamics at low temperature [9,10].
The patch-repetition entropy in this case is trivial, the model displays interesting features such as diverging static correlations at low temperature. The number of ground states displays a growing correlation length diverging as $1/\xi$. It is easy to show that in the thermodynamic limit all $B$'s are equiprobable, i.e., $P(B) = 1/2^{2L-1}$. Once the spins $B$ are fixed, the mapping between the spins $I$ and the plaquette variables is one to one (just a generalization of eq. (7)). As a consequence the PR-entropy can be computed easily:

$$\Sigma(\ell) = -\langle \ell - 1 \rangle^2 [\ln c + (1 - c) \ln(1 - c)] + (2\ell - 1) \ln 2 \approx -\ell^2 \ln c + 2\ell \ln 2 - \ln 2,$$

where the last expression is valid at low temperature (in the last expression for each power of $\ell$ we have only retained the leading contribution in $c$). The boundary and the bulk terms contributing to the entropy have a clear physical interpretation: the former counts the number of (equiprobable) patterns on the bottom-left edges of the square. The latter counts the number of possible configurations for fixed boundary: it corresponds to the entropy of an ideal gas of defects (the down plaquette configuration $B$ of the system becomes non-interacting. At low temperature almost all $\tau$'s are up and very few are down. The concentration of the latter is given by $c = (1 - \tanh(\beta J))/2 \simeq e^{-2\beta J}$. The mapping from $\sigma$'s to $\tau$'s is very non-linear: even though its thermodynamics is trivial, the model displays interesting features such as diverging static correlations at low temperature. The 2-point spin correlation function remains featureless but, instead, the 4 point correlation function

$$G_4(l) = \langle \sigma_{x,y} \sigma_{x,y+1} \sigma_{x+1,y} \sigma_{x+1,y+1} \rangle = \tanh(\beta J)^l \simeq e^{-2cl}$$

displays a growing correlation length diverging as $1/c$ when $T \to 0$. This is related to the fact that the system orders at low temperature. The number of ground states with open boundary conditions can be shown to be equal to $2^{2L-1}$, where $L$ is the linear size of the system. In the following we shall consider a very special boundary condition that simplify the computation: all the spins on the left and bottom edges of the square are fixed in the up state and the remaining ones are free. This is by no means restrictive since we are interested in bulk properties that are independent of the choice of boundary conditions. The mapping between $\sigma$'s and $\tau$'s is particularly simple in this case:

$$\sigma_{x,y} = \prod_{i \in (x,y)} \tau_i,$$

where the product runs over all plaquettes belonging to the square with vertices $(0,0); (x,0); (y,0); (x,y)$, see fig. 1. The patch-repetition entropy in this case is

$$\Sigma(\ell) = -\sum_{P} P(P) \log P(P),$$

where $P$ is a spin configuration of a $\ell \times \ell$ square in the bulk of the system, see fig. 1. We shall denote $(x,y)$ its bottom left vertex. Note that we are interested in the low-temperature limit, in which the approximation of neglecting thermal fluctuations in the definition of the PR-entropy is correct. In order to simplify the computation, we decompose the PR-entropy in a boundary contribution, corresponding to the configuration $B$ of the spins on the bottom and left edges, and in a bulk contribution, corresponding to the entropy of the configuration $I$ of the remaining spins a typical given $B$:

$$\Sigma(\ell) = \Sigma(B) + \Sigma(I|B).$$

By changing variables and defining $\tau_i = \sigma_i \sigma_j \sigma_k \sigma_l$ the system becomes non-interacting. At low temperature almost all $\tau$’s are up and very few are down. The concentration of the latter is given by $c = (1 - \tanh(\beta J))/2 \simeq e^{-2\beta J}$. The mapping from $\sigma$’s to $\tau$’s is very non-linear: even though its thermodynamics is trivial, the model displays interesting features such as diverging static correlations at low temperature. The 2-point spin correlation function remains featureless but, instead, the 4 point correlation function

$$G_4(l) = \langle \sigma_{x,y} \sigma_{x,y+1} \sigma_{x+1,y} \sigma_{x+1,y+1} \rangle = \tanh(\beta J)^l \simeq e^{-2cl}$$

displays a growing correlation length diverging as $1/c$ when $T \to 0$. This is related to the fact that the system orders at low temperature. The number of ground states with open boundary conditions can be shown to be equal to $2^{2L-1}$, where $L$ is the linear size of the system. In the following we shall consider a very special boundary condition that simplify the computation: all the spins on the left and bottom edges of the square are fixed in the up state and the remaining ones are free. This is by no means restrictive since we are interested in bulk properties that are independent of the choice of boundary conditions. The mapping between $\sigma$’s and $\tau$’s is particularly simple in this case:

$$\sigma_{x,y} = \prod_{i \in (x,y)} \tau_i,$$

where the product runs over all plaquettes belonging to the square with vertices $(0,0); (x,0); (y,0); (x,y)$, see fig. 1. The patch-repetition entropy in this case is

$$\Sigma(\ell) = -\sum_{P} P(P) \log P(P),$$

where $P$ is a spin configuration of a $\ell \times \ell$ square in the bulk of the system, see fig. 1. We shall denote $(x,y)$

![Fig. 1: Square plaquette lattice model. The gray region denotes all the plaquettes determining the value of $\sigma_{x,y}$. The pattern region corresponds to the dotted square. An example of spin configuration $B$ of the dotted square is shown explicitly.](image1)

![Fig. 2: Sketch of the log-log plot of a PR-entropy having a linear and quadratic contribution (we have also added the logarithmic contribution discussed in the section "Patch-repetition entropy"): $\xi$ is the crossover length at which $\Sigma(\ell)$ becomes extensive, $c(\text{proxy}) = s^{-1/d}$ is the proxy for the cooperative length $\xi_c$.](image2)
obtained by dimensional analysis from the extensive contribution $s_c^{-1/2}$, where $s_c = -c(1+c)$ also does not play any role, see fig. 2 for a visual summary. Thus, in this model the only meaningful length that can be extracted from the PR-entropy is $\xi$. It is interesting to compare it to the other lengths already discussed for this system \cite{10-12}. The point-to-set length, $\xi_{PS}$, was shown to increase as $1/\sqrt{c}$, hence much slower than $\xi$. Instead, the dynamical correlation scales as $1/c$, i.e., essentially as $\xi$.

In conclusion, the analysis of the square plaquette model shows that, at least in this case, only $\xi$ can be defined from the $\ell$ behavior of the PR entropy. This length is much larger than $\xi_{PS}$ and scales approximately as the dynamical correlation length and the largest static correlation length, which is obtained from $G_4$. A similar behavior is also expected for the triangular plaquette model \cite{13}.

**RFOT, patch-repetition entropy and replicas.** In this section we shall derive the PR-entropy in the super-cooled regime within RFOT theory. Before doing that, we develop a general formalism based on the replica method to obtain $\Sigma(\ell)$. Our derivation is related to the Rényi complexities introduced in \cite{5}.

**Replica and PR-entropy.** The PR-entropy can be written using the following trick:

$$\Sigma(\ell) = -\lim_{m \to 1} \frac{1}{m-1} \ln \left( \sum_{P} P(P)^{m} \right).$$

(11)

For simplicity we continue to neglect thermal fluctuations. We shall take into account their effect at the end of the derivation. The logarithm in (11) can be rewritten as

$$\ln \left( \frac{\sum_{P, C_1, \ldots, C_m} e^{-\beta H(C_1) - \cdots - \beta H(C_m)} \prod_{i=1}^{m} \Omega(C_i, P)}{\sum_{\Omega(C_1, P)} \prod_{i=1}^{m} e^{-\beta H(C_i) - \cdots - \beta H(C_m)}} \right)$$

$$\ln \left( \frac{\sum_{C_1, \ldots, C_m} e^{-\beta H(C_1) - \cdots - \beta H(C_m)} \Omega(q_{ab})}{\sum_{C_1, \ldots, C_m} e^{-\beta H(C_1) - \cdots - \beta H(C_m)}} \right).$$

The numerator of the above expression is the sum over $m$ replicas constrained to have an overlap equal to one inside the pattern region (we skipped for simplicity the sub-index denoting that the pattern is taken around a given point). Introducing $F^{(m)}(q_{ab})$, which is the Legendre transform\(^3\) of the free energy of the system of $m$ replicas with respect to $q_{ab}$, we find

$$\Sigma(\ell) = \lim_{m \to 1} \frac{\beta}{m-1} \text{Extr}_{q_{ab}: q_{ab}(x) \neq 0} \{F^{(m)}(q_{ab}) - F^{(m)}(0)\},$$

(12)

where we have used the fact that the solution of the extremization condition in the absence of constraint and above the ideal glass transition temperature is $q_{ab} = 0$.

We shall now address the problem of thermal fluctuations: one should not count as different, patterns that are connected dynamically by short-time dynamical fluctuations. To avoid this double counting, one can lump together patterns that have an overlap larger than or equal to the Edwards-Anderson parameter $q_{EA}$. The value $q_{EA}$ is determined from the dynamical correlation function. Of course, this procedure makes only sense when there is a clear separation of time scales. The final replica expression for the PR entropy is therefore\(^4\)

$$\Sigma(\ell) = \beta \frac{d}{dm} \text{Extr}_{q_{ab}: q_{ab}(x) \neq q_{EA}} \{F^{(m)}(q_{ab}) - F^{(m)}(0)\} \bigg|_{m=1}.$$  

(13)

**PR-entropy and RFOT theory.** In order to perform the computation of $\Sigma(\ell)$ we need $\beta F^{(m)}(q_{ab})$. This is not known in general since its computation would require to solve the full theory by integrating over almost all fluctuations. However, in the Kac-limit \cite{15} or on general grounds, one can argue that $\beta \Delta F = \beta(F^{(m)}(q_{ab}) - F^{(m)}(0))$ should have a form like

$$\beta \Delta F = \int \frac{dx}{a_b^2} \sum_{a,b=1}^{m} (\partial q_{ab}(x)) \left( \partial u_b \right) x.$$  

(14)

The first term represents the tendency of replica to remain coupled. We used a squared gradient to mimic this effect. Although this is just an approximation, other forms, e.g., non-local but still elastic ones, would lead to the same result as long as they have a finite range $a_0$, which physically corresponds to the characteristic microscopic length, i.e., the length corresponding to the first peak in the radial distribution function (henceforth we shall put $a_0 = 1$ and measure lengths in unit of $a_0$). Instead, in the case of a more general elastic term leading to an interface cost scaling with an exponent $\theta < d - 1$ the results below are modified: $d - 1$ has to be replaced by $\theta$ in the final expression for $\Sigma(\ell)$. The precise expression of the second term, the potential, actually is not important. The only thing which matters is that in the $m \to 1$ limit and within the hypothesis of replica symmetry, $q_{ab}(x) = q(x)$ $\forall a \neq b$, the potential $\tilde{V}(q_{ab}(x))$ simplifies to $(m - 1)V(q(x))$ with $V(q)$ having the shape shown in fig. 3. This is indeed what happens in the Kac-limit investigated by Franz \cite{15} and it is what one would expect if RFOT theory retains a validity in finite dimensions. Previous studies have shown that the value of $q$ at the local secondary minimum of $V(q)$ corresponds to $q_{EA}$ and that $V(q_{EA})$ is the intensive value of the configurational entropy $s_c$, which goes to zero linearly at the ideal glass transition temperature $T_K$ \cite{16,17}.

By assuming that replica symmetry is not broken and considering, without loss of generality, a spherical pattern

\(^3\)Actually, strictly speaking, we do not focus on the complete Legendre transform but on the average action once all short-scale degrees of freedom are integrated out, as in usual nucleation problems \cite{14}.

\(^4\)In this expression we constrained all replicas to have an overlap $q_{EA}$ inside the pattern region. This gives the leading contribution since larger overlaps are suppressed exponentially (in the size of the pattern region).
region we find that the solution of the variational problem (13) satisfies the equation
\[ -\frac{d^2 q}{dr^2} - \frac{d - 1}{r} \frac{dq}{dr} + V'(q) = 0. \]  
(15)

Close to \( T_K \) the local minimum is almost degenerate with the global one, \( q \) is found to vary on large length scales and the thin-wall approximation [18] is valid. Thus, by dropping the first derivative, one obtains a one-dimensional Newton equation for a particle in a potential \( -V(q) \) with an effective time \( r \). The optimal solution leads to \( V(q) = 0 \) for \( r \to \infty \), thus it corresponds to the trajectory of a particle that starts at \( q = q_{EA} \) at \( r = 0 \), with a “kinetic energy” equal to \( V(q_{EA}) \), and reaches \( q = 0 \) at infinite time with vanishing kinetic energy. Using this result and following standard manipulations [18] one gets (in three dimensions):
\[ \beta F^{(m)}(q_{EA}) - \beta F^{(m)}(0) = (m - 1) \left( \frac{4}{3} \pi \ell^3 s_c + 4 \pi \ell^2 Y \right), \]
where \( Y = \int_0^{q_{EA}} \sqrt{2 V(q)} dq \). Using eq. (13) we finally obtain the RFOT prediction for the PR-entropy:
\[ \Sigma(\ell) = \frac{4}{3} \pi \ell^3 s_c + 4 \pi \ell^2 Y. \]  
(16)

A part from irrelevant numerical constants, the \( \ell \)-dependence of \( \Sigma(\ell) \) is the three-dimensional analog of the square plaquette model result. Hence, as previously, the only meaningful length that one can extract from the PR-entropy is \( \xi = 3Y/s_c \). Remarkably, this scaling with \( s_c \), valid in any dimension, is the same of the point-to-set length \( \xi_S \) (even in the case \( \theta < d - 1 \)). Thus, within RFOT, these two length scales coincide.

The fuzzy mosaic state. The description of the supercooled liquid state resulting from RFOT is often represented or envisioned as a mosaic of patches, each one localized (temporarily) in a given amorphous configuration [7,8]. Showing whether such a state does exist and what is its real-space structure remains a pressing open problem in the field. The PR-entropy should be a good probe to verify the mosaic representation. Unexpectedly, the explicit computation of \( \Sigma(\ell) \) within RFOT leads to an expression which is not compatible with such real-space structure. In order to clarify this point, let us obtain our result in a different way by rewriting \( \Sigma(\ell) \) as the sum of the PR-entropy for the boundary, \( \Sigma_B(\ell) \), and the PR-entropy of the interior of the sphere given a fixed typical boundary, \( \Sigma_{C|B}(\ell) \). For a system with short-range interactions once the boundary of a closed region is fixed any information with the exterior is lost, thus fixing a boundary is like fixing all the exterior. Hence, \( \Sigma_{C|B}(\ell) \) coincides with the configurational entropy of the particles inside a cavity when all particles outside are blocked in a typical equilibrium configuration. This, actually, is the protocol used to compute point-to-set lengths. The analysis of [19] shows that close to the ideal glass transition \( \Sigma_{C|B}(\ell) \) is zero for \( \ell < \xi_{PS} \) and equal to \( \frac{4}{3} \pi \ell^3 s_c - 4 \pi \ell^2 Y \) for \( \ell > \xi_{PS} \). This is exactly what one expects from the definition of the point-to-set length: the boundary conditions determine the bulk amorphous configuration below, but not above, \( \xi_{PS} \). The behavior of \( \Sigma_B(\ell) \) can be obtained by generalizing our previous computation: one has to solve a variational problem in which the profile \( q(x) \) is constrained to be equal to \( q_{EA} \) in a small annular region. The result is that \( \Sigma_B(\ell) \) is equal to \( \frac{4}{3} \pi \ell^3 s_c + 4 \pi \ell^2 Y \) below the point-to-set length and equal to \( 8 \pi \ell^2 Y \) above it. Summing the two contributions, one finds back (16) Remarkably, the single contributions display a transition at the point-to-set length but their sum, the PR-entropy, has no singularity but just a crossover. The behavior of \( \Sigma_B(\ell) \) is quite surprising. Close to \( T_K \), for \( \ell \approx \xi_{PS} \), the number of typical boundary patterns is very large. Actually, it starts to be much larger than one as soon as \( \ell > 1 \). This suggests that given a snapshot (even one course-grained in time, as discussed in [5]) no clear boundaries between local amorphous states do exist. Were they present, one would expect \( \Sigma_B(\ell) \) to be related to the number of possible different amorphous states on scale \( \ell \) for \( \ell \ll \xi_{PS} \). What is this number \( N_S(\ell) \) ? Naively, one could think that there is a one-to-one correspondence between the tiles of the mosaic (amorphous states on scale \( \xi_{PS} \) and the possible states on scale \( \ell \). This would lead to log\( N_S(\ell) = s_{PS} \ell \), which clearly does not hold. A more refined reasoning takes into account that different tiles can contain the same patterns on length scales smaller than \( \xi_{PS} \). The simplest expectation would then be that \( N_S(\ell) = (N_S(\xi_{PS}))^{(\ell/\xi_{PS})^d} = e^{x \ell^d} \) [4,5]. However, this also does not hold. For \( 1 < \ell < \xi_{PS} \), the only way to get our result is that
\[ N_S(\ell) \approx (N_S(\xi_{PS}))^{(\ell/\xi_{PS})^d-1} = e^{x \ell^d \ell^{-1}}, \]
a relation that seems hard to justify starting from the mosaic picture with well-defined boundaries.

5 The non-existence of boundaries was already proposed by Franz [20] on the basis of the result that the average energy (or of any other local observable) inside a cavity with amorphous boundary conditions coincides with the average energy for the free system. However, by taking into account that for \( \ell < \xi_{PS} \) sometimes, even though rarely, boundaries are present inside the cavity, one finds that this result is not really in contradiction per se with the existence of boundaries.
The absence of boundaries between local amorphous states can be backed up by an independent argument based on RFOT and our recent results on random pinning glass transitions [21]. We have recently shown that within RFOT by pinning at random particles of an equilibrated configuration one can induce ideal glass transitions for the remaining free particles at temperatures higher than $T_K$. Now, imagine that one is able to show the existence of boundaries for the unconstrained liquid. The only way to do that consists in finding local fluctuations of some sort (of energy, entropy, density, etc.) which pinpoint the presence of the boundary in real space. A paradox arises when considering the effect of random pinning. By increasing the fraction of pinned particles one can approach (at fixed temperature) the glass transition arbitrarily close and, correspondingly, obtain an arbitrarily large point-to-set length on all length scales. The presence of amorphous states can be backed up by an independent argument not exist: the mosaic structure is very fuzzy. If one wants to illustrate the real-space structure resulting from RFOT with a metaphor one should think to a drawing where colors change rapidly and in an apparently random fashion instead than to a mosaic of patches with different colors—it would resemble more a Pollock’s abstract painting than a Mondrian’s one. The presence of amorphous order in this drawing would be unveiled focusing on all regions where the same (apparently random) boundary appears: one would typically find the same pattern inside the boundary if this has a linear size smaller than $\xi_{PS}$.

Conclusion. – We studied the behavior of the PR-entropy in the square plaquette model and within RFOT theory. In both cases we find that the $\ell$-dependence of $\Sigma(\ell)$ is given by an extensive term followed by a sub-leading one corresponding to the crossover between leading and sub-leading behavior in $\ell$ of $\Sigma(\ell)$. This length, however, is neither $\xi_s$, at which the PR-entropy becomes of order one (this remains featureless, microscopic and does not grow), nor its proxy $s_c^{-1/6}$. Comparing $\xi$ to the other lengths involved, we discovered that it coincides with the point-to-set length in the RFOT case only and it always corresponds to the largest static length, a fact that is possibly valid in general. Our results provide new insights, which are particularly relevant for RFOT theory, on the possible real-space structure of super-cooled liquids. They clarify that its illustration in terms of a mosaic of different patterns is not qualitative correct. Due to the lack of a better name we dub the correct one, holding at least within RFOT, the fuzzy mosaic state.
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