Incorporating heterogeneous biological data sources in clustering gene expression data
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ABSTRACT

In this paper, a similarity measure between genes with protein-protein interactions is proposed. The chip-chip data are converted into the same form of gene expression data with pearson correlation as its similarity measure. On the basis of the similarity measures of protein-protein interaction data and chip-chip data, the combined dissimilarity measure is defined. The combined distance measure is introduced into K-means method, which can be considered as an improved K-means method. The improved K-means method and other three clustering methods are evaluated by a real dataset. Performance of these methods is assessed by a prediction accuracy analysis through known gene annotations. Our results show that the improved K-means method outperforms other clustering methods. The performance of the improved K-means method is also tested by varying the tuning coefficients of the combined dissimilarity measure. The results show that it is very helpful and meaningful to incorporate heterogeneous data sources in clustering gene expression data, and those coefficients for the genome-wide or completed data sources should be given larger values when constructing the combined dissimilarity measure.
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1. INTRODUCTION

With the rapid development of microarray technology in the past few years, it is possible to monitor the expression levels of thousands of genes simultaneously [1]. Data from microarray experiments are denoted as a matrix of genes by experimental conditions, where the conditions are usually either a set of tissues or consecutive time points in some environmental changes. The amount of microarray data is very large. And microarray data are mostly very redundant since many genes do not work alone but are expressed together and interact to each other. Thus, it is important to analyze the gene expression data.

Various clustering methods have been applied to the analysis of gene expression data. Hierarchical clustering [2] method becomes one of the most widely used techniques for the analysis of gene expression data with the advantages of simplicity and visualization of the results. K-means clustering [3] is a good alternative to hierarchical clustering method when there is some prior knowledge about the number of the clusters hidden in the data. Hierarchical clustering and K-means clustering are both global clustering methods which use the full set of dimensions to measure the similarity and construct the same global feature space for all clusters, and therefore these clustering methods are likely to fail when they are used for high dimensional data. Many researchers attempted to solve this problem by different methods. Self-Organizing Map (SOM) method was introduced to interpret the patterns of gene expression [4]. Principle component analysis method as a feature transformation technique was used to preprocess expression data [5]. Support Vector Machine (SVM) method was also widely used to identify sets of genes due to its good learning performance for high dimensional data [6,7].

However, with the development of various genomic knowledge resources (e.g., characterized protein-protein interactions, functional annotations based on Gene Ontology (GO), and transcription factors binding sites), there comes a need to integrate the gene expression data with these genomic knowledge resources for finding some patterns with more biologically meaning.

In the recent years, some researchers have done some work on the combination of gene expression data with some prior knowledge. Reference [8] proposed the construction of distance function which combines information originating from microarray assays and biological networks. The derived distance function was used further to perform joint clustering of genes and vertices of the network. Reference [9] introduced a machine learn-
An approach to information fusion which allows the integration of heterogeneous genomic data. Their procedure may be seen as a generalization of well-known SOM algorithm. Reference [10] defined a dissimilarity measure for GO knowledge, and combined GO knowledge with gene expression data. They introduced their combined dissimilarity measure into Partitioning Around Medoids (PAM) [11] algorithm. In this paper we propose a general framework to combine the gene expression data with heterogeneous genomic knowledge resources in order to enhance biological relevance of clustering gene expression data.

2. DATA SOURCES

2.1. Protein-Protein Interactions Databases

Protein-protein interactions assemble the molecular machines of the cell and underlie the dynamics of virtually all cellular responses, while genetic interactions reveal functional relationships between and within regulatory modules [6]. The sum of all such interactions defines the global regulatory network of the cell. Proteomic and functional genomics platform technologies now generate large datasets of protein and genetic interactions, but these datasets vary widely in coverage, data quality, annotation and availability. And so there are many different interaction databases such as BioGRID [12], DIP [13], BIND [14], MINT [15], and MIPS [16]. We use the data of BioGRID for our research. BioGRID is a general repository for interaction datasets. The recent version 2.0.34 release of BioGRID is a fully integrated cross-species database that supports most major model organisms, with increased data content and improved functionality.

2.2. Chip-Chip Data

Chip-chip data are transcription factor-DNA binding data that are generated as a result of the chip-chip assay technique. This technique is used to determine whether proteins including transcription factors will bind to particular regions of the chromatin within living cells. Two genome-wide chip-chip data sources produced by the technique are now available. One contains information regarding the binding of 106 yeast transcription factors [17]. The other one is a similar yeast dataset for a larger number of transcription factors [18]. Both the data sources are represented in the form of a confidence value (statistical p-value) of a transcription factor attaching to the promoter region of a gene. We use the chip-chip data source with a larger number of yeast regulators for our research, which contains information regarding the binding of 203 regulators to their respective target genes in rich medium. Besides rich medium, 84 regulators are profiled in at least one environmental condition other than rich medium.

3. METHOD

3.1. Similarity Measure between Genes with Protein-Protein Interactions

Firstly we transfer protein-protein interactions into an interaction matrix. For the whole gene set, which has N genes, the interaction matrix is a N×N matrix M. If there is an interaction between two different genes, gene i and gene j, Mij=1. If there is no interaction between two different genes, gene i and gene j, Mij=0. And a gene i always can be considered as having an interaction with itself, so Mii=1.

And then the similarity between genes with protein-protein interactions could be calculated as follows:

\[
similarity (g_i, g_j)_{PP} = \frac{M_{ij}}{\sum_{j=1}^{N} M_{ij}}
\]  

(1)

3.2. Similarity Measure of Gene Expression Data

There are many ways to measure similarity between gene expression data. We choose the pearson correlation to represent similarity between gene expression data. And the pearson correlation, \( r_{expr} \), is expressed as follows:

\[
r_{expr} = \frac{\sum_{i=1}^{M} (u_i - \bar{u})(v_i - \bar{v})}{\sqrt{\sum_{i=1}^{M} (u_i - \bar{u})^2 \sum_{i=1}^{M} (v_i - \bar{v})^2}}
\]

(2)

Here, \( u_i \) and \( v_i \) denote the expression levels of gene expression data \( u \) and \( v \) at experimental condition \( i \), respectively. \( M \) is the total number of the experimental conditions. \( \bar{u} \) and \( \bar{v} \) are the mean values of the expression levels of \( u \) and \( v \), respectively.

3.3. Similarity Measure of Chip-Chip Data

Suppose the chip-chip data represent the binding affinity of \( N \) transcription factors to promoters of each of \( T \) genes. If \( p_j \) is the p-value for rejecting the null-hypothesis that transcription factor \( j \) does not bind the promoter of gene \( i \), we define the binding score of transcription factor \( j \) to promoter of gene \( i \) as:

\[ x_i = \log(p_j) / \log(p_{min}) \]

where \( p_{min} \) is the minimum of all p-values. \( x_i = (x_{i1}, x_{i2}, \ldots, x_{iN}) \) denotes the complete binding profile for gene \( i \). By doing so, the chip-chip data are presented in the same form of gene expression data. Thus we use the pearson correlation as the similarity measure for the chip-chip data.

3.4. Combined Dissimilarity Measure

If similarity measure has been defined, dissimilarity
measure can be calculated on the basis of similarity measure. In this paper we calculated dissimilarity measure as follows:

\[ \text{dis} = 1 - \text{sim} \]  

(3)

Here, \( \text{dis} \) and \( \text{sim} \) mean the dissimilarity and similarity measure respectively. We propose to combine gene expression data with protein-protein interaction data and chip-chip data. So the combined dissimilarity measure can be expressed as follows:

\[ \text{dis}_{\text{com}} = \lambda_1 \cdot \text{dis}_{\text{exp}} + \lambda_2 \cdot \text{dis}_{\text{chip}} + \lambda_3 \cdot \text{dis}_{\text{PIP}} \]  

(4)

Here, \( \text{dis}_{\text{exp}} \), \( \text{dis}_{\text{chip}} \) and \( \text{dis}_{\text{PIP}} \) are the dissimilarity measures for gene expression data, chip-chip data and protein-protein interaction data respectively. They are all assumed to take values in \([0,1]\). Coefficients \( \lambda_1 \), \( \lambda_2 \) and \( \lambda_3 \) present the weights of different dissimilarity measures in the combined dissimilarity measure. Thus they should satisfy: \( \lambda_1 + \lambda_2 + \lambda_3 = 1 \) and they are tuning parameters from \([0,1]\). Coefficients \( \lambda_2 \) and \( \lambda_3 \) quantify the influence of chip-chip and protein-protein interactions knowledge on the clustering process. Note that \( \lambda_1 = 1 \), \( \lambda_2 = 0 \) and \( \lambda_3 = 0 \) means that the clustering is decided only by gene expression data.

3.5. Annotation Prediction by Cluster Analysis

Annotation prediction of novel genes is one of the initial and useful applications for gene clustering results. Intuitively if an unexpectedly large number of genes in a cluster belong to a specific functional category ‘F’, then genes in this cluster are more likely to be relevant to function ‘F’. Suppose a total of \( G \) genes in the genome are analyzed in the microarray experiment among which \( m \) genes are known to belong to a particular functional category ‘F’. Under the null hypothesis that annotated genes are randomly distributed in clusters, \( h \) follows a hypergeometric distribution [19]. The \( \Delta \)-value (i.e. the probability of observing \( h \) or more annotated genes in the cluster) is calculated as:

\[ P[X \geq h] = 1 - \sum_{i=0}^{h-1} \binom{D}{i} \frac{G-D}{m-i} \binom{G}{G} \]  

(5)

Intuitively unexpected large \( h \) will result in small \( \Delta \)-value indicating that majority of the genes in the cluster might belong to the functional category ‘F’. Given a pre-defined threshold \( \Delta \) which is determined after multiple comparison correction, all genes in the cluster are assigned (predicted) to ‘F’ if its \( \Delta \)-value is less than \( \Delta \). It is noted that a cluster can be annotated to more than one functional category by this procedure.

3.6. Knowledge-Based Cluster Evaluation

Many methods for cluster evaluation have been proposed in the recent years. Reference [20] presented a survey of cluster validation techniques including internal and external indices and also explained specific biases intrinsic for different evaluation measures. Among these methods there are some utilizing annotations as the basis of knowledge-based assessment. Reference [21] introduced a knowledge-driven cluster evaluation method based on validity indices that incorporate similarity knowledge originating from the GO. Reference [22] also gave a cluster evaluation method on the basis of pooling results from various cluster number \( K \) and calculating functional prediction accuracy according to the functional annotated genes belonging to \( M \) known distinct functional categories. In this paper, we use the knowledge-based cluster evaluation method of [22], so that we avoid the problem of estimating of the cluster number \( K \).

As described in [22], the prediction accuracy of a clustering method for a given \( \Delta \)-value threshold is defined as:

\[ A(\Delta) = \frac{\sum_k V_{P_k}(\Delta)}{\sum_k P_{M_k}(\Delta)} \]  

(6)

Here, \( A(\Delta) \) means the prediction accuracy under the given \( \Delta \)-value threshold, \( V_{P_k}(\Delta) \) is the total number of functional annotated genes under a given \( K \) which are assigned to the correct functional category and whose \( \Delta \)-values are smaller than \( \Delta \), and \( P_{M_k}(\Delta) \) is the total number of the gene number of the clusters under a given \( K \) which have those functional annotated genes assigned to the correct functional category with smaller \( \Delta \)-values than \( \Delta \).

4. REAL DATASET EXAMPLE

4.1. Dataset

We used the yeast cell-cycle data [23] which had listed six known disjoint functional categories containing 104 genes. After we preprocessed and filtered the cell-cycle data, we had 1703 genes left in which 86 genes belong to the six known disjoint functional categories. Missing values of the 1703 genes were imputed by LSimpute method [24] and then the data of 1703 genes were normalized. The yeast protein-protein interactions database was downloaded from BrioGRID (http://www.thebiogrid.org/downloads.php). The yeast database has 93122 protein-protein interactions. We neglected the differences between one directional interaction and two directional interactions and discarded any interactions involving protein with itself. Then 50434 protein-protein interactions were left. Among the 50434 protein-protein interactions, only those interactions, whose two interacting genes were both among the 1703 genes, were retained. Finally 3604 protein-protein interactions were obtained. The chip-chip data was downloaded form the website [25].
4.2. Algorithms and Clustering Methods

We replaced the dissimilarity measure $d_{exp}$ usually used in the K-means algorithm by our combined dissimilarity measure $d_{com}$ (we call this method ‘Impkmeans’ later in this paper) and compared our method with other clustering methods including hierarchical clustering (HC), PAM, SOM using only the gene expression data.

4.3. Results

The four clustering methods are implemented with $K$ varying from 2 to 20 for a pooled analysis of functional prediction evaluation. The prediction accuracy is calculated by the method mentioned in Section 2. In Figure 1 the curves of prediction accuracy (y-axis) of all four clustering methods versus the total number of prediction (x-axis) for varying $p$-value threshold $\Delta = (0.03, 0.02, 0.015, 0.01, 0.005, 0.001, 0.0005, 0.0001)$ are presented. In all four clustering methods, the predictive performance of Impkmeans with $\lambda_1 = \lambda_2 = \lambda_3 = 1/3$ is the best. The performance of PAM presents worse. And the performances of HC and SOM are the worst.
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**Figure 1.** Prediction accuracy curves of different clustering methods.
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**Figure 2.** Prediction accuracy curves with different coefficient values.
Table 1 shows the minimum p-values with K from 2 to 20 when $\lambda_1 = 0$, $\lambda_2 = 0$ and $\lambda_3 = 1$. Figure 2 presents four different curves of prediction accuracy (y-axis) versus p-value threshold (x-axis) $\Delta = (0.03, 0.02, 0.015, 0.01, 0.005, 0.001, 0.0005, 0.0001)$ for varying coefficients $\lambda_1$, $\lambda_2$ and $\lambda_3$ among five cases (a) $\lambda_1 = 1$, $\lambda_2 = 0$ and $\lambda_3 = 0$; (b) $\lambda_1 = 0$, $\lambda_2 = 1$ and $\lambda_3 = 0$; (c) $\lambda_1 = 0.5$, $\lambda_2 = 0.5$ and $\lambda_3 = 0$; (d) $\lambda_1 = 0.5$, $\lambda_2 = 0$ and $\lambda_3 = 0.5$; and (e) $\lambda_1 = \lambda_2 = \lambda_3 = 1/3$. The predictive performance of case (e) is the best. The predictive performances of cases (d) and (c) are better. The performance of case (a) presents worse. And the performance of case (b) is the worst.

Figure 3 also presents four different curves of prediction accuracy (y-axis) versus p-value threshold (x-axis) $\Delta = (0.03, 0.02, 0.015, 0.01, 0.005, 0.001, 0.0005, 0.0001)$ for varying coefficients $\lambda_1$, $\lambda_2$ and $\lambda_3$ among four cases (a) $\lambda_1 = \lambda_2 = \lambda_3 = 1/3$; (f) $\lambda_1 = 0.6$, $\lambda_2 = 0.3$ and $\lambda_3 = 0.1$; (g) $\lambda_1 = 0.5$, $\lambda_2 = 0.3$ and $\lambda_3 = 0.2$; and (h) $\lambda_1 = 0.5$, $\lambda_2 = 0.4$ and $\lambda_3 = 0.1$. The predictive performance of case (h) is the best. The predictive performance of case (g) is better. The performance of case (f) presents worse. And the performance of case (a) is the worst.

5. DISCUSSION

DNA microarray technology has now made it possible to simultaneously monitor the expression levels of thousands of genes during important biological processes. Clustering analysis seeks to partition the expression data into groups based on specified features so that the co-expression patterns hidden behind the expression data can be found. But the final purpose of gene clustering analysis is not finding the co-expression patterns but finding some patterns with more biologically meaning. Although the pure clustering methods without incorporating prior knowledge have been proven useful for identifying biologically relevant patterns in some special conditions, they perform poorly in other conditions. So it is necessary to incorporate the prior knowledge for clustering analysis. In our study, we incorporated the chip-chip data and protein-protein interaction knowledge in gene expression data, proposed Impkmeans method and compared it with other generally used methods. As we can see, Figure 1 shows that the Impkmeans method has the best performance, which means that it is practicable to construct the combined dissimilarity measure by combining the dissimilarity measure of other biological knowledge with the dissimilarity measure of gene expression data. When the combined dissimilarity was introduced in K-means, we could obtain the effective Impkmeans method. It also could be easily extended to other clustering methods like PAM and HC. Maybe we could obtain other more effective methods and better results.

| K     | 2     | 3     | 4     | 5     | 6     |
|-------|-------|-------|-------|-------|-------|
| p-value | 0.96506 | 0.94805 | 0.93756 | 0.92456 | 0.91487 |
| K     | 7     | 8     | 9     | 10    | 11    |
| p-value | 0.90789 | 0.89874 | 0.88726 | 0.86937 | 0.85162 |
| K     | 12    | 13    | 14    | 15    | 16    |
| p-value | 0.82931 | 0.80737 | 0.78972 | 0.76531 | 0.73622 |
| K     | 17    | 18    | 19    | 20    |       |
| p-value | 0.69944 | 0.64871 | 0.59468 | 0.53274 |       |

Figure 3. Prediction accuracy curves with different coefficient values.
As we can see in Table 1, the minimum p-values with K varying from 2 to 20 are all far bigger than the p-value threshold \( \Delta \) used in our study. It shows that when \( \lambda_1 = 0 \), \( \lambda_2 = 0 \) and \( \lambda_3 = 1 \), all the 86 annotation genes are clustered in one cluster and this result has no biological significance. This is partially because the interactions between proteins are complicated and one protein may have many different interactions with different proteins.

As shown in Figure 2, the performance of cases (a) is worse than those of cases (c), (d) and (e), which confirms that only using gene expression data is not enough to infer more biologically meaningful patterns. That is to say, incorporating some prior knowledge in clustering gene expression data is helpful to obtain some more biologically meaningful clusters. The performances of cases (c) and (d) are worse than that of case (e), which indicates that the more heterogeneous biological data sources are incorporated in clustering gene expression data, the better the result is. The prediction accuracy of case (a) is higher than that of case (b), which implies that the value of coefficient \( \lambda_1 \) should be larger than that of \( \lambda_2 \) when chip-chip data is combined with gene expression data. The prediction accuracy of case (c) is higher than that of case (d), which implies that the value of coefficient \( \lambda_2 \) should be larger than that of \( \lambda_3 \) when chip-chip data and protein-protein interaction data are incorporated in clustering gene expression data.

As shown in Figure 3, the prediction accuracy changes with varying the proportion of coefficients \( \lambda_1 \), \( \lambda_2 \) and \( \lambda_3 \). The performance of case (a) is worse than that of other cases in Figure 3, which indicates the important levels of the three data sources are not the same for constructing the combined dissimilarity measure, and better results are obtained when the ratios of coefficient \( \lambda_1 \) to other coefficient are higher than 1. However, it is not that the larger the ratios of coefficient \( \lambda_1 \) to other coefficients are, the better the results are. This is proved by the better results of case (g) compared with case (f) (the ratios of \( \lambda_1 \) to \( \lambda_2 \) and \( \lambda_1 \) in case (g) are 2 and 6 respectively, while the ratios of \( \lambda_1 \) to \( \lambda_2 \) and \( \lambda_1 \) in case (g) are 5/3 and 2.5). That is to say, the influence of biological data sources on detecting biologically meaningful clusters should not be neglected though the gene expression data are the most important. Otherwise, the performance of case (h) is better than case (g), which shows that different biological data sources have different important levels and the important level of chip-chip is higher than that of protein-protein interaction data. This is partially because that the chip-chip data is a genome-wide data source while protein-protein interaction data is a partial data source.

In general, it is very helpful and meaningful to incorporate heterogeneous data sources in clustering gene expression data, and those coefficients for the genome-wide or completed data sources should be given larger values when constructing the combined dissimilarity measure.

6. CONCLUSIONS AND FUTURE RESEARCH

The similarity measures for protein-protein interaction and chip-chip data were constructed by transforming the presentation forms of these data. They are combined with the similarity measure for gene expression data under a general framework. The combined similarity measure was used to enhance the K-means method, with which the gene patterns with more biologically meaning were produced. This presents that our framework is useful for clustering gene expression data to incorporating heterogeneous biological data sources.

Otherwise, our general framework can be extended. As we can see in (4), the combined dissimilarity measure could be extended from the sum of three different dissimilarity measures to the sum of M different dissimilarity measures:

\[
d_{\text{comb}}(g_i, g_j) = \sum_{m=1}^{M} \lambda_m d_{m}(g_i, g_j)
\]

Here, \( d_{m} \) refers to \( m\)-th dissimilarity measure and coefficient \( \{\lambda_m\}_{m=1...M} \) satisfy: \( \lambda_1 + ... + \lambda_M = 1 \).

The \( d_{m} \) may be a dissimilarity measure of some other gene expression data, or may be a user defined dissimilarity measure of some other prior knowledge such as GO, protein binding sites knowledge, and protein-DNA interaction knowledge. For different research purpose, choosing different gene expression data and different prior knowledge, and fusing all these information together when carrying out the clustering work, we could expect that more biologically meaningful results would come.
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