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Abstract

A new method for the construction of the binary quantum stabilizer codes is provided, where the construction is based on Abelian group association schemes. Association schemes were originally by Bose and his co-workers in the design of statistical experiments. Since that point of inception, the concept has proved useful in the study of group actions, in algebraic graph theory, in algebraic coding theory, and in areas as far afield as knot theory, numerical integration and construction of quantum stabilizer codes. By using Abelian group association schemes followed by cyclic groups a list of binary stabilizer codes of distance 3 and 4 up to 20 qubits is given in table 4. Moreover, some miscellaneous binary stabilizer codes of distance 5 is presented.
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1 Introduction

Quantum error-correcting codes (QECC) \cite{1}-\cite{3} made quantum computing theoretically possible and play an essential role in various quantum information processes. A QECC is just a subspace that corrects certain types of errors. When the subspace is specified by the joint +1 eigenspace of a group of commuting multilocal Pauli operators, i.e., direct products of local Pauli operators, the codes are called as stabilizer codes \cite{4}-\cite{6}. We consider only binary codes here. As usual we shall denote by $[[n, k, d]]_2$ a stabilizer code of length $n$ and distance $d$, i.e., correcting up to $\lfloor \frac{d-1}{2} \rfloor$-qubit errors, that encodes $k$ logical qubits. For stabilizer codes, the error syndrome is obtained by measuring the generators of the stabilizer group. The corresponding quantum measurements can be greatly simplified (and also done in parallel) in low-density parity-check (LDPC) codes which are specially designed to have stabilizer generators of small weight. Recently, several methods for
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constructing good families of quantum codes have been proposed. Presented systematic methods to construct binary quantum codes, called stabilizer codes or additive codes, from classical error-correcting codes. Since then the field has made rapid progress, many good binary quantum codes were constructed by using classical error-correcting codes, such as BCH codes, Reed-Solomon codes, Reed-Muller codes, and algebraic geometric codes [8]-[12]. The theory was later extended to the nonbinary case, since the realization that nonbinary quantum codes can use fault-tolerant quantum computation [13]-[15]. A number of new types of quantum codes, such convolutional quantum codes, subsystem quantum codes studied and the stabilizer method has been extended to these variations of quantum code [16], [17].

Most of the work to date on quantum error-correcting codes (quantum codes) assumes that the quantum channel is symmetric, i.e., the different types of errors are assumed to occur equiprobably. However, recent papers (see [18] and [19], for instance) argue that in many qubit systems, phase-flips (or \(Z\)-type errors) occur more frequently than bit-flips (or \(X\)-type errors). This leads to the idea of adjusting the error-correction to the particular characteristics of the quantum channel and codes that take advantage of the asymmetry are called asymmetric quantum codes (AQCs).

Steane first stated the importance of AQCs in [20]. Since then, the construction of quantum codes have extended to asymmetric quantum channels. In the symmetric framework, Steane’s seminal work [20] and that of Calderbank and Shor [7] provided the connection between a pair of classical codes and a class of quantum stabilizer codes.

Wang et al. presented the construction of nonadditive AQCs as well as constructions of asymptotically good AQCs derived from algebraic-geometry codes [21]. Wang and Zhu [22] presented the construction of optimal AQCs. Ezerman et al. [23] proposed so-called CSS-like constructions based on pairs of nested subfield linear codes. They also used nested codes (such as BCH codes, circulant codes, etc.) over \(F_4\) to construct AQCs in their earlier work [24]. The asymmetry was introduced into topological quantum codes in [25]. Leslie [26] presented a new type of sparse CSS quantum error-correcting code based on the homology of hypermaps. Sarvepalli et al. constructed AQCs using a combination of BCH and finite geometry LDPC codes in [27]. A variety of the constructions of new AQCs were presented in [28], [29]. Our aim in this paper is to construct optimal quantum stabilizer codes of distance 3 and higher based on Abelian group association schemes, e.g., codes with largest possible \(k\) with fixed \(n\) and \(d\). Since in the simplest nontrivial case \(d = 3\), despite many efforts to construct optimal stabilizer codes, a systematic construction for all lengths has not been achieved yet, therefore we applied the Abelian group association schemes for construction of quantum stabilizer codes here.

An association scheme is a combinatorial object with useful algebraic properties (see [30] for an accessible introduction). This mathematical object has very useful algebraic properties which enables one to employ them in algorithmic applications such as the shifted quadratic character problem [31]. A \(d\)-class symmetric association scheme (\(d\) is called the diameter of the scheme) has \(d + 1\) symmetric relations \(R_i\) which satisfy some particular conditions. Each non-diagonal relation \(R_i\) can be thought of as the network \((V, R_i)\), where we will refer to it as the underlying graph of the association scheme \((V, R)\) which is considered as the vertex set of the association scheme. In fact, an association scheme partitions the relationships between pairs of vertices into classes, so that for an arbitrary chosen vertex (referred to as a reference vertex), one can stratify the vertices into distinct classes according to its relationships with all of the other vertices. Moreover, this stratification is independent of the choice of reference vertex. In [32], [33] algebraic properties of association schemes have been employed in order to evaluate the effective resistances in finite resistor networks, where the relations of the corresponding schemes define the kinds of resistances or conductances between any two nodes of networks. In [34], a dynamical system with \(d\) different couplings has been investigated in which the relationships between the dynamical elements (couplings) are given by the relations between the vertexes according to the corresponding association schemes. Indeed, according to the relations \(R_i\), the so-called adjacency matrices \(A_i\) are defined which form a commutative algebra known as Bose-Mesner (BM) algebra. Group association schemes are particular schemes in which the vertices belong to a finite group and the relations are defined based on the conjugacy classes of the corresponding group. Working with these schemes is relatively easy, since almost all of the needed information
about the scheme. We will employ the adjacency matrices \( A_i \) for \( i = 1, \ldots, d \) as one of the known parameters of the corresponding association schemes in order to construct quantum stabilizer codes.

The organization of the paper is as follows. In section 2, we give preliminaries such as quantum stabilizer codes, association schemes, group association schemes and finite Abelian groups. Section 3 is devoted to the construction of quantum stabilizer codes based on Abelian group association schemes. The paper ends with a brief conclusion.

\section{2 Preliminaries}

In this section, we give some preliminaries such as quantum codes and association schemes used through the paper.

\subsection*{2.1 Quantum stabilizer codes}

We recall quantum error correcting codes. For further reading on quantum codes, we direct the reader to the admirably clear accounts in \cite{36}, \cite{42}. A quantum state \( |\psi\rangle \) in a two-dimensional complex vector space \( \mathcal{H}_2 \) which can be written

\[|\psi\rangle = \alpha|0\rangle + \beta|1\rangle\]  

(2.1)

with \( \alpha, \beta \in \mathbb{C} \) and \( |\alpha|^2 + |\beta|^2 = 1 \). \( |\psi\rangle \) is determined up to a phase factor \( e^{i\theta} \), so \( |\psi\rangle \) and \( e^{i\theta}|\psi\rangle \) define the same state. Any operator acting on such an n-qubit state can be represented as a combination of Pauli operators which form the Pauli group \( \mathcal{G}_n \) of size \( 4^{n+1} \) with the phase multiplier \( i^k \):

\[\mathcal{G}_n = i^k \{ I, X, Y, Z \}^\otimes n, \quad k = 0, \ldots, 3,\]  

(2.2)

where \( X, Y \) and \( Z \) are the usual Pauli matrices and \( I \) is the identity matrix. Suppose \( S \) is a subgroup of \( \mathcal{G}_n \) and define \( V_S \) to be the set of \( n \) qubit states which are fixed by every element of \( S \). The \( V_S \) is the vector space stabilized by \( S \), and \( S \) is said to be the stabilizer of the space \( V_S \).

Consider the stabilizer \( S = \langle g_1, \ldots, g_l \rangle \). The check matrix corresponding to \( S \) is a \( l \times 2n \) matrix whose rows correspond to the generators \( g_i \) through \( g_l \). The \( i \)-th row of the check matrix is constructed as follows: If \( g_i \) contains \( I \) on the \( j \)-th qubit then the matrix contain 0 in \( j \)-th and \( n+j \)-th columns. If \( g_i \) contains an \( X \) on the \( j \)-th qubit then the element in \( j \)-th column is 1 and in \( n+j \)-th column is 0. If it contains \( Z \) on \( j \)-th qubit then \( j \)-th column contains 0 and \( n+j \)-th element contains 1. And in the last, if \( g_i \) contains operator \( Y \) on \( j \)-th qubit then both \( j \)-th and \( n+j \)-th columns contain 1.

The check matrix does not contain any information about overall multiplicative factor of \( g_i \). We denote \( r(g) \) to represent a row vector representation of operator \( g \) from check matrix, \( r(g) \) is \( 2n \) elements binary row vector. Denote following \( 2n \times 2n \) matrix as \( \Lambda \):

\[\Lambda = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}\]  

(2.3)

where the \( I \) matrices on the off-diagonals are \( n \times n \). Elements \( g \) and \( g' \) of the Pauli group are easily seen to commute if and only if \( r(g)\Lambda r(g')^T = 0 \). Therefore the generators of stabilizer \( S = \langle g_1, \ldots, g_l \rangle \) with corresponding check matrix \( M \) commute if and only if \( M\Lambda M^T = 0 \). Let \( S = \langle g_1, \ldots, g_l \rangle \) be such that \(-I\) is not an element of \( S \). The generators \( g_i, \; i \in \{1, \ldots, l\} \) are independent if and only if the rows of the corresponding check are linearly independent.
Suppose $C(S)$ is a stabilizer code with stabilizer $S$. We denote $N(S)$ a subset of $G_n$, which is defined to consists of all elements $E \in G_n$ such that $EgE^\dagger \in S$ for all $g \in S$. Following theorem specifies the correction power of $C(S)$.

**Theorem 2.1.** Let $S$ be the stabilizer for a stabilizer code $C(S)$. Suppose $\{E_j\}$ is a set of operators in $G_n$ such that $E_j^\dagger E_k \notin N(S) - S$ for all $j$ and $k$. Then $\{E_j\}$ is a correctable set of errors for the code $C(S)$.

**Proof.** See[36].

Let $V$ denote the vector space $Z_2^n$, and label the standard basis of $C^{2^n}$ by $|\nu\rangle$, $\nu \in V$. Every element $g \in G_n$ can be written uniquely in the form

$$g = i^{k'}X(a)Z(b)$$

(2.4)

where $k' \in \{0, 1, 2, 3\}$, $X(a) : |\nu\rangle \rightarrow |\nu + a\rangle$, $Z(b) : |\nu\rangle \rightarrow (-1)^{b\cdot\nu}|\nu\rangle$, for $a, b \in V$. The element $X(a)Z(b)$ indicates that there are bit errors in the qubits for which $a_j = 1$ and phase errors in the qubits for which $b_j = 1$[5].

An $[[n, k, d]]_2$ stabilizer code $V_S$ is a $2^k$-dimensional subspace of the Hilbert space $H_2^{\otimes n}$ stabilized by an Abelian stabilizer group $S$, which does not contain the operator $-I$ [6]. Explicitly

$$V_S = \{|\psi\rangle : s|\psi\rangle = |\psi\rangle, \forall s \in S\}$$

(2.5)

This code to encode $k$ logical qubits into $n$ physical qubits. The rate of such a code $k/n$. Since codespace has dimension $2^k$ so that we can encode $k$ qubits into it. The stabilizer $S$ has a minimal representation in terms of $n-k$ independent generators $\{g_1, ..., g_{n-k} | \forall i \in \{1, ..., n-k\}, g_i \in S\}$. The generators are independent in the sense that none of them is a product of any other two (up to a global phase).

Each generator $g_i \in S$ is written according to (2.4) in order to obtain the binary check matrix $A = (A_1|A_2)$ in which each row corresponds to a generator, with rows of $A_1$ formed by $a$ and rows of $A_2$ formed by $b$ vectors.

A Pauli error operator $E$ can be interpreted as a binary string $e$ of length $2n$. Our convention is that we reverse the order of the $X$ and $Z$ strings in the error operator, so, for instance the binary string

$$100000001|010000001$$

(with a “|” inserted for interpretational convenience), corresponds to the operator $Z_1X_2Y_9$. With this convention, the ordinary dot product (mod 2) of $e$ with a row of the matrix is zero if $E$ and the stabilizer for that row commute, and 1 otherwise. Thus the quantum syndrome for the noise is exactly the classical syndrome $Ae$, regarding $A$ as a parity check matrix and $e$ as binary noise.

The **weight** of an error $E \in G_n$ is defined to be the number of terms in the tensor product which are not equal to the identity. For example, the weight of $X_1Z_4Y_5$ is three. The distance of stabilizer code $C(S)$ is given by the minimum weight of an element of $N(S) - S$. In terms of the binary vector pairs $(a,b)$, this is equivalent to a minimum weight of the bitwise OR $(a,b)$ of all pairs satisfying the symplectic orthogonality condition,

$$A_1b + A_2a = 0$$

(2.6)

which are not linear combinations of the rows of $A$. By the theorem above a distance $d$ stabilizer code can
fix errors on any \( \left\lfloor \frac{d-1}{2} \right\rfloor \) qubits.

If all errors acting on less than \( d \) qubits can be detected, the codes are non-degenerate or pure. For any pure stabilizer quantum code \([n, k, d]_2\), the quantum Hamming bound is written by

\[
\sum_{j=0}^{\left\lfloor \frac{d-1}{2} \right\rfloor} \binom{n}{j} 3^j 2^k \leq 2^n
\]  

For a pure code of distance 3 all errors happened on up to 2 qubits can be detected. The quantum Hamming bound, e.g.,

\[
n - k \geq \lceil \log_2(3n + 1) \rceil
\]  

for a stabilizer code \([n, k, d]_2\), had been proven initially for non-degenerate codes. It is also valid for degenerate codes of distance 3 and 5 [6].

Optimal quantum stabilizer codes of distance 3 are explicitly constructed for all lengths except for the following four families of lengths \( 8f_m - \{1, 2\} \) and \( f_m+2 - \{2, 3\} \) with \( f_m = \frac{4^m - 1}{3} \) and \( m \geq 2 \) being integer, which codes are of the best parameters known and are only one logical qubit less than the quantum Hamming bound [38].

### 2.2 Association schemes

The theory of association schemes has its origin in the design of statistical experiments [43] and in the study of groups acting on finite sets [35]. Besides, associations schemes are used in coding theory [44], design theory and graph theory. One of the important preferences of association schemes is their useful algebraic structures that enable one to find the spectrum of the adjacency matrices relatively easy; then, for different physical purposes, one can define particular spin Hamiltonians which can be written in terms of the adjacency matrices of an association scheme so that the corresponding spectra can be determined easily. The reader is referred [45] for further information on association schemes.

**Definition 2.2.1.** A d-class association scheme \( \Omega \) on a finite set \( V \) is an order set \( \{R_0, R_1, ..., R_d\} \) of relations on the set \( V \) which satisfies the following axioms:

1. \( \{R_0, R_1, ..., R_d\} \) is a partition of \( V \times V \).
2. \( R_0 \) is the identity relation, i.e., \((x, y) \in R_0\) if and only if \( x = y \), whenever \( x, y \in V \).
3. Every relation \( R_i \) is symmetric, i.e., if \((x, y) \in R_i\) then also \((y, x) \in R_i\), for every \( x, y \in V \).
4. Let \( 0 \leq i, j, l \leq d \). Let \( x, y \in V \) such that \((x, y) \in R_l\), then the number

\[
p^l_{ij} = |\{z \in V : (x, z) \in R_i \text{ and } (z, y) \in R_j\}|
\]

only depends on \( i, j \) and \( l \).

The relations \( R_0, R_1, ..., R_d \) are called the associate classes of the scheme; two elements \( x, y \in V \) are \( i \)-th associates if \((x, y) \in R_i\). The numbers \( p^l_{ij} \) are called the intersection numbers of \( \Omega \). If

\[
R^l_i = R_i \quad \text{for} \quad 0 \leq i \leq d, \quad \text{where} \quad R^l_i = \{(\beta, \alpha) : (\alpha, \beta) \in R_i\}
\]
then the corresponding association scheme is called symmetric. Further, if \( p_{ij}^l = p_{ji}^l \) for all \( 0 \leq i, j, l \leq d \), then \( \Omega = (V, \{R_i\}_{0 \leq i \leq d}) \) is called commutative. Let \( \Omega \) be a commutative symmetric association scheme of class \( d \); then the matrices \( A_0, A_1, \ldots, A_d \) defined by

\[
(A_i)_{\alpha, \beta} = \begin{cases} 
1 & \text{if } (\alpha, \beta) \in R_i \\
0 & \text{otherwise}
\end{cases}
\]  

(2.9)

are adjacency matrices of \( \Omega \) and are such that

\[
A_iA_j = \sum_{l=0}^{d} p_{ij}^l A_l
\]

(2.10)

From (2.10), it is seen that the adjacency matrices \( A_0, A_1, \ldots, A_d \) form a basis for a commutative algebra \( A \) known as the Base-Mesner algebra of \( \Omega \). This algebra has a second basis \( E_0, \ldots, E_d \) primitive idempotents,

\[
E_0 = \frac{1}{n} J, \quad E_iE_j = \delta_{ij}E_i, \quad \sum_{i=0}^{d} E_i = I
\]  

(2.11)

where \( \nu = |V| \) and \( J \) is the \( \nu \times \nu \) all-one matrix in \( A \). In terms of the adjacency matrices \( A_0, A_1, \ldots, A_d \) the four defining axioms of a \( d \)-class association scheme translate to the following four statements \([39]\):

\[
\sum_{l=0}^{d} A_l = J, \quad A_0 = I, \quad A_i = A_i^T \quad \text{and} \quad A_iA_j = \sum_{l=0}^{d} p_{ij}^l A_l
\]  

(2.12)

with \( 0 \leq i, j \leq d \) and where \( I \) denotes the \( \nu \times \nu \) identity matrix and \( A^T \) is the transpose of \( A \). Consider the cycle graph with \( \nu \) vertices by \( C_\nu \). It can be easily seen that, for even number of vertices \( \nu = 2m \), the adjacency matrices are given by

\[
A_i = S^i + S^{-i}, \quad i = 1, 2, \ldots, m - 1, \quad A_m = S^m
\]  

(2.13)

where \( S \) is the \( \nu \times \nu \) circulant matrix with period \( \nu (S^\nu = I_\nu) \) defined as follows:

\[
S = \begin{pmatrix}
0 & 0 & 0 & \ldots & 0 & 0 & 1 \\
1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 & 0
\end{pmatrix}
\]  

(2.14)

For odd number of vertices \( \nu = 2m + 1 \), we have

\[
A_i = S^i + S^{-i}, \quad i = 1, 2, \ldots, m - 1, m
\]  

(2.15)

One can easily check that the adjacency matrices in (2.13) together with \( A_0 = I_{2m} \) (and also the adjacency matrices in (2.15) together with \( A_0 = I_{2m+1} \)) form a commutative algebra.
2.3 Group association schemes

In order to construction of quantum stabilizer codes, we need to study the group association schemes. Group association schemes are particular association schemes for which the vertex set contains elements of a finite group $G$ and the relations $R_i$ are defined by

$$R_i = \{(\alpha, \beta) : \alpha\beta^{-1} \in C_i\}, \quad (2.16)$$

where $\{C_i : 0 \leq i \leq d\}$ are the set of conjugacy classes of $G$, satisfy the $(1)-(4)$ and $(3)'$ conditions, so $\Omega = (G, \{R_i\}_{0 \leq i \leq d})$ becomes a commutative association scheme and it is called the group association scheme of the finite group $G$. It is easy to show that the $i$th adjacency matrix is a summation over elements of the $i$th stratum group. In fact by the action of $\bar{C}_i := \sum_{g \in C_i} g$ (the $i$th class sum) on group elements in the regular representation we observe that $\forall \alpha, \beta, (\bar{C}_i)_{\alpha\beta} = (A_i)_{\alpha\beta}$, so

$$A_i = \bar{C}_i = \sum_{g \in C_i} g, \quad (2.17)$$

Thus due to (2.10),

$$\bar{C}_i\bar{C}_j = \sum_{l=0}^{d} p_{ij}^l \bar{C}_l, \quad (2.18)$$

However the intersection numbers $p_{ij}^l, i, j, l = 0, 1, ..., d$ are given by [41]

$$p_{ij}^l = \frac{|C_i||C_j|}{|G|} \sum_{m=0}^{d} \chi_m(g_i)\chi_m(g_j)\overline{\chi_m(g_l)} \quad (2.19)$$

where $n := |G|$ is the total number of vertices.

2.4 Finite Abelian groups

The classification of finite groups is extremely difficult, but the classification of finite Abelian is not so difficult. It turns out that a fine Abelian group is isomorphic to a product of cyclic groups, and there’s a certain uniqueness to this representation.

2.4.1 Cyclic groups and subgroups

It $a$ is an element of a group $G$, then the subset of $G$ generated by $a$

$$\langle a \rangle = \{a^n | n \in \mathbb{Z}\} \quad (2.20)$$

is a subgroup of $G$. It is called a cyclic subgroup of $G$, or the subgroup generated by $a$. If $G$ is generated by some element $a$, then $G$ is called a cyclic group.

The order of an element $a$ in a group is the smallest positive integer $n$ such that $a^n = 1$. It’s denoted $\text{ord } a$.

An abstract cyclic group of order $n$ is often denoted $C_n = \{1, a, a^2, ..., a^{n-1}\}$ when the operation is written multiplicatively. It is isomorphic to the underlying additive group of the ring $\mathbb{Z}_n$ where an isomorphism is $f : \mathbb{Z}_n \rightarrow C_n$ is defined by $f(k) = a^k$. 
Cyclic groups are all Abelian, since \( a^{n}a^{m} = a^{m+n} = a^{m}a^{n} \). The integers \( \mathbb{Z} \) under addition is an infinite cyclic group, while \( \mathbb{Z}_n \), the integers modulo \( n \), is a finite cyclic group of order \( n \). Every cyclic group is isomorphic either to \( \mathbb{Z} \) or to \( \mathbb{Z}_n \) for some \( n \).

### 2.4.2 Product of groups

Using multiplicative notation, if \( G \) and \( H \) are two groups then \( G \times H \) is a group where the product \((a, b)(c, d)\) is defined by \((ac, bd)\).

The product of two Abelian groups is also called their direct sum, denoted \( G \oplus H \). Since every cyclic group of order \( n \) is given by the modular integers \( \mathbb{Z}_n \) under addition mod \( n \). Hence, to illustrate, an Abelian group of order 1200 may actually be isomorphic to, say, the group \( \mathbb{Z}_{40} \times \mathbb{Z}_6 \times \mathbb{Z}_5 \). Furthermore, the Chinese remainder theorem, as we’ll see, which says that if \( m \) and \( n \) are relatively prime, then \( \mathbb{Z}_{mn} \cong \mathbb{Z}_m \times \mathbb{Z}_n \). In the preceding example, we may then replace \( \mathbb{Z}_{40} \) by \( \mathbb{Z}_{23} \times \mathbb{Z}_5 \), and \( \mathbb{Z}_6 \) by \( \mathbb{Z}_2 \times \mathbb{Z}_3 \). Therefore, we will state the fundamental theorem like this: every finite Abelian group is the product of cyclic groups of prime power orders. The collection of these cyclic groups will be determined uniquely by the group \( G \).

**Theorem 2.2** (Chinese remainder theorem for groups). Suppose that \( n = km \) where \( k \) and \( m \) are relatively prime. Then the cyclic group \( C_n \) is isomorphic to \( C_k \times C_m \). More generally, if \( n \) is the product of relatively prime factors, then

\[
C_n \cong C_{k_1} \times \ldots \times C_{k_r} = \prod_{i=1}^{r} C_{k_i}
\]

(2.21)

In particular, if the prime factorization of \( n \) is \( n = p_1^{e_1} \ldots p_r^{e_r} \). Then the cyclic group \( C_n \) factors as the product of the cyclic groups \( C_{p_i^{e_i}} \), that is

\[
C_n \cong \prod_{i=1}^{r} C_{p_i^{e_i}}
\]

(2.22)

**Proof.** See[37].

**Theorem 2.3** (Fundamental theorem of finite Abelian groups). Every finite Abelian group is isomorphic to the direct product of a unique collection of cyclic groups, each having a prime power order.

**Proof.** See[37].

An interesting question follows: Given a positive integer \( n \), how do we determine the number of distinct Abelian group of order \( n \)? We can see a pattern that plays on the exponent of each prime appearing in the factorization of \( n \). For example, the case \( n = 32 = 2^5 \) relies completely upon the different ways we partition the exponent 5 into positive integers. This leads us to the following definition [40].

**Definition.** Where \( n \) ranges through the positive integers, define the partition function \( p(n) \) to stand for the number of different partitions of \( n \) into positive integers.

For instance \( p(5) = 7 \), having seen the seven ways we can partition 5, i.e.,
So, there are seven Abelian group of order 32, i.e.,

\[
\begin{align*}
G_1 &= \mathbb{Z}_{2^5} \\
G_2 &= \mathbb{Z}_{2^4} \times \mathbb{Z}_2 \\
G_3 &= \mathbb{Z}_{2^3} \times \mathbb{Z}_{2^2} \\
G_4 &= \mathbb{Z}_{2^3} \times \mathbb{Z}_2 \times \mathbb{Z}_2 \\
G_5 &= \mathbb{Z}_{2^2} \times \mathbb{Z}_{2^2} \times \mathbb{Z}_2 \\
G_6 &= \mathbb{Z}_{2^2} \times \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2 \\
G_7 &= \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2
\end{align*}
\] (2.23)

The above function enables us to better express the number of distinct Abelian group of a given order, as follows.

**Theorem 2.4.** Let \( n \) denote a positive integer which factors into distinct prime powers, written \( n = \prod p_k^{e_k} \). Then there are exactly \( \prod p(e_k) \) distinct Abelian group of order \( n \).

In particular, when \( n \) is square-free, i.e., all \( e_k = 1 \) then there is a unique Abelian group of order \( n \) given by \( \mathbb{Z}_{p_1} \times \mathbb{Z}_{p_2} \times \ldots \times \mathbb{Z}_{p_k} \), which is just the cyclic group \( \mathbb{Z}_n \), if we may borrow Chinese reminder theorem again.

### 3 Construction of stabilizer codes from Abelian group association schemes

To construct a quantum stabilizer code of length \( n \) based on the Abelian group association schemes we need a binary matrix \( A = (A_1|A_2) \) which has \( 2n \) columns and two sets of rows, making up two \( n \times n \) binary matrices \( A_1 \) and \( A_2 \), such that by removing arbitrarily row or rows from \( A \) we can achieve \( n - k \) independent generators. After finding the code distance by \( n - k \) independent generators we can then determine the parameters of the associated code. The parameters \([n, k, d]_2\) of the associated quantum stabilizer are its length \( n \), its dimension \( k \), and its minimum distance \( d \).

Consider the cycle graph \( C_\nu \) with \( \nu \) vertices, as is presented in section 2.2. By setting \( m = 2 \) in view of (2.15), we have

\[
A_0 = I_5, \quad A_1 = S + S^{-1}, \quad A_2 = S^2 + S^{-2}
\] (3.1)

where \( S \) is the \( 5 \times 5 \) circulant matrix with period \( 5(S^5 = I_5) \) defined as follows:
One can see that $A_i$ for $i = 1, 2$ are symmetric and $\sum_{i=0}^{2} A_i = J_5$. Also it can be verified that, $\{A_i, \ i = 1, 2\}$ is closed under multiplication and therefore, the set of matrices $A_0, A_1$ and $A_2$ form a symmetric association scheme.

In view of $A_0, A_1$ and $A_2$ we can write the following cases:

$$A_0, \ A_1, \ A_2, \ A_0 + A_1, \ A_0 + A_2, \ A_1 + A_2, \ A_0 + A_1 + A_2$$ (3.3)

By examining the number of combinations of 2 cases selected from a set of the above 7 distinct cases and consider $B_1 = S + S^{-1}$ and $B_2 = S^2 + S^{-2}$ the binary matrix $B = (B_1 | B_2)$ is written as

$$B = \begin{pmatrix}
0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0
\end{pmatrix}$$ (3.4)

By removing the last row from the binary matrix $B$ we can achieve $n - k = 4$ independent generators. The distance $d$ of the quantum code is given by the minimum weight of the bitwise OR $(a, b)$ of all pairs satisfying the symplectic orthogonality condition,

$$B_1 b + B_2 a = 0$$ (3.5)

Let $a = (x_1, x_2, x_3, x_4, x_5)$ and $b = (y_1, y_2, y_3, y_4, y_5)$. Then by using (3.5), we have

$$\begin{cases}
x_3 + x_4 + y_2 + y_5 = 0 \\
x_4 + x_5 + y_1 + y_3 = 0 \\
x_1 + x_5 + y_2 + y_4 = 0 \\
x_1 + x_2 + y_3 + y_5 = 0
\end{cases}$$ (3.6)

By using (3.6) we can get the code distance $d$ equal to 3. Since the number of independent generators is $n - k = 4$, therefore $k = 1$, thus the $[[5, 1, 3]]_2$ optimal quantum stabilizer code is constructed. It encodes $k = 1$ logical qubit into $n = 5$ physical qubits and protects against an arbitrary single-qubit error. Its stabilizer consists of $n - k = 4$ Pauli operators in table 1.

| Name | Operator |
|------|----------|
| $g_1$ | I X Z Z X |
| $g_2$ | X I X Z Z |
| $g_3$ | Z X I X Z |
| $g_4$ | Z Z X I X |

Table 1: Stabilizer generators for the $[[5, 1, 3]]_2$ code.
Similar to case \( m = 2 \) we obtain quantum stabilizer codes from \( C_\nu, \ \nu = 6, 7, \ldots \). In the case of \( m = 3 \) from \( C_6 \) we can write

\[
A_0 = I_6, \quad A_1 = S^1 + S^{-1}, \quad A_2 = S^2 + S^{-2}, \quad A_3 = S^3 \tag{3.7}
\]

It can be easily seen that \( A_i \) for \( i = 1, 2, 3 \) are symmetric and \( \sum_{i=0}^{3} A_i = J_6 \). By choosing \( B_1 = A_2 + A_3 \) and \( B_2 = A_0 + A_1 + A_2 \) the binary matrix \( B = (B_1|B_2) \) will be in the form

\[
B = \begin{pmatrix}
0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 0 & 1 & 1
\end{pmatrix} \tag{3.8}
\]

By removing the last row from \( B \) and constituting the system of linear equations the analogue of previous case, we can achieve \( d = 3 \). Since the independent generators is \( n - k = 5 \), therefore the optimal quantum stabilizer code of length 6, that encodes \( k = 1 \) logical qubits, i.e., \([6, 1, 3]_2\) is constructed. This code generated by the \( n - k = 5 \) independent generators in table 2.

| Name | Operator          |
|------|-------------------|
| \( g_1 \) | \( Z \ Z \ Y \ X \ Y \ Z \) |
| \( g_2 \) | \( Z \ Z \ Z \ Y \ X \) |
| \( g_3 \) | \( Y \ Z \ Z \ Y \ X \) |
| \( g_4 \) | \( X \ Y \ Z \ Z \ Y \) |
| \( g_5 \) | \( Y \ X \ Y \ Z \ Z \ Z \) |

Table 2: Stabilizer generators for the \([6, 1, 3]_2\) code.

For construction of quantum stabilizer code from \( C_7 \) by using (2.15), we have

\[
A_0 = I_7, \quad A_1 = S + S^{-1}, \quad A_2 = S^2 + S^{-2}, \quad A_3 = S^3 + S^{-3} \tag{3.9}
\]

One can see that \( A_i \) for \( i = 1, 2, 3 \) are symmetric and \( \sum_{i=0}^{3} A_i = J_7 \). Also it can be easily shown that, \( \{A_i, \ i = 1, 2, 3\} \) is closed under multiplication and therefore, the set of matrices \( A_0, \ldots, A_3 \) form a symmetric association scheme. By choosing \( B_1 \) and \( B_2 \) as follows:

\[
B_1 = A_1, \quad B_2 = A_2 + A_3 \tag{3.10}
\]

We can be seen that \( B_1 B_2^T + B_2 B_1^T = 0 \). So the operators all are commute. On the other hand, since
\[
B = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0
\end{pmatrix}
\]

By removing the last row from it by (3.5) the code distance is \( d = 3 \). And also since the independent generators is \( n - k = 6 \). Therefore, we can obtain the [[7, 1, 3]]_2 quantum stabilizer code. This code generated by 6 the independent generators in table 3.

| Name | Operator |
|------|----------|
| \(g_1\) | I X Z Z Z Z X |
| \(g_2\) | X I X Z Z Z Z |
| \(g_3\) | Z X I X Z Z Z |
| \(g_4\) | Z Z X I X Z Z |
| \(g_5\) | Z Z Z X I X Z |
| \(g_6\) | Z Z Z Z X I X |

Table 3: Stabilizer generators for the [[7, 1, 3]]_2 code.

Applying (2.13) and (2.15), we can obtain quantum stabilizer codes from \( C_\nu(\nu = 8, 9, \ldots) \). A list of quantum stabilizer codes is given in table 4.

**Remark.** Table 4 is a list of quantum stabilizer codes from \( C_\nu(\nu = 8, 9, \ldots) \). In the first column is the cyclic group. In the second column are the \( B_1 \) and \( B_2 \) in terms of \( A_i \), \( i = 0, 1, \ldots, m \). In the third column is the value of the length of quantum stabilizer code. In the fourth column is the value of \( n - k \). The fifth column is a list of the quantum stabilizer codes. In this table \( I_n \) is the \( n \times n \) unit matrix and \( X \) is the Pauli matrix. Also, we will sometimes use notation where we omit the tensor signs. For example \( A_1 I_2 I_2 \) is shorthand for \( A_1 \otimes I_2 \otimes I_2 \). All the optimal quantum stabilizer codes constructed in table 4 lengths labeled by \( l \) having the best parameters known.
### Cyclic group | $B_i(i = 1, 2)$ | $n$ | $n-k$ | $[n,k,d]_2$
---|---|---|---|---
$C_8$ | $B_1 = A_3 + A_4, B_2 = A_2 + A_3$ | 8 | 6 | $[8,2,3]_2$
$C_2 \times C_4$ | $B_1 = I_2 A_2 + X A_1, B_2 = I_2 A_1 + X A_1 + X A_2$ | 8 | 6 | $[8,2,3]_2$
$C_2 \times C_2 \times C_2$ | $B_1 = I_2 I_2 X + X I_2 I_2 + X I_2 X + X X X, B_2 = I_2 I_2 X + I_2 X I_2 + X X I_2 + X X X$ | 10 | 5 | $[8,3,3]_2$
$C_9$ | $B_1 = A_1 + A_2, B_2 = A_2 + A_4$ | 9 | 6 | $[9,3,3]_2$
$C_3 \times C_3$ | $B_1 = I_3 A_1 + SS + S^2 S^2, B_2 = I_3 A_1 + S^2 S + S^2 S$ | 9 | 6 | $[9,3,3]_2$
$C_{10}$ | $B_1 = A_2 + A_4 + A_5, B_2 = A_0 + A_2 + A_3$ | 10 | 6 | $[10,4,3]_2$
$C_{10}$ | $B_1 = A_4, B_2 = A_0 + A_3 + A_5$ | 10 | 9 | $[10,1,6]_2$
$C_{11}$ | $B_1 = A_1 + A_3 + A_4 + A_5, B_2 = A_2 + A_5$ | 11 | 7 | $[11,4,3]_2$
$C_{12}$ | $B_1 = A_2 + A_4 + A_5 + A_6, B_2 = A_2 + A_3 + A_5 + A_6$ | 12 | 6 | $[12,5,3]_2$
$C_{12}$ | $B_1 = A_2 + A_4 + A_5 + A_6, B_2 = A_2 + A_3 + A_5 + A_6$ | 12 | 7 | $[12,5,3]_2$
$C_3 \times C_4$ | $B_1 = I_2 I_2 + I_3 A_1 + A_4, B_2 = A_1 A_1 + A_1 I_4$ | 12 | 10 | $[12,2,3]_2$
$C_3 \times C_2 \times C_2$ | $B_1 = A_1 I_2 I_2 + A_1 I_2 X + A_1 X X, B_2 = I_3 X I_2 + I_3 X X + A_1 I_2 X$ | 12 | 8 | $[12,4,3]_2$
$C_{13}$ | $B_1 = A_1 + A_3 + A_4 + A_5, B_2 = A_2 + A_3 + A_5$ | 13 | 8 | $[13,5,3]_2$
$C_{13}$ | $B_1 = A_1 + A_3 + A_4 + A_5, B_2 = A_2 + A_3 + A_5$ | 13 | 12 | $[13,4,3]_2$
$C_{14}$ | $B_1 = A_0 + A_3 + A_4 + A_6 + A_7, B_2 = A_2 + A_3 + A_5$ | 14 | 8 | $[14,6,3]_2$
$C_{14}$ | $B_1 = A_0 + A_3 + A_4 + A_6 + A_7, B_2 = A_2 + A_3 + A_5$ | 14 | 11 | $[14,3,4]_2$
$C_{15}$ | $B_1 = A_2 + A_3 + A_4 + A_6 + A_7, B_2 = A_1 + A_2 + A_3 + A_5$ | 15 | 9 | $[15,6,3]_2$
$C_{16}$ | $B_1 = A_0 + A_3 + A_4 + A_6, B_2 = A_0 + A_3 + A_4 + A_6$ | 16 | 11 | $[16,5,3]_2$
$C_{16}$ | $B_1 = A_0 + A_3 + A_4 + A_6, B_2 = A_0 + A_3 + A_4 + A_6$ | 16 | 8 | $[16,8,3]_2$
$C_2 \times C_8$ | $B_1 = I_2 A_2 + X A_2 + X A_2 + I_2 A_3 + I_2 A_4 + X A_1, B_2 = I_2 A_2 + X A_3 + I_2 A_3 + I_2 A_4 + I_2 A_4 + X A_1, B_2 = I_2 A_2 + X A_3 + I_2 A_3 + I_2 A_4 + X A_1, B_2 = I_2 A_2 + X A_3 + I_2 A_3 + I_2 A_4 + X A_1$ | 16 | 7 | $[16,9,3]_2$
$C_2 \times C_2 \times C_4$ | $B_1 = I_2 I_2 A_2 + A_1 I_2 A_1 + A_1 A_1 I_4 + I_2 A_1 I_4 + I_2 A_1 A_1 + A_1 A_1 A_1, B_2 = I_2 I_2 A_2 + A_1 I_2 A_1 + A_1 A_1 I_4 + I_2 A_1 I_4 + I_2 A_1 A_1 + A_1 A_1 A_1, B_2 = I_2 I_2 A_2 + A_1 I_2 A_1 + A_1 A_1 I_4 + I_2 A_1 I_4 + I_2 A_1 A_1 + A_1 A_1 A_1, B_2 = I_2 I_2 A_2 + A_1 I_2 A_1 + A_1 A_1 I_4 + I_2 A_1 I_4 + I_2 A_1 A_1 + A_1 A_1 A_1$ | 16 | 8 | $[16,8,3]_2$
$C_4 \times C_4$ | $B_1 = I_4 A_1 + A_1 A_1 + A_1 A_2 + A_2 A_2, B_2 = I_4 A_2 + A_1 A_4 + A_1 A_2 + A_2 A_2 + A_2 A_2 + A_2 A_2$ | 16 | 12 | $[16,4,3]_2$
$C_2 \times C_2 \times C_2 \times C_2$ | $B_1 = I_2 I_2 X I_2 + X I_2 X X + X X X X + I_2 X X X X, B_2 = I_2 I_2 X + X I_2 I_2 X + I_2 I_2 X X + I_2 I_2 X X I_2 + X I_2 X + X X I_2 + X X X I_2$ | 16 | 9 | $[16,7,3]_2$
$C_{17}$ | $B_1 = A_3 + A_4 + A_6 + A_7 + A_8, B_2 = A_2 + A_3 + A_5$ | 17 | 10 | $[17,7,3]_2$
$C_{17}$ | $B_1 = A_3 + A_4 + A_6 + A_7 + A_8, B_2 = A_2 + A_3 + A_5$ | 17 | 14 | $[17,3,4]_2$
$C_{18}$ | $B_1 = A_0 + A_3 + A_4 + A_5 + A_6, B_2 = A_3 + A_5 + A_6 + A_7 + A_8 + A_9$ | 18 | 10 | $[18,8,3]_2$
$C_{19}$ | $B_1 = A_3 + A_4 + A_6 + A_9, B_2 = A_3 + A_5 + A_6 + A_7$ | 19 | 10 | $[19,9,3]_2$
$C_{20}$ | $B_1 = A_3 + A_4 + A_6 + A_9 + A_{10}, B_2 = A_3 + A_5 + A_6 + A_7 + A_8$ | 20 | 8 | $[20,12,3]_2$

Table 4: Quantum stabilizer codes $[[n,k,d]]_2$.

### 3.1 Construction of distance five stabilizer codes from Abelian group association schemes

We can extend the stabilizers of the codes from section 3 to get distance five codes. The parameters of these distance five codes will be $[[n,k,5]]_2$. In the case of $m = 5$ from $C_{11}$ we can write

$$A_0 = I_{11}, \ A_1 = S^1 + S^{-1}, \ A_2 = S^2 + S^{-2}, \ A_3 = S^3 + S^{-3}, \ A_4 = S^4 + S^{-4}, \ A_5 = S^5 + S^{-5} \quad (3.12)$$
where \( S \) is the \( 11 \times 11 \) circulant matrix with period 11 \((S^{11}=I_{11})\). One can easily see that the above adjacency matrices for \( i=1,\ldots,5 \) are symmetric and \( \sum_{i=0}^{5} A_i = J_{11} \). Also, the set of matrices \( A_0,\ldots,A_5 \) form a symmetric association scheme. By choosing \( B_1 = A_1 + A_4 + A_5 \) and \( B_2 = A_2 + A_5 \) the binary matrix \( B = (B_1|B_2) \) will be in the form

\[
B = \left( \begin{array}{ccccccccc}
0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
\end{array} \right)
\]

(3.13)

By removing the last row from \( B \) and by considering \( a = (x_0,\ldots,x_{11}) \) and \( b = (y_0,\ldots,y_{11}) \), in view of (3.5) we can achieve \( d = 5 \).

Since the independent generators is \( n-k=10 \), therefore the quantum stabilizer code of length 11, that encodes \( k=1 \) logical qubits, i.e., \([[[11,1,5]]_2\) is constructed. This code generated by the \( n-k=10 \) independent generators in table 5.

| Name | Operator |
|------|----------|
| \( g_1 \) | I X Z I X Y Y X I Z X |
| \( g_2 \) | X I X Z I X Y Y X I Z |
| \( g_3 \) | Z X I X Z I X Y Y X I |
| \( g_4 \) | I Z X I X Z I X Y Y X |
| \( g_5 \) | X I Z X I X Z I X Y Y |
| \( g_6 \) | Y X I Z X I X Z I X Y |
| \( g_8 \) | X Y Y X I Z X I X Z I |
| \( g_9 \) | I X Y Y X I Z X I Z X |
| \( g_{10} \) | Z I X Y Y X I Z X I X |

Table 5: Stabilizer generators for the \([[[11,1,5]]_2\) code.

For construction of distance five quantum stabilizer code from \( C_{13} \) by using (2.15), we have

\[
A_0 = I_{13}, \quad A_1 = S+S^{-1}, \quad A_2 = S^2+S^{-2}, \quad A_3 = S^3+S^{-3}, \quad A_4 = S^4+S^{-4}, \quad A_5 = S^5+S^{-5}, \quad A_6 = S^6+S^{-6}
\]

(3.14)

One can see that \( A_i \) for \( i=1,\ldots,6 \) are symmetric and \( \sum_{i=0}^{6} A_i = J_{13} \). Also it can be easily shown that, \( \{A_i, \ i=1,\ldots,6\} \) is closed under multiplication and therefore, the set of matrices \( A_0,\ldots,A_6 \) form a symmetric association scheme. By choosing \( B_1 \) and \( B_2 \) as follows:

\[
B_1 = A_1 + A_3 + A_4 + A_5, \quad B_2 = A_2 + A_3 + A_5
\]

(3.15)
We can be seen that $B_1B_2^T + B_2B_1^T = 0$. So the operators all are commute. On the other hand, since

\[
B = \begin{pmatrix}
0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0
\end{pmatrix}
\]

By removing the last row from $B$ and by considering $a = (x_{01}, ..., x_{13})$ and $b = (y_{01}, ..., y_{13})$, in view of (3.5) we can achieve $d = 5$.

Since the independent generators is $n - k = 12$, therefore the quantum stabilizer code of length 13, that encodes $k = 1$ logical qubits, i.e., $[[13, 1, 5]]_2$ is constructed. This code generated by the $n - k = 12$ independent generators in table 6.

| Name | Operator |
|------|----------|
| $g_1$ | I X Z Y X X I X Y X Y Z X |
| $g_2$ | X I X Z Y X Y I I Y X Y Z |
| $g_3$ | Z X I X Z Y X Y I I Y X Y |
| $g_4$ | Y Z X I X Z Y X Y I I Y X |
| $g_5$ | X Y Z X I X Z Y X Y I I Y |
| $g_6$ | Y X Y Z X I X Z Y X Y I I |
| $g_7$ | I Y X Y Z X I X Z Y X Y I |
| $g_8$ | I I Y X Y Z X I X Z Y X Y |
| $g_9$ | Y I I Y X Y Z X I X Z Y X |
| $g_{10}$ | X Y I I Y X Y Z X I X Z Y |
| $g_{11}$ | Y X Y I I Y X Y Z X I X Z |
| $g_{12}$ | Z Y X Y I I Y X Y Z X I X |

Table 6: Stabilizer generators for the $[[13, 1, 5]]_2$ code.

4 Conclusion

We have developed a new method of constructing binary quantum stabilizer codes from Abelian group association schemes. Using this method, we have constructed good binary quantum stabilizer codes of distance 3 and 4 up to 20. Furthermore, binary quantum stabilizer codes of a large length $n$ with high distance can be constructed. We believe that association schemes will be a good source for constructing good binary quantum stabilizer codes. In a future work, we will use the non-Abelian association schemes to find more quantum stabilizer codes.
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