Mixed stochastic-deterministic time-dependent density functional theory: application to stopping power of warm dense carbon
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Abstract

Warm dense matter (WDM) describes an intermediate phase, between condensed matter and classical plasmas, found in natural and man-made systems. In a laboratory setting, WDM is often created dynamically. It is typically laser or pulse-power generated and can be difficult to characterize experimentally. Measuring the energy loss of high energy ions, caused by a WDM target, is both a promising diagnostic and of fundamental importance to inertial confinement fusion research. However, electron coupling, degeneracy, and quantum effects limit the accuracy of easily calculable kinetic models for stopping power, while high temperatures make the traditional tools of condensed matter, e.g. time-dependent density functional theory (TD-DFT), often intractable. We have developed a mixed stochastic-deterministic approach to TD-DFT which provides more efficient computation while maintaining the required precision for model discrimination. Recently, this approach showed significant improvement compared to models when compared to experimental energy loss measurements in WDM carbon. Here, we describe this approach and demonstrate its application to warm dense carbon stopping across a range of projectile velocities. We compare direct stopping-power calculation to approaches based on combining homogeneous electron gas response with bound electrons, with parameters extracted from our TD-DFT calculations.
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ignition [21], or heavy-ion fusion [22–24]. Measuring the loss of energy of the ion beam as it passes through a finite thickness target allows for the calculation of the target’s electronic stopping power (ESP), the dominant contribution to the total stopping power for these ions. Combining this ion-beam measurement with laser generation of WDM allows one to measure the ESP of WDM directly [25–27]. For velocities near the electron velocity, $v_e$, the ESP becomes sensitive to the density and temperature ($\rho$ & $T$) of the system, allowing for a powerful diagnostic [26]. However, inference of $\rho$ and/or $T$ directly from energy loss measurements requires a predictive ESP model [28]. Models are often in agreement for classical plasmas or high-velocity projectiles $v_p \gg v_e$, where the electron-projectile interaction is weak. However, there is significant disagreement for velocities near the so-called ‘Bragg peak’, i.e. $v_p \approx v_e$ where the interaction is strongest [28, 29].

Modeling of WDM, and ESP of WDM, is complicated by the combination of non-negligible electronic coulomb interaction, degeneracy and thermal excitation. That is, the (partially degenerate) plasma coupling parameter, $\Gamma = \frac{F}{\omega_0 p}$, the electron degeneracy, $\Theta = \frac{T_e}{F}$, and their inverses are non-negligible. $E_C \sim r_{WS}$ is the Coulomb energy, $r_{WS}$ is the Wigner Seitz radius, $E_F = \frac{1}{2}(3\pi^2 \rho)^{2/3}$ is the Fermi energy, and $\rho_s$ is the electron number density. In traditional plasma physics, $\Gamma$ is considered in the limit where $T \gg E_F$, here we consider the kinetic energy due to both thermal and Fermi velocities. With the exception of identifying the $\rho$ and $T$ of our carbon systems, we utilize Hartree atomic units throughout the article, i.e. $\hbar, m_e, e, k_B$, and $4\pi\varepsilon_0 = 1$, including all figures, parameters, and equations. Figure 1 shows these parameters, $\theta$ red dotted contour, $\Gamma$ white dashed contour, for the carbon ‘free’ electron contribution, based on the Thomas Fermi model for the partial ionization [30], $Z^*$ black solid contour.

For warm dense carbon, and other mid to high atomic number ($Z$) materials, the changing $Z^*$ with $\rho$ & $T$ adds additional complication. $Z^*$ is a poorly defined quantity for atoms in dense phases. Though they can be useful in roughly determining the state of a system, plasma parameters such as $v_e$, $\Gamma$, and $\Theta$ are only strictly valid in nearly-homogeneous electron gas, where a single $E_F$ is a meaningful quantity. The nearly-homogeneous ‘free’ electron density, depends on the poorly defined $Z^*$.

The pure plasma picture is overly simplistic for a material such as carbon where inner shell (K-shell), outer shell (L-shell) and different angular moments ($s$, $p$) electrons can contribute to material response to varying degrees. While energetic separation between K and L shell may be large enough to allow for clear distinction, in dense systems the intra-shell ionization of the L-shell is model and definition dependent. $Ab initio$ methods, such as density functional theory (DFT), do not depend on a model for defining a sharp separation between ‘core’ and ‘free’ electrons, at least for the outer shells.

Due to their similar velocities, high energy (keV–MeV) projectile ions interact primarily with the electrons, rather than bulk ions. The average force against the projectile motion is known as the stopping power of that bulk material for the type of projectile. The interaction is greatest when the electron and projectile velocities are close, i.e. when $v_p \approx v_e$. Here we have defined:

$$v_e \equiv \sqrt{3T + v_F^2},$$

where $v_F$ is the Fermi velocity. This definition accounts for both thermal excitation and degeneracy. The colormap shown in figure 1 shows the proton projectile energy, $E_p$, in eV, where $v_p \approx v_e$, i.e. the estimated ‘Bragg peak’ position for a proton projectile.

Analytical models typically coalesce in the limit of high projectile velocities, assuming they use the same plasma conditions, i.e. $Z^*$. However, for lower projectile velocities near the Bragg peak, the energy and wavevector dependence of the materials response functions becomes important and these models disagree. This is also the regime where the ESP becomes sensitive to the temperature of the WDM target and shows non-trivial density dependence [31]. Thus it is the ideal regime for plasma diagnostic measurements. Often, the plasma conditions of WDM target can only be estimated from hydrodynamic calculations [27, 32]. One needs an accurate atomistic and i.e. $ab initio$, model such as time-dependent density functional theory (TD-DFT), in order to validate these more approximate methods, or to provide an alternative method for comparison to experimental measured stopping [31, 33].

For ambient conditions, direct simulation of ESP through TD-DFT, using periodic boundary conditions, has arisen as a high accuracy method for calculation of ESP [34, 35]. However, for WDM its application is limited due to a combination of finite simulation-box effects and increased computational cost due to high temperatures. This leads us to develop orbital-free TD-DFT methods [31, 33], which proved accurate at high velocities but are insufficient for velocities near the Bragg peak [31]. Fortunately, the development of stochastic DFT/TD-DFT (sDFT/TD-sDFT) provide a feasible alternative to orbital-free
TD-DFT or analytical models, while retaining the full accuracy of Kohn–Sham (KS) DFT [36, 37]. However this comes at the cost of finite precision due to stochastic error. The sDFT calculation of initial electron density scales as \( V/T \) where \( V \) is the system size and \( T \) is the temperature, while the proceeding TD-sDFT calculation only scales as \( V \) [36]. The precision of TD-sDFT scales as \( 1/\sqrt{N}_\chi \), where \( N_\chi \) is the number of ‘stochastic vectors’, \( \chi \). Achieving desirable stochastic error often requires large numbers of orbitals to converge [38–41]. This is improved by generalizing our recently developed mixed stochastic-deterministic algorithm [42], mDFT, to the novel TD-mDFT for time-dependent systems. We demonstrate this new method on simulations of warm dense carbon. A subset of these simulations were recently validated by experiment [27].

In this article we will (1) briefly discuss the traditional models for ESP, (2) discuss the use of TD-DFT to calculate ESP at an atomistic level, (3) briefly review stochastic TD-DFT models for ESP, (4) describe our mixed stochastic-deterministic TD-DFT method, and (5) present results for the stopping power of carbon at 0.5, 3.5, and 10 gc\(^{-1}\), and a temperature of 10 eV, with comparison to dielectric models with bond-electron corrections and orbital-free TD-OF-DFT. Finally, we will attempt to combine atomistic calculation of electron relaxation times and \( Z^* \), from electrical conductivity calculations or electronic density of states to improve agreement between the model and atomistic TD-DFT.

2. Theory

2.1. Stopping power models

Electrons and ions both contribute to the stopping of projectiles. However, due to the mass disparity between carbon nuclei and electrons, \( \approx 22k \) times heavier, the interaction between the carbon nuclei and the projectile is small near or above the Bragg peak (\( v_p \approx v_c \)), and can be neglected. Thus, we only discuss the electronic contribution to the stopping power, ESP. We will simply refer to the stopping power \( S_p \) in the remainder of the article. For a homogeneous electronic gas/liquid (HGL), within the linear response (Born approximation) regime, the \( S_p \) is related to the energy loss function, \( \text{Im}[\frac{1}{\varepsilon(G,\omega)}] \), the projectile charge \( Z_p \) and velocity \( v_p \):

\[ S_p = -\frac{dE}{dx} = \frac{2Z_p^2}{\pi \varepsilon_p^2} \int \infty \frac{dG}{G} \int G \omega \omega \text{Im}[\frac{-1}{\varepsilon(G,\omega)}], \]

where \( G \) is the electron wavevector and \( \omega \) is the angular frequency [43]. \( \varepsilon(G, \omega) \) is the isotropic and steady-state electron dielectric function.

For plasmas of arbitrary degeneracy, the finite temperature Born random phase approximation (BRPA) quantum dielectric function can be used [44], often referred to as the Maynard–Deutsch (MD) method [43]. The Mermin dielectric approximation can be used to approximate the effects of electron scattering by other electrons or ions [45–47]. Electron correlation can also be included through local field corrections, for example using the Singwi–Tosi–Land–Sjöander [46, 48] or quantum Monte-Carlo methods [49].

In addition to the Born dielectric approaches, the Brown–Preston–Singleton [50, 51] and Li-Petrasso [52, 53] models are commonly used. These and other kinetic theories combine Boltzmann and Lenard–Balescu kinetic equations, with corrections for quantum degeneracy, plasmon excitations, etc [54]. For example T-matrix approximations with velocity dependent screening can be used to account for strong binary collisions and dynamical screening, for a homogenous plasma [55, 56]. These give analytical expressions, thus efficient enough to be used in-line with hydrodynamics codes [57], while the MD approach requires non-negligible numerical integration.

Classical molecular dynamics [58] and electron force field (wavepacket molecular dynamics) [59] have also been applied to the calculations of stopping power, allowing for large simulations, but neglecting, or empirically treating quantum effects.

Casas and Barriga-Carrasco incorporated single-atom electronic structure calculations of the mean-excitation energy with Bethe’s formula, corrected for the asymptotic limits of the BRPA [43, 60], to calculate the stopping power of bound electrons [61, 62]. They then combine this with the BRPA method for the free electrons to extend the calculation from cold gas to plasmas. This method does account for both bound and free electrons, but requires a \( Z^* \) and potentially partial populations of the bound electron orbitals for \( T > 0 \).

All these models require \( Z^* \) in any partially ionized plasmas. We note that the ‘local density approximation’ has been applied to the calculation of stopping power using an electron density determined from an average atom calculation [63]. This involves averaging the density-dependent BRPA HEG stopping over the calculated range of electron densities [63]. However, this neglects any differences between the responses of an inhomogeneous electron density and an HEG. This approximation is suspect when integrating the response over wavelengths which exceed inter-atomic spacing, or when considering bound electrons.

2.2. Deterministic DFT/TD-DFT and atomistic electronic stopping power

In principle, \textit{ab initio} density functional calculations are advantageous in the fact that one does not need to separate and use different models, for different electrons. In practice, for KS TD-DFT of carbon systems, the K-shell electrons are typically considered frozen in the calculation and treated by a non-local pseudo-potential. Thus, they do not explicitly contribute to the TD response. For the systems here, at \( T = 10 \text{ eV} \), the ionization of the K-shell electrons is minimal, and we can include their contribution from a cold-gas model. We choose to use the bound-electron model employed by Casas and Barriga-Carrasco (CBC) method [62]. The atomic orbital parameters were determined using the atomic DFT code, with Perdew Burke Ernzerhof (PBE) functional [64], written by Hartwigsen for fitting HGH/GTH pseudo-potentials [65, 66]. The K-shell contribution is more important at higher
velocities and/or higher densities. The use of this model exclusively for the low energy fully-occupied K-shell electrons, with TD-DFT for all other electrons, is a significant improvement compared to combining this CBC model with another model for the free-electrons response and another model for determining $Z^*$. The ‘real time’ (RT)-TD-DFT approach has been utilized extensively to calculate the stopping power for condensed phase materials [67–70], single layer graphene [71], DNA [72], etc. It has been applied in only a limited number of cases to WDM, due to the computational cost of traditional algorithms. In RT-TD-DFT, the KS states are propagated via coupled (through the total time-dependent electron density) single-particle TD Schrödinger equations. That is,

$$\frac{i\partial \psi_b(t)}{\partial t} = \hat{H}_{KS}(t)\psi_b(t)$$

$$\dot{\hat{H}}_{KS}(t) = -\frac{(\nabla^2 + i\Lambda_{\text{ex}})}{2} + \int d\vec{R}\frac{\rho(\vec{R})}{|\vec{R} - \vec{R}'|} + \dot{V}_{XC}(\rho) + \dot{V}_{\text{ext}}(t)$$

$$\text{and } \rho(t) = \sum_b F_D(\vec{R}_b, \mu, T)|\psi_b(t)|^2,$$ (5)

where $\psi_b(t)$’s are Kohn–Sham states, initially eigenvectors of $H_{KS}(0)$ with eigenvalue $\varepsilon_b$, $\rho$ is the electron density, $F_D$ is the Fermi–Dirac function, $\mu$ is the electron chemical potential, $V_{XC}$ is the adiabatic exchange correlation (XC) potential, and $\Lambda_{\text{ex}}/\dot{V}_{\text{ext}}$ are any other interacting vector/scalar potential, including the potentials due to the bulk nuclei and projectile. Temperature is accounted for through the Mermin formulation [73] applied to the initial conditions, equation (5), where $\varepsilon_b$ is the eigenvalue of $H_{KS}(0)$. In order to calculate ESP our external potential is:

$$\dot{V}_{\text{ext}}(\vec{R}, t) = \dot{V}_{\text{ext}}(\vec{R}, 0)$$

$$+ \Theta(t)F^{-1}[\Theta(t)F^{-1}\{e^{i(\vec{R}_{p0} + \vec{R})t}\vec{G}V_p(\vec{G})\}].$$ (6)

where $V_p(G)$ is a local all-electron pseudopotential for the projectile nuclei and $F^{-1}$ is the inverse Fourier transform, and $\Theta$ is the Heaviside step function. That is, we ‘drop’ the projectile nuclei into the simulation at the initial time and position, $\vec{R}_{p0}$, propagate it with a constant velocity, $\vec{v}_p$, while keeping the background ions frozen. The projectile ions are 3 orders of magnitude heavier than the electrons, but the projectile’s velocity is the same order as the electrons. Thus, this is only a minor approximation, due to the finite simulation time. Practically this allows for the removal of the net-zero contribution to the ESP from the periodic ground-state density and bulk nuclei.

Using the Hellman–Feynman theorem, we calculate the TD force on the projectile ion,

$$-\frac{dE_{\text{T}}}{dx_p(t)} = \int d\vec{G} \frac{i}{\sqrt{d\vec{G}}} \frac{\phi^*(\vec{G}, t)}{\phi(\vec{G}, t)} e^{i(\vec{R}_{p0} + \vec{R}_p)t} \vec{G}. $$ (7)

For periodic boundary conditions and a frozen bulk ion background, we can subtract a background force which has a net-zero contribution for long time averages, but will produce a highly oscillatory background to the TD force. This oscillatory background makes it difficult to track convergence of the average, unless initial and final times are chosen carefully. The background force, $dE_0/dx_p(t)$, is given by replacing $\rho^*(\vec{G}, t)$ with $\rho^*(\vec{G}, 0)$ in equation (7). We subtract this background when calculating $S_p$. That is,

$$S_p(v_p, t) = \frac{dE_{\text{T}}}{dx_p(t)} - \frac{dE_0}{dx_p(t)}$$

$$S_p(v_p) = \int_{t_{\text{min}}}^{t_{\text{max}}} dt \frac{S_p(v_p, t)}{t_{\text{max}} - t_{\text{min}}}. $$ (8)

We discard the beginning portion of the trajectory to eliminate any transient contribution due to the projectile ‘drop in’. For high velocities, $v_p > v_b$, increasingly larger simulation cells are required to converge the simulation, particularly in the direction of the projectile motion, due to plasmon excitation of increasing wavelength. Thus we use large and elongated simulations cells to converge this and any other finite size effects. We systematically test this convergence on representative trajectories.

In figure 2 we show a representative simulation from a single carbon snapshot at 10 g cc$^{-1}$ and 10 eV with a proton projectile with a velocity of 2.5. Figure 2(a) shows the calculated instantaneous and running time-averaged stopping power on the projectile. We have removed the initial 1/8th of the elongated simulation cell from the average. Figure 2(b) shows a 2D slice of the initial electron density, taken through the projectile's fixed out-of-plane position, with colormap. Dark colors indicate larger electron density. Nuclei positions are shown as dots with size depending on perpendicular distance from the slice. As a passing note, we see transient clusters and diatomics of carbon in the image, based on high electron density seen between nuclei. Figures 2(c)–(e) display the difference in the time dependent and initial density at $t = 3.2, 6.4, 8.6$. We see that the stopping power predictably increases when entering the regions of higher electron density near atoms/clusters. The nonlinear colormap is selected to amplify the appearance of small fluctuations. The projectile position is shown as a green triangle. We see the electron wake, predicted in HEG, is significantly distorted by the background atoms [74, 75].

2.3. Stochastic TD-DFT

For high temperature systems the number of KS states, $N_\psi$, required to converge the density is $\propto VT^{3/2}$. For the initial self-consistent field calculation this leads to a cost $\propto V^3T^3$, due to orthogonalization of the states [76]. For the TD propagation the cost is $\propto V^2T^{3/2}$, due to the nearly linear dependence on $N_\psi$. However, this is still limiting for calculations that need both large system sizes and high temperatures.

Stochastic density functional theory has emerged over the last decade as a linear scaling method for full KS DFT [36, 37]. The method is based on the Hutchinson stochastic estimation of the trace of a matrix [77], i.e. the density matrix. Stochastic vectors, $\chi(\vec{R}) = \frac{\phi(\vec{R})}{\sqrt{d\phi^2(\vec{R})}}$, are generated, where $\phi(\vec{R})$ is an independent random phase, uniformly sampled between
running time average, 2D plane of the initial electron density, taken through the axis is the timedependent position of projectile. (b) A colormap of a N 6.4, and 8.6 atomic units. This simulation uses TD-mDFT with set to emphasize the small differences near zero. The times are 3.2, 5.0, near Bragg peak. (a) The instantaneous stopping power, \( S_i(t) \) dark green solid line, and it is running time average, \( S_a \) light green dashed line, equation (8). X axis is the time dependent position of projectile. (b) A colormap of a 2D plane of the initial electron density, taken through the projectile’s out-of-plane position. Position of atoms is shown as circles with sized defined by distance from the 2D plane. (c)–(e) Similar 2D planes, but the difference between the instantaneous and initial density is plotted. The projectile is shown as a green triangle. The colormap for the density difference is shown on the right, and is set to emphasize the small differences near zero. The times are 3.2, 6.4, and 8.6 atomic units. This simulation uses TD-mDFT with \( N_C = 512, N_X = 64 \) for 256 carbon atoms.

0 and 2\( \pi \), for each real-space grid-point. The time-dependent electron density can be calculated as:

\[
\rho(t) = N_X^{-1} \sum_\beta \chi_\beta(t) F_D(\hat{H}_{KS}(t = 0), \mu, T) \chi_\beta(t). \tag{9}
\]

The time dependence of the stochastic vectors is the same as the deterministic KS states, i.e., \( \frac{d\chi_\beta(t)}{dt} = \hat{H}_{KS}(t) \chi_\beta(t) \). This is a trivial application of the equivalence between Schrödinger and Heisenberg pictures.

For a finite number of stochastic vectors, there will be stochastic fluctuations in the density. Moreover, the Fermi–Dirac function must now be approximated as a polynomial [36]. The cost of this polynomial expansion is \( \propto 1/T \), while the stochastic precision is increased at a rate of \( 1/\sqrt{N_X} \), as is typical of Monte Carlo methods.

In principle, for systems of sufficient size and temperature, the time-dependent density can be more rapidly converged using this stochastic vectors than the traditional deterministic orbitals. This approach has been applied to the calculation of optical response in clusters [78], but not, to our knowledge, for WDM or for stopping power. Properties which depend on the integration over the simulation volume and energy domains, i.e., total energies, pressure, etc., can benefit from cancelation of stochastic error over the simulation volume, leading to sub-linear scaling of sDFT [78, 79]. However, local quantities such as the electron density or force on a particular atom do not [38, 39, 41]. For stopping power the force on the projectile is calculated as it passes through the simulation volume, thus we expect some cancelation of error, but to a lesser degree than the total energy.

2.4. Mixed stochastic deterministic TD-DFT

Recently we developed a mixed-stochastic-deterministic approach for KS-DFT (mDFT) and showed that, for a given precision, the algorithm can lead to significant decrease in the computational time [42]. Alternatively, for the same computational time, it can improve the precision and accuracy compared to a purely stochastic calculation. For simulation of ion diffusion coefficients, also in WD carbon, we showed that we can achieve excellent accuracy for significant cost reductions. This is done by ‘deflation’ of the matrix which is traced stochastically [42, 80]. That is, we replace the stochastic vectors, \( \chi \), with the subspace stochastic vectors, \( \tilde{\chi} \)

\[
\tilde{\chi}_\beta = \chi_\beta - \sum_b N_C \int d\vec{R} \psi_b^*(\vec{R}) \chi_\beta(\vec{R}). \tag{10}
\]

which are orthogonal to a pre-determined set of KS orbitals (\( \psi_i \), eigenvectors of \( \hat{H}_{KS} \)).

The SCF calculation in the Mermin Kohn–Sham method lends itself particularly well to this approach [73]. For WDM temperatures the lower energy KS states, where the density of states is lower, but have high occupancy, are calculated deterministically, while the higher energy orbitals, which have a higher density of states, but have lower individual occupancy, are treated implicitly through the stochastic vectors. The density is given by:

\[
\rho(t) = \sum_b N_C \int d\vec{R} |\psi_b(t)|^2 + N_X^{-1} \sum_\beta \tilde{\chi}_\beta(t) F_D(\hat{H}_{KS}(t = 0), \mu, T) \tilde{\chi}_\beta(t) + \sum_i W_i |\phi_i^2|, \tag{11}
\]
where \( \phi \) can be either \( \psi \) or \( \sqrt{F_D}\chi(t = 0)\), with \( W_i = F_D\epsilon, \mu, T \) or \( N_i \) respectively. General finite temperature expectation values, including for time-dependent operators, can similarly be expressed as:

\[
\langle O \rangle = \sum_i W_i \phi_i^* O \phi_i. \tag{12}
\]

In figure 3(a) we compare the \( S_p \) calculated from traditional deterministic DFT (dDFT), and various sDFT and mDFT configurations (\( N_0 \), and \( N_r \)) for a single snapshot of 64 carbon atoms at 10 g cc\(^{-1}\) carbon at 10 eV, with a proton velocity of 4.0. We take 5 identical trajectories to collect rough statistics on the stochastic sDFT/mDFT error. The percent relative difference between the dDFT \( S_p \) and the average \( S_p \) for each configuration is shown as a bar and red text. The ± percent relative standard deviation is shown as error bars and blue text. Figure 3(b) shows, for a single representative trajectory, a plot of the \( S_p(t) \) (equation (8)), for some of the configurations, normalized to the TD-dDFT time average \( S_p \) (equation (8)) for the trajectory. The TD-dDFT calculation uses \( N_0 = 756 \). A small cell of 64 atoms is used in order to facilitate converged fully deterministic calculations. The projectile is seen passing through the periodic boundary of the box multiple times. The first two passes are removed from the stopping power time averaging. Figure 3(c) is similar to figure 3(a), but with a velocity of 2.0. Figure 3(d) is similar to figure 3(a), but for 32 atoms at a density of 3.5 g cc\(^{-1}\), \( N_0 = 512 \) for dDFT, and different configurations. We see that by increasing either \( N_0 \) or \( N_v \) we can narrow the deviation to less than 1%, while using significantly less total orbitals/vectors. For perspective, the standard deviation of the TD-dDFT taken over 5 trajectories with different ionic backgrounds is 6.9% for the case in figure 3(a).

3. Stopping power of warm dense carbon

3.1. TD-mDFT results

We have simulated the stopping power of carbon in three WDM conditions, 0.5, 3.5, and 10 g cc\(^{-1}\), all at \( T = 10 \) eV, using TD-mDFT. These density points are indicated as white stars in figure 1 and are representative of a partially ionized blowoff gas, an isochorically-heated solid, and shocked compressed dense plasma, respectively. Our simulation cells are square cuboids with a 4 × 1 × 1 aspect ratio and filled with \( N_c \) carbon atoms. The basis is composed of plane waves with energies up to an energy cutoff, \( E_{\text{cut}} \). Perdue Zunger (PZ) local density [81], and PBE generalize gradient [64] XC functionals were used. XC functionals are implemented through the LibXC package [82]. The simulation time step is dependent on the larger of the projectile speed and the electron dynamics (determined by the \( E_{\text{cut}} \)), ranging from \( dt = 0.01 \) to 0.003. We utilize the unitary short-iterative Lanczos method to propagate the orbitals/vectors [83]. These parameters are determined by manually checking convergence with respect to sample trajectories, for multiple projectile velocities, at each condition. We employ 4 electrons per carbon (4EPC) HGH non-local pseudopotentials [65, 66]. Ion snapshots were calculated using our DFT/TD-DFT code for finite-temperature quantum molecular dynamics. This is described in reference [42], the 10 g cc\(^{-1}\) snapshots are taken directly from those simulations, the 0.5 and 3.5 g cc\(^{-1}\) are new MD calculations following the same procedures, parameters are the same as described for TD-DFT. We average over 18, 10, and 5 trajectories per \( v_p \) for 0.5, 3.5 and 10 g cc\(^{-1}\) respectively, based on decreasing trajectory to trajectory variation with increasing density. For each trajectory the stopping power is averaged as the projectile passes through the middle 3/4th’s of the simulation cell long axis.

The results are shown in figure 4, numerical parameters are shown in table 1. The low density, high proton velocity cases (0.5 g cc\(^{-1}\) \( v_p = 4–5 \)) was recently compared to experimental measurements and demonstrated better agreement than standard models [27]. Here, we compare TD-KS-DFT results to BRPA with 4EPC and TD-OF-DFT. We have added the 1s core electron contribution, estimated by the CBC method (also plotted), to the BRPA and TD-mDFT results. The TD-OF-DFT utilizes a 6 electron local pseudo-potential, thus no core contribution is added. Additionally, we plot the CBC result assuming all electrons are bound (i.e. for \( T \approx 0 \) and gas phase).

The BRPA agreement with the TD-mDFT is better for the two denser systems, while the CBC result agrees reasonably well for the low density case, but overestimates in the dense systems. The TD-OF-DFT provides statistically quantitative agreement in the velocities above the Bragg peak, but either overestimates, or underestimates the result below the Bragg peak, depending on the conditions. This is consistent with our previous OF/KS comparison [31, 33]. To compare the valence contribution across the densities, we plot the scaled TD-mDFT stopping power (with no K-shell addition) for scaled velocities. This valence stopping power, \( S_v^{4\text{PC}} \) is scaled by the Fermi energy, \( E_F \) and the square of the projectile charge, \( Z \), while the velocity is scaled by \( v_0 \) (equation (1)). We used 4EPC for calculating \( v_0 \) and \( E_F \), considering the tightly-bound 1s electrons as separated from the plasma. We see that the position of the Bragg peak is consistent with this basic plasma parameter, across densities, however the magnitude of the 0.5 g cc\(^{-1}\) stopping breaks the monotonic trend one would expect simply based on BRPA. This would indicate a breakdown of the 4EPC homogeneous plasma assumption.

There are multiple qualitative differences between the assumptions of the BRPA and the TD-DFT approach. First the BRPA (as defined here) is based on the plane-wave approximation for the electrons, i.e. assumption that electrons are homogenous. This is not strictly valid in the presence of the ionic background. TD-DFT works on the full many-atom ionic potential. For these simulations this is the most important difference and will be discussed in the following section. Second, BRPA is based on linear density–density response function and second-order perturbation theory with respect to interaction between electrons and projectile, TD-DFT is nonlinear and non-perturbative in interaction between electron and all ions, including the projectile. Third, the BRPA does not account for XC in any capacity. TD-DFT accounts for this only approximately through the adiabatic XC potential. These
3.2. Electrical conductivity, relaxation times, and Mermin dielectric function

To understand the physical differences between the low and high density cases, which extend beyond the degeneracy and coupling effects of the plasma, we can look to the conductivity and density of states. Previous attempts to calculate stopping power based on fitting dielectric functions to experimental or theoretical, in the optical $G \to 0$ limit, has been reported previously [84, 85]. In this limit the dielectric and conductivity are straightforwardly related to one another, but second and third difference are not expected to be major contributors to the difference in results for these simulations.

\begin{align}
\Delta S_p/\Delta N_p &= \Theta(t-t_0)E_0 \\
\sigma(\omega) &= \int dt e^{-i\omega t}J_x(t)/E_0 \\
J_x(t) &= \sum_{i} \phi_i^*(t)\{[\hat{H}_{KS}(t),R_x]\phi_i(t)\} 
\end{align}

where $E_0$ is the electric field strength, $\Theta$ is the Heaviside function, $\sigma$ is the conductivity, $J$ is the current density, and $[.,.]$ is
Figure 4. (a)–(c) The projectile velocity, $v_p$, dependent stopping power of warm dense carbon at 10 eV and 0.5, 3.5, and 10 g cc$^{-1}$ respectively. We compare the TD-mDFT calculations with TD-OF-DFT and BRPA. Casas and Barriga-Carrasco bound electron estimation for the K-shell electrons (1s CBC) are plotted separately. For reference we also plot the CBC result where all 6 electrons are bound, i.e. the result for cold gas (CBC $T=0$). (d) We again plot the TD-mDFT results, but without the K-shell contribution and scaled by the relevant plasma parameters.

the commutator. In figure 5(a) we plot the current, scaled by the field strength and electron density, $\rho_e$. We scale the time by $E_F$. $\rho_e$ and $E_F$ are again calculated assuming 4EPC. We calculated the current by TD-mDFT using $N_\psi = 256$, $N_\chi = 64$, $E_0 = 0.5$, and the same atomic cells as was used for the stopping power calculations. We tested the field strength as low as $E_0 = 0.005$ to insure the field is within the linear response regime. In figure 5(b) we plot the corresponding conductivity scaled by the density and multiplied by the Fermi energy vs the angular frequency, $\omega$, scaled by the Fermi energy. Error bars are due to sampling over both stochastic vectors and ion snapshots.

One of many possible choices to determine a $Z^*$ for carbon under these conditions, is to fit the low frequency real conductivity to a Drude model:

$$\sigma(\omega) = \frac{n_a Z^* \tau}{1 + (\omega \tau)^2},$$

where $n_a$ is the atomic number density. Despite scaling the current and conductivities, the two systems show the dramatic difference between the hot ionized gas and compressed plasma systems see figure 5(b). In the latter, the conductivity is well-fit, globally, by a Drude model, indicating that all 2s and 2p electrons behave similar to nearly-free electrons, i.e. $Z^* \approx 4$ and $\tau \approx 2/E_F$, see light dashed line. In the prior, higher frequency oscillations appear at $\omega \approx 0.3, 0.35, and 0.62$. These roughly correspond to $2p \rightarrow$ continuum, $2s \rightarrow 2p$ (facilitated by partial ionization), and $2s \rightarrow$ continuum, though broadened and shifted by interaction between ions. The $2s \rightarrow 2p$ peak is significantly sharper than the excitations to continuum. Due to these excitations the conductivity is not well-fit, globally, by a Drude model, see dash-dot line figure 5(b). However, we can fit the low frequencies, $\omega < 0.25$, to a Drude with $Z^* \approx 1.75$ and $\tau \approx 2/E_F$, see dotted line figure 5(b).
Table 1. (a) Numerical parameters for TD-mDFTESP calculations presented in figures 4 and 6. (b) Orbital parameters used in CBC calculation of ESP, calculated at DFT level with PBE functional. CBC parameters are similar to Hartree–Fock values given in reference [61]. All values (except density) are in atomic units.

| Parameter          | Value | Value | Value |
|--------------------|-------|-------|-------|
| \( \rho (\text{g cc}^{-1}) \) | 0.5   | 3.5   | 5.0   |
| \( N_C \)         | 256   | 128   | 256   |
| \( E_{\text{cut}} \) | 38    | 55    | 38    |
| XC                 | PZ    | PBE   | PBE   |
| \( N_\psi \)      | 16    | 512   | 512   |
| \( N_\chi \)      | 64    | 64    | 64    |
| \( E_F(4\text{EPC}) \) | 0.29  | 1.06  | 2.13  |

(b)

| Orb. | \( K \) | \( \langle R^2 \rangle \) | \( E_{\text{orb}} \) |
|------|---------|----------------|----------------|
| 1s   | 15.94   | 0.099          | -10.04         |
| 2s   | 1.648   | 2.995          | -0.505         |
| 2p   | 1.221   | 4.259          | -0.194         |

Additionally, we calculate the density of states (DOS) and occupied DOS (ODOS), for one snapshot.

\[
\text{DOS}(E) \approx 2 \int \text{d}t e^{2i(E-E_F)t} \text{Tr}\{e^{-i\hat{H}_{\text{KS}}}t\}
\]

\[
= 2 \text{Tr}\{\delta(E - \hat{H}_{\text{KS}})\}
\]

ODOS\((E) = \text{Tr}\{F_D(H_{\text{KS}}(t = 0))\delta(E - \hat{H}_{\text{KS}})\},
\]

where \( \delta \) is a sharp Lorentzian approximation to a delta function with width \( \gamma \). The DOS and ODOS for all three densities is plotted in figure 5(c). For reference the continuum of states for a non-interacting free electron gas, \( \text{DOS}(E) = \frac{3}{2} \rho_e(E^F)^{1/2} \rho_e \), is shown as a dotted line. For the 0.5 g cc\(^{-1} \) case the 2s and 2p peaks are distinct from the continuum band, with only small shift downward from their single atom, \( T = 0 \), energies, shown as dashed vertical lines. While for the 3.5 and 10 g cc\(^{-1} \) cases the continuum has dropped and mixed with the atomic states. Qualitatively this makes it clear why the BRPA disagrees with the KS-DFT significantly for the 0.5 g cc\(^{-1} \), but works reasonably well for the solid density and dense plasma cases.

We can attempt to improve the stopping power models by using the Drude model parameters, \( Z^* \) and \( \tau \), extracted from our conductivity calculations. We can include the scattering time, \( \tau \), into the Mermin formulation [45] for the dielectric function:

\[
\varepsilon_M(G, \omega) = 1 + \frac{(\omega + \frac{i}{2}) \varepsilon (G, \omega + \frac{i}{2}) - 1}{\omega + \frac{i}{2} \varepsilon (G, \omega + \frac{i}{2}) - 1},
\]

where \( \varepsilon \) is the RPA response function, and use the \( Z^* \) to adjust the Fermi energy.

Figure 5. (a) The current density, \( J \), scaled by the electric field strength, \( E_0 \), and electron density \( \rho_e \) vs the \( E_F \) scaled time. (b) The \( E_F \) and \( \rho_e \) scaled conductivities vs the \( E_F \) scaled frequency, \( \omega \). \( E_F \) given in table 1. Multiple Drude fits are also plotted (equation (16)). (c) The density of states (DOS, thin dark lines) and occupied DOS (thick light lines) for the three densities. DOS/ODOS are scaled by the number of electrons, \( \rho_e V \) in the system and \( E_F \), the energy axis is divided by \( E_F \). The DOS of a non-interacting free electron gas, FEM, is plotted for reference. Vertical lines mark the scaled energies of the free-atom 2s and 2p orbitals, table 1.
For the 10 g cc\(^{-1}\) case, \(Z^*\) from the conductivity fit is still 4EPC, so the only effect is the inclusion of scattering time. In figure 6(a), we see that the inclusion of the finite scattering time increases the stopping for low velocities, in better agreement with TD-mDFT, but lowers it for higher velocities, where the agreement with BRPA was already quantitative. An overall improvement is not clear. For the 0.5 g cc\(^{-1}\) case, \(Z^*\) should be reduced due to the 2s and 2p electrons which remaining bound. Reducing \(Z^*\) then requires us to include a larger contribution from the CBC method for the bound electrons. Fitting the conductivity does not provide a value for the population of each bound state, only the total \(Z^*\). We can approximate \(Z^*\) by integrating over the two peaks in the ODOS(\(E\)), i.e. from \(-3\) \(E_F\) to \(-1.6\) \(E_F\) and from \(-1.6\) \(E_F\) to 0, respectively. This yields a \(Z^*\) from the ODOS and using BRPA dielectric (infinite \(\tau\)), and \(Z^*\) from the Drude model. We assume that the deeply bound 1s orbitals (K-shell) are still fully occupied.

This lower \(Z^*\), compared to the Drude fit, is due to partial ionization of the 2s and 2p bands, which can have intra-band transitions that contribute to low frequency \(\sigma\), and hence a higher \(Z^*\) predicted for the Drude fit. These transitions are not allowed for single atoms. However, they are allowed for disordered condensed phases. Inconsistency between the ODOS and \(\sigma\) derived \(Z^*\), even from the same electronic structure, but with different definitions, points to the limitation of the concept. Thus to compare to KS results, we calculate two CGC plus dielectric curves, one with the Z’s from the ODOS and using BRPA dielectric (infinite \(\tau\)), and one with Drude \(Z^*\) and the Mermin RPA. In the latter case the ionization is assumed to come fully from the highest energy occupied orbital (the 2p) in the CGC calculation. We see that in both cases the agreement is improved for high velocities, but neither predicts the decreased magnitude near and below the Bragg peak seen in TD-mDFT.

4. Conclusion

We have presented a new approach for \textit{ab initio} time-dependent Kohn–Sham density functional theory, based on mixed deterministic and stochastic methods. This method obtains the efficiency required to perform stopping power calculations at many eV temperatures, with the large box sizes required to overcome finite size effects. We can utilize these high fidelity atomistic results to interrogate more easily calculated stopping power models. Here we have focused on using the BRPA and Mermin dielectric functions for the nearly free electron contribution with the bound electron contribution from the CGC method. Unfortunately, quantitative agreement is not significantly improved by including parameters taken directly from the \textit{ab initio} method. This could indicate that improvements to the models are needed, such as improved dielectric functions [86, 87] or bound state energies derived from finite temperature average atom simulations with density effects included [88]. It could indicate a fundamental limitation of the separation between bound and free electrons in the calculation of stopping power of condensed phases, or limitations of the BRPA and Mermin dielectric functions for disordered plasmas. Additional studies will certainly be required.

For now, this motivates continued use of TD-DFT to validate or invalidate models in different parameter regimes. Tuning of tight-binding models is another potential route to achieve efficiency and accuracy [89, 90]. Alternatively, one could seek to improve the TD-OF-DFT results through
novel kinetic energy functionals. We note that, other than TD-OF-DFT, all calculations presented here have used the same method to calculate the K-shell contribution to the stopping power. Future work will involve calculation of the 1s stopping using TD-KS-DFT and an all-electron pseudo-potentials.
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