Stability of many-body localization in Kicked Ising model
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We study many-body localization (MBL) transition in disordered Kicked Ising model using a polynomially filtered exact diagonalization (POLFED) algorithm. We quantitatively demonstrate that finite size effects at the MBL transition in disordered Kicked Ising model are less severe than in random field XXZ spin chains widely studied in the context of MBL. This allows us to observe consistent signatures of the transition to MBL phase for a several indicators of ergodicity breaking. We show that an assumption a power-law divergence of the correlation length at the MBL transition yields a critical exponent $\nu \approx 2$, consistent with the Harris criterion for 1D disordered systems.

Introduction. The eigenstate thermalization hypothesis [1–3] predicts that an isolated quantum system will reach an equilibrium determined only by a few macroscopic conserved quantities, independently of the details of the initial state. An exception to this ergodic paradigm is provided by a phenomenon of many-body localization (MBL) [4–10] which is a generic mechanism that inhibits the approach to equilibrium of interacting quantum many-body systems in the presence of disorder. This gives rise to a dynamical phase characterized by the emergence of local integrals of motion [11–15] that preserve the information about the initial state, resulting in a suppression of the transport [16, 17] and a slowdown of the entanglement spreading [18–20]. Numerical studies demonstrated that spin-1/2 XXZ chains [21–24], as well as bosonic models [25, 26] and systems of spinful fermions [27–31] undergo MBL at sufficiently strong disorder. Also periodically driven Floquet systems may become MBL [32–40] which allows to avoid heating [41] and enables exotic nonequilibrium phases of matter, such as time crystals [42–49] or Floquet insulators [50–54].

Recent investigations [55–60] of disordered many-body systems have unraveled, however, notorious difficulties in our understanding of the ergodic-to-MBL crossover. A nonmonotonic behavior of indicators of ergodicity breaking at the crossover and a limited range of system sizes (nowadays typically $L \sim 20$, restricted by the exponential growth of the Hilbert space) accessible in unbiased numerical approaches [61–64], do not allow for an unambiguous extrapolation of the numerical results for the typically considered spin-1/2 XXZ chains to the thermodynamic limit. Consequently, it remains unclear [65, 66] whether the numerically observed crossover between the ergodic and MBL regimes gives rise to a MBL phase that is stable in the thermodynamic limit [67–73] or whether the ergodicity is restored at length and time scales that increase with the disorder strength. Notably, constrained spin chains follow the latter scenario and become ergodic in the thermodynamic limit [74] despite hosting a well-pronounced MBL regime at finite system sizes [75].

This demonstrates the need of identifying quantum many-body systems that allow for a clearer demonstration of MBL than for the widely studied spin-1/2 XXZ chains [76–107]. In this work we achieve this goal by performing large-scale numerical calculations for disordered Kicked Ising model (KIM) with state-of-the-art polynomially filtered exact diagonalization (POLFED) algorithm [62, 108]. We identify ergodic, critical and MBL regimes by considering system size dependent disorder strengths $W_X^T(L)$ and $W_X^+(L)$ and quantitatively demonstrate that finite size effects at the ergodic to MBL crossover in KIM are significantly weaker than in the XXZ model. This allows us to locate the MBL transition in KIM and investigate the scenario of a power-law divergence of correlation length at the transition.

The model. We consider a disordered KIM [109, 110] defined by the Floquet operator over one driving period for a 1D spin-1/2 chain

$$U_{KIM} = e^{-i\delta \sum_{j=1}^{L} \sigma_j^x} e^{-i \sum_{j=1}^{L} (J \sigma_j^x \sigma_{j+1}^x + h_j \sigma_j^z)},$$

(1)

where $\sigma_j^{x,y,z}$ are Pauli operators, $h_j \in [0, 2\pi]$ are independent, uniformly distributed random variables and periodic boundary conditions are assumed. We take $g = J = 1/W$, so that $W$ plays the role of the disorder strength in the system. The KIM is maximally ergodic for $W = 4/\pi$ [111–114]. Here, we consider higher values of $W$, up to a strong disorder limit in which $\sum_j h_j \sigma_j^z$ becomes a dominant term in $U_{KIM}$. To find the eigenvectors $|\psi_n\rangle$ and the corresponding eigenvalues $e^{i\delta \phi}$ of $U_{KIM}$, we use the POLFED algorithm [62] employing a geometric sum filtering [108] (see [115] for details). This allows us to obtain eigenstates $|\psi_n\rangle$ for system sizes $L \leq 20$, significantly larger than for $L \leq 14$ considered in earlier exact diagonalization studies of KIM [36, 40].
Ergodic-MBL crossover in KIM. We calculate $N_{\psi} = \min\{2^L/10, 1000\}$ eigenvectors $|\psi_n\rangle$ of $U_{\text{KIM}}$. Due to the constant density of eigenphases $\phi_n$, we can treat each eigenvector on equal footing. For concreteness, we choose eigenstates with eigenphases $\phi_n$ closest to $\phi_{ig} = 0$ and average results over more than $5 \times 10^4$, $5 \times 10^3$ and $5 \times 10^2$ disorder realizations, respectively for $L \leq 16$, $L = 17, 18$ and $L = 20$. To probe the properties of eigenstates, we compute the gap ratio $\overline{\tau} = \langle \min\{g_i, g_{i+1}\}/\max\{g_i, g_{i+1}\}\rangle$ where $g_i = \phi_{i+1} - \phi_i$, and $\langle \cdot \rangle$ denotes the average over the calculated fraction of spectrum and disorder realizations. We also study the entanglement of eigenstates $|\psi_n\rangle$. The entanglement entropy [116] is given by $S(A) = -\sum_{i=1}^{L/2} \alpha_i^2 \log(\alpha_i^2)$, where $\alpha_{i+1} > \alpha_i$ are Schmidt basis coefficients [117] of the eigenstate $|\psi_n\rangle$ for a partition of the 1D lattice into a subsystem $A$ and its complement. Choosing $A = \lfloor [L/2] \rfloor$ (where $\lfloor . \rfloor$ denotes the ceiling function), we calculate the rescaled entanglement entropy $\overline{\tau}_s = (S(A)/S_{\text{COE}})$ by taking the average entropy over the eigenstates, disorder realizations and rescaling the result by average entanglement entropy $S_{\text{COE}}$ of eigenstates of Circular Orthogonal Ensemble of random matrices (COE) that models the properties of $U_{\text{KIM}}$ in the ergodic regime [118, 119]. For $A = [1, L/2]$ we also calculate the average Schmidt gap $\Delta = \langle \alpha_1^2 - \alpha_2^2 \rangle$. Furthermore, we calculate the quantum mutual information (QMI) $I_2 = S(B) + S(C) - S(B \cup C)$ for the subsystems $B = [1, L/4]$, $C = [2L/4, 2L/4 + L/4]$, where $\lfloor . \rfloor$ is the floor function, and obtain the rescaled QMI as $I_{2s} = (I_2)/I_{\text{COE}}$ where $I_{\text{COE}}$ is the average QMI for COE eigenstates. Also, we compute the spin stiffness $C = \langle \sum_i \langle \psi_n | \sigma_i^z | \psi_n \rangle \langle \psi_n | \sigma_i^z | \psi_n \rangle \rangle / L$ which is an infinite time average of the spin-spin autocorrelation function $C(t) = \sum_i \text{Tr}[\sigma_i^z(t)\sigma_i^z(0)]/(L2^L)$.

As the strength of the disorder $W$ increases, the gap ratio $\overline{\tau}$, shown in Fig. 1(a), decreases from $\overline{\tau} = \overline{\tau}_{\text{COE}} \approx 0.53$ characteristic for the ergodic regime to $\overline{\tau} = \overline{\tau}_{PS} \approx 0.386$ for an MBL system [120]. The QMI [121] measures the total amount of correlations between the subsystems $B$, $C$ and decays exponentially with the distance between the subsystems in the MBL regime [122]. In the ergodic regime, the volume-law terms proportional to the lengths of subsystems $B$, $C$, $B \cup C$ cancel out and the QMI is equal to a system size independent value $I_{\text{COE}}$. Consequently, in Fig. 1(b), we observe a crossover in the rescaled QMI $\overline{\tau}_s$ as a function of $W$ between the limiting values $\overline{\tau}_s = 1$ and $\overline{\tau}_s = 0$. The correlations between the subsystems are enhanced at the crossover, hence the rescaled QMI admits a maximum between the ergodic and MBL regimes. We observe the ergodic-MBL crossover also in the behavior of the rescaled entanglement entropy $\overline{\tau}$, Schmidt gap $\overline{\Delta}$, and spin stiffness $\overline{C}$, see [115].

To investigate the ergodic-MBL crossover we consider two system-size dependent disorder strengths: i) $W_X^s(L)$ – the disorder strength for which, at a given system size $L$, the quantity $X$ is deviates by a small parameter $p_X$ from its ergodic value; ii) $W_X(L)$ – the disorder strength for which the curves $X(W)$ cross for the system sizes $L - \Delta L$ and $L + \Delta L$ (where $\Delta L \ll L$). The disorder strengths $W_X^s(L)$ and $W_X(L)$ allow us to analyze the ergodic-MBL crossover in a quantitative fashion without resorting to any model of the transition. This is particularly advantageous in view of the recent controversies around the MBL transition [55–60, 69–73]. The disorder strength $W_X^s(L)$ may be considered as a boundary of the ergodic regime, whereas $W_X(L)$ provides an estimate of the critical disorder strength at given $L$. A regime between $W_X^s(L)$ and $W_X(L)$ is a critical region, vanishing for $L \to \infty$ if a transition between ergodic and MBL phases indeed occurs. For the disordered XXZ model, both disorder strengths increase monotonously with system size: $W_X^s(L) \sim L$ and $W_X(L) \sim W_C - \text{const}/L$ for $X = \overline{\tau}, \overline{\tau}_s$ [62]. The latter scaling suggests a finite critical disorder strength $W_C \approx 5.4$ (larger than $W_C \approx 3.7$ [24], but consistent with [82, 87]). However, the scalings of $W_X^s(L)$ and $W_X(L)$ are incompatible in
the large system size limit, as \( W^T_X(L) \) exceeds \( W^X_X(L) \) at \( L \leq L^{XXZ}_0 \approx 50 \) whereas \( W^T_X(L) < W^X_X(L) \) by construction at any \( L \). Therefore, when approaching the length scale \( L^{XXZ}_0 \) (which appeared also in [71, 99]) one of the scalings must break down indicating either a presence of the MBL phase in the thermodynamic limit at \( W > W_C \) (where \( W_C \geq W^T_X(L) \)) or showing the absence of the MBL phase (for example, when the linear increase of \( W^T_X(L) \) prevails). However, the length scale \( L^{XXZ}_0 \) is far beyond the reach of present day exact numerical calculations for the XXZ spin chain, which prevents one from unambiguously deciding which of the scenarios is realized in that model. Interestingly, numerical calculations for considerably larger system sizes of constrained spin chains suggest the second scenario: \( W^X_X(L) \sim L \), \( W^X_X(L) \sim L \), in which the extent of the ergodic regime increases indefinitely in the thermodynamic limit [74].

For the investigated KIM, we start by considering the gap ratio \( X = \bar{\tau} \) and we set \( p_\tau = 0.01 \), which yields \( W^T_X(L) \) shown in Fig. 1(c)-(d). We observe a linear scaling \( W^T_X(L) \sim L \) with system size \( L \) for \( 8 \leq L \leq 14 \). Importantly, in contrast to the persistent linear drift of \( W^T_X(L) \sim L \) for XXZ spin chains, we see a clear deviation from the linear scaling for \( L \geq 15 \) for KIM. Therefore, the growth of \( W^T_X(L) \) with \( L \) is sublinear at sufficiently large system sizes, which is a first premise suggesting the stability of MBL in KIM in the \( L \to \infty \) limit. Accessing system sizes \( 15 \leq L \leq 20 \) with POLFED was necessary to uncover this premise for the MBL phase in KIM. The scaling of \( W^T_X(L) \) remains quantitatively the same for \( 0.002 < p_\tau < 0.03 \) and \( W^T_X(L) \) behaves analogously, see [115]. The disorder strength \( W^T_X(L) \) at which the gap ratio deviates from its ergodic value \( \tau_{C(a)} \) coincides, to a good approximation, with the maximum \( W^M_\tau(L) \) of the rescaled QMI \( \bar{\tau}_2 \) which becomes pronounced at \( L \leq 12 \) (cf. Fig. 1(b)). The point \( W^M_\tau(L) \) of the maximal correlations between subsystems \( B \) and \( C \) follows the linear scaling of \( W^T_X(L) \) for \( L = 12, 14 \) and deviates from it at \( L \geq 16 \).

Now, we turn to examination of the crossing point \( W^X_X(L) \) in KIM. We use \( |L_1 - L_2| \leq 2 \) for \( X = \bar{\tau} \), \( |L_1 - L_2| = 2 \) for \( X = \bar{\tau} \) and \( |L_1 - L_2| = 4 \) for \( X = \bar{\tau} \) and obtain \( W^X_X(L) \), \( W^\tau_X(L) \), \( W^\tau_X(L) \) shown in Fig. 1(c)-(d). The crossing points \( W^X_X(L) \) and \( W^\tau_X(L) \) differ at \( L \leq 12 \), but approach each other as the size of the system increases. Both \( W^X_X(L) \) and \( W^\tau_X(L) \) are well fitted by a second-order polynomial in \( 1/L \) whose extrapolation crosses with the extrapolation of the linear scaling of \( W^T_X(L) \) at \( L^{KIM}_0 \approx 28 \). The length scale \( L^{KIM}_0 \approx 28 \) is significantly smaller than the analogous length scale \( L^{XXZ}_0 \approx 50 \) for XXZ spin chain. Therefore, the maximal system size investigated for KIM relative to this length scale, \( L/L^{KIM}_0 \approx 0.71 \), is considerably larger than for the XXZ model \( L/L^{XXZ}_0 \approx 0.44 \) [123]. This is the basis of a second premise that the ergodic-MBL crossover observed in KIM is stable in the large \( L \) limit. The crossing points \( W^\tau_X(L) \) of the rescaled QMI \( \bar{\tau}_2 \) lies considerably above \( W^X_X(L) \), \( W^\tau_X(L) \). However, as shown in Fig. 1(d), \( W^\tau_X(L) \) is well fitted by a first order polynomial in \( 1/L \). Extrapolation of this polynomial to \( L \to \infty \) limit gives a result consistent with extrapolations for \( W^\tau_X(L) \) and \( W^\tau_X(L) \), suggesting that the rescaled QMI \( \bar{\tau}_2 \) is subject to weaker finite size effects than \( \bar{\tau} \) or \( \bar{\tau} \) (cf. [124, 125]). Extrapolations yield an estimate of the critical disorder strength \( W_{\infty} = 3.97 \pm 0.03 \) [126].

The premises suggesting the presence of an MBL transition in KIM may be compared with features of the crossover between delocalized and localized regimes of Anderson model on random regular graphs (RRG) [127–129]. The crossover in the latter model shares similarities with the ergodic-MBL crossover [130]. Investigation of Anderson model on RRG of size \( N = 2L \) and varying connectivity [131] shows that: i) the boundary of the delocalized regime, \( W^T_X(L) \), follows a linear scaling with \( L \) that is replaced by a sublinear growth at \( L \approx 13 \); ii) the length scale at which the linear growth of \( W^T_X(L) \) crosses with the extrapolated scaling of the crossing point \( W^T_X(L) \) is \( L^{RGG}_0 \approx 25 \); iii) extrapolation of the crossing point \( W^T_X(L) \) to \( L \to \infty \) reproduces the exactly known critical disorder strength [132, 133]. All these observations are in line with the findings presented for \( U_{KIM} \) and support the interpretation of the results as indicating the presence of a transition to an MBL phase at the critical disorder strength \( W_C \approx W_{\infty} \).

Finite-size scaling analysis. We now turn to finite-size scaling (FSS) analysis of the ergodic-MBL crossover in KIM. The MBL transition in XXZ spin chains was analyzed in the framework of power-law divergence of the correlation length [24, 134, 135] and of Kostelitz-Thouless-like scaling [99, 100, 136, 137] suggested by an avalanche mechanism of thermalization [138, 139]. Both scenarios were considered within the phenomenological renormalization group approaches [140–144]. Restricting the FSS to the vicinity of the critical disorder strength, which seems to be necessary, as exemplified by investigations of the 3D Anderson model [145], we cannot determine which of the scenarios of the MBL transition is realized in KIM. In the following, we assume the power-law divergence of the correlation length. Investigations of Anderson transition [146–150] suggest then the FSS ansatz:

\[
X(W, L) = \psi_0(wL^{1/\nu}) + L^{-y}\psi_1(wL^{1/\nu}),
\]

where \( X \) is the quantity analyzed, \( w = (W - W_C)/W_C \) is the dimensionless distance from the critical point \( W_C \), \( \nu \) is the exponent describing the divergence of correlation length and the exponent \( y \) takes into account the corrections to the scaling due to irrelevant variables. We use the parametrization \( \psi_1(wL^{1/\nu}) = a_0 + a_1wL^{1/\nu} \), and consider the variable \( X_m = X - L^{-y}\psi_1(wL^{1/\nu}) \) for which (2) implies the scaling form \( X_m(W, L) = \psi_0(wL^{1/\nu}) \).
We examined the ergodic-MBL crossover in disordered KIM by investigating the boundary of the ergodic regime $W_C^\nu(L)$ and the crossing point $W_C^\nu(L)$ that estimates the position a putative transition to MBL phase. The dependence of $W_C^\nu(L)$ and $W_C^\nu(L)$ on the system size $L$ allows one to estimate a length scale $L_0^{\nu}$ at which preasymptotic linear drifts at the ergodic-MBL crossover are replaced by an asymptotic critical behavior if the system undergoes a transition to an MBL phase in thermodynamic limit (if, instead, all features of the crossover start to drift linearly with $L$ as $L_0^{\nu}$ is approached, we may expect the MBL phase to be absent for $L \rightarrow \infty$, e.g. as in [74]). We found that $L_0^{\nu \approx 28}$ for KIM is considerably smaller than a corresponding length scale for disordered XXZ model $L_0^{\nu \approx 50}$ [62]. This indicates that finite size effects at ergodic-MBL crossover in the former model are less severe than in the latter and allows us to observe signatures of transitions to MBL phase along the whole ergodic-MBL crossover in KIM. A linear with $L$ increase of $W_C^\nu(L)$ is replaced by a sub-linear growth at $L \geq 15$, consistent with a transition to MBL phase at sufficiently strong disorder. The crossing points $W_C^\nu(L)$ of gap ratio $(X = \tau)$, rescaled entanglement entropy $(X = \tau_2)$, rescaled QMI $(X = \tilde{t}_2)$ are well approximated by polynomials in $1/L$ which, upon extrapolation to $L \rightarrow \infty$, consistently predict an ergodic-MBL transition in KIM at $W_C \approx 4$. We note that an analogous behavior of $W_C^\nu(L)$, $W_C^\nu(L)$ characterizes Anderson transition on random regular graphs, and that the extrapolation of $W_C^\nu(L)$ to $L \rightarrow \infty$ accurately predicts the position of the localization transition in that model [131]. Assum ing a power-law divergence of the correlation length at the transition in KIM, we have shown that the estimated value of $W_C \approx 4$ is consistent with the correlation length exponent $\nu \approx 2$ fulfilling the Harris criterion [151–153].

Our results provide numerical arguments in favor of the presence of an MBL transition in a disordered 1D quantum many-body system. This is of particular importance in view of the recent controversies around the MBL transition in the disordered XXZ spin chain. The latter model, in contrast to KIM, possesses $U(1)$ and time

Figure 2. Finite size scaling analysis of ergodic-MBL crossover in KIM (1). Cost functions $F_\tau(a)$ and $F_\tau(b)$ are color coded for fixed $\nu$, $W_C$, respectively for $\tau$ (system sizes considered in the collapse $L = 14–18$) and $\overline{\Delta}$ (for $L = 12–18$). The contours encompass $\nu$, $W_C$ for which $F_X$ is smaller than $\frac{3}{4}$ of its minimum $F_X^{\min}$. (c): the contours $F_X = \mu_X F_X^{\min}$ for collapses of gap ratio $\tau$ ($L = 14–18$, for $\tau \leq 0.43$), the Schmidt gap $\overline{\Delta}$ ($L = 12–18$, for $\overline{\Delta} \geq 0.44$), the rescaled QMI $\overline{\tau}_2$ ($L = 14–20$, for $\tilde{t}_2 \leq 0.3$), the spin stiffness $C_T$ ($L = 12–18$, for $C_T \geq 0.3$), $\mu_X = \frac{3}{4}$ for $X = \tau$, $\overline{\Delta}$, $C_T$, and $\mu_{\tau_2} = 2$. Collapses for $F_X$ and $\overline{\Delta}_m$ shown in (d), (e).

where $\psi_0$ is an unknown function. To achieve finite size collapses of the data, we minimize a cost function

$$F_X = \sum_{\max(X_j) - \min(X_j)} |X_j - X_m(W_j, L_j)| - 1 \quad \text{(with } X_j \equiv X_m(W_j, L_j)\text{ sorted according to the value of } w L^{1/\nu}[99]) \text{ by performing an optimization with respect to } y, a_0, a_1 \text{ and keeping } \nu \in [0.3, 3], W_C \in [2.5, 5] \text{ fixed.}$$

The collapse for the gap ratio $\tau = \nu$ yields $F_X$ in Fig. 2(d). A wide minimum of $F_\tau$ in the direction $\nu \sim W_C$ shows that the FSS analysis alone is insufficient to determine the values of the critical parameters $\nu$ and $W_C$. Assuming additionally that $W_C \approx W_C = 3.97 \pm 0.03$, we find $\nu = 1.9 \pm 0.1$. The contours $F_\tau = \frac{3}{4} F_\tau^{\min}$, which encompass the broad minimum of the cost function, shift and elongate when the system sizes considered in the collapse distance from $L = 10–14$ to $L = 14–18$. This highlights the importance of finite size effects and it demonstrates qualitative changes in the behavior of $\tau$ when the system size is increased beyond $L = 14$. Analogous FSS analysis performed for the Schmidt gap $\overline{\Delta}$, finds a much better stability of the results with respect to the system size $L$, as exhibited by $F_\overline{\Delta}$ presented in Fig. 2(b). A similar conclusion was obtained for the XXZ spin chain [87]. Despite the apparent correlation between $\nu$ and $W_C$, the minimum of $F_\overline{\Delta}$ is narrower, consistent with $\nu = 2 \pm 0.5$ and $W_C = 4.1 \pm 0.5$. Assuming $W_C \approx 2.5$, one gets $\nu = 1.95 \pm 0.1$. We perform similar collapses for the rescaled QMI $\overline{\tau}_2$ and the spin stiffness $C_T$. The results, summarized in Fig. 2(c), display the correlation $\nu \sim W_C$ for all quantities considered. The intersection of all of the contours for $W_C \approx W_C$ yields $\nu = 2 \pm 0.1$ for which we obtain data collapses shown in Fig. 2(d), (e). Notably, we find that $\tau_m \approx \tau_{PS}$ at the MBL transition. See [115] for further details on the FSS analysis.

Conclusions and perspectives. We examined the ergodic-MBL crossover in disordered KIM by investigating the boundary of the ergodic regime $W_C^\nu(L)$ and the crossing point $W_C^\nu(L)$ that estimates the position the variant $F_X$ to MBL phase. The dependence of $W_C^\nu(L)$ and $W_C^\nu(L)$ on the system size $L$ allows one to estimate a length scale $L_0^{\nu}$ at which preasymptotic linear drifts at the ergodic-MBL crossover are replaced by an asymptotic critical behavior if the system undergoes a transition to an MBL phase in thermodynamic limit (if, instead, all features of the crossover start to drift linearly with $L$ as $L_0^{\nu}$ is approached, we may expect the MBL phase to be absent for $L \rightarrow \infty$, e.g. as in [74]). We found that $L_0^{\nu \approx 28}$ for KIM is considerably smaller than a corresponding length scale for disordered XXZ model $L_0^{\nu \approx 50}$ [62]. This indicates that finite size effects at ergodic-MBL crossover in the former model are less severe than in the latter and allows us to observe signatures of transition to MBL phase along the whole ergodic-MBL crossover in KIM. A linear with $L$ increase of $W_C^\nu(L)$ is replaced by a sub-linear growth at $L \geq 15$, consistent with a transition to MBL phase at sufficiently strong disorder. The crossing points $W_C^\nu(L)$ of gap ratio $(X = \tau)$, rescaled entanglement entropy $(X = \tau_2)$, rescaled QMI $(X = \tilde{t}_2)$ are well approximated by polynomials in $1/L$ which, upon extrapolation to $L \rightarrow \infty$, consistently predict an ergodic-MBL transition in KIM at $W_C \approx 4$. We note that an analogous behavior of $W_C^\nu(L)$, $W_C^\nu(L)$ characterizes Anderson transition on random regular graphs, and that the extrapolation of $W_C^\nu(L)$ to $L \rightarrow \infty$ accurately predicts the position of the localization transition in that model [131]. Assuming a power-law divergence of the correlation length at the transition in KIM, we have shown that the estimated value of $W_C \approx 4$ is consistent with the correlation length exponent $\nu \approx 2$ fulfilling the Harris criterion [151–153].

Our results provide numerical arguments in favor of the presence of an MBL transition in a disordered 1D quantum many-body system. This is of particular importance in view of the recent controversies around the MBL transition in the disordered XXZ spin chain. The latter model, in contrast to KIM, possesses $U(1)$ and time
translation symmetries. Hence, our findings support the intuition that the higher the symmetry of the model, the weaker the signatures of MBL (note that MBL does not occur in disordered spin chains with high $SU(2)$ symmetry [154]). Additionally, due to the lack of $U(1)$ symmetry, the arguments of [56, 59] against the stability of MBL do not apply to KIM. The demonstrated MBL in KIM provides an example of MBL in Floquet systems that underlies the stability of Floquet time crystals [46, 47, 49] and Floquet insulators [54] by providing a mechanism to completely eliminate the heating due to periodic driving of the system.
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SUPPLEMENTARY MATERIAL

Details of the POLFED algorithm with the geometric sum filtering

To find eigenvectors $|\psi_n\rangle$ and the corresponding eigenphases $e^{i\phi_n}$ of the unitary operator $U_{KIM}$, we employ the POLFED algorithm [62]. The algorithm is based on a block Lanczos iteration [155–157] performed for a polynomial $g_K(U_{KIM})$ of order $K$ of the matrix $U_{KIM}$ (see [158–161] for similar techniques). The matrix $g_K(U_{KIM})$ has the same eigenvectors $|\psi_n\rangle$ as $U_{KIM}$, but its eigenvalues are equal to $g_K(e^{i\phi_n})$. The idea of the approach is to use the polynomial $g_K$ as a spectral filter so that its absolute value has a possibly sharp maximum for an argument $e^{i\phi_n}$ (where $\phi_n$ is a target eigenphase) at the unit circle on the complex plane. In that way, the eigenvectors $|\psi_n\rangle$ with $\phi_n$ close to $\phi_n$ become eigenvectors of $g_K(U_{KIM})$ to eigenvalues with dominant absolute values. This enables the Lanczos iteration to quickly converge to those eigenvectors. A polynomial which can be effectively used as the spectral filter for unitary operators was proposed in [108], and is simply a geometric sum:

$$g_K(U_{KIM}) = \sum_{m=0}^{K} e^{-im\phi_n} U_{KIM}^m. \quad (S3)$$

The order of the polynomial $K$ is fixed by the number of requested eigenvectors $N_{ev}$ and the Hilbert space dimension $N = 2^L$ as

$$K = f \frac{N}{N_{ev}} \quad (S4)$$

where the factor $f = 1.46$ was obtained from an optimization of the performance of the algorithm. For that choice, the algorithm converges to approximately $N_{ev}$ eigenvectors after $\alpha N_{ev}$ steps of the Lanczos iteration, where $\alpha \approx 2.1$. Each step of the Lanczos iteration involves a single multiplication of a vector by the polynomial $g_K(U_{KIM})$ which reduces to $K$ multiplications of the vector by $U_{KIM}$ and basic linear algebra operations. Thus, the total computation cost is proportional to $\alpha N_{ev} K V + R$ where $R$ is the cost of reorthogonalization of the vectors during the Lanczos iteration and $V$ is the cost of the single matrix vector multiplication. The reorthogonalization costs scale as $R \sim N_{ev}^2 V$. Since $V \sim L N$ for $U_{KIM}$ (as we argue below), the contribution $\alpha N_{ev} K V = \alpha f L N^2$ dominates the total computation time. Notably, this contribution is independent of the number of requested eigenvalues $N_{ev}$. Hence, we can increase $N_{ev}$ without a significant increase in the total computation time up to a point at which the reorthogonalization cost $R$ starts to be comparable with $\alpha f L N^2$. This, together with considerations about memory usage (which is proportional to $N_{ev} N$) lead us to consider $N_{ev} = \min\{2^L/10, 1000\}$.

Once the Lanczos iteration for $g_K(U_{KIM})$ converges to vectors $|u_i\rangle$, we calculate the residual norms $\epsilon_i = ||U_{KIM} |u_i\rangle - \langle u_i |U_{KIM} |u_i\rangle u_i||$. Even though the order $K$ of the polynomial $(S3)$ may reach few thousands for the largest considered system sizes, we find consistently that the algorithm calculates the eigenvectors of $U_{KIM}$ with a high numerical accuracy and the residual error norm $\epsilon_i < 10^{-14}$. Also, the algorithm calculate eigenvectors to all consecutive eigenphases in the vicinity of the target eigenphase $\phi_n = 0$ so that the gap ratios $r_n$ (which are determined by three consecutive eigenphases) can be calculated without problems.

The computation time of the POLFED algorithm is dominated by the multiple multiplications of vectors by the matrix $U_{KIM}$. To perform a single matrix vector multiplication we note that

$$U_{KIM} = e^{-i g \sum_{j=1}^{L} \sigma_j^z} e^{-i \sum_{j=1}^{L} (J \sigma_j^x \sigma_{j+1}^x + h \sigma_j^z)} \quad (S5)$$

is composed of two operators, the first diagonal in the eigenbasis of $\sigma_j^z$ (the Z basis) and the second diagonal in the eigenbasis of $\sigma_j^x$ (the X basis). Thus, in order to calculate $U_{KIM} |\psi\rangle$, we start by expressing $|\psi\rangle$ in the Z basis, and multiply it by $e^{-i \sum_{j=1}^{L} (J \sigma_j^x \sigma_{j+1}^x + h \sigma_j^z)}$ which requires only $O(N)$ operations. Subsequently, we transform the vector to the X basis, multiply it by the operator $e^{-i g \sum_{j=1}^{L} \sigma_j^z}$ diagonal in X basis, and finally we transform the vector back to the Z basis. To transform the vector between the bases, we employ a fast Hadamard transform [162, 163] which requires $O(N \log N)$ operations. The described procedure of multiplication by $U_{KIM}$ is central for the efficiency of the POLFED approach described here, and also simplifies investigations of quantum dynamics in Floquet models [164, 165].

Ergodic-MBL crossover in KIM

A complete set of data for the average gap ratio $\tau$, used in the determination of disorder strengths $W_\uparrow^\uparrow(L)$ and $W_\uparrow^\downarrow(L)$, is shown in Fig. S3(a). For KIM defined on chain of length $L \geq 6$, we observe a crossover between the ergodic regime $\tau \approx r_{COE} \approx 0.53$ and MBL regime with $\tau = \tau_{PS} \approx 0.386$, which is a value for Poissonian level statistics that emerges due to the presence of local integrals of motion in the system.

The ergodic-MBL crossover looks qualitatively similar from the perspective of the rescaled entanglement entropy $\bar{s} = S/SCOE$ which changes from 1 to 0 between the ergodic and MBL regimes, see Fig. S3(b). In the ergodic regime the average entanglement entropy $\bar{s}$ is well approximated by the entanglement entropy $SCOE$ of eigenstates of COE, shown in the inset in Fig. S3(b). The entanglement entropy $SCOE$ increases according to a volume-law, i.e. proportionally to system size $L$. Linear fits yield $SCOE = aL + b$ with: $a=0.350$ ($a=0.347$) and
Figure S3. The average gap ratio $\bar{r}$ (a) and the rescaled entanglement entropy $\bar{s}$ (b) as functions of disorder strength $W$ for Kicked Ising model (KIM) of system size $L$. The inset in (b) shows the average entanglement entropy $S_{COE}$ of eigenstates of COE as function of $L$.

$b=-0.551$ ($b=-0.509$) for even system sizes $L=6, 8, 10, 12$ ($L=14, 16, 18, 20$) and $a=0.349$ ($a=0.347$) and $b=-0.634$ ($b=-0.603$) for system sizes $L=7, 9, 11, 13$ ($L=15, 17, 19$) showing that the coefficient $a$ approaches the expected value $\ln(2)/2 \approx 0.34657$ with increasing system size [119].

The average QMI $I_2$, shown as a function of disorder strength $W$ in Fig. S4, admits a maximum at disorder strength $W_m^2(L)$ for system size $L$. The value $I_{2,\text{max}}$ of the average QMI at the maximum is shown in the inset in Fig. S4(a) as a function of $L$. We observe that $I_{2,\text{max}}$ scales approximately linearly with the system size $L$. The inset in Fig. S4(b) shows that the average QMI of COE eigenstates, $I_{COE}$, saturates with the increase of $L$ to a system size independent value $I_{COE} \approx 0.5$. As Fig. S4(b) shows, the average QMI $I_2$ decreases approximately exponentially with disorder $W$ as well as with the system size $L$ in the MBL regime.

The behavior of the Schmidt gap $\Delta$ and spin stiffness $C$ across the ergodic-MBL crossover is shown in Fig. S5. In contrast to $\tau$, $\bar{s}$ and $\bar{r}_2$, the Schmidt gap and spin stiffness decrease monotonically with increasing system size (consequently, there are no crossing points that could be used to perform an analysis with disorder strength $W^*_{\text{MBL}}(L)$ for those quantities). The rate of the decrease is, however, markedly different in the ergodic and MBL regimes. In the former, $\Delta$ and $C$ decrease approximately exponentially with system size $L$ (as demonstrated by the insets in Fig. S5). In the latter regime, the decrease of the Schmidt gap and spin stiffness with $L$ is much slower and at $W \gtrsim 4$, $L \geq 10$ the value of $\Delta$ and $C$ appears to be independent, within the estimated error bars, of the system size $L$, consistently with the prediction that at $W \geq W_\infty \approx 4$ the KIM is in the MBL phase.
The average Schmidt gap $\Delta$ (a) and spin stiffness $C$ (b) as functions of disorder strength $W$ for KIM of system size $L$. The insets show the same, but using a logarithmic vertical axis.

Figure S5.

The disorder strength $W^X_L(L)$ for various choices of the threshold $p_X$ compared with the crossing point $W^X_0(L)$. Panel (a) shows results for the average gap ratio $X = \bar{r}$, panel (b) presents results for the rescaled entanglement entropy $X = \bar{s}$. The dashed lines show an extrapolation of $W^X_0(L)$ with a second order polynomial in $1/L$, whereas the dotted lines denote first order polynomial in $L$ fits in the regime of linear growth of $W^X_0(L)$.

Figure S6.

The robustness of scaling of $W^X_0(L)$ with system size

In this section we analyze the robustness of the system size dependence of the disorder strength $W^X_0(L)$ at which the quantity $X$ deviates from its ergodic value by a small parameter $p_X$. Fig. S6 shows $W^X_0(L)$ for various choices of $p_X$ for the gap ratio $X = \bar{r}$ and for the rescaled entanglement entropy $X = \bar{s}$.

In Fig. S6(a) we observe a regime of linear increase of $W^T_0(L)$ for $7 \leq L \leq 14$ and a deviation from this linear scaling at $L \geq 15$ for the considered values of $p_{\bar{r}} \in [0.002, 0.03]$. This confirms that the conclusions about system size scaling of $W^T_0(L)$ reported in the main text are robust with respect to changes of $p_{\bar{r}}$. The length scale $L_0^{\text{KIM}}$ is mildly dependent on $p_{\bar{r}}$, and it does not exceed 30 lattice sites for the considered interval of $p_{\bar{r}}$.

Analysis of the rescaled entanglement entropy yields $W^T_0(L)$ shown in Fig. S6(b). The conclusions are the same as for $W^T_0(L)$. There is a regime of a linear increase of $W^T_0(L)$ with $L$ for $6 \leq L \leq 14$ which is replaced by a sub-linear growth of $W^T_0(L)$ for $L \geq 15$ (consistently with the presence of MBL transition at sufficiently large $W$). For $0.07 \leq p_{\bar{s}} \leq 0.2$, we observe that an extrapolation of $W^T_0(L)$ yields $L_0^{\text{KIM}} \approx 32$ which is close to the length scale $L_0^{\text{KIM}}$ obtained from the extrapolation of the linear scaling of $W^T_0(L)$.

Additional data for finite size scaling analysis

In this section we provide additional data for the finite size scaling analysis at the ergodic-MBL crossover in KIM. Fig. S7(a) shows the cost function $F_\bar{s}$ for the collapse of rescaled entanglement entropy $\bar{s}$. The conclusions are similar as for the gap ratio collapses reported in the main text. At sufficiently large system
Figure S7. Supplementary data for finite size scaling analysis of ergodic-MBL crossover in KIM. Cost function $F_s$ for the collapse of the rescaled entanglement entropy $\tau$ is color coded for fixed $\nu$, $W_C$ in panel (a) (system sizes considered in the collapse $L = 14−18$). The contours highlight the change in the cost function system size by encompassing region of $\nu$ and $W_C$ for which $F_s < 2F_{s\text{min}}$ where $F_{s\text{min}}$ is the minimum of $F_s$. Collapses for the rescaled entanglement entropy $\tau_m$, rescaled QMI $i_{2,m}$ and spin stiffness $C_m$ shown in (b), (c), (c); $w = (W - W_C)/W_C$ is the dimensionless distance from the critical point and the plots show the quantities with subtracted sub-leading correction to the scaling $X_m \equiv X - L^{-\nu} \psi_1(wL^{1/\nu})$.

sizes ($L = 14−18$), there appears a wide minimum of the cost function. This minimum is consistent with a broad interval of critical disorder strength $W_C$ and exponent $\nu$. Assuming, additionally, that $W_C \approx W_\infty \approx 4$, one obtains the power-law exponent $\nu \approx 2$ that is consistent with the Harris criterion for 1D disordered systems. The corresponding collapse of the data for the rescaled entanglement entropy is shown in Fig. S7(b). Collapses for $\nu \approx 2$ and $W_C \approx 4$ for the rescaled QMI $i_2$ and for the spin stiffness $C$ are shown in Fig. S7(c) and (d). Interestingly, the collapse of the gap ratio $\tau$ shown in the main text predicts that $\tau_m$ is equal to $\tau_{PS} \approx 0.386$ characteristic for a localized system at the critical point $W = W_C$. At the same time, the values of $\tau_m$ and $i_{2,m}$ seem to be not vanishing at $W = W_C$ despite being significantly smaller than their respective ergodic values.