A case study in programming a quantum annealer for hard operational planning problems
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Abstract We report on a case study in programming an early quantum annealer to attack optimization problems related to operational planning. While a number of studies have looked at the performance of quantum annealers on problems native to their architecture, and others have examined performance of select problems stemming from an application area, ours is one of the first studies of a quantum annealer’s performance on parametrized families of hard problems from a practical domain. We explore two different general mappings of planning problems to quadratic unconstrained binary optimization (QUBO) problems, and apply them to two parametrized families of planning problems, navigation-type and scheduling-type. We also examine two more compact, but problem-type specific, mappings to QUBO, one for the navigation-type planning problems and one for the scheduling-type planning problems. We study embedding properties and parameter setting and examine their effect on the efficiency with which the quantum annealer solves these problems. From these results, we derive insights useful for the programming and design of future quantum
annealers: problem choice, the mapping used, the properties of the embedding, and the annealing profile all matter, each significantly affecting the performance.
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1 Introduction

Quantum computing has been proven to provide more efficient means for solving certain classes of specialized problems than is possible classically, and in other cases is strongly suspected to do so [1, 2]. There are other classes of problems, however, for which quantum computing does not provide an advantage. One of the biggest open questions in quantum computing is the breadth of its applications. Many of the most complex computations carried out in the practical world today use heuristic algorithms which have not been mathematically proven to outperform other approaches, but have been shown to be more effective empirically. Quantum heuristic algorithms exist, but it is only when quantum computational devices that can carry out these algorithms become available that we can learn whether they are more effective than current classical approaches. The most prominent quantum heuristic is quantum annealing.

Quantum annealing [3–6] is a metaheuristic for solving optimization problems which bears some resemblance to simulated annealing, a classical metaheuristic. It works by starting with a known, easy-to-implement Hamiltonian $H_I$ and gradually varying the Hamiltonian until it becomes a Hamiltonian $H_P$ that encodes the cost function for the problem at hand:

$$H(s) = A(s)H_I + B(s)H_P,$$

where $s \in [0, 1]$, and $A(s)$ is a monotonically decreasing function with $A(1) = 0$ and $B(s)$ is a monotonically increasing function (see Fig. 8 for an example). Quantum annealing is related to adiabatic quantum computing, but operates at nonzero temperature, which means that thermal as well as quantum fluctuations play a significant role. The intuition behind quantum annealing is that it explores the cost-function landscape, but has means of exploration not open to classical methods such as quantum tunneling.

Quantum computational hardware is maturing to the point that a number of different quantum computational devices implementing specialized algorithms such as quantum annealing will appear in the next several years. Already within the last couple of years, D-Wave quantum annealers have become available. While debate continues as to the extent to which the D-Wave machine is quantum [6–13], these machines provide the first opportunity for researchers to experiment with quantum annealing. This work does not aim to contribute to that debate, but rather examines different mappings of application problems to quantum annealing to give insight into their relative strengths and weaknesses as best we can with current technology.

Because most physical interactions are 2-local (i.e. pairwise), most emerging quantum technologies will support only 2-local interactions. For this reason, the problem Hamiltonian $H_P$ should be Ising, containing only 2-local terms between the qubits.
standard translation maps between problem Hamiltonians on qubits and cost functions of binary variables. When translated to a cost function, the 2-local condition on the problem Hamiltonian means that the cost function must be a Quadratic Unconstrained Binary Optimization (QUBO) problem. Furthermore, limitations on the ability to couple a single qubit to more than a few other qubits, means that variables that appear in many terms will need to be represented by multiple physical qubits in order to enable the required connections. For example, the D-Wave processors use a Chimera architecture in which each qubit is connected to at most 6 other qubits (see Fig. 13), so any logical qubit in the problem Hamiltonian that appears with more than 6 other logical qubits must be represented by multiple physical qubits in order for the problem to be expressible in this architecture. The first step, obtaining the QUBO, is referred to as mapping the problem to QUBO. The second step is referred to as embedding the QUBO in the hardware. Problems that fit directly on the machine, so do not require an embedding step, are referred to as native problems.

Given a specific quantum annealing hardware architecture, there are three high-level research challenges to evaluating its performance on problems related to practical applications:

- **Problem design** Identify potential applications with appropriately difficult combinatorial optimization problems; extract core aspects of these problems that contribute to their difficulty; generate families of benchmark problems that are small enough to be run on the newly available devices, but are nevertheless interesting in spite of their smallness.

- **Mapping to QUBO** Design general approaches to map these problems to QUBO problems and to make good choices of parameters, such as the relative weighting of QUBO terms.

- **Embedding in hardware** Determine which physical qubits should represent each logical qubit, the strength of the internal couplings (between qubits representing the same logical qubit), and how to distribute the external couplings (between sets of qubits representing coupled logical qubits). Thus, there are two aspects of embedding: the topological aspect and the parameter-setting aspect.

In future architectures, there will be additional research challenges, such as making good choices for the annealing time and the annealing profile (the functions \( A(s) \) and \( B(s) \) determining the weighting of the driver Hamiltonian and the problem Hamiltonian throughout the run).

A previous paper [14] focused on the design of two parametrized families of hard planning problems, navigation-type and scheduling-type, that capture aspects common to many real-world planning problems, exhibit exponential scaling in hardness even at small sizes, and provide insights into state-of-the-art planning algorithms. These problems can be used to investigate novel approaches to planning problems, as we do here for quantum annealing. Since these problems are optimization versions of NP-complete problems, we expect any approach, whether quantum or classical, to scale exponentially with problem size. In the classical case, the slope of that exponential can be radically different from algorithm to algorithm, and we expect the same to be true for quantum heuristics. Some quantum heuristics will be better than others, and there is the exciting possibility that quantum approaches could outperform classical heuristics.
on these or other hard combinatorial optimization problems. Such an algorithm would have significant practical impact.

This paper focuses on the second and third programming challenges, mapping and embedding, for hard combinatorial optimization problems that arise in operational planning. We explore multiple ways of mapping planning problems to QUBO problems, explore embeddings of these problems, and provide comparisons of the effectiveness of the D-Wave Two machine housed at NASA Ames in solving these problems under different mappings and parameter choices. In particular, we examine two different approaches for mapping general planning problems to QUBO problems and apply both of these mappings to the navigation-type family and the scheduling-type family of planning problems of [14]. In part because we are only able to embed the smallest size problems in the D-Wave Two architecture under these mappings, we developed two more compact but problem-type specific embeddings, one for the navigation-type problems and one for scheduling-type problems. Ultimately, we are interested in the general approaches, since only they would be applicable to real-world planning problems that contain aspects of both navigation and scheduling that are not easily separated. But at this early stage, we can learn from the behavior of the quantum annealer on the problems obtained from the more specialized mappings.

We also explore embedding properties and parameter choices, and their relation to the efficiency with which the D-Wave Two solves these problems. For example, the internal couplings between physical qubits representing the same logical qubits must be set. Here, we look at the case in which all internal couplings have the same strength \( J_{\text{int}} \) and investigate how the performance is affected by variations in this value. We are particularly interested in what these initial results tell us about how different future machine architectures and different programming choices could affect the ability of these machines to solve these problems.

Our work is the first to explore the programming and performance of a D-Wave machine on parametrized families of hard problems stemming from applications. A number of studies have benchmarked D-Wave performance on native problems [10, 15–17]. A recent study [18] analyzes performance on families of non-native problems, random two-dimensional Ising lattices and random Ising problems on fully connected graphs. As non-native problems, they do require embeddings, and the paper explores similar issues in that context to some we explore here such as the setting of the internal coupling constant \( J_{\text{int}} \), but while these structures appear in applications, these problems do not come from a specific application. On the other hand, a number of groups have explored applications [19–24], but either on set of small instances for which there is no notion of hardness or a few larger, but specific instances, rather than parametrized families of instances whose hardness is expected to scale exponentially for all approaches, and on which the performance of the best classical approaches confirms the exponentially increasing hardness with size. Very recent work [25] suggests a programmatic approach to some of the issues we discuss here, such as setting \( J_{\text{int}} \), with examples to problems from a few different application domains.

Our main contributions include an analysis of performance on a large, parametrized set of hard benchmark problems stemming from an application domain, a comparison of the effectiveness of different mappings of these problems to QUBO, an investigation of embedding properties and parameter setting and their effect on performance, and
an evaluation of future architectures in light of these findings. We derive from this study insights useful for the programming and design of future quantum annealers. Specifically,

- scheduling-type planning problems are more amenable to near-term quantum annealing approaches than navigation-type planning problems, which are difficult to embed in the hardware,
- the choice of QUBO mapping makes a marked difference in the success of an annealing algorithm even when the QUBO sizes are similar,
- embedding metrics beyond embedding size and maximum component size are needed in order to predict and optimize performance,
- increasing the size of the unit cells of the Chimera architecture (Fig. 13), and thereby the local connectivity, would much more significantly impact our ability to run instances from applications than would simply increasing the number of unit cells, and
- support for different annealing profiles (the weightings of the driver and problem Hamiltonians throughout the run) need to be supported and could potentially lead to significantly improved results.

We first provide a brief review of classical planning (Sect. 2), and then describe the parametrized families of hard navigation-type and scheduling-type planning problems used in our experiments in Sects. 3 and 4, respectively. Readers who have previously read [14] may skip to Sect. 5. In Sect. 5, we describe the two general approaches to mapping classical planning problems to QUBO problems, followed by the two problem-type-specific mappings. Our methods, particularly the parameters we used for our annealing runs, are described in Sect. 6. Section 7 describes and analyzes our results on the scheduling-type family of planning problems, and Sect. 8 describes our few results on the navigation-type family of planning problems. Section 9 examines the embeddability of these problems in future hardware architectures. In Sect. 10, we conclude with a summary of our results and their implications for the programming and design of quantum annealers.

2 An overview of the classical planning formalism

We focus on STRIPS planning problems [26, 27], classical planning problems that are expressed in terms of binary state variables and actions. We take our examples from a simplified rover planning domain (Fig. 1) which captures some aspects of a rovers state and capabilities. Examples of state variables in the this domain are “Rover R is in location X” and “Rover R has a soil sample from location X,” which may be true or false. Actions consist of two lists,

- a set of preconditions and
- a set of effects (or postconditions).

The set of preconditions can be divided into positive preconditions, those that must be true, and negative preconditions, those that must be false. The set of effects can be divided similarly into a set of positive effects and a set of negative effects. In classical planning, it is conventional that the preconditions for an action must be positive, so
the set of preconditions is a subset of state variables that must be set to true in order for the action to be possible to carry out. When this convention is followed, the set of negative preconditions will be empty. The effects of an action consist of a subset of state variables with the values they take on if the action is carried out. For example, the action “Rover R moves from location X to location Y” has one precondition, “Rover R is in location X = true” and has two effects “Rover R is in location X = false” and “Rover R is in location Y = true.”

A specific planning problem specifies an initial state, with values specified for all state variables, and a goal, specified values for one or more state variables. As for preconditions, goals are conventionally positive, so the specified value for the goal variables is true. Generally, the goal specifies values for only a small subset of the state variables. A plan is a sequence of actions. A valid plan, or a solution to the planning problem, is a sequence of actions $A_1, A_2, \ldots, A_L$ such that the state at time step $t_{i-1}$ meets the preconditions for action $A_i$, the effects of action $A_i$ are reflected in the state at time step $t_i$, and the state at the end has all of the goal variables set to true.

All of the problems we consider were formalized in PDDL, the Planning Domain Definition Language, a standard language for classical planning.

3 Parameterized families of navigation-style planning problems

Navigation is a critical component in many planning applications and existing benchmarks [28–30]. Rover navigation is one such domain. Given a list of locations a rover must visit to, say, take picture or analyze samples, the planner must find a route that makes optimal use of resources, such as time and power, satisfies multiple constraints, and achieves all goals. Under the assumption that each location be visited only once, the high-level navigation problem is similar to the Hamiltonian Path problems we investigate.

3.1 Planning problems from undirected Hamiltonian path (UHP)

The undirected Hamiltonian path (UHP) problem on an undirected graph $G(V, E)$, with $n$ vertices $V$ and a set of edges $E$, is to find a path that visits each node exactly once. A planning problem instance based on this graph may be formulated as follows. For each vertex $v$, there are:

- An action $a_v$ representing visiting $v$.
- A ‘goal’ state variable $s^g_v$ to indicate that $v$ needs to be visited; $s^g_v = T$ (true) means $v$ has been visited.
- An ‘internal’ state variable $s^i_v$ represents whether or not $v$ has been visited. Specifically, $s^i_v = T$ means $v$ has not been visited while $s^i_v = F$ (false) means that it has been visited. This variable ensures that each vertex can be visited at most once. While including both $s^g_v$ and $s^i_v$ (which always have opposite values) seems redundant, it is necessary because of the convention that allows only positive action preconditions and goals.

 Springer
Fig. 1 Pictorial view of a planning problem. The initial state (e.g., Rover to the left behind the rocks, without payload) is specified by assigning True (1) or False (0) to state variables (named A–J in this oversimplified example). The planning software navigates a tree, where a path represents a sequence (with possible repetitions) of actions selected from a pool (colors). Each action has preconditions on the state variables (e.g., moves can be done around the rocks and not through) which need to be satisfied in order for the actions to be executed (the circles under the state variables in the search tree needs to match True = 1) and has an effect on the state (colored variables in shaded regions of the new state have changed values). A valid search plan (multiple valid plans are possible) will reach the goal state (e.g., Rover in front of the rocks to the right, with a sample collected) (Color figure online)

- An ‘external’ state variable $s_e^v$ represents whether or not the vertex $v$ can currently be visited given the edge structure of the graph. Specifically, it is set to $T$ by an action $a_v$ corresponding to visiting a vertex $v'$ that is connected to $v$ by an edge. Otherwise, it is set to $F$.

Each action $a_v$ has 2 preconditions: (1) $s_v^i = T$, which indicates that this action has not been used in the plan already, and (2) $s_v^e = T$, indicating that this action can legally follow the previous action.

Each action $a_v$ has $n+1$ effects: (1) $s_v^g = T$, to indicate that $v$ has been visited, (2) $s_v^i = F$, thus excluding $a_v$ from appearing twice in the plan, (3) sets each of the $n-1$ external variables $s_{v'}^e$, for each of the other vertices $v'$: if there is an edge from $v$ to $v'$ then $s_{v'}^e = T$, enabling $a_{v'}$ to follow $a_v$; if there is no edge from $v$ to $v'$ then $a_v$ sets $s_{v'}^e = F$, preventing $a_{v'}$ from following $a_v$.

The initial state has all goal variables $s_v^g = F$ while all internal and external variables $s_v^i$ and $s_v^e$ have value $T$. Thus, any of the $n$ actions $a_v$ can be performed at the start. A valid plan is a sequence of the $n$ actions that corresponds to a path along the edges that visits all vertices exactly once.
Problem generation: We obtain a parametrized family of UHP-based planning problems, parametrized by \( n \) and \( p \), by using the Erdös-Rényi model \( G_{n,p} \) to randomly generate graphs with \( n \) vertices such that, for any pair of vertices, the edge between them is included with probability \( p \). We then derive planning problems from these graphs as described in the preceding paragraphs. We use the scaling parameter \( p \), with

\[
p = \frac{(\log n + \log \log n)}{n}
\]

being the well-established phase transition for the closely related Hamiltonian cycle problem [31,32]. We wrote a simple C++ program to generate these problems.

4 Parametrized families of scheduling-type planning problems

Many planning applications include scheduling aspects [33]. Scheduling, which deals with assigning resources and time to tasks while taking into account constraints, is in itself an important problem. Certain classes of scheduling problems correspond to graph coloring. For example, a scheduling problem, with a set of tasks and constraints that any pair of tasks competing for the same resource cannot be assigned the same time slot, can be phrased as a vertex coloring, a well-known NP-complete problem. Specifically, the chromatic number (the smallest number of colors needed) represents the smallest number of time slots needed to complete a corresponding schedule, thus representing the minimum makespan.

4.1 Planning problems from vertex coloring

Given an undirected graph \( G = \{V, E\} \) with \( n \) vertices, the planning problem to color \( G \) with \( k \) colors is formulated as follows. For each vertex \( v \) there are:

- \( k \) actions \( a_c^v \) representing coloring \( v \) with color \( c \).
- A ‘goal variable’ \( s_g^v \) representing whether or not \( v \) has been colored at all.
- A state variable \( s_c^v \) representing whether or not \( v \) has been colored with the color \( c \).

Let \( C(v) \) be the set of neighboring vertices that are connected to \( v \) by an edge. For each action \( a_c^v \), there are \( |C(v)| + 1 \) preconditions: (1) \( s_g^v = F \), which indicates that \( v \) is not already colored; and (2) for each \( v_i \in C(v) \), \( s_c^{v_i} = F \), guaranteeing that none of neighboring \( v_i \) are already colored with color \( c \).

Each action \( a_c^v \) has two effects: \( s_g^v = T \) and \( s_c^v = T \).

In the initial state, none of the vertices are colored: \( \forall v \in V : s_g^v = F \), and \( s_c^v = F \). The goal state requires that all vertices are colored: \( \forall v \in V : s_g^v = T \). A plan is a sequence of \( n \) actions, each of which colors a vertex \( v \).

Problem generation: As for the Hamiltonian path-based problems, we obtain a parametrized family of graph coloring-based planning problems by randomly generating Erdös-Rényi graphs \( G_{n,p} \) for a variety of values of \( n \) and \( p \). A phase transition threshold in the \( k \)-colorability of \( G(n, p) \) graphs has been established for all \( k \geq 3 \)
in terms of the parameter \( c = m/n = p \times n \), the ratio of the number of edges to the number of vertices \[34\]. The threshold scales as \( c = k \log k \) in the leading term, but the precise location of this threshold is still an open question, even for \( k = 3 \) \[35\]. Our runs were done with \( c = 4.5 \), a value intermediate to the best current lower bound \[36\] and upper bound \[37\] for the phase transition. We extended Culberson et al.’s \[38\] graph generator program, which provides methods to generate different types of graph controlled by various parameters, to output PDDL files containing the specification of planning problems derived from these graphs.

5 Mapping planning problems to QUBO form

The D-Wave quantum annealing machine can accept problems phrased in terms of a problem Hamiltonian \( H_p \) in Ising form:

\[
E_{\text{Ising}}(s_1, \ldots, s_N) = -\sum_{i=1}^{N} h_i s_i + \sum_{\langle i, j \rangle \in E} J_{i,j} s_i s_j,
\]

where \( s_i = \pm 1 \). In traditional computer science, it is unusual to have variables \( s_i \) whose values can be taken only from \{-1, 1\}, but it is common to have binary variables \( z_i \) that take values from \{0, 1\}. It is easy to convert between the two forms by taking \( s_i = 1 - 2z_i \). Any quadratic function of variables \( z_i \) can be converted to Ising form, up to a constant which does not affect the energy minimization and so can be ignored:

\[
q(z_1, \ldots, z_N) = -\sum_{i=1}^{N} h_i z_i + \sum_{\langle i, j \rangle \in E} J_{i,j} z_i z_j,
\]

Thus, it suffices to express any problem we want solved as a Quadratic Unconstrained Binary Optimization (QUBO) problem \[5,39,40\], which will then be converted to Ising form to run on the D-Wave machine.

In this section, we describe two different mappings from general classical planning problems, as described in Sect. 2, to QUBO form. The first is a time-slice approach. The second approach first maps a planning problem to a constraint satisfaction problem and then reduces higher-order terms to quadratic terms through a series of moves. As we mentioned in Sect. 2, some classical planning algorithms follow the convention that an action can have only positive preconditions. Since it is easy to do, we define our mappings generally, so that they work with planning problems in which actions can have negative preconditions, as well as those that follow the convention.

5.1 Time-slice method

This mapping from general classical planning problems to QUBO form is a variant of the one developed and described in [5].

The method requires setting a specific plan length \( L \). For the two families of problems we consider, the plan length \( L \) is easy to determine; for the navigation-type
problems, it is \( n \), the number of sites, and for scheduling-type problems, it is 1, since all vertices can be colored at the same time. In other cases, it may be necessary to run quantum annealing on QUBOs corresponding to different plan lengths, or to employ more sophisticated techniques to determine the plan length to use [41].

If the original planning problem has \( N \) state variables \( x_i \) and \( M \) actions \( y_j \) and we are looking for a plan of length \( L \), then we define a time-slice QUBO problem in terms of \( N(L + 1) + LM \) binary variables. There are two groups of binary variables. The first group consists of \( N(L + 1) \) binary variables \( x_i^{(t)} \) that indicate whether the state variable \( x_i \) is 0 or 1 at time step \( t \), for \( t \in \{0, \ldots, L\} \). The second group consists of \( LM \) binary variables \( y_j^{(t)} \) that indicate whether or not the action \( y_j \) is carried out between time steps \( t-1 \) and \( t \). We can think of the entire set of binary variables as an alternating string of \( N \) variables corresponding to the state at a given time, followed by \( M \) variables corresponding to the actions, followed by a \( N \) variables corresponding to the state at the next time index, etc. The structure of the QUBO is illustrated in Fig. 2.

The total cost function is written as a sum

\[
H = H_{\text{initial}} + H_{\text{goal}} + H_{\text{no-op}} + H_{\text{precond}} + H_{\text{effects}} + H_{\text{conflicts}}.
\]

We first give a mapping that is more general than we need, and then explain how it can be simplified in our situation. The first two terms are straightforward. They capture the initial condition and the goal condition. Let \( I^{(+)} \) be the set of state variables that are 1 in the initial condition and \( I^{(-)} \) be the set of state variables that are initially set to 0. Similarly, let \( G^{(+)} \) be the set of goal variables with value 1 and \( G^{(-)} \) be the set of goal variables with value 0. (We describe the mapping for general classical planning problems that do not necessarily follow the convention that preconditions and goals must be positive.) To capture the boundary conditions, the requirement that a plan start in the appropriate initial state and meets the goals, we include the following terms in the cost function:

\[
H_{\text{initial}} = \sum_{i \in I^{(+)}} \left( 1 - x_i^{(0)} \right) + \sum_{i \in I^{(-)}} x_i^{(0)}
\]

and

\[
H_{\text{goal}} = \sum_{i \in G^{(+)}} \left( 1 - x_i^{(L)} \right) + \sum_{i \in G^{(-)}} x_i^{(L)}.
\]

We next add terms to the cost function that penalize a plan if an action is placed at time \( t \) but the prior state does not have the appropriate preconditions or if the subsequent state does not reflect the effects of that action. Furthermore, we must penalize variable changes that are not the result of an action. We start with this term, the \( H_{\text{no-op}} \) term, that penalizes variable changes:

\[
H_{\text{no-op}} = \sum_{t=1}^{L} \sum_{i=1}^{N} \left[ x_i^{(t-1)} + x_i^{(t)} - 2x_i^{(t-1)}x_i^{(t)} \right].
\]
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Fig. 2 Time-slice QUBO structure for a planning problem with only positive preconditions and goals. Each node represents a state variable (left) or an action (right) at any given time $t$. Time flows from top to bottom, and variables $y_j^{(t)}$ for the actions at time $t$ are shown between the state variables $x_i^{(t-1)}$ for one time step and the state variables $x_i^{(t)}$ for the next time step. The node grayscale intensity represents the magnitude of local field (bias) $h_i$ applied to a given qubit $i$, and the double contour in a node indicates a negative bias. (One interesting property of this mapping is that the nodes representing state variables for $t \neq 0$ and $t \neq L$ have the same $h$ value, since they all come from $H_{\text{no-op}}$. For this reason, they are all shown in same color in the diagram). Edges represents the couplings $J_{ij}$. Their weight is not illustrated in the figure. In this example, we consider $H_{\text{single-action}}$ instead of $H_{\text{conflicts}}$, so all of the actions at a given time step are coupled to each other (Color figure online)

This term gives cost penalty of 1 every time a variable is flipped. Of course, when the effect of an action does result in a variable flipping, we do not want this penalty, so we will make up for this penalty when we add the term that corresponds to the effects of an action. First, the term that penalizes violation of the preconditions looks like

$$H_{\text{precond}} = \sum_{t=1}^{L} \sum_{j=1}^{M} \left( \sum_{i \in C_j^{(+)}} \left( 1 - x_i^{(t-1)} \right) y_j^{(t)} + \sum_{i \in C_j^{(-)}} x_i^{(t-1)} y_j^{(t)} \right)$$

where $C_j^{(+)}$ is the set of positive preconditions for action $j$ and $C_j^{(-)}$ is the set of negative preconditions. Let $E_j^{(+)}$ be the set of positive effects for action $j$ and $E_j^{(-)}$ the
set of negative effects. The penalty if the appropriate effects do not follow the actions is captured by the following term:

\[
H_{\text{effects}} = \sum_{t=1}^{L} \sum_{j=1}^{M} \left( \sum_{i \in E_{j}^{(+)}} y_{j}^{(t)} \left( 1 + x_{i}^{(t-1)} - 2x_{i}^{(t)} \right) + \sum_{i \in E_{j}^{(-)}} y_{j}^{(t)} \left( 2x_{i}^{(t)} - x_{i}^{(t-1)} \right) \right).
\]

In order to understand this term, we must consider it together with the no-op term. When \( y_{j}^{(t)} = 1 \), the corresponding term for \( i \in E_{j}^{(+)} \) (respectively, \( i \in E_{j}^{(-)} \), taken together with the no-op term, can be written

\[
\left( 1 + 2x_{i}^{(t-1)} \right) \left( 1 - x_{i}^{(t)} \right)
\]

(respectively

\[
\left( 3 - 2x_{i}^{(t-1)} \right) x_{i}^{(t)}
\]

for negative effects), resulting in a positive penalty unless \( x_{i}^{(t)} = 1 \) (respectively, \( x_{i}^{(t)} = 0 \)). By using this form, we have corrected for the corresponding no-op term.

Classical planners often allow for parallel plans not just “linear plans” in which more than one action can take place at one time if those actions could have been done in any order, meaning that the effects of any one action do not conflict with preconditions of the other actions. What we have done so far works fine when the preconditions mean that only one action can take place per time period as is the case in the navigation problems. In the scheduling problems, multiple actions can take place at the same time without conflicting. For general planning problems, we can either rule out multiple actions by imposing an additional term

\[
H_{\text{single-action}} = \sum_{t=1}^{L} \left( \sum_{j=1}^{M} y_{j}^{(t)} - 1 \right)^{2},
\]

or we need to add terms to penalize potential conflicts. To complicate matters, when more than one action can take place at a given time, we are in danger of over-correcting for the no-op term. If multiple actions at the same time have the same effect, the \( H_{\text{effects}} \) term will add a term for each of those actions, thus overcompensating for the no-op penalty. To avoid overcompensating, we penalize multiple actions at the same time having the same effect, discouraging all such actions. A less stringent way to avoid overcompensating would be to add this penalty only when the effect changes the variable, as we have done in the no-op term. The problem is that natively that is not a quadratic term. Of course, one could then reduce that term, but here we choose to use the more stringent solution. To ensure that two actions that conflict in the sense that positive preconditions of one overlap with negative effects of the other or vice versa, and to avoid overcompensating, we include the penalty.
\[
H_{\text{conflict}} = \sum_{t=1}^{L} \sum_{i=1}^{N} \left( \sum_{j \in C_j} \sum_{j' \neq j} y_j^{(t)} y_{j'}^{(t)} + \sum_{j \in C_j} \sum_{j' \neq j} y_j^{(t)} y_{j'}^{(t)} \right).
\]

While for explanatory purposes, it was useful to include variables for the state at time \( t = 0 \), those can be set ahead of time, so that we do not need to include the \( H_{\text{initial}} \) term. The same is true of the \( H_{\text{goal}} \) term. We can also replace all of their occurrences in \( H_{\text{no-op}} \), \( H_{\text{precond}} \), and \( H_{\text{effect}} \) with these set values to simplify those constraints. Furthermore, if a state variable first appears at time step \( t \), then in the no-op term connecting it with the previous level, we can set it to 0. Finally, for the final action time slot, we can remove any actions whose effects conflict with the goals or do not contribute to the goals. These simplifications result in modified terms \( H'_{\text{no-op}} \), \( H'_{\text{precond}} \), and \( H'_{\text{effect}} \). Additionally, since in our setting we have followed the convention that preconditions must be positive, we can use a simpler version of the \( H_{\text{precond}} \) term:

\[
H'_{\text{precond}} = \sum_{i=1}^{L} \sum_{j=1}^{M} \sum_{i \in C_j} \left( 1 - x_i^{(t-1)} \right) y_j^{(t)}.
\]

For the navigation problems, the QUBO simplifies to

\[
H = H'_{\text{no-op}} + H'_{\text{precond}} + H'_{\text{effect}},
\]

and for the scheduling problems the QUBO simplifies to

\[
H = H_{\text{no-op}} + H'_{\text{precond}} + H_{\text{effect}} + H_{\text{single-action}}.
\]

5.2 CNF approach

A CNF ("conjunctive normal form") expression over \( n \) Boolean variables \( x_i \) consists of a bunch of clauses \( C_a \) consisting of \( k \) variables, possibly negated, connected by logical ORs:

\[
b_1 \lor b_2 \lor \cdots \lor b_k
\]

where

\[
b_i \in \{x_1, x_2, \ldots, x_n, \neg x_1, \neg x_2, \ldots, \neg x_n\},
\]

and the number of variables \( k \) in the clause can vary from clause to clause. A CNF for a \( k \)-SAT expression consists of clauses that all have the same number of variables \( k \). In a CNF coming from 2-SAT, for instance, all clauses have the form \( b_1 \lor b_2 \). In a
CNF, all of the clauses must be satisfied, which means they are connected by an \textit{AND} operator (the reason for the “conjunctive” in “conjunctive normal form”).

We used the first of the four PDDL to CNF translators built in to the SATPLAN planner \cite{42}, a classical SAT-based planner, to output planning problems in conjunctive normal form (CNF). Compilation planners such as SATPLAN perform some pre-processing, such as “reachability” and “relevance” analysis, as part of the translation to reduce the size of the output. Reachability analysis makes a quick determination as to whether a given action can appear at a given time step and removes from consideration at that time step any actions that it has determined cannot be carried out, which results in a simplified CNF expression. Similarly, if the possible actions at previous time steps cannot change a state variable, the resulting expression is simplified accordingly. For example, in the first time step, only actions whose preconditions are satisfied in the initial state are considered. Then, only values of state variables that occurred in the initial state or are effects of actions considered at the first time step are considered. This process is iterated until it no longer results in simplification. Relevance analysis is a similar process that starts its analysis in the last time step, considering only state variables that are goals, and then working backwards leaving only actions with effects relevant to these goals in the last action time step. Relevant state variables at time step \( t \) represent the union of state variables at time step \( t+1 \) and the preconditions of all relevant actions at time step \( t \). SATPLAN’s “action-based” encoding uses an advanced reachability and relevance heuristic analysis, and then further removes all variables representing state variables while adding constraints that capture the relationships between actions in consecutive time steps that were previously enforced by relationships between actions and state variables.

We convert a CNF instance to a QUBO expression by first transforming it to a Polynomial Unconstrained Binary Optimization (PUBO) expression, a generalization of QUBO in which the objective function is a pseudo-Boolean of arbitrary degree. For each clause in a given CNF instance, we introduce a term to the PUBO instance equal to the conjunction of the negation of the literals in that clause, where a positive literal is replaced by the corresponding binary variable and a negative literal is replaced by the difference of one and the corresponding binary variable. For example, the CNF term \((x_1 \lor \neg x_2 \lor \neg x_3 \lor x_4)\) would correspond to the PUBO term \((1-x_1)x_2x_3(1-x_4)\).

We then reduce higher degree terms in the PUBO instance using an iterative greedy algorithm that is related to one described in \cite{43}. At each step, the pair of variables that appears in the most terms is replaced by an ancilla variable corresponding to their conjunction. (If there are multiple such pairs, then one is chosen arbitrarily.) A penalty term is introduced to enforce that the ancilla variable indeed corresponds to the requisite conjunction. The penalty weight we use is equal to one plus the greater of the sums of the magnitudes of the positive coefficients and negative coefficients of the terms the ancilla is used to reduce \cite{44}. The one is added to ensure that the constraint-satisfying states have lower energy than the constraint-violating states. One is convenient, and in keeping with the integer coefficients for the other terms, but any positive constant would do. This procedure is repeated until the resulting PUBO is quadratic.
5.3 Direct mapping of underlying graph problems to QUBO

We now turn to two more compact, but problem-type-specific mappings, the first mapping navigation-type problems to QUBO problems and the second mapping scheduling-type problems to QUBO.

5.3.1 Direct mapping of graph coloring to QUBO

For a graph coloring problem with $n$ vertices and $k$ colors, we have $kn$ binary variables, $x_{ic}$, where $x_{ic} = 1$ means that vertex $i$ is colored with color $c$, and $x_{ic} = 0$ means it is not.

The QUBO contains two different types of penalty terms. The first corresponds to the constraint that each vertex must be colored by one, and no more than one, color: $\sum_{c=1}^{k} x_{ic} = 1$. So for each vertex $i$, we have a term

$$\left( 1 - \sum_{c=1}^{k} x_{ic} \right)^2.$$

The second corresponds to the constraint that two vertices connected by an edge cannot be colored with the same color. For each vertex $i$, we have a term

$$\sum_{(i,j) \in E} \sum_{c} x_{ic} x_{jc}.$$

Altogether the QUBO is

$$\sum_{i=1}^{n} \left( 1 - \sum_{c=1}^{k} x_{ic} \right)^2 + \sum_{(i,j) \in E} \sum_{c} x_{ic} x_{jc}.$$

5.3.2 Direct mapping of Hamiltonian path problems to QUBO

For a Hamiltonian path problem with $n$ sites, we have $n^2$ variables

$$\{x_{11}, \ldots, x_{1n}, x_{21}, \ldots, x_{2n}, \ldots, x_{n1}, \ldots, x_{nn}\}.$$

The first index $i$ gives the site, the second index gives the time slot, so $x_{ij} = 1$ means that the $i$th site is the $j$th site visited, and $x_{ij} = 0$ means that the $i$th site is not visited in the $j$th time slot.

There are three types of terms in the QUBO cost function: penalties if a site is visited more or less than once, penalties if more than one site is visited in a given time slot, and penalties for violation of edge constraints.

The first type of term enforces that each site is visited exactly once: For each site $i$, we will have a term of the form
The second type of term enforces that in each time slot no more than one site is visited (we may as well enforce it to be exactly one): For each time slot \( j \), we have a term of the form

\[
\left( \sum_{i} x_{ij} - 1 \right)^2.
\]

The third type of term is a single term penalizing the violation of edge constraints. It penalizes visiting the \( i' \)th site right after the \( i \)th site if they are not connected by an edge:

\[
\sum_{j=1}^{n-1} \sum_{i,i'=st(i,i') \notin E} x_{ij} x_{i',j+1}.
\]

There are \( 2n + 1 \) terms all together.

6 Methods

All quantum annealing runs were performed on the 509-qubit D-Wave Two machine housed at NASA Ames. In all cases, we used an annealing time of 20 \( \mu \)s, the fastest annealing time currently available on the machine, which is also D-Wave’s recommended annealing time given that current data suggests that an even faster annealing time would be optimal [16]. A quick test to confirm that the fastest annealing time allowed is also best for the problems we considered. For each embedded QUBO instance, we performed 45,000 anneals at each of ten gauges, for a total of 450,000 anneals per QUBO instance. Gauges, which determine whether the bit values \{0, 1\} of each QUBO variable are mapped to \{-1, 1\} or \{1, -1\}, are used to reduce the effects of asymmetries in the hardware [16,26].

A deterministic linear time algorithm [45] provides an embedding of any graph with no more than \( ML + 1 \) vertices in an \((M, L)\)-Chimera graph, but for graphs that are far from fully connected, this algorithm is usually quite inefficient in the number of qubits used. In practice, many graphs can embed in a smaller Chimera graph than is found by this algorithm. In particular, D-Wave’s heuristic embedding software often finds more efficient embeddings in terms of the number of qubits. Because the deterministic algorithm can embed QUBO graphs of at most 33 vertices in the D-Wave Two hardware graph, and most of our problems have more than 33 QUBO variables, we use D-Wave’s heuristic software to find embeddings of our problems. It can take minutes for the largest instances we consider. While this time swamps the typical annealing time on the D-Wave machine (and the time it takes for classical planners to solve these problems), in the long term, once sufficiently large machines are build,
it will be less important to find compact embeddings, so fast embedding algorithms would suffice. In the meantime, there is ongoing research to find improved embedding algorithms.

From a QUBO instance generated as described in Sect. 5, we generate the embedded instance by running D-Wave’s heuristic embedding software [46] on the original QUBO instance. We use the software’s default parameters, including a maximum of 10 tries, unless otherwise noted. The output of the embedding software is a set of disjoint connected components of the hardware graph $C_i$, one for each variable $x_i$ in the original QUBO. We performed our own parameter setting, rather than using D-Wave’s which tries successive parameter values, so that we could obtain statistics for a variety of parameter settings. From the original QUBO instance, we obtain the logical Ising instance

$$h_i s_i + J_{ij} s_i s_j$$

through the standard translation of the variables $s_i = 1 - 2z_i$. To obtain the embedded Ising instance, we evenly distribute the bias $h_i$ in the logical Ising instance among the qubits corresponding to the nodes in $C_i$: we set the linear coefficient for each variable $y$ in $C_i$ to be $h_i/|C_i|$. We set all internal couplings, couplings between physical qubits that represent the same logical variable in the original QUBO, to the internal coupling constant $J_{int}$, a value we specify; the coefficient of all quadratic terms $yy'$ such that $y$ and $y'$ are both in $C_i$ for some $i$ are set to $J_{int}$. Because there is a maximum physical value for the local fields and coupler strengths (with the former twice the latter), for $J_{int}$ the logical $h$’s and $J$’s must be scaled down accordingly. Given the limited precision of the device (approximately 5% of the range [16], this scaling could cause difficulties. For the best $J_{int}$ found for each mapping and size, the scaled coupler strengths were above the precision of the device, but for the direct mapping, for some of the larger size problems, there were some qubits whose local field was scaled below the precision level; importantly, this occurred for only for qubits whose component sizes are one, and so alternative parameter-setting protocols would not change this. We describe shortly the results we obtained in experiments varying this value. The only other couplings are between sets of physical qubits $C_i$ and $C_j$ representing two different logical variables $x_i$ and $x_j$ that appear together in a quadratic term in the original QUBO. In many cases, there is only one edge in the hardware graph between the qubits in $C_i$ and $C_j$. In this case, we set the coupling between them to $J_{i,j}$. When more than one edge exists between these sets, we choose one of them, and set its coupling to $J_{i,j}$. All other couplings are set to zero.

Our test set consists of 100 solvable problem instances at the phase transition for each size for both planning problem types. We generated the problems as described in [14], and then took the first 100 solvable problems. For the sizes in which [14] already had generated problems, we use the first 100 solvable instances tested there. The smallest size problems we considered of the navigation-type were of size 4. For the scheduling-type problems, we started at size 8 because the phase transition parameter is inaccurate for smaller sizes, biasing the results toward unsolvable instances.
Because all of the problems we consider are solvable, we know the ground state energy in all cases; zero, the minimal value of the QUBO in all cases is attainable, and from that we can compute the ground state energy of the embedded Ising problem that was actually run. For each embedded instance, once we obtain the 450,000 results from the run, we check how many times the ground state energy was obtained, which gives us the probability of solution $r$ for a 20 $\mu$s anneal. We then compute the expected number of runs $k = \frac{\ln(1-0.99)}{\ln(1-r)}$ required to obtain a 99% success probability, multiply by the anneal time of 20 $\mu$s, and report 20$k$ $\mu$s, the expected total anneal time to obtain a 99% success probability. We are effectively using a 0.9 s cutoff time, since the expected anneal time when only one anneal solves is 0.9 s. Given that classical planners solve these problems in less than 0.1 s, with the best planners for these problems solving them in less than 0.01 s [14], this cutoff time seems reasonable.

We report the median expected total anneal time across 100 instances, with error bars corresponding to the 35th and 65th percentiles. Thus each data point shown represents 45 million anneals. While the total annealing time for each point is only 90 s, because the read-in and read-out take considerably longer than the anneal time, and because of contention for the machine, the wall clock time to obtain a single data point is hours not minutes. Finding the embedding, by far the longest step in the process, but fortunately needs to be performed only once per QUBO instance.

The ground state energy of the embedded Ising model will not be obtained if the final bit values differ between any two physical qubits representing the same logical qubit. This observation suggests a simple, totally classical error correction scheme that uses majority voting among all physical qubits representing the same logical qubit (we do not correct when the vote is even). This error correction scheme working at a different level from that in Pudenz et al. [47]; the benchmark problems in Pudenz et al. are native problems that do not require an embedding step in order to be run on the hardware. In theory, the two error correction schemes, a simple majority vote at the embedding level, and Pudenz et al.’s scheme that involves problem duplication, penalty weights, and majority voting across problem instances could be implemented together, but the current hardware constraints mean that Pudenz et al.’s scheme applied to our application problems would result in QUBO’s that do not fit on the current machine. We report expected total anneal time both with and without the simple form of error correction.

7 Results on scheduling-type planning problems

Because the scheduling-type planning problems embedded much more easily than the navigation-type planning problems, we were able to do significantly more analysis of the choices affecting the D-Wave Two’s performance on these problems than on the navigation-type problems. We first examine performance of the D-Wave Two on scheduling-type instances mapped using the two general approaches for mapping planning problems to QUBOs. We then turn to the results on these instances using the mapping specific to the scheduling approach, the direct mapping from scheduling-type planning problems to QUBO.
Fig. 3  Comparison of the median expected total anneal time to 99% success for the three mappings of scheduling-type planning problems. The results with the best \( J_{\text{int}} \) are shown (see Sect. 7.4 and Fig. 10 for how these values were determined). For the CNF mapping, \( J_{\text{int}} \) was \{1.2, 1.3, 1.4\} for problem sizes \{8, 9, 10\}. For the time-slice mapping, \( J_{\text{int}} \) was \{1.6, 1.7, 1.7, 1.7, 1.7\} for problem sizes \{8, 9, 10, 11, 12\}. For the direct mapping, \( J_{\text{int}} \) was \{1.1, 1.1, 1.3, 1.3, 1.3, 1.4, 1.4, 1.4\} for problem sizes \{8, \ldots, 16\}. Each data point shows the median expected total annealing time to achieve 99% success over the 100 problems of each size given on the x-axis. The error bars are at the 35th and 65th percentiles. When at least half of the instances do not solve within the 0.9 s effective cutoff time, we no longer show the point. Also, when fewer than 65% solve, the top of the error bar is indeterminate, as happened for the last point shown in both the CNF and time-slice series.

7.1 Comparison of anneal times across mappings

Figure 3 shows the relative performance, in terms of median expected total annealing time for 99% success, of the D-Wave Two on the benchmark set of scheduling-type planning problems. When at least half of the instances do not solve within the 0.9 s effective cutoff time, we no longer show the point. For the CNF mapping, that happens already by problem size 11. For the time-slice instances, at least half do not solve within the cutoff time by problem size 13, and for the direct map by problem size 17.

Not surprisingly, the median expected total anneal time to 99% success is substantially lower for the direct map instances than for the time-slice or CNF instances; it is about a factor of 100 smaller for all problem sizes in the range. The direct mapping is tailored to this particular kind of scheduling-type planning problems, rather than being applicable to planning problems in general. For this reason, the QUBO mapping is much more efficient (Fig. 4), exactly \( 3/8 \) smaller than the time-slice QUBOs across the entire size range. The typical embedding size (Fig. 6) is also smaller, roughly half that of the other mappings. For these reasons, it is to be expected that the performance on the directly mapped problem instances is significantly better than the performance for either of the general purpose mappings that, unlike the direct mapping, can be applied to any planning problem.

More surprising is the substantial difference between the performance on the time-slice-mapped instances and the CNF-mapped instances, with the median expected total annealing time to achieve 99% success being about a factor of 5 greater for the CNF instances than the time-slice instances (Fig. 3). The scaling for the time-slice approach is also significantly better than for the CNF approach, with an \( \alpha \) value of 1.37 rather
Problem size $n$: number of tasks

**Fig. 4** Comparison of QUBO size across mappings of the scheduling-type planning problems. The QUBO size for the direct map is simply $3n$, and for the time-slice map it is $8n$, where $n$ is the number of tasks that need to be scheduled. The QUBO sizes for the CNF mapping vary, so for this case, we are showing the median QUBO size over the 100 problems of that size. Some of the error bars for the CNF mapping at the 35th and 65th percentiles are too small to see.

Problem size $n$: number of tasks

**Fig. 5** Comparison of the number of couplings in the QUBOs obtained from the three different mappings of the scheduling-type planning problems. The median number of couplings in the QUBOs for the 100 problems of each size is shown, with error bars at the 35th and 65th percentiles.

than 1.76 (though the scaling is estimated on very few data points). The time-slice and CNF mappings yield QUBOs of comparable size (Fig. 4), with similar numbers of computations (Fig. 5). For problem size $n$, the time-slice mapping yields a QUBO of size $8n$ qubits. The CNF approach yields variable size QUBOs, with the median size CNF QUBO over 100 problems only 4–8 qubits larger than the median size of the time-slice QUBOs for problem sizes $\{8, 9, 10, 11, 12\}$. The median number of couplings for the CNF QUBOs exceeds that of the time-slice QUBOs by only $\{8, 10, 8, 16, 9\}$ where the problem sizes are $\{8, 9, 10, 11, 12\}$, respectively.
Even the median embedding sizes of the CNF QUBOs are only \{7, 14, 26, 28, 12\} qubits larger, respectively, than the embedded time-slice QUBOs in this range, no more than a 10% difference across this range (Fig. 6).

7.2 Comparison of embedding properties across mappings

While the difference in performance between the CNF and time-slice instances is likely due in part to the somewhat larger size of the embedded CNF QUBOs, other factors likely contribute to this difference. One possible factor is the size of the embedding components, the number of physical qubits representing a logical qubit. For example, D-Wave recommends both minimizing the size of the embedding and the maximum component size in an embedding [46]. Also, for anti-ferromagnetic chains, Pudenz et al. [47] showed that the performance of the D-Wave Two decreases with chain size. Because in our case, the components can have a more complex topology than a single chain, are subject to local fields, and have couplings to qubits outside the component, it is unclear to what extent we would see the same behavior. Thus, the relative component sizes require investigation.

Figure 7 (top) confirms, as would be expected given the similar embedding and QUBO sizes for the CNF and time-slice instances, that the median average component size across the 100 problems is statistically indistinguishable in the two cases across the range of sizes. Furthermore, throughout the size range tested, the median median component size—the median over the 100 problem instances of the median component size of each instance—and even the median 65th percentile component size, for both mappings is 1. By the 90th percentile, the component size has increased significantly in both cases, but the two cases are statistically indistinguishable (Fig. 7 (middle)). Even the median maximum component size hardly differs between the two mappings (Fig. 7 (bottom)): for problem sizes \( n = \{8, 9, 10, 11, 12\} \), the median maximum
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Fig. 7 Comparison of component sizes for scheduling-type planning problems. Median average component size (top): we computed the average of the component sizes, the number of physical qubits representing each logical qubit, and then took the median over all the 100 problem instances of that size. Median 90th percentile component size (middle): We calculated the component size at the 90th percentile for each problem, and then took the median over all the 100 problem instances of that size. Median maximum component size (bottom): we determined the largest component size for each problem, and then took the median over all 100 instances of each size. Error bars are at the 35th and 65th percentiles.
component size for the time-slice instances was \{9, 11, 11, 12, 13\}, but for the CNF instances it was \{9, 11, 11.5, 13, 14\}. Given that the median maximum component size was identical for the two smallest sizes, even though the performance was markedly different in the two cases, and the difference between the median maximum component sizes was no more than 1 for the other sizes, we conclude that component size did not contribute significantly to the difference in performance between the time-slice and CNF instances. While the median QUBO size, number of couplings, and embedding size are all greater for the time-slice problems of size 11 than for the CNF problems of size 10, the median expected total anneal time for 99% success probability is substantially better for the \( n = 11 \) time-slice problems than for the \( n = 10 \) CNF problems.

Even though the QUBO size under the direct map is never much more than roughly half the size of the QUBOs under the two general mappings in the size range considered, both in terms of number of qubits (Fig. 4) and the number of couplings (Fig. 5), the typical component size in the embedded direct mapping instances is markedly larger than for the CNF and time-slice mappings. Figure 7 shows the median average component size. The direct map typical component size is significantly greater than the typical component size for the CNF and time-slice mappings throughout the range of problem sizes. Even at problem size 8, it is markedly higher than for the other two. While the median median component size was 1 for both the CNF and time-slice mappings throughout the range considered, the median median component size for the direct map started at around 4 at size 8 and rose to close to 4.5 by problem size 18.

The size of the top 10% of the components in these embeddings, however, is markedly lower than that of the CNF and time-slice mappings; even at problem size 16, it is still lower than the value for problem size 8 for the more general mappings. These findings are consistent with D-Wave’s recommendation to minimize the maximum component size, not just the total embedding size (or equivalently, the typical component size). The results for the time-slice versus CNF instances of the same underlying scheduling-type planning problems suggest that further investigation is needed as to what properties of mappings and embeddings correspond to better or worse performance, and that more sophisticated metrics for good embeddings are needed. In addition, we analyzed the distribution of \( J \)'s and their correlation with component size. As expected, the number of adjacent couplers to each qubit correlated strongly with its component size, and no correlation was found between the strength of the adjacent couplers and its component. As is the case in the figures shown, the properties of the time-slice and CNF mappings were similar, but differed from those of the direct mapping.

7.3 Comparing two different annealing profiles

The D-Wave Two machine has fixed functions \( A(s) \) and \( B(s) \) for the weights of the driver and problem Hamiltonians in the control Hamiltonian of Eq. 1. The user can vary only the overall annealing time, and as mentioned, the overwhelming evidence is that for the present machine the shortest possible annealing time is best. Inadvertently, we were able to experiment with an alternate annealing profile, albeit a nonstandard one.
Fig. 8  Weightings of the different components of the Hamiltonian prior to recalibration. The figure shows the discrepancy between the strength $B'(s)$ of the local fields (dashed line) and the strength $B(s)$ of the couplings (solid line) in the problem Hamiltonian during annealing prior to recalibration as they increase throughout the anneal. The strength of the driver Hamiltonian as it decreases throughout the anneal is also shown. Normally in an anneal, there is only a single weighting for the problem Hamiltonian, as in Eq. 1. Indeed, after recalibration, the strength of the local fields has been adjusted to equal that of the couplings, so $B'(s)$ becomes $B(s)$.

The D-Wave Two has two annealing lines, both common to all qubits. These lines affect the local fields $h_i$ and coupling coefficients $J_{ij}$ differently. When they are not fully synchronized, effectively the $B(s)$ weighting splits into two weightings, the original $B(s)$ weighting for the couplings and a $B'(s)$ weighting for the local fields. When we first ran, these two lines were not fully synchronized. While the two converged near the end of the anneal, for much of the time, the strength of the local fields for the problem Hamiltonian was 2–3 GHz less than that of the coupling strength for the problem Hamiltonian (Fig. 8). The synchronization issue was fixed by estimating the time-dependence of the persistent current and modifying the signal in annealing lines so as to compensate for the effect and make the weights on the coupling and local fields uniform.

Figure 9 shows results on directly mapped instances both before and after the recalibration. While the recalibration improved results for problems other groups were running on the machine, it resulted in a substantial decrease in performance on the directly mapped scheduling-type planning problems, both in terms of the absolute total annealing time and in the scaling, with $\alpha$ increasing from 0.6 to 1.0.

Without the ability to experiment further, it is hard to say what these results mean. They may mean that the problems would solve more efficiently if the strength of the problem Hamiltonian (the couplings as well as the local fields) followed the pre-calibration curve for the local fields. Alternatively, it could mean that it is advantageous in this type of problem for the local fields to have less influence on the computation than the couplers in the first part of the computation perhaps, for example, because strong local fields concentrate amplitude in local minima from which it is hard to escape. There is no reason to believe that the particular annealing profile D-Wave uses...
is optimal, and the relative performance of different annealing profiles may vary from problem type to problem type. These results strongly suggest that it would be useful to be able to experiment with different profiles, and that it would also be helpful to develop theory that could suggest which annealing profiles would be most suitable given easily computable features of a problem or problem type.

7.4 Performance dependence on the internal coupling

We now turn to how the value of $J_{\text{int}}$, the strength of the coupling between physical qubits that represent a single logical qubit, affects performance for each of the three different mappings. Naively, one might expect that one should set $J_{\text{int}}$ as high as possible, so as to penalize states in which the bit values of the physical qubits representing one logical qubit differ, but there are reasons why setting it too high can be detrimental [39]. The first is that doing so can increase the difficulty of transferring amplitude from a local minimum in which all of the bit values for a component are equal but set to the wrong value. The second is that the device has a finite range of possible couplings and suffers from significant precision issues, meaning that the noise in the applied coupling strengths is high enough that only about 16 different values can be distinguished. When an Ising problem is sent to the machine, the problem Hamiltonian is automatically rescaled so as to take advantage of the full range. If $J_{\text{int}}$ is set too high, however, when the problem is rescaled, all of the other field strengths become indistinguishable from 0, and all information specific to the problem is lost. For these reasons, there is a sweet spot for $J_{\text{int}}$.

For each mapping, we performed a quick parameter sweep (results not shown) to locate the range in which a minimum occurred and then performed a more detailed
Fig. 10 Performance for different values of $J_{\text{int}}$ on the three different mappings of scheduling-type planning problems. The numbers are the median expected total anneal time for 99% success over the benchmark set of 100 hard but solvable scheduling-type problems of each size for different values of $J_{\text{int}}$ under the three mappings. The colors were determined from the success probabilities, with each column normalized by the largest value for the given mapping and size. Deep red indicates the largest value, with the colors ranging from orange to yellow to white indicating lower and lower success probabilities (Color figure online).

7.5 Performance with a simple error correction scheme

The simple error correction scheme of Sect. 6 does not provide significant improvements in performance on these problems under any of the mappings, as can be seen in Fig. 11. The time-slice results suggest that error correction could provide more significant improvements as the problem size increases. The results on the directly mapped instances, however, show no improvement with error correction over the whole range of problem sizes. The error correction scheme acts only on physical qubits representing the same logical bit that end up taking on opposite values. The reason for these opposite values is likely that there are conflicting constraints with neighboring val-
Fig. 11 Comparison of performance with and without simple error correction on the three mappings of scheduling-type planning problems. Median expected total anneal time for 99% success for each mapping, with the best $J_{\text{int}}$ for each size, are shown. CNF mapping (top): in the corrected case, $J_{\text{int}}$ was \{1.6, 1.5, 1.7, 1.5, 1.6\} for problem sizes \{8, 9, 10, 11, 12\}, respectively. For the uncorrected case, $J_{\text{int}}$ was \{1.6, 1.7, 1.7, 1.7, 1.6\} respectively. Time-slice mapping (middle): in the corrected case, $J_{\text{int}}$ was \{1.2, 1.3, 1.3\} for problem sizes \{8, 9, 10\}, respectively. For the uncorrected case, $J_{\text{int}}$ was \{1.2, 1.3, 1.4\} respectively. Direct mapping (bottom): In the corrected case, $J_{\text{int}}$ was \{1.1, 1.1, 1.2, 1.3, 1.3, 1.4, 1.4, 1.4, 1.4, 1.4\} for problem sizes \{8, . . . , 12\}, respectively. For the uncorrected case, $J_{\text{int}}$ was \{1.1, 1.1, 1.3, 1.3, 1.4, 1.4, 1.4, 1.4, 1.4, 1.4\} respectively.
ues. For this reason, majority voting error correction at this level, while it removes any energy penalties resulting from disagreements within the component, will often increase the penalties from constraints involving neighboring logical qubits.

8 Results on navigation-type planning problems

For both the CNF and time-slice mappings of problems from the parametrized family of navigation-type planning problems, the largest problem size that embedded was size 4. For the navigation-specific direct mapping, problems of size 6 embedded reliably, but problems of size 7 no longer embedded. We increased the number of embedding tries, and even asked D-Wave to try to embed these problems for us, but without success. Only problems with fewer than 33 vertices are guaranteed to embed in the 512 vertex (8, 4)-Chimera graph, so these 49-qubit QUBOs may not embed in the current hardware. While the directly mapped navigation-type planning problems have QUBO graphs that are far from fully connected—the number of edges in these graphs goes up linearly with size not quadratically—they appear to be sufficiently connected that it may be impossible to embed any size 7 navigation-type planning problem in the current hardware. The next section explores embedding these problems in larger architectures. For those problems that did embed, the D-Wave machine solved them reliably and quickly.

9 Embedding in future architectures

We investigated the embeddability of the most embeddable graph, the graph corresponding to the direct mapping to QUBO of the trivial Hamiltonian path problem on the fully connected graph $K_n$ of size $n$. This graph, which we call the intersecting-cliques graph $IC_{n,n}$ for reasons that will become apparent shortly, is a subgraph of all the directly mapped navigation problems of its size (and larger) so if this one does not embed, none of the others will. The graph is far from fully connected, each of the $n^2$ vertices having degree only $2(n - 1)$, but the degree does grow in linearly with the size of the problem. The $n^2$ vertices in the graph can be partitioned into a set of $n$ cliques each containing $n$ vertices in two different ways. The first clique partition corresponds to the QUBO term enforcing the condition that each site is visited exactly once, and the second to the QUBO term enforcing the condition that only one site is visited at a time. The $n$ vertices in any one of the cliques in the first set are all in different cliques of the second set. This property inspired the name. Diagram of $IC_{5,5}$ and $IC_{3,3}$ are shown in Fig. 12.

We investigated the embeddability of these problems in potential future architectures, specifically $(M, L)$-Chimera graphs (Fig. 13) in which either the number of unit cells $M^2$ or the size of the unit cell $K_{L,L}$ is increased, or both. We ran D-Wave’s heuristic embedding software 11 times per problem on each $(M, L)$-Chimera graph architecture. The heuristic embedding software was run with default parameters, including up to 10 restarts if an embedding is not found on a given try. We recorded the 11 embedding sizes we obtained.
Fig. 12 The intersecting-cliques graphs $IC_{5,5}$ and $IC_{3,3}$. The intersecting-cliques graph $IC_{n,n}$ is a subgraph of all navigation-type problems with $n$ or more sites. It corresponds to the trivial navigation-type problem in which every site is connected directly to every other site. It is the most embeddable of the navigation-type problems, meaning that if it does not embed then neither will any of the other problems with the same number of sites (or more).

Figure 14 shows the minimum embedding size for architectures in which the size of the unit cell $K_{L,L}$ remains constant with $L$ remaining at its current value of $L = 4$, but the number of unit cells is increased. As can be seen in the figure, increasing the number of unit cells, while retaining the current size of the unit cells ($L = 4$),
hardly improves the size of the embeddings of problems that embedded in smaller architectures, but does extend the problem size that embeds somewhat.

Figure 15 shows the minimum embedding size for architectures in which the size of the unit cell $K_{L,L}$ is increased while the number of unit cells stays constant at its current value $M^2 = 64$. As can be seen in the figure, increasing the size of the unit cells, and thus increasing the local connectivity of the graph, even while the number of unit cells constant, significantly improves the embedding size and the embeddability of these problems.

Figure 16 explores the embeddability of $IC_{k,k}$ for $k \in \{7, 8, 9, 10\}$ for the full range of architectures with $M \in \{8, \ldots, 16\}$ and $L \in \{4, \ldots, 10\}$. The embedding software runs in seconds for problem sizes less than 7, but increases rapidly after that, with the 11 embedding trials taking 30–45 min for some of the larger problem sizes. For this reason, we did not explore problem sizes larger than 10. This analysis further illustrates the advantage of increasing the size and connectivity of the unit cells compared to increasing the number of unit cells. The size 9 problem embeds in an $(8, 8)$-Chimera graph that had 1,024 qubits, whereas when leaving the unit cell size the same at $L = 4$, the size 9 problem embeds in a $(4, 15)$-Chimera graph that
Fig. 14 $IC_{k,k}$ embedding sizes with increasing number of $K_{4,4}$ U cells. The embedding sizes of the intersecting-cliques graph $IC_{k,k}$ for $k \leq 10$ in $(M,4)$-Chimera graphs for $M \in \{8, \ldots, 16\}$. Increasing the number of unit cells, $M^2$, does little to improve the embedding sizes of graphs that embedded in a smaller architecture, but does extend somewhat the range of $k$ over which $IC_{k,k}$ embeds reliably within 11 runs of the D-Wave heuristic embedding software with default parameters. The points for sizes 0 and 1 were put in manually. The rest reflect runs of D-Wave’s heuristic embedding software requires 1,800 qubits. The number of couplings in the $(8, 8)$-Chimera graph, however, is significantly larger at 4,844 than the number of couplings, 3,800, in the $(4, 15)$-Chimera graph.

By the end of 2014, a 1024 qubit D-Wave machine should be available at NASA, and sometime in 2015, a 2048 machine should be available. Unfortunately, if these qubit numbers are achieved by simply increasing the number of unit cells, rather than increasing the connectivity of the unit cells, or moving to a non-Chimera architecture, it looks likely that only navigation-type planning problems of size less than 10 will be able to be run on such machines due to the difficulty of embedding larger instances in these hardware graphs. Alternative embedding strategies could improve these results, but in the near-term, scheduling-type planning problems appear more suitable than navigation-type planning problems for the near-term Chimera architectures with $K_{4,4}$ unit cell. For real-world planning applications that combine both navigation and scheduling aspects, the design of new hardware architectures that will...
Fig. 15  IC$_{k,k}$ embedding sizes with increasing unit cell size. The embedding sizes of the intersecting-cliques graph IC$_{k,k}$ for $k \leq 10$ in (8, L)-Chimera graphs for $L \in \{4, \ldots, 10\}$. Increasing the size of the $K_{L,L}$ unit cells, and thereby the local connectivity of the hardware graph, while keeping the number of unit cells constant, enables improved embedding sizes of graphs that embedded in a smaller architecture, as well as extending the range of $k$ for which IC$_{k,k}$ embeds reliably.

Fig. 16  Embedding of IC$_{k,k}$ graphs in (M, L)-Chimera graphs. Embedding of IC$_{k,k}$ for $k \leq 10$ in (M, L)-Chimera graphs for $M \in \{8, \ldots, 16\}$ and $L \in \{4, \ldots, 8\}$. Dots show the largest size problem which embedded in the given architecture in 11 runs of the D-Wave heuristic embedding software with default parameters. Crosses indicate that the next largest size problem ($n = 11$) was not run, so we do not have data to indicate whether or not it would have embedded in the given Chimera architecture.
overcome the programming bottleneck presented by embedding these problems is critical.

While the scheduling-type planning problems embed better than the navigation-type planning problems, for both of the general mappings, by around problem size 15 or 16, the heuristic embedding software has difficulty embedding these problems. For the direct map instances, the heuristic embedding software had no problems embedding instances up to problem size 17, begins to have occasional difficulties at problem size 18, and has serious difficulties embedding most of the problems by size 22.

We finish the discussion of embedding in future architectures with an analysis of the embeddability of the simplest solvable scheduling-type planning problem, the one that corresponds to a completely disconnected graph of \( n \) vertices. As in the navigation case, its QUBO graph is a subgraph of the QUBO graph for all of the scheduling-type problems, so if it does not embed, none will. The analysis is easier than in the navigation case and can be done by hand. The QUBO graph consists of \( n \) triangles (we are considering the 3 time slot case). Since \( k \) triangles can embed in a \( K_{2k,2k} \) unit cell, an \((M, 2k)\)-Chimera architecture supports the embedding of the simplest \( kM^2 \)-task problem. Since 4 vertices are required to embed a triangle in Chimera graph architecture, this embedding is optimal. As an example, the simplest problem with 128 tasks embeds in a 512 qubit machine, and the 512 task problem embeds in the 2048 machine projected for 2015. In addition, preliminary tests show that typical scheduling-type problems of size well past 50 will embed in the 2048 architecture.

10 Conclusions and future work

We have studied the effectiveness of a quantum annealer in solving small instances within families of hard operational planning problems under various mappings and embeddings. From these results, we derive insights useful for the programming and design of future quantum annealers: problem choice, the mapping used, properties of the embedding, and annealing profile all matter, each significantly affecting the performance. While this initial study did not produce results competitive with state-of-the-art classical approaches, higher-quality qubits, shorter annealing times, better precision, greater hardware connectivity, improved mappings and embeddings, and alternative annealing profiles will all contribute to improved results.

In future work, we will perform statistical analyses of a richer set of properties of both the mapped and embedded QUBOs, looking for correlations between these properties and the expected total annealing time. We will examine both topological properties and properties of distributions of QUBO coefficients in the mappings, as well as features that combine the two. This analysis should provide a better understanding for the reasons for the performance difference between the time-slice and CNF mapped problems. More generally, the identification of such features will feed into design criteria for mappings and into better metrics for evaluating and designing embedding algorithms for application problems in general. As part of that work, we will examine more embeddings per problem in order to sort out how much of the variation in runtime is due to the variation in the difficulty of the problems themselves.
versus how much is due to properties of the embedding independent of the problem. We also plan to experiment with other mappings, such as different weightings of penalty terms in the QUBOs we described here and other translations of the problem to CNF form, as well as explore with other problems from operational planning, such as job shop scheduling.
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