Abstract. This paper focuses on the systems theory of bilinear dynamical systems using the Volterra series representation. The main contributions are threefold. First, we gain an input-output representation in the frequency domain, where the Laplace transform of the kernels can indeed be interpreted as transfer functions. Then, we derive the response of bilinear systems to a nascent delta function in time domain, i.e., the impulse response of bilinear systems. Finally, we study the relationships between this novel impulse response and the well-known Volterra kernels and adjust those to be compatible to the impulse response.

Key words. bilinear systems, Volterra series, integral kernels, multidimensional Laplace transform, impulse response, systems theory

AMS subject classifications. 93C10, 93C15, 93A15

1. Introduction. Bilinear dynamical systems are weakly nonlinear systems that are linear separately in state and in input, but not jointly linear in both. They represent an interface between fully nonlinear and linear dynamical systems. In the 1970s, bilinear systems began to receive attention, since many physical phenomena can be described by them, e.g., biological, physiological and economical processes, as well as applications such as catalysts in chemical reactions, nuclear fission and stochastic problems [15, 16, 18, 17]. The description of the input-output behavior, the analysis of system-theoretic concepts and the minimal realization theory of bilinear state-space systems were first investigated in [6, 12, 14, 7] and further studied in [19, 8, 13]. Recently, a renewed interest in bilinear systems has aroused in the context of model order reduction. The close relation of this system class to linear state-space systems as well as the previous development of similar system-theoretic concepts (e.g., Gramians, transfer functions, $H_2$-norm, etc.) based on the Volterra series representation has enabled the generalization of well-known linear reduction methods to the bilinear setting [21, 2, 5, 3, 4, 10, 9, 1].

Consider a multiple-input multiple-output (MIMO) bilinear system of the form:

$$\dot{x}(t) = Ax(t) + \sum_{j=1}^{m} N_j u_j(t)x(t) + Bu(t), \quad x(0) = x_0,$$

$$y(t) = Cx(t),$$

where the matrices $A, N_j \in \mathbb{R}^{n \times n}$ for $j = 1, \ldots, m$, $B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{p \times n}$. The vectors $x(t) \in \mathbb{R}^n$, $u(t) \in \mathbb{R}^m$ and $y(t) \in \mathbb{R}^p$ denote the state, inputs and outputs of the system, respectively. For the sake of brevity, throughout the paper we will derive the results for the single-input single-output (SISO) case\(^1\), but we will also state the formulas for the MIMO case. In case that the bilinear system is given in implicit form with a regular matrix $E \in \mathbb{R}^{n \times n}$, i.e., $\det E \neq 0$, then the theoretical statements still hold true by just replacing $A, N_j, B \rightarrow E^{-1}A, E^{-1}N_j, E^{-1}B$. Note, however, that from a computational point of view the inversion of $E$ becomes prohibited in the large-scale setting (e.g., $n = 10^4$ and bigger) and should be circumvented in algorithms.

\(^*\)Submitted to the editors March 29, 2018.

\(^\dagger\)Chair of Automatic Control (Prof. Dr.-Ing. B. Lohmann), Department of Mechanical Engineering, Technical University of Munich, Boltzmannstr. 15, 85748 Garching, Germany (maria.cruz@tum.de, raphael-gebhart@t-online.de).

\(^1\)For SISO ($m=1, p=1$), replace: $\sum_{j=1}^{m} N_j u_j(t) \rightarrow Nu(t), Bu(t)=\sum_{j=1}^{m} b_j u_j(t) \rightarrow bu(t), C \rightarrow c^T, y(t) \rightarrow y(t)$.
In this paper, we extensively investigate the systems theory for bilinear dynamical systems making use of the Volterra series representation. Our main contribution is the derivation of the response of a bilinear system to an impulse input in time domain, i.e. the impulse response of bilinear systems, together with the adjustment of the Volterra kernels, especially along lines of equal time arguments, such that the kernels and the impulse response are compatible to each other. The motivation for this endeavor lies in the fact that, in the linear setting, the impulse response constitutes a very important characteristic of the system, with which the output response for arbitrary inputs can be computed. In the bilinear setting, however, the input-output behavior is characterized by means of an infinite series of multidimensional kernels that are normally not defined at certain discontinuities [19, pp. 14-16]. Since values at discontinuities are not taken into account through the multidimensional (inverse) Laplace transform and these precise values will turn out to be crucial for the response computation, we will derive the impulse response of bilinear systems directly in time domain and adjust the Volterra kernels afterwards to obtain consistent answers.

The paper is organized as follows. In the next section, we will survey the main fundamentals concerning bilinear systems theory. This will include the characterization of the input-output behavior in the time domain as well as the multidimensional Laplace transform of the Volterra kernels. In section 3 we will focus on the multidimensional Laplace transform of the output to gain an input-output representation in the frequency domain, where the Laplace transform of the kernels can be interpreted as transfer functions. The derivation of the impulse response of bilinear systems to a nascent delta function is given in section 4, and in section 5 the multidimensional Volterra kernels are adjusted to be compatible and consistent with the previously derived impulse response. Finally, we conclude the paper with some final remarks and conclusions in section 6.

2. Background on bilinear systems theory. In this section, we review some system theoretic concepts of bilinear systems. The groundwork for the existing bilinear system theory is laid by the Volterra series expansion for general nonlinear dynamical systems, where the solution \( x(t) \) is constructed as an infinite sum of multivariable convolution integrals by applying the Picard fixed-point iteration. Consequently, the nonlinear system can be alternatively interpreted as an infinite sequence of interconnected (cascaded) subsystems. Pursuing these considerations, the bilinear system (1) can be represented by the following infinite series of coupled linear subsystems:

\[
\begin{align*}
\dot{x}_1(t) &= Ax_1(t) + bu(t), & x_1(0) &= x_0, \\
\dot{x}_k(t) &= Ax_k(t) + Nu(t)x_{k-1}(t), & x_k(0) &= 0, & k \geq 2.
\end{align*}
\]

In [6] it is proven that, for bounded inputs \( u(t) \), the sequence of solutions \( x_k(t) \) of the linear subsystems converges to the solution \( x(t) \) of the bilinear system for \( k \to \infty \): \( x(t) = \sum_{k=1}^{\infty} x_k(t) \). In the following, we make use of the subsystems to obtain the input-output representation for bilinear systems.

2.1. Input-output representation in the time domain. First, we aim at obtaining a descriptive equation for the output response of the bilinear system to given inputs in the time domain. Depending on the used description form, the input-output representation will be given in terms of the so-called triangular and regular kernels. Both description forms can be equivalently transformed into each other by change of variables.

---

\(^2\) A state-equation for each subsystem can be derived by applying an input of the form \( \alpha u(t) \) and assuming the response \( x(t) = \alpha x_1(t) + \alpha^2 x_2(t) + \ldots \).
2.1.1. Triangular kernel representation. Making use of (2), the solution $x_k(t)$ of the $k$-th subsystem is in general given by:

$$x_1(t) = \int_{\tau=0}^{t} e^{A(t-\tau)} b(u(\tau)) \ d\tau + e^{A t} x_0,$$

$$x_k(t) = \int_{\tau=0}^{t} e^{A(t-\tau)} N u(\tau) x_{k-1}(\tau) \ d\tau, \quad k \geq 2.$$  

Thus, the solution $x_2(t)$ of the second subsystem is:

$$x_2(t) = \int_{\tau_1=0}^{t} e^{A(t-\tau_1)} N u(\tau_1) x_1(\tau_1) \ d\tau_1$$

$$= \int_{\tau_1=0}^{t} e^{A(t-\tau_1)} N u(\tau_1) \left( \int_{\tau_2=0}^{\tau_1} e^{A(t_1-\tau_2)} b(u(\tau_2)) \ d\tau_2 + e^{A \tau_1} x_0 \right) \ d\tau_1$$

$$= \int_{\tau_1=0}^{t} \int_{\tau_2=0}^{\tau_1} e^{A(t-\tau_1)} N u(\tau_1) e^{A(t_1-\tau_2)} b(u(\tau_2)) \ d\tau_2 \ d\tau_1$$

$$+ \int_{\tau_1=0}^{t} e^{A(t-\tau_1)} N u(\tau_1) e^{A \tau_1} x_0 \ d\tau_1.$$  

After $k$ successive substitutions, the solution $x_k(t)$ of the $k$-th subsystem is:

$$x_k(t) = \int_{\tau_1=0}^{t} \cdots \int_{\tau_k=0}^{\tau_{k-1}} e^{A(t-\tau_1)} N u(\tau_1) e^{A(t_1-\tau_2)} N u(\tau_2) \cdots N u(\tau_{k-1}) e^{A(t_{k-1}-\tau_k)} b(u(\tau_k)) \ d\tau_k \cdots \ d\tau_1$$

$$+ \int_{\tau_1=0}^{t} \cdots \int_{\tau_k=0}^{\tau_{k-2}} e^{A(t-\tau_1)} N u(\tau_1) e^{A(t_1-\tau_2)} N u(\tau_2) \cdots N u(\tau_{k-1}) e^{A \tau_k} x_0 \ d\tau_k \cdots \ d\tau_1.$$  

In the sequel, we will substitute the integration variables often. To simplify the substitutions, we will use infinite limits and introduce heaviside step functions $\sigma(t)$ to take the integration domain into account. The solution $x_k(t)$ of the $k$-th subsystem for zero initial condition $x_0 = 0$ is then:

$$x_k(t) = \int_{\tau_1=-\infty}^{\infty} \cdots \int_{\tau_k=-\infty}^{\infty} e^{A(t-\tau_1)} \sigma(t-\tau_1) \ N u(\tau_1) \sigma(\tau_1) \ e^{A(t_1-\tau_2)} \sigma(t_1-\tau_2) \ N u(\tau_2) \sigma(\tau_2) \cdots$$

$$\times N u(\tau_{k-1}) \sigma(\tau_{k-1}) e^{A(t_{k-1}-\tau_k)} \sigma(t_{k-1}-\tau_k) b(u(\tau_k)) \sigma(\tau_k) \ d\tau_k \cdots \ d\tau_1.$$  

The heaviside step functions do not need to be explicitly written down further, when we assume one-sided input signals $u(t) := u(t)\sigma(t)$ and define one-sided matrix exponentials $e^{A t} := e^{A t}\sigma(t)$. Since the magnitude of the Jacobian determinant $|\det(\partial r_j/\partial t_j)| = 1$ for all sequal substitutions\(^3\), we only need to substitute the variables of the input signal $u(t)$ and matrix exponentials $e^{A t}$.

\(^3\)Without loss of generality we set $x_0 = 0$, since we are especially interested in the input-output relationship, and not in the initial condition term.

\(^4\)The sign of the Jacobian determinant does not matter, as it cancels out with the integration limits: $\int_{u}^{b}(\cdot) \ d\tau \to \int_{a}^{b}(\cdot)(-d\tau)$.
Although in the literature [19, 10] the triangular kernels are usually defined directly out of equation (6), here a change of integration variables is first performed, in order to obtain a triangular input-output representation where the kernels appear without reflected arguments \(-\tau_1, \ldots, -\tau_k\).

Making the change of variables

\[
\begin{align*}
\tilde{\tau}_k &= t - \tau_1, \quad \tilde{\tau}_{k-1} = t - \tau_2, \ldots, \quad \tilde{\tau}_1 = t - \tau_k, \\
\tau_1 &= t - \tilde{\tau}_k, \quad \tau_2 = t - \tilde{\tau}_{k-1}, \ldots, \quad \tau_k = t - \tilde{\tau}_1,
\end{align*}
\]

with

\[
\begin{align*}
\tau_1 - \tau_2 &= \tilde{\tau}_{k-1} - \tilde{\tau}_k, \\
\vdots \\
\tau_{k-1} - \tau_k &= \tilde{\tau}_1 - \tilde{\tau}_2,
\end{align*}
\]

and letting again \(\tilde{\tau}_k \rightarrow \tau_k, \ldots, \tilde{\tau}_1 \rightarrow \tau_1\), then the triangular input-output representation (SISO) is given by:

\[
y_k(t) = \int_{\tau_1 = -\infty}^{\infty} \cdots \int_{\tau_k = -\infty}^{\infty} g^\Delta_k(\tau_1, \ldots, \tau_k) u(t - \tau_k) \cdots u(t - \tau_1) \, d\tau_k \cdots d\tau_1,
\]

with the triangular kernels

\[
g^\Delta_k(t_1, \ldots, t_k) = \begin{cases} 
  c^T e^{At_k} N e^{A(t_{k-1} - t_k)} N \cdots N e^{A(t_1 - t_2)} b, & 0 < t_k < \ldots < t_1 \\
  0, & \text{on the surface}
\end{cases}
\]

For a better understanding of the definition domain of the triangular kernels, Figure 1a exemplary shows the triangular kernel of the second subsystem \(g^\Delta_2(t_1, t_2)\). Its domain is the triangle (2-simplex) \(t_1 > t_2 > 0\). Its surface is the line (1-simplex) \(t_1 = t_2 > 0\). We do not care about the bottom line \(t_2 = 0\), since we are not interested in the value of the impulse response at \(t = 0\), which will become clear later. In Figure 1b the triangular kernel of the third subsystem \(g^\Delta_3(t_1, t_2, t_3)\) is illustrated. Its domain is the tetrahedron (3-simplex) \(t_1 > t_2 > t_3 > 0\). Its surface consists of the triangles (2-simplices) \(t_1 = t_2 > t_3 > 0\) and \(t_1 > t_2 = t_3 > 0\) and their intersection line (1-simplex) \(t_1 = t_2 = t_3 > 0\). Again, we do not care about the bottom triangle of the tetrahedron, where \(t_3 = 0\). This can be generalized to the \(k\)-th subsystem.

**MIMO case.** All the concepts we have seen so far can be generalized for MIMO bilinear systems. To this end, replace in the following \(c^T \rightarrow C, \quad Nu(t) \rightarrow \sum_{j=1}^{m} N_j u_j(t)\) and \(bu(t) \rightarrow \sum_{j=1}^{m} b_j u_j(t)\). Thus, equations (7) and (8) become:

\[
y_k(t) = \int_{\tau_1 = -\infty}^{\infty} \cdots \int_{\tau_k = -\infty}^{\infty} C e^{At_k} \left( \sum_{j=1}^{m} N_j u_j(t - \tau_k) \right) e^{A(\tau_{k-1} - \tau_k)} \left( \sum_{j=1}^{m} N_j u_j(t - \tau_{k-1}) \right) \cdots \\
\times \left( \sum_{j=1}^{m} N_j u_j(t - \tau_2) \right) e^{A(\tau_1 - \tau_2)} \left( \sum_{j=1}^{m} b_j u_j(t - \tau_1) \right) \, d\tau_k \cdots d\tau_1
\]

\[
= \sum_{j_1=1}^{m} \cdots \sum_{j_k=1}^{m} \int_{\tau_1 = -\infty}^{\infty} \cdots \int_{\tau_k = -\infty}^{\infty} C e^{At_k} N_{j_k} u_{j_k}(t - \tau_k) e^{A(\tau_{k-1} - \tau_k)} N_{j_{k-1}} u_{j_{k-1}}(t - \tau_{k-1}) \cdots \\
\times N_{j_2} u_{j_2}(t - \tau_2) e^{A(\tau_1 - \tau_2)} b_{j_1} u_{j_1}(t - \tau_1) \, d\tau_k \cdots d\tau_1.
\]
The kernel is not yet defined on the line \( t_1 = t_2 > 0 \). In that sense, the kernels are matrix-valued functions of dimension.

Note, however, that each kernel \( g \) might be more compact, we prefer the sum-notation, as the generalization from SISO to MIMO is straightforward by summing over all SISO-like terms \( g^{(jk_1,\ldots,j_k)}(t_1,\ldots,t_k) \), whereas Kronecker products can be cumbersome. For a detailed presentation with Kronecker notation the reader is referred to \([4, \S 4.2], [9, \S 2], [11, \S 2.1.2]\).
2.1.2. Regular kernel representation. To simplify the terms $e^{A(t_k - t_{k-1})}$ arising in the triangular representation (8), we now give the input-output behavior of the bilinear system in terms of the regular kernels. For this purpose, we perform the change of variables

$$
\bar{\tau}_k = \tau_k, \quad \bar{\tau}_{k-1} = \tau_{k-1} - \tau_k, \quad \ldots, \quad \bar{\tau}_1 = \tau_1 - \tau_2,
$$

$$
\bar{\tau}_k = \bar{\tau}_k, \quad \bar{\tau}_{k-1} = \bar{\tau}_{k-1} + \bar{\tau}_k, \quad \ldots, \quad \bar{\tau}_1 = \bar{\tau}_2 - \bar{\tau}_1,
$$

and let again $\bar{\tau}_k \rightarrow \tau_k, \ldots, \bar{\tau}_1 \rightarrow \tau_1$. Then, the regular input-output representation (SISO) is:

$$
y_k(t) = \int_{\tau_k = -\infty}^{\infty} \cdots \int_{\tau_{k-1} = -\infty}^{\infty} g_k^\square(\tau_1, \ldots, \tau_k) u(t - \tau_k) \cdots u(t - \tau_{k-1} - \cdots - \tau_1) \, d\tau_k \cdots d\tau_1,
$$

with the regular kernels

$$
g_k^\square(t_1, \ldots, t_k) = \begin{cases} 
C e^{A t_k} N e^{A t_k-1} N \ldots N e^{A t_i} b_i, & t_1, \ldots, t_k > 0 \\
\text{not yet defined,} & \text{on the surface} \\
0, & \text{else.}
\end{cases}
$$

The regular kernel of the second subsystem $g_2^\square(t_1, t_2)$ is depicted in Figure 2a. Its domain is the rectangle (2-dimensional hypercube) $t_1, t_2 > 0$. Its surface is the line (1-dimensional hypercube) $t_1 = 0, t_2 > 0$. We do not care about the bottom line $t_2 = 0$, since we are not interested in the value of the impulse response at $t = 0$, which will become clear later. In Figure 2b the domain of the regular kernel of the third subsystem $g_3^\square(t_1, t_2, t_3)$ is the cube (3-hypercube) $t_1, t_2, t_3 > 0$. Its surface consists of the rectangles (2-hypercubes) $t_1 = 0, t_2, t_3 > 0$ and $t_2 = 0, t_1, t_3 > 0$ and their intersection line (1-hypercube) $t_1 = t_2 = 0, t_3 > 0$. Again, we do not care about the bottom rectangle of the cube, where $t_3 = 0$. This can be generalized to the $k$-th subsystem.

MIMO case. Analog to the triangular kernels, the regular input-output representation in the MIMO case is given by:

$$
y(t) = \sum_{k=1}^{\infty} y_k(t), \quad y_k(t) = \sum_{j_1=1}^{m} \cdots \sum_{j_k=1}^{m} y_k^{(j_1, \ldots, j_k)}(t),
$$

with the output components

$$
y_k^{(j_1, \ldots, j_k)}(t) = \int_{\tau_k = -\infty}^{\infty} \cdots \int_{\tau_{k-1} = -\infty}^{\infty} g_k^{\square}(\tau_1, \ldots, \tau_k) u_{j_k}(t - \tau_k) \cdots u_{j_1}(t - \tau_{k-1} - \cdots - \tau_1) \, d\tau_k \cdots d\tau_1
$$

and the regular MIMO kernels

$$
g_k^{\square}(t_1, \ldots, t_k) = \begin{cases} 
C e^{A t_k} N_{j_k} e^{A t_k-1} N_{j_{k-1}} \ldots N_{j_2} e^{A t_1} b_{j_1}, & t_1, \ldots, t_k > 0 \\
\text{not yet defined,} & \text{on the surface} \\
0, & \text{else.}
\end{cases}
$$
2.2. Multidimensional Laplace transform of the kernels. Once the Volterra kernels have been derived, we now want to analyze them in the frequency domain. Therefore, and similar as for single-variable kernels arising in linear systems, the Laplace transform for multivariable functions is first introduced in the following definition.

**Definition 2** (Multidimensional Laplace transform). A multivariable function $f(t_1, \ldots, t_k)$ with $f : \mathbb{R}^k \to \mathbb{C}^k$ is Laplace transformable (in terms of the $k$-dimensional Laplace transform), if the integral

$$F(s_1, \ldots, s_k) := \mathcal{L}_k \{ f(t_1, \ldots, t_k) \}(s_1, \ldots, s_k)$$

$$= \int_{t_1=0}^{\infty} \cdots \int_{t_k=0}^{\infty} f(t_1, \ldots, t_k) e^{-s_1 t_1} \cdots e^{-s_k t_k} \, dt_k \cdots dt_1,$$

(18)

converges for values $s = (s_1 \ldots s_k)^T \in H_{\gamma_1, \ldots, \gamma_k} := H_\gamma = \{ s \in \mathbb{C}^k \mid \text{Re}(s_i) > \gamma_i, \ i = 1, \ldots, k \}$, converges for values $s \in \mathbb{C}^k$ on the $k$-dimensional complex half-space $H_\gamma$ of the $k$-dimensional complex vector space $\mathbb{C}^k$. The function $F(s_1, \ldots, s_k)$ with $F : H_\gamma \to \mathbb{C}^k$ is called $k$-dimensional Laplace transform of $f(t_1, \ldots, t_k)$.

**Remark 3** (Existence and uniqueness of the Laplace transform). The existence of the Laplace transform is guaranteed, if $f(t_1, \ldots, t_k)$ is piecewise continuous on $\mathbb{R}^k$ and of exponential order in each variable $t_1, \ldots, t_k$ [19, §2.1]. The $k$-dimensional Laplace transform is unique except at finitely many – at most $(k-1)$-dimensional – discontinuities that are not taken into account through the integral.
2.2.1. Laplace transform of triangular kernels. Based on equation (8), the \( k \)-dimensional Laplace transform of the triangular kernels \( g_{k}^{\triangle} (t_1, \ldots, t_k) \) is given by:

\[
G_{k}^{\triangle} (s_1, \ldots, s_k) := \mathcal{L}_k \{ g_{k}^{\triangle} (t_1, \ldots, t_k) \} (s_1, \ldots, s_k)
\]

\[
= \int_{t_1 = -\infty}^{\infty} \ldots \int_{t_k = -\infty}^{\infty} c^T e^{At_k} N \cdots N e^{At_2} N e^{At_1} b
\]

\[
\times e^{-s_1 t_1} \cdots e^{-s_k t_k - 1} e^{-s_k t_k} \sigma(t_1) \cdots \sigma(t_k) \ dt_k \cdots dt_1.
\]

Performing the change of variables:

\[
t_{k_1} = t_k, \quad t_{k-1} = t_{k-1} - t_k, \ldots, \quad t_1 = t_1 - t_2,
\]

\[
t_k = \tilde{t}_k, \quad \tilde{t}_{k-1} = \tilde{t}_{k-1} - t_k, \ldots, \quad \tilde{t}_1 = \tilde{t}_1 - t_2,
\]

and letting again \( \tilde{t}_k \to t_k, \ldots, \tilde{t}_1 \to t_1 \) yields the \( k \)-dimensional Laplace transform of the triangular kernels:

\[
(20)
G_{k}^{\triangle} (s_1, \ldots, s_k) = \int_{t_1 = -\infty}^{\infty} \ldots \int_{t_k = -\infty}^{\infty} c^T e^{At_k} N \cdots N e^{At_2} N e^{At_1} b
\]

\[
\times e^{-s_1 (t_1 + \ldots + t_k)} \cdots e^{-s_k (t_2 + \ldots + t_k)} \cdots e^{-s_k t_k} \sigma(t_1 + \ldots + t_k) \cdots \sigma(t_k) \ dt_k \cdots dt_1
\]

\[
= e^T \int_{t_k = 0}^{\infty} e^{(A-(s_1 + \ldots + s_k)I)t_k} dt_k \ N \cdots N \int_{t_2 = 0}^{\infty} e^{(A-(s_1 + s_2)I)t_2} dt_2 \ N \int_{t_1 = 0}^{\infty} e^{(A-s_1)I} dt_1 \ b
\]

\[
= e^T (\sum_{s_2} + \ldots + s_k) I - A)^{-1} N \cdots N (\sum_{s_1} + s_2) I - A)^{-1} N (s_1 I - A)^{-1} b.
\]

The \( k \)-dimensional Laplace transform \( G_{k}^{\triangle} (s_1, \ldots, s_k) \) of the triangular kernels exists in the region \( \text{Re}(s_1) > \max \text{Re}(\lambda(A)), \ldots, \text{Re}(s_1 + \ldots + s_k) > \max \text{Re}(\lambda(A)) \), with the real part \( \text{Re}(\lambda(A)) \) of the eigenvalues \( \lambda(A) \) of the dynamic matrix \( A \).

**MIMO case.** Starting from the triangular MIMO kernels stated in (12), the \( (j_1, \ldots, j_k) \)-th transfer function \( G_{k,j_1,\ldots,j_k}^{\triangle} (s_1, \ldots, s_k) \in \mathbb{C}^p \) can be given as:

\[
(21)
G_{k,j_1,\ldots,j_k}^{\triangle} (s_1, \ldots, s_k) = C((s_1 + \ldots + s_k)I - A)^{-1} N_{j_1} \cdots N_{j_k} ((s_1 + s_2)I - A)^{-1} N_{j_2} (s_1 I - A)^{-1} b_{j_1}.
\]

**Remark 4** (Kronecker notation for MIMO transfer functions). Similar as with the kernels, in the literature the MIMO transfer functions are usually given in Kronecker notation. Note, however, that each transfer function matrix \( G_{k}^{\triangle} (s_1, \ldots, s_k) \in \mathbb{R}^{p \times m_k} \) includes all \( m_k \) combinations of the \( (j_1, \ldots, j_k) \)-th transfer functions \( G_{k,j_1,\ldots,j_k}^{\triangle} (s_1, \ldots, s_k) \in \mathbb{R}^p \) defined here.

Please note that the triangular transfer functions \( G_{k}^{\triangle} (s_1, \ldots, s_k) \) yield factors \( ((s_1 + \ldots + s_k)I - A)^{-1} \), where the frequency variables \( s_1, \ldots, s_k \) are summed up and do not appear as independent, separable
variables. In other words, each singularity term \((s_1 + \ldots + s_k)I - A)^{-1}\) of the transfer function is not expressed by means of a single variable \(s_k\), but rather by several variables. This complicates the application of the residue calculus and the inverse Laplace transform in each variable independently. For that reason, the triangular transfer functions \(G^\triangle_k(s_1, \ldots, s_k)\) are rarely used as a starting point for model order reduction, but the regular transfer functions (see section 2.2.2) have established instead.

2.2.2. Laplace transform of regular kernels. Next, the regular kernels \(g^\square_k(t_1, \ldots, t_k)\) are transformed into the frequency domain. Based on equation (14), the multidimensional Laplace transform of the regular kernels is given by:

\[
G^\square_k(s_1, \ldots, s_k) := \mathcal{L}_k \{g^\square_k(t_1, \ldots, t_k)\} (s_1, \ldots, s_k) \\
= \int_{t_1=0}^{\infty} \cdots \int_{t_k=0}^{\infty} e^{t_kA}N \cdots Ne^{t_1A} b \ e^{-s_1t_1} \cdots e^{-s_kt_k} \ dt_k \cdots dt_1
\]

\[(22)\]

The \(k\)-dimensional Laplace transform \(G^\square_k(s_1, \ldots, s_k)\) of the regular kernels exists in the region \(\text{Re}(s_1), \ldots, \text{Re}(s_k) > \max \text{Re}(\lambda(A))\).

The main feature of the regular transfer functions \(G^\square_k(s_1, \ldots, s_k)\) – in comparison to the triangular ones – is, that they are expressed in terms of a product of single-variable factors \((s_kI - A)^{-1}\).

This permits to write the transfer functions as (see [19, p. 73, §4.2], [9, §2.2])

\[
G^\square_k(s_1, s_2, \ldots, s_k) = \frac{P(s_1, s_2, \ldots, s_k)}{Q(s_1, s_2, \ldots, s_k)} = \frac{P(s_1, s_2, \ldots, s_k)}{Q(s_1)Q(s_2) \cdots Q(s_k)},
\]

where the denominator \(Q(s_1, s_2, \ldots, s_k)\) is a \(k\)-variate polynomial with maximum degree \(kn\) that can be factored into the product of simple factors \(Q(s_\ell)\) with \(\ell = 1, \ldots, k\). Each \(Q(s_\ell) = \det(s_\ell I - A)\) is a polynomial of degree \(n\) in the single variable \(s_\ell\), having each \(n\) distinct roots at \(\lambda_1, \lambda_2, \ldots, \lambda_n \in \mathbb{C}\).

The fact that the polar sets of \(G^\square_k(s_1, \ldots, s_k)\) are separable into \((k-1)\)-dimensional hyperplanes permits the straightforward application of the residue calculus in each variable separately. Furthermore, the representation (22) as a product of factors \((s_kI - A)^{-1}\) allows to perform independent single-variable inverse Laplace transforms when applying the multidimensional inverse Laplace transform [19, pp. 59-60, 73], [10, §2.4].

MIMO case. Corresponding to the regular MIMO kernels from (17), the \((j_1, \ldots, j_k)\)-th transfer function \(G_{k, \square}^{(j_1, \ldots, j_k)}(s_1, \ldots, s_k) \in \mathbb{C}^p\) is:

\[
G_{k, \square}^{(j_1, \ldots, j_k)}(s_1, \ldots, s_k) = C(s_kI - A)^{-1}N_{j_k} \cdots N_{j_3}(s_2I - A)^{-1}N_{j_2}(s_1I - A)^{-1}b_{j_1} \in \mathbb{C}^p.
\]

(23)
3. Input-output representation in the frequency domain. In the previous section, we derived the Laplace transform of the triangular kernel \( g_k^\triangle(t_1, \ldots, t_k) \) and regular kernel \( g_k(t_1, \ldots, t_k) \): \( G_k^\triangle(s_1, \ldots, s_k) \) and \( G_k(s_1, \ldots, s_k) \). Instead of merely transforming the kernels, the output \( y_k(t) \) of the bilinear system – i.e. equations (7) and (13) – should be rather transformed. Thus, our aim is now to obtain an input-output representation in the frequency domain similar to the one known for linear systems \( Y(s) = G(s)U(s) \) using the convolution property of the multidimensional Laplace transform. Then, \( G_k^\triangle(s_1, \ldots, s_k) \) and \( G_k(s_1, \ldots, s_k) \) can be interpreted as multidimensional triangular and regular transfer functions.

3.1. Triangular transfer function representation. First, the triangular input-output representation in the frequency domain is derived. To make the derivation more clear, we start with the second subsystem and generalize then the results for the \( k \)-th subsystem.

To apply the two-dimensional Laplace transform to (7), let

\[
y_2^\triangle(t_1, t_2) := \int_{\tau_1=-\infty}^{\infty} \int_{\tau_2=-\infty}^{\infty} g_2^\triangle(\tau_1, \tau_2) u(t_2 - \tau_2) u(t_1 - \tau_1) \, d\tau_2 \, d\tau_1,
\]

be the triangular auxiliary output of the second subsystem, which depends on the two time variables \( t_1 \) and \( t_2 \). Note that the auxiliary output \( y_2^\triangle(t_1, t_2) \) can be equivalently described by either the triangular or regular kernels, since they can be transformed into each other according to section 2.1.2. The output of the second subsystem can then be given in terms of the triangular auxiliary output: \( y_2(t) = y_2^\triangle(t_1 = t, t_2 = t) \).

The Laplace transform \( Y_2^\triangle(s_1, s_2) \) of the auxiliary output \( y_2^\triangle(t_1, t_2) \) is obtained by applying the convolution property in a similar manner as it is generally done for the output \( y_1(t_1) \) of the first subsystem. In a first step, all the integral limits are lowered and raised to \((-\infty, \infty)\) through heaviside step functions \( \sigma(t) \):

\[
Y_2^\triangle(s_1, s_2) := \mathcal{L}_2\{y_2^\triangle(t_1, t_2)\}(s_1, s_2)
\]

\[
= \int_{t_1, t_2, \tau_1, \tau_2 = -\infty}^{\infty} e^{At_2}N e^{At_1}bu(t_2 - \tau_2)u(t_1 - \tau_2 - \tau_1)e^{-s_1 t_1}e^{-s_2 t_2} \sigma(t_1) \sigma(t_2) \, d\tau_2 \, d\tau_1 \, dt_2 \, dt_1.
\]

The substitution of \( t_2, t_1 \) by \( \tilde{t}_2, \tilde{t}_1 \):

\[
\tilde{t}_2 = t_2 - \tau_2, \quad \tilde{t}_1 = t_1 - \tau_2 - \tau_1,
\]

with

\[
\begin{cases}
  t_2 = \tilde{t}_2 + \tau_2, \\
  t_1 = \tilde{t}_1 + \tau_2 + \tau_1,
\end{cases}
\]
finally yields the Laplace transform $Y_2^\triangle(s_1, s_2)$ of the triangular auxiliary output $y_2^\triangle(t_1, t_2)^6$:

$$
Y_2^\triangle(s_1, s_2) = \int_{\tau_1}^{\infty} \int_{\tau_2}^{\infty} \int_{\tau_1}^{\infty} c^T e^{A\tau_2} Ne^{A\tau_1} bu(\tilde{\tau}_1)u(\tilde{\tau}_2)e^{-s_1(\tilde{\tau}_1 + \tau_1 + \tau_2)} e^{-s_2(\tilde{\tau}_2 + \tau_2)}
\times \sigma(\tilde{\tau}_1 + \tau_2 + \tau_1) \sigma(\tilde{\tau}_2 + \tau_2) \, d\tau_2 \, d\tau_1 \, d\tilde{\tau}_1 ,
$$

(26)

$$
= \int_{\tau_1=0}^{\infty} \int_{\tau_2=0}^{\infty} c^T e^{(A-(s_1+s_2)I)\tau_2} Ne^{(A-s_1)\tau_1} b \, d\tau_2 \, d\tau_1
\times \int_{\tau_2=0}^{\infty} u(\tilde{\tau}_2)e^{-s_2\tilde{\tau}_2} \, d\tilde{\tau}_2 \int_{\tau_1=0}^{\infty} u(\tilde{\tau}_1)e^{-s_1\tilde{\tau}_1} \, d\tilde{\tau}_1 ,
$$

$$
= c^T ((s_1 + s_2)I - A)^{-1} N(s_1I - A)^{-1} b \, U(s_2)U(s_1) .
$$

To apply the $k$-dimensional Laplace transform, let

$$
y_k^\triangle(t_1, \ldots, t_k) := \int_{\tau_1=-\infty}^{\infty} \int_{\tau_k=-\infty}^{\infty} g_k^\triangle(\tau_1, \ldots, \tau_k)u(t_k - \tau_k) \cdots u(t_1 - \tau_1) \, d\tau_k \cdots d\tau_1 ,
$$

(27)

$$
:= \int_{\tau_1=-\infty}^{\infty} \int_{\tau_k=-\infty}^{\infty} g_k^\square(\tau_1, \ldots, \tau_k)u(t_k - \tau_k)u(t_{k-1} - \tau_k - \tau_{k-1}) \cdots 
\times u(t_1 - \tau_k - \ldots - \tau_1) \, d\tau_k \cdots d\tau_1 ,
$$

be the triangular auxiliary output of the $k$-th subsystem, which depends on the time variables $t_1, \ldots, t_k$. The output of the $k$-th subsystem can be then given in terms of the triangular auxiliary output: $y_k(t) = y_k^\triangle(t_1 = t, \ldots, t_k = t)$.

Again, the convolution property of the multivariable Laplace transform is applied and infinite integral limits are used:

$$
Y_k^\triangle(s_1, \ldots, s_k) := L_k\{y_k^\triangle(t_1, \ldots, t_k)\}(s_1, \ldots, s_k)
$$

(28)

$$
= \int_{t_1=-\infty}^{\infty} \int_{t_k=-\infty}^{\infty} \int_{t_1=-\infty}^{\infty} \int_{t_k=-\infty}^{\infty} c^T e^{A\tau_k} N \cdots Ne^{A\tau_1} bu(t_k - \tau_k) \cdots u(t_1 - \tau_k - \ldots - \tau_1)
\times e^{-s_1t_1} \cdots e^{-s_kt_k} \sigma(t_1) \cdots \sigma(t_k) \, d\tau_k \cdots d\tau_1 \, dt_k \cdots dt_1 .
$$

The substitution of $t_k, \ldots, t_1$ by $\tilde{\tau}_k, \ldots, \tilde{\tau}_1$:

$$
\tilde{\tau}_k = t_k - \tau_k, \\
\tilde{\tau}_{k-1} = t_{k-1} - \tau_k - \tau_{k-1}, \\
\vdots \\
\tilde{\tau}_1 = t_1 - \tau_k - \ldots - \tau_1,
$$

(29)

$$
\begin{align*}
\begin{cases}
t_k = \tilde{\tau}_k + \tau_k, \\
t_{k-1} = \tilde{\tau}_{k-1} + \tau_k + \tau_{k-1}, \\
\vdots \\
t_1 = \tilde{\tau}_1 + \tau_k + \ldots + \tau_1,
\end{cases}
\end{align*}
\text{with}
$$

6Note that $\sigma(\tilde{\tau}_1 + \tau_2 + \tau_1)\sigma(\tilde{\tau}_2 + \tau_2) = 1$ for $\tau_1, \tau_2, \tilde{\tau}_1, \tilde{\tau}_2 > 0.$
finally yields\(^7\):
\[
Y_k^\triangle(s_1, \ldots, s_k) = \int_{\tau_1=-\infty}^{\infty} \cdots \int_{\tau_k=-\infty}^{\infty} e^{T} e^{A\tau_k} N \cdots Ne^{A\tau_1} b u_k(t) \cdots u(t_1) \\
\times e^{-s_1(t_1 + \tau_k + \ldots + \tau_1)} \cdots e^{-s_k(t_k + \tau_k + \ldots + \tau_1)} \sigma(\tilde{\tau}_1 + \tau_k + \ldots + \tau_1) \cdots \sigma(\tilde{\tau}_k + \tau_k + \ldots + \tau_1) d\tau_k \cdots d\tau_1 d\tilde{\tau}_k \cdots d\tilde{\tau}_1 ,
\]
\[
= \int_{\tau_1=0}^{\infty} \cdots \int_{\tau_k=0}^{\infty} e^{T} e^{(A-(s_1+\ldots+s_k)1)\tau_k} N \cdots Ne^{(A-s_11)\tau_1} b \quad d\tau_k \cdots d\tau_1 \\
\times \int_{\tilde{\tau}_k=0}^{\infty} u(\tilde{\tau}_k) e^{-s_k \tilde{\tau}_k} d\tilde{\tau}_k \cdots \int_{\tilde{\tau}_1=0}^{\infty} u(\tilde{\tau}_1) e^{-s_1 \tilde{\tau}_1} d\tilde{\tau}_1 .
\]

Thus, the Laplace transform \(Y_k^\triangle(s_1, \ldots, s_k)\) of the triangular output \(y_k^\triangle(t_1, \ldots, t_k)\) is:
\[
(31) \quad Y_k^\triangle(s_1, \ldots, s_k) = e^{T} ((s_1 + \ldots + s_k)1 - A)^{-1} N \cdots N (s_11 - A)^{-1} b \quad U(s_k) \cdots U(s_1) \\
G_k^\triangle(s_1, \ldots, s_k)
\]

**Remark 5** (Response computation from the triangular frequency domain representation). The triangular input-output representation from equation (31) is given in terms of the triangular transfer functions \(G_k^\triangle(s_1, \ldots, s_k)\). If the transfer functions of all subsystems and the Laplace transform \(U(s)\) of the input are known, then \(y_k^\triangle(t_1, \ldots, t_k)\) can be computed via the multivariable inverse Laplace transform of \(Y_k^\triangle(s_1, \ldots, s_k)\). The actual (single-variable) output of the bilinear system is finally calculated from \(y_k(t) = y_k^\triangle(t_1 = t, \ldots, t_k = t)\).

Alternatively, one could compute \(Y_k(s)\) via the associated Laplace transform of \(Y_k^\triangle(s_1, \ldots, s_k)\) and then perform single-variable inverse Laplace transforms on \(Y_k(s)\) to calculate the outputs \(y_k(t)\) [19, §2.3]. The associated Laplace transform avoids to perform the multivariable inverse Laplace transform of \(Y_k^\triangle(s_1, \ldots, s_k)\) and implicitly sets \(t_1 = \cdots = t_k\) for \(y_k(t)\).

**MIMO case.** Similar to the SISO case, the triangular auxiliary output \(y_k^\triangle(t_1, \ldots, t_k)\) can be given in terms of both the triangular and regular MIMO kernels:
\[
(32) \quad y_k^\triangle(t_1, \ldots, t_k) = \sum_{j_1=1}^{m} \cdots \sum_{j_k=1}^{m} \int_{\tau_1=-\infty}^{\infty} \cdots \int_{\tau_k=-\infty}^{\infty} g_{k,\Delta}^{(j_1, \ldots, j_k)}(\tau_1, \ldots, \tau_k) u_{j_1}(t_1 - \tau_1) \cdots u_{j_k}(t_k - \tau_k) \quad d\tau_k \cdots d\tau_1 ,
\]
\[
= \sum_{j_1=1}^{m} \cdots \sum_{j_k=1}^{m} \int_{\tau_k=-\infty}^{\infty} \cdots \int_{\tau_1=-\infty}^{\infty} g_{k,\square}^{(j_1, \ldots, j_k)}(\tau_1, \ldots, \tau_k) u_{j_1}(t_1 - \tau_1) \cdots u_{j_k}(t_k - \tau_k - \ldots - \tau_1) \quad d\tau_k \cdots d\tau_1 .
\]

Due to the linearity property of the Laplace transform, \(Y_k^\triangle(s_1, \ldots, s_k) \in \mathbb{C}^p\) is given in summation by:
\[\text{Note that } \sigma(\tilde{\tau}_1 + \tau_k + \ldots + \tau_1) \cdots \sigma(\tilde{\tau}_k + \tau_k + \ldots + \tau_1) = 1 \text{ for } \tau_1, \ldots, \tau_k, \tilde{\tau}_1, \ldots, \tilde{\tau}_k > 0.\]
In order to derive the regular output representation in the frequency domain by means of the regular transfer functions \( G_{2}^{\Delta}(s_{1}, s_{2}) \) instead of the triangular transfer functions \( G_{2}^{\Delta}(s_{1}, s_{2}) \) as in (31). The regular representation will be derived reversely starting from the triangular representation, since we do not know yet, how the regular auxiliary outputs \( y_{k}^{\Delta}(t_{1}, . . . , t_{k}) \) look like.

The Laplace transform \( Y_{2}^{\Delta}(s_{1}, s_{2}) \) of the triangular output \( y_{2}^{\Delta}(t_{1}, t_{2}) \) was given by means of \( G_{2}^{\Delta}(s_{1}, s_{2}) \) in equation (26). To come up with a formula in terms of \( G_{2}^{\Delta}(s_{1}, s_{2}) \), we first perform the substitution \( \tilde{s}_{1} = s_{1}, \tilde{s}_{2} = s_{1} + s_{2} \) with \( s_{2} = \tilde{s}_{2} - \tilde{s}_{1} \) and let again \( \tilde{s}_{1} \to s_{1}, \tilde{s}_{2} \to s_{2} \):

\[
(34) \\
Y_{2}^{\Delta}(s_{1}, s_{2}) = \frac{c^{T}(s_{2}I - A)^{-1}N(s_{1}I - A)^{-1}b}{G_{2}^{\Delta}(s_{1}, s_{2})} U(s_{1})U(s_{2} - s_{1}).
\]

In order to derive the regular output \( y_{2}^{\square}(t_{1}, t_{2}) \), the convolution is then applied backwards:

\[
(35) \\
Y_{2}^{\square}(s_{1}, s_{2}) = \frac{\int_{\hat{t}_{2}}^{\infty} \int_{\hat{t}_{1}}^{\infty} c^{T} e^{A_{2}t_{2}} N e^{A_{1}t_{1}} b e^{-s_{2}t_{2}} e^{-s_{1}t_{1}} \, dt_{1} \, dt_{2} \, G_{2}^{\Delta}(s_{1}, s_{2})}{\int_{\hat{t}_{2}}^{\infty} \int_{\hat{t}_{1}}^{\infty} u(\hat{t}_{1}) e^{-s_{1}t_{1}} \, dt_{1} \, dt_{2} \, U(s_{2} - s_{1})} \\
\times \frac{\int_{\hat{t}_{2}}^{\infty} \int_{\hat{t}_{1}}^{\infty} \frac{u(\hat{t}_{2}) e^{-(s_{2}-s_{1})\hat{t}_{2}} \, d\hat{t}_{2}}{G_{2}^{\Delta}(s_{1}, s_{2})}}{\int_{\hat{t}_{2}}^{\infty} \int_{\hat{t}_{1}}^{\infty} \frac{u(\hat{t}_{1}) e^{-(s_{2}-s_{1})\hat{t}_{1}} \, d\hat{t}_{1}}{G_{2}^{\Delta}(s_{1}, s_{2})}} \\
= \int_{\hat{t}_{2}}^{\infty} \int_{\hat{t}_{1}}^{\infty} \left[ \frac{c^{T} e^{A_{2}\tilde{t}_{2}} N e^{A_{1}\tilde{t}_{1}} b u(\tilde{t}_{1}) u(\tilde{t}_{2}) e^{-s_{1}(\tilde{t}_{1} + \tilde{t}_{2})} e^{-s_{2}(\tilde{t}_{2} + \tilde{t}_{2})} \sigma(*)}{\int_{\hat{t}_{2}}^{\infty} \int_{\hat{t}_{1}}^{\infty} \frac{c^{T} e^{A_{2}t_{2}} N e^{A_{1}t_{1}} b u(\hat{t}_{1}) u(\hat{t}_{2}) e^{-s_{1}(\hat{t}_{1} + \hat{t}_{2})} e^{-s_{2}(\hat{t}_{2} + \hat{t}_{2})} \sigma(*)}{G_{2}^{\Delta}(s_{1}, s_{2})}} \right] \, d\tilde{t}_{2} \, d\tilde{t}_{1} \, U(s_{2} - s_{1}).
\]

The heaviside step function \( \sigma(*) \) will later define the integral limits for the Laplace transform and should be such that \( \sigma(*) = 1 \) for \( t_{1}, t_{2}, \tilde{t}_{1}, \tilde{t}_{2} > 0 \). To finally come up with well-known \( e^{-s_{2}t_{k}} \)-terms, the change of variables:

\[
t_{2} = \tau_{2} + \tilde{\tau}_{2}, \\
t_{1} = \tau_{1} + \tilde{\tau}_{1} - \tilde{\tau}_{2}, \\
\tilde{\tau}_{2} = t_{2} - \tau_{2}, \\
\tilde{\tau}_{1} = \tilde{\tau}_{2} + t_{1} - \tau_{1} = t_{2} + t_{1} - \tau_{2} - \tau_{1},
\]

\[
\tilde{\tau}_{1} = \tau_{1} + \tilde{\tau}_{1} - \tilde{\tau}_{2}, \\
\tilde{\tau}_{2} = t_{2} - \tau_{2}, \\
\tilde{\tau}_{1} = \tilde{\tau}_{2} + t_{1} - \tau_{1} = t_{2} + t_{1} - \tau_{2} - \tau_{1}.
\]
yields

\begin{equation}
Y_2^\square(s_1, s_2) = \int_{t_1=-\infty}^{\infty} \int_{t_2=-\infty}^{\infty} \left( \int_{\tau_1=-\infty}^{\infty} \int_{\tau_2=-\infty}^{\infty} y_2^\square(\tau_1, \tau_2) u(t_2 + t_1 - \tau_2 - \tau_1) u(t_2 - \tau_2) \, d\tau_2 \, d\tau_1 \right) e^{-s_1 t_1} e^{-s_2 t_2} \sigma(t_2) \, dt_2 \, dt_1,
\end{equation}

\begin{equation}
= \int_{t_1=-\infty}^{\infty} \int_{t_2=-\infty}^{\infty} y_2^\square(t_1, t_2) e^{-s_1 t_1} e^{-s_2 t_2} \sigma(t_2) \, dt_2 \, dt_1.
\end{equation}

Comparing the definition of the regular auxiliary output $y_2^\square(t_1, t_2)$ from (36) with equation (13), it follows that

\begin{equation}
y_2(t) := y_2^\square(t_1 = 0, t_2 = t).
\end{equation}

For the usual two-dimensional Laplace transform, the heaviside step function would normally be $\sigma(*) = \sigma(t_1)\sigma(t_2)$. A substitution of $t_1$, $t_2$ by $\tilde{\tau_1}$, $\tilde{\tau_2}$ however leads to

\begin{equation}
\sigma(t_1)\sigma(t_2) = \sigma(\tau_1 + \tilde{\tau_1} - \tilde{\tau_2})\sigma(\tau_2 + \tilde{\tau_2}) \neq 0, \text{ for } \tau_1, \tau_2, \tilde{\tau_1}, \tilde{\tau_2} > 0.
\end{equation}

On the contrary, the following ansatz for $\sigma(*)$ fulfills the requirements:

\begin{equation}
\sigma(*) = \sigma(t_2 + t_1)\sigma(t_2) = \sigma(\tau_2 + \tilde{\tau_1})\sigma(\tau_2 + \tilde{\tau_2}) > 0, \text{ for } \tau_1, \tau_2, \tilde{\tau_1}, \tilde{\tau_2} > 0.
\end{equation}

Therefore, we define the Laplace transform of $y_2^\square(t_1, t_2)$ as:

\begin{equation}
Y_2^\square(s_1, s_2) := \int_{t_1=-\infty}^{\infty} \int_{t_2=-\infty}^{\infty} \left( \int_{\tau_1=-\infty}^{\infty} \int_{\tau_2=-\infty}^{\infty} y_2^\square(t_1, t_2) e^{-s_1 t_1} e^{-s_2 t_2} \sigma(t_2 + t_1)\sigma(t_2) \, dt_2 \, dt_1 \right) e^{-s_1 t_1} e^{-s_2 t_2} \, dt_2 \, dt_1,
\end{equation}

\begin{equation}
= \int_{t_2=0}^{\infty} \int_{t_1=-\infty}^{\infty} y_2^\square(t_1, t_2) e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2.
\end{equation}

Proceeding in a similar way, the Laplace transform $Y_k^\triangle(s_1, \ldots, s_k)$ of the triangular output $y_k^\triangle(t_1, \ldots, t_k)$ of the $k$-th subsystem was given by means of $G_k^\triangle(s_1, \ldots, s_k)$ in equation (31). To come up with a formula in terms of $G_k^\square(s_1, \ldots, s_k)$, we perform the substitution:

\begin{equation}
\begin{array}{l}
\tilde{s_1} = s_1, \\
\tilde{s_2} = s_1 + s_2, \\
\vdots \\
\tilde{s_k} = s_1 + \ldots + s_k,
\end{array}
\quad
\begin{array}{l}
s_1 = \tilde{s_1}, \\
\text{with } s_2 = \tilde{s_2} - \tilde{s_1}, \\
\vdots \\
s_k = \tilde{s_k} - \tilde{s}_{k-1},
\end{array}
\end{equation}

and let again $\tilde{s_1} \to s_1, \ldots, \tilde{s_k} \to s_k$:

\begin{equation}
Y_k^\square(s_1, \ldots, s_k) = e^T (s_kI - A)^{-1} N \cdots N (s_1I - A)^{-1} \underbrace{b}_{C_k^\square(s_1, \ldots, s_k)} U(s_1)U(s_2 - s_1) \cdots U(s_k - s_{k-1}).
\end{equation}
In order to derive the regular output $y_k(t_1, \ldots, t_k)$, the convolution is then applied backwards:

$$Y_k(s_1, \ldots, s_k) = \int_{\tau_k=0}^{\infty} \cdots \int_{\tau_1=0}^{\infty} e^{s_1 \tau_1} N_1 \cdots \int_{\tau_k=0}^{\infty} e^{s_k \tau_k} \cdots e^{-s_1 \tau_1} d\tau_1 \cdots d\tau_k$$

$$\times \int_{\tilde{\tau}_1=0}^{\infty} u(\tilde{\tau}_1) e^{-s_1 \tilde{\tau}_1} d\tilde{\tau}_1 \int_{\tilde{\tau}_2=0}^{\infty} u(\tilde{\tau}_2) e^{-s_2 - s_1} \tilde{\tau}_2 d\tilde{\tau}_2 \cdots \int_{\tilde{\tau}_k=0}^{\infty} u(\tilde{\tau}_k) e^{-s_k - s_{k-1}} \tilde{\tau}_k d\tilde{\tau}_k$$

(43)

$$= \int_{\tilde{\tau}_1, \ldots, \tilde{\tau}_k=-\infty}^{\infty} \int_{\tau_k=0}^{\infty} \cdots \int_{\tau_1=0}^{\infty} \frac{e^{A^T \tau N \cdots N e^{A^T \tau} b} u(\tilde{\tau}_1) \cdots u(\tilde{\tau}_k)}{g_k(\tau_1, \ldots, \tau_k)}$$

$$\times e^{-s_1 (\tau_1 + \tilde{\tau}_1 - \tilde{\tau}_2)} \cdots e^{-s_{k-1} (\tau_{k-1} + \tilde{\tau}_{k-1} - \tilde{\tau}_k)} e^{-s_k (\tau_k + \tilde{\tau}_k)} \sigma(s) d\tau_k \cdots d\tau_1 d\tilde{\tau}_k \cdots d\tilde{\tau}_1$$

To finally come up with well-known $e^{-s_k t_k}$-terms, the change of variables:

$$t_k = \tau_k + \tilde{\tau}_k,$$
$$t_{k-1} = \tau_{k-1} + \tilde{\tau}_{k-1} - \tilde{\tau}_k,$$
$$\vdots$$
$$t_1 = \tau_1 + \tilde{\tau}_1 - \tilde{\tau}_2,$$

yields

(44)

$$Y_k(s_1, \ldots, s_k) = \int_{t_k=-\infty}^{\infty} \cdots \int_{t_1=-\infty}^{\infty}$$

$$\times \int_{\tau_k=-\infty}^{\infty} \cdots \int_{\tau_1=-\infty}^{\infty} g_k(\tau_1, \ldots, \tau_k) u(t_k + \cdots + t_1 - \tau_k - \cdots - \tau_1) \cdots u(t_k - \tau_k) d\tau_k \cdots d\tau_1$$

$$\times e^{-s_1 t_1} \cdots e^{-s_k t_k} \sigma(s) d\tau_k \cdots d\tau_1$$

$$= \int_{t_k=-\infty}^{\infty} \cdots \int_{t_1=-\infty}^{\infty} y_k(t_1, \ldots, t_k) e^{-s_1 t_1} \cdots e^{-s_k t_k} \sigma(s) d\tau_k \cdots d\tau_1.$$

The following ansatz for the heaviside step function $\sigma(*)$ of the $k$-th Laplace transform fulfills the requirements:

$$\sigma(*) = \sigma(t_k) \sigma(t_k + t_{k-1}) \cdots \sigma(t_k + \cdots + t_1)$$

(45)

$$= \sigma(\tau_k + \tilde{\tau}_k) \sigma(\tau_k + \tau_{k-1} + \tilde{\tau}_k + \tilde{\tau}_{k-1}) \cdots \sigma(\tau_k + \cdots + \tau_1 + \tilde{\tau}_k + \cdots + \tilde{\tau}_1) > 0,$$

for $\tau_1, \ldots, \tau_k, \tilde{\tau}_1, \ldots, \tilde{\tau}_k > 0$

Thus, we define the Laplace transform of $y_k(t_1, \ldots, t_k)$ as:
Due to the linearity property of the Laplace transform, $Y_k(s_1, \ldots, s_k) \in \mathbb{C}^p$ is given by:

$$Y_k(s_1, \ldots, s_k) = \sum_{j_1=1}^{m} \sum_{j_k=1}^{m} Y_{k,\square}^{(j_1, \ldots, j_k)}(s_1, \ldots, s_k)$$

$$= \sum_{j_1=1}^{m} \sum_{j_k=1}^{m} \frac{C(s_k I - A)^{-1} N_{j_k} \cdots N_{j_2}(s_1 I - A)^{-1} b_j U_{j_k}(s_k - s_{k-1}) \cdots U_{j_2}(s_2 - s_1) U_{j_1}(s_1)}{g_{k,\square}^{(j_1, \ldots, j_k)}(s_1, \ldots, s_k)}.$$  

### 4. Impulse response of bilinear systems. After having introduced the triangular and regular auxiliary outputs $y_k^\triangle(t_1, \ldots, t_k)$ and $y_k^\square(t_1, \ldots, t_k)$ in the previous section, at this point one could think that the response of the $k$-th subsystem to an impulse input $u(t) = \delta(t)$ could be calculated from $g_k(t) = y_k^\triangle(t_1 = t, \ldots, t_k = t)$ or $g_k(t) = y_k^\square(t_1 = 0, \ldots, t_{k-1} = 0, t_k = t)$. This, however, is wrong.

Remember that the $k$-dimensional Laplace transform is not unique in terms of $(k-1)$-dimensional discontinuities. We will show that the one-dimensional time line $t_1, \ldots, t_k = t$ in the triangular case and $t_1, \ldots, t_{k-1} = 0, t_k = t$ in the regular case is a discontinuity for the impulse response, and
thus, the impulse response cannot be computed via the $k$-dimensional inverse Laplace transform. Hence, in the following we will derive the impulse response of bilinear systems directly in the time domain, where a factor $1/k!$ – that has not appeared until now – will arise in the solution.

4.1. Derivation of the impulse response. The MIMO bilinear system from equation (1) is for $u(t) = \mu \delta(t)$ with the Dirac delta function $\delta(t)$ and the scaling of inputs $\mu \in \mathbb{R}^m$:

\[
\dot{x}(t) = \left( A + \sum_{j=1}^{m} N_j \mu_j \delta(t) \right) x(t) + B \mu \delta(t), \quad x(0) = x_0,
\]

\[
y(t) = C x(t).
\]

The solution of a system of differential equations with distributional dynamic matrix $A(t)$ is, to the best of the authors’ knowledge, not defined \[20\]. Therefore, we will derive the solution of the bilinear system for a nascent delta function $\delta_\varepsilon(t)$ with constant amplitude $1/\varepsilon$ and duration of action $\varepsilon$ in the limit of $\varepsilon \to 0$:

\[
\delta(t) := \lim_{\varepsilon \to 0} \delta_\varepsilon(t), \quad \text{with} \quad \delta_\varepsilon(t) = \begin{cases} 
0 & \varepsilon \leq t \leq \varepsilon \\
1 & 0 < t < \varepsilon.
\end{cases}
\]

Then, the system excited by $u(t) = \mu \delta_\varepsilon(t)$ is (with $\hat{N} = \sum_{j=1}^{m} N_j \mu_j$ and $\hat{b} = B \mu = \sum_{j=1}^{m} b_j \mu_j$):

\[
\dot{x}_\varepsilon(t) = \left( A + \frac{1}{\varepsilon} \hat{N} \right) x_\varepsilon(t) + \frac{1}{\varepsilon} \hat{b}, \quad 0 \leq t \leq \varepsilon, \quad x_\varepsilon(0) = x_0,
\]

\[
\dot{x}_\varepsilon(t) = A x_\varepsilon(t), \quad t > \varepsilon.
\]

The solution $x_\varepsilon(t)$ in interval $0 \leq t \leq \varepsilon$ is (with $\hat{A} := A + \frac{1}{\varepsilon} \hat{N}$, $\det \hat{A} \neq 0$):

\[
x_\varepsilon(t) = \int_{\tau=0}^{t} e^{\hat{A}(t-\tau)} \frac{1}{\varepsilon} \hat{b} \ d\tau + \int_{\tau=0}^{t} e^{\hat{A} \tau} \frac{1}{\varepsilon} \hat{b} \ d\tau + e^{\hat{A} t} x_0 \\
= \frac{1}{\varepsilon} e^{\hat{A} t} \left( e^{-\hat{A} \tau} \hat{A}^{-1} \right) \int_{\tau=0}^{t} e^{\hat{A} \tau} \frac{1}{\varepsilon} \hat{b} + e^{\hat{A} t} x_0 = \frac{1}{\varepsilon} (e^{\hat{A} t} - 1) \hat{A}^{-1} \hat{b} + e^{\hat{A} t} x_0.
\]

The transition condition for the solution $x_\varepsilon(\varepsilon)$ at the time point $t = \varepsilon$ is:

\[
x_\varepsilon(\varepsilon) = \frac{1}{\varepsilon} (e^{(A + \hat{N}) \varepsilon} - I) \left( A + \frac{1}{\varepsilon} \hat{N} \right)^{-1} \hat{b} + e^{(A + \hat{N}) \varepsilon} x_0 \\
= (e^{\varepsilon A + \hat{N} - I})(\varepsilon A + \hat{N})^{-1} \hat{b} + e^{\varepsilon A + \hat{N}} x_0.
\]

With the exponential series expansion

\[
(e^{\varepsilon A + \hat{N}} - I)(\varepsilon A + \hat{N})^{-1} = \sum_{k=0}^{\infty} \frac{(\varepsilon A + \hat{N})^k}{k!} - I = \sum_{k=1}^{\infty} \frac{(\varepsilon A + \hat{N})^k}{k!} - \sum_{k=0}^{\infty} \frac{(\varepsilon A + \hat{N})^k}{k!},
\]

\[8\text{Remember that we did not yet define the triangular kernel } g_k^\alpha(t_1, \ldots, t_k) \text{ and the regular kernel } g_k^\alpha(t_1, \ldots, t_k) \text{ on the } (k-1) \text{-dimensional surface, especially not for } t_1, \ldots, t_{k-1} = 0, t_k = t \text{ in the triangular case and } t_1, \ldots, t_{k-1} = 0, t_k = t \text{ in the regular case.}
As one would expect, setting \( g \) where

\[
x(\varepsilon) = \sum_{k=1}^{\infty} \frac{(\varepsilon A + \hat{N})^{k-1}}{k!} \hat{b} + e^{\varepsilon A + \hat{N}} x_0.
\]

The solution \( x(\varepsilon) \) of the system (51) for \( t > \varepsilon \) is thus:

\[
x(\varepsilon) = e^{A(t-\varepsilon)} x(\varepsilon)
\]

\[
= e^{AT} \left( \lim_{\varepsilon \to 0} e^{-\varepsilon A} \sum_{k=1}^{\infty} \frac{(\varepsilon A + \hat{N})^{k-1}}{k!} \hat{b} + e^{\varepsilon A + \hat{N}} x_0 \right)
\]

\[
= e^{AT} \sum_{k=1}^{\infty} \frac{\hat{N}^{k-1}}{k!} \hat{b} + e^{AT} e^{\hat{N}} x_0.
\]

Note that the simplification \( e^{-\varepsilon A} e^{\varepsilon A + \hat{N}} = e^{\hat{N}} \) does generally not hold and is only admissible for commuting matrices (i.e. \( A\hat{N} = \hat{N}A \)), since then \( e^{A+\hat{N}} = e^{A} e^{\hat{N}} \).

The interesting part of the solution is the interval \( t > \varepsilon \), i.e. the response after the action of the nascent delta impulse. On the contrary, the interval \( 0 \leq t \leq \varepsilon \), which describes how the system moves from the initial state \( x_0 \) to the transition state \( x(\varepsilon) \), is not of interest. A similar thing happens in billiard: the force that acts on billiard balls during the impact are generally unknown, difficult to measure or rather uninteresting. Of more relevance is, however, the velocity of the balls after the impact.

If the duration of action \( \varepsilon \) of the nascent delta function \( \delta_\varepsilon(t) \) approaches zero – and at the same time the amplitude \( 1/\varepsilon \to \infty \) – then the solution \( x(t) \) for \( t > \varepsilon \) becomes:

\[
x(t) := \lim_{\varepsilon \to 0} x(\varepsilon)
\]

\[
= e^{AT} \left( \lim_{\varepsilon \to 0} e^{-\varepsilon A} \sum_{k=1}^{\infty} \frac{(\varepsilon A + \hat{N})^{k-1}}{k!} \hat{b} \right) + e^{\hat{N}} x_0
\]

\[
= e^{AT} \sum_{k=1}^{\infty} \frac{\hat{N}^{k-1}}{k!} \hat{b} + e^{AT} e^{\hat{N}} x_0.
\]

The output of the system \( y(\varepsilon) \) for \( \varepsilon \to 0 \) represents the impulse response \( g(t; \mu) \) of the bilinear system and is given by:

\[
g(t; \mu) := \lim_{\varepsilon \to 0} y(\varepsilon) \text{ subject to } u(t) = \mu \delta_\varepsilon(t)
\]

\[
= C e^{AT} \sum_{k=1}^{\infty} \frac{\hat{N}^{k-1}}{k!} \hat{b} + C e^{AT} e^{\hat{N}} x_0, \quad \hat{N} = \sum_{j=1}^{m} N_{j} \mu_j, \quad \hat{b} = B \mu = \sum_{j=1}^{m} b_{j} \mu_j,
\]

where \( g_{IC}(t) \) and \( g_{B}(t) \) correspond to the initial condition and the excitation term, respectively.\(^9\)

As one would expect, setting \( N_1, \ldots, N_m = 0 \) implies \( \hat{N} = 0 \) and therefore

\[
\sum_{k=1}^{\infty} \frac{0^{k-1}}{k!} = I \quad \text{and} \quad e^{0} = I,
\]

\(^9\)Note that in [11] the initial condition term is denoted by the abbreviation AW (german: Anfangswert).
so that the above expression boils down to the well-known impulse response of linear systems:

\[ g_{\text{lin}}(t; \mu) = C e^{At} B \mu + C e^{At} x_0. \]

**Remark 7** (Single-variable transfer function). The impulse response \( g(t; \mu) \) could be transformed into the frequency domain to obtain the single-variable “transfer function” \( G(s; \mu) \). This “transfer function”, however, does not represent the input-output behavior of the bilinear system. Thus, it cannot be used as a starting point for model order reduction with e.g. moment matching.

### 4.2. Plausibility check of the result

A scalar bilinear initial value problem with \( a(t) := a + nu(t) \) can be solved for \( a(t), u(t) \in C^0([t_0, t_{\text{max}}], \mathbb{R}) \) by the separation of variables for the homogeneous solution and by the method of variation of parameters for the particular solution.\(^{10}\) For an impulse excitation \( u(t) = \delta(t) \), where the impulse affects the input and the dynamic simultaneously, the assumptions \( a(t), u(t) \in C^0 \) are not met. Solutions for distributional excitations \( u(t) \notin C^0 \) are given in the theory of distributions [20], solutions for distributional dynamic \( a(t) \notin C^0 \), however, not. Therefore, our aim is now to estimate the interaction between excitation \( u(t) \) and dynamic \( a(t) \) by computing the response of the system, when the impulse affects the input and the dynamic consecutively, instead of simultaneously.

**Impulse on the input and then on the dynamic.** If an impulse first acts on the input term \( bu(t) \) (while the bilinear term \( nx(t)u(t) \) is zero), then:

\[ \dot{x}(t) = ax(t) + b\delta(t), \quad x(0) = x_0. \]

After the action of the first impulse at \( t = 0^+ \), the state is \( x(0^+) = x_0 + b \), like in the linear case. If another impulse acts afterwards on the bilinear term \( nx(t)u(t) \) (while \( bu(t) \) is zero), then:

\[ \dot{x}(t) = (a + n\delta(t)) x(t), \quad x(0^+) = b + x_0. \]

The state after the action of the second impulse at \( t = 0^{++} \) is \( x(0^{++}) = e^n(x_0 + b) \). After both impulses, the system becomes autonomous:

\[ \dot{x}(t) = ax(t), \quad x(0^{++}) = e^n(b + x_0). \]

Thus, once both impulses acted on the system the state is given by \( x(t) = e^{at}e^n(b + x_0) \) for \( t > 0^{++} \).

**Impulse on the dynamic and then on the input.** On the contrary, if an impulse first acts on the bilinear term \( nx(t)u(t) \) (while the input term \( bu(t) \) is zero), then:

\[ \dot{x}(t) = (a + n\delta(t)) x(t), \quad x(0) = x_0. \]

After the action of the first impulse at \( t = 0^+ \), the state is \( x(0^+) = e^n x_0 \). If another impulse acts afterwards on the input term \( bu(t) \) (while \( nx(t)u(t) \) is zero), then:

\[ \dot{x}(t) = ax(t) + b\delta(t), \quad x(0^+) = e^n x_0. \]

The state after the action of the second impulse at \( t = 0^{++} \) is \( x(0^{++}) = b + e^n x_0 \). After both impulses, the system becomes autonomous:

\[ \dot{x}(t) = ax(t), \quad x(0^{++}) = b + e^n x_0. \]

Thus, once both impulses acted on the system the state is given by \( x(t) = e^{at}(b + e^n x_0) \) for \( t > 0^{++} \).

\(^{10}\) Note, however, that the solution \( x(t) \) of a system of bilinear differential equations cannot be analytically given.
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Fig. 3: Scaling of the excitation term of the impulse response. – The scaling of the excitation term of the impulse response \((e^n-1)/n\) lies for all \(n \in \mathbb{R}\) between the limiting cases \(1\) and \(e^n\). These cases result, when the impulse \(u(t) = \delta(t)\) acts on the input term \(bu(t)\) and on the bilinear term \(nx(t)u(t)\) consecutively, instead of simultaneously.

If both impulses act on the system simultaneously and mutually influence each other, then the solution is likely to lie between the two described cases \(x(t) = e^{at}(b+e^n x_0)\) and \(x(t) = e^{at}(b+e^n x_0)\). That means:

\[
(67) \quad x(t) = e^{at}(f(n)b + e^n x_0), \quad \min(1, e^n) \leq f(n) \leq \max(1, e^n).
\]

The function \(f(n) = (e^n-1)/n = \sum_{k=1}^{\infty} n^{k-1}/k!\) fulfills the above condition for all \(n \in \mathbb{R}\), as it can be seen in Figure 3. This calculation makes the result obtained in equation (57) plausible:

\[
(68) \quad x(t) = e^{at} \sum_{k=1}^{\infty} \frac{n^{k-1}}{k!} b + e^{at} e^n x_0.
\]

4.3. Derivation of the impulse response of the \(k\)-th subsystem. In section 4.1 we have derived the impulse response \(g(t; \mu)\) of bilinear systems by applying a nascent delta function \(\delta_{\varepsilon}(t)\) and \(\varepsilon \to 0\) directly to (1). Now we want to show an alternative derivation of the impulse response \(g(t; \mu)\) by making use of the Volterra theory and the interpretation of a bilinear system as a sequence of interconnected subsystems (cf. (2)). Towards this aim, the impulse response of the \(k\)-th subsystem \(g_k(t; \mu)\) will be first derived and then \(g(t; \mu) = \sum_{k=1}^{\infty} g_k(t; \mu)\). Similar as before, the impulse response \(g_k(t; \mu)\) is obtained by computing the solution \(y_{\varepsilon,k}(t)\) of the \(k\)-th subsystem for a nascent delta function \(\delta_{\varepsilon}(t)\) with constant amplitude \(1/\varepsilon\) and duration of action \(\varepsilon\) in the limit \(\varepsilon \to 0\). For the sake of brevity, we will focus only on the scalar case and consider solely up to the second subsystem. The interested reader is referred to [11, §3.5] for a general and extensive derivation.

At this point, it should be stressed that the factor \(1/k!\) only arises in the solution, if the limit \(\varepsilon \to 0\) is built once. If the limit \(\varepsilon \to 0\) is built after each subsystem instead, then the factor \(1/k!\) does not pop up. This fact will be extensively discussed in the following.

Successive action of Dirac impulses. First, we discuss the case where the limit \(\varepsilon \to 0\) is built after each subsystem. This corresponds to the case where nascent delta impulses act successively on each subsystem.

The solution \(x_1(t)\) of the first subsystem when excited by \(u(t) = \delta_{\varepsilon_1}(t)\) in the limit \(\varepsilon_1 \to 0\)
(using L’Hospital’s (L.H.) rule) is – for initial condition \(x_0 = 0\) and \(t > \varepsilon_1\) – given by:

\[
x_1(t) = \lim_{\varepsilon_1 \to 0} \int_{\tau = 0}^{t} e^{a(t-\tau)} b \varepsilon_1^{-1} \sigma(\tau) \sigma(\varepsilon_1 - \tau) \, d\tau = e^{at} b \lim_{\varepsilon_1 \to 0} \varepsilon_1^{-1} \int_{\tau = 0}^{\varepsilon_1} e^{-a\tau} \, d\tau
\]

\[
= e^{at} b \lim_{\varepsilon_1 \to 0} \frac{1 - e^{-a\varepsilon_1}}{a\varepsilon_1} \quad \text{L.H.}
\]

\[
= e^{at} b \lim_{\varepsilon_1 \to 0} \frac{ae^{-a\varepsilon_1}}{a} = e^{at} b.
\]

The solution \(x_2(t)\) of the second subsystem when excited by \(u(t) = \delta_{\varepsilon_2}(t)\) in the limit \(\varepsilon_2 \to 0\) would be for \(t > \varepsilon_2\):

\[
x_2(t) = \lim_{\varepsilon_2 \to 0} \int_{\tau_1 = 0}^{\varepsilon_2} e^{a(t-\tau_1)} n \varepsilon_2^{-1} \lim_{\varepsilon_1 \to 0} \int_{\tau_2 = 0}^{\varepsilon_1} e^{a(\tau_1 - \tau_2)} n \varepsilon_1^{-1} \, d\tau_2 \, d\tau_1
\]

\[
= \lim_{\varepsilon_2 \to 0} \int_{\tau_1 = 0}^{\varepsilon_2} e^{a(t-\tau_1)} n \varepsilon_2^{-1} e^{at} nb \lim_{\varepsilon_2 \to 0} \varepsilon_2^{-1} \int_{\tau_1 = 0}^{\varepsilon_2} \, d\tau_1
\]

\[
= e^{at} nb.
\]

In the calculation above, the limit \(\varepsilon_1 \to 0\) is initially built for the first subsystem, i.e. a Delta impulse \(\delta_{\varepsilon_1}(t)\) acts foremost on the first subsystem. Once the nascent impulse \(\delta_{\varepsilon_1}(t)\) has affected the first subsystem (for \(t > \varepsilon_1\)), the solution \(x_1(t)\) and the nascent impulse \(\delta_{\varepsilon_2}(t)\) affect the second subsystem. Thus, building multiple limits \(\varepsilon_k \to 0\) corresponds to the successive action of Dirac impulses on the subsystems.

Interestingly enough, applying the sifting property of the Dirac impulse

\[
\int_{a}^{b} f(\tau) \delta(\tau) \, d\tau = \begin{cases} f(0), & 0 \in [a, b] \\ 0, & \text{else} \end{cases}
\]

successively results in the exact same procedure: the impulse \(\delta(t)\) acts initially on the first subsystem, and afterwards the solution \(x_1(t)\) and the impulse \(\delta(t)\) affect the second subsystem. Therefore, the solution \(x_2(t)\) of the second subsystem for \(u(t) = \delta(t)\) when applying the sifting property would be again:

\[
x_2(t) = \int_{\tau_1 = 0}^{t} \int_{\tau_2 = 0}^{\tau_1} e^{a(t-\tau_1)} n \delta(\tau_1) e^{a(\tau_1 - \tau_2)} b \delta(\tau_2) \, d\tau_2 \, d\tau_1
\]

\[
= e^{at} nb \int_{\tau_1 = 0}^{t} \int_{\tau_2 = 0}^{\tau_1} e^{-a\tau_2} \delta(\tau_2) \, d\tau_2 \delta(\tau_1) \, d\tau_1
\]

\[
= e^{at} nb \int_{\tau_1 = 0}^{t} \delta(\tau_1) \, d\tau_1
\]

\[
= e^{at} nb.
\]

Note that the factor \(1/k!\) does neither arise in (70) nor in (72). This factor will, however, appear again in the following.
Simultaneous action of Dirac impulse. The input of the bilinear system \( u(t) \) actually acts on all subsystems simultaneously. Therefore, we believe that the nascent delta function \( \delta_\varepsilon(t) \) affects all subsystems at the same time and, consequently, only a single limit \( \varepsilon \to 0 \) should be performed. In such case, the solution \( x_2(t) \) of the second subsystem for \( u(t) = \delta_\varepsilon(t) \) in the limit \( \varepsilon \to 0 \) for \( t > \varepsilon \geq \tau_1 \geq \tau_2 \) is given by:

\[
x_2(t) = e^{at}nb \lim_{\varepsilon \to 0} \int_{\tau_1 = 0}^{\varepsilon} \int_{\tau_2 = 0}^{\varepsilon-1} e^{-a \tau_2} d\tau_2 d\tau_1 = e^{at}nb \lim_{\varepsilon \to 0} \frac{e^{-a \tau_1} - 1}{\varepsilon} \int_{\tau_1 = 0}^{\varepsilon} e^{-a \tau_1} d\tau_1
\]

\[
= e^{at}nb \lim_{\varepsilon \to 0} \frac{a \varepsilon + e^{-a \varepsilon} - 1}{a^2 \varepsilon^2} = e^{at}nb \lim_{\varepsilon \to 0} \frac{a - a e^{a \varepsilon}}{2a^2 \varepsilon} = e^{at}nb \lim_{\varepsilon \to 0} \frac{a^2 e^{-a \varepsilon}}{\varepsilon^2} = \frac{1}{2} e^{at}nb.
\]

With the simultaneous action of the Dirac impulse on all subsystems, the factor \( 1/k! \) appears in the solution. The derivation for higher subsystems and the matrix case is extensively performed in [11, §3.5]. Here, we simply state the final result for the impulse response of the \( k \)-th subsystem:

\[
g_k(t; \mu) := \lim_{\varepsilon \to 0} y_k(t) \quad \text{subject to} \quad u(t) = \mu \delta_\varepsilon(t)
\]

\[
= C e^{A t} \underbrace{\tilde{N}}_{k!} \hat{b} + C e^{A t} \underbrace{\tilde{N}}_{(k-1)!} g_{k,\mu}(t), \quad \tilde{N} = \sum_{j=1}^{m} N_j \mu_j, \quad \hat{b} = B \mu = \sum_{j=1}^{m} b_j \mu_j.
\]

In [11, §3.4] an error analysis for the impulse response of bilinear systems has been performed. It shows that the output \( y_{\text{lin}}(t) \) of the (scalar) bilinear system subject to \( \delta_\varepsilon(t) \) converges to the impulse response \( g_{\text{lin}}(t) \) of the bilinear system like the output \( y_{\text{lin}}(t) \) of the linear system subject to \( \delta_\varepsilon(t) \) converges to the impulse response \( g_{\text{lin}}(t) \) of the linear system.

5. Adjustment of the multidimensional Volterra kernels. In this section, we will adjust the definitions of the triangular and regular kernels especially along lines of equal time arguments, such that the kernels and the previously derived impulse response are compatible to each other: \( g_k(t) = g_k^\triangle(t, \ldots, t) = g_k^\square(0, \ldots, 0, t) \).

5.1. Multidimensional symmetric kernels. Until now, the triangular and regular kernels have been used to describe a bilinear system. However, there is another form of interest, the so-called symmetric kernel, that will be discussed in the following.

Second subsystem. According to [19, p. 12], the symmetric output of the second subsystem \( y^\text{sym}_2(t_1, t_2) \) can be written by summing over the triangular outputs \( y^\triangle_2(t_1, t_2) \) and \( y^\square_2(t_2, t_1) \):

\[
y^\text{sym}_2(t_1, t_2) := \frac{1}{2} \left( y^\triangle_2(t_1, t_2) + y^\square_2(t_2, t_1) \right).
\]

The output is called symmetric, since \( y^\text{sym}_2(t_1, t_2) = y^\text{sym}_2(t_2, t_1) \). Then the single-variable output of the second subsystem \( y_2(t) \) can be calculated from:

\[
y_2(t) = y^\triangle_2(t, t) = \frac{1}{2} \left( y^\triangle_2(t, t) + y^\square_2(t, t) \right)
\]

\[= y^\text{sym}_2(t, t).\]
The Laplace transform of the triangular output $y_2^\triangle(t_2,t_1)$ with permuted time variables is given by the expression $\mathcal{L}\{y_2^\triangle(t_2,t_1)\}(s_1,s_2) = Y_2^\triangle(s_2,s_1)$, since the time variables $t_1,t_2$ are linked to the frequency variables $s_1,s_2$ by the exponential terms $e^{-s_1t_1}, e^{-s_2t_2}$. Consequently, the Laplace transform of the two-dimensional symmetric output becomes:

$$Y_2^{\text{sym}}(s_1,s_2) := \mathcal{L}\{y_2^{\text{sym}}(t_1,t_2)\}(s_1,s_2)$$

$$= \frac{1}{2} Y_2^\triangle(s_1,s_2) + \frac{1}{2} Y_2^\triangle(s_2,s_1)$$

$$= \frac{1}{2} e^T ((s_1 + s_2) \mathbf{I} - \mathbf{A})^{-1} \mathbf{N} (s_1 \mathbf{I} - \mathbf{A})^{-1} \mathbf{b} U(s_1) U(s_2)$$

$$+ \frac{1}{2} e^T ((s_2 + s_1) \mathbf{I} - \mathbf{A})^{-1} \mathbf{N} (s_2 \mathbf{I} - \mathbf{A})^{-1} \mathbf{b} U(s_2) U(s_1)$$

$$= G_2^{\text{sym}}(s_1,s_2) U(s_1) U(s_2),$$

with the two-dimensional symmetric transfer function

$$G_2^{\text{sym}}(s_1,s_2) = \frac{1}{2} \left( G_2^\triangle(s_1,s_2) + G_2^\triangle(s_2,s_1) \right)$$

$$= \frac{1}{2} e^T ((s_1 + s_2) \mathbf{I} - \mathbf{A})^{-1} \mathbf{N} \left( (s_1 \mathbf{I} - \mathbf{A})^{-1} \mathbf{b} + (s_2 \mathbf{I} - \mathbf{A})^{-1} \mathbf{b} \right).$$

The two-dimensional transfer function $G_2^{\text{sym}}(s_1,s_2) = Y_2^{\text{sym}}(s_1,s_2)$ s.t. $U(s) = 1$ corresponds to the Laplace transform of the symmetric impulse response $y_2^{\text{sym}}(t_1,t_2) = y_2^\triangle(t_1,t_2)$ s.t. $u(t) = \delta(t)$, as the Laplace transform $\mathcal{L}\{\delta(t)\} = 1$:

$$G_2^{\text{sym}}(s_1,s_2) = \mathcal{L}\{y_2^{\text{sym}}(t_1,t_2)\}(s_1,s_2).$$

According to the definition of the triangular kernel $y_2^\triangle(t_1,t_2)$ from equation (8), the two-dimensional symmetric impulse response becomes for $t_1,t_2 > 0$ (cf. Figure 4):

$$y_2^{\text{sym}}(t_1,t_2) = \frac{1}{2} \left( y_2^\triangle(t_1,t_2) + y_2^\triangle(t_2,t_1) \right)$$

$$= \frac{1}{2} \left\{ \begin{array}{ll}
    e^T e^{At_2} \mathbf{N} e^{At_1} \mathbf{b}, & t_1 > t_2 \\
    0, & t_1 = t_2 \\
    e^T e^{At_1} \mathbf{N} e^{At_2} \mathbf{b}, & t_2 > t_1
\end{array} \right\}$$

$$g_2^{\text{sym}}(t_1,t_2) > 0$$

(80)

$$= \frac{1}{2} \left\{ \begin{array}{ll}
    e^T e^{At_2} \mathbf{N} e^{At_1} \mathbf{b}, & t_1 > t_2 \\
    0, & t_1 = t_2 \\
    e^T e^{At_1} \mathbf{N} e^{At_2} \mathbf{b}, & t_2 > t_1
\end{array} \right\}$$

The two-dimensional symmetric impulse response $g_2^{\text{sym}}(t_1,t_2)$ possesses for $t_1 > t_2$ and $t_1 < t_2$ the same (left- and right-handed) limit value as $t_1,t_2 \rightarrow t$, since the transformation $y_2^\triangle(t_1,t_2) \rightarrow g_2^\triangle(t_2,t_1)$ can be interpreted as mirroring $y_2^\triangle(t_1,t_2)$ at the line $t_1 = t_2$.

$$g_2^{\text{sym}}(t_1 \rightarrow t^+,t) = g_2^{\text{sym}}(t_1 \rightarrow t^-,t) = \frac{1}{2} e^T e^{At} \mathbf{N} \mathbf{b}.$$
Therefore it seems reasonable to continuously extend the symmetric impulse response at $t_1 = t_2 = t$. This finally yields:

$$g_2^\text{sym}(t_1, t_2) := \begin{cases} \frac{1}{2} c^T e^{A(t_1-t_2)} b, & t_1 > t_2 > 0 \\ \frac{1}{2} c^T e^{A(t)} b, & t_1 = t_2 = t > 0 \\ \frac{1}{2} c^T e^{A(t_2-t_1)} b, & t_2 > t_1 > 0 \end{cases}$$

where $e^{A(t_1-t_2)} b$ is the symmetric kernel.

This definition of the two-dimensional symmetric kernel is consistent with the impulse response of the second subsystem $g_2(t) = g_2^\text{sym}(t, t) = 1/2 c^T e^{A(t)} b$ according to equation (74).

We will now adjust the definition of the two-dimensional triangular kernel by defining $g_2^\triangle(t_1, t_2)$ by the equal share of the symmetric kernel $g_2^\text{sym}(t_1, t_2)$ along the time line $t_1 = t_2 = t$:

$$g_2^\triangle(t, t) = \frac{1}{2} \left( g_2^\text{sym}(t, t) + g_2^\text{sym}(t, t) \right)$$

since both triangles border the intersection line $t_1 = t_2$ ($n = 1$-simplex). Consequently, the two-dimensional triangular impulse response is finally defined by

$$g_2^\triangle(t_1, t_2) := \begin{cases} c^T e^{A(t_1-t_2)} b, & t_1 > t_2 > 0, \ (n = 2) \\ \frac{1}{2} c^T e^{A(t)} b, & t_1 = t_2 = t > 0, \ (n = 1) \\ 0, & \text{else} \end{cases}$$

where $n$ is the dimension of the corresponding region, i.e. $n = 1$ for the time line $t_1 = t_2 = t$ (1-simplex) and $n = 2$ for the triangle $t_1 > t_2 > 0$ (2-simplex).

Respectively, the two-dimensional regular kernel $g_2^\text{reg}(t_1, t_2)$ can be defined along the time line $t_1 = 0, t_2 = t$ by means of the triangular kernel according to the transformation from regular to
triangular from section 2.1.2. Thus, the two-dimensional regular kernel becomes

\[ g_{2}^{\text{sym}}(t_1, t_2) = g_{2}^{\text{sym}}(t_1 + t_2, t_2) \]

\[ := \begin{cases} \frac{1}{2} c^T e^{At_2} \mathbf{N} e^{At_1} b, & t_1, t_2 > 0, \quad (n = 2) \\ \frac{1}{2} c^T e^{At_1} \mathbf{N} b, & t_1 = 0, t_2 = t > 0, \quad (n = 1) \\ 0, & \text{else} \end{cases} \]

(85)

Third subsystem. The symmetric output of the third subsystem \( y_{3}^{\text{sym}}(t_1, t_2, t_3) \) can be obtained by summing over all permutations \( \pi(\cdot) \) of the time variables \((t_1, t_2, t_3)\) of the triangular output \( y_{3}^{\text{sym}}(t_1, t_2, t_3) \):

\[ y_{3}^{\text{sym}}(t_1, t_2, t_3) = \frac{1}{6} (y_{3}^{\text{sym}}(t_1, t_2, t_3) + y_{3}^{\text{sym}}(t_1, t_3, t_2) + \cdots) = \frac{1}{6} \sum_{\pi(\cdot)} y_{3}^{\text{sym}}(t_{\pi(1)}, t_{\pi(2)}, t_{\pi(3)}), \]

where \((\pi(1), \pi(2), \pi(3)) \in \{(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1)\}\). The three-dimensional symmetric output is symmetric in each time argument \(t_1, t_2, t_3\), since \( y_{3}^{\text{sym}}(t_1, t_2, t_3) = y_{3}^{\text{sym}}(t_3, t_2, t_1) \). The single-variable output of the third subsystem \( y_{3}(t) \) can be calculated from: \( y_{3}(t) = y_{3}^{\text{sym}}(t, t, t) \).

The Laplace transform of the three-dimensional symmetric output \( Y_{3}^{\text{sym}}(s_1, s_2, s_3) \) becomes

\[ Y_{3}^{\text{sym}}(s_1, s_2, s_3) = \mathcal{L}\{y_{3}^{\text{sym}}(t_1, t_2, t_3)\}(s_1, s_2, s_3) \]

\[ = \mathcal{L} \left\{ \frac{1}{6} (y_{3}^{\text{sym}}(t_1, t_2, t_3) + y_{3}^{\text{sym}}(t_1, t_3, t_2) + \cdots) \right\}(s_1, s_2, s_3) \]

\[ = \frac{1}{6} (Y_{3}^{\text{sym}}(s_1, s_2, s_3) + Y_{3}^{\text{sym}}(s_1, s_3, s_2) + \cdots) \]

\[ = \frac{1}{6} (G_{3}^{\text{sym}}(s_1, s_2, s_3) + G_{3}^{\text{sym}}(s_1, s_3, s_2) + \cdots) \]

\[ = \frac{1}{6} c^T ((s_1 + s_2 + s_3) \mathbf{I} - \mathbf{A})^{-1} \mathbf{N} \left( (s_1 + s_2) \mathbf{I} - \mathbf{A} \right)^{-1} \mathbf{N} \left( (s_1 \mathbf{I} - \mathbf{A})^{-1} b + (s_2 \mathbf{I} - \mathbf{A})^{-1} b \right) \]

\[ + (s_2 + s_3) \mathbf{I} - \mathbf{A} \right)^{-1} \mathbf{N} \left( (s_2 \mathbf{I} - \mathbf{A})^{-1} b + (s_3 \mathbf{I} - \mathbf{A})^{-1} b \right) \]

\[ + (s_1 + s_3) \mathbf{I} - \mathbf{A} \right)^{-1} \mathbf{N} \left( (s_1 \mathbf{I} - \mathbf{A})^{-1} b + (s_3 \mathbf{I} - \mathbf{A})^{-1} b \right) \].

(87)

The transfer function \( G_{3}^{\text{sym}}(s_1, s_2, s_3) = Y_{3}^{\text{sym}}(s_1, s_2, s_3) \) s.t. \( U(s) = 1 \) corresponds to the Laplace transform of the symmetric impulse response \( y_{3}^{\text{sym}}(t_1, t_2, t_3) = y_{3}^{\text{sym}}(t_1, t_2, t_3) \) s.t. \( u(t) = \delta(t) \):

\[ G_{3}^{\text{sym}}(s_1, s_2, s_3) = \mathcal{L}\{y_{3}^{\text{sym}}(t_1, t_2, t_3)\}(s_1, s_2, s_3). \]

(89)
Fig. 5: Domain of the symmetric kernel $g_{3}^{\text{sym}}(t_1, t_2, t_3)$ of the third subsystem. It consists of six tetrahedra. Due to the same left- and right-handed limit values, the symmetric kernel is continuously extended at the discontinuities $t_2 = t_3$, $t_1 = t_2$ and $t_1 = t_3$.

as well as at the intersection line $t_1 = t_2 = t_3$ of the surfaces, since the limit values are equal, as the surface can be interpreted as mirror face. Therefore:

$$g_{3}^{\text{sym}}(t_1, t_2, t_3) = \frac{1}{6} c^T e^{A(t_3 - t_2)} Ne^{A(t_2 - t_3)} Ne^{A(t_1 - t_2)} b,$$

$$t_{i_1} \geq t_{i_2} \geq t_{i_3} > 0, \quad (i_1, i_2, i_3) \text{ permutations of } (1, 2, 3).$$

This definition of the three-dimensional symmetric kernel is consistent with the impulse response of the third subsystem $g_3(t) = g_{3}^{\text{sym}}(t, t, t) = 1/6 c^T e^{At} N^2 b$ according to equation (74). All six tetrahedra border the intersection line $t_1 = t_2 = t_3$ ($n = 1$-simplex), whereas two tetrahedra border each cutting triangle ($n = 2$-simplex). Therefore, the three-dimensional triangular impulse response is

$$g_{3}^{\Delta}(t_1, t_2, t_3) := \begin{cases} 
  c^T e^{A(t_3 - t_2)} Ne^{A(t_2 - t_3)} Ne^{A(t_1 - t_2)}, & t_1 > t_2 > t_3 > 0, \quad (n = 3) \\
  \frac{1}{9} c^T e^{At} N^2 b, & t_1 = t_2 = t_3 = t > 0, \quad (n = 1) \\
  \frac{1}{2} c^T e^{A(t_3 - t_2)} Ne^{A(t_2 - t_3)} Nb, & t_1 = t_2 = t > t_3 > 0, \quad (n = 2) \\
  \frac{1}{2} c^T e^{A(t_1 - t_2)} N^2 e^{A(t_1 - t_2)} b, & t_1 > t_2 = t_3 = t > 0, \quad (n = 2) \\
  0, & \text{else} \\
\end{cases}$$

$$:= \frac{1}{(3+1-n)} c^T e^{A(t_3 - t_2)} Ne^{A(t_2 - t_3)} Ne^{A(t_1 - t_2)} b, \quad t_1 \geq t_2 \geq t_3 > 0.$$
Similarly, the regular impulse response of the third subsystem is given by

\[
g_{3}(t_1, t_2, t_3) = g_{3}^{\triangle}(t_1 + t_2, t_2 + t_3, t_3)
\]

\[
(92) \quad \begin{align*}
\text{:=} & \left\{ \begin{array}{ll}
\mathbf{c}^T e^{At_2} \mathbf{N} e^{At_3} \mathbf{N} e^{At_1} \mathbf{b}, & t_1, t_2, t_3 > 0, \ (n = 3) \\
\frac{1}{2} \mathbf{c}^T e^{At_1} \mathbf{N}^2 \mathbf{b}, & t_1 = t_2 = 0, t_3 > 0, \ (n = 1) \\
\frac{1}{2} \mathbf{c}^T e^{At_2} \mathbf{N} e^{At_3} \mathbf{N} b, & t_1 = 0, t_2, t_3 > 0, \ (n = 2) \\
\frac{1}{2} \mathbf{c}^T e^{At_3} \mathbf{N}^2 e^{At_1} \mathbf{b}, & t_2 = 0, t_1, t_3 > 0, \ (n = 2) \\
0, & \text{else}
\end{array} \right. \\
\text{:=} & \frac{1}{(3+1-n)} \mathbf{c}^T e^{At_3} \mathbf{N} e^{At_2} \mathbf{N} e^{At_1} \mathbf{b}, \ t_1, t_2 \geq 0, t_3 > 0.
\end{align*}
\]

**k-th subsystem.** The symmetric output of the \( k \)-th subsystem \( y_k^{\text{sym}}(t_1, \ldots, t_k) \) can be obtained by summing over all \( k! \) permutations \( \pi(\cdot) \) of the time variables \( (t_1, \ldots, t_k) \) of the triangular output \( y_k^{\triangle}(t_1, \ldots, t_k) \):

\[
y_k^{\text{sym}}(t_1, \ldots, t_k) := \frac{1}{k!} \left( y_k^{\triangle}(t_1, \ldots, t_{k-1}, t_k) + y_k^{\triangle}(t_1, \ldots, t_k, t_{k-1}) + \ldots \right)
\]

\[
(93) \quad \text{:=} \frac{1}{k!} \sum_{\pi(\cdot)} y_k^{\triangle}(t_{\pi(1)}, \ldots, t_{\pi(k)}).
\]

The single-variable output \( y_k(t) \) of the \( k \)-th subsystem can be calculated from \( y_k(t) = y_k^{\triangle}(t, \ldots, t) = y_k^{\text{sym}}(t, \ldots, t) \).

The Laplace transform of the \( k \)-dimensional symmetric output \( Y_k^{\text{sym}}(s_1, \ldots, s_k) \) becomes

\[
Y_k^{\text{sym}}(s_1, \ldots, s_k) = \mathcal{L}\{y_k^{\text{sym}}(t_1, \ldots, t_k)\}(s_1, \ldots, s_k)
\]

\[
(94) \quad \begin{align*}
&= \mathcal{L}\left\{ \frac{1}{k!} \left( y_k^{\triangle}(t_1, \ldots, t_{k-1}, t_k) + y_k^{\triangle}(t_1, \ldots, t_k, t_{k-1}) + \ldots \right) \right\}(s_1, \ldots, s_k) \\
&= \frac{1}{k!} \left( Y_k^{\triangle}(s_1, \ldots, s_{k-1}, s_k) + Y_k^{\triangle}(s_1, \ldots, s_k, s_{k-1}) + \ldots \right) \\
&= G_k^{\text{sym}}(s_1, \ldots, s_k) U(s_1) \ldots U(s_k),
\end{align*}
\]

with the \( k \)-dimensional symmetric transfer function

\[
G_k^{\text{sym}}(s_1, \ldots, s_k) = \frac{1}{k!} \left( G_k^{\triangle}(s_1, \ldots, s_{k-1}, s_k) + G_k^{\triangle}(s_1, \ldots, s_k, s_{k-1}) + \ldots \right)
\]

\[
(95) \quad \text{:=} \frac{1}{k!} \sum_{\pi(\cdot)} G_k^{\triangle}(s_{\pi(1)}, \ldots, s_{\pi(k)}).
\]

The transfer function \( G_k^{\text{sym}}(s_1, \ldots, s_k) = Y_k^{\text{sym}}(s_1, \ldots, s_k) \) s.t. \( U(s) = 1 \) corresponds to the Laplace transform of the symmetric impulse response \( g_k^{\text{sym}}(t_1, \ldots, t_k) = y_k^{\text{sym}}(t_1, \ldots, t_k) \) s.t. \( u(t) = \delta(t) \):

\[
(96) \quad G_k^{\text{sym}}(s_1, \ldots, s_k) = \mathcal{L}\{g_k^{\text{sym}}(t_1, \ldots, t_k)\}(s_1, \ldots, s_k).
\]

The symmetric impulse response of the \( k \)-th subsystem \( g_k^{\text{sym}}(t_1, \ldots, t_k) \) is the sum of \( k! \) triangular impulse responses \( g_k^{\triangle}(t_1, \ldots, t_{k-1}, t_k), g_k^{\triangle}(t_1, \ldots, t_k, t_{k-1}), \) etc, which are non-zero on a corresponding \( k \)-simplex \( t_1 > \ldots > t_{k-1} > t_k > 0, \ t_1 > \ldots > t_k > t_{k-1} > 0, \) etc. The symmetric impulse response can be continuously extended at the one-dimensional intersection line, at the surface intersections, etc, since the limit values are equal. Therefore:
Hence, we will briefly show that: kernels at the discontinuities, such as the time line and continuously extended at the discontinuities. Afterwards, the definitions of the triangular and continuously extended at the discontinuities. This definition of the k-th subsystem is

$$ g_k^{sym}(t_1, \ldots, t_k) = \frac{1}{k!} e^{A t_k} N e^{A(t_1 - t_k)} N \cdots Ne^{A(t_2 - t_3)} N e^{A(t_1 - t_2)} b, \quad t_{i_1} \geq \cdots \geq t_{i_k} > 0, \ (t_1, \ldots, t_k) \text{ permutations of } (1, \ldots, k). \quad (97) $$

This definition of the k-dimensional symmetric kernel is consistent with the impulse response of the k-th subsystem $g_k(t) = g_k^{sym}(t, \ldots, t) = 1/k! e^{A t} N^k b$ according to equation (74).

All $k!$ k-simplexes border the intersection line $t_1 = \cdots = t_k > 0$ ($n = 1$-simplex), $(k - 1)! k$-simplexes border each cutting triangle ($n = 2$-simplex), e.g. $t_1 = \ldots = t_{k-1} > t_k > 0$, etc, and $(k - n)! k$-simplexes border each n-simplex of the surface. Thus, the triangular impulse response of the k-th subsystem is

$$ g_k^\triangle (t_1, \ldots, t_k) := \frac{1}{(k+1-n)!} e^{A t_k} N e^{A(t_1 - t_k)} N \cdots Ne^{A(t_2 - t_3)} N e^{A(t_1 - t_2)} b, \quad t_1 \geq \cdots \geq t_k > 0. \quad (98) $$

Similarly, the k-dimensional regular impulse response is given by

$$ g_k^{\Box} (t_1, \ldots, t_k) = g_k^\triangle (t_1 + t_2, t_2 + t_3, \ldots, t_{k-1} + t_k, t_k) $$

$$ := \frac{1}{(k+1-n)!} e^{A t_k} N e^{A(t_1 - t_k)} N \cdots Ne^{A(t_2 - t_3)} N e^{A(t_1 - t_2)} b, \quad t_1, \ldots, t_{k-1} \geq 0, t_k > 0. \quad (99) $$

5.2. Additional derivation. In the previous section, the symmetric kernels were introduced and continuously extended at the discontinuities. Afterwards, the definitions of the triangular and regular kernels were adjusted such that they correspond to the equal share of the symmetric kernels at the discontinuities, such as the time line $t_1 = \cdots = t_k$ (for the triangular kernel domain) and $t_1 = \ldots = t_{k-1}$ (for the regular kernel domain). This seems reasonable, but is not a proof. Hence, we will briefly show that:

$$ g_2^\triangle (t_1, t_2) = \lim_{\varepsilon \to 0} g_2^\triangle (t_1, t_2) \quad \text{subject to } u(t) = \delta_\varepsilon(t), $$

$$ g_2^{\Box} (t_1, t_2) = \lim_{\varepsilon \to 0} g_2^{\Box} (t_1, t_2) \quad \text{subject to } u(t) = \delta_\varepsilon(t). \quad (100) $$

Only the scalar case and the second subsystem will be considered, since the extension to higher subsystems is cumbersome.

Triangular impulse response. According to equation (24), the triangular impulse response of the second subsystem $g_{2,2}^\triangle (t_1, t_2)$ resembles the triangular output $g_2^\triangle (t_1, t_2)$ for an impulse input $u(t) = \delta_\varepsilon(t)$ by a nascent delta function $\delta_\varepsilon(t)$:

$$ g_{2,2}^\triangle (t_1, t_2) = \int_\tau_1 = -\infty \int_{\tau_2 = -\infty}^\infty e^{\alpha_\tau_2} \sigma(\tau_2) e^{\alpha_\tau_1} \sigma(\tau_1) b $$

$$ \times \frac{1}{\delta_\varepsilon(t_2 - \tau_2)} \varepsilon^{-1} \sigma(t_2 - \tau_2) \varepsilon(t_2 - \tau_2) \times \frac{1}{\delta_\varepsilon(t_1 - \tau_2 - \tau_1)} \varepsilon(t_1 - \tau_2 - \tau_1) \varepsilon(t_2 - \tau_2 - \tau_1) \ 	ext{d}\tau_2 \text{d}\tau_1. \quad (101) $$

The integration limits are taken into account through six heaviside step functions. Consequently, there are altogether eight different cases for $t_1, t_2, \varepsilon > 0$ that should be considered during the
integration. Figure 6 shows the eight integration regions for \( \tau_1, \tau_2 \).

The cases for \( t_2 > \varepsilon \), i.e. \( t_2 - \varepsilon > 0 \), are shown in the upper part of Figure 6, starting with \( t_1 < t_2 - \varepsilon \) in 6A1. To obtain the subsequent integration regions, the dashed path \( t_{2A} \) in Figure 7A should be followed, increasing the variable \( t_1 \) and letting \( t_2 \) constant. Doing this first yields \( t_1 > t_2 - \varepsilon \) like in 6A2, then \( t_1 > t_2 \) like in 6A3 and finally \( t_1 - \varepsilon > t_2 \) like in 6A4.

The cases for \( t_2 < \varepsilon \), i.e. \( t_2 - \varepsilon < 0 \), are shown in the lower part of Figure 6, starting with \( t_1 < t_2 \) in 6B1. To obtain the subsequent integration regions, the dashed path \( t_{2B} \) in Figure 7A should be followed. Doing this first yields \( t_1 > t_2 \) like in 6B2, then \( t_1 - \varepsilon > 0 \) like in 6B3 and finally \( t_1 - \varepsilon > t_2 \) like in 6B4.

The calculation of the eight different cases and the computation of the limits \( \varepsilon \to 0 \) were performed via the Symbolic Math Toolbox from MATLAB. The resulting triangular impulse response

\[
G_2^\triangle(t_1, t_2) = \lim_{\varepsilon \to 0} g_\varepsilon^\triangle(t_1, t_2)
\]

(102)

confirms the definition from equation (84).

Turning back to the frequency domain, the Laplace transform of the triangular impulse response \( g_\varepsilon^\triangle(t_1, t_2) \) is:

\[
G_\varepsilon^\triangle(s_1, s_2) = \int_{t_1=0}^{\infty} \int_{t_2=0}^{\infty} g_\varepsilon^\triangle(t_1, t_2) e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2.
\]

(103)

Eight different integration regions for \( t_1, t_2 \) should be considered here again. Figure 7A shows the eight regions which correspond to the eight cases from Figure 6. The computation with the Symbolic Math Toolbox leads to the Laplace transform

\[
G_\varepsilon^\triangle(s_1, s_2) = c(s_1 + s_2 - a)^{-1} n(s_1 - a)^{-1} b \frac{1 - e^{-s_1 \varepsilon} - 1 - e^{-s_2 \varepsilon}}{s_1 \varepsilon} \frac{1 - e^{-s_1 \varepsilon}}{s_1 \varepsilon} \frac{1 - e^{-s_2 \varepsilon}}{s_2 \varepsilon}
\]

(104)

which confirms the triangular output equation (31) derived from the convolution property. Building the limit \( \varepsilon \to 0 \) in the frequency domain finally yields the triangular transfer function of the second subsystem (L'Hospital’s rule):

\[
G_2^\triangle(s_1, s_2) = \lim_{\varepsilon \to 0} c(s_1 + s_2 - a)^{-1} n(s_1 - a)^{-1} b \frac{1 - e^{-s_1 \varepsilon}}{s_1 \varepsilon} \frac{1 - e^{-s_2 \varepsilon}}{s_2 \varepsilon}
\]

(105)

Thus, it can be concluded that building first the limit in the time domain \( g_\varepsilon^\triangle(t_1, t_2) \) and performing the Laplace transform \( G_2^\triangle(s_1, s_2) = L\{g_\varepsilon^\triangle(t_1, t_2)\}(s_1, s_2) \) afterwards is equivalent to first computing the Laplace transform \( G_\varepsilon^\triangle(s_1, s_2) = L\{g_\varepsilon^\triangle(t_1, t_2)\}(s_1, s_2) \) and then building the limit in the frequency domain \( G_\varepsilon^\triangle(s_1, s_2) \) to \( G_2^\triangle(s_1, s_2) \).
Fig. 6: Integration regions for $\tau_1, \tau_2$ in the triangular domain ($\triangle$). – (A) for $t_2 > \varepsilon$, i.e. $t_2 - \varepsilon > 0$ and (B) for $t_2 < \varepsilon$, i.e. $t_2 - \varepsilon < 0$. 
**Regular impulse response.** For the regular form of the impulse response we proceed in a similar way. According to (36), the regular impulse response of the second subsystem $g_{\square, 2}(t_1, t_2)$ resembles the regular output $y_{\square, 2}(t_1, t_2)$ for an impulse input $u(t) = \delta_\varepsilon(t)$ by a nascent delta function $\delta_\varepsilon(t)$.

The resulting eight different integration regions for $\tau_1, \tau_2$ are obtained by replacing $t_1 \to t_1 + \varepsilon$, $t_2 \to t_2$ in Figure 6. Using the *Symbolic Math Toolbox* from *MATLAB* yields the regular impulse response

$$g_{\square, 2}(t_1, t_2) = \lim_{\varepsilon \to 0} g_{\square, 2}(t_1, t_2)$$

(106)

$$= \begin{cases} e^{\alpha_1 t_2} e^{\alpha_1} b, & t_1 > 0, t_2 > 0 \\ \frac{1}{2} e^{\alpha_1 t_2} nb, & t_1 = 0, t_2 > 0 \\ 0, & \text{else}. \end{cases}$$

For the Laplace transform of $g_{\square, 2}(t_1, t_2)$ the eight integration regions for $t_1, t_2$ from Figure 7 are used. The computation via the *Symbolic Math Toolbox* yields the Laplace transform

$$G_{\square, 2}(s_1, s_2) = c(s_2 - a)^{-1} n(s_1 - a)^{-1} b \frac{1 - e^{-s_1 \varepsilon}}{s_1 \varepsilon} \frac{1 - e^{-(s_2 - s_1) \varepsilon}}{(s_2 - s_1) \varepsilon}$$

(107)

$$= G_{\square, 2}(s_1, s_2) \mathcal{L}\{\delta_\varepsilon(t)\}(s_1) \mathcal{L}\{\delta_\varepsilon(t)\}(s_2 - s_1),$$

which corresponds to the regular output equation (42) derived from the convolution property. Building the limit $\varepsilon \to 0$ in the frequency domain finally yields the regular transfer function of the second subsystem (L'Hospital’s rule):

$$G_{\square, 2}(s_1, s_2) = \lim_{\varepsilon \to 0} c(s_2 - a)^{-1} n(s_1 - a)^{-1} b \frac{1 - e^{-s_1 \varepsilon}}{s_1 \varepsilon} \frac{1 - e^{-(s_2 - s_1) \varepsilon}}{(s_2 - s_1) \varepsilon}$$

(108)

$$L.H. = c(s_2 - a)^{-1} n(s_1 - a)^{-1} b.$$
To sum up: with this alternative derivation, the definitions for the kernels from the previous section are confirmed again.

5.3. Connections and final remarks. Figure 8 gives an overview on the main contents of this paper and the links between the derived statements. We started with the triangular and regular auxiliary outputs $y_k^\triangle(t_1,\ldots,t_k)$ and $y_k^\square(t_1,\ldots,t_k)$. Using the convolution property of the multidimensional Laplace transform, in section 3 we derived input-output representations in the frequency domain in terms of the transfer functions $G_k^\triangle(s_1,\ldots,s_k)$ and $G_k^\square(s_1,\ldots,s_k)$, which are the multidimensional Laplace transform of the kernels $g_k^\triangle(t_1,\ldots,t_k)$ and $g_k^\square(t_1,\ldots,t_k)$, respectively.

Since the kernels are discontinuous at the time line $t_1,\ldots,t_k = t$ (for the triangular case) and $t_1,\ldots,t_{k-1} = 0, t_k = t$ (for the regular case), the impulse response can neither be calculated by the $k$-dimensional inverse Laplace transform $\mathcal{L}_k^{-1}$ nor by the associated Laplace transform $\mathcal{L}_k^k$, as the value at the discontinuity gets lost during the integration. Therefore, in section 4.1 we derived the impulse response $q(t)$ of bilinear systems in the time domain by computing the output $y(t)$ for a nascent delta function $u(t) = \delta_\varepsilon(t)$ in the limit $\varepsilon \to 0$. Similarly, in section 4.3 the impulse response $g_k(t)$ of the $k$-th subsystem was derived in the time domain as the output $y_k(t)$ of the $k$-th subsystem subject to a nascent delta function $\delta_\varepsilon(t)$ in the limit $\varepsilon \to 0$. Note that $q(t)$ can be also obtained from $g_k(t)$ by summing over all subsystems. Particularly remarkable for the impulse response is the fact that a factor $1/k!$ arises in the equations (58) and (74), which is normally not included in the triangular and regular kernels $g_k^\triangle(t_1,\ldots,t_k)$ and $g_k^\square(t_1,\ldots,t_k)$, since they are usually not defined along lines of equal time arguments. However, when impulse inputs are considered, then the value of a kernel at these precise locations becomes important for the input-output behavior.

Therefore, we introduced the symmetric kernels in section 5.1 and adjusted the definitions of the triangular and regular kernels, especially for the time line $t_1,\ldots,t_k = t$ in the triangular case (cf. equation (98)) and for the time line $t_1,\ldots,t_{k-1} = 0, t_k = t$ in the regular case (cf. equation (99)), such that the kernels are consistent with the impulse response. Consequently, the impulse response $g_k(t)$ according to (74) can be then obtained from the adjusted triangular and regular kernels directly in the time domain: $g_k(t) = g_k^\triangle(t_1,\ldots,t) = g_k^\square(0,\ldots,0,t)$.

6. Conclusions. In this paper, we have extensively studied the bilinear systems theory using the Volterra series representation and derived the impulse response of bilinear systems. Afterwards, the triangular and regular Volterra kernels have been adjusted especially along lines of equal time arguments. After the adjustment, the kernels are consistent with the impulse response and characterize the bilinear system even for impulse inputs. Nevertheless, the adjustment does not influence the transfer functions, so that the computation of the output response of a bilinear system over the frequency domain using the auxiliary outputs and the $k$-dimensional inverse Laplace transform or associated Laplace transform can still not be performed (at least for impulse inputs). We therefore advocate not to speak about multidimensional triangular/regular transfer functions, as they should be valid for all Laplace transformable input signals, but they are at least not valid for the Laplace transformable delta function. In fact, similar to the linear setting, they rather should be seen as the scaling of a sum of exponential inputs, as it is regarded by the Growing Exponential Approach. We therefore recommend to use this approach, since derivations become shorter and easier, and the considerations are conducted directly in time domain.
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Convolution, §3

\[ g_k^\triangle(t_1, \ldots, t_k) \text{ acc. to eq. (27), and } g_k^\square(t_1, \ldots, t_k) \text{ acc. to eq. (44)}. \]

\[ g_k^\triangle(t_1, \ldots, t_k) = g_k^\triangle(t_1, \ldots, t_k) \text{ s.t. } u(t) = \delta(t), \quad g_k^\square(t_1, \ldots, t_k) = g_k^\square(t_1, \ldots, t_k) \text{ s.t. } u(t) = \delta(t), \]

\[ g_k^\triangle(t_1, \ldots, t_k) = g_k^\triangle(t_1, \ldots, t_k) \text{ s.t. } u(t) = \delta(t), \quad g_k^\square(t_1, \ldots, t_k) = g_k^\square(t_1, \ldots, t_k) \text{ s.t. } u(t) = \delta(t). \]

\[ g_k(t) \text{ acc. to eq. (74)} \to g_k(t) \]

\[ L_k, L_k^{-1} \to G_k(s) \text{ acc. to §4.3, and [11, §3.5].} \]

\[ \sum_{k=1}^{\infty} \to \]

\[ g(t) \text{ acc. to eq. (58)} \to g(t) \]

\[ L_1, L_1^{-1} \to G(s) \text{ acc. to §4.3.} \]

Fig. 8: Overview and connections.— The expressions derived in sections 4.1 (lower box) and 4.3 (middle box) are here considered for the SISO case \((m=1, p=1)\). Hence, it follows \(u(t) = \mu \delta(t) = \delta(t)\), with the scaling of input \(\mu = 1\), \(N = \sum_{j=1}^{m} N_j \mu_j = N\) and \(\hat{b} = \sum_{j=1}^{m} b_j \mu_j = \hat{b}\). The derivations corresponding to dashed arrows are only shown examplarily for the second subsystem in section 5. Red arrows correspond to cases, where the discontinuity is not taken into account.