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Abstract—In this paper, we propose an explanation of representation for self-attention network (SAN) based neural sequence encoders, which regards the information captured by the model and the encoding of the model as graph structure and the generation of these graph structures respectively. The proposed explanation applies to existing works on SAN-based models and can explain the relationship among the ability to capture the structural or linguistic information, depth of model, and length of sentence, and can also be extended to other models such as recurrent neural network based models. We also propose a revisited multigraph called Multi-order-Graph (MoG) based on our explanation to model the graph structures in the SAN-based model as subgraphs in MoG and convert the encoding of SAN-based model to the generation of MoG. Based on our explanation, we further introduce a Graph-Transformer by enhancing the ability to capture multiple subgraphs of different orders and focusing on subgraphs of high orders. Experimental results on multiple neural machine translation tasks show that the Graph-Transformer can yield effective performance improvement.
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1 INTRODUCTION

The current natural language processing (NLP) models more and more adopt an encoder-decoder framework, in which the encoder takes a sentence as input and generates the corresponding contextualized representations for the decoder for specific processing. So far, although NLP tasks with various modeling ways, generally, there are mainly three types of encoder architectures, recurrent neural network (RNN) [1], [2], [3], convolutional neural network (CNN), and self-attention network (SAN) from Transformer [4]. As a widely-used encoder architecture, the SAN facilitates all the input representations learned in a fully-connected internal structure. In this paper, we focus on the SAN-based model.

The Transformer [4] is the first SAN-based model proposed for neural machine translation (NMT). As the state-of-the-art NMT model, several variants of the Transformer have been proposed for further performance improvement [5], [6] and other NLP tasks such as language model [7], parsing [8], [9]. Following works on RNN-based models with the capacity to learn structural and syntactic information [10], [11], researchers find that SAN-based models can also extract structural or linguistic information. For example, Jawahar et al. [7] showed that BERT [7] could capture diverse information, with surface features at the bottom, syntactic features in the middle, and semantic features at the top, which means that BERT does learn some linguistics information from data. Miaschier et al. [12] studied the linguistic properties encoded by BERT and showed that BERT could encode a wide range of linguistic characteristics, but it tends to lose this information when trained on specific downstream tasks. Vig and Belinkov [13] showed that self-attention in the language model could capture different relationships at different layers.

These works show that SAN-based models can embed structural and linguistic information, and the information embedding ability is related to the model depth and sentence length. More detailedly, we may get intuitions as follows, (1) different layers in SAN-based models may deliver different sorts of information, (2) increasing the depth of the model can improve the performance while improvement may be tiny when the model is too deep, and (3) modeling sentence with different lengths may indicate specified but different model depths for the best performance. Naturally, we wonder Why and How SAN-based model captures various information in the type of structural or linguistic. In this work, we will give an explanation and modeling method to answer the question, which can make us understand the encoding and representation from a general view. It is not more than existing related works which only focus on empirical analysis, we also make an attempt in explaining the encoding mechanism of the SAN-based model for structural or linguistic information.

In the case of NLP, the most popular encoding objective is sentence, which consists of uncertain number of words. Researchers have reached an agreement that a sentence cannot be simply encoded or represented only by linearly combining words, even though any sentence is linearly written word by word. Actually, word relation among the same sentence must not be linear, and sentence semantics sometimes have to be derived by subsequences (i.e., multiple neighbored words) inside a sentence. All these indicate that complicated latent structures hide behind sentence encoding. To formally represent such structures, we may conveniently regard words as vertexes and the relationships among words as edges to build graphs in mathematics. Taking sentence encoding as our case study, we give a modeling explanation for the encoding and representation of the SAN-based model. Fig. 1 shows an example of our explanation of sentence, subsequences, graph structures, and relationships. Based on self-attention and layer-based model design, the SAN-based model can generate these various graph structures among words using previously generated structures recursively, which enables the SAN-based...
model to capture structural information or linguistic information (i.e., linguistic knowledge) from input sentences.

We can model the encoding into a single directed graph in which all the processed intermediate representations and the respective processing of representations are vertexes and edges respectively, and explain the encoding as a process to capture relationships between representations. Although this modeling method is simple to understand, it is insufficient to model the complicated relationship among the original representations and deeper processing in the encoder. Intuitively, the simple directed graph can primarily models relationships between words but is incapable of modeling the relationship among phrases or clauses, which also consist of structural information. Therefore, the simple directed graph cannot describe our explanation for the ability to extract structural or linguistic information.

To describe our explanation with mathematical notation, we model the representations as a modified multigraph called Multi-order-Graph (MoG), which primarily allows subgraphs with order specifications to model the relationship between different representations. An MoG uses vertex, edge, and subgraph to reflect word, relationship, and structure captured by the SAN-based model respectively, and the generation of MoG represents the encoding process of the SAN-based model. With MoG, we can comprehensively observe every step of the representation generation, and unify various complicated relationships inside encoders into a consistent graph. Compared with modeling the representations as a simple directed graph, MoG can not only model relationships among words but also model the relationship among phrases or clauses especially structural information, and can also model the relationship among the original representations and encoding process in the model. In addition, our MoG explanation can precisely depict model with different depths and sentences with different lengths.

Based on our explanation and proposed MoG, we analyze the current SAN encoding mechanism and propose a Graph-Transformer model which can empower the performance on sequence-to-sequence (seq2seq) tasks by further enhancing the multiple related representation encoding in terms of the proposed subgraphs from MoG. For the representation, we consider their layer-based processing procedures by distinguishing them into three parts representing subgraphs of high order, middle order, and low order in MoG. We only calculate the parts for high-order and middle-order subgraphs by self-attention to avoid generating the repeat subgraphs and focus on subgraphs of higher orders related to more complex relationships among words. We also give three methods to fuse three parts of information. We evaluate our model on IWSLT14 German-English, WMT14 English-German, WMT14 English-French, and WMT16 English-Romanian tasks, and the experimental results show that our model can improve the performance on seq2seq tasks.

The contribution of this paper is three-fold:

- We propose a novel explanation for encoding of SAN-based model in which the SAN-based model captures graph structures recursively based on self-attention and layer-based structure. It can explain the ability to capture structural or linguistic information from input sentences.
- We propose a modeling method in which the representations are modeled as a modified multigraph called Multi-order-Graph (MoG) to describe our explanation. Compared with simple directed graph, MoG can model the relationship among phrases or clauses, especially structural information.
- We propose an enhanced Transformer called Graph-Transformer by analyzing the SAN-based model with our explanation and MoG. Our model can improve the performance on seq2seq tasks by balancing the weights of subgraphs of different orders.

2 RELATED WORK

2.1 SAN-based Model

NMT models based on RNN [1], [2], [3], [14], CNN [15], or SAN [4], [5], [6] with an encoder-decoder framework have achieved further performance improvement on several datasets. As the state-of-the-art NMT model, the Transformer is the first SAN-based model using scaled dot-product attention. Each encoder layer contains a self-attention sub-layer and a feed-forward sub-layer, while each decoder layer has one more encoder-decoder attention sub-layer following the self-attention sub-layer. The Transformer also employs a residual connection [16] around each sub-layer followed by layer normalization [17]. Without recurrence for sequence order, the Transformer uses position encoding [15] to mark the position. To ensure that the predictions cannot use unknown outputs, the self-attention sub-layer prevents positions from attending to subsequent positions with a mask.

Several variants have been proposed to improve the performance of the original Transformer. Shaw et al. [5] proposed relative
position representations in the self-attention mechanism to replace the absolute position encoding and enhance the ability to capture local information of the input sentence. He et al. [6] shared the parameters of each layer between the encoder and decoder to coordinate the learning between encoder and decoder. Yang et al. [13] proposed a model which enhances the ability to capture useful local context by casting localness modeling as a learnable Gaussian bias and improves the performance on two translation tasks. Wang et al. [19] worked on the proper use of layer normalization and a novel way of passing the combination of previous layers to the next, and train a 30-layer encoder that outperforms Transformer-Big on some tasks. Zhang et al. [20] presented an implicit syntax encoding method for NMT by syntax-aware word representations. You et al. [21] improved memory efficiency and decoding speed without significantly lowering BLEU with hard-coded attention. Raganato et al. [22] replaced all but one attention head of each encoder layer with simple fixed non-learnable attentive patterns and increased BLEU scores in low-resource scenarios. Dehghani et al. [23] proposed Universal Transformers, which uses a dynamic per-position halting mechanism to choose the required number of refinement steps for each symbol and improves accuracy on several tasks. King et al. [24] replaced dot-product attention with locality-sensitive hashing attention and added reversible layers in the proposed Reformer, which is much more memory-efficient and faster on long sequences. Gu et al. [25] avoided autoregressive decoding, predicted outputs in parallel and achieved a near-state-of-the-art performance on some NMT tasks.

SAN-based model is also used for other NLP tasks. Li et al. [26] proposed Flat-Lattice Transformer for Chinese NER and outperformed other lexicon-based models in performance and efficiency. Kitaev and Klein [8] replaced an RNN encoder with a self-attentive architecture to improve the performance of the constituency parser. Koncel-Kedziorski et al. [27] proposed a Graph-based model for text generation to extend the successful Transformer for text encoding to graph-structured inputs and incorporate global structural information. BERT, proposed by Devlin et al. [7], is a widely-used pre-trained language model based on the SAN-based model, and improves the performance on various NLP tasks, especially natural language understanding tasks [28]. BERT allows researchers to use representation from existing language models and simply fine-tune all pre-trained parameters to train the model on the downstream tasks, which makes well-designed pre-trained language models popular in NLP tasks. Dai et al. [29] enabled the SAN-based language model to learn dependency beyond fixed length without disrupting temporal coherence. RoBERTa proposed by Liu et al. [30] exceeds the performance of BERT by some modifications such as training the model longer with bigger batches over more data. Lan et al. [31] propose ALBERT to achieve better performance than BERT-large using fewer parameters by two parameter reduction techniques. The SAN-based language model also improves the performance on NMT tasks. Zhu et al. [32] used BERT as another embedding to extract representations for input sentences and fuse the representation with the encoder and decoder through attention mechanisms. Yang et al. [33] proposed the converted training approach to make the most use of BERT in NMT. Xu et al. [34] proposed BIBERT for English-German NMT and dual-directional translation models, which leverages the inherent bilingual nature of BIBERT with mixed domain training and fine-tuning. BART [35] is a denoising autoencoder for pre-training seq2seq models which achieves new state-of-the-art results and makes a 1.1 BLEU score increase on the NMT task. Guo et al. [36] proposed a flexible and efficient model, which is able to jointly leverage the information contained in the source-side and target-side BERT models and outperforms autoregressive baselines.

2.2 Structural and Linguistic Information Learning in SAN-based Model

Existing works on RNN-based models show that RNN-based models can learn syntactic information and structure from data. Following these works, researchers found that SAN-based models can also extract structure information and linguistics knowledge. Shi et al. [10] proposed two methods to find that different syntactic information tends to be stored at different layers in the NMT models. Blevins et al. [11] found a correspondence between network depth and syntactic depth, suggesting that a soft syntactic hierarchy emerges. Belinkov et al. [37] evaluated the NMT model on two tasks and showed that different representations are captured in different layers of the model, and the target language impacts the kind of information from the model. Niven and Kao. [38] evaluated BERT on the argument reasoning comprehension task and claimed that BERT has learned nothing about argument comprehension while BERT is indeed a powerful learner. Juwahar et al. [39] showed that layers at the top, middle and bottom could capture semantic, syntactic, and surface features from sentences. It means that BERT can learn some linguistics information from data. Kovaleva et al. [40] proposed a methodology and carried out a qualitative and quantitative analysis of the information encoded by the individual heads of BERT and showed that manually disabling attention in certain heads improves the performance of BERT. Marecek and Rosa [41] analyzed the encoder in English-to-German NMT and proposed algorithms for constructing syntactic trees. Goenken et al. [42] showed the evidence of syntactic representation in attention matrices. Tran et al. [43] compared LSTM with Transformer in the ability to capture the underlying hierarchical structure of sequential data and showed that LSTMs slightly but consistently outperform the Transformer. They also showed that LSTMs generalize better than the Transformer to longer sequences in a logical inference task. Miaschie et al. [12] found that BERT can encode a wide range of linguistic characteristics. Vig and Belinkov [13] showed that self-attention in language model captured different relationships at different layer depths. Hahn [44] showed that self-attention could not model periodic finite-state languages or hierarchical structures unless the number of layers or heads increases with input length.

The SAN-based model indeed extracts the structural or linguistic information, especially syntactic features and semantic features, from input sentences. However, the works above found some characteristics of SAN-based models:

- information captured by different layers in the SAN-based models are different, and deeper layers often capture more complex features, such as syntactic features in the middle and semantic features at the top;
- the model depth can influence the performance that adding layers to the model may improve the performance while too many layers may hurt the performance, and different tasks require different model depths;
- to get the best performance, sentences with different lengths require model depths.

We wonder how the SAN-based model extracts the structural or linguistic information from input sentences and the relationship
between performance and the model architecture. Following existing works and their results, we give an explanation for the characteristics above in Section 3.1.

3 PROPOSED EXPLANATION AND MODELING METHOD

In some NLP tasks, such as dependency parsing, we can build a tree by connecting generated sub-tree. Inspired by tree-building algorithms in dependency parsing tasks and related works in Section 2.2, we explain the SAN-based model encoding as a capturing process of the information of words and relationships among them, which can be represented by a graph structure of subsequence. It means that the SAN-based model encoding can be explained as an iterative process to build new edges to connect previously generated graph structures and get new graph structures instead of building every new structure from the roots. We describe our explanation in detail in Section 3.1. Following our explanation, we introduce our Multi-order-Graph (MoG) in Section 3.2.

3.1 Explanation for Encoding of SAN-based Model

We argue that a sentence is a set of words and relationships between every two subsequences, which can be phrases, subordinate clauses, and compound words. Information extracted from the sentence is not only word information but also relationship information. Relationship information extracted from the sentence can be replaced by relationships between graph structures of different subsequences.

Let us start with the definition of subsequences, graph structures, and relationships among graph structures. We define $\hat{S}_j$ as the $j$-th subsequence of sentence $S = (s_1, \ldots, s_n)$ where $1 \leq j \leq 2^m - 1$. $\hat{S}_j$ is a word sequence like $S$ and has $\sum_{\tau} \text{len}(\hat{S}_j) - 1$ subsequences where $\text{len}(\hat{S}_j)$ is the length of $\hat{S}_j$. Note that all subsequences of $\hat{S}_j$ are also subsequences of $S$. We define $re_{jk}$ as the relationship between $\hat{S}_j$ and $\hat{S}_k$.

Several possible graph structures like the dependency parsing tree can be used to represent one subsequence. We use $\tau_{j,x}$ for the $x$-th graph structure of $\hat{S}_j$. We define $re_{(j,x),(k,y)}$ as the relationship between $\tau_{j,x}$ and $\tau_{k,y}$.

Given graph structures $\tau_{j,x}$ and $\tau_{k,y}$, we define $re_{(j,x,s_a),(k,y,s_b)}$ for the relationship between words $s_a$ and $s_b$ where $s_a$ and $s_b$ belong to $\tau_{j,x}$ and $\tau_{k,y}$ respectively, and we call $re_{(j,x,s_a),(k,y,s_b)}$ dependency relationship between $s_a$ and $s_b$. It is easy to know that relationships between the same two words may change in different sentences. More generally, dependency relationships between words can change when words belong to different structure pairs, and we can get

$$re_{(j,x,s_a),(k,y,s_b)} \neq re_{(l,z,s_a),(m,w,s_b)},$$

where $j, k, x, y \neq l, m, z, w$.

Inspired by tree-building algorithms in dependency parsing tasks, we explain that the graph structure uses words and dependency relationships between words as vertexes and edges, and is built recursively in which graph structures having only one word are generated first and then other graph structures are generated by building dependency relationships between two words from two generated graph structures. It means that graph structures cannot be generated in random order, and new graph structures with more words are built using graph structures with fewer words. Note that one graph structure will not be removed if it is used to generate other graph structures.

Given $\tau_{j,x}$ built by using $re_{(k,y,s_a),(l,z,s_b)}$, because building $re_{(k,y,s_a),(l,z,s_b)}$ generates $\tau_{j,x}$ and is determined by $s_a, s_b, \tau_{k,y}$ and $\tau_{l,z}$, one dependency relationship $re_{(k,y,s_a),(l,z,s_b)}$ can be regarded as a part of relationship $re_{(k,y),(l,z)}$ between $\tau_{k,y}$ and $\tau_{l,z}$ or one relationship among all words from $\tau_{j,x}$.

We explain the encoding of $S$ as a process to capture all $re_{jk}$ rather than only word-wise relationships in which the model calculates dependency relationships to replace $re_{jk}$ approximately instead of calculating $re_{jk}$ directly. Given $re_{(j,x),(k,y)}$, we can replace the relationship as the sum of dependency relationships between words in $\tau_{j,x}$ and words in $\tau_{k,y}$ as

$$re_{(j,x),(k,y)} \approx \sum_a \sum_b re_{(j,x,s_a),(k,y,s_b)}.$$  \hspace{1cm} (2)

Furthermore, the relationship $re_{jk}$ can also be approximately replaced with the sum of relationships between structures of subsequences such as

$$re_{jk} \approx \sum_x \sum_y \left( \sum_a \sum_b re_{(j,x,s_a),(k,y,s_b)} \right).$$  \hspace{1cm} (3)

Therefore, we can use the sum of dependency relationships as

$$re_{jk} \approx \sum_x \sum_y \left( \sum_a \sum_b re_{(j,x,s_a),(k,y,s_b)} \right)$$  \hspace{1cm} (4)

to replace the relationships $re_{jk}$ between $\hat{S}_j$ and $\hat{S}_k$.

Based on the discussion about graph structures and dependency relationships above, we explain that the SAN-based model builds graph structures and captures dependency relationships recursively which enables the SAN-based model to capture structural information. In the SAN-based model, a layer uses representations from the previous layers, i.e., information of the captured graph structures, to calculate dependency relationships among words, represented by values in self-attention matrices, and generate new representations, a set of new graph structures. Self-attention allows the word to access other words and the model to connect every two words ignoring their distances and orders, which makes the SAN-based model build dependency relationships between every two words and generate various graph structures. Besides, the graph structures built by the SAN-based model having the same topology as linguistic structures such as the dependency parsing tree and semantic role labeling tree can be regarded as linguistic information from the input sentence.

In the SAN-based model, the deeper layers capture more complex graph structures than the lower layer. The maximum number of words in a structure generated by SAN layers grows exponentially with the depth increasing. As the SAN-based model layers can only use representation from the previous layers, if the $i$-th layer builds graph structures with no more than $m$ words, the $(i+1)$-th layer can only build graph structures with no more than $2m$ words. Thus, the first layer captures structures containing two words, and the $i$-th layer captures structures with no more than $2^i$ words. It answers why different layers in the SAN-based model capture different structural or linguistic information.

Therefore, given a model with $m$ layers and a sentence with length $l$, the model can capture all structures in the first $\log_2(l)$ layers ($\log_2(l) \leq m$), and the model cannot capture structures among entire sentences if the sentence length exceeds $2^m$. For the sentence with $l$ words, the model needs $\log_2(l)$ layers to generate graph structures among all words. Thus, sentences with different
lengths require different depths of models for the best performance. For the long sentence, the model performance is limited because the model cannot capture graph structures from enough words.

Because all graph structures are built by connecting captured structures, the model may build redundant structures such as connecting identical structures. Residual connections in the SAN-based model incorporate representations from the previous layers into representations generated by the current layer, which allows the following layers to build redundant structures. If with too many layers, the model can generate many redundant structures and hurt the performance.

Though the SAN-based model can capture linguistic information from the sentence, the key to the SAN-based model is that the self-attention mechanism and layer architecture allow the model to build various graph structures among words iteratively. The graph structures represent different kinds of information such as phrases, clauses, and even relationships, e.g., the word You is often followed by the word were in the simple past tense. Therefore, we should not only focus on known linguistic information captured by the SAN-based model but also pay more attention to unknown linguistic information.

Our explanation can also be extended to other models. For example, the encoding in the RNN-based model can be regarded as a process to generate various graph structures. Unlike the SAN-based model in which the current layer can only use graph structures generated in the previous layers, the layer in the RNN-based model can use graph structures generated in the previous time steps to build new graph structures.

### 3.2 Definition of Multi-order-Graph

A simple directed graph that uses vertexes for words and edges for relationships between words can reflect the representation of a sentence. However, it is difficult to represent graph structures because there are multiple edges between the same two vertexes for various structures, while a simple directed graph has only one edge between two vertexes. Furthermore, a simple directed graph is also tough to record the generation of graph structures.

In graph theory, a directed multigraph (or pseudograph) is a graph in which more than one directed edge connects two vertexes.

In this section, we introduce a multigraph called Multi-order-Graph (MoG) for representation of the input, which defines edges to reflect the relationship between representations more comprehensively.

Intuitively, an MoG is an extended multigraph in which an edge connects not only vertexes but also subgraphs containing these vertexes. Formally, we define MoG as a tuple $G = (V^G, E^G)$, where $V^G = \{v^G_1, ..., v^G_n\}$ is the finite set of vertexes and $E^G = \{e^G_1, ..., e^G_m\}$ is the finite set of edges. For edge $e^G_j$, the source and target vertexes are $SN(e^G_j)$ and $TN(e^G_j)$ where $SN(\cdot)$ and $TN(\cdot)$ are functions to map edges to source and target vertexes respectively. In MoG, we use vertex, edge, and subgraph for word, dependency relationship, and graph structure of sentence respectively, and the subgraph and edge are the base and the distinct parts of MoG.

A subgraph of $G$ is a graph with no less than a word defined as $sub^G_j = (V^G_{sub^G_j}, E^G_{sub^G_j})$, in which $V^G_{sub^G_j} \subseteq V^G, E^G_{sub^G_j} \subseteq E^G$. The order of $sub^G_j$ is the number of vertexes in $sub^G_j$ and equal to $|V^G_{sub^G_j}|$, which can be defined as $order_s(sub^G_j)$. The simplest subgraph has one vertex and no edge, and its order is 1. We define $Sub^G = \{sub^G_1, ..., sub^G_n\}$ as the set of all subgraphs of $G$. In MoG, a subgraph is related to a graph structure of sentence and has the same topology as the graph structure. Fig. 2 shows some subgraphs of the sentence *The Transformer is a neural machine translation model.*

An edge in MoG represents one dependency relationship. According to Eq (4), different edges will be built between two same vertexes when vertexes belong to different subgraph pairs. It indicates that one edge $e^G_j$ connected $v^G_k \in V^G_m$ and $v^G_l \in V^G_n$ is determined by four variables:

- source vertex $v^G_k$ of edge $e^G_j$.
- target vertex $v^G_l$ of edge $e^G_j$.
- source subgraph $sub^G_m$ in which $v^G_k \in V^G_m$.
- target subgraph $sub^G_n$ in which $v^G_l \in V^G_n$.

The edge $e^G_j$ can also connect $sub^G_m$ and $sub^G_n$ because building a new edge will generate a new subgraph, which reflects the generation of graph structures.

Building $e^G_j$ can generate a new subgraph which is a combination of $e^G_j, sub^G_m,$ and $sub^G_n$, and it reflects the generation of graph structures. We call the new subgraph related subgraph of $e^G_j$ and use $sub^G_{R(j)}$ to represent it, where $R(j)$ is a function to get the identifier of the related subgraph of $e^G_j$. Setting $k = R(j)$, we call $e^G_j$ the related edge of $sub^G_k$, and $R^{-1}(k)$ is the inverse function of $R(j)$ to get the identifier of the related edge of $sub^G_k$. To reflect the importance of $e^G_j$ and the complexity of $sub^G_{R(j)}$, we define the order of $e^G_j$, denoted by $order_r(e^G_j)$ and equal to $order_r(sub^G_{R(j)})$. We can use a 6-tuple

$$e^G_j = (v^G_k, v^G_l, sub^G_m, sub^G_n, sub^G_{R(j)}, order_r(e^G_j)) \quad (5)$$

to present edge $e^G_j$, where $v^G_k \in V^G_m$ and $v^G_l \in V^G_n$. If we only focus on the source and target vertexes, we use $(v^G_k \rightarrow v^G_l, order_r(e^G_j))$ for $e^G_j$. Note that subgraphs with one vertex and no edge have no related edge. When presented as the 6-tuple, the one vertex is for the first variable and NULL for other variables, which is revealed to the input embedding in the SAN-based model. Given the edge $e^G_j =$
Fig. 3. Generation of different kinds of subgraph.

Fig. 4. An example of subgraph generation tree in Eq. (7).

Fig. 5. Generation of two different subgraphs with the same topologies.

MoG is a recursive process in which subgraphs having one vertex and no edge are the start point of generation and other subgraphs are built using new edges to connect vertexes of generated subgraphs. It means that subgraphs and their related edges cannot be built in random order. Note that one subgraph will not be removed if it is used to build new subgraphs.

To express subgraph generation clearly, we define formula

\[
\text{sub}_k = \text{(sub}_1 \rightarrow v_m \cup \text{(sub}_j \rightarrow v_n, \quad (6)
\]

as the operation which builds a new edge \((v_m, v_n, \text{sub}_i, \text{sub}_j, \text{sub}_k, [V_i] + [V_j])\) and a new subgraph \(\text{sub}_k\), where \([V_i]\) and \([V_j]\) are orders of \(\text{sub}_i\) and \(\text{sub}_j\), \(v_m \in \text{sub}_i\) and \(v_n \in \text{sub}_j\) are the source vertex and the target vertex of the new edge, and \(\text{sub}_k\) is generated by connecting \(\text{sub}_i\) and \(\text{sub}_j\). For example, the generation of subgraphs in Fig. 3(a) can be expressed as

\[
((\text{sub}_a) \rightarrow v_a \cup \text{(sub}_b \rightarrow v_b) \rightarrow v_d \cup \text{(sub}_c \rightarrow v_c) \rightarrow v_a \cup ((\text{sub}_d) \rightarrow v_b \cup \text{(sub}_c \rightarrow v_e) \rightarrow v_d),
\]

where \(\text{sub}_a, \text{sub}_b, \text{sub}_c, \text{sub}_d\) and \(\text{sub}_e\) are subgraphs with only one vertex. Note that commutative, distributive, and associative properties do not apply in this formula.

The generation of the subgraph can be expressed as binary tree like Fig. 4 which we call a generation tree. The generation tree can record the process of building subgraphs and can be used to distinguish subgraphs with the same topology structure. If the generation trees of subgraphs are different, these subgraphs should be considered different even with the same topology, such as subgraphs in Fig. 5(a) and Fig. 5(b).

To model the generation of representation in a SAN-based model with \(n\) layers, we split the entire generation process of MoG into \(n\) steps. The \(i\)-th step of MoG generation is revealed to the generation of representations in the \(i\)-th SAN-based model layer. We define \(G_i = (V_i, E_i)\) as an intermediate state of MoG generated in the \(i\)-th step which is revealed to the representation generated in the \(i\)-th layer. Subgraphs generated in \((i-1)\)-th step are used to generate new edges and subgraphs in \(i\)-th step, and \(S_{\text{sub}}^G \subseteq \{\text{sub}_1^G, ..., \text{sub}_p^G\}\) is a set of subgraphs updated in the \(i\)-th step. Note that the \(G_0\) has only subgraphs with one vertex and no edge which is revealed to the embeddings of SAN-based model. Algorithm 1 demonstrates the procedure to generate the \(G_{i+1}\) and shows that the order of subgraphs generated in the \(i\)-th step is no more than \(2^i\) which reflects the relationships between the ability to capture structural information and the layer.

The condition to stop the generation is different for various SAN-based models. For example, the condition for the Transformer
with \( n \) layers is that \( G_n \) is finished, while the Universal Transformers [23] uses different numbers of steps for sentences with different lengths.

### 3.3 MoG in Decoder

Most seq2seq models are composed of encoders and decoders. The encoder and decoder with similar neural network structures can be viewed as two language models with similar structures to generate representations of source and target sentences, respectively. Same as encoder, the generation of representations in a decoder can also be viewed as a generation of MoG. However, MoG generated by the decoder is different from the encoder because it should reflect relationships between source and target sentences.

Given a source sentence \( S = \{s_1, \ldots, s_n\} \) and a target sentence \( T = \{t_1, \ldots, t_m\} \), \( G^S = (V^S, E^S) \) is the MoG in the encoder, same as Section 3.2 and we use \( G^T = (V^T, E^T, G^S, E^{ST}) \) to describe MoG in the decoder where \( v^T_i \in V^T \) reflects the target word \( t_i \), \( e^T_i \in E^T \) connects \( v^T_i \) and \( v^T_{i+1} \). It is easy to know that subgraphs \( sub^G_T \in Sub^G_T \) always consist of at least one \( sub^G_S \in Sub^G_S \). Note that \( e^T_j \) is always from \( v^S_i \) to \( v^T_j \) and built after generation of \( G^S \). If we use vertexes in \( V^T \) and \( V^S \) and edges in \( E^{ST} \) to build a new graph, it is easy to know the new graph is bipartite.

The decoder is modified to focus on subsequent positions to reflect the direction of the sequence. Influenced by this ability, edges \( e^T_i \in E^T \) are only from \( v^T_i \) to \( v^T_j \) with \( j > i \). Out degrees and in degrees of \( e^T_i \in E^T \) are based on word positions reflected by nodes.

According to [3], the goal of the seq2seq model is to estimate the conditional probability

\[
p(T = \{t_1, \ldots, t_n\} | S = \{s_1, \ldots, s_m\}) \tag{8}
\]

where \( n \) may differ from \( m \). Model obtains representation of \( S \) and computes the probability of \( T \) as

\[
p(T^r = \{t_1, \ldots, t_n\} | S = \{s_1, \ldots, s_m\}) = \prod_{i=1}^{T^r} p^T_i \tag{9}
\]

As Eq. (9) shows, estimating conditional probability \( p^T_i \) can also be regarded as goal of training and decoding. Viewed representation as MoG, Eq. (9) can also equal to

\[
p(G^{T^r} | G^S, sub^T_{1..T^r-1}) \tag{10}
\]

where \( T' \) is the generated target sentence, \( G^{T^r} \) is the MoG generated by the decoder according to \( T' \), and \( sub^T_{1..T^r-1} \) is the subgraph of \( G^{T^r} \).

MoG shows that the seq2seq model implements Eq. (9) by incorporating graph structures among source sentences into structures of target sentences to capture relationships among subsequences of source and target.

### 3.4 Two Questions for Various Models

MoG explanation can extend to RNN-based, CNN-based, and other models by viewing encoding as the generation of subgraphs with differences. Based on the generation of subgraphs, there are two fundamental questions for different models to classify.

- **How to implement iterative encoding?** Fig. 6 shows two kinds of iteration. Sentence-level iteration allows the model to encode words one by one, as in the RNN-based model. With sentence-level iteration, the order of the subgraph is the sentence length. All layer-based models implement layer-level iteration by generating representations in a layer and feeding them into the following layer.

- **How to capture edges and subgraphs?** RNN-based models use recurrent networks, CNN-based models [15, 45] use convolution+gating blocks, and SAN-based models use self-attention.

The model performance may also be influenced by other factors, such as the dimensions or architecture of the model, and it is difficult to classify models by them.

### 3.5 Multi-order-Graph in SAN-based Models

The SAN-based model is based on self-attention. The input of attention contains queries (Q), keys (K), and values (V) of input sequences. The attention is generated using queries and keys like Equation (11).

\[
\text{Attention}(Q, K, V) = \text{softmax}(QK^T / \sqrt{d_k})V. \tag{11}
\]

where \( d_k \) is the dimension of Q, K, V.

SAN-based models use self-attention to capture edges and subgraphs, and use layer-level iteration only. Regarding representation as an MoG, we can use a vector for representation to
contain all information in the MoG, which means that we may use a vector with the same shape as representation to represent a subgraph. Given a representation reflecting a set of subgraphs, a representation pair can be generated by a set of subgraph pairs. Given representations \( r_{a} \) and \( r_{b} \) generated by the \( i \)-th layer, \( \{sub_{a}^{(i)}, ..., sub_{b}^{(i)}\} \) are \( n \) subgraphs to reflect \( r_{a} \) and \( \{sub_{b}^{(i)}, ..., sub_{b}^{(i)}\} \) are \( m \) subgraphs to reflect \( r_{b} \). Using \( R(sub_{i}) \) for the representation to represent subgraph \( sub_{i} \), \( r_{a} \) and \( r_{b} \) can be represented as

\[
r_{a} = \sum_{j} R(sub_{a}^{(i)}), r_{b} = \sum_{j} R(sub_{b}^{(i)}). \tag{12}
\]

Self-attention has to get an attention matrix \( M \) using queries and keys according to Equation \( 11 \). In the \( i \)-th layer of the SAN-based model, given a sentence \( S = \{s_{1}, ..., s_{n}\} \), the attention matrix generated by self-attention is \( M_{i} \), representation of word \( s_{m} \) generated by this layer is \( r_{m} \). Attention \( a_{kl} \) in the \( k \)-th row and \( i \)-th column of matrix \( M_{i} \) is calculated using \( r_{k} \) as query and \( r_{l} \) as key,

\[
a_{kl} = r_{k}^{T} \cdot (r_{l}^{T}) = (\sum_{j} R(sub_{j}^{(i)}) \cdot (\sum_{p} R(sub_{p}^{(i)})))^{T} = \sum_{j} \sum_{p} R(sub_{j}^{(i)}) \cdot (R(sub_{p}^{(i)}))^{T} \tag{13}
\]

Every \( R(sub_{i}) \cdot (R(sub_{p}^{(i)}))^{T} \) can be reflected by a edge in MoG. Equation \( 13 \) shows that the attention score can be viewed as a sum of relationships between different parts of representation, which can be reflected by a group of edges in MoG. By putting all representation parts together as a representation, self-attention calculates all these relationships at once.

After generating all edges which reflect the attention score in \( M \), self-attention uses \( M \cdot V \) to compute the representation, which can be viewed as the generation of subgraphs. Generated representation is a sum of different parts of representations, which can be viewed as a combination of subgraphs.

In the SAN-based model, a layer generating representation is a Generation Step of MoG in Algorithm \( 1 \) and the \( i \)-th layer corresponds to the \( i \)-th generation step. Feeding the representation of the \( i \)-th layer to the following layer is equal to feeding \( G_{i+1} \) and \( Sub^{G}_{i+1} \) to the \( (i + 1) \)-th generation step.

In the \( i \)-th layer, representations used as query, key, and value are from the \((i-1)\)-th layer, which means that subgraphs generated by the \((i-1)\)-th layer will affect the highest order of subgraphs in the \( i \)-th layer. Connecting two input subgraphs of the highest order will generate a subgraph of the highest order in the \( i \)-th layer, which makes the highest order of subgraphs increase exponentially as layers increase, and the highest order of subgraphs in the \( i \)-th layer is \( 2^{i} \).

However, it is quite likely that the SAN-based model cannot accurately capture all subgraphs because the highest order of subgraphs is limited by the number of layers. The outcome obtained by the \( n \)-layer model may be incomplete if the input length exceeds \( 2^{n} \). Dehghani et al. \( 3 \) added a dynamic per-position halting mechanism to choose the required number of refinement steps, allowing the model to generate subgraphs of different order based on the input sentence.

### 4 Graph-Transformer

Modeling SAN-based encoder by MoG, models may capture subgraphs of low order repeatedly. A generated subgraph is always contained in representation and used to generate new subgraphs.
As a result, the earlier subgraph is generated, the more times it will be generated. The weight of subgraphs of low-order increases in a latent way. Besides, saving multiple information of subgraphs in one vector makes it difficult for the model to distinguish them and hardly extract salient subgraphs from vectors. To solve this problem, we propose Graph-Transformer, where Graph is revealed to subgraph of MoG and the input and output are still strings, to balance the weights of subgraphs and improve the performance of the SAN-based model.

4.1 Self-Attention Group for Subgraphs of Different Orders

Fig. 7 illustrates the overall architecture of our Graph-Transformer.

The original SAN-based model uses input representation as query, key, and value to calculate self-attention. To distinguish the representation learned in different steps, we first decompose the representations into different functional parts. We define the representation generated in a layer as full representation, and split the full representation into previous representation and incremental representation. In the $i$-th layer, the previous representation is the input of the full representation, reflecting the subgraphs generated before the $i$-th layer. Furthermore, in the $i$-th layer, the incremental representation is the difference between the full representation and the previous representation, reflecting new subgraphs generated in the $i$-th layer.

For the $(j+1)$-th layer, the calculation of self-attention can be viewed as the sum of four parts:

\[
\begin{align*}
    r^j_i &\cdot (r^j_i)^T = (r^j_p + r^j_i) \cdot (r^j_p + r^j_i)^T \\
         &= r^j_p \cdot (r^j_p)^T + r^j_p \cdot (r^j_i)^T + r^j_i \cdot (r^j_p)^T + r^j_i \cdot (r^j_i)^T
\end{align*}
\]

where $r^j_i$, $r^j_p$, and $r^j_i$ are the full representation, previous representation, and incremental representation of the $j$-th layer. In the SAN-based model, $r^j_i$ is the vector generated in the $j$-th layer, $r^j_p$ is the vector generated in the $(j-1)$-th layer or the input vector in the $j$-th layer, and $r^j_i$ is equal to $r^j_i - r^j_p$.

Note that $r^j_p$ is also $r_j$ of the previous layer, which means that $r^j_p$, $r^j_i$ has been calculated by the previous layer and makes subgraphs be generated repeatedly. It is also the key to increasing the weight of low-order subgraphs. To avoid redundancy, we only calculate the other three parts of self-attention. There are three levels for the subgraph order:

- **High order.** Subgraphs generated by $r^j_i \cdot r^j_i$ belong to high order, and a part of self-attention is used to process high-order subgraphs, which uses input incremental representation as to its query, key, and value. In the $i$-th layer, the order of subgraphs is in the range of $2^{i-1}$ to $2^i$.

- **Middle order.** Subgraphs generated by $r^j_p \cdot r^j_i$ and $r^j_i \cdot r^j_p$ belong to the middle order and the other two parts of self-attention. The second part of self-attention uses incremental representation as query and previous representation as key and value. The third part of self-attention uses previous representation as query and incremental representation as key and value. In the $i$-th layer, the order of subgraphs is in the range of $2^{i-1}$ to $2^{i-1}$.

- **Low order.** Subgraphs generated by $r^j_p \cdot r^j_p$ belong to low order. As discussed above, it is no need to calculate $r^j_p \cdot r^j_p$ again. Instead of self-attention, we use a linear function to transform vector space. The subgraph order is in the range of 1 to $2^{i-2}$. We calculate representation as

\[
\begin{align*}
    h^b_{j+1} &= \text{Attention}^b_j(Q^j_i, K^j_i, V^j_i), \\
    h^m_{j+1} &= \text{Attention}^m_j(Q^j_i, K^j_p, V^p_j) + \text{Attention}^m_j(Q^p_j, K^j_i, V^i_j), \\
    h^l_{j+1} &= \text{Linear}(r^j_p), \\
    h^f_{j+1} &= \text{LayerNorm}(r^j_f + \text{fusion}(h^b_j, h^m_{j+1}, h^l_j)), \\
    r^j_{i+1} &= r^j_f - r^j_i, \quad r^j_p = r^j_f
\end{align*}
\]

where $Q^j_i$, $Q^j_p$ and $Q^p_j$ are query vectors for $r^j_i$, $r^j_p$ and $r^j_f$ respectively, and same subscript and subcript for key vectors $K$ and value vectors $V$, and $h^b_j$, $h^m_{j+1}$, and $h^l_j$ are the hidden states for high-order, middle-order, and low-order subgraphs, respectively.

To reduce the number of parameters and avoid overfitting, we use method shared-query-key-value to share query, key, and value vectors in different parts of self-attention, while it is difficult to train such a model because different groups of subgraphs require different vector spaces. To keep the least effect on the performance, we also use method half-dimension to reduce the dimension of model to half of the original dimension.

4.2 Fusion of Representations

To get the full representation, we introduce three fusing strategies to combine previous and incremental representations.

**Sum.** Calculating the sum is the most straightforward strategy. However, this strategy depends on the quality of previous and incremental representations. Besides, the model gives four groups of subgraphs equal weights, which cannot indicate the important subgraphs.

**Weight-gate.** Representations generated by self-attention are new subgraphs that have not been weighted by the model. Viewing these three parts of representation as a group, we can use a gate to calculate their importance and merge them.

\[
\begin{align*}
    w &= \text{Sigmoid}(h_h + h_m + h_l), r_f \\
    &= (h_h + h_m) \cdot w + h_l \cdot (1 - w),
\end{align*}
\]

Using a gate to assign weights, the model can explicitly distinguish new and old subgraphs and pay attention to important groups of subgraphs. The disadvantage of this method is that the model cannot distinguish subgraphs of high and middle orders. We call this strategy weight-gate.

**Self-gate.** Wang et al. [46] proposed a fusion function based on self-attention with hops for fusing representations from different layers. Similarly, we use self-attention to generate a matrix of weight which stands for relationships among representations. To assign the weight of three parts of representations, we concatenate four representations to form a new sequence $R$ and calculate the relationship matrix.

\[
\begin{align*}
    R &= \text{concat}(h^b_j, h^m_{j+1}, h^l_j), \\
    R_q &= RW^Q, R_k = RW^K, R_v = RW^V, \\
    R_f &= \text{softmax}(R_q R_k^T / d_k) R_v / 4,
\end{align*}
\]

where $R_f$ is the representation sequence, $R_q$, $R_k$ and $R_v$ are query, key, and value vectors, and $d_k$ is the model dimension. This method
can capture relationship between representations and weight them. The weight of a group will gain if it is more important than others. To make the sum of weights equal to 1, the representation is divided by 4. We call this strategy self-gate. Self-gate can weight all representations by the model, while according to the property of self-attention, self-gate will generate higher-order subgraphs, which makes the model deeper and more difficult to train.

5 Experiments and Results
Our graph-Transformer will be mainly evaluated on four NMT tasks, IWSLT14 German-English (De-En), WMT14 English-German (En-De), WMT14 English-French (En-Fr), and WMT16 English-Romanian (En-Ro).

5.1 Datasets
IWSLT14 De-En IWSLT14 De-En dataset contains 153K training sentence pairs. We use script to preprocess the dataset, and use 7K data from the training set as the validation set and the combination of dev2010, dev2012, tst2010, tst2011 and tst2012 as the test set with 7K sentences. BPE algorithm is used to process words into subwords, and the number of subword tokens is 10K.

WMT14 En-De, En-Fr and WMT16 En-Ro WMT14 En-De, En-Fr, and En-Ro datasets with 4.5M, 36M, and 610K sentence pairs are used for training. For En-De and En-Fr, we use 7K and 26K data from the training set as the validation set and the combination of newstest2014 as the test set. We use script and script for En-De and En-Fr, respectively. For En-Ro, we use the test2013 for validation, and test2016 as the test set. The sentences longer than 250 are removed from the training dataset. Dataset is segmented by BPE so that the shared vocabulary has 40K subwords.

5.2 Model Configurations
For De-En, our model uses 6 encoder and decoder layers with the model dimension of 512, the feed-forward dimension of 1024 and dropout of 0.3. For En-De, En-Fr, and En-Ro, our model uses 6 encoder and decoder layers with the model dimension of 512, the feed-forward dimension of 2048 and dropout of 0.1.

5.3 Training of Experiment
Our models for En-De, En-Fr and En-Ro are trained on one CPU (Intel i7-5960X) and four nVidia RTX TITAN X GPUs, and our models for De-En are trained on the same CPU and one nVidia RTX TITAN X GPU. The model implementation for NMT tasks is based on fairseq-0.6.2. We choose Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.98, \epsilon = 10^{-9} \) and the learning rate setting strategy, which are all the same as [4].

\[
lr = d^{-0.5} \cdot \min(step^{-0.5}, step \cdot \text{warmup}_{step}^{-1.5})
\]

where \( d \) is the dimension of embeddings, \( step \) is the step number of training, and \( \text{warmup}_{step} \) is the step number of warmup. When the step number of training is smaller than the step number of warmup, the learning rate increases linearly and then decreases. We set \( \text{warmup}_{step} \) as 4000 for En-De and De-En, and 8000 for En-Fr and En-Ro.

The batch size is 1024 for De-En and 4096 for En-De, En-Fr and En-Ro. We use the beam search decoder for De-En with beam width 5. For En-De, En-Fr, and En-Ro, following [4], the beam width is 4, and the length penalty \( \alpha \) is 0.6. We evaluate the translation results by using tokenized BLEU score calculated with the multi-bleu.perl script. Statistical significance \( (p < 0.05) \) on the difference of BLEU scores is tested by bootstrap-hypothesis-difference-significance.pl.

5.4 Results

![Fig. 8. BLEU points of different lengths and models with different numbers of layers.](image)

The baselines for En-De, En-Fr, and En-Ro are Transformer-base, and the baseline for De-En is Transformer-base with the feed-forward dimension of 1024. Table 1 compares our Graph-Transformer with the baseline, showing that our model enhances all tasks and outperforms all baselines. For De-En tasks, our model with half-dimension and weight-gate gets the best performance of 37.6 BLEU points outperforming the baseline by 1.1 BLEU points with 50 million parameters. For En-De tasks, our model with half-dimension and weight-gate gets the best performance of 28.3 BLEU points outperforming the baseline by 1.2 BLEU points with 74 million parameters. For En-Fr tasks, our model with half-dimension and weight-gate gets the performance of 44.8 and 35.0 BLEU points, outperforming the baseline by 1.5 and 1.1 BLEU points, respectively. With a baseline of 27.1 BLEU points on En-De and 43.3 BLEU points on En-Fr, the improvement of Graph-Transformer is better than [5] and [6] on En-De and En-Fr tasks.

Table 2 shows the results of our Graph-Transformer in De-En and En-De tasks to evaluate our model with different methods. We evaluated three fusion strategies, i.e., sum, weight-gate, and self-gate. Table 2 shows that weight-gate is the most effective among all fusing strategies. Using weight-gate to weight different groups of subgraphs has shown indeed helpful. We then evaluated the methods mentioned in Section 4.1, i.e., half-dimension (half-dim) and shared-query-key-value (shared-qkv), and found that

1. https://github.com/pytorch/fairseq/blob/master/examples/translation/prepare-iwslt14.sh
2. https://github.com/pytorch/fairseq/blob/master/examples/translation/prepare-wmt14en2de.sh
3. https://github.com/pytorch/fairseq/blob/master/examples/translation/prepare-wmt14en2fr.sh
4. https://github.com/facebookresearch/fairseq
5. https://github.com/moses-smt/mosesdecoder/blob/master/scripts/analysis/bootstrap-hypothesis-difference-significance.pl
the weight-gate+half-dim achieves the best performance on De-En and En-De.

Fig. 8(a) shows that our model outperform the baseline on all lengths. Especially, our model trends to be better than the baseline when the input sentences are longer than 20. It shows that our models performs better on longer sentences. Fig. 8(b) shows that our model outperforms the baseline with different model depths. With the model depth increasing, the performance growth of our model is uniform.

To demonstrate the effect of sentence length and layer numbers on the weight of high-order subgraphs, we evaluate our models with different layer numbers using the half-dimension and weight-gate method on the En-De task and show the results in Fig. 9. Fig. 9 reveals that longer sentences often require higher weights of high-order subgraphs than shorter sentences, no matter how many layers and at which layer of the model, and the weights usually increase at higher layers. Fig. 9 also shows that the weights drop at the fourth layer, meaning that subgraphs captured at the fourth layer are less important for the model than those captured in the previous three layers.

Fig. 10 is the attention visualization for three parts of self-attentions and shows that the weight values in the matrix for subgraphs of high order are smoother than the values in the matrices for subgraphs of middle order. It means that the self-attention for subgraphs of high order focuses on relationships among more words and does capture subgraphs of high order.

5.5 Analysis of Result

According to the MoG explanation and the design of Graph-Transformer, not calculating subgraphs of low order can avoid generating subgraphs repeatedly. It ensures that every subgraph generates only once and with the same weight to improve model performance slightly. Meanwhile, weighting subgraphs allows the model to figure out salient subgraphs. Without weighting subgraph, our model can only outperform the baseline by 0.4 BLEU points on the En-De task, and outperform the baseline by more than 0.9 BLEU points after weighting subgraphs using weight-gate. It is the same as we expected and indicates the reasonableness of our MoG explanation.

Table 2 compares different fusion strategies, in which weight-gate performs best, while self-gate is not the best one. Calculating the sum of representation only makes every subgraph be generated once and have the same weight to stop the model from figuring out salient subgraphs, and performs worst. Self-gate can weigh every group of subgraphs which cannot be done by weight-gate. However, using self-attention and representation, self-gate will generate new subgraphs of high order and unnecessary redundancy. Self-gate also makes models deeper and difficult to train. Although weight-gate cannot distinguish every subgraph in representation, it makes the model focus on specific parts. When we produce representations using the same query, key, and value, there are some stable relationships between them. Dividing them into two groups can mostly distinguish this relationship and enable the model to capture it. Table 2 also shows that the same method may perform differently for different tasks. For example, the shared-qkv method hurt the performance of weight-gate on De-En, while the weight-gate+half-dim+shared-qkv achieves a comparable performance compared with the weight-gate+half-dim on De-En.

Table 2 shows that the model with half dimension can get a similar or better result than the model with full dimension.
A larger model dimension enables the vector to accommodate more features. Our results do not mean a larger dimension is unimportant. Though we use fewer parameters, our model can capture subgraphs more accurately. Our model can distinguish subgraphs of different orders with three independent parts of self-attention. The half dimension generated by a non-linear operation removes some subgraphs from the representations and pushes our model to focus on other subgraphs, which enhances the ability of our model to select subgraphs of higher order. Besides, more parameters usually make the model more difficult to train and easier to be overfitting. Thus the half dimension setting helps the resulted model to outperform one with full dimension.

5.6 Evaluation on Text summarization

We evaluate our model with half-dimension+weight-gate on Text summarization (SUM) tasks using the same training set as WMT14 En-De. We use the Annotated Gigaword dataset with 3.8M sentence pairs for the SUM task training, and BPE algorithm to process words into subwords with 32K tokens. Table 3 shows that our model with half-dimension+weight-gate outperforms the baseline on all evaluation metrics.

|                  | ROUGE-1 | ROUGE-2 | ROUGE-L |
|------------------|---------|---------|---------|
| Transformer      | 36.84   | 18.01   | 34.31   |
| Our Model        | 37.60 (+0.76) | 18.63 (+0.62) | 34.71 (+0.4) |

5.7 Evaluation on GLUE

To evaluate our model on GLUE [28] tasks, we first train a pre-trained language model and then fine-tune the pre-trained language model for GLUE tasks. For fairly compared to the baseline, we add six random initialized BERT layers on one bert-base-cased as baseline pre-trained language model and add sex random initial
layers of Graph-Transformer with half-dimension-weight-gate on another BERT as our pre-trained language model. The data for training is wikipedia and the pre-processed subset is 20220301.en. We use the same model config of bert-base-cased for our model and the baseline. To train the pre-trained language model, the batch size is 128, the learning rate is 5e-5, the maximum length is 128. We train the pre-trained language model for 1 epoch. The implementation of our model and the baseline is based on transformers. The script for training is from transformers.

For GLUE tasks, we fine-tune our pre-trained language model for different tasks, and the script for training is from transformers. We train our model on different tasks for 3 epochs (5 epochs on WNLI and MRPC) with learning rate 2e-5. Table shows the results of GLUE tasks, and shows that our model can improve the performance of CoLA, SST-2, STS-B, RTE, QNLI, MNLI, MRPC and WNLI, and get a comparable result on QQP which does not hurt the performance.

We also train our pre-trained language model and the baseline pre-trained language model using frozen bert-base-cased without change of training and model config to avoid the effect of bert-base-cased and compare our model with the baseline more fairly. Table shows the results of GLUE tasks with frozen bert-base-cased, and shows that our model can improve the performance of CoLA, SST-2, STS-B, RTE, QNLI, MNLI and MRPC, and get comparable results on QQP and WNLI.

### 6 Conclusions

This paper presents a unified explanation for representations given by SAN-based encoders, especially, the SAN empowered Transformer. Instead of a simple directed graph modeling in previous work, we re-define multitigraph into Multi-order-Graph to accommodate broad categories of complicated relationships inside the representations. MoG connects not only words but also subgraphs. With the built relationship by MoG, we can understand diverse relationships inside representations in a unified way. Inspired by the proposed MoG explanation, we further propose a Graph-Transformer to enhance the ability to capture subgraph-aware representations on the SAN-based encoder. Experimental results indicate that our proposed MoG explanation for representations is empirically reasonable.
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