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In this paper, we present a new matrix approach for the analysis of subdivision schemes whose non-stationarity is due to linear dependency on parameters whose values vary in a compact set. Indeed, we show how to check the convergence in $C^\ell (\mathbb{R}^s)$ and determine the Hölder regularity of such level and parameter dependent schemes efficiently via the joint spectral radius approach. The efficiency of this method and the important role of the parameter dependency are demonstrated on several examples of subdivision schemes whose properties improve the properties of the corresponding stationary schemes.
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\section{1. Introduction}

We analyze convergence and Hölder regularity of multivariate level dependent (non-stationary) subdivision schemes whose masks depend linearly on one or several parameters. For this type of schemes, which include well-known schemes with tension parameters [1,12,14,23,24,32], the theoretical results from [7] are applicable, but not always efficient. Indeed, if the level dependent parameters vary in some compact set, then the set of the so-called limit points (see [7]) of the corresponding sequence of non-stationary masks exists, but cannot be determined explicitly. This hinders the regularity analysis of such schemes. Thus, we present a different perspective on the results in [7] and derive a new general method for convergence and regularity analysis of such level and parameter dependent schemes. The practical efficiency of this new method is illustrated in several examples.

Subdivision schemes are iterative algorithms for generating curves and surfaces from given control points of a mesh. They are easy to implement and intuitive in use. These and other nice mathematical properties of subdivision schemes motivate their popularity in applications, i.e. in modeling of freeform curves and surfaces, approximation and interpolation of functions, computer animation, signal and image processing etc. Non-stationary subdivision schemes extend the variety of different shapes generated by stationary subdivision. Indeed, the level dependency enables to generate new classes of functions such as exponential polynomials, exponential B-splines, etc. This gives a new impulse to development of subdivision schemes and enlarges the scope of their applications, e.g. in biological imaging [17,36], geometric design [34,37] or isogeometric analysis [2,9].

The main challenges in the analysis of any subdivision scheme are its convergence (in various function spaces), the regularity of its limit functions and its generation and reproduction properties. The important role of the matrix approach for regularity
analysis of stationary subdivision schemes is well-known. It allows to reduces the analysis to the computation or to the estimation of the joint spectral radius of the finite set of square matrices derived from the subdivision mask. Recent advances in the joint spectral radius computation \[26,33\] make the matrix approach very precise and efficient. In the non-stationary setting, however, this approach has never been applied because of the several natural obstacles. First of all, the matrix products that emerge in the study of non-stationary schemes have a different form than those usually analyzed by the joint spectral radius techniques. Secondly, the masks of non-stationary schemes do not necessarily satisfy sum rules, which destroys the relation between the convergence of the scheme and spectral properties of its transition matrices. All those difficulties were put aside by the results in [7], where the matrix approach was extended to the non-stationary setting.

In this paper, in Section 3, we make the next step and consider level and parameter dependent subdivision schemes whose masks include tension parameters, used to control the properties of the subdivision limit. Mostly, the tension parameters are level dependent and influence the asymptotic behavior of the scheme. If this is the case, the scheme can be analyzed by Charina in [7], where the matrix approach was extended to the non-stationary setting.

2. Background

Let \( m \in \mathbb{Z}^+ \), \( m \geq 2 \), be a dilation matrix and \( E = \{0, \ldots, |m| - 1\} \) be the set of the coset representatives of \( \mathbb{Z}^t \) \( m \mathbb{Z}^t \). We study subdivision schemes given by the sequence \( \{S_{a^{(r)}}\}, \ r \in \mathbb{N} \) of subdivision operators \( S_{a^{(r)}} : \ell(\mathbb{Z}^t) \to \ell(\mathbb{Z}^t) \) that define the subdivision rules by

\[
(S_{a^{(r)}} c)_\alpha = \sum_{\beta \in \mathbb{Z}^t} a_{\alpha - \beta}^{(r)} c_\beta, \quad \alpha \in \mathbb{Z}^t.
\]

The masks \( a^{(r)} = \{a_d^{(r)} \in \mathbb{R}, \ \alpha \in \mathbb{Z}^t\}, \ r \in \mathbb{N} \), are sequences of real numbers and are assumed to be all supported in \( \{0, \ldots, N\}^t \). \( N \in \mathbb{N} \). For the set

\[
K = \sum_{r=1}^{\infty} m^{-r} \mathbb{Z}^t, \quad G = \{-m, \ldots, N+1\}^t, \quad \text{the masks define the square matrices}
\]

\[
A^{(r)}_{\varepsilon, s^{(r)}} = (a_{\alpha, \beta s^{(r)}}^{(r)})_{\alpha, \beta \in K}, \quad r \in \mathbb{N}, \quad \varepsilon \in E.
\]

We assume that the level dependent symbols

\[
a^{(r)}(z) = \sum_{\alpha \in \mathbb{Z}^t} a^{(r)}_{\alpha s^{(r)}} z^\alpha, \quad z^\alpha = z_1^{\alpha_1} \cdots z_t^{\alpha_t}, \quad z \in (\mathbb{C} \setminus \{0\})^t.
\]

of the subdivision scheme

\[
c^{(r+1)} = S_{a^{(r)}} c^{(r)} = S_{a^{(r)}} S_{a^{(r-1)}} \cdots S_{a^{(1)}} c^{(1)}, \quad r \in \mathbb{N}, \quad c^{(1)} \in \ell(\mathbb{Z}^t),
\]

satisfy sum rules of order \( \ell + 1 \), \( \ell \in \mathbb{N}_0 \).

**Definition 2.1.** Let \( \ell \in \mathbb{N}_0 \), \( r \in \mathbb{N} \). The symbol \( a^{(r)}(z), z \in (\mathbb{C} \setminus \{0\})^t \), satisfies sum rules of order \( \ell + 1 \) if

\[
da^{(r)}(1, \ldots, 1) = |m|^\ell \quad \text{and} \quad \max_{|\alpha| \leq r} \max_{|\varepsilon| \leq \ell} |D^\alpha a^{(r)}(\varepsilon)| = 0,
\]

where \( \Xi = \{e^{-\frac{2\pi i}{m}_1}, \ldots, e^{-\frac{2\pi i}{m}_t}\}, \ \varepsilon \in E \) and \( D^\alpha = \frac{\partial^{\alpha_1}}{\partial z_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_t}}{\partial z_t^{\alpha_t}} \).

For more details on sum rules see e.g [3,4,30].

**Remark 2.2.** (i) The assumption that all symbols \( a^{(r)}(z) \) satisfy sum rules of order \( \ell + 1 \), guarantees that the matrices \( A^{(r)}_{\varepsilon, s^{(r)}}, \varepsilon \in E, r \in \mathbb{N} \), in (2.2) have common left-eigenvectors of the form

\[
(p(\alpha))_{\alpha \in K}, \quad p \in \Pi_{\ell},
\]

where \( \Pi_{\ell} \) is the space of polynomials of degree less than or equal to \( \ell \). Thus, the matrices \( A^{(r)}_{\varepsilon, s^{(r)}}, \varepsilon \in E, r \in \mathbb{N} \), possess a common linear subspace \( V_\ell \subset \mathbb{R}[K] \) orthogonal to the span of the common left-eigenvectors of \( A^{(r)}_{\varepsilon, s^{(r)}}, \varepsilon \in E, r \in \mathbb{N} \). The spectral properties of the set

\[
\mathcal{T} = \{A^{(r)}_{\varepsilon, s^{(r)}}, \varepsilon \in E, r \in \mathbb{N}\}
\]

determine the regularity of the non-stationary scheme, see [7].
(ii) In the univariate case, the assumption that the symbols \( a^{(r)}(z), r \in \mathbb{N}, \) satisfy sum rules of order \( \ell + 1 \) implies that
\[
a^{(r)}(z) = (1 + z + \cdots + z^{[m]-1})^\ell \sum_{a \in \mathbb{Z}} b^{(r)}_a z^a, \quad z \in \mathbb{C} \setminus \{0\},
\]
and
\[
A^{(r)}_{\varepsilon, a} |_{V_\varepsilon} = (1 + \varepsilon z)^{\ell} \sum_{a \in \mathbb{Z}} c^{(r)}_a z^a, \quad \varepsilon \in E.
\]

In the multivariate case, the explicit form of the matrices \( A^{(r)}_{\varepsilon, a} |_{V_\varepsilon}, \varepsilon \in E, r \in \mathbb{N}, \) depends on the choice of the basis of \( V_\varepsilon, \) see e.g. [3] or [7].

Before stating the definition of the \( C^1 \)-convergence of a subdivision scheme we recall the notion of a test function from [15].

**Definition 2.3.** A scalar valued function \( f \in L_\infty(\mathbb{R}^2) \) is called a test function, if

(i) \( f \) is compactly supported,
(ii) there exist constants \( 0 < C_1 \leq C_2 < \infty \) such that
\[
C_1 \sup_{x \in \mathbb{Z}^2} |c_x| \leq \sup_{x \in \mathbb{R}^2} \left| \sum_{x \in \mathbb{Z}^2} c_x f(x - \alpha) \right| \leq C_2 \sup_{x \in \mathbb{Z}^2} |c_x|, \quad \alpha \in \ell_\infty(\mathbb{Z}^2),
\]
(iii) the Fourier transform \( \hat{f}(y) = \int_{\mathbb{R}^2} f(x) e^{-2\pi i x y} dx \) of \( f \) satisfies
\[
\hat{f}(0) = 1, \quad D^\mu \hat{f}(\alpha) = 0, \quad \alpha \in \mathbb{Z}^2 \setminus \{0\}, \quad \mu \in \mathbb{N}_0^2, \quad |\mu| < \ell + 1.
\]

For more details on test functions see [15].

**Definition 2.4.** A subdivision scheme \( \{S_{a^{(r)}}\}, r \in \mathbb{N} \) is \( C^1 \)-convergent, if for any initial sequence \( c \in \ell_\infty(\mathbb{Z}^2) \) there exists a limit function \( g_c \in C^1(\mathbb{R}^2) \) such that for any test function \( f \in C^0(\mathbb{R}^2) \)
\[
\lim_{k \to \infty} \left\| g_c \cdot - \sum_{a \in \mathbb{Z}^2} S_{a^{(r)}} g_c \cdots S_{a^{(r-1)}} c_a f(mk - \alpha) \right\|_{C_1} = 0.
\]

Note that, it suffices to check (2.5) for only one test function \( f \). Note also that, if all limits of a subdivision scheme belong to \( C^1(\mathbb{R}^2) \), then the scheme may not converge in \( C^1 \), but only in \( C^0(\mathbb{R}^2) \).

In this paper, we also show how to estimate the Hölder regularity of subdivision limits.

**Definition 2.5.** The Hölder regularity of the \( C^1 \)-convergent scheme \( \{S_{a^{(r)}}\}, r \in \mathbb{N} \) is \( \alpha = \ell + \zeta \), if \( \ell \) is the largest integer such that \( g_c \in C^\zeta(\mathbb{R}^2) \) and \( \zeta \) is the supremum of \( \nu \in [0, 1] \) such that
\[
\max_{\nu \in [0, 1], |\nu| = \ell} |D^\nu g_c(x) - D^\nu g_c(y)| \leq |x - y|^\nu, \quad x, y \in \mathbb{R}^2.
\]

We call \( \alpha \) the Hölder exponent of \( \{S_{a^{(r)}}\}, r \in \mathbb{N} \).

The joint spectral radius of a set of square matrices was introduced in [35].

**Definition 2.6.** The joint spectral radius (JSR) of a compact family \( \mathcal{M} \) of square matrices is defined by
\[
\rho(\mathcal{M}) := \lim_{n \to \infty} \max_{M_1, \ldots, M_n \in \mathcal{M}} \left\| \frac{1}{n} \sum_{j=1}^{n} M_j \right\|^{1/n}.
\]

Note that the definition of the JSR is independent of the choice of the matrix norm \( \| \cdot \| \).

The link between the JSR and stationary subdivision is well-known, see e.g. [5,8,16,29,31]. The results of [7] establish a link between the regularity of non-stationary subdivision schemes and the JSR of compact matrix sets derived from the limit points of \( \{a^{(r)}\}, r \in \mathbb{N} \).

**Definition 2.7.** For the mask sequence \( \{a^{(r)}\}, r \in \mathbb{N} \) we denote by \( \mathcal{A} \) the set of its limit points, i.e. the set of masks \( a \) such that
\[
a \in \mathcal{A}, \quad \text{if } \exists \{r_n, n \in \mathbb{N} \} \text{ such that } \lim_{n \to \infty} \sup_{a \in \mathbb{Z}^2} |a^{(r_n)} - a_a| = 0.
\]

For the readers convenience, we recall here the statement of [7] which is crucial for the proof of our main result, see Theorem 3.4.

**Corollary 2.8.** Let \( \ell \geq 0 \). Assume that the symbols of the scheme \( \{S_{a^{(r)}}\}, r \in \mathbb{N} \) satisfy sum rules of order \( \ell + 1 \) and \( \rho_A := \rho(\mathcal{T}_A) < |m|^{-\ell} \), where
\[
\mathcal{T}_A = [A_{\varepsilon, a} |_{V_\varepsilon}, \varepsilon \in E, a \in A]
\]
and \( A \) is the set of the limit points of \( \{a^{(r)}\}, r \in \mathbb{N} \). Then \( \{S_{a^{(r)}}\}, r \in \mathbb{N} \) is \( C^1 \)-convergent and the Hölder exponent of its limit functions is \( \alpha \geq -\log_{|m|} \rho_A. \)
3. Parameter dependent subdivision schemes: matrix approach

There are several examples of subdivision schemes that include a tension parameter. We call them parameter dependent schemes. Often, the tension parameter is level dependent and shows a certain asymptotic behavior which implies the asymptotic behavior of the corresponding non-stationary scheme, i.e. \( \lim \sup |a_{\omega}^{(l)} - a_{\epsilon}| = 0 \). In this case, although the set \( \{a_{\omega}^{(l)} : \omega \in E, r \in \mathbb{N}\} \) is not compact, the convergence and regularity of the scheme \( \{a_{\omega}^{(l)} : \omega \in \mathbb{N}\} \) can be analyzed via the joint spectral radius approach in [7]. The results in [7] are still applicable even if the parameter values vary in some compact interval. Indeed, in this case, the existence of the limit points for the sequence \( \{a_{\omega}^{(l)} : \omega \in \mathbb{N}\} \) of the subdivision masks is guaranteed, though these limit points are not always explicitly known. In this section, we show that the joint spectral radius approach can be effectively applied even if the limit points of \( \{a_{\omega}^{(l)} : \omega \in \mathbb{N}\} \) cannot be determined explicitly, but the masks \( a_{\omega}^{(l)} \) depend linearly on the parameter \( \omega \in [0, 2) \) and \( \omega < \omega_0 < \infty \).

A well-known and celebrated example of the parameter dependent stationary subdivision scheme with linear dependence on the parameter is the univariate four point scheme [19] with the symbol

\[
a(z, \omega) = z^{-1} \begin{pmatrix} 1 & 2 \\ 1 & 1 \end{pmatrix} + \omega \begin{pmatrix} -1 & -2 \\ 1 & -1 \end{pmatrix}, \quad z \in \mathbb{C} \setminus \{0\}, \quad \omega \in \left[0, \frac{1}{2}\right],
\]

which is a parameter perturbation of the linear B-spline. Also the bivariate butterfly scheme [21] with the symbol

\[
a(z_1, z_2, \omega) = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} + \omega \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad z_1, z_2 \in \mathbb{C} \setminus \{0\}, \quad \omega \in [0, 1],
\]

with

\[
c(z_1, z_2) = z_1^{-1} z_2^{-2} + z_1 z_2^{-1} + z_1^{-1} z_2^{-1} - 2 z_1^{-2} z_2^{-2} + z_1^{-2} z_2^{-2} + z_1^{-2} z_2^{-2} + z_1^{-2} z_2^{-2} + z_1^{-2} z_2^{-1} + z_1^{-1} z_2^{-1} - 2 z_1^{-2} z_2^{-1} + z_1^{-1} z_2^{-2} - 2 z_1^{-1} z_2^{-2} + z_1^{-2}.
\]

is a parameter perturbation of the linear three-directional box spline. Other examples of such parameter dependent schemes are those with symbols that are convex combinations

\[
\omega a(z_1, z_2) + (1 - \omega) b(z_1, z_2) = b(z_1, z_2) + \omega (a(z_1, z_2) - b(z_1, z_2)), \quad \omega \in [0, 1], \quad z_1, z_2 \in \mathbb{C} \setminus \{0\},
\]

of two (or more) symbols of stationary schemes, see e.g. [6,11,13]. Known are also (see e.g. [1,12,14]) their non-stationary univariate counterparts with the symbols

\[
z^{-1} \begin{pmatrix} 1 & 2 \\ 1 & 1 \end{pmatrix} + \omega^{(l)} \begin{pmatrix} -1 & -2 \\ 1 & -1 \end{pmatrix}, \quad r \in \mathbb{N}, \quad \lim_{r \to \infty} \omega^{(l)} = \omega \in \mathbb{R},
\]

or

\[
\omega^{(l)} a(z) + (1 - \omega^{(l)}) b(z), \quad r \in \mathbb{N}, \quad \omega^{(l)} \in [0, 1].
\]

Note that the use of the level dependent parameters sometimes allows us to enhance the properties of the existing stationary schemes (e.g. with respect to their smoothness, size of their support or reproduction and generation properties [6,11,12,14]).

In all schemes considered above, the subdivision rules depend either on the same, fixed, parameter \( \omega = \omega^{(l)} \in [0\omega_1, \omega_2] \) independent of \( r \), or the parameters \( \omega^{(l)} \in [\omega_1, \omega_2] \) are chosen in such a way that either \( \lim_{r \to \infty} \omega^{(l)} = \omega = [\omega_1, \omega_2] \) or the corresponding non-stationary scheme is asymptotically equivalent to some known stationary scheme. For the definition of the asymptotical equivalence see [20].

The results in [32] employ special Laurent polynomial technique and yield sufficient conditions for \( C^r \)-convergence of parameter dependent subdivision schemes whose rules are level and/or location \( \alpha \in \mathbb{Z}^d \) dependent.

In this section, we provide a matrix method for analyzing the Hölder regularity of more general subdivision schemes: we consider the level dependent masks \( a(\omega^{(l)}) = a_\alpha(\omega^{(l)}), \alpha \in \mathbb{Z}^d, r \in \mathbb{N} \), and require that \( a(\omega^{(l)}) \in [\omega_1, \omega_2] \) without any further assumptions on the behavior of the sequence \( \{\omega^{(l)} : r \in \mathbb{N}\} \). We assume, however, that each of the masks depends linearly on the corresponding parameter \( \omega^{(l)} \).

The level dependent masks \( \{a(\omega^{(l)}) : r \in \mathbb{N}\} \) define the corresponding square matrices which we denote by

\[
A_{\epsilon, \omega^{(l)}} = (a_{\alpha + \beta}(\omega^{(l)}))_{\alpha, \beta \in K}, \quad \epsilon \in E,
\]

and the level dependent symbols

\[
a(z, \omega^{(l)}) = \sum_{\alpha \in \mathbb{Z}^d} a_\alpha(\omega^{(l)}) z^{\alpha}, \quad z^{\alpha} = z^{\alpha_1} \cdots z^{\alpha_d}, \quad z \in (\mathbb{C} \setminus \{0\})^d.
\]

The assumption that each mask \( a(\omega^{(l)}) \) depends linearly on \( \omega^{(l)} \), leads to the following immediate, but crucial result.

**Proposition 3.1.** Let \( \epsilon \in \mathbb{N}_0 \) and \( -\infty < \omega_1 < \omega_2 < \infty \). If every symbol of the sequence \( \{a(z, \omega^{(l)}) : r \in \mathbb{N}\} \) depends linearly on the parameter \( \omega^{(l)} \in [\omega_1, \omega_2] \) and satisfies sum rules of order \( \epsilon + 1 \), then every matrix in \( T = \{A_{\epsilon, \omega^{(l)}}\}_{\omega}, \omega^{(l)} \in [\omega_1, \omega_2], \epsilon \in E, r \in \mathbb{N}\} \) is a convex combination of the matrices with \( \omega^{(l)} \in [\omega_1, \omega_2] \)

\[
A_{\epsilon, \omega^{(l)}} |_{V_r} = (1 - t^{(l)}) A_{\epsilon, \omega_1} |_{V_r} + t^{(l)} A_{\epsilon, \omega_2} |_{V_r}, \quad t^{(l)} \in [0, 1].
\]
Proof. Let \( r \in \mathbb{N} \). We first write \( \omega^{(r)} \) as a convex combination of \( \omega_1 \) and \( \omega_2 \), i.e.

\[
\omega^{(r)} = (1 - t^{(r)})\omega_1 + t^{(r)}\omega_2 \quad \text{with} \quad t^{(r)} \in [0, 1].
\]

Note that all entries of the matrices \( A_{\epsilon,\omega^{(r)}} \), \( \epsilon \in E \), are the coefficients of the corresponding mask \( a(\omega^{(r)}) \). Since the mask coefficients depend linearly on the parameter \( \omega^{(r)} \), so do the matrices \( A_{\epsilon,\omega^{(r)}} \), and hence, the corresponding linear operators. Therefore, the restrictions of these operators to their common invariant subspace \( V_\epsilon \) also depend linearly on these parameters. \( \square \)

In the level independent case, i.e. \( \omega^{(r)} = \omega \) for all \( r \in \mathbb{N} \), the use of the joint spectral radius approach for studying the convergence and regularity of the corresponding stationary subdivision schemes is well understood. To show how this approach can be applied in the non-stationary setting, we need first to prove the following auxiliary result.

Theorem 3.2. Let \( \ell \in \mathbb{N}_0 \) and

\[
\mathcal{T} = \{ A_{\epsilon,\omega^{(r)}} | V_\ell, \omega^{(r)} \in \{ \omega_1, \omega_2 \}, \epsilon \in E, r \in \mathbb{N} \}
\]

be the infinite family of square matrices. If the JSR of the family \( \mathcal{T}_{\omega_1,\omega_2} = \{ A_{\epsilon,\omega_1 | V_\ell, A_{\epsilon,\omega_2 | V_\ell}, \epsilon \in E \} \) satisfies \( \rho(\mathcal{T}_{\omega_1,\omega_2}) = \gamma \), then \( \rho(\mathcal{T}) = \gamma \).

Proof. Note that, for a compact set \( \mathcal{M} \) of square matrices, an arbitrary vector norm \( \| \cdot \| \) and \( \delta > 0 \), the following norm

\[
\| x \|_\delta = \sup_{n \geq 0} \max_{M_1, \ldots, M_\ell \in \mathcal{M}} \frac{\| \prod_{j=1}^\ell M_j x \|}{\rho(M) + \delta}^n
\]

satisfies (see \([28, (2.2), (2.3) \) and Proposition 2.2])

\[
\| A_{\epsilon,\omega_1 | V_\ell} \|_\delta \leq \gamma + \delta \quad \text{and} \quad \| A_{\epsilon,\omega_2 | V_\ell} \|_\delta \leq \gamma + \delta.
\]

This norm is called a \( \delta \)-extremal norm (see \([22,28]\)).

Then, due to \( \rho(\mathcal{T}_{\omega_1,\omega_2}) = \gamma \), by Proposition 3.1, by the estimates in (3.4) and by the subadditivity of matrix operator norms, we get

\[
\| A_{\epsilon,\omega_1 | V_\ell} \|_\delta = \|(1 - t^{(r)})A_{\epsilon,\omega_1 | V_\ell} + t^{(r)}A_{\epsilon,\omega_2 | V_\ell} \|_\delta \leq (1 - t^{(r)})\| A_{\epsilon,\omega_1 | V_\ell} \|_\delta + t^{(r)}\| A_{\epsilon,\omega_2 | V_\ell} \|_\delta \leq \gamma + \delta, \quad t^{(r)} \in [0, 1].
\]

This estimate, due to the arbitrary choice of \( \delta > 0 \), implies that \( \rho(\mathcal{T}) = \gamma \), which concludes the proof. \( \square \)

Remark 3.3. (i) Note that, if the family \( \mathcal{T}_{\omega_1,\omega_2} \) is non-defective, i.e. there exists an extremal norm \( \| \cdot \| \) such that \( \max_{\epsilon \in E} \{ \| A_{\epsilon,\omega_1 | V_\ell} \|, \| A_{\epsilon,\omega_2 | V_\ell} \| \} = \gamma \), then \( \mathcal{T} \) is also non-defective and all products of degree \( d \) of the associated product semi-group have maximal growth bounded by \( \gamma^d \). Note also that for any family of matrices \( B, B \subset \mathcal{T} \), it follows that \( \rho(B) \leq \gamma \). (ii) It is not restrictive to assume that the family \( \mathcal{T}_{\omega_1,\omega_2} \) is non-defective. Indeed, by Elsner \([22]\), if the family \( \mathcal{T} \) is irreducible (i.e. its matrices do not possess a common non-trivial subspace), then \( \mathcal{T} \) is non-defective. And the irreducibility of \( \mathcal{T} \) is the property that holds with probability 1.

We are now ready to formulate the main result of this section.

Theorem 3.4. Let \( \ell \in \mathbb{N}_0 \). Assume that every symbol of the sequence \( \{ a(\omega^{(r)}), r \in \mathbb{N} \} \) depends linearly on \( \omega^{(r)} \in [\omega_1, \omega_2] \) and satisfies sum rules of order \( \ell + 1 \). Then the non-stationary scheme \( \{ S_{a(\omega^{(r)})}, r \in \mathbb{N} \} \) is \( C^1 \)-convergent, if the JSR of the family \( \mathcal{T}_{\omega_1,\omega_2} = \{ A_{\epsilon,\omega_1 | V_\ell, A_{\epsilon,\omega_2 | V_\ell}, \epsilon \in E \} \) satisfies

\[
\gamma = \rho(\mathcal{T}_{\omega_1,\omega_2}) < |m|^{-\ell}.
\]

Moreover the Hölder exponent of its limit functions is \( \alpha \geq -\log|m| \gamma \).

Proof. Since the parameters \( \omega^{(r)} \), \( r \in \mathbb{N} \) vary in the compact interval \( [\omega_1, \omega_2] \), there exists a set of limit points (finite or infinite) for the sequence \( \{ a(\omega^{(r)}) \}, r \in \mathbb{N} \) of subdivision masks. Let us denote this set by \( A \) and the corresponding set of square matrices by \( \mathcal{T}_A = \{ A_{\epsilon,\omega_1 | V_\ell, A_{\epsilon,\omega_2 | V_\ell}, \epsilon \in E \} \). Obviously, \( \mathcal{T}_A \subset \mathcal{T} \) with \( \mathcal{T} \) as in (3.3). Since by Theorem 3.2 and Remark 3.3, \( \rho(\mathcal{T}_A) \leq \gamma \), the claim follows by Corollary 2.8. \( \square \)

Remark 3.5. (i) Note that, due to \( \rho(\mathcal{T}_A) \leq \gamma \), Theorem 3.4 yields a smaller Hölder exponent \( \alpha \) than what could be obtained by Corollary 2.8. For example, consider a binary subdivision scheme with the symbols

\[
\begin{align*}
\omega^{(r)}(z) &= z^{-1} \frac{(1 + z)^2}{2}, & r \in \{1, \ldots, L\}, \\
\omega^{(r)}(z) &= z^{-1} \frac{(1 + z)^2}{2} + \frac{1}{16} (z^{-3} + z^{-1} + z - z^3), & r \geq L + 1, \quad L \in \mathbb{N}, \quad z \in \mathbb{C} \setminus \{0\}.
\end{align*}
\]
To apply Theorem 3.4, we can view the corresponding masks as being linearly dependent on parameters \( \omega^{(r)} \in [0, \frac{1}{16}] \). The corresponding family \( \mathcal{T}_{0, \frac{1}{16}} = \{ A_{e, 0}, A_{e, \frac{1}{16}} \}, \ e \in \{0, 1\} \) consists of the four matrices

\[
A_{0, \omega}|_{V_1} = \begin{pmatrix}
-\omega & -2\omega + \frac{1}{2} & -\omega & 0 \\
0 & 2\omega & 0 & 0 \\
0 & -\omega & -2\omega + \frac{1}{2} & -\omega \\
0 & 0 & 2\omega & 2\omega
\end{pmatrix}, \quad A_{1, \omega}|_{V_1} = \begin{pmatrix}
2\omega & 2\omega & 0 & 0 \\
-\omega & -2\omega + \frac{1}{2} & -\omega & 0 \\
0 & 2\omega & 0 & 0 \\
0 & -\omega & -2\omega + \frac{1}{2} & -\omega
\end{pmatrix}
\]

for \( \omega \in [0, \frac{1}{16}] \). Due to

\[
\max_{\epsilon \in [0, 1]} \{ \| A_{e, 0} \|_V, \| A_{e, \frac{1}{16}} \|_V \} = \max_{\epsilon \in [0, 1]} \left\{ \rho(A_{e, 0}), \rho(A_{e, \frac{1}{16}}) \right\} = \frac{1}{2}.
\]

we get \( \rho(\mathcal{T}_{0, \frac{1}{16}}) = \frac{1}{2} \), and thus, the corresponding scheme is convergent and has the Hölder exponent \( \alpha \geq 1 \). On the other hand, the set \( A \) of limit points of the masks can be explicitly determined in this case and consists of the mask of the four point scheme. Thus, by Corollary 2.8, the Hölder exponent is actually \( \alpha \geq 2 \).

(ii) The regularity estimate given in Theorem 3.4 can be improved, if the actual range of the parameters \( \omega^{(r)}, r \geq L \), for some \( L \in \mathbb{N} \), is a subinterval of \([ \omega_1, \omega_2 ]\), see Section 3.1.

(iii) Note that the result of Theorem 3.4 is directly extendable to the case when the matrix family \( \mathcal{T} \) depends linearly on \( \omega^{(r)}, r \in \mathbb{N}, \) from the convex polyhedral set \( \Omega = \text{co}(\omega_1, \ldots, \omega_L) \), the closed convex hull of \( \omega_1, \ldots, \omega_L \in \mathbb{R}^L, L \in \mathbb{N}, \) i.e.

\[
\omega^{(r)} = \sum_{j=1}^{L} t_j^{(r)} \omega_j \quad \text{with} \quad t_j^{(r)} \in [0, 1] \quad \text{and} \quad \sum_{j=1}^{L} t_j^{(r)} = 1.
\]

This is the case, for example, when we define the level and parameter dependent symbols

\[
a(z, \omega^{(r)}) = \sum_{p=1}^{P} \omega_j^{(r)} a_j(z), \quad \omega^{(r)} = (\omega_1^{(r)}, \ldots, \omega_p^{(r)})^T \in \Omega, \quad r \in \mathbb{N}.
\]

3.1. Examples

In this section we present two univariate examples of level dependent parameter schemes, whose constructions are based on the four point and six point Dubuc–Deslauriers schemes. In particular, in Example 3.6, the non-stationary scheme is constructed in such a way that the support of its limit function

\[
\phi_1 = \lim_{T \to \infty} S_{a(\omega^{(r)})} \ldots S_{a(\omega^{(r)})}\delta, \quad \delta(\alpha) = \begin{cases} 1, & \alpha = 0, \\ 0, & \text{otherwise} \end{cases}, \quad \alpha \in \mathbb{Z}^3,
\]

is smaller than the support of the four point scheme, but its regularity is comparable. In Example 3.7, every non-stationary mask is a convex combination of the four point and six point Dubuc–Deslauriers schemes. We show how the regularity of the corresponding non-stationary scheme depends on the range of the corresponding parameters \( \omega^{(r)}, r \in \mathbb{N} \). Both examples illustrate the importance of the dependency on several parameters \( \omega^{(r)}, r \in \mathbb{N} \) instead of one \( \omega \in \mathbb{R} \).

We deliberately consider only univariate examples to keep the presentation easy to follow. Already in the bivariate case, the size of the matrices in the set (3.3) blows up. The techniques for their size reduction are known, but lead to intricate and lengthy matrix manipulations that we believe are out of scope of this paper.

Example 3.6. We consider the univariate, binary scheme with the symbols

\[
a(z, \omega^{(r)}) = z^{-1} \frac{(1 + z)^2}{2}, \quad r \in \{1, 2\},
\]

\[
a(z, \omega^{(r)}) = z^{-1} \frac{(1 + z)^2}{2} + \omega^{(r)}(-z^{-3} + z^{-1} + z^{-3}), \quad r \geq 3, \quad z \in \mathbb{C} \setminus \{0\},
\]

where \( \omega^{(r)} \) are chosen at random from the interval \([\frac{1}{16}, \frac{1}{10}]\). The corresponding family

\[
\mathcal{T}_{0, \frac{1}{16}} = \{ A_{e, 0}|_{V_1}, A_{e, \frac{1}{16}}|_{V_1}, \ e \in \{0, 1\} \}
\]

consists of the same four matrices as in (3.6) and at the first glance the Hölder exponent of this scheme is \( \alpha \geq 1 \). On the other hand, we can view this scheme as the one with the corresponding matrix family

\[
\mathcal{T}_{0, \frac{1}{16}} = \{ A_{e, \frac{1}{16}}|_{V_1}, A_{e, 0}|_{V_1}, \ e \in \{0, 1\} \}
\]

applied to a different starting data. (Recall that [32, Theorem 3.1] shows that this scheme is \( C^1 \)-convergent for \( \omega^{(r)} \in [\epsilon, \frac{1}{2} - \epsilon] \). \( r \geq 3, \ 0 < \epsilon < \frac{1}{10} \).) We get \( \rho(\mathcal{T}_{0, \frac{1}{16}}) = 3/8 \) and, by Theorem 3.4, the Hölder exponent is actually \( \alpha \geq -\log_2 \frac{3}{8} \approx 1.4150 \).
The size of the support of $\phi_1$ (see Fig. 1) can be determined using the technique from [10] and is given by

$$\left[ \sum_{r=0}^{\infty} 2^{-r-1} s(r), \sum_{r=0}^{\infty} 2^{-r-1} d(r) \right] = \left[ -\frac{3}{2}, \frac{3}{2} \right]$$

with

$s(r) = -1, \quad d(r) = 1, \quad r = 0, 1,$

$s(r) = -3, \quad d(r) = 3, \quad r \geq 2.$

Recall that the support of the basic limit function of the four point scheme is $[-3, 3]$.

**Example 3.7.** In this example we consider the univariate non-stationary scheme with symbols

$$a(z, \omega^{(i)}) = \omega^{(i)} a(z) + (1 - \omega^{(i)}) b(z), \quad \omega^{(i)} \in [0, 1], \quad z \in \mathbb{C} \setminus \{0\},$$

where

$$a(z) = -\frac{z^{-3} (z + 1)^4}{16} (z^2 - 4z + 1)$$

is the symbol of the four point scheme and

$$b(z) = \frac{z^{-5} (z + 1)^6}{256} (3z^4 - 18z^3 + 38z^2 - 18z + 3)$$

is the symbol of the $C^2$-convergent quintic Dubuc–Deslauriers subdivision scheme [18]. By Floater and Muntingh [25], the Hölder exponent of the limits of $S_e$ is $\alpha \approx 2.8301$. To determine the regularity of the level and parameter dependent scheme with the symbols in (3.7) we consider the matrix set

$$\mathcal{T}_{0,1} = \{A_{e,0}|v_2, A_{e,1}|v_2, e \in \{0, 1\}\}$$

with the four matrices

$$A_{0,0}|v_2 = \frac{1}{256} \begin{pmatrix}
3 - 3\omega & 0 & 0 & 0 & 0 & 0 & 0 \\
-7 - 9\omega & -9 + 9\omega & 3 - 3\omega & 0 & 0 & 0 & 0 \\
45 + 3\omega & 45 + 3\omega & -7 - 9\omega & -9 + 9\omega & 3 - 3\omega & 0 & 0 \\
-9 + 9\omega & -7 - 9\omega & 45 + 3\omega & 45 + 3\omega & -7 - 9\omega & -9 + 9\omega & 3 - 3\omega \\
0 & 3 - 3\omega & -9 + 9\omega & -7 - 9\omega & 45 + 3\omega & 45 + 3\omega & -7 - 9\omega \\
0 & 0 & 0 & 3 - 3\omega & -9 + 9\omega & -7 - 9\omega & 45 + 3\omega \\
0 & 0 & 0 & 0 & 3 - 3\omega & -9 + 9\omega
\end{pmatrix}$$

$$A_{0,1}|v_2 = \frac{1}{256} \begin{pmatrix}
-9 + 9\omega & 3 - 3\omega & 0 & 0 & 0 & 0 & 0 \\
45 + 3\omega & -7 - 9\omega & -9 + 9\omega & 3 - 3\omega & 0 & 0 & 0 \\
-7 - 9\omega & 45 + 3\omega & 45 + 3\omega & -7 - 9\omega & -9 + 9\omega & 3 - 3\omega & 0 \\
3 - 3\omega & -9 + 9\omega & -7 - 9\omega & 45 + 3\omega & 45 + 3\omega & -7 - 9\omega & -9 + 9\omega \\
0 & 0 & 3 - 3\omega & -9 + 9\omega & -7 - 9\omega & 45 + 3\omega & 45 + 3\omega \\
0 & 0 & 0 & 0 & 3 - 3\omega & -9 + 9\omega & -7 - 9\omega \\
0 & 0 & 0 & 0 & 0 & 3 - 3\omega
\end{pmatrix}$$
for \( \omega \in (0, 1) \). In this case, by Theorem 3.4, the regularity of the non-stationary scheme \( \{ S_{a(\alpha, t)} \}, r \in \mathbb{N} \) coincides with the regularity of the four point scheme. For \( \omega \in (t, 1) \), \( t > 0 \), the scheme \( \{ S_{a(\alpha, r)} \}, r \in \mathbb{N} \) is \( C^2 \)-convergent. Remarkably, for \( \omega \in (0, t) \), \( t < 1 \), extensive numerical experiments show that the JSR of the family \( T_{0, t} \) is determined by the subfamily \( \{ A_{t, r} \}, r \in (0, 1) \). For example, for \( t = 1/2 \), we obtain \( \rho(T_{1/2, 1}) \approx 0.2078 \) and, thus, the corresponding Hölder exponent is \( \alpha \geq 2.2662 \).

The exact computations of the joint spectral radius in the above examples are done using the algorithms in [26,27].
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