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Multiscale phenomena that evolve on multiple distinct timescales are prevalent throughout the sciences. It is often the case that the governing equations of the persistent and approximately periodic fast scales are prescribed, while the emergent slow scale evolution is unknown. Yet the course-grained, slow scale dynamics is often of greatest interest in practice. In this work we present an accurate and efficient method for extracting the slow timescale dynamics from a signal exhibiting multiple timescales. The method relies on tracking the signal at evenly-spaced intervals with length given by the period of the fast timescale, which is discovered using clustering techniques in conjunction with the dynamic mode decomposition. Sparse regression techniques are then used to discover a mapping which describes iterations from one data point to the next. We show that for sufficiently disparate timescales this discovered mapping can be used to discover the continuous-time slow dynamics, thus providing a novel tool for extracting dynamics on multiple timescales.

I. INTRODUCTION

Many physical phenomena exhibit multiscale dynamics where the fastest timescale is relatively simple to both observe and predict, while the emergent long timescale dynamics are unknown. Examples abound in physics and range from tidal amplitudes [25, 26], to molecular dynamics simulations [2, 11], to atmospheric dynamics [13], to the motion of the planets [1, 15, 16]. Mathematically, systems which exhibit multiscale dynamics are expensive to simulate since the fastest scales must be accurately resolved, and when the fast timescale is approximately periodic, this expense is primarily used to simulate predictable dynamics. In systems where the scale separation is explicit, one may use the method of averaging [3, 12, 21] to obtain the leading-order dynamics of the slow timescale evolution, although many systems lack an obvious separation of scales or even governing equations, meaning that novel methods for extracting the slow timescale dynamics must be developed.

In this work we present a computationally cheap and efficient method that integrates machine learning and multiscale modeling for extracting and forecasting slow timescale dynamics of a multiscale system. Unlike averaging techniques, the proposed mathematical architecture learns a nonlinear dynamical system characterizing the slow-scale behavior. The setting for the problem is that we are given a signal \( \Phi \) on some finite timescale \([0, T]\) which contains terms dependent on \( t \) contributing to the fast dynamics and terms dependent on \( \varepsilon t \), for some \( 0 < \varepsilon \ll 1 \), contributing to the slow dynamics. We assume that the fast timescale terms are periodic, so \( \Phi \) satisfies

\[
\Phi(t + T, \varepsilon(t + T)) = \Phi(t, \varepsilon(t)) \approx \Phi(t, \varepsilon t),
\]

for all \( t \) and some \( T > 0 \). The timescales of \( \Phi \) are assumed to be sufficiently disparate so that the slow dynamics are nearly constant on the intervals \([t, t + T]\), coming from the size of \( \varepsilon \) relative to the fast period \( T \).

Suppose the signal is given on some finite timescale and we wish to understand the physics governing the slow timescale evolution so that the signal can be reconstructed and forecast far beyond the given time window. Since the fast-scale dynamics are relatively simple we would like to ‘average’ these dynamics out to forecast only the slow-scale variable. Knowing the fast-scale period \( T > 0 \) naturally leads to tracking the signal after each period:

\[
x_n = \Phi(0, \varepsilon n T), \quad n = 0, 1, 2, 3, \ldots
\]

since \( \Phi(n T, \cdot) = \Phi(0, \cdot) \) by periodicity. It follows that understanding the signal at \( t = n T \) requires an understanding of the slow timescale dynamics. Our goal is to discover a mapping \( F : \mathbb{R}^d \to \mathbb{R}^d \) so that

\[
x_{n+1} = F(x_n),
\]

for all \( n \geq 0 \). Beyond this, if we suppose there exists a function \( G : \mathbb{R}^d \to \mathbb{R}^d \) such that the slow timescale dynamics of a signal satisfying Eq. (1) are governed by the ordinary differential equation (ODE)

\[
\partial_t \Phi(0, t) = G(\Phi(0, t)),
\]

where \( \partial_t \) is the derivative with respect to the second component, then expanding the left-hand-side of Eq. (3) as a
Taylor series about $t = nT$ using the definition of $x_{n+1}$ from Eq. (2) gives that

$$F(x) = x + \varepsilon TG(x) + \mathcal{O}(\varepsilon^2). \quad (5)$$

Hence, when $\varepsilon$ is small Eq. (5) represents an Euler step of the slow physics. This demonstrates the duality between the functions $F$ and $G$, at least to $\mathcal{O}(\varepsilon^2)$. Therefore, discovering the mapping $F$ from data presents a novel method to extract the slow timescale physics of a given signal, something which holds great potential for multiscale systems that are so common in the biological and medical sciences [1].

There are potentially two unknowns that are required to find $G$: the fast period $T > 0$ and the mapping $F$. Here we use the method of sliding-window dynamic mode decomposition (DMD) [4] to extract the fast period and the sparse identification of nonlinear dynamics (SINDy) algorithm [5] to obtain the mapping $F$. We summarize the method visually in Figure 1 and explain the individual components in more detail in the following section. The advantage our proposed method presents is that it does not attempt to discover a dynamical system for the multiscale signal, since as we show in Section III, sparse identification procedures should be expected to fail at this task in general. This is due in part to the numerical approximation of the derivative of the signal, which in the presence of a periodic fast timescale is rapidly changing. Although the challenge of approximating the derivative can be overcome by using instead integral terms [19, 22], the present method circumvents this difficulty altogether. Furthermore, the multiscale property of the data presents a unique advantage in the implementation of a regression technique which promotes sparsity using thresholding: unsupervised timescale separation is expected to introduce error at $\mathcal{O}(\varepsilon^2)$, whereas the sparsification procedure amounts to pruning terms of order $\mathcal{O}(\varepsilon)$. As a result, the method by construction recovers only the leading order slow timescale dynamics.

The sparse regression framework has been used previously to discover multiscale physics [6], but with a much different procedure for the model discovery process and sampling strategy. Specifically, fast sampling of the dynamics was required since both fast- and slow-timescale physics needed to be discovered, whereas in this work, the fast scale is known and only the slow dynamics needs to be discovered. Modification to the basic SINDy architecture allows for the discovery of partial differential equations [20], equations of rational expressions [9], and conservation laws [10]. For each of these modifications, one can imagine using the proposed method to handle multiscale temporal dynamics in an efficient manner.

This paper is organized as follows. In Section II we present a detailed overview of the method for extracting slow timescale physics. This includes summaries of the two major components of the method: the sliding window DMD technique and the SINDy algorithm. In Section III we provide a simple example of a multiscale system where naive application of the SINDy method fails to properly identify the full governing equations. We further supplement this discussion by showing that our methods accurately capture the slow evolution of this system once the fast dynamics have been taken out of the signal. Section IV is entirely dedicated to applications of the method, where we present examples with discovered slow dynamics that are monotone, periodic, and chaotic. Finally, we briefly summarize our findings in Section V.

**FIG. 1.** An overview of the method presented in this work. We first use the sliding window DMD technique [7] to identify the fast period, then track the signal at integer multiples of the fast period, resulting in the coarsened signal $x_n = \Phi(0, \varepsilon nT)$. We then identify a mapping $x_n \mapsto x_{n+1}$ using the SINDy method [5], and finally use the expansion Eq. (5) to extract the slow timescale physics.
II. METHODS

The method employed by this work has two major components: scale separation using the sliding-window DMD and sparse regression analysis using SINDy. In this section we briefly summarize these methods and direct the reader to the works [7] and [5], respectively, for a more complete discussion of each component. In its totality, our method first employs the sliding window DMD technique to identify the fast period, then track the signal at integer multiples of the fast period, resulting in the coarsened signal \( x_n = \Phi(0, cnT) \). We then identify a mapping \( F \) such that \( x_{n+1} = F(x_n) \) using the SINDy method. Finally, we use the duality Eq. (5) to extract the slow timescale physics when \( \varepsilon \) is sufficiently small.

We summarize the method visually in Figure [1] and proceed through the following subsections with a discussion of the individual components of our method.

A. Scale separation using sliding-window DMD

The method presented in this work relies on foreknowledge of the timescale disparity between components constituting a multiscale signal. For systems with known governing equations, this can generally be determined by inspection of the coefficients or by perturbation expansion. For systems with unknown equations of motion, however, a data-driven discovery method must suffice. This could be accomplished by identifying peaks on the Fourier spectrum, for example. For multiscale physics, windowed Fourier transforms can help provide improved resolution of signals and their content. Indeed, such windowing procedures are the basis of multi-resolution analysis and wavelet decompositions [17]. Multi-resolution DMD [14] provides a analogous decomposition of multivariate data, identifying coherent spatial modes and temporal frequencies in multiscale systems.

Dynamic Mode Decomposition (DMD) is a model regression technique which seeks a best-fit linear representation for observed dynamics [13, 23]. Given a data matrix \( X \) consisting of \( m \) sequential snapshots, DMD identifies a linear operator \( A \) which in some optimal (least-squares) sense satisfies the equation \( X = AX \). This approximation is of course unlikely to be accurate for highly nonlinear systems, but this problem can be circumvented by subsampling \( X \) onto shorter time intervals by sliding a window of width \( d \) \((d \ll m)\) across the full time series. Even when global dynamics are nonlinear, local linear approximations are easily obtainable. Each local operator \( A \) has eigenvalues which characterize the timescale content of local dynamics.

In this work we use a technique introduced by Dylewsky et al. (2019) which leverages DMD to separate the components of multiscale data and learn local linear models for the dynamics by clustering on their eigenspectra [7]. This method has the advantages of sparsity, flexibility, and robustness to overlapping or highly disparate dynamical timescales. By gathering eigenspectra across all sliding-window iterations of DMD, one can form a statistical picture of the global spectral content of the data. A simple clustering algorithm can identify the most prominently represented timescales and offer a parsimonious estimate of the scale components present. Even when timescales are separated by many orders of magnitude, the algorithm can be applied recursively with varied window width to properly identify them. These clusters can be depicted visually by plotting the modulus squared of the eigenvalues of the local operators \( A \) for each window. In the present scenario of a signal satisfying Eq. (1) at least two distinct clusters should be apparent: one bounded away from 0 representing the fast periodic dynamics and another near 0 representing the slow dynamics (which should appear nearly static over the comparatively short span of a windowed subsample).

A cartoon of this clustering is presented in panel II of Figure [1] while an application of the method to real data is presented in Figure [4].

B. Sparse identification of nonlinear dynamics (SINDy)

The SINDy method, introduced by Brunton et al. (2016), is an algorithm for discovery of a symbolic representation of the governing equations of a system from time series measurements [3]. Given a data matrix comprised of sequential state measurement snapshots:

\[
X_1 = \begin{bmatrix}
-x^T(t_1) & - \\
-x^T(t_2) & - \\
\vdots & \\
-x^T(t_m) & -
\end{bmatrix}
\]

along with another data matrix of the same size, \( X_2 \), comprised of either the temporal derivative of the data at the same measurement times or the successive iterates of the discrete temporal data. A symbolic representation for the dynamics \( \dot{x}(t) = F(x(t)) \) or \( x(t_{n+1}) = F(x(t_n)) \) is constructed from a library of candidate functions for terms of \( F(x) \). The chosen functions are evaluated on the measurement data to construct a library matrix \( \Theta \) whose \( m \) rows represent the \( m \) measurement snapshots of \( X_1 \) lifted into a space of all library observables. For example, a library consisting of polynomials up to degree 2 for \( x = (x_1, x_2) \in \mathbb{R}^2 \) would look like

\[
\Theta(X_1) = \begin{bmatrix}
1 & x_1(t_1) & x_2(t_1) & (x_1(t_1))^2 & (x_1(t_1)x_2(t_1)) & (x_2(t_1))^2 \\
1 & x_1(t_2) & x_2(t_2) & (x_1(t_2))^2 & (x_1(t_2)x_2(t_2)) & (x_2(t_2))^2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & x_1(t_m) & x_2(t_m) & (x_1(t_m))^2 & (x_1(t_m)x_2(t_m)) & (x_2(t_m))^2
\end{bmatrix}
\]

The claim that the equation of motion \( F(x) \) is some linear combination of the chosen library functions is equiv-
FIG. 2. The first component of the signal \( x(t) \) in Eq. (10). There are two distinct timescales and the signal is plotted for slightly more than two periods of the slow timescale. The fast period is approximately \( \pi/5 \).

FIG. 3. A comparison of the first component of the training data against the evolution of the discovered continuous-time SINDy model with the same initial data. Notice that the discovered data has a significantly higher frequency of oscillation, as can be observed by comparing the extent of the horizontal axis in this figure with that of Figure 2.

III. SINDY AND MULTISCALE SYSTEMS

In this section we briefly demonstrate how naively applying the SINDy method to a signal in the form of \( x(t) \) to discover both the fast and slow timescales simultaneously should be expected to fail, thus necessitating the method described in this manuscript. Alternatively, one can use fast sampling strategies to resolve the discovery process [6], but here sampling on the slow scale is all that is needed. In [7] a simple toy model was created to extract the periods of oscillation for signals formed as linear combinations of periodic phenomena. The model is given by

\[
\begin{align*}
\dot{v}_1 &= v_2, \\
\dot{v}_2 &= -w_1^2 v_1^3, \\
\dot{w}_1 &= w_2, \\
\dot{w}_2 &= -100w_1 - 4w_1^3,
\end{align*}
\]

where constants are chosen to appropriately separate the timescales. The \((w_1, w_2)\) variables are governed by an unforced Duffing equation, for which almost all initial conditions fall into steady periodic motion. The \((v_1, v_2)\) variables form a cubic oscillator with a coefficient \( w_1^2 \) dependent on the state of \( w_1 \). The signal [1] is produced by integrating system [9] with initial conditions \((v_1, v_2, w_1, w_2) = (0, 0.5, 0, 0.5)\) and then taking a randomly generated orthogonal matrix \( Q \in \mathbb{R}^{4\times 4} \) to define

\[
x(t) = Q \cdot [v_1(t), v_2(t), w_1(t), w_2(t)]^T,
\]

in an effort to sufficiently mix the disparate temporal dynamics. We direct the reader to Figure 2 for a visual depiction of the first component of \( x(t) = (x_1(t), x_2(t), x_3(t), x_4(t)) \), and note that the rest look similar in that we can clearly see the two timescales present in the signal \( x(t) \).

If we use the SINDy method for discovery of a continuous-time dynamical systems using Eq. (10) as the training data and a sparsity parameter \( \lambda = 10^{-3} \), we
discover the differential equation

\[
\begin{align*}
\dot{x}_1 &= 0.1 - 788.8x_1 + 788.0x_4 + 3.3x_2^3, \\
\dot{x}_2 &= -833.3x_1 + 833.3x_4, \\
\dot{x}_3 &= -0.1 - 877.8x_1 + 878.7x_4 - 3.3x_4^3, \\
\dot{x}_4 &= -0.3 - 922.3x_1 + 924.0x_4 - 6.6x_4^3.
\end{align*}
\] (11)

Even without knowing the exact values in Q we immediately note that this discovered system cannot exactly capture the dynamics of the signal since it includes constant terms. In Figure 3 we plot the first component of the training data against the dynamics of the discovered model (11) with the same initial condition. We can see that the discovered model produces a signal with a faster frequency of oscillation than that of the original signal. This can be observed by comparing the extent of the horizontal axes of Figures 2 and 3. We further note that changing the sparsity parameter \(\lambda\) has little effect on the discovered model, always producing a dynamical system which fails to even approximately reproduce the dynamics of the input signal (10).

From this example we see that the SINDy method is not always suited for the discovery of systems which exhibit multiple timescale dynamics. Hence, we turn to coarsening the signal by tracking it at integer multiples of the fast timescale period. In Figure 4 we plot the resulting frequencies \(\omega\) extracted from the sliding window DMD method, where one can clearly see the separation between fast and slow dynamics. The centroid of the fast cluster gives that the fast component of the signal has period given by \(T = \pi/5\), and hence we can track the full signal at integer multiples of this fast period. We comment that the frequencies showing the largest variation from the clusters are localized to windows near the extreme points of the slow dynamics, representing regions where the slow dynamics are not approximately constant in the relatively small windows. It is exactly this problem that necessitates the sliding window method in the first place, as looking at the whole signal will inevitably introduce large discrepancies since the slow dynamics show large variation on long timescales.

Having now obtained the fast period of oscillation, we are able to apply the sparse identification procedure to obtain a mapping over the slow dynamics. The training data for the SINDy method uses 200 fast periods - long enough to observe at least two full slow periods. The iterates of the component \(x_1(nT)\) to the discovered mapping \(F\) are presented in Figure 5 against the training data, while we note that the other components look similar. The cumulative error over all components is 1%, a significant improvement from the model (11). Hence, we see that in the absence of the fast oscillations the SINDy method is able to effectively track the slow evolution of the signal.

**IV. APPLICATIONS**

In this section we discuss applications of the method to three different systems whose slow timescale dynamics exhibit steady-state, periodic, and chaotic dynamics. All model discovery is performed using the SINDy method for maps [3, 5] with a library of functions containing monomials up to degree 5, unless otherwise stated.
A. Singular Perturbations and Averaging

Let us consider a simple and motivating example. Consider the scalar ODE

\[ \dot{x} = \varepsilon x(1 - x + \sin(2\pi t)), \quad x(0) = x_0 \in \mathbb{R}_+ \tag{12} \]

with 0 < \varepsilon \ll 1. Since the ODE is 1-periodic in the independent variable \( t \), the theory of averaging for dynamical systems [8, 21] dictates that there exists a constant \( C > 0 \) such that the solution \( x(t) \) satisfies \( |x(t) - y(t)| \leq C\varepsilon \) for all \( t \geq 0 \) where \( y(t) \) is a solution of the autonomous ODE

\[ \dot{y} = \varepsilon (1 - y), \quad y(0) = x_0. \tag{13} \]

The solution \( y(t) \) is explicitly given by

\[ y(t) = \frac{x_0}{x_0 + (1 - x_0) \exp(-\varepsilon t)}, \]

where we can therefore see that \( y(t) \) evolves on a slow timescale, \( \varepsilon t \). Hence, \( y(t) \) makes up the slow dynamics to at least \( \mathcal{O}(\varepsilon) \) and using Eq. (3) we expect the mapping \( F(x) = x + \varepsilon x(1 - x) + \mathcal{O}(\varepsilon^2) \)

To illustrate the performance of our method, we take \( \varepsilon = 10^{-2} \) and a sparsity parameter \( \lambda = \varepsilon^2 \) to truncate at order \( \varepsilon^2 \). We discover the mapping (3) here to be

\[ F(x) = 1.001x - 0.009778x^2 \approx x + \varepsilon x(1 - x) + \mathcal{O}(\varepsilon^2), \tag{14} \]

conforming with our expectation from the above analysis. Furthermore, the leading order terms in Eq. (14) represent a forward Euler discretization of Eq. (13) with step size \( \varepsilon \), implying that standard error bounding arguments based on the initial condition and the value of \( \varepsilon \) can be applied to bound the difference between the solutions of (12) at integer values of \( n \geq 0 \) and the iterates of the map (14).

This example illustrates how the method performs against a benchmark ODE where the slow dynamics can be explicitly determined via analysis. In reality, few systems which exhibit multiscale dynamics take the form of singularly perturbed dynamical systems and therefore even determining the fast timescale period to average over is a nontrivial task.

B. Planetary dynamics

As in the toy model example of Section III, multiscale phenomena can often be observed when there are two periodic components of the signal with a vast separation between their periods. That is, consider a signal which can approximately be written as

\[ x(t) = P_0(t) + P_1(t), \tag{15} \]

where \( P_0 \) is periodic with period \( T_0 > 0 \) and \( P_1 \) is periodic with period \( T_1 > 0 \). Assuming that \( T_0 \ll T_1 \), naturally leads to the scale separation parameter

\[ \varepsilon := \frac{T_0}{T_1} \ll 1. \]

We may rescale \( t = T_0 \tau \) so that \( \tilde{P}_0(\tau) := P_0(T_0 \tau) \) is now 1-periodic and \( P_1(T_0 \tau) \) is \( \varepsilon^{-1} \)-periodic. Setting

\[ \tilde{P}_1(s) := P_1(\varepsilon^{-1} s) \]

makes \( \tilde{P}_1 \) 1-periodic as well. Hence, the full signal \( x(\tau) \) is can equivalently be written

\[ \tilde{x}(\tau) := x(T_0 \tau) = \tilde{P}_0(\tau) + \tilde{P}_1(\varepsilon \tau) \]

for which both functions \( \tilde{P}_0 \) and \( \tilde{P}_1 \) are 1-periodic and clearly demonstrate the separation of timescales of interest in this work. The mapping (3) tracks \( \tilde{x}(n) \) for integers \( n \geq 0 \), or equivalently, \( x(nT_0) \).

Such a phenomenon was exemplified in the model [9], and can further be found in the motion of the planets Saturn and Jupiter around the sun, as described by a three-body planetary model. Here the signal for each planet contains multiple different timescales, and the motion of each planet in its orbital plane can approximately be described by a signal of the form (15). The periodic function \( P_0 \) describes the primary orbit of the planets around the sun, for which upon applying the sliding window DMD technique we find periods \( T_0 = 11.86 \) years for Jupiter and \( T_0 = 29.5 \) years for Saturn. The function \( P_1 \) describes the eccentricity of these orbits, for which the sliding window DMD technique has shown that \( T_1 \approx 46800 \) years [2] for both planets [11]. This periodic eccentricity of the orbits comes from the interaction of the two planets orbiting the relatively massive sun and can be observed in Figure 6 where we plot their orbits around the sun in their orbital plane.

Let us begin by considering our signal to be the motion of Jupiter projected entirely into its orbital plane over time. Here we have \( T_0 = 11.86 \) with \( t \) measured in years and so from the construction above we get \( \varepsilon \approx 2.6 \times 10^{-4} \). Denote \( x^J_n \) and \( y^J_n \) to be the \( x \) and \( y \) components of the position of Jupiter in its orbital plane at time \( t = nT_0 = 11.86n \) years. Taking a sparsity parameter \( \lambda \) on the order of \( \varepsilon^2 \approx 10^{-8} \) is impractical since numerical error present in either simulating the data or implementing the SINDy algorithm.

---

\[ 1 \] Technically, the theory dictates that this bound only holds for \( t \) on a timescale of length \( 1/\varepsilon \), but since all positive initial conditions of Eq. (12) evolve towards a global attractor, the bound can be shown to hold for all \( t \geq 0 \) so long as the bound \( C > 0 \) depends on \( x_0 \).

\[ 2 \] It was shown in [7] that Jupiter has a periodic component with period between our \( T_0 \) and \( T_1 \), but this period is almost exactly \( 9T_0 \) and is expected to be a numerical artifact.
FIG. 6. The procession of Jupiter (red) and Saturn (blue) about the sun (black dot) in their orbital plane in nondimensionalized coordinates. The fast timescale for each planet constitutes simple procession about the sun: 11.86 years for Jupiter and 28.5 years for Saturn. Beyond this fast procession are a number of slow scales that drive the eccentricity of the orbit, giving the appearance that they trace out thick circles in the orbital plane over thousands of years.

method should be expected to show up in the discovered mapping. To overcome this, we note that \( T_0 \varepsilon \sim 10^{-3} \), and so properly discovering \( G \) per Eq. (3) is expected to succeed with \( 10^{-3} \varepsilon \leq \lambda < T_0 \varepsilon \) since the lower bound should be large enough to eliminate numerical error and \( O(\varepsilon^2) \) terms, while the upper bound allows for discovery of the \( O(\varepsilon) \) terms. With \( \lambda = 10^{-3} \) we discover the slow-scale mapping

\[
\begin{bmatrix}
 x_{n+1}^S \\
y_{n+1}^S
\end{bmatrix} = \begin{bmatrix}
 0.0036 & 0.9999 \\
-0.0018 & 0.9999
\end{bmatrix} \cdot \begin{bmatrix}
 x_n^S \\
y_n^S
\end{bmatrix}
\] (16)

using training data comprised of 1500 fast timescale periods - long enough to observe at least two full periods of the first slow timescale. The mapping (16) can be used to find that the slow timescale mapping \( G \) in this case is given by

\[
 G(x, y) = \begin{bmatrix}
 0 & 1 \\
-1 & 0
\end{bmatrix} \cdot \begin{bmatrix}
 1.17 + 3.69x \\
0.57 + 3.69y
\end{bmatrix}
\] (17)

using Eq. (5). Hence, we see that the eccentricity dynamics of Jupiter is given, to leading order, by an ellipse in the orbital plane. We note that the conservative structure of the slow dynamics is not necessarily guaranteed by the conservative structure of the original three-body problem since it could be the case that energy flows from one scale to the next. Despite this, the resulting conservative structure of Eq. (17) could potentially reflect that the training data is stable up to \( O(\varepsilon^2) \) perturbations on very long timescales. Hence, we do not expect that Eq. (17) is valid for all time, but only long finite timescales until evolution on even slower timescales begins to influence the \( O(\varepsilon) \) dynamics of Jupiter’s orbit.

We may proceed in the same way for the procession of Saturn around the sun to find a similar result. In this case we have \( T_0 = 29.5 \) years, making up the fast scale period, and therefore the scale separation parameter is given by \( \varepsilon \approx 6.3 \times 10^{-4} \). Performing our mapping discovery procedure again with \( \lambda = 10^{-3} \), for the same reasons as in the case of Jupiter, results in the mapping

\[
\begin{bmatrix}
 x_{n+1}^S \\
y_{n+1}^S
\end{bmatrix} = \begin{bmatrix}
 -0.0038 & 0.0025 \\
0.0100 & -0.0100
\end{bmatrix} \cdot \begin{bmatrix}
 x_n^S \\
y_n^S
\end{bmatrix}
\] (18)

where the variables \((x_n^S, y_n^S)\) represent the orthogonal components of the position of Saturn in its orbital plane at \( t = 29.5n \) years. We can similarly rearrange Eq. (18) via Eq. (5) to find that the eccentricity dynamics of Saturn are confined to an ellipse in the orbital plane.

C. Chaotic slow dynamics

In this example we apply the method to systems for which the slow timescale dynamics are chaotic. We consider a signal

\[
x(t) = \varepsilon P(t) + C(\varepsilon t),
\]

where \( P(t) \) is periodic with period \( T > 0 \) and \( C(t) \) is a trajectory of a chaotic dynamical system. For the purpose of illustration we will take \( C(t) \) to be a trajectory on the circularly symmetric attractor of Thomas [24], given by the three-dimensional dynamical system

\[
\begin{align*}
\dot{C}_1 &= \sin(C_2) - 0.2C_1, \\
\dot{C}_2 &= \sin(C_3) - 0.2C_2, \\
\dot{C}_3 &= \sin(C_1) - 0.2C_3,
\end{align*}
\] (20)

with initial condition \( C(0) = (0.3, 0.2, 0.1)^T \). The damping value 0.2 is chosen so that the system is indeed chaotic and the initial condition was chosen arbitrarily to produce a trajectory on the chaotic attractor. The periodic signal \( P(t) \) will take the form of a truncated Fourier series

\[
P(t) = a_0 + \sum_{n=1}^{N} a_n \cos \left( \frac{2\pi t}{T} \right) + b_n \sin \left( \frac{2\pi t}{T} \right)
\] (21)

for some \( N > 1 \) fixed and coefficients \( a_0, a_n, b_n \in \mathbb{R}^3 \). For our work here we will fix \( N = 10 \) and note that working with larger or smaller \( N \) produces nearly identical results. We further take the coefficients to be uniformly distributed random numbers belonging to the cube, \([-1, 1]^3\), fix \( \varepsilon = 0.1 \) and \( T = 1 \), which efficiently separates the timescales. The reader is referred to Figure 1 for a characteristic illustration of the signal.

As before we will fix \( \lambda = \varepsilon^2 = 0.01 \) to ensure that only \( O(\varepsilon) \) terms are present in the discovered equation. However, since the discovered equation contains sinusoidal
functions, a library containing only monomials will never be able to fully reproduce the dynamics of the slow scale. Hence, the best one could hope for is to produce a monomial series representation of the dynamics of (20), but the truncation at $O(\varepsilon^2)$ will inevitably truncate the series representation as well. Furthermore, the chaotic nature of system (20) leads one to conjecture that SINDy will not necessarily just return a truncated Taylor series representation for $\sin(x)$ since the elements of $C(t)$ do not remain small on large timescales. This is confirmed by implementing the discovery method 100 different times, resulting in 100 different randomized functions $P(t)$, and discovering $F(x) = x + O(\varepsilon^2)$ in every case, meaning that the slow timescale dynamics are unable to be picked up at all with such a monomial basis. This emphasizes that the choice of basis functions plays potentially an even more critical role in the case of discovering the dynamics of the slow timescale system than it potentially would for discovering systems with a single timescale.

The inclusion of both sine and cosine terms into the library immediately remedies the above problem. For example, one implementation of this method resulted in the system

$$F(x) = \begin{bmatrix} 0.02508 \sin(x_2) + 0.9949 x_1 \\ 0.02428 \sin(x_3) + 0.9947 x_2 \\ 0.02471 \sin(x_1) + 0.9951 x_3 \end{bmatrix},$$

which is characteristic of all implementations with randomized Fourier coefficients in Eq. (21). After rearranging, the slow dynamical system $G(x)$ is recovered as

$$G(x) = \begin{bmatrix} 1.0032 \sin(x_2) - 0.2040 x_1 \\ 0.9712 \sin(x_3) - 0.2120 x_2 \\ 0.9884 \sin(x_1) - 0.1960 x_3 \end{bmatrix},$$

which agrees with Eq. (20) up to $O(\varepsilon^2)$.

V. CONCLUSION

In this work we have seen a computationally cheap and efficient method for discovering the slow timescale dynamical system of a multiscale signal. This method relies on tracking the signal not continuously, but after each fast period, to produce a mapping which parsimoniously describes the slow physics. The resulting mapping can also be related to the continuous-time dynamics of the slow timescale via the Euler stepping scheme Eq. (5). Furthermore, the fast period can be extracted accurately using the recently developed sliding window DMD technique with clustering of eigenfrequencies [7], which can also be used to reconstruct the fast component of the signal. The result is an algorithm that reliably reproduces the slow evolution of a multiscale signal using DMD for the fast timescale and SINDy for the slow timescale. Given the difficulty in approximating the emergent slow scale evolution dynamics of multiscale systems, the method provides a viable architecture for coarse-graining to achieve accurate, interpretable and parsimonious dynamical models for slow-scale physics.
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