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ABSTRACT
The main memory access latency has not much improved for more than two decades. Approximate memory is a technique to reduce the DRAM access latency in return of losing data integrity, and it is beneficial for applications that are robust to noisy data. To obtain reasonable outputs from applications on approximate memory, it is crucial to protect critical data while accelerating accesses to non-critical data. A fundamental limitation of approximate memory is that the approximation granularity, the minimum size of a continuous memory region that the same error rate is applied, is as large as a few kilo bytes. However, applications may have critical and non-critical data interleaved with smaller granularity (e.g., a pointer and a number in the same C struct). We refer to this as the granularity gap problem. We first show that many applications potentially suffer from this problem, and then we propose a framework to quantitatively evaluate the performance overhead of a possible method to avoid it using known techniques. The evaluation results show that the performance overhead is non-negligible compared to expected benefits from approximate memory, suggesting that the granularity gap problem is a significant concern.
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1 INTRODUCTION
The impact of main memory access latency to the overall performance is much larger on a computer today than in the past. This is because the performance gap between the main memory and the CPU has ever been enlarging. Figure 1 shows the single thread performance of server-class CPUs plotted over time1. The figure shows an exponential growth of the single thread performance until recent years. In contrast, the access latency of DRAM that the main memory consists of has been almost the same for more than two decades. As shown in [5], the speedup of the major latency sources of DRAM over time is very marginal, especially when compared to the exponential growth of the CPU performance. Because DRAM access latency occupies substantial amount in a random memory access latency, there is a strong need to reduce the DRAM access latency to catch up with the CPU performance.

Approximate memory is a technique to reduce the main memory latency by sacrificing its data integrity [14, 22, 25, 30]. Prior works have proven that the DRAM access latency can be reduced by violating the timing constraints of DRAM internal operations at the cost of increased bit-error rate [5, 7, 10, 17, 31, 34]. Approximate memory exploits this characteristic to reduce the memory access latency by leveraging the error robustness of applications themselves. To obtain reasonable outputs from applications on approximate memory, it is crucial to protect critical data while accelerating accesses to non-critical data. For example, suppose we want to accelerate a deep learning application using approximate memory. The matrices that express the weights of each layer are non-critical data because it is known that the accuracy of the trained model does not degrade much even when some bit-flips are injected into them [4, 14]. On the other hand, pointers from one layer of a network to another or the counter of the number of epochs are critical data. We must control the error rate of memory regions depending on the criticality of the data stored in them.

A limitation of approximate memory is that the error rate can be controlled only with the granularity of a few kilo bytes due to the internal structure of DRAM. We refer the minimum size of continuous data to which the same error rate must be applied to

1Data provided in [26] under CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).
as approximation granularity. The approximation granularity for a
given DRAM module is decided by the row size of the module. A row is a sequence of data bits inside a DRAM module that are driven
simultaneously to catch up with requests coming from a fast CPU.
Because approximate memory we focus on is based on tweaking the
timing of DRAM internal operations, the approximation granularity
is equal to the row size. The row size of a DRAM module is in the
range of 512 bytes to a few kilo bytes. For example, the row size of a
module from Micron [20] is 2 KB, meaning that the approximation
granularity of this module is also 2 KB.

The large approximation granularity makes it difficult to gain
benefit from approximate memory for applications that have critical
and non-critical data interleaved with a smaller granularity (e.g.,
8 bytes). We refer to this problem as the granularity gap problem.
This can happen when an application manages its data as an array
of data structure that has critical members (e.g., pointers) and non-
critical members (e.g., numbers whose small divergence do not
affect the application’s result). For a concrete example, suppose an
application that traverses an array of graph nodes, and each graph
node has pointers to its neighboring nodes and a score of it that is
robust to bit-flips. The non-critical data of this application cannot
be stored in approximate memory due to the difference between
the approximation granularity and the granularity of interleaving
of critical and non-critical data.

In this paper, we show the granularity gap problem is a sig-
nificant concern in using approximate memory. In concrete, the
contributions of this paper are summarized as follows:

(1) A source code analysis of widely used benchmarks to prove
that many applications potentially suffer from the granularity
gap problem, extended from our previous work [2].
(2) A discussion on pros and cons of a memory layout conver-
sion technique in the context of the granularity gap problem.
(3) A framework to quantitatively evaluate the negative perfor-
man ce impact of the memory layout conversion technique.
(4) Evaluation results of the negative performance impact on
widely used benchmarks, which proves the significance of
the granularity gap problem in using approximate memory.

2 APPROXIMATE MEMORY ARCHITECTURE
AND ITS LIMITATION

This section describes the background and the goal of this work.
Our technical report [3] provides a more detailed explanation in its
Section 2 and 3.

2.1 Overview of Approximate Memory

Approximate memory is a new technology to mitigate the perform-
ance gap between main memory and CPUs. The main idea is to
reduce the latency of main memory accesses at a cost of the data
integrity by exploiting design margins that exist in many DRAM
chips today. The CPU may read a slightly different data from what
has been written before to the main memory. A design margin
refers to the difference between a design parameter defined in the
specification of a device and the actual value which the device can
be operated with. In particular, we focus on the design margin in
the timing of internal (electrical) operations of DRAM. Even when
wait-time parameters associated with some internal operations are
shortened than the specification, many DRAM chips can read stored
data “almost” correctly with a few bit-flips (errors) injected to the data
[5, 13]. By controlling the timing of internal operations of
DRAM, we can trade reduced main memory access latency with
increased bit-error rate.

Approximate memory is especially beneficial for machine learn-
ing, multimedia, and graph processing applications, all of which
incurs many memory accesses and are tolerant to noisy data. For
example, Stazi et al. [28] show that allocating data in approximate
memory for the x264 video encoder can yield acceptable results,
and our previous work [1] show that a graph-based search algo-
rithm (mcf in SPEC 2006) can yield the same result as error-free
execution even when some bit-flips are injected. Regarding the
performance improvement, Kopula et al. [14] show 8% speedup in
average for training various DNN models on approximate memory,
and Lee et al. [15] show that using Adaptive-Latency DRAM [16]
for approximate memory gives 7% to 12% speedup in average for “32
benchmarks from Stream, SPEC CPU 2006, TPC and GUPS” (they do
not show numbers for each benchmark though). The performance
improvement of a few to 10+ percent is important to these applica-
tions because they are typically executed in large scale data centers,
where only a few % of relative efficiency improvement results in a
huge reduction of energy and/or runtime in total.

Even for applications that can tolerate noisy input and inter-
mediate data, they have critical data that must be protected from
bit-flips. For example, deep learning is known to be robust to bit-
flips [4, 9, 14] but not all parts of the data are robust to them.
Pointers from one layer of a network to another or the loop counter
that counts the number of epochs must be protected from bit-flips.
Protecting critical data requires two steps:

(1) Detecting which parts of data are critical and which parts
are non-critical
(2) Storing non-critical parts of data into approximate memory
while storing the critical parts to normal memory

For step (1), there have been much effort [1, 19, 23] and it is out of
the scope of this work, so we assume that discrimination of critical
and non-critical data is given. For step (2), we must map the critical
and non-critical data into different memory regions operated with
different timing parameters. We show in the next section that this
is challenging due to how DRAM is implemented.

2.2 The Granularity Gap Problem

A limitation of approximate memory exploiting design margins in
timing parameters is that the approximation granularity cannot be
smaller than a few kilo bytes. The approximation granularity refers
the minimum size of a continuous memory region to which the
same error rate must be applied. This is because the same timing
parameter is applied to an entire “row” of data bits [12] and the
size of a row is as large as a few kilo bytes (e.g., 2 KB in a 16Gb
SAMSUNG chip [27]). This stems from a fundamental constraint
that many bits must be driven in parallel so that slow DRAM can
catch up with the high rate of requests coming from the CPU.

A challenge in using approximate memory is the gap between
the approximation granularity and the granularity at which criti-
cal and non-critical data are interleaved. We call this problem the
granularity gap problem. We say critical and non-critical data are interleaved when they co-locate inside one instance of a C struct or a C++ class. Figure 2 shows an example of interleaved critical and non-critical data. The data structure struct node_t contains both critical and non-critical data, and a pointer named nodes points to an array of struct node_t. To gain benefit from approximate memory for this code, we must protect the critical data (id, r, and l) while storing the non-critical data (score) into approximate memory. This is not possible because the approximation granularity is as large as a few kilo bytes (say 2 KB), while we need to enable or disable approximation with a granularity of 4 bytes to achieve it.

The granularity gap problem has been overlooked by the research community because it is not relevant to applications that have large chunks of non-critical data. For example for deep learning applications, the non-critical data are matrices storing the weights of a network whose sizes range from a few kilo bytes to hundreds of mega bytes. In this case, we can store entire matrices into approximate memory and the approximate granularity is not an issue.

The goal of this paper is to prove the significance of the granularity gap problem with quantitative evidence. First, we show that there are many applications that potentially suffer from this problem. Second, more importantly, we show that avoiding this problem with a known technique has negative performance impact that is as large as almost canceling the benefit of approximate memory.

3 SOURCE CODE ANALYSIS

To show that many real applications can potentially suffer from the granularity gap problem, we analyze source code of widely used benchmarks in this section.

3.1 Analysis Methodology

For a given application, we find if the data structure that can obtain benefit from approximate memory has critical and non-critical data interleaved. Because approximate memory is the most effective when an application’s data that incur many cache misses are stored on it, we focus our analysis on a data structure that incurs the largest number of cache misses within an application. We refer to such a data structure as the most cache-unfriendly data structure. After finding such a data structure, we analyze it to estimate if the application potentially suffers from the granularity gap problem.

To find the most cache-unfriendly data structure of an application, we first measure the number of cache misses per instruction using Precise Event Based Sampling (PEBS) on Intel CPUs. PEBS is an enhancement of normal performance counters that uses designated hardware for sampling to reduce the skid between the time an event (e.g., a cache miss) occurs and the time it is recorded [32]. The small skid enables pinpointing which instruction in an application binary causes many hardware events. We execute a benchmark with its sample dataset using linux perf, and the actual command line is ‘perf record -e r20D1:pp -- b’. The parameter r20D1:pp specifies a performance event that counts the number of L3 misses [11]. The parameter b is replaced by an actual command line to execute each benchmark.

After measuring the number of per-instruction cache misses, we find the data structure accessed by this instruction, which is the most cache-unfriendly data structure of this application. Due to the lack of off-the-shelf tools to disassemble an arbitrary binary into C/C++ source code, we rely on human knowledge and labor to do this. One can refer to our previous work [2] for detailed examples of the manual analysis.

| Name       | Domain                   | Cache Miss Rate |
|------------|--------------------------|-----------------|
| deepsjeng_r| game AI (chess)          | 77.5 %          |
| nab_r      | molecular modeling       | 64.9 %          |
| omnetpp_r  | discrete event simulation| 56.1 %          |
| namd_r     | molecular dynamics       | 50.4 %          |
| lbm_r      | fluid dynamic            | 48.8 %          |
| x264_r     | video encoding           | 47.3 %          |
| mcf_r      | optimization             | 43.5 %          |
| gcc_r      | c compiler               | 36.6 %          |
| blender_r  | image processing         | 35.0 %          |
| xz_r       | data compression          | 31.6 %          |
| perlbench_r| perl interpreter          | 21.4 %          |

Table 2: Experiment Environment

|                |                         |
|----------------|--------------------------|
| CPU            | Intel Xeon Silver 4108   |
| Memory         | DDR4-2666, 96 GB (8GB × 12) |
| LLC            | 11 MB (shared across all the cores) |
| OS             | Debian GNU/Linux 10 (kernel: 4.19.0-6-amd64) |
| gcc/g++        | 8.3.0 (Debian 8.3.0-6)   |

Table 1 describes the benchmarks we analyze. Each line shows a benchmark’s name, its domain, and the cache miss rate measured by the linux perf tool. From SPEC CPU 2017, we analyze benchmarks whose cache miss rates are more than 20 %. We exclude others because approximate memory is not beneficial for CPU intensive benchmarks with low cache miss rates. We also exclude ones written in Fortran because the memory layout conversion technique we discuss in Section 4 is mainly researched for programs written in C. We include ones written in C++ because the difference between C++ and C (classes, templates, and some new syntax) do not affect the applicability of the memory layout conversion technique.
Table 3 shows the analysis results. Each row shows a benchmark, the most cache-unfriendly data structure, flags that represent the kinds of members that the data structure contains:

- **S**: the data is either a C struct or a C++ class.
- **P**: the data structure contains a pointer.
- **F**: the data structure contains a floating pointer number.
- **I**: the data structure contains an integer.

The data type column is denoted by [] if the data is managed as an array of that data type. We regard any type compatible with an integer (e.g., char, long) as an integer. If a class inherits other classes, we include the members of the parent classes as well because an instance of a child class in the memory contains all members of the parent classes. We exclude static members and member functions because they are not stored in the memory region allocated for each instance. We do not show the result for gcc_r because cache misses are scattered across many instructions. Two data types are shown for xz_r because two instructions incur almost the same number of cache misses. For all the benchmarks, the instruction that incurs the largest number of cache misses existed in their own code and not in any standard C/C++ libraries.

The results show that many applications potentially suffer from the granularity gap problem. The most cache-unfriendly data structure is either a C struct or a C++ class in 5 out of 11 benchmarks in SPEC CPU 2017. Combined with the same analysis applied to SPEC CPU 2006 in our technical report [3], we conclude that many applications “potentially” suffer from the granularity gap problem.

### 3.4 Drawbacks of the Methodology

Manual effort to find the data type accessed by a given instruction incurs a scalability issue and increases the chances of analysis errors. There are two error patterns stemming from the manual effort:

1. **Mis-identifying the variable in the source code that corresponds to a given memory access instruction**
2. **Mis-identifying the type of data that is stored in the identified variable in source code**

Pattern (1) can happen when the application binary has complex data/control flows for example with multiple levels of indirection (e.g., a->b->c) or when the binary does not look similar to the source code due to compiler optimizations. Pattern (2) can happen when the declared type of a source variable and the type of actual data stored in it are different (i.e., polymorphism). Developing compiler support to reduce the possibilities of these errors is future work.

Another concern for our analysis arises when a member variable of a C struct or a C++ class is passed to a function by reference. For example, when the same function is called in two contexts by passing the pointer to a member of different C struct (e.g., s1.v and s2.v where s1 and s2 are of different types), the same instruction can access memory regions inside different data types. In this case, our analysis may additionally require an investigation of stack traces and points-to analysis [29]. However, we did not hit this case in any of the benchmarks in our experiments.

## 4 MEMORY LAYOUT CONVERSION

This section discusses an applicability of a memory layout conversion technique to avoid the granularity gap problem, and points out that it can degrade the performance for some applications. We show in Section 5 that this performance overhead is as large as almost canceling the benefit of approximate memory in some cases.

### 4.1 AoS to SoA Conversion

An array of structures (AoS) can be converted into a structure of arrays (SoA) without changing the results of an application. Given an array of C struct instances, this technique converts the memory layout of an application so that each member of the C struct is stored as a distinct array. Figure 3 and Figure 4 show
The disadvantage of the AoS to SoA conversion is that it can degrade the performance due to increased number of cache misses. In Figure 2, it is highly possible that all the members of the same struct instance (that is, for any i, nodes[i].id, nodes[i].r, nodes[i].l, and nodes[i].score) share the same cache line. Thus, accessing more than two members of the same struct instance closely in time incurs at most 1 cache miss. However, if we apply the AoS to SoA conversion to the same code, members that are in the same struct instance in the original code do not share the same cache line. This might increase the number of cache misses and degrade the performance depending on the memory access pattern to the data to be converted.

For example, imagine a program that traverses a graph managed by the data structure in Figure 2 and it decides which child of the current node (either 0 or r) to visit depending on the score of the current node. Applying the AoS to SoA conversion to this program increases the number of cache misses because members of one graph node are stored in different cache lines in the AoS version, while they share the same cache line in the SoA version.

5 EVALUATION OF PERFORMANCE IMPACT

The negative performance impact of the AoS to SoA conversion explained in Section 4.3 is a serious concern if it cancels or outperforms the benefit of approximate memory. This section introduces a new methodology to quantitatively analyze the slowdown given by the AoS to SoA conversion, and shows that it is as large as almost canceling the benefit of approximate memory in the worst case.

5.1 Pseudo Conversion by CPU Simulator

To quantitatively analyze the slowdown and show its significance, we estimate the effect of memory layout changes incurred by the AoS to SoA conversion by reproducing the memory layout that it would generate from applications’ viewpoints using a cycle accurate simulator. Figure 6 shows how our framework works:

1. The source code of the target application is annotated to print the starting addresses and the sizes of memory regions that contain the most cache-unfriendly data structure.
2. The target application is executed on a vanilla simulator to gain the starting addresses and the sizes printed by the annotations added in step 1.
3. The remap info that decides which members of the struct are stored in distinct arrays is defined. The remap info contains the size of each struct member and a boolean value that represents if it is stored into a distinct array (we say that a member is remapped if this value is true).
4. A simulation is started on our modified simulator with information obtained in step 2 and step 3.
5. While in a simulation, the target addresses of memory access instructions are investigated. If the target address points to a remapped member, it is converted to reproduce the memory layout that the AoS to SoA conversion would generate.

The address conversion is done in the address remapper in Figure 6 when the front-end of the CPU inserts requests into the load store queue. This is because the border between the front-end and the load store queue is a place right after an accessed address is determined and right before it is used. Therefore, converting addresses at this point prevents cache consistency problems.

Three requests are passed from the front-end to the address remapper in Figure 6: (1) an 8-byte read request to 0x40000, (2) an 8-byte write request to 0x40000, and (3) a 4-byte read request to 0x40010. From the starting address of the memory region that contains the most cache-unfriendly data structure and the remap
In C/C++, the address remapper can find that the first request reads the member p. Because the remap info specifies that p is not remapped, the request is passed as-is to the load store queue. The second request accesses the member v that is remapped. Its target address is converted into an unused address (0xffff0000 in the figure). The third request accesses the member id. Although it is not remapped, its address is shifted by 8 bytes to 0x40008 because the previous member v is remapped “away”. As a result, the memory layout from the application’s point of view is converted as shown in the figure. The member v consists a distinct array and the other members are packed as if there is no v in-between.

5.2 Discussion: Use of Simulator

There are efforts to estimate how memory layout conversion speeds up applications [21, 33] by investigating their memory access traces without applying the memory layout changes themselves (unlike our method). They measure the access frequencies to struct members and the access affinities between them from a memory trace of unmodified source code, and suggest which members should be placed closer in memory or separated to different memory regions. However, we cannot directly leverage this method for our purpose because they do not quantitatively estimate the performance impact of the suggested layouts. A difficulty is that memory layout conversion has two effects of opposite directions: (1) slowdown caused by increased number of cache misses due to separation of members with strong affinities, and (2) speedup caused by decreased size of members that are not separated as distinct arrays.

A challenge of actually applying the SoA to AoS conversion in the compiler-level stems from the fact that pointers can contain any addresses in C/C++ and the values held by pointers cannot be decided by a static analysis. This makes it difficult to robustly implement the conversion in the compiler level although theoretically possible by points-to analysis [29]. In contrast, because our method converts memory addresses inside a simulator at runtime, it is straightforward to find the address that a pointer contains.

A disadvantage of our method is that a cycle accurate simulation is needed for every single conversion pattern. This is not always possible because the number of memory layout conversion patterns increases exponentially to the number of members in the most cache-unfriendly data structure. On the other hand, if we somehow estimate the slowdown only from access frequencies and affinities, we can estimate the slowdown of all conversion patterns at once because the access frequencies and affinities can be obtained by one execution of a non-modified application.

5.3 Experimental Setup

Table 4 shows the simulated environment. The “Mem Ctrl Latency” shows the length of time between a point when the CPU sends a request to the memory controller and a point when it receives the response. The memory access latency from software point of view additionally contains the time it takes to miss the caches, which is 7.3 ns (= (2 + 20) cycles × 3.7 ns per cycle) and makes up a total of 82.3 ns. We use version 20.0.0.0 of gem5 and its SE mode, which emulates syscalls and requires no OS simulation. The benchmarks are compiled by gcc 8.3.0 (Debian 8.3.0-6). We fast-forward the initialization phase of each benchmark with the AtomicSimpleCPU model to only emulate the ISA. After that, we simulate a fixed length of time (0.2 seconds in the simulated world) using the DerivO3CPU model to faithfully simulate an OoO CPU.

We evaluate three benchmarks from SPEC CPU 2017, namely mcf_r, deepsjeng_r, and namd_r. For each benchmark, we test every possible memory layout conversion pattern and compare the performance. Let N be the number of members in the most cache-unfriendly data structure in each benchmark, we test all \(2^{N-1}\) cases of remapping. We exclude bender_r and omnetpp_r although their most cache-unfriendly data structures are C++ class. The source code of bender_r does not have clear separation between the initialization phase and the main computation, and omnetpp_r has 21 members in its most cache-unfriendly data structure (sVector) and it is not possible to test \(2^{20}\) possibilities.
5.4 Results

Figure 7 and Figure 8 show the evaluation results. Each bar corresponds to a memory layout conversion pattern and each graph has $2^{N-1} + 1$ bars, where $N$ is the number of members of the most cache-unfriendly data structure. The right-most bar shows the average of all patterns. The $y$ values show the number of executed micro operations during simulation normalized to the value when memory layout conversion is not applied. The bars are ordered by their $y$ values. Lower bars show larger negative performance impact (we simulate a fixed length of time in the simulated world).

**mcf** _r_ Among the 256 memory layout conversion patterns, 229 patterns yield worse performance than the no conversion case. The lowest performance is observed when the first three members are remapped to consist distinct arrays, and its performance is 8.13 % slower than the no conversion case. The average negative performance impact is 3.81 %.

**deepsjeng** _r_ The most cache-unfriendly data structure “wraps” an array of length 4 and each member of the array is another struct (e.g., struct outer { struct inner array[4]; });). The inner data structure (struct inner) has 5 members and we apply the same remapping policy to all 4 instances of the inner data structure (if array[0].d1 is remapped, array[i].d1 are remapped for any $i \in \{1, 2, 3\}$). The lowest performance is observed when the first and the fourth member of the inner data structure are remapped, with 2.90 % slowdown.

**namd** _r_ Among the 64 memory layout conversion patterns, the largest negative performance impact was 0.1 % in the worst case and the average performance impact was an improvement of 0.4 %.

The negative performance impact of the memory layout conversion to avoid the granularity gap problem is sometimes not negligible compared to the benefit of approximate memory. For example, Kim _et al._ [13] report that the average speedup of SPEC CPU 2006 benchmarks when the timing parameters are violated is around 4 - 5 % (Figure 8 of [13]). Note that their system does not reduce the latency to the extent that bit-flips are visible to the applications. Even if we assume that the performance gain by allowing bit-flips to be visible to the application is twice as large, it is almost canceled in the worst case by the performance overhead due to the granularity gap problem (8 - 10 % speedup vs. 8.13 % slowdown). Another research [30] report that their system can save up to around 12.5 % of overall (CPU + memory) energy consumption for mcf in SPEC CPU 2006 (Figure 7 (c) of [30]) by approximate memory. Saving energy is another benefit of approximate memory besides performance. If we assume that the negative performance of memory layout conversion to mcf is similar to the one to mcf _r_\(^2\), the 12.5 % gain is deducted by a non-negligible amount.

6 RELATED WORK

To the best of our knowledge, we are the first to study the granularity gap problem. One of the reasons is that it is not relevant when we consider storing only large arrays of numbers such as weight matrices of a neural network to approximate memory. However, as we point out in this paper, it is a significant problem for many realistic applications. Esmaeilzadeh _et al._ mention [8] about this problem a bit, but they provide no further investigation.

Nguyen _et al._ [22] propose a method that partially mitigates the granularity gap problem. It transposes rows and columns of data layout inside DRAM so that a chunk of data is stored across many rows that have different error rates. This enables protection of important bits (e.g., the sign bit of a floating point number) while aggressively approximating less important bits. This mechanism is effective for DNNs because they require the whole part of a large weight matrix at once and the number of memory accesses do not increase regardless of the data layout. However, it is not effective in general cases where memory is accessed with smaller granularity.

Mapping data into memory regions with different error rates depending on its criticality is commonly proposed. Liu _et al._ [18] partition a DRAM bank into bins with proper refresh interval and ones with prolonged refresh interval. Each data is store into either type of bins depending on the criticality specified by the programmer. Although they do not discuss the minimum bin size, it cannot be smaller than a DRAM row as we discuss in this paper. Chen _et al._ [6] propose a memory controller that maps data into different

---

\(^2\)The code are similar and the most cache-unfriendly data structures are the same.
We investigated the granularity gap problem of approximate memory, which arises due to the difference between approximation granularity and the granularity of actual data criticality. Because the former is as large as a few kilo bytes in today’s DRAM and the latter is often a few bytes, we cannot apply different protection levels to critical and non-critical data. We analyzed source code of SPEC CPU 2017 benchmarks and found that 5 out of 11 benchmarks potentially suffer from this problem. We also proposed a simulation framework to quantitatively analyze the negative performance impact to avoid this issue with a known technique, and conclude that the granularity gap problem is a significant concern and it requires more attention from the research community.
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