Quantitative method for determining the solution error of the inverse problem in the electrometry of oil and gas wells
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Abstract. Determining the quantitative degree of connection between logging error and the corresponding error of oil and gas wells electrometry inverse problem solving is considered. A quantitative method to determine the magnitude of the error of solving the inverse problem depending on the magnitude of the logging error for a given model of a single layer or section as a whole is described. Examples of determining the error of the inverse problem for real well materials, taking into account the actual measurement error, are given. A method for determining the characteristics of the spatial resolution of electrometry methods is described. Examples of its use for low-frequency induction logging equipment are given. The proposed methods allow to determine the areas of equivalent solutions and the areas of existence of stable / unstable solutions of the inverse electrometry problem.

1 Introduction

The geoelectric parameters definition problem of the section helps to answer two questions [1]:
- Where is the useful fluid?
- How many are there?

Determining these geoelectric parameters requires solving an inverse mathematical problem that links the data of direct measurement of some apparent conductivity (AC) or apparent resistivity (AR) values around the well space with unknown values of these parameters of the model of the studied section. The main method of solving such problems is numerical. But almost any numerical solution involves error. So the final result of solving such a problem will not be a numeric value (or a vector in vector space), but some area of possible values. However, all elements in this area will have the same opportunity to be the solution of the problem. This means that they are equivalent. The size of the area of equivalent solutions that accord the same initial conditions determines the spatial resolution of the solution. In general, it allows us to identify areas of sustainable solutions. And accordingly, identify areas where there are no stable solutions.

2 Analysis of previous publications

There are many reasons for the problem of defining the boundaries of productive intervals in vertical and inclined vertical oil and gas wells. One of the main reasons is the insufficient (for many of the conditions inherent in the Dnipro-Donetsk depth) vertical resolution of geophysical well research (GWR) complexes used in practice. The use unfocused laterolog tools (BKZ), where most sondes are not symmetrical is one of the factors of such a problem. To illustrate it we can cite the well-known problem of determining the position of water-oil contact, the solution of which is devoted to many studies.

The error in determining the boundaries of productive intervals leads to an error in determining the daily flow rate of useful fluid (due to inaccurate determination of perforation) and, accordingly, is a factor in the error of the initial conditions of further technical operation of the well as an anthropogenic loading on the environment.

The work is part of a study of the possibilities of improving the efficiency of solving inverse problems of well electrometry [2-4].

In general, many program-methodological and analytical methods have been developed to analyze the impact of violation of technical requirements for the exploitation of wells on the ecosystems of hydrocarbon production areas [5-13].

The problem of the impact of the oil and gas wells exploitation on the ecological state of the geosphere is more than topical [14-17].

Applied tasks even include the study of the effects of hydrocarbon extraction on the development of regional tourism. This is more than relevant because the Carpathian region is potentially oil and gas and is one of the centers of tourism in Ukraine [18-23].

The environmental impact of oil and gas well operation is also similar to the environmental impact of fuel combustion in boilers [24-27].

In addition, the inevitable use of radioactive methods together with electrometric methods in GWR requires solving the problem of the impact of such methods on different components of the geosphere [28-31].
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The combination of all these approaches makes it possible to use already developed decision support systems [32-40]. It should also be noted that to increase the efficiency of numerical calculation in recent decades has become widely used method of physical simplification. This method is widely used in solving modeling problems of engineering problems and is to simplify the equations of mathematical physics by introducing simplifications that take into account the physical content of processes [41-51].

3 The solution error of the inverse problem and the spatial resolution of the inverse problem

3.1 Error solving the inverse problem

The main error that occurs in the problems of electrometry is a significant measurement error (sometimes the allowable error is an error of 20-40%).

In addition, there may be other possibilities of error. The occurrence of an error in solving the inverse problem can be due, for example, to the following reasons:
1) its mathematical description is inaccurate, in particular inadequately or inaccurately described the model itself or its parameters, etc.;
2) the used method of solving is not accurate;
3) arithmetic operations and outputting data is rounded.

Errors that correspond these reasons are called:
1) irreversible error;
2) the error of the method;
3) computational error.

For the future, the main thing will not be the nature of the error and the fact of its existence. From this point of view, we will investigate the relationship between the magnitude of the error in the initial conditions and the magnitude of the error in solving the inverse problem and consider a method for studying the areas of equivalent solutions.

3.2 Three-layer model

As a geoelectric model of the medium we will consider a three-layer model (Fig. 1).

This model consists of a well (specific resistivity (SR) of mud – \( \rho_{\text{m}} \)), invaded zone (or «zone»; SR of zone – \( \rho_{2} \)) and uninvaded zone (or «layer»; SR of layer – \( \rho_{3} \)).

This model is simplified, but adequately describes the most relevant reservoirs inherent in the conditions of the Dnipro-Donetsk depth (including complex, thin-layer and anisotropic reservoirs, residual oil saturation collectors, abnormally low resistance reservoirs, faulty collectors, etc.).

To determine the values of the reservoir parameters, we consider the following depending on the type of fluid saturation (Table 1).

For simplicity, we will assume from the beginning that the layer has infinite thickness. The case of studying layers of finite thickness requires consideration of the so-called boundary effects [2-3].

### Table 1. Typical parameters of the layers.

| Saturation type | \( \rho_{1} \) Ohm-m | \( \rho_{2} \) Ohm-m | \( D/d \) |
|-----------------|----------------------|----------------------|---------|
| water-saturated | 4.5                  | 20                   | 5       |
| oil-saturated   | 8.5                  | 30                   | 4       |
| gas-saturated   | 50                   | 30                   | 5       |

3.3 Array induction tool

Our geoelectric model is described by several unknown parameters (for the three-layer infinite model – three). To find them, we need to have at least three known values of measured conductivity or resistance in front of each layer.

Existing and widely used induction logging equipment in the world provides such an opportunity. Such equipment consists of four (seven) probes of low-frequency induction logging (IL) – 4IK (7IK). The lengths of the sondes are 0.5, 0.85, 1.26, 2.05 meters (for the 7IK three more sondes of lengths 0.15, 0.25, 0.35 meters are added).

The given methods of research of connection of data of direct measurement with unknown values of parameters of model of the investigated layers are applied without restriction of generality and for other multiprobe systems of electrometry. Such equipment consists of BKZ, lateral logging tool (BK) and low-frequency induction logging tool (AIK) and gives us for each layer (measuring point) even 9 measured values that are not linearly dependent. These are six values measured by the BKZ complex, one value measured by the BK, two values (active and reactive) measured by the AIK.

4 Solution of the inverse problem in the presence of an error

4.1 The magnitude of the equipment error

The simplest way that can be chosen to study the effect of error in the boundary conditions of the inverse problem on its final result is to find the range of possible solutions that correspond to the range of possible values of the
boundary conditions. That is the purpose of the study will not be the cause of the error, but how its magnitude affects the error magnitude of solving the inverse problem.

Before that, let us recall two definitions. A correctly posed (well-defined) problem is a problem that satisfies the following three requirements:

– the problem has a solution (requirement of existence);
– the existing solution is unique (requirement of unity);
– the existing and unique solution continuously depends on the input data (continuity condition).

Unstable problem is a problem for which a small error in the initial data can lead to a much larger error in the solution.

Let us now investigate the mapping of the range of admissible values of each measurement vector into the space of the vectors of the geoelectric section model, using the values of the errors that correspond to what is really possible.

One of the possible ways to determine the magnitude of the error is:

– for BKZ (not more than) in % (\(\bar{\rho} - \text{AR}\)):

\[
\varepsilon_{BKZ} = \pm \left(2.5 + 0.004 \left(\frac{5000}{\bar{\rho}} - 1\right)\right);
\]

– for IL (not more than) in mSm/m (\(\bar{\sigma} - \text{AC}\)):

\[
\varepsilon_{IL} = 0.03\bar{\sigma} \pm 1;
\]

– for BK (not more than) 5%.

4.2 Algorithm for establishing areas of equivalent solutions

We will demonstrate "the simplest way" on an example of logging by a 4IK complex in two wells.

The error will be set in two ways:

– the measurement of each probe has an error within a given interval, i.e. is not a number but a confidence interval:

\[
\left(1 - \frac{\varepsilon}{100}\right)\bar{\rho} < \rho < \left(1 + \frac{\varepsilon}{100}\right)\bar{\rho};
\]

– the resistance of the mud is determined with some error, i.e. \(\rho_w\) can take any value from the range:

\[
(1 - \delta)\rho_w < \rho_w < (1 + \delta)\rho_w.
\]

The second type was chosen to study the stability of the solution from well parameters. Consider the solution of the inverse problem for the already mentioned wells: Vatynska (Fig. 2) and Eganska (Fig. 3).

The error values were set as follows: \(\varepsilon = 10\%\) (Fig. 2.a, 3.a), \(\varepsilon = 20\%\) (Fig. 2.b, 3.b).

4.3 The inverse problem solving method without error in the initial conditions

The effectiveness of the inverse problem solving method is determined:

– by the choice of method for determining the measurement data of the sondes for the selected parameters of the environment;
– by choosing the parameter "proximity" of the calculated probe readings and real;
– by the method of selecting model parameters for the selected parameter "proximity".
– the type of functional that will be minimized when solving the inverse problem (previously this item looked like "choosing the visually closest palette");
– method of iterative process of solving the inverse problem.

\[ F(\rho_1^T, \ldots, \rho_n^T) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\rho_i^T - \rho_i}{\delta_i} \right)^2, \]

where \( n \) – the number of equipment sondes; \( \rho_i^T \) – calculated values of AR for the model under consideration; \( \rho_i \) – actually obtained values of AR.

There are also some variations of the functional record, which will be minimized in the process of solving the inverse problem. For example, in the form:

\[ F(\rho_1^T, \ldots, \rho_n^T) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\rho_i^T - \rho_i}{\delta_i + \chi_i} \right)^2, \]

where \( \delta_i \) – the relative error of the \( i \) probe.

Or:

\[ F(\rho_1^T, \ldots, \rho_n^T) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\rho_i^T - \rho_i}{\delta_i \rho_i + \chi_i} \right)^2, \]

\[ (1) \]

where \( \chi_i \) – the absolute error of the \( i \) probe.

We will consider the functionality of the form:

\[ F(\rho_1^T, \ldots, \rho_n^T) = \frac{1}{n} \sum_{i=1}^{n} K_i \left( \frac{\rho_i^T - \rho_i}{\rho_i} \right)^2, \]

\[ (2) \]

where \( K_i \) – weight coefficients of each sonde of the complex, which can be changed by the interpreter.

Several studies have been devoted to the choice of different values of weights.

It is clear that the change in weights will significantly affect the size of the area of equivalent solutions, because it can reduce the impact of sondes that have a larger measurement error and increase the impact of sondes that have a smaller measurement error, for example.

Further research will be devoted to this issue. In this study, without loss of generality, we will assume that:

\[ \forall i: K_i = 1. \]

\[ (3) \]

### 4.4 Examples of the inverse problem solving

**taking into account the error in the initial conditions**

To demonstrate the method, we take the real well material and assume that the result is obtained with an error (Fig. 2.a, Fig.3.a – \( \varepsilon = 20\% \); Fig. 2.b, Fig. 3.b – \( \delta = 0.2 \)). For such values of possible initial intervals we will solve the inverse problem (we will define \( \rho_{z, b}, \rho_{z, z} \) that are designated as R’b, R’z in Fig. 2,3).

Note that in Fig. 3.b shows the results only for the AR of layer, because the intervals of possible values of the zone are frankly chaotic and do not carry any information, resembling a random number generator and therefore not given. This chaotic nature is evidence of a typical example of an unstable solution, when for each specific value of the measurement data we have a specific solution value, but a small change in the measurement data corresponds to a large (orders of magnitude larger) change in the solution value of the inverse problem. This is also an
example the way of how a solution can satisfy a condition of continuity but not be stable.

Based on the results obtained, the following conclusions were made.

For a well filled with clay drilling mud (Fig. 2):
- the inverse problem of the 4IL complex within the values of the model parameters is stable relatively to the measurement error (the range of possible values of the model parameters is almost proportional to the range of possible measurement values (Fig. 2.a));
- the inverse problem for the 4IL complex within the values of the model parameters up to 10 mSm/m is stable relatively to the change of \( \rho_w \) (the range of possible values of model parameters is almost proportional to the range of possible drilling fluid values (Fig. 2.b));
- the inverse problem for the 4IL complex within the values of the model parameters more than 10 mSm/m satisfies the condition of continuity, but is not relatively to the change of \( \rho_w \) (the range of possible values of model parameters is much larger than the range of possible \( \rho_w \) values (Fig. 2.b));
- values of \( R'z \) are more "sensitive" to change of parameters of a well, than values of \( R'b \).

For a well filled with saline drilling mud (Fig. 3):
- the inverse problem of the 4IL complex within the values of the model parameters up to 10 mSm/m is stable relatively to the measurement error (the range of possible values of the model parameters is almost proportional to range of possible measurement values (Fig. 3.a));
- the inverse problem of the 4IL complex within the values of model parameters more than 10 mSm/m satisfies the condition of continuity, but is not relatively to measurement error (the range of possible values of model parameters is much larger than the range of possible values of measurements (Fig. 3.a);
- the inverse problem of the 4IL complex is not stable relatively to the change of \( \rho_w \) (the range of possible values of one of the parameters of the model (namely \( R'z \)) is much larger than the interval of possible values of \( \rho_w \);
- the parameter \( R'b \) has both a stable region of definition (up to 10 mSm/m) and an unstable region of definition (more than 10 mSm/m), as can be seen in Fig. 3.b.

There are many similar examples of wells and complexes, but the main one is the fact that, in principle, there are areas of unstable solutions in wells.

That is, by setting specific values of the AR, we will, of course, get a specific value of the solution, but it may be unstable. It is clear that such a solution cannot be used while GWR.

Alternatively, in further interpretation, it will lead to erroneous conclusions regarding the determination of well performance characteristics.

So, we come to the conclusion that it is not enough to have a way to solve the inverse problem on its own. We also need to have a method that will allow to determine the areas of stability of the solutions of the inverse problem for each section model and each electrometry complex.

5 Spatial resolution characteristics of solving the inverse problem

Consider the space of the parameters \( P \) of the studied objects \( p \) and the space \( G \) of possible values \( g \) of measurement by the well-logging complex. In order for the problem to have a solution, we will require that the number of independent measurements be greater or equal to the number of required parameters of the model. There is a unique mapping: \( P \rightarrow G \) (we will denote the corresponding mapping function \( G \)). Consider the features of the inverse mapping (we will denote the corresponding function \( G^{-1} \)), which in the case of mapping one element will be considered unambiguous. If the mapping object is not one element \( g \), but an area \( g + \Delta g \) where \( \Delta g \) takes any values within the allowable error, then the image of such a mapping will also be some. Consider the following mapping:

\[
p + \Delta p = G^{-1}(g + \Delta g).
\]

Note that since the inverse problem is nonlinear, the value depends on both the model itself and the measurement error: \( \Delta p = \Delta p(p, \Delta g) \). The measurement error also generally depends on the model of the environment: \( \Delta g = \Delta g(p) \).

Such a complex dependence does not allow to introduce a general simple concept and definition of the spatial resolution of the equipment not only for the whole range of parameters of all possible current models of sections, but even for a set of several separate models and requires the study of quantitative dependence (4) for each model.

Accordingly, we can talk about the characteristics of the spatial resolution of specific equipment only for a specific model of the section: even with a slight change in the parameters of the model, the characteristics can change significantly. This is exactly what we observed in the previous section.

![Fig. 4. Dependence of the error in determining the \( \rho_w \) on the \( R'z \)](image)

Therefore, the analysis of such characteristics should be performed for a separately selected model.

For each such selected model we will perform the following steps:

1. Set its parameters – determine the vector of model parameters \( p \) (we will use table 1).
2. Solve a direct problem for \( p \) – determining the vector of measurements \( g = G(p) \).
3. Solve the inverse problem for a definite \( g \) – finding an element such that:
   \[
   p' = G^{-1}(g) = G^{-1}(G(p)).
   \]
4. Compare \( p' \) and \( p \) – determine the accuracy of solving the inverse problem.
   If it does \( p' \) not differ from \( p \) (within the allowable, arbitrarily small, predetermined error), we will assume that:
   \[
   p' \equiv p. \tag{5}
   \]
5. Solving the inverse problem for the area \( g + \Delta g \) – finding the set of possible models \( p + \Delta p \) that correspond \( g + \Delta g \) (determination of the error \( \Delta p \) depending on the given value of the error \( \Delta g \)).

### 6 Results

We will demonstrate this connection between the registration error and the error of possible determination of the required parameters.

The error will be set separately for each sonde. To qualitatively explain the expected results, it is enough to use the approximate Doll’s theory and record the AC measured by each sonde, ignoring the signal from the well in the form:

\[
\sigma^i = \frac{g^i_2}{\rho_2} + \frac{g^i_b}{\rho_b}, \tag{6}
\]

where \( \sigma^i \) – the apparent conductivity of the \( i \)th probe; \( g^i_2 \), \( g^i_b \) – geometric factors of the invaded zone and the layer.

It is obvious that the relative accuracy of determining the SR of the layer and the invaded zone is related to the relationship between the first and second terms in (6).

Yes, when:

\[
\frac{g^i_2}{\rho_2} \ll \frac{g^i_b}{\rho_b} \tag{7}
\]

the parameters of the invaded zone are determined with a much larger error at than the parameters of the layer at \( \rho_2 = \text{const} \).

In addition, condition (7) is fulfilled particularly strictly with increasing penetration, when, in addition, condition (6) is amplified even more. The error in determining the parameters of the near zone is improving with decreasing penetration, because the condition significantly weakens condition (7). But, among other things, this is confirmed by direct numerical simulation of the spatial resolution characteristics.

Thus, Fig. 4 shows the dependence of the accuracy of determining the SR of the layer from the SR of the zone, Fig. 5 – the dependence of the accuracy of determining the SR of the layer on the diameter of the zone, Fig. 6 – the dependence of the accuracy of determining the SR of the zone on the diameter of the last one.

### 7 Conclusions

These results lead to the following conclusions:

Before the practical application of any method of solving the inverse problem, it is advisable to explore the areas of stability of its solutions, which will allow them to be used in the future without losing useful information.

– In order to be able to effectively further work with the obtained results, it is also advisable to explore the areas of equivalent models that correspond to the real error of logging and its geophysical conditions.

The question of why use (2) is more adequate than use (1) will be covered later.
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