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We present a primer on multisensory experiences, the different components of this concept, as well as a reflection of its implications for individuals and society. We define multisensory experiences, illustrate how to understand them, elaborate on the role of technology in such experiences, and present the three laws of multisensory experiences, which can guide discussion on their implications. Further, we introduce the case of multisensory experiences in the context of eating and human-food interaction to illustrate how its components operationalize. We expect that this article provides a first point of contact for those interested in multisensory experiences, as well as multisensory experiences in the context of human-food interaction.
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INTRODUCTION

Our life experiences are multisensory in nature. Think about this moment. You may be reading this article while immersed in a sound atmosphere. There may be a smell in the environment, even if you are not aware of it, and you may be drinking a cup of coffee or eating something, while touching the means through which you read the article. All these different sensory inputs, but perhaps more, influence the experience that you have about reading the article. But what if we could design such multisensory arrangement to create a given, intended, experience?

In this article, we present a primer on multisensory experiences. This term is interdisciplinary and used in multiple research and practice fields, ranging from psychology, through marketing, to human-computer interaction (HCI). Although researchers from such fields have referred to multisensory experiences, there is still no conceptual article focusing exclusively on the term itself, and its implications. After presenting a primer on multisensory experiences, the role of technology in them, and their implications for individuals and society, we move on to discuss an example of multisensory experiences in the context of eating and the growing field of human-food interaction (HFI). At the outset, we would like to clarify that this is not an extensive review of multisensory experiences. Instead, we present a perspective article in which we define the concept and our position about it. We aim to make this article an accessible first point of contact for anyone interested in multisensory experiences and their role in HFI.

What Are Multisensory Experiences?

We recently defined multisensory experiences as “…impressions formed by specific events, whose sensory elements have been carefully crafted by someone.” (Velasco and Obrist, 2020, p. 15, see Figure 1). For instance, to create the impression of an object, say, a sunflower, colors, textures, and smells can be considered in a specific event (e.g., an art exhibition, Vi et al., 2017). The senses, and their corresponding functioning, are thus situated at the center of the formation of the impression of the object, even in the absence of a real object. We would like to note here, there is research that has suggested other concepts that can relate to, or involve, at least partly, multisensory experiences. These include, among others, multisensory enhancement (Marquardt et al., 2018), multisensory product
experience (Ferrise et al., 2017), and mulsemedia (e.g., Ghinea et al., 2014). Discussing all these concepts falls out of the scope of this article, however, future research should aim at reviewing and finding the conceptual links between them as some are aimed at describing experiences, technologies, and/or design frameworks.

When crafting an impression, through a given set of sensory elements, the someone who designs capitalizes on existing research and concepts from multisensory perception1. These include, though are not limited to, spatiotemporal congruence (e.g., Chen and Vroomen, 2013), semantic congruence (e.g., Doehrmann and Naumer, 2008), crossmodal correspondences (e.g., Spence, 2011; Parise, 2016), sensory dominance (Fenko et al., 2010), and sensory overload (Malhotra, 1984; see also Velasco and Spence, 2019, for a description of these concepts). In other words, the way in which sensory elements are integrated to a given event is inspired or based on research on sensation and perception, and more particularly, on research suggesting that the multisensory nature of information changes also cognitive processes such as like attention (e.g., Talsma et al., 2010) and memory (e.g., Shams and Seitz, 2008).

The Role of Technology in Multisensory Experiences

Multisensory experiences are increasingly changed and enabled through technology, thus, there is growing research on the topic in HCI (Obrist et al., 2017). For this reason, the sensory elements that are crafted in an event can be physical, digital, or a combination of both (mixed reality). In other words, multisensory experiences move along the reality-virtuality continuum, where they can go from fully real, through mixed reality, to fully virtual (see Flavián et al., 2019; Milgram et al., 1995, for reflections on the reality-virtuality continuum). Technology can change how events occur and, potentially, also become the event itself (e.g., technology as experience, McCarthy and Wright, 2004).

To clarify how technology relates to events in our definition of multisensory experiences, let us consider the following example. A group of friends have a new project of growing sunflowers and they want you to experience them and they have three options to do so: (1) Take you through their sunflower field without any technology, (2) Take you through the field with the aid of augmented reality (AR) to obtain information about the sunflowers, or (3) Take you through the field in virtual reality (VR). In the first, there may not be technology, in the second technology augments the experience, and in the third the experience is created through technology. In other words, technology can influence the event or become the means for creating the event itself.

There are multiple examples of multisensory experiences enabled through technology, which can further illustrate its role on said experiences (see emerging role on the chemical senses, smell, and taste, when designing multisensory experiences Maggioni et al., 2020; Vi et al., 2020). Situated towards the real end of the reality virtuality continuum, a multisensory experience of dark matter is created inside an inflatable dome enabling people to feel, hear, smell, taste dark matter next to staring into a simulation of the dark matter distribution in the Universe (Trotta et al., 2020). In mixed reality, an example is presented by Tennent et al. (2017), who created a digital version of a swing. Players wear a head-mounted display while sitting on a real, physical swing, having their sense of movement within a virtual environment exaggerated through the visual feedback. Finally, an example on the virtual end of the reality-virtuality continuum, is FaceHaptics presented by Wilberz et al. (2020), who developed a haptic display based on a robot arm.

1Note that such concepts have been used in the context of multisensory integration research, which focus on the how and when our brains integrate information from different senses to produce a singular experience of the world around us (Calvert and Thesen, 2004; Spence, 2011).
Implications of Multisensory Experiences and How to Think About Them

The excitement about multisensory experiences in academia and industry, opens a plethora of opportunities but also needs to be met with responsibility. Hence, the excitement around multisensory experiences comes with a number of challenges and responsibilities. However, to the best of our knowledge, there is, to date, little discussion on the implications of multisensory experiences. Yet, there are multiple challenges associated with them, including, among others, how many businesses, individuals and communities who are not ready for a digital transition may be left behind. In addition, issues that are already in the public’s eye, such as privacy, security, universal vs. exclusive access to technology, increased predictability, and controllability, will only become more and more salient.

Considering the aforesaid challenges and the definition of multisensory experiences, we recently postulated the three laws of multisensory experiences, which are inspired by Asimov’s (1950) three laws of robotics. These laws focus on acknowledging and debating publicly different questions that are at the heart of the definition of multisensory experiences, namely, the why (the rationale/reason), what (the impression), when (the event), how (the sensory elements), who (the someone), and whom (the receiver), associated with a given multisensory experience. With this in mind, the laws indicate (Velasco and Obrist, 2020, p. 79):

I. Multisensory experiences should be used for good and must not harm others.
II. Receivers of a multisensory experience must be treated fairly.
III. The someone and the sensory elements must be known.

The first law aims to guide the thinking process related to the question: Why and what impressions and events we want to design for? The answer to this question, should always be: Reasons, events, and impressions must not cause any harm to the receiver, nor anyone else. Multisensory experiences should be used for good. The second law aims to make people reflect about the questions: Who are we designing for? Should we design differently for different receivers? The first question helps to identify the receiver and its characteristics. The final law seeks to address two questions. First, who is crafting the multisensory experience? Second, what sensory elements we select and why? With this law we call for transparency in terms of who designs, what knowledge guides the design, and what sensory elements are chosen to craft an impression. Although it is possible that not all information may be provided upfront to the receiver, they must have easy access to such information if they want.

MULTISENSORY EXPERIENCES IN THE CONTEXT OF HUMAN-FOOD INTERACTION

In this section we present multisensory experiences in the context of HFI, as a research and practice case. Multisensory experiences have been increasingly studied in the context of food (e.g., Velasco et al., 2018; Spence and Youssef, 2019). Among other reasons for this, is the fact that eating, and drinking are perhaps some of the most multisensory events of everyday life activities (e.g., Spence, 2017, Spence, 2020). Indeed, in the context of HFI research, multisensory human-food interaction (MHFI) is an active area of inquiry contributing to the field (Betran et al., 2019; see also Nijholt et al., 2016; Nijholt et al., 2018; Velasco et al., 2017). Here, we reflect on what multisensory experiences mean in the context of HFI.

What Are Multisensory HFI Experiences?

In the context of HFI, multisensory experiences refer to impressions formed by specific food-related events, whose sensory elements (e.g., intrinsic, and extrinsic to the food, see for example, Wang et al., 2019) have been carefully crafted by someone for a given receiver (e.g., diners). For instance, to create the impression of a taste, say “sweet”, colors, textures, and specific smells can be considered in a specific event. The senses are thus situated at the center of the formation of the impression, even in the absence of the real object (e.g., sugar).

Moreover, when creating multisensory HFI, it is worth looking at the consumer journey associated with food. Inspired by the research on the customer journey (Lemon and Verhoef, 2016), that is, the stages of interaction associated with products and services that constitute the total customer experience, one may argue that food-related events include at least three broad levels, namely, pre-consumption, consumption, and post-consumption. The first level is the one in which people identify a need associated with food, search for food, and develop expectations about it. The second level is about decision making (e.g., deciding what to do about the food and interacting with it). The final stage is about what happens after consumption, which may involve everything from sharing the food event or experience, to discarding what remains after consumption. These are suggested as broad levels in the interaction with a given food, though one may look at the interaction in further detail, depending on the specific food and/or food context.
By considering the different moments of experience with food (thus, different events), one may be able to create specific impressions more accurately in either one of the moments or the whole journey (Schifferstein, 2016).

**Where Food Meets Multisensory Technology**

The journey with food, and in general any consumer experience, is increasingly transformed by technology (Hoyer et al., 2020). There are numerous sensory elements that can be carefully crafted by someone throughout the consumer journey, to create a given impression. Such elements involve both intrinsic (internal) and extrinsic (external) properties of the food such as the aroma and atmospheric sound present in a given food interaction, respectively (e.g., Betancur et al., 2020). In addition, the sensory elements may be real or digital (see Figure 2), and as such, the experiences may occur at any level of the reality-virtuality continuum. In this case, concepts associated with multisensory food perception may be used as a base to craft the sensory elements, to deliver a given impression (e.g., Velasco et al., 2018).

There are multiple examples of multisensory experiences in the context of MHFI that can further help to illustrate what they mean in HFI. Situated on the real end of the reality-virtuality continuum, FoodFab capitalizes on 3D printing to control parameters of the internal structure of foods (infill pattern and infill density) and, thus, influence chewing time and, in turn, satiety (Lin et al., 2020). In mixed reality, an example is MetaCookie, a system that augments a cookie’s flavor by digitally overlapping colors and textures, as well as specific aromas, on a plain cookie (Narumi et al., 2011). Finally, an example on the virtual end of the reality-virtuality continuum, is presented by Brooks et al. (2020), who developed a ‘thermal display’ that, through scents that evoke characteristic trigeminal sensation, integrates thermal sensations into virtual reality.

**Responsible Design of Multisensory HFI**

There is a broad and promising scope for multisensory experiences when it comes to HFI. As with any other design opportunities there are challenges and responsibilities to meet. Responsible design of multisensory HRI is even more important than many other application scenarios, as food is essential to any human being.

To illustrate the need for responsible design, think about the following example. A group of friends in Tokyo develop a multisensory intelligent system that uses 3D printers that carefully control food color, size, and sound, to create the impression of satiety and thus reduce both food consumption and waste. Probably, if the receivers of this system are children or adults, the specifications of the sensory elements might need to differ, as the reactions of these groups may vary. But now consider that this intelligent system was developed by, and based on the behavior of, people from Japan only, who come from an educated, industrialized, rich, and democratic society. If this system were used in a small community in an island in the Pacific, would it evoke the same impression? Humans and intelligent systems can have biases, which need to be considered when designing experiences. In that sense, there is a need to not only treat receivers fairly by balancing their differences and giving them all the same opportunities, but also empower them through giving them a voice in multisensory experiences. In other words, receivers do not just passively receive, but can adjust experiences to their own needs (see Obrist et al., 2018).

**DISCUSSION**

We presented a primer to multisensory experiences. We elaborated on multisensory experiences, the role of technology in them, and their implications for individuals and society. In addition, we discuss the case of multisensory experiences in the context of eating and human-food interaction, to illustrate how to put the senses at the center of the experience design process.

We believe that we are just witnessing the first interdisciplinary research wave on multisensory experiences, as the scope for development is extensive. We have suggested, based on the example of HFI, that multisensory experiences can help tackle key challenges that humanity faces, such as those involved in space exploration (Binsted et al., 2008; Obrist et al., 2019). First,
food is not only important for nutrition, but it also serves emotional and a social purpose in human contexts, dimensions which are key to the success of space travels (Szocik et al., 2018), as such, food experiences are vital for the success of space travels. Importantly, as space travelers experience changes in their senses in zero gravity and they are confined to a very specific context, such as that of a spaceship (Taylor et al., in press), multisensory food experiences can be designed to support those who venture to explore space.

It is important to mention that there are multiple questions and future directions that remain open and require further reflection. For example, with regards to carefully designing and engineering multisensory experiences, we need to think about what devices one may use for specific experiences; how to account for their different stimulation mechanisms and the reactions evoked; how can we ensure replicability and a seamless integration with experiences and users’ interactions. Moreover, how can we predict experiences and personalize them based on individual and cultural differences? These are just some of many more questions that remain unanswered and need future explorations (see Saleme et al., 2019 on challenges in a diverse device ecosystem; and Maggioni et al., 2019 aiming for a device-agnostic design toolkit). We must remember that despite the current progress, we are still beginning to truly formalize this design space. We hope that this perspective article opens a wide discussion, within and across disciplines and thus helps shape its future.

It is reasonable to expect that technology will keep advancing and sensory delivery will become more accurate. In addition, our understanding of the human senses and perception will become more precise through large scale data from human-computer interaction and integration research. As such, there is the potential to systematize our definition of multisensory experiences, through adaptive, computational design. This is exciting but at the same time carries big questions on the implications of multisensory experiences as well as our responsibility in them. The three laws of multisensory experiences we presented can help to think about the implications of designing multisensory experience in the growing integration between the senses and technology (Mueller et al., 2020), but further debate is undoubtedly needed. We believe that, when it comes to human experience design, both researchers and practitioners should promote an ongoing public ethical discussion.
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