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Abstract

Fake news, one of the important topics of recent trends causes serious problems to common people and even organizations in general by spreading its threads in terms of news and social messages. The scenario becomes vulnerable while we deal with health issues like COVID19. Thus, in the present task, we have collected the tweet data on COVID19 of seven different languages. We employed two types of model, one works in a language dependent way whereas the other one aims to investigate various language independent issues. We received better results in language independent model for the languages like English, Hindi and Bengali. Results of European languages like German, Italian, French and Spanish are comparable in both language dependent and independent models.

1 Introduction

In our day-to-day world, we humans mostly generate unstructured data and mostly the textual data in a large scale. While utilizing information grounded in such textual data, our efforts become useless when we stuck in handling fake news or misinformation. We observe three main different types of news – legitimate news, fake news and satirical news and all these news differ with respect to two parameters; authenticity and intent. If authenticity of news is not verifiable or false and its intent is to mislead the readers, then it is known as fake news. On the other hand, if authenticity of the news is verifiable or true and its intent is to convey or spread the authenticity to the readers then it is known as legitimate news. Finally, if authenticity of news is not verifiable or false and its intent is oriented towards entertainment, then such type of news is known as satirical news.

In the present approach, we have considered only fake and non-fake news. Here we use linguistic features for detecting fake news. We tried to detect fake news in language dependent and independent both ways. We have also checked which features are more important than others in detecting fake news for a particular language.

Our remaining paper is divided into different sections. In Section 2 we will see some studies or previous works related to fake news detection. In Section 3 we will see our dataset, upon which we performed this research work. After that in next Section we will discuss methods or model architecture. In Section 5 we discussed about result and error analysis and lastly in Section 6 we draw a conclusion and discussed about future works.

2 Related Work

Misinformation is currently one of the balmy topics of last six to seven years. In this Fake news field particularly many researches are already been executed and many are currently also going. Researchers suggested many different ways of detecting fake news. If we generalize them, then we can come to a conclusion that we can detect a news fake or not based news content or social context. These are the only two generalize way of detecting fake news. We can call these two ways – a) news content model, and b) social context model. Again there are two divisions of news content model based upon which we can detect a fake news – a) knowledge based detection, and b) style based detection. For knowledge based method everything is depend on a knowledge base that we extracted from the news. After creating that knowledge base we have to
compare it with some reliable source to check its authenticity. In style based method we mainly focus on linguistic features and based on that we predict the news. Like news content model social context model also divided in two categories, based on which we can detect a fake news – a) propagation based techniques, and b) credibility based techniques. In case of propagation based method, we have to find propagation path of the news on the social media and have to track the original source of the news. But for credibility based method, we have to find the various relationship between news article and users, publishers, posts, shares, comments etc.

Several researchers have explored the area into different ways. George et. al. uses different types of machine learning algorithms like SVM, Naïve Bayes, KNN etc. upon contextual features and linguistic features to detect fake news. In contrast, Perez-Rosas et. al. analyse seven different types of news domains and also analyse their linguistic differences in both fake and neutral news and also compare characteristics of different domains. Whereas Bedi et. al. uses knowledge based fake news detection mechanism. He creates a knowledge database first and then compare it to authorized news database to verify fake news and neutral news. Dey et. al. follows style based detection. So he first extracted features and then analyse the linguistic patterns and then apply KNN algorithm to classify news. Uppal et. al. propose discourse level analysis for deception detection of news documents.

However, these above mentioned techniques have one problem that is they can detect the fake news of a particular language and particular domain. But, one of the important issues is that whether we can detect it in a language independent fashion or not. Therefore, in the present attempt, one of our aims is to detect the fake news in language independent way. Moreover, none of the above mentioned approaches deal with less computerized and less resourced language like Bengali. Here, in the present task, we have developed dataset as well as explored the detection techniques for Bengali along with English, Hindi and other European languages.

3 Dataset Preparation

Undoubtedly, the term fake news comes into our mind while we think of social media. Thus, we aimed to collect data from a social media like twitter. We also collected newspaper data from different languages like English, Hindi and Bengali.

Already there is a popular multilingual fake news dataset present in covid19 domain, but this dataset does not contain German and Bengali languages and secondly size of our dataset is much larger than this dataset. In case of newspaper data, we crawled sentences (mostly news) from various web sources and manually labeled them. We crawled Bengali sentences from ‘ABP Ananda’, and Hindi sentences from ‘Aajtak’ also and as well as ‘Twitter’.

In case of collecting data for European languages, we considered the data available in the CLEF shared task by participation.

In addition, we have collected COVID19 twitter data from 15th March, 2020 to 15th May 2020 of 7 different languages (German, Italian, French, Spanish, English, Hindi and Bengali). We collect our COVID19 related data from twitter using tweet-scraper library. It has been observed in preliminary study that fake news datasets are always skewed because the frequency of real news data are much more than fake news data. Thus, we tried to maintain a similar ratio of fake and real news in each of the languages. However, we were able to collect very less number of fake tweets in Bengali and Hindi in COVID19 domain. Thus, in order to train the models for Bengali and Hindi, we had to add more data from other domain as well.

When we started collecting our dataset from twitter, we have the following tweet filtering feature options like ‘tweet_id’, ‘hashtags’, ‘has_media’, ‘is_replied’, ‘is_reply_to’, ‘img_urls’, ‘links’, ‘likes’, ‘parent_tweet_id’, ‘replies’, ‘reply_to_users’, ‘retweets’, ‘screen_name’, ‘text’, ‘text_html’, ‘timestamp’, ‘timestamp_epochs’, ‘tweet_url’, ‘user_id’, ‘username’ and ‘video_url’.

But among these feature columns, we used only the ‘text’ column and extracted textual features which we employed in our language dependent model. Some of such textual features are ‘label’, ‘word_count’, ‘char_count’, ‘word_density’, ‘punctuation_count’, ‘title_word_count’, ‘upper_case_word_count’,

---

1 https://bengali.abplive.com/
2 https://www.abplive.com/
3 https://aajtak.intoday.in/
4 https://twitter.com/?lang=bn/hn
4 Language Dependent Classification

In order to investigate the roles of language to detect fake news, here each of the models and its input features are exclusive to that particular language. We employ different types of machine learning algorithms and also ensemble them in order to achieve better results by exploring the benefits of individual machine learning classifiers.

Here we first extracted some features from the tweets. We here don’t use twitter specific features because we want our experiment to be on general purpose, instead of twitter specific fake news. Therefore, we use different types of open source libraries to extract different types of features from the text. Here, we have mainly conducted experiment upon 7 different languages. Among these 7 languages we collected our COVID19 related data purely in 5 languages and for other two languages (Bengali and Hindi), we added data from other domain as the COVID19 data of these two languages were very less in number.

From each text or tweet, we extracted a couple of features for different languages using different libraries. For English and European languages, we used spacy\(^5\) and polyglot library\(^6\). Like for French we have to download `fr_core_news_sm` (which is exclusively for French). Finally, we had to install spacytextblob library\(^7\). For Hindi language, we use nltk library\(^8\) and for Bengali language, we use Bengali-NLP library\(^9\).

We extracted 17 different features (e.g., `word count`, `char count`, `word density`, `punctuation count`, `title word count`, `upper case word count`, `noun count`, `verb count`, `adjective count`, `pronoun count`, `adverb count`, `other POS`, `sentiment`, `tags`, `tags_LOC`, `tags_MISC`, `tags_PER`, `tags_ORG`).

Classification algorithms are of three types, such as - binary classification, multiclass classification and multi-label classification. Here, we have used binary classification algorithms, because our output is between any one of the fake and real class. We have used Logistic Regression, KNN, SVM, Random Forest, XGBOOST, Ensemble Learning and Naïve Bayes to accomplish our goals. Here we take logistic regression based model as our baseline model.

### 4.1 Feature Ablation Study

In order to identify the importance of different features for different languages we use random forest algorithm (for entropy) and we also use correlation matrix for checking collinearity between features. Followings are some of the hints into that direction.

**English Language:** For English language, we checked up to the top 15 important features. Here sentiment feature is the most important (more than 0.3) and char count, word density features are the next to it (close to 0.05) and others are of very less important (less than 0.05).

**German Language:** Here, the most important feature is sentiment (more than 0.6) and next to it is title word count feature (close to 0.1), which is very less important than sentiment and other features (less than 0.05) are of very negligible importance.

**Italian Language:** For Italian language, the most important feature is sentiment (more than 0.6) and next to it is miscellaneous tag feature (less than
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\(^5\) https://spacy.io/
\(^6\) https://polyglot.readthedocs.io/en/latest/
\(^7\) https://pypi.org/project/spacytextblob/
\(^8\) https://www.nltk.org/
\(^9\) https://github.com/sagorbrur/Bengali-NLP-Library
0.05) which is of very less important than the first one and other features are of very less importance.

**Spanish Language:** Here, we can say that *sentiment* is the most important feature (more than 0.8) and other features importance (less than 0.05) is close to 0, or we can say they are given no importance.

**French Language:** For French language, *sentiment* is the most important feature (more than 0.45) and then the *adjective count* feature (close to 0.05). This is also of very less important and other features (less than 0.05) are of negligible importance.

**Hindi Language:** For Hindi language, we can see none of the features are that important because all features have values less than 0.1. But among these, ‘char count’ has the highest importance which is slightly greater than 0.07.

**Bengali Language:** In Bengali language, *noun count* feature has the highest importance (value greater than 0.2) and other POS feature has also some importance (value 0.1). *Char count, punctuation and pronoun count* have some importance but those are very less.

### 4.2 Results

It was noticed that our data is highly imbalanced so accuracy should not be a good metric or score to measure the performance of the models or even to compare the models. Thus, we tried different types of scores like precision, recall, f1 score for every class and macro f1 score for both the classes as a whole. We also calculated AUC (Area Under Curve) for each model in each language to do a better comparison among the various models.

**Logistic Regression:** In logistic regression model for real labelled data, the highest precision achieved is 0.99 for German and Spanish languages and the highest recall is 0.99 for German, Italian, Spanish, French and the highest F1 score is 0.99 for German, Italian and Spanish. In case of fake labelled data, our logistic regression achieved the highest precision of 0.83 for German language and the highest recall of 0.75 for Spanish and the highest F1 score of 0.79 for Spanish. Overall, in case of both real and fake data consideration, we can say Spanish language gives the best result according to both Macro F1 and AUC score.

**KNN:** In KNN model for real labelled data, the highest precision is 0.99 for German, Italian, Spanish, French language and the highest recall is 0.99 for German, Italian, Spanish and the highest F1 score is 0.99 for German, Italian, French and Spanish. In contrast, for fake labelled data, the highest precision is 0.89 for Spanish language and the highest recall is 0.92 for German, French and the highest F1 score is 0.88 for Italian. As a whole, by taking both real and fake data into consideration, German language gives the best result according to both Macro F1 and AUC score.

**SVM:** Similarly, in SVM model for real labelled data, the highest precision, recall and F1 scores are 0.99, 0.99 and 0.99 respectively for German, Italian, Spanish, French languages. In SVM model for fake labelled data, the highest precision is 0.91 for German language and the highest recall is 0.97 for Spanish and the highest F1 score is 0.92 for German. Overall, German language gives the best result according to Macro F1 and Spanish gives the best result according to AUC score.

**Random Forest:** In random forest model for real labelled data, the highest precision, recall and F1 scores were obtained for German, Italian, French and Spanish whereas for fake, the highest precision is 0.93 for German language and highest recall is 0.97 for Italian and the highest F1 score is 0.94 for German and Italian both. It was found that German, Italian language gives the best result according to Macro F1 score and Italian language gives the best result according to AUC score.

**XGBOOST:** In XGBOOST model for real labelled data, the highest precision, recall and F1 scores were obtained for German, Italian, French and Spanish. In XGBOOST model for fake labelled data, the highest precision is 0.90 for German language and the highest recall is 0.96 for Italian and the highest F1 score is 0.91 for German, Spanish. Overall, Spanish language gives the best result according to Macro F1 and Italian language gives best result according to AUC score.
Stacked Ensemble: Similarly, in stacked ensemble model for real labelled data, the highest precision recall and F1 scores were obtained of 0.99 for German, Italian and Spanish. In stacked ensemble model for fake labelled data, the highest precision is 0.92 for German language and the highest recall is 0.96 for Spanish and highest F1 score is 0.93 for German. Finally, German language gives the best result according to Macro F1 and Spanish gives the best result according to AUC score.

Naïve Bayes: In Naïve Bayes model for real labelled data, the highest precision is 0.99 for German, Italian, Spanish, French language and the highest recall is 0.99 for Spanish, Italian and the highest F1 score is 0.99 for Italian and Spanish. In Naïve Bayes model for fake labelled data highest precision is 0.82 for Italian, Spanish language and the highest recall is 0.93 for Spanish and highest F1 score is 0.87 for Spanish. Spanish language gives best result according to both Macro F1 and AUC score on both the classes.

4.3 Error Analysis

Logistic Regression: In this section first we have to know two things Type-1 error and Type-2 error. Type-1 error is false positive and Type-2 error is false negative. For rest of the paper I will use T1 error for Type-1 error and T2 error for Type-2 error.

Our main concern should be fake news because we don’t want to left out any of the fake news as real news. So we need basically recall value of fake labelled data. Here Spanish have highest recall of 0.752 for fake label. So we can say for logistic regression model Spanish language has least error in detecting fake news.

KNN: For English language T1 error is 71 and T2 error is 424. In German language T1 error is 13 and T2 error is 7. For Italian language T1 error is 19 and T2 error is 14. For Spanish language T1 error is 13 and T2 error is 15. For French language T1 error is 36 and T2 error is 76. For Hindi language T1 error is 15 and T2 error is 38. For Bengali language T1 error is 22 and T2 error is 116.

Our main concern should be T2 error because we don’t want to left out any of the fake news as real news. So we need basically recall of fake labelled data to calculate T2 error in relative way. Here German have highest recall of 0.92 for fake label. So we can say it has least relative Type-2 error.

SVM: For English language T1 error is 126 and T2 error is 304. In German language T1 error is 5 and T2 error is 16. For Italian language T1 error is 18 and T2 error is 6. For Spanish language T1 error is 14 and T2 error is 5. For French language T1 error is 29 and T2 error is 15. For Hindi language T1 error is 13 and T2 error is 31. For Bengali language T1 error is 15 and T2 error is 54.

Here Spanish have highest recall of 0.966 for fake label. So we can say it has least relative T2 error.

Random Forest: For English language T1 error is 74 and T2 error is 223. In German language T1 error is 7 and T2 error is 4. For Italian language T1 error is 15 and T2 error is 4. For Spanish language T1 error is 19 and T2 error is 8. For French language T1 error is 14 and T2 error is 8. For Hindi language T1 error is 15 and T2 error is 31. For Bengali language T1 error is 28 and T2 error is 98.

Here Italian language have highest recall of 0.97 for fake label. So we can say it has least relative T2 error.

XGBOOST: For English language T1 error is 116 and T2 error is 199. In German language T1 error is 9 and T2 error is 7. For Italian language T1 error is 23 and T2 error is 6. For Spanish language T1 error is 14 and T2 error is 8. For French language T1 error is 19 and T2 error is 19. For Hindi language T1 error is 14 and T2 error is 32. For Bengali language T1 error is 36 and T2 error is 89. Here Italian language have highest recall of 0.96 for fake label. So we can say it has least relative T2 error.

Stacked ensemble model: For English language T1 error is 109 and T2 error is 249. In German language T1 error is 7 and T2 error is 6. For Italian language T1 error is 17 and T2 error is 12. For Spanish language T1 error is 19 and T2 error is 5. For French language T1 error is 19 and T2 error is 20. For Hindi language T1 error is 11 and T2 error is 37. For Bengali language T1 error is 17 and T2 error is 118.
Here Italian language have highest recall of 0.96 for fake label. So we can say it has least relative T2 error.

**Naive Bayes:** For English language T1 error is 973 and T2 error is 161. In German language T1 error is 96 and T2 error is 14. For Italian language T1 error is 29 and T2 error is 16. For Spanish language T1 error is 30 and T2 error is 10. For French language T1 error is 83 and T2 error is 18. For Hindi language T1 error is 38 and T2 error is 18. For Bengali language T1 error is 53 and T2 error is 31.

Here Spanish language have highest recall of 0.93 for fake label. So we can say it has least relative T2 error.

5 **Language Independent Classification**

Here, we have conducted experiments to see if we can detect fake news in language independent way or not. We here mainly focused on multilingual BERT model. This BERT model is already pre-trained on some different corpus. Therefore, we will first fine tune this multilingual BERT model with our different language corpora, then we received a fixed length embedded output through this model for each of the tweets, then we pass this output through the two layers of artificial neuron network of different unit size and at last we pass that output through the sigmoid layer.

5.1 **Model Architecture**

Here, we discuss about our independent language model architecture. First, in pre-processing step, we remove all urls and html tags. Then, we remove all emojis and emoticons present in the tweet. Now, we send these pre-processed tweets into BERT model as mentioned in the input format section of this thesis. After that, we choose to go with pooled output and then passed it through the 256 RELU units of artificial neural network (ANN) layer. Finally, we introduce dropout of 0.4. After that, we passed that through the 128 RELU units and lastly through the sigmoid unit which will give our ultimate output.

5.2 **Result**

In our language independent model for real labelled data, the highest precision is 0.99 for English, Italian, Spanish, French language and the highest recall is 100% for German and the highest F1 score is 0.99 for English, German, Italian, French and Spanish.

In language independent model for fake labelled data highest precision is 100% for German language and the highest recall is 0.98 for French and the highest F1 score is 0.98 for German. Overall, by considering both the real and fake data, we can conclude that English and German language give the best result in Macro F1 score.

| Language | F1 Real | Macro F1 |
|----------|---------|-----------|
| English  | 0.99    | 0.98      |
| German   | 0.99    | 0.98      |
| Italian  | 0.99    | 0.93      |
| Spanish  | 0.99    | 0.97      |
| French   | 0.99    | 0.94      |
| Hindi    | 0.87    | 0.78      |
| Bengali  | 0.86    | 0.68      |

Table 2: Results of Language Independent Models

5.3 **Error Analysis**

For English language, T1 error is 11 and T2 error is 17. In German language T1 error is 0 and T2 error is 3. For Italian language T1 error is 22 and
T2 error is 13. For Spanish language T1 error is 5 and T2 error is 7. For French language T1 error is 22 and T2 error is 2. For Hindi language T1 error is 16 and T2 error is 17. For Bengali language T1 error is 30 and T2 error is 69.

Our main concern should be T2 (Type-2) error because we don’t want to leave out any of the fake news as real news. So we need basically recall of fake labelled data to calculate T2 error in relative way. Here, in case of French language, the highest recall of 0.98 for fake label. So we can say it has least relative T2 error.

6 Result Comparison

After doing both language dependent and independent fake news detection, now we will compare both results.

| Languages | Language Dependent | Language Independent |
|-----------|--------------------|----------------------|
|           | F1 score | Recall | F1 score | Recall |
| English   | 0.83     | 0.69   | 0.98     | 0.97   |
| French    | 0.93     | 0.92   | 0.94     | 0.98   |
| German    | 0.96     | 0.95   | 0.98     | 0.96   |
| Italian   | 0.96     | 0.97   | 0.93     | 0.91   |
| Spanish   | 0.95     | 0.97   | 0.97     | 0.95   |
| Hindi     | 0.66     | 0.69   | 0.78     | 0.71   |
| Bengali   | 0.67     | 0.66   | 0.68     | 0.48   |

Table3: result comparison between two models

Here, we compare our results based upon two parameters. Firstly, for all over performance we take F1 score as our parameter. Secondly, we take recall of fake class as our second parameter. We take this second parameter because we want to see how many of fake news are correctly predicted as fake news. Here, we give more emphasize on fake data over real or neutral data. In the above mentioned table, recall is for fake class. For English language, our independent model gives the better result in both parameters. For French, German, Italian and Spanish results of dependent and independent models are comparable in both parameters. For Hindi language, our independent model gives better results in case of both the parameters. It has also been observed that the Bengali language independent model gives better result in F1 score, but dependent model gives better result in recall value.

7 Conclusion

The present work deals with some of the modern day topics like fake news and COVID19. We first collect our data using various sources like twitter, newspaper and shared task. We analyse fake news in multilingual aspect and check how each model and language performs differently in each scenario. Though our data in Hindi and Bengali is very less but still we got some good results in some model. In future if we can get more data in Hindi and Bengali then we can build more concrete models upon these two languages. Here we also learn the basic architecture and concepts of BERT model which is one of the most popular pre-trained models of NLP. We build a language independent model using BERT multilingual which supports many languages. So with our collected data we just fine-tune BERT model with each language data. It produces some astonishing results. Though our data is less but it still gives very good results. In English, Hindi and Bengali language our language independent model outperformed most of the language dependent models. In case of European languages like German, French, Italian and Spanish both language dependent and language independent model performs very good and their results are comparable. One thing we should mention that in case of German language our language independent model predicted all real news correctly and only four fake news wrongly, which quite astonishing.
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