Finetuning BERT on Partially Annotated NER Corpora
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Abstract—Most Named Entity Recognition (NER) models operate under the assumption that training datasets are fully labelled. While it is valid for established datasets like CoNLL 2003 and OntoNotes, sometimes it is not feasible to obtain the complete dataset annotation. These situations may occur, for instance, after selective annotation of entities for cost reduction. This work presents an approach to finetuning BERT on such partially labelled datasets using self-supervision and label preprocessing. Our approach outperforms the previous LSTM-based label preprocessing baseline, significantly improving the performance on poorly labelled datasets. We demonstrate that following our approach while finetuning RoBERTa on CoNLL 2003 dataset with only 10% of total entities labelled is enough to reach the performance of the baseline trained on the same dataset with 50% of the entities labelled.

Index Terms—named entity recognition, partial annotation, self-supervision, BERT

I. INTRODUCTION

The goal of Named Entity Recognition (NER) is to find mentions of real-world entities from the set of fixed categories in unstructured text. While entity categories could overlap [1] and be organized in complex hierarchies [2], we will consider the categories to not overlap for the sake of simplicity. Generally, the solutions are based on some ML sequence-to-sequence classification model [3]–[6]. Each text token (word, punctuation symbol, whitespace, etc., depending on the tokenization used) is assigned a label that carries information about whether this token belongs to an entity of a specific category. By default, every token is labelled as “Outside of an entity”.

Even though NER is a relatively well-studied field with many high-quality datasets [7]–[9], there are still limitations to its application in practice. Since ML models are heavily used, a lot of training data is required, and it is often the case that existing datasets cannot satisfy this requirement due to a mismatch of the category sets. For example, suppose there is an extensive dataset with only a LOCATION entity category, and we need a model that can detect LOCATION and PERSON categories. In that case, we will not be able to use this dataset to train such NER model since there may be a lot of unlabelled PERSON entities.

There are several ways to combat this issue. The first and the most obvious approach is to relabel the whole dataset to introduce a new entity category. Unfortunately, this is a very expensive process due to the significance of the context in which a particular entity was mentioned. For instance, the word “Washington” may be somebody’s family name or refer to the US capital. The expenses can be cut down with the help of crowdsourcing the annotations [10], [11]. However, not all of the entity categories can be crowdsourced. There are some cases that require expert knowledge to obtain the correct annotations. An example of such a case is a biomedical domain [12] with categories such as chemical or disease. Finally, annotations could be inferred from an extensive knowledge base such as WikiData [13] and used as distantly supervised examples. Nevertheless, such annotations will inevitably contain a lot of noise from incorrect or missing entity mentions.

We propose using selective annotation for new entity category introduction to existing corpora. When there is a need for a new category, the training dataset is either populated with new examples mentioning entities of this category or some part of it is relabelled so that some existing mentions are labelled correctly. This process yields a partially labelled dataset, meaning that there are examples of correctly annotated entities present. Yet, some entity mentions are incorrectly labelled as “Outside of an entity” since, by default, every unlabelled token is considered to not be a part of an entity. Figure 1 depicts a selectively labelled example.

Although the task of training on partially annotated datasets is similar to Few-Shot Learning [14], the restrictions dictated by these tasks on the available annotations are quite different. Even though Few-Shot Learning methods require a lot less labelled data, such methods expect the available examples to be fully annotated. Given these differences, it is unclear how to compare Few-Shot methods with methods of training on partially annotated datasets that are explored later in this work.
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II. RELATED WORK

The problem of training on partially annotated datasets is not novel. There have been a number of papers that explored various methods of modelling NER partial annotations (Fig. 2b) by modifying the CRF loss function to account for the label uncertainty at non-entity tokens [15]–[17]. The idea of specific modelling was introduced by [18] and further expanded in later works.

Another complementary approach to partial annotations modelling is dataset “denoising”—detection and correction of various annotation mistakes. For example, many methods dealing with automatically annotated training data (or distantly supervised) employ strategies that can be applied to partially annotated datasets. This is due to a specific process of distant label generation for NER that usually uses external knowledge bases and dictionary matching to annotate unlabelled data. As shown in [16], [19], [20], such a process usually yields annotations with high precision and low recall compared to ground truth. In other words, most of the annotations are correct, yet not all of the named entities are labelled. To overcome low recall of the training dataset, self-supervised methods such as [17], [19] are used to iteratively relabel the training dataset with the models trained on annotations from the previous iterations. The following sections II-A and II-B will describe the general methodology behind these methods.

A. BOND

Liang et al. [19] proposed BOND as a training procedure to finetune BERT on distantly labelled datasets, i.e. automatically annotated by some other model, such as gazetteers crawled from knowledge bases. Their method consists of the following steps:

Step 1: NER fitting stage: use early stopping to train the model without overfitting the “noisy” annotations.

Step 2: Define the teacher and student models as copies of the model trained in the previous step.

Step 3: Self-training stage: use the teacher model to obtain the label distributions (See Fig. 2c), update the student model w.r.t. to these label distributions as soft targets for several iterations. Then replace the teacher model with the current student model and repeat this step.

Authors of the method state that the third step allows utilising the language understanding encoded in pre-trained BERT weights to correct any missing or incorrect annotations of the entities.

While BOND has shown excellent performance on distantly supervised data, it needs to be clarified how well it is suited for training on partially annotated datasets. Additionally, it is essential to note that this training method does require a fully labelled high-quality validation dataset to detect overfitting during the NER fitting stage and for the model selection in the self-training stage.

B. Base Distribution Estimation (BDE)

Jie et al. [17] combined partial annotation modelling and self-supervision to correct missing annotations for the partially annotated training dataset. The authors propose using a modification of the CRF decoder that can be trained on label distributions (soft labels) rather than on labels and a specific training procedure:

Step 1: Estimate the “base distribution” in cross-validation fashion:

1.1 Partition the training dataset into $k$ equal parts: $K_1, ..., K_k$.

2.2 For each $K_i$ train a model on $\{K_1, ..., K_k\} \setminus K_i$
and use it to estimate label distributions \( d_i \) for \( K_i \) dataset part.

Step 2: Train the final model on the whole dataset using the obtained label distributions \( d_1, \ldots, d_k \) as soft targets.

While the authors of this method used an LSTM-based architecture for the model, in practice, such a training procedure can be applied to any model that can be trained with soft targets.

Even though the authors never specifically mentioned it, analyzing the codebase they have provided led us to the conclusion that they might have used a fully labelled validation set to select the best models for the BDE stage and during the main training procedure (Step 2). Moreover, they also utilized an adaptive learning rate schedule based on validation metrics during training.

III. OUR APPROACH

Both training procedures described in sections II-B and II-A can be used to train models on partially annotated datasets since they employ self-supervised methods that can recover missing annotations. Due to the fact that the BDE method can be seen as some preprocessing of target labels, it can be utilized to discover the missing annotations in training data before the main training procedure. Moreover, some noise-resistant model or training method can be used during the base distributions estimation to increase the quality of preprocessed annotations further.

While using BOND to finetune BERT on partially annotated data is possible, the available annotations will not be used efficiently since all annotations will be discarded after the NER fitting stage and replaced with the soft targets of the teacher model. To solve this issue, we implement a modification of the BDE label preprocessing approach—GuidedBOND. During the self-training stage, we do not discard the annotated entities \( E \) but instead, use them to "guide" the model in the right direction by correcting the label distributions \( D \) obtained from the teacher model.

Let \( C \) be the number of unique labels, \( L \)—length of the token sequence and \( N \)—the number of annotated entities. Given the sequence of encoded labels \( \{l_1, \ldots, l_L\}, l_i \in (1, \ldots, C) \), \( E \) can be simplified as a set of non-intersecting continuous label subsequences, indicating which labels are known to be labelled correctly:

\[
E = \{(m_i, n_i) \mid 1 \leq m_i < n_i \leq L + 1, \ i = 1, \ldots, N\}
\]

Teacher model label distributions \( D \) are the probability vectors \( d_k \) with \( p^k_i \) components, \( \sum_{i=1}^{C} p^k_i = 1 \). The index \( k \) indicates that \( d_k \) was obtained for \( k \)-th token.

\[
D = \{d_k \mid d_k = (p^k_1, p^k_2, \ldots, p^k_C), \ k = 1, \ldots, L\}
\]

The corrected label distributions \( \hat{D} \) are defined equivalently with \( \hat{d}_k \) probability vectors that are the same as corresponding \( d_k \) vectors if no entity includes \( k \)-th token, and a one-hot vector of encoded label \( l_k \) otherwise. Formally, \( \hat{d}^k_j \) component of \( \hat{d}_k \) can be defined as follows:

\[
\hat{d}^k_j = \begin{cases} 
1 & j = l_k \\ 
\exists (m, n) \in E \mid m \leq k < n & \\
\text{otherwise}
\end{cases}
\]

See illustrations 2c and 2d for reference. We evaluate our approach in IV-B section.

We propose using GuidedBOND during the BDE label preprocessing in the following fashion. First, we estimate base distributions by finetuning the BERT model on \( k \) folds with the GuidedBOND training procedure. Next, we use these estimated distributions as soft targets to finetune a pre-trained BERT model. We suppose that utilizing GuidedBOND during the BDE preprocessing stage will yield better estimations on missing annotations since, as we show in section IV-A and IV-B, GuidedBOND yields significant improvements when trained on partial annotations compared to both the conventional supervised BERT finetuning approach and BOND.

IV. EXPERIMENTS

In our experiments, we use the English version of the CoNLL 2003 dataset [7]. We train, validate and test all models on the official dataset split. Following the approach in [17] on simulating the partial annotations, some fraction of the total entities in the training dataset is removed. Entities in the validation dataset remain fully labelled. Following [19], the base version of RoBERTa [21] was chosen as a pre-trained BERT model. We report the results of training 5 models with different random initializations on the training dataset with 0.05, 0.1, 0.15, 0.2, 0.3, 0.4 and 0.5 entities labelled. Entity sets were chosen randomly without any regard to initial class imbalances and fixed across all runs\(^1\). Lines in the Figures 3 to 7 indicate the mean of 5 runs and a lighter coloured area around them demonstrates the standard deviation. We release the code for the experiments as well as the reproduction instructions.\(^2\)

In the following sections, the specific naming convention is used:

| Method            | Meaning                                              |
|-------------------|------------------------------------------------------|
| GuidedBOND / BOND | GuidedBOND / BOND training procedure is used to finetune RoBERTa |
| RoBERTa           | RoBERTa is finetuned conventionally                   |
| LSTM-CRF          | LSTM-CRF is trained conventionally                   |
| BDE\(M1+M2\)      | M2 is trained on base distributions obtained with M1 |

A. Baseline

First, we confirm that finetuning RoBERTa on partially annotated corpora does, in fact, produce results that are worse than the existent BDE\(LSTM-CRF\)+LSTM-CRF approach. As demonstrated in Figure 3, more than 50% of the missing

\(^1\)We were not able to fix entity sets for LSTM-CRF baseline since we have used an implementation provided by the authors [17].

\(^2\)https://github.com/ViktorooReps/guided-bond
entity annotations in the training data drastically deteriorate the performance of the conventionally finetuned RoBERTa.

**B. Effect of guidance**

Next, we assess the effectiveness of guidance for the BOND training procedure. The experiments illustrated in Figure 4 not only confirm that guidance during the self-training stage does help to converge to a better model but also show that on lower fractions of labelled entities, the training process becomes a lot more stable with respect to initialization of the model.

**C. Combined approach**

Finally, we compare our approach—estimation of base distributions with GuidedBOND training procedure with the LSTM-CRF baseline (see Fig. 5). Unsurprisingly—since BERT was shown to outperform LSTM-based approaches [6]—our approach yields modest improvements when trained on datasets with higher fractions of labelled entities. Nonetheless, on lower fractions, the improvements become a lot more significant. Our approach reaches a 0.9 F1 score compared to the baseline with close to 5 times fewer annotated entities.

**V. Ablation Study**

In this section we will evaluate an impact of the different training stages on the final model performance.

**A. Main training procedures**

Due to the fact that annotations preprocessed with BDE can be considered as distant soft labels, and since BOND was originally designed for training with distant supervision, we attempt to apply GuidedBOND to train models on estimated base distributions (see the results in Fig. 6). We report no improvements compared to the supervised approach. The reason may be that the increase in F1 score during the self-training stage is mainly due to the discovery of the missing annotations, and most of the missing annotations (that are recoverable by self-supervision) are recovered during the BDE stage.

**B. Annotations preprocessing**

To evaluate whether using GuidedBOND during the BDE stage (and the stage itself) is necessary, we conduct an
experiment by training RoBERTa with GuidedBOND on base distributions obtained from conventionally finetuned RoBERTa and RoBERTa finetuned with GuidedBOND. The comparison between these models and the model trained without the BDE stage is demonstrated in Figure 7. We conclude that BDE yields no improvements except for the cases with extremely low fractions of entities labelled, where, interestingly enough, a fully supervised approach of estimating base distribution leads to exceptionally poor performance.

![Fig. 7. Comparison of different ways to obtain the base distributions. Out of three approaches GuidedBOND yields the most stable results.](image)

**VI. CONCLUSION AND FUTURE WORK**

We have proposed an approach based on a self-supervised training procedure and preprocessing of the available annotations for finetuning BERT models on partially annotated data. Our experiments have shown that our approach outperforms the previous method of dealing with partial annotations, with substantial improvements on lower fractions of annotated entities.

Nevertheless, our approach, as well as the approaches it is based on, relies on a fully annotated development dataset for the model selection and for determining the learning rate schedule. Due to the reasons discussed in the previous sections, it is often not feasible to collect such a dataset under real conditions. This complicates the application of our method to real-world tasks.

Our future work will be focused on researching the approaches to evaluation on partially labelled datasets, as well as on the application of our method to training on several combined datasets with different sets of entity categories.
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