A Multi-tissue Transcriptome Analysis of Human Metabolites Guides Interpretability of Associations Based on Multi-SNP Models for Gene Expression
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There is particular interest in transcriptome-wide association studies (TWAS) gene-level tests based on multi-SNP predictive models of gene expression—for identifying causal genes at loci associated with complex traits. However, interpretation of TWAS associations may be complicated by divergent effects of model SNPs on phenotype and gene expression. We developed an iterative modeling scheme for obtaining multi-SNP models of gene expression and applied this framework to generate expression models for 43 human tissues from the Genotype-Tissue Expression (GTEx) Project. We characterized the performance of single- and multi-SNP models for identifying causal genes in GWAS data for 46 circulating metabolites. We show that: (A) multi-SNP models captured more variation in expression than did the top cis-eQTL (median 2-fold improvement); (B) predicted expression based on multi-SNP models was associated (false discovery rate < 0.01) with metabolite levels for 826 unique gene-metabolite pairs, but, after stepwise conditional analyses, 90% were dominated by a single eQTL SNP; (C) among the 35% of associations where a SNP in the expression model was a significant cis-eQTL and metabolomic-QTL (met-QTL), 92% demonstrated colocalization between these signals, but interpretation was often complicated by incomplete overlap of QTLs in multi-SNP models; and (D) using a “truth” set of causal genes at 61 met-QTLs, the sensitivity was high (67%), but the positive predictive value was low, as only 8% of TWAS associations (19% when restricted to colocalized associations at met-QTLs) involved true causal genes. These results guide the interpretation of TWAS and highlight the need for corroborative data to provide confident assignment of causality.

Introduction

Genome-wide association studies (GWAS) have been powerful tools in revealing many loci that influence complex traits and diseases. However, most SNP associations map to non-coding regions of the genome, thereby complicating the task of identifying the (causal) genes through which the observed effects on disease predisposition are mediated.1 To address this challenge, researchers have implemented a variety of approaches to link regulatory variants implicated in disease predisposition to their downstream effectors. One of the most widely adopted approaches leverages expression quantitative trait loci (eQTLs) to identify regional genes that are under the direct regulatory influence of the disease risk variant(s) and which thereby represent candidate mediators of disease predisposition. Empirical support for this approach is provided by the enrichment of cis-eQTL regulatory variants among significant GWAS variants and evidence that such variants explain a disproportionate share of trait heritability.2–6

A range of approaches have been deployed to detect coincident cis-eQTL and trait association signals. The simplest involves limiting the search space to trait variants that also demonstrate significant eQTL signals in a disease-relevant tissue. In such analyses, it is now widely accepted that it is essential to test for statistical evidence of colocalization between eQTLs and trait-associated SNPs in order to avoid assigning relationships between eQTL and trait signals that map to distinct causal variants, and which cannot therefore be assumed to have any biological connection.7,8

Recently, this approach has been supplemented by a suite of methods (collectively, transcriptome-wide association studies [TWAS]), built around a Mendelian randomization (MR) framework, which test for relationships between the genetic components of both complex traits and gene expression.5,9–13 For example, the PrediXcan method generates predictive models of transcript expression from eQTL mapping data, and then uses these to “impute” estimates of gene expression into case-control or cohort-based GWAS datasets; those imputed estimates can then be subjected to trait association testing.12 Although PrediXcan requires individual-level genotype data as input, conceptually similar approaches are available that can accept GWAS summary statistics with linkage disequilibrium (LD) estimates from a reference population (e.g., S-PrediXcan, Fusion).5,13 Collectively, these methods have been applied to a broad range of complex traits and diseases and have spotlighted previously unreported and biologically plausible disease
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gene candidates that had evaded detection in conventional GWAS approaches.5,11–13

The prediction models generated by these approaches range from those that feature only the single best (i.e., most strongly associated) eQTL for each gene, to those that support a polygenic model which comprises all SNPs within a locus (e.g., best linear unbiased predictor [BLUP]). However, it has been shown that more sparse multivariate linear models (such as those generated by Least Absolute Shrinkage and Selection Operator [LASSO] regression or a bayesian sparse linear mixed model [BSLMM]) outperform both single-variant and polygenic models in predicting gene expression.5,11–13,15 Unlike single-variant models, these sparse multi-SNP models can capture the effects of allelic heterogeneity (i.e., genes whose transcription is under the influence of multiple cis-regulatory signals). They also better reflect current understanding of the genetic architecture of gene expression than do polygenic models.5,12,15

The fact that multi-SNP models better predict gene expression than single-SNP models do might suggest that trait associations based on these models would themselves involve multiple SNPs with shared effects on both expression and phenotype. However, the extent to which this is true is unknown. Moreover, if such models better reflect the number of independent genetic signals acting on a phenotype, are they supported by evidence of shared identity between the trait-associated and eQTL variants within the model? Furthermore, the extent to which genes implicated by colocalized associations represent genuine biological relationships, causal for disease, is unclear, and inference is further complicated by the shared regulatory architecture of gene expression and by horizontal pleiotropy.16,17

To address these outstanding questions and guide the interpretability of predicted gene expression studies, we systematically evaluated sparse multi-SNP models underlying significant gene associations for evidence of independent effects on both phenotype and expression. We did this by generating multi-SNP gene expression models for 43 human tissues from the GTEx project and evaluating their utility through a large-scale analysis of GWAS data for 46 metabolites. We focused on metabolomic phenotypes because they provide a singular opportunity to assess the biological plausibility of multi-SNP gene associations. Insights from both genetic and experimental studies have led to well-curated sets of effector genes at loci with cis-associations to the levels of particular metabolites.18–21

The subsets of genes so implicated encode enzymes, transporters, and regulators that can be directly tied to the specific metabolite based on known functional relationships. These provide a “truth” gene set that can then be used to assess the performance (i.e., sensitivity and positive predictive value [PPV]) of alternative analytical approaches for identifying effector transcripts, and which can inform the utility of applying TWAS approaches to the interpretation of GWAS data for other complex traits.

Material and Methods

GTEx Expression Data and cis-eQTL Analysis
Genotype data (variant call format), gene expression (quantified gene-level counts), and sample phenotype data from GTEx version 7 were obtained through dbGaP accession number phs000424.v7.p2.22 Genotypes were filtered to keep only bi-allelic variants with minor allele frequency of at least 0.05. Finally, to ensure consistent downstream modeling and testing across metabolites, we selected 2,539,611 SNPs that overlapped between GTEx genotypes and the HapMap2-imputed metabolite GWAS.

Only non-sex-specific tissue types with a sample size of n ≥ 50 were analyzed. For each tissue, genes reaching a threshold of >6 raw reads and >1 count per million in at least 10 individuals were carried forward for analysis. Remaining genes were normalized using the trimmed mean of M-values (TMM), then log transformed to counts per million through the use of the Voom function in the R package limma.23 To account for hidden systematic confounders in the data, we calculated surrogate variables for each tissue, after explicitly accounting for sex, using the R package sva (version 3.22.0).24 The surrogate variable analysis method allows for the estimation of variation due to hidden or unmeasured factors while also explicitly accounting for known variables. This ensures that variation accounted for by the surrogate variables is distinct from the known covariates such as sex. Residual expression values after regressing out all surrogate variables and sex were used for downstream analyses. Cis-eQTLs analysis was performed using QTLtools (Version 1.1) with a cis-distance limit of 1,000,000 base pair (1 Mb) from each gene.25 The top eQTL SNP per gene was defined as the SNP with the lowest p value for that gene.

GWAS Summary Data
GWAS summary data for 46 metabolites were downloaded from the Metabolomics GWAS Server.20,26 Metabolites for this analysis were selected based on having GWAS-significant loci where at least one gene was identified as having a plausible or established biochemical link to the associated metabolite. Unknown metabolites and metabolite ratios were excluded from this analysis.

LASSO Regression, Model Filtering, and Final Model Selection
LASSO regression—a multivariate penalized regression procedure that simultaneously performs feature selection along with model fitting27—was used to select an optimal set of SNPs for explaining the expression of each gene. Regression was performed using the R package glmnet with all SNPs less than 1 Mb from the gene’s transcription start or end site as potential covariates.27 To select the optimal penalty factor for each gene, mean squared error (MSE) was calculated using 10-fold cross-validation across 100 automatically selected potential penalty factors. Given that data partitioning is random for cross-validation, this process was repeated 200 times per gene, and the penalty factor that had the mean lowest MSE across all iterations was selected as recommended in the reference manual for glmnet.

For genes with multiple SNPs selected by LASSO regression, all selected SNPs were first linearly modeled against the gene’s expression. Model $R^2$ was calculated for the full linear model. Iteratively, starting with the SNP with the lowest p value in the model, SNPs were added back one at a time, each time calculating the subset model’s $R^2$ (i.e., forward regression). For groups of SNPs in perfect LD, one was randomly selected and retained. Once 95% of the full
model's $R^2$ value was attained, any SNPs not in the current subset model were eliminated. The final subset of SNPs was then modeled against expression and smoothed using ridge regression to minimize overfitting, and penalty factors were selected using 25 iterations of 10-fold cross-validated ridge regression. For genes with only one SNP selected by LASSO, this SNP alone was modeled against gene expression using 25 iterations of 10-fold cross-validated ridge regression. The final coefficients from ridge regression models were carried forward for use in S-PrediXcan. Model fit $p$ values were determined by modeling pre-validated predicted expression of each gene against the observed expression. Model fit $p$ values were false-discovery-rate-corrected ($FDR$)-corrected study wide (all genes and all tissues simultaneously), and those with adjusted $p$ values $\geq 0.01$ were excluded from further analysis due to poor model fit.

**TWAS with S-PrediXcan**

For each modeled gene, Summary-PrediXcan (S-PrediXcan, version 0.5.4) was used to calculate a $Z$ score, which is a linear model of SNP effects for all SNPs in the gene's final ridge regression model described above. The S-PrediXcan method is an extension of PrediXcan that allows the use of summary statistics from GWAS. Each SNP's effect is the product of its expression association coefficient from the prediction model, its GWAS $Z$ score from the summary statistics, and a SNP variance term (the SNP's standard error divided by the standard error of the gene's predicted expression). The SNP expression association coefficients used were those resulting from the final filtered gene expression ridge regression models. GWAS $Z$ scores were calculated manually from effect size and standard error because some SNPs had published summary statistics with GWAS $p$ values of 0 due to rounding. The S-PrediXcan formula was implemented as follows:

$$Z_g \approx \sum_{l \in \text{Model}_g} w_l \frac{s_l}{\sigma_l} \frac{\hat{\beta}_l}{\text{se}(\hat{\beta}_l)}$$

where $w_l$ is the weight of the SNP $l$ in the expression model for gene $g$, $\sigma_l$ is the variance for SNP $l$, $\hat{\sigma}_l$ is the estimated variance of the predicted expression for gene $g$, $\hat{\beta}_l$ is the GWAS regression coefficient for the SNP, and se$(\hat{\beta}_l)$ is the GWAS standard error. $^{14}$

**Conditional Analysis**

For significant genes identified by S-PrediXcan, we decomposed the $Z$ scores into per-SNP scores. For each significant gene, for SNPs from the S-PrediXcan model that had the same individual direction of effect as the overall S-PrediXcan $Z$ score, the SNP that had the highest absolute S-PrediXcan magnitude was considered the top contributing SNP for conditional analysis. Conditional analysis was performed on each significant S-PrediXcan gene using GCTA (version 1.26.0). $^{26}$ Each lead SNP effect was conditioned out of the GWAS summary data. S-PrediXcan was then performed as previously described, excluding the SNP or SNPs being conditioned on, and using the GWAS $Z$ scores resulting from the conditional GWAS analysis.

**Performance Benchmarking and Establishing Biological Plausibility of Novel Genes**

A “truth” set of 61 genes with a previously established biological link to the associated metabolite genes $^{20}$ was used to estimate the sensitivity and PPV of our TWAS analyses for detecting true positive (TP) gene-metabolite pairs. Although both sensitivity and PPV can be directly estimated from the associated results, estimating specificity is complicated by the fact that the number of true negatives (TNs) required for this calculation is unknown and would require multiple assumptions to estimate. For example, assumptions would need to be made about the relevant criteria for determining the total number of candidate genes at met-QTL regions. These criteria could include the appropriate genomic range, evidence of genes being genetically regulated, or prior evidence of genes being involved in metabolic functions. Moreover, the total number of candidates varies greatly when considering all possible gene-metabolite pairs compared to more modest assumptions (e.g., assuming that each gene within a region may associate with at least one metabolite). Due to the vulnerability of specificity estimates to underlying assumptions relevant to the number of TNs, we therefore focused our TWAS benchmarking on sensitivity and PPV estimates.

To assess the biological plausibility of novel associations from TWAS (i.e., gene-metabolite pairs that were not in the “truth set” curated by Shin et al. $^{25}$), annotated protein information was downloaded from the Human Metabolome Database (version 3.6) on December 11, 2017. $^{29}$ HUGO gene names, metabolism pathways, and gene ontology classifications listed in this database were referenced to assess membership of significant S-PrediXcan-associated genes. Metabolic pathways and gene ontology (GO) classifications annotated to novel genes were compared with those for putative causal genes associated with the same metabolites in order to assess shared metabolic processes.

**Results**

**Multi-SNP Models Explain More Variance in Gene Expression than Do Single-eQTL Models**

To investigate gene associations based on multi-SNP models, we first evaluated the extent to which these models improve prediction of gene expression relative to single-variant models. We obtained single-variant models by performing standard univariate eQTL analysis to identify the top associated cis-SNP for each gene in each of 43 tissues from the GTEx study (version 7) with a sample size exceeding 50 (see Material and Methods). $^{25}$ The number of expressed genes (defined as genes with $>6$ raw reads and $>1$ count per million in at least 10 individuals) ranged from 15,483 in EBV-transformed lymphocytes to 19,846 in lung tissue.

To obtain multi-SNP genetic prediction models of gene expression, we employed LASSO regression to select an optimal and sparse set of cis-SNPs to jointly model expression of each gene in each tissue. We then compared the variation in gene expression explained by these multi-SNP models to that accounted for by the single eQTL models.

In Figure 1, we show representative results, in this case for skeletal muscle, the tissue with the largest sample size ($n = 491$). LASSO regression selected multiple SNPs in the models for the majority of genes ($n = 11,210$), and for these genes, there was a median of 2.4-fold increase (interquartile range [IQR], 1.7- to 3.9-fold) in expression variation explained by LASSO models versus the top eQTL alone (Figures 1A and 1B). There was a 2.0-fold median increase in expression variation explained across all gene models (i.e., including single-eQTL models) in
skeletal muscle. LASSO selected the intercept-only model (i.e., model without any SNPs) for 2,667 genes out of 15,780 expressed genes, and the top eQTL-only model (or a perfect proxy SNP) for 1,903 genes in skeletal muscle. The impact of multi-SNP selection seen for skeletal muscle was typical of that seen across all tissues and all genes (Table S1).

Despite the sparse nature of LASSO selection, resultant expression models contained up to 159 SNPs and a median of nine SNPs (IQR, four to 18 SNPs) for models with >1 SNP. Moreover, for those genes with at least two modeled variants, 7,406 genes (66%) in skeletal muscle retained at least one pair of SNPs with LD $r^2 > 0.8$. Since correlated SNPs can result in invalid inference for summarized MR analyses,\textsuperscript{30} we performed additional filtering of SNPs based on LD and proportion of variation explained ($R^2$), iteratively adding SNPs into the model until 95% of the full model's $R^2$ was achieved. At each step of this procedure, for groups of SNPs in perfect LD ($r^2 = 1$), one SNP was randomly selected and retained (see Material and Methods). This reduced the median number of SNPs per gene in the model in skeletal muscle to six (IQR, three to 12 SNPs, Table S1). Moreover, 18% of gene models (2,015 out of 11,210 models that included multiple SNPs in the unfiltered analysis) contained only the top eQTL (or a perfect proxy). In addition, there was an overall reduction in the number of gene models with collinear SNPs: of the 7,406 genes with pairs of SNPs in high LD ($r^2 > 0.8$) from LASSO regression, only 306 models contained a pair of SNPs in high LD after the stepwise filtering procedure. This further round of filtering had little impact on model performance; the mean reduction in model $R^2$ was only 1.6% (calculated as percentages of the full LASSO models’ $R^2$ values; Figures 1C and 1D). Similar to the results for unfiltered LASSO models in skeletal muscle, there was still a 2.0-fold median increase in expression variation explained across all gene models and across all tissues. Overall, these results demonstrate that multi-SNP models—even after optimization to reduce model complexity and minimize collinearity—explained substantially more of the variation in gene expression than did the equivalent single-SNP models across tissues.

Although the majority of individuals in GTEx v7 were self-identified as “White,” 14% were of non-European (or unknown) ancestry, and the majority of those (12%) were African American. It has been shown that gene expression prediction models trained on data from one ancestry group perform less well when used to impute expression in other ancestry groups.\textsuperscript{31,32} To assess whether differences in LD between major ancestral groups had an effect on model fitting, we generated filtered LASSO gene expression prediction models for skeletal muscle from the subset of individuals recorded as “White” in GTEx v7 (421/491 individuals) and compared these to filtered models generated from all individuals. Results obtained in the “White” subset were almost identical to those in the full dataset. We found that (A) the proportion of gene expression variation explained was highly correlated (Pearson correlation of 0.88); and (B) there was a similar fold-increase in the expression variation explained by multi-SNP models compared to the single best eQTL, corresponding to a median 2.3-fold increase (IQR of 1.5- to 4.0-fold) in “White” individuals that was consistent with prediction models from all individuals (median of 2-fold increase, IQR of 1.3- to 3.5-fold). Because these results
indicated that ancestral differences in LD properties among model SNPs were modest, and in the interest of maximizing predictive power, we carried the LASSO models trained from the full GTEx dataset forward for downstream analyses.

**TWAS of 46 Metabolites across 43 Tissues**

Given these estimates of the extent to which multi-SNP models enhance the prediction of gene expression, we next sought to assess their utility in understanding genetic variation associated with complex diseases and traits. Metabolites offer a singular opportunity for such analyses because recent GWAS have identified strongly associated loci that regulate metabolite levels (met-QTLs).\(^{16–21}\)

At some of these loci, extensive genetic and experimental evidence has identified nearby genes for which the biological evidence for a causal role in mediating the metabolomics association is overwhelming, providing a “truth” set for causal gene localization not available in most other trait GWAS settings.

We focused on 46 metabolites with publicly available GWAS summary data for which at least one gene mapped near a significant met-QTL signal with high-confidence biochemical links to the associated metabolite (Table S2).\(^{20}\) Because individual-level genotype and phenotype data are not easily accessible for most large-scale GWAS studies, methods that estimate TWAS associations using summary GWAS data and genetic reference panels have been widely adopted.\(^5,13,14\) We therefore performed TWAS with S-PrediXcan—an extension of PrediXcan that allows the use of summary GWAS data and genetic reference panels to test for associations between predicted gene expressions across 43 tissues and these 46 metabolite levels. Analysis was restricted to filtered LASSO prediction models with a significant expression model fit (model q \(< 0.01\); \(n = 568,185\) total gene models).

A total of 2,834 associations between predicted gene expression values and metabolite levels reached significance at study-wide FDR \(< 0.01\), corresponding to 826 unique gene-metabolite pairs (i.e., some pairs were significantly associated in multiple tissues) (Figure 2A). The largest number of associations identified for any tissue was 100 (tibial nerve). There were only 66 associations arising from predictive models generated from liver expression data (8% of 826 unique associations), even though liver could be considered the most biologically relevant tissue for most of these metabolites. This is likely due to the relatively small sample size for liver in GTEx (153 samples compared to 361 in tibial nerve) (Figure 2B, Table S1, Table S3).

For these 826 unique gene-metabolite pairs, we next sought to understand the extent to which multiple independent SNPs selected by the model were contributing to these metabolite associations. To do this, we performed conditional analyses for each of the 2,593 (from the total of 2,834) significant S-PrediXcan associations where the gene model had more than one SNP. We conditioned the metabolite GWAS on the SNP with the greatest effect on each gene’s S-PrediXcan score, and we re-ran the S-PrediXcan association test using the conditioned GWAS summary statistics. After we corrected for the number of genes, tissues, and metabolites tested after conditional analysis (p value \(_{\text{conditional}}\) \(< 1.93 \times 10^{-5}\)), 2,320 of the 2,593 associations (89.5%) were no longer significant. This proportion was similar if we instead analyzed only the most significant tissue for each gene; 684 out of 758 gene-metabolite pairs (90.2%) were no longer significant (p value \(_{\text{conditional}}\) \(< 6.61 \times 10^{-5}\)). Thus, for over 90% of significant S-PrediXcan associations, evidence for mediation of metabolite levels was dominated by a single SNP within the multi-SNP prediction models. Of the 273 (of 2,593) signals that were still significant after conditioning on the lead SNP, over half (148) involved genes within 1 Mb of the highly complex ACADS gene region, which features multiple independent met-QTLs significantly associated with butyrylcarnitine levels (Figure 3, Table S4).

**Colocalization Analysis of Model SNPs Reveals the Distinct Relationships between cis-eQTL and met-QTL Signals**

It is possible that overlaps between GWAS met-QTLs and cis-eQTL variants in multi-SNP models could be due to chance, rather than representing true colocalization of causal signals. Consider, for example, a multi-SNP model with two SNPs where one SNP is a strong eQTL but weakly associated with metabolite levels, and the other SNP displays the converse arrangement: this configuration could still yield a significant association between gene expression and metabolite levels. We therefore questioned to what extent multi-SNP S-PrediXcan associations were driven by cis-eQTL and met-QTL signals that shared the same identity (i.e., the associations were attributable to SNPs that influence metabolite levels through their effects on gene expression).

We addressed this by performing colocalization analysis using eCAVIAR to obtain colocalization posterior probability (CLPP) values as evidence of shared causal signals, benefiting from the fact that eCAVIAR allows for multiple causal variants within a locus.\(^8\) To increase our power to detect genuine colocalization, we restricted this analysis to those SNPs in the prediction models that were significant cis-eQTLs (per tissue FDR \(< 0.01\)) and met-QTLs (GWAS p value \(\leq 5.0x10^{-8}\)).

We found that, among the 2,834 significant S-PrediXcan associations, about 35% of associations (990; 214 unique gene-metabolite pairs) contained at least one SNP in the prediction model that influenced both metabolite levels at genome-wide significance and expression levels at FDR \(< 0.05\). Of these, 907 associations (92% of 990 associations tested; 202 unique gene-metabolite pairs) had at least one significant cis-eQTL with a CLPP > 0.01, evidence of a shared causal signal between met-QTL and cis-eQTL, in at least one tissue (Table S5). Therefore, for the SNPs that corresponded to gene models and that were amenable to colocalization analysis, there was strong evidence of shared eQTL and met-QTL signals.
We then analyzed the context within which cis-eQTL SNPs in the multi-SNP models colocalized with met-QTLs. For the 907 associations with evidence of colocalization, we observed instances of a one-to-one overlap whereby the significant cis-eQTL in the multi-SNP model colocalized with the corresponding met-QTL. An example of this arrangement is displayed in Figure 4A. However, determining the evidence for or against colocalization of the met-QTL and cis-eQTLs was not always as simple, because many loci had a more complex topography. For example, expression of SLC16A9 was significantly associated with carnitine levels in S-PrediXcan analyses in tibial nerve. Two significant cis-eQTLs with low LD ($r^2 = 0.002$) were selected in the prediction model, but, as the locus plot shows, only one of these signals colocalized with the met-QTL (Figure 4B).

In contrast, we observed significant TWAS associations where model SNPs had divergent effects on expression and metabolite levels and were thereby excluded from colocalization analysis (i.e., associations not included in the 907 associations with evidence of colocalized QTL signals). For example, the expression of FNDC1 in skeletal muscle was significantly associated with circulating isobutyryl carnitine levels. However, the met-QTL and cis-eQTL were clearly not colocalized even though the genetically predicted expression of FNDC1 was significantly associated with metabolite levels. This is because the set of SNPs in the FNDC1 prediction model includes both the SNP driving the strong met-QTL (which explains a small portion of the variance in FNDC1 expression) and a strong cis-eQTL that is only weakly associated with metabolite levels (Figure 4C).
Determining the Sensitivity and PPV of Multi-SNP Prediction Models

Across the GWAS of 46 metabolites that we used as the substrate for our analyses, Shin et al. previously reported 61 SNP-metabolite associations at which the associated met-QTL SNP mapped near a gene that was highly likely to be causal for the association. This assessment was based on either experimental validation or a strong biological plausibility that the encoded protein was involved in the synthesis or degradation of the metabolite concerned. These 61 SNP-gene-metabolite groupings provide a “truth” set of causal genes that can be used to explore the performance of expression-QTL-based mapping strategies, information relevant to more common applications (e.g., in a disease GWAS) where the causal gene is typically not known with equivalent certainty.

Of these 61 gene-metabolite pairs in the “truth” set, we were able to detect 41 through significant S-PrediXcan associations in at least one GTEx tissue (Table 1); this result indicates a sensitivity for cis-eQTL validation of the causal gene of 67%. Thirty-three of these gene-metabolite assignments were supported in more than one tissue, and the GCDH-glutarylcarnitine association was the most widely represented (detected in 38 tissues, Table 1). Only eight of the 41 were detected in liver, though this may in part reflect the relatively small sample size of liver in GTEx (Figure 2B, Table S1, Table S3). We assessed the extent to which overlaps between eQTLs and GWAS at these truth set genes represented true colocalization of signals. Of these 41 genes, 23 were amenable to colocalization analysis (i.e., at least one of the SNPs in the model was a significant cis-eQTL and a significant met-QTL) and all of these 23 genes showed evidence of colocalization, where at least one SNP in the multi-SNP model colocalized with the met-QTL in at least one tissue.

As described earlier, our genome-wide trawl for associations between metabolite levels and predicted expression levels across GTEx tissues had implicated 826 unique gene-metabolite pairs. Of these, more than half (514; 62%) involved genes that mapped within 1 Mb of the 61 truth set genes (including the 41 detected truth set genes). This indicates that, at many of these loci, there are multiple “bystander” genes, other than the truth set genes, which are also being detected through predicted expression. At only four of the truth set loci did these analyses identify the true causal gene only with no such bystander genes.

From this analysis of TWAS associations at metabolite-associated loci, we estimate that the PPV (i.e., the number of TP’s divided by the sum of true and false positives) for detecting TP associations is only 8% (41/514 gene-metabolite pairs). (We focus on PPV rather than specificity because estimates of specificity are heavily dependent on assumptions regarding the set of TNs, as described in Material and Methods.) One possible explanation for this low PPV is LD-tagging (where the metabolite associated variants are distinct from the cis-eQTLs but are correlated through LD), and it has been suggested that tests of colocalization can be used to separate out spurious from consequential gene assignments from TWAS.33,34 To test this, we repeated these analyses, limited to the 214 gene metabolite associations amenable to colocalization analysis (using the same parameters described above). Of these, 23 involved “true” causal genes, all of them colocalized, and 105 involved bystander genes in the same regions (95 colocalized); the result, in this subset, was an improved PPV of 19% (23/(23+95)). This modest improvement in PPV came at the price of a substantial reduction in sensitivity, from 67% to 38% (23/61 true causal genes detected with evidence of colocalization).
20 of the 61 gene-metabolite pairs in the truth set did not yield significant S-PrediXcan associations in any tissue. However, for 15 of these, significant S-PrediXcan associations (from the set of 514 gene-metabolite pairs described above) were seen for nearby bystander genes in at least one tissue, with eight of these showing significant bystander gene colocalization (Table S5). Taken together with the results for the 41 TP signals, these analyses indicate substantial pleiotropy at the level of cis-eQTLs, with many met-QTL loci harboring a substantial excess of “bystander” genes alongside the true causal gene (or at some loci, only “bystander” genes).

To illustrate these concepts, consider SNP rs8012, which is a significant met-QTL for glutarylcarnitine levels (p value GWAS = 1.24x10^{-43}), and maps 8 kb from GCDH that encodes the enzyme glutaryl-CoA dehydrogenase. This enzyme catalyzes the conversion of glutaryl-CoA to crotonyl-CoA, making GCDH a highly plausible effector gene mediating the effects of rs8012 on glutarylcarnitine levels.35 In GTEx, while rs8012 is a cis-eQTL for GCDH in 31 tissues, the same SNP is also associated with the expression of other nearby genes including HOOK2, SYCE2, FARS, AD000092.3, and CALR. For all these genes, the cis-eQTL and the met-QTL signal clearly colocalized in at least one tissue (Figure S1). In the absence of the strong biological prior favoring GCDH at this locus, at least five other genes could be equally plausible candidates.

We next asked whether there were any features of the 473 bystander genes that might allow them to be distinguished from truth set genes. We found that bystander genes did not differ with respect to the strength of association with the metabolite, the distance to the transcription start site, the effect sizes of the individual eQTLs included in the multi-SNP models, or the CLPP values for model SNPs (Figure 5). However, we did find that causal genes tended to be significant in more tissues than did bystander genes at the same locus (Figure S2).

In addition to the 61 SNP-metabolite pairs in the truth set, Shin et al. reported 18 SNP-metabolite pairs that reached genome-wide significance in their analysis, but for which it was not possible to assign a causal gene with high confidence, because none of the genes could be implicated based on known biology.20 In this setting, the authors assigned each associated SNP to the nearest gene at the locus (Table S2). The results of our analyses for these 18 signals recapitulated those we saw for the 61 genes in the “truth set.” We could recover 10 of these “nearest gene” candidates (a sensitivity of 56%), of which seven colocalized in at least one tissue, through the use of S-PrediXcan applied to GTEx (Table S6). However, a further 92 bystander associations at these loci were also significant.

We also used a complementary approach to quantify the performance of the predicted expression analysis for identifying novel genes (i.e., genes corresponding to gene-metabolite pairs that were not in the “truth set” curated by Shin et al.) that are biologically plausible. We focused on the 312 gene-metabolite pairs that involved genes that did not map to known met-QTL regions, and we evaluated metabolite and gene annotations in the Human Metabolome Database (version 4.0).29 We found that 96 of these pairs—corresponding to 83 genes—involved genes annotated to metabolic pathways. These included two genes involved in uridine metabolism: CDA and UPP1. Notably, SNPs at these two loci were sub-genome-wide

---

**Figure 4. Colocalization Analysis of eQTL and met-QTL Signals in Multi-SNP Models for Metabolite-Associated Genes**

(A) Colocalization of the single met-QTL and single cis-eQTL signal at the FADS1 gene in esophagus mucosa.

(B) Partial colocalization at the SLC16A9 gene in tibial nerve where only one of the two independent cis-eQTLs in the multi-SNP model is colocalized with the met-QTL at this gene.

(C) No colocalization of cis-eQTL and met-QTL for the FNDC1 gene in skeletal muscle. The red triangles denote the SNPs present in the genes’ multi-SNP prediction models.
Table 1. Causal Genes from the Truth Set That Significantly Associated with Metabolite Levels in a TWAS

| Metabolite ID | Metabolite Name                              | Causal Gene | Number of Associations | Most Significant Tissue | q-Value       |
|---------------|----------------------------------------------|-------------|------------------------|--------------------------|---------------|
| M35439        | glutarylcarnitine                            | GCDH        | 38                     | whole blood              | 1.88×10^-39  |
| M01110        | arachidonate (20:4n6)                        | FADS1\(^a\) | 27                     | thyroid                  | 1.09×10^-78  |
| M32412        | butyrylcarnitine                             | ACADS\(^a\) | 26                     | lung                     | 5.64×10^-202 |
| M01110        | arachidonate (20:4n6)                        | FADS2       | 26                     | esophagus gastroesophageal junction | 1.76×10^-48 |
| M37058        | succinylcarnitine                            | CRAT\(^a\)  | 23                     | cells transformed lymphocytes | 5.78×10^-13 |
| M00606        | uridine                                      | TYMP        | 20                     | cells transformed fibroblasts | 1.36×10^-11 |
| M35433        | hydroxyisovaleryl carnitine                  | MCCC1       | 16                     | skin sun exposed         | 1.29×10^-9   |
| M01604        | urate                                        | SLC2A9      | 14                     | muscle skeletal          | 3.57×10^-34  |
| M03141        | betaine                                      | BHM1        | 11                     | brain frontal cortex     | 3.21×10^-12  |
| M32338        | glycine                                      | CPS1        | 10                     | brain putamen            | 3.15×10^-10  |
| M32654        | 3-dehydrocarnitine                           | SLC22A5\(^a\) | 10 | skin not sun exposed | 5.64×10^-14  |
| M01123        | inosine                                      | NT5E\(^a\)  | 8                      | spleen                   | 3.19×10^-9   |
| M15500        | carnitine                                    | SLC16A9     | 8                      | esophagus mucosa         | 1.28×10^-44  |
| M15140        | kynurenine                                   | SLC7A5      | 8                      | adipose visceral         | 1.58×10^-12  |
| M22138        | homocitrulline                               | SLC7A9      | 7                      | colon transverse         | 0.000202     |
| M01110        | arachidonate (20:4n6)                        | FADS3\(^a\) | 6                      | liver                    | 9.96×10^-55  |
| M33494        | cysteine-glutathione disulfide                | GGT1        | 6                      | esophagus mucosa         | 1.88×10^-9   |
| M35439        | glutarylcarnitine                            | SLC7A6      | 6                      | spleen                   | 4.24×10^-14  |
| M35439        | glutarylcarnitine                            | CPT2        | 5                      | colon sigmoid            | 8.48×10^-5   |
| M01494        | 5-oxoproline                                 | OPLAH       | 4                      | skin sun exposed         | 5.08×10^-98  |
| M02137        | biliverdin                                   | UGT1A1\(^a\) | 4 | skin not sun exposed | 1.16×10^-69  |
| M32315        | serine                                       | PHGDH       | 3                      | colon sigmoid            | 2.73×10^-13  |
| M33441        | isobutyrylcarnitine                          | SLC22A1-2   | 3                      | skin not sun exposed     | 3.20×10^-7   |
| M32654        | 3-dehydrocarnitine                           | SLC22A4     | 3                      | skin not sun exposed     | 1.06×10^-17  |
| M15500        | carnitine                                    | SLC22A4     | 3                      | artery tibial            | 2.01×10^-7   |
| M15500        | carnitine                                    | SLC22A5     | 3                      | brain cerebellum         | 0.00104      |
| M37097        | tryptophan betaine                           | SLC22A5     | 3                      | brain putamen            | 2.35×10^-5   |
| M18349        | indolelactate                                | CCBL1       | 2                      | brain cortex             | 0.000201     |
| M03127        | hypoxanthine                                 | GMPR        | 2                      | brain cerebellar hemisphere | 0.00228 |
| M22130        | phenyllactate (PLA)                          | GOT2        | 2                      | brain frontal cortex     | 1.05×10^-6   |
| M35631        | 1-palmitoylglycerophosphoethanolamine         | LIPC\(^a\) | 2                      | pancreas                 | 3.96×10^-5   |
| M03141        | betaine                                      | SLC6A12     | 2                      | lung                     | 0.00148      |
| M02132        | citrulline                                   | ALDH18A1    | 1                      | skin sun exposed         | 0.00807      |
| M33937        | alpha-hydroxyisovalerate                      | HAO2        | 1                      | adrenal gland            | 1.53×10^-9   |
| M32315        | serine                                       | PSHP        | 1                      | esophagus mucosa         | 0.000534     |
| M00054        | tryptophan                                   | SLC16A10    | 1                      | brain frontal cortex     | 0.00671      |
| M01299        | tyrosine                                     | SLC16A10    | 1                      | brain frontal cortex     | 0.00058      |
| M32412        | butyrylcarnitine                             | SLC16A9     | 1                      | esophagus mucosa         | 0.000185     |

(Continued on next page)
significant in the GWAS but were implicated from our S-PrediXcan analysis and subsequent studies (Table S7). We expanded the search further by querying a recently curated dataset, and we found an additional 18 genes annotated to at least one metabolic pathway. Thus, as many as 37% (114/312 gene-metabolite pairs) of novel TWAS gene associations can be considered biologically plausible, albeit based on the rather permissive overlap between "metabolic pathway" and met-QTL.

We then performed a more stringent evaluation by determining the number of novel gene-metabolite associations (again excluding "bystander" genes) where the novel gene either shared at least one metabolic pathway with a reported truth set gene for the associated metabolite or has been curated as a high-confidence causal gene with the associated metabolite in recent publications. We found that 16 (5%) of the 312 novel gene-metabolite pairs met this criterion (Table S8). Taking this as a lower limit and the previous, less stringent estimate as an upper limit, we estimate that 5%–37% of novel gene-metabolite relationships are biologically plausible. Notably, this range encompasses our PPV estimate of 8%, which was obtained by evaluating the TP rate at met-QTLs with known causal genes. Therefore, most novel gene associations based on multi-SNP models represented either false positives or "bystander" genes that are not biologically relevant per se but rather are driven by variants with pleiotropic effects on gene expression. Overall, these findings emphasize that, while the multi-SNP cis-eQTL approach has respectable sensitivity in detecting the causal gene in these data, performance in terms of PPV is poor and additional lines of evidence will be needed at most loci to establish causality.

Discussion

In this study, we have assessed the utility of multi-SNP prediction models for explaining variation in gene expression and the application of these models in TWAS. We quantified the extent to which these models outperform expression models based on a single eQTL, demonstrating, across all evaluated tissues, a median 2-fold improvement in variance explained. When applied in a TWAS of genome-wide data for 46 metabolites across 43 human tissues, these multi-SNP models identified 826 significant gene-metabolite associations. By leveraging knowledge of genes highly likely to be causally involved in the regulation of metabolite levels, we were able to quantify the accuracy with which multi-SNP TWAS detects such high-confidence effectors. The results from these analyses offer several key insights relevant to the interpretation of TWAS results.

We found that, although the use of LASSO regression is a sparse form of variable selection, it still tends to select sets of SNPs that are highly correlated, introducing multicollinearity into resulting regression models. This notion has been described before in real and simulated GWAS data. We showed that a simple iterative approach to LASSO modeling that involved LD-based filtering resulted in increased model sparsity and decreased multicollinearity, leading to more confident genetic instruments for gene expression.

Despite the improved performance in predicting gene expression attributable to models with multiple, independent SNPs, we found that, using available GTEx data, TWAS associations based on these models were, in most instances, driven by a single SNP within each trait-associated locus: 90% of associations were no longer significant after stepwise conditional analysis. This is consistent with previous studies that showed that lead eQTLs explained a disproportionately high share of the heritability of gene expression in peripheral blood and that top eQTLs also explain a large proportion of heritability for multiple complex traits. Although this proportion is likely to fall as eQTL sample sizes increase (increasing the power to detect the additional impact of conditioned variants), these results indicate that, for many genes, the increment in power gained by moving from single- to multi-SNP analyses is modest.

The genetic architecture underlying metabolite traits provides a unique opportunity to quantify the performance of gene associations based on multi-SNP models. By leveraging a "truth" set of experimentally validated genes linked to metabolites, we have shown, using GTEx, that TWAS has reasonable sensitivity (67%) for identifying causal genes. However, the PPV is low (8% rising to 19%) if combined with evidence of colocalization; a great majority of associations in the vicinity of a known causal gene involved nearby "bystander" genes.

Furthermore, the process of resolving true causal from false-positive associations is complicated by the fact that these types of associations were indistinguishable in their model SNP effect sizes (GWAS and eQTL), colocalization...
probabilities, and distance to transcription start sites. In the case of the metabolite glutarylcarnitine, for example, the met-QTL rs8012 regulates not only the expression of the causal \emph{GCDH} gene but also the expressions of five other genes at the same locus, all of which are associated with glutarylcarnitine levels in TWAS. These insights temper the extent to which it can be assumed that genes implicated by significant TWAS associations are causal.

These “bystander” effects reflect their shared regulatory architecture with known causal genes, and our observations around met-QTLs mirror recent findings at the \emph{SORT1} and \emph{NOD2} loci (associated with LDL cholesterol and Crohn’s disease, respectively). \cite{39} By anchoring our analysis on a wide range of metabolomic phenotypes, we have been able to extend those observations and to develop more generalizable estimates of the sensitivity and PPV of TWAS. Recent analyses from Stacey and colleagues using an alternative gene prioritization method (ProGeM) are also instructive. \cite{17} Using ProGeM to address a similar problem (the detection of causal effector genes at met-QTL loci), the performance was appreciably better than that we observed; their results had with a sensitivity of 98% and a specificity ranging from 38.4% to 84.6% (PPV was not measured, and the TNs needed for estimation of specificity were derived using different criteria for delineating sets of candidate causal genes). However, in contrast to TWAS, ProGeM explicitly integrates SNP-level annotations (i.e., eQTLs) with functional gene and pathway annotations across five databases to prioritize causal genes. That is to say, ProGeM directly leverages molecular pathway annotations, whereas TWAS is agnostic to this information. Accordingly, ProGeM is intended for a specific trait class—molecular QTLs (e.g., metabolites, lipids, proteins)—and the incorporation of additional information relevant to metabolites is likely to have contributed to the better performance in this specific task. In addition, the sensitivity of ProGeM may be inflated by the fact that shared database features were used both to prioritize genes and to benchmark performance. For these reasons, ProGeM might be expected not to achieve comparable performance when used to prioritize effectors at disease GWAS loci, with performance more resembling that of the more agnostic approach we achieve with TWAS.

We recognize some limitations of the present study. First, we used the S-PrediXcan approach for TWAS; it is possible that methods such as PrediXcan that use individual-level data could yield fewer false positives, especially where there are mismatches between the GWAS and LD reference populations. \cite{14} Second, we applied a strict stringency threshold (FDR < 0.01) in our TWAS analyses; a more lenient threshold would likely increase sensitivity, albeit with lower precision. Third, while liver is a highly relevant tissue for many of the circulating metabolites in this study, the available sample size for this tissue in GTEx v7 was small, and we correspondingly found relatively few TWAS associations in liver. However, due to the widespread sharing of cis-eQTLs, TWAS analyses that leverage regulatory information across multiple tissues (that may not be immediately relevant to evaluated traits) are able to implicate putative causal genes that are mediating effects in more relevant, yet under-sampled, tissues. \cite{34}
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**Figure 5. Comparison of Features of Multi-SNP Models for Bystander Genes to Those for True Causal Genes**

(A) Comparison of the effect sizes of model SNPs for bystander genes and model SNPs for true causal genes on metabolite levels in GWAS.

(B) Distribution of effects on gene expression for individual SNPs in models for bystander and known causal genes.

(C) Comparison of the distance from TSS for model SNPs in bystander and causal genes.

(D) The distribution of colocalization posterior probability (CLPP) scores for model SNPs in bystander and causal genes.
Our analyses were focused on the use of expression QTLs (eQTLs) to map causal genes at metabolomic-QTL signals; the extent to which similar observations apply to other molecular QTLs remains to be determined. Previous studies have shown that the genetic architecture of protein-QTLs (pQTLs) is distinct from that of eQTLs; only half of pQTLs identified in lymphoblastoid cell lines (LCLs) were also eQTLs, and pQTL effect sizes were typically lower than those for eQTLs. However, these apparently distinct architectures are likely in part the consequence of disparities in sample sizes and differences in the technologies used to profile these features. Further work is required to assess whether the confounding effect of co-regulation observed in TWAS based on predicted gene expression will be present to the same extent for other molecular features.

TWAS approaches provide an attractive option for prioritizing candidate genes at trait-associated loci. Here, we have demonstrated the potential for these approaches to identify associations that are not causal, through a combination of incomplete colocalization and pleiotropy in gene expression regulation. Ultimately, the process of identifying causal genes at GWAS signals represents an integrative enterprise that is dependent on combining results from multiple complementary approaches, including, in addition to QTL-mapping, epigenome profiling (e.g., chromatin co-accessibility or conformation capture methods), functional screens (e.g., high-throughput gene knockout CRISPR screens), and the detection of coding variant associations. All of these prioritization approaches—including TWAS—will become more accurate as the datasets available in sample sizes and differences in the technologies used to profile these features. Further work is required to assess whether the confounding effect of co-regulation observed in TWAS based on predicted gene expression will be present to the same extent for other molecular features.

SUPPLEMENTAL DATA

Supplemental Data can be found online at https://doi.org/10.1016/ajhbg.2020.01.003.
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