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Abstract

The knowledge gradient (KG) algorithm is a popular and effective algorithm for the best arm identification (BAI) problem. Due to the complex calculation of KG, theoretical analysis of this algorithm is difficult, and existing results are mostly about the asymptotic performance of it, e.g., consistency, asymptotic sample allocation, etc. In this research, we present new theoretical results about the finite-time performance of the KG algorithm. Under independent and normally distributed rewards, we derive bounds for the sample allocation of the algorithm. With these bounds, existing asymptotic results become simple corollaries. Furthermore, we derive upper and lower bounds for the probability of error and simple regret of the algorithm, and show the performance of the algorithm for the multi-armed bandit (MAB) problem. These developments not only extend the existing analysis of the KG algorithm, but can also be used to analyze other improvement-based algorithms. Last, we use numerical experiments to compare the bounds we derive and the performance of the KG algorithm.

1. Introduction

In the best arm identification (BAI) problem, there is a finite number of arms with unknown mean rewards. In each round, an agent chooses an arm to pull and observes a noisy reward. The reward is drawn from a fixed but unknown underlying distribution corresponding to the pulled arm, and no information about other arms is obtained. After learning the mean rewards of the arms by pulling them, the agent identifies an arm that is expected to be the one with the largest mean reward. BAI is also known as the pure exploration problem (Bubeck et al., 2009) and serves as a fundamental and useful model for many practical problems such as the inventory management (Mahajan & Ryzin, 2001), mobile communication (Audibert et al., 2010), A/B testing (Scott, 2015), and clinical trials (Villar et al., 2015).

We consider the BAI problem under the fixed-budget setting, where the agent tries to identify the best arm under a fixed number of rounds. That is, the agent aims to make the maximum use of the available resources (i.e., a limited number of pulls) to explore the set of arms and optimize the quality of the selected arm. The fixed-budget BAI has been widely studied in the literature. Some well-known methods for it include the knowledge gradient (KG, Gupta & Miescke (1996); Frazier et al. (2008)), expected improvement (EI, Jones et al. (1998); Ryzhov (2016)), optimal computing budget allocation (OCBA, Chen et al. (2000); Gao & Shi (2015); Gao et al. (2017); Li & Gao (2022)), Upper Confidence Bound Exploration (UCB-E, Audibert et al. (2010)), successive rejects (SR, Audibert et al. (2010); Bubeck et al. (2013a)), gap-based exploration (GapE, Gabillon et al. (2011)), top-two Thompson sampling (TTTS, Russo (2016)), etc.

In this research, we focus on the KG algorithm. It is a single-step Bayesian look-ahead algorithm that was first introduced in Gupta & Miescke (1996), and was intensively studied later in Frazier et al. (2008). In each round of the KG algorithm, the agent pulls the arm with the largest knowledge gradient, i.e., the arm with the largest expected increment in the posterior mean reward. Such a myopic heuristic is optimal if only one round is left before the agent identifies the best arm. For the general situation where more than one rounds are available, the KG algorithm has also demonstrated excellent empirical performance in various numerical tests, e.g., in Frazier et al. (2008), Frazier (2009), Powell (2011), and Wang & Powell (2018). Now, the KG algorithm has been successfully applied to different real problems such as the drug discovery (Negoeescu et al., 2011), urban delivery (Huang et al., 2019), risk quantification (Cakmak et al., 2020), and the experimental design in material science (Chen et al., 2015) and biotechnology (Li et al., 2018). The KG algorithm was also extended to solve other types of BAI problems such as the parallel BAI (Wu & Frazier, 2016) and contextual bandits (Ding et al., 2021).
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Although the finite-time performance of many BAI algorithms has been well understood (Audibert et al., 2010; Gabillon et al., 2011), the KG algorithm remains largely undeveloped in this regard. The main reason is that the knowledge gradient function is typically nonlinear and non-convex, which makes it difficult to analyze the algorithm dynamics and thus its performance. Existing literature on the theoretical development of the algorithm is basically limited to its asymptotic performance. Frazier et al. (2008) showed that the KG algorithm is consistent, i.e., it is guaranteed to identify the best arm as the number of rounds goes to infinity. Ryzhov (2016) derived the sampling rates of each arm (sample allocation) of the KG algorithm. However, in practice, the sample size is finite and might not lead the algorithm to show its large-sample characteristics. The only paper that seeks to analyze the finite-time performance of the KG algorithm, to the best of our knowledge, is Wang & Powell (2018). However, their study was conducted based on the submodular assumption on the value of information, which cannot be verified in general, and there exist instances of the BAI problem that violate this assumption. In addition, their target is the worst-case performance of the KG algorithm, and it is presented as a ratio compared to the optimal performance of the algorithm. Nevertheless, this optimal performance is unknown for real problems and can hardly be estimated, so the worst-case performance bound cannot be calculated.

In this paper, we study the finite-time performance of the KG algorithm under very mild conditions. Assuming independent and normally distributed rewards with known variances, we evaluate the performance of the KG algorithm by two common objective measures for BAI: the probability of error (PE, Audibert et al. (2010); Bubeck et al. (2013b); Kaufmann et al. (2016)) and simple regret (SR, Bubeck (2012)). PE is the probability that the final recommended arm is not the best one. SR is the difference in the mean reward between the final recommended arm and the best one. We derive upper and lower bounds of PE and SR, corresponding to the worst and best possible performance of the algorithm under the two measures. With the bounds, existing asymptotic results of the algorithm become simple corollaries. Furthermore, our analysis might be extended to other improvement-based methods of BAI, such as the probability improvement (PI, Kushner (1964)), expected improvement (EI, Jones et al. (2009); Gabillon et al. (2011; 2012)). PE is the probability that the final recommended arm is not the best one. SR is the difference in the mean reward between the final recommended arm and the best one. We derive upper and lower bounds of PE and SR, corresponding to the worst and best possible performance of the algorithm under the two measures. With the bounds, existing asymptotic results of the algorithm become simple corollaries. Furthermore, our analysis might be extended to other improvement-based methods of BAI, such as the probability improvement (PI, Kushner (1964)), expected improvement (EI, Jones et al. (1998)), etc.

In addition to BAI, another common bandit model is the multi-armed bandit (MAB). MAB is similar to BAI in that the agent needs to pull an arm in each round and observes a reward of it, but different from BAI, MAB concerns the mean reward obtained in each round (Auer et al., 2002; Bubeck & Cesa-Bianchi, 2012). A typical formulation of MAB is minimizing the measure of cumulative regret (CR), which is defined as the sum of the differences in the mean reward between the best arm and each pulled one. For a complete treatment to the KG algorithm, in this research, we also study its finite-time performance under CR.

Last, we conduct numerical experiments to compare the upper and lower bounds with the performance of the KG algorithm.

Organization of the Paper

Section 2 introduces the BAI problem, the KG algorithm, and the three measures we use to evaluate the performance of the algorithm. Theoretical results and some discussion are provided in Section 3; detailed proofs are included in the supplementary material. Section 4 performs numerical experiments to illustrate the bounds derived. Section 5 concludes this paper and points out future research directions.

2. Preliminaries

In this section, we introduce the BAI problem, the KG algorithm, and the measures for evaluating the performance of the algorithm.

2.1. Problem Setup

Let \( \{1, 2, \ldots, k\} \) be the set of \( k \) arms. In each round, the agent chooses an arm to pull. If arm \( i \) is pulled in round \( t \), we observe a stochastic reward \( X_{i,t} \) that follows the normal distribution \( N(\mu_i, \sigma_i^2) \), where the mean \( \mu_i \) is unknown and the variance \( \sigma_i^2 \) is assumed to be known, \( i = 1, 2, \ldots, k \). We further assume that the reward observations \( X_{i,t} \)'s are independent across different arms \( i \) and rounds \( t \). Suppose there are \( n \) rounds in total. Let \( I_t \) be the arm pulled by the agent in round \( t \), and \( J_n \) be the arm recommended by the agent after \( n \) rounds. Arm \( J_n \) is expected to be the best arm \( b \in \arg\max_{i \in \{1, \ldots, k\}} \mu_i \). In this research, we assume that the best arm is unique, i.e., \( \mu_b > \mu_i \) for \( \forall i \neq b \).

Under a Bayesian framework, the unknown mean \( \mu_i \) is treated as a random variable \( \tilde{\mu}_i \) whose prior distribution is given by \( N(\theta_i, \lambda_i^2) \), \( i = 1, \ldots, k \). We use the non-informative prior to each \( \tilde{\mu}_i \), i.e., \( \theta_i = 0 \) and \( \lambda_i^2 = \infty \) de Groot (1970). The posterior distribution of \( \tilde{\mu}_i \) in round \( t \) is \( N(\theta_{i,t}, \lambda_{i,t}^2) \) with

\[
\begin{align*}
\theta_{i,t+1} &= \frac{\lambda_{i,t}^2 \theta_{i,t} + \sigma_i^{-2} X_{i,t}}{\lambda_{i,t}^2 + \sigma_i^{-2}}, \quad \text{if } I_t = i, \\
\theta_{i,t+1} &= \theta_{i,t}, \quad \text{otherwise},
\end{align*}
\]

(1)

\[
\lambda_{i,t+1}^2 = \left( (\lambda_{i,t}^2 + \sigma_i^{-2})^{-1}, \quad \text{if } I_t = i, \\
\lambda_{i,t+1}^2 &= \lambda_{i,t}^2, \quad \text{otherwise}.
\]

(2)

Denote by \( S_t = \{ (\theta_{i,t}, \lambda_{i,t}^2) \mid i = 1, \ldots, k \} \) the knowledge in round \( t \). A policy \( \pi = \{I_1, I_2, \ldots, I_n\} \) for BAI
corresponds to a sampling rule over the arm set, denoted by \( \mathcal{I}^n \). It maps the knowledge \( \mathcal{S}_t \) in round \( t \) to an arm \( \mathcal{I}^n ( \mathcal{S}_t ) \in \{ 1, \ldots, k \} \) that is pulled in round \( t \), \( t \in \mathbb{N} \). Denote by \( \Pi \) the set of policies. In BAI, the goal of the agent is to find the optimal policy, which is the solution to

\[
\sup_{\pi \in \Pi} \mathbb{E}_\pi \left[ \max_{i=1, \ldots, k} \theta_{i,t} \right], \tag{3}
\]

where \( \mathbb{E}_\pi \) denotes a conditional expectation given \( I_t = \mathcal{I}^n ( \mathcal{S}_t ) \) for \( t = 1, \ldots, n \).

### 2.2. Knowledge Gradient

The KG algorithm is simple in concept. Iteratively, it as-
ing the KG algorithm with \( \pi \), \( I \), and \( J \), and

\[
\Phi( \pi, I, J ) = \text{arg max}_{\pi \in \Pi} \left\{ \max_{i=1, \ldots, k} \theta_{i,t} \right\}, \tag{5}
\]

The acquisition function (4) does not have an analytical expression. To handle the difficulty, Gupta & Miescke (1996) and Frazier et al. (2008) provided reasonable approximations for developing computationally tractable algorithms.

In the approximations, \( v_{i,t}^{KG} \) in (4) is replaced by the following,

\[
v_{i,t}^{KG} = \xi_{i,t} f \left( \frac{\theta_{i,t} - \max_{j \neq i} \theta_{j,t}}{\xi_{i,t}^2} \right), \tag{6}
\]

where \( \xi_{i,t}^2 = \text{Var} ( \theta_{i,t+1} | I_t = i, S_t ) = \lambda_{i,t}^2 - \lambda_{i,t+1}^2 \) can be interpreted as the variance of the change in \( \theta_{i,t+1} - \theta_{i,t} \) resulting from the next pull since \( \text{Var} [ \theta_{i,t+1} | I_t = i, S_t ] = \text{Var} [ \theta_{i,t} - \theta_{i,t} | I_t = i, S_t ] \). Function \( f(x) = x \Phi(x) + \phi(x) \) is a monotone increasing function with respect to \( x \), and \( \Phi(x) \) and \( \phi(x) \) are the cumulative density function and the probability density function of the standard normal distribution. We summarize the KG algorithm as follows.

**Algorithm 1 Knowledge Gradient**

**Input:** number of arms \( k \), number of rounds \( n \).

Initialize \( S_1 = \{ (\theta_{1,1}, \lambda_{1,1}^2) | i = 1, \ldots, k \} \) and set \( N_{1,1} = \cdots = N_{k,1} = 0 \).

for \( t = 1 \) to \( n - 1 \) do

Compute \( I_t = \text{arg max}_i v_{i,t}^{KG} \) based on (6).

Observe a reward \( X_{i,t} \sim \mathcal{N}(\mu_{i,t}, \sigma_{i,t}^2) \).

Compute \( \theta_{i,t+1} \) and \( \lambda_{i,t+1}^2 \) based on (1) and (2), and update the knowledge set \( S_{t+1} \).

\[ N_{i,t+1} = N_{i,t} + 1, N_{i,t+1} = N_{i,t} \text{ for } \forall i \neq I_t. \]

end for

**Output:** \( J_n = \text{arg max}_i \theta_{i,n} \).

The asymptotic performance of the KG algorithm has been studied in the literature. Frazier et al. (2008) showed that with the algorithm, \( J_n \) converges to the best arm \( b \) as \( n \to \infty \), i.e., the consistency. Ryzhov (2016) showed that the sampling rate \( \{ \alpha_{i,t} = \frac{N_{i,t}}{t} \mid t \in \mathbb{N} \} \) of each arm \( i \in \{ 1, \ldots, k \} \) generated by the algorithm satisfies

\[
\lim_{t \to \infty} \alpha_{i_1,t} \overset{a.s.}{=} \frac{\sigma_{i_1} (\mu_b - \mu_{i_1})}{\sigma_{i_2} (\mu_b - \mu_{i_2})} \quad \forall i_1, i_2 \neq b,
\]

\[
\lim_{t \to \infty} \alpha_{i,b,t} \overset{a.s.}{=} \frac{\sigma_{i} (\mu_b - \max_{i \neq b} \mu_i)}{\sigma_b (\mu_b - \mu_b)} \quad \forall i \neq b,
\]

where \( N_{i,t} = \sum_{s=1}^t \mathbb{1} \{ I_s = i \} \) is the number of pulls allocated to arm \( i \) after round \( t \), the indicator function \( \mathbb{1} \{ \cdot \} \) equals one if its argument is true and is zero otherwise, and “a.s.” means “almost surely”.

### 2.3. Performance Measures

In contrast to Wang & Powell (2018) which evaluates the performance of the KG algorithm by a self-defined measure, we conduct our analysis under three common measures in BAI and MAB.

- **Probability of error (PE).** PE is an important performance measure for BAI (Audibert et al., 2010; Bubeck et al., 2013b; Kaufmann et al., 2016). It is the probability that the estimated best arm \( J_n \) is not the true best one. PE is denoted by

\[
e_n = \mathbb{P} ( J_n \neq b ).
\]

It can also be treated as the expectation of the 0-1 loss function \( \mathbb{1} \{ J_n \neq b \} \).

- **Simple regret (SR).** SR is another important measure for BAI (Bubeck et al., 2009; Audibert et al., 2010; Gabillon et al., 2011; 2012). It is the expectation of the differences in the mean reward between the true best arm and the estimated best one, denoted by

\[
r_n = \mathbb{E} [\mu_b - \mu_{J_n}].
\]

Sometimes SR is also called opportunity cost (Scott, 2015; Gao et al., 2017) or linear loss (Chick et al., 2010).
where \( \mu \) we will conduct our analysis under the frequentist setting. Although the KG algorithm was initially proposed in a Bayesian setting where we have an initial belief to the mean \( \mu \) of each arm \( i \), when we adopt the non-informative prior, parameters \( \theta_{i,t} \) and \( \lambda_{i,t+1}^k \) in (1) and (2) are updated in the same manner as in the frequentist setting. In this section, we will conduct our analysis under the frequentist setting where \( \mu_i \) of each arm \( i \) has a fixed but unknown value.

Let \( \hat{\mu}_{i,t} = \frac{1}{N_t} \sum_{s=1}^{N_t} 1 \{ I_s = i \} X_{i,s} \) denote the estimated mean reward of arm \( i \) after round \( t \). Notice that for all \( i, t \), with given rewards \( X_{i,1}, \ldots, X_{i,t} \), \( \hat{\mu}_{i,t} = \mu_{i,t} \) for \( \theta_{i,t} \) in (1). Under the frequentist setting, we treat \( \hat{\mu}_{i,t} \) as a random variable. For all \( i, t \), given that \( N_{i,t} = n_i \), \( \hat{\mu}_{i,t} \) follows a normal distribution with mean \( \mu_i \) and variance \( \frac{n_i^2 - 1}{n_i} \) (Dekking et al., 2005).

Below, we first provide some lemmas to facilitate our analysis. Lemma 3.1 gives a bound on the difference between the estimated mean and the true mean \( \mu_i \) of each arm \( i \in \{1, \ldots, k\} \) under independent and normally distributed rewards. Lemma 3.2 shows a concentration inequality in the case of normal distribution. Lemma 3.3 provides an upper bound and a lower bound of the function \( f(x) = x\Phi(x) + \phi(x) \). Lemma 3.4 is a proposition of Bernstein’s maximal inequality for martingales.

**Lemma 3.1.** (Lemma 5 of Qin et al. (2017)) Under any sampling rule and the non-informative prior for each arm, there exists a random variable \( W \) that depends on the sampling rule and satisfies that \( \mathbb{E} [e^{cW}] < \infty \) for \( \forall \gamma > 0 \), and it holds a.s. that for \( \forall i \in \{1, \ldots, k\} \),

\[
|\hat{\mu}_{i,t} - \mu_i| \leq \sigma_i W \sqrt{\frac{\log (e + N_{i,t})}{1 + N_{i,t}}} , \quad \forall t \in \mathbb{N}.
\]

**Lemma 3.2.** Suppose stochastic rewards \( Y_1, \ldots, Y_m \sim N(\mu, \sigma^2) \). Denote by \( \hat{Y}_m = \frac{1}{m} \sum_{s=1}^{m} Y_s \). For all \( \epsilon \geq 0 \),

\[
\mathbb{P} \left( \left| \hat{Y}_m - \mu \right| \geq \epsilon \right) \leq \frac{2\sigma}{\sqrt{m} \epsilon} \exp \left\{ -\frac{m \epsilon^2}{2\sigma^2} \right\}.
\]

**Lemma 3.3.** For function \( f(x) = x\Phi(x) + \phi(x) \), if \( x \geq 2 \), then

\[
\frac{\phi(x)}{x^3} < f(-x) < \frac{\phi(x)}{x^2},
\]

where \( \Phi(x) = \int_{-\infty}^{x} \phi(r)dr, \phi(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \).

**Lemma 3.4.** (Lemma 1 of Cesa-Bianchi & Gentile (2008)) Denote by \( \{ L_s | 0 \leq L_s \leq 1, s = 1, 2, \ldots \} \) a sequence of random variables.

- Define the bounded martingale difference sequence \( M_s = \mathbb{E} [L_s | L_1, \ldots, L_{s-1}] - L_s \) and the associated martingale \( K_t = M_1 + \cdots + M_t \) with conditional variance \( V_t = \sum_{s=1}^{t} \text{Var} [L_s | L_1, \ldots, L_{s-1}] \). For any \( \kappa, \omega \geq 0 \),

\[
\mathbb{P} (K_t \geq \kappa, V_t \leq \omega) \leq \exp \left\{ -\frac{\kappa^2}{2\omega + \frac{\kappa^2}{3}} \right\}.
\]

**3.1. Analysis of the Sample Allocation**

We first focus on the sample allocation of the KG algorithm. It serves as a basis for more in-depth analysis of the three performance measures PE, SR, and CR.

Based on Lemma 3.1, we show that each arm can be pulled frequently under the KG algorithm.

**Proposition 3.1.** Under the KG algorithm, \( \exists T_0 \), \( \forall t \geq T_0 \), it holds a.s. for the number of pulls \( N_{i,t} \) of arm \( i \) that

\[
N_{i,t} \geq \left( \frac{t}{k} \right)^{\frac{3}{2}} , \quad \forall i \in \{1, \ldots, k\}.
\]

Proposition 3.1 establishes a lower bound \( \left( \frac{t}{k} \right)^{\frac{3}{2}} \) for the number of pulls of each arm. Since this lower bound goes to infinity as the number of rounds \( t \) goes to infinity, the consistency of the KG algorithm immediately follows, i.e., \( \hat{\mu}_{i,t} \) will converge to \( \mu_i \) as \( t \to \infty \), and the estimated best arm will converge to the true best arm. To prove it, we can show that if any arm \( i_0 \) receives too few number of pulls, the value of \( V_{i_0,t} \) in (6) is higher than that of the arms which receive a sufficiently large number of pulls. Then, arm \( i_0 \) will be pulled in the next round.

Based on Lemmas 3.2, 3.3, and Proposition 3.1, we show an upper bound and a lower bound of \( \frac{N_{i,t}}{m} \), \( \forall i \neq b \). The bounds hold with a probability converging to one as \( t \to \infty \).

**Proposition 3.2.** Under the KG algorithm, \( \exists T > T_0 \), it holds with a probability of at least \( 1 - q \left( \frac{4}{q} \right)^{k} \) that for
With Proposition 3.2, we can derive an upper bound and a lower bound of the sampling rate \( \alpha_{i,t} \), \( \forall i \in \{1, \ldots, k\} \), i.e., the proportion of pulls allocated to arm \( i \) until round \( t \). The sampling ratio \( N_{i,t}/N_{b,t} \) in Proposition 3.2 is closely related to the sampling rate \( \alpha_{i,t} \) in Theorem 1 because \( \alpha_{i,t} = \sum_{j=1}^{j=i} N_{j,t}/N_{b,t} \), \( \forall i \). Proposition 3.2 provides analytical upper and lower bounds of the sampling ratio \( N_{i,t}/N_{b,t} \). With these bounds, we can replace \( N_{i,t}/N_{b,t} \) in the numerator of \( \alpha_{i,t} \) by its upper bound and replace \( N_{j,t}/N_{b,t} \) in the denominator of \( \alpha_{i,t} = \sum_{j=i}^{j=k} N_{j,t}/N_{b,t} \) by its lower bound. In this way, we can obtain the upper and lower bounds of the sampling rates \( \alpha_{i,t} \) in Theorem 3.1, \( i = 1, \ldots, k \). The bounds hold with a probability converging to one as \( t \to \infty \).

**Theorem 3.1.** Under the KG algorithm, \( \exists T > T_0 \), it holds with a probability of at least \( \left[ 1 - q \left( \frac{3}{4} t \right) \right]^k \) that for \( \forall t > T \),

\[
\frac{1}{1 + \sum_{j \neq b} p_{j,b,t}} \leq \alpha_{b,t} \leq \frac{1}{1 + \sum_{j \neq b} \overline{p}_{j,b,t}},
\]

where \( q(\cdot) \), \( \overline{p}_{i,b,t} \), and \( p_{i,b,t} \) are from Proposition 3.2.

Note that the lower and upper bounds of \( \alpha_{i,t} \) in Theorem 3.1 converge to the same value which falls in \((0,1)\) as \( t \) goes to infinity for \( i = 1, \ldots, k \). It is a more elaborate result than Proposition 3.1 describing the number of pulls of each arm. It implies that the number of pulls of each arm will approximately show a linear increase during the sampling process of the KG algorithm.

**Corollary 3.1.** Under the KG algorithm,

\[
\lim_{{t \to \infty}} \frac{N_{i,t}}{N_{b,t}} = \frac{\sigma_i \mu_b - \max_{j \neq b} \mu_j}{\sigma_b \mu_b - \mu_i}, \quad \forall i \neq b,
\]

\[
\lim_{{t \to \infty}} \frac{N_{i_1,t}}{N_{i_2,t}} = \frac{\sigma_{i_1} \mu_b - \mu_{i_2}}{\sigma_{i_2} \mu_b - \mu_{i_1}}, \quad \forall i_1, i_2 \neq b.
\]

Corollary 3.1 depicts the asymptotic sample allocation of the KG algorithm. It is a simple corollary of Theorem 3.1, and can be obtained by analyzing the lower and upper bounds in Theorem 3.1 as \( t \to \infty \). Note that this corollary aligns with (7) that was first shown in Ryzhov (2016).

### 3.2. Analysis of PE, SR and CR

We denote by \( J_t \), \( e_t \), and \( r_t \) the estimated best arm, PE, and SR after round \( t, \ t = 1, \ldots, n \). With Theorem 3.1, we can characterize the worst-case performance of the PE and SR for the KG algorithm.

**Theorem 3.2.** Under the KG algorithm, \( \exists T > T_0, \forall t > T \),

- for PE,

\[
e_t \leq \frac{\sigma_b \sqrt{2 \left( 1 + \sum_{j \neq b} p_{j,b,t} \right)}}{\delta_{\min} \sqrt{\pi t}} \cdot \exp \left\{ \frac{-\frac{\delta_{\min}^2}{8 \sigma_b^2 \left( 1 + \sum_{j \neq b} p_{j,b,t} \right) t}}{1 - q \left( \frac{3}{4} t \right)^k} \right\}
\]

\[
+ \frac{\sqrt{2 k} \# \sigma_b}{\sqrt{\pi} \delta_{\min} \sqrt{t}} \left[ 1 - \left[ 1 - q \left( \frac{3}{4} t \right)^k \right]^k \right]
\]
Theorem 3.3. Under the KG algorithm, \( \exists T > T_0, \forall t > T \).

- for PE,
  \[
  e_t \geq \frac{1 - q(\frac{3}{4}t)^2}{2\pi} \min_{j \neq b} \left\{ \frac{\delta_{\min}^2}{\sigma_j^2} \left( \frac{1}{1 + \sum_{i \neq b} \bar{p}_{i,b,t}} \right) \right. \\
  \left. + \frac{k^2 \sigma_i \left[ 1 - \left[ 1 - q \left( \frac{3}{4}t \right)^2 \right] \right]^k}{\sqrt{2\pi} \delta_{\min} t^\frac{3}{2}} \right\},
  \]
  \[
  } \]

- for SR,
  \[
  r_t \geq \frac{1 - q(\frac{3}{4}t)^2}{2\pi} \delta_{\min} \left\{ \frac{\delta_{\min}^2}{\sigma_j^2} \left( \frac{1}{1 + \sum_{i \neq b} \bar{p}_{i,b,t}} \right) \right. \\
  \left. + \frac{k^2 \sigma_i \left[ 1 - \left[ 1 - q \left( \frac{3}{4}t \right)^2 \right] \right]^k}{\sqrt{2\pi} \delta_{\min} t^\frac{3}{2}} \right\},
  \]
  \[
  } \]

where \( q(\cdot) \), \( \delta_{\min}^2 \), \( \sigma_i \), and \( \bar{p}_{i,b,t} \) are from Proposition 3.2.

In addition to the PE and SR, we characterize the performance of the KG algorithm for the MAB problem, under the measure of CR. We denote by \( R_t \) the CR after round \( t \), \( t = 1, \ldots, n \).

Theorem 3.3. Under the KG algorithm, the following statements hold:

- \( \exists T > T_0, \) after round \( t > T \),
  \[
  R_t < \frac{\sum_{i \neq b} (\mu_b - \mu_i) \bar{p}_{i,b,t} + k \sum_{i \neq b} (\mu_b - \mu_i) q \left( \frac{3}{4}t \right) t}{1 + \sum_{i \neq b} \bar{p}_{i,b,t}},
  \]

- \( \lim_{t \to \infty} R_t \geq \frac{\sum_{i \neq b} \sigma_i}{\rho_{b} - \max_{j \neq b, \rho_j} + \sum_{i \neq b} \rho_{i,b,t}} \),

where \( q(\cdot) \), \( \rho_{i,b,t} \), and \( \bar{p}_{i,b,t} \) are from Proposition 3.2.

Theorem 3.2, Proposition 3.3, and Theorem 3.3 show that the PE and SR of the KG algorithm converge exponentially fast to zero while CR increases linearly with the number

We can also derive the lower bounds of PE and SR. They show the best performance the KG algorithm can possibly achieve.
of rounds $t$. This result aligns with the theoretical findings in Bubeck et al. (2009) that an algorithm with a linear growth under CR will have PE and SR converging to zero exponentially fast at best.

**Remark 3.1.** Theorem 3.3 shows that CR of the KG algorithm approximately demonstrates a linear increase with the round index $t$. It is suboptimal compared to the optimal logarithmic increasing rate of CR (Burnetas & Katehakis, 1997; Auer et al., 2002). This is reasonable, because the KG algorithm seeks to identify the best arm after $n$ rounds, and was not designed to minimize the cumulative cost incurred by sampling in each round. If we want to modify the KG algorithm for CR to achieve the logarithmic increasing rate, a possible way is to change the acquisition function $v_{i,t}^{KG}$ from $\kappa_{i,t}f\left(-|\theta_{i,t}\max_{j \neq i} |\theta_{j,t}|\right)$ to $\kappa_{i,t}f\left(-|\theta_{i,t}\max_{j \neq i} |\theta_{j,t}|\right)$. Subsequent theoretical development can be made by following similar discussion as used in the proof of Proposition 5 of Ryzhov (2016). Detailed analysis of it is out of scope for this paper.

**Remark 3.2.** The structure of the KG algorithm can accommodate other sub-Gaussian distributions such as Bernoulli and uniform distributions. Although expressions of the acquisition function $v_{i,t}^{KG}$ for these distributions could be different, the general analysis framework in our paper can be well applied to these cases. In this research, we have assumed that the variances of the normal reward distributions are known. If we want to relax this setting to allow unknown variances, the analysis will be very difficult. In this case, the update of the posterior distribution in (1) and (2) becomes different, and there lack effective techniques to quantify the uncertainty brought by the unknown variances.

### 3.3. Alternative Analysis of PE and SR

PE and SR are two primary performance measures for the KG algorithm. However, the upper and lower bounds of them (Theorem 3.2 and Proposition 3.3) hold only when $t > T$ for some random quantity $T$ which is not computable. Therefore, it is not clear when the bounds become valid. This is a drawback of those theoretical results.

To resolve it, a remedy is to avoid calculating $T$ and impose fixed lower bounds on the sampling rates of the arms, i.e., $\alpha_{i,n} \geq \alpha_0$ for all $i = 1, 2, \ldots, k$, where $\alpha_0$ is a pre-specified constant with $0 < \alpha_0 < \frac{1}{\sqrt{2}}$. Note that this requirement can be easily achieved by adding an initial sampling stage for the KG algorithm. By setting $n_0 = \lfloor \alpha_0 n \rfloor$, the initial sampling stage, $kn_0$ rounds are separated from the budget of $n$ rounds, and each arm is pulled $n_0$ times. Then, the mean and variance of the prior distribution corresponding to each arm can be computed by use of the rewards observed in this initial sampling stage. In a similar setting, Wu & Zhou (2018) analyzed the performance of the optimal computing budget allocation algorithms on the PE and SR. Under this setting, the PE and SR are guaranteed to exponentially converge to zero as $n \to \infty$. Below, we formally show the upper and lower bounds on the PE and SR of the KG algorithm.

**Theorem 3.4.** Under the KG algorithm, the following statements hold for $\forall n \geq kn_0$:

- **for PE,**
  \[
  \min_{j \neq b} \begin{cases}
    \delta_{\min} & \text{if} \left| \mu_{b} - \mu_{j} - \delta_{\min} \right| \sqrt{n}
    \\
    \exp \left\{ -\frac{\delta_{\min}^2}{2\sigma_j^2} \right\} & \text{if} \left| \mu_{b} - \mu_{j} - \delta_{\min} \right| \leq \frac{\alpha_0 n}{2\sigma_j^2}
  \end{cases}
  \]

- **for SR,**
  \[
  \min_{j \neq b} \begin{cases}
    \delta_{\min} & \text{if} \left| \mu_{b} - \mu_{j} - \delta_{\min} \right| \sqrt{n}
    \\
    \exp \left\{ -\frac{\delta_{\min}^2}{2\sigma_j^2} \right\} & \text{if} \left| \mu_{b} - \mu_{j} - \delta_{\min} \right| \leq \frac{\alpha_0 n}{2\sigma_j^2}
  \end{cases}
  \]

### 4. Experiments

In this section, we first numerically show the convergence behavior of the KG algorithm and compare it with the bounds we derive in Sections 3.1 and 3.2. The test is conducted on the following two instances.

- **Instance 1.** We consider a set of ten arms $\{1, 2, \ldots, 10\}$. Set $\mu_i = 1$ for $i = 1, \ldots, 9$, $\mu_{10} = 2$, and $\sigma_i = 1$ for $i = 1, \ldots, 10$. The best arm $b = 10$.

- **Instance 2.** We consider a set of ten arms $\{1, 2, \ldots, 10\}$. Set $\mu_i = 1$ and $\sigma_i = 1$ for $i = 1, \ldots, 5$, $\mu_i = 2$ and $\sigma_i = 2$ for $i = 6, \ldots, 9$, $\mu_{10} = 3$ and $\sigma_{10} = 3$. The best arm $b = 10$. 
The numerical results are shown in Figures 1-4. At the beginning, the algorithm pulls each arm for five times to obtain the initial estimates of the mean rewards of the arms. Figures 1 and 2 are about instance 1. Figure 1 shows the sampling rates of three selected arms (arms 1, 5, 10) of the KG algorithm (in blue) as the number of rounds $t$ increases and the bounds of them (in black) derived in Theorem 3.1. Figure 2 shows the three performance measures $PE$, $SR$, and $CR$ of the algorithm (in blue), and the bounds of them (in black) derived in Theorem 3.2, Proposition 3.3 and Theorem 3.3. Note that the three measures are shown on the scale of $-\frac{1}{t} \log (e_t)$, $-\frac{1}{t} \log (r_t)$, and $R_t^t$, and their bounds are transformed in the same way. Figures 3 and 4 show the same results for instance 2.

Next, we evaluate the influence of the parameters of the problem instances to the bounds of the sampling rates. The numerical test is conducted on the following three instances.

- **Instance 3.** We consider a set of ten arms $\{1, \ldots, 10\}$. Set $\mu_i = 5$ for $i = 1, \ldots, 9$, $\mu_{10} = 10$, and $\sigma_i = 1$ for $i = 1, \ldots, 10$. The best arm $b = 10$.

- **Instance 4.** We consider a set of ten arms $\{1, \ldots, 10\}$. Set $\mu_i = 1$ for $i = 1, \ldots, 9$, $\mu_{10} = 2$, and $\sigma_i = 2$ for $i = 1, \ldots, 10$. The best arm $b = 10$.

- **Instance 5.** We consider a set of twenty arms $\{1, \ldots, 20\}$. Set $\mu_i = 1$ for $i = 1, \ldots, 19$, $\mu_{20} = 2$, and $\sigma_i = 1$ for $i = 1, \ldots, 20$. The best arm $b = 20$.

The numerical results are shown in Figures 5-7.

Comparing Figure 5 with Figure 1 (instances 3 and 1), we can see that in Figure 5, the ranges of variations are narrower, and the upper and lower bounds of the sampling rates are tighter. Since instance 3 has a larger gap in means between the arms than instance 1, it suggests that increasing this gap tends to tighten the bounds of the sampling rates. Comparing Figure 6 with Figure 1 (instances 4 and 1), we can see that in Figure 6, the ranges of variations are slightly narrower, and the upper and lower bounds of the sampling rates are tighter. This suggests that increasing the gap between the arms tends to tighten the bounds of the sampling rates.
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Figure 5. Sampling rates of the three selected arms and their upper and lower bounds for instance 3.

Figure 6. Sampling rates of the three selected arms and their upper and lower bounds for instance 4.

wider, and the upper and lower bounds of the sampling rates are looser. Since in instance 4, variances of each arm are larger than those in instance 1, it suggests that increasing the variances tends to loosen the bounds of the sampling rates. Comparing Figure 7 with Figure 1 (instances 5 and 1), we can see that the upper and lower bounds of the sampling rates are both smaller in Figure 7 than in Figure 1, and the bounds are slightly tighter in Figure 7. Since instance 5 has more arms than instance 1, it suggests that increasing the number of arms tends to tighten the bounds of the sampling rates.

Figure 7. Sampling rates of the three selected arms and their upper and lower bounds for instance 5.

5. Conclusions and Discussion

The KG algorithm is a popular and effective algorithm for the BAI problem, but existing theoretical treatment to it is mostly limited to its asymptotic characteristic. In this paper, we explore the finite-time performance of the KG algorithm. We consider the measures of the probability of error and simple regret in the BAI problem and the measure of cumulative regret in the MAB problem, and derive bounds of these measures. At last, these bounds are illustrated using numerical examples.

Our analysis can serve as the ground for future research on the KG algorithm and BAI. In the literature, the KG algorithm has been extended to solve other types of sequential decision problems, such as the multi-objective MAB (Yahyaa et al., 2014), parallel BAI (Wu & Frazier, 2016), and contextual bandits (Ding et al., 2021). In addition, there are some other BAI algorithms that share similar mechanisms and structures as KG, e.g., the probability improvement (Kushner, 1964), expected improvement (Jones et al., 1998), etc. The analysis in this research might be extended to study the performance of these KG-type and improvement-based algorithms. In addition, the validity of the bounds of PE, SR and CR in Section 3.2 highly depends on quantity $T$ which is difficult to compute. Therefore, it is an important future research direction to study how to quantify $T$.

Acknowledgements

The authors would like to thank the anonymous reviewers for the comments that greatly improve the paper. They also appreciate the discussion and suggestions from Mr. Qin Chao. This research was supported in part by City University of Hong Kong (Grants 7005269 and 7005568).

References

Audibert, J.-Y., Bubeck, S., and Munos, R. Best arm identification in multi-armed bandits. In Proceedings of the 23rd Conference on Learning Theory (COLT), pp. 41–53, 2010.

Auer, P., Cesa-Bianchi, N., and Fischer, P. Finite-time analysis of the multi-armed bandit problem. Machine Learning, 47:235–256, 2002.

Bubeck, S. and Cesa-Bianchi, N. Regret analysis of stochastic and nonstochastic multi-armed bandit problems. Foundations and Trends in Machine Learning, 5(1):1–122, 2012.

Bubeck, S., Munos, R., and Stoltz, G. Pure exploration

in multi-armed bandits problems. In Proceedings of the 20th International Conference on Algorithmic Learning Theory (ALT), pp. 23–37, 2009.

Bubeck, S., Wang, T., and Viswanathan, N. Multiple identifications in multi-armed bandits. In Proceedings of the 30th International Conference on International Conference on Machine Learning (ICML), volume 28, pp. I–258–I–265, 2013a.

Bubeck, S., Wang, T., and Viswanathan, N. Multiple identifications in multi-armed bandits. In Proceedings of the 30th International Conference on Machine Learning (ICML), pp. 258–265, 2013b.

Burnetas, A. N. and Katehakis, M. N. Optimal adaptive policies for markov decision processes. Mathematics of Operations Research, 22(1):222–255, 1997.

Cakmak, S., Astudillo, R., Frazier, P. I., and Zhou, E. Bayesian optimization of risk measures. In Advances in Neural Information Processing Systems (NeurIPS), 2020. arXiv:2007.05554.

Cesa-Bianchi, N. and Gentile, C. Improved risk tail bounds for on-line algorithms. IEEE Transactions on Information Theory, 54(1):386–390, 2008.

Chen, C.-H., Lin, J., Yücesan, E., and Chick, S. E. Simulation budget allocation for further enhancing the efficiency of ordinal optimization. Discrete Event Dynamic Systems, 10:251–270, 2000.

Chen, S., Reyes, K.-R. G., Gupta, M., McAlpine, M. C., and Powell, W. B. Optimal learning in experimental design using the knowledge gradient policy with application to characterizing emulsion stability. SIAM/ASA Journal on Uncertainty Quantification, 3(1):320–345, 2015.

Chick, S. E., Branke, J., and Schmidt, C. Sequential sampling to myopically maximize the expected value of information. INFORMS Journal on Computing, 22(1):71–80, 2010.

de Groot, M. H. Optimal Statistical Decisions. McGraw-Hill, New York, 1970.

Dekking, F. M., Kraaijveld, C., Lopuhaä, H. P., and Meester, L. E. A Modern Introduction to Probability and Statistics. Springer, London, 2005.

Ding, L., Hong, L. J., Shen, H., and Zhang, X. Technical note-knowledge gradient for selection with covariates: Consistency and computation. Naval Research Logistics, 2021. DOI: 10.1002/nav.22028.

Frazier, P. I. Knowledge-Gradient Methods for Statistical Learning. PhD thesis, Princeton University, 2009.

Frazier, P. I., Powell, W. B., and Dayanik, S. A knowledge gradient policy for sequential information collection. SIAM Journal on Control and Optimization, 47(5):2410–2439, 2008.

Gabillon, V., Ghavamzadeh, M., Lazaric, A., and Bubeck, S. Multi-bandit best arm identification. In Advances in Neural Information Processing Systems (NeurIPS), volume 24, pp. 2222–2230, 2011.

Gabillon, V., Ghavamzadeh, M., and Lazaric, A. Best arm identification: A unified approach to fixed budget and fixed confidence. In Advances in Neural Information Processing Systems (NeurIPS), volume 25, pp. 3221–3229, 2012.

Galambos, J. Bonferroni inequalities. The Annals of Probability, 5(4):577–581, 1977.

Gao, S. and Shi, L. Selecting the best simulated design with the expected opportunity cost bound. IEEE Transactions on Automatic Control, 60(10):2785–2790, 2015.

Gao, S., Chen, W., and Shi, L. A new budget allocation framework for the expected opportunity cost. Operations Research, 65(3):787–803, 2017.

Gordon, R. D. Values of mills’ ratio of area to bounding ordinate and of the normal probability integral for large values of the argument. Annals of Mathematical Statistics, 12(3):364–366, 1941.

Gupta, S. S. and Miescke, K. J. Bayesian look ahead one-stage sampling allocations for selection of the best population. Journal of Statistical Planning and Inference, 54(2):229–244, 1996.

Huang, Y., Zhao, L., Powell, W. B., Tong, Y., and Ryzhov, I. O. Optimal learning for urban delivery fleet allocation. Transportation Science, 53(3):623–641, 2019.

Jones, D. R., Schonlau, M., and Welch, W. J. Efficient global optimization of expensive blackbox functions. Journal of Global optimization, 13(4):455–492, 1998.

Kaufmann, E., Cappé, O., and Garivier, A. On the complexity of best-arm identification in multi-armed bandit models. The Journal of Machine Learning Research, 17:1–42, 2016.

Kushner, H. J. A new method of locating the maximum point of an arbitrary multipeak curve in the presence of noise. Journal of Basic Engineering, 86(1):97–106, 1964.

Li, Y. and Gao, S. Convergence rate analysis for optimal computing budget allocation algorithms, 2022. under review.
Li, Y., Reyes, K.-R. G., Vazquez-Anderson, J., Wang, Y., Contreras, L. M., and Powell, W. B. A knowledge gradient policy for sequencing experiments to identify the structure of RNA molecules using a sparse additive belief model. *INFORMS Journal on Computing*, 30(4):750–767, 2018.

Mahajan, S. and Ryzin, G. V. Stocking retail assortments under dynamic consumer substitution. *Operations Research*, 49(3):334–351, 2001.

Negoescu, D. M., Frazier, P. I., and Powell, W. B. The knowledge-gradient algorithm for sequencing experiments in drug discovery. *INFORMS Journal on Computing*, 23(3):346–363, 2011.

Powell, W. B. The knowledge gradient for optimal learning. In *Wiley Encyclopedia of Operations Research and Management Science*. John Wiley & Sons, Inc., New Jersey, 2011. URL https://doi.org/10.1002/9780470400531.eorms0444.

Qin, C., Klabjan, D., and Russo, D. Improving the expected improvement algorithm. In *Advances in Neural Information Processing Systems (NeurIPS)*, pp. 5387–5397, 2017.

Russo, D. Simple Bayesian algorithms for best arm identification. In *Proceedings of the 29th Annual Conference on Learning Theory (COLT)*, volume 49, pp. 1417–1418, 2016.

Ryzhov, I. O. On the convergence rates of expected improvement methods. *Operations Research*, 64(6):1515–1528, 2016.

Scott, S. L. Multi-armed bandit experiments in the online service economy. *Applied Stochastic Models in Business and Industry*, 31:37–49, 2015.

Small, C. G. *Expansions and Asymptotics for Statistics*. CRC Press, Boca Raton, 2010.

Villar, S. S., Bowden, J., and Wason, J. Multi-armed bandit models for the optimal design of clinical trials: Benefits and challenges. *Statistical Science*, 30(2):199–215, 2015.

Wang, Y. and Powell, W. B. Finite-time analysis for the knowledge-gradient policy. *SIAM Journal on Control and Optimization*, 56(2):1105–1129, 2018.

Wu, D. and Zhou, E. Analyzing and provably improving the optimal computing budget allocation algorithm. In *Proceedings of the 2018 winter simulation conference (WSC)*, pp. 1921–1932, 2018.

Wu, J. and Frazier, P. I. The parallel knowledge gradient method for batch Bayesian optimization. In *Advances in Neural Information Processing Systems (NeurIPS)*, pp. 3134–3142, 2016.

Yahyaa, S. Q., Drugan, M. M., and Manderick, B. Knowledge gradient for multi-objective multi-armed bandit algorithms. In *Proceedings of the 6th International Conference on Agents and Artificial Intelligence*, volume 1, pp. 74–83, 2014.
A.1. Proof of Lemma 3.2

Notice that $\hat{Y}_m \sim \mathcal{N} \left( \mu, \frac{\sigma^2}{m} \right)$. Let $Z = \frac{N_m(\mu_m)}{\sigma} \sim \mathcal{N}(0,1)$. For the probability density function $\phi(x)$ of the standard normal distribution and $\forall \epsilon \geq 0$,

$$\mathbb{P} \left( Z \geq \frac{\sqrt{m} \epsilon}{\sigma} \right) \leq \frac{\sigma}{\sqrt{m} \epsilon} \int_{\frac{\sqrt{m} \epsilon}{\sigma}}^{+\infty} z \phi(z) dz = -\frac{\sigma}{\sqrt{m} \epsilon} \int_{\frac{\sqrt{m} \epsilon}{\sigma}}^{+\infty} \phi'(z) dz = \frac{\sigma}{\sqrt{m} \epsilon} \phi \left( \frac{\sqrt{m} \epsilon}{\sigma} \right) \leq \frac{\sigma}{\sqrt{m} \epsilon} \exp \left\{ -\frac{m \epsilon^2}{2\sigma^2} \right\}.$$

By symmetry, it holds that

$$\mathbb{P} \left( |Z| \geq \frac{\sqrt{m} \epsilon}{\sigma} \right) \leq \frac{2\sigma}{\sqrt{m} \epsilon} \exp \left\{ -\frac{m \epsilon^2}{2\sigma^2} \right\},$$

i.e., $\mathbb{P} \left( |\hat{Y}_m - \mu| \geq \epsilon \right) \leq \frac{2\sigma}{\sqrt{m} \epsilon} \exp \left\{ -\frac{m \epsilon^2}{2\sigma^2} \right\}.$

A.2. Proof of Lemma 3.3

Notice that $f(-x) > \frac{\phi(x)}{x^2}$ holds based on Lemma 4 of Qin et al. (2017). According to Small (2010),

$$\frac{1 - \Phi(x)}{\phi(x)} > \frac{1}{x} - \frac{1}{x^3}$$

for $\forall x > 0$. Then,

$$f(-x) < \phi(x) - x \left( \frac{1}{x} - \frac{1}{x^3} \right) \phi(x) = \frac{\phi(x)}{x^2}.$$

A.3. Proof of Proposition 3.1

Denote by $A_{t,\tau} = \left\{ i \mid N_{i,t} < \frac{\tau}{2} \right\}$, $B_{t,\tau} = \left\{ i \mid N_{i,t} < \frac{\tau}{2} \right\}$, $\bar{A}_{t,\tau} = \{1, \ldots, k\} \setminus A_{t,\tau}$, $\bar{B}_{t,\tau} = \{1, \ldots, k\} \setminus B_{t,\tau}$, $\forall t \in \mathbb{N}$, $\forall \tau \in \mathbb{R}_+$. Without loss of generality, we assume that $b = 1$ throughout the proof. Let $j_0$ denote the arm with the $j_0$-th largest estimated mean in round $t$, $j \in \{1, \ldots, k\}$, $\forall t \in \mathbb{N}$.

We first consider the scenario of $k \geq 4$. The proof is divided into three stages:

1. Prove that for $\tau_1 = \max \left\{ \left( \frac{2\sqrt{2} \sigma_{\max} (\Delta_{\min} + 2 \sigma_{\max})}{\sigma_{\min} \Delta_{\min}} \right)^8, \left( \frac{4 \sigma_{\max} W}{\Delta_{\min}} \right)^8 \right\}$, $\forall \tau \geq \tau_1$, $\forall t \leq k \tau$, if $B_{t,\tau} \neq \emptyset$, then $I_t \in A_{t,\tau}$.

Equivalently, we prove by contradiction that for $\forall \tau \geq \tau_1$, $\forall t \leq k \tau$, if $I_t \in \bar{A}_{t,\tau}$, then $B_{t,\tau} = \emptyset$. To this end, we first prove by contradiction that $j_1 \in B_{t,\tau}$ in an ascending order of $j$.

1. Suppose that $\exists \tau_0 > \tau_1$, $\exists t_0 \leq k \tau_0$, $\hat{I}_{t_0} \in B_{t_0,\tau_0}$.
   1.1 If $I_{t_0} = \hat{I}_{t_0}$, then $\hat{I}_{t_0} \in \bar{A}_{t_0,\tau_0}$. It contradicts that $\hat{I}_{t_0} \in B_{t_0,\tau_0}$. So $\hat{I}_{t_0} \notin B_{t_0,\tau_0}$ in this case.
   1.2 If $I_{t_0} \neq \hat{I}_{t_0}$, for $\tau_0 > \tau_1$,

$$v_{1,\tau_0}^{KG} > \frac{\sigma_{I_{t_0}}}{\sqrt{\tau_0}} \frac{\sqrt{2 \tau_0}}{1 - \ell_{I_{t_0}}} f \left( \frac{\hat{\theta}_{1,\tau_0,t_0} - \hat{\theta}_{1,\tau_0,t_0}}{\sigma_{I_{t_0}}} \sqrt{\tau_0} \left( \frac{\tau_0}{2} + 1 \right) \right) + \frac{\sigma_{I_{t_0}}}{\sqrt{2 \tau_0}} f \left( \frac{\hat{\theta}_{1,\tau_0,t_0} - \hat{\theta}_{1,\tau_0,t_0}}{\sigma_{I_{t_0}}} \sqrt{\tau_0} \left( \frac{\tau_0}{2} + 1 \right) \right) \geq v_{I_{t_0},\tau_0}.$$
The first and second inequalities hold because $f(x)$ is monotone increasing with respect to $x$ and $N_{1,t_0} < \tau_0^2$. The third inequality holds because $\tau_0 > \frac{16\sigma_{\max}^2}{\sigma_{\min}^2} \delta_{\min}$ and $\theta_{1,t_0} \leq \theta_{1,t_0,t_0}$. The last inequality holds because $f(x)$ is monotone increasing with respect to $x$ and $N_{1,t_0} \geq \tau_0$. Notice that $v_{1,t_0}^{KG} > v_{1,t_0}^{KG}$ contradicts the definition of $I_{t_0}$. So $I_{t_0} \in B_{t_0,\tau_0}$.

(2) Suppose that $\exists \tau_0 > \tau_1$, $\exists \tau_0 \leq k\tau_0$, $2_{t_0} \in B_{t_0,\tau_0}$.

(2.1) If $I_{t_0} = 2_{t_0}$, then $2_{t_0} \in A_{t_0,\tau_0}$. It contradicts that $2_{t_0} \in B_{t_0,\tau_0}$, so $2_{t_0} \notin B_{t_0,\tau_0}$ in this case.

(2.2) If $I_{t_0} = 1_{t_0}$, for $\tau_0 > \tau_1$,

$$v_{2,t_0}^{KG} > \frac{\sigma_{t_0}^2}{\sqrt{2\tau_0^2}} f \left( \frac{\theta_{1,t_0} - \theta_{1,t_0,t_0}}{\sigma_{t_0}} \sqrt{2\tau_0^2} \right) > \frac{\sigma_{t_0}}{\tau_0} f \left( \frac{\theta_{2,t_0,t_0} - \theta_{1,t_0,t_0}}{\sigma_{t_0}} \sqrt{2\tau_0^2} \right) > v_{1,t_0}^{KG}.$$ 

It contradicts the definition of $I_{t_0} = 1_{t_0}$. So $2_{t_0} \notin B_{t_0,\tau_0}$ in this case.

(2.3) If $I_{t_0} \neq 1_{t_0}, 2_{t_0}$, for $\tau_0 > \tau_1$, following similar discussion as in Case (1.2),

$$v_{2,t_0}^{KG} > \frac{\sigma_{t_0}}{\sqrt{2\tau_0^2}} f \left( \frac{\theta_{1,t_0} - \theta_{1,t_0,t_0}}{\sigma_{t_0}} \sqrt{2\tau_0^2} \right) > \frac{\sigma_{t_0}}{\tau_0} f \left( \frac{\theta_{2,t_0,t_0} - \theta_{1,t_0,t_0}}{\sigma_{t_0}} \sqrt{2\tau_0^2} \right) > v_{1,t_0}^{KG}.$$ 

It contradicts the definition of $I_{t_0}$. So $2_{t_0} \notin B_{t_0,\tau_0}$.

(3) Suppose that $\exists \tau_0 > \tau_1$, $\exists \tau_0 \leq k\tau_0$, $j_{t_0} \in B_{t_0,\tau_0}$ where $j \in \{3, \ldots, k - 1\}$.

(3.1) If $I_{t_0} = j_{t_0}$, then $j_{t_0} \in A_{t_0,\tau_0}$. It contradicts that $j_{t_0} \in B_{t_0,\tau_0}$.

(3.2) If $I_{t_0} = 1_{t_0}$, for $\tau_0 > \tau_1$,

$$v_{j,t_0}^{KG} > \frac{\sigma_{j_{t_0}}}{\sqrt{2\tau_0^2}} f \left( \frac{\theta_{j_{t_0}} - \theta_{1_{t_0}}}{\sigma_{j_{t_0}}} \sqrt{2\tau_0^2} \right) > \frac{\sigma_{j_{t_0}}}{\tau_0} f \left( \frac{\theta_{2_{t_0}} - \theta_{1_{t_0}}}{\sigma_{j_{t_0}}} \sqrt{2\tau_0^2} \right) > v_{1_{t_0}}^{KG}.$$ 

The second inequality holds because $|\theta_{j_{t_0}} - \theta_{1_{t_0}}| < 2\sigma_{\max} W$ and $|\theta_{2_{t_0}} - \theta_{1_{t_0}}| > \delta_{\min} / 2$ when $\tau_0 > \max \left\{ 16, \left( \frac{2\sigma_{\max} W}{\delta_{\min}} \right)^8 \right\}$, which results from Lemma 3.1. The third inequality holds because $f(x)$ is monotone increasing with respect to $x$ and $t_0 > \left( \frac{2\sqrt{2\sigma_{\max} (2\sigma_{\max} + 2\sigma_{\max} W)}}{\delta_{\min} \sigma_{\min}} \right)^8$. Notice that $v_{1_{t_0},t_0}^{KG} > v_{j_{t_0}^{kg}}^{KG}$ contradicts the definition of $I_{t_0}$. So $j_{t_0} \notin B_{t_0,\tau_0}$ in this case.

(3.3) If $I_{t_0} \in \left\{ j_{t_0} \mid j = 2, \ldots, j - 1 \right\}$, for $\tau_0 > \tau_1$, following similar discussion as in Case (3.2),

$$v_{j_{t_0}}^{KG} > \frac{\sigma_{j_{t_0}}}{\sqrt{2\tau_0^2}} f \left( \frac{\theta_{j_{t_0}} - \theta_{1_{t_0}}}{\sigma_{j_{t_0}}} \sqrt{2\tau_0^2} \right) > \frac{\sigma_{j_{t_0}}}{\tau_0} f \left( \frac{\theta_{2_{t_0}} - \theta_{1_{t_0}}}{\sigma_{j_{t_0}}} \sqrt{2\tau_0^2} \right) > v_{1_{t_0},t_0}^{KG}.$$
Then, \( \mu_{i,t} = \frac{1}{N_{i,t}} \sum_{s=1}^{t} 1 \{ I_s = i \} X_{i,s} \) denotes the estimated mean reward of arm \( i \) after round \( t \). Under the frequentist setting, we treat \( \hat{\mu}_{i,t} \) as a normal random variable. According to Lemma 3.2 and Proposition 3.1, for \( \forall t > T_0 \), \( \forall i \),

\[
P\left( |\hat{\mu}_{i,s} - \mu_i| \geq \frac{\sqrt{k} s^{-\frac{1}{2}}}{2} \right) \leq 4\sigma_{\max} k^{-\frac{1}{2}} s^{-\frac{1}{2}} \exp\left\{-\frac{k s^{-\frac{1}{2}}}{8\sigma_{\max}^2} \right\} \leq q(s).
\]

Then, \( \exists T_1 = \max \left\{ T_0, \frac{16\sigma_{\min}^2}{\delta_{\max}^2} \right\} \) for \( \forall t > T_1 \), with a probability of at least \( 1 - q(t) \), \( |\hat{\mu}_{i,t} - \mu_i| < \frac{\delta_{\min}}{\sigma_i} \) for \( \forall i \), that is, the true best arm \( b \) can be correctly selected under the KG algorithm. In addition, \( \exists T_2 = \max \left\{ T_1, \frac{16\delta_{\min}^2 k}{s_{\min}} \left( \frac{4\sigma_{\max}^2}{\delta_{\min}^2} \right)^{\frac{3}{2}} \right\} \) for \( \forall i \neq b, \forall t > T_2 \), with a probability of at least \( 1 - q(t) \), \( |\hat{\mu}_{b,t} - \hat{\mu}_{i,t}| > \frac{\delta_{\min}}{\sigma_i} \sqrt{N_{i,t}} (N_{i,t} + 1) > 2 \).
In the analysis below, we replace $\theta_{i,t}$ in (6) by $\mu_{i,t}$, $\forall i$, $\forall t$. According to Lemma 3.3, $\exists T_3 = \max \left\{ T_2, k \left( \frac{4\mu_{\text{max}}}{\sigma_{\text{min}}^2} \right)^\frac{3}{2} \right\}$, for $\forall i \neq b$, $\forall t > T_3$, with a probability of at least $\left[ 1 - q(t) \right]^k$,

$$
\nu_{i,t}^{\text{KG}} > \frac{\sigma_i^4}{(\mu_{b,t} - \mu_{i,t})^2} N_{i,t}^{-2} (N_{i,t} + 1)^{-2} \phi \left( \frac{\mu_{i,t} - \hat{\mu}_{b,t}}{\sigma_i} \sqrt{N_{i,t} (N_{i,t} + 1)} \right)
> \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{(\mu_b - \mu_i + t^{-\frac{1}{4}})^2}{2\sigma_i^2} (N_{i,t} + 1)^2 + \ln \left( \frac{\sigma_i^4}{(\mu_b - \mu_i + t^{-\frac{1}{4}})^3} (N_{i,t} + 1)^4 \right) \right\}
> \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{(\mu_b - \mu_i + t^{-\frac{1}{4}})^2}{2\sigma_i^2} (N_{i,t} + 1)^2 + \ln \left( \frac{8\sigma_i^4}{27\delta_{\text{max}}^3 (t + 1)^4} \right) \right\}
> \frac{1}{\sqrt{2\pi}} \exp \left\{ -\left[ \frac{(\mu_b - \mu_i + t^{-\frac{1}{4}})^2}{2\sigma_i^2} + \frac{4k}{\sqrt{t}} + k \max \left\{ \ln \left( \frac{27\delta_{\text{max}}^3}{8\sigma_{\text{min}}} \right), 0 \right\} \right] (N_{i,t} + 1)^2 \right\} \triangleq \nu_{i,t}^{\text{KG}}, \quad (A.1)
$$

Similarly, for $\forall i \neq b$, $\forall t > T_3$, with a probability of at least $\left[ 1 - q(t) \right]^k$,

$$
\nu_{b,t}^{\text{KG}} > \frac{1}{\sqrt{2\pi}} \exp \left\{ -\left[ \frac{(\mu_b - \max_{j \neq b} \mu_j + t^{-\frac{1}{4}})^2}{2\sigma_b^2} + \frac{4k}{\sqrt{t}} + k \max \left\{ \ln \left( \frac{27\delta_{\text{max}}^3}{8\sigma_{\text{min}}} \right), 0 \right\} \right] (N_{b,t} + 1)^2 \right\} \triangleq \nu_{b,t}^{\text{KG}}, \quad (A.3)
$$

$$
\nu_{b,t}^{\text{KG}} < \frac{1}{\sqrt{2\pi}} \exp \left\{ -\left[ \frac{(\mu_b - \max_{j \neq b} \mu_j - t^{-\frac{1}{4}})^2}{2\sigma_b^2} \right] N_{b,t}^2 \right\} \triangleq \nu_{b,t}^{\text{KG}}, \quad (A.4)
$$

For $\forall i$, denote $t_i = \min \left\{ s \geq t \mid I_s = i \right\}$ and $\hat{t}_i = \max \left\{ s \leq t \mid I_s = i \right\}$. For $\forall i_1, i_2, i_1 \neq i_2$, there exist two cases shown as follows:

- **When $t \leq t_{i_1} < t_{i_2}$,**

$$
\frac{N_{i_1,t_{i_2}}}{N_{i_2,t_{i_2}}} \leq \frac{N_{i_1,t}}{N_{i_2,t}} \leq \frac{N_{i_1,t_{i_1}}}{N_{i_2,t_{i_1}}}.
\quad (A.5)
$$

- **When $t \leq t_{i_2} < t_{i_1}$,**

$$
\frac{N_{i_1,t_{i_2}}}{N_{i_2,t_{i_2}}} \leq \frac{N_{i_1,t}}{N_{i_2,t}} \leq \frac{N_{i_1,\hat{t}_{i_1}} + 1}{N_{i_2,\hat{t}_{i_1}}}.
\quad (A.6)
$$
We first focus on (A.5). In round $t_i$, $i \neq b$, $v_{i,t_i}^{KG} > v_{b,t_i}^{KG}$, and thus $\tau_{i,t_i}^{KG} > \tau_{b,t_i}^{KG}$. Based on (A.2) and (A.3), for all $i \neq b$, $\forall t_i > T_3$, with a probability of at least $[1 - q(t_i)]^k$, 

$$
\left( \frac{\mu_b - \mu_i - t_i^{-\frac{1}{2}}}{2\sigma_i} \right)^2 \frac{N_{i,t_i}}{N_{b,t_i}} < \left[ \left( \frac{\mu_b - \max_{j \neq b} \mu_j + t_i^{-\frac{1}{2}}}{2\sigma_i} \right)^2 + \frac{4k}{\sqrt{t_i}} + \frac{k \max \left\{ \ln \left( \frac{27\delta^3}{8\sigma_{min}} \right), 0 \right\}}{t_i} \right] (N_{b,t_i} + 1)^2,
$$

that is,

$$
\left( \frac{\mu_b - \mu_i - t_i^{-\frac{1}{2}}}{2\sigma_i} \right)^2 \frac{N_{i,t_i}}{N_{b,t_i}} < \left( 1 + \frac{1}{N_{b,t_i}} \right) \sigma_i \left( \frac{\mu_b - \max_{j \neq b} \mu_j + t_i^{-\frac{1}{2}}}{2\sigma_i} \right)^2 + \frac{8k}{\sqrt{t_i}} + k \max \left\{ \ln \left( \frac{27\delta^3}{8\sigma_{min}} \right), 0 \right\} \left( N_{b,t_i} + 1 \right)^2.
$$

The second inequality holds because $N_{b,t_i} \geq \left( \frac{t_i}{k} \right)^3$ for all $i$. The last inequality holds because $t_i \geq t$ for all $i$. Based on (A.5), for all $i \neq b$, $\forall t_i > T_3$, with a probability of at least $[1 - q(t_i)]^k$, $N_{i,t_i} / N_{b,t_i} < \bar{p}_{i,b,t}$. In round $\tilde{t}_b$, $v_{b,\tilde{t}_b}^{KG} > v_{b,t_i}^{KG}$, and thus $\tau_{b,\tilde{t}_b}^{KG} > \tau_{b,t_i}^{KG}$. Based on (A.1) and (A.4), for all $i \neq b$, $\forall \tilde{t}_b > T_3$, with a probability of at least $[1 - q(\tilde{t}_b)]^k$, 

$$
\left( \frac{\mu_b - \max_{j \neq b} \mu_j - \tilde{t}_b^{-\frac{1}{2}}}{2\sigma_i} \right)^2 \frac{N_{i,\tilde{t}_b}}{N_{b,\tilde{t}_b}} < \left[ \left( \frac{\mu_b - \mu_i + \tilde{t}_b^{-\frac{1}{2}}}{2\sigma_i} \right)^2 + \frac{4k}{\sqrt{t_b}} + \frac{k \max \left\{ \ln \left( \frac{27\delta^3}{8\sigma_{min}} \right), 0 \right\}}{t_b} \right] (N_{b,\tilde{t}_b} + 1)^2,
$$

that is,

$$
\left( \frac{\mu_b - \max_{j \neq b} \mu_j - \tilde{t}_b^{-\frac{1}{2}}}{2\sigma_i} \right)^2 \frac{N_{i,\tilde{t}_b}}{N_{b,\tilde{t}_b}} < \left( 1 + \frac{1}{N_{b,\tilde{t}_b}} \right) \sigma_i \left( \frac{\mu_b - \max_{j \neq b} \mu_j + \tilde{t}_b^{-\frac{1}{2}}}{2\sigma_i} \right)^2 + \frac{8k}{\sqrt{t_b}} + k \max \left\{ \ln \left( \frac{27\delta^3}{8\sigma_{min}} \right), 0 \right\} \left( N_{b,\tilde{t}_b} + 1 \right)^2.
$$

Thus, the second inequality holds because $N_{b,\tilde{t}_b} \geq \left( \frac{\tilde{t}_b}{k} \right)^3$ for all $i$. The last inequality holds because $\tilde{t}_b \geq t$ for all $i$. Based on (A.5), for all $i \neq b$, $\forall \tilde{t}_b > T_3$, with a probability of at least $[1 - q(\tilde{t}_b)]^k$, $N_{i,\tilde{t}_b} / N_{b,\tilde{t}_b} < \bar{p}_{i,b,\tilde{t}_b}$.
it holds that
\[
\left(\frac{\mu_b - \mu_i - \tilde{t}_b^{-\frac{1}{2}}}{2\sigma_i^2}\right)^2 (N_{i,t_b} + \eta_{t_b})^2 > \left[ \left(\frac{\mu_b - \max_j \neq b \mu_j + \tilde{t}_b^{-\frac{1}{2}}}{2\sigma_b^2}\right)^2 + \frac{4k}{\sqrt{\tilde{t}_b}} + \frac{k \max \{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \}}{\tilde{t}_b} \right] (N_{b,t_b} + 1)^2.
\]

Then, for \( t' = \min \{ s \geq \tilde{t}_b \mid N_{i,s} \geq N_{i,t_b} + \eta_{t_b}, \forall i \neq b \} \), \( \nu_{KG}^{t'_{b,t}} > \nu_{KG}^{t_{b,t}} \) for \( \forall i \neq b \). It indicates that
\[
\tilde{t}_b + (k - 1)\eta_t \geq t,
\]
where \( \eta_t > \eta_{t_b} \).

\[
\eta_t = \frac{8 + 8\sqrt{2k}\sigma_{\max} t^\frac{1}{2}}{\delta_{\min}} + \left( \frac{16 + 32\sqrt{2}\sigma_{\max} + 32k\sigma_{\max}^2}{\delta_{\min}^2} \right) \left( \frac{8k\sigma_{\max}^2 \max \left\{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \right\}}{\delta_{\min}} \right) t^\frac{1}{2} + \frac{8k\sigma_{\max}^2 \max \left\{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \right\}}{\delta_{\min}} + 2
+ \frac{16\sigma_{\max} \sqrt{2k} + 32k\sigma_{\max}^2}{\delta_{\min}^2} + \left( \frac{16\sigma_{\max} \sqrt{2k} + 32k\sigma_{\max}^2}{\delta_{\min}^2} \right) \left( \frac{8k\sigma_{\max}^2 \max \left\{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \right\}}{\delta_{\min}} \right) t^\frac{1}{2} + \frac{8k\sigma_{\max}^2 \max \left\{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \right\}}{\delta_{\min}} + 2
+ \frac{8 + 8\sqrt{2k}\sigma_{\max} t^\frac{1}{2}}{\delta_{\min}} + \left( \frac{16 + 32\sqrt{2}\sigma_{\max} + 32k\sigma_{\max}^2}{\delta_{\min}^2} \right) \left( \frac{8k\sigma_{\max}^2 \max \left\{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \right\}}{\delta_{\min}} \right) t^\frac{1}{2} + \frac{8k\sigma_{\max}^2 \max \left\{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \right\}}{\delta_{\min}} + 2.
\]

Notice that \( \exists T_4 > T_3, \forall t > T_4, t - (k - 1)\eta_t \geq \frac{3}{4}t \). Based on (A.8) and (A.9), for \( \forall i \neq b, \forall t > T_4 \), with a probability of at least \( \left[ 1 - q \left( \frac{3}{4}t \right)^k \right] \),

\[
\frac{N_{i,t_b}}{N_{b,t_b} + 1} > \frac{\mu_b - \max_j \neq b \mu_j - \left( \frac{3}{4}t \right)^{-\frac{1}{2}}}{1 + \left( \frac{3}{4}t \right)^{-\frac{1}{2}}} \left( \frac{\mu_b - \mu_i + \left( \frac{3}{4}t \right)^{-\frac{1}{2}}}{\sigma_i^2} \right)^2 + \frac{16k}{\sqrt{3t}} + \frac{8k \max \{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \}}{3t} \right]^{-\frac{1}{2}} \left( \frac{\nu_{KG}^{(1)}_{t_{b,t}}}{\nu_{KG}^{(1)}_{t_{b,t}}} \right)
\]

In view of (A.5), (A.7), and (A.10), for \( \forall i \neq b, \forall \tilde{t}_b > T_4 \), with a probability of at least \( \left[ 1 - q \left( \frac{3}{4}t \right)^k \right] \),

\[
\nu_{KG}^{(1)}_{t_{b,t}} < \frac{N_{i,t_b}}{N_{b,t_b} + 1} < \nu_{KG}^{(1)}_{t_{b,t}}.
\]

Next, we consider the case of (A.6). Following similar discussion as in the case of (A.5), we can derive that for \( \forall i \neq b, \forall t > T_4 \), with a probability of at least \( \left[ 1 - q \left( \frac{3}{4}t \right)^k \right] \),

\[
\nu_{KG}^{(2)}_{t_{b,t}} < \frac{N_{i,t_b}}{N_{b,t_b} + 1} < \nu_{KG}^{(2)}_{t_{b,t}}.
\]

where

\[
\nu_{KG}^{(2)}_{t_{b,t}} = \frac{\mu_b - \max_j \neq b \mu_j - t^{-\frac{1}{2}}}{1 + \left( \frac{3}{4}t \right)^{-\frac{1}{2}}} \left( \frac{\mu_b - \mu_i + t^{-\frac{1}{2}}}{\sigma_i^2} \right)^2 + \frac{8k}{\sqrt{t}} + \frac{2k \max \{ \ln \left( \frac{27\delta_3}{8\sigma_{\min}} \right), 0 \}}{t} \right]^{-\frac{1}{2}} \left( \frac{\nu_{KG}^{(2)}_{t_{b,t}}}{\nu_{KG}^{(2)}_{t_{b,t}}} \right).
\]
\[
\rho_{i,b,t}^{(2)} = \left(1 + \left(\frac{3}{4t} - \frac{1}{2}\right)^2\right) \sigma_i \left(\frac{\mu_b - \max_{j \neq b} \mu_j + \left(\frac{3}{4t} - \frac{1}{2}\right)^2}{\sigma^2} + \frac{16k}{\sqrt{3t}} + \frac{8k \max \left\{\ln \left(\frac{27\sigma^2}{8k\sigma_{\min}^2}\right), 0\right\}}{3t}\right)^\frac{1}{2}.
\]

Denote by \( \rho_{i,b,t} = \min \left\{ \rho_{i,b,t}^{(1)}, \rho_{i,b,t}^{(2)} \right\} \), \( \overline{\rho}_{i,b,t} = \max \left\{ \rho_{i,b,t}^{(1)}, \rho_{i,b,t}^{(2)} \right\} \). For \( \forall i \neq b, \forall t > T_4 \), with a probability of at least \( \left(1 - q \left(\frac{3}{4}t\right)\right)^k \),

\[
\frac{\rho_{i,b,t}}{\sqrt{N_{b,t}}} < \frac{N_{i,t}}{N_{b,t}} < \overline{\rho}_{i,b,t}.
\]

**A.5. Proof of Theorem 3.1**

Based on Proposition 3.2, for \( \forall t > T \), with a probability of at least \( \left(1 - q \left(\frac{3}{4}t\right)\right)^k \),

\[
\left(1 + \sum_{j \neq b} \rho_{j,b,t}\right) N_{b,t} \leq \sum_{i=1}^k N_{i,t} \leq \left(1 + \sum_{j \neq b} \overline{\rho}_{j,b,t}\right) N_{b,t}.
\]

Notice that \( \alpha_{i,t} = \frac{N_{i,t}}{\sum_{i=1}^k N_{i,t}} \) for \( \forall i \in \{1, \ldots, k\} \). Then,

\[
\frac{1}{1 + \sum_{i \neq b} \rho_{i,b,t}} \leq \alpha_{b,t} \leq \frac{1}{1 + \sum_{i \neq b} \overline{\rho}_{i,b,t}}, \quad \frac{\rho_{i,b,t}}{1 + \sum_{j \neq b} \rho_{j,b,t}} \leq \alpha_{i,t} \leq \frac{\overline{\rho}_{i,b,t}}{1 + \sum_{j \neq b} \overline{\rho}_{j,b,t}}, \quad \forall i \neq b.
\]

**A.6. Proof of Corollary 3.1**

For \( \forall i \), denote by \( L_{i,s} = 1 \{I_s = i\} \), \( M_{i,s} = \text{E}[L_{i,s} | L_{1,s}, \ldots, L_{i-1,s}] - L_{i,s} \), \( K_{i,t} = \sum_{s=1}^t M_{i,s} = \text{E}[N_{i,t}] - N_{i,t} \), \( V_t = \sum_{s=1}^t \text{Var}[L_{s} | L_{1,s}, \ldots, L_{s-1}] \), \( M_i = -M_{i,s} \), \( \overline{K}_{i,t} = \sum_{s=1}^t M_{i,s} = N_{i,t} - \text{E}[N_{i,t}] \). Notice that \( V_t \leq \sum_{s=1}^t \text{P}(L_s | L_{1,s}, \ldots, L_{s-1}) = \text{E}[N_{i,t}] \). According to Lemma 3.4,

\[
\text{P}(N_{i,t} \leq \left(1 + t^{-\frac{1}{3}}\right) \text{E}[N_{i,t}]) \leq \exp \left(-\frac{\text{E}[N_{i,t}]}{2t^{\frac{1}{3}} + \frac{3}{4}t^\frac{7}{3}}\right).
\]

Then, it holds almost surely that \( \forall i \),

\[
\begin{align*}
&\left(1 - \exp \left(-\frac{1}{3\sqrt{k}} t^\frac{1}{2}\right)\right) \left(1 - t^{-\frac{1}{3}}\right) \text{E}[N_{i,t}] + \exp \left(-\frac{1}{2} t^\frac{1}{2}\right) \\
&< \left[1 - \exp \left(-\frac{\text{E}[N_{i,t}]}{2t^{\frac{1}{3}} + \frac{3}{4}t^\frac{7}{3}}\right)\right] \left(1 - t^{-\frac{1}{3}}\right) \text{E}[N_{i,t}] + \exp \left(-\frac{\text{E}[N_{i,t}]}{2t^{\frac{1}{3}} + \frac{3}{4}t^\frac{7}{3}}\right) \\
&\leq N_{i,t} \leq \left[1 - \exp \left(-\frac{\text{E}[N_{i,t}]}{2t^{\frac{1}{3}} + \frac{3}{4}t^\frac{7}{3}}\right)\right] \left(1 + t^{-\frac{1}{3}}\right) \text{E}[N_{i,t}] + t \exp \left(-\frac{\text{E}[N_{i,t}]}{2t^{\frac{1}{3}} + \frac{3}{4}t^\frac{7}{3}}\right) \\
&< \left(1 - \exp \left(-\frac{t^{\frac{1}{2}}}{3}\right)\right) \left(1 + t^{-\frac{1}{3}}\right) \text{E}[N_{i,t}] + t \exp \left(-\frac{1}{3\sqrt{k}} t^\frac{1}{2}\right).
\end{align*}
\]

According to Proposition 3.2, for arm \( b \),

\[
\frac{1 - q \left(\frac{3}{4}t\right)^k}{1 + \sum_{j \neq b} \overline{\rho}_{j,b,t}} t < \left[1 - q \left(\frac{3}{4}t\right)^k\right] \text{E}[N_{b,t}] \left[N_{b,t} \geq \frac{t}{1 + \sum_{j \neq b} \overline{\rho}_{j,b,t}}\right] + \frac{q \left(\frac{3}{4}t\right)^k}{1 + \sum_{j \neq b} \overline{\rho}_{j,b,t}} \text{E}[N_{b,t}] < \frac{t}{1 + \sum_{j \neq b} \overline{\rho}_{j,b,t}}.
\]
According to the Strong Law of Large Numbers, there exists a measurable set $\mathcal{A}$. Similarly, for $\forall t$, we have

$$\Pr \left( \lim_{t \to \infty} \frac{N_{i,t}}{N_{b,t}} = \frac{\sigma_i \mu_b - \max_j \mu_j}{\sigma_i \mu_b - \mu_i} \right) = 1 \quad \text{can be obtained by combining (A.11), (A.12) with (A.13), (A.14).}$$

Similarly, for $\forall i_1, i_2 \neq b$, $\Pr \left( \lim_{t \to \infty} \frac{N_{i_1,t}}{N_{i_2,t}} = \frac{\sigma_{i_1} \mu_{i_2} - \sigma_{i_2} \mu_{i_1}}{\sigma_{i_1} \mu_{i_2} - \sigma_{i_2} \mu_{i_1}} \right) = 1 \quad \text{can be obtained by combining (A.11), (A.12) with (A.15), (A.16).}$

\subsection*{A.7. Proof of Theorem 3.2}

Suppose that all the random variables are defined on a probability space $(\Omega, \mathcal{F}, \Pr)$. Denote by $\omega$ any sample path in $\Omega$. According to the Strong Law of Large Numbers, there exists a measurable set $\Omega_1 \subseteq \Omega$ such that $\Pr(\omega \in \Omega_1) = 1$, $\bar{\mu}_{i,t} \to \mu_i$ as $t \to \infty$, $\bar{\mu}_{i_1,t} \neq \bar{\mu}_{i_2,t}$ for all $i_1 \neq i_2$ and $t_1, t_2 \geq 1$, and $N_{i,t} \geq \left( \frac{1}{t} \right)^2$ for $\forall \omega \in \Omega_1, \forall i$.

Note that $J_t \triangleq J_t(\omega), \bar{\mu}_{i,t} \triangleq \bar{\mu}_{i,t} (\omega), N_{i,t} \triangleq N_{i,t} (\omega)$ for $\forall \omega \in \Omega, \forall i, \forall t$. We use $J_t, \bar{\mu}_{i,t}$ and $N_{i,t}$ in the proof below.

According to Theorem 3.1, $\exists T > T_0$, $\forall t > T$, there exists a measurable set $\Omega_{2,t} \subseteq \Omega_1$ such that $\Pr(\omega \in \Omega_{2,t}) \geq [1 - q \left( \frac{3}{4} t \right)]^k$, and for $\forall \omega \in \Omega_{2,t}$,

$$\frac{t}{1 + \sum_{i \neq b} \bar{P}_{i,b,t}} \leq N_{b,t} \leq \frac{t}{1 + \sum_{j \neq b} \bar{P}_{j,b,t}}, \quad \frac{\bar{P}_{i,b,t}}{1 + \sum_{j \neq b} \bar{P}_{j,b,t}} \leq N_{i,t} \leq \frac{\bar{P}_{i,b,t}}{1 + \sum_{j \neq b} \bar{P}_{j,b,t}}, \forall i \neq b.$$

Inspired by Wu & Zhou (2018), under the KG algorithm, for $\forall \omega \in \Omega_1, \forall t$, if the event

$$\mathcal{E}_t = \left\{ \bar{\mu}_{b,t} > \mu_b - \frac{\delta_{\min}}{2} \right\} \cap \left\{ \bigcap_{i \neq b} \left\{ \bar{\mu}_{i,t} \leq \mu_b - \frac{\delta_{\min}}{2} \right\} \right\}$$

occurs in round $t$, then the correct selection occurs in round $t$ regardless of the exact values of $N_{i,t}$’s. For $\forall t$, denote by $\mathcal{E}_t^c$ the complementary event of $\mathcal{E}_t$. Based on (A.17),

$$e_t \leq \Pr(\mathcal{E}_t^c | \omega \in \Omega_1) \leq \Pr \left( \bar{\mu}_{b,t} \leq \mu_b - \frac{\delta_{\min}}{2} | \omega \in \Omega_1 \right) + \sum_{i \neq b} \Pr \left( \bar{\mu}_{i,t} > \mu_b - \frac{\delta_{\min}}{2} | \omega \in \Omega_1 \right)$$
where the second inequality holds based on the Bonferroni inequality (Galambos, 1977), (A.19) holds based on the law of total probability, (A.20) holds because \( \mathbb{P}(\omega \in \Omega_{2,t}) \leq 1 \) for \( \forall t \).

For \( \forall \omega \in \Omega_1, \forall t \), if given the normal rewards \( X_{i,1}, \ldots, X_{i,t} \) and \( N_{i,t} = n_i \) for \( \forall i \), \( \mu_{i,t} \) follows a normal distribution with mean \( \mu_i \) and variance \( \frac{\sigma_i^2}{n_i} \) (Dekking et al., 2005). Then,

\[
\mathbb{P}\left(\mu_{i,t} > \mu_i - \frac{\delta_{\min}}{2}\right| \omega \in \Omega_1) = \Phi\left(\frac{\delta_{\min}}{\sigma_i} \sqrt{\frac{n_i}{2}} \right) \leq \Phi\left(\frac{\delta_{\min}}{\sigma_i} \sqrt{\frac{n_i}{2}} \right) \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_i^2} n_i \right\}, \tag{A.21}
\]

\[
\mathbb{P}\left(\mu_{i,t} > \mu_i - \frac{\delta_{\min}}{2}\right| \omega \in \Omega_1) = \Phi\left(\frac{\mu_i - \mu_i - \frac{\delta_{\min}}{2}}{\sigma_i} \sqrt{\frac{n_i}{2}} \right) \leq \Phi\left(\frac{\mu_i - \mu_i - \frac{\delta_{\min}}{2}}{\sigma_i} \sqrt{\frac{n_i}{2}} \right) \exp \left\{ -\frac{(\mu_i - \mu_i - \frac{\delta_{\min}}{2})^2}{2\sigma_i^2} n_i \right\}, \tag{A.22}
\]

where \( \Phi(\cdot) \) is the cumulative density function of standard normal distribution, the inequalities in (A.21) and (A.22) hold because according to Gordon (1941), \( \forall x > 0 \),

\[
\frac{x}{\sqrt{2\pi}(1 + x^2)} \exp \left\{ -\frac{x^2}{2} \right\} \leq \Phi(x) \leq \frac{1}{\sqrt{2\pi}x} \exp \left\{ -\frac{x^2}{2} \right\}. \tag{A.23}
\]

By combining (A.18) with (A.21), (A.22), for \( \forall t > T \),

\[
\mathbb{P}\left(\mu_{i,t} > \mu_i - \frac{\delta_{\min}}{2}\right| \omega \in \Omega_2,t) \leq \Phi\left(\frac{\delta_{\min}}{\sigma_i} \sqrt{\frac{n_i}{2}} \right) \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_i^2} n_i \right\}, \tag{A.24}
\]

\[
\mathbb{P}\left(\mu_{i,t} > \mu_i - \frac{\delta_{\min}}{2}\right| \omega \in \Omega_2,t) \leq \Phi\left(\frac{\mu_i - \mu_i - \frac{\delta_{\min}}{2}}{\sigma_i} \sqrt{\frac{n_i}{2}} \right) \exp \left\{ -\frac{(\mu_i - \mu_i - \frac{\delta_{\min}}{2})^2}{2\sigma_i^2} n_i \right\}. \tag{A.25}
\]

For \( \forall t, \forall \omega \in \Omega_1 \setminus \Omega_{2,t}, \) it holds that \( N_{i,t} \geq \left( \frac{t}{k} \right)^2, \forall i \). By combining it with (A.21), (A.22),

\[
\mathbb{P}\left(\mu_{i,t} > \mu_i - \frac{\delta_{\min}}{2}\right| \omega \in \Omega_1 \setminus \Omega_{2,t}) \leq \frac{\sqrt{2k^2 \pi}}{\delta_{\min} t^2} \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_i^2} t^2 \right\}, \tag{A.26}
\]

\[
\mathbb{P}\left(\mu_{i,t} > \mu_i - \frac{\delta_{\min}}{2}\right| \omega \in \Omega_1 \setminus \Omega_{2,t}) \leq \frac{k^2 \sigma_i}{\sqrt{2\pi \delta_{\min} (\mu_i - \mu_i - \frac{\delta_{\min}}{2}) t^2}} \exp \left\{ -\frac{(\mu_i - \mu_i - \frac{\delta_{\min}}{2})^2}{2\sigma_i^2} t^2 \right\}. \tag{A.27}
\]

In addition, for \( \forall t > T \),

\[
\mathbb{P}(\omega \in \Omega_1 \setminus \Omega_{2,t}) = 1 - \mathbb{P}(\omega \in \Omega_{2,t}) \leq 1 - \left[ 1 - q \left( \frac{3}{4} t \right)^k \right]. \tag{A.28}
\]
By combining (A.20), (A.24), (A.26), (A.25), (A.27) and (A.28), we can obtain the upper bound of $e_t$.

$$
e_t \leq \frac{\sigma_b}{\delta_{\min} \sqrt{\pi t}} \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_b^2 (1 + \sum_{i \neq b} \mu_i, t)} t \right\}$$

$$+ \frac{\sqrt{2k} \delta_{\min} \sigma_b}{\sqrt{\pi} \delta_{\min} t^{3/2}} \left[ 1 - \left[ 1 - q \left( \frac{3}{4} t \right) \right]^k \right] \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_b^2 k^2} t^{3/2} \right\}$$

$$+ \sum_{i \neq b} \frac{\sigma_i \sqrt{1 + \sum_{i \neq b} \mu_i, t}}{(\mu_b - \mu_i - \delta_{\min} t^2) \sqrt{2\pi \rho_{i, b, t}} t} \exp \left\{ -\frac{(\mu_b - \mu_i - \delta_{\min} t^2)^2}{2\sigma_t^2} \left( 1 + \sum_{i \neq b} \rho_{i, b, t} \right) \right\}$$

(A.29)

Furthermore, following similar discussion as used in (A.17),

$$r_t = \mathbb{E} \left[ \mu_b - \mu_j | \omega \in \Omega_1 \right].$$

(A.30)

Based on similar discussion in Audibert et al. (2010), for $\forall t$,

$$\delta_{\min} \mathbb{P} (J_t \neq b | \omega \in \Omega_1) \leq \mathbb{E} \left[ \mu_b - \mu_j | \omega \in \Omega_1 \right] = \sum_{i \neq b} (\mu_b - \mu_i) \mathbb{P} (J_t = i | \omega \in \Omega_1) \leq \delta_{\max} \mathbb{P} (J_t \neq b | \omega \in \Omega_1).$$

(A.31)

By combining (A.17), (A.29) and (A.31), we can obtain the upper bound of $r_t$.

$$r_t \leq \frac{\delta_{\max} \sigma_b}{\delta_{\min} \sqrt{\pi t}} \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_b^2 (1 + \sum_{i \neq b} \mu_i, t)} t \right\}$$

$$+ \frac{\sqrt{2k} \delta_{\min} \sigma_b}{\sqrt{\pi} \delta_{\min} t^{3/2}} \left[ 1 - \left[ 1 - q \left( \frac{3}{4} t \right) \right]^k \right] \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_b^2 k^2} t^{3/2} \right\}$$

$$+ \sum_{i \neq b} \frac{\sigma_i \sqrt{1 + \sum_{i \neq b} \mu_i, t}}{(\mu_b - \mu_i - \delta_{\min} t^2) \sqrt{2\pi \rho_{i, b, t}} t} \exp \left\{ -\frac{(\mu_b - \mu_i - \delta_{\min} t^2)^2}{2\sigma_t^2} \left( 1 + \sum_{i \neq b} \rho_{i, b, t} \right) \right\}$$

(A.32)

A.8. Proof of Proposition 3.3

Similar to the discussion in Section A.7, there exists a measurable set $\Omega_1 \subseteq \Omega$ such that $\mathbb{P} (\omega \in \Omega_1) = 1$, $\hat{\mu}_{i,t} \rightarrow \mu_i$ as $t \rightarrow \infty$, $\hat{\mu}_{i_1,t_1} \neq \hat{\mu}_{i_2,t_2}$ for all $i_1 \neq i_2$ and $t_1, t_2 \geq 1$, and $N_{i,t} \geq \left( \frac{1}{t} \right)^3$ for $\forall \omega \in \Omega_1$, $\forall i$. In addition, $\exists T > T_0$, for $\forall t > T$, 

$\mu_{\infty}$
there exists a measurable set $\Omega_{2,t} \subseteq \Omega_1$ such that $P(\omega \in \Omega_{2,t}) \geq \left[1 - q\left(\frac{3\mu}{4}\right)\right]^k$, and for all $\omega \in \Omega_{2,t}$, (A.18) holds. Notice that under the KG algorithm, for all $\omega \in \Omega_1$, for all $t$, if there exists some $j \neq b$ and the event

$$
\tilde{E}_{j,t} = \left\{ \bar{\mu}_{j,t} > \bar{\mu}_j + \frac{\delta_{\min}}{2} \right\} \cap \left\{ \hat{\mu}_{b,t} \leq \mu_j + \frac{\delta_{\min}}{2} \right\}
$$

occurs in round $t$, then the false selection occurs in round $t$ regardless of the exact values of $N_{i,t}$'s. Based on (A.17), $\exists j \neq b$, we have

$$
e_{t} \geq P(\tilde{E}_{j,t} | \omega \in \Omega_1) \geq P\left(\bar{\mu}_{j,t} > \bar{\mu}_j + \frac{\delta_{\min}}{2} | \omega \in \Omega_1\right) P\left(\hat{\mu}_{b,t} \leq \mu_j + \frac{\delta_{\min}}{2} | \omega \in \Omega_1\right).
$$

By combining (A.33), (A.34) and (A.35), we can obtain the lower bound of $e_t$.

$$
e_t \geq \left[1 - q\left(\frac{3\mu}{4}\right)\right]^{2k} \min_{j \neq b} \left\{ \frac{\delta_{\min}}{2\sigma_j} \sqrt{1 + \sum_{i \neq b} \sigma_{i,b,t}} \left(\frac{\mu_b - \mu_j - \frac{\delta_{\min}}{2}}{\sigma_b \sqrt{1 + \sum_{i \neq b} \sigma_{i,b,t}}}\right)^2 \right\} \exp\left\{ - \frac{\sigma_b^2 \bar{\rho}_{j,b,t}^t}{8\sigma_j^2 \left(1 + \sum_{i \neq b} \bar{\rho}_{i,b,t}\right)} \right\} \exp\left\{ - \frac{\delta_{\min}^2 \bar{\rho}_{j,b,t}^t}{8\sigma_j^2 \left(1 + \sum_{i \neq b} \bar{\rho}_{i,b,t}\right)} \right\}.
$$

By combining (A.33), (A.34) and (A.35), we can obtain the lower bound of $e_t$.

$$
e_t \geq \left[1 - q\left(\frac{3\mu}{4}\right)\right]^{2k} \min_{j \neq b} \left\{ \frac{\delta_{\min}}{2\sigma_j} \sqrt{1 + \sum_{i \neq b} \sigma_{i,b,t}} \left(\frac{\mu_b - \mu_j - \frac{\delta_{\min}}{2}}{\sigma_b \sqrt{1 + \sum_{i \neq b} \sigma_{i,b,t}}}\right)^2 \right\} \exp\left\{ - \frac{\sigma_b^2 \bar{\rho}_{j,b,t}^t}{8\sigma_j^2 \left(1 + \sum_{i \neq b} \bar{\rho}_{i,b,t}\right)} \right\} \exp\left\{ - \frac{\delta_{\min}^2 \bar{\rho}_{j,b,t}^t}{8\sigma_j^2 \left(1 + \sum_{i \neq b} \bar{\rho}_{i,b,t}\right)} \right\}.
$$

Furthermore, based on (A.31), $E[\bar{\rho}_{b,t} - \bar{\rho}_{j,t} | \omega \in \Omega_1] \geq \delta_{\min} P(J_t \neq b | \omega \in \Omega_1)$. By combining it with (A.17) and (A.36), we can obtain the lower bound of $r_t$.

$$
e_t \geq \left[1 - q\left(\frac{3\mu}{4}\right)\right]^{2k} \min_{j \neq b} \left\{ \frac{\delta_{\min}}{2\sigma_j} \sqrt{1 + \sum_{i \neq b} \sigma_{i,b,t}} \left(\frac{\mu_b - \mu_j - \frac{\delta_{\min}}{2}}{\sigma_b \sqrt{1 + \sum_{i \neq b} \sigma_{i,b,t}}}\right)^2 \right\} \exp\left\{ - \frac{\sigma_b^2 \bar{\rho}_{j,b,t}^t}{8\sigma_j^2 \left(1 + \sum_{i \neq b} \bar{\rho}_{i,b,t}\right)} \right\} \exp\left\{ - \frac{\delta_{\min}^2 \bar{\rho}_{j,b,t}^t}{8\sigma_j^2 \left(1 + \sum_{i \neq b} \bar{\rho}_{i,b,t}\right)} \right\}.
$$
\section*{A.9. Proof of Theorem 3.3}

According to Bubeck & Cesa-Bianchi (2012), Page 9,

\[ R_t = \sum_{i \neq b} (\mu_b - \mu_i) \mathbb{E} \left[ N_{i,t} \right]. \]  

(A.37)

Combining (A.16) and (A.37),

\[ R_t < \frac{\sum_{i \neq b} (\mu_b - \mu_i) \bar{p}_{i,b,t}}{1 + \sum_{i \neq b} p_{i,b,t}} t + k \sum_{i \neq b} (\mu_b - \mu_i) q \left( \frac{3}{4} t \right) t. \]

According to Lebesgue’s dominated convergence theorem, for all \( i \),

\[ \lim_{t \to \infty} \mathbb{E} \left[ \frac{N_{i,t}}{t} \right] = \mathbb{E} \left[ \lim_{t \to \infty} \frac{N_{i,t}}{t} \right]. \]

Based on Corollary 3.1, it holds that \( \mathbb{P} \left( \lim_{t \to \infty} \alpha_{i,t} = \frac{\sigma_i}{\mu_b - \max_{j \neq b} \mu_j + \sum_{i \neq b} \sigma_i} \right) = 1 \) for \( i \neq b \). Thus,

\[
\lim_{t \to \infty} \frac{R_t}{t} = \sum_{i \neq b} \frac{(\mu_b - \mu_i) \sigma_i}{\mu_b - \max_{j \neq b} \mu_j + \sum_{i \neq b} \sigma_i} = \sum_{i \neq b} \frac{\sigma_i}{\mu_b - \max_{j \neq b} \mu_j + \sum_{i \neq b} \sigma_i}.
\]

\begin{flushright}
\[ \blacksquare \]
\end{flushright}

\section*{A.10. Proof of Theorem 3.4}

Similar to the discussion in Section A.7, there exists a measurable set \( \Omega_3 \subseteq \Omega \) such that \( \mathbb{P} (\omega \in \Omega_3) = 1 \), \( \hat{\mu}_{i,t} \rightarrow \mu_i \) as \( t \to \infty \), and \( \hat{\mu}_{i_1,t_1} \neq \hat{\mu}_{i_2,t_2} \) for all \( i_1 \neq i_2 \) and \( t_1, t_2 \geq 1 \). Following similar discussion as used in (A.17), for all \( i \),

\[ e_i = \mathbb{P} (J_i \neq b | \omega \in \Omega_3). \]

Under the KG algorithm, if the event \( \mathcal{E}_n \) introduced in Section A.7 occurs in round \( n \), then the correct selection occurs in round \( n \) regardless of the exact values of \( N_{i,n} \)'s. Following similar discussion in Section A.7,

\[ e_n \leq \mathbb{P} (\mathcal{E}_n | \omega \in \Omega_3) \leq \mathbb{P} \left( \hat{\mu}_{b,n} \leq \mu_b - \frac{\delta_{\min}}{2} | \omega \in \Omega_3 \right) + \sum_{i \neq b} \mathbb{P} \left( \hat{\mu}_{i,n} > \mu_i - \frac{\delta_{\min}}{2} | \omega \in \Omega_3 \right). \]  

(A.38)

Similar to the discussion in Section A.7, we can derive that if given \( N_{i,n} = n_i, i = 1, \ldots, k \),

\[
\mathbb{P} \left( \hat{\mu}_{b,n} \leq \mu_b - \frac{\delta_{\min}}{2} | \omega \in \Omega_3 \right) \leq \frac{\sqrt{2} \sigma_b}{\sqrt{n_0} \delta_{\min}} \exp \left\{ -\frac{\delta_{\min}^2}{8 \sigma_b^2} n_i \right\},
\]

(A.39)

\[
\mathbb{P} \left( \hat{\mu}_{i,n} > \mu_i - \frac{\delta_{\min}}{2} | \omega \in \Omega_3 \right) \leq \frac{\sigma_i}{\sqrt{2 \pi} n_i} \left( \mu_b - \mu_i - \frac{\delta_{\min}}{2} \right) \exp \left\{ -\frac{(\mu_b - \mu_i - \delta_{\min}/2)^2}{2 \sigma_i^2} n_i \right\}. \]

(A.40)

Notice that \( N_{i,n} \geq n_0 \) for all \( i \). By combining it with (A.38), (A.39), (A.40), and \( n_0 = \lfloor \alpha_0 n \rfloor \),

\[ e_n \leq \frac{\sqrt{2} \sigma_b}{\sqrt{n_0} \delta_{\min} \lfloor \alpha_0 n \rfloor} \exp \left\{ -\frac{\delta_{\min}^2}{8 \sigma_b^2} \lfloor \alpha_0 n \rfloor \right\} + \sum_{i \neq b} \frac{\sigma_i}{\sqrt{2 \pi} \lfloor \alpha_0 n \rfloor} \left( \mu_b - \mu_i - \frac{\delta_{\min}}{2} \right) \exp \left\{ -\frac{(\mu_b - \mu_i - \delta_{\min}/2)^2}{2 \sigma_i^2} \lfloor \alpha_0 n \rfloor \right\}. \]
In addition, if the event $\hat{\mathcal{E}}_n$ introduced in Section A.8 occurs in round $n$, then the false selection occurs in round $n$ regardless of the exact values of $N_{i,n}$'s. Following similar discussion in Section A.8, $\exists j \neq b$,

$$e_n \geq \mathbb{P} \left( \hat{\mathcal{E}}_{j,n} \mid \omega \in \Omega_3 \right) \geq \mathbb{P} \left( \hat{\mu}_{j,n} > \mu_j + \frac{\delta_{\min}}{2} \mid \omega \in \Omega_3 \right) \mathbb{P} \left( \hat{\mu}_{b,n} \leq \mu_j + \frac{\delta_{\min}}{2} \mid \omega \in \Omega_3 \right). \quad (A.41)$$

Similar to the discussion in Section A.7, we can derive that if given $N_{i,n} = n_i$, $i = 1, \ldots, k$,

$$\mathbb{P} \left( \hat{\mu}_{j,t} > \mu_j + \frac{\delta_{\min}}{2} \mid \omega \in \Omega_3 \right) \geq \frac{\delta_{\min} \sqrt{n_j}}{2\sqrt{2\pi} \sigma_j} \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_j^2} n_j \right\}, \quad (A.42)$$

$$\mathbb{P} \left( \hat{\mu}_{b,t} \leq \mu_j + \frac{\delta_{\min}}{2} \mid \omega \in \Omega_3 \right) \geq \frac{(\mu_b - \mu_j - \frac{\delta_{\min}}{2}) \sqrt{n_b}}{2\pi \sigma_b} \exp \left\{ -\frac{(\mu_b - \mu_j - \frac{\delta_{\min}}{2})^2}{2\sigma_b^2} n_b \right\}. \quad (A.43)$$

By combining $|\alpha_0 n| \leq N_{i,n} \leq n$ with (A.41), (A.42) and (A.43),

$$e_n \geq \min_{j \neq b} \left\{ \frac{\delta_{\min}}{2\sqrt{2\pi} \sigma_j} \frac{(\mu_b - \mu_j - \frac{\delta_{\min}}{2}) [\alpha_0 n]}{(1 + \frac{\delta_{\min}^2}{4\sigma_j^2} n_j) \sqrt{2\pi} \sigma_b} \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_j^2} n \right\} \exp \left\{ -\frac{(\mu_b - \mu_j - \frac{\delta_{\min}}{2})^2}{2\sigma_b^2} n_b \right\} \right\}. \quad (A.44)$$

By following similar discussion in Sections A.7 and A.8, we can derive that

$$r_n \leq \frac{\sqrt{2\pi} \delta_{\max} \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_b^2} [\alpha_0 n] \right\}}{\sqrt{\pi} [\alpha_0 n] \delta_{\min}} \sum_{i \neq b} \frac{\sigma_i \delta_{\max}}{\sqrt{2\pi} [\alpha_0 n]} \exp \left\{ -\frac{(\mu_b - \mu_i - \frac{\delta_{\min}}{2})^2}{2\sigma_i^2} [\alpha_0 n] \right\},$$

$$r_n \geq \min_{j \neq b} \left\{ \frac{\delta_{\min}^2}{2\sqrt{2\pi} \sigma_j} \frac{(\mu_b - \mu_j - \frac{\delta_{\min}}{2}) [\alpha_0 n]}{(1 + \frac{\delta_{\min}^2}{4\sigma_j^2} n_j) \sqrt{2\pi} \sigma_b} \exp \left\{ -\frac{\delta_{\min}^2}{8\sigma_j^2} n \right\} \exp \left\{ -\frac{(\mu_b - \mu_j - \frac{\delta_{\min}}{2})^2}{2\sigma_b^2} n_b \right\} \right\}. \quad (A.45)$$