High-resolution, accurate MR-TOF-MS for short-lived, exotic nuclei of few events in their ground and long-living isomeric states
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Mass measurements of fission and projectile fragments, produced via 238U and 124Xe primary beams, have been performed with the multiple-reflection time-of-flight mass spectrometer (MR-TOF-MS) of the FRS Ion Catcher with a mass resolving powers (FWHM) up to 410,000 and an uncertainty of 6 · 10−8. The nuclides were produced and separated in-flight with the fragment separator FRS at 300 to 1000 MeV/u and thermalized in a cryogenic stopping cell. The data-analysis procedure was developed to determine with highest accuracy the mass values and the corresponding uncertainties for the most challenging conditions: down to a few events in a spectrum and overlapping distributions, characterized only by a broader common peak shape. With this procedure, the resolution of low-lying isomers is increased by a factor of up to three compared to standard data analysis. The ground-state masses of 31 short-lived nuclides of 15 different elements with half-lives down to 17.9 ms and count rates as low as 11 events per nuclide were determined. This is the first direct mass measurement for seven nuclides. The excitation energies and the isomer-to-ground state ratios of six isomeric states with excitation energies down to about 280 keV were measured. For nuclides with known mass values, the average relative deviation from the literature values is (2.9 ± 6.2) · 10−6. The measured two-neutron separation energies and their slopes near and at the N=126 and Z=82 shell closures indicate a strong element-dependent binding energy of the first neutron above the closed proton shell Z=82. The experimental results deviate strongly from the theoretical predictions, especially for N=126 and N=127.
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I. INTRODUCTION

Masses are a key property of atomic nuclei. Accurate measurements are needed to understand the evolution of nuclear structure [1] and stellar nucleosynthesis [2]. In particular, nuclear masses indicate the limits of nuclear existence, changes in nuclear deformation and the onset of nuclear collectivity [3]. Accurate mass values are an important nuclear ingredient to r-process calculations [4]. They significantly affect the description of the equation-of-state of nuclear matter, which can be extended to describe neutron-star matter and crustal composition [5].

The knowledge of isomer excitation energies and isomer-to-ground state ratios are of great importance to nuclear structure and reactions. Direct measurements of excitation energies can be complementary to gamma de-excitation measurements. Mass measurements are for long-lived isomers the only applicable method.

Driven by this motivation, multiple-reflection time-of-flight mass spectrometry [6] has been developed to determine nuclear masses of very exotic nuclei at ground and isomeric states, which have half-lives as short as a few milliseconds and which can only be produced with a few events per hour or day [7]. It has a unique combination of performance parameters: fast (cycle times of a few milliseconds), accurate (relative mass measurement uncertainty below 10−6), sensitive (only a few detected ions
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per nuclide are required for the accurate mass determination and non-scanning (simultaneous measurement of many different nuclides). Established methods for mass measurements of exotic nuclei, such as isochronous \[ \text{MS} \] or Schottky mass spectrometry \[ \text{MS} \] in storage rings, or TOF-ICR \[ \text{MS} \] or PI-ICR \[ \text{MS} \] in Penning traps, do not offer these four characteristics simultaneously. Typically, they are either very accurate or fast, but not both at the same time. Therefore, MR-TOF-MS is the technique of choice for highly accurate mass measurements of the most exotic nuclides, especially when dealing with short half-lives, low rates, a high amount of contaminants, or low-lying isomers.

Multiple-reflection time-of-flight mass spectrometers (MR-TOF-MS) have been developed for mass measurements at different rare isotope beam (RIB) facilities world-wide \[ \text{MS} \]. Such MR-TOF-MS measurements have been performed at the forefront in the field \[ \text{MS} \]. In these measurements, typical mass resolving powers of 100,000 to 200,000 and relative accuracies in the range from \( \times 10^{-7} \) to \( \times 10^{-6} \) corresponding to absolute accuracies of \( \times 30 \) keV/\( \text{c}^2 \) to \( \times 200 \) keV/\( \text{c}^2 \). Recently it has even been shown that the uncertainties in MR-TOF-MS mass measurements can be reduced by an order of magnitude, well below \( \times 10^{-7} \) \[ \text{MS} \] and thus it has reached an accuracy region that was previously accessible with Penning traps only. However, present MR-TOF-MS with a mass resolving power of 100,000 require more than 1000 detected ions to reach a mass accuracy of \( \times 10^{-7} \). For rare exotic nuclei such a measurement requires many hours or even days of accelerator beam time. With our superior mass resolving power compared to other MR-TOF-MS we can resolve low-lying isomeric states for the first time \[ \text{MS} \].

The MR-TOF-MS \[ \text{MS} \] developed for the FRS Ion Catcher (FRS-IC) \[ \text{MS} \] and the MATS experiment \[ \text{MS} \] at FAIR has been designed to overcome these problems \[ \text{MS} \] and to enable mass measurements on the accuracy level of \( \times 1 \times 10^{-7} \) with a few tens of detected ions. This can be achieved due to its much higher mass resolving power than that of MR-TOF-MS installed at other RIB facilities around the world. However, even at very high resolving powers, low-lying isomers can result in overlapping peaks. Therefore, a data-analysis procedure is required, which is suitable for spectra with overlapping peaks and few events only. Special measures within the data-analysis procedure have to be taken to determine accurately the ground state mass, the excitation energy, the isomer-to-ground state ratios, and their respective uncertainties.

In this work, close-lying peaks are classified as follows; a corresponding illustration is given in Fig. 1.

**Class A:** The sum of the distributions reaches almost zero between the peaks. In this case the distributions is considered as non-overlapping and can be analyzed independently.

**Class B:** The sum of the distributions has a minimum between the peaks, which is significantly larger than zero, even at the minimum. The distributions can be considered as resolved overlapping peaks and an appropriate analysis is performed. In this case the determination of the exact peak shape is important for the extraction of accurate values for the masses and their abundance ratios.

**Class C:** The sum of the distributions does not have a minimum between the peaks. The existence of a double peak can be determined only from a change in the peak shape, e.g. a peak shoulder or a peak broadening, as compared to an individual peak. In this challenging case, the proper determination of the peak shape is a crucial prerequisite in order to first, detect the existence of a second peak and second, to extract the mass values and abundance ratios of the peaks.

**Class D:** Both peaks overlap almost completely. No change in the peak shape can be observed in the sum of the distributions. In this case the peaks must be considered as unresolved, and the (possible) existence of overlapping peaks can only be taken into account by increasing the uncertainty of the mass value(s).

The mass-to-charge ratio difference between the distributions, the peak shapes and the abundance ratio determine to which class a measurement belongs. While simple data analysis methods can obtain accurate mass and abundance values only for Classes A and B, particularly for peaks with a few events, the data analysis method developed in this work is capable of extracting accurate mass and abundance values even for Class C. For the example shown in Fig. 1 this corresponds to an increase in the effective mass resolving power for overlapping peaks by a factor of about three.

In this publication, mass measurements of \( \text{U} \) and \( \text{Xe} \) projectile fragments and of \( \text{U} \) fission fragments with the MR-TOF-MS of the FRS Ion Catcher at GSI.
FIG. 2. Schematic figure of the experimental setup, including the FRS and the FRS Ion Catcher, which consists of the cryogenic stopping cell (CSC), the RFQ beamline and the MR-TOF-MS. (Germany), the data-analysis procedure and the results are presented. The work includes the measurement with a mass-to-charge ratio difference corresponding down to 280 keV/(c²e) and with down to 11 events. Further details can be found in [24–26].

II. EXPERIMENTS

The FRS Ion Catcher is an experimental setup installed at the final focal plane of the fragment separator FRS [27] at GSI. The FRS in combination with the FRS-IC enables experiments with thermalized exotic nuclei. In Fig. 2 a schematic view of the FRS-IC with its three main parts is shown: (i) the gas-filled Cryogenic Stopping Cell (CSC) [28–31] for complete slowing-down of the exotic nuclei produced at relativistic energies, (ii) a beamline, based on Radio Frequency Quadrupoles (RFQ) [31–34] for mass-selective transport and differential pumping. Furthermore, it is equipped with detectors (channeltrons and silicon detectors) for ion counting and α-decay spectroscopy and with ion sources for diagnostic purposes. (iii) The MR-TOF-MS [13, 35, 36] for performing direct mass measurements.

The MR-TOF-MS includes a buffer gas-filled RFQ-based switchyard [24, 37, 38], which is capable of merging, guiding and splitting low energy ion beams. A combination of a thermal ion source (HeatwaveLabs, Watsonville, CA, USA; mixed source: Ca, Sr and Ba) and an electron-impact ion source is mounted on the top of the switchyard, which generates calibrant ions over a broad mass-to-charge range [24], using various gases such as SF₆, Xe or C₃F₈. Additional ions for calibration were provided by an ²²³Ra open α-recoil ion source mounted inside the CSC. After the first two experiments the ²²³Ra ion source was replaced by the longer-lived α-emitter ²²⁸Th [39].

A schematic view of the MR-TOF-MS of the FRS-IC is shown in Fig. 3. The ions enter the MR-TOF-MS with a kinetic energy of a few eV. In a trap system, they are bunched, their reference potential is raised from about -100 V to 1300 V and they are injected with a repetition rate of 50 Hz towards the analyzer, which is formed by two electrostatic reflectors. The drift tube is at ground potential. The outer electrodes of both reflectors are switched for injection and ejection of the ions towards the time-of-flight (TOF) detector (ETP MagneTOF). In the center of the analyzer is a mass-range selector (MRS) based on a pulsed quadrupolar deflector, which controls the transmitted mass-to-charge window, i.e., ensures an unambiguous mass-to-charge ratio spectrum.

After the ions are ejected from the analyzer, they pass through the time-focus shift (TFS) reflector [35, 40, 41], which was previously referred to as post-analyzer reflector according to its position in the device, and impinge on the TOF detector. As an alternative to measurements with the TOF detector, the ions can also be spatially separated with a Bradbury-Nielsen Gate, such that the MR-TOF-MS can be used as an isobar and isomer separator [33, 42]. The data acquisition system is based on a commercial Time-to-Digital Converter (TDC), model Ortec-9353. The control of the different electrode potentials
FIG. 4. Mass resolving power obtained with the MR-TOF-MS for $^{39}$K$^{+}$ ions as a function of the time-of-flight and of the number of turns. The kinetic energy of the ions in the drift tubes was 1,300 eV and the repetition rate was 50 Hz. The measured data are shown as full squares. The solid line represents a fit of Eq. (8) to the data. The dashed line indicates the asymptote obtained from the fit for long flight times. The maximum mass resolving power (FWHM) achieved is 620,000; the asymptote is 870,000. Note that the flight time was limited to 20 ms due to the repetition frequency of the experiment.

Along the ion path, are performed via an FPGA-based system [43].

Recently, major improvements have been made to the MR-TOF-MS. (i) The kinetic energy of the ions in the drift tube has been increased by a factor 1.7 [38]. Together with an improved ion-optical tuning this has lead to an increase in the mass resolving power (FWHM) to above 600,000. Figure 4 shows the mass resolving power determined in a measurement of $^{39}$K$^{+}$ ions as a function of the number of turns in the analyzer and the time-of-flight. After a flight time of 2 ms a mass resolving power of more than 100,000 is obtained. After a flight time of 20 ms, i.e. the maximum time that is possible for the chosen cycle frequency of 50 Hz, a mass resolving power of 620,000 has been achieved. The asymptote, which is determined by the ion-optical aberration limit, amounts to almost 900,000. (ii) The repetition rate of the MR-TOF-MS has been increased to more than 1 kHz. This increases the rate capability of the device and gives access to shorter-lived nuclei. (iii) The operational reliability and stability have been improved. (iv) The temperature coefficient of MR-TOF-MS has been reduced to 8 ppm/K. (iv) The cleanliness of the buffer gas in the RFQ and trap system has been improved, reducing possible ion losses in the device due to charge-exchange and molecule formation.

In four experiments with the FRS-IC, various exotic nuclei were produced via projectile fragmentation and abrasion-fission. The primary beams were 300 MeV/u and 1000 MeV/u $^{238}$U ions and a 600 MeV/u $^{124}$Xe ions. The priority of these experiments was the commissioning and characterization of the CSC [44]. Details of the experimental conditions and the setups are discussed in the following.

Experiment I: 1000 MeV/u uranium fragmentation

A 1000 MeV/u $^{238}$U projectile beam was provided from the heavy-ion synchromtron SIS-18 [45] with an intensity of up to $7 \cdot 10^8$ ions per spill, with a spill length of 2 s. A beryllium production target with an areal density of 1.629 g/cm$^2$ with a niobium backing of 0.233 g/cm$^2$ was used at the entrance of the FRS. The ions were energy-bunched via a mono-energetic degrader with an areal density of 4.063 g/cm$^2$ at the central focal plane of the FRS [46, 47]. The ions were injected into the CSC with a helium areal density of 3.5 mg/cm$^2$, corresponding to a pressure of 64 mbar, at a temperature of 88 K. For the measurement of $^{211}$Po ions, the areal density was increased to 5.6 mg/cm$^2$, corresponding to a pressure of 95 mbar at a temperature of 86 K.

Experiment II: 1000 MeV/u uranium fission

Same conditions as for Experiment I were used, but the areal density of the beryllium production target was 6.333 g/cm$^2$.

Experiment III: 300 MeV/u uranium fragmentation

A 300 MeV/u $^{238}$U projectile beam was provided from the heavy-ion synchromtron SIS-18 with an intensity of up to $2.5 \cdot 10^8$ ions per spill, with a typical spill length of 1 s. A beryllium production target with an areal density of 0.270 g/cm$^2$ was used. Due to the low primary beam energy, the material in the beamline was minimized. The mono-energetic degrader at the central focal plane had an areal density of 737.1 mg/cm$^2$. The CSC had an areal density of 3.8 mg/cm$^2$ helium, corresponding to a pressure of 75 mbar at a temperature of 99 K.

Experiment IV: 600 MeV/u xenon fragmentation

A 600 MeV/u $^{124}$Xe projectile beam was provided from the SIS-18 with an intensity of up to $1 \cdot 10^9$ ions per spill, with a typical spill length of 500 ms. A beryllium production target with an areal density of 1.622 g/cm$^2$ was used. The CSC had an areal density of 3.8 mg/cm$^2$ helium, corresponding to a pressure of 75 mbar at a temperature of 99 K.

The priority in Experiments III and IV were high transmission from the production target to the MR-TOF-MS, whereas Experiments I and II were optimized for
III. BASICS OF MR-TOF-MS

The time-of-flight (TOF) $t_{\text{total}}$ in the MR-TOF-MS is the sum of the TOF from the injection trap to the detector without reflections in the analyzer $t_{\text{ifs}}$, and the TOF for $N_{\text{it}}$ reflections:

$$t_{\text{total}} = t_{\text{ifs}} + N_{\text{it}}t_{\text{it}},$$

(1)

where $N_{\text{it}}$ is the number of turns in the analyzer and $t_{\text{it}}$ the TOF for each turn. Similarly, the total flight path $l_{\text{total}}$ is given by

$$l_{\text{total}} = l_{\text{ifs}} + N_{\text{it}}l_{\text{it}},$$

(2)

where $l_{\text{ifs}}$ is the path length from the injection trap to the detector and $l_{\text{it}}$ is the path length for one turn in the analyzer. The ion motion from the injection trap to the detector is made isochronous by the shift of the time focus (time-focus-shift, TFS) by means of the TFS-reflector. Each turn in the analyzer preserves the isochronicity [41].

In a time-of-flight mass spectrometer the classical relationship between TOF and mass-to-charge ratio is given by

$$\frac{m}{q} = \frac{2U_{\text{eff}}t_{\text{total}}^2}{l_{\text{total}}^2},$$

(3)

where $m$ and $q$ are the mass and charge of the ion, respectively. $U_{\text{eff}}$ is the effective voltage, which takes into account the variation of the electric potential along the flight path. The mass resolving power of a time-of-flight mass spectrometer is given by:

$$\left( \frac{m/q}{\Delta(m/q)} \right) = \frac{t_{\text{total}}}{2\Delta t_{\text{total}}},$$

(4)

where $\Delta t_{\text{total}}$ is the spread in time-of-flight. In an experiment, the measured time $t_{\text{exp}}$ includes an time delay $t_0$ between the start signal and the real start of ions, caused by the cables and electronic modules, thus:

$$t_{\text{exp}} = t_{\text{total}} + t_0.$$  

(5)

Substitution of Eqs. (1), (2) and (5) into Eq. (3) yields:

$$\frac{m}{q} = \frac{c(t_{\text{exp}} - t_0)^2}{(1 + N_{\text{it}}b)^2},$$

(6)

where $b = l_{\text{it}}/l_{\text{ifs}}$ and $c = 2U_{\text{eff}}/l_{\text{ifs}}^2$.

For the MR-TOF-MS, Eq. (4) can be written as [13, 51]

$$\frac{m}{q} = \frac{t_{\text{ifs}} + N_{\text{it}}t_{\text{it}}}{2\sqrt{\Delta t_{\text{ifs}}^2 + \Delta t_{\text{it}}^2 + (N_{\text{it}}\Delta t_{\text{it}})^2}},$$

(7)

where $\Delta t_{\text{ifs}}$ is the turn-around time and $\Delta t_{\text{it}}$ is the time spread due to ion-optical aberrations from the injection trap to the detector without reflections in the analyzer. $\Delta t_{\text{ifs}}$ and $\Delta t_{\text{it}}$ together represent the error of $t_{\text{ifs}}$. $\Delta t_{\text{it}}$ is the time spread per turn in the analyzer, which is typically dominated by ion-optical aberrations. Dividing by $t_{\text{it}}$ allows to use measured flight time ratios of a reference ions. To simplify further $t_{\text{it}}/(2\Delta t_{\text{it}})$ is replaced by $R_{\text{infty}}$, the mass resolving power for $N_{\text{it}} = \infty$. The turn-around time is calculated for the reference ion and IOI. The mass resolving power for all mass-to-charge ratios and number of turns measured under the identical ion-optical conditions can be calculated by:

$$\left( \frac{m}{\Delta m} \right) (q, N_{\text{it}}) = \frac{t_{\text{ifs},\text{ref}}/t_{\text{ifs},\text{ref}} + N_{\text{it}}}{2\sqrt{\frac{1}{q}\left( \frac{\Delta t_{\text{ifs},\text{ref}}}{t_{\text{ifs},\text{ref}}} \right)^2 + \left( \frac{\Delta t_{\text{it},\text{ref}}}{t_{\text{it},\text{ref}}} \right)^2 + \left( \frac{2N_{\text{it}}}{R_{\text{infty}}} \right)^2}},$$

(8)

IV. THE DATA-ANALYSIS PROCEDURE

The analysis procedure of the MR-TOF-MS data has specific requirements and challenges. The peak-fitting routine must be able to cope with overlapping peaks with very low number of events, where the masses of the nuclei, their abundance and their uncertainties have to be determined with the highest accuracy possible. The knowledge
of the individual uncertainty contributions are important to obtain higher accuracies in future experiments.

The TOF of the different nuclei is recorded using the Mass Acquisition (Mac) software [53]. This software is also used for the first steps of the data-analysis procedure. The final analysis is performed in the programming language R [54]. In Fig. 5, a flow diagram of the data-analysis procedure is shown.

In the following, the data-analysis procedure well suited for close-lying peaks is described.

A. The time-resolved mass calibration (TRC)

The first step in the data-analysis procedure is the conversion of the TOF spectrum into a mass-to-charge spectrum. The TOF of a certain mass-to-charge ratio can fluctuate during the measurement, mainly due to two reasons: changes in the potentials applied to the reflector electrodes in the analyzer, and thermal expansion of the analyzer. High-frequency fluctuations in the kHz range and higher are not relevant during the flight of the ions, since the ions are stored in the analyzer for several milliseconds. The fluctuations at lower frequency (down to 0.1 Hz) are minimized by custom made RC low-pass filters. To cope with even slower changes (mHz and lower) a drift correction in the TOF spectrum [14, 55] or a time-resolved mass calibration (TRC) can be performed, as it is done in the present work. In TRC the correction is performed in the mass-to-charge spectrum rather than in the TOF spectrum. The TRC is the more powerful method, since it does not introduce additional uncertainties, see [54]. Furthermore, it requires only a single calibrant, even for ions with different number of turns. Note, a relatively coarse mass-to-charge determination is sufficient to perform the TRC.

Equation (6) relates the TOF of an ion to its mass-to-charge ratio. The parameters $c$, $t_0$, and $b$ have to be determined using calibrant ions. The parameter $t_0$ is calculated, before or after the actual mass measurement of the IOI, using the TOF of at least two calibrant ion species that were measured without isochronous turns, in the so-called time-focus shifting (TFS) mode [41]. Two options are possible to determine $b$ and $c$: (i) The high-resolution mass-to-charge spectrum containing the IOI and two calibrant ion species undergoing different turn numbers yield both $c$ and $b$. (ii) The high-resolution spectrum contains calibrants with the same number of turns, then $b$ is calculated from this spectrum and $c$ from the TFS measurement.

The parameter $t_0$ is constant as long as the electronics and cables are not changed. In a high-resolution measurement with many turns, the TOF during the TFS is short compared to the TOF in the analyzer. Thus temporal drifts during the TFS can be neglected compared to the temporal drifts during the flight in the analyzer. Hence $c$ can be assumed to be constant during a measurement, if a time-dependence of $b$ is allowed for, and $c$ changes only when the ion-optical settings of the TFS mode is changed. Therefore it is sufficient to obtain the time-resolved TOF of a single calibrant.

In order to perform the TRC, a certain number of spectra (typically a few seconds) are summed into a single spectrum (calibration block). A determination of the parameter $b$ is performed for these calibration blocks. For a given number of total events the optimum choice of the number of spectra in a calibration block is a compromise between the accuracy of each $b$ and the time resolution of the TRC. A linear interpolation is applied between the calibration blocks.

The parameter $t_0$ is constant as long as the electronics and cables are not changed. In a high-resolution measurement with many turns, the TOF during the TFS is short compared to the TOF in the analyzer. Thus temporal drifts during the TFS can be neglected compared to the temporal drifts during the flight in the analyzer. Hence $c$ can be assumed to be constant during a measurement, if a time-dependence of $b$ is allowed for, and $c$ changes only when the ion-optical settings of the TFS mode is changed. Therefore it is sufficient to obtain the time-resolved TOF of a single calibrant.

In order to perform the TRC, a certain number of spectra (typically a few seconds) are summed into a single spectrum (calibration block). A determination of the parameter $b$ is performed for these calibration blocks. For a given number of total events the optimum choice of the number of spectra in a calibration block is a compromise between the accuracy of each $b$ and the time resolution of the TRC. A linear interpolation is applied between the calibration blocks.

The TRC fully corrects the drifts, if the calibrant ions and the IOI experience the same electric fields. The FWHM of the IOI is slightly larger, if they do not experience the same electric fields. Since the width of the peak of the IOI must inferred from the measured width of the peak of the calibrant (Section IV C), the increase in the peak width was measured in the Experiments I-IV. The peak width increase mainly depends on the time between successive calibration blocks and on the average number of counts in each calibration block. An effective time between calibration blocks is used, since the time between calibration blocks is not necessarily constant.

In Fig. 5, a flow diagram of the data-analysis procedure is shown. Only the main steps are shown. LS is a Least Square fit to determine the peak shape and wMLE is the weighted Maximum Likelihood Estimation of the peak position and area.

FIG. 5. The flow diagram of the data-analysis procedure. In order to perform the TRC, a certain number of spectra (typically a few seconds) are summed into a single spectrum (calibration block). A determination of the parameter $b$ is performed for these calibration blocks. For a given number of total events the optimum choice of the number of spectra in a calibration block is a compromise between the accuracy of each $b$ and the time resolution of the TRC. A linear interpolation is applied between the calibration blocks.
B. Ion Identification

Based on the mass-to-charge ratio of the ions, an particle identification of the peaks in the mass-to-charge spectra is performed. The identification can be checked according to several criteria: (i) A comparison of absolute and relative detected rates with the results of theoretical simulations or experimental methods, e.g. α-spectroscopy or particle identification in flight with the detectors of the FRS (ii) A comparison of the identification performed for measurements with two different turn numbers (iii) The coincidence between the events in the MR-TOF-MS and the primary beam (iv) The correlation of the detected events in the MR-TOF-MS with the experimental atomic range of the ions in matter in front of the CSC.

C. Determination of the peak-shape parameters

It is well known that the mass resolving power of TOF mass spectrometers is mass independent, thus peak shapes are the same for all ions with the same charge state. However, their width is proportional the mass of the ion. This has also been studied in detail for MR-TOF-MS in [43]. Thus we take the peak shape of a distribution with high statistics and use this for all other distributions measured under the same experimental conditions. In a TOF mass spectrometer the peak shapes can be well described empirically [57]. They can be determined by fitting a suitable analytical formula to a peak with a large number of events, obtained simultaneously with the IOI. The fit is done by a least-squares (LS) minimization based on the Levenberg-Marquardt algorithm [58]. For the LS-fitting the data has to be binned. The Freedmann-Diaconis rule [59] is used to determine the bin width \( w_{\text{bin}} \), which is defined as

\[
    w_{\text{bin}} = \frac{2 \cdot IQR(x)}{\sqrt{N_{\text{counts}}}},
\]

with \( N_{\text{counts}} \) being the number of events and \( IQR \) is the interquartile range (± 25 % of the counts around the central event) of a single non-overlapping peak. The analytical formula describing the peaks obtained with the MR-TOF-MS is the Hyper-EMG(L,R) function, which consists of a weighted sum of a given number of left (L) and right (R) exponentially modified Gaussian (EMG) functions. The parameter of the function that determines the mass-to-charge values is \( \mu_G \), which is the mean of the Gaussian in the EMG.

In some cases, a relatively small Gaussian distribution (5-10% of the area of the main distribution) has to be added in order to get a better determination of the peak shape, see Fig. 7. This Gaussian distribution appears due to ion-optical aberrations in the MR-TOF-MS and its strength depends on the tuning of the analyzer. A uniformly distributed background can be taken into account.
The determination of the peak shape with this high level of accuracy is needed for analyzing data with overlapping peaks. The number of exponentials and the existence of a Gaussian distribution is determined based on the reduced $\chi^2$, the uncertainty of the fit parameters, and the accuracy of the peak-shape model as determined with a Kolmogorow-Smirnow-test (KS-test) [57]. The peak shape is determined over a mass-to-charge window up to the limits of one event per bin on average.

Results of the peak determination obtained with the MR-TOF-MS at the FRS-IC are presented in Figs. 7 and 8. In both figures the data are compared with different Hyper-EMG functions and a regular Gaussian.

**FIG. 7.** Measured mass-to-charge distribution of \(^{211}\)Pb\(^{1+}\) ions, which was used as a calibrant in the mass measurement of \(^{213}\)Rn ions. The peak shape requires one exponential tail on each side (Hyper-EMG(1,1)) and additionally a Gaussian distribution (red full line) on the left side. The Gaussian distribution results from ion-optical effects. In addition, a Gaussian function (orange long-dashed line), a Hyper-EMG(1,0) (purple dotted line) and a Hyper-EMG(1,1) (blue dashed line) are shown. The mass-to-charge distribution is shown in linear scale in the inset. A mass resolving power of 200,000 was achieved for the time-of-flight of 5.8 ms, corresponding to 128 isochronous turns.

The peak-shape parameters calculated from the calibrant distribution have been scaled to the IOI distribution. The scaling factor takes into account the general increase of the peak width with increasing mass-to-charge ratio, as well as the different contributions to the mass-resolving power discussed in Section III. The scaling factor is given by:

\[
S = \frac{\left(\frac{m}{q}\right)_{IOI}}{\left(\frac{m}{q}\right)_{cal}} \frac{\left(\frac{m}{q}\right)_{cal}}{\left(\frac{m}{q}\right)_{IOI}}
\]

(11)

where \(\left(\frac{m}{q}\right)_{IOI,\text{cal}}\) are the corresponding mass-to-charge ratio of the IOI and the calibrant. \(\left(\frac{m}{q}\right)_{IOI,\text{cal}}\)

are the corresponding mass resolving power for the IOI and the calibrant ion, as given by Eq. (5). For the scaling of the parameters of the peak tails, the turn-around time is set to zero, because the peak tails are due to optical aberrations. The aberrations do not depend on the turn-around time. The peak broadening, in case IOI and calibrant do not experience the same electric fields, is also taken into account, see Section IV A.

**FIG. 8.** Measured mass-to-charge distribution of \(^{211}\)Pb\(^{1+}\) ions, which was used as a calibrant in the mass measurement of \(^{212}\)At ions. The peak shape requires one exponential tail on each side (Hyper-EMG(1,1)) (red full line). In addition, a Gaussian function (orange long-dashed line), a Hyper-EMG(1,0) (purple dotted line) and a Hyper-EMG(0,1) (gray dashed-dotted line) are shown. The mass-to-charge distribution is shown in linear scale in the inset. A mass resolving power of 180,000 was achieved for the time-of-flight of 5.8 ms, corresponding to 128 isochronous turns.

**D. Fitting of the mass-to-charge value**

The position of the mass-to-charge value for a given nucleus in the experimental spectrum has been determined by using the well-known weighted maximum-likelihood estimation (wMLE) [59]. However, the measured distribution, was described by the function \(f(x_i)\) determined by the Least Square (LS) method for the ion used for calibration. In the wMLE fit all parameters of the Hyper-EMG, besides \(\mu_G\) and the area, are fixed. In the wMLE analysis unbinned data was treated. This has the advantage to avoid additional errors due to the width and position of the bins. In addition, this method is superior to LS fitting for data with low count rates. The weighting of the data is used to increase the robustness of the fit by minimizing the influence of outliers on the determination of \(\mu_G\). The weighting function \(w(x_i)\), dependent on the mass-to-charge value, has been chosen as the truncated natural logarithm of the function \(f(x_i)\). The weighted log-likelihood function is given by:
\[
\mathcal{L} = \sum_{i=1}^{n} w(x_i) \ln [f(x_i)]
\]
with \(w(x_i) = \begin{cases} 0, & \text{if } \ln [f(x_i)] < 0 \\ \ln [f(x_i)], & \text{otherwise} \end{cases} \) \tag{12}

After investigations of several types of different weighting functions, by applying bootstrapping, the proposed weighting function \([24]\) was found to be the best compromise between accuracy, outlier suppression and universality for the atomic mass determination.

### E. Effect of the mass-range selector (MRS)

When measuring ion species, which undergo different numbers of turns, the mass-to-charge spectrum can be ambiguous. By isolation of ions of a certain mass-to-charge range, i.e. removal of all ions outside this mass-to-charge range, an unambiguous identification of all ion species can be obtained \([13]\). Isolation is performed by the mass-range selector (MRS), which is a deflector mounted in the middle of the analyzer. By switching the MRS deflector between transmission and deflection with proper timing only the ions of interested are transmitted.

A turn in the analyzer with the MRS in operation is referred to as an isolation cycle (IC). In each IC the MRS is switched four times. Each switching causes a small change in the voltages applied to the MRS. As a consequence, the flight times of the transmitted ions shift. For a given electrical setup of the MRS, the shift is the same for all ions of the same mass-to-charge ratio and for the same number of IC. The shift increases linearly with number of IC \(N_{ic}\), and according to Eq. (3) the shift in the time-of-flight is proportional to \((m/q)^3\). Therefore, a measurement of the MRS shift can be made and be used as the basis for a correction of the MRS shift in all subsequent mass measurements.

The result of a measurement of the MRS shift is shown in Fig. \(9\). The measured shift in the time-of-flight \(\Delta t_{mrs}\) was normalized with \((m/q)^{3/2}\) of the ion, here \(^{133}\text{Cs}\) ions, and fitted to the equation:

\[
\frac{\Delta t_{mrs}}{\sqrt{(m/q)^{3/2}}_{\text{ref}}} = A_{mrs}N_{ic}. \tag{13}
\]

The MRS shift for all other ions can be calculated from

\[
\Delta \left(\frac{m}{q}\right)_{mrs} = \frac{2A_{mrs}}{t_{\text{total}}} \left(\frac{m}{q}\right)^{2}N_{ic}r_{mrs}, \tag{14}
\]

where Eq. (4) has been used to convert the shift in the time-of-flight into a corresponding shift in the mass-to-charge ratio. The factor \(r_{mrs}\) applies to the case where the MRS was in operation for a part of the experiment only. It is the ratio, during which the MRS was in operation, to the overall duration of the measurement. This MRS shift is applied as a correction to the mass-to-charge values of both the IOI and the calibrant ion.

This method for correcting the MRS shift was tested in a measurement of \(^{123}\text{Xe}\) ions under conditions, where the magnitude of the shift due the MRS was maximized. Without the correction, the measured mass of \(^{123}\text{Xe}\) ions deviated by more than three standard deviations from the literature mass. After applying the MRS shift correction and adding its uncertainty (see Section IV 17) to the overall uncertainty of the measurement, the measured mass agreed with the literature mass within one standard deviation.

### F. Overlapping peaks

The weighting of the wMLE method causes a smaller distance between the fitted values of overlapping peaks. This effect is stronger for closer peaks and a larger difference in area. A correction algorithm for overlapping peaks of class B and C is used, to cope with this effect \([24]\). In this iterative algorithm first a wMLE fit is performed, which gives the initial mass-to-charge ratio of each peak. From this the distance between peaks is calculated. Then, \(N\) spectra are simulated with these parameters and fitted, and an average mass-to-charge distance \((\epsilon)\) of the simulated data is calculated. A new simulated data set is generated and fitted with a mass-to-charge distance corrected by \(\epsilon\). The procedure is repeated until \(\epsilon\) is smaller than the threshold. A final fit with a fixed distance between the peaks, corresponding to the distance of the last simulated spectrum, is performed.

The algorithm for overlapping peaks of Class C was
tested with simulated and real data. The simulated data have a similar peak shape as shown in Fig. 15. The distance between the peaks is $\Delta m/q = 350 \cdot 10^{-6}$ u. Without correction the peak distance obtained was $\Delta m/q = (322.9 \pm 4.9) \cdot 10^{-6}$ u/e, and with correction, $\Delta m/q = (350.3 \pm 5.5) \cdot 10^{-6}$ u/e, demonstrating the powerful correction. In Fig. 10, examples of the measured nuclides are presented, where this special algorithm was applied. The deviations from the literature values are presented before and after the correction. All these pairs of ground and isomeric states correspond to overlapping peaks of Class C. For these examples the mass-to-charge difference tends to be underestimated without the correction. After the correction the values are in perfect agreement with the literature values. For overlapping peaks of Class B, this correction is negligible.

![Graph showing before and after correction of peak differences](image.png)

**Fig. 10.** Example for the effect of the correction algorithm for fitting overlapping peaks of Class C. The deviations of measured and literature values for the mass-to-charge difference of isomeric and ground states determined for different nuclides, are shown without the correction (red data points) and with the correction (blue data points). The literature values were taken from the AME2016 [61]. The error bars of the measurements before the correction do not include the uncertainty of the correction. The grey band centered around the horizontal axis shows the error bars of the mass-to-charge differences as obtained from literature values.

### G. Relativistic correction

The kinetic energy of the ions in the MR-TOF-MS was treated classically. Therefore the mass deviation between relativistic and classical treatment is estimated by a Taylor expansion of the relativistic formula:

$$m = \frac{E_{\text{kin}}}{c_0^2(\gamma - 1)}.$$  \hspace{1cm} (15)

The uncertainty of the classical treatment ($\Delta m_{\text{relativistic}}$) can be estimated by calculating the ratio between the first order correction and the classical part. Higher order corrections are negligible. If the velocity is replaced by the kinetic energy (classical) one obtains

$$\Delta m_{\text{relativistic}} = -\frac{6}{4} \cdot \frac{E_{\text{kin}}}{c_0^2}.$$  \hspace{1cm} (16)

that is a mass-independent correction, which depends only on the average kinetic energy. This energy has been determined to an accuracy of about 1% by a combination of measurements and simulations. The resulting correction for the mass-to-charge value of all ions is $-1.73 \text{ keV}/c_0^2$ multiplied by the charge state of the ions. The calibration formula, including relativistic effects, is obtained by adding the correction ($\Delta m_{\text{relativistic}}$) to Eq. [6]. With this, the uncertainty is reduced to a few $eV/c_0^2$ even in the cases of largest possible mass-to-charge differences.

### H. Final mass-to-charge value

The final mass-to-charge value of the IOI is obtained from the fitted mass-to-charge value of IOI $(m/q)_{\text{IOI, wMLE}}$, calibrant ion $(m/q)_{\text{cal, wMLE}}$, and the literature value for the mass-to-charge value of the calibrant ion $(m/q)_{\text{cal, lit}}$. It is given by

$$\left(\frac{m}{q}\right)_{\text{IOI}} = \left(\frac{m}{q}\right)_{\text{IOI, wMLE}} \cdot \left(\frac{m}{q}\right)_{\text{cal, wMLE}}.$$  \hspace{1cm} (17)

Note that up to this step in the data-analysis procedure, the mass-to-charge scale has been established using an interpolated median [62] in the TRC. Therefore, both the IOI and the calibrant ion have to be fitted with the wMLE to obtain the final mass-to-charge value and corresponding uncertainty.

### I. Uncertainty contributions

The final mass-to-charge uncertainty is calculated by adding in quadrature the various uncertainties described in the following. Effects like the earth magnetic fields are not discussed in detail, because they have been found to be negligible. The uncertainty of mass-to-charge differences of close-lying peaks, e.g., excitation energy of isomers, partially cancel. In this case, the remaining uncertainties are due to the statistics, the unresolved peaks, the overlapping peaks, the space charge and the dead-time.
FIG. 11. Statistical uncertainty normalized to the FWHM of the peak as a function of the number of measured $^{213}$Fr ions per spectrum of Experiment I. The mean value for the FWHM of the distribution in this measurement was $1.03 \cdot 10^{-3}$ u/e.

1. Statistical uncertainty

In samples obeying a normal distribution, the statistical uncertainty of the mean value is given by:

$$\sigma_{\text{stat}} = \frac{1}{\sqrt{8 \ln 2}} \frac{\text{FWHM}}{\sqrt{N_{\text{counts}}}},$$

(18)

where FWHM is the full width half maximum of the normal distribution and $N_{\text{counts}}$ the number of samples. For the wMLE fit with a Hyper-EMG function, an empirical approach has been taken to determine the statistical uncertainty, because there is no analytical solution for this case.

Random numbers are drawn (same number of events as measured) according to the distribution function determined for the calibrant and IOI and are fitted with the wMLE. This is repeated many times (typically 1000). The standard deviation of the mass-to-charge values obtained from this, is the statistical uncertainty of the calibrant or the IOI. The statistical uncertainties determined in this way for mass measurements of $^{213}$Fr ions in Experiment I as a function of the number of counts per spectrum are shown in Fig. 11. The equation:

$$\sigma_{\text{stat}} = A_{\text{stat}} \frac{\text{FWHM}}{\sqrt{N_{\text{counts}}}},$$

(19)

was fitted to the data points. A value of $A_{\text{stat}} = (0.53 \pm 0.02)$ was obtained. The value is typical for the measurements presented in the paper. It is about 25 % larger than the uncertainty of the mean of a normal distribution with the same FWHM and area. The reason for this difference is the weighting used in the wMLE fit and the differences in the peak tails between normal distribution and Hyper-EMG.

2. Peak-shape uncertainty

The uncertainty of the determined peak-shape parameters are considered in the following. It is assumed that the uncertainties of the different parameters contribute independently to the uncertainty of the mass-to-charge value ($\mu_G$). Each parameter of the model is changed by its uncertainty, while keeping the others unchanged, and the peak is fitted again with the wMLE method. The relative change in the obtained mass-to-charge ratio is calculated for the calibrant and the IOI. The deviations are calculated for all parameter and are quadratically added to obtain the peak-shape uncertainty.

3. Uncertainty of the time-resolved calibration (TRC)

The TRC has an uncertainty in addition to the described peak broadening (Section IV A) of the IOI compared to the calibrant. This is caused by the uncertainty of the interpolated calibration parameter $b$. Likewise for the peak broadening, this effect has been determined for all experiments in dedicated measurements. A measure for this deviation is the square root of the quadratic difference between the RMS of the mean relative mass-to-charge deviation for each calibration block and the RMS value of the statistical uncertainties of each calibration block. The latter is given by $\text{RMS}/N_{\text{trc,eff}}^{1/2}$, where $N_{\text{trc,eff}}$ is the effective number of calibration blocks

$$N_{\text{trc,eff}} = \frac{t_{\text{end}} - t_{\text{begin}}}{t_{\text{trc,eff}}},$$

(20)

These values were determined for different effective times between blocks $t_{\text{trc,eff}}$ and different number of counts of the calibrant in each calibration block.

This uncertainty contribution can then be calculated from the determined deviation $A_{\text{trc}}$ for a given $t_{\text{trc,eff}}$ and number of calibrant ions as

$$\sigma_{\text{trc}} = \frac{A_{\text{trc}}}{\sqrt{N_{\text{trc,eff}} \left( \frac{m}{q} \right)_{\text{ioi}}}},$$

(21)

4. Calibration uncertainty

This uncertainty includes the statistical uncertainty and the uncertainty of the literature mass of the calibrant. Based on Eq. (17), the uncertainty due to the calibrant can be written as
\[
\sigma_{\text{cal}} = \left( \frac{m}{q} \right)_{\text{IOI}} \left[ \left( \frac{\Delta \left( \frac{m}{q} \right)_{\text{cal, lit}}}{\frac{m}{q}} \right)^2 + \left( \frac{\Delta \left( \frac{m}{q} \right)_{\text{cal, wMLE}}}{\frac{m}{q}} \right)^2 \right]^{1/2}
\]  

(22)

where \( \Delta (m/q)_{\text{cal, lit}} \) is the literature uncertainty for the calibrant mass and \( \Delta (m/q)_{\text{cal, wMLE}} \) the statistical uncertainty in the fitted calibrant mass-to-charge ratio. In case the mass value of the calibrant ions in the literature cannot be used for the uncertainty of \( t_0 \) and \( b \). The higher difference of turns between the calibrant ions, the un-calibration parameters, are recalculated. The maximum deviation of the calibration parameters for each calibrant species from the overall mean value is calculated and summed quadratically for each calibration parameter separately. The resulting values are used as the individual uncertainties \( \Delta t_0 \) and \( \Delta c \). The mass-to-charge uncertainties \( (\sigma m_{t_0}) \) due to the uncertainty in \( t_0 \) is given by:

\[
\sigma m_{t_0} = \frac{2\sqrt{c} \left( \frac{m}{q} \right)_{\text{IOI}}}{1 + N_{\text{IT}} b} \cdot \Delta t_0 \left( \sqrt{\frac{m}{q}}_{\text{cal}} \right) - \frac{1}{\sqrt{\left( \frac{m}{q} \right)_{\text{cal}} - \left( \frac{m}{q} \right)_{\text{IOI}} + \left( \frac{m}{q} \right)_{\text{cal}}}} \right) .
\]  

(24)

5. **Uncertainty of the calibration parameters (\( \Delta t_0 \), \( \Delta c \) and \( \Delta b \))**

The uncertainties of the calibration parameters, \( t_0 \) and \( c \), \( \Delta t_0 \) and \( \Delta c \), are determined during the conversion of the time-of-flight into a mass-to-charge ratio spectrum. The peak positions of the calibrant ions, used for determining these parameters, are shifted in time separately by plus/minus their uncertainty and the calibration parameters are recalculated. The maximum deviation of the calibration parameters for each calibrant species from the overall mean value is calculated and summed quadratically for each calibration parameter separately. The resulting values are used as the individual uncertainties \( \Delta t_0 \) and \( \Delta c \). The mass-to-charge uncertainty \( (\sigma m_{t_0}) \) due to the uncertainty in \( t_0 \) is given by:

\[
\sigma m_{t_0} = \frac{2\sqrt{c} \left( \frac{m}{q} \right)_{\text{IOI}}}{1 + N_{\text{IT}} b} \cdot \Delta t_0 \left( \sqrt{\frac{m}{q}}_{\text{cal}} \right) - \frac{1}{\sqrt{\left( \frac{m}{q} \right)_{\text{cal}} - \left( \frac{m}{q} \right)_{\text{IOI}} + \left( \frac{m}{q} \right)_{\text{cal}}}} \right) .
\]  

(24)

The uncertainty in determining \( c \) and \( \Delta c \) results in an uncertainty component of the final mass-to-charge value in units of u/e, which is given by

\[
\sigma m_c = \left| \left( \frac{m}{q} \right)_{\text{IOI}} (c) - \left( \frac{m}{q} \right)_{\text{IOI}} (c \pm \Delta c) \right| = \frac{c (t_{\text{IOI}} - t_0)^2}{(1 + bN_{\text{it, IOI}})^2} - \frac{(c \pm \Delta c) (t_{\text{IOI}} - t_0)^2}{\left( 1 + \frac{N_{\text{IT, IOI}}}{N_{\text{IT, cal}}} \right)^2 \left( \sqrt{\frac{c \pm \Delta c}{\frac{m}{q}_{\text{cal}}} (t_{\text{cal, IT}} - \sqrt{TFS}) - 1} \right)^2}
\]  

(25)

6. **Scaling-parameter uncertainty**

The uncertainty is calculated from the difference between the scaling factors for same and different resolving powers for calibrant and IOI (see Eq. [11] for scaling factor). This uncertainty is quadratically added to the parameter uncertainty of \( \sigma \) and the different \( T \) before the values are used for the peak-shape uncertainty determination. The scaling uncertainty also influences the statistical error. This uncertainty is estimated by multiplying the statistical error with the normalized mean of the two scaling factors. This uncertainty is smaller than 5% of the total uncertainty of all cases presented here.
7. Uncertainty due to the Mass-range selector (MRS)

The uncertainty $\sigma_{\text{mrs}}$ due to switching fields of the MRS is assumed to be 50% of the correction in the final mass-to-charge value due to the MRS (Section IV E).

8. Uncertainty of the Non-ideal ejection (NIE)

The voltages applied to the analyzer electrodes need time, some $\mu$s, to reach the final value. During extraction from the analyzer, ions with different mass-to-charge ratios that are spatially separated might experience different fields. The deviation of the TOF is measured depending on the opening time of the output reflector to determine this influence. Since this effect occurs only during ejection from the analyzer, its absolute value is constant and independent on the number of turns. Therefore, measurements with a low number of turns (typically 2) are used to quantify it. The data taken with $^{133}$Cs ions (two turns) for the Experiments III and IV is shown in Fig. 12. The ions in the “switched” field region experience a shift in the kinetic energy. This results in a change of the flight time to the detector, as shown in the upper panel of Fig. 12. Similar effects happen during the closing of the reflector after injection of the ions. The effect on the mass uncertainty is negligible for isobars, because they are not yet spatially separated.

\[ \sigma_{\text{NIE}} = \frac{2\Delta t_{\text{NIE}}}{t_{\text{total}}^{\text{IOI}}} \sqrt{\left(\frac{m}{q}\right)^{\text{IOI}} - \left(\frac{m}{q}\right)^{\text{REF}}} \cdot \left(\frac{m}{q}\right)^{\text{IOI}}, \]  

where $\sigma_{\text{NIE}}$ is the uncertainty contribution due to non-ideal ejection, $\left(\frac{m}{q}\right)^{\text{REF}}$ is the mass-to-charge ratio of the ion used to obtain the $\Delta t_{\text{NIE}}$ data, $t_{\text{total}}^{\text{IOI}}$ is the total TOF for the IOI and $\left(\frac{m}{q}\right)^{\text{IOI}}$ is the mass-to-charge ratio of the IOI.

The values of $\Delta t_{\text{NIE}}$ were determined to be 0.1 ns and 0.5 ns for the data obtained in Experiments I & II and Experiments III & IV, respectively. The ions that travel towards the detector very close to the output reflector while it is being opened, experience an electrical ringing from the reflector electrodes. This is reflected in an oscillation in the TOF deviation for the longer opening delays, as shown in the grey area of the lower panel from Fig. 12. When the ions experience these fields, $\Delta t_{\text{NIE}}$ will be increased to the peak value of the oscillation, which is about 2 ns for the example shown in Fig. 12.

9. Uncertainty of resolved overlapping peaks

The uncertainty from the correction for overlapping peaks is estimated to be 25 % of the difference between the mass-to-charge ratio obtained with and without the correction, as described in section IV F.

10. Unresolved-peaks uncertainty

In case of possible close-lying peaks of Class D, an additional uncertainty is added to the mass-to-charge value. When the expected peaks have a known distance but their abundance ratio is unknown, e.g. an unresolved isomer, isobar or an expected contamination, the estimated additional uncertainty is $\sqrt{3}$ times the expected mass-to-charge difference of the unresolved peaks [61]. For the mass-to-charge ratios, a single-peak fit is performed and half of the known distance is added and subtracted to obtain the mass-to-charge values of the two unresolved peaks [61]. When an unknown unresolved peak is probable, its effect is estimated with simulated data containing two peaks: one representing the IOI and the other a possible contamination. The abundance ratio between the IOI and the contamination is estimated by the highest unknown peak appearing with the same mass-to-charge number as the IOI. Then, the contaminant peak is moved over the IOI, calculating the mass-to-charge shift due to
the influence of the contaminant. For each step a KS-test assuming a single peak is then performed to estimate whether such a contamination could be detected. For the uncertainty contribution, the maximum of mass-to-charge shift multiplied with the probability value of the KS-test is used, thereby taking into account the probability to identify the unknown peak.

11. Phase-space uncertainty

The phase space from the injection trap will be different for nuclei that have a different mass-to-charge ratio. These effects have been studied by computer experiments (SIMION, [63]). Also the effects of non prefect voltages have been studied: (i) finite rise and fall times (150 ns) of the push-pull voltages in the RF trap, (ii) RF fields in the trap during ejection, (iii) residual RF signals (1V0p of the push-pull voltages in the RF trap, (iv) imbalanced RF voltages (1%) on capacitively coupled from the RF electrodes) at the push-pull apertures. The TDC used for the data-acquisition, Ortec-9353, has a non-extending dead-time (1 ns) and the detector has an extending dead-time (0.5 ns). This means that after the detection of an event, there will be a window of time (1.5 ns in the case of Ortec-9353) where no event will be recorded. This effect results in an attenuation of the amplitude of the central part of the peak compared to the tails, thus altering the peak shape and increasing the uncertainty. A dead-time correction is implemented in MAC to correct this uncertainty. The relative mass-to-charge ratio differences as large as ±25% the relative uncertainty does not exceed 2·10−8 for (i,ii) and 2·10−7 for (iii,iv). Since the RF is switched of shortly before ion ejection from the trap the effects of (ii-iv) are reduced by an order of magnitude.

12. Uncertainty due to dead-time of data-acquisition system

The TDC used for the data-acquisition, Ortec-9353, has a non-extending dead-time (1 ns) and the detector has an extending dead-time (0.5 ns). This means that after the detection of an event, there will be a window of time (1.5 ns in the case of Ortec-9353) where no event will be recorded. This effect results in an attenuation of the amplitude of the central part of the peak compared to the tails, thus altering the peak shape and increasing the uncertainty. A dead-time correction is implemented in MAC to correct this uncertainty. The relative mass-to-charge uncertainty contribution due to the dead-time effects is less than 1·10−8. This holds even for the condition of 0.5 ions detected on average per dead time. No uncertainty contribution has to be added in the data presented here.

13. Space-charge uncertainty

This contribution takes into account the interaction between isobaric ions while they travel close together in the analyzer. The magnitude of this effect in the relative mass-to-charge uncertainty is measured and described in [42], and amounts to about 1·10−8 per detected isobaric ion per MR-TOF-MS cycle. It can be neglected for all the data presented in this work.

J. Final mass value from individual measurements

The mass-to-charge ratio and uncertainty obtained from the described data-analysis procedure can be converted to the mass value and uncertainty by Eq. 27 and Eq. 28 respectively:

\[
m_{\text{IOI}} = \left( \frac{m}{q} \right)_{\text{IOI}} \cdot q_{\text{IOI}} + m_e \cdot q_{\text{IOI}}
\]

\[
\sigma_{\text{IOI}} = \sigma_{\text{IOI}(m/q)} \cdot q_{\text{IOI}}
\]

where \( m_{\text{IOI}} \) and \( \sigma_{\text{IOI}} \) are the final atomic mass and its uncertainty, \( \left( \frac{m}{q} \right)_{\text{IOI}} \) and \( \sigma_{\text{IOI}(m/q)} \) are the mass-to-charge ratio and its uncertainty obtained in the data-analysis procedure, \( m_e \) is the electron mass and \( q_{\text{IOI}} \) is the charge state of the measured IOI. Since measurements are performed on singly- or doubly-charged ions, the electron binding energies in the neutral atom can be neglected.

Combining results for the mass and abundance value of the same IOI, there are two cases: a) \( N \) different measurements; b) \( N \) different analysis of the same data set. To determine the mass value a weighted mean is calculated according in Eq. 29. It is assumed that all uncertainties are independent.

\[
<m> = \frac{\sum_i^N \frac{1}{\sigma_i} \cdot m_i}{\sum_i^N \frac{1}{\sigma_i^2}}
\]

where \( m_i \) and \( \sigma_i \) are the individual values and their uncertainties, respectively. For case a) the uncertainty is divided in an independent component, calculated via the variance of the weighted mean, and a dependent one, calculated via the weighted mean. The uncertainty components are added quadratically. In case of b) the weighted mean of the uncertainties is used.

V. RESULTS

The data-analysis procedure and the MR-TOF-MS system have been used for the four experiments described in Section 2. The measured results presented here, cover the following topics: (i) accuracy of the procedure with isotopes of well-known masses, (ii) first-time direct mass measurements, and (iii) first-time measurements of isomer-to-ground state ratios.

A. Mass accuracy

The broadband characteristic of the MR-TOF-MS enables simultaneous measurement of exotic nuclei with different mass (\( A \)) and element numbers (\( Z \)). This allows very efficient measurements. As a consequence the
broadband measurements with the highest resolving powers yield complex mass-to-charge spectra. However, the data-analysis procedure developed here is capable of analyzing these spectra. An example is given in Fig. 13. The species shown have a maximum difference of 25 isochronous turns and cover about 10 u/e. The measured Mass Excesses (ME) values are compared with the literature values in dependence of the number of turns in Fig. 14.

FIG. 13. Time-of-flight spectrum of different atomic and polyatomic ions with TOF of about 18.8 ms. Depending on their mass-to-charge ratio, the ions undergo 603 to 628 isochronous turns ($N_{it}$).

FIG. 14. Deviations of measured mass excess (ME) values from literature values, obtained for ions undergoing different numbers of turns ($N_e$). The corresponding TOF spectrum in shown in Fig. 13. The ions $^{12}$C$^{19}$F$^{+}$, $^{12}$C$^{19}$F$^{+}$, $^{12}$C$^{16}$O$^{19}$F$^{+}$, and $^{12}$C$^{16}$F$^{+}$ (open diamond symbol) were used for the determination of the calibration parameters $t_0$ and $c$. TRC was performed using the ion $^{12}$C$^{19}$F$^{+}$ (filled diamond symbols) for the calculation of the final mass-to-charge value.

The experimental results agree with the literature values with typical uncertainties of 20 keV. Note, that this uncertainty is merely the result for the example presented here and higher accuracies can be achieved for spectra for different turn numbers.

Nuclei with masses known to high accuracy were studied to determine the mass accuracy of the system and the data-analysis procedure. These include low-lying isomers with low statistics, thus representing the most challenging cases for the data-analysis procedure.

In Fig. 15 a spectrum taken with the MR-TOF-MS during Experiment II and analyzed with the procedure described above is shown. In this spectrum, the calibrant and two nuclides with their long-lived isomeric states are seen, whose masses and excitation energies are well-known from literature.

FIG. 15. Mass-to-charge spectrum of the nuclides $^{133}$I, $^{133}$mI (excitation energy of about 1.6 MeV) and $^{133}$Te, $^{133}$mTe (excitation energy of about 300 keV) obtained with the MR-TOF-MS in Experiment I. The binned data (black squares), the fits with the Hyper-EMG(1,1) function (red and blue curves), and the sum of all fits (black curve) are shown. The spectrum was calibrated using $^{133}$Cs ions. The mass resolving power (FWHM) amounts to 410,000. Note that the mass-to-charge spectrum is shown with a logarithmic abundance scale.

The acquisition time for this measurement was about 2 hours. The excitation energies of the isomers are 1634 keV and 334 keV for iodine and tellurium, respectively. In the case of iodine, the ground and isomeric states can be clearly resolved. For tellurium, the ground and isomeric states are overlapping, and the isomer is visible only as a shoulder on the left side of the isomeric peak. Our data-analysis procedure enabled extraction of the masses and abundance ratios also in the most challenging case.

The next case shows overlapping peaks with very low statistics, placing an even harder challenge for the data-analysis procedure. Due to a detection rates of only 12 events per hour, only 25 counts were available for both the ground and isomeric state, expected at an excitation energy of 279 keV. A single-peak fit to the data of $^{134}$Sb and $^{134}$mSb, with peak-shape parameters obtained from the calibrant peak (Hyper-EMG(0,1)), resulted in
a mass value in between the isomer and ground state with a \( p \)-value of the KS test of 0.29. When performing a double-peak fit with two Hyper-EMG\((0,1)\) functions to the unbinned data. The curves correspond to \( ^{134}\text{Sb} \) (red), \( ^{134}\text{Sb} \) (blue) and their sum (black).

The result of the double-peak fit to the data is shown in Fig. 16. In addition to the ground state mass and isomer excitation energy, the abundance ratio has been determined to be 1.08 ± 0.73. The uncertainty is dominated by the fact that the peaks are overlapping. If they were resolved, an uncertainty of about 0.4 would be expected just from statistics. This level of uncertainty (mass, excitation energy and isomer-to-ground state ratio) with such a low number of events is possible only due to the high resolving power of the MR-TOF-MS and the data-analysis procedure described here.

All the masses and excitation energies measured and listed in table \( \text{I} \) are known. Therefore, direct mass measurements are desirable for the \( \alpha \)-emitters, such as the recent mass measurements performed at RIKEN \[72\]. In the following, we present first-time direct mass measurements of seven \( \alpha \)-emitters in this region of interest. The measured results are listed in table \( \text{III} \).

\section{Masses of short-lived nuclides directly measured for the first time}

Above the doubly-magic nucleus \( ^{208}\text{Pb} \) a region of very short-lived nuclei opens up in the nuclear chart with half-lives down to nanoseconds. The masses of these nuclei were measured so far only via their \( Q \)-values. They relate the mother and daughter nuclei masses via \( \alpha \)-decay. This is only unambiguous if the initial and final states are known. Therefore, direct mass measurements are desirable for the \( \alpha \)-emitters, such as the recent mass measurements performed at RIKEN \[72\]. In the following, we present first-time direct mass measurements of seven \( \alpha \)-emitters in this region of interest. The measured results are listed in table \( \text{III} \).

\subsection{\( ^{212}, ^{213}, ^{218}\text{Rn isotopes} \)}

The \( ^{212}\text{Rn} \) nucleus has a closed shell with 126 neutrons and a half-life of 23.9 min, the neighboring isotope \( ^{213}\text{Rn} \) has a much shorter half-life of 19.5 ms and the \( ^{218}\text{Rn} \) nucleus has a half-life of 33.75(15) ms.

The present mass measurement was performed with 128 isochronous turns, corresponding to a TOF of about 5.8 ms and a mass resolving power of about 200,000. The masses of these three nuclides were determined in the past by \( \alpha \)-decay \([^{212}\text{Rn: } \text{[73, 74]}; ^{213}\text{Rn: } \text{[75, 76]}; ^{218}\text{Rn: } \text{[77, 78]}] \).
is not enough to resolve the ground state of $^{211}$Po, separated by 574 keV/c$^2$. The radioactive ion source installed in the CSC has produced the $^{211}$Pb ions. They were used for calibration at the beginning and end of the measurement, when no beam entered the CSC. During operation with beam, the $^{211}$Pb ion source was blocked by an electric field (220 V, DC), but some $^{211}$Pb background ions remained. This was taken into account in the data analysis by includ-
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FIG. 17. Relative deviation of measured ground state masses \((m_{FRS-IC} - m_{AME16})/m_{FRS-IC}\) (table I) and isomer excitation energies \((E_{ex,FRS-IC} - E_{ex,AME16})/m_{FRS-IC}\) (table II) from the literature values given in AME2016 [61]. All relative deviations are calculated with respect to the ground state masses. The grey band around the horizontal axis represents the literature uncertainty. In the right-hand panel, a histogram of the relative deviations with a bin size of 2.5 \(\times 10^{-7}\) is shown. The weighted mean of all relative deviations is \((4.5 \pm 5.3) \times 10^{-8}\) and the standard deviation is 3.5 \(\times 10^{-7}\). The Birge ratio [65] of the values is 0.891, showing that the different sources of uncertainty presented here describe adequately the total uncertainty, and that no unknown systematic uncertainty needs to be added. For 6 out of 31 nuclei a deviation larger one standard deviation occurs, this is less than expected form a normal distributed uncertainties.

| Nuclide | Half-life | Exp. | Reference ion | ME\(_{FRS-IC}\) / keV | ME\(_{AME16}\) / keV | ME\(_{FRS-IC} - ME_{AME16}\) / keV | Number of events |
|---------|-----------|-----|---------------|-------------------|----------------|-----------------------------|-----------------|
| \(^{220}\)Ra | 17.9 ± 1.4 ms | I | \(^{34}\)S\(^{19}\)F\(_{4}\) (A=110) | 10609 ± 320 | 10270 ± 8 | 339 ± 320 | 11 |
| \(^{218}\)Rn | 33.75 ± 0.15 ms | I | \(^{219}\)Rn | -5089 ± 54 | -5217.3 ± 2.3 | -128 ± 55 | 162 |
| \(^{217}\)At | 32.62 ± 0.24 ms | I | \(^{219}\)Rn | 4433 ± 135 | 4395 ± 5 | 38 ± 15 | 19 |
| \(^{213}\)Rn | 19.5 ± 0.1 ms | I | \(^{211}\)Pb | -5737 ± 63* | -5696 ± 3 | -41 ± 63* | 165 ± 29* |
| \(^{212}\)At | 314 ± 2 ms | I | \(^{211}\)Pb | -8601 ± 86 | -8628.2 ± 2.4 | -27 ± 86 | 1496* |
| \(^{214}\)Rn | 23.9 ± 1.2 min | I | \(^{211}\)Pb | -8609 ± 30 | -8660 ± 3 | 51 ± 30 | 514 |
| \(^{211}\)Po | 516 ± 3 ms | I | \(^{211}\)Pb | -12593 ± 137* | -12432.6 ± 1.3 | -160 ± 137* | 78 ± 411* |

TABLE III. Results of first-time direct mass measurements performed at the FRS-IC. The uncertainties shown correspond to the total experimental uncertainty. Literature values are from [61, 64]. * Weighted mean value including the results of a previous experiment at the FRS-IC [24, 43]. ** Total number of events for the unresolved ground and isomeric states.

3. \(^{220}\)Ra isotope

The measurement and data analysis of \(^{220}\)Ra ions was especially challenging, because: (i) \(^{220}\)Ra nuclides have a half-life of 17.9 ms, which is the shortest-lived isotope measured with an MR-TOF-MS up to now, (ii) the ion was measured as doubly-charged, (iii) only 11 counts were recorded. The MR-TOF-MS and the data-analysis procedures described in this paper have been developed to cope with these challenges.

4. \(^{212}, \(^{217}\)At isotopes

The \(^{212}\)At nucleus has a half-life of 314 ms for the \((1)^{-}\) ground state and 119 ms for the \((9)^{-}\) isomeric state with an excitation energy of 222.9(0.9) keV. This mass difference was not resolved in the measurement. Both
states decay via α-decay. In this measurement, the FRS was set to the very short-lived fragment $^{216}$Fr, which was stopped in the CSC and decayed into $^{212}$At via α-decay. Both nuclei, $^{216}$Fr and $^{212}$At, have a (9)$^−$ isomeric state. The (9)$^−$ isomer of $^{216}$Fr decays in similar manner to its ground state (1)$^−$ via α-decay \[81\]. The ground state and the (9)$^−$ isomer have similar half-lives - 700 ns and 850 ns, respectively. Therefore both states decay in the CSC, the recoil energy is absorbed by the helium gas, and the ground and isomeric state of $^{212}$At are populated. Kurcewicz et al. \[81\] reported an isomeric ratio for the (9)$^−$ state of 0.28(1) for $^{212}$At and 0.31(2) for $^{216}$Fr. The latter nucleus was populated via α-decay of $^{220}$Ac. In a later investigation \[82\] the isomeric ratio for the (9)$^−$ state in $^{212}$At was again determined. The obtained value was 0.09(2) which differs strongly from the reported value of reference \[81\].

$^{217}$At has a half-life of 32.3 ms. Its production cross section is 18 μbarn, the smallest of all isotopes presented here. Therefore, the uncertainty in its mass measurement is dominated by statistics, as the spectrum included only 19 ions. The mass of $^{217}$At nuclides was measured previously only by α-spectroscopy \[77\] \[83\].

VI. EXPERIMENTAL RESULTS COMPARED WITH THEORETICAL PREDICTIONS AT THE LEAD SHELL CLOSURES

Accurate mass values and also their differences can provide basic information of the strong interaction in nuclei and are essential for the understanding of the synthesis of the elements in the universe \[2\]. Nuclear shell stabilization is the reason for the existence of the heaviest experimentally known elements and particularly for the superheavy elements \[84\] \[85\]. The doubly magic nucleus $^{208}$Pb, formed by bound 82 protons and 126 neutrons, represents the heaviest experimentally and theoretically well-known proton shell closure. The masses in this domain have been experimentally determined mainly via decay data and are now for the first time directly measured with the MR-TOF-MS. Therefore, this region of nuclides is an ideal testing ground for our new experimental method discussed in this work. The new mass values, measured with the MR-TOF-MS, have been applied, together with the experimentally known data, to investigate the accuracy of different basic theoretical predictions in the Pb region.

The two-neutron separation energy ($S_{2n}$) is defined by the relation of the mass excess values (ME):

$$S_{2n}(N, Z) = ME(N-2, Z) + 2 ME(n) - ME(N, Z)\ ,$$

where $ME(n)$ is the mass excess of the neutron. The $S_{2n}$ surface in the Pb mass region is shown in Fig. [18].

As already presented in the previous chapters, the new MR-TOF-MS data are in excellent agreement with previously known data which have been determined via Q$_α$ values and other quite different experimental methods.

The experimental $S_{2n}$ values show the expected steep drop at the N=126 shell for all elements in the region. A closer look indicates that the slope becomes shallower with an increasing difference of the proton number from the closed shell Z=82.

This evolution of the shell gap near the double magicity can be illustrated by the slope of the difference of the two-neutron separation energies for different elements. For this goal, we study the difference given by

$$\Delta_{1n}S_{2n}(N, Z) = S_{2n}(N+1, Z) - S_{2n}(N, Z)\ ,$$

thus mapping the proton shell closure at lead. Figure [19] presents this correlation using the experimental data of this work and the AME2016 data base \[61\]. The symbols denoted by a blue color indicate the mass excess data of the present experiments.

The observation is that except for the chain of N=126 and N=127 the correlation is very weak, manifested in the horizontal slopes with small staggering. The behavior of N=127 and N=126 is significantly different. The curves exhibit a positive slope beyond the Z=82 shell closure, undergo a minimum near the proton shell closure. The peculiar experimental observation has been manifested by our direct mass measurements.

In the next step of this study, it is interesting to investigate the predictions of different theoretical models in the same mass range. We have selected successful mass models based on quite different theoretical approaches. The predictive power of different models have been recently compared with experimental data in reference \[86\].

In figure [20] the theoretical slopes for two neutron separation energies with neutron numbers 124-128 are shown as a function of the atomic number. In general, the theoretical data strongly deviate from the experimental observation, especially for the N=126 and N=127 chains. In the top panel of figure [20] the predictions of Myers and...
FIG. 19. Slope of the two neutron separation energy $\Delta_{1n}S_{2n}$ versus proton number. The black symbols show the data corresponding to the AME16. The red symbols the measurements from this work.

FIG. 20. Slope of the two neutron separation energy $\Delta_{1n}S_{2n}$ versus proton number in different mass models, Thomas-Fermi [87], HBF21 [88] and UNEDF0 [89].

Swiatecki [87], based on the Thomas-Fermi (TF) model, are presented. This model had one of the best predictive power over the full range of isotopes [89]. The TF model indicates for all neutron chains horizontal slopes with small staggering features. Except for the N=126 and N=127 chains this reflects the experimental observation. However, for N=126 and N=127 the TF model deviates strongly and has deviations of several hundred keV.

The two other theoretical comparisons show two pure microscopic approaches. In the middle panel a Hartree-Fock-Bogolubov model, denoted as 'HFB-21' [88] and in the bottom panel an energy density functional 'UNEDF0' [89] were employed. The strong deviation of experimental and theoretical data especially for N=126 and N=127 is manifested in all panels of figure 20.

In the HFB-21 approach, one can see a staggering with amplitude near 1 MeV, which is clearly not observed in the experimental data. This suggests that the pairing force is not properly adjusted in this model. In the UNEDF0 approach, the corresponding curves are smooth and horizontal. However, both theories cannot reproduce the experimental observation. The UNEDF0 model has even a reversed order for the N=126 and N=127 shells. The observed experimental peculiarity is certainly a stringent test for the accuracy and limitation of the present theories. Therefore, it represents a strong motivation for theoretical improvements even in the so-called well-known domain of the doubly magic nucleus $^{208}$Pb and for the domain of shell effects of superheavy elements.

VII. SUMMARY AND OUTLOOK

Direct mass measurements of fission and projectile fragments produced with $^{238}$U and $^{124}$Xe primary beams have been performed with the MR-TOF-MS of the FRS Ion Catcher in four experiments. The nuclides were produced, separated in-flight, and energy-bunched with the FRS and finally thermalized in gas-filled cryogenic stopping cell (CSC). An MR-TOF-MS specialized for the accurate mass measurements for rare isotopes, with a few counts only, has been used in the present experiments.

A data-analysis procedure was developed to determine the mass values and their uncertainties. The analysis is well suited for overlapping peaks, which solely can be distinguished from a single peak by a change in the peak shape. With this data-analysis procedure, the effective mass resolving power for overlapping peaks is increased by a factor of up to three compared to standard data analysis. This procedure has a direct impact for the resolution of low-lying isomers.

The masses of 31 unstable nuclides with half-lives down to 18 ms were measured. Mass resolving powers beyond 400,000 were achieved. This is the highest mass resolving power reached in mass measurements of short-lived nuclides with an MR-TOF-MS up to now. The masses of six isomeric states with excitation energies down to
280 keV were determined. Nuclides of 15 different elements were measured with count rates as low as 11 events per nuclide. It was further possible to extract mass values for isotopes with ion detection rates of as low as 12 events per hour. The weighted mean of the relative deviations from literature for all the measured masses is \((4.5 \pm 5.3) \times 10^{-8}\). The minimum relative uncertainty obtained with the MR-TOF-MS is \(6 \times 10^{-8}\).

The first direct mass measurements of seven isotopes close to the double magic nucleus \(^{208}\)Pb allowed to study the evolution of the two-neutron separation energies. A strong element-dependency is seen for the first neutron above the closed proton shell \(Z=82\). The experimental results deviate strongly from different theoretical predictions, especially for \(N=126\) and \(N=127\). Therefore, it is a new challenge for the theoretical models even in the so-called well-known domain of the doubly magic nucleus \(^{208}\)Pb.

These results demonstrate the competitiveness of a high-resolution MR-TOF-MS for measuring masses of short-lived nuclides with an accuracy high enough to yield significant information for nuclear physics and astrophysics. It opens the door for measurements of unknown masses with an accuracy that was up to now only possible with Penning traps.

Future efforts will focus on the following improvements: isobaric continuous calibration will be provided by a newly designed laser ablation carbon cluster ion source included in the upgraded RFQ beamline between the CSC and the MR-TOF-MS \([91]\); the improved operation mode and electronics for the MRS will make this uncertainty negligible \([91]\), and the resolving power will be further increased by means of an improved ion-optical tuning, longer cycle times, and further improved stability of the voltages supplied to the analyzer. With these improvements a relative uncertainty in the range of \(2 \times 10^{-8}\) is within reach.

While in previous experiments with the FRS Ion Catcher the focus was placed on the commissioning and characterization of the CSC, experiments in the coming years will be dedicated physics experiments. Several experimental runs will be performed during FAIR Phase-0 at GSI/FAIR. These experiments include mass measurements at \(N=126\) below \(^{208}\)Pb \([92]\) and for \(N=Z\) nuclides below \(^{100}\)Sn \([93]\). Moreover the system will be used to identify reactions and decay products and thereby measure beta-delayed neutron emission probabilities \([94]\) and multi-nucleon transfer reaction product cross-sections \([95]\).
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