Realistic galaxy image simulation via score-based generative models
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1 INTRODUCTION

Synthetic data will play a pivotal role as we journey further into astronomy’s epoch of big data, especially for large extragalactic surveys (York et al. 2000; Dewdney et al. 2009; Amiaux et al. 2012; Ivezic et al. 2019). It will be required to train machine learning methods, to interpret observations, and to test theoretical frameworks. Indeed, one form of synthetic data comes from theoretical models. For example, in the field of galaxy formation and evolution, simulations using semi-analytical approaches have been successful in reproducing many of the bulk observable and emergent properties of galaxies over a significant fraction of cosmic time (e.g. Somerville & Primack 1999; Cole et al. 2000; Bower et al. 2006; Croton et al. 2006). Semi-analytical models (SAMs) employ approximations derived from more detailed numerical simulations and empirical calibrations from data to model galaxy formation and evolution. So it is possible to generate, for example, a ‘mock’ catalogue of galaxies with predicted optical photometry (Lagos et al. 2019). Hydrodynamical models of galaxy formation track the evolution of baryons and dark matter within representative volumes (e.g. Dubois et al. 2014; Vogelsberger et al. 2014; Schaye et al. 2015; Khandai et al. 2015; Kaviraj et al. 2017), and when pushed to high spatial resolution, can predict galaxy morphologies on physical scales commensurate with the angular scales achievable with current observational facilities. When radiative transfer schemes are applied for the propagation of (for example) starlight through the volume, realistic synthetic observations can be produced, to be compared with nature (e.g. Camps et al. 2016; Trayford et al. 2017; Lovell et al. 2021). To properly mimic real astronomical data, with all its wonderful idiosyncrasies, requires a full and detailed understanding of the telescope response, instrumental properties, and observing conditions, not to mention the nuances of any data reduction procedure. These non-trivial steps are typically unique to a given set of observations. There is a short-cut however: armed with enough examples of observations from a given survey, it should be possible to derive a data-driven approach to mimic not only the content of interest – astronomical signal – but also the properties of the data themselves. Deep generative models enable precisely that.

Great attention has been given to applications of deep generative learning to problems in astronomy lately. Generative Adversarial Networks (GAN; Goodfellow et al. 2014) have been used for deconvolution (Schwabinski et al. 2017), synthetic galaxy generation (Ravanbakhsh et al. 2016; Fussell & Moews 2019), dark matter simulation (Mustafa et al. 2019; Tamosiunas et al. 2020), and deep
field imagery generation (Smith & Geach 2019). Variational Auto-Encoders (VAE; Kingma & Welling 2014) have been used to simulate galaxy observations (Ravanbakhsh et al. 2016; Spindler et al. 2021; Lanusse et al. 2021), as have flow-based models (Rezende & Mohamed 2015; Bretonnîère et al. 2021). In this paper, we show that it is possible to simulate realistic galaxy imagery with a Denoising Diffusion Probabilistic Model (DDPM).

DDPMs were introduced by Sohl-Dickstein et al. (2015) and were first shown to produce high quality synthetic samples by Ho et al. (2020). They belong to a family of generative deep learning models that employ denoising ‘score matching’ via annealed Langevin dynamic sampling (Song & Ermon 2020; Ho et al. 2020; Jolicoeur-Martineau et al. 2020; Song et al. 2021). This family of score-based generative models (SBGMs) can generate imagery of a quality and diversity surpassing state of the art GAN models, a startling result considering the historic disparity in interest and development between the two techniques (Song et al. 2021; Nichol & Dhariwal 2021; Dhariwal & Nichol 2021).

SBGMs have already been used to super-resolve images (Kadkhodaei & Simoncelli 2020; Saharia et al. 2021), translate between image domains (Sasaki et al. 2021), separate superimposed images (Jayaram & Thickstun 2020), and in-paint information (Kadkhodaei & Simoncelli 2020; Song et al. 2021). At the time of writing, there is only one example of score-based modelling in the astronomy literature (Remy et al. 2020). This is despite some obvious uses in astronomical data pipelines. For example: an implementation like Sasaki et al. (2021) could be used for survey-to-survey photometry translation similarly to Buncher et al. (2021); the source image separation model described in Jayaram & Thickstun (2020) could be applied as an astronomical object deblender (for example: Stark et al. 2018; Reiman & Göhre 2019; Arcelin et al. 2021); and information inpainting could be used to remove nuisance objects from observations (Kadkhodaei & Simoncelli 2020; Song et al. 2021).

This paper is organised as follows. Section 2 introduces the DDPM formulation used in this paper. In Section 3 and Section 4, we show that DDPMs are capable of generating diverse synthetic galaxy observations that are both statistically and qualitatively indistinguishable from observations found in the training set. We also demonstrate that DDPMs can in-paint occluded information in an observation, such as satellite trails1, and show that we can inject realism into entirely un-realistic cartoon imagery. A discussion of our results and suggestions for future research are presented in Section 5.

2 Denoising Diffusion Probabilistic Models

Denoising Diffusion Probabilistic Models (DDPMs) define a diffusion process that projects a complex image domain space onto a simple domain space. In the original formulation, this diffusion process is fixed to a predefined Markov chain that adds a small amount of Gaussian noise with each step. Figure 1 illustrates that this ‘simple domain space’ can be noise sampled from a Gaussian distribution: $x_T \sim \mathcal{N}(0, \mathbb{I})$.

2.1 Forward process

We define a Markov chain to slowly add Gaussian noise to our data:

\[
q(x_{0:T}) = q(x_0) \prod_{t=1}^{T} q(x_t | x_{t-1}).
\]  

(1)

The amount of noise added per step is controlled with a variance schedule $\{\beta_t \in (0, 1)\}_{t=1}^T$, such that

\[
q(x_t | x_{t-1}) = \mathcal{N}(x_t; \sqrt{1 - \beta_t} x_{t-1}, \beta_t \mathbb{I}).
\]  

(2)

This process is applied iteratively to the input image, $x_0$. If we define the above equation to only depend on $x_0$, we can immediately calculate an image representation $x_T$ for any $t$ (Ho et al. 2020). Defining $\alpha_t = 1 - \beta_t$ and $\tilde{\alpha}_t = \prod_{i=1}^t \alpha_i$;

\[
x_t = \sqrt{\tilde{\alpha}_t} x_{t-1} + \sqrt{1 - \tilde{\alpha}_t} z_{t-1}
\]

\[
= \sqrt{\tilde{\alpha}_t} \alpha_{t-1} x_{t-2} + \sqrt{(1 - \alpha_t)} + \alpha_t (1 - \tilde{\alpha}_{t-1}) z_{t-2}
\]

\[
= \sqrt{\tilde{\alpha}_t} \alpha_{t-1} \alpha_{t-2} x_{t-3} + \sqrt{(1 - \alpha_t \alpha_{t-1})} + \alpha_t \alpha_{t-1} (1 - \tilde{\alpha}_{t-2}) z_{t-3}
\]

\[
= \ldots \sqrt{\tilde{\alpha}_t} x_0 + \sqrt{1 - \tilde{\alpha}_t} z,
\]  

where $z \sim \mathcal{N}(0, \mathbb{I})$ and $z$ is a combination of Gaussians. Substituting this expression into Equation 2 removes the $x_{t-1}$ dependency and yields

\[
q(x_t | x_0) = \mathcal{N}(x_t; \sqrt{\tilde{\alpha}_t} x_0, (1 - \tilde{\alpha}_t) \mathbb{I}).
\]  

(4)

\footnote{A growing problem due to the rapidly increasing population of satellites, exacerbated by mega-constellations (Kocifaj et al. 2021).}
2.2 Reverse process

DDPMs attempt to reverse the forward process by applying a Markov chain with learnt Gaussian transitions. In our case these transitions are learnt via an appropriate neural network, $p_\theta$:

$$p_\theta(x_{0:T}) = p(x_T) \prod_{t=1}^{T} p_\theta(x_{t-1} \mid x_t).$$

While $\Sigma_\theta(x_t, t)$ can be learnt\(^2\), we follow Ho et al. (2020) and fix it to an iteration-dependent constant $\sigma_t^2 I$, where $\sigma_t^2 = 1 - \alpha_t$. By recognising that DDPMs are a restricted class of Hierarchical VAE, we see that we can train $p_\theta$ by optimising the evidence lower bound (ELBO, introduced in Kingma & Welling 2014) that can be written as a summation over the Kullback-Leibler divergences at each step:

$$p_\theta(x_{t-1} \mid x_t) = \mathcal{N}(x_{t-1} \mid \mu_\theta(x_t, t), \Sigma_\theta(x_t, t)).$$

See for example Nichol & Dhariwal (2021).
iteration step:\[ L_{ELBO} = E_{q} \left[ D_{KL}(q(x_T | x_0) \| p(x_T)) + \sum_{t=1} D_{KL}(q(s_{t-1} | s_{t}, x_0) \| p_{\theta}(s_{t-1} | s_{t})) + \log p_{\theta}(x_0 | x_1) \right]. \] (7)

In the Ho et al. (2020) formulation, the first term in Equation 7 is a constant during training and the final term is modelled as an independent discrete decoder. This leaves the middle summation. Each term in that summation can be written as
\[ L(\mu_t, \mu_\theta) = \frac{1}{2\sigma_t^2} \| \mu_t(x_t, x_0) - \mu_\theta(x_t, t) \|^2, \] (8)

where \( \mu_\theta \) is the neural network’s estimation of the forward process posterior mean \( \mu_t \). In practice it would be preferable to predict the noise addition in each iteration step \((z_t)\), as \( z_t \) has a distribution that by definition is centred about 0, with a well defined variance. To this end we can define \( \mu_\theta \) as
\[ \mu_\theta(x_t, t) = \frac{1}{\sqrt{\alpha_t}} \left( x_t - \frac{1 - \alpha_t}{\sqrt{1 - \alpha_t}} z_0(x_t, t) \right), \] (9)

and by combining Equations 8 and 9 we get
\[ L(z_t, z_0) = \frac{1}{2\sigma_t^2} \left( \frac{1}{\sqrt{\alpha_t}} \left( x_t - \frac{1 - \alpha_t}{\sqrt{1 - \alpha_t}} z_0(x_t, t) \right) \right) \]
\[ \frac{1}{\sqrt{\alpha_t}} \left( x_t - \frac{1 - \alpha_t}{\sqrt{1 - \alpha_t}} z_0(x_t, t) \right) \]
\[ = \frac{(1 - \alpha_t)^2}{2\sigma_t^2(1 - \alpha_t)} \| z_t - z_0(x_t, t) \|^2. \] (10)

Ho et al. (2020) empirically found that a simplified version of the loss described in Equation 10 results in better sample quality. We therefore use a simplified version of Equation 10 as our loss, and optimise to predict the noise required to reverse a forward process iteration step:
\[ L(z_t, z_0) = \| z_t - z_0(x_t, t) \|^2, \] (11)

where \( x_t = \sqrt{\alpha_t} x_0 + \sqrt{1 - \alpha_t} z_t \).

By recognising that \( z_0 = \sigma_t^2 \nabla x_t \log q(x_t | x_{t-1}) \), we see that Equation 11 is equivalent to denoising score matching over time noise levels (Vincent 2011). This connection establishes a link between DDPMs and other SBGMs (such as Song & Ermon 2019, 2020; Jolicoeur-Martineau et al. 2020).

Here we use a modified U-Net as \( p_\theta \) (Ronneberger et al. 2015; Salimans et al. 2017), and train via the Adam optimiser (Kingma & Ba 2015). The U-Net comprises of three downsample blocks, a bottleneck block, and three upsample blocks. Each downsample block comprises of two residual blocks (Srivastava et al. 2015; He et al. 2015), a self-attention layer (Bahdanau et al. 2014; Cheng et al. 2016), and a strided convolution layer. The bottleneck comprises of a self-attention layer sandwiched by two residual blocks. Each upsample block comprises of two residual blocks, a self-attention layer, and a transposed convolution layer. As in a standard U-Net, residual connections link the downsample and upsample blocks. To provide information about the current iteration step, an embedding representing the reverse process iteration step is periodically injected into the model.

Figure 3. Pixelspace nearest neighbour to generated PROBES galaxies. The leftmost column shows a galaxy generated with the model \( p_\theta(x) \), the other columns show that galaxy’s closest training set neighbours in pixelspace. Moving along a row takes us further away from the simulated galaxy in pixelspace.

U-Net via a summation. Mish activation is used throughout (Misra 2019). The full implementation is released under the AGPLv3 licence and is available at https://github.com/Smith42/astrodppm.

To run inference for the reverse process, we progressively remove the predicted noise \( z_\theta \) from our image. The predicted noise is weighted according to our variance schedule:
\[ x_{t-1} = \frac{1}{\sqrt{\alpha_t}} \left( x_t - \frac{1 - \alpha_t}{\sqrt{1 - \alpha_t}} z_\theta(x_t, t) \right) + \sigma_t z. \] (12)

If we take \( p(x_T) \sim N(x_T; 0, 1) \), we can use \( p_\theta \) to generate entirely novel data that are similar, but not identical to, those found in the training set. We can also use \( p_\theta \) to perform image domain translation, and inpainting. Section 4 describes these applications in further detail.

3 SIMULATING DESI GALAXY IMAGES

We train our models on minimally processed native resolution (256 × 256 pixels at 0.262” pixel⁻¹) Dark Energy Spectroscopic Instrument (DESI; Dey et al. 2019) Legacy Survey Data Release 9 galaxy imagery. The g, r, and z band images have an average atmospheric seeing of approximately 1”.

3.1 Data sample, preparation, and training

We train two models on two different datasets for 750,000 global steps each across three NVIDIA Tesla V100 GPUs, corresponding to ~250 hours wall time per model. We fill all available VRAM and set the batch size to 56. The two datasets are described below.

(i) We train on the Photometry and Rotation curve OBservations from Extragalactic Surveys (PROBES) galaxy dataset as imaged by
the Dark Energy Spectroscopic Instrument (DESI; Dey et al. 2019) Legacy Survey Data Release 9. The PROBES dataset is described in Stone & Courteau (2019) and Stone et al. (2021). It contains 1962 late-type galaxies with no large neighbours or other obscuring features (such as bright stars). Most of the objects are well resolved, exhibiting spiral arms, bars, and other features characteristic of late-type systems. The model trained on this dataset produces galaxies that obviously exhibit internal structure. We refer to this as the ‘PROBES’ dataset.

(ii) We also train on a dataset of 306,006 galaxies whose coordinates are taken from Sloan Digital Sky Survey (SDSS; York et al. 2000) Data Release 7 (Abazajian et al. 2009) and a modified catalogue from Wilman et al. (2010). This volume complete sample has an $r$-band absolute magnitude limit of $M_r \leq -20$ and a redshift limit of $z \leq 0.08$. See Arora et al. (2019) for details. This catalogue covers a wide range of environments from clusters to groups and field systems. As in the PROBES dataset, the galaxy images are taken from DESI (Dey et al. 2019). We use this dataset and the corresponding trained model to compare population level galaxy statistics (Sec. 4.1). For brevity we refer to this as the ‘SDSS’ dataset.

All images are cropped about the target galaxy to a shape of $256 \times 256$ pixels. The only destructive pre-processing performed is an upper and lower percentile clipping, with the percentiles calculated across the entire dataset. This clipping removes any ‘hot’ or ‘cold’ pixels. To calculate the upper flux truncation point we evaluate the 99.9th percentile fluxes for each galaxy across the full dataset. To separate the long tail from the bulk of the data, we fit a two-cluster $k$-means (Lloyd 1982). The two-cluster $k$-means returns a boundary at approximately 5 analogue-to-digital unit (ADU) for the SDSS dataset, and 5.5 ADU for the PROBES dataset, and so we set these values as our upper truncation points and normalisation constants. The lower flux truncation point is set as the minimum off-source pixel-wise root mean square across the entire dataset. We found this value to be very close to zero across all bands in both the SDSS and PROBES datasets, and therefore set the lower flux truncation as 0 ADU. We apply a min-max normalisation to the images with the following equation:

$$\chi = \frac{2 \cdot \max(0, \min(x, A))}{A} - 1,$$

with $A = 5.0$ ADU being the upper flux truncation for the SDSS dataset, and $A = 5.5$ ADU for the PROBES dataset. We reverse this normalisation when post-processing inferences from the model.

4 RESULTS

Figure 2 shows a random selection of generated galaxies, alongside a random selection of real galaxies. The images are shuffled and we can see that the simulated and real galaxies are subjectively indistinguishable, at least to the authors (we of course invite the reader to make their own assessment of fidelity, referring to the answer key given at the end of this paper). Figure 3 presents a random selection of generated galaxies’ nearest neighbours in pixelspace. Since the pixelspace search does not return identical galaxies, we conclude that the DDPM is not simply regurgitating imagery, and is indeed generating novel data. We found a systematic offset in the simulated pixel fluxes and corrected for it in post-processing. To estimate the offset, we calculated the median pixel value in each of the 10,000 mock and 10,000 real galaxy observations. Each set is sorted and the medians paired according to their place in the sorted sets. Finally we fit a linear function to the resulting 10,000 median flux pairs.

The gradient of the fit was used as a scaling factor for the simulated galaxy images. We found the multiplier to be 1.18 in $g$, 1.16 in $r$, and 1.23 in $z$ for our DESI observations. Unfortunately, the exact cause of these offsets could not be determined. We propose that this discrepancy is due to a fundamental property of the neural network and its interaction with sparse imagery such as our galaxy images.

4.1 Quantifying similarity

To quantify the similarity of the visual and morphological characteristics of our galaxies, we borrow from the deep generative learning literature and calculate the Fréchet Inception Distance (FID; Heusel et al. 2017; Seitzer 2020). The FID is the distance (Dowson & Landau 1982) between Gaussians fitted to two Inception-v3 (Szegedy et al. 2016) penultimate layer feature representations. The penultimate layer nodes are deep in the network and mimic a human’s perception when viewing images. Therefore, if the Gaussians are similar (and the corresponding FID is small), the images will be visually similar too.

We run FID on 10,000 random samples and present the results in Table 1. While we cannot yet contextualise our FID within the
We run SGD on 10,000 random samples. Results for the individual tests and the SGD summary are presented for a basic visual and morphological comparison; we can- not discern between the synthesised and real galaxies, which suggests that the visual and morphological characteristics of our datasets are well replicated.

To demonstrate that we capture emergent, measurable properties of the galaxies, we directly compare size and flux distributions. Fluxes are measured via a summation with a fixed aperture with a diameter of 12 pixels (~3′′), and we use the half light radius as a simple measure of size. To summarise the distance between the ‘ground truth’ photometry training set properties and the properties of the simulated set we use the Wasserstein-1 distance:

\[
W(u, v) = \int_{-\infty}^{\infty} |U - V| \, d\theta
\]

(14)

where \( U \) and \( V \) are the respective cumulative distribution functions of \( u \) and \( v \).

Following Equation 14, we propose a ‘synthetic galaxy distance’ metric that captures the difference between emergent properties of a synthetic and reference galaxy photometry dataset:

\[
\text{SGD} = \sum_i W(u_i, v_i),
\]

\[
= W(R_e, R_e) + W(g^u, g^v) + W(r^u, r^v) + W(z^u, z^v) + W((g - r)^u, (g - r)^v) + W((r - z)^u, (r - z)^v),
\]

(15)

where \( R_e \) is the half light radius, and \( g, r, \) and \( z \) are aperture magnitudes in specific bands and \( u \) and \( v \) denote different datasets. The SGD returns a single number, where a lower value denotes a closer match between \( u \) and \( v \). When combined with the FID for visual and morphological similarity, a good overview of the similarity between two large galaxy photometry datasets is obtained. Figure 4 shows the results for the individual tests and the SGD summary in Table 1.

While we cannot yet contextualise our SGD within the literature, we provide the value for future comparison. Figure 2 is presented for a basic visual and morphological comparison; we cannot discern between the synthesised and real galaxies, which suggests that the visual and morphological characteristics of our datasets are well replicated.

**Table 1.** Wasserstein-1 distance between emergent property distributions. \( p_\theta(z) \) is the DDPM described in this paper. ‘SDSS’ is a comparison between two different randomly selected sets of 10,000 galaxies from the training set. We provide the ‘SDSS’ Wasserstein-1 distances as a baseline ‘perfect’ inference.

|       | \( W_g \) | \( W_r \) | \( W_z \) | \( W_{R_e} \) | \( W_{(g-r)} \) | \( W_{(r-z)} \) | SGD | FID |
|-------|-----------|-----------|-----------|--------------|--------------|--------------|-----|-----|
| \( p_\theta(z) \) | 0.013 | 0.012 | 0.023 | 0.055 | 0.015 | 0.010 | 0.127 | 19 |
| SDSS | 0.008 | 0.010 | 0.014 | 0.018 | 0.006 | 0.004 | 0.060 | 0.95 |

Figure 5. Inpainting of galaxy observations defaced by satellite trails. The first column shows the original (\( r \)-band) PROBES galaxy, \( x \). The second column shows the defaced galaxy, \( x \). The third column shows a random guided draw from the model \( p_\theta(\tilde{x} | \tilde{x}; T = 950) \).

### 4.2 Satellite trail removal via guided diffusion

The DDPM can be used to remove simulated galaxy satellite trails from images. We simulate satellite trails by superimposing a bright linear strip onto a real image. The strips have a random direction, brightness, width, and periodicity. In this demonstration we present monochrome \( r \)-band images from the PROBES dataset.

To perform guided diffusion, we run the reverse process on the occluded part of the galaxy, in this case the satellite trails. The other image pixels are drawn directly from the forward process, and so are not updated. The occluded pixels are updated with guidance information from the surrounding pixels. As Figures 5 and 6 show, this
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Figure 6. A pixelwise comparison between the ground truth images’ occluded fluxes, and the recovered images’ in Figure 5, expressed as a fractional error. The left panel shows the residual for all pixels, and the right panel restricts the analysis to pixels exceeding 3 times the background r.m.s. (0.654 ADU). We find good agreement between the predicted pixel fluxes and the ground truth fluxes, with virtually all significant pixels within 10% of their true values.

process retrieves excellent representations of the original galaxies, essentially in-painting the missing data with high accuracy. Figure 6 shows that significant (>3σ) pixels that were occluded by a trail have recovered fluxes within 10% of their true values. Since satellite trails are not present in the training set, a guided draw from the learnt model is effective at ‘interpolating’ the occluded pixels. A similar approach would work for other unwanted artefacts, such as glints and ghosts, provided they do not appear frequently in the training set.

4.3 Domain transfer

The DDPM can also be used to make another input image resemble a DESI Legacy Survey observation. To perform this domain transfer, we first run the forward process for \( T \) iterations. We then take the noisy image, and run the reverse process. This results in a DESI Legacy Survey-like observation that shares high level features with the input image. Figure 7 demonstrates this technique on cartoons, setting \( T = 600 \). If \( T \) is set at a high value, the DDPM produces an image that more closely resembles one that might be found in the training set. However, fine detail in the conditioning image is lost as it is erased by the forward noise addition process. The cartoon input is transformed into an image resembling it, but with the properties of a DESI survey image. Once the cartoon images have been ‘DESI-fied’, we can search for the nearest neighbour in pixel space in the real dataset, and this is shown as a final column in Figure 7. Thus, this approach paves the way for pixel-based searching of large survey imaging databases. For example, one could potentially sketch a particular morphology or configuration (e.g. an Einstein ring), apply the model tailored to that survey and then recover the best match in the real data. One could also apply this technique to inject realism into simulated galaxies, such as those predicted by hydrodynamical simulations.

Since the first release of this paper Preechakul et al. (2021) and Saharia et al. (2021) have both explored image-to-image translation with a score-based model. Preechakul et al. (2021) showed that DDPMs can produce semantically meaningful embeddings, given an appropriate architecture. In their paper, they demonstrate that their autoencoding DDPM can interpolate along the embedding space and age and de-age images of faces. In astronomy, one can imagine using a ‘survey’ embedding to interpolate between surveys.

Saharia et al. (2021) took a different approach and explicitly trained their model to reverse the forward process of an ill-posed inverse problem. For an ill-posed inverse problem such as noise addition, one can define the forward process in a classical way, and use a DDPM in the inverse process to retrieve the uncorrupted image. Saharia et al. (2021) did this and showed that a DDPM can colourise greyscale images, and remove JPEG compression artefacts.

For more difficult problems that do not have a well defined forward process, we can use a model similar to that introduced in Sasaki et al. (2021) to translate between two different image domains. We intend to explore astronomy related image-to-image translation applications more deeply in follow up work.

4.4 A fun aside: mock Astronomy Picture of the Day

As a fun aside, we have trained a DDPM on images from NASA’s Astronomy Picture of the Day (APOD) archive. The dataset comprises 11,428 RGB JPEG images resized to a 256 × 256 shape. We trained this model for 900,000 global steps on a single V100 GPU. This allows us to generate new APODs that do not actually exist. Figure 8 shows a curated sample of ‘AI-APODs’ generated from this model. We leave it to the reader to critically assess their merits, but some common themes are apparent: images resembling nebulae, galaxies, landscapes, moons, and aurorae are
Figure 8. A sample of DDPM-generated APOD imagery: AI-APODs. More can be found at http://mjjsmith.com/thisisnotanapod and you can follow a Twitter bot https://twitter.com/ThisIsNotAnApod. A version of this figure has been featured on NASA’s APOD https://apod.nasa.gov/apod/ap211109.html.

5 CONCLUSIONS

We show that score-based generative modelling is a viable method for synthetic galaxy image generation, and that this approach preserves emergent properties such as galaxy size and total flux over different photometric bands, in addition to producing realistic morphologies. We achieve this fidelity without explicit encoding of physics or instrumental effects, a great advantage when simulating physically ill-defined objects. This is a completely data-driven approach to synthetic data generation.

There are downsides. Naturally, SBGMs require significant computational resources to train. However, unlike most other generative deep learning methods SBGMs also require significant resources to infer data. Since they need to diffuse the data for $T$ cycles\(^5\), it takes

\[^5\text{In this work, } T = 1000\]
$T$ times longer to produce a batch of synthetic data compared to an equivalent GAN, VAE, or other single shot generative model. However, there may be routes to reduce the inference time for SBGMs, with promising results already (Jolicoeur-Martineau et al. 2021; Song et al. 2021).

SBGMs have clear astronomical applications, from object de-blending (Jayaram & Thickstun 2020) to survey-to-survey translation (Sasaki et al. 2021) to occluded object in-painting (Kadkhodaie & Simoncelli 2020; Song et al. 2021) to super-resolving imagery (Saharia et al. 2021). Unlike GANs, SBGMs do not suffer from mode collapse and are trivial to train. SBGMs produce imagery that has a diversity and fidelity that rivals state of the art GAN models (Song et al. 2021; Nichol & Dhariwal 2021; Dhariwal & Nichol 2021). Unlike VAEs, SBGMs do not constrain information to a fixed bottleneck vector and thus do not suffer from blurring, and instead produce sharp, realistic imagery (Spindler et al. 2021). For all these reasons, we believe that SBGMs are ripe for exploitation by the astronomical community, and we hope this paper motivates further work in this topic.

**DATA AND CODE AVAILABILITY**

The full PyTorch (Paszke et al. 2019) implementation of the model presented here is available at https://github.com/Smith42/astromdpm, and the code to calculate the Synthetic Galaxy Distance (SGD) can be accessed at https://github.com/Smith42/synthetic-galaxy-distance. To calculate the Fréchet Inception Distance (FID), we used https://github.com/mseitzer/pytorch-fid.

**CARBON EMISSIONS**

The training of deep learning models requires considerable energy, contributing to carbon emissions. The energy used to train AstroDDPM to completion is estimated to be 450 kWh, corresponding to 105 kg CO2e according to the Machine Learning Emissions Calculator described in Lacoste et al. (2019). To counteract further emission from redundant retraining, we follow the recommendations of Strubell et al. (2019) and make available the fully trained models, as well as the code to run them. Also, we will make available trained models for any improvements that we make to AstroDDPM in the future.

**ANSWER KEY FOR FIGURE 2**
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