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In order to reduce driving risk in the rainfall days, developing the variable speed limits (VSL) is effective. However, it is hard to develop suitable VSL aligning with travel speed of mainstream that it affected by the traffic flow, rainfall intensity, individual travel speed, peak hours, working days, random events, and so on. In this paper, the average travel speed and traffic flow of each road section are calculated from the toll collection data of Xi’an Ring Road from May to July in 2018 in Shaanxi Province, China. The weather data are collected and extrapolated to the corresponding road sections. Travel speed, traffic flow, and rainfall intensity are integrated to predict the fluctuation trend of travel speed through the proposed deep belief-radial basis function network. The experimental results show that a significant decrease happens in the travel speed in the rainfall day during peak hours. Furthermore, the deep learning algorithm that considers more factors such as the rainfall intensity and traffic flow could improve the prediction accuracy. Then, a VSL method and an expressway risk coefficient evaluation method based on estimation of average travel speed are proposed. The experimental results show that the variable 85th percentile speed limit method proposed in this paper can reduce the risk of expressway driving. This can promote road safety in the development of intelligent transportation system (ITS) in future.

1. Introduction

With the rapid development of road traffic and information technology, transportation organizations and travellers put forward higher requirements for traffic characteristics, including travel time, traffic flow, and road safety, among which speed and speed change are important indicators of safety analysis. Lave [1] and Brundell-Freij [2] concluded that speed change and speed are important factors in accidents. Solomon [3] summarized the relationship between speed difference and traffic accidents. In reality, speed is often affected by many internal and external factors, including traffic flow, density, weather (especially rainfall and visibility), road condition, and light. Many researchers have investigated the impact of rainfall on traffic. It can be divided into two major categories: direct analysis of the impact on traffic characteristics and optimization of existing traffic models based on rainfall intensity. For the first kind, Mashros et al. [4] quantified the impact of rainfall on travel velocity, and the results showed that all percentile velocities decreased from the lowest 1% in light rain to the highest 14% in heavy rain. Rahman and Lownes [5] studied the influence of rainfall on driver behaviour under car following conditions. The results showed that the average time interval is increased from 1.97s to 2.1s, an increase of 5.6%, and the driving speed is reduced from 75.6km/h to 72.9km/h, a decrease of 3.7%. Chin et al. [6] proved that the rainfall weather has a great influence on traffic by designing the capacity loss and delay estimation of expressway. Makinde and Ben-Edigbe [7] studied the influence of night-time rainfall on the driving speed of two-lane highway. At night, the average driving speed of light rain, moderate rain, and heavy rain decreased by 3.4%, 6.8%, and 10.2%, respectively. For the second kind, Yuan-Qing and Jing [8] studied the speed and density distribution of microscopic parameters of highway traffic flow under different rainfall conditions and calibrated the speed density distribution traffic flow model under different rainfall weather. Jia et al. [9] calibrated the
How to accurately predict the travel speed in rainy days is important to improve road safety and is also the basis of variable speed limits. In travel speed prediction, Lin et al. [11] summarized that the research can be divided into two categories: parametric method and nonparametric method. Levin and Tsao [12] proposed that the typical parameterization method is the autoregressive integral moving average (ARIMA), which assumes that the travel speed follows a specific distribution. Then, many improved ARIMA models are proposed. Giacomini and Granger [13] proposed a vector autoregressive moving average (VARIMA) algorithm, which has achieved good prediction results in traffic parameter prediction. Recently, the nonparametric methods represented by machine learning and deep learning showed the powerful ability of using big data to solve nonlinear problems. Smith [14] introduced neural network (NN) model into traffic volume prediction; the result indicated that such NN prediction model held considerable potential for real-time applications. Then, many derivative NN models were also applied in short-term traffic parameters prediction. In order to solve the problem of noise pollution in the original traffic flow data, Chen et al. [15] proposed an integrated framework by integrating empirical mode decomposition (EEMD) and artificial neural network (ANN) to realize the accurate prediction of travel flow at different time intervals in the future. Tang et al. [16] introduced neural network (NN) model into traffic volume prediction; the result indicated that such NN prediction model held considerable potential for real-time applications. Then, many derivative NN models were also applied in short-term traffic parameters prediction. In order to solve the problem of noise pollution in the original traffic flow data, Chen et al. [15] proposed an integrated framework by integrating empirical mode decomposition (EEMD) and artificial neural network (ANN) to realize the accurate prediction of travel flow at different time intervals in the future. Tang et al. [16] compared several traffic data denoising algorithms and improved the prediction accuracy of traffic flow through the prediction method of support vector machine model. Wang et al. [17] proposed an improved deep belief network (DBN) to predict the traffic flow of different types of vehicles in 15/30/45/60 minutes’ intervals. These methods are of great significance in predicting travel speed. Tang et al. [18] proposed a new method of constructing fuzzy neural network, which considered the periodic characteristics of traffic data and had smaller prediction error and slower error rising rate in speed prediction. In order to solve the problem of congestion in the vicinity of urban expressway, Gao et al. [19] established a traffic speed prediction method based on macroscopic fundamental diagram (MFD) and gated recurrent unit (GRU) model. These prediction models outperform the traditional parametric model with at least 5% improvement in mean average error (MAE). However, it is hard for those stochastic fluctuations to predict in condition of peak hours or bad weather.

The urban expressway transportation system is a dynamic system including the effect of passengers, vehicles, roads, and environment. The changes of specific factors (such as road conditions and traffic conditions) in the system have significant impact on the travel speed of vehicles. It is therefore important to set speed limit standards in consideration of those factors and meet the mainstream travel of most drivers. At present, the most widely used speed limit methods are the full speed limit, local speed limit at special points, section speed limit, vehicle type speed limit, and lane speed limit. The speed limit for special weather is mainly based on the experience of engineering and technical personnel [20]. Although it is hard to realize the variable speed limits (VSL) in a wide range at this stage, VSL is worth to study and test in certain region. Many researches showed that the speed change of 15th–85th percentile speed is relatively stable. Therefore, 85th percentile speed was determined as the maximum speed limit index by government [21]. It is a good guideline for the appropriate speed limit for roads. However, as a static speed limit method, the 85th percentile speed limit has some limitations in bad weather, especially in the rainy periods when traffic accidents are prone to occur. For VSL, frequent variable speed limits will bring great psychological burden to drivers, which will cause distraction and traffic accidents. However, with the rapid development of traffic equipment and driver-less driving, the reasonable variable speed limits will be completed in the near future and become an important part of ITS. Therefore, studying the impact of rainfall on speed and formulating a variable speed limit method are of great help to improve road safety. In this paper, we have carried out studies as follows. First, we selected toll data as the original traffic data and processed to obtain information such as road segments, travel speed, and traffic flow and then matched the traffic data with weather data. Second, we studied the change of travel speed under different rainfall intensities and compared the speed changes of rainy and nonrainy day as well as traffic peak and nonpeak periods. Third, a deep belief-radial basis function network is proposed to predict travel speed which takes consideration of more factors such as rainfall intensity and traffic flow. The deep learning algorithm takes into account rainfall factor and traffic flow factor is much better than the algorithm without rainfall intensity and traffic flow input, especially during rainfall periods and traffic peak periods. Finally, an expressway risk coefficient evaluation method based on speed values and speed limit values is proposed to quantify the expressway risk coefficient, and a variable 85th percentile speed limit method is proposed to reduce driving risk.

The rest of this article is organized as follows. First of all, Section 2 introduces the processing method of toll data, the construction of the deep belief-radial basis function network and proposes a calculation method of expressway risk coefficient. Section 3 introduces the sources of original traffic data and weather data, analyzes the changes in travel speed of rainy and nonrainy days as well as traffic peak and nonpeak periods, and shows the prediction results of the deep belief-radial basis function network, and the risk coefficients of expressway under different speed limit methods are compared. Finally, Section 4 summarizes the work of this paper.
2. Methodology

This section introduces the processing method of traffic data. After that, a deep belief-radial basis function network and parameter optimization method are introduced. Then, in order to reduce the risk of expressway driving, a variable speed limit method and an expressway risk coefficient evaluation method are proposed.

2.1. Data Preprocessing. We use the toll data as the original data. From the toll data, entry time, entry station, exit time, and exit station are employed to obtain the shortest path and average travel speed of each vehicle. Through entry time and exit time, we can get the travel time of each vehicle. Wang et al. [22] proposed that by using Dijkstra algorithm, the route and distance of each vehicle can be obtained through the location and time of entering and leaving the station. Then, the average travel speed of each vehicle can be calculated as follows:

\[
\overline{V}_i = \frac{L_i}{(T' - T)},
\]

where \(\overline{V}_i\) represents the average travel speed of vehicle \(i\), \(L_i\) is the travel distance of the shortest route of vehicle \(i\), and \(T'\) and \(T\) represent exit time and entry time, respectively.

For each road segment in the road network, every vehicle passing this segment will provide its speed value. The travel speed of each road segment can be obtained as follows:

\[
\overline{V}_j = \frac{1}{n} \sum_{i=1}^{n} \overline{V}_{ij},
\]

where \(\overline{V}_j\) represents the average travel speed of road segment \(j\) and \(\overline{V}_{ij}\) is the average travel speed of vehicle \(i\) which passes the road segment \(j\).

For travel time, data cleaning is implemented to get rid of unreasonable data. Chen et al. [23] realized the accurate detection of ship behaviour under video detection through the improved YOLO model. This method can also be applied to the traffic field to realize the tracking of vehicle behaviour and increase the integrity of traffic data. Due to lack of video data, it is difficult to accurately obtain the vehicle path. Since the selected road is a two-way loop and there are multiple toll stations for vehicles to enter and leave, the general vehicle travel distance will not exceed half of the total length of the road, so the maximum distance travelled by the vehicle is set to half the total length of the city loop. The maximum travel time is set to 1 hour. Also, because the minimum distance of the road segment is 1.7 km, we require that the normal travel time should be bigger than 1 minute. Finally, 75,072 pieces of the travel speed data in every segment and every hour are prepared.

2.2. Data Verification. To preliminarily verify traffic data and rainfall data, we design a data visualization method, specifically, mixing the rainfall map with its influence on the speed. We will give an example to verify the decrease rate of travel speed (DRTS) of Xi’an Ring Road under rainy weather. DRTS is defined as follows:

\[
\text{DRTS} = \frac{\overline{V} - V}{\overline{V}} \times 100\%,
\]

where \(\overline{V}\) is the average travel speed (km/h) on nonrainy days of 1 week, 2 weeks, and 3 weeks before the current time and \(V\) is the current travel speed (km/h).

2.3. Data Fusion. Multisource data fusion is a technology to enable combining information from several sources, in order to achieve improved accuracy and more specific inferences than that by using a single-source data alone. Zheng [24] studied multisource data fusion, which usually involves three levels of abstraction: measurements, characteristics, and decisions.

This study includes two types of data: traffic data and rainfall data. The travel speed prediction model architecture will use decision fusion, also known as symbol or decision level fusion, which takes symbol representation as input and combines them to get more accurate or global decision. DBN uses unsupervised learning to extract the features of rainfall data and traffic data and then cooperates with radial basis function network (RBFN) to adjust the output results of DBN to achieve more accurate travel speed prediction.

2.4. Modified Prediction Architecture. In this study, a deep belief-radial basis function network is used to predict travel speed. DBN is a deep learning model composed of multiple layers of latent variables (“hidden units”), which can be viewed as a composition of restricted Boltzmann machines (RBMs). Yang et al. [25] trained a RBM in an unsupervised greedy way, and its output would be used as the input to train a higher level RBM. This unique method of training allows DBN to tackle the vanishing gradient. RBM uses a greedy supervised learning method to extract data features. The hidden layer of the RBM is regarded as the visible layer of the next RBM. The contrastive divergence (CD) algorithm is used to train each RBM with unlabeled data to reconstruct the input; the steps are shown in Algorithm 1. We set up a fully connected layer on top of the RBMs to achieve the fine-tuning of the entire architecture and connect this layer with the input layer of RBFN to obtain more accurate prediction results. Figure 1 shows the structure that contains 1 RBFN and 1 DBN which has 3 RBMS.

Take RBM1 in Figure 1 as an example, RBM is a kind of neural perceptron, which consists of a visible layer and a hidden layer. The neurons in the visible layer and the hidden layer are connected in two directions. In RBM, there is a weight between any two connected neurons, \(W\) is the strength of connection, and each neuron has a bias coefficient \(b\) (for visible layer neurons) and \(c\) (for hidden layer neurons) to represent its own weight. In this way, the energy of a RBM can be expressed by the following function:
In a RBM, the probability of the hidden layer neuron \( h_j \) is activated is as follows:

\[
P(h_j | v) = \sigma \left( b_j + \sum_i W_{ij} v_i \right).
\]

Due to the bidirectional connection, the visible layer neuron \( v_i \) can also be activated by the neurons in the hidden layer:

\[
E(v, h) = -\sum_{i=1}^{N_v} b_i v_i - \sum_{j=1}^{N_h} c_j h_j - \sum_{i,j=1}^{N_v,N_h} W_{ij} v_i h_j.
\]
where $\sigma$ is the sigmoid function.

There is independence between neurons in the same layer, so the probability density also satisfies the independence, and the following formula is obtained:

$$P(h|v) = \prod_{j=1}^{N_h} P(h_j|v),$$

(7)

$$P(v|h) = \prod_{i=1}^{N_v} P(v_i|h).$$

Because RBFN has good fitting ability, it is used in the data fusion model to fuse the three decisions. The RBFN contains two parts, one is the hidden layer with the activate function of RBF and the other part is to use the dense layer as the output layer proposed by Ranaweera et al. [26]. In this structure, the expression of the data fusion layer is as follows:

$$h(x) = \text{output} \left( \sum_{m=1}^{M} w_m \text{RBF}(x, \mu_m) + b \right),$$

(8)

where $h(x)$ is the output of RBFN, output denotes the function of dense layer, $w_m$ and $b$ represent the weight and bias, respectively, and $\text{RBF}(x, \mu_m) = \exp \left( -\frac{(x-\mu_m)^2}{\sigma^2} \right)$ denotes Gaussian radial basis function.

In our architecture, as shown in Figure 1, the input of DBN is the time series of traffic flow data in the past 12 hours, the time series of travel speed data in the past 12 hours, and the time series of rainfall intensity data in the past 2 hours. Therefore, the input size is 26. The fully connected layer of DBN is connected to the input layer of RBFN, and the final predicted travel speed is output by RBFN.

In the time series prediction model, the main hyperparameters include the number of previous periods, hidden layers, hidden units, and epochs. To decide the architecture of DBN, the previous periods are chosen from 2 to 24 (2 hours to 24 hours), the hidden layers are set from 1 to 5, the hidden units are chosen from [100, 500] in the steps of 50, and the epochs are set from [100, 1000] in the steps of 100. We utilized grid search to find the best hyperparameters.

2.5. Model Evaluation Index. The performance of the predictor is evaluated by mean square error (MSE) and coefficient of determination ($R^2$). They are defined as follows:

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2,$$

(9)

$$R^2 = 1 - \frac{\text{MSE}(\hat{y}, y)}{\text{Var}(y)},$$

where $\hat{y}_i$ and $y_i$ are predicted and measured average travel speed data for interval $i$, $N$ is the number of test data, and $\text{Var}(y)$ is the variance of vector $y$.

MSE and $R^2$ are selected to evaluate the prediction results, as for MSE can better reflect the actual situation of prediction error, and the smaller the value, the higher the prediction accuracy. The coefficient of determination ($R^2$) is an important statistic that reflects the goodness of the model’s fit. It is the ratio of the regression sum of squares to the total sum of squares. The closer $R^2$ is to 1, the higher the reference value of the relevant equation; conversely, the closer it is to 0, the lower the reference value. It shows the difference between different prediction data.

2.6. Calculation of Expressway Risk Coefficient. Expressway risk coefficient is determined by the coupling effect of various factors, involving many influencing factors and complicated formation mechanism. However, in the actual traffic safety assessment, it is impractical to consider all the influencing factors and analyze them one by one because some data are difficult to carry out large-scale quantitative statistics. The speed is affected by a combination of flow, rainfall, and other factors; it can be used as a direct factor to reflect road risks. Therefore, in this study, the calculation method of the expressway risk coefficient $R$ is designed as follows:

$$R = a|V_l - \overline{V}| + b \frac{\overline{V}}{V_l} + c \frac{|V_l - \overline{V}|}{V_l} + \sigma,$$

(10)

where $a$, $b$, and $c$ are the undetermined coefficients, $V_l$ is the limit speed, $\overline{V}$ is the average travel speed of the road segment at the current time, and $\sigma$ is a disturbance; it represents other factors which cannot be measured.

By using the predicted average travel speed to calculate the static 85th percentile speed, variable 85th percentile speed, and variable 90th percentile speed. The static 85th percentile speed is calculated from the average speed of all periods of the road segment, while the variable 85th and 90th percentile speed are based on the data fitting of each hour. Then, the percentile speed is used as the speed limit for the current hour. Through the statistical analysis of traffic data, the calculation formula of percentile speed $V_l$ is as follows:

$$V_l = m\overline{V} + \lambda,$$

(11)

where $m$ is the undetermined coefficient and $\lambda$ is the unknown constant.

Entropy weight method (EWM) is employed to fix the undetermined coefficients $a$, $b$, and $c$ in (12). EWM is a kind of objective weight method which is usually used to measure the dispersion of value in decision-making. The greater the degree of dispersion, the more the information can be obtained. So, the index should be given higher weight. The three indexes for EWM algorithm are proposed and calculated: the absolute value of the difference between the limit speed and the average speed, the ratio of the average speed to the limit speed and absolute value of the ratio of the difference between the limit speed, and the average speed to the limit speed to obtain the undetermined coefficients. The specific EWM calculation steps are as follows.
To prevent the magnitude difference between different indicators from affecting the weight calculation, the data need to be normalized as follows:

\[ e_{ij} = \frac{x_{ij} - \min x_j}{\max x_j - \min x_j} \]  

where \( e_{ij} \) is the normalized data and \( x_{ij} \) is the value of the \( j \)-th index at the \( i \)-th period.

Calculate the proportion \( p_{ij} \) of the \( i \)-th sample value under the \( j \)-th index in the index:

\[ p_{ij} = \frac{e_{ij}}{\sum_{i=1}^{n} e_{ij}}, \quad i = 1, \ldots, n; \ j = 1, 2, 3. \]  

Calculate the proportion \( E_j \) of the \( j \)-th index in the total of this index at the \( i \)-th period:

\[ E_j = -k \sum_{i=1}^{n} p_{ij} \ln(p_{ij}), \quad j = 1, 2, 3, \]  

where \( k = 1/\ln(n) > 0 \).

Calculate the information entropy redundancy (difference) \( d_j \) of each index:

\[ d_j = 1 - E_j. \]  

Calculate the weight \( w_j \) of each index:

\[ w_j = \frac{d_j}{\sum_{j=1}^{m} d_j}. \]  

### 3. Results

In this section, we introduce the original data, match different data such as map/traffic data/weather information, analyze the impact of rainfall and traffic periods on travel speed, and use our proposed network to predict the average travel speed. Finally, the VSL method is verified by comparing the expressway risk coefficients.

#### 3.1. Data Description and Preparation

This study takes Xi’an Ring Road in Shaanxi Province as the research object and studies the influence of rainfall intensity on travel speed. We collected the toll data of Xi’an Ring Road toll stations from May to July 2018 as the original traffic data. Compared with other measured traffic data, toll data is a reliable data source. Especially in China, the toll system has been completely established in a closed large regional road network to operate expressways. Each vehicle’s entrance/exit time and location information have been accumulated to form a mass of toll data. The accurate starting and ending information of each vehicle driving on the expressway is closely related to the traffic trend in each section. Data from remote sensors or inductive loop detectors often have a large number of missing values, and detectors and sensors are damaged from time to time. Therefore, data filling and other processing must be performed before this type of data is used. Even with the most advanced data filling methods, it is also difficult to reproduce the real measured data, which will inevitably cause some interference to experiments. The toll data has very few missing and unreasonable values, which can better ensure the validity and rationality of the experiment.

The traffic condition of the ring road is of great significance to urban traffic. Therefore, we choose the urban ring road as the research object. The length of Xi’an Ring Road is 88 kilometers, and the width of the roadbed is 35 meters. It is a fully enclosed two-way six-lane highway with a design speed of 120 km/h. There are 12 toll stations and 11 interchanges on Xi’an Ring Road. The road can be divided into multiple segments, so the minimum road segment (MRS) can be calculated. Because the distance between some road segments is too short, these MRSs are of little significance. Finally, 11 toll stations and 6 interchanges were selected to divide the city loop into 34 MRS. For each toll station and interchange, each vehicle has accumulated a clutter of raw data, which contains the time and license plate number of the vehicles entering and leaving the toll station. The average speed, shortest path, and other traffic data of each vehicle can be derived. Then, we calculated the shortest path and average travel speed of each road segment of the Xi’an Ring Road using the Dijkstra algorithm and statistics of the traffic flow of each road segment in each hour.

Meteorological data was collected from China Meteorological Website, which is the public weather website of China Meteorological Administration. The weather data include common meteorological parameters such as rainfall, temperature, wind speed, wind direction, and relative humidity are updated every hour. Through this website, we downloaded the hourly weather data of Xi’an Ring Road from May 2018 to July 2018 (this is the rainy season in Xi’an). The data include toll station or interchange name, longitude, latitude, update time, and rainfall intensity. The average of the rainfall intensity of two adjacent stations is used as the rainfall intensity of the road segment. After obtaining the processed traffic data and weather data of each road segment, we corresponded the weather data to the traffic data of each hour. In the end, the data include time, road segment name, average travel speed, traffic flow, and rainfall intensity. Refer to the standards of National Weather Service of China; rainfall intensity levels in this paper are represented using the following four designations: light, moderate, heavy, and torrential. Their individual precipitation value ranges are defined, respectively, as 0.4–2.4, 2.4–8.0, 8.0–16.0, and 16.0 above (mm/h).

#### 3.2. Correlations among Travel Speed, Speed Variety, and Rainfall Intensity

In this section, we analyze the relationship between traffic data and rainfall data. The influence of rainfall intensity on the average speed change of Xi’an Ring Road is studied. Then, we select a specific road segment to study the speed change of rainy and nonrainy day as well as traffic peak and nonpeak periods.

Taking June 26, 2018, as an example, Figure 2 shows the rainfall and DRTS of Xi’an Ring Road at 8:00 am, 9:00 am, and 10:00 am that day. We found that at 8:00 am, the rainfall intensity and rainfall area were both large and then
gradually decreased. Four levels are divided to indicate the impact of rainfall on the travel speed. They are light (DRTS < 5%), medium (DRTS ≥ 5% & DRTS < 10%), heavy (DRTS ≥ 10% & DRTS < 15%), and torrential (DRTS ≥ 15% & DRTS < 20%). We found that DRTS is larger in areas with heavy rainfall and torrential rainfall. The results show that the speed data and rainfall data are interrelated, and the change of speed data lags behind the rainfall data.

Then we compare the travel speed and speed variance of the rainy day and nonrainy day between Xigaoxintoll station and Yanta toll station, as shown in Figure 3.

According to the statistical results of multiple days, compared with nonrainy days, moderate rain, heavy rain, and torrential rain can reduce the average travel speed by 0.5 km/h, 1.9 km/h, and 5.05 km/h, respectively. As can be seen from Figure 3(a), when the rainfall intensity is similar, the speed decline is obviously different in different periods. It can be seen from Figure 3(b) that, compared with the nonrainy day, the speed variance during the rainfall periods increased significantly from 7:00 to 8:00 and 18:00. The results show that the time periods of traffic flow should be considered when analyzing the influence of rainfall intensity.

Then the influence of rainfall and traffic flow on travel speed is further analyzed. Different time periods mean different traffic flow. Based on different traffic conditions, one day is divided into three time periods: night hours, normal hours, and peak hours. Their individual time ranges were defined, respectively, as 23:00–07:00, 9:00–17:00 & 19:00–23:00, and 7:00–8:00 & 17:00–19:00. In Figure 3(a), the two speed lines are down in the morning peak hours and evening peak hours, with the maximum decrease at 8:00. During normal hours, the travel speed line is smoother. During rainy hours, the travel speed will decrease, especially during peak hours. The speed difference of rainy day and nonrainy day is 2.99 km/h in early peak hours and 5.52 km/h in evening peak hours; the average speed difference is 2.15 km/h. In Figure 3(b), the speed variance during the morning and evening peak hours of rainy day is also significantly greater than that of the nonrainy day. The difference between the two curves in the morning peak hours is 0.02, and the difference between the two curves in the evening peak hours is 0.04, which is significantly bigger than the daily average of 0.01.

3.3. Tuning Parameters of DBN Network. The optimal hyperparameters of the DBN network are found using grid search, and the results are shown in Table 1.

3.4. Travel Speed Prediction. In order to verify the prediction model, June 26, July 3, and July 4, 2018, are selected as test cases. It rained only a few hours on June 26, and it almost rained all day on July 3 and July 4. We use 3 months of multisource data (except the test day) to train the prediction model. The hourly speed of the test days will be gradually predicted. We select three data combinations for comparison, multisource data of rainfall intensity, traffic flow and travel speed (“Rainfall + Flow + Speed”), multisource data of...
traffic flow and travel speed ("Flow + Speed"), and single-source data of travel speed ("Speed"). In addition, in order to improve the effectiveness of the experiment, each prediction is executed 10 times. Table 2 and Figure 4 show the performance comparison of three input data combinations and periods, as well as the predicted results over 3 days.

Figure 3: The impact of rainfall intensity on the travel speed and travel speed variance.

| Data          | Previous periods | Hidden layers | Hidden units | Epochs of RBMs |
|---------------|------------------|---------------|--------------|----------------|
| Rainfall intensity | 2                | 2             | 250          | 100            |
| Traffic flow  | 12               | 2             | 250          | 200            |
| Travel speed  | 12               | 2             | 250          | 200            |

Table 1: The best architecture for DBN with different input data.
Figure 4: Continued.
From the predicted speed-time curves and prediction errors table, we illustrate the effectiveness of the prediction structure from three aspects: comparison of three data combinations, rainy and nonrainy periods, and traffic peak and nonpeak periods. The main results can be summarized as follows:

1. The proposed predictor is evaluated by utilizing average MSE and $R^2$. The predictor fused travel speed, traffic flow, and rainfall intensity performs best (15.32 for MSE and 0.72 for $R^2$). The predictor fused travel speed and traffic flow takes the second place (17.64 for MSE and 0.61 for $R^2$). The predictor only uses travel speed to get the worst performance (18.72 for MSE and 0.59 for $R^2$). The results confirm that rainfall intensity data and flow data are effective for travel speed prediction.

2. Comparing MSE during rainy periods and nonrainy periods, MSE during rainy periods are an obviously bigger one. Combining with the rapid travel speed fluctuation caused by rainfall, it indicates that rainfall will increase the difficulty of prediction. However, the predictor fused rainfall intensity data can reduce the rainfall impact; it reduces MSE from 19.83 or 20.33 to 16.25.

3. Comparing MSE during peak periods and nonpeak periods, MSE during peak periods is an obviously bigger one. The main reason is the large travel speed fluctuation caused by large traffic flow. After the predictor fused traffic flow, the performance of predictor will be promoted remarkably during peak periods. The MSE reduce from 29.42 or 26.31 to 22.74.

3.5. Calculation of Different Limit Speed Methods. Two two-way sections from Xigaoxin toll station to Chang’an West toll station and from Chang’an West toll station to Yanta toll station are selected, and the average travel speed and percentile speeds are calculated. The values of undetermined
coefficients in (10) and (11) are shown in Table 3. The influence of unknown factors is not considered, so let $\sigma = 0$.

3.6. Evaluation of Expressway Risk Coefficient. Four different rainfall intensities on June 26, July 3, and July 4 are selected to evaluate the risk coefficients, and three times are selected for each rainfall intensity. The results are shown in Table 4 and Figure 5.

The paper studies three speed limit methods under four different rainfall intensities and calculates the risk coefficients. According to Table 4 and Figure 5, regardless of the rainfall intensity, the risk coefficients under the variable 85th and 90th percentile speed limit method are significantly

---

### Table 3: Undetermined coefficients of EWM with different speed limit methods.

| Percentile speed          | Static 85th percentile speed | Variable 85th percentile speed | Variable 90th percentile speed |
|---------------------------|------------------------------|--------------------------------|--------------------------------|
| $a$                       | 0.3887                       | 0.2974                         | 0.2551                         |
| $b$                       | 0.2225                       | 0.4748                         | 0.5655                         |
| $c$                       | 0.3887                       | 0.2278                         | 0.1794                         |
| $m$                       | 1.074                        | 1.074                          | 1.091                          |
| $\lambda$                 | 15.088                       | 15.088                         | 18.372                         |

### Table 4: Expressway risk coefficient with different speed limit methods under different rainfall intensities.

| Expressway risk coefficient | Rainfall intensity | Time | Static 85th percentile speed | Speed limit method | Variable 85th percentile speed | Variable 90th percentile speed |
|-----------------------------|-------------------|------|-----------------------------|--------------------|--------------------------------|--------------------------------|
|                             | Light             | 6.26 | 09:00 | 6.50 (−35.52%) | 6.83 (−32.24%) | 6.94 (−16.08%) | 6.72 (−43.81%) |
|                             | Moderate          | 7.3  | 12:00 | 6.58 (−37.81%) | 6.81 (−34.64%) | 6.75 (−40.79%) | 6.67 (−47.44%) |
|                             | Heavy             | 7.3  | 16:00 | 6.48 (−37.81%) | 6.81 (−34.64%) | 6.75 (−40.79%) | 6.67 (−47.44%) |
|                             | Torrential        | 7.3  | 15:00 | 6.35 (−49.96%) | 6.65 (−48.61%) | 6.65 (−48.61%) | 6.65 (−48.61%) |

**Figure 5:** Expressway risk coefficient with different speed limit methods under different rainfall intensities.
lower than that under the static 85th percentile speed limit method, which reduce about 35% on average, and the effect is more obvious when the rainfall intensity is large. In addition, the risk coefficients under the variable 90th percentile speed limit method is only about 5% higher than that of the variable 85th percentile speed limit method. According to the code for design of expressway route, combined with road conditions and traffic safety, the method of adopting 85th percentile speed limit was put forward [27] and it is widely used in various expressways in China. Therefore, the variable 85th percentile speed limit method is selected to improve the safety of expressways.

In addition, speed limit strategies on expressways are not only related to travel speed but also closely related to many factors such as road environment, road conditions, and other traffic factors. This study only proposes a simple variable speed limit method as the basis for subsequent research.

4. Conclusions and Discussions

This paper quantitatively analyzes the influence of rainfall intensity and traffic flow on the travel speed. On this basis, historical rainfall data, traffic flow data, and traffic speed data are used as inputs, and more accurate speed values can be predicted through the proposed deep belief-radial basis function network. Then, a VSL method is proposed, and the expressway risk coefficient is calculated based on the travel speed predicted. Major conclusions are listed as follows:

(1) The influence of rainfall intensity and different time on the average travel speed is presented. Taking Xi’an Ring Road as an example, the experimental results show that the larger the rainfall intensity, the lower the average travel speed. Compared with the nonpeak periods, the decrease of travel speed in peak periods is larger, and the decrease of travel speed in the daytime is more significant than that at night.

(2) The prediction of average travel speed is affected by multiple factors. Therefore, this paper proposes a deep belief-radial basis function network that could handle multiple sources of heterogeneous data as inputs. The results show that the more inputs take more factors into consideration which makes more accurate prediction. The proposed method could be extended to other heterogeneous data with multiple factors for prediction task.

(3) A VSL method is proposed to reduce the risk of driving on expressways. The effects of various percentiles to set VSL strategy are a trade-off between the risk assessment and passing efficiency as compared in this paper. The widely used 85th percentile speed is selected as the VSL in our study. Moreover, in order to improve traffic safety in rainy days, this speed limit method can be applied to expressway areas with heavy traffic, but the actual implementation needs further research.
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