ON THE GREEN FUNCTION OF THE KILLED FRACTIONAL LAPLACIAN ON THE PERIODIC DOMAIN

THOMAS SIMON

Abstract. We give a very simple proof of the positivity and unimodality of the Green function for the killed fractional Laplacian on the periodic domain. The argument relies on the Jacobi triple product and a probabilistic representation of the Green function. We also show by a contour integration that the Green function is completely monotone on the positive part of the periodic domain.

1. Introduction

In the recent paper [5], the trigonometric series
\[ G_{\alpha,c}(x) = \frac{1}{2\pi} \sum_{n\in\mathbb{Z}} \cos(nx) \frac{1}{c + |n|^\alpha} = \frac{1}{2\pi} \sum_{n\in\mathbb{Z}} e^{inx} \frac{1}{c + |n|^\alpha} \]
was considered for $\alpha, c > 0$ as the solution to the periodic boundary value problem
\[ \left[ c + (-\Delta)^{\alpha/2} \right] G_{\alpha,c}(x) = \delta(x), \quad x \in [-\pi, \pi], \]
where $(-\Delta)^{\alpha/2}$ is the fractional Laplacian on the normalized periodic domain $[-\pi, \pi]$ and $\delta$ stands for the Dirac delta distribution. The function $G_{\alpha,c}(x)$ is called the Green function associated to the periodic operator $c + (-\Delta)^{\alpha/2}$, which is for $\alpha \in (0, 2]$ the infinitesimal generator of a symmetric $\alpha$-stable Lévy process on the circle killed at an independent exponential time with parameter $c$.

More precisely, if $\{Z_t^{(\alpha)}, t \geq 0\}$ denotes a symmetric $\alpha$-stable Lévy process on $\mathbb{R}$ with Fourier transform $\mathbb{E}[e^{ixZ_t^{(\alpha)}}] = e^{-t|x|^\alpha}$, $\tau_c$ an independent random time with density $ce^{-ct}$ on $\mathbb{R}^+$, and $\partial$ some cemetery point, the above operator is the infinitesimal generator of the Markov process
\[ X_t^{(\alpha,c)} = \begin{cases} Z_t^{(\alpha)} - 2\pi \frac{\pi + Z_t^{(\alpha)}}{2\pi} & \text{if } t < \tau_c, \\ \partial & \text{if } t \geq \tau_c. \end{cases} \]

Throughout, we refer to [6] for an account on stable processes. Notice that the relationship between $G_{\alpha,c}(x)$ and the travelling periodic waves of the fractional Korteweg-de Vries equation with speed $c$ is discussed in the introduction of [5]. See also the references therein for many other related topics. The main result of [5] is that $G_{\alpha,c}(x)$ is positive and decreasing on $(0, \pi)$ for every $\alpha \in (0, 2]$ and $c > 0$ - see Theorem 1.1 therein. In this note, we shall obtain the following extended property.

**Theorem.** For every $\alpha \in (0, 2]$ and $c > 0$, the function $G_{\alpha,c}(x)$ is completely monotone on $(0, \pi)$.
the Lax-Milgram theorem and the fractional Pólya-Szegő inequality. In this note we first present an alternative probabilistic proof of Theorem 1.1 in [5], based on the stable subordinator and the Jacobi triple product, which is easy and very short. We then show the complete monotonicity, which is first obtained on the half-line for the non-periodic Green function by a contour integration and then transferred to the function $G_{\alpha,c}(x)$ on $(0, \pi)$ by a summation argument. We also observe in Remark (b) below that $G_{\alpha,c}(x)$ cannot be extended to a completely monotone function on the half-line, because $G'_{\alpha,c}(\pi^-) = 0$. In particular, there is no Bernstein representation for $G_{\alpha,c}(x)$.

2. Proof of the Theorem

We shall begin with a short and easy proof of Theorem 1.1 in [5]. Consider the $\beta$-stable subordinator $\{\sigma^{(\beta)}_t, t \geq 0\}$ with $\beta = \alpha/2 \in (0, 1]$, that is the increasing $\beta$-stable Lévy process on $\mathbb{R}^+$ having Laplace transform $E[e^{-\lambda \sigma^{(\beta)}_t}] = e^{-t\lambda^\beta}$. Setting $\tau_c$ for an independent exponential random variable with density $ce^{-ct}$ and $X_{\alpha,c} = \sigma^{(\beta)}_{\tau_c}$, we have

$$E[e^{-n^2X_{\alpha,c}}] = \frac{c}{c + |n|^\alpha}$$

for every $n \in \mathbb{Z}$. Hence, for every $x \in (0, \pi)$, one has

$$G_{\alpha,c}(x) = \frac{1}{2\pi c} \sum_{n \in \mathbb{Z}} e^{inx} E[e^{-n^2X_{\alpha,c}}] = \frac{1}{2\pi c} E \left[ \sum_{n \in \mathbb{Z}} e^{inx} e^{-n^2X_{\alpha,c}} \right]$$

where the switching between with the expectation and the sum will be justified soon afterwards. The Jacobi triple product - see e.g. Section 10.4 in [1] - implies

$$G_{\alpha,c}(x) = \frac{1}{2\pi c} E \left[ \prod_{n \geq 0} \left( 1 + 2 \cos(x) e^{-(2n+1)}X_{\alpha,c} + e^{-(4n+2)}X_{\alpha,c} \right) \left( 1 - e^{-(2n+1)}X_{\alpha,c} \right) \right]$$

(2.1)

and shows that $G_{\alpha,c}(x)$ is positive and decreasing on $(0, \pi)$, since it is the case for the product. It remains to justify the switching, which is plain for $\alpha > 1$ by Fubini’s theorem. The argument for $\alpha \leq 1$ is standard. First, a classical Abel summation argument with the Dirichlet kernel - see e.g. Chapter 1.2 in [7] - implies, for every $q > p > 0$,

$$\left| \sum_{|n| \leq q} e^{inx} e^{-n^2X_{\alpha,c}} \right| \leq \frac{2 e^{-p^2X_{\alpha,c}}}{\sin(x/2)}.$$

Letting $q \to \infty$, we get

$$E \left[ \sum_{|n| \geq p} e^{inx} e^{-n^2X_{\alpha,c}} \right] \leq \frac{2}{(\sin(x/2))(c + p^\alpha)}$$

and the same argument implies

$$\left| \sum_{|n| \geq p} \frac{e^{inx}}{c + |n|^\alpha} \right| \leq \frac{2}{(\sin(x/2))(c + p^\alpha)}.$$

The switching argument follows then from the linearity of the expectation and the triangle inequality, letting $p \to \infty$. We omit details.
We now show the complete monotonicity property, which cannot be deduced directly from (2.1) since the derivative of the product vanishes at zero. Instead, we will use the summation formula
\[ G_{\alpha,c}(x) = \sum_{n \in \mathbb{Z}} H_{\alpha,c}(x - 2n\pi), \quad x \in (0, \pi) \] (2.2)
which is given in (1.6) of [5], where \( H_{\alpha,c}(x) \) is the Green function of the operator \( c + (-\Delta)^{\alpha/2} \) on the line. Recall that by Fourier inversion - see e.g. (A.3) in [3], one has for every \( x > 0 \)
\[ H_{\alpha,c}(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \frac{\cos(tx)}{c + |t|^{\alpha}} \, dt = \frac{1}{2\pi} \left( \int_{0}^{\infty} \frac{e^{itx}}{c + t^{\alpha}} \, dt + \int_{0}^{\infty} \frac{e^{-itx}}{c + t^{\alpha}} \, dt \right). \]
Supposing first \( \alpha \in (0, 2) \), a contour integration on the first resp. fourth quadrant for the first resp. second integral on the right-hand side implies, after the necessary simplifications,
\[ H_{\alpha,c}(x) = \frac{\sin(\pi\alpha/2)}{\pi} \int_{0}^{\infty} e^{-tx} \left( \frac{t^{\alpha}}{c^{2} + 2c\cos(\pi\alpha/2)t^{\alpha} + t^{2\alpha}} \right) dt \] (2.3)
for every \( x > 0 \). This shows that \( H_{\alpha,c}(x) \) is completely monotone on \((0, \infty)\). By parity, we next transform (2.2) into
\[ G_{\alpha,c}(x) = \sum_{n \geq 0} (H_{\alpha,c}(x + 2n\pi) + H_{\alpha,c}(2(n+1)\pi - x)) \] (2.4)
for every \( x \in (0, \pi) \). Setting \( F_{n}(x) = H_{\alpha,c}(x + 2n\pi) + H_{\alpha,c}(2(n+1)\pi - x) \), we compute for every \( x \in (0, \pi) \) and \( p, n \in \mathbb{N} \)
\[ F_{n}(2p) = \frac{\sin(\pi\alpha/2)}{\pi} \int_{0}^{\infty} \frac{t^{\alpha} + 2p}{t^{\alpha} + 2\cos(\pi\alpha/2)t^{\alpha} + t^{2\alpha}} \, dt > 0 \]
and
\[ F_{n}(2p+1) = \frac{\sin(\pi\alpha/2)}{\pi} \int_{0}^{\infty} \frac{t^{\alpha} + 2p+1}{t^{\alpha} + 2\cos(\pi\alpha/2)t^{\alpha} + t^{2\alpha}} \, dt < 0. \]
By (2.4) and Fubini’s theorem, this shows that
\[ (-1)^{p} G_{\alpha,c}^{(p)}(x) > 0 \]
for every \( x \in (0, \pi) \) and \( p \in \mathbb{N} \), as required. Finally, for \( \alpha = 2 \) a residue computation on the upper half-plane leads to the standard formula \( H_{2,c}(x) = (1/2\sqrt{c}) e^{-\sqrt{c}x} \), and to the closed formula
\[ G_{2,c}(x) = \frac{e^{-\sqrt{c}x} + e^{-\sqrt{c}(2\pi-x)}}{2\sqrt{c}(1 - e^{-2\sqrt{c}x})} = \frac{\cosh(\sqrt{c}(\pi - x))}{2\sqrt{c} \sinh(\sqrt{c}\pi)} \]
on \((0, \pi)\), which was already derived in (A.5) of [5] by different means. Clearly, this function is completely monotone on \((0, \pi)\).

\[ \square \]

**Remarks.** (a) For \( \alpha \in (0, 1] \), if we consider the \( \alpha \)–stable subordinator \( \{ \sigma_{t}^{(\alpha)}, t \geq 0 \} \) and the random variable \( Y_{\alpha,c} = \sigma_{\tau_{c}}^{(\alpha)} \) with an independent \( \tau_{c} \) as above, we have
\[ \frac{c}{c + n^{\alpha}} = \mathbb{E}[e^{-nY_{\alpha,c}}] \]
for every \( n \geq 0 \). We then obtain analogously
\[ G_{\alpha,c}(x) = \frac{1}{2\pi c} \mathbb{E} \left[ 1 + \sum_{n \geq 1} (e^{inx} + e^{-inx}) e^{-nY_{\alpha,c}} \right] = \frac{1}{2\pi c} \mathbb{E} \left[ \frac{1 - e^{-2Y_{\alpha,c}}}{1 - 2\cos(x) e^{-Y_{\alpha,c}} + e^{-2Y_{\alpha,c}}} \right]. \]
This alternative representation also shows at once that $G_{\alpha,c}(x)$ is positive and decreasing on $(0, \pi)$. Moreover, the density of the random variable $Y_{\alpha,c} \overset{d}{=} c^{-1/\alpha}Y_{1,\alpha}$ can be expressed from Formula (4.10.1) in [4] in terms of the Mittag-Leffler function as
\[
 c x^{\alpha-1} E_{\alpha,\alpha}(-cx^\alpha)
\]
on $\mathbb{R}^+$. Therefore,
\[
 G_{\alpha,c}(x) = \frac{1}{2\pi} \int_0^\infty \frac{1 - e^{-2t}}{1 - 2\cos(x) e^{-t} + e^{-2t}} t^{\alpha-1} E_{\alpha,\alpha}(-ct^\alpha) \, dt
\]
and we recover Proposition 3.1 in [5] - beware that the constant before the integral therein should be $1/\pi$ and not $1/(\pi c)$ because of (3.6) in [5], in the case $\alpha \in (0,1]$. In the case $\alpha > 1$, the formula (2.5) is also true, by Formula (4.10.1) in [4] which implies
\[
 \frac{1}{c + n^\alpha} = \int_0^\infty e^{-nt} t^{\alpha-1} E_{\alpha,\alpha}(-ct^\alpha) \, dt, \quad n \geq 1,
\]
and a switching between sum and integral which is justified by Fubini’s theorem.

(b) For $\alpha \in (0,2)$, the asymptotic expansion (4.9.13) in [4] shows that the integral in (2.5) is absolutely convergent and can be differentiated from the inside: we obtain
\[
 G'_{\alpha,c}(x) = \frac{\sin(x)}{\pi} \int_0^\infty \frac{e^{-3t} - e^{-t}}{(1 - 2\cos(x) e^{-t} + e^{-2t})^2} t^{\alpha-1} E_{\alpha,\alpha}(-ct^\alpha) \, dt,
\]
which implies $G'_{\alpha,c}(\pi-) = 0$. By the aforementioned formula (A.5) in [3], we also have $G'_{2,c}(\pi-) = 0$. This shows that there does not exist any positive Radon measure $\mu$ on $[0, \infty)$ such that
\[
 G_{\alpha,c}(x) = \int_0^\infty e^{-xt} d\mu(t)
\]
for $x \in (0, \pi)$ and, by Bernstein’s theorem, that $G_{\alpha,c}(x)$ cannot be extended into a completely monotonic function on the whole half-line.

(c) The complete monotonicity of the non-periodic Green function $H_{\alpha,c}(x)$ on the half-line is certainly folklore, although we could not locate it precisely in the literature. The positivity and monotonicity of $H_{\alpha,c}(x)$ was obtained in Lemma A.4 (ii) of [3] as a consequence of the same property for the underlying semigroup. The argument does not work for the further derivatives, because the density of the semigroup is typically flat at zero. The same problem occurs for $G_{\alpha,c}(x)$, whose complete monotonicity cannot be deduced from (2.1) or (2.5) since the function inside the expectation or the integral is also flat at zero. We stress that the convexity of $H_{\alpha,c}(x)$ is needed to deduce from (2.2) the monotonicity of $G_{\alpha,c}(x)$. Let us finally refer to [2] for the complete monotonicity of another fractional Green function related to the sum of so-called Caputo-Djrbashian fractional derivatives.
(d) By multiplicative convolution, the formula (2.3) shows that for every \( \alpha \in (0, 2) \) and \( c > 0 \), the function \( cH_{\alpha,c}(x) \) on \( \mathbb{R} \) is the density of the independent product
\[
c^{-1/\alpha} E \times X_\alpha
\]
where the random variable \( E \) is the double exponential with density \((1/2)e^{-|x|}\) on \( \mathbb{R} \), the random variable \( X_\alpha \) has density
\[
\dfrac{2 \sin(\pi \alpha/2)}{\pi} \left( \dfrac{t^{\alpha-1}}{1 + 2 \cos(\pi \alpha/2) t^{\alpha} + t^{2\alpha}} \right)
\]
on \((0, \infty)\) for \( \alpha \in (0, 2) \), and \( X_2 \equiv 1 \). This factorization can also be obtained by Mellin inversion and we leave the details to the reader.

(e) For \( \alpha \in (2, 4] \), the Laplace transform for the sine function implies
\[
\dfrac{1}{c + u^{\alpha}} = \frac{1}{c} E \left[ \int_0^\infty e^{-u^{\alpha} \sigma_1^{(\gamma)}} \sin(\sigma_1^{(\gamma)} t) dt \right]
\]
with \( \gamma = \alpha/4 \in (1/2, 1] \). This leads to
\[
G_{\alpha,c}(x) = \frac{1}{2\pi c} E \left[ \int_0^\infty \sin(\sigma_1^{(\gamma)} t) \prod_{n \geq 0} \left( 1 + 2 \cos(x) e^{-(2n+1)\sigma_1^{(\gamma)}} + e^{-(4n+2)\sigma_1^{(\gamma)}} \right) \left( 1 - e^{-(2n+1)\sigma_1^{(\gamma)}} \right) dt \right].
\]
However, it is not clear whether such a formula can be of any help to solve the open problem stated in \([5]\) on the number of zeroes of \( G_{\alpha,c}(x) \) for \( \alpha \in (2, 4) \).
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