Women Healthcare Mobile App-An Approach to Predict Early Stage of Cervical Cancer
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ABSTRACT

Most of the woman nowadays is ending up their life at middle age between 35-50 years, reason they are suffering from Cervical related cancer tumours. Many women are unaware of having cervical related cyst in the early stages. A survey was conducted on classifiers such as Decision Tree, Multilayer Perceptron, and Nave Bayes, with True Positive Rate, False Positive Rate, Precision, and Recall being measured, and an Android Mobile App was built to forecast the risk of having a Cervical associated cyst in its early stages. For training and testing the classifiers, we have used cervical dataset from University of California at Irvine Machine Learning Repository. Cervical Dataset consists of 858 records containing 32 attribute values and 4 diagnosis class value. For Cervical cancer prediction only 21 attributes and 1 biopsy class value is considered. The proposed Android Mobile App capable of predicting risk of a woman is affected by cervical related cyst in early stages. A normal woman can identify chances of having Cervical Cancer at finger tips with the proposed Android Mobile App.
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1. INTRODUCTION

The majority of women in the globe are affected by cervical cancer. Cervical cancer grows in the cervix’s cells, the tube that connects the uterus and the vaginal canal. Cervical cancer is most common type of cancer, which is caused by the Human Papilloma Virus (HPV).

When the immune system is exposed to HPV, it normally fights it off. However, in a small number of people, the virus can persist for years, contributing to the transformation of some cervical cells into malignant cells. Because early-stage cervical cancer frequently has no signs or symptoms, medical practitioners must be vigilant in identifying and diagnosing the disease. Cervical cancer symptoms do not appear till the later stages of the disease.

The suggested approach will be able to predict whether a person will get cervical cancer. For classification, the suggested approach uses the Decision Tree C4.5 (J48), Multilayer Perceptron, and Nave Bayes classifiers. The training and testing datasets are taken from the regular UC Irvine Machine Learning repository. The attributes are listed in alphabetical order, separated by commas. Question marks “?” are used to denote attribute values that are unknown. “Dx (Diagnosis): Cancer, Dx: CIN (Cervical Intraepithelial Neoplasia), Dx: HPV, Dx: Biopsy” is the diagnosis class. The Dataset’s Attribute Names and Possible Values are listed in Table 1.

Table 1. Dataset Details for Cervical Cancer

| Attribute Name                        | Possible Values |
|---------------------------------------|-----------------|
| age                                   | 13 to 84        |
| Sexual partners in number             | 1 to 28         |
| The first sexual encounter            | 10 to 32        |
| The total number of pregnancies       | 1 to 11         |
| Smokes                                | 0 to 1          |
| Smokes (years)                        | 0 to 37         |
| Smokes (packs/year)                   | 1 to 37         |
| Hormonal Contraceptives               | 0 to 1          |
| Hormonal Contraceptives (years)       | 1 to 30         |
| Intrauterine Device                   | 0 to 1          |
| Intrauterine Device (years)           | 0 to 19         |
| Sexually Transmitted Diseases         | 0 to 1          |
| Sexually Transmitted Diseases (number)| 0 to 4          |
| Sexually Transmitted Diseases:        |                 |
| condylomatosis                        | 0 to 1          |
| Sexually Transmitted Diseases:        |                 |
| cervical condylomatosis               | 0               |
Sexually Transmitted Diseases:
- Vaginal condylomatosi
- Perineal condylomatosi (vulvo)
- Syphilis
- Inflammation of the pelvis
- Herpes genital
- Molluscum contagio
- Acquired Immune Deficiency Syndrome
- Human Immunodeficiency Virus infection
- Hepatitis B
- Human Papilloma Virus
- The total number of diagnoses
- The amount of time since the initial diagnosis
- Time since last diagnosis
- Cancer
- Cervical Intraepithelial Neoplasia
- Human Papilloma Virus
- Diagnosis
- Hinselmann
- Schiller
- Cytology
- Biopsy

2. RELATED WORKS

Kavalvizhi and Kanimozhi [1] They used machine learning methods like Logistic Regression, Random Forest Model, J48, and Support Vector Machine to perform the tests on the dataset. They found that accuracy is less for Logistic Regression, SVM and Decision Tree but they obtained good precision and recall for Decision Tree. They have obtained reasonable accuracy and recall rate for Random Forest Model with both original data and resampled data.

Asadi et al. [2] gathered data from 145 patients with 23 attributes, which were then analyzed using Algorithms for machine learning classification such as Support Vector Machine, QUEST, C&R tree, MLP, and RBF are some of the acronyms used. Accuracy, sensitivity, precision, and area under the curve were among the parameters used to evaluate these methods. The precision, sensitivity, specificity, and AUC of Quest and C&R trees were 95.55, 90.48, 100, and 95.20, 95.45, 90.00, 100, and 91.50, RBF 95.45, 90.00, 100, and 91.50, SVM 93.33, 90.48, 95.83, and 95.80, and MLP 90.90, 90.00, 91.67, and 91.50, respectively.

Chanukotimath and Sunil Kumar [3] has found the best algorithm Decision tree that yields accurate results. Proposed algorithm can be used in the future for predicting Thyroid Diseases at the earliest to take preventive measures.

Alsmaray et al. [4] proposed a classification model called SMOTE (The synthetic minority oversampling technique)-voting-PCA by combining three classifiers: Decision tree, logistic regression and random forest obtained accuracy of 97% for the prediction of cervical cancer according to certain evaluation measures.

Patra [5] the proposed RBF classifier has an accuracy of 81.25 percent and is considered to be an efficient classifier technique for lung cancer data prediction, according to the comparison technique.

Debelee et al. [6] The proposed deep learning methods were applied in three different ways: Transfer learning by freezing some layers of the deep learning network, and architecture change to reduce the number of parameters in the network. Furthermore, researchers from academic and medical institutions in industrialized countries have investigated the use of deep learning in imaging systems for the diagnosis of various cancer situations.

Singh and Sharma [7] they deployed six classifiers for predicting the stage of cervical cancer. By considering the false-positive rate, f-measure and precision, the decision tree classifier confirms the required stage prediction.

Parikh and Menon [8] Three models for cervical cancer data have been suggested, and their performance has been compared. All three versions are considered to be satisfactory. The k-nearest-neighbor model, on the other hand, has better accuracy, precision, recall, and AUC value.

Shetty and Shah [9] proposed neuro-fuzzy classifier to diagnose thyroid diseases, and said that other major diseases can be predicted by training the classifier with appropriate dataset and improves the performance of medical diagnosis system.

Kourou et al. [10] proposed a model for recognizing development and treating cancerous conditions.

3. METHODOLOGY

Figure 1 depicts the proposed the structure of our implemented system. The first step is to select insightful characters from the WEKA libraries, and then divide the datasets into two forms of training, training and validation. To construct classifier models, the training
and validation sets are combined to create classifier models. These classifier models are used to pick the test set patterns. The classifier models are then validated using various algorithms such as Random forest, Naive bayes, Decision tree, Logical regression, Logistic model trees, and Support vector machines, before being used to predict the outcome [11-15].

**Figure 1** Architecture of the System

Figure 2 depicts the diagrammatical flowchart for the System that has been proposed. We begin with the dataset obtained from the UCI repository; since the data set contains various attribute values such as numeric, alphabetical characters, and some special symbols. The classifiers J48, NB, and MLP were unable to handle such data values, the dataset was numeric to nominal converted [16]. The application is designed in two ways,

1. **Dataset Split Ratio:** In this case the classifiers are tested with respect to the parameters including accuracy, precision, rates of true positives, true negatives, false positives, and false negatives with the split ratio of 0.6 (60 percent preparation and 40 percent for testing) 0.7 and 0.9.

2. **Supplied Test Set:** In this case the risk of having cervical cancer can be predicted by feeding the application with the symptoms or different attribute values of the user.

   true positive rate, true negative rate, false positive rate and false negative rate

**Figure 2** Flow Chart for the System

The data flow diagram for the Proposed System is shown in Figure 3, which depicts the data flow in the system. By providing the application with the user's symptoms or different attribute values, the risk of cervical cancer can be predicted [17-19].

**Figure 3** Dataflow Diagram of the System

4. **IMPLEMENTATION**

The proposed prediction system is implemented as Mobile Application in Android [20]. To implement this system, we have used WEKA with Java in Android API JAR libraries for classifiers. In Graphical User Interface (GUI) there is an option to choose the dataset file, select classifiers Naïve Bayes, C4.5 (J48) Decision Tree and Multilayer Perceptron. Figure 4 shows the GUI of the system.
In this system we have provided feature to partition the Dataset into Training Set and Testing Set with Split Ratio like 0.6, 0.7, 0.8, 0.9 and selecting classifiers like NB, MLP and J48. Figure 5 shows GUI for the specifying Split Ratio and Classifier Selection [21-24].

To carry out experiments with the classifiers, the framework also has options for Training, Evaluation, Testing, and Analyze. Measured parameters can be shown in a variety of ways. Precision, TP Rate, FP Rate Results in the Table can be recalled, predictions about the Testing Set can be printed in the Text Region, and the results can be evaluated using a Bar Graph. Figure 6 GUI showing results of Accuracy for Naïve Bayes classifier, C4.5 (J48) Decision Tree classifier and Multilayer Perceptron classifier, and Figure 7 shows the evaluation summary for C4.5 (J48) Decision Tree classifier [25-29].

Figure 4 GUI of the Implemented System.

Figure 5 GUI for the specifying Split Ratio.

Figure 6 Accuracy of NB, J48 & MLP for Cervical Cancer

Figure 7 Evaluation summary for C4.5 (J48) Decision Tree classifier.

5. RESULTS AND ANALYSIS

The criteria Accuracy, Correctly Classified Instances, and Incorrectly Classified Instances have all been considered. The total number of instances is compared to these variables. The result shows that of C4.5 (J48) Decision Tree is 94.18% better than Naïve Bayes 84.88%, and Multilayer Perceptron classifiers 90.69% for split ratio 0.9. For Split ratio 0.8, C4.5 (J48) Decision Tree is 92.44% better than Naïve Bayes 83.72%, and Multilayer Perceptron classifiers 91.27% and for split ratio of 0.6 again C4.5 (J48) Decision Tree is 90.38% better than Naïve Bayes 85.42%, and Multilayer Perceptron classifiers 90.19%.

Table 2 shows the results obtained for Accuracy of all three classifiers and Figure 8 shows the graph of
Accuracy obtained for Correct and Incorrect classification, against total number of instances.

Although accuracy is a widely used metric, it is ineffective when used to assess the performance of an unbalanced dataset. It's the proportion of the overall number of right predictions to the total number of predictions [3]. Equation (1) is used to calculate the Accuracy.

\[
\text{Total Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

Confusion matrix: It is a table that gives information regarding both actual and expected classes and is used to measure performance for two or more classes. [4]

- True Positive (TP) relates to the number of records that are positive and are accurately classified.
- False Positive (FP) is the term used to describe the number of negative samples that were mistakenly recognized as positive records.
- True Negative (TN) relates to the number of records that are negative and accurately categorized.
- False Negative (FN) is a term that refers to the number of positive samples that were mistakenly classified as negative records.

\[
\begin{align*}
\text{TPR} & = \frac{TP}{TP + FN} \tag{2} \\
\text{FPR} & = \frac{FP}{FP + TN} \tag{3} \\
\text{TNR} & = \frac{TN}{TN + FP} \tag{4} \\
\text{FNR} & = \frac{FN}{FN + TP} \tag{5}
\end{align*}
\]

Table 2. Results obtained for Accuracy by different classifiers

| Classifiers | NB Classifier | MLP Classifier | J48 Classifier |
|-------------|---------------|----------------|----------------|
| Split Ratio | 60% | 80% | 90% | 60% | 80% | 90% | 60% | 80% | 90% |
| Correctly Classified Instances | 293 | 144 | 73 | 309 | 157 | 78 | 310 | 159 | 81 |
| Incorrectly Classified Instances | 50 | 28 | 13 | 34 | 15 | 8 | 33 | 13 | 5 |
| Total Number of Instances | 343 | 172 | 86 | 343 | 172 | 86 | 343 | 172 | 86 |
| Accuracy (%) | 85.42 | 83.72 | 84.88 | 90.10 | 91.27 | 90.69 | 90.38 | 92.44 | 94.18 |

Table 3. Results obtained for various parameters

| Classifiers | NB Classifier | MLP Classifier | J48 Classifier |
|-------------|---------------|----------------|----------------|
| Split Ratio | 60% | 80% | 90% | 60% | 80% | 90% | 60% | 80% | 90% |
| FNR | 0.583 | 0.636 | 0.500 | 0.875 | 0.818 | 1.000 | 0.958 | 1.000 | 1.000 |
| FPR | 0.113 | 0.130 | 0.134 | 0.041 | 0.037 | 0.048 | 0.313 | 0.012 | 0.012 |
| TNR | 0.887 | 0.869 | 0.866 | 0.959 | 0.963 | 0.951 | 0.969 | 0.988 | 0.988 |
| TPR | 0.417 | 0.364 | 0.500 | 0.125 | 0.182 | 0.000 | 0.042 | 0.042 | 0.0 |

Table 4. Results obtained different classifiers

| Classifiers | NB Classifier | MLP Classifier | J48 Classifier |
|-------------|---------------|----------------|----------------|
| Split Ratio | 60% | 80% | 90% | 60% | 80% | 90% | 60% | 80% | 90% |
| kappa Statistics | 0.213 | 0.1464 | 0.1767 | 0.099 | 0.165 | -0.049 | 0.138 | 0.0201 | -0.019 |
| Mean Absolute Error | 0.16 | 0.17 | 0.16 | 0.13 | 0.12 | 0.12 | 0.13 | 0.11 | 0.10 |
| Root Mean Squared Error | 0.36 | 0.38 | 0.38 | 0.29 | 0.28 | 0.27 | 0.30 | 0.27 | 0.23 |
| Relative absolute error | 130.79 | 138.74 | 146.94 | 102.90 | 99.94 | 111.75 | 104.33 | 94.13 | 91.83 |
|-------------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Root Relative Squared Error | 140.72 | 156.86 | 178.44 | 115.30 | 116.42 | 125.74 | 117.15 | 108.36 | 110.41 |

We have also calculated values like Kappa statistic, Mean absolute error, Root mean squared error, Relative absolute error, and Root relative squared error. The output of the C4.5 (J48) Decision Tree is superior once again. The findings are shown in Table 4 and Figure 10.

**Kappa statistic:** A statistic for comparing Observed Accuracy to Expected Accuracy is the Kappa statistic. The Kappa statistic is used to assess not only a single classifier, but also multiple classifiers.

\[
Kappa = \frac{\text{observed accuracy} - \text{expected accuracy}}{1 - \text{expected accuracy}}
\]

**Mean Absolute Error (MAE):** is a metric for determining the accuracy of forecasts or projections in relation to actual results. The following is how the mean absolute error is calculated: As the name implies, the mean absolute error is the average of absolute errors, where is the prediction and is the true value.

\[
\text{mae} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \lambda(x_i)|
\]

**Relative Squared Error:** It normalizes the total squared error by dividing it by the simple predictor's total squared error. The error is reduced to the same dimensions as the quantity being predicted by calculating the square root of the RSE.

**Relative Absolute Error:** In the same manner that the relative squared error is compared to a simple predictor, the relative absolute error is compared to the average of the real values.

**Root Relative Squared Error:** The RRSE is a measure of how reliable a simple predictor would have been if it had been utilized in the first place. This straightforward predictor is simply the average of the actual values. As a result, the relative squared error divides the total squared error by the simple predictor's total squared error.

The equation is used to measure the RRSE, Ei of a distinctive model I. (7).

\[
E_i = \frac{\sum_{j=1}^{n} (P_{ij} - T_j)^2}{\sum_{j=1}^{n} (T_j - \bar{T})^2}
\]

\[
P_{ij} \) is the value that an individual model predicts for record j. Tj is the sample case j target value, which is determined using the equation (8).

\[
\bar{T} = \frac{1}{n} \sum_{j=1}^{n} T_j
\]

The numerator must equal 0 and Ei must equal 0 for a perfect match. As a result, the Ei index ranges from 0 to infinity, with 0 representing perfection.

**Figure 10** Graph obtained for the results shown in Table 4.

**6. CONCLUSION**

We experimented with the Nave Bayes, J48, and Multilayer Perceptron classifiers for the prediction of Cervical Cancer in this article. We have got good results with the C4.5 (J48) Decision Tree. We used the parameters Accuracy, Instances that were correctly classified and instances that were mistakenly classified were compared to the total number of instances. Precision, Recall, and the Kappa statistic to evaluate results. Absolute errors can take many forms, including root mean squared error, relative absolute error, and root relative squared error. The overall result is better with the C4.5 (J48) Decision Tree. In future we want evaluate the proposed system performance with various classifiers and preprocessing techniques.
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