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Abstract. In the 60’s Levine proved that if \( R \) is a slice knot, then on any genus \( g \) Seifert surface for \( R \) there is a \( g \) component link \( J \), called a derivative of \( R \), on which the Seifert form vanishes. Many subsequent obstructions to \( R \) being slice are given in terms of slice obstructions of \( J \). Many of these obstructions can be derived from a 4-manifold called a null-bordism. Recently the authors proved that that it is possible for \( R \) to be slice without \( J \) being slice, disproving a conjecture of Kauffmann from the 80’s. In this paper we cut open these null-bordisms in order to derive new obstructions to being the derivative of a slice knot. As a proof of the strength of this approach we re-derive a signature condition due to Daryl Cooper. Our results also apply to doubling operators, giving new evidence for their weak injectivity. We close with a new sufficient condition for a genus 1 algebraically slice knot to be 1.5-solvable.

1. Introduction

A knot \( K \) is an isotopy class of smooth embeddings of an oriented \( S^1 \) into \( S^3 \). In [17] Fox and Milnor asked which knots might bound smoothly embedded disks in the 4-ball. Such knots are called slice. The question of what knots are slice has been been the subject of intense study ever since.

While not every knot is a slice knot, every knot is the boundary of a compact oriented embedded surface in \( S^3 \) called a Seifert surface. In the late 1960’s, Jerome Levine began a program aimed towards deciding if a given knot is slice by studying one of its Seifert surfaces. This program succeeded for higher-dimensional knots \( (S^{2n-1} \hookrightarrow S^{2n+1}, n > 1) \) [22]. Recently the authors showed that for \( n = 1 \) Levine’s philosophy of focussing on the Seifert surface has unexpected flaws [3]. The purpose of the present paper is to quantify the extent of these flaws and to suggest a modification of this philosophy.

These questions have usually been studied in a more algebraic context since there is an abelian group whose identity element is the set of slice knots. Specifically, recall that \( K_0 \hookrightarrow S^3 \times \{0\} \) is concordant to \( K_1 \hookrightarrow S^3 \times \{1\} \) if there exists a properly, smoothly embedded annulus in \( S^3 \times [0, 1] \) that restricts on its boundary to the given knots. The set of concordance classes, \( \mathcal{C} \), is an abelian group under the operation of connected sum. The identity in this group is the equivalence class of the trivial knot. Inverses are given by the reverse of the mirror image. A filtration of \( \mathcal{C} \), called the \( n \)-solvable filtration, has been considered [13] [10] p.1423 [13]:

\[
\cdots \subseteq \mathcal{F}_{n+1} \subseteq \mathcal{F}_{n,5} \subseteq \mathcal{F}_n \subseteq \cdots \subseteq \mathcal{F}_1 \subseteq \mathcal{F}_{0,5} \subseteq \mathcal{F}_{0} \subseteq \mathcal{C}.
\]
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This filtration has provided a convenient framework for many recent advances in the study of knot concordance.

We now discuss Levine’s strategy in more detail. Levine considered the Seifert form, a bilinear form $\beta_F : H_1(F) \times H_1(F) \to \mathbb{Z}$ given by $\beta_F([x],[y]) = \ell k(x,y^+)$ where $x,y$ are oriented simple closed curves on $F$, $y^+$ denotes the result of pushing $y$ off of $F$ in the positive normal direction, and $\ell k$ denotes the linking number. He proved that if $K$ is a slice knot with slice disk $\Delta$ then for any Seifert surface $F$, the Seifert form is metabolic, meaning that there exists half-rank summand $\mathbb{Z}^g \subseteq H_1(F)$ on which $\beta_F$ is identically zero [22, Lemma 2]. This is equivalent to saying that if $K$ is a slice knot then for any genus $g$ Seifert surface $F$ there exists a nonseparating $g$-component link $J = \{d_1, ..., d_g\}$ on $F$, so that $\ell k(d_i,d_j^+) = 0$ for all $i,j$. We will call this a derivative of $K$ associated to $\Delta$ [11].

Any knot whose Seifert form is metabolic is called an algebraically slice knot. In higher dimensions Levine proved that an algebraically slice knot is a slice knot. In the classical dimension there are additional obstructions to $K$ being a slice knot [3, 4]. Significantly, these obstructions can also be expressed in terms of (the Seifert form of!) a derivative link. Motivation for studying derivatives was also given by the following elementary well-known result.

**Proposition 1.1.** A derivative, $J$, of $K$ is a slice link $\implies K$ is a slice knot via a slice disk $\Delta$ to which $J$ is associated.

This follows from using two copies of the disjoint slice disks for the components of $J$ to perform ambient surgery on $F$, altering it to a slice disk for $K$. What it means for a derivative to be “associated” is an algebraic consequence of this construction. See Definition 2.5. Thus, hope remained that Levine’s strategy was sound. In fact a converse of Proposition 1.1 was conjectured.

**Conjecture 1.2.** (c.f. [20, p.226]) $K$ is a slice knot via a slice disk $\Delta$ to which $J$ is associated $\implies J$ is a slice link (hence $\iff$).

Proposition 1.1 and Conjecture 1.2 translate over to the setting of the solvable filtration.

**Proposition 1.3.** [14, Cochran-Orr-Teichner, Theorem 8.9] A derivative, $J \in \mathcal{F}_n \implies K \in \mathcal{F}_{n+1}$ (via an $(n+1)$-solution to which $J$ is associated). Here $n$ is a non-negative integer or half-integer.

**Conjecture 1.4.** $K \in \mathcal{F}_{n+1}$ (via an $(n+1)$-solution to which $J$ is associated) and $\Delta_K(t) \neq 1$ $\implies J \in \mathcal{F}_n$.

In [8] The authors exhibit a counterexample to Conjecture 1.2 which simultaneously disproves Conjecture 1.4. The main goal of this paper is to establish a positive result that points to a correct version of these conjectures. Instead of beginning with our most technical results we give easier to understand implications when $n = 0.5$. Recall that a knot is 0.5-solvable if and only if it is algebraically slice.

### 1.1. Derivatives of 1.5-solvable genus 1 knots.

The counterexample of [8] consists of a genus one slice knot $K$ where $\Delta_K(t) = (mt - (m + 1))(m + 1)t - m \neq 1$ (with $m = 1$) and where the derivative $J$ associated to the slice disk was not algebraically slice, but rather
was a sum of two cabled knots $S_{(m,1)}\# - S_{(m+1,1)}$ (See Figure 1.1) and hence whose algebraic concordance type satisfies

$$[J] = [S_{(m,1)}] - [S_{(m+1,1)}].$$

The results presented in this subsection suggest that this is not an accident, rather, we conjecture that genus one algebraically slice knots admitting such a derivative are precisely those which are 1.5-solvable.

**Conjecture 1.5.** Suppose that $K$ admits a genus one Seifert surface and a derivative $J$ (consequently $J$ is a knot and $\Delta_K(t) = (mt - (m+1)((m+1)t - m)$.) Suppose $m \not\in \{0, -1\}$.

The algebraic concordance type of $J$ satisfies $[J] = [S_{(m,1)}] - [S_{(m+1,1)}]$ for some knot $S$, if and only if $K$ is 1.5-solvable (via a 1.5-solution to which $J$ is associated).

In Section 5 we prove the sufficiency of the condition conjectured above:

**Theorem 1.6.** Suppose that $K$ admits a genus one Seifert surface and a derivative $J$ (consequently $J$ is a knot and $\Delta_K(t) = (mt - (m+1)((m+1)t - m)$.) Suppose $m \not\in \{0, -1\}$.

If the algebraic concordance type of $J$ satisfies $[J] = [T_{(m,1)}] - [T_{(m+1,1)}]$ for some knot $T$, then $K$ is 1.5-solvable (via a 1.5-solution to which $J$ is associated.)

We next discuss the evidence for reverse implication. Given any knot $J$ there is a function called the **Levine-Tristram** signature function $\sigma_J : \mathbb{T} \to \mathbb{Z}$. ($\mathbb{T}$ is unit circle in the complex plane.) After renormalizing at the discontinuities, the rule sending $J \mapsto \sigma_J$ is a well defined homomorphism on the algebraic concordance group $AC = \mathbb{F}_{1.5}$. The kernel of the map $J \mapsto \sigma_J$ is the torsion subgroup of $AC$. We prove the following result.

**Theorem 1.7.** Suppose that $K$ admits a genus one Seifert surface, $F$, admitting a derivative $J$ (consequently $J$ is a knot and $\Delta_K(t) = (mt - (m+1)((m+1)t - m)$.) Suppose $m \not\in \{0, -1\}$.

If $K \in \mathcal{F}_{1.5}$, in particular if $K$ is slice, and $J$ is an associated derivative, then the Levine-Tristram signature function of $J$ satisfies that

$$\sigma_J(\omega^k) = g(\omega^{m+1}) - g(\omega^m)$$

for some $k \in \mathbb{N}$ and a function $g : \mathbb{T} \to \mathbb{R}$. Moreover $g$ can be chosen to be continuous away from the roots of some polynomial where $g$ has at worst jump discontinuities.

The operation of cabling has a well understood effect on algebraic concordance (and so on the signature function):

$$\sigma_{J_{(k,1)}}(\omega) = \sigma_J(\omega^k).$$
Thus, Theorem \[1.7\] should suggest that if \( J \) is a derivative associated to a \((1.5)\)-solution then some cable of \( J \) is algebraically concordant to a difference of cables of some knot: \([J_{(k,1)}] = [S_{(m,1)}] - [S_{(m+1,1)}]\).

As a demonstration of the strength of Theorem \[1.7\] we recover Daryl Cooper’s famous signature condition on the derivatives of a slice knot. (Proposition 4.8)

**Theorem 1.8** (Chapter 1, Corollary 3.14 of \[15\]. See also Theorem 2 of \[18\]). If \( K \) is a genus one slice knot with \( \Delta_K(t) = ((m+1)t - m)(mt - (m+1)) \) then on any genus one Seifert surface for \( K \) there is a derivative \( J \) which satisfies that for all \( p, c \in \mathbb{N} \) such that \((p, m) = (p, m+1) = (c, p) = 1\) it follows that

\[
\sum_{\ell=1}^{r} \sigma_{J}(e^{2\pi i \ell ((m+1)\overline{m}^\ell)/p}) = 0
\]

where \( \overline{m} \) is an inverse to \( m \) mod \( p \) and \( r \) is the order of \((m+1)\overline{m} \) in \( \mathbb{Z}/p \).

1.2. Cut open null-bordisms. The results of the preceding subsection follow by studying a 4-manifold called a null-bordism, bounded by a derivative associated to a slice disk. See \[11\] Definition 8.3 and Proposition 8.4 and Proposition 2.10 of this paper. This 4-manifold has many of the properties of a slice disk complement for \( J \), except that \( H_1(M_J) \to H_1(V) \cong \mathbb{Z} \) is the zero map. Our key observation is that if one lets \( \Sigma \) be a 3-manifold dual to a generator of \( H_1(V) \) and \( N \) be a product neighborhood of \( \Sigma \), one gets what we will call a cut open null-bordism \( W = V - N \) (See also Definition 3.2) with boundary given by \( M_J \) together with two copies of \( \Sigma \): \( \Sigma^+ \) and \( \Sigma^- \). The latter has its orientation reversed. This cobordism has many properties in common with a slice disk complement, for example, the map \( H_1(M_J) \to H_1(W) \) is often non-trivial. A key difference is that its boundary now has three components, \( \partial W = M_J \cup \Sigma^+ \cup \Sigma^- \).

The following technical result reveals that from the point of view of the techniques of \[14\] cut open null-bordisms are very much like slice disk complements.

**Theorem 1.9.** [See Proposition 3.3 and Corollary 3.6] Suppose that \( M_J \) bounds a null-bordism \( V \), \( \Sigma \) is a 3-manifold dual to the generator of \( H_1(V) \) with neighborhood \( N \), and \( W = V - N \). Let \( \phi : \pi_1(V) \to \Gamma \) be a homomorphism to a PTFA group. Assume that rank\( (H_1(M_J; \mathbb{K}(\Gamma))) = \beta_1(M_J) - 1 \). Let \( A \) be the image of \( \pi_1(W) \to \pi_1(V) \to \Gamma \) then

\[
\frac{-H_2(W)}{H_2(\partial W)} = \frac{H_2(W; \mathbb{K}(A))}{H_2(\partial W; \mathbb{K}(A))} = 0.
\]

What it means for a group to be PTFA is recalled in Section 2. Importantly if \( \Gamma \) is PTFA then \( \mathbb{Q}[\Gamma] \) embeds in a skew-field of fractions \( \mathbb{K}(\Gamma) \). See \[28\] Chapter 2] and \[7\] Proposition 32).

Observe that the cut-open null-bordism \( W \) is a fundamental domain for the infinite cyclic cover \( \tilde{V} \) of \( V \). If \( t : \tilde{V} \to V \) is the generator of the deck group, then \( t \) sends \( \Sigma^+ \subseteq \partial W \) to \( \Sigma^- \). At this point the reader should think that the correct version of Conjecture 1.2 concludes not that \( J \) is a slice link but that, loosely speaking, \( M_J \) is cobordant via \( W \) to \( \Sigma^+ \cup \Sigma^- = (t_* - \text{Id})\Sigma \).

Next we discuss a refinement of Theorem 1.9 to the solvable filtration. If \( K \) is \((n+1)\)-solvable, then \( J \) admits an \((n+1)\)-null-bordism, \( \tilde{V} \). (See \[11\] and Definition 2.9). We can cut open \( V \) to get a fundamental domain \( W \) for the infinite cyclic cover \( \tilde{V} \). Indeed, a theorem similar to
Theorem 1.9 holds (Theorem 3.4) when \( V \) is an \((n+1)\)-null-bordism and \( \Gamma_r^{(n+1)} = 0 \). \( \Gamma_r^{(n+1)} \) is the \((n+1)\)'st term in the rational derived series, see Section 2. A slightly weaker result (Theorem 3.5) holds when \( V \) is an \( n \)-null-bordism and \( \Gamma_r^{(n+1)} = 0 \).

1.3. Application of cut open null-bordisms to doubling operators. A different (but related) approach to understanding structure in \( C \) was suggested in [12], namely considering \( C \) as a set on which there exists many natural operators. Since one example of such an operator is connected-sum with a fixed knot, this approach can be argued to be more general than focusing on \( C \) as an abelian group. In fact, it was suggested in [12] that \( C \) is a fractal space. A fractal space is a metric space which admits systems of natural self-similarities. Leaving aside (in this paper) the definition of a metric on \( C \), self-similarities are merely injective functions [2, Definition 3.1].

The proposed self-similarities are classical satellite operations. Let \( R \) be a slice knot and let \( \eta \) be an unknotted curve in \( S^3 - R \) that has zero linking number with \( R \). Since \( \eta \) is unknotted its exterior is a solid torus \( ST \) and \( R \) is a pattern knot of winding number zero in \( ST \). Then, given another knot \( J \) let \( R_\eta(J) \) be the satellite knot of \( J \) with pattern \( R \) and axis \( \eta \). This correspondence defines what was called in [12] a doubling operator,

\[
R_\eta : C \to C
\]
on the set of knot concordance types. Such operators are rarely homomorphisms, whence arises the focus on \( C \) as a set. There has been considerable interest in whether such functions are weakly injective (an operator is called weakly injective if \( R(J) = R(0) \) implies \( J = 0 \) where 0 is the class of the trivial knot). For example, it is a famous open problem as to whether or not the Whitehead double operator is weakly injective [21, Problem 1.38] [19] .

We remark that for genus one knots the approach via doubling operators is equally as general as the approach of studying derivatives. For, if \( K \) is a genus one knot with derivative knot \( J \), it was shown in [9, Proposition 1.7] that \( K \) is concordant to a knot of the form \( R_\eta(J) \) for some genus one ribbon knot \( R \).

In [12] large classes of such operators, called “robust doubling operators” were introduced and evidence was presented for their injectivity. Presently no doubling operator is known to be weakly injective. Since it is known that \( R_\eta(\mathcal{F}_n) \subseteq \mathcal{F}_{n+1} \) [6, Lemma 6.4] , a reasonable way to begin to study the weak injectivity of doubling operators is to posit the possible weak injectivity of the maps

\[
\frac{C}{\mathcal{F}_n} \xrightarrow{R_\eta} \frac{C}{\mathcal{F}_{n+1}},
\]

for, if each such map were weakly injective, then

\[ R_\eta(J) \text{ slice } \implies J \in \cap_{n=1}^\infty \mathcal{F}_n. \]

Similarly to the case for derivatives, \( R_\eta(J) \) being slice \((n\text{-solvable})\) implies that \( M(J) \) bounds a null-bordism \((n\text{-null-bordism})\) so that the same strategy as we outlined in subsection 1.2 to study derivatives applies equally well in this setting.

We will point out herein that it is a consequence of the authors’ previous work [8] that there exist robust doubling operators for which the functions of (1.1) and (1.2) (even \( n = 0! \) fail to
be weakly injective. Indeed there are examples where $R_\eta(J)$ is slice and $J$ has non-vanishing Arf invariant and signature function. However, a striking consequence of the present work is that for most doubling operators this same failure does not occur and we are able to prove a surprisingly strong result in support of weak injectivity.

**Theorem 1.10.** Suppose that $R_\eta$ is a doubling operator wherein $\eta$, viewed in the Alexander module of $R$, has annihilator coprime to every non-zero polynomial of the form $(at^n - b)$, $n \in \mathbb{N}, a, b \in \mathbb{Z}$, and for every Lagrangian submodule $Q \subseteq \mathcal{A}(R)$ there is a slice disk $\Delta$ for $R$ such that $\eta \notin Q + \ker(\mathcal{A}(R) \to \mathcal{A}(\Delta))$. If $R_\eta(J)$ is slice, or even 1.5-solvable, then $J$ has vanishing Levine-Tristram signature function.

For any knot $K$ with Alexander module $\mathcal{A}(K)$, there is a non-singular Hermitian bilinear form $\mathcal{B}_K : \mathcal{A}(K) \times \mathcal{A}(K) \to \mathbb{Q}[\overline{t},\overline{t}^{-1}]$. A submodule $P \subseteq \mathcal{A}(K)$ is called Lagrangian if

$$P = P^\perp := \{q \in \mathcal{A}(K) \text{ such that for all } p \in P, \mathcal{B}_K(p,q) = 0\}$$

is its own orthogonal complement. According to [14], if $V$ is a slice disk complement (or even a 1-solution, see Definition 2.4) for $K$ then $\ker(\mathcal{A}(K) \to \mathcal{A}(V))$ is Lagrangian. The doubling operator of Figure 1.2 has the desired properties, as it has only one Lagrangian submodule, that submodule corresponds to a slice disk, and $\eta$ is not in that submodule. See [16, Section 3].

![Figure 1.2. A doubling operator satisfying the conditions of Theorem 1.10](image)

Recall that the signature function determines the class of a knot in $\mathcal{F}_{0.5}$ modulo torsion. Thus, Theorem 1.10 falls only slightly short of the desired goals of proving the weak injectivity of the maps:

$$\mathcal{F}_{0.5} \xrightarrow{R_\eta} \mathcal{F}_{1.5}$$

### 1.4. Outline of paper

In Section 2 we explore the properties of null-bordisms. In Section 3 we explicitly describe the procedure of cutting open null-bordisms and study the resulting 4-manifolds. In Section 4 we prove Theorems 1.7 and 1.10 regarding the signature function. Finally in Section 5 we provide a new sufficient condition for a knot to be 1.5-solvable, proving Theorem 1.6.
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2. Null-bordisms and $n$-null-bordisms

The main goal of this paper is to address the following questions:

**Question 2.1.** If $K$ is a slice knot with slice disk $\Delta$ and $J$ is a derivative of $K$ associated to $\Delta$, then what can we conclude geometrically about $J$?

**Question 2.2.** If $K$ is $n$-solvable via $Y$ ($n \geq 1$) and $J$ is a derivative of $K$ associated to $Y$, then what can we conclude geometrically about $J$?

**Question 2.3.** Suppose $R_\eta$ is a doubling operator wherein $R$ admits a ribbon disk $\Delta$ with associated Lagrangian $P_\Delta$. If $K := R_\eta(J)$ is a slice knot (or is $n$-solvable) with associated Lagrangian $P_D$ and regarded as an element of the Alexander module $\eta \notin P_D + P_\Delta$, then what can we conclude geometrically about $J$?

For completeness and for ease of reference we recall what it means for a knot to be $n$-solvable.

**Definition 2.4** (Definition 1.2 of [14]). Let $K$ be a knot and $n \in \mathbb{N} \cup \{0\}$. Then $K$ is called $n$-solvable if there exists a 4-manifold $W$ such that $\partial W = M_K$ is the zero surgery on $K$ and

1. The map $\pi_1(M_K) \rightarrow \pi_1(W)$ is an isomorphism.
2. There exist embedded surfaces $L_1, \ldots, L_k, D_1, \ldots, D_k$ (called Lagrangians and duals respectively) which are disjoint except that for all $i$, $L_i$ intersects $D_i$ transversely in a single point and such that $\{L_i, D_i\}_{i=1}^k$ forms a basis for $\pi_2(W) \cong \mathbb{Z}^k$.
   
3. $\text{im}(\pi_1(D_j) \rightarrow \pi_1(W))$ and $\text{im}(\pi_1(L_j) \rightarrow \pi_1(W))$ are each contained in $\pi_1(W)^{(n)}_r$.

If additionally, $\text{im}(\pi_1(L_j) \rightarrow \pi_1(W)) \subseteq \pi_1(W)^{(n+1)}_r$ then $W$ is an $n.5$-solution and $K$ is an $n.5$-solvable. $F_n$ and $F_{n.5}$ are the sets of all $n$ and $n.5$-solvable knots respectively.

Recall that for any group $G$ the **rational derived series** of $G$, $G_r^{(n)}$ is defined recursively by $G_r^{(0)} = G$, and $G_r^{(n+1)} = \ker(G_r^{(n)} \rightarrow H_1(G_r^{(n)}; \mathbb{Q}))$ is the set of all elements of $G_r^{(n)}$ which are of finite order in the abelianization. This forms the most rapidly descending series for which $G_r^{(n)}/G_r^{(n+1)}$ is torsion-free and abelian.

On our way to a preliminary answer to Questions 2.1 and 2.2 we construct a 4-manifold bounded by $M(J)$ in the case that $K$ is slice and a similar one in the case that $K$ is $n$-solvable. We begin by discussing the meaning and necessity of the phrases “associated to $\Delta$” and “associated to $Y$”.

**Definition 2.5.** Suppose that $Y$ is the exterior of a slice disk $\Delta$ for the knot $K$, or more generally, suppose that $Y$ is a rational $n$-solution for $K$ for some $n \geq 1$. Then the kernel of the map of rational Alexander modules

$$A(K) \cong A(M_K) \xrightarrow{i} A(Y)$$

is the **Lagrangian submodule** $P_Y$ **associated to** $Y$ **(or to $\Delta$)**. For any Seifert surface $F$ of genus $g$ for $K$, a derivative $J = \{d_1, \ldots, d_g\}$ is associated to $Y$ **(or $\Delta$)** if $\{d_1, \ldots, d_g\}$ generates the rational vector space $P_Y$. 
The existence of a derivative associated to any slice disk, or indeed to any \( n \)-solution \((n \geq 1)\) is given by [11, Lemma 5.5].

Since \( \pi_1(Y) \) is \( \mathbb{Z} \)-torsion free and \( \mathcal{A}(Y) \cong \frac{\pi_1(Y)^{(3)}}{\pi_1(Y)^{(2)}} \otimes \mathbb{Q} \), it follows that, for each \( j \)

\[
i_\ast(d_j) \in \frac{\pi_1(Y)^{(2)}}{\mathbb{Q}}.
\]

It also follows that if \( \{d_1, ..., d_g\} \) is extended to a symplectic basis \( \{d, b\} \) as shown in Figure 2.1 and \( \{\alpha_1, ..., \alpha_g, \beta_1, ..., \beta_g\} \) is the basis of \( H_1(S^3 - \Sigma) \) that is dual to \( \{d_1, ..., d_g, b_1, ..., b_g\} \) under linking number in \( S^3 \), then \( \{i_\ast(\alpha_1), ..., i_\ast(\alpha_g)\} \) spans the image of \( i_\ast \) in (2.1) [11, Proposition 5.6].

Figure 2.1. Disk-band form for \( \Sigma \)

Therefore,

**Definition 2.6.** If \( J \) is associated to \( Y \) (or \( \Delta \)) there is an associated **canonical map**

\[ f_{J,Y} : \pi_1(M_J) \to \mathcal{A}(Y), \]

or, in the special case of a slice disk exterior, \((N(\Delta) \text{ being a tubular neighborhood of } \Delta)\)

\[ f_{J,\Delta} : \pi_1(M_J) \to \mathcal{A}(B^4 - N(\Delta)), \]

defined by sending the \( j^{th} \) meridian of \( J \) to \( i_\ast(\alpha_j) \). Note that this map is non-trivial as long as \( \Delta_K(t) \neq 1 \) since the image of \( i_\ast \) has \( \mathbb{Q} \)-rank equal to half the \( \mathbb{Q} \)-rank of \( \mathcal{A}(K) \).

We will phrase our answer to Question 2.1 (and Questions 2.2 and 2.3) in terms of the zero-framed surgery manifold \( M_J \). The philosophy of Levine (and Kauffman’s conjecture) predicts that the answer to Question 2.1 is that \( J \) is itself a slice knot. So we should keep in mind what conditions on \( M_J \) would hold were this conjecture true. Recall that \( J \) is slice in a homology 4-ball if and only if \( M_J \) (which is a homology \( S^1 \times S^2 \)) is the boundary of a homology \( S^1 \times B^3 \). It can easily be seen that this is equivalent to \( M_J = \partial W \) where \( H_2(W) = 0 \) and \( H_1(M_J) \to H_1(W) \) is injective (excess \( H_1 \) can be eliminated by surgery). The reader should keep this condition in mind but, since we know that Kauffman’s conjecture is false, we expect a weaker relation arises in reality.

The first steps in answering Questions 2.1 and 2.2 were already taken in [11, Section 8]. There they defined a **fundamental cobordism**, \( E \), between \( M_K \) and \( M_J \). This is obtained from \( M_K \times [0, 1] \) by first adding zero-framed 2-handles to \( M_K \times \{1\} \) along each of the components
of $J$. In the new boundary, $K$ bounds a disk, so is isotopic to the trivial knot. Thus, the new boundary is homeomorphic to $M_J \# S^1 \times S^2$. We can add a 3-handle along the non-separating 2-sphere and the resulting 4-manifold is called $E$. This cobordism captures the key relationship between $K$ and its derivative $J$. As in [10 Lemma 2.5] and [11 Section 8.1], Mayer-Vietoris sequences and handle arguments establish the following elementary properties of $E$:

**Lemma 2.7.** The fundamental cobordism $E$ between $M_K$ and $M_J$ satisfies

1. $H_1(M_K) \cong H_1(E) \cong \mathbb{Z}$ is generated by $\mu_K$;
2. $H_2(M_K) \to H_2(E)$ is the zero map;
3. $H_1(M_J) \to H_1(E)$ is the zero map;
4. $H_2(M_J) \to H_2(E)$ is an isomorphism.

Now if $K$ is slice (or $n$-solvable) then $M_K$ bounds a 4-manifold $B^4 - N(\Delta)$ (or the $n$-solution $Y$) which may be glued to $E$ along $M_K$, resulting in a 4-manifold $V$ whose boundary is $M_J$. The attributes of this manifold $V$ are described by the following lemma:

**Lemma 2.8** (Lemma 8.2 and Proposition 8.4 of [11]). If $K$ admits a slice disk $\Delta$ and $J$ is a derivative link associated to $\Delta$, then there is a compact, connected, oriented 4-manifold $V$ with $\partial V = M(J)$ such that

1. The meridian of the $i$th component of $J$ in $M_J$ is isotopic in $V$ to $\alpha_i$ (see Figure 2.1);
2. $H_1(V; \mathbb{Z}) \cong \mathbb{Z}$ is generated by $\mu_K$;
3. $H_1(M_J; \mathbb{Z}) \to H_1(V; \mathbb{Z})$ is the zero map;
4. $\pi_1(V) \cong \mathbb{Z}$, so $\pi_1(V) \cong \mathbb{Z}_{\pi_1(V) \supseteq \pi_1(V), \pi_1(V), \pi_1(V)}$, and
5. $H_2(V; \mathbb{Z}) / i_*(H_2(\partial V; \mathbb{Z})) = 0$.

If $K$ is slice (or $n$-solvable) then (4) is replaced with $\pi_1(V) \cong \mathbb{Z}$, so $\pi_1(V) \cong \mathbb{Z}_{\pi_1(V) \supseteq \pi_1(V), \pi_1(V), \pi_1(V)}$.

A key new feature of $V$ is that as a consequence of result (1), (2), and (3) of Lemma 2.8, and the observation in Definition 2.6, the map $\pi_1(M(J)) \to \pi_1(V)$ factors non-trivially (provided that $\Delta_K(t) \neq 1$) through the abelianization map $\pi_1(M(J)) \to H_1(M(J))$, and has image contained in $\frac{\pi_1(V)_{(1)}}{\pi_1(V)_{(2)}}$ which injects into $\mathcal{A}(V)$. Motivated by this result we present some definitions:

**Definition 2.9** (Compare to Definition 8.3 and Section 10 of [11]). For a knot $J$, we will call a 4-manifold $V$ with $\partial V = M(J)$ a **null-bordism** for $J$ if

1. $H_1(V) = \mathbb{Z}$
2. $H_1(M(J)) \to H_1(V)$ is the zero map.
For \( n \in \mathbb{N} \cup \{0\} \), we call \( V \) an \textbf{n-null-bordism} if condition \( 3 \) is replaced by

\[ 3' \quad H_2(V; \mathbb{Z})/i_*(H_2(\partial V; \mathbb{Z})) = 0. \]

(3) \( H_2(V; \mathbb{Z})/i_*(H_2(\partial V; \mathbb{Z})) = 0. \)

We call \( V \) \textbf{non-degenerate} if the map \( H_1(M(J)) \to A(V) \) is not the zero homomorphism.

In [11] the notation “height 1” is used where we say “non-degenerate.” These 4-manifolds give already a partial answer to Questions 2.1 and 2.2.

**Proposition 2.10.** If \( K \) is slice and \( J \) is a derivative associated with a slice disk. Then \( M_J \) bounds a null-bordism, \( V \). Moreover \( K \) has Alexander polynomial \( \Delta_K(t) = \delta(t)\delta(t^{-1}) \) for some polynomial \( \delta(t) \) such that the image of \( H_1(V; \mathbb{Z}) \to A(V) \) is contained in the \( \delta(t) \)-torsion submodule. If \( K \) is instead \( n \)-solvable (or \( n.5 \)-solvable) with \( n \in \mathbb{N} \) then \( V \) is an \( n \)-null-bordism (or \( n.5 \)-null-bordism). If \( \Delta_K \neq 1 \), then \( V \) is non-degenerate.

Before we refine this answer (in the next section) we perform an analogous construction in the situation of Question 2.3.

The first step is to see that there is a \textbf{fundamental infection cobordism}, \( E \), between \( M_{R_{\eta}(J)} \) and \( M_J \sqcup M_R \). This cobordism is obtained by starting with \((M_R \times [0,1]) \sqcup (-M_J \times [0,1])\) and identifying a tubular neighborhood of \( \eta \) in \( M_R \times \{1\} \) with a tubular neighborhood of \( J \) in \( M_J \times \{0\} \) in such a way that a longitude of \( \eta \) is identified to a meridian of \( J \) and a meridian of \( \eta \) is identified to the reverse of a longitude of \( J \). Then \( \partial E = M_{R_{\eta}(J)} \sqcup -M_R \sqcup -M_J \). Its important properties are summarized as:

1. \( H_1(E) \cong \mathbb{Z} \) is generated by the meridian of \( R \), which is isotopic in \( E \) to the meridian of \( R_{\eta}(J) \).
2. The maps \( A(R) \to A(V) \leftarrow A(R_{\eta}(J)) \) are isomorphisms and the composition \( A(R) \to A(R_{\eta}(J)) \) preserves the Blanchfield form.
3. In \( V \), the meridian of \( J \) is isotopic to \( \eta \), which is null-homologous, so \( H_1(M_J) \to H_1(V) \) is the zero homomorphism.

Since the maps \( A(R) \to A(V) \leftarrow A(R_{\eta}(J)) \) induced by inclusion into \( V \) are isomorphisms, we may consistently think of a submodule \( P \subseteq A(R_{\eta}(J)) \) as a submodule of \( A(R) \).

Let \( \Delta \) be a slice disk for \( R \). Let \( Y \) be a slice disk complement (or \( n \)-solution) for \( R_{\eta}(J) \). To get a null-bordism (or \( n \)-null-bordism) bounded by \( M_J \) glue to \( E \) copies of \( E(\Delta) \) and \( Y \). Call this 4-manifold \( V \). In the case the \( R_{\eta}(J) \) is slice, this amounts to gluing homology \( S^1 \times D^3 \)'s to homology \( S^1 \times S^2 \)'s. This operation has no effect on \( H_1 \) and kills the second homology generated by the boundary components used for the gluing. Thus, if \( R_{\eta}(J) \) is slice then \( V \) is a null-bordism. In the case \( Y \) is an \( n \)-solution for \( R_{\eta}(J) \), it follows that \( H_2(V; \mathbb{Z})/i_*(H_2(\partial V; \mathbb{Z})) \cong H_2(Y, \partial Y) \) so that we can conclude that \( V \) is an \( n \)-null-bordism.
Finally, observe that by a Mayer-Vietoris argument,

$$\ker(A(R) \rightarrow A(V)) = \ker(A(R) \rightarrow A(E(\Delta))) + \ker(A(R) \rightarrow A(E \cup Y)) = P_{\Delta} + P_Y.$$ 

If $\eta \notin P_{\Delta} + P_Y$ then $V$ is non-degenerate. To summarize:

**Proposition 2.11.** Suppose that $R_\eta$ is a doubling operator, that $R$ is slice with corresponding Lagrangian $P_{\Delta} \subseteq A(R)$ and that $R_\eta(J)$ is slice (or $n$-solvable or n.5-solvable) with slice disk complement (or $n$-solution or n.5-solution) $Y$. Then $J$ bounds a null-bordism (or $n$-null-bordism or $n.5$-null-bordism) $V$. In $A(V)$ the meridian of $J$ is annihilated by $\Delta_R(t)$. Moreover the map $H_1(M(J)) \rightarrow \frac{\pi_1(V)}{\pi_1(V)[\eta]}$ factors through $H_1(M(J)) \xrightarrow{\mu_{J-\eta}} \frac{A(R)}{\mu \cdot \eta} \xrightarrow{\sim} \frac{\pi_1(V)}{\pi_1(V)[\eta]}$. Thus, if $\eta \notin P_{\Delta} + P_Y$ then $V$ is non-degenerate.

Thus, our answers to the Questions 2.1, 2.2 and 2.3 are that $M(J)$ bounds a null-bordism or $n$-null-bordism as appropriate. With some assumptions about the Alexander module, we can further conclude that this null-bordism is non-degenerate. Before we move on to the next section in which we cut null-bordisms open we explore their higher order properties.

### 2.1. Higher order properties of $n$-null-bordisms.

In general the groups employed in this paper are PTFA (Poly-Torsion-Free-Abelian) groups. A group $\Gamma$ is PTFA if for some $k \in \mathbb{N}$, $\Gamma_{1}^{(k)} = \{1\}$ is the trivial group. As we mentioned in the introduction if $\Gamma$ is PTFA then $\mathbb{Q}[\Gamma]$ is an Ore domain and so embeds in a skew-field of fractions $\mathbb{K}(\Gamma)$. See [28, Chapter 2]) and [7, Proposition 32].

If $V$ is an $n$-null-bordism and $\phi : \pi_1(V) \rightarrow \Gamma$ is a homomorphism to a PTFA group, with $\Gamma^{(n)} = 1$ then since $\pi_1(L_i)$ and $\pi_1(D_i)$ each sit in $\pi_1(V)^{(n)}$, $L_i$ and $D_i$ lift to the $\Gamma$-cover of $V$, and so represent elements of $H_2(W; \mathbb{Q}[\Gamma])$. Additionally, in [10, Lemma 5.10] the proposition below is proven, where $\beta_1(X)$ refers to the $\mathbb{Q}$-rank of $H_2(X; \mathbb{Q})$ and $\beta_2(X)$ is the $\mathbb{K}(\Gamma)$-rank of $H_2(X; \mathbb{K}(\Gamma))$. Importantly, according to [2 Prop 3.10] the Betti number hypothesis is satisfied whenever $\partial V$ is zero surgery on a knot and $\phi$ is non-trivial on $\pi_1(\partial V)$.

**Proposition 2.12** (Lemma 5.10 of [10]). Let $n \in \mathbb{N}$. Suppose that $V$ is an $n$-null-bordism with Lagrangians $\{L_1, \ldots, L_k\}$ and duals $\{D_1, \ldots, D_k\}$ and $\phi : \pi_1(V) \rightarrow \Gamma$ is a homomorphism to a PTFA group with $\Gamma^{(n)} = 1$. Suppose also that either $\beta_1(\partial V) = \beta_1(\partial V) - 1$ or the homomorphism $\pi_1(\partial V) \rightarrow \Gamma$ is trivial. Then the collection of lifts $\{\tilde{L}_1, \ldots, \tilde{L}_k, \tilde{D}_1, \ldots, \tilde{D}_k\}$ forms a basis for $H_2(V; \mathbb{K}(\Gamma))$.

In the case that $V$ is instead an $n.5$-null-bordism and $\Gamma^{(n+1)} = 1$ we get a weaker result.

**Proposition 2.13.** Let $n \in \mathbb{N} \cup \{0\}$. Suppose that $V$ is an $n.5$-null-bordism with Lagrangians $\{L_1, \ldots, L_k\}$ and $\phi : \pi_1(V) \rightarrow \Gamma$ is a homomorphism to a PTFA group with $\Gamma^{(n)} = 1$. Suppose also that either $\beta_1(\partial V) = \beta_1(\partial V) - 1$ or $\pi_1(\partial V) \rightarrow \Gamma$ is trivial. Then the lifts $\tilde{L}_1, \ldots, \tilde{L}_k$ are $\mathbb{K}(\Gamma)$-linearly independent in $\frac{H_2(V; \mathbb{K}(\Gamma))}{H_2(\partial V; \mathbb{K}(\Gamma))}$ and $\text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(V; \mathbb{K}(\Gamma))}{H_2(\partial V; \mathbb{K}(\Gamma))} \right) = 2k$. 

In the case that \( \pi_1(V) \to \Gamma \) is the trivial homomorphism, then the proof is immediate.

Our proof is based on the proofs of Theorem 4.2 and Proposition 4.3 of [14]. We begin by showing that

\[
\text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(V; \mathbb{K}(\Gamma))}{H_2(\partial V; \mathbb{K}(\Gamma))} \right) = \text{rank}_{\mathbb{Q}} \left( \frac{H_2(V; \mathbb{Q})}{H_2(\partial V; \mathbb{Q})} \right),
\]

The latter is \( 2k \), as \( \{ L_i, D_i \} \) is a basis.

In order to prove equation (2.3), consider the exact sequence with coefficients in \( \mathbb{Q} \) or in \( \mathbb{K}(\Gamma) \)

\[
0 \to H_4(V; \partial V) \to H_3(\partial V) \to H_3(V) \to H_3(V, \partial V) \to H_2(\partial V) \to H_2(V) \to \frac{H_2(V)}{H_2(\partial V)} \to 0
\]

Over \( \mathbb{Q} \) we have that each of \( H_3(V; \partial V), H_3(\partial V), H_3(V), H_3(V, \partial V) \) is rank 1. It follows that \( H_2(\partial V; \mathbb{Q}) \to H_2(V; \mathbb{Q}) \) is injective and

\[
\text{rank}_{\mathbb{Q}} \left( \frac{H_2(V; \mathbb{Q})}{H_2(\partial V; \mathbb{Q})} \right) = \beta_2(V) - \beta_2(\partial V) = \beta_2(V) - \beta_1(\partial V)
\]

The second equality follows by Poincaré duality.

On the other hand \( H_3(V, \partial V; \mathbb{K}(\Gamma)) \cong H_1(V; \mathbb{K}(\Gamma)) = 0 \), by the Poincaré duality isomorphism and [7, Proposition 3.10]. Thus, \( H_2(\partial V; \mathbb{K}(\Gamma)) \to H_2(V; \mathbb{K}(\Gamma)) \) is injective and

\[
\text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(V; \mathbb{K}(\Gamma))}{H_2(\partial V; \mathbb{K}(\Gamma))} \right) = \beta_2^1(V) - \beta_2^1(\partial V) = \beta_2^1(V) - \beta_1^1(\partial V)
\]

By assumption \( \beta_1^1(\partial V) = \beta_1(\partial V) - 1 \). It remains to compare \( \beta_2(V) \) with \( \beta_2^1(V) \). By Propositions 3.7 and 3.10 of [7], \( \beta_2^1(V) = \beta_2^1(V) = 0 \). By Poincaré duality, \( \beta_2^1(\Gamma) = 0 \). Taking advantage of the exact sequence, \( 0 = H_1(\Gamma; \mathbb{K}(\Gamma)) \to H_1(V, \partial V; \mathbb{K}(\Gamma)) \to H_0(\partial V; \mathbb{K}(\Gamma)) = 0 \), we see \( H_3(V; \mathbb{K}(\Gamma)) \cong H_1(V, \partial V; \mathbb{K}(\Gamma)) = 0 \), and \( \beta_3^1(V) = 0 \). Since \( \beta_1^1(V) = 0 \) for all \( k \neq 2 \) and the alternating sum of ranks of twisted homology gives the Euler characteristic, we conclude \( \chi(V) = \beta_2^1(V) \).

On the other hand \( \beta_0(V) = \beta_1(V) = \beta_3(V) = 1 \) and \( \beta_4(V) = 0 \) so that \( \chi(V) = \beta_2(V) - 1 \), and in particular \( \beta_2^1(V) = \beta_2(V) - 1 \). We now see that the right hand sides of equations (2.5) and (2.6) coincide. Equation (2.3) follows.

Next we verify equation (2.3) in the case that \( \pi_1(\partial V) \to \Gamma \) is the trivial homomorphism and \( \pi_1(V) \to \Gamma \) is nontrivial. By the triviality assumption, \( \beta_*(\partial V) = \beta_*^1(\partial V) \). Using the exactness of

\[
H_1(V; \mathbb{K}(\Gamma)) \to H_1(V, \partial V; \mathbb{K}(\Gamma)) \to H_0(\partial V; \mathbb{K}(\Gamma)) \to H_0(V; \mathbb{K}(\Gamma))
\]

and the fact that \( H_1(V; \mathbb{K}(\Gamma)) \) and \( H_0(\partial V; \mathbb{K}(\Gamma)) \) each vanish while \( H_0(\partial V; \mathbb{K}(\Gamma)) \) is rank 1, it follows that \( H_3(V; \mathbb{K}(\Gamma)) \cong H_1(V, \partial V; \mathbb{K}(\Gamma)) \) is rank 1. Similarly to before, \( \beta_1^1(V) = \beta_2^1(V) = \beta_3^1(V) = 0 \). Thus, \( \beta_2^1(V) = \chi(V) + 1 \), which as previously stated, is exactly \( \beta_2(V) \).

Now we prove the linear independence claim. Let \( X \) be the disconnected 2-complex given by the union of the Lagrangians \( L_1 \sqcup \cdots \sqcup L_k \). Since \( \pi_1(L_i) \to \Gamma \) is trivial for each \( i \),

\[
H_2(X \sqcup \partial V, \partial V; \mathbb{K}(\Gamma)) \cong \bigoplus_{i=1}^k H_2(L_i; \mathbb{Q}) \otimes \mathbb{K}(\Gamma) \cong \mathbb{K}(\Gamma)^k
\]
is freely generated by lifts of fundamental classes of the Lagrangians. In order to conclude that the Lagrangians are linearly independent in $H_2(V; \mathbb{K}(\Gamma))/H_2(\partial V; \mathbb{K}(\Gamma))$ we need to show $H_2(X \sqcup \partial V, \partial V; \mathbb{K}(\Gamma)) \to H_2(V, \partial V; \mathbb{K}(\Gamma))$ is injective.

Let $\ell$ be a simple closed curve which generates $H_1(V)$ and $N \cong S^1 \times D^3$ be a tubular neighborhood of $\ell$. We will also assume that $N$ is disjoint from $X$ and from the duals $D_1, \ldots, D_k$. Since $N$ is a homotopy 1-complex and the map $\pi_1(N) \to \Gamma$ is non-trivial, Propositions 3.7 and 3.10 of [7] conclude that $H_*(N; \mathbb{K}(\Gamma)) = 0$. Consider the exact sequence of the triple $(V, V - N, \partial V)$.

$$H_{p+1}(V, V - N; \mathbb{K}(\Gamma)) \to H_p(V - N, \partial V; \mathbb{K}(\Gamma)) \to H_p(V, \partial V; \mathbb{K}(\Gamma)) \to H_p(V, V - N; \mathbb{K}(\Gamma)).$$

By Excision and Poincaré duality $H_*(V, V - N; \mathbb{K}(\Gamma)) \cong H_*(N, \partial N; \mathbb{K}(\Gamma)) \cong H_{4-*}(N; \mathbb{K}(\Gamma)) = 0$. Thus, the inclusion induced map $H_p(V - N, \partial V; \mathbb{K}(\Gamma)) \to H_p(V, \partial V; \mathbb{K}(\Gamma))$ is injective. Instead of trying to show that $H_2(X \sqcup \partial V, \partial V; \mathbb{K}(\Gamma)) \to H_2(V, \partial V; \mathbb{K}(\Gamma))$ is injective it will suffice to show that $H_2(X \sqcup \partial V, \partial V; \mathbb{K}(\Gamma)) \to H_2(V - N, \partial V; \mathbb{K}(\Gamma))$ is injective.

According to the exact sequence of the triple $(V - N, X \sqcup \partial V, \partial V)$,

$$H_3(V - N, X \sqcup \partial V; \mathbb{K}(\Gamma)) \to H_2(X \sqcup \partial V, \partial V; \mathbb{K}(\Gamma)) \to H_2(V - N, \partial V; \mathbb{K}(\Gamma)),$$

it will furthermore suffice to show that $H_3(V - N, X \sqcup \partial V; \mathbb{K}(\Gamma)) = 0$. Recall the following fact due to Strebel.

**Proposition 2.14** (Page 305 of [29]. See also Proposition 3.4 of [7]). If $\Gamma$ is a PTFA group, then any map between projective $\mathbb{Q}[\Gamma]$-modules whose image under the functor $- \otimes_{\mathbb{Q}[\Gamma]} \mathbb{Q}$ is injective is itself injective.

Since $(V - N, X \sqcup \partial V)$ is a homotopy 3-complex, we can (up to chain homotopy equivalence) realize the chain complex $C_*(V - N, X \sqcup \partial V; \mathbb{Q}[\Gamma])$ as $C^*_3 \xrightarrow{\partial_3} C^*_2 \xrightarrow{\partial_2} C^*_1 \xrightarrow{\partial_1} C^*_0$. Applying the functor $- \otimes_{\mathbb{Q}[\Gamma]} \mathbb{Q}$ we get the untwisted complex $C_*(V - N, X \sqcup \partial V; \mathbb{Q})$: $C_3 \xrightarrow{\partial_3} C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0$. Thus, if we can show that $H_3(V - N, X \sqcup \partial V; \mathbb{Q}) = 0$, then $\partial_3$ is injective. Finally by Proposition 2.14 $\partial_3$ is injective and $H_3(V - N, X \sqcup \partial V; \mathbb{Q}[\Gamma]) = 0$. Since $\mathbb{K}(\Gamma)$ is a flat $\mathbb{Q}[\Gamma]$-module, it will follow that $H_3(V - N, X \sqcup \partial V; \mathbb{K}(\Gamma)) = 0$, and we will be done.

All that remains is to demonstrate that $H_3(V - N, X \sqcup \partial V; \mathbb{Q}) = 0$. Consider the untwisted exact sequence of the triple $(V - N, X \sqcup \partial V, \partial V)$

$$(2.7) \quad H_3(V - N, \partial V; \mathbb{Q}) \to H_3(V - N, X \sqcup \partial V; \mathbb{Q}) \to H_2(X \sqcup \partial V, \partial V; \mathbb{Q}) \to H_2(V - N, \partial V; \mathbb{Q}).$$

By Poincaré-Lefshetz duality, $H_3(V - N, \partial V; \mathbb{Q}) \cong H_1(V - N, \partial N; \mathbb{Q})$, which fits into the exact sequence

$$H_1(\partial N; \mathbb{Q}) \to H_1(V - N; \mathbb{Q}) \to H_1(V - N, \partial N; \mathbb{Q}) \to 0$$

Since $V$ is gotten by adding to $V - N$ a 3-handle and a 4-handle, $H_1(V - N; \mathbb{Q}) \cong H_1(V; \mathbb{Q}) \cong \mathbb{Q}$. By design, the generator of $H_1(V)$ is carried by $H_1(\partial N; \mathbb{Q})$. Thus, $H_1(\partial N; \mathbb{Q}) \to H_1(V - N; \mathbb{Q})$ is onto and we conclude $H_3(V - N, \partial V; \mathbb{Q}) \cong H_1(V - N, \partial N; \mathbb{Q}) = 0$.

Next we show that the map $H_2(X \sqcup \partial V, \partial V; \mathbb{Q}) \to H_2(V - N, \partial V; \mathbb{Q})$ of (2.7) is injective. Notice, $H_2(X \sqcup \partial V, \partial V; \mathbb{Q}) \cong H_2(X; \mathbb{Q})$ has basis given by the fundamental classes of the
Lagrangians \( \{L_i\} \). If some linear combination \( \sum_{i=1}^{k} a_i L_i \) were zero in \( H_2(V - N, \partial V; \mathbb{Q}) \) then for each dual \( D_j \), it would follows that

\[
0 = D_j \cdot \sum_{i=1}^{k} a_i L_i = a_j
\]

where \( \cdot \) indicates the intersection form which counts intersection points with multiplicity. Since each \( a_j = 0 \) we conclude that \( H_2(X \sqcup \partial V, \partial V; \mathbb{Q}) \to H_2(V - N, \partial V; \mathbb{Q}) \) is injective.

By the exactness of (2.7) we see \( H_3(V - N, X \sqcup \partial V; \mathbb{Q}) = 0 \). This completes the proof. \( \square \)

### 3. Cutting open null-bordisms.

If \( J \) is a derivative of \( K \) which is associated to a slice disk for \( K \) and \( \Delta_K(t) \neq 1 \), then by Proposition 2.10 \( M(J) \) bounds a non-degenerate null-bordism. In this section we start with the hypothesis that \( M(J) \) bounds a null-bordism \( V \), (or an \( n \)-null-bordism) and alter it.

Proceeding with our discussion, note that since \( H_1(V) \cong \mathbb{Z} \), \( V \) admits a unique connected infinite cyclic cover \( \tilde{V} \). We describe a manifold, \( W \), that is a connected fundamental domain for the action of the deck translation group on \( \tilde{V} \). Let \( g : V \to S^1 \) be a smooth map that induces an isomorphism on \( H_1 \). Let \( \Sigma \) be the preimage of a regular value. Since \( H_1(M_j; \mathbb{Z}) \to H_1(V; \mathbb{Z}) \) is the zero map, we can arrange that \( \Sigma \) lies in the interior of \( V \) and we can also arrange that \( \Sigma \) is connected. Of course \( \Sigma \) has a bicollar and is orientable. This \( \Sigma \) is not unique. If \( V \) is an \( n \)-null-bordism \( (n \geq 1) \), we will have need to choose \( \Sigma \) to be disjoint from the Lagrangians \( L_i \) and the duals \( D_i \). The following lemma reveals that we can do so.

**Lemma 3.1.** Suppose that \( V \) is a 1-null-bordism. Let \( \{L_i, D_i\} \) be the basis for \( H_2(V)/H_2(\partial V) \) given by Definition 2.9. There exists an embedded 3-manifold \( \Sigma \) in \( V \) which intersects a generator of \( H_1(V) \) transversely in a single point and which is disjoint from every \( L_i \) and \( D_i \).

**Proof of Lemma 3.1.** Pick \( \Sigma \) as in the discussion prior to the Lemma. Since \( \Sigma \) does not separate, there is a simple closed curve \( \ell \) in \( V \) which intersects \( \Sigma \) transversely in a single point. This \( \ell \) generates \( H_1(V) \). Since \( V \) is a 4-manifold, \( \ell \) can be assumed to be disjoint from the surfaces \( L_i \) and \( D_i \). The proof will proceed by modifying \( \Sigma \).

Up to isotopy, assume that \( \Sigma \) is transverse to the surfaces \( L_i \) and \( D_i \) for all \( i \). Then \( L_i \cap \Sigma \) consists of simple curves \( \alpha_1, \ldots, \alpha_n \). If some \( \alpha_k \) failed to separate \( L_i \) then its dual curve \( \beta \) in \( L_i \) would intersect \( \Sigma \) transversely in a single point and \( \beta \) would be non-zero in \( H_1(V) \), in contradiction to the property \( (3a) \) of Definition 2.9 since \( V \) is a 1-null-bordism. Thus, \( \{\alpha_k\}_{k=1}^{m} \) separates \( L_i \) into \( m + 1 \) components: \( L_i^1, \ldots, L_i^{m+1} \). \( D_i \) intersects one of these (say \( L_i^1 \)) transversely in a single point, and is disjoint form the rest. Let \( \alpha_1, \ldots, \alpha_j \) be the boundary of \( L_i^{m+1} \). We now modify \( \Sigma \) by cutting out tubular neighborhoods of \( \alpha_1, \ldots, \alpha_j \) and gluing in the boundary of a tubular neighborhood of \( L_i^{m+1} \). One can immediately check that \( \Sigma \cap L_i \) has fewer components and that otherwise the intersection of \( \Sigma \) with the Lagrangians, the duals, and \( \ell \) is unchanged. By inducting on the number of components of \( L_i \cap \Sigma \) we arrange that \( \Sigma \cap L_i = \emptyset \).
Performing this procedure for each \( L_i \), \( \Sigma \cap L_i = \emptyset \) for all \( i \). The same argument can be used to arrange that \( \Sigma \cap D_i = \emptyset \).

We can now define the 4-manifold which we will use to study \( J \).

**Definition 3.2.** Let \( V \) be a null-bordism for \( J \) and \( \Sigma \) be an embedded 3-manifold dual to the generator of \( H_2(V) \cong \mathbb{Z} \). Then \( \Sigma \) has an open product neighborhood \( N \). The submanifold \( X(V, \Sigma) := V - N \) is the **result of cutting \( V \) open along \( \Sigma \)**. We will often leave \( \Sigma \) out of the notation, saying \( X(V) \). Let \( n \in \mathbb{N} \). If \( V \) is instead an \( n \text{-null}-bordism \) (or \( n.5 \text{-null}-bordism) then we require that \( \Sigma \) satisfy the conclusions of Lemma\[3.4\].

The remainder of this section is devoted to the study of the intersection form on the second homology of cut open null-bordisms.

**Proposition 3.3.** Let \( n \in \mathbb{N} \) and let \( V \) be an \( n \text{-null}-bordism. \) Let \( \{L_1, \ldots, L_k, D_1, \ldots, D_k\} \) be the Lagrangians and duals of Definition\[2.7\] (If \( V \) is a null-bordism then \( \{L_i, D_i\} = \emptyset \)) Let \( W = X(V) \) be the resulting cut open \( n \text{-null}-bordism. \) Then \( \{L_i, D_i\} \) forms a basis for \( \frac{H_2(W)}{H_2(\partial W)} \cong \mathbb{Z}^{2k} \).

**Proof.** Suppose that some linear combination \( F = \sum a_iL_i + \sum b_iD_i \) is zero in \( H_2(W)/H_2(\partial W) \). Then it would follow that the intersection form \( F \cdot D_j = 0 \) for all \( j \), so that \( a_j = 0 \). Similarly \( b_j = 0 \) and \( \{L_i, D_i\} \) is linearly independent.

Next we prove that \( \{L_i, D_i\} \) spans. Consider any \( Y \in H_2(W) \). It suffices to show that there is a linear combination \( C = \sum a_iL_i + \sum b_iD_i \) and an element \( Z \in H_2(\partial W) \) such that \( Y = C + Z \) in \( H_2(W) \). Consider the following Mayer-Vietoris Exact sequence:

\[
\begin{align*}
H_2(\Sigma^+) & \oplus H_2(\Sigma^-) \xrightarrow{\phi} H_2(W) \oplus H_2(N) \xrightarrow{\psi} H_2(V)
\end{align*}
\]

Where \( N \cong \Sigma \times [-1, +1] \) is a closed product neighborhood of \( \Sigma \) and \( \Sigma^+ \) and \( \Sigma^- \) are the boundary components of \( N \). Since \( \{L_i, D_i\} \) spans \( H_2(V)/H_2(\partial V) \) by Definition\[2.9\] (3.1), there is a linear combination \( C = \sum a_iL_i + \sum b_iD_i \) and a class \( Z_0 \in H_2(\partial V) \) such that \( Y - C - Z_0 \notin \ker(\psi) = \text{im}(\phi) \). Thus, there is a class \( Z_1 \in H_2(\Sigma^+) \oplus H_2(\Sigma^-) \) such that \( Y = C + Z_0 + Z_1 \) in \( H_2(W) \). Since \( Z_0 \) and \( Z_1 \) are carried by \( \partial W = \partial V \cup \Sigma^+ \cup \Sigma^- \) this completes the proof.

The next step will be to prove twisted homology analogues of Proposition\[3.3\]. Let \( n \in \mathbb{N} \) and \( V \) be an \( n \text{-null}-bordism for the link \( J \). Let \( f : \pi_1(V) \to \Gamma \) be a homomorphism to a PTFA group \( \Gamma \) with \( \Gamma_{f(n)} = 0 \). This induces a homomorphism on \( \pi_1(W) \) by the composition:

\[
\pi_1(W) \to \pi_1(V) \xrightarrow{f} \Gamma.
\]

Since \( V \) is an \( n \text{-null}-bordism, \) the surfaces \( L_i \) and \( D_i \) all lift to the \( \Gamma \)-cover. Denote their lifts by \( \tilde{L}_i \) and \( \tilde{D}_i \). The following theorem reveals that \( \{\tilde{L}_i, \tilde{D}_i\} \) is a basis for \( \frac{H_2(W;\mathbb{F}(\Gamma))}{H_2(\partial W;\mathbb{F}(\Gamma))} \).

**Theorem 3.4.** Let \( n \in \mathbb{N} \). Suppose that \( V \) is an \( n \text{-null}-bordism and \( \psi : \pi_1(V) \to \Gamma \) is a homomorphism where \( \Gamma \) is PTFA and \( \Gamma_{f(n)} = 0 \). Suppose \( W = X(V) \) is the resulting cut open
null-bordism. Suppose additionally that either \( \psi : \pi_1(\partial V) \to \Gamma \) is trivial, or that \( \beta_1^T(\partial V) = \beta_1(\partial V) - 1 \). Then \( \{\tilde{L}_i, \tilde{D}_i\} \) forms a basis for \( \frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))} \).

**Proof.** By choosing lifts appropriately, we have that \( \tilde{L}_i \) and \( \tilde{D}_i \) intersect transversely in a single point and otherwise are disjoint, and that for any deck transformation \( \gamma \in \Gamma \) other than the identity and any \( i, j \), \( \gamma [\tilde{L}_i] \cap \tilde{L}_j = \gamma [\tilde{L}_i] \cap \tilde{D}_j = \gamma [\tilde{D}_i] \cap \tilde{D}_j = \emptyset \). As in the proof of Proposition 3.3 the intersection form on \( \frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))} \) reveals that \( \{\tilde{L}_1, \tilde{D}_1, \ldots, \tilde{L}_k, \tilde{D}_k\} \) is a \( \mathbb{K}(\Gamma) \)-linearly independent set. If we can now show that \( \text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))} \right) \leq 2k \) then we are done.

By Proposition 2.12 (or [10, Lemma 5.10]) \( \text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))} \right) = 2k \). The remainder of the proof consists of showing that \( \text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))} \right) \leq \text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))} \right) \). Consider the following exact sequence with coefficients in \( \mathbb{K}(\Gamma) \) where \( Z = W \) or \( Z = V \). \( (H_4(Z;\mathbb{K}(\Gamma)) = 0 \) since \( \partial Z \neq \emptyset \).

\[
0 \to H_4(Z, \partial Z) \to H_3(\partial Z) \to H_3(Z) \to H_3, (\partial Z) \to H_2(\partial Z) \to H_2(Z) \to \frac{H_2(Z)}{H_2(\partial Z)} \to 0
\]

Let \( b(Z) = \text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(Z;\mathbb{K}(\Gamma))}{H_2(\partial Z;\mathbb{K}(\Gamma))} \right) \). Using Poincaré duality, the above exact sequence reveals that

\[
b(V) = \beta_2^T(V) - \beta_2^T(\partial V) + \beta_1^T(V) - \beta_1^T(\partial V) - \beta_0^T(V)
b(W) = \beta_2^T(W) - \beta_2^T(\partial W) + \beta_1^T(W) - \beta_1^T(\partial W) - \beta_0^T(W).
\]

Recall now that \( \partial V = M(J) \) and \( \partial W \) consists of one copy of \( M(J) \) and two of \( \Sigma \), so that \( \beta_2^T(\partial W) = \beta_1^T(\partial V) + 2\beta_1^T(\Sigma) \). Taking advantage of this,

\[
(3.2) \quad b(V) - b(W) = (\beta_2^T(V) - \beta_2^T(W)) + (\beta_1^T(V) - \beta_1^T(W)) - (\beta_1^T(V) - \beta_1^T(W)) - (\beta_1^T(W) - \beta_1^T(W))
\]

In order to compute \( \beta_p^T(V) - \beta_p^T(W) \) we use the following long exact sequence:

\[
(3.3) \quad \cdots \to H_p(\Sigma; \mathbb{K}(\Gamma)) \xrightarrow{i^+ - i^-} H_p(W; \mathbb{K}(\Gamma)) \to H_p(V; \mathbb{K}(\Gamma)) \to H_{p-1}(\Sigma; \mathbb{K}(\Gamma)) \to \cdots
\]

Let \( K_p = \ker(H_p(\Sigma; \mathbb{K}(\Gamma)) \xrightarrow{i^+ - i^-} H_p(W; \mathbb{K}(\Gamma))) \) to get the exact sequence:

\[
0 \to K_p \to H_p(\Sigma; \mathbb{K}(\Gamma)) \xrightarrow{i^+ - i^-} H_p(W; \mathbb{K}(\Gamma)) \to H_p(V; \mathbb{K}(\Gamma)) \to K_{p-1} \to 0
\]

so that if \( k_p = \text{rank}_{\mathbb{K}(\Gamma)}(K_p) \) then

\[
(3.4) \quad \beta_p^T(V) - \beta_p^T(W) = k_p - \beta_p^T(\Sigma) + k_{p-1}.
\]

Making this substitution and simplifying, equation (3.2) becomes:
Let $\Gamma$ be the kernel of the restriction of $\partial D$ (3.5) is zero. Since $H_\beta$ is PTFA and $\Gamma$ is $5$-null-bordism and $\Gamma(\Sigma; k) = 0$ equation (3.4) reveals that $k_3 = 0$. Finally, we see $b(V) - b(W) = 2k_1 \geq 0$ and $b(V) \geq b(W)$. This completes the proof.

Next we suppose that $V$ is an $n$-null-bordism and $\Gamma^{(n+1)} = 0$. In this setting the dual surfaces $D_i$ may not lift to the $\Gamma$-cover. Nonetheless we get a similar result.

**Theorem 3.5.** Let $n \in \mathbb{N}$. Suppose that $V$ is an $n$-null-bordism and $\psi : \pi_1(V) \rightarrow \Gamma$ is a homomorphism where $\Gamma$ is PTFA and $\Gamma^{(n+1)} = 0$. Let $W = X(V)$ be the resulting cut open null-bordism. Suppose additionally that either $\psi : \pi_1(\partial V) \rightarrow \Gamma$ is trivial, or that $\beta_1(\partial V) = \beta_1(\partial V) - 1$. Let $r$ be the $\mathbb{K}(\Sigma)$-rank of the span of $\{\tilde{L}_i\}$ as a subspace of $H_2(W; \mathbb{K}(\Gamma))$. Then $\text{rank}_{\mathbb{K}(\Gamma)}(H_2(W; \mathbb{K}(\Gamma))) = 2r$.

**Proof.** By Proposition 2.13 the set of lifts $\{\tilde{L}_1, \ldots, \tilde{L}_k\}$ is linearly independent in $H_2(W; \mathbb{K}(\Gamma))$. The non-degeneracy of the intersection form now implies that there exist classes $\delta_1, \ldots, \delta_k \in H_2(\mathbb{K}(\Gamma))$ such that $\langle \delta_i, \delta_j \rangle = 1$ if $i = j$ and is 0 otherwise. The set $\{\tilde{L}_1, \ldots, \tilde{L}_k, \delta_1, \ldots, \delta_k\}$ is linearly independent, and so is a basis for $H_2(V; \mathbb{K}(\Gamma))/H_2(\partial V; \mathbb{K}(\Gamma))$.

In order to get information about $W$ we study the exact sequence coming from (3.3):

$$H_2(\Sigma; \mathbb{K}(\Gamma)) \xrightarrow{i^*} H_2(W; \mathbb{K}(\Gamma)) \xrightarrow{j_*} B \rightarrow 0$$

where

$$B = \ker(\partial_*: H_2(V; \mathbb{K}(\Gamma)) \rightarrow H_1(\Sigma; \mathbb{K}(\Gamma))).$$

Since the image of $(i^+_* - i^-_*)$ is carried by $\partial W$ we see that any preimage under $j_*$ of a generating set of $B$ gives a generating set for $H_2(W; \mathbb{K}(\Gamma))$.

Consider any $i$. Since $L_i$ and $\Sigma$ are disjoint, $\tilde{L}_i$ is in the kernel of the map $\partial_*: H_2(V; \mathbb{K}(\Gamma)) \rightarrow H_1(\Sigma; \mathbb{K}(\Gamma))$, that is $\tilde{L}_i \in B$. Let $U_1 = \text{span}\{\tilde{L}_1, \ldots, \tilde{L}_k\} \subseteq B$. Let $U_2 = \text{span}\{\delta_1, \ldots, \delta_k\} \cap B$ be the kernel of the restriction of $\partial_*$ to the $\mathbb{K}(\Gamma)$-span of $\{\delta_1, \ldots, \delta_k\}$. Then

$$B = (\text{im}(H_2(\partial V; \mathbb{K}(\Gamma)) \rightarrow H_2(V; \mathbb{K}(\Gamma)))) \oplus U_1 \oplus U_2$$

and any generating set for $U_1 \oplus U_2$ produces a generating set for $H_2(W; \mathbb{K}(\Gamma))$.

If $r$ is the $\mathbb{K}(\Gamma)$-Rank of $U_2$, then pick a basis $\{\epsilon_1, \ldots, \epsilon_r\}$ for $U_2$. Extend this to a full basis $\{\epsilon_1, \ldots, \epsilon_k\}$ for $\text{span}\{\delta_1, \ldots, \delta_k\} \subseteq H_2(V; \mathbb{K}(\Gamma))$. Pick a new basis $\{M_1, \ldots, M_k\}$ for $U_1$ which is dual to $\{\epsilon_1, \ldots, \epsilon_k\}$ with respect to the intersection form.
Let \(e_1, \ldots, e_r\) and \(m_1, \ldots, m_k\) be preimages for \(e_1, \ldots, e_r\) and \(M_1, \ldots, M_k\) under the inclusion induced map \(j_* : H_2(W;\mathbb{K}(\Gamma)) \to H_2(V;\mathbb{K}(\Gamma))\). Since \(j_*\) respects the intersection form, \(e_i \cdot m_j = e_i \cdot M_j = 1\) if \(i = j\) and is 0 otherwise. Thus, \(e_1, \ldots, e_r, m_1, \ldots, m_r\) are linearly independent. On the other hand if \(j > r\) then \(m_j\) pairs with every element of a generating set for \(H_2(W;\mathbb{K}(\Gamma))\) to be zero under the intersection form. By the non-singularity of the intersection form, then \(m_j = 0\) in \(\frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))}\) and \(\{e_1, \ldots, e_r, m_1, \ldots, m_r\}\) forms a basis for \(\frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))}\) and \(\text{rank}_{\mathbb{K}(\Gamma)} \left( \frac{H_2(W;\mathbb{K}(\Gamma))}{H_2(\partial W;\mathbb{K}(\Gamma))} \right) = 2r\).

\[\square\]

An important payoff of working with cut open null-bordisms is that the image of \(\pi_1(W) \to \pi_1(V)\) is contained in \(\pi_1(V)\). If \(\pi_1(V) \to \Gamma\) is a homomorphism where \(\Gamma_r^{(n)} = 0\) and we let \(A \leq \Gamma\) be the image of \(\pi_1(W)\) then \(A \leq \Gamma_r^{(1)}\). Thus, \(A_{r-1}^{(n-1)} \subseteq \Gamma_r^{(n)} = 0\). Instead of studying a coefficient system on \(V\) with \(\Gamma_r^{(n)} = 0\) we can study a coefficient system on \(W\) with \(A_{r-1}^{(n-1)} = 0\).

**Corollary 3.6.** Let \(n \in \mathbb{N}\) and \(V\) be an \(n\)-null-bordism. Let \(W = X(V)\) be a cut open null-bordism. Let \(\psi : \pi_1(V) \to \Gamma\) be a homomorphism where \(\Gamma_r^{(n)} = 0\). Suppose additionally that either \(\psi : \pi_1(\partial V) \to \Gamma\) is trivial, or that \(\text{rank}_{\mathbb{K}(\Gamma)}(H_1(\partial V;\mathbb{K}(\Gamma))) = \beta_1(\partial V) - 1\). Suppose that \(A \leq \Gamma\) is a subgroup containing the image of \(\pi_1(W) \to \Gamma\). Then the collection of lifts \(\{\tilde{L}_i, \tilde{D}_i\}\) forms a basis for \(\frac{H_2(W;\mathbb{K}(A))}{H_2(\partial W;\mathbb{K}(A))}\).

If \(V\) is instead an \(n+1\)-null-bordism and \(\Gamma_r^{(n+1)} = 0\) then the collection of lifts \(\{\tilde{L}_i\} \subseteq \frac{H_2(W;\mathbb{K}(A))}{H_2(\partial W;\mathbb{K}(A))}\) spans a rank \(r\) subspace where \(\text{rank}_{\mathbb{K}(A)} \left( \frac{H_2(W;\mathbb{K}(A))}{H_2(\partial W;\mathbb{K}(A))} \right) = 2r\).

**Proof.** To see this one needs only notice that \(\mathbb{K}(\Gamma)\) is flat over \(\mathbb{K}(A)\), so that \(H_p(W;\mathbb{K}(\Gamma)) \cong H_p(W;\mathbb{K}(A)) \otimes_{\mathbb{K}(A)} \mathbb{K}(\Gamma)\) and \(H_p(\partial W;\mathbb{K}(\Gamma)) \cong H_p(\partial W;\mathbb{K}(A)) \otimes_{\mathbb{K}(A)} \mathbb{K}(\Gamma)\).

The reason we chose the letter \(A\) for this group comes from the case \(n = 2\). Under the map \(\pi_1(V) \to \frac{\pi_1(V)}{\pi_1(V)^{(2)}} \hookrightarrow \Gamma := \mathbb{Z} \ltimes \mathcal{A}(V)\) the image of \(\pi_1(W)\) is contained in a finitely generated subgroup \(A\) of the \(\mathbb{Q}\)-vector space \(\mathcal{A}(V)\). Under the hypothesis that \(V\) is a non-degenerate null-bordism for \(J\) then, the map \(H_1(M_J) \to A\) is not the trivial map. By studying invariants of \(W\) corresponding to maps to the free abelian group \(A\) we recover abelian invariants of \(M_J\). In the following section we make this explicit, using signatures of \(W\) to compute the Levine-Tristram signature of \(M(J)\).

### 4. Cut open 1.5-null-bordisms and signature invariants

First we recall the normalized Levine-Tristram signature function for a knot \(J\), \(\sigma_J : \mathbb{T} \to \mathbb{Z}\) where \(\mathbb{T} = \{\omega \in \mathbb{C} : |\omega| = 1\}\) is the unit circle in \(\mathbb{C}\). We will often just call \(\sigma_J\) the signature function of \(J\).

Let \(S\) be a Seifert matrix for \(J\), for any \(\omega \in \mathbb{T}\), the matrix \((1 - \omega)S + (1 - \omega^{-1})S^T\) is Hermitian. The signature function of \(J\) at \(\omega\) is defined to be the signature of this matrix. That is, the number of positive eigenvalues minus the number of negative eigenvalues (counted with
For closed connected oriented 3-manifolds $M_1, \ldots, M_k$, suppose that $W$ is a compact connected oriented 4-manifold with $\partial W = \bigsqcup_{j=1}^k M_j$. Let $\alpha : \pi_1(W) \to U(n)$ be a unitary representation of $\pi_1(W)$. Let $\alpha_j = \alpha \circ (i_j)_* : \pi_1(M_j) \to \pi_1(W)$. Then

$$\sum_{j=1}^k \rho(M_j, \alpha_j) = \sigma(W, \alpha) - n \cdot \sigma(W).$$

The untwisted signature of $W$, $\sigma(W)$ is given by taking the signature of a matrix for the intersection form on $H_2(W)/H_2(\partial W)$. The twisted signature $\sigma(W, \alpha)$ is given by doing the same with the twisted intersection form on $H_2^\alpha(W; \mathbb{C}^n)/H_2^\alpha(\partial W; \mathbb{C}^n)$.

Important, according to [24], the Levine-Tristram signature function can be understood as a $\rho$-invariant. To be precise, for a knot $J$ and the representation $\alpha : \pi_1(M_J) \to U(1)$ which sends $\mu_J$ to the $1 \times 1$ matrix $[\omega]$, $\sigma_J(\omega) = \rho(M_J, \alpha)$.

With the background now out of the way we state main result of this section:

**Theorem 4.2.** Let $J$ be a knot. Suppose that $V$ is a non-degenerate 1.5-null-bordism for $M_J$. Let $\mu_J$ be the class of the meridian of $J$ in the Alexander module, $\mathcal{A}(V)$. Let $\delta(t)$ be an irreducible factor of the annihilator of $\eta$ in $\mathcal{A}(V)$.

1. In the case that $\delta(t)$ is relatively prime to $at^p - b$ for all $a, b, p \in \mathbb{Z} - \{0\}$ then for all $\omega \in \mathbb{T}$ $\sigma_J(\omega) = 0$.

2. In the case that $\delta(t)$ divides $at^p - b$, there is a function $g : \mathbb{T} \to \mathbb{R}$ and nonzero integer $k$ such that for all $\omega \in \mathbb{T}$

$$\sigma_J(\omega^k) = g(\omega^k) - g(\omega^a)$$
Moreover we may choose $g$ to be continuous away from finitely many algebraic numbers where $g$ has jump discontinuities.

Before we begin the proof, we apply it to prove Theorems 1.7 and 1.10.

Proof of Theorem 1.7  Let $K$ be a genus one 1.5-solvable knot with $\Delta_R(t) = \delta(t)\delta(t^{-1})$ for some $\delta(t) = (mt - (m + 1))$ with $m \notin \{0, -1\}$. Suppose that the knot $J$ is a derivative associated to a 1.5-solution for $K$. By Proposition 2.10 $J$ admits a non-degenerate 1.5-null-bordism $V$ such that the annihilator of $\mu_J$ has one of $\delta(t)$ and $\delta(t^{-1}) = (m+1)t-m$ as a factor. Case (2) of Theorem 4.2 now applies and we see that there exists $k \in \mathbb{N}$ and a function $g : \mathbb{T} \to \mathbb{R}$ such that either

$$\sigma_J(\omega^k) = g(\omega^m) - g(\omega^{m+1})$$

replacing $g(\omega)$ by $-g(\omega)$ if needed completes the proof of Theorem 1.7.

Proof of Theorem 1.10. Suppose that $R_\eta$ is a doubling operator such that for every isotropic submodule $Q$ there is a slice disk $\Delta$ for $R$ satisfying that $\eta \notin Q + P_\Delta$. Suppose furthermore that $\Delta_R(t)$ is coprime to $at^p - b$.

Now suppose that $R_\eta(J)$ is 1.5-solvable. According to Proposition 2.11 $M_J$ bounds a non-degenerate 1.5-null-bordism $V$. Moreover, as a class in $\mathcal{A}(V)$ the meridian of $J$ is annihilated by $\Delta_R$ which by assumption is coprime to $at^p - b$. Thus, the annihilator has an irreducible factor coprime to $at^p - b$ for all $a,b,p \in \mathbb{Z} - \{0\}$. Case (1) of Theorem 4.2 now reveals that $\sigma_J(\omega)$ is identically zero.

Proof of Theorem 4.2. Let $J$ be a knot. Suppose that $V$ is a non-degenerate 1.5-null-bordism for $M_J$. Since $V$ is non-degenerate, $\mu_J$ is non-zero in $\mathcal{A}(V)$. Let $\delta(t) \in \mathbb{Z}[t,t^{-1}]$ be a irreducible factor of the annihilator of $\mu_J$ in $\mathcal{A}(V)$. Since $\mathcal{A}(V)$ is a finitely generated module over the PID $\mathbb{Q}[t,t^{-1}]$, it has a cyclic summand $\mathcal{A}_\delta \cong \mathbb{Q}[t,t^{-1}]/\langle \delta(t)^q \rangle$ $q \in \mathbb{N}$ such that the projection map $\mathcal{A}(V) \to \mathcal{A}_\delta$ does not send $\eta$ to the zero element. Let $\ell$ be the minimal positive integer such that $\delta(t)^\ell \eta = 0$ in $\mathcal{A}_\delta$. There is a generator $g$ for $\mathcal{A}_\delta$ such that $\delta(t)^{\ell-\ell}g = \eta$. If $p$ is the degree of the polynomial $\delta$ then as a rational vector space, $\mathcal{A}_\delta$ has basis,

\begin{equation}
B = \{ t^i\delta(t)^jg : 0 \leq i < p, 0 \leq j < q \}.
\end{equation}

Let $\Sigma$ be a 3-manifold dual to the generator of $H_1(V)$ and $W = X(V, \Sigma)$ be the resulting cut open 1.5-null-bordism. Notice that $W$ lifts to the free abelian cover of $V$. Since $\pi_1(W)$ is finitely generated, it follows that the image of $\pi_1(W) \to \mathcal{A}(V) \to \mathcal{A}_\delta$ is finitely generated. By replacing $g$ with $\frac{1}{k} \cdot g$ for some $k \in \mathbb{N}$ if necessary, we can assume that the image of $\pi_1(W) \to \mathcal{A}(V) \to \mathcal{A}_\delta$ is contained in the $\mathbb{Z}$-module generated by $B$. Let $A$ be that $\mathbb{Z}$-submodule. Observe then that if $\psi$ is the homomorphism $\pi_1(V) \to \pi_1(V)/(2)$ then $\psi[\pi_1(W)] \subseteq A$.

According to Corollary 3.6, for some $r \in \mathbb{N}$ rank$_{\mathbb{Q}(A)} \left( \frac{H_3(W;\mathbb{Q}(A))}{H_2(W;\mathbb{Q}(\mathbb{A}))} \right) = 2r$ and there is a rank $r$ subspace on which the intersection form is zero. We use the notation $\mathbb{Q}(A)$ in place of $\mathbb{K}(A)$ since $\mathbb{Q}(A)$ is commutative and the skew field completion agrees with the classical field of fractions.
By reordering the basis $\mathcal{B}$ for $A$ above we get a basis $\{b_1, \ldots, b_n\}$ for which $k \cdot b_1 = \eta$. For any $\omega = (\omega_1, \ldots, \omega_n) \in \mathbb{T}^n$ (The $n$-fold cartesian product of $\mathbb{T}$ with itself) let $\phi_\omega : A \to U(1)$ be the map sending $b_i \mapsto [\omega_i]$. (The $1 \times 1$ matrix.) If $\{\omega_1, \ldots, \omega_n\}$ is algebraically independent over $\mathbb{Z}$ then $\phi_\omega$ is injective and it is easy to see that $\phi_\omega$ extends to a map $\mathbb{Q}(A) \to \text{Gl}(1)$. (The group of $1 \times 1$ invertible matrices.) Since $\text{Gl}(1)$ acts on $\mathbb{C}$, we may now regard $\mathbb{C}$ as a module over $\mathbb{Q}(A)$. Modules over the field $\mathbb{Q}(A)$ are free and so are flat. Thus, we see that:

**Proposition 4.3.** Let $W$ be a cut open 1.5-null-bordism for $M_J$. Provided that $\{\omega_1, \ldots, \omega_n\} \subseteq \mathbb{T}^n$ is algebraically independent, the complex vector space $H^\omega_2(W; \mathbb{C}) \cong H_2(W; \mathbb{Q}(A)) \otimes \mathbb{C}$ has complex dimension $2r$ for some $r \in \mathbb{N}$ and there is a $r$-dimensional subspace on which the intersection form vanishes.

Thus, for some basis, the twisted intersection form on $H^\omega_2(W; \mathbb{C})$ is given by a $2r \times 2r$ non-singular Hermitian matrix with an $r \times r$ block of zeros. As a consequence, the twisted signature is zero (See for example [26, Chapter 8, Lemma 16].) By Proposition 3.3 $\sigma(W) = 0$. Hence, the sum of the unitary $\rho$-invariants of components of the boundary of $W$ also vanishes.

$$
\rho(M_J, \phi_\omega \circ i_J) + \rho(\Sigma^+, \phi_\omega \circ i_+) + \rho(\Sigma^-, \phi_\omega \circ i_-) = 0
$$

where $i_J : \pi_1(M(J)) \to \pi_1(W) \to A$, $i_+ : \pi_1(\Sigma^+) \to \pi_1(W) \to A$ and $i_- : \pi_1(\Sigma^-) \to \pi_1(W) \to A$ are the composition of the inclusion induced map with the map $\pi_1(W) \to A$. The map $\phi_\omega$ sends $b_1$ to $\omega_1$ so that $\phi_\omega(k \cdot b_1) = \omega_1^k$. According to [24] this $\rho$-invariant of $M_J$ gives the Levine-Tristram signature:

$$
\sigma_J(\omega_1^k) = \rho(M_J, \phi_\omega \circ i_J) = -\rho(\Sigma^+, \phi_\omega \circ i_+) - \rho(\Sigma^-, \phi_\omega \circ i_-).
$$

If we want to understand the Levine-Tristram signatures of $J$ then it remains to understand the $\rho$-invariants of $\Sigma^+$ and $\Sigma^-$. First recall that by their definition (as the positive and negative pushoffs of the 3-manifold $\Sigma$ dual to the generator of $H_1(V)$) there is an orientation reversing diffeomorphism $t : \Sigma^- \to \Sigma^+$ making the following diagram commute:

$$
\begin{array}{c}
\pi_1(\Sigma^-) \xrightarrow{i_-} A \xrightarrow{t} \pi_1(\Sigma^+) \\
\downarrow t^* \quad \quad \quad \downarrow t^*_s \\
\pi_1(\Sigma^+) \xrightarrow{i_+} A \xrightarrow{t} A
\end{array}
$$

The map $t : A_\delta \to A_\delta$ is given by the $\mathbb{Q}[t^{\pm 1}]$-module structure on $A_\delta$. It is possible that the free abelian group $A$ will not be closed under multiplication by $t$. Indeed, consider the case that $A_\delta = \mathbb{Q}[t, t^{-1}] \cong \mathbb{Q}$. ( $m \notin \{0, -1\}$.) On $A_\delta$, $t$ acts by multiplication by $\frac{m}{m+1}$. Thus, if $A \cong \mathbb{Z}$ were closed under multiplication by $t$ then $\mathbb{Z}$ would be closed under multiplication by $\frac{m}{m+1}$, which is not true.

In order to correct this let $d$ be any multiple of the leading coefficient of $\delta(t)$ and $T = d \cdot t$. It is now easy to check that $T$ sends each element of the basis $\mathcal{B}$ of (4.1) to an integer linear
combination of elements of $B$. Thus, $T$ sends $A$ to $A$ and we have the following commutative diagram, where $\times d$ indicates the map given by multiplication by $d \in \mathbb{N}$.

\[
\begin{array}{ccc}
\pi_1(\Sigma^-) & \xrightarrow{i_-} & A \\
\downarrow \quad t & & \downarrow T \\
\pi_1(\Sigma^+) & \xrightarrow{i_+} & A \times d \quad A \quad \phi_\omega \quad \mathbb{C}^X
\end{array}
\]

(4.4)

Since $\rho$ is a diffeomorphism invariant it follows that

\[
(4.5)\quad -\rho(\Sigma^-, (\phi_\omega) \circ T \circ i_-) = \rho(\Sigma^+, (\phi_\omega) \circ (\times d) \circ i_+).
\]

Equations (4.2) and (4.5) together imply that

\[
\sigma J(\omega d \cdot k_1) = \rho(\Sigma^-, \phi_\omega \circ i_-) - \rho(\Sigma^+, \phi_\omega \circ (\times d) \circ i_-).
\]

We now define a function $f : T^n \to \mathbb{R}$ by $f(z) = \rho(\Sigma^-, \phi_\omega \circ i_-) - \rho(\Sigma^+, \phi_\omega \circ (\times d) \circ i_-)$.

Lemma 4.4. Let $M$ be a matrix for $T$ with respect to the basis $B = \{b_1, \ldots, b_n\}$. Then for all $\omega \in T^n$,

\[
(4.6)\quad \phi_\omega M(\omega) = \left(\prod_{k=1}^n \omega_k^{m_{k,1}}, \prod_{k=1}^n \omega_k^{m_{k,2}}, \ldots, \prod_{k=1}^n \omega_k^{m_{k,n}}\right).
\]

The second definition comes from the identification of $T^n$ with the quotient $\mathbb{R}^n/\mathbb{Z}^n$ on which integral matrices act by multiplication on the right.

Proof. The proof follows by checking that as maps from $A$ to $\mathbb{C}^X$, $\phi_\omega \circ (\times d) = \phi_\omega d$ and $\phi_\omega \circ (T) = \phi_\omega M$. We verify the second equality. Pick any basis element $b_j$ and let $\omega^M = z = (z_1, \ldots, z_n)$, then

\[
\phi_\omega M(b_j) = \phi_\omega(z_j) = z_j = \prod_k \omega_k^{m_{k,j}}.
\]

On the other hand

\[
\phi_\omega(T(b_j)) = \phi_\omega \left(\sum_k m_{k,j}b_k\right) = \prod_k \omega_k^{m_{k,j}}.
\]

These two maps are the same, completing the proof of the lemma. The first equality is a special case of the second where $M = d \cdot \text{Id}$ is a multiple of the identity matrix. \qed
Thus, assuming that \( \{\omega_1, \ldots, \omega_n\} \) is algebraically independent we see that
\[
(4.7) \quad \sigma_f(\omega_1^{k\cdot i}) = f(\omega^M) - f(\omega^d).
\]

In order to relate equation (4.7) with claim 2 of the theorem, we suppose that \( A_{\delta} = \frac{Q[t, t^{-1}]}{a t - b} \) has \( \mathbb{Q} \)-rank 1. Then \( A_{\delta} \) has rational basis \( \{\eta\} \) and for some \( k_{\delta} \), \( A_{\delta} \) acts by multiplication by \( \frac{b}{a} \) so that we can take \( d = a \) and \( T = a \cdot t \) acts on \( A \) by multiplication by \( b \). Finally, letting \( \omega = \omega_1 \) reduces equation (4.7) to
\[
\sigma_f(\omega^{k\cdot a}) = f(\omega^b) - f(\omega^a)
\]
and we have claim 2 of the theorem when \( \omega \) is transcendental. A continuity argument at the end of the proof extends this equality to algebraic numbers.

It remains to deal with the case that \( \text{rank}_{\mathbb{Q}}(A_{\delta}) = \text{rank}_{\mathbb{Z}}(A) \) is greater than 1. The following functional analytic lemma allows us to translate equation (4.7) into a one variable result. The proof of the lemma is technical, involving the theory of operators on the Hilbert space of square integrable functions on \( \mathbb{T}^n \). It is delayed until after we complete the proof of Theorem 4.2.

**Lemma 4.5.** Let \( s: \mathbb{T} \to \mathbb{R} \) and \( f: \mathbb{T}^n \to \mathbb{R} \) be bounded measurable functions, \( d \in \mathbb{Z} - \{0\} \) and \( M \) be an \( n \times n \) integral matrix with nonzero determinant. Suppose that for almost all \( \omega \in \mathbb{T}^n \)
\[
(4.8) \quad s(\omega_1) = f(\omega^M) - f(\omega^d).
\]
Let \( e_1 = (1, 0, 0, \ldots)^T \) be the first standard basis element of \( \mathbb{R}^n \).

1. If for all \( p \in \mathbb{N} \) it is the case that \( e_1 \) is not an eigenvector of \( M^p \) then \( s(\omega_1) = 0 \) almost everywhere.
2. Suppose that for all \( q < p \) \( e_1 \) is not an eigenvector for \( M^q \) and that \( M^pe_1 = \lambda e_1 \) for some \( \lambda \in \mathbb{Z} \). Then there is a function \( g: \mathbb{T} \to \mathbb{R} \) such that for almost every \( \omega_1 \in \mathbb{T} \)
\[
(4.9) \quad s(\omega_1^{d\cdot p^{-1}}) = g(\omega_1^\lambda) - g(\omega_1^{d\cdot p}).
\]
If there is a proper algebraic subset \( S \) of \( \mathbb{T}^n \) such that \( f \) is continuous on \( \mathbb{T}^n - S \) then \( g \) can be chosen to be continuous away from a finite collection of algebraic numbers. If \( f \) has only jump discontinuities, then the same is true of \( g \).

Now we complete the proof of Theorem 4.2. Let \( M \) be a matrix representative of \( T = d \cdot t : H \to H \). According to equation (4.7), \( \sigma_f(\omega_1^{d\cdot k}) = f(\omega^M) - f(\omega^d) \) for almost all \( \omega \in \mathbb{T}^n \). Recall that we chose a basis \( b_1, \ldots, b_n \) with \( k \cdot b_1 = \eta \).

In the first case of the theorem \( (a t^p - b) \eta \neq 0 \) for all \( a, b, p \). It follows that for all \( p \in \mathbb{N} \), \( b_1 \) is not an eigenvector of \( T^p \), and \( e_1 \) is not an eigenvector for \( M^p \). Case (1) of Lemma 4.5 applies and \( \sigma_f(\omega_1) = 0 \) for almost all \( \omega \in \mathbb{T} \). Since \( \sigma_f \) has only jump discontinuities where it is normalized to evaluate to the average of the one sided limits, it follows that \( \sigma_f(\omega) = 0 \) for all \( \omega \in \mathbb{T}^n \). This recovers conclusion (1) of the Theorem.

On the other hand, if \( \delta(t) \) is a factor of \( a t^p - b \) then \( a \) is a multiple of the leading coefficient of \( \delta \). Take \( d = a \) so \( T = a \cdot t \) and
\[
T^p b_1 = a^p t^p b_1 = a^p b_1 = ba^{p-1}b_1.
\]
Thus, $b_1$ is an eigenvector for $T^p$ with eigenvalue $\lambda = b \cdot a^{p-1}$. By Lemma 4.5, there is a function $g : \mathbb{T} \rightarrow \mathbb{R}$ such that $\sigma_f(\omega^k) = g(\omega^{b \cdot a^{p-1}}) - g(\omega^a)$ almost everywhere. At the discontinuities of $g$ (which are jump discontinuities, so one-sided limits exist) we may redefine $g$ as the average of its one-sided limits. Hence, for all $\omega \in \mathbb{T}$,\begin{equation}
abla f \sigma_f(\omega^k) = g(\omega^{b \cdot a^{p-1}}) - g(\omega^a) \tag{4.10}\end{equation}
For any $z \in \mathbb{T}$ let $\omega = z^{(a^1)}$. Making this substitution into (4.10) we see that\begin{equation}
abla f \sigma_f(z^k) = g(z^b) - g(z^a) \tag{4.11}\end{equation}
for all $z \in \mathbb{T}$. Replacing $k \cdot a \in \mathbb{N}$ with the symbol $k$ completes the proof of Theorem 4.2. \hfill \Box

Proof of Lemma 4.5. Since the assumed equality $s(\omega_1) = f(\omega^M) - f(\omega^d)$ holds almost everywhere, we may regard it as an equality in the Hilbert space $L^2(\mathbb{T}^n)$ of square integrable functions on $\mathbb{T}^n$ with respect to normalized Lebesgue measure on $\mathbb{T}^n$, that is, the complete inner product space with inner product\begin{equation}\langle f, g \rangle = \frac{1}{(2\pi)^n} \int_{\mathbb{T}^n} f(\omega_1, \ldots, \omega_n)\overline{g(\omega_1, \ldots, \omega_n)} d\omega_1 \ldots d\omega_n. \end{equation}
Using this inner product, the space $L^2(\mathbb{T}^n)$ has an orthogonal basis consisting of monomials\begin{equation}\{\omega^{i_1} \cdot \ldots \cdot \omega^{i_n} : i_1, \ldots, i_n \in \mathbb{Z}\}. \end{equation}
For any column vector $I = (i_1, \ldots, i_n)^T \in \mathbb{Z}^n$, define $\omega^I := \omega^{i_1} \cdot \ldots \cdot \omega^{i_n}$. The $T$ in the superscript indicates the transpose.

Notice that for $d \in \mathbb{Z}$, $(\omega^d)^I = \omega_1^{d_{i_1}} \cdot \ldots \cdot \omega_n^{d_{i_n}} = \omega^d_I$. Similarly, for a matrix $M$,
\begin{align*}
(\omega^M)^I &= \left(\prod_{k=1}^n \omega_k^{m_{k,1}} \cdot \prod_{k=1}^n \omega_k^{m_{k,2}} \cdot \ldots \cdot \prod_{k=1}^n \omega_k^{m_{k,n}}\right)^I \\
&= \left(\prod_{k=1}^n \omega_k^{m_{k,1}j_{i_1}}\right) \cdot \left(\prod_{k=1}^n \omega_k^{m_{k,2}j_{i_2}}\right) \cdot \ldots \cdot \left(\prod_{k=1}^n \omega_k^{m_{k,n}j_{i_n}}\right) \\
&= \left(\prod_{j=1}^n \omega_1^{j_{i_{j_1}}}\right) \cdot \left(\prod_{j=1}^n \omega_2^{j_{i_{j_2}}}\right) \cdot \ldots \cdot \left(\prod_{j=1}^n \omega_n^{j_{i_{j_n}}}\right) \\
&= \omega^{MI}.
\end{align*}
Suppose $f(\omega) = \sum_{I \in \mathbb{Z}^n} a_I \cdot \omega^I$ and $s(\omega_1) = \sum_{k \in \mathbb{Z}} s_k \omega_1^k$. Since $s(\omega_1) = f(\omega^M) - f(\omega^d)$, we have that\begin{equation}\sum_{k \in \mathbb{Z}} s_k \omega_1^k = \sum_{I} a_I \cdot \omega^{MI} - \sum_{I} a_I \cdot \omega^{di}. \tag{4.12}\end{equation}
Now, two sums of basis elements are the same if and only if the coefficients agree. Thus, for all $k \in \mathbb{Z}$, if $I = (k, 0, \ldots, 0)^T$ then\begin{equation}s_k = a^{M^{-1}I} - a^{d^{-1}I} \tag{4.13}\end{equation}
and if $I$ is not a multiple of $(1,0,\ldots,0)^T$ then
\begin{equation}
0 = a_{M^{-1}I} - a_{d^{-1}I}
\end{equation}
These equations hold even if some of the subscripts are in $\mathbb{Q}^n$ rather than $\mathbb{Z}^n$, as long as we make the convention that $a_J = 0$ when $J \notin \mathbb{Z}^n$ and $s_k = 0$ when $k \notin \mathbb{Z}$. This is equivalent to noticing that $L^2(\mathbb{T}^n) \cong \ell^2(\mathbb{Z}^n) \hookrightarrow \ell^2(\mathbb{Q}^n)$ and instead regarding the original equality in $\ell^2(\mathbb{Q}^n)$.

If $k = 0$ then equation (4.13) gives $s_0 = a_0 - a_0 = 0$. Let $J = (k,0,\ldots,0)$ with $k \neq 0$. Assume for all $p \in \mathbb{N}$ that $e_1$ is not an eigenvector of $M^p$ so that $M^{-p}J$ is not a multiple of $(1,0,\ldots,0)^T$. Then
\begin{align*}
a_{M^{-1}J} - a_{d^{-1}J} &= s_k \quad \text{by (4.13) using } I = J \\
a_{dM^{-2}J} - a_{M^{-1}J} &= 0 \quad \text{by (4.14) using } I = dM^{-1}J \\
a_{d^2M^{-3}J} - a_{dM^{-2}J} &= 0 \quad \text{by (4.14) using } I = d^2M^{-2}J \\
&\vdots \\
a_{d^nM^{-n-1}J} - a_{d^{n-1}M^{-n}J} &= 0 \quad \text{by (4.14) using } I = d^nM^{-n}J
\end{align*}
so that $a_{M^{-1}J} = a_{dM^{-2}J} = \cdots = a_{d^nM^{-n-1}J}$ for all $n \in \mathbb{N}$. Let $v = a_{M^{-1}J}$ be this value. Since $J$ is not an eigenvector for $M^p$ for any $p$, $M^{-n}d^n-1J \neq M^{-m-1}d^nJ$ for all $n \neq m$ and we see that $|v|^2$ appears infinitely many times in the convergent sum $\sum_{I \in \mathbb{Q}^n} |a_I|^2 = ||f(\omega)||^2$.

Thus, $v = a_{M^{-1}J}$ must be zero. A similar argument shows that $a_{d^{-1}J} = 0$ and equation (4.13) concludes that $s_k = 0$ for all $k \neq 0$.

Thus, $s = 0$ in $L^2(\mathbb{T})$ and hence vanishes almost everywhere. This completes the proof of the first claim.

Now suppose that $Mpe_1 = \lambda e_1$ and $e_1$ is not an eigenvector for $M^q$ for any $q < p$. Similarly to before, if $J = (k,0,\ldots,0)^T$ with $k \neq 0$ then
\begin{align*}
a_{M^{-1}J} - a_{d^{-1}J} &= s_k \quad \text{by (4.13) using } I = J \\
a_{dM^{-2}J} - a_{M^{-1}J} &= 0 \quad \text{by (4.14) using } I = dM^{-1}J \\
a_{d^2M^{-3}J} - a_{dM^{-2}J} &= 0 \quad \text{by (4.14) using } I = dM^{-2}J \\
&\vdots \\
a_{d^pM^{-p}J} - a_{d^{p-2}M^{-p+1}J} &= 0 \quad \text{by (4.14) using } I = d^pM^{-p+1}J
\end{align*}
so that
$$a_{M^{-1}J} = a_{dM^{-2}J} = a_{d^2M^{-3}J} = \cdots = a_{d^pM^{-p}J}.$$ By assumption $Mpe_1 = \lambda e_1$ so that $M^{-p}J = \lambda^{-1}J$. Making this substitution
$$a_{M^{-1}J} = a_{d^pM^{-p}J},$$ Thus, if $J = (k,0,0,\ldots)^T$, then equation (4.13) reduces to
$$a_{d^pM^{-p}J} - a_{d^{-1}J} = s_k.$$
Take \( a_k \) to mean \( a_{(k,0,\ldots,0)^{T}} \). Then
\[
s(\omega_1) = \sum_{k \in \mathbb{Z}} s_k \omega_1^k = \sum_{k \in \mathbb{Q}} s_k \omega_1^k = \sum_{k \in \mathbb{Q}} (a_{d^{p-1}k - a_{d^{-1}k}}) \omega_1^k.
\]
Plugging in \( \omega_1^{(d^{p-1})} \) for \( \omega_1 \) gives an isometric embedding \( L^2(\mathbb{T}) \hookrightarrow L^2(\mathbb{T}) \) and an isometric isomorphism \( \ell^2(\mathbb{Q}) \cong \ell^2(\mathbb{Q}) \). Applying this map, we see
\[
s \left( \omega_1^{(d^{p-1})} \right) = \sum_{k \in \mathbb{Q}} (a_{d^{p-1}k - a_{d^{-1}k}}) \omega_1^{(d^{p-1})k}.
\]
Breaking up the sum on the right hand side and re-indexing gives
\[
s \left( \omega_1^{(d^{p-1})} \right) = \sum_{k \in \mathbb{Q}} a_k \omega_1^{\lambda k} - \sum_{k \in \mathbb{Q}} a_k \omega_1^{d^{p}k}.
\]
Since \( f(\omega) = \sum_{I \in \mathbb{Z}^n} a_I \omega^I \), \( a_k = 0 \) if \( k \notin \mathbb{Z} \). Thus,
\[
s \left( \omega_1^{(d^{p-1})} \right) = \sum_{k \in \mathbb{Z}} a_k \omega_1^{\lambda k} - \sum_{k \in \mathbb{Z}} a_k \omega_1^{d^{p}k}.
\]
Finally, \( g(\omega_1) = \sum_{k \in \mathbb{Z}} a_k \omega_1^k \) gives the desired result. It remains to study continuity properties of \( g \). The following lemma expresses \( g \) as an integral of \( f \).

**Lemma 4.6.** For any \( f(\omega) = \sum_{I \in \mathbb{Z}^n} a_I \omega^I \in L^2(\mathbb{T}^n) \)
\[
(4.15) \quad \sum_{k \in \mathbb{Z}} a_{(k,0,\ldots,0)} \omega_1^k = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} f(\omega_1, \omega_2, \ldots, \omega_n) \ d\omega_2, \ldots, d\omega_n.
\]

**Proof.** We verify the equality when \( f(\omega) = \omega^I = \omega_1^{i_1} \cdot \ldots \cdot \omega_n^{i_n} \). The right hand side of (4.15) expands as
\[
\frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} \omega_1^{i_1} \cdot \ldots \cdot \omega_n^{i_n} \ d\omega_2, \ldots, d\omega_n = \omega_1^{i_1} \cdot \left( \frac{1}{2\pi} \int_{\mathbb{T}^1} \omega_2^{i_2} \ d\omega_2 \right) \cdot \ldots \cdot \left( \frac{1}{2\pi} \int_{\mathbb{T}^1} \omega_n^{i_n} \ d\omega_n \right)
\]
Recall that \( \frac{1}{2\pi} \int_{\mathbb{T}^1} z^k \ dz = \begin{cases} 1 & \text{if } k = 0 \\ 0 & \text{if } k \neq 0 \end{cases} \). Thus
\[
\frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} \omega_1^{i_1} \cdot \ldots \cdot \omega_n^{i_n} \ d\omega_2, \ldots, d\omega_n = \begin{cases} \omega_1^{i_1} & \text{if } i_2 = i_3 = \ldots = i_n = 0 \\ 0 & \text{otherwise} \end{cases}
\]
This agrees precisely with the left hand side of (4.15) for \( f(\omega) = \omega^I \). Since the rules sending \( f(\omega) \in L^2(\mathbb{T}^n) \) to the right and left hand side of (4.15) are bounded linear operators and these operators agree on a basis for \( L^2(\mathbb{T}^n) \), the claim holds for all \( f(\omega) \in L^2(\mathbb{T}^n) \). \( \square \)
We now see that
\[ g(\omega_1) = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} f(\omega_1, \omega_2, \ldots, \omega_n) \, d\omega_2, \ldots, d\omega_n. \]

We must now check that \( g \) is continuous away from a finite set of algebraic numbers, where it has jump discontinuities.

Let \( S \subseteq \mathbb{T}^n \) be the proper algebraic set away from which \( f \) is continuous. \( S \) decomposes into irreducible components \( S = X_1 \cup X_2 \cup \cdots \cup X_n \). By reordering the \( X_k \) we assume that for \( k = 1, \ldots, j \) there is some \( z_k \in \mathbb{T} \) such that \( X_k = \{ z_k \} \times \mathbb{T}^{n-1} \) and that for \( z \notin \{ z_1, \ldots, z_k \} \) \( S \cap (\{ z \} \times \mathbb{T}^{n-1}) \) is a proper algebraic subset of \( \{ z \} \times \mathbb{T}^{n-1} \) and so has zero \( n-1 \) dimensional measure.

Let \( z \notin \{ z_1, \ldots, z_k \} \) then away from a measure zero set of \( \mathbb{T}^{n-1} \) we have that
\[ \lim_{\omega_1 \to z} f(\omega_1, \omega_2, \ldots, \omega_n) = f(z, \omega_2, \ldots, \omega_n) \]

Since \( f \) is bounded above by some constant and constant functions on \( \mathbb{T}^{n-1} \) are integrable, it follows from the dominated convergence theorem (See for example, [27, Theorem 1.34]) that
\[ \lim_{\omega_1 \to z} g(\omega_1) = g(z) \]
so that \( g \) is continuous at \( z \).

Suppose now that \( f \) has only jump discontinuities. It remains to show that \( g \) has (at worst) a jump discontinuity at \( z_j = e^{i\theta_j} \), where \( X_j = \{ z_j \} \times \mathbb{T}^{n-1} \) is an irreducible component of \( S \). We must show that the one sided limits exist at \( z_j \). Since \( f \) has only jump discontinuities we see that for \( \epsilon \in \{ +, - \} \) the one sided limit \( \lim_{\theta \to \theta_j^\epsilon} f(e^{i\theta}, \omega_2, \ldots, \omega_n) \) exists. Using dominated convergence again we see that
\[ \lim_{\theta \to \theta_j^\epsilon} g(e^{i\theta}) = \lim_{\theta \to \theta_j^\epsilon} \left( \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} f(\omega_1, \omega_2, \ldots, \omega_n) \, d\omega_2, \ldots, d\omega_n \right) \]
\[ = \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} \left( \lim_{\theta \to \theta_j^\epsilon} f(\omega_1, \omega_2, \ldots, \omega_n) \right) \, d\omega_2, \ldots, d\omega_n \]

In particular, \( \lim_{\theta \to \theta_j^\epsilon} g(e^{i\theta}) \) exists and \( g \) has only jump discontinuities.

4.1. **Comparison with the Cooper signature condition.** As an application we recover the signature condition appearing in Cooper’s thesis [15, Corollary 3.14]. We phrase the result using language of Gilmer and Livingston [18].

**Definition 4.7** (Definition 2 of [18]). *Let \( m, n \in \mathbb{N} \). A function \( f : \mathbb{T} \to \mathbb{Z} \) satisfies the Cooper \((m, n)\)-signature condition if for all \( p, c \in \mathbb{N} \) such that \((m, p) = (n, p) = (c, p) = 1\), it follows that*
\[ \sum_{\ell=1}^{r} f \left( \frac{e^{2\pi i \ell (n/m)}}{r} \right) = 0 \]
where \( m \in \mathbb{N} \) is an inverse for \( m \) mod \( p \) and \( r \) is the order of \( n \cdot m \) in the multiplicative group of units in \( \mathbb{Z}/p \).

Cooper uses Casson-Gordon invariants to show that if \( K \) is a genus one slice knot with Alexander polynomial \( \Delta_K = ((m + 1)t - m)(mt - (m + 1)) \) then on any genus one Seifert surface there is a derivative whose signature function satisfies the \((m,m+1)\)-signature condition. According to Proposition 2.10 if \( K \) is genus one and slice (or even just 1.5-solvable) and has nonzero Alexander polynomial \( \Delta_K = ((m + 1)t - m)(mt - (m + 1)) \neq 1 \), then for any genus one Seifert surface there is a derivative \( J \) such that \( M_J \) has a non-degenerate 1.5-null-bordism, \( V \). Notice that the annihilator of \( \mu_J \) in \( \mathcal{A}(V) \) has at least one of \((m + 1)t - m\) and \((mt - (m + 1))\) as a factor. The second result of Theorem 4.2 applies and and there exists a nonzero integer \( k \) and a function \( g \) such that

\[
\sigma_J(\omega^k) = g(\omega^m) - g(\omega^{(m+1)})
\]

We now prove that this equality implies Cooper’s signature condition.

**Proposition 4.8.** Let \( m \) and \( n \) be coprime. Let \( f \) and \( g \) be functions on \( \mathbb{T} \). If there is an integer \( k \) such that \( f(\omega^k) = g(\omega^m) - g(\omega^n) \) then \( f \) has vanishing Cooper \((m,n)\)-signature condition

**Proof.** Suppose that \( f(\omega^k) = g(\omega^m) - g(\omega^n) \) for some function \( g \) and consider any \( p, c \in \mathbb{N} \) such that \((p,m) = (p,n) = (p,c) = 1\). For the sake of notational convenience let \( F(x) = f(e^{2\pi ix}) \) and \( G(x) = g(e^{2\pi ix}) \). Then \( F(k \cdot x) = G(m \cdot x) - G(n \cdot x) \). Let \( \overline{m} \) be an inverse to \( m \) mod \( p \), \( r \) be the order of \( n \cdot \overline{m} \) mod \( p \) and

\[
S = \sum_{\ell=1}^{r} F \left( \frac{c(n \cdot \overline{m})^\ell}{p} \right).
\]

We need to show that \( S = 0 \).

The integer \( k \) decomposes as \( k_0 \cdot k_1 \) where \((k_0, p) = 1\) and every prime factor of \( k_1 \) is a prime factor of \( p \). Thus, it is also true that \((p \cdot k_1, k_0) = (p \cdot k_1, m) = (p \cdot k_1, n) = 1\). Replacing \( \overline{m} \) with a different inverse to \( m \) mod \( p \) will not change \( S \), since \( F \) is well defined on \( \mathbb{R}/\mathbb{Z} \). Thus, we may assume that \( \overline{m} \) is an inverse of \( m \) mod \((p \cdot k_1)\).

Let \( \overline{k_0} \) be an inverse for \( k_0 \) mod \( p \cdot k_1 \). If \( r \) is the multiplicative order of \( n \cdot \overline{m} \) mod \( p \), then the order of \( n \cdot \overline{m} \) mod \((p \cdot k_1)\) will be a multiple of \( r \), say \( q \cdot r \) (with \( q \in \mathbb{N} \)). The value of \((n\overline{m})^\ell \) in the sum for \( S \) in (4.16) runs over all powers of \( n \cdot \overline{m} \) mod \( p \). If we instead let the index run from 1 to \( q \cdot r \) then \((n \cdot \overline{m})^\ell \) will run over all such powers \( q \) times, Thus:

\[
q \cdot S = \sum_{\ell=1}^{q \cdot r} F \left( \frac{c(n \cdot \overline{m})^\ell}{p} \right) = \sum_{\ell=1}^{q \cdot r} F \left( k_0 \cdot k_1 \frac{\overline{k_0} \cdot c \cdot n^\ell \cdot \overline{m}^\ell}{p \cdot k_1} \right) = \sum_{\ell=1}^{q \cdot r} F \left( k \cdot \frac{\overline{k_0} \cdot c \cdot n^\ell \cdot \overline{m}^\ell}{p \cdot k_1} \right).
\]

The second equality above comes from multiplying and dividing by \( k_1 \) and then multiplying by \( k_0 \overline{k_0} \) which is congruent to 1 mod \( p \cdot k_1 \). By assumption, for all \( x \in \mathbb{R} \), \( F(k \cdot x) = G(m \cdot x) - G(n \cdot x) \).
Applying this fact to the formula for \( q \cdot S \) above we get
\[
q \cdot S = \sum_{\ell=1}^{q^r} G \left( \frac{k_0 \cdot c \cdot n^\ell \cdot m^\ell}{p \cdot k_1} \right) - \sum_{\ell=1}^{q^r} G \left( \frac{n \cdot k_0 \cdot c \cdot n^\ell \cdot m^\ell}{p \cdot k_1} \right)
\]
\[
= \sum_{\ell=1}^{q^r} G \left( \frac{k_0 \cdot c \cdot n^\ell \cdot m^{\ell-1}}{p \cdot k_1} \right) - \sum_{\ell=1}^{q^r} G \left( \frac{k_0 \cdot c \cdot n^{\ell+1} \cdot m^{\ell}}{p \cdot k_1} \right)
\]
All but the first term of the leftmost sum and last term of the rightmost sum cancel, so that
\[
q \cdot S = G \left( \frac{k_0 \cdot c \cdot n^1 \cdot m^0}{p \cdot k_1} \right) - G \left( \frac{k_0 \cdot c \cdot n^{q^r+1} \cdot m^{q^r}}{p \cdot k_1} \right)
\]
Since \( q \cdot r \) is the order of \( n \cdot m \mod p \cdot k_1 \) these terms also cancel, so that \( q \cdot S = 0 \), and so \( S = 0 \), proving the result. \( \square \)

5. A SUFFICIENT CONDITION FOR A GENUS ONE ALGEBRAICALLY SLICE KNOT TO BE 1.5-SOLVABLE.

In this section we prove Theorem 1.6, providing a sufficient condition for a genus one algebraically slice knot to be 1.5-solvable. For convenience we reiterate the result here.

**Theorem (Theorem 1.6).** Let \( K \) be a genus one algebraically slice knot with \( \Delta_K(t) \equiv (mt - (m + 1))(m + 1)t - m \mod m \notin \{-1, 0\} \). Suppose that \( K \) has a derivative knot \( J \). If the algebraic concordance type of \( J \) satisfies \( \{J \} = [T_{(m,1)}] - [T_{(m+1,1)}] \) for some knot \( T \), then \( K \) is 1.5-solvable via a 1.5-solution to which \( J \) is associated.

Our proof requires a generalization of the classical satellite operation. One new feature is that this operation produces links in homology spheres which might not be \( S^3 \).

**Definition 5.1 (Knotted satellite operators).** Let \( P \) be a knot or link in the homology sphere \( M \) and \( \eta \) be a framed curve in the complement of \( P \). Given any knot in a homology sphere \( J \subseteq Y \), one can build a new 3-manifold by cutting out a tubular neighborhood of \( \eta \) and gluing back in the exterior of \( J \) so that the meridian of \( \eta \) is identified with the zero-framed longitude of \( J \) and meridian of \( J \) is identified to the framed longitude of \( \eta \). This results in a (possibly new) 3-manifold \( M_{\eta}(J) \). Since the meridian of \( \eta \) is sent to the zero-framed longitude of \( J \), \( M_{\eta}(J) \) is a homology sphere. \( P_{\eta}(J) \) is the image of \( P \) in \( M_{\eta}(J) \). We call \( P_{\eta} \) a **knotted satellite operator**.

If \( \eta_1 \) and \( \eta_2 \) are disjoint framed curves in the complement of \( P \) and \( J_1 \) and \( J_2 \) are knots in homology spheres then one can iteratively perform this construction, generating the knot (or link) \( P_{\eta_1,\eta_2}(J_1, J_2) \). We call \( P_{\eta_1,\eta_2} \) a **linked satellite operator**.

If \( \eta \) were unknotted in the complement of \( P \) then the classical satellite \( P_\eta(J) \) is given by cutting out a neighborhood of \( \eta \) and gluing in the exterior of \( J \) so that the meridian of \( J \) is identified with the zero-framed longitude of \( \eta \). See for example [8, Section 3]. It is clear that Definition 5.1 specializes to the classical satellite when \( \eta \) is a zero-framed unknot. As the following lemma reveals, the knotted satellite operation preserves linking number.
Lemma 5.2. Let $P_\eta$ be a knotted satellite operator where $P = P_1 \cup P_2$ is a two component link. For any knot $J$, let $Q = P_\eta(J)$. Then $\ell k(P_1, P_2) = \ell k(Q_1, Q_2)$. 

Proof. Suppose $(P_1, P_2, \eta)$ is a link in the homology sphere $M$. Let $F$ be a Seifert surface for $P_1$. The linking number $\ell k(P_1, P_2)$ is given by counting with sign the number of intersections of $F$ with $P_2$. Suppose that $F$ intersects $\eta$ in some points $c_1, \ldots, c_n$. To build a Seifert surface for $Q_1$ begin by cutting out neighborhoods of these intersections points. This results in a surface $F_0$ bounded by $F$ together with some meridians of $\eta$. In the complement of $Q = P_\eta(J)$, each of these bound disjoint Seifert surfaces for $J$ in $M_\eta(J)$. Glue these surfaces to $F_0$ along these meridians for $\eta$ to get the Seifert surface $F'$ for $Q_1 = (P_1)_\eta(J)$. Since the Seifert surface for $J$ does not intersect $Q_2$ the intersection between $F'$ and $Q_2$ is the same as the intersection between $F$ and $P_2$. This completes the proof. 

Two knots in homology 3-spheres $R \subseteq M$ and $R' \subseteq M'$ are called homology concordant if there is a homology cobordism from $M$ to $M'$ in which $R$ and $R'$ cobound a smoothly embedded annulus. The following proposition generalizes [S Section 3] which produces new slice knots into the setting of homology concordance.

Proposition 5.3. Let $R \subseteq M$ be a knot in a homology sphere. Let $C$ be a concordance from $R$ to $R'$ in the homology cobordism $W$ from $M$ to $M$. Let $\eta_1, \eta_2$ be disjoint framed knots in $M - R$. Suppose $\eta_1$ and $\eta_2$ cobound an annulus $A$ in $W - C$. Choose a framing for $A$ and restrict it to obtain a framing on $\eta_1$ and $\eta_2$. Then $R' := R_{\eta_1, \eta_2}(J, -J)$ is homology concordant to $R$.

Moreover, if $F$ is a Seifert surface for $R$ disjoint from $\eta_1$ and $\eta_2$ and $\alpha$ is a derivative for $R$ on $F$ then $R'$ has as a derivative $\alpha' = \alpha_{\eta_1, \eta_2}(K, -K)$. If $W = M \times [0, 1]$ and $C = R \times [0, 1]$ then the concordance $C'$ satisfies that $A(R') \to A(C') \leftarrow A(R)$ are each isomorphisms and in $A(C')$, $\alpha = \alpha'$. 

Proof. Since all of the ideas appear in the proof of [S Theorem 3.1], we merely sketch the proof. Let $N$ be a tubular neighborhood for $A$ and $\Phi : S^1 \times [0, 1] \times B^2 \to N$ be a framing for $A$. The restrictions $\Phi|_{S^1 \times \{0\} \times B^2}$ and $\Phi|_{S^1 \times \{1\} \times B^2}$ give framings for $\eta_1$ and $\eta_2$. Let $p$ be a
point in $\partial B^3$. One can build a new homology cobordism by starting with $W - N$ and gluing in a copy of $E(K) \times [0, 1]$ so that the meridian of $K$ in $E(K) \times \{t\}$ is identified to the framed longitude of $A$, $\Phi[S^1 \times \{t\} \times \{p\}]$ and so that the zero-framed longitude of $K$ is identified with the meridian of $A$, $\Phi[\{1\} \times \{t\} \times \partial D]$. Call the resulting manifold $W'$. Since the meridian of $A$ generates $H_1(W - N) \cong \mathbb{Z}$ and is identified to the null-homologous longitude of $K$, a study of the Mayer-Vietoris sequence

$$\cdots \to H_*(\partial N) \to H_*(W - N) \oplus H_*(E(K) \times [0, 1]) \to H_*(W') \to \cdots$$

reveals that $H_p(W') = 0$ whenever $p > 0$ so that $W'$ is a homology cobordism between its boundary components.

Since $\Phi$ restricts to the chosen framings of $\eta_1$ and $\eta_2$, $R \subseteq M \times \{1\}$ has now been replaced by $R'$. $R \subseteq M \times \{0\}$ has not been changed in this process. Since $N$ is disjoint from $R \times [0, 1]$, we now have a concordance (in the homology cobordism $W'$) from $R$ to $R'$. Call this concordance $C'$.

Let $F$ be a Seifert surface for $R$ disjoint from $\eta_1$ and $\eta_2$. Let $\alpha$ be a derivative of $R$ on $F$. The satellite construction sends $F$ to a new surface $F'$ of the same genus bounded by $R_{\eta_1, \eta_2}(K, -K)$. The link $\alpha$ is sent to $\alpha_{\eta_1, \eta_2}(K, -K)$. According to Lemma 5.2 since $\alpha$ has zero linking numbers with its pushoffs, the same is true of $\alpha_{\eta_1, \eta_2}(K, -K)$. Thus, $\alpha_{\eta_1, \eta_2}(K, -K)$ is a derivative of $R'$.

Suppose now that $W = M \times [0, 1]$ and $C = R \times [0, 1]$. In particular then $\mathcal{A}(R \times \{\} \to \mathcal{A}(C) \leftarrow \mathcal{A}(R \times \{1\})$ are each isomorphisms. Since $\eta_1$ and $\eta_2$ lift to the infinite cyclic cover of $M - R$, the annulus $A$ lifts to the infinite cyclic cover of $W - C$. Notice that the infinite cyclic covers $W - C$ and $W' - C'$ differ by the replacement of the lifts of $N$ with copies of $E(K) \times [0, 1]$. Since $N$ and $E(K) \times [0, 1]$ have identical first homology, the same argument as was used to verify that $W'$ was a homology cobordism implies that this does not change the homology of the cover and

$$A(C) = H_1 \left( W - C; \mathbb{Q} \right) \cong H_1 \left( \tilde{W'} - C'; \mathbb{Q} \right) = A(C')$$

This proves the isomorphism claim. Notice that in $W - C = (M - R) \times [0, 1]$, $\alpha \times \{0\}$ and $\alpha \times \{1\}$ cobound the annulus $\alpha \times [0, 1]$ which lifts to the infinite cyclic cover of $C$. This annulus might intersect $N$ in some number of meridional disks for $N$. To find a surface cobounded by $\alpha$ and $\alpha'$, replace each of these disks by parallel Seifert surfaces for $K$, which also lift to $\tilde{W'} - C'$. Thus, $\alpha = \alpha'$ in $A(C') = H_1 \left( \tilde{W'} - C'; \mathbb{Q} \right)$. This completes the proof.

We will use this construction which preserves the concordance classes of a knot to alter derivatives. In [25] Livingston and Melvin compute the Blanchfield form of satellite knots. The proposition below can be recovered as a consequence of their work.

**Proposition 5.4.** If $P$ is a knot in a homology sphere, $P_\eta$ is a knotted doubling operator, and $\ell_k(P, \eta) = c$ then for any knot $J$, $P_\eta(J)$ is algebraically concordant to $P \# J(c, 1)$

**Proof.** Since this result is a consequence of [25] Theorem 2 we merely sketch a proof in terms of the Seifert form. Pick a Seifert surface $F$ for $P$ with intersects each $\eta$ in precisely $|c|$ points. Notice then that the resulting Seifert surface $F'$ for $P_\eta(J)$ differs from $F$ by replacing
neighborhoods each of of these $|c|$ points with a parallel copy of a Seifert surface for $J$ (or the mirror image if $c$ negative).

It is now straightforward to compute the Seifert form on $F'$ and find that it is the same as the Seifert form for a surface bounded by $P \# J_{(c,1)}$. 

The definition of the solvable filtration (Definition 2.4) makes no reference to the knot $K$ being in $S^3$. Thus, it makes sense to ask if a knot in a homology sphere is $n$-solvable. Moreover the proof of [14, Theorem 8.9] passes through entirely in this setting and we have the following result.

**Proposition 5.5.** Suppose that $K$ is a knot in a homology 3-sphere that admits a Seifert surface, $F$, on which lies a derivative of link type $J$. If $J$ is $n.5$-solvable then $K$ is $(n + 1.5)$-solvable and $J$ is associated to that $(n + 1.5)$-solution.

**Proof.** The idea is the same as that of the proof of [14, Theorem 8.9], which we merely summarize. Let $E$ be the fundamental cobordism between $M_K$ and $M_J$ constructed in Section 2. See also [11, Subsection 8.1] and [10, Lemma 2.5, proof of Lemma 2.3]. Let $W$ be a $n.5$-solution for $M_J$. Let $Y = E \cup W$. A study of the Mayer-Vietoris exact sequence

$$H_*(M_J) \to H_*(E) \oplus H_*(W) \to H_*(Y)$$

reveals that $Y$ is an $(n + 1.5)$-solution. Indeed the $(n + 1)$-Lagrangians for $W$ become $(n + 2)$-Lagrangians for $Y$ and the $n$-duals for $W$ become $(n + 1)$-duals for $Y$. 

Finally we have the tools needed to prove Theorem 1.6.

**Proof of Theorem 1.6.** For the sake of generality, we will allow $K \subseteq M$ to be a knot in a homology 3-sphere. Assume $K$ has a genus one Seifert surface $F$ on which lies a derivative $\alpha$ of knot type $J$. Let $\Delta_K(t) = (mt - (m + 1))((m + 1)t - m)$. Assume $m \neq 0, -1$ and that up to algebraic concordance $[J] = [T_{(m,1)}] - [T_{(m+1,1)}]$ for some knot $T$. We need to show that $K$ is 1.5-solvable.

Let $\delta$ be a simple closed curve on $F$ which intersects $\alpha$ transversely in a single point. See Figure 5.2 for an example. Let $\delta^+$ and $\delta^-$ be the positive and negative pushoffs of $\delta$. Since $\delta$ and $\alpha$ intersect positively and transversely in a single point. Then $\ell k(\delta^+, \alpha) = \ell k(\delta^-, \alpha) + 1$. Let $\lambda = \ell k(\delta^-, \alpha)$ and $\ell = \ell k(\delta^+, \delta^-)$. In terms of the basis $\{\alpha, \delta\}$ for $H_1(F)$, we see the Seifert matrix $A = \begin{bmatrix} 0 & \lambda \\ \lambda + 1 & \ell \end{bmatrix}$. The Alexander polynomial of $K$ can be computed as $(\lambda t - (\lambda + 1)((\lambda + 1)t - \lambda))$. Since we assumed $\Delta_K(t) = (mt - (m + 1))((m + 1)t - m)$, it follows that $\lambda = m$ or $\lambda = -m - 1$. We assume $\lambda = m$. The proof when $\lambda = -m - 1$ is the same.

Now consider the the curves $\alpha$ and $\delta$ as sitting on the Seifert surface $F$. Then $\delta^+$ and $\delta^-$ cobound an annulus in the complement of $K$. Push this annulus into the interior of $M \times [0, 1]$ pick a framing and restrict it to get a framing for $\delta^+$ and $\delta^-$. According to Proposition 5.3 then $K$ is homology concordant to $K' = K_{\delta^+, \delta^-}(T, -T)$. 

□

□
Figure 5.2. This genus one knot $K$ has a derivative $\alpha$ of knot type $J$. By Proposition 5.3 $K' = K_{\delta^+, \delta^-}(T, -T)$ is concordant to $K$ (in a homology cobordism). If $J_{\delta^+, \delta^-}(T, -T)$ is algebraically slice then $K'$ (and so) $K$ is 1.5-solvable.

Notice, additionally, that since $\delta^+$ and $\delta^-$ are disjoint from $F$, $K_{\delta^+, \delta^-}(T, -T)$ has a genus one Seifert surface on which $J_{\delta^+, \delta^-}(T, -T)$ is a derivative. According to Proposition 5.4, up to algebraic concordance $[J_{\delta^+, \delta^-}(T, -T)] = [J] + [T_{(m+1,1)}] + [(-T)_{(m,1)}]$

$= [T_{(m,1)}] - [T_{(m+1,1)}] + [T_{(m+1,1)}] - [T_{(m,1)}]$

$= 0.$

Then $K' = K_{\delta^+, \delta^-}(T, -T)$ has an algebraically slice derivative $\alpha' = \alpha_{\delta^+, \delta^-}(-T, T)$ and so is 1.5-solvable via a 1.5-solution associated to $\alpha'$.

We now build a 1.5-solution for $K'$. Let $W$ be the 1.5-solution for $K'$ with associated derivative $\alpha'$. This means $\ker(A(K') \to A(W))$ is generated by $\alpha'$ Let $C$ be the concordance between $K$ and $K'$ and $E(C)$ be its exterior. Glue $W$ and $E(C)$ together along the copies of $E(K')$ contained in their boundary. It is straightforward to see that $W$ is a 1.5-solution. Since $\alpha = \alpha'$ in $A(C)$ we see that $\alpha$ generates $\ker(A(K) \to A(W'))$ and so is an associated derivative. This completes the proof. □
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