Twin-Airy Point-Spread Function for Extended-Volume Particle Localization
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The precise localization of point emitters is of fundamental interest in biomedical research including super-resolution (SR) microscopy [1,2], single-molecule tracking (SMT) in living cells [3,4], traction-force microscopy (TFM) [5,6], and in vivo flow measurement [7–9]. In these applications, point emitters can be used as labels of 3D microscopic structures, tracers of fluid flow, or indicators of mechanical forces. Point localization in three dimensions (3D) typically exploits variations of the imaging point-spread function (PSF) with range. Examples include the astigmatic [3,10] and the double-helix PSFs (DH-PSF) [11], which have been extensively used in the field of SMT and SR microscopy to explore the dynamics and structure of cells. However, the high numerical aperture (NA) required for such applications limits the depth range of these techniques to below 3 μm [10–12], which is smaller than the dimensions of most cells and other structures of interest. A pertinent example is the mapping of blood flow within cardiovascular systems, for which a high localization precision over an axial range of hundreds of microns is often required.

To this end, several types of PSFs have been proposed in the literature, with the tetrapod PSF [4,13] displaying one of the largest depth ranges (6 μm range for precision of 12 and 21 nm in transverse and axial directions respectively). The tetrapod PSF, however, requires phase-retrieval-based maximum-likelihood estimation (PR-MLE) for localization, which is computationally expensive, especially when global optimization is used to avoid local minimums of the likelihood function. Also, it suffers from degraded localization precision in the case of overlapping PSF, which limits the achievable packing density of the emitters.

Airy beams yield accelerating lateral translation [14–16], which has potential for encoding 3D particle locations [9,12,17,18]. Their “diffraction-free” propagation gives rise to an extended depth range and this property has also been utilized for light sheet microscopy to increase the field of view [19]. Jia et al. reported a modified version of an Airy beam for 3D particle localization microscopy, namely the self-bending PSF (SB-PSF) [12]. This approach suffers from a reduced optical throughput, however, due to the truncation of the pupil. Furthermore, a sign ambiguity arising from the axial symmetry of the Airy-beam lateral translation means that only half of the available diffraction-free range can be utilized for 3D localization. The use of an Airy-beam-based PSF inevitably requires replication of the imaging path to determine the absolute lateral translation and 3D location, which significantly increases the optical complexity and the complexity of the calibration procedure.

In this Letter, we describe the design and application of a “twin-Airy” (TA) phase mask, which generates a PSF composed of two adjacent Airy-beam-like lobes, as shown in Figs. 1(a) and 1(b). Following image deconvolution, this yields a double image of each point with a mutual separation that varies with depth [Fig. 3(b)], enabling recovery of axial position over the extended depth range of Airy beams. The simplicity of implementation using a refractive mask (no beam splitters or diffractive optics are required, such as in approaches described in Refs. [12,17]) provides effectively 100% broadband optical throughput, is polarization insensitive, and provides very simple calibration and logistics. Moreover, the TA-PSF exhibits a quasiuniform sensitivity to defocus over the whole depth range: it does not exhibit the reduced sensitivity of the Airy-beam PSF near the focus, nor the sign ambiguity.
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highlighted by Jia et al. [12], and so provides more than double the effective range.

These advantages offer an enhanced localization precision, range, and emitter density for a wide range of applications from SMT to understanding of biological dynamics. As an illustrative example in the latter field, we demonstrate the TA-PSF for blood-flow characterization in live zebrafish injected with fluorescent tracer beads. In this case, a 20×, 0.5 NA system was used and we were able to map blood flow over a 100 μm depth range with a precision better than 40 nm. We also characterize the TA-PSF on a 60×, 1.4 NA system by imaging quantum dots in order to assess the suitability of this PSF for SMT and SR applications. Our results demonstrate a precision better than 30 nm over a 7 μm depth range for 6800 photons per localization with an average background of about 9 photons.

Engineering of the pupil function has been widely used to design PSFs with desired properties [4,11,20]. To meet our objective of generating two adjacent Airy-beam-like lobes using a single phase mask, we designed the pupil function as two quasirecubic functions centered at pupil locations $O_1$ and $O_2$ as shown in Fig. 1(a). This was achieved using the following analytical expression for the pupil phase function:

$$\psi = \alpha \left[ \cos \left( \frac{\pi}{R_{\text{pup}}} (\bar{x} - \bar{y}) \right) + \frac{1}{2} \sin \left( \frac{\pi}{R_{\text{pup}}} (\bar{x} - \bar{y}) \right) \right],$$

where $x$ and $y$ are the pupil coordinates, $R_{\text{pup}}$ is the pupil radius, and $\alpha$ is a scale factor that determines the peak phase modulation. The factor of $\frac{1}{2}$ yields a PSF with approximately equal dimensions in the $x$ and $y$ directions.

The Taylor expansion of $\psi$ about $O_1$ and $O_2$ with the terms higher than fifth order omitted can be written as

$$\psi_{O_1} \approx \alpha \left\{ -\pi \left( \bar{y} - \frac{1}{2} \right) + \frac{\pi^3}{6} \left( \bar{y} - \frac{1}{2} \right)^3 - \frac{\pi^5}{120} \left( \bar{y} - \frac{1}{2} \right)^5 \right\},$$

$$\psi_{O_2} \approx \alpha \left\{ \pi \left( \bar{y} + \frac{1}{2} \right) - \frac{\pi^3}{6} \left( \bar{y} + \frac{1}{2} \right)^3 + \frac{\pi^5}{120} \left( \bar{y} + \frac{1}{2} \right)^5 \right\},$$

where $\bar{x}$ and $\bar{y}$ are the pupil coordinates normalized to the pupil radius. That is, the phase functions in each half of the pupil can be considered as the sum of a linear phase ramp with opposite slopes in each half of the pupil, a two-dimensional cubic function and higher-order terms. The cubic terms in the expressions for $\psi_{O_1}$ and $\psi_{O_2}$ contribute to the two Airy-beam-like PSF halves, which are mirror images of each other due to the antisymmetry in the Taylor expansion; and the linear terms result in an angular offset in separation between the two lobes. Of the higher-order terms, the amplitude of the dominant 5th-order term contributes less than 0.2 waves (root-mean-square error calculated within a circle with origin at $O_1$ or $O_2$ and a radius of 0.5) and can be neglected. Each Airy-beam-like PSF yields a depth-dependent image translation [17,18], and so the disparity between the two main lobes of each PSF is a function of the axial position as shown in Fig. 1(b). The two lobes converge on one side of the focal plane but diverge on the other side. This eliminates the sign ambiguity associated with use of the self-bending PSF [12] and thus doubles the axial range.

A key concern for point localization is the precision of localization, and this is particularly true for the photon-starved conditions found in single-molecule localization microscopy of nanoscopic point emitters. A salient advantage of the TA-PSF is that high localization precision in three dimensions is maintained over an extended axial range, and this is clearly demonstrated by evaluation of the Cramer-Rao lower bound (CRLB), which is the statistical maximum precision achievable [21,22]. The CRLB for various values of $\alpha$ is plotted in Fig. 2 for a low-photon-count scenario of 3500 photons per localization and a high background of 50 photons per pixel. It can be observed that the operable depth range is tunable by adjusting the scale.
factor of the phase mask: a smaller $\alpha$ gives less depth range but greater precision in all space dimensions. Unlike most reported PSFs, the CRLBs for the $x$ and $y$ directions are not the same, due to the asymmetry in the TA-PSF profile. Interestingly, the CRLBs are not symmetric around the focal plane, especially the CRLB for the $x$ direction. For $\alpha = 2$, the TA-PSF is capable of exhibiting a mean precision of 8.5, 12.2, 17.8 nm in $x$, $y$, and $z$, respectively, over 6 $\mu$m axial range for the specified signal-to-noise conditions, which compares favourably to other PSFs which can achieve a similar depth range [4]. Compared to the single Airy-beam PSF generated with a cubic phase mask, the TA-PSF clearly demonstrates the following advantages: (i) the TA-PSF does not exhibit the zero axial sensitivity near the focus; (ii) there is no ambiguity determining the sign of defocus, which effectively doubles the useful axial range.

We demonstrate the TA-PSF for single-molecule imaging with a 60×, 1.4 NA oil-immersion microscope using subwavelength-sized emitters (Trilite fluorescent nanocrystals emitting at 665 nm). The experimental setup is shown in Fig. 1(c) where a 4-f relay system was used to access the pupil plane of the imaging system. A refractive twin-Airy phase mask was used with $\alpha = 10$ and an aperture diameter of 6 mm. The recorded TA-PSF, shown in Fig. 3(a), maintains approximately its intensity profile over a 10 $\mu$m axial range while the two halves of the PSF increase in separation. Following calibration, particle localization in three dimensions can be achieved using the PR-MLE method with a $z$ stack of prerecorded PSFs.

A better approach to extract emitter’s 3D coordinates, however, arises from the fact that Wiener deconvolution can be efficiently applied to the TA-PSF. We use a fast deconvolution-based algorithm to perform the 3D localization as summarized in Table I. The deconvolved TA-PSF consists of two compact lobes as shown in Fig. 3(b), approximating Airy disks whose separation in $y$ increases with defocus while their mean positions translate in $x$ parabolically [Figs. 3(c) and 3(d)]. Deconvolution does not degrade the localization precision for overlapping PSFs, and the compactness of deconvolved PSFs shows promise for imaging higher emitter densities than MLE-based techniques. (Localization of closely spaced point emitters is demonstrated in the Supplemental Material [23].)

In our experiment, the integration time was set to limit the detected photon flux level to be about 6800 per

FIG. 2. Cramer-Rao lower bounds for localization in $x$ (left), $y$ (middle), and $z$ (right) for the TA-PSF with various strengths ($\alpha = 2, 4, 6$) and single Airy-beam PSF generated with a cubic phase mask ($\alpha = 4$), assuming 3500 photons per localization and an average background of 50 photons per pixel (numbers chosen to compare with Ref. [4]). Simulations are based on the Poisson data model [21] and the high-NA PSF model proposed by Schnitzbauer et al. [22]. A 60×, 1.4 NA oil immersion system ($n = 1.515$) and 13 $\mu$m pixel size were assumed.

FIG. 3. (a) Point-spread functions over a depth range of 10 $\mu$m, acquired with 60×, 1.4 NA, averaged over 1000 frames. (b) Corresponding recovered PSFs, with recovery kernel being the in-focus PSF. (c) Calibration curves: Blue curve maps depth to disparity between the two recovered points and orange curve maps depth to lateral shift. (d) Superimposition of the recovered PSFs in (b). (e) Experimental measurements of statistical localization precision. The standard deviations $\sigma_x$, $\sigma_y$, and $\sigma_z$ for each $z$ position are calculated with 1000 images recorded in time sequence for the same quantum dot (see dataset in Ref. [28]).
dimensions was achieved over a depth range in excess of the standard deviation of 1000 measurements) in all spatial axes. A precision better than 30 nm (as given by the images) can be observed, as expected 3D structures, providing additional validation of the localization with a background of about 9 photons per pixel. The images were captured using an EMCCD sensor with 13 μm/pixel size. Figure 3(e) shows the localization precision in x, y, and z over an axial range of 10 μm. As can be observed, a precision better than 30 nm (as given by the standard deviation of 1000 measurements) in all spatial dimensions was achieved over a depth range in excess of 7 μm, which is comparable to the dimension of many cells of interest. This also indicates that this technique can be employed for SMT and localization-based SR over an extended depth range.

Since 3D sample information over an extended depth range is acquired in a single exposure, this technique can be applied for characterization of flow dynamics at video rate, limited only by signal-to-noise ratio considerations and the camera performance. Applications range from microfluidics to in vivo imaging of hemodynamics. We demonstrate an example application for blood-flow mapping in live zebrafish, which are widely used as a model system for cardiovascular studies due to their unique properties such as optical clarity, low refractive index, external development and small size [29,30].

1 μm-diameter fluorescent beads were injected as tracers for the blood. We selected a region of interest (ROI) to observe the tracers flowing inside the blood vessels [as indicated in Fig. 4(a)] that includes the cardinal artery, the cardinal vein, and several intersegmental vessels. The chosen ROI was imaged using a 20x0.5 NA microscope objective (nominal depth-of-field of 5.8 μm), where we were able to successfully localize tracers over a 100 μm depth range. This is sufficient to image the entire depth volume of the sample within the chosen ROI. The images were recorded using a sCMOS sensor at a frame rate of 50 Hz.

Figure 4(b) shows a snapshot of the injected tracers flowing within the zebrafish blood vessels. Each dispersed double-spot image (the TA-PSF) represents a tracer bead. Following processing as previously explained and summarized in Table I, the 3D location and thus the trajectory of each tracer can be obtained as shown in Fig. 4(c). Each color denotes the trajectory of a single tracer bead that was recovered from a video sequence of 5000 frames. Figure 4(d) is a view of the tracer trajectories in the xy plane, where we can observe that the cardinal artery goes directly towards the posterior end of the fish while the cardinal veins spread like a net. Figure 4(e) gives a view of the cross section of the fish where the intersegmental vessels supplying nearby tissues around the body of the fish can be seen. The tracer locations conform to the expected 3D structures, providing additional validation of the 3D localization performance.

**Conclusion.**—We have demonstrated a novel method, the TA-PSF, for 3D point-localization microscopy and in vivo microfluidics characterization. Such a PSF has the unique property of a greatly extended depth range for high-precision localization in three dimensions. It does not exhibit the reduced z sensitivity near the focus or the sign ambiguity associated with a single Airy-beam PSF and the SB-PSF. The phase mask necessary to produce the TA-PSF is continuous; thus, it can be easily manufactured as a refractive mask using currently available processes or produced on a deformable mirror which is significantly more photon efficient than a conventional spatial light.

---

**TABLE I. Localization algorithm for TA-PSF.** Deconvolution was performed by deconvolving the recorded image $I_C$ twice, with the upper half and the lower half of the deconvolution kernel PSF ($z_0$) respectively, to obtained the intermediate deconvolved images $I_D^{upper}$ and $I_D^{lower}$. The upper half of the point image in $I_C$ is well recovered as a compact Gaussian-like image in $I_D^{upper}$ while the lower half is well recovered in $I_D^{lower}$. $I_D^{upper}$ and $I_D^{lower}$ are then filtered with a threshold to yield the final recovered image (details in the Supplemental Material [23]).

| Input: Captured image $I_C$ |
|---|
| 1. Deconvolve $I_C$ with recovering kernel PSF($z_0$) |
| 2. Compute two-lobe centroids $(x_1,y_1)$ and $(x_2,y_2)$ |
| 3. Average to get coordinate $y = (y_1 + y_2)/2$ |
| 4. Compute two-lobe disparity $y_1 - y_2$ |
| 5. Find z coordinate with calibration curve |
| 6. Find $x$, $y$ coordinates with calibration curve |

**Output:** $x$, $y$, $z$ coordinates
modulator. Additionally, the use of a deconvolution-based algorithm does not degrade the precision for overlapping PSFs, which shows promise for imaging higher emitter densities than MLE-based techniques.

We have demonstrated a 3D localization precision of better than 30 nm in $xyz$ over an axial range of 7 μm on a 60×, 1.4 NA system. This implies that the TA-PSF has potential for applications like SMT and SR microscopy with thick samples comparable to the size of a cell. On a larger length scale, blood flow measurement in a live zebrafish was also performed to demonstrate this technique and its applicability, for example, to shear stress characterization in living organisms. In addition, this technique shows potential for broader applications, such as within microfluidics and real-time 3D TFM.
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