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Abstract
We consider the system
\[
\begin{align*}
    n_t + u \cdot \nabla n &= \Delta n - \chi \nabla \cdot (\frac{c}{n} \nabla c), \\
    c_t + u \cdot \nabla c &= \Delta c - nf(c), \\
    u_t + (u \cdot \nabla)u &= \Delta u + \nabla P + n \nabla \phi, \quad \nabla \cdot u = 0,
\end{align*}
\]
in smooth bounded domains $\Omega \subset \mathbb{R}^N$, $N \in \mathbb{N}$, for given $f \geq 0$, $\phi$ and complemented with initial and homogeneous Neumann–Neumann–Dirichlet boundary conditions, which models aerobic bacteria in a fluid drop. We assume $f(0) = 0$ and $f'(0) = 0$, that is, that $f$ decays slower than linearly near 0, and construct global generalized solutions provided that either $N = 2$ or $N > 2$ and no fluid is present. If additionally $N = 2$, we next prove that this solution eventually becomes smooth and stabilizes in the large-time limit. We emphasize that these results require smallness neither of $\chi$ nor of the initial data.
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1 Introduction

This article is concerned with the chemotaxis–Navier–Stokes system with logarithmic sensitivity
\[
\begin{align*}
    n_t + u \cdot \nabla n &= \Delta n - \chi \nabla \cdot (\frac{c}{n} \nabla c) \quad \text{in } \Omega \times (0, \infty), \\
    c_t + u \cdot \nabla c &= \Delta c - nf(c) \quad \text{in } \Omega \times (0, \infty), \\
    u_t + (u \cdot \nabla)u &= \Delta u + \nabla P + n \nabla \phi, \quad \nabla \cdot u = 0 \quad \text{in } \Omega \times (0, \infty), \\
    \partial_\nu n &= \partial_\nu c = 0, \quad u = 0 \quad \text{on } \partial \Omega \times (0, \infty), \\
    (n, c, u)(\cdot, 0) &= (n_0, c_0, u_0) \quad \text{in } \Omega,
\end{align*}
\]

*e-mail: fuest@ifam.uni-hannover.de, corresponding author
variants of which have been proposed in [32] to model the behavior of aerobic bacteria interacting with a fluid by means of transportation and buoyancy. Apart from random motion (term $\Delta n$) the bacteria with density $n$ may also partially orient their movement towards higher concentrations of oxygen with density $c$ (term $-\chi \nabla \cdot (\frac{n}{c} \nabla c)$, where $\chi > 0$ is given), a mechanism called chemotaxis. The oxygen diffuses (term $\Delta c$) and is consumed by the bacteria (term $-nf(c)$, where $f$ is a given nonnegative function) and both the bacteria and the oxygen are transported by a fluid with velocity field $u$ (terms $+u \cdot \nabla n$ and $+u \cdot \nabla c$), which in turn is given by the Navier–Stokes equation with an inhomogeneity accounting for buoyancy effects, i.e. the observation that water with bacteria is heavier than without (term $+n \nabla \phi$, where $\phi$ is a given gravitational potential). The modelling in [32] is motivated by experiments performed in [7]; for an alternative derivation of such systems based on a multiscale approach see [1].

The mathematical analysis of such models has first focussed on variants with linear taxis sensitivity, i.e. with $-\chi \nabla \cdot (\frac{n}{c} \nabla c)$ in the first equation replaced by $-\chi \nabla \cdot (n \nabla c)$, for which global classical [4] and weak solutions [8, 36] have been constructed for small and large data, respectively. Beyond that, many more results on chemotaxis–fluid systems (for instance also covering situations where the signal is produced rather than consumed) are available; we refer to [2, Section 4.6] for a recent overview.

The reason behind considering a logarithmic sensitivity in (1.1) is to account for the so-called Weber–Fechner law of stimulus perception, an idea already present in earlier models by Keller and Segel [18] (see also [29] and [15, Section 2.2]).

From a mathematical point of view, the logarithmic sensitivity poses two main challenges: First, it destroys the (quasi-) energy structure crucially made use of for instance in [8] and [36] inter alia for linear sensitivity functions as $cf(c)$ cannot be concave near $c = 0$ for nonnegative smooth $f$ with $f(0) = 0$ (cf. the discussion in [8, p. 1638]). Second, the consumption term in the second equation in (1.1) may force $c$ to become very small, which means that the factor $\frac{1}{c}$ in the taxis term may become very large. In fact, even local-in-time positive lower bounds for $c$ appear to be unavailable without relying on (generally not available) upper bounds for $n$—in contrast to logarithmic chemotaxis systems with signal production where even time-independent lower bounds have been derived, see for instance [10, Lemma 2.2].

Even without fluid interaction, global classical solutions of (1.1) have only been constructed under smallness conditions [35] or for related, more regular systems (in [20] with nonlinear diffusion enhancement, in [23] with saturated taxis sensitivity, and in [21] with weaker consumption terms, i.e. for $-nf(c)$ replaced by $-n^\beta c$ for some $\beta \in (0, 1)$).

**Main result I: Global generalized solutions.** The lack of unconditional global existence results for classical solutions is not entirely surprising. Systems including cross-diffusive terms such as $-\chi \nabla \cdot (\frac{n}{c} \nabla c)$ in (1.1) generally have quite low regularity properties. Indeed, the probably most prominent representative of such models, the classical Keller–Segel system

\[
\begin{aligned}
n_t &= \Delta n - \nabla \cdot (n \nabla c), \\
c_t &= \Delta c - c + n
\end{aligned}
\]

admits classical solutions blowing up in finite time in both two- [14, 26] and higher-dimensional [37] settings—as do many variants of this system, see for instance [28] for blow-up in a parabolic–elliptic system with logarithmic sensitivity and the recent survey [22] for further examples. This makes it necessary to consider weaker solution concepts when studying global solvability of cross-diffusive systems and while sometimes switching to usual weak formulations suffices, one often needs to consider even more general concepts; see [9, Section 1.2] for a more thorough discussion of various notions of solvability.

Such generalized solutions have also been obtained for (1.1) with $f(c) = c$ both in the two-dimensional setting with fluid ([24]; see also the precedents [33] for the chemotaxis–Stokes system, i.e. (1.1) without the nonlinear
convection term \((u \cdot \nabla)u\) in the fluid equation, and \([40]\) for the fluid-free case) and higher dimensional fluid-free radially symmetric settings (\([43]\)).

Our first main result expands on these findings and states that (1.1) possesses global generalized solutions if either \(N = 2\) or if \(N \geq 3\) and there is no fluid present, and if \(f\) does not only fulfill

\[
\begin{align*}
\text{if } f \in C^1([0, \infty)) & \quad \text{with } f(0) = 0 \quad \text{and } f > 0 \text{ in } (0, \infty) \\
\text{but also} & \\
& \quad f'(0) = 0.
\end{align*}
\]

By (1.2), the condition (1.3) is equivalent to \(\lim_{s \to 0} \frac{f(s)}{s} = 0\); that is, (1.3) requires superlinear decay of \(f\) near 0, which reflects that oxygen is consumed *more slowly* if nearly none is left. We remark that (1.3) is not fulfilled for the most typical choice \(f(c) = c\) but, for instance, for \(f(c) = c^2\).

**Theorem 1.1.** Let \(\Omega \subset \mathbb{R}^N\), \(N \geq 2\), be a smooth, bounded domain, \(\chi > 0\) and \(\phi \in W^{2, \infty}(\Omega)\), and assume (1.2), (1.3) and

\[
\begin{align*}
\begin{cases}
n_0 \in L^1(\Omega) & \text{with } n_0 > 0 \text{ a.e. and } \ln n_0 \in L^1(\Omega), \\
c_0 \in L^\infty(\Omega) & \text{with } c_0 \geq \delta \text{ for some } \delta > 0, \\
u_0 \in L^2(\Omega; \mathbb{R}^N) & \text{with } \nabla \cdot u_0 = 0 \text{ in } D'(\Omega).
\end{cases}
\end{align*}
\]

If

\[
N = 2 \quad \text{or} \quad (u_0 \equiv 0 \text{ and } \phi \equiv 0),
\]

then there exists a global generalized solution \((n, c, u)\) of (1.1) in the sense of Definition 3.1 below which has the property that \(u \equiv 0\) if \(u_0 \equiv 0\) and \(\phi \equiv 0\).

The main novelty of Theorem 1.1 is the fluid-free higher dimensional case. Indeed, for \(\chi = 1\), more regular initial data and \(f(c) = c\) the two-dimensional setting with fluid has already been treated in \([24]\) and the challenges caused by large \(\chi\), less regular initial data and more general \(f\) are relatively limited. (In fact, the main reason to include the two-dimensional existence result here is so that we can refer to it in Theorem 1.2 below.)

On the other hand, new ideas are necessary for \(N \geq 3\). While quasi-energy functionals quickly give a priori bounds for (weighted) gradients of all components of solutions to approximative systems (see Lemma 3.5 and Lemma 3.6), they are only strong enough to imply uniform integrability of \(n_\varepsilon f(c_\varepsilon)\) in the two-dimensional setting (where such an estimate follows for instance from Heilhoff’s inequality \([13, (1.2)]\)). However, such an a priori estimate turns out to be crucial for undertaking the limit processes in the weak formulations for the first and second solution components; see the discussion at the beginning of Subsection 3.4 for a more thorough discussion of this point. One way to obtain uniform integrability of \(n_\varepsilon\) (and hence also of \(n_\varepsilon f(c_\varepsilon)\)) is to modify the system by adding a superlinear degradation term to the first equation in (1.1). This observation stands as the core of \([9, \text{Section 7}]\), where recently global generalized solution for the corresponding problem have been constructed (cf. also the precedent \([19]\) for quadratic dampening terms).

However, as we aim to prove a global existence result for (1.1) without any dampening terms and also for \(N \geq 3\), these ideas alone are evidently insufficient for our purpose. Fortunately, we can adapt an idea recently introduced in \([16]\): The crucial a priori estimate, uniform boundedness of \(\int_0^T \int_\Omega n_\varepsilon f(c_\varepsilon) |\ln(n_\varepsilon f(c_\varepsilon))|\), follows eventually from considering the time evolution of the functional \(\int_0^T |\nabla \ln c_\varepsilon| c_\varepsilon\), see Lemma 3.9 and the discussion directly preceding that lemma.

Additionally relying on (1.3), we are then also able to favourably bound \(\nabla \ln c_\varepsilon\) on sets where \(c_\varepsilon\) is small (cf. Lemma 3.11), which allows us to obtain strong convergence of \(\nabla \ln c_\varepsilon\) in Lemma 3.12. Combined, these bounds and convergence properties then make it possible to pass to the limit in each term of the weak formulations for the approximate problems, allowing us to prove Theorem 1.1 in Subsection 3.5.
Main result II: Eventual smoothness and stabilization in the two-dimensional setting. A natural next step is to analyze the behavior of the solution given by Theorem 1.1 for large times with respect to both eventual regularization and convergence in the large-time limit. These two points are actually related: Both bounds in comparatively strong topologies and smallness of certain quantities may be key in favourably estimating worrisome terms in energy functionals, which, depending on the functional, in turn may imply stronger a priori estimates or convergence (see also the discussion after Theorem 1.2 below).

Indeed, for certain relatives of (1.1) with scalar nonsingular taxis sensitivity, both convergence to homogeneous steady states (see for instance [17, 38] for the two-dimensional as well as [4, 5] for the small-data three-dimensional setting and [41] for results regarding weak solutions) and eventual smoothness properties (see e.g. [30] for the fluid-free three-dimensional case and [34] for a three-dimensional chemotaxis–Navier–Stokes system with superlinear degradation) have been shown. Moreover, for tensor-valued taxis sensitivities, global generalized solutions have been constructed in planar domains ([12]; see also [39] for a precedent dealing with a Stokes fluid), whose large-time and eventual regularity properties have been analysed in [13].

Regarding chemotaxis-fluid systems with logarithmic sensitivity, the results appear to be limited to two-dimensional settings: For Stokes fluids, [33] shows convergence towards homogeneous steady states while [3] asserts eventual smoothness provided \( \int_\Omega n_0 \) is sufficiently small. Moreover, under a similar smallness condition, both convergence and eventual smoothness are obtained in [24] for the full Navier–Stokes equation.

Our second main result is then able to give an affirmative answer to the question whether similar relaxation properties are also exhibited by the global generalized solution (potentially with large mass) constructed in Theorem 1.1.

**Theorem 1.2.** Suppose in addition to the assumption of Theorem 1.1 that \( N = 2 \). Then the solution given by Theorem 1.1 eventually becomes smooth in the sense that there are \( t_* > 0 \) and \( P \subset C^{1,0}(\overline{\Omega} \times [t_*, \infty)) \) such that

\[
n, c \in C^{2,1}(\overline{\Omega} \times [t_*, \infty)), \quad u \in C^{2,1}(\overline{\Omega} \times [t_*, \infty); \mathbb{R}^2)
\]

and that \((n, c, u, P)\) is a classical solution of (1.1) in \( \overline{\Omega} \times [t_*, \infty); \) that is, that the first four equations therein are fulfilled pointwise in \( \overline{\Omega} \times [t_*, \infty) \).

Moreover, this solution stabilises in the large time limit. More precisely,

\[
\lim_{t \to \infty} \left( \|n(\cdot, t) - \pi_0\|_{C^2(\Omega)} + \|c(\cdot, t)\|_{C^2(\Omega)} + \|u(\cdot, t)\|_{C^2(\Omega)} \right) = 0,
\]

where \( \pi_0 = \frac{1}{|\Omega|} \int_\Omega n_0 \).

This theorem relates to [24, Theorem 1.2] which proves eventual smoothness by requiring smallness of \( \int_\Omega n_0 \) instead of (1.3). A key ingredient to both results is the energy functional (4.1), which is conditional in the sense that it only decreases throughout evolution if certain conditions are met, namely that the functional is already sufficiently small at some time \( t_0 \geq 0 \). That this functional indeed dissipates under certain conditions is verified in Lemma 4.1, where we already rely on (1.3).

In order to actually make use of this conditional energy structure we then need to show that various quantities become small at some point in time. The starting point is the quasi-energy inequality (3.15) holding for approximate solutions \((n_\varepsilon, c_\varepsilon, u_\varepsilon), \varepsilon \in (0, 1)\). Its right-hand side \( \chi^2 \int_\Omega n_\varepsilon c_\varepsilon^{-1} f(c_\varepsilon) \) becomes small if \( f(c_\varepsilon) = c_\varepsilon \) and \( \int_\Omega n_\varepsilon = \int_\Omega n_0 \) is small; this is a core idea of [24, Lemma 5.2]. Not wanting to impose a smallness condition of the initial data, we are forced to argue differently. A key observation is that \( n_\varepsilon c_\varepsilon^{-1} f(c_\varepsilon) \) can be controlled favourably for \( c_\varepsilon \) bounded away from 0 while for small \( c_\varepsilon \) the key condition (1.3) shows that the respective term becomes small as well. Thus, splitting the right-hand side of (3.15) in integrals over suitable subdomains allows us to obtain smallness of the first part of the conditional energy functional, see Lemma 4.2 and Lemma 4.3.
For the remaining term, we crucially rely on the inequalities (2.3) and (2.4) recently derived by Heihoff in [13]. They improve on related inequalities by getting rid of an additional additive $L^1$ term on the right-hand side, which make them favourably applicable also for large $\int_{\Omega} n_0$, see Lemma 4.4.

Finally, the bounds implied by the conditional energy functional serve as a starting point for a bootstrap procedure sketched in Lemma 4.6, which provides further estimates sufficiently strong to arrive at Theorem 1.2 in Subsection 4.4.

**Main result III: Global existence of classical solutions under smallness conditions.** As a byproduct of the arguments developed for proving Theorem 1.2, we immediately obtain global classical solutions emanating from initial data already satisfying the conditions for the conditional energy functional.

**Theorem 1.3.** Let $\Omega \subset \mathbb{R}^2$ be a smooth, bounded domain, $\chi > 0$ and $\phi \in W^{2,\infty}(\Omega)$, suppose that $f$ complies with (1.2) and (1.3) and let $m_0 > 0$. There exists $\eta > 0$ such that whenever

$$(n_0, c_0, u_0) \in C^0(\Omega) \times W^{1,0}(\Omega) \times \mathcal{D}(A^2),$$

for some $q > 2$ and $\beta \in \left(\frac{1}{2}, 1\right)$,

where $A$ denotes the Stokes operator, are such that $n_0 > 0$ and $c_0 > 0$ in $\Omega$,

$$\int_{\Omega} n_0 = m_0 \quad \|c_0\|_{L^\infty(\Omega)} \leq m_0$$

and

$$\int_{\Omega} n_0 \ln \frac{n_0}{m_0} + \int_{\Omega} c_0^2 + \int_{\Omega} |\nabla c_0|^2 + \int_{\Omega} |u_0|^2 \leq \eta,$$

then there exists a global classical solution $(n, c, u, P)$ of (1.1), which moreover satisfies (1.6).

**Plan of the paper.** We first collect some useful general inequalities in Section 2 before proving Theorem 1.1 in Section 3 and Theorem 1.2 as well as Theorem 1.3 in Section 4; we refer to the beginning of the later two sections for a discussion of the finer structure. Let us here just point directly to the most crucial new steps: Lemma 3.9 asserts uniform integrability of $n_\varepsilon f(c_\varepsilon)$ and key ideas relying on (1.3) are employed in Lemma 3.11, Lemma 4.1 and Lemma 4.2.

**Notation.** Let $\Omega \subset \mathbb{R}^N$, $N \in \mathbb{N}$, be a smooth, bounded domain. Throughout the article, we abbreviate $\nabla := \frac{\partial}{\partial x}$ for $\varphi \in L^1(\Omega)$, set $L^2_\sigma(\Omega; \mathbb{R}^N) := \{ \varphi \in L^2(\Omega) : \nabla \cdot \varphi = 0 \text{ in } \mathcal{D}'(\Omega) \}$, where $\mathcal{D}'(\Omega)$ is the space of distributions on $\Omega$, as well as $W^{1,2}_0(\Omega; \mathbb{R}^N) := W^{1,2}_0(\Omega; \mathbb{R}^N) \cap L^2_\sigma(\Omega; \mathbb{R}^N)$. We further denote by $\mathcal{P}$ the Helmholtz projection on $L^2(\Omega; \mathbb{R}^N)$ and by $A$ the Stokes operator $-\mathcal{P}\Delta$ on $L^2(\Omega; \mathbb{R}^N)$ with domain $W^{2,2}(\Omega; \mathbb{R}^N) \cap W^{1,2}_0(\Omega; \mathbb{R}^N)$, and often write $L^2(\Omega)$ instead of $L^2(\Omega; \mathbb{R}^N)$ etc. when the codomain can be inferred from the context. Moreover, uppercase constants $C_i$ are unique throughout the article while lowercase constants $c_i$ are “local” to each proof.

**2 Preliminaries: The Csiszár–Kullback and Heihoff inequalities**

This preliminary section is concerned with multiple estimates regarding $\int_{\Omega} \varphi \ln \frac{\varphi}{m_0}$ and $\int_{\Omega} \frac{\|\nabla \varphi\|^2}{\varphi}$ for positive functions $\varphi$. First, we recall the classical Csiszár–Kullback inequality which gives a nontrivial lower bound for the former term.
Lemma 2.1. Let $\Omega \subset \mathbb{R}^N$, $N \in \mathbb{N}$, be a smooth, bounded domain. For all nonnegative $0 \neq \varphi \in L \log L(\Omega)$, the inequality
\begin{equation}
\left( \int_\Omega |\varphi - \overline{\varphi}| \right)^2 \leq 2 \left( \int_\Omega \varphi \right) \left( \int_\Omega \frac{\varphi \ln \varphi}{\varphi} \right)
\end{equation}
holds.

Proof. We first suppose that $0 \leq \varphi \in L \log L(\Omega)$ is such that $\varphi = 1$. Then we can apply [6, Theorem 4.1] to the probability measures $\mu_1(dx) := \varphi(x)\mathcal{L}(dx)$ and $\mu_2(dx) = \mathcal{L}(dx)$, where $\mathcal{L}$ denotes the Lebesgue measure on $\Omega$ multiplied with $1/|\Omega|$, to obtain
\begin{equation}
\left( \frac{1}{|\Omega|} \int_\Omega |\varphi - 1| \right)^2 \leq 2 \frac{1}{|\Omega|} \int_\Omega \ln \varphi.
\end{equation}
For arbitrary nonnegative $0 \neq \varphi \in L \log L(\Omega)$, we infer (2.1) from (2.2) applied to $\varphi$.

Next, we state two inequalities recently derived by Heihoff in [13], which improve on the inequalities obtained in [12, Lemma 3.2] (see also [44, Lemma 2.2 and Lemma 2.3]) as consequences of the Trudinger–Moser inequality (cf. [31] and [27]). These improvements entail getting rid of an additive term of the form $\int_\Omega \psi$ at the cost of potentially enlarging certain multiplicative constants and, as already noticed in the introduction, form an essential cornerstone in the proof of Theorem 1.2.

Lemma 2.2. Let $\Omega \subset \mathbb{R}^2$ be a smooth, bounded domain. Then there exists $C_1 > 0$ such that
\begin{equation}
\int_\Omega \varphi(\psi - \overline{\psi}) \leq \frac{\eta}{4C_1} \left( \int_\Omega \psi \right) \int_\Omega |\nabla \varphi|^2 + \frac{1}{\eta} \int_\Omega \psi \ln \left( \frac{\psi}{\overline{\psi}} \right)
\end{equation}
holds for all $\varphi \in C^1(\overline{\Omega})$ and $0 < \psi \in C^0(\overline{\Omega})$ and all $\eta > 0$, and that
\begin{equation}
\int_\Omega \psi \ln \left( \frac{\psi}{\overline{\psi}} \right) \leq \frac{1}{C_1} \left( \int_\Omega \psi \right) \int_\Omega \frac{|\nabla \psi|^2}{\psi^2}
\end{equation}
holds for all $0 < \psi \in C^1(\overline{\Omega})$.

Proof. See [13, Theorem 1.1]. While that theorem actually additionally requires that $\Omega$ is finitely connected, this assumption turns out to be superfluous. Indeed, as $\partial \Omega$ is smooth and compact, it is the union of finitely many connected compact one-dimensional manifolds, all of which are diffeomorphic to circles by the classification theorem [25, theorem in the appendix]. Therefore, $\mathbb{R}^2 \setminus \Omega$ contains only finitely many connected components.

3 Global existence of generalized solutions

In this section, we prove Theorem 1.1, i.e. the global existence of generalized solutions to (1.1). To that end, we fix throughout this section a smooth, bounded domain $\Omega \subset \mathbb{R}^N$, $N \geq 2$, $\chi > 0$, $\phi \in W^{2,\infty}(\Omega)$ as well as $f$ and $(n_0, c_0, u_0)$ complying with (1.2)–(1.4).

We start by introducing and discussing our notion of global generalized solutions in Subsection 3.1 before we construct global classical solutions to approximate problems in Subsection 3.2, for which $\varepsilon$-independent bounds are obtained in Subsection 3.3. In Subsection 3.4, we then come to the main novelty compared to the predecessors [33] and [24]: Lemma 3.9 shows uniform integrability of $n_\varepsilon f(c_\varepsilon)$ also in higher spatial dimensions, which allows us to obtain convergence properties sufficient for taking the limit in each term of the weak formulations.
3.1 Solution concept

Our notion of generalized solvability follows well-established definitions in the context of chemotaxis systems with low regularity; see for instance [39, Definition 2.3] for an early example, [9] for an overview and [24, Definition 4.1] for a closely related setting. That is, while for \( c \) and \( u \) usual weak formulations apply, for the first solution component we only require that \( \ln(n+1) \) is a weak supersolution of the corresponding equation and that its mass is bounded by the initial mass.

Definition 3.1. We call a triple

\[
(n, c, u) \in L^\infty((0, \infty); L^1(\Omega)) \times L^\infty((0, \infty)) \times L^2_{\text{loc}}([0, \infty); W^{1,2}_0(\Omega; \mathbb{R}^N))
\]

with \( n \geq 0, c > 0, \nabla \cdot u = 0 \) a.e. in \( \Omega \times (0, \infty) \) and

\[
\ln(n+1), \ln c \in L^2_{\text{loc}}((0, \infty); W^{1,2}_0(\Omega))
\]
a global generalized solution of (1.1) if

- \( n \) is a weak ln-supersolution of the first subproblem in (1.1) in the sense that
  \[
  - \int_0^\infty \int_\Omega \ln(n+1) \varphi_t - \int_\Omega \ln(n_0 + 1) \varphi(\cdot, 0) \\
  \geq \int_0^\infty \int_\Omega \frac{n}{n+1} \nabla n \cdot \nabla \varphi \\
  - \chi \int_0^\infty \int_\Omega \frac{n \nabla n \cdot \nabla c}{(n+1)c} \varphi + \chi \int_0^\infty \int_\Omega n \nabla c \cdot \nabla \varphi \\
  + \int_0^\infty \int_\Omega \ln(n+1)(u \cdot \nabla \varphi) \quad \text{for all } 0 \leq \varphi \in C_c^\infty(\Omega \times [0, \infty))
  \] (3.1)

- there is a null set \( N \subset (0, \infty) \) such that
  \[
  \int_\Omega n(\cdot, t) \leq \int_\Omega n_0 \quad \text{for all } t \in (0, \infty) \setminus N,
  \] (3.2)

- \( c \) is a weak solution of the second subproblem in (1.1) in the sense that
  \[
  - \int_0^\infty \int_\Omega c \varphi_t - \int_\Omega c_0 \varphi(\cdot, 0) = -\int_0^\infty \int_\Omega \nabla c \cdot \nabla \varphi - \int_0^\infty n f(c) \varphi + \int_0^\infty \int_\Omega c(u \cdot \nabla \varphi)
  \] (3.3)

for all \( \varphi \in C_c^\infty(\Omega \times [0, \infty)) \) and

- \( u \) is a weak solution of the third subproblem in (1.1) in the sense that
  \[
  - \int_0^\infty \int_\Omega u \cdot \varphi_t - \int_\Omega u_0 \cdot \varphi(\cdot, 0) = -\int_0^\infty \int_\Omega \nabla u \cdot \nabla \varphi + \int_0^\infty \int_\Omega (u \otimes u) \cdot \nabla \varphi + \int_0^\infty \int_\Omega n \nabla \varphi \cdot \varphi
  \] (3.4)

for all \( \varphi \in C_c^\infty(\Omega \times [0, \infty); \mathbb{R}^N) \) with \( \nabla \cdot \varphi = 0 \) in \( \Omega \times (0, \infty) \).

Remark 3.2. (i) Let us note that this solution concept is compatible with the notion of classical solutions in the sense that if \((n, c, u)\) is a smooth global generalized solution in the sense of Definition 3.1, then \((n, c, u)\) together with some \( P \in C^{1,0}([0, \infty)) \) is also a classical solution. Indeed, for \( c \) and \( u \) this follows by classical arguments while for \( n \) this can be shown as in [39, Lemma 2.1].
At the end of the present section, we construct global generalized solutions of (1.1) as the limit of global solutions to
\[
\begin{align*}
    n_{\varepsilon,t} + u_{\varepsilon} \cdot \nabla n_{\varepsilon} &= \Delta n_{\varepsilon} - \chi \nabla \cdot \left( \frac{n_{\varepsilon}}{1 + \varepsilon n_{\varepsilon} + c_{\varepsilon}} \nabla c_{\varepsilon} \right) & \text{in } \Omega \times (0, \infty), \\
    c_{\varepsilon,t} + u_{\varepsilon} \cdot \nabla c_{\varepsilon} &= \Delta c_{\varepsilon} - n_{\varepsilon} f(c_{\varepsilon}) & \text{in } \Omega \times (0, \infty), \\
    u_{\varepsilon,t} + (u_{\varepsilon} \cdot \nabla) u_{\varepsilon} &= \Delta u_{\varepsilon} + \nabla P_{\varepsilon} + n_{\varepsilon} \nabla \phi, & \text{in } \Omega \times (0, \infty), \\
    \partial_\nu n_{\varepsilon} &= \partial_\nu c_{\varepsilon} = 0, & \text{on } \partial\Omega \times (0, \infty),
\end{align*}
\]  
(3.5)

for appropriate \( n_{0\varepsilon}, c_{0\varepsilon} \) and \( u_{0\varepsilon} \). For sufficiently regular approximative initial data, the regularization term in the first equation guarantees that such global classical solutions do indeed exist.

Lemma 3.3. For each \( \varepsilon \in (0, 1) \), there are \( q > N, \beta \in \left( \frac{1}{2}, 1 \right) \),
\[
\begin{align*}
    n_{0\varepsilon} &\in C^0(\overline{\Omega}) \quad \text{with } n_{0\varepsilon} > 0 \text{ in } \overline{\Omega} \text{ and } \int_\Omega n_{\varepsilon} = \int_\Omega n_0, \\
    c_{0\varepsilon} &\in W^{1,q}(\Omega) \quad \text{with } \delta \leq c_{0\varepsilon} \leq \|c_0\|_{L^\infty(\Omega)} \text{ in } \overline{\Omega}
\end{align*}
\]  
(3.6)

and
\[
\begin{align*}
    u_{0\varepsilon} &\in D(A^\beta) \quad \text{with } \int_\Omega |u_{0\varepsilon}|^2 \leq \int_\Omega |u_0|^2 + 1 \quad \text{if } u_0 \equiv 0, \\
    u_{0\varepsilon} &\equiv 0 \quad \text{if } u_0 \not\equiv 0
\end{align*}
\]  
(3.7)

such that
\[
\begin{align*}
    (n_{0\varepsilon}, \ln n_{0\varepsilon}) &\to (n_0, \ln n_0) \quad \text{in } (L^1(\Omega))^2 \text{ and a.e. in } \Omega, \\
    c_{0\varepsilon} &\to c_0 \quad \text{in } L^2(\Omega) \text{ and a.e. in } \Omega, \\
    u_{0\varepsilon} &\to u_0 \quad \text{in } L^2(\Omega; \mathbb{R}^N) \text{ and a.e. in } \Omega
\end{align*}
\]  
(3.8)

as \( \varepsilon \searrow 0 \). Moreover, for each \( \varepsilon \in (0, 1) \), there exists a global classical solution
\[
(n_{\varepsilon}, c_{\varepsilon}, u_{\varepsilon}, P_{\varepsilon}) \in \left( C^0(\overline{\Omega} \times [0, \infty) \cap C^{1.1}(\overline{\Omega} \times (0, \infty)) \right)^{1+1+N} \times C^{1.0}(\overline{\Omega} \times (0, \infty))
\]

of (3.5) with \( u_{\varepsilon} \equiv 0 \) and \( P_{\varepsilon} \equiv 0 \) if \( u_0 \equiv 0 \) and \( \phi \equiv 0 \). This solution further satisfies \( n_{\varepsilon}, c_{\varepsilon} > 0 \) in \( \overline{\Omega} \times (0, \infty) \),
\[
\int_\Omega n_{\varepsilon} = \int_\Omega n_0 \quad \text{and } \quad c_{\varepsilon} \leq \|c_0\|_{L^\infty(\Omega)}.
\]  
(3.11)

Proof. Since \( (n_0, c_0, u_0) \) satisfy (1.4), the existence of such an approximating family of initial data can be seen by typical convolution arguments for the first two components and by methods as in the proof of [11, Theorem III.4.1] for the last one.
For each $\epsilon > 0$, the existence of local maximal classical solutions to (3.5) can then be seen as in [36, Lemma 2.1] and arguments similar to those in [24, Lemma 2.2] show that these solutions exist globally in time. (We also remark that (1.5) implies that we only need to obtain global classical solutions to the two-dimensional Navier–Stokes equation; for $N \geq 3$ we just set $u_\epsilon \equiv 0$ and $P_\epsilon \equiv 0$.)

Finally, the strong maximum principle implies positivity of both $n_\epsilon$ and $c_\epsilon$ as well as the upper bound for $c_\epsilon$ in (3.11), while integrating the first equation in (3.5) and using (3.6) gives $\int_\Omega n_\epsilon(\cdot, t) = \int_\Omega n_{0\epsilon} = \int_\Omega n_0$ and thus the first assertion in (3.11).

Similar as for instance in [40, (2.15)] or [24, (2.21)], for $\epsilon \in (0, 1)$ we introduce the transformation

$$w_\epsilon := -\ln \frac{c_\epsilon}{\|c_0\|_{L^\infty(\Omega)}},$$

which helps to streamline further arguments.

**Lemma 3.4.** For $\epsilon \in (0, 1)$, the function given by (3.12) fulfills

$$w_\epsilon \geq 0, \quad \nabla w_\epsilon = -\frac{\nabla c_\epsilon}{c_\epsilon} \quad \text{and} \quad w_{\epsilon t} + u_\epsilon \cdot \nabla w_\epsilon = \Delta w_\epsilon - |\nabla w_\epsilon|^2 + n_\epsilon c_\epsilon^{-1} f(c_\epsilon)$$

in $\Omega \times (0, \infty)$ and the first equation in (3.5) is equivalent to

$$n_{\epsilon t} + u_\epsilon \cdot \nabla n_\epsilon = \Delta n_\epsilon + \chi \nabla \cdot \left( \frac{n_\epsilon}{1 + \epsilon n_\epsilon} \nabla w_\epsilon \right)$$

in $\Omega \times (0, \infty)$. (3.14)

**Proof.** Nonnegativity of $w_\epsilon$ follows from (3.11) and all remaining statements become evident after direct computations.

For the remainder of this section, we fix a family of approximate initial data $(n_{0\epsilon}, c_{0\epsilon}, u_{0\epsilon})_{\epsilon \in (0, 1)}$ and the family of corresponding global classical solutions $(n_\epsilon, c_\epsilon, u_\epsilon, P_\epsilon)_{\epsilon \in (0, 1)}$ of (3.5) as given by Lemma 3.3, define $w_\epsilon$ as in (3.12) and set $w_{0\epsilon} := w_{0\epsilon}(\cdot, 0) = -\ln \frac{c_{0\epsilon}}{\|c_0\|_{L^\infty(\Omega)}}$ for $\epsilon \in (0, 1)$. Moreover, we will make use of both statements in (3.11) quite often without always explicitly referring to (3.11).

### 3.3 A priori estimates and convergence to solution candidates

A well-known quasi-energy functional for chemotaxis systems with consumption and logarithmic sensitivity (cf. for instance [40, Lemma 2.2 and Lemma 2.3]) allows us to gain $\epsilon$-independent a priori estimates going significantly beyond (3.11).

**Lemma 3.5.** There exists $C_2 > 0$ such that

$$\frac{d}{dt} \left( -\int_\Omega \ln n_\epsilon + \chi^2 \int_\Omega w_\epsilon \right) + \frac{1}{2} \int_\Omega |\nabla n_\epsilon|^2 + \frac{\chi^2}{2} \int_\Omega |\nabla w_\epsilon|^2 \leq \chi^2 \int_\Omega n_\epsilon c_\epsilon^{-1} f(c_\epsilon)$$

in $(0, \infty)$ for all $\epsilon \in (0, 1)$ and

$$\sup_{\epsilon \in (0, T)} \int_\Omega w_\epsilon(\cdot, t) + \int_0^T \int_\Omega |\nabla n_\epsilon|^2 + \int_0^T \int_\Omega |\nabla w_\epsilon|^2 \leq C_2(T + 1)$$

for all $T > 0$ and all $\epsilon \in (0, 1)$.
Proof. Testing (3.14) with \(-\frac{1}{n_\varepsilon}\) and the last equation in (3.13) with \(w_\varepsilon\) yields

\[-\frac{d}{dt}\int_\Omega \ln n_\varepsilon = -\int_\Omega \frac{\nabla n_\varepsilon \cdot \nabla w_\varepsilon}{n_\varepsilon} + \chi \int_\Omega \frac{\nabla n_\varepsilon \cdot \nabla w_\varepsilon}{n_\varepsilon(1 + \varepsilon n_\varepsilon)} \leq -\frac{1}{2} \int_\Omega \frac{\nabla n_\varepsilon^2}{n_\varepsilon} + \frac{\chi^2}{2} \int_\Omega |\nabla w_\varepsilon|^2\]

and

\[-\frac{d}{dt}\int_\Omega w_\varepsilon = -\int_\Omega |\nabla w_\varepsilon|^2 + \int_\Omega n_\varepsilon c_\varepsilon^{-1} f(c_\varepsilon)\]

in \(\Omega \times (0, \infty)\) for all \(\varepsilon \in (0, 1)\), where the contribution from the fluid vanishes due to \(\nabla \cdot u_\varepsilon = 0\) in \(\Omega \times (0, \infty)\). Adding suitable multiples of these estimates already gives (3.15) and since \(f(s) \leq s\|f\|_{L^\infty((0, \|c_0\|_{L^\infty(\Omega)})})\) for \(s \in [0, \|c_0\|_{L^\infty(\Omega)})\) by (1.2), (3.11) implies that the right-hand side in (3.15) is bounded in \(\Omega \times (0, \infty)\) independently of \(\varepsilon\). As moreover \(\int_\Omega \ln n_\varepsilon \leq \int_\Omega n_\varepsilon = \int_\Omega n_0\) in \(\Omega \times (0, \infty)\) by (3.11) and \((\int_\Omega |w_0|_{C(0, 1)})\) is bounded by (3.6), integrating (3.15) in time shows that (3.16) holds for some \(C_2 > 0\).

The usual Navier–Stokes energy functional, Lemma 2.2 and Lemma 3.5 imply a priori estimates also for the fluid.

Lemma 3.6. There exists \(C_3 > 0\) such that

\[\frac{d}{dt}\int_\Omega |u_\varepsilon(\cdot, t)|^2 + \int_\Omega |\nabla u_\varepsilon|^2 \leq C_3 \frac{\nabla n_\varepsilon^2}{n_\varepsilon} \quad \text{for all} \quad \varepsilon \in (0, 1).\]

In particular,

\[\int_0^T \int_\Omega |\nabla u_\varepsilon|^2 \leq \int_\Omega |u_0|^2 + 1 + C_2 C_3 (T + 1) \quad \text{for all} \quad T > 0 \quad \text{and} \quad \varepsilon \in (0, 1),\]

where \(C_2\) is as in Lemma 3.5.

Proof. If \(u_\varepsilon \equiv 0\), these estimates are trivial. Else, (1.5) implies \(N = 2\) so that we can apply Hehloff’s inequalities (2.3) and (2.4), which allow us to argue as in [13, Lemma 3.4] to obtain (3.17). Thereupon, (3.18) follows from an integration in time, (3.7) and (3.16).

Finally, we also obtain bounds for the time derivatives.

Lemma 3.7. Let \(T > 0\). There is \(C_4 > 0\) such that

\[\|\ln(n_\varepsilon + 1)\|_{L^{1}(0,T);(W^{N,2}(\Omega))} + \|\ln(c_\varepsilon)\|_{L^{1}(0,T);(W^{N,2}(\Omega))} + \|u_\varepsilon t\|_{L^{1}(0,T);(W^{N,2}(\Omega))} \leq C_4.\]

Proof. Straightforward testing procedures yield \(c_1 > 0\) such that

\[\left|\int_\Omega \ln(n_\varepsilon + 1)\varphi\right| \leq c_1 \left(1 + \int_\Omega \frac{|\nabla n_\varepsilon|^2}{n_\varepsilon + 1} + \int_\Omega |\nabla w_\varepsilon|^2 + \int_\Omega |u_\varepsilon|^2\right) (\|\varphi\|_{L^\infty(\Omega)} + \|\nabla \varphi\|_{L^2(\Omega))} + \|\nabla n_\varepsilon\|_{L^2(\Omega)})\]

\[\left|\int_\Omega \ln(c_\varepsilon)\psi\right| \leq c_1 \left(1 + \int_\Omega |\nabla w_\varepsilon|^2 + \int_\Omega |u_\varepsilon|^2 + \int_\Omega n_\varepsilon\right) (\|\varphi\|_{L^\infty(\Omega)} + \|\nabla \varphi\|_{L^2(\Omega)}) \quad \text{and}\]

\[\left|\int_\Omega u_\varepsilon \varphi\right| \leq c_1 \left(1 + \int_\Omega |u_\varepsilon|^2 + \int_\Omega |\nabla w_\varepsilon|^2 + \int_\Omega n_\varepsilon\right) (\|\varphi\|_{L^\infty(\Omega)} + \|\nabla \varphi\|_{L^2(\Omega)})\]

in \((0, \infty)\) for all \(\varphi \in C^\infty(\Omega), \psi \in C^\infty(\Omega; \mathbb{R}^N)\) with \(\nabla \cdot \psi = 0\) and all \(\varepsilon \in (0, 1)\); for details we refer to [33, Lemma 2.4] and [44, Lemma 2.12]. Since \(W^{N,2}(\Omega) \hookrightarrow L^\infty(\Omega)\), we thus obtain the desired estimates by integrating in time and applying Lemma 3.5, Lemma 3.6 and the Poincaré inequality.
The a priori estimates obtained in the lemmata above make several compactness results applicable, allowing us to construct solution candidates as limits in appropriate spaces of the solutions to (3.5).

**Lemma 3.8.** There exist a triple of functions

$$\begin{align*}
(n, c, u) &\in L^\infty((0, \infty); L^1(\Omega)) \times L^2_\text{loc}([0, \infty); W^{1,2}(\Omega)) \times L^2_\text{loc}([0, \infty); W^{1,2}_{0,\sigma}(\Omega))
\end{align*}$$

with \( n \geq 0 \) and \( 0 \leq c \leq \|c_0\|_{L^\infty(\Omega)} \) a.e. in \( \Omega \times (0, \infty) \) and a null sequence \((\varepsilon_j)_{j \in \mathbb{N}} \subset (0, 1)\) such that

\begin{align*}
n_\varepsilon &\to n \quad \text{a.e. in } \Omega \times (0, \infty), \quad (3.19) \\
n_\varepsilon(\cdot, t) &\to n(\cdot, t) \quad \text{a.e. in } \Omega \text{ for a.e. } t \in (0, \infty), \quad (3.20) \\
\ln(n_\varepsilon + 1) &\to \ln(n + 1) \quad \text{in } L^2_\text{loc}(\overline{\Omega} \times [0, \infty)) \text{ and a.e. in } \Omega \times (0, \infty), \quad (3.21) \\
\nabla \ln(n_\varepsilon + 1) &\to \nabla \ln(n + 1) \quad \text{in } L^2_\text{loc}(\overline{\Omega} \times [0, \infty)), \quad (3.22) \\
c_\varepsilon &\to c \quad \text{in } L^2_\text{loc}(\overline{\Omega} \times [0, \infty)) \text{ and a.e. in } \Omega \times (0, \infty), \quad (3.23) \\
\nabla c_\varepsilon &\to \nabla c \quad \text{in } L^2_\text{loc}(\overline{\Omega}) \times [0, \infty), \quad (3.24) \\
\ln c_\varepsilon &\to \ln c \quad \text{in } L^2_\text{loc}(\overline{\Omega} \times [0, \infty)) \text{ and a.e. in } \Omega \times (0, \infty), \quad (3.25) \\
\nabla \ln c_\varepsilon &\to \nabla \ln c \quad \text{in } L^2_\text{loc}(\overline{\Omega} \times [0, \infty)), \quad (3.26) \\
u_\varepsilon &\to u \quad \text{in } L^2_\text{loc}(\overline{\Omega} \times [0, \infty)) \text{ and a.e. in } \Omega \times (0, \infty), \quad (3.27) \\
\nabla u_\varepsilon &\to \nabla u \quad \text{in } L^2_\text{loc}(\overline{\Omega} \times [0, \infty)) \quad (3.28)
\end{align*}

and, if \( N = 2 \) also

$$n_\varepsilon \to n \quad \text{in } L^1_\text{loc}(\overline{\Omega} \times [0, \infty)) \quad (3.29)$$

as \( \varepsilon = \varepsilon_j \searrow 0 \). Furthermore, (3.2) and (3.4) hold.

**Proof.** For each \( T > 0 \), (3.16) and (3.18) entail that the families \((\ln(n_\varepsilon + 1))_{\varepsilon \in (0,1)}\), \((\ln c_\varepsilon)_{\varepsilon \in (0,1)}\) and \((u_\varepsilon)_{\varepsilon \in (0,1)}\) are bounded in \( L^2((0, T); W^{1,2}(\Omega)) \), \( L^2((0, T); W^{1,2}(\Omega)) \) and \( L^2((0, T); W^{1,2}_{0,\sigma}(\Omega)) \), respectively. As also their time derivatives are bounded in appropriate spaces by Lemma 3.7, three applications of the Aubin–Lions lemma, multiple diagonalization arguments and the fact that convergence in \( L^2 \) implies a.e. convergence along a subsequence yield a null sequence \((\varepsilon_j)_{j \in \mathbb{N}}\) and \((z_1, z_2, u) \in (L^2_\text{loc}((0, \infty); W^{1,2}(\Omega))^2 \times L^2_\text{loc}([0, \infty); W^{1,2}_{0,\sigma}(\Omega)))\) such that (3.21), (3.22) and (3.25)–(3.28) hold with \((\ln(n + 1), \ln c)\) replaced by \((z_1, z_2)\). Setting \( n := e^{z_1} - 1 \) and \( c := e^{z_2} \), we further obtain (3.19), (3.21), (3.22), (3.25) as well as (3.26) and due to (3.11) and (3.16) also (3.23) and (3.24), while (3.20) follows from (3.19). The upper and lower bound for \( n \) and \( c \) are then direct consequences of (3.19) and (3.23) and the corresponding bounds for the approximate solutions provided by Lemma 3.3.

If \( N = 2 \), the estimates (3.16) and (2.4) together with the de la Vallée Poussin theorem assert that \((n_\varepsilon)_{\varepsilon \in (0,1)}\) is uniformly integrable in \( \Omega \times (0, T) \) for all \( T > 0 \), so that after switching to another subsequence Vitali’s theorem gives (3.29).

Moreover, by Fatou’s lemma, (3.20) and the first statement in (3.11) we have

$$\int_\Omega n(\cdot, t) \leq \liminf_{\varepsilon \to 0} \int_\Omega n_{\varepsilon}(\cdot, t) = \int_\Omega n_0 \quad \text{for a.e. } t \in (0, \infty),$$

which implies (3.2) and that \( n \) belongs to \( L^\infty((0, \infty); L^1(\Omega)) \). Finally, the weak formulation (3.4) for the fluid equation follows from taking the limit in each term of the corresponding equations for the approximate problems, which is possible due to (3.10), (3.27), (3.28), (3.29) and (1.5). \( \square \)
3.4 Strong convergence of \( n_\varepsilon f(c_\varepsilon) \) and \( \nabla w_\varepsilon \)

The convergence properties asserted by Lemma 3.8 are yet insufficient to take the limit in the corresponding versions of both (3.1) and (3.3) for the approximate solutions. Indeed, the latter one needs weak convergence of \( n_\varepsilon f(c_\varepsilon) \) in \( L^1_{\text{loc}}(\Omega \times [0, \infty)) \) while for the former the critical term is \( -\chi_0 f_0 \int \frac{\nabla w_\varepsilon \cdot \nabla \varepsilon}{\varepsilon} \), which requires convergence of the product of two gradient terms and thus (for instance) strong convergence of \( \nabla w_\varepsilon \).

As discussed in [9] (and already mentioned in the introduction), these issues are related: At least in the fluid-free case, weak convergence of the source term in heat equations implies strong convergence of certain weighted gradients of the corresponding solution.

This leaves the question how to obtain sufficiently strong a priori estimates allowing us to conclude convergence of \( n_\varepsilon f(c_\varepsilon) \) in \( L^1_{\text{loc}}(\Omega \times [0, \infty)) \). Here we follow an idea recently developed in [16, Proposition 4.5]: to consider the functional \( \int_0^T (\ln n_\varepsilon) c_\varepsilon \). When calculating its time derivative, only a single term with favourable sign appears (stemming from the consumption term in the second equation in (3.5)) but all remaining terms (in particular those involving gradients) fortunately are already known to be bounded thanks to (3.16).

**Lemma 3.9.** Let \( T > 0 \). Then there is \( C_5 > 0 \) such that

\[
\int_0^T \int_\Omega n_\varepsilon f(c_\varepsilon) |\ln(n_\varepsilon f(c_\varepsilon))| \leq C_5 \quad \text{for all} \ \varepsilon \in (0, 1).
\]

**Proof.** We set \( c_1 := \|c_0\|_{L^\infty(\Omega)} \) and calculate

\[
\frac{d}{dt} \int_\Omega (\ln n_\varepsilon) c_\varepsilon = \int_\Omega \frac{n_\varepsilon c_\varepsilon}{n_\varepsilon} + \int_\Omega c_\varepsilon \ln n_\varepsilon
\]

\[
= -\int_\Omega \left( \nabla n_\varepsilon - \frac{\chi n_\varepsilon \nabla c_\varepsilon}{(1 + \varepsilon n_\varepsilon) c_\varepsilon} \right) \cdot \left( -\frac{c_\varepsilon \nabla n_\varepsilon}{n_\varepsilon^2} + \frac{\nabla c_\varepsilon}{n_\varepsilon} \right) - \int_\Omega \nabla n_\varepsilon \cdot \nabla c_\varepsilon - \int_\Omega n_\varepsilon f(c_\varepsilon) \ln n_\varepsilon
\]

\[
= \int_\Omega c_1 |\nabla n_\varepsilon|^2 n_\varepsilon^2 + 2 \int_\Omega \nabla n_\varepsilon \cdot \nabla c_\varepsilon - \chi \int_\Omega \frac{\nabla n_\varepsilon \cdot \nabla c_\varepsilon}{n_\varepsilon} + \chi \int_\Omega \frac{\nabla c_\varepsilon^2}{n_\varepsilon^2} - \int_\Omega n_\varepsilon f(c_\varepsilon) \ln n_\varepsilon
\]

\[
\leq \left( c_1 + 1 + \frac{\chi}{2} \right) \int_\Omega \frac{\nabla n_\varepsilon^2}{n_\varepsilon^2} + \left( c_1^2 + \frac{\chi c_1^2}{2} + \chi c_1 \right) \int_\Omega \frac{\nabla c_\varepsilon^2}{c_\varepsilon^2} - \int_\Omega n_\varepsilon f(c_\varepsilon) \ln n_\varepsilon
\]

in \((0, \infty)\) for all \( \varepsilon \in (0, 1) \), so that drawing on (3.16), (3.6) and (3.8), we can find \( c_2 > 0 \) such that

\[
\int_0^T \int_\Omega n_\varepsilon f(c_\varepsilon) \ln n_\varepsilon \leq c_2 \quad \text{for all} \ \varepsilon \in (0, 1).
\]

As moreover

\[
\int_0^T \int_\Omega n_\varepsilon f(c_\varepsilon) \ln f(c_\varepsilon) \leq \int_0^T \int_\Omega n_\varepsilon f(c_\varepsilon)^2 \leq \|f\|_{L^\infty((0, c_1))}^2 T \int_\Omega n_0 := c_3 \quad \text{for all} \ \varepsilon \in (0, 1)
\]

by (3.11), we can conclude that

\[
\int_0^T \int_\Omega n_\varepsilon f(c_\varepsilon) (\ln n_\varepsilon f(c_\varepsilon)) = \int_0^T \int_\Omega n_\varepsilon f(c_\varepsilon) (\ln n_\varepsilon + \ln f(c_\varepsilon)) \leq c_2 + c_3 \quad \text{for all} \ \varepsilon \in (0, 1).
\]

Since \(|\ln s| \leq \frac{s}{2} \) for \( s \in (0, 1) \), this implies (3.30) for \( C_5 := \frac{2H_0 T}{\varepsilon} + c_2 + c_3 \).

The a priori estimate (3.30) now allows us to indeed obtain convergence properties guaranteeing that also (3.3) is fulfilled by the functions constructed in Lemma 3.8.
Lemma 3.10. Let $u$, $c$ and $(\varepsilon_j)_{j \in \mathbb{N}}$ be as given by Lemma 3.8. Then there exists a subsequence of $(\varepsilon_j)_{j \in \mathbb{N}}$, which we do not relabel, such that

\[
\begin{align*}
n_{\varepsilon} f(c_{\varepsilon}) &\to n f(c) \quad \text{in } L^1_{\text{loc}}(\overline{\Omega} \times [0,\infty)), \\
\nabla c_{\varepsilon} &\to \nabla c \quad \text{in } L^2_{\text{loc}}(\overline{\Omega} \times [0,\infty)),
\end{align*}
\]

as $\varepsilon = \varepsilon_j \searrow 0$. Moreover, (3.3) holds.

Proof. According to Lemma 3.9 and the de la Vallée Poussin theorem, $(n_{\varepsilon} f(c_{\varepsilon}))_{\varepsilon \in (0,1)}$ is uniformly integrable in $\Omega \times (0,T)$ for all $T \in (0,\infty)$, so that Vitali’s theorem, (3.19), (3.23) and a diagonalization argument imply that there exists a subsequence of $(\varepsilon_j)_{j \in \mathbb{N}}$ such that (3.31) holds. Combined with (3.9) and Lemma 3.8, this shows that we can pass to the limit in the weak formulation of the second equation in (3.5); that is, (3.3) holds.

By testing (3.3) with regular functions approximating $c$, one can obtain $\int_{0}^{T} \int_{\Omega} |\nabla c|^2 \geq \lim\sup_{j \to \infty} \int_{0}^{T} \int_{\Omega} |\nabla c_{\varepsilon_j}|^2$ for a.e. $T > 0$, see for instance [42, Subsection 4.2] for details. In conjunction with (3.24), this then gives (3.32). (Let us remark that in the fluid-free case, (3.32) alternatively also directly follows from [9, Theorem 1.1].) \[\square\]

Although (3.32) is an important step towards showing that also (3.1) holds, appropriate convergence of the critical term $-\chi_{(c_{\varepsilon},T)}(t) \nabla c_{\varepsilon} \cdot \nabla \chi_{(c_{\varepsilon},T)}$ seems to require strong convergence of $\nabla \ln c_{\varepsilon}$, not only of $\nabla c_{\varepsilon}$. Unfortunately, combining the estimate for $\nabla \ln c_{\varepsilon}$ contained in (3.16) and the convergence asserted in (3.32) is just about insufficient to prove the desired strong $L^2$ convergence of $\nabla \ln c_{\varepsilon}$.

In the two-dimensional setting, one can rely on (3.29) to show that $w_{\varepsilon}$ converges to a function solving the formal limit of the partial differential equation appearing in (3.13) in a weak sense and then test this limit equation with suitably chosen Steklov averages in order to eventually obtain strong convergence of $\nabla w_{\varepsilon}$; we refer to [33, Lemma 2.9 and Lemma 2.10] for details in a closely related setting.

In the higher dimensional setting however, we do not have (3.29) at our disposal and hence need to argue differently. The general strategy consists of deriving and making use of stronger bounds for $\nabla \ln c_{\varepsilon}$ than those provided by (3.16), a concept discussed in detail in [9, Section 4]. Crucially making use of (1.3), we can indeed obtain such estimates.

Lemma 3.11. Let $T > 0$ and $\eta \in (0,1)$. Then there exists $A > 0$ such that

\[
\int_{0}^{T} \int_{\Omega} \mathbf{1}_{\{c_{\varepsilon} \leq A\}} \frac{|\nabla c_{\varepsilon}|^2}{c_{\varepsilon}^2} \leq \eta \quad \text{for all } \varepsilon \in (0,1).
\]

Proof. We recall that $c_{0} \leq \delta$ by (3.6) for all $\varepsilon \in (0,1)$, abbreviate

\[
c_1 := \|c_0\|_{L^\infty(\Omega)} \quad \text{and} \quad c_2 := \|c_1\|_{L^\infty((\eta,\varepsilon_1))} + T \int_{\Omega} n_0,
\]

and choose $s_0 > 0$ so small that $f' \geq -\frac{n}{\varepsilon_0^2}$ in $[0,s_0]$. This allows us to fix a function $g \in C^1([0,\infty))$ with $g \geq f$ and $g' > 0$ in $(s_0,\infty)$ as well as

\[g(s) = f(s) + \frac{n}{g(s)} \quad \text{for } s \in [0,s_0].\]

Then $g \geq f$ and $g' > 0$ in $(0,\infty)$, and $G(s) := -\int_{c_1}^{s} \frac{dt}{g(t)}$ is nonnegative for all $s \in (0,c_1]$. By testing the second equation in (3.5) with $-\frac{1}{g}$, we obtain

\[
\frac{d}{dt} \int_{\Omega} G(c_{\varepsilon}) = \int_{\Omega} \nabla c_{\varepsilon} \cdot \nabla \left( -\frac{1}{g(c_{\varepsilon})} \right) + \int_{\Omega} \frac{f(c_{\varepsilon})}{g(c_{\varepsilon})} n_0 \leq -\int_{\Omega} \frac{g'(c_{\varepsilon})}{g^2(c_{\varepsilon})} |\nabla c_{\varepsilon}|^2 + \int_{\Omega} n_0
\]

(3.34)
Lemma 3.12. Let 

\[
\int_\Omega G(c_{0\varepsilon}) = - \int_\Omega \int_{c_{1\varepsilon}}^{c_{0\varepsilon}(x)} \frac{1}{g(s)} \, ds \, dx \leq |\Omega| \left( c_1 - \delta \right) \sup_{s \in [\delta, c_1]} \frac{1}{g(s)} \leq c_1 |\Omega| \sup_{s \in [\delta, c_1]} \frac{1}{f(s)}
\]

by (3.6), integrating (3.34) over \((0, T)\) yields

\[
\int_\Omega G(c_{\varepsilon}(\cdot, T)) + \int_0^T \int_\Omega \frac{g'(c_{\varepsilon})}{g^2(c_{\varepsilon})} |\nabla c_{\varepsilon}|^2 \leq \int_\Omega G(c_{0\varepsilon}) + T \int_\Omega n_0 \leq c_2.
\]

Since

\[
\lim_{s \searrow 0} \frac{s^2 g'(s)}{g^2(s)} = \lim_{s \searrow 0} \left( \frac{s - 0}{g(s) - g(0)} \right)^2 \frac{g'(s)}{g'(0)} = \frac{2c_2}{\eta}
\]

by (1.3), there is \(A > \eta\) such that \(\frac{g'(s)}{g^2(s)} \geq \frac{c_2}{\eta^2}\) for all \(s \in (0, A)\). Thus, we conclude that

\[
\frac{c_2}{\eta} \int_0^T \int_\Omega \mathbf{1}_{\{c_{\varepsilon} \leq A\}} \frac{|\nabla c_{\varepsilon}|^2}{c_{\varepsilon}^2} \leq \int_0^T \int_\Omega \mathbf{1}_{\{c_{\varepsilon} \leq A\}} \frac{g'(c_{\varepsilon})}{g^2(c_{\varepsilon})} |\nabla c_{\varepsilon}|^2 \leq \int_0^T \int_\Omega \frac{g'(c_{\varepsilon})}{g^2(c_{\varepsilon})} |\nabla c_{\varepsilon}|^2 \leq c_2
\]

for all \(\varepsilon \in (0, 1)\), which entails (3.33).

Similar to [9, Lemma 3.10], (3.32) and (3.33) now imply strong convergence of \(\nabla \ln c_{\varepsilon}\).

Lemma 3.12. Let \(n, c\) and \((\varepsilon_j)_{j \in \mathbb{N}}\) be as given by Lemma 3.10. Then (without switching to a subsequence)

\[
\nabla \ln c_{\varepsilon} \to \nabla \ln c \quad \text{in } L^2_{\text{loc}}(\Omega \times [0, \infty)) \text{ as } \varepsilon = \varepsilon_j \searrow 0.
\]

Proof. We fix \(T > 0\). For arbitrary \(\eta > 0\), we let \(A > 0\) be as given by Lemma 3.11. Moreover, we fix \(\xi_1, \xi_2 \in C^\infty([0, \infty); [0, 1])\) with \(\text{supp} \xi_1 \subset [0, A]\), \(\text{supp} \xi_2 \subset [\frac{2}{3}, \infty)\) and \(\xi_1 + \xi_2 = 1\) on \([0, \infty)\). As \((\xi_2(c_{\varepsilon_j})c_{\varepsilon_j}^{-2})_{j \in \mathbb{N}}\) is bounded and converging pointwise a.e. to \(\xi_2(c) c^{-2}\) due to continuity of \(\xi_2\) and (3.23), Lebesgue's theorem and (3.32) show that \(\sqrt{\xi_2(c_{\varepsilon_j})c_{\varepsilon_j}^{-1}} \nabla c_{\varepsilon_j} \to \sqrt{\xi_2(c) c^{-1}} \nabla c\) in \(L^2(\Omega \times (0, T))\) as \(j \to \infty\). In combination with (3.33), this asserts

\[
\limsup_{j \to \infty} \int_0^T \int_\Omega \frac{|\nabla c_{\varepsilon_j}|^2}{c_{\varepsilon_j}^2} \leq \limsup_{j \to \infty} \int_0^T \int_\Omega \xi_1(c_{\varepsilon_j}) \frac{|\nabla c_{\varepsilon_j}|^2}{c_{\varepsilon_j}^2} \leq \limsup_{j \to \infty} \int_0^T \int_\Omega \xi_2(c_{\varepsilon_j}) \frac{|\nabla c_{\varepsilon_j}|^2}{c_{\varepsilon_j}^2} \\
\leq \limsup_{j \to \infty} \int_0^T \int_\Omega \mathbf{1}_{\{c_{\varepsilon_j} \leq A\}} \frac{|\nabla c_{\varepsilon_j}|^2}{c_{\varepsilon_j}^2} + \int_0^T \int_\Omega \xi_2(c) \frac{|\nabla c|^2}{c^2} \\
\leq \eta + \int_0^T \int_\Omega \frac{|\nabla c|^2}{c^2}.
\]

As \(\eta\) was chosen arbitrary, we conclude

\[
\limsup_{j \to \infty} \int_0^T \int_\Omega \frac{|\nabla c_{\varepsilon_j}|^2}{c_{\varepsilon_j}^2} \leq \int_0^T \int_\Omega \frac{|\nabla c|^2}{c^2},
\]

which together with (3.26) implies (3.35). \(\square\)

Crucially relying on (3.35), we can finally show that the remaining bullet point in Definition 3.1 is also fulfilled; that is, we verify that the function \(n\) given by Lemma 3.8 is a weak in-supersolution of the corresponding equation.
Lemma 3.13. Let \((n, c, u)\) and \((\varepsilon_j)_{j \in \mathbb{N}}\) be as given by Lemma 3.8 and Lemma 3.10, respectively. Then (3.1) holds.

Proof. Testing the first equation in (3.5) with \(\varphi_{n+1} \varepsilon\) for henceforth fixed \(0 \leq \varphi \in C_c^\infty(\Omega \times [0, \infty))\) gives

\[
- \int_0^\infty \int_\Omega \ln(n_{\varepsilon} + 1) \varphi_t - \int_\Omega \ln(n_0\varepsilon + 1) \varphi(\cdot, 0)
= \int_0^\infty \int_\Omega |\nabla n_{\varepsilon}|^2 \varphi - \int_0^\infty \int_\Omega \frac{\nabla n_{\varepsilon} \cdot \nabla \varphi}{n_{\varepsilon} + 1}
- \chi \int_0^\infty \int_\Omega \frac{n_{\varepsilon} \nabla n_{\varepsilon} \cdot \nabla c_{\varepsilon}}{(n_{\varepsilon} + 1)^2 (1 + \varepsilon n_{\varepsilon}) c_{\varepsilon}} \varphi + \chi \int_0^\infty \int_\Omega \frac{n_{\varepsilon} \nabla c_{\varepsilon} \cdot \nabla \varphi}{n_{\varepsilon} + 1} c_{\varepsilon}
+ \int_0^\infty \int_\Omega \ln(n_{\varepsilon} + 1)(u_{\varepsilon} \cdot \nabla \varphi)
\]

for all \(\varepsilon \in (0, 1)\), and the convergence properties asserted by (3.8), Lemma 3.8 and Lemma 3.10 allow us to take the limit in each term herein (at the cost of changing \(=\) to \(\geq\)). For instance, (3.22), nonnegativity of \(\varphi\) and the weak lower semicontinuity of the norm imply

\[
\liminf_{j \to \infty} \int_0^\infty \int_\Omega \frac{|\nabla n_{\varepsilon_j}|^2}{(n_{\varepsilon_j} + 1)^2} \varphi \geq \int_0^\infty \int_\Omega \frac{|\nabla n|^2}{(n + 1)^2} \varphi,
\]

and

\[
\lim_{j \to \infty} \int_0^\infty \int_\Omega \frac{n_{\varepsilon_j} \nabla n_{\varepsilon_j} \cdot \nabla c_{\varepsilon_j}}{(n_{\varepsilon_j} + 1)^2 (1 + \varepsilon_j n_{\varepsilon_j}) c_{\varepsilon_j}} \varphi = \int_0^\infty \int_\Omega \frac{n \nabla n \cdot \nabla c}{(n + 1)^2 c} \varphi
\]

follows from (3.19), (3.22) and (3.35).

\[
\square
\]

3.5 Proof of Theorem 1.1

All that remains to do regarding Theorem 1.1 is to collect the statements proven in the lemmata above.

Proof. That the triple \((n, c, u)\) constructed in Lemma 3.8 is a global generalized solution in the sense of Definition 3.1 follows directly from Lemma 3.8, Lemma 3.10 and Lemma 3.13.

\[
\square
\]

4 Eventual smoothness and stabilization in the two-dimensional setting

Apart from the assumptions made in the beginning of Section 3, throughout this section we also assume \(N = 2\), i.e. that \(\Omega\) is a planar domain. Moreover, we again fix initial data \((n_0\varepsilon, c_0\varepsilon, u_0\varepsilon)\) of (3.5) given by Lemma 3.3 and abbreviate \(w_\varepsilon := w_\varepsilon(\cdot, 0)\) for \(\varepsilon \in (0, 1)\).

Our goal is to prove Theorem 1.2, that is, that the global generalized solution \((n, c, u)\) given by Theorem 1.1 eventually becomes smooth and stabilizes in the large-time limit. To that end, we first construct an energy functional in Subsection 4.1 which is conditional in the sense that it requires the smallness of certain quantities at some time \(t_0\) and then provides estimates in \(\Omega \times (t_0, \infty)\). Next, in Subsection 4.2 we show that such a \(t_0\) indeed exists, before making use of the bounds provided by the conditional energy functional in Subsection 4.3 and proving Theorem 1.2 and Theorem 1.3 in Subsection 4.4.

As already mentioned in the introduction, the main difference compared to [24] is that we do not need to require smallness of \(\int_{\Omega} n_0\). Instead, we make use of the assumption (1.3) both in Lemma 4.1 and Lemma 4.2 and of Heihoff’s inequalities (2.3) and (2.4) in Lemma 4.2 (and indirectly in Lemma 4.5 which refers to Lemma 3.6).
4.1 A conditional energy functional

Following [24, Lemma 5.1] (cf. also [44, Lemma 3.1] and [13, Lemma 3.7] for precedents for systems with linear taxis sensitivity), we now consider the functional

$$F_{K,L,M,\varepsilon} := \int_\Omega n_\varepsilon \ln \left( \frac{n_\varepsilon}{n_0} \right) + \frac{K}{2} \int_\Omega |\nabla w_\varepsilon|^2 + \frac{1}{2L} \int_\Omega |u_\varepsilon|^2 + \frac{M}{2} \int_\Omega c_\varepsilon^2$$ (4.1)

for $K, L, M > 0$ and $\varepsilon \in (0, 1)$. We crucially rely on (1.3) in order to show that $F_{K,L,M,\varepsilon}$ is a conditional energy functional for suitably chosen parameters. This is an important difference to [24, Lemma 5.1], where a similar result (for $(K, L, M) = (1, 1, 0)$) has been shown under the assumption that $\int_\Omega n_0$ is sufficiently small.

**Lemma 4.1.** There exist $K, L, M > 0$, $\eta_0 > 0$ and $C_6 > 0$ with the following property: Let $\eta \in (0, \eta_0)$, $\varepsilon \in (0, 1)$ and $F_{K,L,M,\varepsilon}$ be as in (4.1). If there is $t_0 \geq 0$ such that

$$F_{K,L,M,\varepsilon}(t_0) < \eta,$$ (4.2)

then

$$F_{K,L,M,\varepsilon}(t) \leq \eta \quad \text{for all } t \geq t_0$$ (4.3)

and

$$\int_{t_0}^{\infty} \int_\Omega \frac{\nabla n_\varepsilon}{n_\varepsilon}^2 + \int_{t_0}^{\infty} \int_\Omega |\Delta w_\varepsilon|^2 + \int_{t_0}^{\infty} \int_\Omega |u_\varepsilon|^2 + \int_{t_0}^{\infty} \int_\Omega |\nabla c_\varepsilon|^2 \leq C_6.$$ (4.4)

**Proof.** We begin by fixing several constants. By the Poincaré inequality, there is $c_1 > 0$ such that

$$\int_\Omega |\varphi|^2 \leq c_1 \int_\Omega |\nabla \varphi|^2 \quad \text{for all } \varphi \in C^1(\overline{\Omega}; \mathbb{R}^2) \text{ with } \varphi = 0 \text{ on } \partial\Omega$$ (4.5)

as well as

$$\int_\Omega |\nabla \varphi|^2 \leq c_1 \int_\Omega |\Delta \varphi|^2 \quad \text{for all } \varphi \in C^2(\overline{\Omega}) \text{ with } \partial_\nu \varphi = 0 \text{ on } \partial\Omega$$ (4.6)

and since additionally $W^{1,1}(\Omega) \hookrightarrow L^2(\Omega)$, there is $c_2 > 0$ with

$$\int_\Omega (\varphi - \overline{\varphi})^2 \leq c_2 \left( \int_\Omega |\nabla \varphi|^2 \right) \leq c_2 \left( \int_\Omega |\nabla \varphi|^2 \right)$$ (4.7)

for all $\varphi \in C^1(\overline{\Omega})$. Moreover, by the Gagliardo–Nirenberg and the Poincaré inequalities, we can find $c_3 > 0$ such that

$$\int_\Omega |\nabla \varphi|^4 \leq c_3 \left( \int_\Omega |\Delta \varphi|^2 \right) \left( \int_\Omega |\nabla \varphi|^2 \right) \quad \text{for all } \varphi \in C^2(\overline{\Omega}) \text{ with } \partial_\nu \varphi = 0 \text{ on } \partial\Omega.$$ (4.8)

Next, we set

$$K := 16c_1^2 \chi^2 \eta_0, \quad \text{and } g(s) := K[s^{-1}f(s)]^2 + s^{-1}f(s) + \left| f'(s) \right| \text{ for } s \geq 0,$$ (4.9)

abbreviate

$$c_4 := \max_{s \in [0, \infty]} g(s)$$ (4.10)
(which is finite by (1.2)) and choose $A > 0$ so small that
\[
g(s) \leq \frac{1}{16c_1\eta_0} \quad \text{for } s \leq A
\] (4.11)
which is possible due to (1.2) and (1.3). Finally, we set
\[
L := 2c_2c_2 \|\nabla \phi\|_{L^\infty(\Omega)}\|n_0\|_{L^1(\Omega)} + 1 \quad \text{and} \quad M := 2A^{-2}Kc_4\eta_0,
\] (4.12)
abbreviate
\[
c_5 := K \left( KL + \frac{1}{2} \right), \quad c_6 := 2c_2\|\eta_0(Ke_4 + \chi^2)^2 \quad \text{and} \quad c_7 := \frac{2c_3(c_5 + c_6)}{K},
\] (4.13)
and fix
\[
\eta_0 := \frac{K}{8c_7}
\] (4.14)
as well as $\eta \in (0, \eta_0)$ and $\varepsilon \in (0, 1)$. With these preparations at hand, we are now able to estimate the time derivative of each summand appearing in (4.1). Starting with the contributions from the first and third solution components, we integrate by parts and apply Young’s inequality as well as (4.5), (4.7) and (4.12) to obtain
\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |u_\varepsilon|^2 &= - \int_{\Omega} |\nabla u_\varepsilon|^2 - \int_{\Omega} (n_\varepsilon - \eta_0)(\nabla \phi \cdot u_\varepsilon) \\
&\leq - \int_{\Omega} |\nabla u_\varepsilon|^2 + \frac{c_1\|\nabla \phi\|_{L^\infty(\Omega)}^2}{2} \int_{\Omega} |n_\varepsilon - \eta_0|^2 + \frac{1}{2c_1} \int_{\Omega} |u_\varepsilon|^2 \\
&\leq - \frac{1}{2} \int_{\Omega} |\nabla u_\varepsilon|^2 + \frac{c_1\|\nabla \phi\|_{L^\infty(\Omega)}^2}{2} \left( \int_{\Omega} n_\varepsilon \right) \int_{\Omega} |\nabla n_\varepsilon|^2 \\
&\leq - \frac{1}{2} \int_{\Omega} |\nabla u_\varepsilon|^2 + \frac{L}{4} \int_{\Omega} |\nabla n_\varepsilon|^2
\end{align*}
\] (4.16)
in $(0, \infty)$. Moreover, by testing the second solution component with $c_2$ and the last equation in (3.13) with $-\Delta w_\varepsilon$, integrating by parts and applying Young’s inequality, we see that
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \epsilon^2 c_2^2 - \int_{\Omega} |\nabla c_2|^2 \leq - \int_{\Omega} |\nabla c_2|^2
\] (4.17)
and
\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |\nabla w_\varepsilon|^2 &= - \int_{\Omega} |\Delta w_\varepsilon|^2 - \int_{\Omega} |\nabla u_\varepsilon \cdot \nabla w_\varepsilon|^2 \Delta w_\varepsilon + \int_{\Omega} |\nabla w_\varepsilon|^2 \Delta w_\varepsilon + \int_{\Omega} \nabla (n_\varepsilon c_2^{-1} f(c_2)) \cdot \nabla w_\varepsilon \\
&= - \int_{\Omega} |\Delta w_\varepsilon|^2 - \int_{\Omega} |\nabla u_\varepsilon \cdot \nabla w_\varepsilon|^2 - \frac{1}{2} \int_{\Omega} |\nabla w_\varepsilon|^2 \Delta w_\varepsilon + \int_{\Omega} |\nabla w_\varepsilon|^2 \Delta w_\varepsilon + \int_{\Omega} \nabla (n_\varepsilon c_2^{-1} f(c_2)) \cdot \nabla w_\varepsilon \\
&\leq - \frac{1}{2} \int_{\Omega} |\Delta w_\varepsilon|^2 + \frac{1}{4KL} \int_{\Omega} |\nabla w_\varepsilon|^2 + \left( KL + \frac{1}{2} \right) \int_{\Omega} |\nabla w_\varepsilon|^4 + \int_{\Omega} \nabla (n_\varepsilon c_2^{-1} f(c_2)) \cdot \nabla w_\varepsilon
\end{align*}
\] (4.18)
in \((0, \infty)\) since \(\nabla \cdot u_\varepsilon = 0\) in \(\Omega \times (0, \infty)\). Regarding the last term on the right-hand side in (4.18), we again rely on Young's inequality and recall (4.9), which entails the definition of \(g\), in order to estimate

\[
\int_\Omega \nabla(n_\varepsilon f(c_\varepsilon)) \cdot \nabla w_\varepsilon = \int_\Omega c_\varepsilon^{-1} f(c_\varepsilon) \nabla n_\varepsilon \cdot \nabla w_\varepsilon + \int_\Omega n_\varepsilon (-c_\varepsilon^{-1} f(c_\varepsilon) + f'(c_\varepsilon)) \frac{\nabla c_\varepsilon}{c_\varepsilon} \cdot \nabla w_\varepsilon \\
\leq \frac{1}{4K} \int_\Omega |\nabla n_\varepsilon|^2 + \int_\Omega n_\varepsilon g(c_\varepsilon)|\nabla w_\varepsilon|^2 \quad \text{in } (0, \infty).
\]

Thus, combining (4.15)–(4.19) and recalling that \(c_5 = K (KL + \frac{1}{2})\) by (4.13) yields

\[
\frac{d}{dt} F_{K,L,M,\varepsilon} + \frac{1}{4} \int_\Omega |\nabla n_\varepsilon|^2 + K \int_\Omega |\Delta w_\varepsilon|^2 + \frac{1}{4L} \int_\Omega |\nabla u_\varepsilon|^2 + M \int_\Omega |\nabla c_\varepsilon|^2 \\
\leq c_5 \int_\Omega |\nabla w_\varepsilon|^4 + \int_\Omega n_\varepsilon (K g(c_\varepsilon) + \chi^2)|\nabla w_\varepsilon|^2 \quad \text{in } (0, \infty).
\]

As to the last term on the right-hand side in (4.20), we make use of (4.10), Young's inequality, (4.13), (4.9), (4.11), (4.7), (4.6) and (4.12) in estimating

\[
\int_\Omega n_\varepsilon (K g(c_\varepsilon) + \chi^2)|\nabla w_\varepsilon|^2 \\
\leq (Kc_4 + \chi^2) \int_\Omega |n_\varepsilon - \pi_0||\nabla w_\varepsilon|^2 + \frac{\chi^2}{\pi_0} \int_\Omega \nabla w_\varepsilon^2 + K \pi_0 \int_{\{c_\varepsilon \leq A\}} g(c_\varepsilon)|\nabla w_\varepsilon|^2 + K \pi_0 \int_{\{c_\varepsilon > A\}} g(c_\varepsilon)|\nabla w_\varepsilon|^2 \\
\leq \frac{1}{8c_2 |\Omega|} \int_\Omega (n_\varepsilon - \pi_0)^2 + c_6 \int_\Omega \nabla w_\varepsilon^4 + \left(\frac{K}{16c_1} + \frac{K}{16c_1}\right) \int_\Omega \nabla w_\varepsilon^2 + A^{-2} K c_4 \pi_0 \int_\Omega |\nabla c_\varepsilon|^2 \\
\leq \frac{1}{8} \int_\Omega \nabla w_\varepsilon^4 + c_6 \int_\Omega \nabla w_\varepsilon^4 + K 8 \int_\Omega |\Delta w_\varepsilon|^2 + M 2 \int_\Omega |\nabla c_\varepsilon|^2 \quad \text{in } (0, \infty).
\]

Since moreover

\[
\int_\Omega |\nabla w_\varepsilon|^4 \leq c_3 \left(\int_\Omega |\nabla w_\varepsilon|^2\right)^2 \left(\int_\Omega |\Delta w_\varepsilon|^2\right) \leq \frac{2c_3}{K} \left(\int_\Omega |\nabla w_\varepsilon|^2\right)^2 F_{K,L,M,\varepsilon} \quad \text{in } (0, \infty) \text{ for all } \varepsilon \in (0, 1)
\]

by (4.8) and (4.1), we conclude from (4.20) and (4.21) that

\[
\frac{d}{dt} F_{K,L,M,\varepsilon} + \frac{1}{8} \int_\Omega |\nabla n_\varepsilon|^2 + K \int_\Omega |\Delta w_\varepsilon|^2 + \frac{1}{4L} \int_\Omega |\nabla u_\varepsilon|^2 + M \int_\Omega |\nabla c_\varepsilon|^2 \\
\leq \left(c_7 F_{K,L,M,\varepsilon} - \frac{K}{8}\right) \int_\Omega |\Delta w_\varepsilon|^2 \quad \text{in } (0, \infty).
\]

We now assume that (4.2) holds for some \(t_0 > 0\) and claim that then (4.22) implies (4.3). Indeed, suppose that

\[
S := \{ t \in (t_0, \infty) : F_{K,L,M,\varepsilon} \leq \eta \text{ in } (t_0, t) \}
\]

does not coincide with \((t_0, \infty)\). As (4.2) and continuity of \(F_{K,L,M,\varepsilon}\) imply that \(S\) is not empty, \(t_* := \sup S \in (t_0, \infty)\) is well-defined and satisfies \(F_{K,L,M,\varepsilon}(t_*) = \eta\) and \(F_{K,L,M,\varepsilon} < \eta\) in \((0, t_*)\). Thus, (4.14) entails that \(c_7 F_{K,L,M,\varepsilon} - \frac{K}{8} \leq 0\) in \((t_0, t_*)\) so that integrating (4.22) and making use of (4.2) yields

\[
\eta = F_{K,L,M,\varepsilon}(t_*) \leq F_{K,L,M,\varepsilon}(t_0) < \eta,
\]

a contradiction. Thus (4.3) holds; that is, \(c_7 F_{K,L,M,\varepsilon} - \frac{K}{8} \leq 0\) in \((t_0, \infty)\). By again integrating (4.22) and applying (4.2), we finally obtain (4.4) for \(C_0 := \eta \max\{8, \frac{K}{4L}, \frac{K}{8}\}\). 
\[\square\]
4.2 Eventual smallness of the conditional energy functional

The goal of this subsection is to show that (4.2) holds for some \( t_0 > 0 \), i.e. that we may apply Lemma 4.1. To that end, we first show in the following lemma that the first two summands in (4.1) become small for a sequence of times going to infinity. Its proof mainly rests on (3.15) which rapidly yields the desired estimate provided \( f_\Omega n_0 \) is sufficiently small (cf. [24, Lemma 5.2]). However, that argument appears to be insufficient for large initial mass and so we make again use of the key assumption (1.3), which allows us to favourable split the right-hand side in (3.15) into integrals over subdomains where \( c_\varepsilon \) is small and large, respectively.

**Lemma 4.2.** Let \( \eta > 0 \) and \( t_1 \geq 0 \). Then there exists \( C_7 > 0 \) such that

\[
\frac{1}{T - t_1} \int_{t_1}^T \int_\Omega \frac{\| \nabla n_\varepsilon \|^2}{n_\varepsilon^2} + \frac{1}{T - t_1} \int_{t_1}^T \int_\Omega |\nabla w_\varepsilon|^2 + \frac{1}{T - t_1} \int_{t_1}^T \int_\Omega n_\varepsilon f(c_\varepsilon) \leq \eta + \frac{C_7}{T - t_1} \tag{4.23}
\]

for all \( T > t_1 \) and all \( \varepsilon \in (0,1) \).

**Proof.** We first make use of the key assumption (1.3) to find \( A > 0 \) such that

\[
f(s) \leq \frac{\eta \min\{1, \chi^2\}}{2\chi^2 f_\Omega n_0} \quad \text{for all } s \in (0, A).
\]

Noting that

\[
\frac{d}{dt} \int_\Omega c_\varepsilon = -\int_\Omega n_\varepsilon f(c_\varepsilon) \quad \text{in } (0, \infty) \text{ for all } \varepsilon \in (0,1),
\]

and recalling (3.15), we find that

\[
y_\varepsilon(t) := -\int_\Omega \ln n_\varepsilon(\cdot, t) + \chi^2 \int_\Omega w_\varepsilon(\cdot, t) + \left( \frac{\chi^2}{A} + \frac{1}{2} \right) \int_\Omega c_\varepsilon(\cdot, t), \quad t \in (0, \infty), \varepsilon \in (0,1)
\]

fulfills

\[
\frac{d}{dt} y_\varepsilon(t) + \frac{1}{2} \int_\Omega |\nabla n_\varepsilon|^2 + \frac{\chi^2}{2} \int_\Omega |\nabla w_\varepsilon|^2 + \frac{1}{A} \int_\Omega n_\varepsilon f(c_\varepsilon) \leq \chi^2 \int_\Omega n_\varepsilon c_\varepsilon^{-1} f(c_\varepsilon)
\]

in \( (0, \infty) \) for all \( \varepsilon \in (0,1) \). Since

\[
\int_\Omega n_\varepsilon c_\varepsilon^{-1} f(c_\varepsilon) \leq \frac{\eta \min\{1, \chi^2\}}{2\chi^2 f_\Omega n_0} \int_{\{c_\varepsilon < A\}} n_\varepsilon + \frac{1}{A} \int_{\{c_\varepsilon \geq A\}} n_\varepsilon f(c_\varepsilon)
\]

\[
\leq \frac{\eta \min\{1, \chi^2\}}{2\chi^2} + \frac{1}{A} \int_\Omega n_\varepsilon f(c_\varepsilon) \quad \text{in } (0, \infty) \text{ for all } \varepsilon \in (0,1),
\]

we conclude that

\[
\frac{d}{dt} y_\varepsilon(t) + \frac{1}{2} \int_\Omega |\nabla n_\varepsilon|^2 + \frac{\chi^2}{2} \int_\Omega |\nabla w_\varepsilon|^2 + \frac{1}{2} \int_\Omega n_\varepsilon f(c_\varepsilon) \leq \frac{\eta \min\{1, \chi^2\}}{2} \quad \text{in } (0, \infty) \text{ for all } \varepsilon \in (0,1).
\]

\[
(4.24)
\]

Integrating this inequality first over \( (0, t_1) \) and then over \( (t_1, T) \) gives \( y_\varepsilon(t_1) \leq y_\varepsilon(0) + \frac{\eta \min\{1, \chi^2\}}{2} \) and

\[
\int_{t_1}^T \int_\Omega \frac{\| \nabla n_\varepsilon \|^2}{n_\varepsilon^2} + \chi^2 \int_{t_1}^T \int_\Omega |\nabla w_\varepsilon|^2 + \frac{1}{2} \int_{t_1}^T \int_\Omega n_\varepsilon f(c_\varepsilon) \leq (T-t_1) \eta \min\{1, \chi^2\} + 2y_\varepsilon(t_1)
\]

\[
\leq (T-t_1) \eta \min\{1, \chi^2\} + 2y_\varepsilon(0) + t_1 \eta \min\{1, \chi^2\}
\]

for all \( T > 0 \) and \( \varepsilon \in (0,1) \). Since \( (y_\varepsilon(0))_{\varepsilon \in (0,1)} \) is bounded due to (3.6) and (3.8), dividing this estimate by \( T - t_1 \) yields (4.23) for some \( C_7 > 0 \).
Next, we deal with the third summand in (4.1), again by making use of estimates obtained in Section 3 (namely, of (3.17)).

**Lemma 4.3.** Let \( t_2 > 0 \). Then there exists \( C_8 > 0 \) such that

\[
\int_{t_2}^{T} \int_{\Omega} |u_\varepsilon|^2 \leq C_8 \left( 1 + \int_{t_2}^{T} \int_{\Omega} \frac{|\nabla u_\varepsilon|^2}{n_\varepsilon^2} \right) \quad \text{for all } T > 0 \text{ and all } \varepsilon \in (0, 1).
\]

**Proof.** Making use of (3.17) twice and recalling (3.16), we obtain (with \( C_2 \) and \( C_3 \) as in Lemma 3.5 and Lemma 3.6, respectively)

\[
\int_{t_2}^{T} \int_{\Omega} |\nabla u_\varepsilon|^2 \leq \int_{\Omega} |u_\varepsilon(\cdot, t_2)|^2 + C_3 \int_{t_2}^{T} \int_{\Omega} \frac{|\nabla u_\varepsilon|^2}{n_\varepsilon^2} \leq \int_{\Omega} |u_0\varepsilon|^2 + C_2 C_3 (t_2 + 1) + C_3 \int_{t_2}^{T} \int_{\Omega} \frac{|\nabla u_\varepsilon|^2}{n_\varepsilon^2}
\]

for all \( T > 0 \) and all \( \varepsilon \in (0, 1) \), upon which the statement follows due to the Poincaré inequality and by noting that \((u_0\varepsilon)_{\varepsilon \in (0, 1)}\) is bounded in \( L^2(\Omega) \) by (3.7).

The last preparatory step before being able to apply Lemma 4.1 is to make sure that the last summand in (4.1) also becomes small, which due to (3.11) comes down to showing eventual smallness of \( \int_{\Omega} c_\varepsilon \). The following proof is quite similar to [13, Lemma 3.5] and makes essential use of the Heihoff inequalities (2.3) and (2.4) derived in [13].

**Lemma 4.4.** Let \( \eta > 0 \). Then there is \( t_3 > 0 \) such that

\[
\int_{\Omega} c_\varepsilon(\cdot, t) \leq \eta \quad \text{for all } t \geq t_3 \text{ and all } \varepsilon \in (0, 1).
\]

**Proof.** According to (2.3) (with \( \eta = 2 \)), (2.4) and (3.11), and with \( C_1 \) as in Lemma 2.2,

\[
\int_{\Omega} f(c_\varepsilon) = \frac{1}{\eta_0} \int_{\Omega} (n_\varepsilon - \eta_0) f(c_\varepsilon) + \frac{1}{\eta_0} \int_{\Omega} n_\varepsilon f(c_\varepsilon) \\
\leq \frac{\eta}{2C_1} \int_{\Omega} \frac{|\nabla n_\varepsilon|^2}{n_\varepsilon^2} + \frac{\eta}{2C_1} \int_{\Omega} |f(c_\varepsilon)|^2 |\nabla c_\varepsilon|^2 + \frac{1}{\eta_0} \int_{\Omega} n_\varepsilon f(c_\varepsilon) \\
\leq c_1 \left( \int_{\Omega} \frac{|\nabla n_\varepsilon|^2}{n_\varepsilon^2} + \int_{\Omega} |\nabla c_\varepsilon|^2 + \int_{\Omega} n_\varepsilon f(c_\varepsilon) \right) 
\]

holds in \((0, \infty)\) for all \( \varepsilon \in (0, 1) \), where \( c_1 := \max\{ \eta \} \). We set

\[
A := \frac{\eta}{2|\Omega|}, \quad c_2 := \min_{s \in [A, \|c_0\|_{L^\infty(\Omega)}]} f(s) > 0 \quad \text{and} \quad \bar{\eta} := \frac{c_2 \eta}{c_1 4 \|c_0\|_{L^\infty(\Omega)}}. 
\]

and infer from (4.25) and Lemma 4.2 (applied to \( \bar{\eta} \) and \( t_1 := 0 \)) that

\[
\frac{1}{T} \int_{0}^{T} \int_{\Omega} f(c_\varepsilon) \leq \bar{\eta} + \frac{C_2 c_1}{T} \quad \text{for all } T > 0 \text{ and all } \varepsilon \in (0, 1),
\]

where \( C_7 \) is given by Lemma 4.2. For \( T = t_3 := \frac{C_2 c_1}{\bar{\eta}} > 0 \), this in particular entails

\[
\frac{1}{t_3} \int_{0}^{t_3} \int_{\Omega} f(c_\varepsilon) \leq 2\bar{\eta} \quad \text{for all } \varepsilon \in (0, 1),
\]
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which implies that for each $\varepsilon \in (0, 1)$, there is $t_\varepsilon \in (0, t_3)$ with
\[
\int_\Omega f(c_\varepsilon(\cdot, t_\varepsilon)) \leq 2\bar{\eta} \leq \frac{c_2\eta}{2\|c_0\|_{L^\infty(\Omega)}}.
\]
As $\int_\Omega c_\varepsilon$ is decreasing in time due to $\frac{d}{dt} \int_\Omega c_\varepsilon = -\int_\Omega \varepsilon f(c_\varepsilon) \leq 0$ in $(0, \infty)$ for all $\varepsilon \in (0, 1)$, we thus conclude
\[
\int_\Omega c_\varepsilon(\cdot, t) \leq \int_\Omega c_\varepsilon(\cdot, t_\varepsilon) = \int_{\{c_\varepsilon < c_0\}} c_\varepsilon(\cdot, t_\varepsilon) + \int_{\{c_\varepsilon \geq c_0\}} c_\varepsilon(\cdot, t_\varepsilon) \leq A|\Omega| + \frac{\|c_0\|_{L^\infty(\Omega)}}{c_2} \int_\Omega f(c_\varepsilon(\cdot, t_\varepsilon)) \leq \frac{\eta}{2} + \frac{\eta}{2} = \eta
\]
for all $t \geq t_3 \geq t_\varepsilon$ and all $\varepsilon \in (0, 1)$, as desired.

The above lemmata now indeed render Lemma 4.1 applicable, allowing us to obtain several useful eventual a priori estimates.

**Lemma 4.5.** Let $\eta > 0$. Then there exist $t_4 > 0$ and $C_9 > 0$ such that
\[
\mathcal{F}_{K, L, M, \varepsilon} \leq \eta \quad \text{in} \ (t_4, \infty) \quad \text{for all} \ \varepsilon \in (0, 1) \tag{4.26}
\]
and
\[
\int_{t_4}^\infty \int_\Omega \frac{\nabla n_\varepsilon^2}{n_\varepsilon} + \int_{t_4}^\infty \int_\Omega |\Delta w_\varepsilon|^2 + \int_{t_4}^\infty \int_\Omega \nabla c_\varepsilon|^2 \leq C_9 \quad \text{for all} \ \varepsilon \in (0, 1). \tag{4.27}
\]

**Proof.** We let $K, L, M > 0$, $\eta_0 > 0$ and $C_6 > 0$ be as given by Lemma 4.1 and assume without loss of generality that $\eta < \eta_0$. By Lemma 4.4 and (3.11), there is $t_3 > 0$ such that
\[
\frac{M}{2} \int_\Omega c_\varepsilon^2(\cdot, t) \leq \frac{\eta}{4} \quad \text{for all} \ t \geq t_3. \tag{4.28}
\]
Next, we set
\[
\bar{\eta} := \frac{\eta}{8} \left( \max \left\{ \frac{2\int_\Omega n_\varepsilon}{C_1}, K, C_8, \frac{1}{2L} \right\} \right)^{-1},
\]
where $C_1$ and $C_8$ are given by Lemma 2.2 and Lemma 4.3 (applied to $t_2 = t_3$), and apply Lemma 4.2 to $\bar{\eta}$ and $t_1 = t_3$ to obtain $C_7 > 0$ such that
\[
\frac{1}{T - t_3} \int_{t_3}^T \int_\Omega \frac{\nabla n_\varepsilon^2}{n_\varepsilon^2} + \frac{1}{T - t_3} \int_{t_3}^T \int_\Omega |\nabla w_\varepsilon|^2 \leq \bar{\eta} + \frac{C_7}{T - t_3} \quad \text{for all} \ T > t_3 \text{ and } \varepsilon \in (0, 1).
\]
For $T = t_4 := t_3 + \frac{C_6 + \eta}{\eta}$, in conjunction with Lemma 2.2 and Lemma 4.3 this further implies
\[
\frac{1}{t_4 - t_3} \int_{t_3}^{t_4} \left( \frac{C_1}{2J_\Omega n_0} \int_\Omega \varepsilon \ln n_\varepsilon \frac{n_\varepsilon}{n_0} + \frac{1}{2C_8} \int_\Omega |\nabla w_\varepsilon|^2 + \int_\Omega |\nabla w_\varepsilon|^2 \right) \leq \bar{\eta} + \frac{C_7 + \frac{1}{2}}{t_4 - t_3} = 2\bar{\eta} \quad \text{for all} \ \varepsilon \in (0, 1)
\]
and thus
\[
\frac{1}{t_4 - t_3} \int_{t_3}^{t_4} \left( \frac{\varepsilon \ln n_\varepsilon}{n_0} \frac{n_\varepsilon}{n_0} + \frac{K}{2} \int_\Omega |\nabla w_\varepsilon|^2 + \frac{1}{2L} \int_\Omega |\nabla w_\varepsilon|^2 \right) \leq 2\bar{\eta} \max \left\{ \frac{2}{C_1}, \frac{K}{2C_8}, \frac{C_6}{L} \right\} = \frac{\eta}{4} \quad \text{for all} \ \varepsilon \in (0, 1).
\]
In combination with (4.28), this shows that for each $\varepsilon \in (0, 1)$ there exists $t_\varepsilon \in (t_3, t_4)$ with $\mathcal{F}_{K, L, M, \varepsilon}(t_\varepsilon) \leq \frac{\eta}{2}$. Thus, we may apply Lemma 4.1 to $t_0 = t_\varepsilon$ and due to $t_\varepsilon \leq t_4$, the estimates (4.3) and (4.4) imply (4.26) and (4.27) for some $C_9 > 0$. \qed
4.3 Higher order estimates and large-time behavior

The estimates (4.26) and (4.27) can be considerably strengthened by a well-established bootstrap procedure, so that we can improve on the convergence properties asserted by Lemma 3.8 and Lemma 3.10 and conclude that the solution given by Theorem 1.1 eventually also solves (1.1) classically.

**Lemma 4.6.** Let \((n, c, u)\) and \((\varepsilon_j)\) be given by Lemma 3.8. There exist \(t_*>0\), \(\alpha \in (0, 1)\), \(C_{10} > 0\) and a subsequence of \((\varepsilon_j)\), which we do not relabel, such that \(n, c, u \in C^{2+\alpha, \frac{2+\alpha}{2}}(\Omega \times [t_*, \infty))\) with

\[
\|n\|_{C^{2+\alpha, \frac{2+\alpha}{2}}(\Omega \times [t, t+1])} + \|c\|_{C^{2+\alpha, \frac{2+\alpha}{2}}(\Omega \times [t, t+1])} + \|u\|_{C^{2+\alpha, \frac{2+\alpha}{2}}(\Omega \times [t, t+1])} \leq C_{10}
\]

(4.29)

for all \(t \geq t_*\) and that

\[
(n_\varepsilon, c_\varepsilon, u_\varepsilon) \to (n, c, u) \quad \text{in} \quad \left(C^{2+\alpha, \frac{2+\alpha}{2}}(\Omega \times [t_*, \infty))\right)^{1+1+2} \quad \text{as} \quad \varepsilon = \varepsilon_j \searrow 0.
\]

(4.30)

Moreover, there is \(P \in C^{1,0}([\bar{\Omega} \times [t_*, \infty))\) such that \((n, c, u, P)\) fulfills the first four lines in (1.1) pointwise.

**Proof.** Starting from the bounds given by Lemma 4.5, a bootstrap procedure eventually gives sufficiently strong \(\varepsilon\)-uniform bounds. As this strategy has already been executed successfully in closely related settings, we choose to only briefly sketch the main steps. In the following list, all estimates are \(\varepsilon\)-independent and "eventual bound" means a bound holding starting from some minimum time which in turn may increase from estimate to estimate. (This is unproblematic as there are only finitely many steps.) One can obtain

(i) an eventual \(L^\infty-L^2\) bound for \(n_\varepsilon\) by testing, cf. [44, Lemma 3.3],

(ii) an eventual \(L^\infty-L^2\) bound for \(\nabla u_\varepsilon\) by testing, cf. [44, Lemma 3.4],

(iii) an eventual \(L^\infty-L^2\) bound for \(A^\beta u_\varepsilon, \beta \in \left(\frac{1}{2}, 1\right)\), by semigroup methods, cf. [44, Lemma 3.5],

(iv) an eventual \(L^\infty-L^4\) bound for \(\nabla u_\varepsilon\) by testing, cf. [24, Lemma 5.5],

(v) an eventual \(L^\infty-L^\infty\) bound for \(n_\varepsilon\) by semigroup methods, cf. [3, Lemma 4.4],

(vi) an eventual \(C^{1+\alpha_1, \frac{1+\alpha_1}{2}}\) bound for \(u_\varepsilon\) (for some \(\alpha_1 \in (0, 1)\)) by semigroup methods, cf. [13, Lemma 3.16 and Corollary 3.17],

(vii) an eventual \(C^{\alpha_2, \frac{2}{2}}\) bound for \(n_\varepsilon\) (for some \(\alpha_2 \in (0, 1)\)) by applying results on Hölder estimates for scalar parabolic equations, cf. [13, Lemma 3.18] and

(viii) finally eventual \(C^{2+\alpha_3, 1+\frac{\alpha_3}{2}}\) bounds for all solution components (for some \(\alpha_3 \in (0, 1)\)) by Schauder estimates, cf. [3, Lemma 4.7].

Fixing \(\alpha \in (0, \alpha_3)\) and setting \(t_*\) as the time for which the last point in this list holds, we may apply the Arzelà–Ascoli theorem to obtain (4.30) and then also the bounds in (4.29). Well-known arguments then show that \((n, c, u)\) together with some \(P\) forms a classical solution of (1.1) in \(\bar{\Omega} \times [t_*, \infty),\) cf. Remark 3.2(i). \(\square\)

Next, we show that the eventual smallness properties asserted in (4.26) together with convergence in \(L^1(\Omega)\) as \(\varepsilon = \varepsilon_j \searrow 0\) at each (large) time point entailed in (4.30) imply convergence in \(L^1(\Omega)\) for \(t \to \infty\) of the solution constructed in Theorem 1.1.

**Lemma 4.7.** The triple \((n, c, u)\) given by Theorem 1.1 fulfills

\[
\lim_{t \to \infty} \left(\|n(\cdot, t) - \overline{n}_0\|_{L^1(\Omega)} + \|c(\cdot, t)\|_{L^1(\Omega)} + \|u(\cdot, t)\|_{L^1(\Omega)}\right) = 0.
\]

(4.31)
Suppose that (1.6) is false, i.e. that there are \( \epsilon(t) \in (0,1) \) such that
\[
\| n(\cdot,t) - \pi_0 \|_{L^1(\Omega)} + \| c(\cdot,t) \|_{L^1(\Omega)} + \| u(\cdot,t) \|_{L^1(\Omega)} < \frac{\eta}{2}
\]
for all \( t \geq t_4 \) and all \( \epsilon \in (0,1) \).

Moreover, Lemma 4.6 asserts that (with \( t_* \) as given by that lemma) for each \( t \geq t_* \) there exists \( \epsilon(t) \in (0,1) \) such that
\[
\| n(\cdot,t) - n(\cdot,t) \|_{L^1(\Omega)} + \| c(\cdot,t) - c(\cdot,t) \|_{L^1(\Omega)} + \| u(\cdot,t) - u(\cdot,t) \|_{L^1(\Omega)} < \frac{\eta}{2}.
\]
Combining these estimates gives
\[
\| n(\cdot,t) - \pi_0 \|_{L^1(\Omega)} + \| c(\cdot,t) \|_{L^1(\Omega)} + \| u(\cdot,t) \|_{L^1(\Omega)} < \eta \quad \text{for all } t > \max\{\hat{t}, t_*\}
\]
and thus (4.31).

By a typical compactness argument, we can improve (4.31) to convergence in \( C^2(\overline{\Omega}) \).

**Lemma 4.8.** The solution \((n,c,u)\) of (1.1) given by Theorem 1.1 fulfills (1.6).

**Proof.** Suppose that (1.6) is false, i.e. that there are \( c_1 > 0 \) and a sequence \((t_j)_{j \in \mathbb{N}} \subset (0,\infty)\) with \( t_j \to \infty \) for \( j \to \infty \) such that
\[
\| n(\cdot,t_j) - \pi_0 \|_{C^2(\Omega)} + \| c(\cdot,t_j) \|_{C^2(\Omega)} + \| u(\cdot,t_j) \|_{C^2(\Omega)} \geq c_1 \quad \text{for all } j \in \mathbb{N}.
\]

Thanks to (4.29) and as \( C^{2+\alpha}(\overline{\Omega}) \) embeds compactly into \( C^2(\overline{\Omega}) \) for any \( \alpha \in (0,1) \), we can find \( n_\infty \in C^2(\overline{\Omega}), c_\infty \in C^2(\overline{\Omega}), u_\infty \in C^2(\overline{\Omega}) \) and a subsequence \((t_{j_k})_{k \in \mathbb{N}} \subset (t_j)_{j \in \mathbb{N}}\) such that
\[
n(\cdot,t_{j_k}) \to n_\infty \text{ in } C^2(\overline{\Omega}), \quad c(\cdot,t_{j_k}) \to c_\infty \text{ in } C^2(\overline{\Omega}), \quad u(\cdot,t_{j_k}) \to u_\infty \text{ in } C^2(\overline{\Omega})
\]
as \( k \to \infty \). Since \( C^2(\overline{\Omega}) \subset L^1(\Omega) \), Lemma 4.7 asserts \( (n_\infty,c_\infty,u_\infty) = (\pi_0,0,0) \), meaning that (4.33) contradicts (4.32).

### 4.4 Proofs of Theorem 1.2 and Theorem 1.3

At last, we prove Theorem 1.2 and Theorem 1.3. All assertions of the former have already been proven above.

**Proof of Theorem 1.2.** That the solution \((n,c,u)\) constructed in Theorem 1.1 becomes eventually smooth in the sense of Theorem 1.2 has been shown in Lemma 4.6 and that (1.6) holds has been asserted in Lemma 4.8.

Moreover, mainly as a byproduct of Lemma 4.1 we also obtain Theorem 1.3.

**Proof of Theorem 1.3.** The existence of local classical solutions to (1.1) can be seen as in Lemma 3.3. Noting that the constants \( K,L,M \) and \( \eta_0 \) given by Lemma 4.1 only depend on the initial data due to dependence on \( \int_\Omega n_0 \) and \( \| c_0 \|_{L^\infty(\Omega)} \) (cf. (4.9), (4.12) and (4.14)), we may choose \( \eta \) (depending on \( m_0 \)) sufficiently small so that a version of Lemma 4.1 for \( \epsilon = 0 \) becomes applicable and yields boundedness of the functional defined in (3.1) for all \( t \geq 0 \). A bootstrap argument as in Lemma 4.6 then shows that maximal classical solutions with initial data fulfilling the conditions of Theorem 1.3 are locally bounded in \((C^2(\overline{\Omega}))^{1+1+2}\) and hence exist globally in time.
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