The variational 1-capacity and BV functions with zero boundary values on metric spaces

Panu Lahti
August 31, 2017

Abstract
In the setting of a metric space that is equipped with a doubling measure and supports a Poincaré inequality, we define and study a class of BV functions with zero boundary values. In particular, we show that the class is the closure of compactly supported BV functions in the BV norm. Utilizing this theory, we then study the variational 1-capacity and its Lipschitz and BV analogs. We show that each of these is an outer capacity, and that the different capacities are equal for certain sets.

1 Introduction
Spaces of Sobolev functions with zero boundary values are essential in specifying boundary values in various Dirichlet problems. This is true also in the setting of a metric measure space \((X, d, \mu)\), where \(\mu\) is a doubling Radon measure and the space supports a Poincaré inequality; see Section 2 for definitions and notation. In this setting, given an open set \(\Omega \subset X\), the space of Newton-Sobolev functions with zero boundary values is defined for \(1 \leq p < \infty\) by

\[
N_0^{1,p}(\Omega) := \{u|_{\Omega} : u \in N^{1,p}(X) \text{ with } u = 0 \text{ on } X \setminus \Omega\}.
\]
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Dirichlet problems for minimizers of the $p$-energy, and Newton-Sobolev functions with zero boundary values have been studied in the metric setting in [6, 10, 11, 41].

In the case $p = 1$, instead of the $p$-energy it is natural to minimize the total variation of a function. Local minimizers of the total variation are called functions of least gradient, see e.g. [12, 21, 36, 43, 45]. To study these, or alternatively solutions to Dirichlet problems that minimize the total variation globally, we need a class of functions of bounded variation (BV functions) with zero boundary values. Such a notion has been considered in the Euclidean setting in e.g. [4] and in the metric setting in [19, 29, 34]. However, unlike in the case $p > 1$, for BV functions there seem to be several natural ways to define the notion of zero boundary values, depending for example on whether one considers local or global minimizers. In this paper we define the class $\text{BV}_0(\Omega)$ in a way that mimics the definition of the classes $N^{1,p}_0(\Omega)$ as closely as possible; we expect such a definition to be useful when extending results of fine potential theory from the case $p > 1$ to the case $p = 1$, see Remark 3.13. Then we show that various properties that are known to hold for $N^{1,p}_0(\Omega)$ hold also for $\text{BV}_0(\Omega)$.

Classically, the space of Sobolev functions with zero boundary values is usually defined as the closure of $C^\infty_0(\Omega)$ in the Sobolev norm. In the metric setting, it can be shown that the space $N^{1,p}_0(\Omega)$ is the closure of the space of Lipschitz functions with compact support in $\Omega$, see [41, Theorem 4.8] or [5, Theorem 5.46]. In this paper we show that the class $\text{BV}_0(\Omega)$ is, analogously, the closure of BV functions with compact support in $\Omega$. This is Theorem 3.16.

Newton-Sobolev classes with zero boundary values are needed in defining the variational capacity $\text{cap}_{p}(A, \Omega)$, which is an essential concept in nonlinear potential theory, see e.g. the monographs [24, 35] for the Euclidean case and [5] for the metric setting. The properties of the variational capacity $\text{cap}_{p}(A, D)$, also for nonopen $D$, have been studied systematically in the metric setting in [7]. In this paper, we extend some of these results from the case $1 < p < \infty$ to the case $p = 1$. In particular, in Theorem 4.6 we show that the variational 1-capacity $\text{cap}_1$ is an outer capacity.

Moreover, the BV analog of the variational 1-capacity, denoted by $\text{cap}_{\text{BV}}$, has been studied in the metric setting in [22, 29]. Again, there are several different possible definitions available, depending on the definition of the class of BV functions with zero boundary values, and usually the BV-capacity is defined in a way that automatically makes it an outer capacity. In this paper
we instead give a definition that is closely analogous to the definition of \( \text{cap}_{1} \). Then we show, in Theorem 4.13, that \( \text{cap}_{\text{BV}} \) is in fact an outer capacity. Moreover, we show that when \( K \) is a compact subset of an open set \( \Omega \), \( \text{cap}_{\text{BV}}(K, \Omega) \) is equal to the Lipschitz version of the 1-capacity \( \text{cap}_{\text{lip}}(K, \Omega) \). This is Theorem 4.22.

In the literature, proving that compactly supported Lipschitz functions are dense in \( N_{0}^{1,p}(\Omega) \), as well as proving that \( \text{cap}_{p} \) is an outer capacity, relies on the quasicontinuity of Newton-Sobolev functions, see [9]. In this paper, our main tool is a partially analogous quasi-semicontinuity property of BV functions proved in [33] in the metric setting, and previously in [13, Theorem 2.5] in the Euclidean setting.

## 2 Definitions and notation

In this section we introduce the notation, definitions, and assumptions used in the paper.

Throughout this paper, \((X, d, \mu)\) is a complete metric space that is equipped with a doubling Borel regular outer measure \( \mu \) and satisfies a Poincaré inequality defined below. The doubling condition means that there is a constant \( C_{d} \geq 1 \) such that

\[
0 < \mu(B(x,2r)) \leq C_{d}\mu(B(x,r)) < \infty
\]

for every ball \( B = B(x,r) \) with center \( x \in X \) and radius \( r > 0 \). By iterating the doubling condition, we obtain that for any \( x \in X \) and \( y \in B(x,R) \) with \( 0 < r \leq R < \infty \), we have

\[
\frac{\mu(B(y,r))}{\mu(B(x,R))} \geq \frac{1}{C_{d}^{Q}} \left( \frac{r}{R} \right)^{Q}, \tag{2.1}
\]

where \( Q > 1 \) only depends on the doubling constant \( C_{d} \). When we want to state that a constant \( C \) depends on the parameters \( a, b, \ldots \), we write \( C = C(a, b, \ldots) \). When a property holds outside a set of \( \mu \)-measure zero, we say that it holds almost everywhere, abbreviated a.e.

All functions defined on \( X \) or its subsets will take values in \([-\infty, \infty]\). Since \( X \) is complete and equipped with a doubling measure, it is proper, meaning that closed and bounded sets are compact. Since \( X \) is proper, given an open set \( \Omega \subset X \) we define \( \text{Lip}_{\text{loc}}(\Omega) \) to be the space of functions that are
in the Lipschitz class Lip(Ω′) for every open set Ω′ whose closure is a compact subset of Ω. Other local spaces of functions are defined analogously.

The measure-theoretic boundary ∂∗E of a set E ⊂ X is the set of points x ∈ X at which both E and its complement have strictly positive upper density, i.e.

\[
\limsup_{r \to 0} \frac{\mu(B(x, r) \cap E)}{\mu(B(x, r))} > 0 \quad \text{and} \quad \limsup_{r \to 0} \frac{\mu(B(x, r) \setminus E)}{\mu(B(x, r))} > 0. \tag{2.2}
\]

For any A ⊂ X and 0 < R < ∞, the restricted spherical Hausdorff content of codimension one is defined by

\[
\mathcal{H}_R(A) := \inf \left\{ \sum_{i=1}^{\infty} \frac{\mu(B(x_i, r_i))}{r_i} : A \subset \bigcup_{i=1}^{\infty} B(x_i, r_i), r_i \leq R \right\}.
\]

The codimension one Hausdorff measure of A ⊂ X is then defined by

\[
\mathcal{H}(A) := \lim_{R \to 0} \mathcal{H}_R(A).
\]

By a curve we mean a nonconstant rectifiable continuous mapping from a compact interval into X. We say that a nonnegative Borel function g on X is an upper gradient of a function u on X if for every curve γ, we have

\[
|u(x) - u(y)| \leq \int_{\gamma} g \, ds, \tag{2.3}
\]

where x and y are the end points of γ, and the curve integral is defined by using an arc-length parametrization, see [25, Section 2] where upper gradients were originally introduced. We interpret |u(x) - u(y)| = ∞ whenever at least one of |u(x)|, |u(y)| is infinite.

In the following, let 1 ≤ p < ∞ (later we will almost exclusively consider the case p = 1). We say that a family Γ of curves is of zero p-modulus if there is a nonnegative Borel function ρ ∈ Lp(X) such that for all curves γ ∈ Γ, the curve integral \( \int_{\gamma} \rho \, ds \) is infinite. A property is said to hold for p-almost every curve if it fails only for a curve family with zero p-modulus. If g is a nonnegative μ-measurable function on X and (2.3) holds for p-almost every curve, we say that g is a p-weak upper gradient of u. By only considering curves γ in a set A ⊂ X, we can talk about a function g being a (p-weak) upper gradient of u in A.
Given a $\mu$-measurable set $D \subset X$, we define
\[ \|u\|_{N^{1,p}(D)} := \left( \int_D |u|^p \, d\mu + \inf \int_D g^p \, d\mu \right)^{1/p}, \]
where the infimum is taken over all $p$-weak upper gradients $g$ of $u$ in $D$. The substitute for the Sobolev space $W^{1,p}$ in the metric setting is the Newton-Sobolev space
\[ N^{1,p}(D) := \{ u : \|u\|_{N^{1,p}(D)} < \infty \}, \]
which was introduced in [12]. We understand a Newton-Sobolev function to be defined at every $x \in D$ (even though $\| \cdot \|_{N^{1,p}(D)}$ is then only a seminorm). For any $D \subset X$, the space of Newton-Sobolev functions with zero boundary values is defined as
\[ N^{1,p}_0(D) := \{ u_D : u \in N^{1,p}(X) \text{ and } u = 0 \text{ on } X \setminus D \}. \]
The space is a subspace of $N^{1,p}(D)$ when $D$ is $\mu$-measurable, and it can always be understood to be a subspace of $N^{1,p}(X)$.

It is known that for any $u \in N^{1,p}_{loc}(X)$, there exists a minimal $p$-weak upper gradient of $u$, always denoted by $g_u$, satisfying $g_u \leq g$ a.e. for any $p$-weak upper gradient $g \in L^p_{loc}(X)$ of $u$, see [5, Theorem 2.25].

The $p$-capacity of a set $A \subset X$ is given by
\[ \text{Cap}_p(A) := \inf \|u\|^p_{N^{1,p}(X)}, \]
where the infimum is taken over all functions $u \in N^{1,p}(X)$ such that $u \geq 1$ on $A$. By truncation we see that we can additionally require $0 \leq u \leq 1$. We know that $\text{Cap}_p$ is an outer capacity, meaning that
\[ \text{Cap}_p(A) = \inf \{ \text{Cap}_p(U) : U \supset A \text{ is open} \}, \]
for any $A \subset X$, see [5, Theorem 5.31]. If a property holds outside a set $A \subset X$ with $\text{Cap}_p(A) = 0$, we say that it holds $p$-quasieverywhere, or $p$-q.e. If $u \in N^{1,p}(X)$, then
\[ \|u - v\|_{N^{1,p}(X)} = 0 \quad \text{if and only if} \quad u = v \ p\text{-q.e.}, \quad (2.4) \]
see [5, Proposition 1.61]. Thus in the definition of $N^{1,p}_0(D)$, we can equivalently require that $u = 0 \ p\text{-q.e.}$ on $X \setminus D$. The variational $p$-capacity of a set $A \subset D$ with respect to a set $D \subset X$ is
\[ \text{cap}_p(A, D) := \inf \int_X g_u^p \, d\mu, \quad (2.5) \]
where the infimum is taken over functions \( u \in N_0^{1,p}(D) \) such that \( u \geq 1 \) on \( A \) (equivalently, \( p\)-q.e. on \( A \)). For basic properties satisfied by the \( p \)-capacity and the variational \( p \)-capacity, such as monotonicity and countable subadditivity, see [5,7].

Next we recall the definition and basic properties of functions of bounded variation on metric spaces, essentially following [39]. See also e.g. [2,14,15,17,44] for the classical theory in the Euclidean setting. Let \( \Omega \subset X \) be an open set. For \( u \in L^1_{\text{loc}}(\Omega) \), we define the total variation of \( u \) in \( \Omega \) by

\[
\|Du\|(\Omega) := \inf \left\{ \liminf_{i \to \infty} \int_{\Omega} g_{u_i} \, d\mu : u_i \in \text{Lip}_{\text{loc}}(\Omega), u_i \to u \text{ in } L^1_{\text{loc}}(\Omega) \right\},
\]

where each \( g_{u_i} \) is the minimal 1-weak upper gradient of \( u_i \) in \( \Omega \). Note that in [39], local Lipschitz constants were used instead of upper gradients, but the properties of the total variation can be proved similarly with either definition. We say that \( u \in L^1(\Omega) \) is a function of bounded variation, and denote \( u \in \text{BV}(\Omega) \), if \( \|Du\|(\Omega) < \infty \). For an arbitrary set \( A \subset X \), we define

\[
\|Du\|(A) := \inf \{ \|Du\|(U) : A \subset U, U \subset X \text{ is open} \}.
\]

If \( \|Du\|(\Omega) < \infty \), then \( \|Du\| (\cdot) \) is a finite Radon measure on \( \Omega \) by [39, Theorem 3.4]. A \( \mu \)-measurable set \( E \subset X \) is said to be of finite perimeter if \( \|D\chi_E\|(X) < \infty \), where \( \chi_E \) is the characteristic function of \( E \). The perimeter of \( E \) in \( \Omega \) is also denoted by

\[
P(E, \Omega) := \|D\chi_E\|(\Omega).
\]

The BV norm is defined by

\[
\|u\|_{\text{BV}(\Omega)} := \|u\|_{L^1(\Omega)} + \|Du\|(\Omega).
\]

The BV-capacity of a set \( A \subset X \) is defined by

\[
\text{Cap}_{\text{BV}}(A) := \inf \|u\|_{\text{BV}(X)},
\]

where the infimum is taken over all \( u \in \text{BV}(X) \) with \( u \geq 1 \) in a neighborhood of \( A \).

The following coarea formula is given in [39, Proposition 4.2]: if \( \Omega \subset X \) is an open set and \( u \in L^1_{\text{loc}}(\Omega) \), then

\[
\|Du\|(\Omega) = \int_{-\infty}^{\infty} P(\{u > t\}, \Omega) \, dt.
\]
If $\|Du\|(\Omega) < \infty$, the above holds with $\Omega$ replaced by any Borel set $A \subset \Omega$.

We will assume throughout the paper that $X$ supports a $(1,1)$-Poincaré inequality, meaning that there exist constants $C_P \geq 1$ and $\lambda \geq 1$ such that for every ball $B(x,r)$, every locally integrable function $u$ on $X$, and every upper gradient $g$ of $u$, we have

$$\int_{B(x,r)} |u - u_{B(x,r)}| \, d\mu \leq C_P r \int_{B(x,\lambda r)} g \, d\mu,$$

where

$$u_{B(x,r)} := \int_{B(x,r)} u \, d\mu := \frac{1}{\mu(B(x,r))} \int_{B(x,r)} u \, d\mu.$$

The $(1,1)$-Poincaré inequality implies the so-called Sobolev-Poincaré inequality, see e.g. [5, Theorem 4.21], and by applying the latter to approximating locally Lipschitz functions in the definition of the total variation, we get the following Sobolev-Poincaré inequality for BV functions. For every ball $B(x,r)$ and every $u \in L^1_{\text{loc}}(X)$, we have

$$\left( \int_{B(x,r)} |u - u_{B(x,r)}|^{Q/(Q-1)} \, d\mu \right)^{Q/(Q-1)} \leq C_{SP} \frac{\|Du\|(B(x,2\lambda r))}{\mu(B(x,2\lambda r))},$$

where $Q > 1$ is the exponent from (2.1) and $C_{SP} = C_{SP}(C_d, C_P, \lambda) \geq 1$ is a constant.

Given an open set $\Omega \subset X$ and a $\mu$-measurable set $E \subset X$ with $P(E, \Omega) < \infty$, for any $A \subset \Omega$ we have

$$\alpha \mathcal{H}(\partial^* E \cap A) \leq P(E, A) \leq C_d \mathcal{H}(\partial^* E \cap A),$$

where $\alpha = \alpha(C_d, C_P, \lambda) > 0$, see [1, Theorem 5.3] and [3, Theorem 4.6].

The lower and upper approximate limits of a function $u$ on $X$ are defined respectively by

$$u^\wedge(x) := \sup \left\{ t \in \mathbb{R} : \lim_{r \to 0} \frac{\mu(\{u < t\} \cap B(x,r))}{\mu(B(x,r))} = 0 \right\}$$

and

$$u^\vee(x) := \inf \left\{ t \in \mathbb{R} : \lim_{r \to 0} \frac{\mu(\{u > t\} \cap B(x,r))}{\mu(B(x,r))} = 0 \right\}.$$

It is straightforward to show that $u^\wedge$ and $u^\vee$ are Borel functions.
We understand BV functions to be $\mu$-equivalence classes. For example, in the coarea formula (2.6), each $\{u > t\}$ is precisely speaking not a set but a $\mu$-equivalence class of sets. On the other hand, the pointwise representatives $u^\wedge$ and $u^\vee$ are defined at every point. From Lebesgue’s differentiation theorem (see e.g. [23, Chapter 1]) it follows that $u^\wedge = u^\vee = u$ a.e.

3 BV functions with zero boundary values

In this section we define and study a class of BV functions with zero boundary values.

First we gather some results that we will need. The following result is well known and proved for sets of finite perimeter in [39], but we recite the proof of the more general case here.

Lemma 3.1. Let $\Omega \subset X$ be an open set and let $u, v \in L^1_{\text{loc}}(\Omega)$. Then

$$
\| D \min\{u, v\}\|(\Omega) + \| D \max\{u, v\}\|(\Omega) \leq \| Du\|(\Omega) + \| Dv\|(\Omega).
$$

Proof. We can assume that the right-hand side is finite. Take sequences of functions $(u_i), (v_i) \subset \text{Lip}_{\text{loc}}(\Omega)$ such that $u_i \rightarrow u$ and $v_i \rightarrow v$ in $L^1_{\text{loc}}(\Omega)$, and

$$
\lim_{i \rightarrow \infty} \int_{\Omega} g_{u_i} \, d\mu = \| Du\|(\Omega) \quad \text{and} \quad \lim_{i \rightarrow \infty} \int_{\Omega} g_{v_i} \, d\mu = \| Dv\|(\Omega).
$$

By [5, Corollary 2.20], we have

$$
g_{\min\{u_i, v_i\}} = g_{u_i} \chi_{\{u_i \leq v_i\}} + g_{v_i} \chi_{\{u_i > v_i\}}, \quad g_{\max\{u_i, v_i\}} = g_{u_i} \chi_{\{u_i > v_i\}} + g_{v_i} \chi_{\{u_i \leq v_i\}}
$$
in $\Omega$. Since also $\min\{u_i, v_i\} \rightarrow \min\{u, v\}$ and $\max\{u_i, v_i\} \rightarrow \max\{u, v\}$ in $L^1_{\text{loc}}(\Omega)$, we get

$$
\| D \min\{u, v\}\|(\Omega) + \| D \max\{u, v\}\|(\Omega)
\leq \liminf_{i \rightarrow \infty} \int_{\Omega} g_{\min\{u_i, v_i\}} \, d\mu + \liminf_{i \rightarrow \infty} \int_{\Omega} g_{\max\{u_i, v_i\}} \, d\mu
\leq \liminf_{i \rightarrow \infty} \left( \int_{\Omega} g_{u_i} \, d\mu + \int_{\Omega} g_{v_i} \, d\mu \right)
= \| Du\|(\Omega) + \| Dv\|(\Omega).
$$

\[ \square \]
Moreover, for any $u, v \in L^1_{\text{loc}}(\Omega)$, it is straightforward to show that
\[
\|D(u + v)\|(\Omega) \leq \|Du\|(\Omega) + \|Dv\|(\Omega).
\] (3.2)

Since Lipschitz functions are dense in $N^{1,1}(X)$, see [5, Theorem 5.1], it follows that
\[
N^{1,1}(X) \subset \text{BV}(X) \quad \text{with} \quad \|Du\|(X) \leq \int_X g_u \, d\mu \quad \text{for every } u \in N^{1,1}(X).
\] (3.3)

Recall that we interpret Newton-Sobolev functions to be pointwise defined, whereas BV functions are $\mu$-equivalence classes, but nonetheless the inclusion $N^{1,1}(X) \subset \text{BV}(X)$ has a natural interpretation.

The BV-capacity is often convenient due to the following property not satisfied by the 1-capacity: if $A_1 \subset A_2 \subset \ldots \subset X$, then
\[
\text{Cap}_{\text{BV}}\left(\bigcup_{j=1}^{\infty} A_j\right) = \lim_{j \to \infty} \text{Cap}_{\text{BV}}(A_j),
\] (3.4)
see [18, Theorem 3.4]. On the other hand, by [18, Theorem 4.3] we know that for some constant $C(C_d, C_P, \lambda) \geq 1$ and any $A \subset X$, we have
\[
\text{Cap}_{\text{BV}}(A) \leq \text{Cap}_1(A) \leq C \text{Cap}_{\text{BV}}(A).
\] (3.5)

By [18, Theorem 4.3, Theorem 5.1] we know that for $A \subset X$,
\[
\text{Cap}_1(A) = 0 \quad \text{if and only if} \quad \mathcal{H}(A) = 0.
\] (3.6)

The following lemma states that a sequence converging in the BV norm has a subsequence converging pointwise $\mathcal{H}$-almost everywhere.

**Lemma 3.7.** Let $u_i, u \in \text{BV}(X)$ with $u_i \to u$ in $\text{BV}(X)$. By passing to a subsequence (not relabeled), we have $u_i^\wedge \to u^\wedge$ and $u_i^\vee \to u^\vee$ $\mathcal{H}$-a.e.

**Proof.** By [33, Lemma 4.2], for every $\varepsilon > 0$ there exists $G \subset X$ with $\text{Cap}_1(G) < \varepsilon$ such that by passing to a subsequence, if necessary (not relabeled), $u_i^\wedge \to u^\wedge$ and $u_i^\vee \to u^\vee$ uniformly in $X \setminus G$. From this it easily follows that we find a subsequence (not relabeled) such that $u_i^\wedge \to u^\wedge$ and $u_i^\vee \to u^\vee$ 1-q.e., and then (3.6) completes the proof.

It is a well-known fact that Newton-Sobolev functions are quasicontinuous; for a proof see [9, Theorem 1.1] or [5, Theorem 5.29].
**Theorem 3.8.** Let $1 \leq p < \infty$, let $u \in N^{1,p}(X)$, and let $\varepsilon > 0$. Then there exists an open set $G \subset X$ with $\text{Cap}_p(G) < \varepsilon$ such that $u|_{X \setminus G}$ is real-valued continuous.

In this paper we will rely heavily on the fact that BV functions have the following quasi-semicontinuity property, which was first proved in the Euclidean setting in [13, Theorem 2.5]. Since we understand BV functions to be $\mu$-equivalence classes, we need to consider the representatives $u^\land$ and $u^\lor$ when studying continuity properties.

**Proposition 3.9.** Let $u \in \text{BV}(X)$ and let $\varepsilon > 0$. Then there exists an open set $G \subset X$ with $\text{Cap}_1(G) < \varepsilon$ such that $u^\land|_{X \setminus G}$ is real-valued lower semicontinuous and $u^\lor|_{X \setminus G}$ is real-valued upper semicontinuous.

**Proof.** This follows from [33, Theorem 1.1].

The following fact clarifies the relationship between the different pointwise representatives.

**Proposition 3.10.** Let $u \in N^{1,1}(X)$. Then $u = u^\land = u^\lor \; \mathcal{H}$-a.e.

**Proof.** We know that $u$ has Lebesgue points $1$-q.e., that is,

$$\lim_{r \to 0} \int_{B(x,r)} |u - u(x)| \, d\mu = 0$$

for $1$-q.e. $x \in X$, see [26, Theorem 4.1, Remark 4.2] (note that in [26] it is assumed that $\mu(X) = \infty$, but this assumption can be avoided by using [40, Lemma 3.1] instead of [26, Theorem 3.1] in the proof of the Lebesgue point theorem). It follows that $u(x) = u^\land(x) = u^\lor(x)$ for such $x$, and then (3.6) completes the proof.

Now we turn our attention to defining the class of BV functions with zero boundary values. We recall that the Newton-Sobolev class with zero boundary values $N_0^{1,1}(D)$ consists of the restrictions to $D$ of those functions $u \in N^{1,1}(X)$ with $u = 0$ $1$-q.e. on $X \setminus D$, or equivalently $\mathcal{H}$-a.e. on $X \setminus D$. When dealing with BV functions, we need to consider both representatives $u^\land$ and $u^\lor$, and thus we give the following definition.

**Definition 3.11.** Let $D \subset X$. We let

$$\text{BV}_0(D) := \{ u|_D : u \in \text{BV}(X), \; u^\land(x) = u^\lor(x) = 0 \; \text{for} \; \mathcal{H}\text{-a.e.} \; x \in X \setminus D \}.$$
Since $\text{BV}(X)$ consists of $\mu$-equivalence classes of functions on $X$, $\text{BV}_0(D)$ consists of $\mu$-equivalence classes of functions on $D$. For an open set $\Omega \subset X$, the class $\text{BV}_0(\Omega)$ is a subclass of $\text{BV}(\Omega)$ (note that we have defined the class $\text{BV}(\Omega)$ only for open $\Omega \subset X$). If $u \in \text{BV}_0(D)$ and $u = v|_D = w|_D$ for $v, w \in \text{BV}(X)$ with $v^\wedge = v^\vee = w^\wedge = w^\vee = 0$ $\mathcal{H}$-a.e. on $X \setminus D$, then by Lebesgue’s differentiation theorem, necessarily $v = 0 = w$ $\mu$-a.e. on $X \setminus D$, and so $v$ and $w$ are the same BV function. Thus for any $D \subset X$, the class $\text{BV}_0(D)$ can also be understood to be a subclass of $\text{BV}(X)$. Most of the time we will in fact, without further notice, understand functions in $\text{BV}_0(D)$ to be defined on the whole space.

Note that for $u \in N^{1,1}(X)$, requiring that $u = 0$ 1-q.e. on $X \setminus D$ is equivalent to requiring that $u^\wedge = u^\vee = 0$ $\mathcal{H}$-a.e. on $X \setminus D$, due to (3.6) and Proposition 3.10. Thus our definition of $\text{BV}_0(D)$ is a close analog of the definition of $N^{1,1}_0(D)$. In fact, since $N^{1,1}(X) \subset \text{BV}(X)$ (recall (3.3)), we always have

$$N^{1,1}_0(D) \subset \text{BV}_0(D).$$

(3.12)

Remark 3.13. Other definitions of $\text{BV}_0(\Omega)$ have been given in previous works, always for open $\Omega \subset X$. In [19] the class was defined by requiring that $u = 0$ on $X \setminus \Omega$ (that is, $u = 0$ $\mu$-a.e. on $X \setminus \Omega$). This definition is convenient when solving Dirichlet problems, because the condition persists under $L^1$-limits.

By contrast, when considering functions of least gradient, i.e. local minimizers of the total variation in an open set $\Omega$, it is natural to consider test functions $\varphi \in \text{BV}(\Omega)$ satisfying

$$\lim_{r \to 0} \int_{B(x,r) \cap \Omega} |\varphi| \, d\mu = 0 \quad \text{for } \mathcal{H}\text{-a.e } x \in \partial \Omega$$

or

$$\lim_{r \to 0} \frac{1}{\mu(B(x,r))} \int_{B(x,r) \cap \Omega} |\varphi| \, d\mu = 0 \quad \text{for } \mathcal{H}\text{-a.e } x \in \partial \Omega,$$

see [29, Section 9]. The latter condition is very close to that of Definition 3.11 but here we are not assuming the function $\varphi$ to be in the class $\text{BV}(X)$, only in $\text{BV}(\Omega)$.

For $1 < p < \infty$, there seems to be no ambiguity in how the class of Newton-Sobolev functions with zero boundary values ought to be defined, because the class $N_0^{1,p}(D)$ is closed under $L^p$-limits of sequences that are bounded in the $\| \cdot \|_{N^{1,p}(X)}$-norm (up to a choice of $\mu$-representative), which
is what one needs in the calculus of variations. Our current definition of $BV_0(D)$ does not have the same property, but it is motivated by the fact that it is otherwise a close analog of the definition of $N_0^{1,p}(D)$. In the case $p > 1$, it is fruitful to consider the class $N_0^{1,p}(D)$ for finely open sets $D$, e.g. when constructing $p$-strict subsets with the help of a Cartan property, see [8, Lemma 3.3]. We expect the class $BV_0(D)$ to be similarly useful when extending these concepts to the case $p = 1$ in future work, see [30, 31, 32] for results so far.

**Proposition 3.14.** Let $D \subset X$ and let $u \in BV_0(D)$. Then $\|Du\|(X \setminus D) = 0$.

**Proof.** Let $x \in X \setminus D$ with $u^\wedge(x) = u^\vee(x) = 0$. It follows in a straightforward manner from the definitions that $x \notin \partial^* \{u > t\}$ for all $t \neq 0$; recall the definition of the measure-theoretic boundary from (2.2). By combining the coarea formula (2.6) and (2.8), it is easy to show that $\|Du\|$ is absolutely continuous with respect to $\mathcal{H}$. By using this fact, the coarea formula in the Borel set $\{u^\wedge = 0\} \cap \{u^\vee = 0\}$, and again (2.8), we get

$$
\|Du\|(X \setminus D) \leq \|Du\|(\{u^\wedge = 0\} \cap \{u^\vee = 0\})
= \int_{-\infty}^{\infty} P(\{u > t\}, \{u^\wedge = 0\} \cap \{u^\vee = 0\}) \, dt
\leq C_d \int_{-\infty}^{\infty} \mathcal{H}(\partial^* \{u > t\} \cap \{u^\wedge = 0\} \cap \{u^\vee = 0\}) \, dt
= 0.
$$

By the above proposition, it is natural to equip the space $BV_0(D)$ with the norm $\| \cdot \|_{BV(X)}$.

It is well known that $BV(X)$ is a Banach space. The following proposition states that so is $BV_0(D)$.

**Proposition 3.15.** Let $D \subset X$. Then $BV_0(D)$ is a closed subspace of $BV(X)$.

**Proof.** It is easy to check that $BV_0(D)$ is a vector space. Consider a sequence $(u_i) \subset BV_0(D)$ with $u_i \to u$ in $BV(X)$. Then it follows from Lemma 3.7 that also $u \in BV_0(D)$. ⊠
Besides BV functions with zero boundary values, we wish to consider compactly supported BV functions. The support of a function \( u \) on \( X \) is the closed set
\[
\text{spt} \; u := \{ x \in X : \mu(B(x, r) \cap \{ u \neq 0 \}) > 0 \text{ for all } r > 0 \}.
\]
Moreover, the positive and negative parts of a function \( u \) are \( u^+ := \max\{u, 0\} \) and \( u^- := -\min\{u, 0\} \).

In the following theorem, we show that \( BV_0(D) \) is the closure of compactly supported functions in the BV norm. A similar result has been given previously in \([34, \text{Theorem 6.9}]\), but only for open \( D \subset X \), and with additional assumptions either on the space or on the boundary of \( D \).

**Theorem 3.16.** Let \( D \subset X \) and let \( u \in BV(X) \). Then the following are equivalent:

1. \( u \in BV_0(D) \).

2. There exists a sequence \( (u_k) \subset BV(X) \) such that \( \text{spt} \; u_k \) is a compact subset of \( D \) for each \( k \in \mathbb{N} \), and \( u_k \to u \) in \( BV(X) \).

**Proof.**

(1) \( \implies \) (2): Fix \( x_0 \in X \) and let \( \eta_j(x) := (1 - \text{dist}(x, B(x_0, j)))_+ \), \( j \in \mathbb{N} \), so that each \( \eta_j \) is a 1-Lipschitz function with \( \eta_j = 1 \) on \( B(x_0, j) \) and \( \eta_j = 0 \) outside \( B(x_0, j + 1) \). By a suitable Leibniz rule, see \([21, \text{Lemma 3.2}]\), we have
\[
\|D(\eta_j u - u)\|(X) \leq \|Du\|(X \setminus B(x_0, j)) + \int_{X \setminus B(x_0, j)} |u| \, d\mu \to 0
\]
as \( j \to \infty \). Thus we can assume that \( u \) is compactly supported (in \( X \)). Since \( u^+ \) and \( u^- \) both belong to \( BV_0(D) \) and \( u = u^+ - u^- \), we can assume that \( u \geq 0 \). Finally, by using the coarea formula \([2.6]\) it is easy to check that \( \| \min\{u, j\} - u \|_{BV(X)} \to 0 \) as \( j \to \infty \), and so we can also assume that \( u \) is bounded.

Note that for \( \varepsilon > 0 \), by the coarea formula
\[
\|D(u - (u - \varepsilon)_+)\|(X) = \|D\min\{u, \varepsilon\}\|(X)
\]
\[
= \int_{-\infty}^{\infty} P(\min\{u, \varepsilon\} > t), X \, dt
\]
\[
= \int_0^\infty P(\{u > t\}, X) \, dt
\]
\[
\to 0 \quad \text{as } \varepsilon \to 0.
\]
Clearly also \((u - \varepsilon)_+ \to u\) in \(L^1(X)\) as \(\varepsilon \to 0\). Fix \(\varepsilon > 0\). By Proposition \(3.9\) there exist open sets \(G_j \subset X\) such that \(\text{Cap}_1(G_j) \to 0\) and \(u^\vee|_{X \setminus G_j}\) is upper semicontinuous for each \(j \in \mathbb{N}\). Since \(H(\{u^\vee > 0\} \setminus D) = 0\) and thus \(\text{Cap}_1(\{u^\vee > 0\} \setminus D) = 0\) by \(3.6\), we can assume that \(\{u^\vee > 0\} \setminus D \subset G_j\) for each \(j \in \mathbb{N}\) (recall also that \(\text{Cap}_1\) is an outer capacity). For any fixed \(j \in \mathbb{N}\), since \(\{u^\vee < \varepsilon\}\) is an open set in the subspace topology of \(X \setminus G_j\), there exists an open set \(W \subset X\) such that
\[
W \setminus G_j = \{u^\vee < \varepsilon\} \setminus G_j,
\]
and thus \(V_j := \{u^\vee < \varepsilon\} \cup G_j = W \cup G_j\) is an open set. Note that \(X \setminus D \subset V_j\), and \(X \setminus V_j\) is bounded by the fact that \(u\) has compact support in \(X\), so in conclusion \(X \setminus V_j\) is a bounded subset of \(D\) (in fact, compact).

There exist functions \(w_j \in \mathbb{N}^{1,1}(X)\) such that \(0 \leq w_j \leq 1\) on \(X\), \(w_j = 1\) on \(G_j\), and \(\|w_j\|_{\mathbb{N}^{1,1}(X)} \to 0\). Then also \(\|w_j\|_{\text{BV}(X)} \to 0\) by \(3.3\). By Proposition \(3.7\) we can extract a subsequence (not relabeled) such that \(w_j^\vee(x) \to 0\) for \(H\text{-a.e. } x \in X\). Let \(u_{\varepsilon,j} := (1 - w_j)(u - \varepsilon)_+, j \in \mathbb{N}\). Note that \(u_{\varepsilon,j} \geq 0\). Clearly \(u_{\varepsilon,j} = 0\) on \(G_j\) and on \(\{u^\vee < \varepsilon\}\). Thus \(u_{\varepsilon,j} = 0\) in the open set \(V_j\), and it follows that \(\text{spt } u_{\varepsilon,j} \subset X \setminus V_j\). Since \(X \setminus V_j\) is a bounded subset of \(D\), \(\text{spt } u_{\varepsilon,j}\) is a compact subset of \(D\), as desired.

Using the Leibniz rule for bounded BV functions, see \(27\), Proposition \(4.2\), we get for some constant \(C = C(C_d, C_P, \lambda) \geq 1\)
\[
\|D(u_{\varepsilon,j} - (u - \varepsilon)_+)\|(X) = \|D(w_j(u - \varepsilon)_+)\|(X)
\leq C \int_X (u - \varepsilon)_+^\vee d\|Dw_j\| + C \int_X w_j^\vee d\|D(u - \varepsilon)_+\|
\leq C\|u\|_{L^\infty(X)}\|Dw_j\|(X) + C \int_X w_j^\vee d\|D(u - \varepsilon)_+\|.
\]
Here the first term goes to zero since \(\|w_j\|_{\text{BV}(X)} \to 0\), and the second term goes to zero by Lebesgue’s dominated convergence theorem, since \(\|D(u - \varepsilon)_+\|\) is absolutely continuous with respect to \(H\). Clearly also
\[
u_{\varepsilon,j} \to (u - \varepsilon)_+ \quad \text{in } L^1(X) \quad \text{as } j \to \infty.
\]
Since we had \((u - \varepsilon)_+ \to u\) in \(\text{BV}(X)\) as \(\varepsilon \to 0\), by a diagonal argument we can choose numbers \(\varepsilon_k \downarrow 0\) and indices \(j_k \to \infty\) to obtain a sequence \(u_k := u_{\varepsilon_k, j_k}\) such that \(u_k \to u\) in \(\text{BV}(X)\).
(2) $\implies$ (1): Take a sequence of functions $u_k \in BV(X)$ such that $\text{spt } u_k$ are compact subsets of $D$ and $u_k \to u$ in $BV(X)$. By Lemma 3.7 and by passing to a subsequence (not relabeled), we have $u_k^\wedge(x) \to u^\wedge(x)$ and $u_k^\vee(x) \to u^\vee(x)$ for $\mathcal{H}$-a.e. $x \in X$. Since clearly $u_k^\wedge = u_k^\vee = 0$ on $X \setminus \text{spt } u_k \supset X \setminus D$, also $u^\wedge(x) = u^\vee(x) = 0$ for $\mathcal{H}$-a.e. $x \in X \setminus D$, and so $u \in BV_0(D)$. 

Remark 3.17. The proof of the implication (1) $\implies$ (2) essentially follows along the lines of the proof of an analogous result for Newton-Sobolev functions given in [5, Section 5.4], but instead of the quasicontinuity of Newton-Sobolev functions we use the quasi-semicontinuity of the representative $u^\vee$.

Lemma 3.18. Let $\Omega \subset X$ be an open set and let $u \in BV(\Omega)$ such that $\text{spt } u$ is a compact subset of $\Omega$. Then there exists a sequence $(u_i) \subset Lip_c(\Omega)$ such that $u_i \to u$ in $L^1(\Omega)$ and

$$\|Du\|(\Omega) = \lim_{i \to \infty} \int_{\Omega} g_{u_i} \, d\mu,$$

where each $g_{u_i}$ is the minimal 1-weak upper gradient of $u_i$ in $\Omega$. It follows that $u \in BV_0(\Omega)$, and then the above holds also with $\Omega$ replaced by $X$.

Proof. The first claim is proved in [22, Lemma 2.6]. To prove the second claim, denote by $u, u_i$ also the zero extensions of these functions. Note that the minimal 1-weak upper gradient $g_{u_i}$ (now as a function defined on $X$) is clearly the zero extension of $g_{u_i}$ (as a function defined only on $\Omega$), and so we have

$$\|Du\|(X) \leq \liminf_{i \to \infty} \int_X g_{u_i} \, d\mu = \liminf_{i \to \infty} \int_{\Omega} g_{u_i} \, d\mu = \|Du\|(\Omega).$$

Thus $u \in BV(X)$ and then clearly $u \in BV_0(\Omega)$. 

Suppose $(u_i) \subset Lip_{\text{loc}}(X)$ with $u_i \to u$ in $BV(X)$. Then $(u_i)$ is a Cauchy sequence in $BV(X)$, and by [20, Remark 4.7], $(u_i)$ is a Cauchy sequence also in $N^{1,1}(X)$. Since $N^{1,1}(X)/\sim$ is a Banach space with the equivalence relation $u \sim v$ if $\|u - v\|_{N^{1,1}(X)} = 0$, see [5, Theorem 1.71], we conclude that $u \in N^{1,1}(X)$. Thus, for an open set $\Omega \subset X$, $Lip_c(\Omega)$ cannot be dense in $BV_0(\Omega) \supset N^{1,1}_0(\Omega)$. On the other hand, compactly supported Lipschitz functions are dense in $BV_0(\Omega)$ in the following weak sense.
Proposition 3.19. Let \( \Omega \subset X \) be an open set and let \( u \in BV_0(\Omega) \). Then there exists a sequence \((u_i) \subset Lip_c(\Omega)\) with \( u_i \to u \) in \( L^1(X) \) (with the understanding that the functions \( u_i \) are extended outside \( \Omega \) by zero) and

\[
\int_X g_{u_i} \, d\mu \to \|Du\|(X) \quad \text{as } i \to \infty.
\]

Proof. By Theorem 3.16 we find a sequence \((v_i) \subset BV(X)\) of functions with compact support in \( \Omega \) and \( \|v_i - u\|_{BV(X)} < 1/i \) for each \( i \in \mathbb{N} \). Then by Lemma 3.18 for each \( i \in \mathbb{N} \) we find \( u_i \in Lip_c(\Omega) \) with \( \|u_i - v_i\|_{L^1(X)} < 1/i \) and

\[
\left| \int_X g_{u_i} \, d\mu - \|Dv_i\|(X) \right| < 1/i.
\]

We conclude that \( \|u_i - u\|_{L^1(X)} < 2/i \) and

\[
\left| \int_X g_{u_i} \, d\mu - \|Du\|(X) \right| < 2/i.
\]

\( \square \)

Now we can also show the following result, the analog of which is well known for Newton-Sobolev functions, see [5, Lemma 2.37].

Proposition 3.20. Let \( \Omega \subset X \) be an open set and let \( u \in BV(\Omega) \) and \( v, w \in BV_0(\Omega) \) such that \( v \leq u \leq w \) in \( \Omega \). Then \( u \in BV_0(\Omega) \).

Proof. By subtracting \( v \) from all terms and observing that \( u \in BV_0(\Omega) \) if and only if \( u - v \in BV_0(\Omega) \), we can assume that \( v \equiv 0 \). Denote the zero extension of \( u \) outside \( \Omega \) by \( u_0 \). By Theorem 3.16 we find a sequence of nonnegative functions \((w_k) \subset BV(X)\) compactly supported in \( \Omega \) with \( w_k \to w \) in \( BV(X) \) (the nonnegativity actually follows from the proof, or alternatively by truncation). Then \( \varphi_k := \min\{w_k, u_0\} \in BV(\Omega) \) by Lemma 3.1 and \( \varphi_k \in BV(X) \) by Lemma 3.18 for each \( k \in \mathbb{N} \). Moreover, \( \varphi_k \to u_0 \) in \( L^1(X) \), and since each \( \varphi_k \) has compact support in \( \Omega \),

\[
\liminf_{k \to \infty} \|D\varphi_k\|(X) = \liminf_{k \to \infty} \|D\varphi_k\|(\Omega)
\]

\[
\leq \liminf_{k \to \infty} \|Dw_k\|(\Omega) + \|Du_0\|(\Omega) \quad \text{by Lemma 3.1}
\]

\[
= \|Dw\|(\Omega) + \|Du\|(\Omega).
\]
Thus by the lower semicontinuity of the total variation with respect to $L^1$-convergence, $u_0 \in BV(X)$. Moreover, $u_0^\vee(x) \leq w^\vee(x) = 0$ for $\mathcal{H}$-a.e. $x \in X \setminus \Omega$, and obviously $u_0^\wedge(x) \geq 0$ for all $x \in X \setminus \Omega$, guaranteeing that $u_0^\wedge = u_0^\vee = 0$ $\mathcal{H}$-a.e. in $X \setminus \Omega$.

4 The variational 1-capacity

In this section we study the variational (Newton-Sobolev) 1-capacity and its Lipschitz and BV analogs. Utilizing the results of the previous section, we show that each of these is an outer capacity, and that the capacities are equal for certain sets.

**Definition 4.1.** Let $A \subset D \subset X$ be arbitrary sets. We define the variational (Newton-Sobolev) 1-capacity by

$$\text{cap}_1(A, D) := \inf \int_X g_u d\mu,$$

where the infimum is taken over functions $u \in N_0^{1,1}(D)$ such that $u \geq 1$ on $A$.

We define the variational Lipschitz 1-capacity by

$$\text{cap}_{\text{lip}}(A, D) := \inf \int_X g_u d\mu,$$

where the infimum is taken over functions $u \in N_0^{1,1}(D) \cap \text{Lip}_{\text{loc}}(X)$ such that $u \geq 1$ on $A$.

Finally, we define the variational BV-capacity by

$$\text{cap}_{\text{BV}}(A, D) := \inf \|Du\|(X),$$

where the infimum is taken over functions $u \in BV_0(D)$ such that $u^\wedge \geq 1$ $\mathcal{H}$-almost everywhere on $A$.

In each case, we say that the functions $u$ over which we take the infimum are admissible (test) functions for the capacity in question.

Again, $g_u$ always denotes the minimal 1-weak upper gradient of $u$. Recall that we understand Newton-Sobolev functions to be defined at every point, but in the definition of $\text{cap}_1(A, D)$ we can equivalently require $u \geq 1$ 1-q.e.
on $A$, by (2.4). On the other hand, perturbing the representatives $u^\wedge$ and $u^\vee$ even at a single point requires perturbing the function $u$ in a set of positive $\mu$-measure. In each definition, we see by truncation that it is enough to consider test functions $0 \leq u \leq 1$, and then the conditions $u \geq 1$ and $u^\wedge \geq 1$ are replaced by $u = 1$ and $u^\wedge = 1$, respectively.

Our definition of $\text{cap}_1$ is the same as the one given in [7], where the variational $p$-capacity was studied for all $1 \leq p < \infty$. In our definition of $\text{cap}_\text{BV}$, we have then mimicked the definition of $\text{cap}_1$ as closely as possible — note that for $u \in N_0^{1,1}(D)$, requiring that $u = 1$ 1-q.e. on $A$ is equivalent to requiring that $u^\wedge = 1$ $\mathcal{H}$-a.e. on $A$, due to (3.6) and Proposition 3.10. Since $N_0^{1,1}(D) \subset \text{BV}_0(D)$ with $\|Du\|(X) \leq \int_X g u d\mu$ for every $u \in N_0^{1,1}(D)$ (recall (3.3) and (3.12)), we conclude that always $\text{cap}_\text{BV}(A, D) \leq \text{cap}_1(A, D)$. Clearly we also always have $\text{cap}_1(A, D) \leq \text{cap}_{\text{lips}}(A, D)$. In Theorem 4.22 and Example 4.25 below we investigate when equalities hold.

Also other definitions of $\text{cap}_\text{BV}$ have been given in the literature. In [22], given an open set $\Omega \subset X$ and a compact set $K \subset \Omega$, $\text{cap}_\text{BV}(K, \Omega)$ was defined by considering BV test functions that are compactly supported in $\Omega$ and take the value 1 in a neighborhood of $K$. By Theorem 4.22, this turns out to agree with our current definition of $\text{cap}_\text{BV}(K, \Omega)$. For more general sets, however, the definitions can give different results.

**Example 4.2.** Let $X = \mathbb{R}^2$ (unweighted), and let $D = [0, 1] \times [0, 1]$ and $A = \{(0,0)\}$. Since $\text{Cap}_1(A) = 0$, also $\text{cap}_1(A, D) = 0$ (as $u \equiv 0$ satisfies $u = 1$ 1-q.e. on $A$). On the other hand, if we defined $\text{cap}_\text{BV}(A, D)$ by requiring the test functions to take the value 1 in a neighborhood of $A$, as in e.g. [22, 28], then we would have $\text{cap}_\text{BV}(A, D) = \infty$, since there are no admissible functions. The same would already happen if we required that $u^\wedge = 1$ at every point in $A$, instead of $\mathcal{H}$-a.e. point. Our current definition of the variational BV-capacity has the advantage that the natural inequality $\text{cap}_\text{BV}(A, D) \leq \text{cap}_1(A, D)$ always holds. From this example we also see that it is possible to have $\text{cap}_1(A, D) < \text{cap}_{\text{lips}}(A, D)$ (the latter being $\infty$).

In [30], for an open set $\Omega \subset X$ and an arbitrary set $A \subset \Omega$, $\text{cap}_\text{BV}(A, \Omega)$ was defined otherwise similarly as here, but the condition $u \in \text{BV}_0(\Omega)$ was replaced by the condition $u = 0$ on $X \setminus \Omega$ (meaning that $u = 0$ $\mu$-a.e. on $X \setminus \Omega$). This corresponds to the different possible ways of defining the class of BV functions with zero boundary values, as discussed earlier. The advantage of the definition in [30] is that in some cases it is possible to prove
the existence of capacitary potentials, i.e. admissible functions $u$ that yield the infimum in the definition of $\text{cap}_\text{BV}$.

**Example 4.3.** Let $X = \mathbb{R}$, let

$$w(x) := \begin{cases} 
1 & \text{for } x < 0, \\
1 + x & \text{for } 0 \leq x \leq 1, \\
2 & \text{for } 1 < x,
\end{cases}$$

and let $d\mu := w \, d\mathcal{L}^1$, where $\mathcal{L}^1$ is the 1-dimensional Lebesgue measure. Let $A = (1, 2)$ and $D = (0, 3)$. Defining $u_i := \chi_{(1/i, 2)}$, we get

$$\text{cap}_\text{BV}(A, D) \leq \|Du_i\|(X) = 3 + 1/i, \quad i \in \mathbb{N}.$$  

Thus $\text{cap}_\text{BV}(A, D) \leq 3$. Conversely, let $0 \leq u \leq 1$ be an admissible function. Note that $\mathcal{H}$ is now comparable to the counting measure, and so necessarily $u^\vee(0) = 0$. Thus for some $0 < r < 1$ we have

$$\frac{\mathcal{L}^1(B(0, r) \cap \{u < 1/2\})}{\mathcal{L}^1(B(0, r))} > \frac{1}{2}.$$  

Let $(v_i) \subset \text{Lip}_{\text{loc}}(\mathbb{R})$ with $v_i \to u$ in $L^1_{\text{loc}}(\mathbb{R})$ and $\int_{\mathbb{R}} g_{v_i} \, d\mu \to \|Du\|(\mathbb{R})$. By passing to a subsequence (not relabeled) we have $v_i(x) \to u(x)$ for a.e. $x \in \mathbb{R}$. Then we have $v_i(x_1) \to 0$ for some $x_1 < 0$, $v_i(x_2) \to u^\vee(x_2) < 1/2$ for some $0 < x_2 < 1$, $v_i(x_3) \to 1$ for some $1 < x_3 < 2$, and $v_i(x_4) \to 0$ for some $x_4 > 3$. Thus

$$\int_{\mathbb{R}} g_{v_i} \, d\mu \geq \int_{x_1}^{x_2} g_{v_i} \, d\mu + \int_{x_2}^{x_3} g_{v_i} \, d\mu + \int_{x_3}^{x_4} g_{v_i} \, d\mu$$

$$\geq |v_i(x_1) - v_i(x_2)| + w(x_2)|v_i(x_2) - v_i(x_3)| + 2|v_i(x_3) - v_i(x_4)|$$

$$\to u^\vee(x_2) + w(x_2)(1 - u^\vee(x_2)) + 2 \quad \text{as } i \to \infty$$

$$> 3$$  

since $w(x_2) > 1$. Thus $\|Du\|(\mathbb{R}) > 3$, that is, $\text{cap}_\text{BV}(A, D) = 3$ but no admissible function gives this infimum. On the other hand, if we defined $\text{cap}_\text{BV}(A, D)$ by only requiring that $u = 0$ on $\mathbb{R} \setminus D$, then the function $\chi_D$ would be admissible and $\text{cap}_\text{BV}(A, D) = 3 = \|D\chi_D\|(\mathbb{R})$. The drawback of such a definition is that Theorem 4.22 below would no longer hold, see Example 4.24.
Now we prove a few simple properties of the variational BV-capacity, the analogs of which are known for the 1-capacity $\text{cap}_1$, see [7, Theorem 3.4].

**Proposition 4.4.** The following hold:

1. For any $D \subset X$, $\text{cap}_{BV}(\emptyset, D) = 0$.
2. If $A_1 \subset A_2 \subset D$, then $\text{cap}_{BV}(A_1, D) \leq \text{cap}_{BV}(A_2, D)$.
3. If $A \subset D_1 \subset D_2$, then $\text{cap}_{BV}(A, D_2) \leq \text{cap}_{BV}(A, D_1)$.
4. If $A_1, A_2 \subset D \subset X$, 
   $$\text{cap}_{BV}(A_1 \cap A_2, D) + \text{cap}_{BV}(A_1 \cup A_2, D) \leq \text{cap}_{BV}(A_1, D) + \text{cap}_{BV}(A_2, D).$$

**Proof.**

(1)–(3): These statements are trivial.

(4): We can assume that the right-hand side is finite. Fix $\varepsilon > 0$. Take $u_j \in \text{BV}_0(D)$ with $0 \leq u_j \leq 1$, $u_j^\wedge = 1$ on $A_j$, and $\|Du_j\|(X) < \text{cap}_{BV}(A_j, D) + \varepsilon$, $j = 1, 2$. Let $v := \min\{u_1, u_2\}$ and $w := \max\{u_1, u_2\}$. By Lemma [3.1] we have

$$\|Dv\|(X) + \|Dw\|(X) \leq \|Du_1\|(X) + \|Du_2\|(X),$$

and so $v, w \in \text{BV}(X)$. Clearly $w^\wedge = 1$ on $A_1 \cup A_2$. To verify that $v^\wedge = 1$ on $A_1 \cap A_2$, we note that for any $x \in A_1 \cap A_2$ and any $\delta > 0$,

$$\limsup_{r \to 0} \frac{\mu(\{v < 1 - \delta\} \cap B(x, r))}{\mu(B(x, r))} \leq \limsup_{r \to 0} \frac{\mu(\{u_1 < 1 - \delta\} \cap B(x, r))}{\mu(B(x, r))} + \limsup_{r \to 0} \frac{\mu(\{u_2 < 1 - \delta\} \cap B(x, r))}{\mu(B(x, r))} = 0$$

by the fact that $u_1^\wedge(x) = u_2^\wedge(x) = 1$. Thus $v^\wedge(x) \geq 1 - \delta$, and by letting $\delta \to 0$ we get $v^\wedge(x) = 1$. Similarly, $v^\vee = 0 = w^\vee$ on $X \setminus D$, so that $v, w \in \text{BV}_0(D)$. Thus

$$\text{cap}_{BV}(A_1 \cap A_2, D) + \text{cap}_{BV}(A_1 \cup A_2, D) \leq \|Dv\|(X) + \|Dw\|(X) \leq \text{cap}_{BV}(A_1, D) + \text{cap}_{BV}(A_2, D) + 2\varepsilon.$$

Letting $\varepsilon \to 0$ completes the proof. \qed
Next we show that each of the three capacities we have defined is an outer capacity, in a suitable sense. First we prove this for the variational (Newton-Sobolev) 1-capacity. This gives a positive answer to a question posed in [7], where the analogous result for $1 < p < \infty$ was proved. In fact, using methods similar to those in [7], we give a proof that covers all the cases $1 \leq p < \infty$; recall the definition of $\text{cap}_p$ from (2.5).

We need the following lemma, which is a special case of [5, Lemma 1.52].

**Lemma 4.5.** Let $u_i \leq 1$, $i \in \mathbb{N}$, be functions on $X$ with $p$-weak upper gradients $g_i$. Let $u := \sup_{i \in \mathbb{N}} u_i$ and $g := \sup_{i \in \mathbb{N}} g_i$. Then $g$ is a $p$-weak upper gradient of $u$.

**Theorem 4.6.** Let $1 \leq p < \infty$ and let $D \subset X$ and $A \subset \text{int} D$. Then

$$\text{cap}_p(A, D) = \inf_{V \text{ open}} \text{cap}_p(V, D).$$

**Proof.** One inequality is clear. To prove the opposite inequality, we can assume that $\text{cap}_p(A, D) < \infty$. Fix $\varepsilon > 0$. Take $u \in N^1_p(D)$ with $0 \leq u \leq 1$, $u = 1$ on $A$, and $\int_X g^{p} \, d\mu < \text{cap}_p(A, D) + \varepsilon$. For each $j \in \mathbb{N}$, let

$$D_j := \{x \in D : \text{dist}(x, X \setminus D) > 1/j\}$$

and $A_j := A \cap D_j$. Take $j$-Lipschitz functions $\eta_j := (1 - j \text{dist}(\cdot, D_j))_+$, so that $0 \leq \eta_j \leq 1$ on $X$ and $\eta_j = 1$ on $D_j$. Fix $j \in \mathbb{N}$. By the quasicontinuity of Newton-Sobolev functions (recall Theorem 3.8), there exists an open set $G_j \subset X$ with $\text{Cap}_p(G_j)^{1/p} < 2^{-j}\varepsilon/j$ such that $u|_{X \setminus G_j}$ is continuous. Thus there exists an open set $W \subset X$ such that

$$W \setminus G_j = \{u > 1 - \varepsilon\} \setminus G_j.$$

Thus the set $\{u > 1 - \varepsilon\} \cup G_j = W \cup G_j$ is open, and then so is

$$V_j := (\{u > 1 - \varepsilon\} \cup G_j) \cap D_j.$$

Since $u = 1$ on $A_j$, we conclude that $A_j \subset V_j$. Take a function $v_j \in N^1_p(X)$ with $0 \leq v_j \leq 1$ on $X$, $v_j = 1$ on $G_j$, and $\|v_j\|_{N^1_p(X)} < 2^{-j}\varepsilon/j$. Let $w_j := v_j \eta_j$. Then

$$\left(\int_X w^{p}_j \, d\mu\right)^{1/p} \leq \left(\int_X v^{p}_j \, d\mu\right)^{1/p} < 2^{-j}\varepsilon/j, \quad (4.7)$$
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and by the Leibniz rule [5, Theorem 2.15],
\[
\left( \int_X g_{w_j}^p \, d\mu \right)^{1/p} \leq \left( \int_X (v_j g_{\eta_j})^p \, d\mu \right)^{1/p} + \left( \int_X (\eta_j g_{v_j})^p \, d\mu \right)^{1/p} \\
\leq j \left( \int_X v_j^p \, d\mu \right)^{1/p} + \left( \int_X g_{v_j}^p \, d\mu \right)^{1/p} \\
\leq j 2^{-j} \varepsilon / j + 2^{-j} \varepsilon / j \\
\leq 2^{-j+1} \varepsilon.
\]

Now \( w_j = 1 \) on \( G_j \cap D_j \), and so \( u + w_j > 1 - \varepsilon \) on \( V_j \). Let \( w := \sup_{j \in \mathbb{N}} w_j \). Then \( u + w > 1 - \varepsilon \) in the open set \( V := \bigcup_{j=1}^\infty V_j \). Note that \( A = \bigcup_{j=1}^\infty A_j \) since \( A \subset \text{int} \, D \), and so \( A \subset V \). We have \( w \in L^p(X) \) by (4.7), and by Lemma 4.5 we know that \( g_w \leq \sup_{j \in \mathbb{N}} g_{w_j} \), so that
\[
\left( \int_X g_w^p \, d\mu \right)^{1/p} \leq \sum_{j=1}^\infty \left( \int_X g_{w_j}^p \, d\mu \right)^{1/p} \leq \sum_{j=1}^\infty 2^{-j+1} \varepsilon = 2 \varepsilon.
\]

Clearly \( w = 0 \) on \( X \setminus D \), and so we conclude \( w \in N_0^{1,p}(D) \). Then \( (u+w)/(1-\varepsilon) \in N_0^{1,p}(D) \) is an admissible function for the set \( V \), whence
\[
\text{cap}_p(V, D)^{1/p} \leq \frac{1}{1-\varepsilon} \left( \int_X g_{u+w}^p \, d\mu \right)^{1/p} \\
\leq \frac{1}{1-\varepsilon} \left( \left( \int_X g_u^p \, d\mu \right)^{1/p} + \left( \int_X g_w^p \, d\mu \right)^{1/p} \right) \\
\leq \frac{1}{1-\varepsilon} \left( (\text{cap}_p(A, D) + \varepsilon)^{1/p} + 2 \varepsilon \right).
\]

Since \( \varepsilon > 0 \) was arbitrary, we have the result. \( \square \)

Now we can extend a few other results of [7] to the case \( p = 1 \).

**Proposition 4.8.** Let \( D \subset X \) and let \( K_1 \supset K_2 \supset \ldots \supset K := \bigcap_{j=1}^\infty K_j \) be compact subsets of \( \text{int} \, D \). Then
\[
\text{cap}_1(K, D) = \lim_{j \to \infty} \text{cap}_1(K_j, D).
\]

**Proof.** Follow verbatim the proof of [7, Theorem 4.8], except that instead of [7, Theorem 4.1], refer to Theorem 4.0 \( \square \)
Example 4.9. Let $X = \mathbb{R}$ (unweighted), let $\Omega := (0,2)$, and let $A_j := (1/j,1)$, $j \in \mathbb{N}$. Then it is easy to check that
\[ \text{cap}_1(A_j, \Omega) = 2 = \text{cap}_{BV}(A_j, \Omega) \]
for all $j \in \mathbb{N}$, but
\[ \text{cap}_1\left(\bigcup_{j=1}^{\infty} A_j, \Omega\right) = \infty = \text{cap}_{BV}\left(\bigcup_{j=1}^{\infty} A_j, \Omega\right), \]
since there are no admissible functions. This shows that
\[ \text{cap}_1\left(\bigcup_{j=1}^{\infty} A_j, \Omega\right) \neq \sup_{K \text{ compact}} \text{cap}_1(K, \Omega) \]
(and similarly for $\text{cap}_{BV}$). Thus neither $\text{cap}_1(\cdot, \Omega)$ nor $\text{cap}_{BV}(\cdot, \Omega)$ is a Choquet capacity, see e.g. [7] for more discussion on Choquet capacities. Note that by contrast, the BV-capacity $\text{Cap}_{BV}$ is continuous with respect to increasing sequences of sets, recall (3.4), and a Choquet capacity, see [18, Corollary 3.8].

As a small digression, following [7], let us define for bounded $D \subset X$ and $A \subset D$
\[ \tilde{\text{cap}}_1(A, D) := \inf_{V \text{ relatively open in } D} \text{cap}_1(V, D) = \inf_{V \text{ open}} \text{cap}_1(V \cap D, D). \]
By Theorem 4.6 clearly
\[ \text{cap}_1(A, D) = \tilde{\text{cap}}_1(A, D) \quad \text{for any } A \subset \text{int } D. \quad (4.10) \]

Proposition 4.11. Let $A \subset D$ be bounded sets. Then $\text{cap}_1(A, D) = \tilde{\text{cap}}_1(A, D)$ or $\tilde{\text{cap}}_1(A, D) = \infty$.

Proof. Follow verbatim the proof of [7, Proposition 6.5], except that instead of [7, Remark 6.4], refer to (4.10). \hfill \Box

Remark 4.12. In Theorem 4.6 for $p = 1$, Proposition 4.8 and Proposition 4.11 our standing assumptions that $X$ is complete, $\mu$ is doubling and the space supports a $(1,1)$-Poincaré inequality can be weakened to the assumption that all functions in $N^{1,1}(X)$ are quasicontinuous, and additionally that $X$ has the zero 1-weak upper gradient property in the case of Proposition 4.11, see [7].
For the variational Lipschitz 1-capacity, we obviously have for any $A \subset D \subset X$ that
\[
\text{cap}_{\text{lip}}(A, D) = \inf_{V \text{ open}} \text{cap}_{\text{lip}}(V, D).
\]
(Of course, both sides may be $+\infty$.) Next we show that also the variational BV-capacity is an outer capacity, in the same sense as the variational (Newton-Sobolev) 1-capacity. The proof is almost the same, but instead of the quasicontinuity of Newton-Sobolev functions we again rely on quasicontinuity, this time of the lower representative $u^\wedge$.

**Theorem 4.13.** Let $D \subset X$ and $A \subset \text{int } D$. Then
\[
\text{cap}_{\text{BV}}(A, D) = \inf_{V \text{ open}} \text{cap}_{\text{BV}}(V, D).
\]

**Proof.** One inequality is clear. To prove the opposite inequality, we can assume that $\text{cap}_{\text{BV}}(A, D) < \infty$. Fix $\varepsilon > 0$. Take $u \in \text{BV}_0(D)$ with $0 \leq u \leq 1$, $u^\wedge = 1$ on $A \setminus N$ for some $\mathcal{H}$-negligible set $N$, and $\|Du\|(X) < \text{cap}_{\text{BV}}(A, D) + \varepsilon$. For each $j \in \mathbb{N}$, let
\[
D_j := \{x \in D : \text{dist}(x, X \setminus D) > 1/j\}
\]
and $A_j := A \cap D_j$. Take $j$-Lipschitz functions $\eta_j := (1 - j \text{dist}(\cdot, D_j))_+$, so that $0 \leq \eta_j \leq 1$ on $X$ and $\eta_j = 1$ on $D_j$. Fix $j \in \mathbb{N}$. By Proposition [3.9], there exists an open set $G_j \subset X$ with $\text{Cap}_1(G_j) < 2^{-j \varepsilon/j}$ such that $u^\wedge_{|X \setminus G_j}$ is lower semicontinuous. We can assume that $N \subset G_j$ (recall that $\text{Cap}_1$ is an outer capacity). Thus the set $\{u^\wedge > 1 - \varepsilon\} \cup G_j$ is open, and then so is
\[
V_j := (\{u^\wedge > 1 - \varepsilon\} \cup G_j) \cap D_j.
\]
Since $u^\wedge(x) = 1$ for every $x \in A_j \setminus G_j$, we conclude that $A_j \subset V_j$.

Take $v_j \in N^{1,1}(X)$ with $0 \leq v_j \leq 1$ on $X$, $v_j = 1$ on $G_j$, and $\|v_j\|_{N^{1,1}(X)} < 2^{-j \varepsilon/j}$. Let $w_j := v_j \eta_j$. Now $w_j^\wedge = 1$ on $G_j \cap D_j$, and so $(u + w_j)^\wedge > 1 - \varepsilon$ on $V_j$. Let $w := \sup_{j \in \mathbb{N}} w_j$. Then $(u + w)^\wedge > 1 - \varepsilon$ on $V := \bigcup_{j=1}^\infty V_j$. Note that $A = \bigcup_{j=1}^\infty A_j$, and so $A \subset V$. The function $w$ is the same function as in the proof of Theorem [4.6] (for $p = 1$), and so $w \in N^{1,1}_0(D) \subset \text{BV}_0(D)$, and by (3.3),
\[
\|Dw\|(X) \leq \int_X g_w \, d\mu \leq 2\varepsilon.
\]
Hence $u + w \in \text{BV}_0(D)$, and

\[
\text{cap}_{\text{BV}}(V, D) \leq \frac{1}{1 - \varepsilon} \| D(u + w) \|(X)
\]
\[
\leq \frac{1}{1 - \varepsilon} (\| Du \|(X) + \| Dw \|(X)) \quad \text{by (3.2)}
\]
\[
\leq \frac{1}{1 - \varepsilon} (\| Du \|(X) + 2\varepsilon)
\]
\[
\leq \frac{1}{1 - \varepsilon} (\text{cap}_{\text{BV}}(A, D) + 3\varepsilon).
\]

Since $\varepsilon > 0$ was arbitrary, we have the result. \hfill \Box

For the BV-capacity $\text{Cap}_{\text{BV}}$, which we have essentially defined as an outer capacity, we can analogously (and much more easily) show the following; see also [13, Section 2] (which uses [16, Section 4]) for a corresponding result in the Euclidean setting.

**Proposition 4.14.** For any $A \subset X$,

\[
\text{Cap}_{\text{BV}}(A) = \inf \| u \|_{\text{BV}(X)},
\]

where the infimum is taken over all $u \in \text{BV}(X)$ with $u^\wedge(x) \geq 1$ for $\mathcal{H}$-a.e. $x \in A$.

**Proof.** One inequality is clear. To prove the opposite inequality, fix $A \subset X$ and denote the infimum on the right-hand side by $\beta$; we can assume that $\beta < \infty$. Fix $\varepsilon > 0$ and take $u \in \text{BV}(X)$ such that $u^\wedge(x) \geq 1$ for every $x \in A \setminus N$ for some $\mathcal{H}$-negligible set $N$, and $\| u \|_{\text{BV}(X)} < \beta + \varepsilon$. By Proposition 3.9 we find an open set $G \subset X$ such that $\text{Cap}_1(G) < \varepsilon$ and $u^\wedge|_{X \setminus G}$ is lower semicontinuous, and we can assume that $N \subset G$. Take $w \in N^{1,1}(X)$ such that $w \geq 1$ on $G$ and $\| w \|_{N^{1,1}(X)} < \varepsilon$. By (3.3), $w \in \text{BV}(X)$ with $\| w \|_{\text{BV}(X)} < \varepsilon$. Now $u + w > 1 - \varepsilon$ on $\{ u^\wedge > 1 - \varepsilon \} \cup G$, which is an open set containing $A$, and so

\[
\text{Cap}_{\text{BV}}(A) \leq \frac{\| u + w \|_{\text{BV}(X)}}{1 - \varepsilon} \leq \frac{\| u \|_{\text{BV}(X)} + \| w \|_{\text{BV}(X)}}{1 - \varepsilon}
\]
\[
\leq \frac{\| u \|_{\text{BV}(X)} + \varepsilon}{1 - \varepsilon} \leq \frac{\beta + 2\varepsilon}{1 - \varepsilon}.
\]

Letting $\varepsilon \to 0$, we get the result. \hfill \Box
Now we can prove Maz’ya-type inequalities for BV functions. We adapt the proof of [5, Theorem 5.53], where such inequalities are given for Newton-Sobolev functions (the inequalities were originally proven in the Euclidean setting in [38]; see also [37, Theorem 10.1.2]). In the following, given a ball \( B = B(x, r) \) and \( \beta > 0 \), we use the abbreviation \( \beta B := B(x, \beta r) \). Moreover, recall the definition of the exponent \( Q > 1 \) from (2.1), and the constants \( C_P \) and \( C_{SP} \) from the Poincaré and Sobolev-Poincaré inequalities.

**Theorem 4.15.** Let \( u \in \text{BV}(X) \), let \( S := \{ u^\wedge = u^\vee = 0 \} \), and let \( B = B(x, r) \) for some \( x \in X \) and \( r > 0 \). Then we have

\[
\left( \int_{2B} |u|^{Q/(Q-1)} \, d\mu \right)^{(Q-1)/Q} \leq \frac{3(C_P + C_{SP})(r + 1)}{\text{Cap}_{\text{BV}}(B \cap S)} \| Du \|(4\lambda B) \tag{4.16}
\]

and

\[
\left( \int_{2B} |u|^{Q/(Q-1)} \, d\mu \right)^{(Q-1)/Q} \leq \frac{3(C_P + C_{SP})}{\text{cap}_{\text{BV}}(B \cap S, 2B)} \| Du \|(4\lambda B),
\]

if the denominators are nonzero.

**Proof.** Let \( q := Q/(Q - 1) \). First assume that \( u \) is nonnegative. Let

\[
a := \left( \int_{2B} u^q \, d\mu \right)^{1/q}.
\]

We can clearly assume that \( a > 0 \). Take a \( 1/r \)-Lipschitz function \( 0 \leq \eta \leq 1 \) with \( \eta = 1 \) on \( B \) and \( \eta = 0 \) on \( X \setminus 2B \), and then let \( v := \eta(1 - u/a) \). Now \( v \in \text{BV}(X) \) (this actually follows from (4.17) below) with \( v^\wedge \leq 0 \), \( v^\vee \leq 0 \) on \( X \setminus 2B \) and \( v^\wedge = v^\vee = 1 \) on \( B \cap S \). By Proposition 4.14 and a suitable Leibniz rule, see [21, Lemma 3.2], we get

\[
\text{Cap}_{\text{BV}}(B \cap S) \leq \int_X |v| \, d\mu + \| Du \|(X)
\]

\[
\leq \int_X |v| \, d\mu + \frac{1}{a} \left( \int_X \eta \| Du \| + \int_X g_\eta |u - a| \, d\mu \right)
\]

\[
\leq \frac{1}{a} \int_{2B} |u - a| \, d\mu + \frac{1}{a} \left( \| Du \|(2B) + \int_{2B} g_\eta |u - a| \, d\mu \right)
\]

\[
\leq \frac{1 + r^{-1}}{a} \int_{2B} |u - a| \, d\mu + \frac{1}{a} \| Du \|(2B).
\]

(4.17)
To estimate the first term, we write
\[
\int_{2B} |u - a| \, d\mu \leq \int_{2B} |u - u_{2B}| \, d\mu + |u_{2B} - a| \mu(2B)
\]
by the Poincaré inequality. Here the second term can be estimated by
\[
|a - u_{2B}| \mu(2B)^{1/q} = \left( \int_{2B} |u - u_{2B}|^q \, d\mu \right)^{1/q} \mu(2B)^{1/q}
\]
by the Sobolev-Poincaré inequality (2.7). Inserting this into (4.18), we get
\[
\int_{2B} |u - a| \, d\mu \leq 2(C_P + C_{SP}) \|Du\|(4\lambda B).
\]
Inserting this into (4.17), we then get
\[
\text{Cap}_{BV}(B \cap S) \leq 3(C_P + C_{SP}) \frac{r + 1}{a} \|Du\|(4\lambda B).
\]
Recalling the definition of \(a\), this implies \[ \left( \int_{2B} u^q \, d\mu \right)^{1/q} \leq 3(C_P + C_{SP}) \frac{r + 1}{\text{Cap}_{BV}(B \cap S)} \|Du\|(4\lambda B) \]
provided that \(\text{Cap}_{BV}(B \cap S) > 0\). Next we drop the nonnegativity assumption of \(u \in BV(X)\). We have \(u = u_+ - u_-\) with \(u_+, u_- \in BV(X)\). Letting \(S_+ := \{u_+^\wedge = u_+^\vee = 0\}\) and \(S_- := \{u_-^\wedge = u_-^\vee = 0\}\), we clearly have \(S \subset S_+\) and \(S \subset S_-\), and so
\[
\left( \int_{2B} |u|^q \, d\mu \right)^{1/q} \leq \left( \int_{2B} u_+^q \, d\mu \right)^{1/q} + \left( \int_{2B} u_-^q \, d\mu \right)^{1/q}
\]
\[
\leq \frac{3(C_P + C_{SP})(r + 1)}{\text{Cap}_{BV}(B \cap S_+)} \|Du_+\|(4\lambda B) + \frac{3(C_P + C_{SP})(r + 1)}{\text{Cap}_{BV}(B \cap S_-)} \|Du_-\|(4\lambda B)
\]
\[
\leq \frac{3(C_P + C_{SP})(r + 1)}{\text{Cap}_{BV}(B \cap S)} \|Du\|(4\lambda B)
\]
provided that \( \text{Cap}_{\text{BV}}(B \cap S) > 0 \), as by the coarea formula (2.6) it is easy to check that \( \| Du \|(4\lambda B) = \| Du_+\|(4\lambda B) + \| Du_-\|(4\lambda B) \). This completes the proof of the first inequality of the theorem. The second is proved similarly; we just need to drop the term \( \int_X |v| \, d\mu \) from (4.17) and proceed as above. \( \square \)

Using the above Maz’ya-type inequalities, we can now show the following Poincaré inequality for BV functions with zero boundary values. The proof is again similar to the one for Newton-Sobolev functions, see [5, Corollary 5.54].

**Corollary 4.19.** Let \( D \subset X \) be a bounded set with \( \text{Cap}_1(X \setminus D) > 0 \). Then there is \( C_D = C_D(C_d, C_P, \lambda, D) > 0 \) such that for all \( u \in \text{BV}_0(D) \),

\[
\int_X |u| \, d\mu \leq C_D \| Du \|(D).
\]

If \( D \) is \( \mu \)-measurable, the integral on the left-hand side can be taken with respect to \( D \).

**Proof.** Since \( D \) is bounded, we can take a ball \( B(x, r) \supset D \). By (3.5) we know that \( \text{Cap}_{\text{BV}}(X \setminus D) > 0 \), and by (3.4) we can conclude that \( \text{Cap}_{\text{BV}}(B(x, r) \setminus D) > 0 \) by making \( r \) larger, if necessary. Take \( u \in \text{BV}_0(D) \). By (3.6) and (3.5),

\[
\text{Cap}_{\text{BV}}(B(x, r) \setminus D) = \text{Cap}_{\text{BV}}(B(x, r) \cap \{ u^\wedge = u^\vee = 0 \} \setminus D) \\
\leq \text{Cap}_{\text{BV}}(B(x, r) \cap \{ u^\wedge = u^\vee = 0 \}).
\]

By Hölder’s inequality and the Maz’ya-type inequality (4.16),

\[
\frac{1}{\mu(B(x, 2r))} \int_X |u| \, d\mu = \int_{B(x, 2r)} |u| \, d\mu \\
\leq \left( \int_{B(x, 2r)} |u|^{Q/(Q-1)} \, d\mu \right)^{(Q-1)/Q} \\
\leq \frac{3(C_P + C_{SP})(r + 1)}{\text{Cap}_{\text{BV}}(B(x, r) \cap \{ u^\wedge = u^\vee = 0 \})} \| Du \|(B(x, 4\lambda r)) \\
\leq \frac{3(C_P + C_{SP})(r + 1)}{\text{Cap}_{\text{BV}}(B(x, r) \setminus D)} \| Du \|(B(x, 4\lambda r)) \quad \text{by (4.20)} \\
= \frac{3(C_P + C_{SP})(r + 1)}{\text{Cap}_{\text{BV}}(B(x, r) \setminus D)} \| Du \|(D)
\]
by Proposition 3.14. Thus we can choose

\[ C_D = \frac{3(C_P + C_{SP})(r + 1)\mu(B(x, 2r))}{\text{Cap}_{\text{BV}}(B(x, r) \setminus D)}. \]

Now we can prove the following property of the variational BV-capacity. Combined with Proposition 4.4, this shows that \( \text{cap}_{\text{BV}}(\cdot, D) \) is an outer measure on the subsets of \( D \).

**Proposition 4.21.** If \( D \subset X \) is bounded and \( A_1, A_2, \ldots \subset D \), then

\[ \text{cap}_{\text{BV}}\left( \bigcup_{j=1}^{\infty} A_j, D \right) \leq \sum_{j=1}^{\infty} \text{cap}_{\text{BV}}(A_j, D). \]

**Proof.** We can assume that the right-hand side is finite. Fix \( \varepsilon > 0 \). For each \( j \in \mathbb{N} \), choose \( u_j \in \text{BV}_0(D) \) such that \( 0 \leq u_j \leq 1 \), \( u_j^\wedge = 1 \) on \( A_j \), and

\[ \|Du_j\|(X) \leq \text{cap}_{\text{BV}}(A_j, D) + 2^{-j}\varepsilon. \]

Consider first the case \( \text{Cap}_1(X \setminus D) = 0 \). Let \( u := \min \left\{ 1, \sum_{j=1}^{\infty} u_j \right\} \), so that \( u^\wedge = 1 \) on \( \bigcup_{j=1}^{\infty} A_j \). By Lebesgue’s dominated convergence theorem, \( \min \left\{ 1, \sum_{j=1}^{N} u_j \right\} \to u \) in \( L^1(X) \) as \( N \to \infty \). Thus by lower semicontinuity of the total variation with respect to \( L^1 \)-convergence, we get

\[ \|Du\|(X) \leq \liminf_{N \to \infty} \|D\left( \min \left\{ 1, \sum_{j=1}^{N} u_j \right\} \right)\|(X) \]

\[ \leq \liminf_{N \to \infty} \|D\left( \sum_{j=1}^{N} u_j \right)\|(X) \]

\[ \leq \sum_{j=1}^{\infty} \|Du_j\|(X) \quad \text{by (3.2)} \]

\[ \leq \sum_{j=1}^{\infty} \text{cap}_{\text{BV}}(A_j, D) + \varepsilon. \]
Thus \( u \in \text{BV}(X) \) and then obviously \( u \in \text{BV}_0(D) \), since \( \text{Cap}_1(X \setminus D) = 0 \). Thus we get

\[
\text{cap}_{\text{BV}} \left( \bigcup_{j=1}^{\infty} A_j, D \right) \leq \| Du \| (X) \leq \sum_{j=1}^{\infty} \text{cap}_{\text{BV}}(A_j, D) + \varepsilon.
\]

Letting \( \varepsilon \to 0 \), we obtain the result.

Then consider the case \( \text{Cap}_1(X \setminus D) > 0 \). By Corollary 4.19, there is a constant \( C_D > 0 \) such that \( \| u_j \|_{L^1(X)} \leq C_D \| Du_j \| (X) \) for all \( j \in \mathbb{N} \). Thus \( \sum_{j=1}^{\infty} \| u_j \|_{\text{BV}(X)} < \infty \), so that defining \( u := \sum_{j=1}^{\infty} u_j \), by Proposition 3.15 we have that \( u \in \text{BV}_0(D) \). Clearly \( u^\wedge \geq 1 \) on \( \bigcup_{j=1}^{\infty} A_j \). Thus

\[
\text{cap}_{\text{BV}} \left( \bigcup_{j=1}^{\infty} A_j, D \right) \leq \| Du \| (X) \leq \sum_{j=1}^{\infty} \| Du_j \| (X) \leq \sum_{j=1}^{\infty} \text{cap}_{\text{BV}}(A_j, D) + \varepsilon.
\]

Again letting \( \varepsilon \to 0 \), we obtain the result.

The result given in the following theorem is perhaps unexpected, since the class of admissible test functions for \( \text{cap}_{\text{BV}} \) is so much larger than the class of admissible test functions for \( \text{cap}_{\text{lip}} \). Previously, a similar result was given in [22, Theorem 4.3], but there the variational BV-capacity \( \text{cap}_{\text{BV}}(K, \Omega) \) was defined by requiring the test functions to be compactly supported in \( \Omega \) and to take the value 1 in a neighborhood of \( K \). We need to obtain these two properties by using our previous results, but after that we employ similar methods as in [22].

**Theorem 4.22.** Let \( \Omega \subset X \) be open and let \( K \subset \Omega \) be compact. Then

\[
\text{cap}_{\text{lip}}(K, \Omega) = \text{cap}_{\text{BV}}(K, \Omega).
\]

**Proof.** One inequality is clear. To prove the opposite inequality, we can assume that \( \text{cap}_{\text{BV}}(K, \Omega) < \infty \). Fix \( \varepsilon > 0 \). By Theorem 4.13, we find an open set \( V \) such that \( K \subset V \subset \Omega \) and \( \text{cap}_{\text{BV}}(V, \Omega) < \text{cap}_{\text{BV}}(K, \Omega) + \varepsilon \). Then we find \( u \in \text{BV}_0(\Omega) \) such that \( 0 \leq u \leq 1 \), \( u^\wedge = 1 \) on \( V \), and \( \| Du \| (X) < \text{cap}_{\text{BV}}(K, \Omega) + \varepsilon \). By Proposition 3.19 we find functions \( u_i \in \text{Lip}_c(\Omega) \) such that

\[
\| u_i - u \|_{L^1(X)} < 1/i \quad \text{and} \quad \int_X g_{u_i} \, d\mu < \| Du \| (X) + 1/i, \quad i \in \mathbb{N}.
\]

(4.23)
Take \( \eta \in \text{Lip}_c(V) \) with \( 0 \leq \eta \leq 1 \) on \( X \) and \( \eta = 1 \) on \( K \). Then let
\[
v_i := \eta + (1 - \eta)u_i, \quad i \in \mathbb{N}.
\]
We have \( v_i \in \text{Lip}_c(\Omega) \) and \( v_i = 1 \) on \( K \), so that each \( v_i \) is admissible for \( \text{cap}_{\text{lip}}(K, \Omega) \). By a Leibniz rule, see [5, Lemma 2.18], we have
\[
g_{v_i} \leq (1 - \eta)g_{u_i} + |1 - u_i|g_\eta,
\]
and so by (4.23),
\[
\int_X g_{v_i} \, d\mu \leq \int_X g_{u_i} \, d\mu + \sup_X g_\eta \int_V |1 - u_i| \, d\mu \\
\leq \|Du\|(X) + 1/i + \sup_X g_\eta \int_V |1 - u_i| \, d\mu \\
= \|Du\|(X) + 1/i + \sup_X g_\eta \int_V |u - u_i| \, d\mu \\
\to \|Du\|(X) \quad \text{as } i \to \infty.
\]
Thus for some sufficiently large index \( i \in \mathbb{N} \), we have
\[
\text{cap}_{\text{lip}}(K, \Omega) \leq \int_X g_{v_i} \, d\mu \leq \|Du\|(X) + \varepsilon < \text{cap}_{\text{BV}}(K, \Omega) + 2\varepsilon.
\]
Letting \( \varepsilon \to 0 \), we conclude the proof.

**Example 4.24.** Let \( X = \mathbb{R} \) (unweighted) and choose
\[
K = [-2, -1] \cup [1, 2] \quad \text{and} \quad \Omega = (-3, 0) \cup (0, 3).
\]
Then it is straightforward to show that
\[
\text{cap}_{\text{lip}}(K, \Omega) = \text{cap}_1(K, \Omega) = \text{cap}_{\text{BV}}(K, \Omega) = 4.
\]
On the other hand, if we defined \( \text{cap}_{\text{BV}}(K, \Omega) \) by only requiring the test functions to satisfy \( u = 0 \) on \( \mathbb{R} \setminus \Omega \) (almost everywhere), then we would have \( \text{cap}_{\text{BV}}(K, \Omega) = 2 \). In this sense, our current definition of \( \text{cap}_{\text{BV}} \) can be considered to be the natural one.

Moreover, if we defined \( \text{cap}_{\text{BV}}(K, \Omega) \) by requiring the test functions to satisfy \( u^\vee \geq 1 \) on \( K \) instead of \( u^\wedge \geq 1 \), we would get a generally smaller but comparable quantity, see [22, Example 4.4, Theorem 4.5, Theorem 4.6].
More generally, consider \( \text{cap}_{\text{lip}}(A, D) \) for \( A \subset D \subset X \). Recall from Example 4.2 that it is possible to have \( \text{cap}_1(A, D) = 0 \) but \( \text{cap}_{\text{lip}}(A, D) = \infty \). According to [7, Example 6.1], when \( 1 < p < \infty \) it is also possible to have
\[
0 < \text{cap}_p(K, D) < \text{cap}_{\text{lip}, p}(K, D) < \infty
\]
for a compact set \( K \subset \text{int} \ D \), where \( \text{cap}_{\text{lip}, p} \) is defined by requiring the test functions in the definition of \( \text{cap}_p \) to be Lipschitz.

**Open Problem.** Do we have \( \text{cap}_1(K, D) = \text{cap}_{\text{lip}}(K, D) \) for every \( D \subset X \) and compact \( K \subset \text{int} \ D \)?

The following example shows that \( \text{cap}_{\text{BV}}(K, D) \) and \( \text{cap}_1(K, D) \) can differ even for a compact \( K \subset \text{int} \ D \).

**Example 4.25.** Let \( X = \mathbb{R} \), define a weight function \( w := 1 + \chi_{[0,3]} \), and let \( d\mu := w \, d\mathcal{L}^1 \). Choose \( D = [0,3], \, K = [1,2], \) and \( u := \chi_{[0,3]} \), so that \( u \in \text{BV}_0(D) \). It is easy to check that \( \|Du\|(X) = 2 \), and so \( \text{cap}_{\text{BV}}(K, D) \leq 2 \). On the other hand, clearly
\[
\liminf_{i \to \infty} \int_{\mathbb{R}} g_{u_i} \, d\mu = 2 \liminf_{i \to \infty} \int_{\mathbb{R}} g_{u_i} \, d\mathcal{L}^1 \geq 4
\]
for every sequence of functions \( (u_i) \subset \text{Lip}_{\text{loc}}(X) \) with \( u_i \to u \) in \( L^1(X) \) and \( \text{spt} \ u_i \subset D \). Thus Proposition 3.19 can fail if \( \Omega \) is not open.

Similarly, \( \int_{\mathbb{R}} g_v \, d\mu \geq 4 \) for every \( v \in N_0^{1,1}(D) \) with \( v = 1 \) on \( K \). Thus \( \text{cap}_1(K, D) \geq 4 \) (in fact, equality holds). Thus \( \text{cap}_{\text{BV}}(K, D) < \text{cap}_1(K, D) \).
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