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I. INTRODUCTION AND PRELIMINARIES

In the past years it has been shown how an operatorial approach can be used to analyze very different classical systems. The leading idea of this approach, which was recently reviewed in the monograph \(^1\), is that raising and lowering operators can be used to describe some dynamical aspects of several classical systems, and in particular those systems whose main relevant variables (the observables of the system) change discontinuously. For instance, this is what happens in stock markets, where the traders exchange an integer number of shares, or in a predator-prey system, in which an integer number of preys are killed. Remarkably, the same technique, with minor changes, seems to be useful also when continuous variables are involved Ref. \(^2\).

In some previous papers we have shown that an interesting difference does exist depending on the fact that the (eigenvalues of the) observables of the system can take very high values or not. In the first case we have adopted bosonic operators, whereas in the second situation we have used fermionic variables. This is related to the fact that the eigenvalues of a bosonic number operator are 0, 1, 2, 3, ..., while 0 and 1 are the only allowed eigenvalues of a fermionic number operator. In the latter case, the analytical and numerical treatment of the system appears much simpler than in the first situation. The reason is simple: the Hilbert space of the theory where fermionic number operators live is finite dimensional, see Appendix A; it can be large, depending on the system we want to describe, but it is surely finite. On the other hand, when we are forced to use bosonic operators, even a very simple system is properly described in an infinite-dimensional Hilbert space. However, we have shown\(^2\) that some conserved quantities can be used to define an effective finite-dimensional Hilbert space, which contains all the relevant information about the system. There are other reasons for using fermionic operators besides the intrinsic simplification related to the finite dimensionality of the Hilbert space; for instance, in Ref. \(^3\), where a model of interactive and migrating populations has been proposed, we have adopted fermionic operators since these mimic quite well densities (or local densities) of species. This will be our choice also in this paper, which is devoted to describe the dynamical behavior of some different models of closed ecosystems.

In recent years, the investigation about the environmental impact of mankind on the entire Earths biosphere and on individual ecosystems\(^4\) has been continuously increasing,
either from an experimental or theoretical point of view. Accurate experiments on natural ecosystems are difficult or practically impossible so that in many situations small systems laboratory ecosystems (involving only a limited number of components and often based on unicellular organisms) have been studied and mathematically modeled. Closed ecological systems\textsuperscript{5,6} are of special interest. These are ecosystems that do not rely on matter exchange with any part outside the system. They are often used to describe small artificial systems designed and controlled by humans, \textit{e.g.}, agricultural systems and activated sludge plants, or aquaria, or fish ponds\textsuperscript{7}. Mathematical models of such systems, besides being useful in describing the real earth's ecosystems, may help us in making predictions of how the system may change under certain circumstances. For artificial systems, models may help to optimize their design too. Artificial closed ecosystems can potentially serve as a life support system during space flights, in space stations or space habitats\textsuperscript{6}. In a closed ecological system, any waste products produced by one species must be used by at least one other species and converted into nutrients: to do this an energy supply from outside the system is needed. Therefore, a closed ecological system must contain at least one autotrophic — chemotrophic or phototrophic — organism. Small closed ecosystems may serve as useful models for the analysis of ecosystem properties in general, due to their relatively simple trophic structure and the high intensity of the biotic material and energy transformations. The most widely used mathematical models are compartment models whose time evolution is governed by a system of ordinary differential equations.

The models we want to present have a common structure: they are all made by \( N \) different \textit{internal} compartments (the \textit{levels}), interacting with a certain number of \textit{external} compartments playing the role of the \textit{nutrients} needed to feed the organisms in level 1 (autotroph organisms), and the \textit{garbage} produced by all the elements occupying the various levels. Part of the garbage turns into nutrients after some time. The organisms of levels greater than 1 (heterotroph organisms) are fed by those of the immediately preceding level. Each system considered here is closed, meaning with this that the only dynamical degrees of freedom are those of the levels, the garbage(s) and the nutrients: there is nothing else, and only these quantities can interact between them. The simplest model is the one where one has only a level of heterotroph organisms. It is probably worth stressing that the models we are going to consider are a first simplified version of what a realistic closed ecological system should be. However, we believe they are good starting points to check
whether the approach we are adopting could be of some utility even for more complicated and detailed models.

The paper is organized as follows. In Section II we introduce a simple linear model, describing \( N \) different levels of the system, interacting with two external compartments playing the role of the \textit{nutrients} and the \textit{garbage}. In Section III we consider another linear model with two different garbages. These are intended to model the fact that part of the garbage turns into nutrients quite fast, while for another part this change could be much slower. Section IV describes a nonlinear version of the same system, while, in Section V we introduce phenomenologically a damping effect to model the fact that, after a sufficiently long time, if the ecosystem is supposed to be unable to recycle completely all the produced garbage, the densities of the species are expected to decrease significantly, and to approach to zero eventually. Our conclusions are contained in Section VI. Appendix A contains few facts on fermionic operators, useful to keep the paper self-contained. In Appendix B we discuss a simple model with phenomenological damping, which motivates what we have done in Section V.

II. A LINEAR MODEL WITH A SINGLE GARBAGE

The first closed ecosystem which we consider here is also the simplest one, made of \( N \) levels of organisms, one compartment for the nutrients and a single compartment for the garbage, see Figure I for a schematic view. Since we are interested in the densities of these compartments, we adopt here (and in the next sections) fermionic operators, as we have successfully done in Ref. 3.

The dynamics (see Ref. 1) is described by a hamiltonian operator containing the essential features of the system we want to model. Here we use the following hamiltonian:

\[
H = H_0 + H_I, \quad \text{with}
\]

\[
\begin{align*}
H_0 &= \sum_{j=0}^{N+1} \omega_j a_j^\dagger a_j, \\
H_I &= \sum_{j=0}^{N} \lambda_j \left( a_j a_{N+1}^\dagger + a_{N+1} a_j^\dagger \right) + \sum_{j=0}^{N-1} \nu_j \left( a_j a_{j+1}^\dagger + a_{j+1}^\dagger a_j \right),
\end{align*}
\]  \hspace{1cm} (1)

where

\[
\{a_j, a_k^\dagger\} = \delta_{j,k} \mathbb{I}, \quad a_j^2 = 0, \quad (2)
\]
for all \( j, k, 0, 1, \ldots, N + 1 \), and where \( \omega_j, \nu_j \) and \( \lambda_j \) are real constants. The zero-th mode is related to the nutrients, the \( (N + 1) \)-th mode to the garbage, while all the remaining modes describe the organisms of the various trophic levels. The Hamiltonian (1) contains a free standard part, \( H_0 \), whose parameters measure the inertia of the different compartments: the higher the value of a certain \( \omega_j \), the higher the tendency of the density of the \( j \)-th degree of freedom to stay constant in time, even in presence of interaction. The next term, \( H_I \), which is quadratic in the raising and lowering operators, describes the following effects: \( \lambda_j a_j a_{N+1}^\dagger \) describes an increasing of garbage and a simultaneous decreasing of the densities of the levels \( (j = 1, 2, \ldots, N) \): metabolic waste and death organisms become garbage! For \( j = 0 \), \( H_I \) contains a similar contribution, \( \lambda_j a_{N+1} a_j^\dagger \), describing the fact that the garbage is recycled by decomposers and transformed into nutrients. Recall that, to make the Hamiltonian self-adjoint, we are also forced to add the adjoint contributions. The term \( \nu_j a_j a_{j+1}^\dagger \) describes the fact that the nutrients are used by the organisms of level 1, and that the organisms of level \( j \) feed those of the level \( j + 1 \) \( (j = 1, \ldots, N - 1) \). Again, the adjoint contribution \( \nu_j a_{j+1} a_j^\dagger \) needs to be inserted in \( H_I \).
The equations of motion, deduced by $\dot{X} = i[H,X]$, are therefore:

$$\begin{cases}
\dot{a}_0 = i(-\omega_0 a_0 + \lambda_0 a_{N+1} + \nu_0 a_1), \\
\dot{a}_l = i(-\omega_l a_l + \lambda_l a_{N+1} + \nu_{l-1} a_{l-1} + \nu_l a_{l+1}), \\
\dot{a}_N = i(-\omega_N a_N + \lambda_N a_{N+1} + \nu_{N-1} a_{N-1}), \\
\dot{a}_{N+1} = i(-\omega_{N+1} a_{N+1} + \sum_{j=0}^{N} \lambda_j a_j),
\end{cases}$$

(3)

where $l = 1, 2, \ldots, N - 1$. Recall that $a_0$ and $a_{N+1}$ are not organisms but the nutrients and the garbage, respectively. It is not surprising, therefore, that the related equations of motion differ from the other ones. Also, the equation for $a_N$ looks slightly different from those for $a_l$, $l = 1, 2, \ldots, N - 1$, since the $N$-th level has a single outgoing arrow, which goes to the garbage.

System (3) can be rewritten as $\dot{A} = AX$, where

$$A = \begin{pmatrix}
a_0 \\ a_1 \\ \vdots \\ \vdots \\ a_N \\ a_{N+1}
\end{pmatrix}, \quad X = \begin{pmatrix}
-\omega_0 & \nu_0 & 0 & \cdots & \cdots & \lambda_0 \\
\nu_0 & -\omega_1 & \nu_1 & \cdots & \cdots & \lambda_1 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\lambda_0 & \lambda_1 & \lambda_2 & \cdots & \lambda_N & -\omega_{N+1}
\end{pmatrix},$$

$X$ being a symmetric matrix. The solution is $A(t) = V(t)A(0)$, with $V(t) = \exp(Xt)$. Calling $V_{k,l}(t)$ the entries of the matrix $V(t)$, and $n_k(t) = \langle \varphi_n, a_k(t) \varphi_n \rangle$, where $n = (n_0, n_1, \ldots, n_N, n_{N+1})$ are the initial conditions (see Ref. 1), we find that

$$n_k(t) = \sum_{l=0}^{N+1} |V_{k,l}(t)|^2 n_l.$$

(4)

These are the required densities of the various compartments of the system, $k = 0, 1, 2, \ldots, N + 1$, with initial conditions fixed by the vector $\varphi_n$.

The explicit form of $n_k(t)$ is not very interesting for us, and will not be investigated further in this paper, since the model we have considered is simply a first approximation of the one we have in mind, which is in some sense more realistic since it models the possibility of having garbages of different kind, in particular a soft garbage, which easily turns into nutrients, and a hard garbage, which also produces nutrients but only after a much longer
FIG. 2. A schematic view to the two-garbages ecosystem.

period. For instance, the soft garbage could come mainly from autotroph organisms, and hard garbage from heterotroph organisms.

III. A LINEAR MODEL WITH TWO GARBAGES

Let us now add a second reservoir to the system. The leading idea is that, considering different coupling constants between the garbages $G_1$ and $G_2$ with the nutrients $F$, we will be able to model the fact that part of the waste products and dead organisms is turned into nutrients quickly (say, the autotroph detritus), while other parts (say, the heterotroph detritus) are converted in nutrients only after a longer time. The presence of two compartments for the garbages imply that we need to add another degree of freedom and, consequently, an extra fermionic operator $a_{N+2}$. The other ingredients, as well as their meaning, are those of the previous model. The structure of the ecosystem is depicted in Figure 2. The main difference with respect to the system described in Section II and with what shown in Figure I is that two arrows now start from each level $L_j$, moving towards $G_1$ and $G_2$. Moreover, both $G_1$ and $G_2$ (with different time scales) contribute to the nutrients.
The Hamiltonian now looks like

\[
H = H_0 + H_I, \quad \text{with}
\]

\[
\begin{align*}
H_0 &= \sum_{j=0}^{N+2} \omega_j \lambda_j^1 a_j^\dagger a_j, \\
H_I &= \sum_{j=0}^{N} \lambda_j^{(1)} (a_j a_{j+1}^\dagger + a_{N+1} a_j^\dagger) + \sum_{j=0}^{N} \lambda_j^{(2)} (a_j a_{N+2} + a_{N+2} a_j^\dagger) \\
&\quad + \sum_{j=0}^{N-1} \nu_j (a_j a_{j+1} + a_{j+1} a_j^\dagger),
\end{align*}
\]

where \( \lambda_j^{(1)} \) describes the interaction between the organisms and \( G_1 \), while \( \lambda_j^{(2)} \) is used to fix the strength of the interaction between the organisms and \( G_2 \). The meaning of the various contributions are analogous to those in Section II, and will not be repeated here. In particular, the last term in \( H_I \) is identical to a contribution already appearing in (1). The equations of motion extend those in (3),

\[
\begin{align*}
\dot{a}_0 &= i \left( -\omega_0 a_0 + \lambda_0^{(1)} a_{N+1} + \lambda_0^{(2)} a_{N+2} + \nu_0 a_1 \right), \\
\dot{a}_l &= i \left( -\omega_l a_l + \lambda_l^{(1)} a_{N+1} + \lambda_l^{(2)} a_{N+2} + \nu_{l-1} a_{l-1} + \nu_l a_{l+1} \right), \\
\dot{a}_N &= i \left( -\omega_N a_N + \lambda_N^{(1)} a_{N+1} + \lambda_N^{(2)} a_{N+2} + \nu_{N-1} a_{N-1} \right), \\
\dot{a}_{N+1} &= i \left( -\omega_{N+1} a_{N+1} + \sum_{l=0}^{N} \lambda_l^{(1)} a_l \right), \\
\dot{a}_{N+2} &= i \left( -\omega_{N+2} a_{N+2} + \sum_{l=0}^{N} \lambda_l^{(2)} a_l \right),
\end{align*}
\]

\( l = 1, 2, \ldots, N-1, \) and can be solved in a similar way. Setting \( N_{\text{tot}} := \sum_{l=0}^{N+2} a_l^\dagger a_l \), we can check that \([H, N_{\text{tot}}] = 0\), so that \( N_{\text{tot}} \) is a conserved quantity: what disappears from the levels appears in the garbages and in the nutrients. To make the situation easy but not trivial, let us fix \( N = 2 \): such a simplifying choice corresponds to identify levels 1 and 2 with the autotroph and heterotroph organisms, respectively. In Figure 3 we show how the densities of the various compartments of the system change in time, where the parameters are set as follows: \( \lambda_0^{(1)} = 0.005, \lambda_2^{(1)} = 0.009, \lambda_1^{(2)} = 0.05, \lambda_2^{(2)} = 0.09, \nu_0 = 0.1, \nu_1 = 0.01, \nu_2 = 0.1, \omega_0 = 0.05, \omega_1 = 0.1, \omega_2 = 0.2, \omega_3 = 0.3 \) and \( \omega_4 = 0.45 \). This particular choice is motivated by the following reasons: since \( G_2 \) is the hard garbage, while \( G_1 \) is the soft one, it is clear that the inertia of \( G_2 \), measured by \( \omega_4 \), must be larger than that of \( G_1 \), which is
measured by $\omega_3$. For this reason we have taken $\omega_4 > \omega_3$. Moreover, since the nutrients should be easily used by the organisms, $\omega_0$ is taken to be very small: almost no inertia. Levels 1 and 2 are distinguished by assuming a larger inertia for level 2 with respect to that of level 1: $\omega_1 < \omega_2$. The first level interacts with $G_1$ and $G_2$ at a rate less than that of the second one: for this reason we are taking $\lambda_1 < \lambda_2$. $\nu_1$ is very small, compared with $\nu_0$, because organisms of level 1 use the nutrients to increase their density with time scales smaller than those needed by the organisms of level 2 which are fed by the organisms of level 1. In Figure 3 we are assuming that the nutrients and level 1 are empty (say, very low densities) at $t = 0$, while the two garbages and level 2 are completely filled (say, very high densities).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Figure3.png}
\caption{Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 1 empty, $G_1$, $G_2$ and level 2 completely filled.}
\end{figure}

Figure 4 describes the results obtained with the same choice of parameters and assuming that the nutrients and level 2 are empty at $t = 0$, while the two garbages and level 1 are completely filled.

Figure 5 describes the results obtained with the same choice of parameters and assuming that the nutrients, levels 1 and 2 are completely filled at $t = 0$, while the two garbages are empty.

Among other things, these figures show that the fluctuations of $G_2$ are smaller than those of the other compartments. This is expected since the value of the related $\omega$ in $H_0$ is the largest one, and it has been checked in several models (see Ref. 1) that this parameter measures the inertia of that particular ingredient of the system. As far as the densities...
FIG. 4. Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 2 empty, $G_1$, $G_2$ and level 1 completely filled.

FIG. 5. Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients, levels 1 and 2 completely filled, $G_1$ and $G_2$ empty.

of levels 1 and 2 are concerned, Figures 3 and 4 show that it happens that the originally empty level acquires a density which is larger than the density of the other, originally filled, level. In other words, we see that an inversion of the populations is possible. Figures 5 show that, starting with a clean initial condition (nutrients, levels 1 and 2 completely filled, and no waste products at all), the densities of the garbages remain reasonably low, while the nutrients and the densities of the organisms in levels 1 and 2 oscillate around high values. This could be interesting for concrete applications, when one needs to maximize the efficiency of the ecosystem. We also notice that no damping is allowed within our present
scheme. This is not surprising due to the fact that no compartment here has an infinite number of degrees of freedom. We will briefly come back on this aspect in Section V.

IV. A NONLINEAR MODEL WITH TWO GARBAGES

The same system schematically described in Figure 2 can be considered in a slightly different way: instead of considering two different, quadratic terms, in $H$, to represent the interaction of the various levels with the two garbages, we could also consider a single cubic contribution (see the first term in $H_I$ below). For instance, $a_j a_{N+1}^\dagger a_{N+2}^\dagger$ models the fact that the density of the $j$-th level decreases while, simultaneously, the densities of both $G_1$ and $G_2$ increase: an organism through its metabolism or dying produce garbage of two different kinds, soft and hard. The full hamiltonian of the system is the following one:

$$
H = H_0 + H_I,
$$

$$
H_0 = \sum_{j=0}^{N+2} \omega_j a_j^\dagger a_j,
$$

$$
H_I = \sum_{j=1}^{N} \lambda_j \left( a_j a_{N+1}^\dagger a_{N+2}^\dagger + a_{N+2} a_{N+1}^\dagger a_j^\dagger \right) + 2 \sum_{j=1}^{N-1} \nu^{(j)} \left( a_0 a_{N+j}^\dagger + a_{N+j} a_0^\dagger \right) + \sum_{j=0}^{N-1} \nu_j \left( a_j a_{j+1}^\dagger + a_{j+1} a_j^\dagger \right).
$$

(7)

The notation is the same as before: for instance, zero is the fermionic mode for the nutrients, while $N+1$ and $N+2$ are the modes for the two garbages. The physical interpretation of the hamiltonian is easily found: $H_I$ describes an interaction between the levels and the two garbages (first contribution), the nutrients and the two garbages (second contribution), and a hopping term (third term): the nutrients are used to feed the organisms of level 1, and the organisms of level $j$ feed those of level $j+1$ ($j = 1, \ldots, N - 1$). The conjugate term, $a_{j+1} a_{j}^\dagger$, is needed in order to render the hamiltonian self-adjoint, since all the parameters are supposed here to be real. The Heisenberg equations of motion look much harder than
the previous ones. Indeed, calling $X := \sum_{l=1}^{N} \lambda_l a_l$, we have

$$
\begin{align*}
\dot{a}_0 &= i \left( -\omega_0 a_0 + \nu_0 a_1 + 2X a_0 a_{N+1}^\dagger + 2a_{N+2} a_{N+1} X^\dagger a_0 + \nu^{(1)} a_{N+1} + \nu^{(2)} a_{N+2} \right), \\
\dot{a}_j &= i \left( -\omega_j a_j + \nu_j a_{j+1} + \nu_{j-1} a_{j-1} + 2X a_j a_{N+1}^\dagger a_{N+2} + a_{N+2} a_{N+1} (2X^\dagger a_j - \lambda_j I) \right), \\
\dot{a}_N &= i \left( -\omega_N a_N + \nu_{N-1} a_{N-1} + 2X a_N a_{N+1}^\dagger a_{N+2} + a_{N+2} a_{N+1} (2X^\dagger a_N - \lambda_N I) \right), \\
\dot{a}_{N+1} &= i \left( -\omega_{N+1} a_{N+1} + X a_{N+2}^\dagger (I - 2a_{N+1}^\dagger a_{N+1}) + \nu^{(1)} a_0 \right), \\
\dot{a}_{N+2} &= i \left( -\omega_{N+2} a_{N+2} + X a_{N+1}^\dagger (2a_{N+2}^\dagger a_{N+2} - I) + \nu^{(2)} a_0 \right),
\end{align*}
$$

$l = 1, 2, \ldots, N - 1$. It is evident that this system is not closed. In order to close it, we have to consider also the hermitian conjugate of these equations. In this way we get a nonlinear system, whose solution can be found numerically. Notice also that, because of the nonlinearity, the operator $N_{\text{tot}}$ introduced in Section III does not commute with the hamiltonian, $[H, N_{\text{tot}}] \neq 0$, and it is not evident if any other integral of motion exists at all.

Losing the linearity looks like opening the system to the outer world: part of $N_{\text{tot}}$ could be lost or created, during the time evolution. This could have interesting consequences, since we might expect that a realistic ecosystem is not entirely closed. On a mechanical level, this looks like having a sort of unavoidable friction in the system, friction which can be made small, or even very small, but not zero. However, the plots in Figure 3, which are produced fixing, as in Section 3, $N = 2$, do not show any clear damping effect, and in fact this will be introduced phenomenologically in Section V by adding a small imaginary part to some parameter involved in the hamiltonian.

These plots are produced with the following choice of the parameters involved in the hamiltonian, choice which relies on the same arguments given in Section III: $\omega_0 = 0.05$, $\omega_1 = 0.1$, $\omega_2 = 0.2$, $\omega_3 = 0.3$, $\omega_4 = 0.45$, $\lambda_1 = 0.005$, $\lambda_2 = 0.009$, $\nu_0 = 0.1$, $\nu_1 = 0.01$, $\nu^{(1)} = 0.1$ and $\nu^{(2)} = 0.03$. Notice that $\nu^{(1)}$ is taken larger than $\nu^{(2)}$ since $G_1$ is assumed to produce nutrients more quickly than $G_2$.

Figure 6 shows, among other things, that level 2 and $G_2$ change in time less than the other compartments, as expected. The nutrients and $G_1$ appear to be exactly out of phase. This is interesting, since it suggests that the soft garbage turns into nutrients quite easily (actually, simultaneously), while the hard garbage in almost not involved into this transformation. During the time evolution, the density of level 1 can change of, at most, the 30% of its initial value, while the density of level 2 can decrease, at most, of the 10%. Similar features
FIG. 6. Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 1 empty, $G_1$, $G_2$ and level 2 completely filled.

are depicted in Figure 7 which differ from the previous one only for the initial conditions.

FIG. 7. Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 2 empty, $G_1$, $G_2$ and level 1 completely filled.

Again we see the effect of the inertia which makes the second level and $G_2$ almost constant in time, especially when compared with the other compartments. This time the nutrients and $G_1$ are no longer exactly out of phase, as it is probably more realistic: the garbage in $G_1$ does not turn into nutrients instantaneously. It takes some time.

In Figure 8, starting with an initial condition with no waste products, we observe that organisms of level 2 undergo negligible variations, nutrients and organisms of level 1 oscillate
around very high values, whereas waste compartments do not assume high values of the densities (garbage 2 remains almost empty).

![Graph showing the densities of nutrients and levels.](image)

**FIG. 8.** Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients, levels 1 and 2 completely filled, $G_1$ and $G_2$ empty.

However, we see again that no evident damping takes place in this model, at least with our choice of the parameters (as well as with other choices we have considered that are not reported here). The presence of damping will be discussed in Section V.

V. A PHENOMENOLOGICAL DAMPING

As widely discussed in Ref. 1 and references therein, a rigorous way to describe damping in a quantum system is to open it, making the system to interact with a suitable reservoir. In this way the dynamics of the full system remains unitary, even if an exchange between the system and the (infinitely extended) reservoir allows us to describe quantities which are not conserved during the time evolution. However, quite often, an effective approach is used, i.e., that of replacing self-adjoint with non self-adjoint hamiltonians, keeping unchanged the other rules of the game. In particular, as shown in Appendix B, in order to describe a damping effect, it is sufficient (but not rigorous, we should say) to replace some real parameters involved in the hamiltonian with complex numbers. This is exactly what we will do in this section. In particular, we will show that it is enough to add a small negative imaginary part to just a single parameter of $H_0$ in (5) and (7), to induce a damping for all the compartments of our ecosystem.
A. The linear case

The numerical values of the parameters are exactly those of Section III, except for \( \omega_3 \), which is no longer \( \omega_3 = 0.3 \) but it is replaced now by \( \omega_3 = 0.3 - 0.01i \): we are adding a negative and relatively small imaginary part to \( \omega_3 \). The reason for the choice of the sign of the imaginary part is suggested in Appendix B, where we show that we are forced to make a similar choice to get damping: taking a positive imaginary part for \( \omega_3 \) produces a blow up of the solution! As a matter of fact, this could also be deduced directly from the equations of motion. To illustrate this, let us consider the differential equation \( \dot{x} = -i\omega x \), where \( \omega = \omega_r + i\omega_i, \omega_r, \omega_i \in \mathbb{R}, x \in \mathbb{C} \). It is clear that \( x(t) = \exp(-i\omega t)x(0) = \exp(-i\omega_r t)\exp(\omega_i t)x(0) \), which is decaying only if \( \omega_i < 0 \).

Choosing the initial conditions as in Figures 3, 4 and 5 we get the plots shown in Figure 9, 10 and 11.

![Graphs showing the densities of nutrients and levels](image)

FIG. 9. Densities of the nutrients, \( G_1 \) and \( G_2 \), left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 1 empty, \( G_1, G_2 \) and level 2 completely filled.

The damping is evident, especially in \( G_1 \). This is not surprising, since we have added the negative imaginary part exactly to the parameter measuring the inertia of \( G_1 \). On the other hand, the decay of the density of \( G_2 \) looks rather slow. Again, this is what we expect because of the large value of \( \omega_4 \), which makes the inertia of \( G_2 \) rather large.
B. The nonlinear case

The numerical values of the parameters are exactly those of Section IV except for $\omega_3$, which again is no longer $\omega_3 = 0.3$ but, as for the linear case, is now replaced by $\omega_3 = 0.3 - 0.01i$. In analogy with what we have already discussed, we observe that numerical computations show that if we take $\Im(\omega_3) > 0$, even very small, rather than damping we get the blow up of the densities. Figures 12, 13 and 14 should be compared with Figures 9, 10 and 11 which are deduced exactly with the same initial conditions and, except for $\Im(\omega_3)$,
with the same values of the parameters of $H$.

FIG. 12. Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 1 empty, $G_1$, $G_2$ and level 2 completely filled.

FIG. 13. Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 2 empty, $G_1$, $G_2$ and level 1 completely filled.

In all these figures the damping effect is again clearly shown. However, due to the inertia of, say, $G_2$, we see that its density decreases much slower than, say, that of $G_1$. The decay of level 2 is also much slower than that of level 1, because of their different inertia parameters.

These cases show that damping can be deduced adopting a standard Heisenberg-like dynamics, simply by replacing the original real parameters in $H$ with some complex quantities. Moreover, what we have shown here, is that it is not important, or necessary, to replace all
FIG. 14. Densities of the nutrients, $G_1$ and $G_2$, left, and of Levels 1 and 2, right. Initial conditions: nutrients and level 2 empty, $G_1$, $G_2$ and level 1 completely filled.

the real parameters of $H$ with complex quantities. For instance, all the interaction parameters need not to be changed. By allowing only one parameter of the free hamiltonian $H_0$ to be complex (with a negative imaginary part), we are able to get damping for the densities of all the compartments: this is exactly the behavior we expect in a realistic closed ecosystem, with high (but not perfect) efficiency.

VI. CONCLUSIONS

We have shown how fermionic raising and lowering operators can be used in the description of a closed ecosystem, in which organisms living in two (or more) different levels grow up feded by some nutrients produced by the decay of some kind of garbages which, in turn, is produced by the metabolic waste and/or the death of the organisms themselves. The dynamics of the various compartments of the system has been deduced, analytically or numerically, for the linear models, and numerically for the nonlinear model.

We have also discussed how our models can be made efficiently decaying. In particular, we have shown that replacing a real inertia with a complex parameter, with negative imaginary part, and assuming that the Heisenberg equations of motion still produce the time evolution of the system, we get such a damping. This has been checked both for the linear and for the nonlinear models.

As already mentioned, ours should be considered as preliminary results, useful to under-
stand whether raising and lowering operators can be of some utility in the description of biological systems. In our opinion, the results discussed here prove indeed that this is the case. More sophisticated models will be analyzed soon.
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Appendix A: Few results on the number representation

Let \( H \) be an Hilbert space, and \( B(\mathcal{H}) \) the set of all the bounded operators on \( \mathcal{H} \). Let \( S \) be our physical system, and \( \mathcal{A} \) the set of all the operators useful for a complete description of \( S \), which includes the observables of \( S \). For simplicity, it is convenient to assume that \( \mathcal{A} \) coincides with \( B(\mathcal{H}) \) itself. The description of the time evolution of \( S \) is related to a self–adjoint operator \( H = H^\dagger \) which is called the Hamiltonian of \( S \), and which in standard quantum mechanics represents the energy of \( S \). We will adopt here the so–called Heisenberg representation, in which the time evolution of an observable \( X \in \mathcal{A} \) is given by

\[
X(t) = \exp(iHt)X\exp(-iHt),
\]

or, equivalently, by the solution of the differential equation

\[
\frac{dX(t)}{dt} = i\exp(iHt)[H, X]\exp(-iHt) = i[H, X(t)],
\]

where \([A, B] := AB - BA\) is the commutator between \( A \) and \( B \). The time evolution defined in this way is a one–parameter group of automorphisms of \( \mathcal{A} \).

An operator \( Z \in \mathcal{A} \) is a constant of motion if it commutes with \( H \). Indeed, in this case, equation \( (A.2) \) implies that \( \dot{Z}(t) = 0 \), so that \( Z(t) = Z \) for all \( t \).

In some older papers, see Ref. 1 and references therein, a special role was played by the so–called canonical commutation relations. Here, as in Ref. 3, these are replaced by the so–called canonical anti–commutation relations (CAR): we say that a set of operators \( \{a_\ell, a_\ell^\dagger, \ell = 1, 2, \ldots, L\} \) satisfy the CAR if the conditions

\[
\{a_\ell, a_n\} = \delta_{\ell n} \mathbb{I}, \quad \{a_\ell, a_n^\dagger\} = \{a_\ell^\dagger, a_n\} = 0 \quad (A.3)
\]
hold true for all $\ell, n = 1, 2, \ldots, L$. Here, $\mathbb{I}$ is the identity operator and $\{x, y\} := xy + yx$ is the anticommutator of $x$ and $y$. These operators, which are widely analyzed in any textbook about quantum mechanics (see, for instance, Refs. 8 and 9) are those which are used to describe $L$ different modes of fermions. From these operators we can construct $\hat{n}_\ell = a_\ell^\dagger a_\ell$ and $\hat{N} = \sum_{\ell=1}^L \hat{n}_\ell$, which are both self–adjoint. In particular, $\hat{n}_\ell$ is the number operator for the $\ell$–th mode, while $\hat{N}$ is the number operator of $S$. Compared with bosonic operators, the operators introduced here satisfy a very important feature: if we try to square them (or to rise to higher powers), we simply get zero: for instance, from (A.3), we have $a_\ell^2 = 0$. This is related to the fact that fermions satisfy the Fermi exclusion principle 8.

The Hilbert space of our system is constructed as follows: we introduce the vacuum of the theory, that is a vector $\phi_0$ which is annihilated by all the operators $a_\ell$: $a_\ell \phi_0 = 0$ for all $\ell = 1, 2, \ldots, L$. Then we act on $\phi_0$ with the operators $a_\ell^\dagger$ (but not with higher powers, since these powers are simply zero!):

$$\varphi_{n_1, n_2, \ldots, n_L} := (a_1^\dagger)^{n_1} (a_2^\dagger)^{n_2} \cdots (a_L^\dagger)^{n_L} \phi_0,$$

(A.4)

$n_\ell = 0, 1$ for all $\ell$. These vectors give an orthonormal set and are eigenstates of both $\hat{n}_\ell$ and $\hat{N}$: $\hat{n}_\ell \varphi_{n_1, n_2, \ldots, n_L} = n_\ell \varphi_{n_1, n_2, \ldots, n_L}$ and $\hat{N} \varphi_{n_1, n_2, \ldots, n_L} = N \varphi_{n_1, n_2, \ldots, n_L}$, where $N = \sum_{\ell=1}^L n_\ell$. Moreover, using the CAR, we deduce that $\hat{n}_\ell (a_\ell \varphi_{n_1, n_2, \ldots, n_L}) = (n_\ell - 1) (a_\ell \varphi_{n_1, n_2, \ldots, n_L})$ and $\hat{n}_\ell (a_\ell^\dagger \varphi_{n_1, n_2, \ldots, n_L}) = (n_\ell + 1) (a_\ell^\dagger \varphi_{n_1, n_2, \ldots, n_L})$, for all $\ell$. The interpretation does not differ from that for bosons and then $a_\ell$ and $a_\ell^\dagger$ are again called the annihilation and the creation operators. However, in some sense, $a_\ell^\dagger$ is also an annihilation operator since, acting on a state with $n_\ell = 1$, we destroy that state.

The Hilbert space $\mathcal{H}$ is obtained by taking the linear span of all these vectors. Of course, $\mathcal{H}$ has a finite dimension. In particular, for just one mode of fermions, $\dim(\mathcal{H}) = 2$. This also implies that, contrarily to what happens for bosons, the fermionic operators are bounded.

The vector $\varphi_{n_1, n_2, \ldots, n_L}$ in (A.4) defines a vector (or number) state over the algebra $\mathcal{A}$ as

$$\omega_{n_1, n_2, \ldots, n_L}(X) = \langle \varphi_{n_1, n_2, \ldots, n_L}, X \varphi_{n_1, n_2, \ldots, n_L} \rangle,$$

(A.5)

where $\langle , \rangle$ is the scalar product in $\mathcal{H}$. As we have discussed in Ref. 1, these states are used to project from quantum to classical dynamics and to fix the initial conditions of the considered system.
Appendix B: Phenomenological damping

The problem of a simple description of irreversible processes in quantum mechanics is usually very hard. Probably, the simplest choice consists in using a non self-adjoint, effective, hamiltonian which is properly chosen in order to describe the phenomenon we are interested to. For instance, in Refs. 10 and 11, a non self-adjoint two-by-two matrix hamiltonian is used to describe some kind of interactions of a two-level atom with the radiation. Of course, using such an operator to describe the time evolution of a system usually causes several problems. First of all, it is not evident at all that the dynamics is still driven by a Heisenberg-like equation of motion. Actually, in Refs. 10 and 11, as well as in Refs. 12 and 13, the assumption is that the wave-function $\Psi(t)$ of the system still evolves obeying the Schrödinger equation $i\dot{\Psi} = H\Psi$, even is $H \neq H^\dagger$. Here, it is more convenient to adopt the dual point of view: the time evolution of the observable $X$ is still given by equation (A.1), even if $H \neq H^\dagger$. This choice has consequences on the choice of the natural scalar product of the Hilbert space of the theory. These are aspects which we will not consider here, since they are not relevant for us.

In order to find conditions which produce damping we consider the following simple interacting model:

$$H = \omega_1 a_1^\dagger a_1 + \omega_2 a_2^\dagger a_2 + \lambda(a_1^\dagger a_2 + a_2^\dagger a_1),$$

where $[a_i, a_j^\dagger] = \delta_{i,j} \mathbb{1}$, $i, j = 1, 2$, and $\omega_i, \lambda \in \mathbb{R}$, at least for the time being. This model is a linear version of that introduced in Ref. 2 in connection with love affairs, with an extra term ($H_0 = \omega_1 a_1^\dagger a_1 + \omega_2 a_2^\dagger a_2$) added to the original hamiltonian, which is useful to introduce the inertia of the lovers. The time evolution of $a_j(t)$, and of $\hat{n}_j(t) = a_j^\dagger(t)a_j(t)$ as a consequence, can be deduced analytically, and the mean values of $\hat{n}_j(t)$ can also be found:

$$\begin{align*}
n_1(t) &= \langle \hat{n}_1(t) \rangle = n_1|\Phi_{1,1}(t)|^2 + n_2|\Phi_{1,2}(t)|^2, \\
n_2(t) &= \langle \hat{n}_2(t) \rangle = n_1|\Phi_{2,1}(t)|^2 + n_2|\Phi_{2,2}(t)|^2.
\end{align*}$$

Here $n_j = \langle \hat{n}_j(0) \rangle$ are fixed by the initial conditions for the system, while the various functions $|\Phi_{k,i}(t)|$ all share the same general analytic expression:

$$|\Phi_{k,i}(t)|^2 = a_{11}e^{i(\alpha_1 - \omega_1)t} + a_{12}e^{i(\alpha_2 - \omega_2)t} + a_{21}e^{i(\alpha_1 - \omega_2)t} + a_{22}e^{i(\alpha_2 - \alpha_1)t},$$

where $a_{ij}$ are constants, which are not very relevant for us here, while $\alpha_1 = \frac{1}{2}(\omega_1 + \omega_2 + \Omega)$ and $\alpha_2 = \frac{1}{2}(\omega_1 + \omega_2 - \Omega)$, where $\Omega = \sqrt{(\omega_1 - \omega_2)^2 + 4\lambda^2}$. It is clear that, as far as $\omega_j$
and $\lambda$ are real, $n_1(t)$ and $n_2(t)$ can only oscillate. On the other hand, let us consider the possibility of having these parameters complex-valued: $\omega_j = \omega_{j,\text{re}} + i\omega_{j,\text{im}}$, $\lambda = \lambda_{\text{re}} + i\lambda_{\text{im}}$, with $\omega_{j,\text{re}}$, $\omega_{j,\text{im}}$, $\lambda_{\text{re}}$ and $\lambda_{\text{im}}$ real. A simple analysis suggests that, in order to get $n_j(t) \to 0$ for $t \to \infty$, it is enough to add a negative imaginary part to $\omega_1$ or to $\omega_2$. More precisely, if we take $\lambda_{\text{im}} = 0$ and $\omega_{1,\text{im}} = \omega_{2,\text{im}} < 0$, both $n_1(t)$ and $n_2(t)$ goes to zero asymptotically. On the other hand, it is easy to check that, if $\omega_{1,\text{im}} = \omega_{2,\text{im}} = 0$, there is no possible choice of $\lambda_{\text{re}}$ and $\lambda_{\text{im}}$ which produces damping.

This simple model suggests that, for a phenomenological description of damping, it is sufficient to add a (small) negative imaginary part to the parameters of the free hamiltonian, leaving unchanged the (real) interaction parameter. It might be worth noticing that it is not important here the fact that we are working with bosons: indeed, the same conclusions could be deduced also working with fermionic operators. In fact, this is exactly what we have deduced in Section V.
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