Deep Convolutional Neural Network-Based Hemiplegic Gait Detection Using an Inertial Sensor Located Freely in a Pocket
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Abstract: In most previous studies, the acceleration sensor is attached to a fixed position for gait analysis. However, if it is aimed at daily use, wearing it in a fixed position may cause discomfort. In addition, since an acceleration sensor can be built into the smartphones that people always carry, it is more efficient to use such a sensor rather than wear a separate acceleration sensor. We aimed to distinguish between hemiplegic and normal walking by using the inertial signal measured by means of an acceleration sensor and a gyroscope. We used a machine learning model based on a convolutional neural network to classify hemiplegic gaits and used the acceleration and angular velocity signals obtained from a system freely located in the pocket as inputs without any pre-processing. The classification model structure and hyperparameters were optimized using Bayesian optimization method. We evaluated the performance of the developed model through a clinical trial, which included a walking test of 42 subjects (57.8 ± 13.8 years old, 165.1 ± 9.3 cm tall, weighing 66.3 ± 12.3 kg) including 21 hemiplegic patients. The optimized convolutional neural network model has a convolutional layer, with number of fully connected nodes of 1033, batch size of 77, learning rate of 0.001, and dropout rate of 0.48. The developed model showed an accuracy of 0.78, a precision of 0.80, a recall of 0.80, an area under the receiver operating characteristic curve of 0.80, and an area under the precision–recall curve of 0.84. We confirmed the possibility of distinguishing a hemiplegic gait by applying the convolutional neural network to the signal measured by a six-axis inertial sensor freely located in the pocket without additional pre-processing or feature extraction.
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1. Introduction

Gait is an important index for evaluating musculoskeletal diseases and degenerative diseases that increase with aging. The number of studies on gait analysis for disease diagnosis and daily health management is continuously increasing. Among the various methods for gait analysis, gait analysis using an inertial sensor, such as a gyroscope or an accelerometer, has an advantage, since it can be implemented with only a commercially available small chip. Therefore, the system is simple and easier to use than is a gait analysis mat or smart insole. In addition, the most recent personal smart and wearable devices are equipped with an inertial sensor, so it is easy to perform gait analysis without an additional system. Inertial sensors are widely applied for gait analysis for purposes that range from detecting gait-specific features [1,2] and general gait events [3–6] to clinical applications in the rehabilitation training monitoring of hemiplegic patients [7–11] and patients with Parkinson’s disease [12,13] or Alzheimer’s disease [14].

In our previous study, we developed a wearable acceleration measurement system that was fixed to the waist to obtain gait data from normal and hemiplegic patients and classified normal gait and hemiplegic gait using a random-forest classifier based on 165 extracted features [7,10]. In most previous studies, the acceleration sensor was attached to a fixed position to acquire a signal [6,15,16], and gait features were detected for pattern
classification. This approach is advantageous in securing high accuracy because it can maintain the same acceleration-sensor axial direction when acquiring a signal and can detect only the main characteristics of walking, so that the influence of factors other than walking can be reduced. However, if it is aimed at daily use, wearing it in a fixed position may cause discomfort. In addition, in modern society, since an acceleration sensor can be built into smartphones that people always carry, it is more efficient to use such a sensor rather than wear an additional acceleration sensor. Most of the previous studies that analyzed gait using an accelerometer analyzed gait using sensors attached to fixed positions such as the low back, neck, leg, and thigh in a fixed direction [7,17–23]. However, this method of use is difficult to apply in daily life because it constrains the body, and it is very different from the usage style of smartphones used in various and free ways, so it is difficult to be installed directly on a smartphone. Therefore, to improve usability in daily life, there is a need for a system capable of ensuring use in which the wearing position, or the wearing position or direction, is not fixed. As the algorithm of gait analysis, studies are being conducted to extract specific gait features of gait events using the acceleration sensor built into a smartphone [2,3,24,25]. However, when a smart phone is used, the pattern of use is different for each user. Thus, the signal acquired for each axis of the acceleration sensor may differ, requiring corrections. In addition, when a feature detected from an original signal is used as an input to a classifier, the complexity of the system that results from the feature extraction process may increase. Furthermore, the classifier input may be distorted because of an error generated in the feature extraction process, and the error may be propagated if the distorted input leads to incorrect output. Therefore, the development of a method that can distinguish gait features by an analysis that uses the original signal as is without feature extraction can improve the reliability of the system.

Deep learning-based methods do not require additional feature extraction or generation, because the model generates features on its own from data and classifies them using the generated features. In addition, since it is easy to apply to a complex nonlinear classification problem or to expand the input dimension, it can be used as an appropriate way to analyze signals from multiple input channels, such as from an acceleration sensor. In recent gait analysis studies, an increasing number of cases have applied machine learning to analyze the human gait including pathological gait [26–29]. For example, the deep learning method is applying in analysis of kinetic patterns of gait [28–31] or to detect health abnormalities [32] and abnormal gaits [33], pathological gait of Huntington disease [26], or post-stroke gait [27]. Studies analyzing the signals acquired from accelerometers by machine learning are also being continuously published, and studies have been conducted to detect pathological gaits such as those in patients with multiple sclerosis [34] and Parkinson’s disease [12,13] through wearable sensors and machine learning.

The purpose of this study was to detect hemiplegic gait using an accelerometer located freely in a pocket without fixing the position and orientation, classify hemiplegic gait using the explainable artificial intelligence (AI), Grad-Cam, and identify which features of the measured signal waveforms characterized hemiplegic gait. To this end, we acquired data by conducting clinical trials on hemiplegic patients and normal people and developed and validated a deep learning model for classifying gait without additional pre-processing such as feature extraction.

2. Materials and Methods
2.1. Data Acquisition System

We measured acceleration and angular velocity using a measurement system consisting of a six-axis inertial sensor, a microcontroller, and a Bluetooth module (MPU9250, InvenSense, San Jose, CA, USA) with a built-in three-axis accelerometer and a three-axis gyroscope as the inertial sensor, which measures linear acceleration during walking and changes in angular velocity caused by rotation. We used an ultra-low-power microcontroller (MSP430G2553, Texas Instruments, Dallas, TX, USA) [35] that collected data from the inertial sensor and transmitted it wirelessly to a PC through a Bluetooth version 2.1
module (FB155BC, Firmtech, Sungnam, Korea). We designed the system to be 43 mm wide and 33 mm long, with a maximum thickness of 8.6 mm. The developed system recorded signals on 6 channels simultaneously with three-axis acceleration and three-axis angular velocity. We set the sampling rate for each channel to 125 Hz.

2.2. Experimental Protocol

We conducted this study after obtaining Institutional Review Board (IRB) approval (IRB no. SCH2016-130) from Suncheon St. Carollo Hospital. We conducted the experiment on participants who voluntarily agreed and signed the consent form. The subjects in this study included a normal group and a group of hemiplegic patients. We selected the normal group from the volunteers who obtained a normal grade (5 points) in all measurement categories of a manual muscle test (MMT) conducted by a therapist from the rehabilitation medicine team. We selected the group of hemiplegic patients from among adult patients who were diagnosed with a stroke, were undergoing rehabilitation treatment, had no orthopedic disease, had a clear level of consciousness, and could walk independently for more than 20 m on a level surface without the aid of an assistive device. We performed the experiment as a 20-m round-trip walking test in a 20-m-long corridor with no obstacles, recorded one walking signal for each one-way trip, acquired two records per study subject, and recorded movements during walking using the developed system. At this time, the measurement system recorded the signal while it was in the pocket of the study subject without specifying the direction or location. The experiment was conducted according to the following procedure.

1. The test subject randomly put the measurement system in the pocket of a jacket and waited at the starting point.
2. When the start signal was given after the PC application and measurement system were connected, the test subject walked along the 20-m-long corridor at their usual walking speed.
3. After walking 20 m, the subject turned around and waited.
4. When the start signal was given, the subject returned along the 20-m-long corridor.
5. The subject waited at the starting point.
6. We ended the experiment by terminating the application and saving the measurement data.

2.3. Machine Learning Model

We used a machine learning model based on a convolutional neural network (CNN) [36] to classify hemiplegic gaits. CNN is a neural network that can be used to derive results from a convolution operation using a multidimensional kernel. It has the advantage of using features that reflect various dimensional features of the data. CNN is known to have a good performance when input samples have spatio-temporal connectivity, so it has been frequently used in gait analysis studies. In previous gait analysis studies, CNN has been used for gait recognition [37–39], gait acceleration classification [40], gait event detection [41], or gait authentication and labeling [42]. Our CNN model consisted of multiple convolutional layers followed by a max pooling layer and a fully connected layer. The input layer of the proposed model was 625 × 6, which reflects the number of samples in a 5 s segment and 6 axes. The first convolution layer contained 32 kernels that were 16 × 2 with stride 1. The second convolution layer contained 64 kernels that were 8 × 2 with stride 1. The third convolution layer contained 128 kernels that were 4 × 2 with stride 1. The fourth and subsequent convolutional layers are designed with the same structure; they contained 256 kernels that were 2 × 2 with stride 1. Max pooling layers had kernels that were 2 × 2 with stride 2. The convolutional layer used ReLU as an activation function and adapted batch normalization after activation. The output of the last max pooling layer went into a series of a fully connected layer by means of flattening. The fully connected layer included dropout [43], and ReLU was applied as an activation function, and the output of fully connected layer was fed into a Softmax layer with two class labels. We used the
adaptive moment estimate (Adam) [44] for cost optimization in model development with a 0.9 exponential decay rate for the moving average gradient (β₁) and a 0.999 exponential decay rate for the moving average of the squared gradient (β₂). We performed Bayesian optimization [45] to optimize the number of convolutional layers, dropout rate, and learning rate. Bayesian optimization was performed for the number of convolutional layers of layers (1 to 6), dropout rate of (0 to 0.5), number of nodes for dense layer of (256 to 2048), batch size of (1 to 100), and learning rate of (0.001 to 0.01). We developed and validated the proposed CNN model with a 3.8 GHz Intel Core i7-8700 processor, 64 GB 1600 MHz DDR3 RAM, NVIDIA GeForce GTX 3090, Python 3.6.7, and Tensorflow 2.0. The input data were generated by stacking the six-channel signals acquired from the three-axis acceleration and three-axis gyroscope in the form of a 2D image. Since the input signal was generated based on 5 s of data, it had 625 data samples × 6 channels sampled at 125 Hz for 5 s.

2.4. Leave-One-Out Cross Validation

The leave-one-out CV (LOOCV) method generates as many N models as there are samples and calculates the test set performance with samples excluding one sample when making each model (Figure 1). The final performance is obtained by averaging the performance of N tests. The advantage of LOOCV is that there is no randomness, because all samples are tested one at a time. Unlike the validation set approach, very stable results can be obtained. In addition, since only one sample is used as a test set, a model can be created using a large amount of training data. When verifying the LOOCV, we used 20% of the training set as a validation set by random sampling. When selecting the validation set, we used stratified sampling so that the normal and hemiplegic data had the same distribution as the training set. In dividing the fold, the training set and test set were divided into subjects. For example, if the data of the 1st to the (N-1)th subjects out of a total of N volunteers were used as the training set, the data of the Nth subject were used as the test set. Learning was performed up to the epoch where the validation loss was minimal, and the performance was evaluated by applying the test set. We used the EarlyStopping and ModelCheckpoint options of Tensorflow to find the model with minimal validation loss.

![Figure 1. Leave-one-out cross validation.](image1)

2.5. Statistical Analysis

The validation process was repeated N times, with each of the N-1 sub-datasets used exactly once as the validation data. The results from the folds were averaged to produce a single estimation. The accuracy (Ac), precision (Pr), and recall (Re) of the results were statistically analyzed. Here, Ac is a probability of a correct decision in every class, Pr is the proportion of what the model classifies as hemiplegic gait by the model that was correct. Recall is the proportion of what the model predicted as hemiplegic gait among those that were actually hemiplegic gait. The Ac, Pr, and Re equations are presented in Equations (1)–(3), where true positive (TP) is the number of cases where an actual hemiplegic gait was predicted by the classification model as a
hemiplegic gait, true negative (TN) was the number of cases in which an actual normal gait was predicted by the classification model as a normal gait, false positive (FP) was the number of cases where the classification model predicted an actual normal gait as a hemiplegic gait, and false negative (FN) was the number of cases where the classification model predicted an actual hemiplegic gait as a normal gait.

\[
\text{Accuracy (Ac)} = \frac{TP + TN}{TP + FP + TN + FN} \times 100 \tag{1}
\]

\[
\text{Precision (Pr)} = \frac{TP}{TP + FP} \times 100 \tag{2}
\]

\[
\text{Recall (Re)} = \frac{TP}{TP + FN} \times 100 \tag{3}
\]

To evaluate overall performance, we derived the receiver operating characteristics (ROC) curve and precision-recall curve. The area under the receiver operating characteristic (AUROC) is a performance metric for evaluating binary classification models. The AUROC is calculated as the area under the ROC curve. An ROC curve shows the trade-off between the true positive rate (TPR) and the false positive rate (FPR) across different decision thresholds. The precision-recall curve shows the trade-off between the true positive rate and the positive predictive value for a predictive model using different probability thresholds. The area under the precision-recall curve (AUPRC) is also a useful performance metric for imbalanced data in a problem setting where finding positive examples is important.

2.6. Grad-Cam

A class activation map (CAM) is a way to find the main elements that have a great influence on the classification result in the image by putting global average pooling (GAP) into the last layer of the CNN model [46]. CAM is a type of AI that can explain the inner workings of a machine learning model that is considered a black box and can tell which element of the input data is important information for classification. However, to apply CAM, a GAP layer must be added to the last layer of the model, so there is a limitation when constructing a deep learning model. Grad-Cam is a way of calculating weights that are connected to features by gradients. Thus, CAM can be obtained without modifying the original machine learning model structure [47]. Since Grad-CAM can use the existing model structure as is, it can be applied to most CNN models, such as those that include a fully connected layer, a structured output, or multi-modal input.

2.7. Uncertainty

Uncertainty in artificial intelligence can be defined as “the possibility of making erroneous judgments due to the lack of appropriate information necessary for judgment or decision-making”. For example, since there is no expression of ‘don’t know’ in the output of deep learning, when new data that has never been learned is input, the result can be expressed as if it were a normal prediction even though it is a completely wrong result. There is a way to use the Bayesian model to obtain the uncertainty, but it is difficult to apply in practice because the amount of computation is huge. Yarin Gal proposed a method to obtain uncertainty by approximating the neural network model to a Bayesian model through dropout [48]. A neural network to which Dropout is applied does not perform learning on all layers of the neural network, but rather performs learning through a neural network in which some neurons in the input layer or hidden layer in the neural network are omitted. In this case, various neural networks with different weights are generated according to the combination of selected neurons, and the uncertainty of the model can be evaluated by comparing the results of these neural networks. Therefore, in this study, uncertainty was calculated by adjusting the Dropout of the fully connected layer in the range of 0–0.5.
3. Results

3.1. Dataset

In total, 42 volunteers, including 21 hemiplegic patients, participated in the clinical trial. The demographic information of the clinical trial participants is shown in Table 1. Differences between the sexes and the ages of normal and hemiplegia group was not statistically significant in a Chi-square test ($p > 0.05$). For testing significant difference in age groups, the Chi-square test was conducted to the frequency of ages grouped by each decade. Among the hemiplegic patients, 7 were left paralyzed, 11 were right paralyzed, and 3 had bilateral paralysis. Using the 20-m round-trip walking test, we acquired two datasets per study subject and thus collected 84 datasets, of which 42 displayed normal walking and 42 displayed hemiplegic walking. After that, to create a dataset as input for the machine learning model, we extracted a walking segment of a specific length from each person’s walking data. The input data were generated by repeatedly extracting a random 5 s section from the walking signal for data augmentation. Therefore, 10 segments for one-way walking and 20 segments from round-trip walking for each subject were extracted. As a result, 840 segments from a total of 42 subjects were used as input data. In performing LOOCV, 8 subjects’ data (20% of 41 training subjects) were used as the validation set; as a result, per each fold, 33 participants’ data (600 segments), 8 participants’ data (160 segments), and a participant’s data (20 segments) were used for training, validation, and testing, respectively. Each segment was composed of six-axis signals, including three-axis acceleration and three-axis angular velocity signals. Figures 2 and 3 show an example of an acceleration signal acquired while walking. Figure 2 is a normal gait, and Figure 3 shows that the hemiplegic patient’s gait was less regular than is the normal gait.

Table 1. Demographic information for participants.

| Parameters          | Normal ($N = 21$) | Hemiplegia ($N = 21$) |
|---------------------|-------------------|-----------------------|
| Age (years)         | $53.0 \pm 16.0$ (range: 27–77) | $62.6 \pm 9.2$ (47–78) |
| Sex (M/F, N)        | 11/10             | 13/8                  |
| Height (cm)         | $165.0 \pm 7.6$ (150–178) | $165.1 \pm 11.0$ (145–178) |
| Weight (kg)         | $66.3 \pm 9.9$ (48–82) | $66.2 \pm 14.6$ (38–90) |
| Paralyzed side (N)  | not applicable    | Left (7), Right (11), Both (3) |

Figure 2. Inertial signals of normal gait: (a) acceleration in the x axis, (b) angular velocity in the x axis, (c) acceleration in the y axis, (d) angular velocity in the y axis, (e) acceleration in the z axis, and (f) angular velocity in the z axis.
3.2. CNN Model

As a result of optimization, the proposed model was confirmed to have the best performance in the CNN architecture of one layer, with number of fully connected nodes of 1033, batch size of 77, learning rate of 0.001, and dropout rate of 0.48. Figure 4 shows the structure of the CNN model optimized through Bayesian optimization.

3.3. Classification Results

Figure 5 shows the confusion matrix of the classification result. Total number of samples was 880 from 88 records by augmenting the data sample using random interval sampling. In Figure 5, since hemiplegia is annotated as 'positive', the number of true positives is 386, and 302, 98, and 94 correspond to the true negatives, the false positives, and the false negatives, respectively. Table 2 shows the results of hemiplegic gait classification using the proposed model. The accuracy, precision, recall, and F1 scores of the proposed model were 0.78, 0.80, 0.80, and 0.80, respectively, and the AUC was 0.80. Considering that an 0.8 AUC is the criterion for reasonable performance in most studies, this result suggests that the proposed model worked well for detecting unilateral walking. Figure 6 shows the ROC curve of the classification model. The blue line shows the identical line, and the dark-orange line indicates the ROC curve of the developed model. In Figure 6, the ROC curve is in the upper left corner and shows that the model worked well. Figure 7 shows the precision-recall curve of the developed model. The AUPRC of the precision-recall curve was 0.84. In Figures 6 and 7, the grey area represents the range of uncertainty derived by changing dropout rate in range of 0–0.5. In the AUROC, it was confirmed that the uncertainty was within 5% of the average AUROC in the 0.78–0.82 range, and in the AUPRC, the uncertainty was within 3.5% of the AUPRC in the 0.81–0.87 range. Figure 8 is an example of confirming with Grad-Cam, where the characteristics of the input signal influenced the classification results. In this study, since the measuring device was positioned freely in the pocket, the characteristics of each axis may differ depending upon the direction in which the measuring device was located. Therefore, rather than analyzing the characteristics of a specific axis, one needs to analyze the results according to the shape of the overall signal. A qualitative analysis using a heatmap confirmed that most of the large and rapid changes contributed more than the slow changes of waveform.

Figure 3. Inertial signals of hemiplegic gait: (a) acceleration in the x axis, (b) angular velocity in the x axis, (c) acceleration in the y axis, (d) angular velocity in the y axis, (e) acceleration in the z axis, and (f) angular velocity in the z axis.

Figure 4. Model based on a convolutional neural network for gait classification.
3.3. Classification Results

Figure 5 shows the confusion matrix of the classification result. Total number of samples was 880 from 88 records by augmenting the data sample using random interval sampling. In Figure 5, since hemiplegia is annotated as ‘positive’, the number of true positives is 386, and 302, 98, and 94 correspond to the true negatives, the false positives, and the false negatives, respectively. Table 2 shows the results of hemiplegic gait classification using the proposed model. The accuracy, precision, recall, and F1 scores of the proposed model were 0.78, 0.80, 0.80, and 0.80, respectively, and the AUC was 0.80. Considering that an 0.8 AUC is the criterion for reasonable performance in most studies, this result suggests that the proposed model worked well for detecting unilateral walking. Figure 6 shows the ROC curve of the classification model. The blue line shows the identical line, and the dark-orange line indicates the ROC curve of the developed model. In Figure 6, the ROC curve is in the upper left corner and shows that the model worked well. Figure 7 shows the precision-recall curve of the developed model. The AUPRC of the precision-recall curve was 0.84. In Figures 6 and 7, the grey area represents the range of uncertainty derived by changing dropout rate in range of 0–0.5. In the AUROC, it was confirmed that the uncertainty was within 5% of the average AUC in the 0.78–0.82 range, and in the AUPRC, the uncertainty was within 3.5% of the AUPRC in the 0.81–0.87 range. Figure 8 is an example of confirming with Grad-Cam, where the characteristics of the input signal influenced the classification results. In this study, since the measuring device was positioned freely in the pocket, the characteristics of each axis may differ depending upon the direction in which the measuring device was located. Therefore, rather than analyzing the characteristics of a specific axis, one needs to analyze the results according to the shape of the overall signal. A qualitative analysis using a heatmap confirmed that most of the large and rapid changes contributed more than the slow changes of waveform.

![Confusion Matrix](image)

Figure 5. Confusion matrix of the result of proposed classification model. The numbers of true positives, true negatives, false positives, and false negatives are 386, 302, 98, and 94, respectively.

Table 2. Hemiplegic gait classification performance of the proposed model ($N = 84$). AUROC: area under of receiver operating characteristic curve; AUPRC: area under of the precision-recall curve.

| Evaluation Metrics | Values |
|--------------------|--------|
| Accuracy           | 0.78   |
| Precision          | 0.80   |
| Recall             | 0.80   |
| F1 score           | 0.80   |
| AUROC              | 0.80   |
| AUPRC              | 0.84   |
Table 2. Hemiplegic gait classification performance of the proposed model (N = 84). AUROC: area under of receiver operating characteristic curve; AUPRC: area under of the precision-recall curve.

| Evaluation Metrics | Values |
|--------------------|--------|
| Accuracy           | 0.78   |
| Precision          | 0.80   |
| Recall             | 0.80   |
| F1 score           | 0.80   |
| AUROC              | 0.80   |
| AUPRC              | 0.84   |

Figure 6. Receiver operating characteristic (ROC) curve of proposed model. Grey area represents the range of uncertainty. AUROC: Area under curve of ROC curve.

Figure 7. Precision-recall curve of proposed model. Grey area represents the range of uncertainty. AUPRC: Area under curve of precision-recall curve.
4. Discussion

We proposed a CNN-based machine learning model that distinguishes hemiplegic walking from normal walking using acceleration and angular velocity signals measured freely in a pocket without being fixed at a specific position. The developed model had an accuracy of 0.78, an AUROC of 0.80, and an AUPRC of 0.84. In many existing gait analysis studies, gait characteristics were detected using data acquired from sensors attached at a specific position and direction, and gait was classified based on the detected characteristics. In the case of an inertial sensor, since it has directionality, when the wearing position or direction is fixed, a signal having a consistent pattern can be obtained according to a specific motion; thus, it has the advantage of easy analysis. Therefore, many previous studies have analyzed gait using a sensor with a fixed position and direction, but it has not been popularized due to the inconvenience of usage and wearing method. In this study, we measured signals and analyzed the type of gait using devices that had no positional or directional constraints. This was similar to measuring acceleration and angular velocity signals while walking using a personal mobile phone equipped with an acceleration sensor or gyroscope as a default. Hence, the developed algorithm is easy to apply to personal mobile devices. Therefore, the algorithm developed in this study is easy to apply to existing mobile devices, and it can be used to always estimate the degree of improvement in hemiplegia signs or symptoms through daily gait monitoring using smartphones.

Figure 8. Example of heatmap using Grad-Cam.
of improvement in hemiplegia signs or symptoms through daily gait monitoring using smartphones. Especially, we used three-axis acceleration and three-axis angular velocity raw signals, which did not undergo additional feature extraction processes, as inputs for the machine learning model. Most of the existing studies classified gait using features derived by means of signal processing, which requires a complex operation for feature detection, and an error that occurs in the feature detection process may affect the result analysis. Thus, there is a disadvantage, in that the gait classification accuracy depends upon the feature extractor performance. In contrast, using the original signal proposed in this study as an input did not require a separate feature extraction process when using a deep learning model, so it was possible to analyze the gait more robustly to input changes. The machine learning model we proposed in this study showed a reasonable performance, even though there was no additional preprocessing or feature detection, because the proposed CNN model preserves the spatiotemporal correlation of multi-channel data.

In addition, in this study, Grad-Cam was used as an explainable AI to characterize the waveforms with a major influence on the classification of hemiplegia. Since the axis direction was set randomly, it is difficult to generalize the results. However, the Grad-Cam results suggest that the early-stage gait signal, which showed a sharp waveform change in the axial signal where gait was clearly distinguished, had a relatively greater effect on gait classification than the late-stage gait signal. The above results showed the possibility that explainable AI can be useful in analyzing or classifying the mechanism of an abnormal gait. Previous studies on hemiplegic gait detection using inertial sensors were mostly performed by classifying gait based on inertial sensors fixed in specific directions at specific locations on the human body. In a study by Christou et al., six time and frequency domain features were extracted from signals collected from seven inertial sensors attached to four body sites, and hemiplegic gait was classified with an accuracy of 87.7% using a neural network [18]. In another study, hemiplegic gait was classified with 81.9% test set accuracy through transfer learning with inertial sensors attached to both lower limbs [22]. In addition, a study analyzing gait using a sensor fixedly worn behind the waist belt and along the spinal cord showed that LSTM-CNN could classify hemiplegic gait with up to 93.1% test set accuracy [33]. The above studies were similar to our study in that they used an inertial sensor to classify hemiplegia, but they are all different from our study in that they acquired signals from an inertial sensor attached to a specific location and in a specific direction. In addition, some studies [22,33] were based on simulated hemiplegic data from normal people, not actual hemiplegic patients, it is difficult to directly compare the results to those of our study. The results of this study were derived from data collected from actual hemiplegic patients and showed accuracy similar to that in a previous study [18] performed on hemiplegic patients. These results suggest that the method proposed in this study could improve convenience without significant degradation in accuracy. In addition, the proposed technology should be applied to devices with built-in acceleration sensors such as smartphones. When applied to personal portable devices, it can be used for monitoring the occurrence of hemiplegia and increasing or decreasing the severity of hemiplegia during daily life.

However, this study has some limitations and most of them are stemmed from small subject size. In this study, we classified the presence or absence of hemiplegia with high accuracy using the proposed model, but a larger group of subjects is required because having only 21 subjects in each group could not provide a normal distribution. In addition, we did not address the severity of paralysis or hemiplegia because a large amount of data is required to develop a deep learning model, and we had only 42 subjects for this study, which was insufficient to enable analysis by paralysis and severity. Since a model created with a small number of study subjects may have biased characteristics, model improvement using more subject data is required to minimize overfitting. In addition, although not performed in this study, external validation using a data set obtained separately from the data set used for development should be performed to confirm the validity of the developed model.
5. Conclusions

In this study, we confirmed the possibility of distinguishing hemiplegic gaits by means of a deep learning model without additional pre-processing or feature extraction using a six-axis inertial signal measured at random locations in a pocket. Moreover, we investigated the effective features of the inertial signal waveforms using the explainable AI, Grad-Cam. The result of proposed method shows the reasonable performance (0.8 AUROC) in hemiplegia classification. However, this study on a nonparametric group needs to be verified in a more extensive study. In addition, our results could be more generalizable by studies including subjects of various sexes, ages, hemiplegia axes, and hemiplegia severity. The system can be installed on smartphones in the future and applied to the early diagnosis and prognosis of hemiplegia patients.
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