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Abstract
An important part of a dialogue system is the correct labelling of turns with dialogue-related meaning. This meaning is usually represented by dialogue acts, which give the system semantic information about user intentions. Each dialogue act gives the semantic of a segment of a turn, which can be formed by several segments. Probabilistic models that perform dialogue act labelling can be used on segmented or unsegmented turns. The last option is the more realistic one, but provides poorer results. An hypothesis on the number of segments can be provided in this case to improve the results. We propose some methods to estimate the probability of the number of segments based on the transcription of the turn. The new labelling model includes the estimation of the probability of the number of segments in the turn. The results show that this inclusion significantly improves the labelling accuracy.
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1 Introduction
A dialogue system is usually defined as a computer system that interacts with a human user to achieve a task using dialogue [6]. The computer system must interpret the user input, in order to obtain the meaning and the intention of the user turn. This is needed to give the appropriate answer to the user. The selection of this answer, along with other decisions that the system can take, is guided by the so-called dialogue strategy. This dialogue strategy can be rule-based [8] or data-based [17]. In the rule-based alternative, the dialogue manager selects the set of actions based on a set of production rules, usually implemented by an expert. In the data-based alternative, there are some ways to build the dialogue system. One option is using a dialogue manager whose parameters have been estimated from annotated data using supervised machine learning [15] are also used to obtain a more robust estimation of the dialogue manager parameters.
In either case, the dialogue strategy needs the interpretation of user turns to achieve the aim of the user. This interpretation must only take into account the essential information for the dialogue process, which is usually represented by special labels called Dialogue Acts (DA) [4]. With this approximation, each user turn can be assigned a sequence of DAs, where each DA is associated with non-overlapped sequences of words in the turn. These sequences of words are usually called segments (some authors refers to these sequences as “utterances” [14]). Each segment has an associated DA which defines its dialogue-related meaning (usually the intention, the communicative function, and the important data).

Therefore, the correct assignment of DAs to a user turn is crucial to the correct behaviour of the dialogue system. The DA tagging is a difficult task even for a human being, because similar segments can be labelled with different DAs depending on the context. Moreover, even the identification of the segments in the turn is a difficult task. To speed-up the labelling time, several models have been proposed to perform this assignment. These assignation models can be based on the annotation rules used by human labellers, but in that case it is quite difficult to code all the rules and exceptions and the model is quite rigid. In recent years, probabilistic data-based models have gained importance for this task [10, 14, 11] as they allow an easier implementation and more flexibility than rule-based models (although they require more annotated data).

The probabilistic parameters of these data-based models are estimated from appropriately labelled dialogue corpora. These dialogue corpora provide sets of dialogues that are segmented and annotated with DA labels. In the posterior use of the models, they are applied to non-annotated dialogues to obtain the most likely DA sequence for each turn. Most of the previous work on DA assignation assumed the correct segmentation of the dialogue turns. However, in a real situation, the only data that are available are the dialogue turns, and the segmentation is not available. Fortunately, these models can be easily adapted to the real situation in which segmentation is not available. In this case, the labelling accuracy is lower than that produced over correctly-segmented dialogue turns.

One possible solution for improving the results on unsegmented turns is to obtain a segmentation hypothesis of the turn before applying the DA assigna-
tion model, as that proposed in [1]. In that work, the authors propose a segmentation method based on some lexical and prosodic features, which is then used to make the dialogue act classification. The work presented good results but the classification task is limited to 5 classes.

The estimation of the segmentation can be also achieved in a typed dialogue, but, instead of estimating the entire segmentation, another less restricting possibility is to estimate the number of segments of a given turn. Once the estimation is made, the search for the most likely DA sequence is restricted to only having the estimated number of DA. The estimation of the number of segments can be done using the transcriptions of the turns, so it is possible to use it in typed dialogues, where only the text is available, and in spoken dialogues, because it is possible to use the output of an automatic speech recognition system as the input for the DA tagging.

In this paper, we present the formulation of a general probabilistic model of DA assignation that can be applied on the transcription of unsegmented turns. The model evolves from this general formulation to a more restricted formulation where first the probability of the number of segments is estimated, and then the most likely segmentation is obtained. Initial results show that estimating the probability of the number of segments produces significant improvements in the accuracy of the DA assignation. Following this, we present a model to estimate the number of segments given the available dialogue features (words of the turn and its length). The combination of this model with the DA assignation model shows significant improvement in accuracy with respect to the original unsegmented model.

The paper is organised as follows: In Section 2, we present the HMM-based models for labelling the turns. In Section 3, we introduce the estimation of the number of segments and describe the different approaches to the combination of features for that estimation. In Section 4, we present the experiments for testing the models as well as the results. In Section 5 we present our final conclusions and future work.

2 The HMM-based model for DA assignation

Given a word sequence $W$, the main goal is to obtain the optimum DA sequence $U$ that maximises the posterior probability $Pr(U|W)$. The DA sequence $U$ of the complete dialogue can be seen as $U_{1:t-1} = U_1 \cdot U_2 \cdots U_{t-1}$, which represents the DA sequence detected until the current turn $t$. The word sequence of the current turn is expressed as $W = W_1 = w_1 \cdot w_2 \cdots w_l$, where $l$ is the number of words of $W$. Therefore, we can reformulate the problem by introducing a new posterior probability $Pr(U|W_1, U_{1:t-1})$, which represents the probability of the DA sequence $U$ that is associated to the current user turn, given the word sequence of the user turn $W_1$ and the history of the previous DA sequence $U_{1:t-1}$. The goal is to find the best sequence of DAs for each turn:

$$\hat{U} = \arg\max_{U} Pr(U|W_1, U_{1:t-1})$$  \hspace{1cm} (1)

Then, we can introduce two hidden variables: the number of segments $r$; and the segmentation of the turn, which can be described as $s = (s_0, s_1, \ldots, s_r)$. Therefore, $U$ can be expressed as $U = u_1$, and $W$ as $W_1 = W_{s_0+1} \cdot W_{s_1+1} \cdots W_{s_{r-1}+1}$.

From Equation (1) we can derive two models. The usual assumption is that the segmentation $s$ and the number of segments $r$ are unknown and have no influence on the DA assignation. In this case, as we are under the argmax framework, we can express the probability of the DA sequence as:

$$Pr(U|W_1, U_{1:t-1}) = \Pr(U|U_{1:t-1}) \Pr(W_1|U, U_{1:t-1}) = \sum_{r,s} \prod_{k=1}^{r} \Pr(a_k|u_{k-1}^{-1}, u_{1:t-1}) \Pr(W_{s_{k-1}+1}^{s_k}|u_k, U_{1:t-1})$$  \hspace{1cm} (2)

This model is simplified with three basic assumptions: the probability of the word segments depends only on the current DA; the probability of the DA depends only on the $n$ previous DAs; and the summation is replaced by a maximisation. The resulting model is the following:

$$Pr(U|W_1, U_{1:t-1}) = \max_{r,s} \prod_{k=1}^{r} \Pr(a_k|u_{k-1}^{-1}, u_{1:t-1}) \Pr(W_{s_{k-1}+1}^{s_k}|u_k)$$  \hspace{1cm} (3)

This model can be used when there is an available segmentation (and consequently we know the correct number of segments $r$) by simply eliminating the maximisation and fixing the $s_k$ values and $r$ to those provided by the segmentation. If there is no segmentation available, the search for the optimal DA sequence provides a segmentation that allows the maximum probability to be obtained. Consequently, we can obtain a segmentation derived from this method. This model can be considered as the baseline model.

We can develop another model from Equation (1) if we consider a different assumption: the number of segments influences the labelling. In this case, the probability of the sequence $U$ is:

$$Pr(U|W_1, U_{1:t-1}) = \sum_{r} \Pr(U, r|W_1, U_{1:t-1}) = \sum_{r} \Pr(r|W_1, U_{1:t-1}) \sum_{r} (Pr(U, r|W_1, U_{1:t-1}, r)) = \sum_{r} \prod_{k=1}^{r} \Pr(a_k|u_{k-1}^{-1}, U_{1:t-1}, r) \Pr(W_{s_{k-1}+1}^{s_k}|u_k, U_{1:t-1}, r)$$  \hspace{1cm} (4)

To simplify this expression, we do the same simplifications that we did to obtain Equation (3). Thus, the new labelling model is:

$$\hat{U} = \arg\max_{U} Pr(U|W_1, U_{1:t-1})$$  \hspace{1cm} (1)
\[
\Pr(U|W_1^l, U_1^{l-1}) = \sum_r \Pr(r|W_1^l, U_1^{l-1})
\]

\[
\max_{r} \prod_{k=1}^r \Pr(u_k^{k-1}|u_{k-n-1}) \Pr(W_{sk}^{sk+1}|u_k)
\] (5)

As in the previous model, we can obtain a segmentation from this Equation. In Equations (3) and (5), \(\Pr(u_k^{k-1}|u_{k-n-1})\) can be modelled as an n-gram (of degree \(n\)) and \(\Pr(W_{sk}^{sk+1}|u_k)\) can be modelled as a HMM. The maximisation (including the segmentation and the DA decoding) can be implemented using the Viterbi algorithm. Note that, in this formula, \(u_k^{k-1}\) can take DAs of previous turns.

Therefore, we have derived two labelling models from Equation (1). The model described in Equation (3) does not contain any information about the number of segments of the turn nor any information about the segmentation. The model presented in Equation (5) includes the estimation of the probability of the number of segments.

To estimate the probability \(\Pr(r|W_1^l, U_1^{l-1})\), the dependencies of \(r\) are substituted by a score \(S_c\) that is explained in the next section.

3 Estimation of the number of segments

In Section 2, we introduced an approach to estimate the number of segments of a turn; that is, we defined a score \(S_c\) associated with each turn, which is computed from the transcription. To estimate the number of segments, we chose the approximation \(\Pr(r|W_1^l, U_1^{l-1}) = \Pr(r|S_c)\), where \(S_c\) is calculated in from the sequence of words \(W_1^l\).

The new probability can be calculated by applying the Bayes rule:

\[
\Pr(r|S_c) = \frac{p(S_c|r)p(r)}{p(S_c)}
\] (6)

The a priori probability \(p(r)\) can be easily computed as the number of turns with \(r\) segments, \(N_T\), divided by the total number of turns \(N_T\):

\[
p(r) = \frac{N_T}{N_T}
\] (7)

The conditional member \(p(S_c|r)\) is estimated by a normal distribution. We calculated one distribution for each \(r\):

\[
p(S_c|r) \sim \mathcal{N}(m_r, \sigma_r)
\] (8)

The mean \(m_r\) and variance \(\sigma_r\) are computed from the scores associated with the turns with \(r\) segments.

The last element \(p(S_c)\) is estimated by another gaussian distribution that is computed from all the turns:

\[
p(S_c) \sim \mathcal{N}(m_{Sc}, \sigma_{Sc})
\] (9)

The mean \(m_{Sc}\) and variance \(\sigma_{Sc}\) are computed from all the scores in the training data.

The computation of \(S_c\) is made using features that are extracted from the transcription of each turn (it is word-based). We have focused on two features to estimate the number of segments of a turn. One evident feature is the number of words of the turn. More sophisticated features can be inferred from the words (or sequences) that usually appear at the beginning or the end of segments.

First, we made a study of the features that could determine the number of segments and we evaluated the influence of some of them:

- Length of the turn. We evaluated the relation between the number of segments and the number of words in a turn.
- Final words and final n-grams. In the transcription, some words (like the interrogation mark and the period) clearly indicate the end of a segment. Combinations of the last two or three words are also useful.
- Initial words and n-grams. This is the opposite case to the final words.
- Combinations: The above features can be combined to obtain a better estimation of the number of segments.

Second, we defined some calculations for the score \(S_c\) based on the above-mentioned features.

- Based on length of the turn
  The score \(S_c\) can be calculated as the number of words in the turn:

\[
S_c(W) = l
\] (10)

- Boundary words
  We define the score \(S_c\) of a turn \(W\) as:

\[
S_c(W) = \sum_{i=1}^{l} p_f(w_i)
\] (11)

where \(p_f(w_i)\) is the probability of the word \(i\) being a final word in a segment. It is estimated by counting in the training corpus the number of times that the word is final divided by the total number of appearances of the word. This value is 0 for the words that never appear at the end of a segment.

It is also possible to calculate \(S_c\) in the same way using the initial words of a segment instead of final ones.
• Boundary n-grams
Instead of calculating the probability of a final word, we propose the estimation of the probability of the $n$ last words of the segments. In this case, the method of estimation is the same one that we used in the above case: the number of times that the $n$-gram is at the end of the segment divided by the total number of appearances of the $n$-gram. We calculated the $S_c$ using that estimation with:

$$S_c(W) = \sum_{i=1}^{l} p_f(W_i \mid (n-1))$$  \hspace{1cm} (12)

As we proposed in the final word estimation, the probability of initial $n$-grams in a segment can be computed just by counting the times an $n$-gram is initial.

• Composed Score
The features that we used in the estimation of the score can be combined. In this case, the score calculated for a turn is composed of various features, e.g. the score can be seen as the summation of the probability of each word to be final plus the length of the turn (by adding a number $a$ for each word):

$$S_c(W) = \sum_{i=1}^{l} (p_f(w_i) + a)$$  \hspace{1cm} (13)

Another option is to combine the final words with final $n$-grams, e.g., combining the final bigrams and the final words:

$$S_c(W) = \sum_{i=2}^{l} p_f(W_i \mid i-1) + \sum_{i=1}^{l} p_f(w_i)$$  \hspace{1cm} (14)

• Naive-Bayes Score
In this case, the final probability of the number of segments is calculated by combining the probabilities for each score, i.e., if we consider:

$$\Pr(r \mid S_{c_1}, S_{c_2}, \cdots S_{c_n})$$

this probability can be simplified assuming that there are no dependencies between scores (naive-Bayes assumption):

$$\Pr(r \mid S_{c_1}, S_{c_2}, \cdots S_{c_n}) = \Pr(r \mid S_{c_1}) \Pr(r \mid S_{c_2}) \cdots \Pr(r \mid S_{c_n})$$  \hspace{1cm} (15)

4 Experiments and results
We present three sets of experiments that we performed using the SwitchBoard corpus [7]. The experiments were designed to show the error in the estimation of the number of segments and the accuracy of the labelling provided by the two models described in Section 2 (Equation (3) and Equation (5)).

4.1 SwitchBoard Corpus
The SwitchBoard corpus [7] is a well-known corpus of human-human conversations by telephone. The conversations are not related to a specific task, since the speakers discuss general interest topics, with no clear task to accomplish. This corpus recorded spontaneous speech, with frequent interruptions between the speakers and background noises. The transcription of the corpus takes into account all these facts and it includes special notation for the overlaps, noises and other sound effects present in the recordings.

The corpus is composed of 1,155 different conversations in which 500 different speakers participated. The number of turns in the dialogues is around 115,000, including overlaps. The vocabulary size is approximately 42,000 words.

The corpus was manually divided into segments following the criteria defined by [9], and annotated using a shallow version of the SWBD-DAMSL annotation scheme [5]. Each segment is labelled with one of the 42 different labels present in the SWBD-DAMSL annotation set. These labels represent categories such as statement, backchannel, questions, answers, etc., and different subcategories for each of these categories (e.g., statement opinion/non-opinion, yes/no/open/rethorical-questions, etc.). The manual labelling was performed by 8 different human labelers, with a Kappa value of 0.80, which reflects the difficulty of the segmentation and annotation task. This corpus is generally used in the evaluation of statistical annotation models ([14], [12], [16]).

To simplify the labelling task, we-preprocessed the transcriptions of the SwitchBoard corpus to remove certain particularities. The interrupted segments were joined, thereby avoiding interruptions and ignoring overlaps between the speakers. The vocabulary was reduced by using all the words in lowercase and separating the punctuation marks from the words.

To obtain more reliable results, we performed a partition on the corpus to perform experiments with a cross-validation approach. In our case, the 1,155 different dialogues were divided into 11 partitions with 105 dialogues each one.

4.2 Estimation of the number of segments
The first set of experiments were the tests to determine the best way to estimate the number of segments of a turn. Table 1 shows the results of the different estimations of the number of segments.

These tests showed that the final bigrams provided the best estimation of the number of segments. The initial words (or bigrams) did not estimate the number of segments as well as the final ones; even the length of the turn was a better estimator. The final words and $n$-grams produced better results due to the presence of some words that always indicate the end of a segment (like the interrogation mark and the period). The two kinds of combination (composed and naive-Bayes) did not produce any improvement in the estimation.
4.3 Baseline

In Section 2, we presented two models for labelling. The baseline experiments used the model represented by Equation (3). We estimated the DA Error Rate (DAER) and the Turn Error Rate (TER). The DAER is the average edit distance between the reference DA sequences and the DA sequences assigned by the labelling model. The TER indicates the percent of turns that are incorrectly labelled. Table 2 shows the results using 2-grams and 3-grams for the estimation of the probability $Pr(uk|uk_{k-n-1})$. It shows a comparison of the error in the labelling between the segmented and the unsegmented version. In the segmented version we knew the correct segmentation, but in the unsegmented version we did not know anything about the segmentation or the number of segments. The segmented version is a hypothesis case, because in a real system we do not know the correct segmentation.

| 2-gram |                      |                  |
|--------|----------------------|------------------|
|        | DAER/TER             | C.I.             |
| Corpus |                      |                  |
| Segmented | 29.9/38.3             | ± 0.6            |
| Unsegmented | 63.2/59.6             | ± 0.5            |

| 3-gram |                      |                  |
|--------|----------------------|------------------|
|        | DAER/TER             | C.I.             |
| Corpus |                      |                  |
| Segmented | 29.9/38.1             | ± 0.6            |
| Unsegmented | 62.5/59.0             | ± 0.4            |

Table 2: DAER and TER baseline results with the model described in Equation (3). The errors are presented for both segmented and unsegmented corpus. The C.I. column indicates the 90% confidence interval of the DAER. The baseline result considered for the next experiments is shown in boldface.

These results are boundary errors and they are similar to those provided by [12], where the authors proposed a HMM model to dialogue act labelling. The segmented turns gave us the minimum error supplied by the HMM-based model. The unsegmented turns gave us the maximum error, obtained without knowing the segmentation. We consider that the result obtained with the unsegmented version and a 3-gram is a baseline error (62.5% of DAER). This experiment is useful because it allows us to measure the difference between this model and the one with the estimation of the number of segments. We also included a 90% confidence interval for the DAER to ensure statistical significance. This confidence interval is estimated using a bootstrap estimation [3]. We used each partition as a segment for the bootstrapping and the bootstrap sample is composed by 10,000 elements.

4.4 Labelling with the estimation of the number of segments

The third set of experiments shows the labelling of the turns produced by the mathematical model presented in Equation (5), where we introduce an estimation of the probability of the number of segments. Due to the results of the estimation of $r$, we used the final words, final bigrams, final trigrams and length features as score estimators. We tested the labelling with 2-grams and 3-grams as estimators of the probability $Pr(uk|uk_{k-n-1})$.

Table 3 shows a comparison of the errors obtained in the experiments. The error with correct $r$ estimation was computed by labelling the unsegmented corpus, knowing the correct number of segments ($Pr(r(S_k) = 1$ for the correct $r$ and 0 for the rest). The inclusion of the labelling with the correct $r$ is only for reference, because it represents a hypothetical case. The rest of the lines refer to different estimations of the number of segments.

| 2-gram |                      |                  |
|--------|----------------------|------------------|
| Correct $r$ | 47.4/48.1             | ± 0.6            |
| Length | 54.7/54.9             | ± 0.5            |
| Final Words | 54.2/54.2             | ± 0.5            |
| Final Bigrams | 53.6/53.5             | ± 0.5            |
| Final Trigrams | 54.6/54.8             | ± 0.5            |

| 3-gram |                      |                  |
|--------|----------------------|------------------|
| Correct $r$ | 47.2/48.1             | ± 0.6            |
| Length | 54.6/54.8             | ± 0.5            |
| Final Words | 54.1/54.2             | ± 0.5            |
| Final Bigrams | 53.5/53.5             | ± 0.5            |
| Final Trigrams | 54.5/54.8             | ± 0.4            |

Table 3: DAER and TER results of the labelling using the estimation of segments and different $n$-grams to estimate $Pr(uk|uk_{k-n-1})$. Each line refers to a different estimation of the number of segments. It includes the labelling error and a 90% confidence interval for the DAER. The inclusion of the labelling with the correct $r$ is only for reference.

The best result was obtained with the estimation of the number of segments based on final bigrams and the probability of the dialogue act given by a 3-gram. The confidence interval for this experiment and confidence interval of the baseline show that the difference between the results given by the models are statistically significant. Thus, it can be concluded that the model
with the estimation of the probability of the number of segments produces a significant improvement in the labelling. The labelling errors show that there is a relation between the estimation error of the number of segments and the labelling; however, the improvement in the estimation of segments is not translated in the same magnitude to the labelling process. This is due to the difficulty of correctly labelling some turns which were not correctly labelled in any of the experiments, even when the correct number of segments is given. As is pointed out in [14], the cause of these errors could be that some DA definitions are arbitrary and may even confuse a human labeller. To corroborate this problem, we calculated the precision, recall and F-measure of the experiments.

The precision is calculated by dividing the number of correct labelled segments by the total number of labels given by the labeller. The recall is calculated by dividing the number of correct labelled segments by the correct number of segments. The F-measure is computed as $F = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$.

Table 4 shows the precision, recall and F-measure of some experiments. The precision indicates the accuracy of the labeller, but the position of the labels in the labelling are not important, thus this errors are better than the corresponding DAER. The precision is similar for all the experiments, which means that the errors are produced by the labeller, even with the correct number of segments. The results also show the improvement produced by the inclusion of the probability of the number of segments in the labelling.

5 Conclusions and future work

In this work, we have shown two different models for the labelling of turns in a dialogue. Both of them are text-based methods, so they can be used in typed dialogues or in spoken dialogues with an automatic speech recogniser. One model directly labels the turns without knowing the segmentation or the number of segments in the turn, and the other model assumes the previous estimation of the probability of the number of segments. Some methods to estimate the probability of the number of segments of a turn based on the transcription are also presented.

The results show that the dialogue act labelling task can be improved by including the probability distribution of the number of segments. Even though our best result is not as good as the one obtained using the correct segmentation, it is significantly better than the error of the unsegmented model with no estimation of the number of segments. Furthermore, the estimation of the probability of the number of segments can be easily computed.

Future work is directed to obtaining a better model that estimates the number of segments. However, the estimations based on the transcription of turns does not seem to produce good enough results. In spoken dialogues, a new estimation could be to use features that are extracted directly from the audio signal, as proposed in [1], and include them into our probability model of the estimation of the number of segments. Another possibility is to repeat these experiments using a corpus of a different kind, such as a task-oriented corpus like Dihana [2]. Moreover, the experiments can be made using the output of a speech recogniser or using a modified version of the corpora with no marks such as points or commas.
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