SOLVING THE DIRICHLET PROBLEM FOR THE MONGE-AMPÈRE EQUATION USING NEURAL NETWORKS

KAJ NYSTRÖM AND MATIAS VESTBERG

Abstract. The Monge-Ampère equation is a fully nonlinear partial differential equation (PDE) of fundamental importance in analysis, geometry and in the applied sciences. In this paper we solve the Dirichlet problem associated with the Monge-Ampère equation using neural networks and we show that an ansatz using deep input convex neural networks can be used to find the unique convex solution. As part of our analysis we study the effect of singularities, discontinuities and noise in the source function, we consider nontrivial domains, and we investigate how the method performs in higher dimensions. We investigate the convergence numerically and present error estimates based on a stability result. We also compare this method to an alternative approach in which standard feed-forward networks are used together with a loss function which penalizes lack of convexity.

1. Introduction

The Monge-Ampère equation

$$\det D^2 u = f(x, u, \nabla u),$$

for an unknown convex function $u : \mathbb{R}^n \to \mathbb{R}$, $n \geq 1$, where $D^2 u$ is the Hessian of $u$ and $\det D^2 u$ denotes the determinant of $D^2 u$, appears naturally in many geometric applications such as the prescribed Gaussian curvature problem, problems in affine geometry [17, 18, 48, 54], and in physical applications such as inverse reflection and refraction [8, 9, 35]. For example, the Gaussian curvature $K(x)$ of the graph of a function $u : \mathbb{R}^n \to \mathbb{R}$ at $(x, u(x))$ is given by

$$\det D^2 u = K(x)(1 + |\nabla u(x)|^2)^{n/2}.$$  

Another important application is the Monge problem in transport theory, which for a range of cost functions can be expressed using Monge-Ampère type equations coupled with a suitable boundary condition [55, 56]. In the case of a quadratic cost function and given probability densities $f_1, f_2$ supported on domains $\Omega_1, \Omega_2 \subset \mathbb{R}^n$, the optimal transport problem is to minimize the transport cost

$$J(T) = \int_{\Omega_1} |T(x) - x|^2 f_1(x) \, dx,$$

over measure-preserving maps $T : \Omega_1 \to \Omega_2$, i.e. over all maps $T$ such that $f_1(x) \, dx = f_2(T(x)) \det DT(x) \, dx$.

A theorem of Brenier [6] states that the optimal map exists and that it is given as the gradient of a convex function $u$ on $\Omega_1$. The measure-preserving condition implies that $u$ has
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to satisfy the Monge-Ampère equation

$$\det D^2 u = \frac{f_1(x)}{f_2(\nabla u(x))},$$

in a sense that has to be made precise. In some of the applications mentioned the Monge-Ampère equation is generalized further by adding a matrix possibly depending on $x$, $u$ and $\nabla u$ to the Hessian, before taking the determinant.

In this paper we give a numerical contribution to the study of the Dirichlet problem for the Monge-Ampère equation. More specifically we use an ansatz based on (deep) neural networks to solve

\[
\begin{align*}
\det D^2 u &= f & \text{in } \Omega, \\
u &= g & \text{on } \partial \Omega,
\end{align*}
\]

where $\Omega \subset \mathbb{R}^n$, $n \geq 1$, is an open bounded convex set, and $f = f(x)$ and $g = g(x)$ are given functions defined on $\Omega$ and $\partial \Omega$ respectively. We require $f$ to be non-negative and locally integrable, and $g$ is assumed to be continuous. For the purpose of illustration we will focus on the problem in (1.1), where $f = f(x)$, but generalizations to some of the above mentioned cases/applications where $f = f(x, u, \nabla u)$ may also be possible, and this will be the focus of future publications.

From the mathematical perspective, it is well-known that when $\Omega$ is strictly convex, then (1.1) has a unique convex solution in the sense of Alexandrov provided that the right-hand side is nonnegative and integrable [50]. In fact, one may even allow the right-hand side to be a finite nonnegative Borel measure. In the case of a merely convex domain, a unique convex solution exists if, in addition, the function $g$ can be extended to a convex function on $\bar{\Omega}$, see [31]. However, it must be noted that also nonconvex solutions might exist. Even in the two-dimensional case, Rellich’s Theorem [51] only states that there are at most two solutions. For an elementary illustration of nonuniqueness, consider the case in which the dimension of $\Omega$ is even and $g = 0$. Then, for any convex solution $u$ we also have the concave solution $-u$. In general, the mathematical analysis of the Monge-Ampère equation has been a source of intense investigations in the last decades and in Subsection 2.1 we give a brief account of the Monge-Ampère equation and provide references to the vast literature.

From the numerical perspective the problem in (1.1) is challenging for many reasons but in particular due to the presence of the fully nonlinear Monge-Ampère operator and due to the fact that since the unique convex solution is typically relevant for applications, a numerical method has to ensure that it singles out this solution. Many different approaches/methods for the Dirichlet problem for the Monge-Ampère equation have been proposed in the literature including the discretization of the determinant, wide stencil finite difference techniques, mixed finite-element methods, reformulation of the Monge-Ampère problem as a Hamilton-Jacobi-Bellman equation, and many other methods. We give a brief review of the numerical literature devoted to the Monge-Ampère equation in Subsection 2.2.

As the review in Subsection 2.2 underscores, there seems to be no literature devoted to solving the Monge-Ampère equation using neural networks. In this paper we start filling this gap by developing two methods for solving the Dirichlet problem in (1.1) using neural networks. The methods are illustrated in a number of examples and these examples show that neural networks are also promising tools for solving fully nonlinear equations like the Monge-Ampère equation in complex geometries and in higher dimensions. In the context of neural networks, one way to attempt to single out the unique convex solution to the Monge-Ampère equation is to use a loss function which penalizes lack of convexity. While such a method is easy to implement in the two-dimensional case, it is not necessarily extendible to
higher dimensions. Another method, which is the main focus in this paper, is to use input convex neural networks. These networks are convex in the input variable by construction, so at least in principle they should provide a good ansatz for the solution to (1.1) in any dimension.

The rest of the paper is organized as follows. In Section 2, which mainly is of preliminary nature, we briefly discuss the theory for the Monge-Ampère equation, we review the numerical literature devoted to the Monge-Ampère equation, and recall the definition of fully connected feed-forward neural networks. The interested reader can find some additional background for the Monge-Ampère equation in Appendix A. In Appendix B we provide an overview of approximation results for neural networks, underscoring the importance of deeper neural networks as a vehicle to overcome the curse of dimensionality encountered by all other numerical schemes in higher dimensions. In Section 3 we present our methods in detail and make some comparison with previous work. In Section 4 we present numerical examples of the solution of (1.1). We first compare the two methods in the case of a smooth radial source function. In the other examples we focus on the input convex networks [2], and consider functions with increasingly singular behavior on the boundary as well an example with a discontinuous source function. We also investigate how the method performs on a nontrivial domain and study its stability with respect to noise in the source function. Finally, we demonstrate that the method works in higher dimensions. In Section 5 we study the numerical convergence of the method and in Section 6 we outline a method for estimating the error for sufficiently regular right-hand sides and boundary data. The paper ends with a brief section devoted to a summary and conclusions.
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2. Preliminaries: the Monge-Ampère equation, neural networks

In this section we give the reader some facts concerning the theory for the Monge-Ampère equation, we review the numerical literature devoted to the Monge-Ampère equation, and we briefly discuss neural networks and the fundamental approximation problem.

2.1. The Monge-Ampère equation. The mathematical analysis of the Monge-Ampère equation has been a source of intense investigations in the last decades and we refer to the books [15, 24, 30] for detailed expositions. For the convenience of the reader, we here give a brief account concerning the well-posedness of the Dirichlet problem for the Monge-Ampère equation mainly following Figalli [24].

To start we first note that if \( v \) is a \( C^2 \) convex function on \( \mathbb{R}^n \), and if \( \Omega \subset \mathbb{R}^n \) is a domain, then the area formula gives for every Borel set \( E \subset \Omega \),

\[
\int_E \text{det} D^2 v \, dx = |\nabla v(E)|,
\]

where \(|\cdot|\) denotes the Lebesgue measure on \( \mathbb{R}^n \). For an arbitrary, but not necessarily smooth, convex function \( v \) on \( \Omega \), and every Borel set \( E \subset \Omega \), we define

\[
Mv(E) := |\partial v(E)|,
\]

where \( \partial v(E) \) is the set of slopes of supporting hyperplanes to the graph of \( v \) (the subgradients of \( v \)) over points in \( E \). It can be proved, see [24, Theorem 2.3], that

\(Mv\) is a Borel measure on \( \Omega \).
$Mv$ is often referred to as the Monge-Ampère measure of $v$ and if $v \in C^2$, then $Mv = \det D^2v \, dx$, which shows that the concept of Alexandrov solution generalizes the classical notion of solution.

**Definition 2.1.** Let $\mu$ be a Borel measure on a domain $\Omega \subset \mathbb{R}^n$. A convex function $u$ on $\Omega$ is said to be an Alexandrov solution of $\det D^2u = \mu$ if $Mu = \mu$.

Alexandrov solutions are important and useful as they satisfy a maximum principle and as they have good compactness properties. Note that if $u$ and $v$ are convex on a bounded domain $\Omega$, with $u = v$ on $\partial\Omega$ and $u \leq v$ in $\Omega$, then $\partial v(\Omega) \subset \partial u(\Omega)$.

This is a simple consequence of convexity. Using this observation one concludes the following comparison principle [24, Theorem 2.10].

**Theorem 2.2.** Assume $u$ and $v$ are convex on a bounded domain $\Omega$, with $u \leq v$ on $\partial\Omega$. If $Mu \geq Mv$ in $\Omega$, then $u \leq v$ in $\Omega$.

The comparison principle is useful for deducing the uniqueness of solutions to the Dirichlet problem, and we have made use of the result in Example 4.4 below. The following result has also been extensively used to motivate the existence and uniqueness of solutions in our numerical examples.

**Theorem 2.3.** Let $\Omega \subset \mathbb{R}^n$ be a bounded strictly convex domain, let $\mu$ be a bounded Borel measure in $\Omega$, and let $g \in C(\partial\Omega)$. Then there exists a unique Alexandrov solution in $C(\Omega)$ to the Dirichlet problem

$$
\begin{align*}
\det D^2u &= \mu \quad \text{in } \Omega, \\
u &= g \quad \text{on } \partial\Omega,
\end{align*}
$$

If $\Omega$ is merely convex, then the same conclusion holds provided that $g$ can be extended to a convex function on all of $\bar{\Omega}$.

The proof for strictly convex $\Omega$ was originally published in [50]. See also the book [24] for a rather streamlined approach. The extension to all convex $\Omega$ was proved in [31]. A sketch of the proof in the for solutions vanishing on the boundary is provided in Appendix A, and we also briefly comment on how to extend the result to general $g$ in the strictly convex case.

### 2.2. Numerical methods for the Monge-Ampère equation.

To give an account of the literature we note that spatial discretization of the Monge-Ampère equation has mostly focused on the discretization of the determinant, e.g. see [26]. In [46] a wide stencil finite difference technique is developed based on the Barles and Souganidis framework [3] to ensure discrete monotonicity guaranteeing convergence of the numerical solution to the unique convex viscosity solution. Mixed finite-element methods have been used by several authors including [20,23,36,45]. Finite differences have been used extensively in solving the Monge-Ampère equation, e.g. see [21]. In [10,11] simple finite differences with filtering of the right hand side and smoothing of the Hessian is used in order to ensure that a convex solution is found. Weller et al. [60] used finite volumes to solve the Monge-Ampère equation on a plane and on the sphere and explored a number of techniques, see also [25] for some work on a wide stencil finite differences approach. In [22] a reformulation of the Monge-Ampère problem as a Hamilton-Jacobi-Bellman equation is given and removes the constraint of convexity on the solution as a by-product of this reformulation. In [12] the authors solve the two-dimensional Dirichlet problem for the Monge-Ampère equation by a strong meshless collocation technique that uses a polynomial trial space and collocation in the domain and on the boundary.
In [14], the Dirichlet problem for the Monge-Ampère equation is solved in two dimensions using a least-squares formulation combined with a relaxation method. See also [13], where the three-dimensional case is considered. A least squares method for optimal transport using the Monge-Ampère equation was considered in [49]. Certain problems in optical design can be formulated using the Monge-Ampère equation, and in these cases constructive methods using supporting surfaces can be used, see for example [16] for an analysis of the method in the far-field case. For a few other notable works we refer to [4,7,27,37,38,40].

While the literature outlined underscores the interest in solving the Monge-Ampère equation, and attempts to ensure convergence to convex solutions, we note that none of these papers consider neural networks.

2.3. Fully connected feed-forward neural networks. In this paper we consider two types of neural networks: standard feed-forward neural networks and input convex neural networks. In this section we describe the standard fully connected feed-forward artificial neural networks, for which several approximation results are available, see for example Appendix B below for a summary. The networks appearing in our first method, described in Subsection 3.1, are also of this type. The architecture of the input convex networks used in our second method is somewhat more involved, but it can also be seen as a special case of a feed-forward network. We refer to Subsection 3.2 for the details.

A standard feed-forward network is a function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) of the form

\[
\begin{align*}
  z^1 &= W^1 x + b^1, \\
  z^2 &= W^2 \sigma_1(z^1) + b^2 \\
      &\vdots \\
  z^{L-1} &= W^{L-1} \sigma_{L-2}(z^{L-2}) + b^{L-1} \\
  z^L &= W^L \sigma_{L-1}(z^{L-2}) + b^L \\
  y^L &= \sigma_L(z^L) \\
  f(x) &= y^L
\end{align*}
\]

Here \( W^j \) are matrices, \( b^j \) are vectors and \( \sigma_j \) are (typically non-affine) functions between euclidean spaces. The vectors and matrices must be chosen so that every \( z^j \) has the dimension matching the domain of \( \sigma_j \).

A network with the architecture described above is said to have \( L+1 \) layers, where layer 0 is the input layer and layer \( L \) is the output layer. The layers \( 0 < l < L \) are referred to as the hidden layers. The so-called activation functions \( \sigma_j \) in the hidden layers are often defined by applying some non-affine function such as the sigmoid function, the rectified linear unit, or the hyperbolic tangent to each component of \( z^j \). Not all activation functions are of this type, for example the softmax function frequently used in classification problems. In our case the activation function for the output layer will be the identity. In our context, we choose the dimensions of \( W^j \) and \( b^j \) so that the output is one-dimensional, i.e. \( f \) defines a mapping \( \mathbb{R}^n \rightarrow \mathbb{R} \).

For the calibration of feed-forward artificial neural network and more general deep neural networks using back propagation we refer to [28, 32, 52, 53]. For more references and for a modern and modestly technical overview of several aspects of deep learning we refer to the popular book [29].
3. Two methods to solve the Monge-Ampère equation using neural networks

In this section we present the two methods considered for solving problem (1.1) numerically. In both methods, the goal is to find an approximation for the unique convex solution by ensuring that the ansatz satisfies the equation pointwise and attains the correct boundary values on sufficiently densely spaced points. This in turn, is achieved by minimizing a loss function with respect to the parameters appearing in the neural networks. The main difference between the methods is how convexity of the solution is achieved. The first approach is inspired by [5] but based on a modified loss function constructed by adding a term to the loss function which penalizes nonconvexity. The second approach uses an ansatz based on so-called input convex neural networks as introduced in [2].

3.1. Modified loss function. In [5] approximate solutions to Dirichlet problems of the form

\[
\begin{align*}
Lu &= f \quad \text{in } \Omega, \\
u &= g \quad \text{on } \partial \Omega,
\end{align*}
\]

where \(L\) is a linear operator and \(f\) and \(g\) are given functions, were constructed by considering an ansatz of the form

\[
u(w, x) = G(x) + D(x)N(w, x),
\]

(3.1)

where \(G\) is a fixed smooth function satisfying the Dirichlet boundary condition, \(D\) is a fixed smooth function which is positive inside the domain but vanishes on its boundary, and \(N\) is a deep neural network. As explained in [5], a function \(G\) can be obtained by training a neural network to approximate \(g\). The idea for constructing a suitable function \(D\) is roughly speaking to approximate the distance function \(x \mapsto d(x, \mathbb{R}^n \setminus \Omega)\) in \(\Omega\) by a neural network. See [5] for details.

A function \(u\) of the form (3.1) automatically satisfies the boundary condition, regardless of the form of \(N\), so it only remains to choose the weights and biases \(w\) so that the equation is satisfied. In [5] this is done by minimizing a discretized form of the expression

\[
\int_{\Omega} |Lu(x, w) - f(x)|^2 \, dx.
\]

Thus, the loss function corresponding to the equation takes the form

\[
E := \frac{1}{M} \sum_{j=1}^{M} |Lu(x_j, w) - f(x_j)|^2,
\]

where \(\{x_j\}_{j=1}^{M}\) is a set of some sufficiently densely chosen collocation points in the domain \(\Omega\).

To try to directly apply this approach to the Dirichlet problem for the Monge-Ampère equation in (1.1) is not a good idea as there are no guarantees that the network will converge to the unique convex solution rather than some nonconvex solution. However, one can attempt to remedy this problem by adding a term to the loss function which penalizes lack of convexity. In the following we will explain how such a term can be constructed in the two-dimensional case. Recall that \(u\) is convex if and only if its Hessian is positive semidefinite, which is true if and only if the eigenvalues of the Hessian are nonnegative. In the two-dimensional case, the eigenvalues of a symmetric matrix \(H = [h_{ij}]\) can be calculated explicitly and are given by

\[
\lambda = \frac{h_{11} + h_{22} \pm \sqrt{(h_{11} + h_{22})^2 - 4 \det H}}{2},
\]

(3.2)
As we are including a term in the loss function coming from the equation, namely

\[ E_e = \sum_{j=1}^{M} \left| \det D^2 u(x_j, w) - f(x_j) \right|^2, \]  

(3.3)

we are by construction, as the function \( f \) is assumed to be nonnegative, training the network so that the Hessian of \( u \) has nonnegative determinant. Thus, the expression for \( \lambda \) in (3.2) reveals that the eigenvalues are nonnegative if and only if \( h_{11} + h_{22} \geq 0 \). This holds for example if both \( h_{11} \) and \( h_{22} \) are nonnegative. Conversely, the diagonal entries of a positive semi-definite matrix must always be nonnegative. Thus, we see that the matrix is positive semi-definite if and only if both \( h_{11} \) and \( h_{22} \) are nonnegative. This prompts us to add a term proportional to

\[ E_c := \frac{1}{M} \sum_{j=1}^{M} \min\{0, \partial^2_x u(x_j, w)\}^2 + \min\{0, \partial^2_y u(x_j, w)\}^2 \]  

(3.4)

to the loss function. Hence, in this approach we take the loss function \( E \) as a suitably weighted sum of the terms (3.3) and (3.4),

\[ E := E_e + CE_c, \]  

(3.5)

where \( C \) is a suitably large constant.

Inspired by Brix, Hafizogullari and Platen \[8, 9\] one could in addition replace the determinant of the Hessian in (3.3) by the quantity

\[ \det H^u(x_j, w) := \max\{0, \partial^2_x u(x_j, w)\} \max\{0, \partial^2_y u(x_j, w)\} - (\partial_x \partial_y u(x_j, w))^2. \]  

(3.6)

In the case of a strictly positive \( f \), this guarantees that also the loss coming from the equation is large whenever one of the diagonal elements is nonpositive. However, in our case we found no improvement in accuracy using this approach. One reason might be that training seems to be fastest with a relatively high value for the constant \( C \) in front of the convexity term \( E_c \), thus rendering the modification of the determinant less significant. In our numerical experiments, using the original determinant turned out to require fewer iterations for convergence compared to using the quantity in (3.6).

In any case, the presented modification of the loss function, to ensure convexity, essentially only works in the two-dimensional case, since in higher dimensions it becomes harder to check the sign of the eigenvalues. Therefore in higher dimensions different approaches are called for.

3.2. Input convex networks. A way to ensure the convexity of \( u \) which is independent of dimension, is to use so-called input convex neural networks as introduced in [2]. The architecture of this type of network guarantees convexity. The general form of an input convex neural network \( N(\theta, x) \) with a total of \( L + 1 \) layers, input variables \( x \) and parameters \( \theta \) is given by

\[ z_1 = g_0(L_0x + b_0), \]
\[ z_{j+1} = g_j(W_j z_j + L_jx + b_j), \text{ for } j \in \{1, \ldots, L - 1\}, \]
\[ N(\theta, x) = z_L. \]

(3.7)

Here, \( \{g_j\}_{j=0}^L \) are given increasing convex functions which act component-wise on vector valued input, \( W_i \) are matrices with nonnegative entries, \( L_j \) are matrices and \( b_j \) are vectors.

Hence, \( \theta \) refers to all the parameters \( \{L_j\}_{j=0}^{L-1}, \{W_j\}_{j=1}^{L-1}, \{b_j\}_{j=0}^{L-1} \}. The parameters for the

\footnote{The derivatives appearing on the right-hand side of (3.3) are calculated using automatic differentiation in TensorFlow, see Section 4.}
last layer are chosen so that the output \( z_L \) is one-dimensional. The convexity of the network \( N(\theta, x) \) follows from the following two facts:

1. A linear combination with positive coefficients of convex functions is convex.
2. The composition \( h \circ g \) of a convex function \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) and an increasing convex function \( h : \mathbb{R} \rightarrow \mathbb{R} \) is convex.

It is in principle possible to describe input convex networks using the framework of standard feed-forward networks, if one uses activation functions of the form \( \text{id}_{\mathbb{R}^n} \times G \) where \( n \) is the input dimension and \( G = g \times \cdots \times g \) where \( g : \mathbb{R} \rightarrow \mathbb{R} \) is convex. Taking also matrices \( W_j \) and vectors \( b_j \) so that the \( n \) first components are preserved in the affine transformations we could ensure that in every layer (except the final layer) the \( n \) first components of the output are \( x \) and that the remaining components behave as in (3.7). Although interesting, it is unclear whether this point of view provides any additional insight.

When using input convex neural networks to solve (1.1), our ansatz \( u \) will consist of a single input convex neural network, rather than the more involved ansatz (3.1) used previously. The reason is that even if we chose the networks \( G, D \) and \( N \) in (3.1) to be convex, the product \( DN \) might fail to be convex, which would defeat the goal. Therefore, we cannot pre-train the ansatz to satisfy the Dirichlet boundary condition. Instead, the boundary condition is taken into account by adding a term of the form

\[
E_b := \frac{1}{K} \sum_{k=1}^{K} |u(y_k, w) - g(y_k)|^2,
\]

to the loss function, where the points \( y_k \) are some relatively densely distributed points on \( \partial \Omega \). Thus we are able to omit the convexity term in the loss function at the expense of including a loss term corresponding to the Dirichlet boundary condition. The loss function used in this case is therefore

(3.8) \[ E := E_e + CE_b, \]

for a suitable constant \( C \).

4. NUMERICAL EXAMPLES

In this section we apply the two methods introduced in the previous section to concrete examples. In our numerical calculations, all derivatives, such as the second order derivatives occurring in the Hessian, and the gradient of the loss functions with respect to the weights, have been calculated using automatic differentiation in TensorFlow [1]. We train the networks, i.e. minimize the loss functions, using the BFGS algorithm from the SciPy library [34]. This algorithm only makes use of function evaluations and first order derivatives, and terminates in the SciPy implementation when the euclidean norm of the gradient becomes sufficiently small (we used the default value 1.0e-5). A custom implementation of the Adam algorithm making use of TensorFlow has also been used.

Initial values for weights and biases are chosen randomly according to the normal distribution. In the case of input convex networks, certain parameters \( w \) need to remain nonnegative. We have solved this issue by writing such parameters in the form \( w = v^2 \) and we train w.r.t. \( v \) rather than \( w \).

In order to generate the randomly selected collocation points we have used the method \texttt{numpy.random.uniform} from the NumPy library. For example, for the unit square we pick pairs of uniformly distributed points on \([0, 1)\). In order to generate points on the boundary which lie on some line segment (for example the sides of the unit square) we again use the same method and map the obtained points on \([0, 1)\) onto the line segment by an affine
transformation. For the more complicated domain in Example 4.6, one part of the boundary lies on the boundary of a circle, and here we use a trigonometric parametrization to map randomly selected points on the interval to the boundary. In order to obtain points inside the domain of Example 4.6, we select random points on the unit square, rejecting any points that happen to lie outside the domain.

In the first example we solve problem (1.1) for a given source function \( f \) and boundary values \( g \) using the method described in Section 3.1, i.e. by penalizing nonconvexity. In the second example we solve the very same problem using input convex networks, allowing us to compare the two methods. In the subsequent two examples we investigate how the method with input convex networks performs when the source function has a singularity on the boundary. We also consider a case in which the right-hand side is discontinuous. In further examples we turn our attention to a nontrivial domain and we also investigate the effect of noise in the source term. Finally, we use input convex networks to solve higher-dimensional equivalents of the problem considered in the first two examples.

Some of the two-dimensional examples on the unit square in this section were previously considered in [4], where the authors used both a finite difference method and a method based on iteratively solving a Poisson equation. We have not attempted to reproduce the method in [4] and we refer the interested reader to [4] for comparison.

When testing the methods it is important that we consider problems for which a solution exists and for which the solution is unique. We also need to know the exact expression for the solution so that we can compare it with the results of the numerical methods. In each example, except Example 4.5, an exact solution to the Monge-Ampère equation with a certain right-hand side has been constructed by substituting a convex \( C^2 \) function \( u \) into the left-hand side of the equation and taking the result as the right-hand side \( f \). In Example 4.5 the construction of the solution is a bit more involved, as there are points for which the second derivatives are not defined, and in this case we need to calculate the subdifferential in order to conclude that the function is indeed an Alexandrov solution with a specific right-hand side. Taking \( g \) as the restriction of \( u \) to the boundary of the domain \( \Omega \) we have thus constructed a solution to the Dirichlet problem for the Monge-Ampère equation with right-hand side \( f \) and boundary values \( g \). Uniqueness of the solution in the class of convex functions follows from Theorem 2.2. Existence of a solution with boundary values given by (4.1) could also be concluded using Theorem 2.3.

4.1. **Radial smooth source. Modified loss approach.** We consider the smooth radial function

\[
(4.1) 
\quad u(x, y) = \exp\left( \frac{x^2 + y^2}{2} \right),
\]

on the unit square \( \Omega = (0, 1)^2 \). A direct calculation shows that

\[
(4.2) 
\quad f(x, y) := \det D^2 u(x, y) = (1 + x^2 + y^2) \exp(x^2 + y^2).
\]

Let \( g \) denote the restriction of \( u \) to \( \partial \Omega \). By construction, \( u \) is a convex solution to the Dirichlet problem in (1.1) with right-hand side \( f \) defined by (4.2) and boundary values \( g \). Uniqueness of the solution in the class of convex functions follows from the comparison principle of Theorem 2.2. Existence of a solution with boundary values given by (4.1) could also be concluded from the second part of Theorem 2.3 since evidently the expression in (4.1) is a convex function on all of \( \Omega \).
In our numerical illustrations we use 3000 randomly distributed collocation points inside the domain, and 400 uniformly distributed points on the boundary.

To construct $G$ we approximate $g$ with a neural network with one hidden layer and 20 hidden nodes using the BFGS algorithm, and the mean squared error as loss. We use the hyperbolic tangent as activation function on the hidden layer, but no activation function on the output layer.

To construct the smooth approximate distance function $D$ we follow the approach of [5] with one simplification: since we are considering the unit square, the exact distance function is known, and we use it to calculate the exact distance to the boundary at 300 randomly chosen points in the interior of $\Omega$. We then fit a neural network $D$ to this data, along with the 400 data points corresponding to the boundary (where the distance should naturally be zero). We use one hidden layer, 40 nodes and the hyperbolic tangent as activation function on the hidden layer. No activation function was used on the output layer. Again, BFGS was used to train the network.

The deep network $N(w, x)$ is constructed with five hidden layers with sigmoid as activation function on the hidden layers. Each hidden layer is taken to have 10 nodes, leading to a total of 481 parameters. We use no activation function on the output layer, as we want the possible range of the network to be all of $\mathbb{R}$. We use the BFGS algorithm to train the network. In the loss function (3.5), we take the factor $C = 10^4$ in front of the term which penalizes non-convexity. At some point the algorithm terminated due to precision loss. This happens when the line search in the BFGS method fails and could be a consequence of the local behavior of the function. In these cases we found that continuing to train the network using the Adam algorithm for a few hundred epochs with a learning rate of the order $10^{-7}$ took us out of the problematic region and allowed us to continue using the BFGS algorithm. The end result can be seen in Figure 1, which displays the absolute error of the trained network and the exact solution $u$. Note that by construction $u$ is of the order of 1 on the unit square. The precision obtained is comparable to that found in the examples in [5].

![Figure 1. Absolute error for Example 4.1](image-url)
4.2. Radial smooth source. Input convex network. In this example we solve the problem from the previous example using the method of Section 3.2. We use an input convex network with five hidden layers and 10 nodes for each hidden layer. The total number parameters (weights and biases) in this case is 563. We use softplus as the activation function on the hidden layers. This is a convex increasing function, as required by the method, and we note that it is also smooth, thus giving rise to a smooth network. We do not use any activation function on the output layer in order not to restrict the possible range of the network. For example, the range of softplus is $(0, \infty)$ and in general solutions may very well take negative values. For the model case studied here we could have used softplus as activation function also for the output layer since we know that the exact solution $u$ is non-negative. However, we want the method to be applicable also when such additional information about the unknown solution is not available.

As in the previous case, we took 3000 points inside the domain and 400 points on the boundary. In the term $E_e$ of the loss function (3.8) we have also included the boundary points, and we take $C = 100$ as the factor in front of the boundary loss $E_b$. We trained the network using the BFGS algorithm, and obtain convergence after 2287 iterations. Figure 2 shows the absolute error between the trained network and the exact solution (4.1). It is interesting to note, by comparing Figure 1 and Figure 2, that the absolute error, and by construction then the relative error, that in Figure 1 errors are of the order $10^{-3}$ while in Figure 2 errors are of the order $10^{-5}$.

4.3. Blow-up of the source function. We consider the function

$$u(x, y) = \frac{2\sqrt{7}}{3}(x^2 + y^2)^{\frac{4}{3}},$$

on the unit square. A direct calculation shows that $u$ solves the Monge-Ampère equation with the source function

$$f(x, y) = \det D^2 u(x, y) = \frac{1}{(x^2 + y^2)^{\frac{1}{2}}}.$$
Note that $f$ has a singularity at the origin, which lies on the boundary of the domain. Uniqueness of the solution to the Dirichlet problem with boundary values $g = u|_{\partial\Omega}$ follows from Theorem 2.2. Since the right-hand side $f$ is integrable, one could also have concluded the existence of a solution from Theorem 2.3. We found that the method from Example 4.2 works also in this case, but that it can be improved by adding more points to the boundary loss near the singularity. These points are also given a higher weight. Thus, the loss function we use takes the form

\begin{equation}
E = E_c + CE_b + KE_B,
\end{equation}

where $E_b$ is the original boundary loss corresponding to randomly distributed points on the boundary, and

\[ E_B := \frac{1}{P} \sum_{k=1}^{P} |u(z_k, w) - g(z_k)|^2, \]

where $\{z_k\}$ are some points lying on the boundary near the singularity. In our case we took 20 equidistantly distributed points for each of the line segments $[0, 0.04] \times \{0\}$ and $\{0\} \times [0, 0.04]$. In (4.3) we took $C = 1000$ and $K = 4000$. The addition of the term $E_B$ to the loss function allows faster convergence: after 5000 iterations the absolute error was already smaller than what we ever could obtain without the extra loss term. In addition we obtain higher accuracy, as the maximum error was reduced by more than 90%. The absolute error after 55000 iterations can be seen in Figure 3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{absolute_error.png}
\caption{Absolute error for Example 4.3}
\end{figure}

4.4. Surface of a sphere. We now consider the example

\[ u(x, y) = -\sqrt{2 - x^2 - y^2}, \quad f(x, y) := \det D^2 u(x, y) = \frac{2}{(2 - x^2 - y^2)^2}. \]

In this case the graph of $u$ describes a part of the surface of a sphere. The right-hand side $f$ has a singularity at the point $(1, 1)$ which lies on the boundary of the domain. Note that the singularity is stronger than in Example 4.3, and $f$ is not integrable in this example. Thus,
existence of a unique solution could not be concluded using Theorem 2.3. However, since we have the explicit solution \( u \) given above, and the comparison principle of Theorem 2.2 is still valid, we know that there is precisely one solution.

We apply the method from the previous example with the same values as before for \( C \) and \( K \) in (4.3). In this case, we choose 20 extra points for each of the line segments \([0.95, 1] \times \{1\}\) and \(\{1\} \times [0.95, 1]\). The BFGS algorithm terminated due to precision loss on a number of occasions, most likely due to the strongly singular source function. In these cases a few iterations with the Adam algorithm allowed us to escape the problematic region and to continue training with BFGS. Figure 4 shows the end result.

![Figure 4. Absolute error for Example 4.4](image)

**4.5. Discontinuous source function.** We consider the square domain \( \Omega = (0, 1.5)^2 \) and the following convex function \( u \) written in radial form as

\[
u(r) = \begin{cases} 0, & r \leq 1 \\ r\sqrt{r^2 - 1} - \ln(r + \sqrt{r^2 - 1}), & r > 1, \end{cases}
\]

An explicit calculation shows that

\[
\partial_r u(r) = \begin{cases} 0, & r \leq 1 \\ 2\sqrt{r^2 - 1}, & r > 1, \end{cases}
\]

and we can conclude that \( u \) is continuously differentiable. Moreover, since the determinant of the Hessian of a radial function takes the form \( \frac{1}{r}(\partial_r u)(\partial^2_r u) \), we see that \( u \) satisfies the Monge-Ampère equation with the right-hand side

\[
f(r) = \begin{cases} 0, & r \leq 1 \\ 4, & r > 1, \end{cases}
\]

pointwise except at points for which \( r = 1 \). The form of \( \partial_r u \) shows that these points do not make any contribution to the Monge-Ampère measure, and we conclude that \( u \) is an Alexandrov solution with the right-hand side (4.4). Moreover, uniqueness again follows either by
Theorem 2.3 or directly from the comparison principle of Theorem 2.2. We used the same network architecture as in Example 4.2 and in our first calculations we chose 3000 points inside the domain and 400 points on the boundary. The end result after 15000 iterations can be seen in Figure 5. The accuracy is significantly worse than previous examples, and the error is largest near the discontinuity points of the right-hand side, i.e. the points for which $r = 1$.

We first attempted to improve the accuracy by increasing the number of points in a small neighborhood of $r = 1$. However we found that this approach prevents efficient training of the network. This is not very surprising as points close to the unit circle must be mapped to radically different values ($4$ or $0$) depending on whether they are inside the circle or outside. This makes it hard to train the network. We found that increasing the number of points in the whole set $\Omega$ increases accuracy. Figure 6 shows the end result after 15000 iterations when we take 10000 points inside the domain and 1000 points on the boundary. As can be seen, the maximum error has been reduced to less than a half of the maximum error in Figure 5. Still the error is fairly large compared to previous examples.

![Figure 5. Absolute error for Example 4.5 after 150000 iterations with 3000 points inside the domain and 400 points on the boundary.](image)
4.6. **Asymmetric domain and the effect of noise.** In order to investigate how the method performs on less trivial domains than the unit square, in this example we solve the Dirichlet problem on the convex domain bounded by the conditions $x > 0$, $y > 0$, $x^2 + y^2 < 1$ and $y > x - \frac{1}{2}$. The domain can be viewed in Figure 7. As solution, we pick the smooth convex function 

$$u(x, y) = \frac{7}{10} \exp \left(\frac{1}{2}(x - \frac{1}{2})^2 + y^2\right) + x^2 - \frac{1}{2}.$$ 

The choice is rather arbitrary, and our intention was to pick a function without any particular symmetries. We take 3000 points inside the domain and 400 points on the boundary. The number of points on each line or curve segment of the boundary is taken to be roughly proportional to its path length. We use the same network architecture as in Example 4.2. The result after 5000 iterations of BFGS can be seen in Figure 7.

We also investigated how noise in the source term affects the accuracy for this particular problem. In order to do this, we solved the problem where the values of the right-hand side have been modified by adding normally distributed noise, with standard deviations ranging from $10^{-3}$ to 1. In all the cases we trained the network using BFGS until convergence or at most 10,000 iterations. In order to calculate the maximum and average error we compared the values of the network with the values of the actual solution at $10^6$ randomly chosen points inside the domain. The outcome of these calculations are presented in Table 1. As can be seen, the method is rather stable with respect to noise. Somewhat surprisingly, the accuracy does not seem to change much in the interval $10^{-3}$ to $10^{-2}$. The obtained values can vary a bit on different runs due to the randomness in our methods, but the general trend is that noise decreases accuracy.

4.7. **Higher-dimensional examples.** Finally, we consider some higher-dimensional versions of Example 4.2. For example, in three dimensions we have

$$u(x, y, z) = \exp \left(\frac{x^2 + y^2 + z^2}{2}\right).$$
defined on the unit cube. When constructing the loss function we take 4000 points inside the cube and 1200 points on the boundary. The BFGS algorithm was used in the optimization. Evidently we cannot plot the absolute error as a function in the three-dimensional cube, so instead we present the maximum error, average absolute error, and $L^2$-error in Table 2. The optimization terminated successfully after 20015 iterations.

In the four-dimensional case we take 4000 points inside the cube and 2400 points on the boundary. The results are summarized in Table 3. The BFGS optimization terminated after 17506 due to precision loss.

Real challenges start to occur in the five-dimensional case. We were unable to apply BFGS directly as the algorithm terminated immediately due to precision loss. With the
Adam algorithm we were able to cause some decrease in the loss, but convergence was extremely slow. The only working approach was the following:

1. Train using Adam by only minimizing the boundary loss \( E_b \) for up to 1000 epochs.
2. Train using Adam w.r.t. the full loss function for some thousands of epochs. This causes much quicker decrease in the loss than if step 1 was omitted.
3. Train with BFGS. At this point BFGS gives a rapid decrease in the loss, but terminates again due to precision loss.
4. Alternate between Adam and BFGS.

When using Adam, we found that the single-batch approach was most efficient. The original loss in our case was of the order \( 10^7 \). Using the method presented previously, we can decrease the loss to the order of 1 rather quickly, but after this convergence becomes slow. When the loss function is this large, the approximate solution still differs significantly from the exact solution. Further development of the method is needed in order to obtain faster convergence and higher accuracy in this case.

### 5. Numerical convergence

In this section we study the convergence of the method empirically, as the number of collocation points increases. We consider three different cases: increasing the number of interior points with a fixed number of boundary points, increasing the number of boundary points with a fixed number of interior points and finally increasing both the boundary points and interior points simultaneously. We examine three different examples: the boundary value problems from Examples 4.1 and 4.3, as well as the boundary value problem satisfied by the function in (4.1) on the unit disk. In order to clearly separate the effect of boundary and interior points we have only included the interior points in the term \( E_e \) in the loss function.

#### 5.1. Increasing interior points.
We fix the number of boundary points to be 400 in all examples but consider an increasing number of interior points. We train the network using BFGS until convergence or at most 5000 iterations. We start with only 4 or 5 interior points and double the amount in each computation until no major improvements can be seen. The average error as a function of the number of interior points for the three examples can be seen in Figures 8, 9 and 10 respectively. Note that we have used a log-log scale.

#### 5.2. Increasing boundary points.
We fix the number of interior points to be 1000 but vary the number of boundary points. We train the network using BFGS until convergence or at most 5000 iterations. We start with 4 points on the boundary and double the amount in each computation until no major improvement can be seen. The average error as a function of the number of boundary points for the three examples can be seen in Figures 11, 12 and 13 respectively.
Figure 8. The average absolute error as a function of the number of interior points for the boundary value problem of Example 4.1.

Figure 9. The average absolute error as a function of the number of interior points for the boundary value problem of Example 4.3.

5.3. Increasing both interior and boundary points. We start with a small number of boundary and interior points and double the amount of both types of points in each computation. We train the network using BFGS until convergence or at most 5000 iterations. The results from the three examples can be found in Tables 4, 5 and 6 respectively.
Figure 10. The average absolute error as a function of the number of interior points for the boundary value problem corresponding to the function in (4.1) on the unit disk.

Figure 11. The average absolute error as a function of the number of boundary points for the boundary value problem of Example 4.1.

The previous examples show that the average absolute error decreases as the number of collocation points increases. When the error becomes sufficiently small, convergence slows down and some oscillation may occur. The main factor preventing better convergence in these examples appears to be the imposed maximum number of iterations, as this number of iterations frequently is reached before the optimization has been terminated successfully.
in the cases where a large number of collocation points are used. We have verified that one can improve accuracy in these cases simply by increasing the number of iterations. However, naturally this also increases the computation time. When only the number of one type of collocation points is increased while the other type is kept constant, the ratio between the types of points is distorted which could also harm convergence eventually.
SOLVING THE MONGE-AMPÈRE EQUATION USING NEURAL NETWORKS

| boundary points | interior points | average error |
|-----------------|-----------------|---------------|
| 4               | 20              | 0.368         |
| 8               | 40              | 1.39e-02      |
| 16              | 80              | 1.57e-03      |
| 32              | 160             | 5.69e-06      |
| 64              | 320             | 4.09e-06      |
| 128             | 640             | 6.94e-06      |
| 256             | 1280            | 4.49e-06      |
| 512             | 2560            | 5.06e-06      |
| 1024            | 5120            | 3.05e-06      |

Table 4. Average error after 5000 iterations for the boundary value problem corresponding to the function in (4.1) on the unit disk.

| boundary points | interior points | average error |
|-----------------|-----------------|---------------|
| 4               | 10              | 0.158         |
| 8               | 20              | 5.83e-04      |
| 16              | 40              | 2.29e-04      |
| 32              | 80              | 7.46e-06      |
| 64              | 160             | 1.08e-05      |
| 128             | 320             | 4.50e-06      |
| 256             | 640             | 6.46e-06      |
| 512             | 1280            | 3.54e-06      |

Table 5. Average error after 5000 iterations for the boundary value problem corresponding to the function in (4.1) on the unit disk.

| boundary points | interior points | average error |
|-----------------|-----------------|---------------|
| 4               | 10              | 4.49e-02      |
| 8               | 20              | 1.27e-03      |
| 16              | 40              | 5.06e-04      |
| 32              | 80              | 1.98e-04      |
| 64              | 160             | 6.39e-05      |
| 128             | 320             | 5.36e-05      |

Table 6. Average error after 5000 iterations for the boundary value problem corresponding to Example 4.3.

Due to the random choice of collocation points and the random initiation of the weights and biases, the outcome of any specific calculation performed above can vary somewhat if it is performed repeatedly with the same number of points, but the general trend is always the same, namely that an increased number of points leads to better accuracy.
6. Estimating the error

In this section we explore how the error in our numerical methods can be estimated. The starting point is the following stability result for solutions to the Dirichlet problem.

**Proposition 6.1.** Suppose that $u_1, u_2 \in C(\bar{\Omega})$ are convex functions on the bounded domain $\Omega \subset \mathbb{R}^n$ satisfying the Dirichlet problem

$$
\begin{aligned}
\begin{cases}
\det D^2 u_j = f_j & \text{in } \Omega, \\
u_j = g_j & \text{on } \partial \Omega,
\end{cases}
\end{aligned}
$$

where $f_j \in L^1(\Omega; [0, \infty))$ and $g_j \in C(\partial \Omega)$, $j \in \{1, 2\}$. Suppose also that

$$
\|f_1 - f_2\|_{L^\infty(\Omega)} < \infty.
$$

Then

$$
\|u_1 - u_2\|_{L^\infty(\Omega)} \leq \sup_{x \in \partial \Omega} |g_1(x) - g_2(x)| + C_n \text{diam}(\Omega) \frac{1}{n} \|f_1 - f_2\|_{L^\infty(\Omega)}^{\frac{1}{n}},
$$

where $C_n$ is a constant only depending on the dimension.

**Proof.** To simplify the notation we write

$$
\eta := \|f_1 - f_2\|_{L^\infty(\Omega)},
$$

$$
\varepsilon := \sup_{x \in \partial \Omega} |g_1(x) - g_2(x)|.
$$

By the assumptions we have

$$
M u_2 \leq f_1 + \eta, \text{ in } \Omega,
$$

$$
u_2 \geq g_1 - \varepsilon, \text{ on } \partial \Omega.
$$

By the comparison principle of Theorem 2.2 we have that $u_2 \geq w$ where $w$ is the unique convex solution to the problem

$$
\begin{aligned}
\begin{cases}
\det D^2 w = f_1 + \eta & \text{in } \Omega, \\
u_j = g_1 - \varepsilon & \text{on } \partial \Omega.
\end{cases}
\end{aligned}
$$

Note that $\tilde{w} := w + \varepsilon$ is the unique convex solution to the problem

$$
\begin{aligned}
\begin{cases}
\det D^2 \tilde{w} = f_1 + \eta & \text{in } \Omega, \\
u_j = g_1 & \text{on } \partial \Omega.
\end{cases}
\end{aligned}
$$

Let $v$ be the unique convex solution to

$$
\begin{aligned}
\begin{cases}
\det D^2 v = \eta & \text{in } \Omega, \\
u_j = 0 & \text{on } \partial \Omega.
\end{cases}
\end{aligned}
$$

By Proposition A.2 we have

$$
M(u_1 + v) \geq Mu_1 + Mv = f_1 + \eta = M \tilde{w}.
$$

Moreover, $\tilde{w}$ and $u_1 + v$ coincide on $\partial \Omega$ so we may again use the comparison principle to conclude that $\tilde{w} \geq u_1 + v$ in $\Omega$. Combining the estimates we have

$$
u_2 \geq w = \tilde{w} - \varepsilon \geq u_1 + v - \varepsilon \text{ in } \Omega.
$$

We can now use Theorem A.1 to estimate

$$
|v(x)|^n \leq c_n \text{diam}(\Omega)^{n-1} d(x, \partial \Omega)|Mv(\Omega)| \leq \frac{c_n}{2} \text{diam}(\Omega)^n \eta |\Omega|.
$$
Combining (6.2) and (6.3) we end up with

\[ u_2 \geq u_1 - \varepsilon - C_n \text{diam}(\Omega) |\Omega|^\frac{1}{n} \eta^\frac{1}{n} \text{ in } \Omega, \]

where \( C_n = (2^{-1} c_n)^\frac{1}{n} \). Using the definitions of \( \varepsilon \) and \( \eta \), and the that one can exchange the roles of \( u_1 \) and \( u_2 \) in the previous argument we end up with (6.1).

The previous result shows that if one can construct a convex function which approximately satisfies the equation and whose boundary values are close to the desired boundary values, then also the function itself is close to the exact solution. This motivates our numerical methods since we are essentially constructing a convex function which approximately satisfies the boundary value problem.

The previous result can also be used to estimate the error, even if the exact solution is unknown. To see this, suppose that \( u \) is the (possibly unknown) solution to

\[
\begin{align*}
\det D^2 u &= f \quad \text{in } \Omega, \\
u &= g \quad \text{on } \partial \Omega.
\end{align*}
\]

Suppose that we have a known smooth convex function \( v \) defined on \( \Omega \) (for example taking the form of an input convex neural network). Then \( v \) satisfies a problem of the same form with the right-hand side \( f_v := \det D^2 v \) and the boundary values \( g_v := v|_{\partial \Omega} \). Proposition 6.1 states that in order to estimate the error \( |u - v| \), it is sufficient to analyze the behavior of the known functions \( f, g, f_v \) and \( g_v \). For sufficiently regular \( f \) and \( g \), this can be done using a finite number of function evaluations. For illustrative purposes we consider in the following the case when \( f \) and \( g \) are Lipschitz with known Lipschitz constants, although the approach can be adapted also to the case where \( f \) and \( g \) and some other known moduli of continuity. Specifically we observe that we have the following result.

**Lemma 6.2.** Suppose that \( u \) is a solution to (6.4) where \( f \) and \( g \) are Lipschitz. Let \( v \in C^1(\Omega) \) be a convex function. Take points \( \{x_j\}_{j=1}^M \subset \Omega \), \( \{y_k\}_{k=1}^N \subset \partial \Omega \) and numbers \( r, s > 0 \) such that

\[
\Omega \subset \bigcup_{j=1}^M B(x_j, r), \quad \partial \Omega \subset \bigcup_{k=1}^N B(y_k, s).
\]

Then

\[
\|u - v\|_{L^\infty(\Omega)} \leq C_n \text{diam}(\Omega) |\Omega|^\frac{1}{n} ((\text{Lip } f + \text{Lip } f_v) r + \max_{j \in \{1, \ldots, M\}} |f(x_j) - f_v(x_j)|) \frac{1}{n}
\]

\[
+ (\text{Lip } g + \text{Lip } g_v) s + \max_{k \in \{1, \ldots, N\}} |g(y_k) - g_v(y_k)|,
\]

where \( C_n \) is the constant of Proposition 6.1.

**Proof.** For any point \( x \in \Omega \) we find \( x_j \) such that \( |x - x_j| < r \) and thus

\[
|f(x) - f_v(x)| \leq |f(x) - f(x_j)| + |f(x_j) - f_v(x_j)| + |f_v(x_j) - f_v(x)|
\]

\[
\leq (\text{Lip } f) r + |f(x_j) - f_v(x_j)| + (\text{Lip } f_v) r,
\]

and hence

\[
\|f - f_v\|_{L^\infty(\Omega)} \leq (\text{Lip } f + \text{Lip } f_v) r + \max_{j \in \{1, \ldots, M\}} |f(x_j) - f_v(x_j)|.
\]

Similarly, we see that

\[
\sup_{x \in \partial \Omega} |g(y) - g_v(y)| \leq (\text{Lip } g + \text{Lip } g_v) s + \max_{k \in \{1, \ldots, N\}} |g(y_k) - g_v(y_k)|.
\]

Combining (6.6) and (6.7) with (6.1) we end up with (6.5).
In order for the previous result to be useful we need to be able to estimate the Lipschitz constants of \( f_v \) and \( g_v \). Since \( g_v = v|_{\Omega^1} \) it is sufficient to estimate \( \nabla v \) in order to obtain a bound for the Lipschitz constant of \( v \). Similarly, we want to bound the first order partial derivatives of \( f_v \) in order to obtain a bound for \( \text{Lip} f_v \). For this purpose, we write \( H = D^2 v \) and observe that

\[
\partial_k f_v = \partial_k (\det H) = \text{tr}(\text{adj} H \partial_k H) = \sum_{i=1}^{n} (\text{adj} H \partial_k H)(i, i) = \sum_{j=1}^{n} \sum_{i=1}^{n} \text{adj} H(i, j) \partial_k H(j, i),
\]

where we recall that the adjugate matrix \( \text{adj} H \) takes the form

\[
\text{adj} H(i, j) = (-1)^{i+j} \det H_j^i,
\]

where \( H_j^i \) is the \((n-1) \times (n-1)\) matrix obtained by removing the \( j \)th row and the \( i \)th column from \( H \). We can therefore obtain the rough estimate

\[
|\text{adj} H(i, j)| \leq (n-1)! |\partial^3 v|^{n-1}.
\]

Recalling that \( \partial_k H \) is a matrix consisting of third order derivatives of \( v \) we thus have

\[
|\partial_k f_v| \leq n(n!) \left( \sup_{x \in \Omega, |\alpha| = 2} |\partial^3 v| \right)^{n-1} \sup_{x \in \Omega, |\beta| = 3} |\partial^3 v|,
\]

and hence

\[
|\nabla f_v| \leq \sqrt{n} n(n!) \left( \sup_{x \in \Omega, |\alpha| = 2} |\partial^3 v| \right)^{n-1} \sup_{x \in \Omega, |\beta| = 3} |\partial^3 v|.
\]

From the previous calculations it follows that in order to bound the Lipschitz constants of \( g_v \) and \( f_v \), it is sufficient to have bounds for the partial derivatives of \( v \) up to order three. These observations are valid for any smooth convex \( v \). In the following we will prove bounds for the derivatives in the case that \( v \) is an input convex neural network with softplus as the activation function, i.e. the type of networks that we have mainly focused on throughout the paper. We are thus considering a function \( v \) of the form

\[
(6.9) \quad z_1 = S(L_0x + b_0), \\
  z_{j+1} = S(W_jz_j + L_jx + b_j), \text{ for } j \in \{1, \ldots, N-1\}, \\
  z_{N+1} = W_Nz_N + L_Nx + b_N \\
  v(x) = z_{N+1},
\]

where \( S(x) = \ln(1 + e^x) \). Note that we have no activation function on the last layer, just as in our numerical examples. In order to facilitate the formulation of our estimates we introduce some ulterior notation. By \( |L_j| \) intend the matrix obtained by taking the absolute value of all entries in \( L_j \). Furthermore, we define the matrices

\[
M_0 := |L_0|, \quad M_1 := |L_1| + W_1|L_0|, \quad M_2 := |L_2| + W_2|L_1| + W_2 W_1|L_0|, \\
M_p := |L_p| + W_p M_{p-1} = |L_p| + W_p |L_{p-1}| + W_p W_{p-1} |L_{p-2}| + \cdots + W_p \cdots W_1 |L_0|.
\]

We remark that since every matrix \( W_j \) has nonnegative entries, the same is true for the matrices \( M_j \). Now we can state the following.

Lemma 6.3. Let \( v \) be a neural network of the form (6.9). Then for \( k, l, r \in \{1, \ldots, n\},
\]

(6.10) \[ |\partial_k v| \leq M_N(k), \]

(6.11) \[ |\partial_k \partial_l v| \leq \sum_{j=1}^{N} \sum_{i=1}^{m_j} (W_N \cdots W_j)(i) M_{j-1}(i, k) M_{j-1}(i, l), \]
\[ |\partial_k \partial_l \partial_r v| \leq \sum_{q=1}^{N} \sum_{j=1}^{m_q} (W_N \ldots W_q)(j)M_{q-1}(j, k)M_{q-1}(j, l)M_{q-1}(j, r) \]
\[ + \text{perm}_{k, l, r} \sum_{q=1}^{N-1} \sum_{i=q}^{N-1} \sum_{j=1}^{m_q} \sum_{l=1}^{m_{l+1}} (W_N \ldots W_{l+1})(j)(W_{l} \ldots W_q)(j, i)M_{q-1}(i, k)M_{q-1}(i, l)M_{l}(j, r). \]

where we use the abbreviated notation \( M_N(k) = M_N(1, k) \) since \( M_N \) has only one row. Likewise, we suppress the row number for matrices of the form \( W_N \ldots W_j \) since again, these have only one row. With \( m_j \) we intend the number of columns of \( W_j \), which is also the number of rows of \( W_{j-1} \) and \( M_{j-1} \). On the last row, \( \text{perm} \) refers to the sum of the three terms obtained by cyclically permuting \( k, l \) and \( r \).

**Proof.** For \( p \in \{1, \ldots, N\} \) we denote
\[ A^p = W_p z_p + L_p x + b_p. \]
We remark that \( A^p \) in general is a vector valued quantity (except for \( p = N \) since the output of the network is one-dimensional). We denote the \( j \)th component of \( A^p \) by \( A^p_j \). Using the fact that
\[ |S'| \leq 1, \quad |S''| \leq 1, \quad |S'''| \leq 1 \]
and the chain rule, we obtain for \( k, l, r \in \{1, \ldots, n\} \) the estimates
\[ |\partial_k A^p_k| \leq M_1(s, k), \tag{6.13} \]
\[ |\partial_k \partial_l A^p_k| \leq \sum_{j=1}^{m_1} W_1(s, j_1)M_0(j_1, k)M_0(j_1, l), \tag{6.14} \]
\[ |\partial_r \partial_l A^p_k| \leq \sum_{j=1}^{m_1} W_1(s, j_1)M_0(j_1, k)M_0(j_1, l)M_0(j_1, r), \tag{6.15} \]
where we have introduced the notation \( m_p \) for the number of columns of \( W_p \). Similarly, since
\[ A^p = W_p S(A^{p-1}) + L_p x + b_p \]
we have for \( p \in \{2, \ldots, N\} \) the recursive estimates
\[ |\partial_k A^p_k| \leq \sum_{j=1}^{m_p} W_p(s, j) |\partial_k A^{p-1}_j| + |L_p|(s, k), \tag{6.16} \]
\[ |\partial_k \partial_l A^p_k| \leq \sum_{j=1}^{m_p} W_p(s, j) \left( |\partial_k A^{p-1}_j||\partial_l A^{p-1}_j| + |\partial_k \partial_l A^{p-1}_j| \right), \tag{6.17} \]
\[ |\partial_k \partial_l \partial_r A^p_k| \leq \sum_{j=1}^{m_p} W_p(s, j) \left[ |\partial_k A^{p-1}_j||\partial_l A^{p-1}_j||\partial_r A^{p-1}_j| \right. \]
\[ + \text{perm}_{k, l, r} \left( \left| \partial_k A^{p-1}_j||\partial_l A^{p-1}_j||\partial_r A^{p-1}_j| \right) + |\partial_k \partial_l \partial_r A^{p-1}_j| \right], \tag{6.18} \]
where the operator \( \text{perm} \) indicates the sum of the three terms obtained by cyclically permuting \( k, l \) and \( r \) inside the expression. Using (6.13) and (6.16) we see by induction that
\[ |\partial_k A^p_k| \leq M_p(s, k). \tag{6.19} \]
Combining (6.14), (6.17) and (6.19) we can verify by induction that

$$|\partial_k \partial_l A_p^s| \leq \sum_{j=1}^{p} \sum_{i=1}^{m_i} (W_p \ldots W_j)(s, i)M_{j-1}(i, k)M_{j-1}(i, l).$$

(6.20)

Finally, using (6.15), (6.18), (6.19) and (6.20) we can prove using induction that for $p \geq 2$,

$$|\partial_k \partial_l \partial_r A_p^s| \leq \sum_{q=1}^{p} \sum_{j=1}^{m_q} (W_p \ldots W_q)(s, j)M_{q-1}(j, k)M_{q-1}(j, l)M_{q-1}(j, r)$$

$$+ \text{perm}_{k,l,r} \sum_{q=1}^{p-1} \sum_{\nu=1}^{m_{\nu+1}} \sum_{j=1}^{m_q} (W_p \ldots W_{\nu+1})(s, j)(W_{\nu} \ldots W_q)(j, i)M_{q-1}(i, k)M_{q-1}(i, l)M_{\nu}(j, r).$$

(6.21)

Since $v = A^N$ which is one-dimensional (i.e. $s = 1$ is the only possible choice) we obtain the desired estimates from (6.19), (6.20) and (6.21) in the special case $p = N$. □

Combining (6.11) and (6.12) with (6.8) it is possible to obtain an estimate for the Lipschitz constant of $f_v$. Using (6.10) we also get an estimate for the Lipschitz constant of $g_v = v|_{\partial \Omega}$. Using these bounds together with Lemma 6.2 we can get an upper bound for the error $\|u - v\|_{L^\infty(\Omega)}$ when $v$ is a neural network of the form (6.9), by performing a finite number of function evaluations of the known functions $f, g, f_v, g_v$.

7. Summary and conclusions

We have discussed and illustrated neural networks as an ansatz for solving the Dirichlet problem for the Monge-Ampère equation. We have devised two approaches: a first approach based on a modified loss function constructed by adding a term to the loss function which penalizes non-convexity, and a second approach based on input convex neural networks. The first approach is applicable in two dimensions while, in theory, the second approach applies in all dimensions. The methods, and in particular the method based on input convex neural networks, are illustrated in a set of examples covering several dimensions of complexity.

Our numerical illustrations show that deep input convex neural networks provide a good ansatz for solving the Dirichlet problem for the Monge-Ampère equation. The convexity of the network with respect to the input variable guarantees that the unique convex solution is approximated. In our comparison this network architecture turned out to give a far more accurate result than an ansatz of the type used in [5] which, naturally, is more applicable for linear problems. For smooth source functions and boundary data the accuracy of the method based on input convex neural networks is very high, especially compared with previous neural network based works such as [5].

Singularities of the source function lying on the boundary can decrease accuracy and efficiency, but this can be remedied by choosing more collocation points near the singularity, as was seen in Examples 4.3 and 4.4. Discontinuities of the source function also have a negative effect on the accuracy, as we have seen in Example 4.5. Increasing the number of points near the discontinuities prevents efficient training in this situation. Instead, the accuracy can be improved by increasing the number of points throughout the domain.

The method involving input convex networks can handle nontrivial domains and is stable under the addition of noise in the source term. We obtained satisfactory results also for three- and four-dimensional domains, and in principle the method should work in any dimension. As we have seen, in practice there are still some challenges remaining when the dimension grows too large. In this area there is room for further research.
As the results of Section 5 show, the methods provide surprisingly good results even if a small number of collocation points is used. Increasing the number of points increases the accuracy. Due to TensorFlow being optimized for calculating many derivatives simultaneously, computation time does not increase much per iteration even though the number of points is increased. However more points often require more iterations of the BFGS algorithm in order for the optimization to finish, which increases the overall computation time.

In Section 6 we saw that it is possible to estimate the error using a finite number of evaluation of known functions, even in the case that the exact solution is unknown, at least if the right-hand side and the boundary values are sufficiently regular.

Concerning future research there is plenty of interesting work to be done. First, it is interesting to conduct numerical studies for more general equations of the form

$$\det D^2u = f(x, u, \nabla u),$$

and to focus, in particular, on the prescribed Gaussian curvature problem and the Monge problem in transport theory. For transport problems, the “boundary” condition is somewhat more complicated than our case as it involves the behavior of the gradient on the whole domain. However, as observed by [47], [55] and [56], it is sufficient to require that the gradient maps boundary points to boundary points, and this simplification should allow us to construct a suitable loss function also in this case. In general it is interesting to investigate the effect of using deeper compared to shallow neural networks. Estimating and minimizing the computational time is another area where more research is needed. Improving the error estimates of Section 6 could be another interesting topic. For example, it would be useful to have better bounds for the Lipschitz constants, reducing the number of function evaluations needed to estimate the error.

**Appendix A. Additional background for the Monge-Ampère equation**

Here we state some additional results regarding the Monge-Ampère measure and provide a sketch of the proof for Theorem 2.3 for strictly convex $\Omega$. We start with the Alexandrov maximum principle, see [24, Theorem 2.8].

**Theorem A.1.** Assume that $u$ is convex on a bounded convex domain $\Omega \subset \mathbb{R}^n$ and that $u|_{\partial \Omega} = 0$. Then

$$|u(x)|^n \leq cd(x, \partial \Omega)(\text{diam}(\Omega))^{n-1} M u(\Omega)$$

for a constant $c$ which only depends on $n$.

Theorem A.1 states that functions with bounded Monge-Ampère mass have a $C^{1/n}$ modulus of continuity near the boundary of a sublevel set. The following result is found in [24, Lemma 2.9].

**Proposition A.2.** Assume that $u$ and $v$ are convex functions on a bounded convex domain $\Omega \subset \mathbb{R}^n$. Then

$$M(u + v) \geq Mu + Mv.$$ 

The set of Alexandrov solutions turns out to be closed under uniform convergence, see [24, Proposition 2.6].

**Proposition A.3.** If $u_k$ converge uniformly to $u$ in $\Omega \subset \mathbb{R}^n$, then $Mu_k$ converges weakly to $Mu$ in $\Omega$.

Theorem A.1 and Proposition A.3 imply the following compactness result for solutions with zero boundary data, see [24, Corollary 2.12] for a more general statement.
Proposition A.4. For a bounded convex domain \( \Omega \subset \mathbb{R}^n \), and a finite constant \( c \), consider the collection of functions

\[
\mathcal{A} = \{ v : v \text{ convex on } \Omega, v = 0 \text{ on } \partial \Omega, Mv(\Omega) \leq c \}.
\]

Then \( \mathcal{A} \) compact in the sense that any sequence in \( \mathcal{A} \) has a locally uniformly convergent subsequence in \( \Omega \) whose Monge-Ampère measures converge weakly to the Monge-Ampère measure of the limit.

Using 2.2 and Proposition A.4 we can now sketch the proof of existence and uniqueness of solutions to the Dirichlet problem in the case of strictly convex \( \Omega \).

**Sketch of the proof of Theorem 2.3 for solutions vanishing on the boundary.**

The uniqueness part of the theorem is a consequence of the comparison principle stated in Theorem 2.2. To give a flavour of the proof of existence we here only consider the case when \( \Omega \) is a polyhedron and \( g = 0 \) following [44, Theorem 1]. See also [24, Theorem 2.13] where a somewhat different approach is used to directly treat general convex \( \Omega \) with \( g \) as boundary data. To prove that \( g \) can be approximated in the weak* topology by finite sums of Dirac measures, \( \sum_{i=1}^{N} \alpha_i \delta_{x_i} \), Proposition A.4 implies that it suffices to consider this case.

Let \( P \in \mathbb{R}^{n+1} \) be the family of convex polyhedral graphs \( P \) satisfying \( MP \leq \sum_{i=1}^{N} \alpha_i \delta_{x_i} \). The family \( F' \) is non-empty and compact in the sense of Proposition A.4. For \( P \in F' \) we let \( \phi(P) = \sum_{i=1}^{N} P(x_i) \). The functional \( \phi \) is bounded below on \( F' \) by Theorem A.1. By compactness there exists a minimizer \( u \) of \( \phi \) in \( F' \). We want to conclude that \( u \) solves \( Mu = \sum_{i=1}^{N} \alpha_i \delta_{x_i} \). Assume not, then \( Mu(x_k) < \alpha_k \) for some \( k \in \{1, \ldots, N\} \). By moving the vertex \( (x_k, u(x_k)) \) slightly downwards and taking the convex hull of this point with the remaining vertices, we then obtain another function in \( F' \) that is smaller than \( u \). This a contradiction and hence we can conclude that \( Mu = \sum_{i=1}^{N} \alpha_i \delta_{x_i} \).

The case when \( \Omega \) is a polyhedron, and \( g \) is affine on each face of \( \partial \Omega \), can be treated similarly with \( F \), \( F' \) consisting of convex polyhedral graphs with vertices over \( \{x_i\}_{i=1}^{N} \) and \( g \) as boundary data. To prove that \( F' \) is non-empty in this case, one instead uses the convex hull of the graph of \( g \) in \( \mathbb{R}^{n+1} \).

For the general case, one can approximate \( \Omega \) with the convex hulls of finite subsets of \( \partial \Omega \) with finer and finer mesh and one needs to approximate \( g \) with data which are affine on the faces of these polyhedra. One then has to solve these approximating problems and take a limit. The strict convexity of \( \partial \Omega \) is used in the last step. It guarantees that for any subset \( \{y_i\}_{i=1}^{M} \) of \( \partial \Omega \), each \( y_k \) is a vertex of the convex hull of \( \{y_i\}_{i=1}^{M} \). We refer to [19], for details. See also the approach in [24, Theorem 2.14] where the approximation with convex polyhedra is avoided.

Note that when \( g \) is linear, we don’t require strict convexity of \( \partial \Omega \). The strict convexity is necessary for general \( g \) since no convex function can continuously attain e.g. the boundary data \(-|x|^2\) when \( \partial \Omega \) has flat pieces.

**Appendix B. The approximation problem**

Here we provide an overview of results related to the approximation capabilities of (deep) neural networks. We note that there is an abundance of different neural network representations one could attempt to use as an ansatz for the solution \( u \) of the Monge-Ampère equation. Recall that \( u : \Omega \subset \mathbb{R}^n \to \mathbb{R} \). Several of the results stated in the literature concern the approximation by neural networks considering \([0, 1]^n\) as the underlying domain. These results are applicable in more general domains \( \Omega \) whenever a (regular) map \([0, 1]^n \to \Omega \)
exists. We first recall a version of the Kolmogorov Superposition Theorem, see [41], which states that any continuous function defined on \([0, 1]^n\), can be represented (exactly), for an appropriate activation function, as a neural network. For a recent and informative account of the Kolmogorov Superposition Theorem we refer to [39].

**Theorem B.1.** There exist \(n\) constants \(\{\lambda_j\}, \lambda_j > 0\), \(\sum_{j=1}^{n} \lambda_j \leq 1\) and \(2n + 1\) strictly increasing continuous functions \(\{\phi_i\}\), each of which mapping \([0, 1]\) to itself, such that if \(u \in C([0, 1]^n)\), then \(u\) can be represented in the form

\[
(B.1) \quad u(x) = u(x_1, \ldots, x_n) = \sum_{i=1}^{2n+1} h \left( \sum_{j=1}^{n} \lambda_j \phi_i(x_j) \right)
\]

for some \(h \in C([0, 1])\) depending on \(u\).

While Theorem B.1 stresses the power of (general) neural networks to represent functions, it adds little in practice as we usually want to design the neural network without a priori knowledge of \(u\). As previously mentioned, neural networks with one hidden layer can approximate any continuous function to arbitrary accuracy by having a sufficient amount of parameters [33]. We here formulate another result which can be found in [43]. Given \(1 \leq p \leq \infty\) and 
\[
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Theorem B.3. There exists an analytical, strictly increasing activation function $\sigma$ such that if $u \in C([0,1]^n)$ and $\varepsilon > 0$, then there exist constants $d_i$, $c_{ij}$, $\theta_{ij}$, $\gamma_i$ and vectors $w^{ij} \in \mathbb{R}^n$ for which
\[
\left| u(x) - \sum_{i=1}^{6n+3} d_i \sigma \left( \sum_{j=1}^{3n} c_{ij} \sigma (w^{ij} \cdot x - \theta_{ij}) - \gamma_i \right) \right| < \varepsilon
\]
for all $x \in [0,1]^n$.

Note that as in Theorem B.1, Theorem B.3 only implies the approximation result for appropriate activation functions. As it turns out, stronger results can be achieved if more is known about the function $u$. Indeed, given $u \in C([0,1]^n)$, consider the superposition decomposition as in (B.1). Consider the family of the functions $u$ where the corresponding $h \in W^{1,1}_r$ and $\phi_i \in W^{1,1}_r$. Then by Theorem B.2, there exist constants $w_{ri}$, $a_{ri}$, $b_{ri}$ and a constant $C > 0$ independent of $r$, such that
\[
| h(t) - \sum_{i=1}^{r} w_{ri} \sigma (a_{ri} t + b_{ri}) | \leq C ||h||_{W^{1,1}_r}.
\]
We say that $u$ satisfies regularity bounds with constant $\tilde{C}$ if, for all $r$,
\[
|w_{ri}| \leq \tilde{C}, |a_{ri}| \leq \tilde{C} \quad i = 1,2,\ldots,r.
\]
For a function $u$ satisfying regularity bounds with constant $\tilde{C}$ one can derive an explicit error bound for the approximation by a neural network with two hidden layers and with sigmoid activation functions. For the proof of the following theorem we refer to [61].

Theorem B.4. Let $\sigma$ be the sigmoid activation ($\sigma(x) = 1/(1 + e^{-x})$). Let $u \in C([0,1]^n)$ be any function satisfying regularity bounds with constant $\tilde{C}$ and let $\varepsilon > 0$. Then there exists a neural network with two hidden layers, with this particular $\sigma$ as the activation function, with hidden units $s = O \left( \frac{n}{\varepsilon^2} \right)$ (the first layer) and $r = O \left( \frac{1}{\varepsilon} \right)$ (the second layer), and constants $d_i$, $c_{ij}$, $\theta_{ij}$, $\gamma_i$ and vectors $w^{ij} \in \mathbb{R}^n$ such that the conclusion of Theorem B.3 holds.

Theorem B.2 and Theorem B.4 shed some light on the relevance and potential advantage of using neural networks with two hidden layers compared to neural networks with one hidden layer when approximating functions. In general, rigorous yet practically applicable theorems concerning approximation using deep neural networks are still lacking. However, there is an emerging literature on the topic and we refer the interested reader to [57–59] and the references therein for surveys and introductions to the subject and its context.
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