Abstract

We demonstrate the effectiveness of a novel scheme for numerically solving linear differential equations whose solutions exhibit extreme oscillation. We take a standard Runge-Kutta approach, but replace the Taylor expansion formula with a Wentzel-Kramers-Brillouin method. The method is demonstrated by application to the Airy equation, along with a more complicated burst-oscillation case. Finally, we compare our scheme to existing approaches.
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1. Introduction

The numerical solution of linear, ordinary differential equations is of critical importance throughout science and mathematics. In this paper we suggest an efficient approach for numerically solving equations with highly oscillatory solutions.

Most traditional numerical solvers of differential equations use a generalisation of Runge-Kutta (RK) techniques (Butcher, 1963). These apply Taylor’s theorem to create a stepping scheme whereby the value of the solution is updated using derivative information. Good solvers will also incorporate adaptive step-size control. Whilst RK techniques are an excellent workhorse for solving a wide variety of problems, they are known to struggle to solve equations with highly oscillatory solutions.

On the other hand, the Wentzel-Kramers-Brillouin (WKB) method is a well established analytical approach for approximately describing oscillatory solutions (Riley et al., 2006; Bender and Orszag, 1999). Historically WKB has been used to approximate the global shape and characteristics of an oscillatory solution with a “slowly changing” frequency.

We propose that one may combine the two approaches to create a reliable general tool for the numerical solution of oscillatory differential equations, and term the result RKWKB\(^1\).

We note that the approach advocated in this paper is similar to the work of Iserles (2002a,b), and explore the similarities and differences in Section 7.

2. Background

2.1. Oscillatory solutions

We seek to create a numerical method which efficiently solves the linear oscillator equation:

\[ \ddot{x}(t) + \omega(t)^2 x(t) = 0, \quad \omega(t) \in \mathbb{R}. \]  

(1)

If \( \omega(t) = \omega \) = constant, then the solutions are sinusoidal: \( x \propto \exp(\pm i \omega t) \). If \( \omega(t) \) changes slowly with \( t \), then the solutions are approximately sinusoidal with a slowly varying frequency and amplitude (this statement will be made more concrete in Section 2.3). An example of such a solution can be seen in Figure 1.

In general, any second order linear differential equation may be transformed into the form of equation (1) by either changing the independent variable

\(^1\)Readers with experience in the field will note that, as Cambridge authors, we should be insisting on an additional ‘J’ in WKB (Jeffreys). Given the length of our proposed initialism, we have opted to use the more efficient nomenclature.
Given the value of a solution \( y_j \) at some time \( t_j \), one may advance to the value of the solution \( y_{j+1} \) at some finite time later \( t_{j+1} = t_j + h \) by using the recursion relation:

\[
y_{j+1} = y_j + h f(y_j, t_j), \quad (4)
\]
\[
t_{j+1} = t_j + h. \quad (5)
\]

This is termed Euler’s method, and for arbitrarily small \( h \) will recover the solution to any desired accuracy. It is termed first order since each step is accurate to \( \sim O(h) \).

Euler’s method is normally impractical for real numerical work. Runge-Kutta schemes work by generalising (3) & (4) by including additional intermediate function evaluations that integrate (2) with greater accuracy.

A possibly more important adjustment is to equip the algorithm with the ability to choose the step size \( h \) according to the accuracy required. A popular stratagem is to run two steps, one of order \( p \), and another of order \( p - 1 \), and use the difference between the two as an estimate of the error. Particularly smart algorithms use the same function evaluations for both orders, an example of which is the Runge-Kutta-Fehlberg 4(5) method detailed in Appendix Appendix A.

All methods based on RK principles struggle to solve equations such as the linear oscillator (1) when the algorithm must scale a very large number of peaks and troughs. Errors accumulate rapidly in these approaches, even if the variation of \( \omega(t) \) in \( t \) is very simple. Given the regularity of the solution from Figure 1, one would imagine that there should be a more efficient method.

### 2.3. WKB theory

WKB approaches are designed to solve linear the linear oscillator equation (1) in the limit of a slowly varying \( \omega(t) \): i.e. the fractional change in frequency \( \Delta \omega / \omega \) over several time periods \( \Delta t \sim T \) is relatively small. A systematic way of phrasing “slowly varying” is to rescale the independent variable so \( t \rightarrow t/T \):

\[
\ddot{x}(t) + T^{-2} \omega(t)^2 x(t) = 0, \quad \omega(t) \in \mathbb{R}. \quad (6)
\]

If \( T \gg 1 \) then \( \omega \) is slowly varying as \( \omega \) must be large in comparison to the timescale on which \( x \) is accelerating. One can then expand the solutions in terms of complex exponential functions:

\[
x(t) \sim \exp \left( \frac{1}{T} \sum_{n=0}^{\infty} S_n(t) T^n \right). \quad (7)
\]
Substituting the above into equation (6) and setting each coefficient of $T$ equal to zero yields a sequence of solvable equations. One finds the first four solutions are:

$$S_0(t) = \pm i \int^t \omega(\tau) \, d\tau,$$

(8)

$$S_1(t) = -\frac{1}{2} \log \omega(t),$$

(9)

$$S_2(t) = \mp i \int^t \frac{\dot{\omega}(\tau)}{4 \omega^2(\tau)} - \frac{3 \dot{\omega}^2(\tau)}{8 \omega^3(\tau)} \, d\tau,$$

(10)

$$S_3(t) = \frac{1}{8} \frac{\dot{\omega}(t)}{\omega^3(t)} - \frac{3}{16} \frac{\dot{\omega}^2(t)}{\omega^4(t)},$$

(11)

and in general:

$$\dot{S}_0(t) = \pm i \omega, \quad \dot{S}_n = -\frac{1}{S_0} \left( \dot{S}_{n-1} + \sum_{j=1}^{n-1} S_j S_{n-j} \right).$$

(12)

Note that at $0^{th}$ order, the solution has $x \propto \exp(\pm \int \omega \, dt)$, which should be compared with the traditional sinusoidal solution. Typically $T$ is considered a power counting parameter, and set equal to 1 at the end of the analysis. For further detail on the intricacies of WKB approaches, the reader should consult Riley et al. (2006); Bender and Orszag (1999).

3. Generalised stepping methods

In Section 4 we will combine the power of WKB approaches with RK to form a method specialised in navigating oscillatory solutions. However, to avoid confusing the intricacies of WKB with the generic nature of our stepping methodology, we will work with a general stepping function for this section. For concreteness we will focus on second order differential equations, and discuss the extension to higher orders at the end of this section.

We aim to solve a second order differential equation in $x(t)$ for which we have some class of functions that form an approximate basis set for the true solutions. For the case of second order differential equations, one requires two approximate solutions $f_\pm$ that remain independent for all $t$.

With these two solutions in hand, at any given time $t_j$ with values of the true solution $x_j$ and its derivative $\dot{x}_j$, one may match the approximate solutions onto the correct solution:

$$x(t) \approx A_+ f_+(t) + A_- f_-(t),$$

(13)

$$A_{\pm} = \frac{\dot{x}_j f_\mp(t_j) - x_j \dot{f}_\mp(t_j)}{\dot{f}_\pm(t_j) f_\mp(t_j) - \dot{f}_\mp(t_j) f_\pm(t_j)}.$$  

(14)  

Equation (13) provides an approximation to the true solution in the region $t = t_j + h$ where $h$ is small, an example of which may be seen graphically in Figure 2.

A naïve approach would be to use the approximate matched solution (13) to create a stepping procedure analogous to the RK method (4) & (5):

$$x_{j+1} = A_+ f_+(t_j + h) + A_- f_-(t_j + h),$$

(15)

$$\dot{x}_{j+1} = A_+ \dot{f}_+(t_j + h) + A_- \dot{f}_-(t_j + h),$$

(16)

$$t_{j+1} = t_j + h.$$  

(17)  

Alas, such a method is doomed to failure. Since the approximate solution $A_+ f_+ + A_- f_-$ is defined entirely by the value of $x$ and $\dot{x}$ at any given point, using the values $x_j$ and $\dot{x}_j$ to forecast onto $x_{j+1}$ and $\dot{x}_{j+1}$ merely continues the solution of the previous step. The coefficients $A_{\pm}$ do not change, and such a method merely follows a single curve ad infinitum.

---

2For example, the linear oscillator equation (1), with approximate WKB solutions (7)–(12).

3Credit here is due to Anthony Challinor for spotting this error in an earlier version of our approach.
One can see the failure more concretely by observing that any convergent method should replicate a simple Runge-Kutta approach in the limit of vanishing step size $h$. In the limit of small $h$, one has:

$$f(t_{j+1}) \approx f(t_j) + f(t_j) h + O(h^2), \quad (18)$$
$$\dot{f}(t_{j+1}) \approx \dot{f}(t_j) + \dot{f}(t_j) h + O(h^2). \quad (19)$$

Substituting these into equations (15) & (16) yields:

$$\Rightarrow x_{j+1} = x_j + \dot{x}_j h, \quad (20)$$
$$\Rightarrow \dot{x}_{j+1} = \dot{x}_j + (\dot{f}_- f_+ - \dot{f}_+ f_-) \dot{x}_j \cdot \frac{\dot{f}_+ f_- - \dot{f}_- f_+}{\dot{f}_+ f_-} \quad (21)$$

where in the final equation, all $f$ terms are evaluated at $t_j$. In general, unless $f$ is an exact solution, one cannot expect the coefficient of $h$ in the second equation to be the same as $\ddot{x}_j$, and thus the approach defined by equations (15)–(17) fails to recover the Runge-Kutta result. Thus, decreasing the step size does not improve accuracy, and the algorithm is not convergent.

The above also suggests a solution. We require an alternative to (16) which steps $\dot{x}_j$ such that in the limit of small $h$ the stepping procedure reduces to $\dot{x}_{j+1} = \dot{x}_j + \ddot{x}_j h$. We should therefore perform a separate step for $\dot{x}$, with the solution matched onto the values of $\ddot{x}_j$ and $\ddot{x}_{j+1}$:

$$\dot{x}(t) \approx B_+ f_+ (t) + B_- f_- (t), \quad (22)$$
$$B_\pm = \frac{\ddot{x}_j f_{\pm} (t_j) - \dot{x}_j f_{\pm} (t_j)}{\dot{f}_\pm (t_j) f_{\pm} (t_j) - \dot{f}_\pm (t_j) f_{\pm} (t_j)}. \quad (23)$$

Most importantly, one may determine $\ddot{x}_j$ from $\dot{x}_j$ and $\dot{x}_j$ via the original second order differential equation.

The general stepping procedure is then as follows:

$$x_{j+1} = A_+ f_+ (t_j + h) + A_- f_- (t_j + h), \quad (24)$$
$$\dot{x}_{j+1} = B_+ \dot{f}_+ (t_j + h) + B_- \dot{f}_- (t_j + h), \quad (25)$$
$$t_{j+1} = t_j + h, \quad (26)$$

and at every iteration, $A_\pm$ and $B_\pm$ are determined by equations (14) & (23) with $\ddot{x}_j$ calculated from $\dot{x}_j$ and $x_j$ via the original second order linear differential equation. By definition (or somewhat laborious algebra), in the limit of small $h$, equations (24)–(26) recover the RK result:

$$x_{j+1} = x_j + \dot{x}_j h + O(h^2), \quad (27)$$
$$\dot{x}_{j+1} = \dot{x}_j + \ddot{x}_j h + O(h^2). \quad (28)$$

The procedure outlined in this section may easily be extended to $n^{th}$ order differential equations. One simply requires $n$ independent approximate solutions $\{f_1, \ldots, f_n\}$, along with $n$ analogues of the stepping equations (24) & (25) for each of the derivatives $\{x, \dot{x}, \ldots, x^{(n-1)}\}$ using an $n \times n$ matrix of coefficients analogous to $\begin{pmatrix} A_+ & A_- \\ B_+ & B_- \end{pmatrix}$.

Furthermore, whilst we will spend the remainder of this paper focussing on using WKB approximate solutions for the linear oscillator equation (1), the generalised stepping approach would be equally valid for non-linear equations.

Finally, it is worthy of note that if one chooses $f_\pm$ to be linear polynomials, then one recovers Euler’s method (4) & (5). Care must be taken with the indeterminacy of the $B_\pm$ coefficients, but a clean derivation can be found by choosing $f_+ = t$ and $f_- = 1 + t^2$, and taking $\epsilon \to 0$ at the end of the analysis. One can therefore consider the procedure described in this section as a true generalisation of a Runge-Kutta approach, the effectiveness of which is entirely determined by how well $f_\pm$ approximates the true solution.

4. The RKWKB method

We now specialise the generic technique detailed in Section 3 to the case of equations with oscillatory solutions. Our strategy is to combine the versatility of RK methods with the power of WKB in dealing with oscillatory solutions, and term the combination RKWKB.

We apply the generalised stepping technique (24), (25) & (26) by choosing $f_\pm$ to be the WKB solutions:

$$f_\pm(t) = \frac{1}{\sqrt{\omega(t)}} \exp \left( \pm i \int^t \omega(\tau) d\tau + \ldots \right). \quad (29)$$

As can be seen in Figure 2, choosing these as $f_\pm$ means that our stepping procedure naturally encodes the oscillatory nature of the solutions, particularly if the frequency is large. Instead of following every peak and trough as a RK scheme must do, it is potentially able to leap over many oscillations at once, greatly increasing the speed and accuracy of the numerical solution.

4.1. Step size adjustment

To tune the step size $h$, we use the same strategy as adaptive Runge-Kutta schemes. We com-
pute both the order $n$ and order $n - 1$ WKB solutions, and use the fractional difference between the two:

$$\varepsilon = \frac{|x^{(n)} - x^{(n-1)}|}{x^{(n)}}$$

(30)
as an estimate of the truncation error.

We now assume that the desired accuracy is $\alpha$. If $\varepsilon < \alpha$ then the solution is within the desired tolerance, and the algorithm makes a step of size $h$. $h$ is then increased for the next iteration. If $\varepsilon > \alpha$ then the step is unsuccessful, and the step size is reduced. $h$ may therefore be efficiently updated between attempts via:

$$h \rightarrow h \times \begin{cases} \left(\alpha/\varepsilon\right)^{1/n} : \varepsilon < \alpha \\ \left(\alpha/\varepsilon\right)^{1/(n-1)} : \varepsilon > \alpha. \end{cases}$$

(31)

This updating procedure allows the step size to increase in the regions where the initial step size is unnecessarily small, whilst ensuring that the step size is always small enough to keep forecasts within a given error margin.

4.2 Dynamic switching

In general, one cannot expect the WKB expansion to be an accurate approximation throughout the solution region. If $\omega$ is too small, or too quickly varying, then the step size $h$ will decrease to an inefficiently small size. This problem can be countered by simultaneously attempting a step using a standard adaptive RK method. One chooses between RK and WKB by selecting the method with the smallest error, providing a natural switching mechanism, without having to delve into the details of the validity of the WKB expansion.

We choose the Runge-Kutta-Fehlberg 4(5) method for our alternative solver, which is detailed in Appendix A. However, this specific RK method may be substituted with any ODE solver according to the user’s preference.

5. Example: The Airy equation

As an example of the RKWKB approach, we apply it to the Airy equation:

$$0 = \ddot{x}(t) + t \ x(t),$$

(32)

$$x(0) = \frac{3^{-2/3} + 3^{-1/6} i}{\Gamma(2/3)}, \quad \dot{x}(0) = \frac{3^{-1/3} - 3^{1/6} i}{\Gamma(1/3)},$$

(33)

$$\Rightarrow x(t) = \text{Ai}(-t) + \text{Bi}(-t) \ i,$$

(34)

whose solution is depicted in Figure 1. The Airy equation is often quoted as being a “maximally hard” problem for RK machinery to solve, since the frequency steadily increases, causing the step size to get smaller as the algorithm goes deeper into the solution.

We set the desired relative error to be $10^{-4}$. The algorithm remains in the RK regime until $t \sim 5$. When the WKB solver is activated, instead of following every oscillation of the solution, it rapidly speeds up, skipping many oscillations. This behaviour is detailed in Figure 3.

The error compared to the true solution is detailed in Figure 4. Here we find that initially the error is small, but grows as $\mathcal{O}(h^{2s+5/4})$ where $s = 4$ is the order of the RK method (Iserles, 2002a). After the WKB regime is entered, it begins to make huge strides, and the error levels off.

In contrast to a “pure” RK method, the RKWKB method finds the Airy equation maximally easy.

6. Example: Burst oscillation

We now turn to a more complicated example. Here we aim to solve the linear oscillator equation (1) when:

$$\omega^2(t) = \frac{n^2 - 1}{(1 + t^2)^2}.$$  

(35)

As is shown in Figure 5, this is a frequency profile which is zero everywhere apart from a region
around the origin $\sim \pm n$. Solutions will be a straight line far from the origin, but near to the origin will exhibit a burst of strong oscillations. If we choose stationary initial conditions:

$$\ddot{x}(t) + \frac{n^2 - 1}{(1 + t^2)^2} x(t) = 0,$$

$$x(-\infty) = 1, \quad \dot{x}(-\infty) = 0, \quad (36)$$

then for integer $n$ the above equation solves to give:

$$x(t) = \frac{\sqrt{1 + t^2}}{n} \begin{cases} 
    (-1)^{n/2} \sin \left( n \tan^{-1} t \right) & \text{: } n \text{ even} \\
    (-1)^{(n-1)/2} \cos \left( n \tan^{-1} t \right) & \text{: } n \text{ odd},
\end{cases} \quad (37)$$

Such solutions begin entirely flat, oscillating approximately $n/2$ times in the region $t \sim \pm n$, before finishing again in a flat state.

If one applies a simple RK scheme to the above equation, the period of rapid oscillation introduces large inaccuracies, as the stepping scheme must follow each peak and trough. This is demonstrated in the upper half of Figure 6. The RK method navigates the initial slowly-changing phase well, but encounters difficulties around the origin where the solution exhibits a burst of oscillations, causing a consequent dramatic reduction in step size. Moreover, the error accumulated around the origin means that the numerical solution no longer matches the analytic solution after leaving the oscillatory phase. The result predicted by a pure RK approach thus fails to recover the flat ending to the solution.

Applying the RKWKB approach to the same system recovers the correct solution precisely (lower half of Figure 6). On the approach to the burst, both RK and WKB have approximately the same error, so the algorithm seemingly chooses at random between the two. At the burst, it switches to a WKB stepper, and crosses the oscillations in a couple of steps. Afterwards, it switches back to the initial behaviour, but this time recovering the correct solution to within error.

It should be noted that we have chosen a relatively low $n$ for the purposes of visualisation. If one chooses higher $n$, then the pure RK attempt at a solution becomes far worse, whilst the RKWKB solution becomes much better, crossing the entirety of the oscillatory regime in a single stride.

7. Comparison with the Iserles approach

Iserles has written extensively on the difficulty of solving differential equations with oscillatory solutions. His approach is to turn the linear oscillator (1) into a Lie-group differential equation (Iserles et al., 2000) by writing:

$$y = (x, \dot{x})^\top, A(t) = \begin{pmatrix} 0 & 1 \\ -\omega^2(t) & 0 \end{pmatrix}, \quad (38)$$

$$\Rightarrow \dot{y} = A(t) y. \quad (39)$$
This may then be attacked with a variety of Lie group methods. For example, one may write the full solution as a Magnus expansion:

$$\mathbf{x}(t) = e^{\Omega(t,t_0)} \mathbf{x}_0,$$  \hspace{0.5cm} (40)

$$\Omega(t,t_0) = \int_{t_0}^{t} A(x) \, dx$$

$$- \frac{1}{2} \int_{t_0}^{t} \int_{t_0}^{x_1} [A(x_2), A(x_1)] \, dx_2 \, dx_1 + \ldots,$$  \hspace{0.5cm} (41)

and then use a truncated series to create a stepping algorithm. This approach is much improved by transferring to a fast rotating frame:

$$\mathbf{y}(t_n + \tau) = e^{\tau A(t_n, t_n + h/2)} \mathbf{x},$$  \hspace{0.5cm} (42)

the end product is then termed the modified Magnus method (Iserles, 2002b).

The RKWKB method and the modified Magnus method share some key features. Indeed, the lowest order modified Magnus method is equivalent to a 1st order WKB approach (Iserles, 2002a). However, our approach is distinguished in several ways.

First, the Magnus expansion (40) requires multiple integrals for higher order terms, which can be tricky to implement. The WKB expansion (12) on the other hand requires at most single integrals, replacing the double integrals with additional derivative terms of $\omega$, which are typically easier to work with.

Second, our approach uses adaptive step-size control, which is very easy to implement in the WKB framework and crucial for real-world numerical work.

Finally, by using dynamic switching, the algorithm is able to utilise the optimal approach in real time.

However, Iserles’ approach has been the inspiration for this work, and it is possible that many of the difficulties associated with the implementation of Magnus methods are merely engineering problems. This could mean that in the fullness of time Magnus methods could become the de-facto numerical integration tool. In the mean-time, this work provides a simpler, more streamlined methodology.

8. Conclusions

We have presented a novel method for numerically solving linear differential equations with highly oscillatory solutions. We use a Wentzel-Kramers-Brillouin expansion to create an adaptively stepping algorithm in the same manner as a Runge-Kutta scheme. Further, the algorithm will switch back to a normal RK approach when the frequency of oscillation is varying too quickly for WKB to approximate accurately. The RKWKB method is compared to Iserles existing approaches, and found to be a reasonable alternative without requiring the use of heavy Lie-group machinery. This paper is not intended to be a complete exposition, but more a proof-of-principle to create a springboard for further investigation.
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