Comparison of support vector machine based on genetic algorithm with logistic regression to diagnose obstructive sleep apnea
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OSA is associated with the incidence of various diseases.[3‑5] Due to the fact that it induces sleep and fatigue during the day, this syndrome increases the risk of car accidents 2–7 times.[6] OSA is a common disease that affects 2% of women and 4% of men in Western society.[7] The incidence of OSA differs in various regions of Iran (Isfahan province [5%][8] and Kermanshah province [27.3%][2]).

Risk factors of sleep apnea including high body mass index (BMI), old age, male gender, abdominal obesity, larger neck circumference, diabetes, cardiovascular diseases, hypertension, epilepsy, cigarette smoking, underactive thyroid, and acromegaly.[9‑11]

INTRODUCTION

Sleep is a fundamental behavior of all animal species and accounts for almost one-third of the human life. There are many kinds of sleep disorders one of which is sleep disorder breathing (SDB).[1] One of the most common sleep disorders is obstructive sleep apnea (OSA). It affects different aspects of human life including health and life quality.[2] OSA is characterized by repetitive collapse of the upper airway partially or completely during sleep.[1]
Polysomnography (PSG) is used as the gold standard for the diagnosis of OSA. Although PSG is an accurate diagnostic tool in the domain of sleep disorder, it is not appropriate for screening purposes because it is expensive and time-consuming, it is not available to all patients, and patients have to wait for a long time to use it. Thus, various studies have targeted new approaches to substitute PSG. Several studies have used parameters and signals obtained from electrocardiogram (ECG) or overnight oximetry and other signals. Other studies have applied tools such as Berlin Questionnaire and Epworth sleepiness scale (ESS) as screening tools to diagnose OSA syndrome and (SDB).

The diagnosis of OSA can be considered a binary classification subject, i.e. an attempt to find an optimal classifier to differentiate patients with or without OSA. The realm of data mining and machine learning have various classification methods such as artificial neural networks, decision trees, k-nearest neighbor, random forests, and support vector machine (SVM). Of these methods, SVM has attracted more attention owing to its better ability and higher performance in diagnosis of different diseases in recent years.

Almazaydeh et al. performed a study on OSA diagnosis. ECG characteristics such as RR distance, which are more effective for diagnosis of sleep apnea, were calculated and applied to SVM. The findings showed that SVM could diagnose sleep disorder periods and patients with and without OSA with a high accuracy of approximately 96.5%.

A study conducted by Hang used overnight oximetry to diagnose moderate and severe OSA in patient. The SVM model was designed according to oxyhemoglobin desaturation index. The SVM model designed according to radial basis function (RBF) kernel had the highest accuracy. The accuracy rate obtained for the diagnosis of patients with severe OSA (90.42%–90.55%) was higher than that of the patients with moderate-to-severe OSA (87.33%–87.77%). However, no study has ever used clinical characteristics to diagnose OSA as SVM input and compare its accuracy with logistic regression (LR).

In this respect, the best LR model was compared with SVM model, whose parameters had been optimized by genetic algorithm (GA).

MATERIALS AND METHODS

Study design and participants

A total of 250 patients with sleep problem complaints that had been diagnosed by PSG and were referred to the Sleep Disorders Research Center at Farabi hospital, Kermanshah from 2012 to 2015 were recruited in this study. All patients underwent one night of PSG (Somnoscreen plus, Somnomedics, Germany). The study data were collected from the patients’ files included variables such as age (year), gender (male/female), BMI (kg/m²), neck circumference (cm), waist circumference (cm), tea consumption (Number of tea cups per day), cigarette smoking (Number of cigarettes per day), and underlying diseases such as hypertension that measurement with mercury barometric measurements (blood pressure >140 by 80), chronic headache (any headache that occurs 15 days a month or more and lasts for at least 3 months), heart disease (any disease that occurs in the heart and the veins according to a cardiologist), respiratory disease (a disease that affects the respiratory system and it can disrupt the function of the lungs according to a specialist physician), neurological disease, and diabetes (fasting blood glucose more than 127 mg/dl). All units of this variables mention in Tables 1 and 2. Data were also obtained from the Berlin questionnaire (low risk and high risk), ESS, Global sleep assessment questionnaire (GSAQ) (snoring, break of breathing in sleep, sadness or anxiety), and from PSG, which determines the OSA status.

Study instruments

Berlin questionnaire is composed of 10 items in three sections (snoring where participants are asked to score their snoring; analyses excessive fatigue and sleepiness during the day, and hypertension). If the patient’s score is positive in at least two sections, the patient is considered “high risk.” In the study that conducted by Amra et al., Cronbach’s Alpha for this questionnaire in the general population of Iran for group one was obtained 0.70 and for group two was 0.50. We used the same version in this study.

ESS consists of eight items that aim to determine daily sleepiness among adults. ESS is obtained from the total score of the eight items, ranging from 0 to 24. A higher score

| Variable | Without OSA (n=96) | With OSA (n=154) | Test statistic | P |
|----------|-------------------|-----------------|---------------|---|
| Age (year) | 37.6±16.19 | 46.9±12.30 | T=−4.869 | <0.001* |
| BMI (kg/m²) | 25.2±4.80 | 28.7±4.52 | T=−5.812 | <0.001* |
| Neck circumference (cm) | 35.5±4.22 | 39.2±3.79 | T=−7.192 | <0.001* |
| Waist circumference (cm) | 90.1±15.61 | 100.9±11.67 | T=−6.228 | <0.001* |
| Cigarette smoking (w) | 1.2±0.83 | 1.6±0.4 | U=7122.5 | 0.343 |
| Tea consumption (n) | 3.6±3.45 | 3.9±3.45 | U=6807.5 | 0.288 |
| Epworth questionnaire score | 4.9±4.74 | 8.1±5.29 | U=4599 | <0.001* |

* T is abbreviation of test statistic of t-student and U is abbreviation of test statistic of Mann–Whitney U-test. BMI=Body mass index; OSA=Obstructive sleep apnea
Table 2: Association between qualitative variables and obstructive sleep apnea using Chi-square test

| Variable                        | Without OSA (n=96) | With OSA (n=154) | Total | P      |
|--------------------------------|--------------------|-------------------|-------|--------|
| Gender                         |                    |                   |       |        |
| Female                         | 49 (51)            | 46 (29.9)         | 95 (38)| 0.001* |
| Male                           | 47 (49)            | 108 (70.1)        | 155 (62)|       |
| Hypertension                   |                    |                   |       |        |
| Yes                            | 10 (10.4)          | 35 (22.7)         | 45 (18) | 0.014* |
| No                             | 86 (89.6)          | 119 (77.3)        | 205 (82)|       |
| Chronic headache               |                    |                   |       |        |
| Yes                            | 12 (12.5)          | 23 (14.9)         | 35 (14) | 0.589  |
| No                             | 84 (87.5)          | 131 (85.1)        | 215 (86)|       |
| Heart disease                  |                    |                   |       |        |
| Yes                            | 9 (9.4)            | 11 (7.1)          | 20 (8)  | 0.527  |
| No                             | 87 (90.6)          | 143 (92.9)        | 230 (92)|       |
| Respiratory disease            |                    |                   |       |        |
| Yes                            | 6 (6.2)            | 11 (7.1)          | 17 (6.8)| 0.785  |
| No                             | 90 (93.8)          | 143 (92.9)        | 233 (93.2)|      |
| Neurological disease           |                    |                   |       |        |
| Yes                            | 0                  | 4 (2.6)           | 4 (1.6)| 0.111  |
| No                             | 96 (100)           | 150 (97.4)        | 246 (98.4)|      |
| Diabetes                       |                    |                   |       |        |
| Yes                            | 0                  | 9 (5.8)           | 9 (3.6)| 0.016* |
| No                             | 96 (100)           | 145 (94.2)        | 241 (94.6)|      |
| Score of Berlin questionnaire  |                    |                   |       |        |
| High risk                      | 73 (76)            | 61 (39.6)         | 134 (53.6)| <0.001*|
| Low risk                       | 23 (24)            | 93 (60.4)         | 116 (46.4)|      |
| Snoring                        |                    |                   |       |        |
| Yes                            | 15 (15.6)          | 90 (58.8)         | 105 (42.2)| <0.001*|
| No                             | 81 (84.4)          | 63 (41.2)         | 144 (57.8)|      |
| Break of breathing in sleep    |                    |                   |       |        |
| Yes                            | 10 (10.4)          | 55 (35.7)         | 65 (26) | <0.001*|
| No                             | 86 (89.6)          | 99 (64.3)         | 185 (74) |       |
| Sadness or anxiety             |                    |                   |       |        |
| Yes                            | 58 (60.4)          | 73 (47.4)         | 131 (52.4)| 0.045* |
| No                             | 38 (39.6)          | 81 (52.6)         | 119 (47.6)|      |

*Significant test in level 0.05, OSA=Obstructive sleep apnea

indicates a higher level of sleepiness during the day.\textsuperscript{[15],[19]}

Mean rho of ESS item scores was obtained 0.56.\textsuperscript{[19]}

GSAQ is used as a familiar screening tool in primary care clinics and sleep centers. The Pearson correlation coefficients\textsuperscript{[20]} showed that GSAQ differentiated between different diagnoses and could be helpful in diagnosing various sleep disorders including OSA. Reliability of this questionnaire was reported from 0.51 to 0.92.\textsuperscript{[20]}

Statistical analysis

LR model, an important approach in the domain of classification, expresses the possible incidence of one of two classes of a binary criterion.

If the estimated probability is larger than 0.5 (or any other default), that member is classified into the class of patients with OSA.\textsuperscript{[21]}

SVM is a supervised learning method in machine learning class, according to the statistical learning theory proposed by Vapnik in 1979 to perform classification and regression analysis.\textsuperscript{[22]} The main purpose of SVM is finding the best hyperplane among possible differentiating hyperplanes. This optimal differentiation hyperplane can classify the input data points so that the distance between two classes (margin) is maximized.\textsuperscript{[23]}

Kernel function includes inner nonlinear function. In a situation where the input data set can be differentiated nonlinearly, the data set by kernel function transferred to a high-dimensional feature space to be differentiated linearly.\textsuperscript{[24],[25]} The most common kernel functions used in SVM include:

\begin{align*}
K(x_i, x_j) &= (x_i^T x_j) : \text{Linear} \quad (1) \\
K(x_i, x_j) &= (\|x_i - x_j\|^2 + 1)^d : \text{Polynomial, and} \quad (2) \\
K(x_i, x_j) &= \exp\left(\frac{-\|x_i - x_j\|^2}{2\gamma^2}\right), \gamma > 0 : \text{RBF kernel function} \quad (3)
\end{align*}

Among the kernel functions presented, RBF kernel can be an interesting suggestion because it is more generalizable and less complex than polynomial kernel function. When the polynomial degree is increased in polynomial kernel function, many problems occur.\textsuperscript{[26]} When each of these kernel functions in SVM model is used, it is necessary to set their parameters correctly to increase performance in data classification. Numerous optimization algorithms have been suggested in this regard, including grid search method,\textsuperscript{[27]} particle optimization algorithm, and GA. In the present study, we used GA as an optimization method.

GA introduced by Holland (1975). GA is a random search method in artificial intelligence and is based on the theory of evolution by natural selection. This method has been inspired by biological processes of heredity such as mutation, natural selection, and genetic crossover.\textsuperscript{[28]} GA uses a number of possible solutions, called population, simultaneously to solve a problem. Each member of this population is displayed by coded strings called chromosomes. Three important concepts in GA include initial population, fitness function, and operators. In GA, first, several possible solutions, encoded as chromosomes, are randomly chosen from among the initial population and are evaluated by fitness function. Next, these chromosomes are used to produce the next generation by selection, mutation, and crossover operators.
This trend is continued from one generation to the other until the algorithm is stopped.\cite{30}

Achievement of proposed models
First, in univariate analysis, the relationship between each independent variable and dependent variable was analyzed separately by appropriate parametric (\(t\)-student test for quantitative variable) and nonparametric (Mann–Whitney U-test for quantitative variables and Chi-square test for qualitative variables) tests. Since the number of positive cases for diabetes and neurological diseases was very few in the data set of this study, which increased the estimation of standard deviation of regression coefficient and an unexpected rise in the estimated values of odds ratio, these variables were excluded from the dataset.

To fit the SVM model, all variables were normalized and then the given model was fitted. With this conversion, data were transferred with \([0, 1]\) interval.

The samples were divided into two groups: training data (176 patients, 70%) and testing (74 patients, 30%) by producing random numbers from Bernoulli distribution with success probability of around 70%. LR and SVM models were fitted to the training set and examined on the testing set.

For fitting the best LR model, a model with all variables was first fitted by backward elimination and stepwise regression method. Then, the variables with significant correlation with the response variable in univariate analysis were used to make another LR model. These models were compared using the Akaike’s information criterion (AIC).

\[
AIC = 2P - 2 \ln (L), \quad P \text{ number of parameters, } L \text{ maximum likelihood. A model with smaller AIC was selected as the better model.} \cite{30}
\]

Having built the best LR model, the parameters of SVM model with RBF kernel were optimized by GA. Then, the groupings obtained from them were compared with actual data to find out whether there was a difference between the fitted groups and real groups. To this end, McNamara test was run. Then, the performance of the regression model selected from among the two proposed regressions was compared with that of SVM-based hybrid model, according to the evaluation criteria of classification models.

Data analysis was performed using R3.2.2 software and installing e1071 package to use SVM model and ga package to use GA. In addition, caret package in this software was run to obtain the evaluation criteria of the model.

From among the kernel functions presented, RBF kernel was used in SVM model.\cite{31} For calculation of indices, four numbers in each method were determined. True positive (TP), true negative (TN), false positive (FP), and false negative (FN) calculated by classifier.\cite{32}

\[
\text{Acc} = \frac{TP + TN}{N} \quad (4)
\]

\[
\text{Sensitivity} = \text{True positive rate(TPR)} = \frac{TP}{TP + FN} \quad (5)
\]

\[
\text{Specificity} = \text{True Negative rate(TNR)} = \frac{TN}{FP + TN} \quad (6)
\]

RESULTS
From 250 participants, 154 had OSA and 96 did not. The mean age of the patients with OSA (46.99 ± 12.3) was higher than that of the patients without OSA (37.6 ± 16.19) \((P < 0.001)\). In addition, the waist circumference and neck circumference in the patients with OSA were larger than those of the patients without OSA. The patients with OSA had a larger BMI, indicating a significant difference between groups \((P < 0.001)\). Of the patients with OSA, 70.1% were male. Further, 49% did not have OSA [Tables 1 and 2].

Logistic regression model
To fit the best LR model, all predictor variables were first fed into the model and a set of five variables was selected by stepwise selection backward elimination, for inclusion in the model. The regression model 1 was fitted to the training data set using these variables [Table 3]. The final form of the fitted model is presented in equation 7.

\[
\log \left( \frac{P}{1 - P} \right) = -9.41 + 0.045 \times (\text{age}) + 0.180 \times (\text{neck circumference}) -2.21 \times (\text{heart disease}) + 0.939 \times (\text{snoring}) + 0.147 \times (\text{Epworth questionnaire Score}). \quad (7)
\]

where AIC = 172.33.

To fitness of LR model with significant factors, the variables that were significant in univariate analysis were included

| Variable                               | Regression Coefficient | Standard Error | Wald statistic | P value | OR     |
|----------------------------------------|------------------------|----------------|----------------|---------|--------|
| Constant                               | -9.41                  | 2.121          | -4.436         | <0.001* | -      |
| Age                                    | 0.045                  | 0.015          | 3.076          | 0.002*  | 1.046  |
| Neck circumference                     | 0.180                  | 0.055          | 3.270          | 0.001*  | 1.197  |
| Cigarette smoking                     | -0.070                 | 0.039          | -1.808         | 0.07    | 0.932  |
| Heart disease                          | -2.21                  | 1.104          | -2.000         | 0.045*  | 0.110  |
| Snoring                                | 0.939                  | 0.467          | 2.009          | 0.044*  | 2.557  |
| Break of breathing in sleep            | 1.09                   | 0.649          | 1.679          | 0.093   | 2.976  |
| Epworth questionnaire score            | 0.147                  | 0.049          | 3.022          | 0.002*  | 1.158  |

*Significant test in level 0.05, OR=Odds ratio; SE=Standard error
in the model by stepwise selection backward elimination. These variables included age, BMI, neck circumference, waist circumference, Epworth scale score, gender, hypertension, Berlin questionnaire score, snoring, break of breathing in sleep, and feeling anxiety or sadness. Finally, four variables remained in LR model. It is noteworthy that in this model the training data set was used for fitting. The final form of the LR model with significant factors is presented in equation 8 [Table 4].

\[
\log \left( \frac{P}{1-P} \right) = -8.903 + 0.038 \times \text{(age)} + 0.171 \times \left( \text{neck circumference} \right) + 1.002 \times \text{(snoring)} + 0.135 \times \text{(Epworth questionnaire score)}.
\] (8)

For this model AIC = 175.97.

A model with smaller AIC, i.e., model 7, which had been fitted with all factors, with AIC = 172.33, was selected as the final LR model to be compared with SVM method. The results of McNamara test showed no significant difference between the groups fitted with this model and real groups \((P = 0.117)\). Then, the performance of this model was analyzed by the testing data [Table 5]. Based on the results of this table: accuracy = 0.7297, sensitivity = 0.777, and specificity = 0.7021 was achieved.

**Support vector machine model**

According to the range considered for parameters; \(0.01 \leq C \leq 35000\) (a penalty parameter that applies a compromise between training error and generalization) and \(0.0001 \leq \gamma \leq 10\); and searches to find the best parameter in this range by GA, and after establishing the stopping condition for GA, the obtained parameters including \(C = 17034.19\) and \(\gamma = 0.3049167\), were applied as SVM input. The SVM model was trained using the raining data and evaluation criteria of this model were obtained from the testing data [Table 5]. Based on the results: accuracy = 0.7979, sensitivity = 0.7143, and specificity = 0.8478 was achieved. Further, McNamara test was run to test the presence of significance difference between the predicted groups by this method and real groups, which yielded no statistically significant difference \((P = 1.0)\).

**Comparison**

The assessment criteria for both models [Table 5] are shown that all these criteria except sensitivity are better for diagnosis of OSA in SVM model than LR model. However, McNamara test revealed no significant difference between the performance of both models \((P = 0.07)\).

**DISCUSSION**

Classification models based on artificial intelligence have dramatically affected the decision-making process in different sciences including medical sciences. One of the most popular models in this field is SVM. The main advantage of SVM as a data mining method is that this method overcomes the high dimensionality problem, which occurs when the number of input variables is larger than the number of observations.\(^{[33]}\) Unlike, the parametric statistical methods such as linear and nonlinear regression models, cluster analysis, discriminant analysis, and time series analyzes that used for prediction, machine learning methods have no initial assumptions about the statistical distributions of inputs.\(^{[34],[35]}\) Many of these methods work like a black box that is inappropriate for clinical interpretation,\(^{[34]}\) while in statistical methods, such as LR, coefficients can be interpreted.

Despite countless studies carried out on building these models, studies are constantly trying to achieve models with easier function and better performance. The main objective of the present study was introducing a basic artificial intelligence classification model to differentiate the patients with or without OSA. Compared with former models, the proposed classification model had this advantage that despite the use of clinical features in the clinical files of patients as input features (predictor variables), it had a good accuracy unlike the former models presented in this domain.

---

**Table 4: Regression coefficients and their details in the model with significant factors**

| Variable          | \(B\) | SE (\(B\)) | Wald statistic | \(P\) | OR |
|-------------------|------|-----------|----------------|------|----|
| Constant          | -8.903 | 2.065   | -4.312        | <0.001* | 1 |
| Age               | 0.038  | 0.014    | 2.672         | 0.007* | 1.039 |
| Neck circumference| 0.171  | 0.055    | 3.114         | 0.002* | 1.186 |
| Snoring           | 1.002  | 0.459    | 2.185         | 0.03*  | 2.726 |
| Break of breathing in sleep | 0.868 | 0.626 | 1.385 | 0.166 | 2.381 |
| Epworth questionnaire score | 0.135 | 0.047 | 2.858 | 0.004* | 1.144 |

*Significant test in level 0.05, OR=Odds ratio; SE=Standard error

**Table 5: Evaluation criteria for logistic regression model with all factors and support vector machine for test data \((n=74)\)**

| Actual class with OSA | Predicted class from LR With SVM | Predicted class from LR Without SVM |
|-----------------------|----------------------------------|-------------------------------------|
| With OSA              | 21                               | 6                                   | 20       | 8     |
| Without OSA           | 14                               | 33                                  | 7        | 39    |

| Evaluation criteria          | Model |
|-----------------------------|-------|
| Accuracy                    | 0.7297| 0.7979 |
| Sensitivity                 | 0.777 | 0.7143 |
| Specificity                 | 0.7021| 0.8478 |
| Positive predictive value   | 0.6000| 0.7407 |
| Negative predictive value   | 0.8462| 0.8298 |

LR=Logistic regression; SVM=Support vector machine; OSA=Obstructive sleep apnea
that used the features obtained from PSG findings, which were very costly and time-consuming, as input features of classification model.

The proposed hybrid classification model in this study was derived from a combination of two artificial intelligence approaches, SVM and GA. The performance of this model was compared with the best LR model in this study, i.e., the fitted model with all predictor variables.

Since the LR model obtained from all studied features had a lower AIC than the LR model fitted only with significant factors obtained from univariate analysis (AIC = 172.3 vs. AIC = 176), it was chosen as a better model for comparison with SVM base model.

Although McNamara test showed no significant difference between the performance of both models (P = 0.07) and both models had a good performance, the results of this study indicated that the proposed SVM base model had a better and more hopeful performance than LR model in terms of accuracy (0.797 vs. 0.729), which is an important criterion to compare the performance of models, and specificity (0.847 vs. 0.777) in classification of patients with OSA.

The superiority of the SVM model has been proven in various studies, such as in the study that was done to predict diabetes, SVM had the best performance compared with 6 data mining methods including the LR model.[38] Although in most studies, including the present study, the SVM model has more diagnostic power than the LR model, but in the study that performed by Verplanck et al., there was no significant difference between multiple LRs and SVM for mortality prediction.[21]

It should be noted that one of the limitations of this study was the low sample size (250) compared with the studies in this field. Whereas many data mining methods, including the SVM method, on a high-volume dataset, due to the increase in the number of educational data will have a better performance, so that these methods can be applied to a larger data set to increase performance.

CONCLUSION

Although the results of McNamara test showed no significant difference between the performance of the two models (P = 0.07), both models were found to have an appropriate performance. However, considering accuracy as an important criterion for comparing the performance of models in this domain, it can be argued that SVM can have a better efficiency than LR in diagnosis of OSA in patients. Therefore, the physicians are recommended to use this model as an auxiliary screening tool for the diagnosis of patients with OSA.
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