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Abstract  A partial differential equation has been using the various boundary elements techniques for getting the solution to eigenvalue problem. A number of mathematical concepts were enlightened in this paper in relation with eigenvalue problem. Initially, we studied the basic approaches such as Dirichlet distribution, Dirichlet process and the Model of mixed Dirichlet. Four different eigenvalue problems were summarized, viz. Dirichlet eigenvalue problems, Neumann eigenvalue problems, Mixed Dirichlet-Neumann eigenvalue problem and periodic eigenvalue problem. Dirichlet eigenvalue problem was analyzed briefly for three different cases of value of λ. We put the result for multinomial as its prior is Dirichlet distribution. The result of eigenvalues for the ordinary differential equation was extrapolated. The Basic mathematics was also performed for λ calculations which follow iterative method.
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1. Introduction

Holomorphic function was investigated with the help of complex analysis, which dealt with branch of the mathematics. The function from the complex region or plane having the complex values falls in the category of holomorphic function. Differentiation of complex terms is more difficult than the real or normal differentiation. In some cases, the function is defined in a set of complex or real values termed as bounded. The Integral equation for the boundary along with its numerical approximation is popular in variety fields for eg. Insert is after wave. Helmholtz equation gives the model of scattering phenomena having appropriate conditions in presence of scattered field. There is different reformulations are observed in form of integral equation on scattering object surface.

Boundary element method comes in picture for solving the partial differential equations. This method is termed as numerical computational technique or method. This method uses the integral equation which is obtained by formulation of linear partial differential equation which represents boundary integral form. This method deals with the electromagnetic systems, acoustic systems, fluid, contact and fracture mechanics [1]. Similar to boundary element method, finite element method is used to solve issues in mathematical engineering and various mathematical models. Typical areas of working for this are mass transport, structural analysis, flow of fluid, transfer of heat etc. Basically, it is numerical method used to solve partial differential equation. It uses the 2-3 space variables. The concept of Subdivision of large system into the smaller and simple parts (system) is follow by FEM and these small parts are termed as finite elements. Algebraic equation is the outcome of finite element method. With this method, solution is occurred with minimum error function.

Boundary element as well as finite element techniques reveals some complementary properties. These properties are useful in coupling of discretization method in domain
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decomposition structure. Triangulation of boundary for computational domain and volume mesh are the requirement of the boundary element and finite element method respectively. Boundary element method is used to handle unbounded domain. Few modifications are necessary in finite element method for handling unbounded domain. In short, singularity approximation in boundary element method is easier than finite element. Boundary element technique is most effectual method in case of numerical problems such as adhesive contact simulation [2,3,4].

In this paper, various aspects of eigenvalue problem like Dirichlet Distribution, Dirichlet Process, Dirichlet Process Mixture as a part of basics were evaluated. Dirichlet, Neumann and mixed (Dirichlet-Neumann) eigenvalue problem is discussed in detail along with the laplacian operator. Here, various scenarios related to Dirichlet eigenvalue problem was analyzed with the mathematical equations. Also, some examples were explained on the particular topic.

2. Materials and Methods

2.1. Dirichlet Distribution

The Dirichlet distribution Dir(α) is a family of continuous multivariate probability distributions parameterized by a vector α of positive reals. Following equation represents the Dirichlet Distribution

\[ p(P = (p_1)) = \frac{\prod \Gamma(\alpha_i)}{\Gamma(\sum \alpha_i)} \prod p_i^{\alpha_i - 1} \] (1)

Here, the value of \( p_i \) is greater than 1 and the sum of this term for its value is equal to 1.

There are two parameters: concentration of scaling parameter, i.e. \( \sigma \) which is termed as \( \sum \alpha_i \) and base measure which is represented by \( \frac{\alpha_i}{\sigma} \).

As Beta generalization is explained with two aspects: beta becomes distribution over bionomial and Dirichlet is the distribution over the multinomial which is simple as discussed above with reference to above equation (1). Dirichlet is the base to the multinomial means Dirichlet come first, then multinomial distribution [5,7,8].

Assume that every experiment is resulted in the ‘j’ possible outcomes having probabilities \( p_1, p_2, \ldots, p_j \). Multinomial mockup the distribution of vectors which shows that N trial, how many times, observation of every outcome is done. Mathematically, it is represented as

\[ P(a_1, a_2, a_3, \ldots, a_j | n, p_1, p_2, p_3, \ldots, p_j) = \frac{n!}{\prod_{i=1}^{j} a_i!} p_i^{a_i} \] (2)

And

\[ \sum x_i = N \text{ with } x_i \text{ is greater than or equal to 0} \]

Figure 1 represents the multinomial distributions for different probabilities.

A: Graph for Probability 1/2 1/3 1/6; B: Graph for probability 1/3 1/4 5/12; C: Graph for probability 1/4 1/4 1/2

Figure 1. Probability Graph for 1/2 1/3 1/6
Generally, Dirichlet theorem states that any function say \( f(x) \) with interval \([-n,+n]\) is able to expand with the help of Fourier series. The equation for the Fourier series is
\[
f(x) = a_0 + \sum_{n=1}^{\infty} \left( a_n \sin \frac{n \pi x}{a} + b_n \cos \frac{n \pi x}{a} \right)
\] (3)

Dirichlet theorem deals with prime numbers and plays a vital role in case of various solutions [5].

2.2. Dirichlet Process

Dirichlet process is a probability distribution whose range is itself a set of probability distributions. Eg. Many different colours balls are present in the box. Hence, the probability of choosing and picking the new color ball goes on decreasing. The proportion of the balls in the box after an infinite withdraws is the Dirichlet process. Generally, the Dirichlet represents the probability of the next symbol. Dirichlet distribution becomes simple with Dirichlet process. The few examples based on Dirichlet process are poly urn method, process of Chinese restaurant, stick breaking techniques and construction of gamma process.

The concept of Dirichlet process can be understood easily with an example. Figure 2 shows the sitting arrangement. The possibility of individual join the table and grouping concept can be evaluated. Figure 2 shows the probability scenario in presence of 5 and 6 customers.

![Figure 2. Dirichlet distribution](image-url)
2.3. Dirichlet Process Mixture

It is the simple concept which can be elaborated in the below Figure 3.

![Figure 3. Dirichlet mixture model](image)

Dirichlet distribution is popular as it is a prime distribution for the multinomial parameters since Dirichlet becomes conjugate for multinomial under assumption of some parameters. It has some limitations such as every variable have own mean with common variance and second its variable gets added in presence of mutual independency between them. These limitations are overcome by keeping computational simplicity having conjugate distribution to multinomial with different parameters. Hence, the tree structure is comes in picture and was well explained by [9].

2.4. Eigenvalue Problem

Some of the examples based on the heat equations require the transformation from partial differential equations to ordinarily differential equation. The ordinary differential equation is obtained in form of eigenvalue problem. We generate the result for ordinary differential equation with graphical representation. There are various eigenvalue problems: First eigenvalue problem (Dirichlet Eigenvalue problem), Second Eigenvalue problem (Neumann Eigenvalue problem), third eigenvalue problem (Mixed Dirichlet-Neumann Eigen value problem) and forth eigenvalue problem (periodic eigenvalue problem). In this paper we are going to study Dirichlet eigenvalue problem. Shortly mathematical equations of other eigenvalue problem are discussed [10,11].

2.4.1. First Eigenvalue Problem

It is also known as Dirichlet Eigenvalue problem. For discussion of this point we have to use second order differential equation.

\[
\frac{d^2x}{dy^2} + \lambda X = 0 \quad 0 < y < m \quad (4)
\]

Having the Dirichlet boundary condition

\[
X(0) = 0 \quad \text{and} \quad X(m) = 0
\]

We aimed to find out the value of the \( \lambda \) with non-trivial solution of above equation (4). Conditions assumed for this problem are homogeneous and linear [12]. Hence, the nonzero output is the solution to that problem and it is same as to the \( X(x) \). This is known as the eigenvalue problem.

The Dirichlet Eigenvalue problem includes, determining of solution \( X(x) \) which has \([0,m]\) domain where the few values of \( \lambda \) will satisfied boundary condition, \( X(0) = X(m) = 0. \) So, we have three cases where possible solutions are falling, i.e. \( \lambda = 0, \lambda < 0 \) and \( \lambda > 0 \).

**Case 1: \( \lambda = 0 \)**

\[
\frac{d^2x}{dx^2} + \lambda X = 0 \\
X'' + \lambda X = 0 \quad (5)
\]

Put the value of \( \lambda = 0 \) then the equation becomes \( X'' = 0 \).

General solution of equation (5) is

\[
X(x) = c_1 + c_2x \quad (6)
\]

where \( c_1 \) and \( c_2 = \text{Constants}. \)

For fulfilling the boundary condition \( X(0), \) it is must to have \( c_1 = 0 \).

Hence equation (6) becomes

\[
X(x) = c_2x
\]

On the same sense, for the fulfillment of the next boundary condition \( X(m) = 0, c_2 \) should be 0. Hence finally we get the solution \( X(x) = 0 \) for \( \lambda = 0 \) and so \( \lambda = 0 \) not eigenvalue.

**Case 2: \( \lambda < 0 \)**

As, \( \lambda < 0 \). So, after considering \( \lambda = -\omega^2 \) the equation (4) becomes

\[
X'' - \omega^2X = 0 \quad (7)
\]

General solution for that equation is

\[
X(x) = c_1e^{\omega x} + c_2e^{-\omega x} \quad (8)
\]

where \( c_1 \) and \( c_2 = \text{Constants}. \)

The \( X(x) \) boundary condition requires the \( c_2 = -c_1 \).

The eq.(8) becomes

\[
X(x) = c_1e^{\omega x} - c_1e^{-\omega x} \quad (9)
\]

Since the another boundary condition \( X(m) = 0 \) needed \( 2c_1sinh\omega x = 0, \) it means \( c_1 = 0. \) From all of mathematical equations it is observed that eigenvalue problem has trivial solution \( (X(x) = 0) \) for \( \lambda < 0. \) So we conclude that values of \( \lambda \) less than 0 are not an eigenvalues.
Case 3: \( \lambda > 0 \)

As \( \lambda > 0 \). So, after placing \( \lambda = \omega^2 \) the equation (4) becomes

\[
X'' + \omega^2 X = 0
\]

General solution for that equation is

\[
X(x) = c_1 \cos \omega x + c_2 \sin \omega x
\]

where \( c_1 \) and \( c_2 \) = Constants.

For satisfying the boundary condition \( X(x) = 0 \), it must be that \( c_1 = 0 \).

Hence, eq(11) becomes

\[
X(x) = c_2 \sin \omega x
\]

But for filling the another boundary condition \( X(m) = 0, c_2 \sin \omega m = 0 \)

From above it is observed that \( c_2 = 0 \) gives the trivial solution for equation (4). For obtaining non-trivial solution, \( \omega \) must have positive root of equation

\[
\sin \omega m = 0
\]

After solving above equation we will get,

\[
\omega m = \sin^{-1}(0)
\]

\[
\omega m = \pi
\]

\[
\omega = \frac{nm}{m} \text{ for } n = 1, 2, 3,
\]

And exclude for \( c_2 \), we get

\[
X(x) = \sin \frac{nm}{m} x \quad \text{for } n = 1, 2, 3,
\]

For the different values of \( n=1,2,3, \ldots, \lambda \) is obtained as

\[
\lambda = \omega^2 = \left( \frac{nm}{m} \right)^2
\]

\[
\lambda_n = \left( \frac{nm}{m} \right)^2
\]

From this third case, it is observed that the equation (4) have non-trivial solution and these are the eigenvalues for that problem. Finally, we get the eigen function as below

\[
X_n(x) = \sin \frac{nm}{m} x \quad \text{for } n = 1, 2, 3,
\]

2.4.2. Second Eigenvalue Problem (Neumann Eigenvalue Problem)

For the boundary condition \( X'(0) = X'(m) = 0, \) we have the eigenfunction for Neumann eigenvalue problem stated as below

\[
X_n(x) = \cos \frac{nm}{m} x \quad \text{for } n = 1, 2, 3,
\]

2.4.3. Third Eigenvalue Problem (Mixed Dirichlet-Neumann Eigenvalue Problem I)

For the boundary condition \( X(0) = X'(m) = 0, \) we have the eigenfunction formed mixed Dirichlet-Neumann eigenvalue problem

\[
X_n(x) = \sin \left( \frac{(n-\frac{1}{2})\pi x}{m} \right) \quad \text{for } n = 1, 2, 3,
\]

2.4.4. Third Eigenvalue Problem (Mixed Dirichlet-Neumann Eigenvalue Problem II)

For the boundary condition \( X'(0) = X(m) = 0, \) we have the eigenfunction for mixed Dirichlet-Neumann eigenvalue problem

\[
X_n(x) = \cos \left( \frac{(n-\frac{1}{2})\pi x}{m} \right) \quad \text{for } n = 1, 2, 3,
\]

2.4.5. Forth Eigenvalue Problem (Periodic Eigenvalue Problem)

For the boundary condition \( X(0) = X(2\pi m) \) and \( X'(0) = X'(2\pi m) \), we have the eigenfunction for periodic eigenvalue problem

\[
X_n(x) = \cos \frac{2\pi nx}{m}, \sin \frac{2\pi nx}{m} \quad \text{for } n = 1, 2, 3,
\]

From the above eigenvalue problem equation it is observed that, somehow it is similar to fourier series. Hence, previously we mentioned that Dirichlet theorem states that any function is expandable with fourier series.

2.5. Eigenvalues with Laplacian Operator

Consider the internal Dirichlet eigenvalue problem of Laplace operator

\[
-\Delta u = \lambda u \quad \text{where } p \in \Omega, u(p) = 0 \quad \text{where } p \in \Gamma = \partial \Omega
\]

\( \Omega \subset \mathbb{R}^3 = \text{ Lipschitz domain which is Bounded} \)

Transformation of above eigenvalue problem into its analogous nonlinear eigenvalue problem is given [5].

\[
\frac{1}{4\pi} \int_{|p-q|} t(q) ds_q = 0 \quad \text{for } p \in \Gamma = \partial \Omega
\]

Where, \( \kappa = \sqrt{\lambda}, t(q) = m_y, \forall u(q) \) for the \( q \in \Gamma \).

Related Eigen function for equation 1 is shown belows equation 25.

\[
u(p) = \frac{1}{4\pi} \int_{|p-q|} \frac{\cos(k|p-q|)}{|p-q|} t(q) ds_q = 0 \quad \text{for } p \in \Omega
\]

Equivalent boundary element scenario for eigenvalue problem for equation 1 was summarized by various authors [13, 14]. Non-linear eigenvalue problem with polynomial approximation (Approximation of boundary element) was discussed by [15]. Exact solutions for Laplace equation with method of differential transform was discussed by Jamil et al. [4], Existence along with Uniqueness of Solutions by the p(x)-Laplacian Equation (Convection) was derived by Wang et al. [16] and generalization of the laplacian differential operator was well explained by Romero, [17].

Here we considered the concept of iterative solution is considered for nonlinear eigenvalue problem which is
similar to inverse iteration for matrix of nonlinear as well as linear eigenvalue problem. Newton method is applied to equation 2 for getting solution of nonlinear equation. In that case, proper scalping condition is introduced at the time of addition. Theoretically, there is occurrence of simple eigenvalues. Galerkin boundary element technique is also used for the getting solution of nonlinear eigenvalue problem. Detailed numerical analysis is given in [18,19,20,21]. Further, mathematical derivation was related to boundary element method.

Following equation represents the nonlinear eigenvalue problem

\[(W_\kappa t)(p) = \frac{1}{4\pi} \int_{\Gamma} \frac{\cos((\kappa p - q))}{|p - q|} t(q) ds_q = 0 \text{ for } p \in \Gamma \] (26)

Where, operator \( W_\kappa \) : \( H^{-1/2}(\Gamma) \rightarrow H^{1/2}(\Gamma) \), is bounded and linear for fixed value of \( \kappa \). Scaling condition is introduced with the help of similar standard in \( H^{-1/2}(\Gamma) \) for normalizing eigen solution \( t \in H^{-1/2}(\Gamma) \) for equation 26.

\[\|\!\!\| t \!\!\|_W = \langle W_\kappa t, t \rangle_\Gamma = \frac{1}{4\pi} \int_{\Gamma} t(p) \int_{[|p - q|]} t(q) ds_q ds_p = 1 \] (27)

Where \( W; H^{-1/2}(\Gamma) \rightarrow H^{1/2}(\Gamma) = \text{single layer potential of laplace operator} \).

Let’s focus on nonlinear eigenvalue problem solutions \( (t, \kappa) \in H^{-1/2}(\Gamma) \times \mathbb{R} \).

\[F_1(t, \kappa) = (W_\kappa t)(p) = 0 \quad F_2(t, \kappa) = (W_\kappa t)_\Gamma - 1 = 0 \quad \text{for } p \in \Gamma \] (28)

Hence the function \( F \) is \( H^{-1/2}(\Gamma) \times \mathbb{R} \rightarrow H^{1/2}(\Gamma) \times \mathbb{R} \) defined as

\[F(t, \kappa) = \begin{pmatrix} F_1(t, \kappa) \\ F_2(t, \kappa) \end{pmatrix} = \begin{pmatrix} \frac{1}{4\pi} \int_{\Gamma} \frac{\cos((\kappa p - q))}{|p - q|} t(q) ds_q \\ (W_\kappa t)_\Gamma - 1 \end{pmatrix} \] (29)

To get getting Eigen solution for scaled eigenvalue problem given in equation 28, we need to search solution \( (t, \kappa) \in H^{-1/2}(\Gamma) \times \mathbb{R} \) of nonlinear equation.

\[F(t, \kappa) = 0 \] (30)

This is solved using Newton method. After application of the Newton method for finding solution \( (t, \kappa) \in H^{-1/2}(\Gamma) \times \mathbb{R} \) of nonlinear equation in eq.30 and \( (t_{m+1}, \kappa_{m+1}) \in H^{-1/2}(\Gamma) \times \mathbb{R} \) can be obtained with linear operator equation

\[F'(t_m, \kappa_m) \begin{pmatrix} t_{m+1} - t_m \\ \kappa_{m+1} - \kappa_m \end{pmatrix} + F(t_m, \kappa_m) = 0 \] (31)

Adequate conditions are given in following theorem so equation 31 is solved and Newton technique converges into Eigen solution \( (t, \kappa) \).

**Theorem:** Consider \( F(t, \kappa) \) has solution \( (t, \kappa) \). Presume

(a1) \( \kappa_0 = \text{Simple eigen value of } W_\kappa t = 0 \).

(a2) \( A_\kappa t, \not \in \mathcal{R}(W_\kappa) \).

Hence the \( F'(t, \kappa) \) is reversible and Newton’s technique converges into initial values in adequate small neighborhood \( V_\rho(t, \kappa) \rightarrow (t, \kappa) \) with \( \rho > 0 \).

\[\|t_* - t_m\|_H^{-1/2}(\Gamma) + |\kappa - \kappa_m|^2 \leq \rho^2 \] (32)

For number of eigen values \( \kappa_\rho \), Frechet derivative is not suitable as \( F'(t, \kappa) \) is infusible. However, Newton techniques might converge [22,23]. It may possible that convergence rate will be small and domain is large neighborhood of resultant but constrained area which keep away from set where, \( F' \) is singular. In the present study, we put the examples which show that multiple eigenvalues can be obtained by Newton’s method means Newton techniques converges for many eigen values [12,18,24,25].

Other method are also available for the solving the problem for laplacian operator. A meshless method was explained by Kamran et al. [26] which is based on laplace transform for the two dimensional multiple term time for fractional partial integral differential equations [26]. Same scenario with approximation of matrices and spectral analysis was done by Aceto et al. [27]. Discrete laplacian operator along with application s in the area of signal processing were discussed by Waheed et al. [28]. The concept of the concave and convex non linear is for the p-laplacian equation with multiple solutions is given by chen et al. [29]. Critical fractional laplacian equation in presence of a perturbation gave bifurcation and symmetrical result. This concept was given by Zuo et al. [30].

### 3. Results and Discussion

**Example 1:** Solution for ordinary equation \( \frac{dx}{dt} = Ax \)

Its solution is represented in matrix exponential form as follows

\[x(t) = e^{tA}x(0) \] (33)

Here we obtain the coefficient matrix A, value of lambda \( \lambda \), is nonsingular matrix represents eigenvalue decomposition, diagonal elements of D represent eigenvalues. Following figure (4) shows that the solution swirling in the direction of origin. That behavior is associated with eigenvalues of coefficient matrix.
\[
A =
\begin{pmatrix}
0 & -5 & -1 \\
5 & 2 & -15 \\
-4 & 16 & -8
\end{pmatrix}
\]

\[
\lambda = \begin{pmatrix}
-2.4888 \\
-1.7556 + 15.2702i \\
-1.7556 - 15.2702i
\end{pmatrix}
\]

\[
v = \begin{pmatrix}
-0.8536 & -0.0688 - 0.2353i & -0.0688 + 0.2353i \\
-0.3472 & -0.7030 & -0.7030 \\
-0.3884 & -0.1989 + 0.6372i & -0.1989 - 0.6372i
\end{pmatrix}
\]

\[
D = \begin{pmatrix}
-2.4888 & 0 & 0 \\
0 & -1.7556 + 15.2702i & 0 \\
0 & 0 & -1.7556 - 15.2702i
\end{pmatrix}
\]

\textbf{Example 2: Calculation of } \lambda

Here, we discuss investigation of behavior of nonlinear boundary element along with few numerical outcome. We assumed the internal Dirichlet eigenvalue problem represented by equation 1. It has the domain \([0,m] = \left(0, \frac{1}{2}\right)^3\) is cube. So, eigen values stated as

\[
\lambda_k = 4\pi^2[k_1^2 + k_2^2 + k_3^2]
\] (34)

Its related eigen function is shown in eq. 12

\[
u_k(p) = (\sin 2\pi k_1 p_1)(\sin 2\pi k_2 p_2)(\sin 2\pi k_3 p_3)
\] (35)

First eigenvalue for \(k_1 = k_2 = k_3 = 1\)

\[
\lambda_1 = 4\pi^2[1^2 + 1^2 + 1^2]
\]

\[
\lambda_1 = 12\pi^2
\]

\[
\kappa_1 = \sqrt{12\pi^2} = \sqrt{4 \times 3\pi^2} = 2\sqrt{3}\pi = 10.88279
\]

Similarly, second eigenvalue for \(k_1 = 2, k_2 = k_3 = 1\)

\[
\lambda_2 = 4\pi^2[2^1 + 1^2 + 1^2]
\]

\[
\lambda_2 = 24\pi^2
\]

\[
\kappa_2 = \sqrt{24\pi^2} = \sqrt{4 \times 6\pi^2} = 2\sqrt{6}\pi = 15.39
\]

Here, we obtained the value of \(\lambda\) greater than 0. Hence, we get the non-trivial solution to that equation with well-defined eigenvalue function for different values of \(n\) in a given domain.

![Figure 4](image)

Figure 4. Behaviour of eigenvalue of coefficient matrix
4. Conclusions

This paper is focused on the Dirichlet eigenvalue problem. With reference to Dirichlet eigenvalue problem we discussed Dirichlet distribution, Dirichlet process, Model of mixed Dirichlet distribution. Various eigenvalue problems were summarized in this paper along with eigen function for them. Results were obtained for the multifinoal distribution for different probability values, solution of ordinary differential equation with behavior of eigenvalue of coefficient matrix. From above mathematical analysis (in case of Dirichlet eigenvalue problem), it is concluded that the non-trivial solution is obtained only when λ has value greater than 0.

As per author knowledge, very few articles were published on the boundary conditions in the presence of dirichlet eigen value problem. Hence, rarely a few algorithms are available in this area. The author suggests that, it is a great chance to upcoming researchers to develop algorithms with lower complexity in terms computation and also allow to solve the problem of eigen values for various values of λ considering λ has value less than 0.
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