Detecting brain lesions in suspected acute ischemic stroke with CT-based synthetic MRI using generative adversarial networks
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Background: Difficulties in detecting brain lesions in acute ischemic stroke (AIS) have convinced researchers to use computed tomography (CT) to scan for and magnetic resonance imaging (MRI) to search for these lesions. This work aimed to develop a generative adversarial network (GAN) model for CT-to-MR image synthesis and evaluate reader performance with synthetic MRI (syn-MRI) in detecting brain lesions in suspected patients.

Methods: Patients with primarily suspected AIS were randomly assigned to the training (n=140) or testing (n=53) set. Emergency CT and follow-up MR images in the training set were used to develop a GAN model to generate syn-MR images from the CT data in the testing set. The standard reference was the manual segmentations of follow-up MR images. Image similarity was evaluated between syn-MRI and the ground truth using a 4-grade visual rating scale, the peak signal-to-noise ratio (PSNR), and the structural similarity index measure (SSIM). Reader performance with syn-MRI and CT was evaluated and compared on a per-patient (patient detection) and per-lesion (lesion detection) basis. Paired t-tests or Wilcoxon signed-rank tests were used to compare reader performance in lesion detection between the syn-MRI and CT data.

Results: Grade 2–4 brain lesions were observed on syn-MRI in 92.5% (49/53) of the patients, while the remaining syn-MRI data showed no lesions compared to the ground truth. The GAN model exhibited a weak PSNR of 24.30 dB but a favorable SSIM of 0.857. Compared with CT, syn-MRI led to an increase in the overall sensitivity from 38% (57/150) to 82% (123/150) in patient detection and from 4% (68/1,620) to 16% (262/1,620) in lesion detection (R=0.32, corrected P<0.001), but the specificity in patient detection decreased from 67% (6/9) to 33% (3/9). An additional 75% (70/93) of patients and 15% (77/517) of lesions missed on CT were detected on syn-MRI.

Conclusions: The GAN model holds potential for generating synthetic MR images from noncontrast CT data and thus could help sensitively detect individuals among patients with suspected AIS. However, the image similarity performance of the model needs to be improved, and further expert discrimination is strongly recommended.

^ ORCID: Na Hu, 0000-0001-6362-0969; Su Lui, 0000-0003-3541-1769.
Introduction

Imaging detection of acute ischemic stroke (AIS) requires immediacy, availability, and sensitivity given the narrow therapeutic window and devastating consequences to the brain (1). Hypodensities on brain computed tomography (CT) scans are often the first to be recognized as suspected stroke lesions but require further identification (2). Comparatively, stroke lesions are more apparent on magnetic resonance imaging (MRI) sequences, among which T2-weighted fluid-attenuated inversion recovery (FLAIR) reflects the underlying pathologies earlier than CT and for a greater duration than diffusion-weighted sequences (3). However, MRI is time-consuming and lacks the availability of CT, and neither modality meets all the above-mentioned requirements. In addition, trade-offs are still involved after a scan, e.g., between scan completion and report turnaround (4) or in medically underserved areas lacking advanced imaging support (5). Dilemmas in modality selection have long persisted in emergency practice.

Consequently, the idea of integrating the strengths of CT and MRI into a single examination was conceived. Specifically, CT could be adopted for brain scans to meet the immediacy and availability requirements, and the properties of MRI could be exploited for lesion searching to reach the sensitivity demands. This assumption is especially meaningful for developing countries such as China, where imaging resources are unevenly distributed. In crowded urban hospitals, timely detection of potential patients can help reduce the turnaround time of the AIS workflow (6). In remote rural hospitals, images presenting with apparent MR features could serve as an alternative to advanced imaging when MRI is not available or the radiologist lacks sufficient experience (7).

As deep learning techniques continue to advance in medical image analysis, CT-to-MR image synthesis has been proposed as a potential solution for detecting lesions, to which generative adversarial networks (GANs) offer an approach (8). GANs are deep generative models of realistic images, typically consisting of two deep neural networks. One, the generator, synthesizes realistic images, and the other, the discriminator, classifies images as either real or fake (synthetic). Both networks are trained simultaneously but conversely until the discriminator is “fooled” half the time, indicating that the generator has produced the most plausible images possible (9). Performing well in many image synthesis tasks, GANs are delivering on the promise of generating realistic but fake images (10). Recent studies have employed GANs to map brain images from one imaging modality to another, e.g., between different MR sequences (11,12), between MR scanners of different field strengths (13), and between MRI and CT (8,9,14). These preliminary studies have indicated that GAN models can generate multiple contrast-weighted images in a single brain scan, suggesting the possibility of CT-to-MR image synthesis in stroke imaging. However, it is uncertain whether human readers could use noncontrast CT-based outputs to search for suspected brain lesions.

The purpose of this study was twofold: to develop a GAN model for CT-to-MR image synthesis for patients with suspected AIS and to evaluate the feasibility of detecting suspected brain lesions using synthetic MRI (syn-MRI). We hypothesized that detection sensitivity would be improved when using syn-MRI over CT.

We present the following article in accordance with the Standards for Reporting Diagnostic Accuracy (STARD) reporting checklist (available at https://atm.amegroups.com/article/view/10.21037/atm-21-4056/rc).
Patients were initially selected if they had a sudden onset of at least one of the following symptoms: numbness or weakness of the face or any limb, loss of vision, speech difficulties, dizziness, loss of balance or coordination, confusion, and severe headache. Typically, in-hospital patients undergo follow-up MRI within 1–4 weeks of symptom onset when the clinical status is stable. All MRI protocols routinely involve FLAIR but not necessarily diffusion-weighted sequences. Timing and protocols of the follow-up MRI were decided by the doctors in charge. The exclusion criteria were a time interval from onset to hospital arrival beyond 6 hours; hemorrhagic stroke, intracranial mass, or other clinically identified stroke mimics (e.g., hypoglycemia and metabolic encephalopathy); FLAIR imaging unavailable, incomplete, or performed beyond 7 days of the CT scan; and poor image quality (evident artifacts and structural distortions). Figure 1 shows the flowchart of patient inclusion and exclusion. CT, computed tomography; FLAIR, fluid-attenuated inversion recovery.

**Image acquisition**

Baseline noncontrast head CT scans were performed using a 128-slice dual-source scanner with the following parameters: 70 kVp, 150 mAs, and 5-mm slice thickness. At follow-up, axial $T_2$-weighted FLAIR images were obtained using a 3T scanner with a 16-channel head coil and the following parameters: repetition time (TR) =11,000 ms, echo time (TE) =120 ms, inversion time (TI) =2,800 ms, field of view (FOV) =230 mm × 185 mm, matrix =240×140, and slice thickness =6 mm. Both scanners were dedicated for emergency imaging.

**Training of the GAN model**

**Image preprocessing**

Raw data in Digital Imaging and Communications in Medicine (DICOM) format collected from the hospital were first converted to the Neuroimaging Informatics Technology Initiative (NifTI) format using Python 3.5.0 (RRID: SCR_008394; https://www.python.org) and SimpleITK 1.2.0 (https://simpleitk.org). Format conversion preserved the metadata intrinsically related to the images but removed those associated with patient privacy and other redundancies. Next, to generate paired image sets for model training, spatial normalization was conducted using the SPM8 normalization algorithm (RRID: SCR_007037; https://www.fil.ion.ucl.ac.uk/spm).
and the Clinical Toolbox for SPM8 (RRID: SCR_014096; https://www.nitrc.org/projects/clinicaltbx). The CT and FLAIR images were coregistered to the standard Montreal Neurological Institute (MNI) space. These paired images were well aligned spatially and temporally and composed of 26 pairs of continuous slices (voxel size = 0.45 mm × 0.45 mm × 7 mm, matrix = 408 × 481) for each patient. A stroke window was set to standardize and optimize the image contrast on CT, with a window length of 8 HU and a window level of 32 HU. Third, the skulls of the paired images were stripped using a mask built on the CT volume with a threshold of 135 HU. Fourth, the upper and lower 7 image slices were removed to reduce noise, followed by in-plane resampling with a matrix size of 256 × 256 and a slice number of 12. The voxel intensities were finally normalized to zero mean and unit standard deviation using Z-score standardization.

**GAN Architecture**

A 3D-CT2MR GAN model was built on the pix2pix GAN framework (18) with the following improved formulas.

\[
L_{GAN}(G,D) = -E_{x\sim CT}[D(G(x))] + E_{y\sim MRI}[D(y)]
\]

\[
-\lambda_{\phi}E_{x\sim CT}[\left\| \nabla D(x) \right\|-1]^2
\]

\[
L_{L1}(G) = E_{x\sim CT,y\sim MRI}[\left\| y-G(x) \right\|]
\]

\[
L = \arg\min_{G} \max_{D} L_{GAN}(G,D) + \lambda_{L1}L_{L1}(G)
\]

The generator network, \(G(\cdot)\), takes the real CT volumes as input and generates realistic MRI volumes. Conversely, the discriminator network, \(D(\cdot)\), takes the real \([D(y)]\) or realistic \([D(G(x))]\) MRI as input and determines whether the input is real or fake. To accelerate the training process stably, a gradient penalty term is added to the objective function in Eq. [1] according to the Wasserstein GAN. In Eq. [1], \(\hat{x}\) is sampled uniformly along a straight line between the paired real and generated images, and \(\lambda_{\phi}\) is the weight of the gradient penalty term. We also combined the GAN loss with an additional L1 loss in Eq. [2] to force the generator output to match the real images at the pixel level. \(\lambda_{L1}\) is used to control the weight of the L1 loss, and the final adversarial loss is given in Eq. [3].

The generator follows the encoder-decoder architecture, which consists of two convolutional layers for downsampling, six residual blocks, and two transposed convolutional layers for upsampling. On top of the generator network, we added a tanh function as the output layer to generate the synthetic images. To stabilize the training and regularize the model, we used instance normalization in all layers except the output layer. Following the pix2pix GAN, we leveraged the PatchGANs for the discriminator network and only penalized the architecture at the patch scale. The discriminator consists of five convolution blocks, each of which is composed of a 3D convolution layer and a Leaky ReLU activation function with a negative slope of 0.01. Another 3D convolution layer was introduced as the output layer instead of the fully connected layer. No normalization layers were used in the discriminator network. The network structure of the generator and the discriminator is shown in Table 1.

**Implementation**

The GAN model was trained using a graphics processing unit (GPU) (NVIDIA Titan Xp, 12 GB memory, USA). Five discriminator updates followed by one generator update were performed during the model training. The batch size was set to 1, given the available GPU memory. The Adam optimizer was used for training both the generator and discriminator with momentum \(\beta_1=0.5\) and \(\beta_2=0.999\). We trained the model for a total of 200,000 epochs, which took 33 hours in all. The learning rate was fixed to \(1e^{-4}\) for the first 100,000 epochs and then halved every 10,000 epochs thereafter. We set \(\lambda_{\phi}=10\) in Eq. [1] and \(\lambda_{L1}=100\) in Eq. [2]. It should be mentioned that no extra data augmentation was conducted in the training process.

In summary, we developed a 3D-CT2MR GAN framework to learn to synthesize MR images from CT data based on the pix2pix image-to-image translation network (18). The raw data were preprocessed to generate paired CT and MR images, which were fed into the GAN model. The generator translated the images from baseline CT to syn-MRI, while the discriminator distinguished between the syn-MRI and follow-up FLAIR images. Training loss was improved to maintain both the global anatomywise and the local lesionwise consistency during image translation. Once Nash equilibrium was achieved, model training was accomplished (Figure 2). The trained model required 52.24 seconds to perform CT-to-MR translation for each image series, averaging 52.23 seconds for preprocessing and the remaining 0.01 seconds for synthesis. The source code is publicly repositied at GitHub (https://github.com/ZtwZx/CT2MRI_3DGAN).
Quality evaluation of the syn-MR images

In the testing set, CT images were translated to syn-MR images via the model. The quality of the syn-MR images was evaluated visually by a neuroradiologist with 9 years of experience, examining whether the synthetic images introduced new structural distortions or hallucinogenic areas that were not visible on the ground-truth FLAIR images. Neither significant structural changes nor hallucinogenic signal intensities were ultimately found.

Brain lesion reference standard

In the testing set, hyperintense brain lesions on FLAIR images were manually segmented by the neuroradiologist using ITK-SNAP 3.8.0-beta (RRID: SCR_002010; https://www.itksnap.org). Another neuroradiologist with 12 years of experience examined the segmented images and corrected the tracings, if necessary. The manual segmentation was set as the reference standard for its irreplaceability in imaging diagnosis. We excluded hyperintense nodes smaller than 5 mm, symmetric periventricular hyperintensities, and chronic infarcts. On a per-patient basis, patients with any segmented lesions were labeled “positive”; otherwise, they were labeled “negative”. Both neuroradiologists were blinded to the clinical information of the patients.

Evaluation of image similarity between syn-MRI and ground-truth FLAIR

The image similarity of hyperintense brain lesions was
evaluated between the syn-MR and ground-truth FLAIR images in the testing set. First, the neuroradiologist qualitatively investigated the overall image similarity for each patient. A visual rating scale was applied, accounting for the location and extent of these lesions on syn-MRI relative to the FLAIR images: Grade 1, negative on syn-MRI but positive on FLAIR imaging; Grade 2, partially overlapping (<50%); Grade 3, largely overlapping (50–70%); and Grade 4, almost to completely overlapping (≥70%) or negative on both syn-MRI and FLAIR imaging.

Second, two quantitative image quality metrics were calculated, namely, the peak signal-to-noise ratio (PSNR) and the structural similarity index measure (SSIM) (19,20). The PSNR measures the ratio between the maximum possible signal power and the power of the distorting noise that affects the image quality. The SSIM is used to estimate the perceived image quality by calculating the similarity between the original and generated images. It is designed based on a large number of image factors, i.e., the luminance, contrast, and structure, to better suit the workings of the human visual system than the PSNR.

The formulas for the two metrics are as follows:

$$\text{PSNR} = 10\log_{10}\frac{\max(y(x),G(x))}{\frac{1}{N}\sum_{x}\|y(x) - G(x)\|^2}$$

$N$ is the total voxel number of each image, and $\max(y(x),G(x))$ is the maximum intensity value between the ground-truth image $y(x)$ and the generated image $G(x)$. The
PSNR value for favorable image quality is often above 30 dB.

$$SSIM = \frac{(2\mu_{\gamma(x)}\mu_{G(x)} + c_1)(2\sigma_{\gamma(x)G(x)} + c_2)}{(\mu_{\gamma(x)}^2 + \mu_{G(x)}^2 + c_1)(\sigma_{\gamma(x)}^2 + \sigma_{G(x)}^2 + c_2)}$$ \[[5]\]

Here, $\mu_{\gamma(x)}$ and $\mu_{G(x)}$ are the means of images $\gamma(x)$ and $G(x)$, respectively, $\sigma_{\gamma(x)}$, $\sigma_{G(x)}$, and $c_1$ are their variances. The positive constants $c_1$ and $c_2$ are included to avoid a null denominator. The SSIM values range from $-1$ to 1, with the ideal value close to 1.

**Reader performance test with the CT and syn-MR images**

In the testing set, reader performance was assessed with the CT and syn-MR images. The readers were asked to detect lesions including parenchymal hypodensities on CT and hyperintensities on syn-MRI, with exclusion criteria similar to those described in the Brain Lesion Reference Standard subsection. Three readers with beginning to intermediate levels of expertise participated in this blinded test, including a CT technician with 1.5 years of experience, a second-year radiology resident, and a junior radiologist with 4 years of experience. They were trained together on lesion detection and segmentation using ITK-SNAP and then tested under the same ambient conditions.

Either CT or syn-MR image series were randomly displayed via in-house software. First, on a per-patient basis (patient detection), the readers aimed to detect all the series with lesions. They were required to label each series rapidly and independently, using “positive” once the first lesion was recognized or “negative” if none was found. Following each labeling, a confidence rating was assigned using a sliding scale (0–100), with higher points indicating more self-confidence. One month later, on a per-lesion basis (lesion detection), the readers were asked to segment all the lesions. We recorded the labels, detection time, and self-confidence ratings in patient detection and the segmented regions in lesion detection. Self-confidence was defined as the reader's satisfaction with the judgment in whether the patients had any positive lesions.

**Statistical analysis**

Statistical analyses were performed with IBM SPSS Statistics 22.0 (IBM Corp, Armonk, NY, USA; RRID: SCR_019096). All the data from the testing set were included for statistical analysis. True positives, true negatives, false positives, and false negatives were counted for patient detection, and true positives, false positives, and false negatives were counted for lesion detection. The metrics of the readers’ performance were calculated, including sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and F measure (21) for patient detection and sensitivity, PPV, and F measure for lesion detection. The overall reader performance was calculated by combining the results of all the readers (see Appendix 1 for calculation methods). Detection time and self-confidence in patient detection and performance metrics in lesion detection were compared between the use of syn-MRI and CT. Paired $t$-tests or Wilcoxon signed-rank tests were used for these comparisons. Spearman correlation analysis was used to assess the correlations between similarity ratings and time-related clinical characteristics and between reader performance metrics and clinical and lesion characteristics. P<0.05 was considered to indicate a significant difference. Multiple comparisons were corrected with the Bonferroni method.

**Results**

**Study participants**

Patient characteristics are shown in Table 2. Age, sex, National Institute of Health Stroke Scale (NIHSS) score, onset-to-CT time, and CT-to-MRI time were matched between sets. Among the entire patient cohort, 66.3% (128/193) had large artery atherosclerosis, 14.5% (28/193) had small artery occlusion, 9.8% (19/193) had cardioembolism, and 9.3% (18/193) were cryptogenic. Regarding the vascular territories, 83.4% (161/193) involved the anterior circulation, 10.9% (21/193) involved the posterior circulation, 2.1% (4/193) involved both, and 3.6% (7/193) lacked specific findings. After the CT scan, 86.5% (167/193) only received supportive care, and the others additionally underwent intravenous thrombolysis (7.8%, 15/193), mechanical thrombectomy (3.6%, 7/193), or both (2.1%, 4/193).

**Reference lesions**

Among 50 patients in the testing set, 540 hyperintense lesions (median size, 1.7 cm$^2$; interquartile range, 0.7–5.7 cm$^2$) were identified on FLAIR imaging; the remaining 3 patients showed no visible lesions. In terms of lesion size, 83.9% (453/540) were smaller than 10 cm$^2$, 9.8% (53/540) measured 10–40 cm$^2$, and 6.3% (34/540) were larger than 40 cm$^2$. 
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MRI is shown on a per-patient (patient detection) and per-lesion (lesion detection) basis in Table 4; individual reader performances are shown in Appendix 1. In patient detection, 159 pairs of CT and syn-MRI series were labeled. A total of 93 patients were improperly labeled on CT as “negative”, but 75% (70/93) were corrected with syn-MRI. Figure 4 shows examples of brain lesions on both imaging modalities. Compared with CT, syn-MRI led to an increase in the sensitivity from 38% (57/150; 95% CI: 30–46%) to 82% (123/150; 95% CI: 75–88%), in the NPV from 6% (6/99; 95% CI: 3–13%) to 10% (3/30; 95% CI: 8–65%), and in the F measure from 0.56 to 0.88. The PPV with syn-MRI [95% (123/150; 95% CI: 90–98%)] was similar to that with CT [95% (57/60; 95% CI: 85–99%)]; however, the specificity decreased from 67% (6/9; 95% CI: 31–91%) to 33% (3/9; 95% CI: 9–69%). The median detection time was 9 seconds with syn-MRI versus 8 seconds with CT, and the self-confidence was 96 points with syn-MRI versus 100 points with CT. No differences were found in the detection time (P=0.29) or self-confidence (P=0.14).

In lesion detection, 15% (77/517) that were unseen on CT were detected on syn-MRI. Overall, compared with CT, syn-MRI resulted in an increase in the sensitivity from 4% (68/1,620; 95% CI: 3–5%) to 16% (262/1,620; 95% CI: 14–18%) (R=0.32, corrected P<0.001), in the PPV from 31% (68/216; 95% CI: 25–38%) to 48% (262/548; 95% CI: 44–52%) (R=0.34, corrected P=0.002), and in the F measure from 0.07 to 0.27 (R=0.48, corrected P=0.007) (Figure 5).

**Effects of other factors on reader performance**

When detecting lesions on syn-MRI, the overall sensitivity (R=0.17, P=0.04) and PPV (R=0.22, P=0.02) were positively, albeit mildly, correlated with the baseline NIHSS score, and the PPV was negatively correlated with the onset-to-CT time (R=-0.22, P=0.02). No correlations were

### Table 2 Patient characteristics

| Characteristics | Training set (n=140) | Testing set (n=53) | P value |
|-----------------|---------------------|--------------------|---------|
| Age (years), median [IQR] | 67 [56–77] | 72 [59–77] | 0.43 |
| Sex, male, n (%) | 88 (62.9) | 39 (73.6) | 0.16 |
| NIHSS score, median [IQR] | 5 [3–14] | 6 [2–14] | 0.81 |
| Onset-to-CT time (hours), median [IQR] | 3 [2–4] | 3 [2–4] | 0.12 |
| CT-to-MRI time (days), median [IQR] | 2 [1–3] | 2 [1–3] | 0.50 |

IQR, interquartile range; NIHSS, National Institute of Health Stroke Scale.

### Table 3 Similarity rating scores between syn-MRI and ground-truth FLAIR

| Grade | Number of patients |
|-------|-------------------|
| 1     | 4                 |
| 2     | 20                |
| 3     | 17                |
| 4     | 12†               |

†, including 3 patients with no lesions on either syn-MRI or ground-truth FLAIR. Syn-MRI, synthetic MRI; FLAIR, fluid-attenuated inversion recovery.

**Image similarity between syn-MR and ground-truth FLAIR images**

The similarity ratings for image quality are shown in Table 3. In the testing set, 92.5% of patients (49/53) had hyperintense Grade 2–4 brain lesions, including 3 with no lesions on the ground-truth images and 46 with lesions overlapping partially to completely. Grade 1 lesions were observed in the remaining patients (7.5%, 4/53), including 3 with small- to medium-sized infarcts in the frontal lobe or basal ganglia and 1 with a large infarct in the middle cerebral artery territory (onset-to-CT time, 2–5 hours; CT-to-MRI time, 1–2 days). None of the Grade 1 patients showed positive findings on the baseline CT (Figure 3). The quantitative evaluation showed that our model achieved a PSNR value of 24.30 dB and an SSIM value of 0.857.

The effects of imaging timing on image similarity were assessed with Spearman correlation analysis, showing no correlations in the similarity ratings with either the onset-to-CT time (P=0.51) or the CT-to-MRI time (P=0.07).

**Overall reader performance**

The overall reader performance with CT and syn-
found between the other metrics (sensitivity, PPV, and F measure) and the CT-to-MRI time (P=0.07–0.26). Stratified by treatment, the overall sensitivity with syn-MRI was the highest among patients who received supportive care [20% (234/1,173; 95% CI: 18–22%)] (Table 5).

The lesion number on follow-up MRI was positively correlated with the overall PPV (R=0.28, P=0.002) but negatively correlated with the F measure (R=−0.29, P=0.01), and no association was seen with sensitivity. The overall performance metrics, including sensitivity (R=0.35, P<0.001), PPV (R=0.43, P<0.001), and F measure (R=0.24, P=0.04), were mildly to moderately correlated with the maximum lesion size on follow-up MRI. Stratified by lesion size, lesions larger than 40 cm² were the most sensitively detected [62% (63/102, 95% CI: 52–71%)]. Improvements in the overall sensitivity were observed within all strata, with the greatest effect found for lesions measuring 8–10 cm² (Table 5). Regarding the vascular territories, lesions involving the anterior circulation [17% (238/1,410, 95% CI: 15–19%)] were more sensitively detected than those involving the posterior circulation [11% (24/210, 95% CI: 8–17%)] (Table 5).

Discussion

In this work, we proposed a GAN model for CT-to-MR brain image synthesis in patients with suspected AIS and evaluated the feasibility of detecting suspected brain lesions with syn-MRI. Image similarity was evaluated between syn-MRI and the ground truth, and the detection performance of readers was tested. To our knowledge, deep-learning methods for noncontrast CT-to-MR image synthesis have not been well established for AIS detection. Our GAN model generated syn-MRI from CT images in 52 seconds on average, and the readers took an extra 9 seconds for patient detection. The GAN-based method synthesized

![Figure 3](https://example.com/figure3.png) Examples of Grade 1 similarity between synthetic MRI and ground-truth FLAIR imaging. (A) An 80-year-old female with an acute medium-sized infarction in the right frontal lobe (onset-to-CT time, 2 hours; CT-to-MRI time, 2 days). (B) A 76-year-old male with an acute large-scale infarction in the right middle cerebral artery territory (onset-to-CT time, 2 hours; CT-to-MRI time, 2 days). Head CT (left) and synthetic MRI (middle) of both patients fail to show any definite infarcts, but FLAIR (right) confirms the acute lesions as hyperintensities. MRI, magnetic resonance imaging; FLAIR, fluid-attenuated inversion recovery; CT, computed tomography.
targeted lesions for 92.5% of the patients with suspected AIS, with a favorable SSIM value but a weak PSNR value. For all the readers, an additional 75% of patients and 15% of lesions missed on CT were detected on syn-MRI. Compared with that using CT, the overall sensitivity using syn-MRI rose to 82% in patient detection and 16% in lesion detection, but the specificity dropped to 33% in patient detection. These findings suggest that GAN-based syn-MRI might help readers increase detection sensitivity for potential individuals among suspected AIS patients, but model optimization for lesion enhancement and expert discrimination for definite diagnosis are needed.

Many studies on stroke image analysis have attempted to improve lesion visibility on CT, such as lesion-to-tissue contrast amplification (22,23), voxelwise comparison (16,17,24,25), and texture analysis (26-30). Despite heterogeneous methodologies and sensitivities (31), substantial evidence indicates that certain radiological features, even if they are subtle or invisible, could be captured to improve human perception of the underlying pathologies. Comparatively, our method has strengths in design concept, bias and risk control, and knowledge preparation. First, most methods assist in formal interpretation as contrast amplifiers (22,23) or density searchers (24,25). Our model targets early detection but not final diagnosis and probably better serves nonexperts onsite than radiologists in-door. Second, patients with suspected rather than diagnosed stroke were included; unlike those with a definite diagnosis (8,17), use of this population helps avoid a major source of bias and approaches real-world detection scenarios. Third, neither transhemispheric comparisons (31) nor asymmetry corrections (17) were needed, potentially relieving the misdiagnosis of symmetrical strokes and the overdiagnosis of other

| Table 4 Overall reader performance with CT and synthetic MRI in the testing set |
|--------------------------------------|-----------------|-----------------|-------|-------|
| Performance metrics | CT (n=159) | Syn-MRI (n=159) | R value | P value |
| Patient detection | | | | |
| True positive | 57 | 123 | n/a | n/a |
| True negative | 6 | 3 | n/a | n/a |
| False positive | 3 | 6 | n/a | n/a |
| False negative | 93 | 27 | n/a | n/a |
| Sensitivity (%) | 38 (57/150) [30, 46] | 82 (123/150) [75, 88] | n/a | n/a |
| Specificity (%) | 67 (6/9) [31, 91] | 33 (3/9) [9, 69] | n/a | n/a |
| PPV (%) | 95 (57/60) [85, 99] | 95 (123/129) [90, 98] | n/a | n/a |
| NPV (%) | 6 (6/99) [3, 13] | 10 (3/30) [8, 65] | n/a | n/a |
| F measure | 0.56 | 0.88 | n/a | n/a |
| Detection time (s) | 8 (6, 18) | 9 (4, 18) | -0.06 | 0.29 |
| Self-confidence | 100 (82, 100) | 96 (85, 100) | -0.08 | 0.14 |
| Lesion detection | | | | |
| True positive | 68 | 262 | n/a | n/a |
| False positive | 148 | 286 | n/a | n/a |
| False negative | 1,552 | 1,358 | n/a | n/a |
| Sensitivity (%) | 4 (68/1,620) [3, 5] | 16 (262/1,620) [14, 18] | 0.32 | <0.001 |
| PPV (%) | 31 (68/216) [25, 38] | 48 (262/548) [44, 52] | 0.34 | 0.002 |
| F measure | 0.07 | 0.27 | 0.48 | 0.007 |

1, data in parentheses are the numerator and denominator, with 95% CI in brackets. *, data are the median, with interquartile range in parentheses. †, corrected with the Bonferroni method. True negatives were not counted at the lesion level. Syn-MRI, synthetic magnetic resonance imaging; PPV, positive predictive value; NPV, negative predictive value; n/a, not applicable.
Figure 4 Examples of patient detection using synthetic MRI versus CT. (A) A 72-year-old man with a small acute infarct in the right insula. Head CT (left) fails to show any abnormal parenchymal hypodensities. In contrast, synthetic MRI (middle) shows regional hyperintensity in the right insula, consistent with FLAIR (right). (B) A 48-year-old woman with bilateral infarcts of different phases, an acute lesion in the left basal ganglia and a chronic lesion (lacune) in the right corona radiata. Head CT (left) shows the chronic but not the acute lesion, while synthetic MRI (middle) shows both, which are confirmed on FLAIR (right). MRI, magnetic resonance imaging; CT, computed tomography; FLAIR, fluid-attenuated inversion recovery.

Figure 5 Overall reader performance in lesion detection. The overall sensitivity (P<0.001), positive predictive value (P=0.002), and F measure (P=0.007) were significantly improved when using synthetic MRI versus CT. *, P<0.05; **, P<0.01. MRI, magnetic resonance imaging; CT, computed tomography.
Table 5 Stratification analysis of the overall sensitivity in lesion detection

| Stratification factors       | CT (n=159)       | Syn-MRI (n=159)  |
|------------------------------|------------------|------------------|
| Treatment                    |                  |                  |
| Thrombolysis                 | 0 (1/318) [0, 2] | 6 (20/318) [4, 10] |
| Thrombectomy                 | 5 (4/81) [2, 13] | 10 (8/81) [5, 19]  |
| Thrombolysis + thrombectomy  | 0 (0/48) [0, 9]  | 0 (0/48) [0, 9]   |
| Supportive care              | 5 (63/1,173) [4, 7] | 20 (234/1,173) [18, 22] |
| Lesion size (cm$^2$)         |                  |                  |
| 0–2                          | 1 (11/870) [1, 2] | 6 (49/870) [4, 7] |
| 2–4                          | 5 (13/243) [3, 10] | 18 (43/243) [13, 23] |
| 4–6                          | 10 (12/120) [6, 17] | 23 (27/120) [16, 31] |
| 6–8                          | 7 (5/72) [3, 16]  | 26 (19/72) [17, 38] |
| 8–10                         | 2 (1/54) [0, 11]  | 28 (15/54) [17, 42] |
| 10–20                        | 3 (3/87) [1, 10]  | 23 (20/87) [15, 34] |
| 20–40                        | 13 (9/72) [6, 23] | 36 (26/72) [26, 48] |
| ≥40                          | 14 (14/102) [8, 22] | 62 (63/102) [52, 71] |
| Involved artery territory    |                  |                  |
| Anterior circulation         | 4 (60/1,410) [3, 5] | 17 (238/1,410) [15, 19] |
| Posterior circulation        | 4 (8/210) [2, 8]  | 11 (24/210) [8, 17] |

Data are sensitivity (%), with the numerator and denominator in parentheses and 95% CI in brackets. Syn-MRI, synthetic magnetic resonance imaging.

contralateral pathologies. Fourth, this algorithm dispenses with clinical judgments as prior knowledge input (17) and thus is emergency-adapted and reader-friendly, particularly in detection tasks with inadequate information.

Generally, our GAN model generated targeted brain lesions rapidly in this study, which showed a favorable SSIM and no distortional or hallucinogenic effects. This supports a possible application of the GAN-based method for rapid stroke detection. Notably, evaluation of image similarity also revealed the weakness of the present model. Among patients with positive lesions, the synthesized lesions of 20 patients only partially overlapped with the ground truth. This implies that some synthesized lesions tended to be smaller than those on follow-up MRI. In addition, the weak PSNR indicates that the signal of the hyperintense lesions is expected to be enhanced in the future. We could improve our framework in two ways. First, the current framework could be modified by using a more complex network and learning strategy. This would help decouple the style and content space of the paired images and address the problem of domain-specific deformation to generate MR images with higher resolution but no structural distortions. Second, more lesion-specific constraints could be added, such as a lesion consistency loss or an auxiliary attention module. This would help ensure that the model focuses more on the preservation of stroke lesion information during training so that more tiny lesions can be detected on syn-MRI.

In four patients with no positive lesions on CT, the present model failed to generate hyperintense lesions on syn-MRI. This could be partially explained by the poor PSNR value. More importantly, it is well established that the course of AIS is dynamic. Furthermore, imaging signs could be influenced by multiple factors, such as the stroke subtype, vascular status, timing of imaging, and treatment. Although imaging timing was not related to image quality or detection sensitivity in our study, it should be noted that the early signs on CT could be very subtle or invisible, possibly carrying limited information to be learned by the model. Moreover, the time interval between our scans was relatively long, during which illness progression and
treatment might also complicate the learning process. In this context, when the syn-MRI is negative, the images should be interpreted with caution, and suspicion of AIS should not be excluded.

Using the GAN model, readers exhibited favorable performance in sensitivity relative to the other metrics and on the per-patient basis compared with the per-lesion basis. This suggests value in detecting potential patients rather than specific lesions. Conventionally, the oldest studies are placed at the top of a radiologist’s reading list, which risks reporting delays for newly scanned patients with severe disease. A recent management system showed a reduced turnaround time by 17.3 minutes when the worklist was adjusted based on stroke code (32). In this sense, screening for potential patients may expedite the workflow by informing the radiologist to pick studies in a timely manner. Users of our method could be either novices (radiographers and paramedics of mobile stroke units) or rural radiologists who could contact neuroradiologists for identification via in-hospital or teleradiology systems (33).

Notably, specificity decreased in patient detection. This probably suggests that noncontrast CT or synthetic MR images might inherently provide insufficient information for patient confirmation. This could be attributed to the definitions of “sample” and “lesion”, by which some, albeit not all, stroke-mimic patients were excluded, while extensive white matter hyperintensities on FLAIR images might be included. Given the low true-negative and high false-positive results, our model could inadvertently generate excessive alerts. Since imaging-to-needle time is a major contributor to delays in thrombolysis for AIS (4) and the chance of missing a devastating diagnosis should be mitigated (34), the GAN model should be preferred for ruling-in rather than ruling-out practice. Accordingly, synthetic images may provide a prealert for identification via priority adjustment but may not serve as a diagnostic tool for decision making. Once informed, the radiologist should view the original images quickly but cautiously.

The correlation analysis revealed that a higher sensitivity was mildly related to worse neurologic deficits at the time of presentation. Stratification analysis showed that the patients with the highest sensitivity may have had the largest lesions. Since neurological dysfunction is closely associated with early CT signs (35) and ischemic volume (36), we speculate that large-scale hypodensities and other positive signs on CT may be an essential feature learned and transformed by the GAN model. The highest sensitivity was also found in patients receiving supportive care rather than those receiving recanalization therapies. Among these patients, the pathophysiological changes in the former relative to the latter may better approximate the changes seen in the natural course of the disease. Given the potential effects of treatment on imaging signs, our GAN model might play a more significant role in lesion detection before but not after treatment. Additionally, the readers detected lesions of the anterior circulation more sensitively than those of the posterior circulation. This is consistent with the limitations in applying CT to the posterior fossa. Here, noncontrast CT provides suboptimal visualization of the structures due to obscuration by beam-hardening artifacts produced by the bony cranial base, and the lesions are often too small to be interpreted relative to those of the anterior circulation (37). Therefore, our model might be more beneficial for large and anterior circulation infarcts, especially with early CT signs.

Several limitations should be noted in this study. First, the original images were derived from a single center with dedicated scanners; this makes the study prone to spectrum bias and weakens the generalizability of the findings, warranting multicenter studies with more scanners from multiple vendors. Second, the time interval between the baseline and follow-up scans was relatively long, and the therapeutic approach was not controlled during this period. To reduce the influence of imaging timing and treatment on image quality, it would be ideal to obtain both emergency CT and MR images at baseline. Third, to reflect pathologies over a large time span in our sample, we preferred FLAIR over diffusion-weighted sequences as the “gold” standard reference. This may have accounted for the inclusion of nonspecific and in-evolution lesions. In our ongoing research, another GAN model is currently being trained with diffusion-weighted data obtained earlier than FLAIR images and reader performance will be compared between the models. Fourth, the current GAN model needs to be improved to enhance image similarity due to the poor signal-to-noise ratio and insufficient extent of the synthesized lesions. Modifying the current training strategy at both the image and lesion levels would be a solution. Fifth, time consumption was separately recorded in image synthesis and detection, short of the overall assessment in the real settings. Future work will involve implanting the GAN model into our hospital system and prospectively testing workflow efficiency. Sixth, performance was tested with only a small number of readers. More readers with varying levels of expertise should be considered, and related stratification analysis is further required.
Conclusions

The GAN model holds great potential for generating synthetic MR images from noncontrast CT images, but the image similarity of the brain lesions needs to be improved by modifying the model and optimizing the imaging data for training. CT-based syn-MRI using GANs could assist in sensitively detecting potential individuals among patients with suspected AIS, although further expert discrimination is strongly recommended. When synthetic MR images are negative, they should be interpreted with caution, and stroke should not be excluded. Future GAN-based methods might be more beneficial for quickly searching for large infarcts of the anterior circulation territory before treatment and more suitable for nonradiologists for timely detection before formal interpretation than for neuroradiologists for final diagnosis.
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