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Abstract

This paper considers safe robot mission planning in uncertain dynamical environments. This problem arises in applications such as surveillance, emergency rescue, and autonomous driving. It is a challenging problem due to modeling and integrating dynamical uncertainties into a safe planning framework, and finding a solution in a computationally tractable way. In this work, we first develop a probabilistic model for dynamical uncertainties. Then, we provide a framework to generate a path that maximizes safety for complex missions by incorporating the uncertainty model. We also devise a Monte Carlo method to obtain a safe path efficiently. Finally, we evaluate the performance of our approach and compare it to potential alternatives in several case studies.

1 Introduction

With the advances of robotics and artificial intelligence, autonomous robots are increasingly used in safety-critical applications. These applications, such as surveillance [11], emergency rescue [38], and autonomous driving [9], all require the robot to plan its path under uncertainties in the environment as well as in the model and motion of other robots. Path planning in these cases is challenging for the following reasons. First, it is required that the generated path has the highest probability of remaining safe while completing the task. Second, these uncertainties are in general dynamical and originate from different sources, e.g., uncertain locations of the obstacles [39], targets [17], and/or an evolving hazard [38]. Modeling these uncertainties in a computationally tractable way and incorporating such models into a safe planning framework is a central challenge in applying robots in real-world scenarios. Last, complex missions usually involve multiple stages where several subtasks need to be fulfilled. The generated plan should handle both low-level point-to-point planning for each subtask and high-level decision making of execution order. In a search and rescue scenario, for example, the robot needs to find a path to visit all the critical locations under an evolving hazard while maximizing its safety. To address the challenges above, this paper aims at providing a framework for planning with safety guarantees in uncertain dynamical environments.

In most applications of practical interest, uncertainties such as the locations of obstacles, pedestrians, vehicles, and hazardous areas, change with time. However, many of the current approaches for planning assume that these external factors are static in their initial planning stage [2,12,16,23]. To mitigate this issue, reactive replanning methods such as D* [32], D* Lite [19] and RRTX [26] adapt the initially generated path when a potential collision is detected during execution. Nonetheless, these methods are not safety maximizing as they do not account for uncertainty model during
planning. Reactively adapting the path might not be globally optimal with respect to the safety of the whole mission. There also exist approaches to account for the uncertainty model such as [13,27], where a known deterministic dynamic model of uncertainty is assumed for optimal safe planning. However, it is generally not realistic to assume perfect knowledge of the uncertainty dynamics in practical applications such as emergency rescue and autonomous driving. Chance-constrained RRT in [24] assumes a Gaussian model for dynamic obstacles and computes a probabilistically guaranteed feasible path offline. Its extension in [1] applies chance-constrained RRT to predicted future behaviors of the dynamical obstacles. Modeling the uncertainties as a partially observable Markov decision process (POMDP) is investigated in [39] and [5] in order to obtain a collision-free path at a crossroad with dynamic programming (DP). However, these approaches restrict uncertainties to Gaussian distributions [1,24,39], or generalize the uncertainties to Markov motion models with potentially intractable state-space [5].

In scenarios with complex specifications, model-checking tools such as temporal logic verification can be used to handle both high-level decision making and low-level planning [20,22,36]. There also exist works in temporal logic planning with uncertainties. In [15,25,28,37], a preliminary plan is derived first and then revised reactively when the original plan is found infeasible during execution. However, similar to [2,12,16,23], these works do not maximize overall safety as they do not use a model of uncertainty dynamics. Incorporating uncertainty dynamics into planning frameworks increases the state space and thus, also the computational complexity [38]. Other approaches include learning the uncertainty dynamics [7,9] and incremental synthesis for temporal logic specifications [35]. However, their uncertainty models are for either specific scenarios or limited dimensions, which restricts the applicability for more general situations.

As an example of addressing dynamical uncertainties in safety-critical applications of robotics, we consider an emergency rescue mission in an environment affected by a spreading hazard or contamination such as fire or toxic gas. We consider designing paths for the first responders or robots to maximize their safety. Using robots in safety-critical tasks is receiving increasing attention in robotics community [6,18,21]. For the problem mentioned above, the uncertain hazard is dynamical, and its evolution cannot be precisely known. Developing and incorporating uncertainty models and finding computationally tractable approaches are challenging for these applications. Models and simulations of the hazardous environment are discussed in [8,31], but these detailed models are mainly used for verification rather than stochastic control design. Recent works in emergency rescue are constrained to simple environmental settings. For instance, the works in [3,4] discussed robot planning in earthquakes, but the models used are static. Robot-assisted evacuation is considered in [14,29,30], but dynamical uncertainty models are not incorporated. In [38], a similar search and rescue mission was considered for the case of firefighting in a building affected by fire, and a solution approach based on [17] was introduced. While the formulation of [17] allows for general environmental uncertainties, the computational approximations introduced there for tractability might result in poor safety performance.

Our contributions are summarized as follows. First, we represent the evolution of the dynamical uncertainties using a probabilistic model. Second, we develop an approximate dynamic programming algorithm to incorporate this model of uncertainties into the planning problem and solve it in a computationally tractable way; this is achieved by approximating the uncertainty evolution using a Monte Carlo method and providing corresponding safety guarantees. Third, we compare our approach with past works such as D* Lite in several case studies to show that our method provides safer path planning under dynamical uncertainties.

The rest of the paper is organized as follows. Section II formulates planning problems in uncertain dynamical environments. In Section III, we discuss our approach to handle dynamical uncertainties and solution to the planning problem in a tractable manner. In Section IV, we provide
case studies for illustrating the approach and comparing it with potential alternatives. Section V concludes the paper and discusses future works.

2  System model and problem formulation

We consider a general planning framework for an agent in an uncertain dynamical environment. We first define the models of the robot and uncertainties. Then, we define the planning problem for complex specifications, followed by the control synthesis of the problem.

2.1  System model

2.1.1  Grid space and robot dynamics

We use a discrete 2-dimensional grid \( X = \{0, 1, \ldots, m-1\} \times \{0, 1, \ldots, n-1\} \) to indicate different locations in the environment. A grid cell can be free space or occupied by obstacles. A map is a function \( M : X \rightarrow \{0, 1\} \), whose value is 0 for free space and 1 for an obstacle such as a wall. We use the Manhattan distance, which is the sum of the horizontal and vertical distances between cells, and assume that each grid cell has size 1 \times 1.

We assume that an agent located at \( x = (x^1, x^2) \in X \) can move in free space \( X_f := \{x \in X \mid M(x) = 0\} \). Let \( N(x) \) denote the subset of \( X_f \) reachable from \( x \) in one step using control input \( u \in U := \{N,S,E,W,0\} \), denoting the four directions of movement as well as staying in the current position. Given \( x_t \in X_f \), the location at the next time step \( x_{t+1} \) follows a distribution \( x_{t+1} \sim \tau^X(\cdot|x_t, u_t) \), where \( x_{t+1} \in N(x_t) \), \( u_t \in U \).

2.1.2  Uncertain dynamics of the environment

To model arbitrary uncertainties with Markov dynamics, we define the parameterized stochastic set process below.

**Definition 1 (Stochastic set process)** Let \( Y := \{0, 1\}^{m \times n} \) be the set of all binary matrices with the same dimension as the grid \( X \). The transition probability between each \( y \in Y \) is determined by a stochastic kernel \( \tau^Y : Y \times Y \rightarrow [0, 1] \). A stochastic set process is defined by the Markov process \( y_{t+1} \sim \tau^Y(\cdot|y_t) \), \( t \in \{0, 1, \ldots\} \) with its initial condition \( y_0 \), and a set valued map \( \gamma : Y \rightarrow X \). In our case, \( \gamma(y) = \{x \in X \mid [y]_x = 1\} \), where \([y]_x\) is the element at \( x \) position of the binary matrix \( y \).

We highlight that the above stochastic set framework allows for any uncertainty with Markov dynamics. For example, parameterized geometric shapes such as ellipses or rectangles arise from uncertain vehicle motions and probabilistic hazards. The Markov parameter \( y \) can denote the center of the shape, and the map \( \gamma \) can denote the volume. Note that our setup is more general as it allows for arbitrarily shaped obstacles or hazards. Consequently, it becomes more computationally challenging, and hence, it is essential to develop a method to address this problem.

2.2  Problem formulation

We use an evolving hazard as an example of dynamical uncertainties in the following discussions. The mission is to visit several targets and then reach the final goal location while keeping the robot out of the hazardous areas, which arises in search and rescue scenarios. For example, in Figure 1, the mission can be accomplished by starting from the initial location to visit targets A and B in an unspecified order, and exit at goal location F. And the hazard \( H = H_1 \cup H_2 \cup H_3 \) is
shown in its initial condition. This complex mission can be described as a logical combination of visiting different targets while remaining safe and be modeled by a deterministic finite automaton (DFA) \[10\]. We form an overall system by combining the DFA and system dynamics. We present optimal planning as an automaton specification satisfaction problem. Note that due to the presence of the uncertainties, our objective becomes maximizing the probability of safely completing the desired task with the generated path.

### 2.2.1 Automaton specification satisfaction

Let us formally define the finite state automaton to describe the considered specifications and the solution approach systematically.

**Definition 2** A finite-state automaton is a tuple \(A = (Q, Q^I, Q^F, \Sigma, \Delta)\), where \(Q\) is a finite set of \(n_q \in \mathbb{N}\) states, \(Q^I \subset Q\) is a set of initial states, \(Q^F \subset Q\) is a set of final (goal) states, \(\Sigma\) is a finite alphabet, and \(\Delta \subset Q \times \Sigma \times Q\) is a transition relation.

Let the parameterized set \(\gamma^i : Y \to X\) determine the transition to automaton state \(i\). The automaton alphabet is defined as \(\Sigma := 2^A\) and its transition relation is \(\Delta := \{(j, \sigma, i) | \sigma = \{K^i\}, \forall i \in Q\}\), where \(K^i := \{(x, y) | x \in \gamma^i(y)\}\) and \(A := \bigcup_{i=1}^{Q} K^i\) are defined in the product space \(X \times Y\). For any final state \(q \in Q^F\), we define \((q, X \times Y, q) \in \Delta\) making each final automaton state absorbing. This ensures once the final state is reached, the specification is satisfied as will be discussed below. We denote the hazard automaton state as \(q^H\) and following the transition \((q^H, X \times Y, q^H) \in \Delta\) to make \(q^H\) absorbing. This ensures once the robot enters a hazard state, the trajectory is no longer considered safe. With the automaton, we can define the specification as follows.

**Definition 3 (Specification)** A robot trajectory \(\{x_t\}_{t=0}^{N}\) satisfies a specification given by \(A\), if there exists a sequence of automaton states \((q_0, q_1, \ldots, q_N)\), such that \(q_0 \in Q^I\), \((q_{t-1}, (x_t, y_t), q_t) \in \Delta\) for \(t = 1, 2, \ldots, N\), and \(q_N \in Q^F\).
We denote the resulting specification encoding automaton by $A_s$. We make the assumption that the set $\{K_i\}_{i=1}^{|Q|}$ partitions $X \times Y$. Under this assumption $A_s$ is deterministic and non-blocking [38], thus ensuring that the following transition kernel on $Q \times X \times Y$ to be well-defined. We denote the deterministic automaton transition kernel by $\tau^Q : Q \times X \times Y \rightarrow [0, 1]$ and $\tau^Q(q'|q, x', y') = 1_{q'}(q')$, where $(q, (x', y'), \bar{q}) \in \Delta$. Then, we combine the above mentioned states to form the overall system state $s \in S := Q \times X \times Y$. The combined stochastic transition kernel between system states is $\tau(q', x', y'|q, x, y, u) = \tau^Q(q'|q, x', y') \tau^X(x'|x, u) \tau^Y(y'|y)$. This kernel provides the probability of transitioning to a state $(q', x', y') \in S$ given the state $(q, x, y) \in S$ and control input $u \in U$. For path planning in hazardous environments, the automaton is a high-level state machine indicating the stage of the mission and the status of the system. The automaton for the mission in Figure 1 is shown in Figure 2.

2.2.2 Control synthesis and dynamic programming solution

Let the goal set be denoted by $G \subset S$ as $G := Q^F \times X \times Y$. It follows that a trajectory $\{x_t\}_{t=0}^N$ satisfies a specification given by automaton if and only if $\exists t \in \{0, 1, \ldots, N\}$ such that $s_t \in G$. As the environment is stochastic, we are concerned with the probability of a trajectory $\{x_t\}_{t=0}^N$ satisfying the specification given a series of control policy $\mu := \{\mu_0, \mu_1, \ldots, \mu_{N-1}\}$, where $\mu_t : S \rightarrow U$. This probability is defined as

$$r_N(s_0, \mu) := \Pr_{s_0}^{\mu} \left( \bigcup_{t=0}^N (S \setminus G)^t \times G \times S^{N-t} \right),$$

which is maximized by an optimal $\mu$. The event $(S \setminus G)^t \times G \times S^{N-t}$ indicates that the goal set $G$ is reached exactly at $t$, i.e., $s_t \in G \land s_k \notin G, \forall k < t$.

A backward recursion can be derived to solve for $r_N^*(s_0)$ above, with $V_N^*(q, x, y) = 1_G(q, x, y)$ and for $1 \leq t \leq N$:

$$V_{t-1}^*(q, x, y) = 1_G(q, x, y) + 1_{S \setminus G}(q, x, y) \max_{u \in U} \sum_{q' \in Q} \sum_{x' \in X} \sum_{y' \in Y} V_t^*(q', x', y') \tau^Q(q'|q, x', y') \tau^X(x'|x, u) \tau^Y(y'|y). \tag{1}$$

where the indicator function $1_G(s) = 1$ if $s \in G$.

It is known that that $r_N^*(s_0) = V_0^*(s_0)$ and the corresponding optimal control inputs obtained from the backward recursion give us the optimal control policies $\mu_t(s)$ for the satisfaction problem [34]. However, this backward recursion needs to be solved over the entire state space $S = Q \times X \times Y$, and the size of the stochastic environment state space $Y$ is exponential in the size of the grid space $X$.

In the following section, we present our approach to mitigate this intractability issue by decoupling the environment state from the overall state space and exploit a Monte Carlo approximation for computational efficiency.

3 Using safe transition probability to handle dynamical uncertainties

In order to decouple the environment state from the backward recursion, we first propose the notion of safe transition probability to model the evolution of the hazard process using its initial condition only. Then, to alleviate the computation complexity, we approximate the safe transition probability
with a Monte Carlo approach. Using the above two techniques, we solve a computationally tractable version of (1) without $Y$ as part of the state space.

### 3.1 Modeling uncertainties using safe transition probability

To introduce our novel notion safe transition probability (STP), we first recognize the redundancy and coupling in the system model from the following lemmas.

**Lemma 1 (Redundancy of the transition dynamics)** The automaton transition kernel $\tau^Q(q'|q,x',y')$ can be determined by $q$, $x'$ and $[y']_{x'}$, i.e., only one element $[y']_{x'}$ of the binary matrix $y'$ is needed rather than the whole matrix.

**Proof** From the definition of $\tau^Q$, the value of $\tau^Q(q'|q,x',y')$ is 1 if $(q,(x',y'),q') \in \Delta$ and 0 otherwise. The transition from $q$ to $q'$ occurs if $x' \in \gamma^Q(y')$. We conclude only $[y']_{x'}$ is used in $y'$. \hfill \blacksquare

When computing $V^*_{t-1}(q,x,y)$ from (1), for $q = q^H$, the associated value functions are 0, i.e., $V^*_{t-1}(q^H,x,y) = 0$ for $\forall t,x$ and $y$. For $q \neq q^H$, $V^*_{t-1}(q,x,y) \neq 0$ is true only for the environment state $y$ such that $[y]_x = 0$, following Lemma 1. This holds because in order to have non-zero value function, a state should be able to reach the goal set $G$. We conclude this with Lemma 2.

**Lemma 2 (Coupling of the state elements)** Any state such that $V^*_t(q,x,y) \neq 0$ must have $q \neq q^H$ and $[y]_x = 0$.

**Proof** If $[y]_x = 1$, we will have $q = q^H$ according to the transition dynamics. Then, $V^*_t(q,x,y) = 0$ because this state can never reach $G$ from $(q,x,y)$ at $t$. We conclude the lemma by the contraposition of this statement. \hfill \blacksquare

In order to decouple the environment state $y$ while solving (1) at $t - 1$, we need to account for the coupling between $q$ and $[y]_x$ stated in Lemma 2. We define the safe transition probability (STP) of the environment state being $y_t = y'$, with the knowledge of $y_0$, and conditioned on $q$ and $x$ as:

$$
\tau^Y_{t}(y';q,x) = \begin{cases} 
\sum_{y_t \in Y} \tau^Y(y'|y_{t-1}) \sum_{y_{t-2} \in Y} \cdots \sum_{y_1 \in Y} \prod_{k=1}^{t-1} \tau^Y(y_{k}|y_{k-1}), \quad q \neq q^H 
0, \quad q = q^H 
\end{cases}
$$

(2)

for $t \geq 1$ and $\tau^Y_{0}(y') = 1_{y_0}(y')$.

Intuitively, STP is another way of expressing probability of the environment state transiting to $y'$ at $t$, which was expressed as $\tau^Y(y'|y)$ in (1). As we will decouple the environment state, we will not be able to access $y$, but use $q$ and $x$ to infer this probability from STP.

### 3.2 Incorporating STP in the backward recursion framework

Our first result is that we can remove the environment state $y$ from the backward recursion state space using STP.

**Theorem 1 (Independence of hazard process and optimal solution)** By modeling the environment state evolution using STP, the value function and the optimal control policy obtained are independent of the parameter space $Y$. 
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Proof. We omit \(x, y\) in \(V^*_N(s), 1_G(s)\) and \(1_{S\setminus G}(s)\) as they do not depend on \(x\) and \(y\). We obtain the approximated optimal value function \(\tilde{V}^*_{N-1}(q, x, y)\) for any state \(s = (q, x, y)\) using STP as

\[
\tilde{V}^*_{N-1}(q, x, y) = 1_G(q) + 1_{S\setminus G}(q) \max_{u \in U} \sum_{q' \in Q} \sum_{x' \in X} \sum_{y' \in Y} V^*_N(q') \tau^Q(q'|q, x') \tau^X(x'|x, u) \tau^Y(y'|q, x)
\]

In the first equality, we replace the environment dynamics \(\tau^Y(y'|y)\) with STP at \(t = N\), as STP also represents the probability of \(y_N = y'\) but with the knowledge of \(y_0\) only. From the second equality, it follows that the value function \(\tilde{V}^*_{N-1}(\cdot)\) is only a function of \(q\) and \(x\). We use induction to conclude that \(\tilde{V}^*_N(\cdot)\) is independent of the parameter \(y \in Y\) for \(t = N - 1, \ldots, 0\) by replacing \(V^*_{t+1}(q', x', y')\) by \(\tilde{V}^*_{t+1}(q', x')\) in the backward recursion.

We use the notation \(\tilde{V}^*_t(q, x)\) in the simplified dynamic programming with STP. Note that \(\tilde{V}^*_t(q, x)\) approximates \(V_t(q, x, y)\) by only considering two out of three arguments, because we no longer have access to the environment state which is eliminated in the summation over \(y'\). We rewrite (1) using STP as

\[
\tilde{V}^*_{t-1}(q, x) = 1_G(q) + 1_{S\setminus G}(q) \max_{u \in U} \sum_{q' \in Q} \sum_{x' \in X} \tilde{V}^*_t(q', x') \tau^X(x'|x, u) \tau^Q(q'|q, x') \tau^Y(y'|q, x).
\]

Note that when we compute \(V^*_t(q, x, y)\) from (1), those states associated with \(y\) such that \([y]_x = 1\) have zero value functions (Lemma 2). Thus, \(y'\) such that \([y']_x = 1\) in the summation in (1) are effectively excluded for the computation of \(\tilde{V}^*_{t-1}(q, x, y)\). When computing \(\tilde{V}^*_{t-1}(q, x)\) in (3), only those \(y'\) that satisfy \([y]_x = 0\) should be considered in the summation over \(y'\) for the same reason. Also, \(\tilde{V}^*_{t-1}(q^H, x) = 0\) should be true for \(\forall t\) and \(x\), following the original full state solution. We use the following theorem that the solution of (3) also complies with this.

Theorem 2. By using STP, the solution \(\tilde{V}^*_{t-1}(q, x)\) obtained from (3) satisfies: (a) For \(q \neq q^H\), only \(y'\) such that \([y]_x = 0\) are included in the summation in backward recursion (3). (b) For \(q = q^H\), \(\tilde{V}^*_{t-1}(q^H, x) = 0\) for \(\forall t\) and \(x\).

Proof. While computing \(\tilde{V}^*_{t-1}(q, x)\) when \(q \neq q^H\), all the \(y'\) in the summation satisfies \([y]_x = 0\) by the definition of STP. For the case \(q = q^H\), \(\tilde{V}^*_{t-1}(q^H, x) = 0\) is true as \(\tau^Y(y'; q^H, x) = 0\) according to the definition of STP.

Based on the result above, we could perform backward recursion within a smaller state space. However, the summation \(\sum_{y' \in Y} \tau^Q(q'|q, x') \tau^Y(y'|q, x)\) is computationally intractable. Our next contribution is to devise a tractable Monte Carlo method to compute the evolution of the environment state.
3.3 Approximating the uncertainty evolution with Monte Carlo approach

To simplify (3), we define the compact transition kernel
\[ \tau_t^Q(q'|q, x', x) := \sum_{y' \in Y} \tau_t^Q(q'|q, x', y') \tau_t^Y(y'; q, x), \] (4)
to indicate the probability of the simplified automaton state transiting to \( q' \) from \( q \) at \( x' \) using STP. While solving (3), we are only interested in \( \tau_t^Q(q'|q, x', x) \) rather than the value of \( \tau_t^Y(y'; q, x) \) for each \( y' \). Thus, we rewrite (3) using the compact transition kernel as
\[ \tilde{V}_{t-1}^*(q, x) = 1_G(q) + 1_{S \setminus G}(q) \max_{u \in U} \sum_{q' \in Q} \sum_{x' \in X} \tilde{V}_t^*(q', x') \tau_t^X(x'|x, u) \tau_t^Q(q'|q, x', x). \]

Now our objective is to find a computationally tractable way to obtain \( \tau_t^Q(q'|q, x', x) \). First, we obtain the probability of a cell being inside the hazardous area using STP. We denote the probability of each \( y \) obtained by a Monte Carlo method as shown in algorithm 1 below.

**Algorithm 1 Monte Carlo approximation of \( p_t(x'; \gamma, q) \)**

1: **Input:** robot state pair \((x, x')\), where \( x' \in N(x); \) time \( t \); total episode number \( E \), hazard evolution episodes \( \{y_0, y_1, \ldots, y_N\} \), where \( 0 \leq e \leq E \).
2: **Initialize:** loop counter \( n = 0 \); contaminated counter at \( t - 1 \), \( c_{t-1} = 0 \); contaminated counter at \( t \), \( c_t = 0 \).
3: **while** \( n \leq E \) **do**
4: obtain \( y^n \) and \( y^n_{t-1} \) from episode \( \{y_0, y_1, \ldots, y_N\} \).
5: if \([y^n_{t-1}]_x = 0\) **then**
6: \( c_{t-1} = c_{t-1} + 1 \).
7: else if \([y^n]_{x'} = 1\) **then**
8: \( c_t = c_t + 1 \).
9: end if
10: end if
11: \( n = n + 1 \).
12: end while
13: **Output:** \( \tilde{p}_t(x'; \gamma, q) := c_t/c_{t-1} \) for \( q \neq q^H \).

Above, \( \tilde{p}_t(x'; \gamma, q) \) is obtained for all neighbor pairs \((x, x') \in X_f \times X_f \) at all \( t \leq N \). Then, we obtain the approximated (4) as \( \tilde{\tau}_t^Q(q'|q, x', x) \), where the \( 2^{|X|} \) summation due to the size of \( Y \) is replaced with algorithm 1.
3.4 Solving the backward recursion tractably

By recursively solving (5) with \( \tilde{\tau}_t^Q(q'|q, x', x) \), we approximately obtain the value functions \( \tilde{V}_{t-1}^*(q, x) \) for all the states \((q, x)\) and for \( t = N, \ldots, 0 \).

To summarize the approaches introduced so far, we firstly simplified (1) to (3) by decoupling the hazard process \( \tau_t^Y(y'; q, x) \) using STP. Then, we approximated the combined kernel \( \tilde{\tau}_t^Q(q'|q, x', x) \) using \( \tilde{p}_t(x'; \gamma, q) \) from Monte Carlo simulations to solve (3) in a tractable way as (5). Note that we lose accuracy in the proposed approach to alleviate the computation complexity during two processes. One is the decoupling of the environment state from the backward recursion. Although we use STP to capture the coupling relation as in Theorem \([3]\), we still cannot reach the exact result as solving (1). The other one is the Monte Carlo approximation of the hazard process. This inaccuracy can be mitigated by using a large number of Monte Carlo samples in algorithm \([3]\) as it is an offline computation.

4 Case study

We present case studies of planning in an uncertain environment to compare the performance of our method with the most capable existing approaches to address dynamical uncertainties as far as we are concerned. We show that our method provides trajectories with a higher probability of safety than D* Lite and the method in \([38]\) for point-to-point and complex mission planning, respectively.

We use an evolving fire based on \([31]\) as an example of the dynamical uncertainties in the following experiments. Starting from an initial location, the fire spreads to the neighboring grid cells probabilistically. Particularly, the transition kernel of the set process \( \tau^Y : Y \times Y \rightarrow [0, 1] \) is

\[
\tau^Y(y_{t+1}|y_t) = \prod_{x'=0}^{m-1} \prod_{x^2=0}^{n-1} \text{Pr}_f\left\{[y_{t+1}]_x | y_t\right\},
\]

\[
\text{Pr}_f\left\{[y_{t+1}]_x | y_t\right\} := \begin{cases} p_n(x, y_t) & \text{if } [y_{t+1}]_x = 0 \land [y_t]_x = 0 \\ 1 - p_n(x, y_t) & \text{if } [y_{t+1}]_x = 1 \land [y_t]_x = 0 \\ 0 & \text{if } [y_{t+1}]_x = 0 \land [y_t]_x = 1 \\ 1 & \text{if } [y_{t+1}]_x = 1 \land [y_t]_x = 1, \end{cases}
\]

where \( p_n(x, y_t) \) denotes the probability of a safe grid cell \( x \) remaining safe in the next time step, and is defined as:

\[
p_n(x, y_t) = \left(1 - p_f(x)\right)^{N_f(x, y_t)} \left(1 - \frac{p_f(x)}{\sqrt{2}}\right)^{D_f(x, y_t)}.
\]

For each grid \( x, p_f(x) \) is a constant describing the evolving speed of the hazard in different types of the space. Parameters \( N_f \) and \( D_f \) in (8) are the numbers of direct and diagonal neighbors inside the hazardous areas. For diagonal neighbors, we scale the parameter \( p_f(x) \) by \( \frac{1}{\sqrt{2}} \), which indicates the flexibility to set different hazard evolving speed based on the distance of the neighboring cell. The hazard model described by (6), (7) and (8) can be intuitively explained as follows. From (7), a contaminated cell remains contaminated in all following time steps. The probability of an uncontaminated cell getting contaminated, i.e., affected by fire, in the next time step is independently affected by the environment states of its neighbors at the current time step, as shown in (8). Using this process, we obtain \([y_{t+1}]_x\), for \( \forall x \). Then, the probability of any environment state \( y_{t+1} \) can be computed by multiplying the probability of each grid cell \( x \) holding the value of \([y_{t+1}]_x\) given \( y_t \) as in (6).
4.1 Comparison to D* Lite in point-to-point planning

We set up a point-to-point planning case by simplifying the complex mission we use in Figure 1. We only kept one target A and three initial hazards $H_1$, $H_2$ and $H_3$. The objective is to plan a path from the initial location $I$ to target $A$ while maximizing the probability of finishing this mission safely. The setup is shown in Figure 3(a). As discussed in the introduction, D* Lite is a reactive replanning algorithm to find the shortest path in dynamical environments. The initially planned path is adjusted when an obstacle is detected within the robot’s visibility during the execution of the path. We set the visibility of the robot to be its neighbor grids within 2 steps. For our method, we used the offline closed-loop policy obtained from (5) and did not adjust it during execution. Note we obtain optimal control inputs for any given state at any time accounting for the dynamical uncertainties, while D* Lite only considers a static environment. In Figure 3(a), the initial D* Lite path (the green line) directly went to the target as it does not consider the dynamical model of the environment, while the path planned by our method (the blue line) took a detour. We tested the two methods by simulating the hazard spreading process 1000 times to compare their empirical probabilities of safely reaching the target, as shown in the table.

| Method          | D* Lite | This work |
|-----------------|---------|-----------|
| Success rate    | 30.0%   | 38.7%     |

For D* Lite, the robot sometimes backtracked its path when blocked by hazard during the execution. One example is shown in Figure 3(b) and Figure 3(c), where the path already traveled is solid, and the path planned but not yet executed is dotted. At $t = 18$, the robot was at $(12, 10)$ and planned to go to $(13, 10)$ at the next time step as in Figure 3(b). But at $t = 19$, the robot observed that $(13, 10)$ was blocked by hazard and it had to go back to $(12, 9)$ and plan a new path as in Figure 3(c). At $t = 19$, the robot had already reached $(13, 14)$ using our method as in Figure 3(d). Note that this might happen several times, like in the example, and the robot using D* Lite will have a much longer detour. Then, the hazard could contaminate more spaces and decrease the probability of finishing the task safely.

4.2 Comparison to past works in complex mission planning

We compare our method to [38], where a similar DP is developed but the coupling between state elements is ignored. We show that we obtain a better path using our method in terms of the probability of satisfying the specification safely than the method in [38]. In this example, we used the specification of reaching the target $A$ first and exiting at $F$, while avoiding the hazard $H$. Some obstacles were added to increase the complexity of the task. The time consumption to solve the DP for our method and the method in [38] were both approximated 150 seconds. The paths obtained offline using both methods are shown in Figure 4, where our method chose a longer but safer path. Note that red color indicates that the grid cell was contaminated at a certain time, where darker red means the cell was contaminated earlier. We show the empirical success rates for both methods in the following table.

| Method          | DP without STP in [38] | This work |
|-----------------|------------------------|-----------|
| Success rate    | 0.003%                 | 0.667%    |

Note that for the case studies, due to the size of the environment state space, we could not obtain a ground truth for the planning problem, and thus had to use the approximated approaches. The algorithms were coded in Python 3.6 on a computer with 2.3 GHz i5 quadcore processor and 16 GB memory.
Figure 3: The paths from D* Lite and our method are shown in green lines and blue lines, respectively. Path already traveled is solid and not yet executed is dotted. Because D* Lite backtracked and replanned several times as in (b) and (c), our method yielded better path than D* Lite under dynamical uncertainties as in (d).
5 Conclusions

We developed a framework of safe planning for complex missions in uncertain dynamical environments. To address computational tractability, we devised a method to decouple the computation of the environment’s dynamical evolution from that of the robot trajectory to solve the planning problem, based on a novel notion of safe transition probability. Also, we mitigated the intractability issue by designing a Monte Carlo approximation for the environment’s uncertainty propagation. We showed in case studies that our method outperforms existing approaches for planning under dynamical uncertainties.

Future directions include combining the idea of replanning approach employed in such as D* Lite in our framework. This enables incorporating online observations and making corresponding online adjustments to improve the safety probability further. Furthermore, we plan to run the methodology on realistic robotics testbeds.
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