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1 Introduction

Compactons are field configurations that exist on finite size supports. The field takes its vacuum values outside this support. For example, the signum-Gordon model, i.e., the scalar field model with standard kinetic terms and V-shaped potential gives rise to such solutions [1, 2].

A complex scalar field theory with some self-interactions has stationary soliton solutions called Q-balls [3, 4]. The U(1) invariance of the scalar field leads to the conserved charge \( Q \) which, if the theory is coupled with the electromagnetism, is identified with the electric charge of the constituents. Q-balls have attracted much attention in the studies of evolution of the early Universe [5, 6]. In supersymmetric extensions of the standard model, Q-balls appear as the scalar superpartners of baryons or leptons forming coherent states with baryon or lepton number. They may survive as a major ingredient of dark matter [7–9].

The Q-ball solutions of the \( CP^N \) nonlinear sigma model is given by the Lagrangian density [10]

\[
\mathcal{L} = -\frac{M^2}{2} \text{Tr}(X^{-1}\partial_{\mu}X)^2 - \mu^2 V(X),
\]

where the ‘V-shaped’ potential

\[
V(X) = \frac{1}{2} [\text{Tr}(I - X)]^{1/2}
\]

is employed in order to obtain compact solutions, where \( I \) is an identity element. The behavior of fields at the outer border of compacton implies \( X \to I \). The coupling constants
$M$ and $\mu$ have dimensions of $(\text{length})^{-1}$ and $(\text{length})^{-2}$, respectively. Taking into account coupling with gravity one gets that the model has several boson-star and boson-shell solutions [11–14]. Among others the shell solutions are particularly interesting because they can harbor a localized body inside. The harbor solution consists of a massive body, such as the Schwarzschild-like black hole, localized in the center of the shell. The event horizon is by assumption located inside an empty region of the shell. The field equations and Einstein equations are solved in the external region of the horizon. Such solutions are called the harbor [15]. Harboring black holes in the solutions of the $CP^N$ nonlinear sigma model were extensively studied in [11, 14].

A theory implementing two or more scalar fields, i.e., multi-component scalar field models, has attracted attention from both the theoretical and the experimental. On the theoretical side, it is known that some soliton solutions emerge in a two scalar field model. For instance, the vorton [16] is a famous solution of this kind. The $U(1) \times \hat{U}(1)$ gauge theory with an unbroken gauge symmetry $Q$ (electromagnetism) and a broken gauge symmetry $R$ supports the existence of stable vortex strings. The model implements a Higgs field $\varphi$ with $Q = 0, R = 1$ and also a second static scalar field $\sigma$ with $Q = 1, R = 0$. The minimum of the potential employed in [16] was chosen at $\langle \sigma \rangle = 0, \langle \varphi \rangle \neq 0$ which leads to the existence of vortex string, i.e., the vorton. Note that the model possesses the soliton solutions even when the gauge coupling is ignored [17–19]. The stability or the condition of existence of the solutions is not so straightforward. The constraint conditions imposed on the potential parameters in order to guarantee the existence of the solutions were already proposed in [18], but unfortunately they were not correct. The correct conditions can be obtained after more careful study of the equations of motion of the model [20].

Another example of a multi-component scalar field model is the oscillon. The oscillon was discovered in the seventies of the last century by Bogolyubsky and Makhankov [21] and later revisited by [22, 23]. Typically, the oscillon has a bell shape that oscillates sinusoidally in time [24, 25]. There are several oscillon configurations with two interacting scalar fields, see [26–28]. Notable thing is that oscillons in the two-scalar model have lifetimes that are much larger than those associated with single-field oscillons. Many astrophysical observations suggest that the Universe is currently experiencing an accelerated expansion. As usual, there are some possibilities of modelling such a behavior using scalar fields. Among others, a hybrid inflation model with two real scalar fields interacting quadratically [26] is particularly interesting because it supports oscillon configurations. As shown in that work, such configurations persist for at least four cosmological expansion times, accounting for up to 20% of the total energy density of the early Universe. The multiple-scalar fields give us a good realistic explanation of the age of the Universe [29]. Note that the long-term stability of the vortons or the oscillons always very much depend on the vacuum structure of the potentials.

In this paper, we construct the Q-ball and Q-shell solutions of the multi-component field extension of the $CP^N$ nonlinear sigma model. As shown in [10, 11, 13], for $\ell = 0, 1$ ($N := 2\ell + 1$), the solutions have the form of compact Q-balls, while for $\ell \geq 2$ they become compact Q-shells. Hence, considering the multi-component field model, we are able to construct a new harbor solution involving the Q-balls or Q-shells inside the hollow space.
of a Q-shell. Furthermore, it leads to a funny extension: a compact Q-ball surrounded by a Q-shell surrounded by another Q-shell... This multiple-shell structure is surely possible to be models for some phenomena, such as nuclei, Bose-Einstein condensation, and star or galaxy formations, and so on. Recently, some multi-component Q-ball solutions were studied in a vorton-like model [30] and the authors claimed at least classical their stability.

We employ multi-component extension of the V-shaped potentials for constructing the solutions. A first consideration of the V-shaped potentials in the field theoretical context has been presented in [31, 32] where the spontaneous symmetry breaking was considered as the mechanism of production of compact kinks. Such models were obtained as the continuous limit of systems containing coupled pendulums. It has been shown in [31] that the size of the kink is directly related with the manner how the field approach its vacuum value. Dissipative solitons in complex Ginzburg-Landau equation can be obtained from a quite simple form of the V-shaped potential [33]. The V-shaped potentials in systems with just few degrees of freedom were already known in the literature in the context of passage to chaos known as grazing bifurcation [34–36]. A new important context in which V-shaped potentials appear is discussed in [37, 38] where the authors consider the decomposition of the Skyrme model on two coupled BPS submodels. The V-shaped potentials considered there are not imposed a priori but they rather appear as the result of symmetry reduction and the fact that the field values are limited to some interval. Consequently the trajectories in the phase space are not continuous (reflections) which unavoidably leads to V-shaped potentials. Some consequences of this symmetry reduction — the presence of approximated oscillons and their properties were studied in [39]. Another important point about the V-shaped potentials is the existence of threshold force at the minima of these potentials. It makes them very attractive for a description of the anchoring of topological defects. Such a phenomenon is observed in condensed matter systems [40, 41]. Finally, there are some other physical contexts in which the V-shaped potentials appear as for instance in plasma physics [42] or in description of the electron gas in two dimensions [43].

Notably, these configurations are thought to be stable against small perturbations. As it was pointed out in [44], there is no linear regime for the compacton in models with V-shaped potential. That is, for the linear perturbation of the equation one obtains a nonlinear differential equation even in the limit of small amplitude, which is generally not tractable. Hence the fact that any arbitrarily small perturbation is governed by a nonlinear equation indicates a lack of the harmonic oscillator paradigm as well as its applicability to minima of the potential. Moreover, the nonvanishing of the first derivative of the potential at the minimum gives rise to the threshold force effect which constitutes a serious obstacle on free expansion of compacton support or emission of small wave packages from the perturbed region. Further, the resulting equation possesses the scaling symmetry which spoils the naive stability discussion. We just conclude that the scale of compactons in the $\mathbb{C}P^N$ model is frozen out from the phase transitions.

In this paper, we restrict solutions on the flat space-time but extensions into the gravitating solutions, i.e., the boson shells are almost straightforward.

The paper is organized as follows. In section 2 we shall describe the model. The ansatz which parametrizes the $\mathbb{C}P^N$ field and the definition of the Hamiltonian, the Noether
change and their nontrivial relation are given in section 3. In section 4, several types of the solutions such as the ball-shell, shell-shell and the harbor are presented. Finally, we give some examples of the three field extensions in section 5. Conclusions and remarks are presented in the last section.

2 The model

We consider extension of the \( \mathbb{C}P^N \) model (1.1) into the \( n \) multi-component field models. The Lagrangian density has a simple form:

\[
\mathcal{L} = -\sum_{a=1}^{n} \frac{M^2_a}{2} \text{Tr}(X_a^{-1} \partial_\mu X_a)^2 - V(\{X_a\})
\]

where \( X_a \) \((a = 1, 2, \cdots, n)\) are principal variables parametrizing the space \( \mathbb{C}P^{N_1} \oplus \mathbb{C}P^{N_2} \oplus \cdots \oplus \mathbb{C}P^{N_n} \). Each \( \mathbb{C}P^{N_a} \) space is a coset space \( \mathbb{C}P^{N_a} = SU(N_a + 1)/SU(N_a) \otimes U(1) \).

There are many possible choices of the potential. Formally, we can consider a quite general expression

\[
V(\{X_a\}) = \sum_a \mu^2_a V_a(X_a) + \sum_{ab} \lambda_{ab} W_{ab}(X_a, X_b) + \sum_{abc} \omega_{abc} Z_{abc}(X_a, X_b, X_c) + \cdots
\]

which involves polynomials with arbitrary number of fields. \( \sum_{ab}, \sum_{abc} \) mean the summations over all possible terms. In particular, if the model contains only the first term with a single sum, we end up with \( n \) decoupled \( \mathbb{C}P^N \)-type models with potentials.

In what follows we consider the V-shaped (non differentiable at minima) form of potentials \( V_a \), which support compact solutions in decoupled models. Namely, they are given by expressions

\[
V_a(X_a) \equiv V(X_a) := \frac{1}{2} \sqrt{\text{Tr}(\mathbb{I} - X_a)}, \quad a = 1, \cdots, n,
\]

where \( \mathbb{I} \) is an identity matrix \( N_a \times N_a \). Although the V-shaped character is not directly visible from the expression (2.3), its name will be justified in further parts of this section.

Since we are interested in compact solutions of the coupled models, we choose the coupling terms of the potential in such a form that they allow for Q-balls/Q-shells supported by a single \( \mathbb{C}P^N \) field component, while the other components take the vacuum value. In other words, when all the \( \mathbb{C}P^N \) components, except one, take the vacuum value, then the non vanishing component decouples from the remaining fields even though the coupling constants have non zero values. For this reason we employ the following form of coupling terms

\[
W_{ab}(X_a, X_b) \equiv W(X_a, X_b) := V(X_a)^{2\alpha} V(X_b)^{2\beta} = \left( \frac{1}{4} \text{Tr}(\mathbb{I} - X_a) \right)^\alpha \left( \frac{1}{4} \text{Tr}(\mathbb{I} - X_b) \right)^\beta,
\]

\[
Z_{abc}(X_a, X_b, X_c) \equiv Z(X_a, X_b, X_c) := V(X_a)^{2\alpha} V(X_b)^{2\beta} V(X_c)^{2\gamma} = \left( \frac{1}{4} \text{Tr}(\mathbb{I} - X_a) \right)^\alpha \left( \frac{1}{4} \text{Tr}(\mathbb{I} - X_b) \right)^\beta \left( \frac{1}{4} \text{Tr}(\mathbb{I} - X_c) \right)^\gamma
\]
and so on. Here $\alpha, \beta, \gamma, \cdots \geq 1$. In addition, we assume that there are no terms with repetition of indices, i.e. $a \neq b, a \neq c$ etc. It avoids modifications of the V-shaped potential $V_a(X_a)$. The coefficients of (2.2) $\lambda_{ab}, \omega_{abc}, \cdots$ are then symmetric with interchange of the indices $a, b, c, \cdots$. For example, in the case of three field model, we can define two parameters $\lambda, \omega$ such that

$$\lambda := \lambda_{12} = \lambda_{21} = \lambda_{32} = \lambda_{31} = \lambda_{13}, \quad \omega := \omega_{123}$$

and all others coefficients are zero. This simple prescription enables us to realize a direct extension for a model with an arbitrary number of fields. In order to avoid unnecessary complications in construction of solutions we concentrate in this paper on a formulation with $n \leq 3$, i.e., on implementation of maximally three different principal variables $X_a$.

The principal variables $X_a(g_a)$ have the form

$$X_a(g_a) := g_a \sigma_a(g_a)^{-1}, \quad a = 1, \ldots, n,$$

and $\sigma_a(k_a) = k_a$ are involutive automorphisms $\sigma_a(\sigma_a(g_a)) = g_a$. Each principal variable parametrizes a coset space, namely $X_a(g_a k_a) = X_a(g_a)$ and $\sigma_a(k_a) = k_a$ where $k_a \in SU(N_a) \otimes U(1)$. In matrix representation the group elements $g_a$ are parametrized by a set of the scalar fields

$$u^{(a)} \equiv \begin{pmatrix} u_1^{(a)} \\ \vdots \\ u_{N_a}^{(a)} \end{pmatrix}, \quad a = 1, 2, \ldots, n.$$ 

The group elements $g_a \in SU(N_a + 1)$ are parametrized as follows

$$g_a \equiv \frac{1}{\sqrt{1 + u^{(a)\dagger} u^{(a)}}} \begin{pmatrix} \Delta(u^{(a)}) u^{(a)\dagger} & 1 \\ i u^{(a)\dagger} & 1 \end{pmatrix},$$

$$\Delta_{ij}(u^{(a)}) \equiv \sqrt{1 + u^{(a)\dagger} u^{(a)}} \delta_{ij} - \frac{u^{(a)\dagger} u^{(a)\dagger} u^{(a)} u^{(a)\dagger}}{1 + \sqrt{1 + u^{(a)\dagger} u^{(a)}}}.$$ 

The principal variables read

$$X_a(g_a) = g_a^2 = \begin{pmatrix} I_{N_a \times N_a} & 0 \\ 0 & -I \end{pmatrix} + \frac{2}{1 + u^{(a)\dagger} u^{(a)}} \begin{pmatrix} -u^{(a)\dagger} \otimes u^{(a)\dagger} i u^{(a)} \\ i u^{(a)\dagger} & 1 \end{pmatrix}.$$ 

The Lagrangian density (2.1) has the form

$$\mathcal{L} = \sum_a \mathcal{L}_a + \mathcal{L}_{\text{int}}$$

$$\mathcal{L}_a := \mathcal{L}_{\text{kin},a} - \mu_a^2 V_a(u^{(a)\dagger}, u^{(a)}), \quad \mathcal{L}_{\text{kin},a} := -M_a^2 \eta_{\mu \nu} \tau^{\mu \nu}_a$$

$$\mathcal{L}_{\text{int}} := -\lambda \sum_{a \neq b} W(u^{(a)\dagger}, u^{(a)}, u^{(b)\dagger}, u^{(b)}) - \omega Z(u^{(1)\dagger}, u^{(1)}, u^{(2)\dagger}, u^{(2)}, u^{(3)\dagger}, u^{(3)})$$ 

with $\eta_{\mu \nu} = \text{diag}(1, -1, -1, -1)$ being components of the metric tensor in Minkowski space-time. The summation $\sum_{a \neq b}$ is taken for all possible pairs $(a, b)$, i.e., $(a, b) = (1, 2), (2, 1), (1, 3), (3, 1), (2, 3), (3, 2)$. The symbols $\tau^{\mu \nu}_a$ are defined as

$$\tau^{\mu \nu}_a = -4 \frac{\partial_{\mu} u^{(a)\dagger} \cdot \Delta^2(u^{(a)}) \cdot \partial_{\nu} u^{(a)}}{(1 + u^{(a)\dagger} u^{(a)})^2}.$$ 

$$- 5 -$$
and $\Delta^2$ is a square of $\Delta$ matrix, $\Delta^2_{ij} \equiv \Delta_{ik} \Delta_{kj}$, which is of the form

$$\Delta^2_{ij}(u^{(a)}) = \left(1 + u^{(a)\dagger} \cdot u^{(a)}\right) \delta_{ij} - u_i^{(a)} u_j^{(a)\dagger}. \quad (2.14)$$

The Euler-Lagrange equations are obtained taking variation of the action $S = \int d^4x \mathcal{L}$ with respect to fields $u_i^{(a)}$ as well as its complex conjugates (which became redundant). Here we present equations obtained from $\delta u_k^{(a)}, \mathcal{L} = 0$. They have the form

$$\frac{\delta \mathcal{L}_{\text{kin},a}}{\delta u_k^{(a)\dagger}} - \partial_\nu \frac{\delta \mathcal{L}_{\text{kin},a}}{\delta (\partial_\nu u_k^{(a)})} - \mu^2 a \frac{\delta V_a}{\delta u_k^{(a)\dagger}} - \lambda \sum_{b \neq c} \frac{\delta W}{\delta u_k^{(a)\dagger}} - \omega \frac{\delta Z}{\delta u_k^{(a)\dagger}} = 0 \quad (2.15)$$

where $a$ has fixed value for each equation and $W \equiv W(u^{(b)\dagger}, u^{(b)}, u^{(c)\dagger}, u^{(c)})$. Multiplying (2.15) by $-\frac{1}{4}(1 + u^{(a)\dagger} \cdot u^{(a)})^2$ one gets a set of equations

$$\Delta^2_{kl}(u^{(a)}) K_j^{(a)}(u^{(a)}) + \frac{1}{4}(1 + u^{(a)\dagger} \cdot u^{(a)})^2 \left[\mu^2 a \frac{\delta V_a}{\delta u_k^{(a)\dagger}} + \lambda \sum_{b \neq c} \frac{\delta W}{\delta u_k^{(a)\dagger}} + \omega \frac{\delta Z}{\delta u_k^{(a)\dagger}}\right] = 0, \quad (2.16)$$

where

$$K_j^{(a)}(u^{(a)}) \equiv M^2_{a\mu\nu} \left[\partial_{\mu} \partial_{\nu} u^{(a)} - \frac{(u^{(a)\dagger} \cdot \partial_{\mu} u^{(a)}) \partial_{\nu} u^{(a)} + (u^{(a)\dagger} \cdot \partial_{\nu} u^{(a)}) \partial_{\mu} u^{(a)}}{1 + u^{(a)\dagger} \cdot u^{(a)}}\right]. \quad (2.17)$$

The matrix $\Delta^2_{kl}(u^{(a)})$ is invertible. Multiplying the resulting equations (2.16) by its inverse which is of the form $\Delta^2_{kl}^{-1} = \frac{1}{1 + u^{(a)\dagger} \cdot u^{(a)}} \left(\delta_{kl} + \frac{\delta Z}{\delta u_k^{(a)\dagger}}\right)$ one can decouple the terms containing second order derivatives. The resulting equations read

$$K_j^{(a)}(u^{(a)}) + \frac{1}{4}(1 + u^{(a)\dagger} \cdot u^{(a)})^2 \Delta^2_{kl}(u^{(a)}) \left[\mu^2 a \frac{\delta V_a}{\delta u_k^{(a)\dagger}} + \lambda \sum_{b \neq c} \frac{\delta W}{\delta u_k^{(a)\dagger}} + \omega \frac{\delta Z}{\delta u_k^{(a)\dagger}}\right] = 0. \quad (2.18)$$

Note that the $\mathbb{CP}^N$ equations of motion correspond with $V = 0$ and they read $K_j^{(a)}(u^{(a)}) = 0$.

In the next two sections, we present the results for $n = 2$, i.e., the model containing two $\mathbb{CP}^N$ fields (two principal variables). In such a model $Z \rightarrow 0$ and thus only the potential $W(X_1, X_2)$ is responsible for the coupling between the fields. For convenience, we write $u^{(1)} \rightarrow u, u^{(2)} \rightarrow v$. In this paper we are interested in compact finite-energy solutions. Thus we shall consider potentials $V_1(u^\dagger, u)$ and $V_2(v^\dagger, v)$ in the form given by (2.3) which have visibly V-shaped character at their minima

$$V_1 = \left(\frac{u^\dagger \cdot u}{1 + u^\dagger \cdot u}\right)^{\frac{1}{2}}, \quad V_2 = \left(\frac{v^\dagger \cdot v}{1 + v^\dagger \cdot v}\right)^{\frac{1}{2}}. \quad (2.19)$$

The potentials (2.19) have exactly the same form as in our previous work. Thus in the case $\lambda = 0$ the model contains two decoupled $\mathbb{CP}^N$-type models with potentials supporting compactons. The coupling term $W(X_1, X_2)$ reads

$$W(X_1, X_2) = \left(\frac{u^\dagger \cdot u}{1 + u^\dagger \cdot u}\right)^{\alpha} \left(\frac{v^\dagger \cdot v}{1 + v^\dagger \cdot v}\right)^{\beta}. \quad (2.20)$$
where, $\alpha, \beta \geq 1$. Plugging the explicit expression for the potential into (2.21) and (2.22) one gets

$$
K^{(1)}_l(u) + \frac{\mu^2}{8} \sqrt{1 + u^\dagger \cdot u} \frac{u_t}{\sqrt{u^\dagger \cdot u}} + \frac{\lambda \alpha}{4} \left( \frac{u^\dagger \cdot u}{1 + u^\dagger \cdot u} \right)^{\alpha-1} \left( \frac{v^\dagger \cdot v}{1 + v^\dagger \cdot v} \right)^{\beta} u_t = 0, \quad (2.21)
$$

$$
K^{(2)}_r(v) + \frac{\mu^2}{8} \sqrt{1 + v^\dagger \cdot v} \frac{v_r}{\sqrt{v^\dagger \cdot v}} + \frac{\lambda \beta}{4} \left( \frac{u^\dagger \cdot u}{1 + u^\dagger \cdot u} \right)^{\alpha} \left( \frac{v^\dagger \cdot v}{1 + v^\dagger \cdot v} \right)^{\beta-1} v_r = 0, \quad (2.22)
$$

where $l = 1, 2, \ldots, N_1$ and $r = 1, 2, \ldots, N_2$.

In the last step we write the field equations in dimensionless form. First, we observe that the variables $X_a$ and the fields $u_t$ and $v_r$ are dimensionless. On the other hand, the spatial coordinates $x^\mu$ have dimension of length. The characteristic length scale can be given in terms of dimensional constants $M_a^2$, $\mu^2$ and $\lambda$ (or their combinations), where $[M_a^2] = L^{-2}$, $[\mu^2] = [\lambda] = L^{-4}$. Let $r_0$ be such a characteristic length scale $[r_0] = L$. We replace the dimensional coordinates by their dimensionless counterparts putting the length scale explicitly, $x^\mu \rightarrow r_0 x^\mu$, $\partial_\mu \rightarrow r_0^{-1} \partial_\mu$. It leads to dimensionless expressions

$$
\overline{K}^{(1)}_l := M_1^{-2} r_0^{-2} K^{(1)}_l, \quad \overline{K}^{(2)}_r := M_2^{-2} r_0^{-2} K^{(2)}_r.
$$

Next we multiply (2.21) by $M_1^{-2} r_0^2$ and (2.22) by $M_2^{-2} r_0^2$ and define dimensionless coupling constants

$$
\tilde{\mu}_1^2 := M_1^{-2} r_0^2 \mu_1^2, \quad \tilde{\mu}_2^2 := M_2^{-2} r_0^2 \mu_2^2, \quad \lambda_1 := M_1^{-2} r_0^{-2} \lambda, \quad \lambda_2 := M_2^{-2} r_0^{-2} \lambda.
$$

Thus dimensionless field equations have the form of equations (2.21) and (2.22) with $K^{(1)}_l \rightarrow \overline{K}^{(1)}_l$, $K^{(2)}_r \rightarrow \overline{K}^{(2)}_r$, $\mu_1^2 \rightarrow \tilde{\mu}_1^2$, $\mu_2^2 \rightarrow \tilde{\mu}_2^2$ and $\lambda \rightarrow \lambda_1$ in (2.21) and $\lambda \rightarrow \lambda_2$ in (2.22).

### 3 The Q-ball/Q-shell ansatz

In similarity to our previous works, we consider dimensional reduction (in spherical coordinates) combined with the Q-ball ansatz. Thus, we consider the case with $N_1$ and $N_2$ being two odd numbers. Taking $N_1 = 2l_1 + 1$ and $N_2 = 2l_2 + 1$ we introduce the fields $u_{m_1}$ and $v_{m_2}$ which are proportional to spherical harmonics

$$
u_{m_1}(t, r, \theta, \varphi) = \sqrt{\frac{4\pi}{2l_1 + 1}} f(r) Y_{l_1,m_1}(\theta, \varphi) e^{i\omega_1 t}, \quad (3.1)
$$

$$
u_{m_2}(t, r, \theta, \varphi) = \sqrt{\frac{4\pi}{2l_2 + 1}} g(r) Y_{l_2,m_2}(\theta, \varphi) e^{i\omega_2 t}, \quad (3.2)
$$

where coordinates $t, r, \theta, \varphi$ are dimensionless and $m_1 = 0, \pm 1, \ldots, \pm l_1$ and $m_2 = 0, \pm 1, \ldots, \pm l_2$. The parameters $\omega_1$ and $\omega_2$ are real numbers and they represent rotation in the internal space of fields.
The ansatz reduces the field equations to the set of two coupled ordinary equations which depend on radial variable $r$

$$
\begin{align}
\Sigma^{(1)}(r) &= \frac{\tilde{\mu}^2}{8} \sqrt{1 + f^2} \sgn(f) + \lambda_1 \frac{\alpha}{4} \left( \frac{f^2}{1 + f^2} \right)^{a-1} \left( \frac{g^2}{1 + g^2} \right)^{\beta} f, \\
\Sigma^{(2)}(r) &= \frac{\tilde{\mu}^2}{8} \sqrt{1 + g^2} \sgn(g) + \lambda_2 \frac{\beta}{4} \left( \frac{f^2}{1 + f^2} \right)^{\alpha} \left( \frac{g^2}{1 + g^2} \right)^{\beta-1} g.
\end{align}
$$

(3.3) (3.4)

where left hand side expressions that originate in kinetic and gradient terms read

$$
\begin{align}
\Sigma^{(1)}(r) &\equiv f'' + \frac{2}{r} f' + \omega_1^2 \frac{1 - f^2}{1 + f^2} f - 2 \frac{f f'^2}{1 + f^2} - \frac{l_1(l_1 + 1)}{r^2} f, \\
\Sigma^{(2)}(r) &\equiv g'' + \frac{2}{r} g' + \omega_2^2 \frac{1 - g^2}{1 + g^2} g - 2 \frac{g g'^2}{1 + g^2} - \frac{l_2(l_2 + 1)}{r^2} g.
\end{align}
$$

(3.5) (3.6)

Here by definition $\sgn(0) = 0$.

Now we would like to comment on the origin of expressions $\sgn(f)$ and $\sgn(g)$ in equations (3.3) and (3.4). A distinguishable property of models with V-shaped potentials is the fact that their dynamics is not completely described by Euler-Lagrange equations. The equations derived from a variational principle do not “see” vacuum solutions which represent some physical configurations. For instance, this is a very characteristic property of the model with the Lagrangian density $\mathcal{L} = \frac{1}{2} \eta^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi - |\phi|$, where $\phi \in \mathbb{R}$. Its energy is given by $E = \int d^3x \left[ \frac{1}{2} (\partial_0 \phi)^2 + \frac{1}{2} \nabla^2 \phi + |\phi| \right]$ whereas the Euler-Lagrange equations have the form $\partial_{\mu} \partial^{\mu} \phi \pm 1 = 0$. The physical configuration which minimizes the energy, $\phi = 0$, is not a solution of the Euler-Lagrange equations! On the other hand, this solution plays an important role in the field dynamics. The vacuum solution can be formally included in the set of solutions of the field equation providing that the term $\pm 1$ is replaced by the $\sgn(\phi)$ term such that $\sgn(0) := 0$. The equation of motion became $\partial_{\mu} \partial^{\mu} \phi + \sgn(\phi) = 0$ (signum-Gordon model). When a scalar field is complex valued $\phi = f e^{i\chi}$ and $f \geq 0$ the signum term is restricted to two values $\sgn(f) = 0$ and $\sgn(f) = +1$. This is exactly the case of fields considered in the current work. By assumption the functions $f(r)$ in (3.1) and $g(r)$ in (3.2) are non-negative. Our definition of the signum function makes the vacuum configuration $f = 0$ and $g = 0$ an explicit solution of (3.3) and (3.4).

### 3.1 The Hamiltonian density

The Hamiltonian density associated with (2.10) is of the form

$$
\mathcal{H} = \frac{\delta \mathcal{L}_1}{\delta (\partial_0 u_i)} \partial_0 u_i + \frac{\delta \mathcal{L}_1}{\delta (\partial_0 u_i^*)} \partial_0 u_i^* - \mathcal{L}_1 + \\
+ \frac{\delta \mathcal{L}_2}{\delta (\partial_0 v_j)} \partial_0 v_j + \frac{\delta \mathcal{L}_2}{\delta (\partial_0 v_j^*)} \partial_0 v_j^* - \mathcal{L}_2 - \mathcal{L}_{\text{int}}
$$

(3.7)

and it can be cast in the form

$$
\mathcal{H} = \frac{M_1^2}{r_0^2} \mathcal{H}_1 + \frac{M_2^2}{r_0^2} \mathcal{H}_2 + \lambda W
$$

(3.8)
where $W$ and
\[ H_a := -\tau_{00}^a + \sum_{k=1}^{3} \tau_{kk}^a + \tilde{\mu}_a^2 V_a, \quad a = 1, 2 \] (3.9)
are dimensionless functions. The definition of expressions $\tau_{\mu\nu}^a$ is given in (2.13). The only difference is that expressions $\tau_{\mu\nu}^a$ considered in (3.9) contain derivatives with respect to dimensionless coordinates. Providing that $\lambda \neq 0$ one can cast the Hamiltonian density in the form
\[ H = \lambda \left( \frac{1}{\lambda_1} H_1 + \frac{1}{\lambda_2} H_2 + W \right). \] (3.10)
The expressions $H_a$ and $W$ considered for Q-ball/Q-shell ansatz read
\[ H_1 = \frac{4}{(1 + f^2)^2} \left[ f'^2 + \omega_1 f^2 + \frac{L_1(L_1 + 1)}{r^2} (1 + f^2) f'^2 \right] + \hat{\mu}_1^2 \frac{f}{\sqrt{1 + f^2}}, \] (3.11)
\[ H_2 = \frac{4}{(1 + g^2)^2} \left[ g'^2 + \omega_2 g^2 + \frac{L_2(L_2 + 1)}{r^2} (1 + g^2) g'^2 \right] + \hat{\mu}_2^2 \frac{g}{\sqrt{1 + g^2}}, \] (3.12)
\[ W = \left( \frac{f^2}{1 + f^2} \right)^\alpha \left( \frac{g^2}{1 + g^2} \right)^\beta, \quad \alpha, \beta \geq 1. \] (3.13)
The vacuum configuration $f(r) = 0$ and $g(r) = 0$ has zero total energy.

3.2 Noether charges

In terms of the parametrization (2.9), the symmetry SU($N_a + 1$) reduces to SU($N_a$) $\otimes$ U(1) and the Lagrangian (2.10) possesses the symmetry U(1)$^{N_1}$ $\otimes$ U(1)$^{N_2}$ under the transformation
\[ u_i \to e^{i\sigma_i} u_i, \quad i = 1, \cdots, N_1, \] (3.14)
\[ v_i \to e^{i\tau_i} v_i, \quad i = 1, \cdots, N_2 \] (3.15)
where $\sigma_i, \tau_i$ are some global parameters. This global symmetry and the Noether charge have an important role in stabilization of solutions. The Noether currents corresponding to (3.14) are
\[ J^{(i)}_\mu = -\frac{4i}{(1 + u^\dagger u)^2} \sum_{j=1}^{N} [u_i^* \Delta_{ij}(u)^2 \partial_\mu u_j - \partial_\mu u_i^* \Delta_{ij}(u)^2 u_j]. \] (3.16)
Considerinig that (3.15) leads to similar expressions as (3.14) we show the results for (3.14).

The results for (3.15) can be obtained replacing $u \leftrightarrow v$ and $f \leftrightarrow g$. In terms of parametrization (3.1), the currents have the form
\[ J^{(m)}_0 = 8 \omega \frac{(n - m)!}{(n + m)!} \frac{f^2}{(1 + f^2)^2} (P^m_n \cos \theta)^2, \] (3.17)
\[ J^{(m)}_\phi = 8 m \frac{(n - m)!}{(n + m)!} \frac{f^2}{1 + f^2} (P^m_n \cos \theta)^2. \] (3.18)
The other two components read $J_r^{(m)} = J_\theta^{(m)} = 0$, for $m = -n, -n + 1, \ldots, n - 1, n$. It can be seen directly that the current is conserved because the components (3.17), (3.18) depend only on $r, \theta$. Hence

$$\frac{1}{\sqrt{-g}} \partial_{\mu}(\sqrt{-g}g^{\mu\nu}J_{\nu}^{(m)}) = \partial_0 J_0^{(m)} + \frac{1}{r^2 \sin^2 \theta} \partial_\varphi J_\varphi^{(m)} = 0.$$ (3.19)

Integrating the continuity equation (3.19) involving the four-current we get

$$\int dt \int d^3 x \sqrt{-g} \left( \partial_0 J_0^{(m)} + \frac{1}{r^2 \sin^2 \theta} \partial_\varphi J_\varphi^{(m)} \right) = 0.$$ (3.20)

Assuming that the spatial component $J_\varphi^{(m)}$ decreases sufficiently quickly at the spatial boundary, we obtain the conserved Noether charge

$$Q_1^{(m)} = \frac{1}{2} \int d^3 x \sqrt{-g} J_0^{(m)}(x) = \frac{16 \pi \omega}{2n + 1} \int_0^\infty r^2 dr \frac{f^2}{(1 + f^2)^2}. $$ (3.21)

The spatial components of the Noether currents do not contribute to the charges; however, they may be useful to define the integrals

$$q_1^{(m)} := \frac{3}{2} \int d^3 x \sqrt{-g} \frac{J_\varphi^{(m)}(x)}{r^2} = \frac{48 \pi m}{2n + 1} \int_0^\infty dr \frac{f^2}{1 + f^2}. $$ (3.22)

As it was already pointed out, the Noether charge associated with the second model $Q_2^{(m)}$ as well as the integral $q_2^{(m)}$ corresponding to (3.22) for (3.15) can be obtained just replacing $f \to g$. The total energy $E = \int d^3 x \mathcal{H}$, where $\mathcal{H}$ is given by (3.10), can be expressed in terms of $Q_1^{(m)}$ and $q_1^{(m)}$

$$E = \sum_{m=-l_1}^{m=l_1} \left( \omega_1 Q_1^{(m)} + m q_1^{(m)} \right) + \sum_{m=-l_2}^{m=l_2} \left( \omega_2 Q_2^{(m)} + m q_2^{(m)} \right)$$

$$+ 4 \pi \int r^2 dr \left[ \frac{4 f^2}{(1 + f^2)^2} + \frac{4 g^2}{(1 + g^2)^2} + \tilde{\mu}_1^2 \frac{f}{\sqrt{1 + f^2}} + \tilde{\mu}_2^2 \frac{g}{\sqrt{1 + g^2}} + \left( \frac{f^2}{1 + f^2} \right)^\alpha \left( \frac{g^2}{1 + g^2} \right)^\beta \right]$$ (3.23)

where for simplicity we set $\lambda = \lambda_1 = \lambda_2 = 1$. For the full understanding, we need to know $E$ as a function of $Q_1, Q_2$. In particular, it is useful to know the relation between $E$ and the sum of the charges $Q = Q_1 + Q_2$. The analytical study might be possible only in limited cases such as a thin-wall approximation of the model. However, for the general case we have to rely on the numerical analysis, which will be discussed in the subsequent section.

4 Solutions

First we have looked at the most generic case of two overlapping compactons. There are some qualitatively different cases: Q-ball–Q-ball (BB), Q-ball–Q-shell (BS) and Q-shell–Q-shell (SS). The numerical examples presented in this paper were obtained for $\alpha = \beta = 1$. We have checked that for higher values of $\alpha$ and $\beta$ there is no qualitative change in the form of profile functions.
Figure 1. The $\mathbb{C}P^1$–$\mathbb{C}P^1$ Q-balls for (a) $(\omega_1, \omega_2) = (1.05, 1.0)$ and (b) $(\omega_1, \omega_2) = (1.2, 1.0)$. The other constants have values $\tilde{\mu}_1 = \tilde{\mu}_2 = 1.0$, $\lambda_1 = \lambda_2 = 1.0$. The radii of Q-balls have values (a) $(R_1, R_2) = (6.30, 7.02)$ and (b) $(R_1, R_2) = (4.64, 6.82)$. The profile function $f(r)$ has lower amplitude than function $g(r)$ (solid curves). The derivatives $f'(r)$ and $g'(r)$ are represented by dashed curves.

4.1 Q-ball–Q-ball

The simplest BB solution contains two overlapping $\mathbb{C}P^1$ Q-balls. The profile functions $f(r), g(r)$ and their derivatives are sketched in figure 1. We consider $\omega_1 > \omega_2$ because for $\omega_1 = \omega_2$ and $\tilde{\mu}_1 = \tilde{\mu}_2$, $\lambda_1 = \lambda_2$, the profile functions are equal $f(r) = g(r)$ and the model reduces to a single $\mathbb{C}P^1$ case with analytical deformation of the V-shaped potential. The bigger difference between $\omega_1$ and $\omega_2$ is the less alike the radial curves are (the discrepancy between $R_1$ and $R_2$ as well as between $f(0)$ and $g(0)$ grows when $|\omega_1 - \omega_2|$ increases).

The solution is obtained by numerical integration of radial equations using the shooting method. The shooting parameters $a_0 \equiv f(0)$ and $b_0 \equiv g(0)$ are two free parameters of series expansion at $r = 0$

\[ f(r) = \sum_{k=0}^{\infty} a_k r^k, \quad g(r) = \sum_{k=0}^{\infty} b_k r^k. \]  

(4.1)

Plugging these formulas into equations (3.3) and (3.4) one can determine recursively coefficients with $k = 1, 2, \ldots$. The coefficients with $k = 1, 3, 5, \ldots$ vanish. First two even coefficients read

\[ a_2 = \frac{1}{6} \left[ \frac{a_0 b_0^2}{4(1 + b_0^2)} \lambda_1 + \frac{\tilde{\mu}_1^2}{8} \sqrt{1 + a_0^2} - \frac{a_0(1 - a_0^2)}{1 + a_0^2} \tilde{\mu}_2^2 \right], \]  

(4.2)

\[ b_2 = \frac{1}{6} \left[ \frac{b_0 a_0^2}{4(1 + a_0^2)} \lambda_2 + \frac{\tilde{\mu}_2^2}{8} \sqrt{1 + b_0^2} - \frac{b_0(1 - b_0^2)}{1 + b_0^2} \tilde{\mu}_1^2 \right]. \]  

(4.3)

It shows that the second derivative of the profile function $f(r)$ at $r = 0$ depends on the value of $g(0)$ and vice versa. In the region I ($0 < r < R_1$) both functions $f(r)$ and $g(r)$ are nontrivial. In order to get a compact solution, one has to choose properly both shooting parameters. If $a_0$ and $b_0$ are too small the region I extends to spatial infinity and the numerical solution never reaches vacuum value. Such field configuration has infinite energy and thus it cannot be acceptable, see figure 2a. On the other hand, when the shooting
Figure 2. Wrong shooting curves for the $\mathbb{C}P^1$-$\mathbb{C}P^1$ case. (a) Both shooting parameters $a_0$ and $b_0$ are too small and numerical solution never reaches the vacuum value, (b) $a_0$ is too big and $b_0$ too small — the function $f(r)$ changes its sign.

parameter is too big the function changes its sign. As we look for solutions with a non-negative profile function this numerical solution also must be rejected. An example of such a solution is shown in figure 2b. The behavior of numerical curves shows that there exists a certain point in the space $(a_0, b_0)$ such that profile $f(R_1) = 0$ and $f'(R_1) = 0$ and $g(R_2) = 0$ and $g'(R_2) = 0$. The profile function $f(r)$ vanishes on the segment II, $R_1 < r < R_2$, whereas $g(r)$ is nontrivial. Finally, on the third segment $r > R_2$ both profile functions $f(r)$ and $g(r)$ take vacuum value.

The behavior of profile functions at $R_1$

$$f(r) = \frac{\tilde{\mu}^2}{16}(r - R_1)^2 - \frac{\tilde{\mu}^2}{24R_1}(r - R_1)^3 + \ldots,$$

$$g(r) = B_0 + B_1(r - R_1) + \ldots \quad (4.4)$$

where $B_0 \equiv g(R_1)$ and $B_1 \equiv g'(R_1)$ are determined by numerical integration of coupled equations. Similarly, in vicinity of $R_2$

$$f(r) = 0, \quad \text{and} \quad g(r) = \frac{\tilde{\mu}^2}{16}(r - R_2)^2 - \frac{\tilde{\mu}^2}{24R_2}(r - R_2)^3 + \ldots$$

This expansion shows that both fields have a parabolic approach to vacuum.

Another BB compacton is obtained in the $\mathbb{C}P^1$-$\mathbb{C}P^3$ model. In this case the radial function $g(r)$ has zero at the center $r = 0$. The expansion has two free coefficients $a_0$ and $b_1$. The other coefficients are determined in terms of these two parameters. The leading terms of expansion at $r = 0$ have the form

$$f(r) = a_0 + \left[ \frac{\mu_1^2}{48}\sqrt{1 + a_0^2} - \frac{a_0}{6} \right] r^2 + \ldots \quad (4.5)$$

$$g(r) = b_1 r + \frac{\mu_1^2}{32} r^2 + \frac{b_1}{40} \left[ 8 \omega_1^2 + \frac{\lambda_2 a_0^2}{1 + a_0^2} - 4 \omega_2^2 \right] r^3 + \ldots \quad (4.6)$$

Looking at higher terms of expansion we get $a_3 = 0$ and observe that $a_4$ depends on $b_1$. Note that term $b_2$ is fixed by the value of constant $\mu_2^2$. Looking at figure 3 we see that
Figure 3. The BB solution for the $\mathbb{CP}^1$–$\mathbb{CP}^3$ case. The values of free parameters $\omega_1 = \omega_2 = 1.0$, $\lambda_1 = \lambda_2 = 1.0$, $\tilde{\mu}^1_1 = \tilde{\mu}^3_1 = 1.0$. The shooting parameters have values $(a_0, b_1) = (0.717, 0.173)$. Both profile functions are nontrivial in $I$, $0 < r < R_1$, the function $f(r) = 0$ whereas $g(r) > 0$ in $II$ ($R_1 < r < R_2$) and $f(r) = g(r) = 0$ in $III$ ($r > R_2$). The dashed curves represent derivatives of profile functions with respect to $r$.

the function $f(r)$ associated with the $\mathbb{CP}^1$ model reaches the vacuum value at $r = R_1$ i.e. before the function $g(r)$ changes its sign. For $r > R_1$ $f(r) = 0$ and $g(r) > 0$ until it reaches zero at $r = R_2$. The free parameters $a_0$ and $b_1$ are chosen in order to get local minima of two profile functions at the $r$ axis. In the considered case $(a_0, b_1) = (0.717, 0.173)$ and $(R_1, R_2) = (7.48, 8.79).

In figure 4, we present the 3D plot of the Hamiltonian density discussed in 3.1 corresponding to the BB solution (plotted in figure 1) for the $\mathbb{CP}^1$–$\mathbb{CP}^1$ model. The radial function of density decreases monotonically in similarity to radial functions describing fields.

4.2 Q-ball–Q-shell

The BS solution is obtained when one of the coupled models is $\mathbb{CP}^1$ or $\mathbb{CP}^3$ and the other one is $\mathbb{CP}^N$ with $N \geq 5$. Even for a single $\mathbb{CP}^N$ model the Q-shell solution appears because expansion at the origin $r = 0$ does not lead to any nontrivial behaviour (all $b_k$ coefficients vanish). The same is true for two coupled models. Only the profile function associated with $N = 1$ or $N = 3$ can have nontrivial behavior in the vicinity of $r = 0$. Thus, expansion at $r = 0$ involves only $f(r)$ and $g(r) = 0$ in the vicinity of the center.

The solution consists of four partial solutions matched at $r = R_1$, $r = R_2$ and $r = R_3$. The profile function $f(r)$ of the first solution has the following behavior at the vicinity of $r = 0$

$$\mathbb{CP}^1: \quad f(r) = a_0^2 + \left[\frac{\tilde{\mu}^1_1}{48} \sqrt{1 + a_0^2} - \frac{\alpha_0}{6} - \frac{a_0^2 \omega_1^2}{1 + a_0^2} \right] r^2 + \mathcal{O}(r^4)$$ (4.7)

$$\mathbb{CP}^3: \quad f(r) = a_1 r + \frac{\tilde{\mu}^3_1}{32} r^2 + \frac{a_1}{10} (2a_1^2 - \omega_1^2) r^3 + \mathcal{O}(r^4)$$ (4.8)
whereas \( g(r) = 0 \). This partial solution exists in the ball \( r < R_1 \). For the second partial solution \( R_1 < r < R_2 \) the profile function is nontrivial \( g(r) > 0 \). It has the following expansion at \( r = R_1 \)

\[
g(r) = \frac{\hat{\mu}_2^2}{16}(r - R_1)^2 - \frac{\hat{\mu}_2^2}{24R_1}(r - R_1)^3 + \mathcal{O}((r - R_1)^4) \tag{4.9}
\]

for both the \( \mathbb{C}P^1 - \mathbb{C}P^5 \) and \( \mathbb{C}P^3 - \mathbb{C}P^5 \) models. The numerical results are shown in figure 5. The inner radius of the shell compacton \( R_1 \) is not known a priori and thus it can be considered as a free parameter. The higher-order coefficients depend on \( f(R_1) \) and \( f'(R_1) \) as well as the model constants. In this region II both profile functions \( f(r) \) and \( g(r) \) depend on each other, see figure 5. At \( r = R_2 \) the Q-ball component reaches vacuum value \( f = 0 \). In region III \( (R_2 < r < R_3) \) the function \( f(r) = 0 \) is constant and \( g(r) \) decreases reaching vacuum value at \( r \) (parabolic approach). The shooting parameters are \( (a_0, R_1) \) for the \( \mathbb{C}P^1 - \mathbb{C}P^5 \) model and \( (a_1, R_1) \) for the \( \mathbb{C}P^3 - \mathbb{C}P^5 \) model. Similar with BB solutions, as increasing the difference of \( \omega_1, \omega_2 \), the deviation of the profiles are more explicit.

In figure 6, we present the 3D plot of the Hamiltonian density that corresponds to the BS solution (plotted in figure 5) for the \( \mathbb{C}P^1 - \mathbb{C}P^5 \) model.

### 4.3 Q-shell–Q-shell

As an example of SS compactons we take two overlapping Q-shells in the \( \mathbb{C}P^5 - \mathbb{C}P^7 \) model. Equivalently one can consider \( \mathbb{C}P^5 - \mathbb{C}P^5 \) model with parameters \( \omega_1 \neq \omega_2 \). Here we consider \( \omega_1 = \omega_2 = 1.0 \). The solution consists of five regions, see figure 7. There are four characteristic radii \( R_1, R_2, R_3 \) and \( R_4 \). In region I, given by \( 0 < r < R_1 \), as well as in region V,
In order to get the solution we assume certain shooting parameters \((a_0, R_1)\) = (0.725, 0.643). The outer radii of Q-ball and Q-shell are given by \((R_2, R_3)\) = (7.28, 10.60). (b) \(\mathbb{CP}^1\)–\(\mathbb{CP}^5\) model with \((\omega_1, \omega_2) = (1.0, 1.5)\), shooting parameters \((a_0, R_1) = (0.694, 0.174)\). The outer radii of Q-ball and Q-shell are given by \((R_2, R_3) = (6.81, 5.61)\). (c) The \(\mathbb{CP}^1\)–\(\mathbb{CP}^5\) model with \((\omega_1, \omega_2) = (0.212, 0.683)\). The outer radii of Q-ball and Q-shell are given by \((R_2, R_3) = (9.22, 10.81)\). (d) The \(\mathbb{CP}^3\)–\(\mathbb{CP}^5\) model with \((\omega_1, \omega_2) = (1.0, 1.5)\), shooting parameters \((a_1, R_1) = (0.202, 0.145)\). The outer radii of Q-ball and Q-shell are given by \((R_2, R_3) = (8.56, 5.60)\).

In region II the profile function \(f(r) > 0\) whereas the second function \(g(r)\) vanishes. Similarly, in region IV \(f(r) = 0\) and \(g(r) > 0\). Both profile functions obey the set of coupled equations only in region III (shells overlap).

The radii \(R_1\) and \(R_2\) are considered as shooting parameters. The profile functions at \(R_1\) have expansions

\[
f(r) = \frac{\mu_2^2}{16} (r - R_1)^2 - \frac{\mu_3^2}{24R_1} (r - R_1)^3 + \ldots, \quad g(r) = 0. \tag{4.10}
\]

At \(r = R_2\) the function \(f(r)\) (determined by numerical integration) can be represented by series \(f(r) = A_0 + A_1(r - R_2) + A_2(r - R_2)^2 + \ldots\) and function \(g(r)\) is given by

\[
g(r) = \frac{\mu_2^2}{16} (r - R_2)^2 - \frac{\mu_3^2}{24R_2} (r - R_2)^3 + \ldots \tag{4.11}
\]

In order to get the solution we assume certain \(R_1\) and \(R_2\) and integrate the system of equations. Next we determine the first local minimum \(r = R_3\) of \(f(r)\). Then changing...
Figure 6. The Hamiltonian density of the BS solution corresponding to figure 5a for the $\mathbb{C}P^1$-$\mathbb{C}P^5$ model. Figure (a) the 3D plot and (b) the radial density associated with (a). The Hamiltonian density is still a ball like shape, however, it contains a slight peak localized around $r \sim 4$.

Figure 7. The SS solution for the $\mathbb{C}P^5$-$\mathbb{C}P^7$ model for $(\omega_1, \omega_2) = (1.0, 1.0)$, $(\tilde{\mu}_1, \tilde{\mu}_2) = (1.0, 1.0)$ and $(\lambda_1, \lambda_2) = (1.0, 1.0)$. The compact SS solution is obtained for $(R_1, R_2) = (0.43, 2.86)$. The outer radii have values $(R_3, R_4) = (11.24, 12.92)$. The values of shooting parameters we get $f(R_3) = 0$. The correct solution is obtained if for $R_4$ such that $g'(R_4) = 0$ and $g(R_4) = 0$ hold. Clearly, it requires simultaneous determination of two shooting parameters.

In figure 8, we present the 3D plot of the Hamiltonian density that corresponds with the BS solution (plotted in figure 7) for the $\mathbb{C}P^5$-$\mathbb{C}P^7$ model.
4.4 Harbored compactons

The harbored compactons are BS and SS structures such that \( f(r) > 0 \) overlap only with \( g(r) = 0 \) and \( g(r) > 0 \) overlap only with \( f(r) = 0 \). It means that the coupling terms proportional to \( \lambda_1 \) and \( \lambda_2 \) does not really matter since one of the fields is in its vacuum state. This is possible exclusively due to the compact nature of solutions. The possibility of having a compacton surrounded by the other compacton is quite intriguing, especially, in the context of application of the model to boson stars. The harbored solutions containing a black hole in the center are discussed in [11, 14, 15, 45].

In figure 9 we show an example of a solution that consists of a \( \mathbb{C}P^1 \) Q-ball surrounded by the \( \mathbb{C}P^5 \) Q-shell. The supports of these two compact configurations do not overlap i.e. when \( f > 0 \), \( g = 0 \) and vice versa. For the harbored compactons the Q-ball radius \( R_0 \) is smaller or equal to the inner Q-shell radius \( R_1 \).

The inner Q-shell radius \( R_1 \equiv R_{in} \) is limited from above. In the case of the \( \mathbb{C}P^5 \) compacton the maximum value of this radius is \( R_1 = R_{max} \approx 1.592 \) for \( \omega_2 = \omega_{min} \approx 0.858 \). This radius decreases as \( \omega_2 \) increases, see figure 10a. Consequently, the adequate Q-ball/shell which is parametrized by \( \omega_1 \) must have (outer) radius \( R_{out} = \{ R_0, R_2 \} \) which value does not exceed the value of the inner radius of the shell parametrized by \( \omega_2 \). In figure 10b we plot the outer radius of the \( \mathbb{C}P^1 \) Q-ball in dependence on \( \omega_1 \). The shadowed region (\( \omega_1 \gtrsim 2.835 \)) contains radii which are smaller than \( R_{max} \) of the \( \mathbb{C}P^5 \) Q-shell. The radius of the \( \mathbb{C}P^3 \) Q-shell is plotted in figure 10c. It is smaller than \( R_{max} \) for \( \omega_1 \gtrsim 3.95 \). Another possibility for harboring is a double Q-shell solution. Two Q-shells do not overlap if the outer radius of a smaller shell is no bigger than the inner radius of a bigger Q-shell.
Figure 9. The $\mathbb{C}P^1$ Q-ball which is surrounded by the $\mathbb{C}P^5$ Q-shell. The Q-ball outer radius has the value $R_0 = 0.56$ whereas the Q-shell radii reads $R_1 = 0.97$ and $R_2 = 15.75$. The solutions were obtained for $\omega_1 = 8.0$ and $\omega_2 = 0.9$. Figure (a) shows the blow up of the central region where the Q-ball is localized. In II and IV there exists vacuum solution $f = g = 0$. In I $g = 0$ and $f$ is nontrivial whereas in III $f = 0$ and $g$ is nontrivial.

Figure 10. (a) Inner radius of the $\mathbb{C}P^5$ Q-shell. It is maximal $R_{\text{max}} \approx 1.592$ for $\omega_{\text{min}} \approx 0.858$. (b) The $\mathbb{C}P^1$ Q-ball radius is smaller than $R_{\text{max}}$ for $\omega_1 \gtrapprox 2.835$. (c) The $\mathbb{C}P^3$ Q-ball radius is smaller than $R_{\text{max}}$ for $\omega_1 \gtrapprox 3.95$. (d) The outer radius of the $\mathbb{C}P^5$ Q-shell. It is smaller than $R_{\text{max}}$ for $\omega_1 \gtrapprox 4.99$.

The case of the $\mathbb{C}P^5$–$\mathbb{C}P^5$ compactons is shown in figure 10d, where outer radius of the $\mathbb{C}P^5$ shell is smaller than $R_{\text{max}} \approx 1.592$ for $\omega_1 \gtrapprox 4.99$.

4.5 The energy-charge scaling

We have succeeded to find several multi-shell solutions such as a ball-shell or shell-shell ones in our multi-component model. A natural question arises: do such solutions exist without any dissipation or collapse? The plausible answer for the compacton is not found so far.
A perturbative analysis might be a possible (and a best) approach but, as it was pointed out in [44], there are no linear regime for compacton solutions in models with V-shaped potential. Any arbitrarily small perturbation in such models is governed by a nonlinear equation that contains the signum function. It clearly indicates a lack of the harmonic oscillator paradigm as well as its applicability in linearization of the field equation in the vicinity of minima of the potential. Moreover, nonvanishing of the first derivative of the potential at the minimum gives rise to the threshold force effect which constitutes a serious obstacle on free expansion of the compacton support or emission of small wave packages from the perturbed region. We just conclude that the scale of compactons in the $\mathbb{C}P^N$ model is frozen out from the phase transitions.

The analysis of the energy for various geometrical shapes of the solutions may give us an insight into the question of the existence of field configurations presented in this paper. Since the properties of solutions such as their size, location and the height depends on the value of the frequencies $\omega_1, \omega_2$, then we examine the ratio of total energy of the solution over the total Noether charge in dependence on $\omega_1, \omega_2$. Taking into account that the Noether charge associated with a Q-ball can be identified with the number of constituents, the energy over the charge estimates the mass of the constituent. The smaller the value of this parameter, the more stable the system is. Figure 11a shows the results for the $\mathbb{C}P^1-\mathbb{C}P^1$ model in the space of parameters $\omega_1$ and $\omega_2$. The expression $(E/Q)$ takes the highest value for $\omega_1 = \omega_2$, i.e., when both radial profiles coincide with each other (total overlapping of compactons). This function decreases when the values of $\omega_1, \omega_2$ deviate from each other. It corresponds with diminishing of the grade of overlapping of compact profile functions, see figure 1. This result clearly suggests that the multi-shell or the multi-nodal configurations are energetically more favorable than the lump-shaped solutions. In figure 11b we plot the results for the $\mathbb{C}P^1-\mathbb{C}P^5$ case. The behavior of the function $(E/Q)$ is quite similar, however, a notable difference is that the ratio decreases for small values $\omega_1$ and high values of $\omega_2$. In such a case the support of the $\mathbb{C}P^5$ shell is entirely located inside the support of the $\mathbb{C}P^1$ ball, see figure 9a, 9b.

Another important point in the study of stability of the solutions is their energy-charge scaling relation. In the single $\mathbb{C}P^N$ field model, both in the flat and in the curved space-time, the solutions exhibit $E \sim Q^{5/6}$ scaling which means that they are classically stable against splitting into fragments with lower charges [10, 11]. In tables 1, 2, we present the power $\alpha$ of the scaling $E \sim Q^{\alpha}$ of the BB, BS, SS solutions as the function of $\omega_2$ with fixed $\omega_1$ (table 1) or as the function of $\omega_1$ with fixed $\omega_2$ (table 2). The parameter $\alpha$ is almost always (except a single value) $\alpha < 1$ and relaxes into $\sim 9/10$ for larger $\omega_1$ or $\omega_2$. This clearly indicates that the solutions became more stable with growth of the charge.

### 4.6 Comment on analytical solutions

It has been shown in [10] that in the limit of small amplitude fields the model tends to a modified signum-Gordon model. The profile function satisfy a linearized equation containing the signum function (which is the only term that cannot be linearized). Consequently, in this limit there are exact solutions of the radial equation for $f(r)$. One would wonder if a similar approach can be used in the case of coupled models analyzed in this paper. First
Table 1. The power $\alpha$ of the energy charge scaling $E \sim Q^\alpha$ of the BB: $CP^1$–$CP^1$, the BS: $CP^1$–$CP^5$ and the SS: $CP^5$–$CP^7$ solutions. In the numerical fitting, we fix the $\omega_1$ and evaluate the energy $E$ and the charge $Q$ with changing $\omega_2$.

| $\omega_1$ | BB     | BS     | SS     |
|------------|--------|--------|--------|
| 1.0        | 0.689472 | 1.177404 | 0.560152 |
| 1.1        | 0.781990 | 0.829030 | 0.735320 |
| 1.2        | 0.824313 | 0.803957 | 0.776537 |
| 1.3        | 0.848673 | 0.827690 | 0.801405 |
| 1.4        | 0.863741 | 0.844339 | 0.821611 |
| 1.5        | 0.872798 | 0.854584 | 0.836811 |
| 1.6        | 0.878805 | 0.861000 | 0.847649 |
| 1.7        | 0.882801 | 0.865147 | 0.855240 |
| 1.8        | 0.885367 | 0.867902 | 0.860562 |
| 1.9        | 0.887303 | 0.869777 | 0.864316 |
| 2.0        | 0.888564 | 0.871078 | 0.866988 |
| 5.0        | 0.892214 | 0.874687 | 0.873244 |
| 10.0       | 0.892229 | 0.874702 | 0.873263 |

Table 2. The power $\alpha$ of the energy charge scaling $E \sim Q^\alpha$ of the BB: $CP^1$–$CP^1$, the BS: $CP^1$–$CP^5$ and the SS: $CP^5$–$CP^7$ solutions. In the numerical fitting, we fix the $\omega_2$ and evaluate the energy $E$ and the charge $Q$ in dependence on $\omega_1$.

| $\omega_2$ | BB     | BS     | SS     |
|------------|--------|--------|--------|
| 1.0        | 0.689472 | 0.649519 | 0.582622 |
| 1.1        | 0.781990 | 0.814268 | 0.753623 |
| 1.2        | 0.824313 | 0.852421 | 0.795216 |
| 1.3        | 0.848673 | 0.865346 | 0.821697 |
| 1.4        | 0.863741 | 0.871563 | 0.838833 |
| 1.5        | 0.872798 | 0.875649 | 0.849806 |
| 1.6        | 0.878805 | 0.878831 | 0.856950 |
| 1.7        | 0.882801 | 0.881463 | 0.861704 |
| 1.8        | 0.885367 | 0.883623 | 0.864936 |
| 1.9        | 0.887303 | 0.885386 | 0.867173 |
| 2.0        | 0.888564 | 0.886790 | 0.868747 |
| 5.0        | 0.892214 | 0.892200 | 0.874671 |
| 10.0       | 0.892229 | 0.892229 | 0.874701 |
Figure 11. The ratio of the energy versus charge $E/Q$ for (a) $\mathbb{C}P^1-\mathbb{C}P^1$: the BB solution and for (b) $\mathbb{C}P^1-\mathbb{C}P^5$: the BS solution.

of all we see that (3.5) and (3.6) take the form

$$\Sigma^{(1)}(r) \equiv f'' + \frac{2}{r} f' + \left( \omega_1^2 - \frac{l_1(l_1 + 1)}{r^2} \right) f,$$

$$\Sigma^{(2)}(r) \equiv g'' + \frac{2}{r} g' + \left( \omega_2^2 - \frac{l_2(l_2 + 1)}{r^2} \right) g.$$  

The radial field equations (3.3) and (3.4) are then of the form

$$\Sigma^{(1)}(r) - \frac{\mu_1^2}{8} \text{sgn}(f) = \frac{\lambda_1 \alpha}{4} g^{2\beta} f^{2\alpha - 1},$$  \hspace{1cm} (4.12)$$

$$\Sigma^{(2)}(r) - \frac{\mu_2^2}{8} \text{sgn}(f) = \frac{\lambda_2 \beta}{4} f^{2\alpha} g^{2\beta - 1}.$$  \hspace{1cm} (4.13)$$
For $\alpha = \beta = 1$ the r.h.s. of the first equation (4.12) is proportional to $g^2(r)f(r)$ and r.h.s. of the second equation (4.13) is proportional to $f^2(r)g(r)$. It is clear that the coupling terms are higher order nonlinear terms and they should be omitted in the linear approximation. When skipping these terms we end up with two non interacting $\mathbb{C}P^N$ models. It shows that in the limit of small amplitudes of fields the compactons do not interact in the linear regime. The analytical solutions of each model are just solutions presented in [10]. On the other hand, if one keeps the coupling terms then the nonlinearity of equations would be a serious obstacle in getting their exact solutions. Hence in this situation a numerical approach would necessary imply that there are no benefits from linearization of the equations.

5 The three-component solutions

A formal generalization of the presented approach by increasing a number of coupled models is straightforward, however, it leads to growth of technical difficulties in obtaining numerical solutions. Here we show some results obtained studying the three-component field model. We look at two examples, one containing a triple Q-ball and the other one containing the mixture of Q-balls and a Q-shell. Figure 12a shows the results for three Q-balls (BBB) for $(\omega_1,\omega_2,\omega_3) = (1.5,1.2,1.0)$. The figure shows that for frequencies $\omega_1 > \omega_2 > \omega_3$ the radii of Q-balls satisfy the relation $R_1 < R_2 < R_3$. The Q-balls-Q-shell solution (BBS) for $(\omega_1,\omega_2,\omega_3) = (1.0,1.0,1.0)$ is presented in figure 12b. In the central region $0 \leq r \leq R_1$ there are only $\mathbb{C}P^1$-$\mathbb{C}P^3$ Q-balls whereas the $\mathbb{C}P^5$ field takes the vacuum value. On the segment $R_1 \leq r \leq R_2$ all three $\mathbb{C}P^N$ fields are nontrivial, then on $R_2 \leq r \leq R_3$ the $\mathbb{C}P^1$ field takes its vacuum value and on $R_3 \leq r \leq R_4$ only the $\mathbb{C}P^5$ field is nontrivial. For $r > R_4$ all three $\mathbb{C}P^N$ fields vanish.

In figure 13, we give the 3D plot of the Hamiltonian density of the BBS solution (plotted in figure 12b) for the $\mathbb{C}P^1$-$\mathbb{C}P^3$-$\mathbb{C}P^5$ model.

6 Conclusions

We have presented several new compact solutions of the coupled $\mathbb{C}P^N$ nonlinear multicomponent field sigma model. Our model contains two or more $\mathbb{C}P^N$ fields coupled through the multibody contact potentials. In our study we mostly focused on the case of two coupled $\mathbb{C}P^N$ models. We managed to get many different spherically symmetric geometrical shapes of compactons, characterized by numbers $(N_1, N_2)$ that determine the number of complex fields in each $\mathbb{C}P^N$ component. The $(N_1, N_2) = (1,1)$ i.e. $\mathbb{C}P^1$-$\mathbb{C}P^1$ model has a Q-ball–Q-ball (BB) type solution. Another BB solutions are obtained for (1,3) and (3,3). For $N_1$ or $N_2$ larger than 3, the solutions have the form of Q-ball–Q-shell (BS) or Q-shell–Q-shell (SS). Each solution depends on several constant parameters, including the coupling constants of the model. In our study we mostly looked at the dependence on two constants $(\omega_1, \omega_2)$ that appear due to the Q-ball ansatz and strongly influence the size of the compact Q-ball radii. One of the most interesting configurations that appears in the coupled model are the harbored solutions. They involve two radial compactons — one surrounded by the other one. This is a new solution in comparison with other harbored solutions where in the
Figure 12. (a) The $\mathbb{C}P^1$–$\mathbb{C}P^1$–$\mathbb{C}P^1$ Q-balls for $(\omega_1, \omega_2, \omega_3) = (1.5, 1.2, 1.0)$. The other constants have values $\tilde{\mu}_1 = \tilde{\mu}_2 = \tilde{\mu}_3 = 1.0$, $\lambda_1 = \lambda_2 = \lambda_3 = 1.0$. The shooting parameters for $f(r), g(r)$ and $h(r)$ are $(0.3261812, 0.5025038, 0.6642960)$. The radii of Q-balls have values $(R_1, R_2, R_3) = (3.3167, 4.65616, 6.81789)$. The derivatives $f'(r), g'(r)$ and $h'(r)$ are represented by dashed curves. (b) The $\mathbb{C}P^1$–$\mathbb{C}P^3$–$\mathbb{C}P^5$ Q-balls and Q-shell for $(\omega_1, \omega_2, \omega_3) = (1.0, 1.0, 1.0)$. The other constants have values $\tilde{\mu}_1 = \tilde{\mu}_2 = \tilde{\mu}_3 = 1.0$, $\lambda_1 = \lambda_2 = \lambda_3 = 1.0$. The shooting parameters have values $(a_0, b_1, R_1) = (0.74928874, 0.175212, 1.1012037)$. The outer radii of Q-balls and Q-shell are given by $(R_2, R_3, R_4) = (8.50442, 9.62203, 11.0439)$. The derivatives $f'(r), g'(r)$ and $h'(r)$ are represented by dashed curves.

Figure 13. The Hamiltonian density corresponding to figure 12b for the $\mathbb{C}P^1$–$\mathbb{C}P^3$–$\mathbb{C}P^5$ model. Figure (a) the 3D plot and (b) the radial density function. The structure is resembles the function presented for the BS solution.
center of the shell hides a black hole or some other massive body. Our harbored compactons have the form of BS and SS structures, such that \( f(r) > 0 \) overlap only with \( g(r) = 0 \) and \( g(r) > 0 \) overlap only with \( f(r) = 0 \). In other words, each \( CP^N \) component does not interact with the other components. Such a solution can appear exclusively because of the compact nature of our solutions and the form of coupling potential. The stability of the solutions was evaluated indirectly by analyzing their energy. This energy is slightly larger than in the case of non-coupled models. Changing the values of parameters \( \omega_1 \) and \( \omega_2 \) we change the size of compactons that form the solution. It leads to the change of position of energy density maxima which are associated with these compactons. When the energy density peaks of two compact components move apart the energy decreases. It means that the two-body potential plays the role of a repulsive force. Moreover, analyzing the energy-charge scaling \( E \sim Q^\alpha, \ \alpha < 1 \) we can conclude that large balls or shells are energetically more favorable (more stable) than small ones.

One would wonder if there is a way of obtaining some approximate analytical solutions. The answer on this question is positive only in the sector of small amplitude fields. In such a case radial equations reduce to the system of coupled signum-Gordon type equations. If one consider the case of non overlapping compactons then each such compacton is the solution of the signum-Gordon equation. In such a case the approximation is exactly as that presented in [10]. On the other hand, even in the sector of small amplitude fields the overlapping compactons are not so straightforward to be obtained as analytical solutions. Even having such a solution one would not get valuable information because the solution is not generic. This is the reason why we do not present approximated analytical curves for the profile of radial curves in the case of overlapping compactons.

The repulsive nature of the two-body potential corresponds with the positive value of the coupling constant. We managed to find some solutions also for the negative value of the coupling constant. They are quite different from the solutions obtained for the positive value of coupling constant and do exist only under certain restrictions on the values of the model parameters. These solutions would be reported in another paper.

The compact Q-ball/shell solutions containing only scalar fields allows for building more sophisticated configurations placing one spherical configuration next to another one. The only condition is that they do not touch each other. In principle there is no restriction for the number of such spherical structures. Clearly, the total configuration will not be spherically symmetric any longer. This situation however can change after coupling the model to gravity or to electromagnetism. The infinite range of interaction requires the spherical symmetry of the solution in whole space. In such a case, only a single Q-ball/shell or a concentric structure of many shells can exist (in terms of energy density and not the individual ingredients of each \( CP^N \) model). Thinking on application to boson stars we see that coupling our model to electromagnetism and gravity is a natural and physically relevant extension. In this context, solutions presented in this paper would have the role of limit solutions. This extension is under current analysis and we shall report on the results in further papers.
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