Fast Image Retrieval Based on Two-dimensional Embedding
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Abstract. Recent years see an explosive growth of digital images and we need efficient technologies to index and retrieve them. The content-based retrieval method is a hot topic in recent research, in which we index the features of image and then retrieve the images through nearest neighbor searching. The features of an image dwell in high dimensional space, which poses particular challenge for nearest neighbor search. The curse of dimensionality raises severe difficulty in traditional methods. In this paper, we proposed a novel method for nearest neighbor search in high dimensional space based on two-dimensional embedding. First, we filter out the non-nearest neighbors using low dimensional information via data embedding, and then efficient nearest neighbor search can be performed in a much smaller candidate set to achieve fast image retrieval. The experimental results on the dataset CIFAR validate the effectiveness and efficiency of our method.

Introduction

The rapid development of the Internet triggers an explosion of the available information, especially complex information such as images and videos. Efficiently indexing and retrieving huge volumes of images become a hot topic both in academia and industry.

Traditional methods for indexing and retrieving of images are dependent on manual text marking. Once we have textual information, such as titles or keywords, the problem is transformed into textual retrieval problem. There are a lot of well-developed methods to do textual retrieval. However, because the textual information marked by hand is usually not sufficient enough to represent the images, the performance of this kind of methods is not very satisfying. What’s more, the manual text marking on large data set is very expensive. Another direction is indexing and retrieving the images based on the content of the images [1]. In these methods, when retrieving an image we return the k nearest neighbors, which are k nearest images in the content space of these images. The nearest neighbor search (NNS) algorithm is the most important part for this kind of methods, which almost decides the overall speed and precision of the content-based retrieval.

In this paper, we proposed a fast method for image retrieval based on two-dimensional embedding NNS. We filter out the non-nearest neighbors, which are in high dimensional space, only using low dimensional information through data embedding. Then we can search the nearest neighbor in a much smaller candidate set in which the data points are in high dimensional space. This strategy makes it very fast to find the nearest neighbor and our experimental results on the dataset CIFAR validate the effectiveness and efficiency of our method compared with other methods.

Related Work

The KD-Tree proposed by Smeulders, A. W. etc. is a very famous algorithm based on space division for NNS [2]. They divide the data space equally according to variance recursively and query a point using the relation between query point and division plane. Y Beis, J. S. and Lowe, D. G [3] presented an approximate nearest searching by introducing the best bin first strategy. The vantage point tree [4] and multi vantage point tree [5] are both based on triangle inequality for space division. The performance of those methods is very good in low dimensional space, but the performance declines significantly in high dimensional space.
In order to achieve better performance in high dimensional space, many methods have been proposed. The locality-sensitive hashing [6] reduces dimension according to probability information. The hierarchical K-means tree method [7] uses clustering to construct a tree and choose searching path according to the distances between the query point and center of clusters. The Cover-Tree [8] also constructs a tree data structure for NNS. However, the performance of these methods is also not good enough for high dimensional data.

Two-dimensional Embedding for Nearest Neighbor Searching

The data embedding is used widely in processing high dimensional data. In this paper, we embed the high dimensional data into a low dimensional space inspired by the lower and upper bound of Euclidean distance [9]. For point \(x\) and \(y\) in Euclidean space,

\[
\begin{align*}
\text{dist}(x, y)^2 &\geq d \times \left[ (\mu_x - \mu_y)^2 + (\sigma_x - \sigma_y)^2 \right], \\
\text{dist}(x, y)^2 &\leq d \times \left[ (\mu_x - \mu_y)^2 + (\sigma_x + \sigma_y)^2 \right].
\end{align*}
\]

Where \(d\) is the dimension of \(x\), \(\mu_x\) and \(\sigma_x\) are the mean and variance value of \(x\) over its entire dimension respectively. We project the high dimensional data point \(x\) to two two-dimensional points \((\mu_x, \sigma_x)\) and \((\mu_x, -\sigma_x)\), represented by \(x^+\) and \(x^-\). So the lower bound of squared Euclidean distance between \(x\) and \(y\) is \(d \times \text{dist}(x^+, y^-)^2\) and the upper bound is \(d \times \text{dist}(x^+, y^+)^2\).

Then we can design a fast method for nearest neighbor search using vantage point tree (VP-Tree) and two-dimensional embedding mentioned above. The algorithm is shown in Algorithm 1.

**Algorithm 1 NNS Based on Two-dimensional Embedding**

**Input:** Searching data point set \(\{x\}\), dimension \(d\) of \(x\) and query point \(q\);  
**Output:** Nearest neighbor point for query point \(q\);  
**Initialization:** candidate = NULL, min_dist = \(\infty\)  
Calculate the projection set \(\{x^+\}\) and \(\{x^-\}\) for \(\{x\}\);  
Construct VP-Tree for \(\{x^+\}\) and \(\{x^-\}\), denoted by VPT+, VPT−;  
Calculate the projection \(q^+\) for \(q\);  
Find the nearest point to \(q^+\) in VPT− and denote the distance as \(U_{\text{min}}\);  
Find the points in VPT+ whose distance to \(q^+\) are less than \(U_{\text{min}}\), and put these points in the set \(\{x\}^*\);  
for each \(x\) in \(\{x\}^*\)  
\[
\text{if } d \times \text{dist}(x^+, q^-)^2 \geq \text{min_dist}^2 \quad \text{continue;} \\
\text{else} \quad \text{if } \text{dist}(x, q)^2 < \text{min_dist}^2 \quad \text{candidate} = x^i, \text{min_dist}^2 = \text{dist}(x, q)^2;
\]
end  
Return candidate

As we can see, after filtering the non-nearest neighbor points, we can search the nearest neighbor point in a much smaller set \(\{x\}^*\). For a special data set, we only need to run step 1-2 of Algorithm 1 one time. When we query point \(q\), we run Algorithm from step 3 to the end.

Experimental Results

In the experimental evaluation, the data set we have used is CIFAR [10], which contains 50,000 color images. The image in this data set has 32×32 pixel points, each pixel point is represented by three number which ranges in [0, 255], so the dimension of each image is 32×32×3 = 3072. Most of methods for nearest neighbor search cannot work efficiently in such a high dimensional space. Besides, we construct two new data sets from the original one, the size of images in them are 24×24...
and 16×16 respectively. For each data set, we choose 100 images randomly as query set and the remaining 49,900 images as data set for searching.

First, we focus on the filtering rate of our method. The experiments on different data sets will show us the dimension of data affect the filtering rate. The filtering rates of our method on different data sets are shown in Table1.

| Size of image | Filtering rate max | Filtering rate max | Filtering rate mean | Filtering rate variance |
|---------------|--------------------|--------------------|--------------------|------------------------|
| 16×16         | 96.8%              | 24.6%              | 59.4%              | 0.042                  |
| 24×24         | 96.8%              | 23.3%              | 58.2%              | 0.043                  |
| 32×32         | 95.4%              | 12.8%              | 46.8%              | 0.060                  |

As we can see, the filtering rates of query points are quite different. The maximum filtering rates are all above 95%, but the minimum filtering rate and average filtering rate decrease when the dimension increases. What’s more, the filtering rate is more unstable in high dimensional space.

In order to indicate the effectiveness of our method, we compare its searching time with Cover-Tree [10], and the baseline is linear scanning. Linear scanning will compare the query point with all points in the searching data set, which is the worst case. The average query time for different method is shown in Table2.

| Size of image | Our Method | Cover-Tree | Linear Scanning |
|---------------|------------|------------|-----------------|
| 16×16         | 0.0996s    | 0.142s     | 0.268s          |
| 24×24         | 0.0867s    | 0.282s     | 0.606s          |
| 32×32         | 0.248s     | 0.416s     | 1.03s           |

We also normalize the average query time by setting the time of linear scanning to be 1.0. The results are presented in Table3.

| Size of image | Our Method | Cover-Tree | Linear Scanning |
|---------------|------------|------------|-----------------|
| 16×16         | 0.188      | 0.530      | 1.0             |
| 24×24         | 0.186      | 0.466      | 1.0             |
| 32×32         | 0.241      | 0.404      | 1.0             |

As we can see, the efficiency of our method is improved at least 4 times compared with linear scanning and 1.6 times compared with Cover-Tree. What’s more, the efficiency improvement in low dimensional space is even more significant.

**Summary**

We have proposed a novel method for nearest neighbor search based on two-dimensional embedding. We filter out the non-nearest neighbors using low dimensional information, and then search the nearest neighbor much faster in a smaller candidate set. The experimental results on the dataset CIFAR indicate the effectiveness and efficiency of our method. The method we proposed can be used for fast content-based image retrieval or other high dimensional data retrieval, such as video retrieval.

For future work, we consider making our method more stable for different query points through better data embedding algorithm. We also consider designing a more efficient strategy to choose the threshold for filtering out the non-nearest neighbors. This way, we can apply our method in many practical situations and optimize its performance accordingly, as well as making it more robust. All of these works will improve the practicability of our method for searching the nearest neighbor in high dimensional space.
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