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Abstract

On the reference tetrahedron $\hat{K}$, we define three projection-based interpolation operators on $H^2(\hat{K})$, $H^1(\hat{K}, \text{curl})$, and $H^1(\hat{K}, \text{div})$. These operators are projections onto spaces of polynomials, they have the commuting diagram property and feature the optimal convergence rate as the polynomial degree increases in $H^{1+s}(\hat{K})$, $H^{1+s}(\hat{K}, \text{curl})$, $H^{1+s}(\hat{K}, \text{div})$ for $0 \leq s \leq 1$.

1 Introduction

Operators that approximate a given function by a (piecewise) polynomial are fundamental tools in numerical analysis. The case of scalar functions is rather well-understood and many such approximation operators exist both for fixed order approximation where accuracy is achieved by refining the mesh, the so-called $h$-version, and the $p$-version, where accuracy is obtained by increasing the polynomial degree $p$; for the $p$-version in an $H^1$-conforming setting we refer to [2, 4, 33] and references therein. For the approximation of vector-valued functions, specifically, the approximation in the spaces $H(\text{curl})$ and $H(\text{div})$, the situation is less mature since the approximation operators should satisfy, in addition to having certain approximation properties, also the requirement to be projections and to have a commuting diagram property. While various operators with all these desirable properties were developed for the $h$-version, optimal results in the $p$-version are missing in the literature. The present paper is devoted to the analysis of a $p$-version projection-based interpolation operator that has the optimal polynomial approximation properties under suitable regularity assumptions.

High order polynomial projection-based interpolation operators — a phrase that first appeared in [23, Sec. 3] — with the projection and commuting diagram properties have been developed by L. Demkowicz and several coworkers, [10,15–17]; a very nice and comprehensive presentation of these results can be found in [14], which will also be the basis for the present work. The projection-based interpolation operators presented in [14] are a) projections, b) have the commuting diagram property, and c) admit element-by-element construction. The last point means that the operators are defined elementwise by specifying them on the reference element and that the appropriate interelement continuity is ensured by defining the interpolant in terms of pertinent traces: for scalar functions, the projection-based interpolant interpolates at the vertices and its restriction to an edge or a face is fully determined by the restriction of the function to that edge or face; for the $H(\text{curl})$-conforming interpolant, its tangential component on an edge or face is completely determined by the tangential trace of the function on that edge or face; for the $H(\text{div})$-conforming interpolant, the normal component on a face is fully dictated by the normal component of the function on that face. Such a construction is only possible under additional regularity assumptions beyond the minimal ones (which would be $H^1$, $H(\text{curl})$ or $H(\text{div})$).

Indeed, in 3D, the construction described in [14] requires the regularity $H^{1+s}$ with $s > 1/2$ for scalar functions, $H^{s}(\text{curl})$ with $s > 1/2$ and $H^{s}(\text{div})$ with $s > 0$ for the vectorial ones. Under these regularity assumptions, it is shown in [14, Thm. 5.3] that the projection-based interpolation operator has, up to logarithmic factors, the optimal algebraic convergence properties (as $p \to \infty$), for functions with finite Sobolev regularity as measured by $s$. In the present work, we remove the logarithmic factors, i.e., we show optimal rates of convergence, under the more stringent regularity assumption $s \geq 1$ (cf. Theorem 2.10 for the case of tetrahedra and Theorem 2.13 for the case of triangles). The projection-based interpolation operator analyzed in the present work is of the type studied in [14]. Correspondingly, many tools used in [14] are also employed here, most notably, the polynomial lifting operators
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developed for tetrahedra in [18]–[20] and for the simpler case of triangles in [1]; we mention in passing that suitable polynomial lifting operators are also available for the case of the cube [11]. Another tool that [14] uses are right inverses of the gradient, curl and div operators ("Poincaré maps"). Here, we utilize a more recent and powerful variant, namely, the regularized right inverses of [12]. This breakthrough paper [12] allows for stable decompositions of functions in \( \text{H}(\text{curl}) \) and \( \text{H}(\text{div}) \) with appropriate mapping properties in scales of Sobolev spaces and is an essential component in the analysis of the \( p \)-version in \( \text{H}(\text{curl}) \), [5, 7, 24]. The distinguishing technical difference between [14] and the present work, which is responsible for the removal of the logarithmic factor, is the treatment of the non-local norms on the boundary. Non-local norms on the boundary are written in [14] (following [15]) as a sum of contributions over the boundary parts (that is, faces in 3D and edges in 2D); in finite-dimensional spaces of piecewise polynomials, this localization procedure is possible at the price of logarithmic factors. Instead of localizing a non-local norm, the approach taken here is to realize the non-local norm by interpolating between two norms related to integer order Sobolev norms, which both can be localized, i.e., written as sums of contributions over boundary parts. In turn, this requires to analyze the error of the projection-based interpolation in two norms instead of a single one. The estimate in the stronger norm is obtained by a best approximation argument as done in [14], the estimate in the weaker norm is obtained by a duality argument.

We close the introduction with some notation. The gradient operator \( \nabla \) for scalar functions \( u \) and the divergence operator \( \text{div} \) for \( \mathbb{R}^d \)-valued functions \( u \) are defined in the usual way: \( \nabla u = (\partial_{x_1} u, \ldots, \partial_{x_d} u) \) and \( \text{div} u = \sum_{i=1}^d \partial_{x_i} u_i \). For \( d = 3 \) and \( \mathbb{R}^3 \)-valued functions \( u \) the curl-operator is defined by \( \text{curl} u := (\partial_{x_2} u_3 - \partial_{x_3} u_2, -(\partial_{x_3} u_1 - \partial_{x_1} u_3), \partial_{x_1} u_2 - \partial_{x_2} u_1) \). For \( d = 2 \) we distinguish between the scalar-valued and vector-valued curl operator: for a scalar function \( u \), we define \( \text{curl} u := (\partial_{x_2} u, -\partial_{x_1} u)^T \) and for an \( \mathbb{R}^2 \)-valued function \( u \) we set \( \text{curl} u := \partial_{x_1} u_2 - \partial_{x_2} u_1 \). For Lipschitz domains \( \omega \subset \mathbb{R}^d \) \((d \in \{1,2,3\}) \) and scalar functions, we employ the usual Sobolev spaces \( H^s(\omega) \), \( s \geq 0 \), as defined, e.g., in [25]. The \( H^s(\omega) \)-seminorm, \( s \geq 0 \), will be denoted \( \| \cdot \|_{H^s(\omega)} \) and the full norm \( \| \cdot \|_{H^s(\omega)} \). The dual space of \( H^s(\omega) \), \( s \geq 0 \), is denoted \( H^{-s}(\omega) \) and equipped with the norm

\[
\|u\|_{H^{-s}(\omega)} := \sup_{v \in H^s(\omega)} \frac{(u,v)_{L^2(\omega)}}{\|v\|_{H^s(\omega)}},
\]

(1.1)

where \((\cdot, \cdot)_{L^2(\omega)}\) denotes the (extended) \( L^2(\omega) \)-scalar product. Vector-valued analogs \( H^s(\omega) \) are defined to be elements of \( H^s(\omega) \)-componentwise and also the dual norm \( \| \cdot \|_{H^{-s}(\omega)} \) is defined analogously to (1.1). We will make use of the fact that the Sobolev scales \( H^s(\omega) \) and \( H^{-s}(\omega) \) are interpolation spaces, [25].

For \( d \geq 0 \) and \( d = 3 \), we set \( H^s(\omega, \text{curl}) = \{ u \in H^s(\omega) \mid \text{curl} u \in H^s(\omega) \} \) and \( H^s(\omega, \text{div}) = \{ u \in H^s(\omega) \mid \text{div} u \in H^s(\omega) \} \); for \( d = 2 \) we have \( H^s(\omega, \text{curl}) = \{ u \in H^s(\omega) \mid \text{curl} u \in H^s(\omega) \} \). For \( s \geq 0 \), we define

\[
\|u\|_{H^{-s}(\omega, \text{curl})}^2 := \|u\|_{H^{-s}(\omega)}^2 + \|\text{curl} u\|_{H^{-s}(\omega)}^2
\]

and analogously the norms \( \|u\|_{H^{-s}(\omega, \text{div})}^2 \) and \( \|u\|_{H^{-s}(\omega, \text{curl})}^2 \). The space \( H^{1/2}(\partial \omega) \) will be understood as the trace space of \( H^1(\omega) \) and \( H^{-1/2}(\partial \omega) \) denotes its dual. The spaces \( H_0(\omega, \text{curl}) \) and \( H_0(\omega, \text{div}) \) are the subspaces of \( H(\omega, \text{curl}) := H^0(\omega, \text{curl}) \) and \( H(\omega, \text{div}) := H^0(\omega, \text{div}) \) with vanishing tangential or normal trace, defined as the closure of \( (C_0^\infty(\omega))^d \) under the norms \( \| \cdot \|_{H(\omega, \text{curl})} \) and \( \| \cdot \|_{H(\omega, \text{div})} \). \( H_0^1(\omega) \) is the subspace of \( H^1(\omega) \) of functions with vanishing trace.

2 Projection based interpolation

Throughout the paper \( \hat{K} \subset \mathbb{R}^3 \) denotes a reference tetrahedron. The sets \( \mathcal{F}(\hat{K}) \), \( \mathcal{E}(\hat{K}) \) and \( \mathcal{V}(\hat{K}) \) denote the sets of faces, edges, and vertices of \( \hat{K} \), respectively. In the two-dimensional case, we use the notation \( \hat{f} \subset \mathbb{R}^2 \) for a reference triangle, and \( \mathcal{E}(\hat{f}) \) and \( \mathcal{V}(\hat{f}) \) for the sets of edges and vertices of \( \hat{f} \). We set

\[
\hat{s} := \frac{\pi}{\omega_{\max}(\hat{f})}, \quad \pi > \omega_{\max}(\hat{f}) := \text{maximal interior angle of } \hat{f}.
\]

\( \hat{e} = (-1, 1) \subset \mathbb{R} \) denotes the reference edge. We also need the tangential trace and tangential component operators: For a sufficiently smooth function \( u \) on \( \hat{K} \) we set \( \Pi_{\hat{u}} u := (n \times u)_{|\hat{K}} \times n \) and \( \gamma_{\hat{u}} u := n \times u_{|\hat{K}} \), where \( n \) denotes the outer normal vector of \( \hat{K} \). We fix the orientation of each face \( f \in \mathcal{F}(\hat{K}) \) by defining its normal vector \( n_f \) to coincide with the (outer) normal vector of \( \hat{K} \) on \( f \). In turn, this fixes the orientation of
the boundary $\partial f$ and for each face $f \in \mathcal{F}(\hat{K})$ we will write $\Pi_{e,f}$ for the (in-plane) tangential trace on $\partial f$, i.e., for each edge $e \in \mathcal{E}(f)$ and its unit tangential vector $t_e$ (with orientation matching the orientation of $f$) we set $(\Pi_{e,f} u)|_e = u|_e \cdot t_e$ for sufficiently smooth tangential fields $u$.

We have the integration by parts formula

$$(\text{curl } u, v)_{L^2(\hat{K})} = (\text{curl } v, u)_{L^2(\hat{K})} - (\Pi_{e,f} u, \gamma_e v)_{L^2(\partial \hat{K})} \quad \forall u, v \in H^1(\hat{K}),$$

which actually extends to $u, v \in H(\mathcal{K}, \text{curl})$, \[28\], Thm. 3.29]. (In this case, the $L^2(\partial \hat{K})$-inner product is replaced with a duality pairing, which we will still denote by $(\cdot, \cdot)_{L^2(\partial \hat{K})}$.) In 2D, we have the integration by parts formula (Stokes formula)

$$\int_f \text{curl } v \cdot F = \int_f v \text{curl } F - \int_{\partial f} v F \cdot t,$$

where the boundary $\partial f$ and, therefore, tangential vectors, are oriented counterclockwise.

For each face $f \in \mathcal{F}(\hat{K})$ and $s \geq 0$ we define the Sobolev spaces $H^s(f)$ as well as $H_T(f, \text{curl})$ by identifying the face $f$ with a subset of $\mathbb{R}^2$ via an affine congruence map. The subscript $T$ indicates that tangential fields are considered. Also the spaces $H^s(e)$ on an edge $e \in \mathcal{E}(\hat{K})$ are defined by such an identification.

### 2.1 Function spaces on the reference element

For $\nu \in \{\hat{K}, \hat{f}, \hat{e}, \mathbb{R}^3, \mathbb{R}^2, \mathbb{R}\}$, we denote by $\mathcal{P}_p(\nu)$ the space of polynomials of (total) degree $p$ in $d$ variables, where $d$ is the dimension of the manifold $\nu$. For faces $f \in \mathcal{F}(\hat{K})$ or edges $e \in \mathcal{E}(\hat{K})$, we define $\mathcal{P}_p(f)$ or $\mathcal{P}_p(e)$ by identifying $f$ or $e$ with $\hat{f}$ or $\hat{e}$ via an affine map. Further polynomial spaces are defined in the following subsection.

#### 2.1.1 Spaces on the reference tetrahedron and reference triangle

On $\hat{K}$ we introduce the classical Nédélec type I and Raviart-Thomas elements of degree $p \geq 0$ (see, e.g., \[23, 28, 30\]):

$$W_p(\hat{K}) := \text{span}\{x^a | |a| \leq p\},$$

$$Q_p(\hat{K}) := \{p(x) + x \cdot q(x) | p, q \in (\mathcal{P}_p(\hat{K}))^3\},$$

$$V_p(\hat{K}) := \{p(x) + q(x)x | p \in (\mathcal{P}_p(\hat{K}))^3, q \in \mathcal{P}_p(\hat{K})\}.$$

Recall the exact sequences on the continuous level (cf., e.g., \[12\] and Lemma 6.4)

$$\mathbb{R} \xrightarrow{\text{id}} H^2(\hat{K}) \xrightarrow{\nabla} H^1(\hat{K}, \text{curl}) \xrightarrow{\text{curl}} H^1(\hat{K}, \text{div}) \xrightarrow{\text{div}} H^1(\hat{K}) \xrightarrow{0} \{0\}$$

and on the discrete level (see, e.g., \[14\], (57))

$$\mathbb{R} \xrightarrow{\text{id}} W_{p+1}(\hat{K}) \xrightarrow{\nabla} Q_p(\hat{K}) \xrightarrow{\text{curl}} V_p(\hat{K}) \xrightarrow{\text{div}} W_p(\hat{K}) \xrightarrow{0} \{0\}.$$

In this paper, we present projection operators $\Pi_{p+1}^{\text{grad},3d}$, $\Pi_p^{\text{curl},3d}$, $\Pi_p^{\text{div},3d}$, $\Pi_p^{L^2}$ that enjoy the commuting diagram property

$$\mathbb{R} \xrightarrow{\text{id}} H^2(\hat{K}) \xrightarrow{\nabla} H^1(\hat{K}, \text{curl}) \xrightarrow{\text{curl}} H^1(\hat{K}, \text{div}) \xrightarrow{\text{div}} H^1(\hat{K}) \xrightarrow{0} \{0\}$$

$$\Pi_{p+1}^{\text{grad},3d} \downarrow \Pi_p^{\text{curl},3d} \downarrow \Pi_p^{\text{div},3d} \downarrow \Pi_p^{L^2}$$

$$\mathbb{R} \xrightarrow{\text{id}} W_{p+1}(\hat{K}) \xrightarrow{\nabla} Q_p(\hat{K}) \xrightarrow{\text{curl}} V_p(\hat{K}) \xrightarrow{\text{div}} W_p(\hat{K}) \xrightarrow{0} \{0\}.$$

In the two-dimensional setting, the Nédélec type I elements are defined by

$$Q_p(\hat{f}) := \{p(x) + q(x)(y, -x)^T | p \in (\mathcal{P}_p(\hat{f}))^2, q \in \mathcal{P}_p(\hat{f})\},$$

where $\mathcal{P}_p(\hat{f})$ denotes the homogeneous polynomials of degree $p$. Here we have shorter exact sequences of the forms (cf., e.g., \[12\] and Lemma 5.5)

$$\mathbb{R} \xrightarrow{\text{id}} H^{3/2}(\hat{f}) \xrightarrow{\nabla} H^{1/2}(\hat{f}, \text{curl}) \xrightarrow{\text{curl}} H^{1/2}(\hat{f}) \xrightarrow{0} \{0\}$$
on the continuous level and
\[\mathbb{R} \xrightarrow{id} W_{p+1}(\hat{f}) \xrightarrow{\nabla} \mathcal{Q}_p(\hat{f}) \xrightarrow{\text{curl}} W_p(\hat{f}) \xrightarrow{0} \{0\}\] (2.12)
on the discrete level (see, e.g., [14 (30)]). We present projection operators \(\hat{n}^{\text{grad},2d}_p\), \(\hat{n}^{\text{curl},2d}_p\), \(\hat{n}^2_p\) that satisfy the commuting diagram property
\[\mathbb{R} \xrightarrow{id} H^{3/2}(\hat{f}) \xrightarrow{\nabla} H^{1/2}(\hat{f},\text{curl}) \xrightarrow{\text{curl}} H^{1/2}(\hat{f}) \xrightarrow{0} \{0\}\] (2.13)

2.1.2 Trace spaces on the boundary
We will need the traces of the spaces \(W_{p+1}(\hat{K})\), \(\mathcal{Q}_p(\hat{K})\) and \(V_p(\hat{K})\) on various parts of the boundary. For faces \(f \in \mathcal{F}(\hat{K})\) the corresponding spaces are defined by trace operations:
\[W_{p+1}(f) := W_{p+1}(\hat{K})|_f, \quad \mathcal{Q}_p(f) := (\Pi_\tau \mathcal{Q}_p(\hat{K}))(f), \quad V_p(f) := V_p(\hat{K}) \cdot n_f,\]
where \(\Pi_\tau\) is the tangential component and \(n_f\) the outer normal vector of \(f\). These trace spaces are well-known objects: Identifying a face \(f\) with the reference triangle \(\hat{f}\) via an affine bijection, the space \(W_{p+1}(f)\) is isomorphic to the space \(\mathcal{P}_{p+1}(\mathbb{R}^2)\) of bivariate polynomials of (total) degree \(p+1\); the space \(\mathcal{Q}_p(f)\) turns out to be the space of type-I Nédélec elements on triangles; \(V_p(f)\) is isomorphic to the space \(\mathcal{P}_p(\mathbb{R}^2)\). Lowering the dimension even further, we introduce for each edge \(e \in \mathcal{E}(\hat{K})\) the spaces
\[W_{p+1}(e) := W_{p+1}(\hat{K})|_e, \quad \mathcal{Q}_p(e) := \mathcal{Q}_p(\hat{K}) \cdot t_e,\]
where \(t_e\) is the tangential vector of the edge \(e\). Similar to the case of the faces, the space \(W_{p+1}(e)\) can be identified with the univariate polynomials of degree \(p+1\) and \(\mathcal{Q}_p(e)\) with the univariate polynomials of degree \(p\). We will require spaces of functions vanishing on the boundary in the appropriate sense and set
\[\hat{W}_{p+1}(\hat{K}) := W_{p+1}(\hat{K}) \cap H^1_0(\hat{K}), \quad \hat{\mathcal{Q}}_p(\hat{K}) := \{u \in \mathcal{Q}_p(\hat{K}) | \Pi_\tau u = 0\}, \quad \hat{V}_p(\hat{K}) := \{u \in V_p(\hat{K}) | \int_{\hat{K}} u = 0\}, \quad \hat{W}_{p_{\text{aver}}}(\hat{K}) := \{u \in W_{p+1}(\hat{K}) | \int_{\hat{K}} u = 0\}.\]
Corresponding spaces on lower-dimensional manifolds are defined as follows:
\[\hat{W}_{p+1}(f) := W_{p+1}(f) \cap H^1(f), \quad \hat{\mathcal{Q}}_p(f) := \{u \in \mathcal{Q}_p(f) | \Pi_\tau u = 0\}, \quad \hat{V}_p(f) := \{u \in V_p(f) | \int_{\hat{f}} u = 0\}.\]
Finally, we set for edges \(e \in \mathcal{E}(\hat{K})\)
\[\hat{W}_{p+1}(e) := W_{p+1}(e) \cap H^1(e), \quad \hat{\mathcal{Q}}_p(e) := \{u \in \mathcal{Q}_p(e) | \int_e u = 0\}.\]
By [23 eq. (4.16)] (actually, [23] uses the tangential trace operator \(\gamma_\tau\) instead of \(\Pi_\tau\) in the definition of the spaces \(\mathcal{Q}_p(f)\) and correspondingly identifies the space \(\mathcal{Q}_p(f)\) with a Raviart-Thomas space instead of a Nédélec space) or [16] we have the following diagrams for \(\hat{K}\), its faces \(f \in \mathcal{F}(\hat{K})\), and edges \(e \in \mathcal{E}(\hat{K})\)
\[\begin{align*}
\{0\} & \xrightarrow{id} W_{p+1}(\hat{K}) \xrightarrow{\nabla} \hat{\mathcal{Q}}_p(\hat{K}) \xrightarrow{\text{curl}} \hat{V}_p(\hat{K}) \xrightarrow{\text{div}} \hat{W}_{p_{\text{aver}}}(\hat{K}) \xrightarrow{0} \{0\} \\
\{0\} & \xrightarrow{id} \hat{W}_{p+1}(f) \xrightarrow{\nabla} \hat{\mathcal{Q}}_p(f) \xrightarrow{\text{curl}} \hat{V}_p(f) \xrightarrow{0} \{0\} \\
\{0\} & \xrightarrow{id} \hat{W}_{p+1}(e) \xrightarrow{\nabla} \hat{\mathcal{Q}}_p(e) \xrightarrow{0} \{0\}
\end{align*}\] (2.14)
In this diagram (and in what follows), the operators \(\nabla_f, \nabla_e\) represent surface gradients on a face \(f\) and tangential differentiation on an edge \(e\), respectively. The operator \(\text{curl}_f\) is the surface curl on face \(f\). (Recall
that the orientation of \( f \) has been fixed to match that of \( \partial \hat{K} \).) For the reference triangle \( \hat{f} \) we set
\[
\begin{align*}
W_{p+1}(\hat{f}) & := W_{p+1}(\hat{f}) \cap H_0^1(\hat{f}), \\
\tilde{Q}_p(\hat{f}) & := \{ u \in Q_p(\hat{f}) \mid u \cdot t_e = 0 \ \forall e \in E(\hat{f}) \}, \\
\tilde{V}_p(\hat{f}) & := \{ u \in V_p(\hat{f}) \mid \int_{\hat{f}} u = 0 \}.
\end{align*}
\]
One again looks at shortened sequences, namely, \([14] (33)\),
\[
\begin{align}
(0) & \xrightarrow{\text{Id}} W_{p+1}(\hat{f}) \xrightarrow{\nabla} \tilde{Q}_p(\hat{f}) \xrightarrow{\text{curl}} \tilde{V}_p(\hat{f}) \xrightarrow{0} (0) \\
(0) & \xrightarrow{\text{Id}} W_{p+1}(e) \xrightarrow{\nabla_e} \tilde{Q}_p(e) \xrightarrow{0} (0)
\end{align}
\]\tag{2.15}

2.2 Definition of the operators \( \hat{\Pi}_{p+1}^{\text{grad,3d}}, \hat{\Pi}_p^{\text{curl,3d}}, \hat{\Pi}_p^{\text{div,3d}} \)

The definition of the operators \( \hat{\Pi}_{p+1}^{\text{grad,3d}}, \hat{\Pi}_p^{\text{curl,3d}}, \hat{\Pi}_p^{\text{div,3d}} \) is very similar to the definition in [14][16], the difference being that we perform all projections using \( L^2 \)-based inner products whereas [14][16] employs inner products for fractional Sobolev spaces.

The interpolants may be thought of as being defined through a sequence of constrained optimizations in which the value on a \( j + 1 \)-dimensional boundary subsimplex \( S \) is determined as the solution of a minimization problem where the values on the \( j \)-dimensional boundary subsimplices of \( S \) have already been fixed. For example, the operator \( \hat{\Pi}_p^{\text{grad,3d}} \) starts with fixing the vertex values, then determines the value on all edges, then on all faces, and finally in the interior of \( \hat{K} \).

We refer the reader to Section 3 for the proof that the regularity requirements on the functions \( u, \bar{u} \) in the following definitions are indeed sufficient to render Definitions 2.1, 2.3 meaningful.

2.2.1 The operators in 3D

In the following definition of \( \hat{\Pi}_{p+1}^{\text{grad,3d}} \) we can interpret the sequence of conditions as first fixing the values in the vertices in (2.16a), then on the edges by (2.16b), then on the faces by (2.16c), and finally in the interior by (2.16d):

Definition 2.1 \( \hat{\Pi}_{p+1}^{\text{grad,3d}} \), \( \hat{\Pi}_p^{\text{grad,3d}} : H^2(\hat{K}) \to W_{p+1}(\hat{K}) \) is given by
\[
\begin{align}
& u(V) - \hat{\Pi}_{p+1}^{\text{grad,3d}} u(V) = 0 \ \forall V \in V(\hat{K}), \\
& (\nabla_e(u - \hat{\Pi}_p^{\text{grad,3d}} u), \nabla_v \varepsilon)_{L^2(\hat{e})} = 0 \ \forall v \in W_{p+1}(e) \ \forall e \in E(\hat{K}), \\
& (\nabla_f(u - \hat{\Pi}_p^{\text{grad,3d}} u), \nabla_v \varepsilon)_{L^2(\hat{f})} = 0 \ \forall v \in W_{p+1}(f) \ \forall f \in F(\hat{K}), \\
& (\nabla(u - \hat{\Pi}_p^{\text{grad,3d}} u), \nabla \varepsilon)_{L^2(\hat{K})} = 0 \ \forall \varepsilon \in W_{p+1}(\hat{K}).
\end{align}
\]\tag{2.16a} \tag{2.16b} \tag{2.16c} \tag{2.16d}

In the following definition of \( \hat{\Pi}_p^{\text{curl,3d}} \) we can interpret the sequence of conditions as fixing the interpolant first on the edges by (2.17a), (2.17b); then on the faces by (2.17c), (2.17d); and finally in the interior by (2.17a), (2.17d).

Definition 2.2 \( \hat{\Pi}_p^{\text{curl,3d}} \), \( \hat{\Pi}_p^{\text{curl,3d}} : H^1(\hat{K}, \text{curl}) \to Q_p(\hat{K}) \) is given by
\[
\begin{align}
& (t_e \cdot (u - \hat{\Pi}_p^{\text{curl,3d}} u), 1)_{L^2(\hat{e})} = 0 \ \forall e \in E(\hat{K}), \\
& (t_e \cdot (u - \hat{\Pi}_p^{\text{curl,3d}} u), \nabla_e \varepsilon)_{L^2(\hat{e})} = 0 \ \forall \varepsilon \in W_{p+1}(e) \ \forall e \in E(\hat{K}), \\
& (\Pi_e(u - \hat{\Pi}_p^{\text{curl,3d}} u), \nabla_f \varepsilon)_{L^2(\hat{f})} = 0 \ \forall \varepsilon \in W_{p+1}(f) \ \forall f \in F(\hat{K}), \\
& (\text{curl}_f \Pi_e(u - \hat{\Pi}_p^{\text{curl,3d}} u), \text{curl}_f \varepsilon)_{L^2(\hat{f})} = 0 \ \forall \varepsilon \in Q_p(\hat{f}) \ \forall f \in F(\hat{K}), \\
& ((u - \hat{\Pi}_p^{\text{curl,3d}} u), \text{curl} \varepsilon)_{L^2(\hat{K})} = 0 \ \forall \varepsilon \in W_{p+1}(\hat{K}), \\
& ((u - \hat{\Pi}_p^{\text{curl,3d}} u), \text{curl} v)_{L^2(\hat{K})} = 0 \ \forall v \in Q_p(\hat{K}).
\end{align}
\]\tag{2.17a} \tag{2.17b} \tag{2.17c} \tag{2.17d} \tag{2.17e} \tag{2.17f}

In the following definition of \( \hat{\Pi}_p^{\text{div,3d}} \) we can interpret the sequence of conditions as fixing the interpolant first on the faces by (2.18a), (2.18b) and then in the interior by (2.18c), (2.18d).
Definition 2.3 \((\hat{\Pi}_p^{\text{div},3d})\), \(\hat{\Pi}_p^{\text{div},3d} : H^{1/2}(\hat{K}, \text{div}) \to V_p(\hat{K})\) is given by

\[
(u - \hat{\Pi}_p^{\text{div},3d} u, v)_{L^2(\hat{K})} = 0 \quad \forall v \in V_p(\hat{K}).
\]

(2.18a)

(2.18b)

(2.18c)

(2.18d)

Definition 2.4 \((\hat{\Pi}_p^{L^2})\), \(\hat{\Pi}_p^{L^2} : L^2(\hat{K}) \to W_p(\hat{K})\) is given by

\[
(u - \hat{\Pi}_p^{L^2} u, v)_{L^2(\hat{K})} = 0 \quad \forall v \in W_p(\hat{K}).
\]

(2.19)

2.2.2 The operators in 2D

For the reference triangle \(\hat{f}\), the 2D operators are defined as follows:

Definition 2.5 \((\hat{\Pi}_p^{\text{grad},2d})\), \(\hat{\Pi}_p^{\text{grad},2d} : H^{3/2}(\hat{f}) \to W_{p+1}(\hat{f})\) is given by

\[
u(V) - \hat{\Pi}_p^{\text{grad},2d} u(V) = 0 \quad \forall V \in \mathcal{V}(\hat{f}),
\]

(2.20a)

\[
(\nabla_e(u - \hat{\Pi}_p^{\text{grad},2d} u), \nabla_e v)_{L^2(e)} = 0 \quad \forall e \in \hat{E}(\hat{f}),
\]

(2.20b)

\[
(\nabla_e(u - \hat{\Pi}_p^{\text{grad},2d} u), \nabla e v)_{L^2(\hat{f})} = 0 \quad \forall e \in \hat{E}(\hat{f}).
\]

(2.20c)

Definition 2.6 \((\hat{\Pi}_p^{\text{curl},2d})\), \(\hat{\Pi}_p^{\text{curl},2d} : H^{1/2}(\hat{f}, \text{curl}) \to Q_p(\hat{f})\) is given by

\[
(t_e \cdot (u - \hat{\Pi}_p^{\text{curl},2d} u), 1)_{L^2(e)} = 0 \quad \forall e \in \hat{E}(\hat{f}),
\]

(2.21a)

\[
(t_e \cdot (u - \hat{\Pi}_p^{\text{curl},2d} u), \nabla_e v)_{L^2(e)} = 0 \quad \forall v \in \hat{W}_{p+1}(e)
\]

(2.21b)

\[
((u - \hat{\Pi}_p^{\text{curl},2d} u), \nabla e v)_{L^2(\hat{f})} = 0 \quad \forall v \in \hat{Q}_p(\hat{f}).
\]

(2.21c)

Definition 2.7 \((\hat{\Pi}_p^{L^2})\). The operator \(\hat{\Pi}_p^{L^2} : L^2(\hat{f}) \to W_p(\hat{f})\) is defined by

\[
(u - \hat{\Pi}_p^{L^2} u, v)_{L^2(\hat{f})} = 0 \quad \forall v \in W_p(\hat{f}).
\]

(2.22)

Remark 2.8 (relation of 2D and 3D). Up to identifying a face \(f \in \mathcal{F}(\hat{K})\) with a reference triangle \(\hat{f} \subset \mathbb{R}^2\) via an affine congruence map, the 2D operators \(\hat{\Pi}_p^{\text{grad},2d}, \hat{\Pi}_p^{\text{curl},2d}\) coincide with the restrictions to the face \(f\) of \(\hat{\Pi}_p^{\text{grad},3d}, \hat{\Pi}_p^{\text{curl},3d}\).

The above defined projection-based interpolation operators have the special feature that the trace of the interpolant on a \(j\)-dimensional subsimplex of \(\hat{K}\) is fully determined by the trace on the subsimplex of the function \(u\). This observation implies that the above operators admit so-called “element-by-element” constructions:

Remark 2.9. As described in more detail in [28, Sec. 8], the operators \(\hat{\Pi}_p^{\text{grad},3d}, \hat{\Pi}_p^{\text{curl},3d}, \hat{\Pi}_p^{\text{div},3d}, \hat{\Pi}_p^{L^2}\) admit element-by-element constructions. That is, given a regular triangulation \(\mathcal{T}\), one can construct operators \(\hat{\Pi}_p^{\text{grad},1}, \hat{\Pi}_p^{\text{curl}}, \hat{\Pi}_p^{\text{div}}, \hat{\Pi}_p^{L^2}\), which are defined elementwise using the operators \(\hat{\Pi}_p^{\text{grad},3d}, \hat{\Pi}_p^{\text{curl},3d}, \hat{\Pi}_p^{\text{div},3d}, \hat{\Pi}_p^{L^2}\), that map into the standard spaces of piecewise polynomials \(W_{p+1}(\mathcal{T})\), Nédélec spaces \(Q_p(\mathcal{T})\), or Raviart-Thomas spaces \(V_p(\mathcal{T})\). These operators are linear projection operators and, for smooth \(\partial \Omega\), enjoy the commuting diagram property

\[
\begin{array}{cccccc}
\mathbb{R} & \xrightarrow{\text{id}} & H^2(\Omega) & \xrightarrow{\nabla} & H^1(\Omega, \text{curl}) & \xrightarrow{\text{curl}} & H^1(\Omega, \text{div}) & \xrightarrow{\text{div}} & H^1(\Omega) & \xrightarrow{0} & \{0\} \\
\downarrow \hat{\Pi}_p^{\text{grad},1} & & \downarrow \hat{\Pi}_p^{\text{curl}} & & \downarrow \hat{\Pi}_p^{\text{div}} & & \downarrow \hat{\Pi}_p^{L^2} & & & & \\
\mathbb{R} & \xrightarrow{\text{id}} & W_{p+1}(\mathcal{T}) & \xrightarrow{\nabla} & Q_p(\mathcal{T}) & \xrightarrow{\text{curl}} & V_p(\mathcal{T}) & \xrightarrow{\text{div}} & W_p(\mathcal{T}) & \xrightarrow{0} & \{0\}
\end{array}
\]

This is a direct consequence of Theorem 2.4 [28] and the fact that the operators are constructed element by element. An analogous statement about element-by-element constructions holds for meshes in 2d.
2.3 Main results

The following Theorems\textsuperscript{2.10} \textsuperscript{2.13} are our main results.

**Theorem 2.10** (Projection-based interpolation in 3D). Assume that all interior angles of the 4 faces of the reference tetrahedron $\hat{K}$ are smaller than $2\pi/3$. Then there are constants $C_s, C_{s,k}$ (depending only on $s$, $k$, and $\hat{K}$) such that:

(i) The operators $\Pi_{p+1}^{\text{grad,3d}}, \Pi_p^{\text{curl,3d}}, \Pi_p^{\text{div,3d}}, \hat{\Pi}_p^{L^2}$ are well-defined, projections, and the diagram \textsuperscript{2.5.4} commutes.

(ii) For all $\varphi \in H^2(\hat{K})$ there holds

$$||\varphi - \Pi_{p+1}^{\text{grad,3d}} \varphi||_{H^{1-s}(\hat{K})} \leq C_s p^{-(1+s)} \inf_{v \in W_{p+1}(\hat{K})} ||\varphi - v||_{H^2(\hat{K})}, \quad s \in [0, 1],$$

$$||\nabla(\varphi - \Pi_{p+1}^{\text{grad,3d}} \varphi)||_{H^{-s}(\hat{K})} \leq C_s p^{-(1+s)} \inf_{v \in W_{p+1}(\hat{K})} ||\varphi - v||_{H^2(\hat{K})}, \quad s \in [0, 1].$$

(iii) For all $u \in H^1(\hat{K}, \text{curl})$ there holds

$$||u - \Pi_p^{\text{curl,3d}} u||_{H^{-s}(\hat{K}, \text{curl})} \leq C_s p^{-(1+s)} \inf_{v \in Q_p(\hat{K})} ||u - v||_{H^1(\hat{K}, \text{curl})}, \quad s \in [0, 1].$$

(iv) For all $k \geq 1$ and all $u \in H^k(\hat{K})$ with $\text{curl} u \in V_p(\hat{K}) \supset (P_p(\hat{K}))^3$ there holds

$$||u - \Pi_p^{\text{curl,3d}} u||_{H^{s}(\hat{K}, \text{curl})} \leq C_{s,k} p^{-(k+s)} ||u||_{H^k(\hat{K})}, \quad s \in [0, 1]. \quad (2.23)$$

If $p \geq k - 1$, then $||u||_{H^k(\hat{K})}$ can be replaced with the seminorm $||u||_{H^k(\hat{K})}^\ast$.

(v) For all $u \in H^{1/2}(\hat{K}, \text{div})$ there holds

$$||u - \hat{\Pi}^{\text{div,3d}}_p u||_{H^{-s}(\hat{K}, \text{div})} \leq C_s p^{-(1/2+s)} \inf_{v \in V_p(\hat{K})} ||u - v||_{H^{1/2}(\hat{K}, \text{div})}, \quad s \in [0, 1].$$

(vi) For all $k \geq 1$ and all $u \in H^k(\hat{K})$ with $\text{div} u \in P_p(\hat{K})$ there holds

$$||u - \hat{\Pi}^{\text{div,3d}}_p u||_{H^{-s}(\hat{K}, \text{div})} \leq C_{s,k} p^{-(k+s)} ||u||_{H^k(\hat{K})}, \quad s \in [0, 1]. \quad (2.24)$$

If $p \geq k - 1$, then $||u||_{H^k(\hat{K})}$ can be replaced with the seminorm $||u||_{H^k(\hat{K})}^\ast$.

**Remark 2.11** (arbitrary reference tetrahedra $\hat{K}$). Inspection of the proof of Theorem\textsuperscript{2.10} shows that the following holds, if the condition on the angles of the faces of $\hat{K}$ are dropped: Items (i), (iii) still hold and items (ii), (iv), (v), (vi) hold for $s \in [0, s')$ where $s' > 0$ depends on the angles of the faces of $\hat{K}$. In particular, the choice $s = 0$ is always admissible.

**Proof (of Theorem 2.10).** Item (i) is shown in Lemmas\textsuperscript{3.14} \textsuperscript{3.25} and Theorem\textsuperscript{3.35}. For (ii) see Theorem\textsuperscript{6.10}. Item (iii) is shown in Theorem\textsuperscript{6.14} and (vi) in Lemma\textsuperscript{6.15}. Statement (v) is given in Theorem\textsuperscript{6.19} and (vi) in Lemma\textsuperscript{6.20}.

The projection property of the operators $\hat{\Pi}_{p+1}^{\text{grad,3d}}, \hat{\Pi}_p^{\text{curl,3d}}, \hat{\Pi}_p^{\text{div,3d}}$ together with the best approximation property of Lemma\textsuperscript{4.11} implies:

**Corollary 2.12.** Assume that all interior angles of the 4 faces of $\hat{K}$ are smaller than $2\pi/3$. For $k \geq 1$ and $s \in [0, 1]$ there are constants $C_{s,k}$ depending only on $k$, $s$, and the choice of $\hat{K}$ such that

$$||\varphi - \hat{\Pi}_{p+1}^{\text{grad,3d}} \varphi||_{H^{1-s}(\hat{K})} \leq C_{s,k} p^{-(k+s)} ||\varphi||_{H^{k+1}(\hat{K})}, \quad (2.25)$$

$$||u - \hat{\Pi}_p^{\text{curl,3d}} u||_{H^{-s}(\hat{K}, \text{curl})} \leq C_{s,k} p^{-(k+s)} ||u||_{H^k(\hat{K}, \text{curl})}, \quad (2.26)$$

$$||u - \hat{\Pi}_p^{\text{div,3d}} u||_{H^{-s}(\hat{K}, \text{div})} \leq C_{s,k} p^{-(k+s)} ||u||_{H^k(\hat{K}, \text{div})}. \quad (2.27)$$
Proof. The estimate (2.23) follows directly from Theorem 2.10 and the best approximation result Lemma 5.1.

For the proof of the estimate (2.24) we write, with Lemma 6.5, $u = \nabla \varphi + z$ with $\|\varphi\|_{H^{k+1}(\tilde{K})} \lesssim \|u\|_{H^k(\tilde{K},\text{curl})}$ and $\|z\|_{H^{k+1}(\tilde{K})} \lesssim \|\text{curl} u\|_{H^k(\tilde{K})}$. From Theorem 2.10 and Lemma 5.1 we infer

$$\| u - \Pi_p^{\text{curl}, 2d} u \|_{H^{s-1}(\tilde{K},\text{curl})} \lesssim p^{-(1+s)} \inf_{q \in Q_p(\tilde{K})} \| \nabla \varphi + z - (\nabla v + q) \|_{H^{s}(\tilde{K},\text{curl})}.$$

The bound (2.27) is shown similarly using for $u \in H^k(\tilde{K},\text{div})$ the decomposition $u = \text{curl} \varphi + z$ with $\|\varphi\|_{H^{k+1}(\tilde{K})} \lesssim \|u\|_{H^k(\tilde{K},\text{div})}$ and $\|z\|_{H^{k+1}(\tilde{K})} \lesssim \|\text{div} u\|_{H^k(\tilde{K})}$ of Lemma 5.7 and arguing with Theorem 2.10 and Lemma 5.1 to get

$$\| u - \Pi_p^{\text{div}, 3d} u \|_{H^{-s}(\tilde{K},\text{div})} \lesssim p^{-(1/2+s)} \inf_{q \in Q_p(\tilde{K}), v \in V_p(\tilde{K})} \| \text{curl} \varphi + z - (\text{curl} q + v) \|_{H^{1/2}(\tilde{K},\text{div})}.$$

The following corollary is the two-dimensional analog of Corollary 2.12:

Theorem 2.13 (Projection-based interpolation in 2D). For a reference triangle $\tilde{f} \subset \mathbb{R}^2$ with $\tilde{s}$ given by (2.1) there are constants $C_{s,k}$ depending only on $s$, $k$, and the choice of $\tilde{f}$ such that the following holds:

(i) The operators $\Pi_p^{\text{grad}, 2d}$, $\Pi_p^{\text{curl}, 2d}$, $\Pi_p^{L^2}$ are well-defined, projections, and the diagram (2.13) commutes.

(ii) For all $\varphi \in H^{3/2}(\tilde{f})$ there holds

$$\| \varphi - \Pi_p^{\text{grad}, 2d} \varphi \|_{H^{1-s}(\tilde{f})} \leq C_{s,k} p^{-(1/2+s)} \inf_{v \in W_{p+1}(\tilde{f})} \| \varphi - v \|_{H^{3/2}(\tilde{f})}, \quad s \in [0,1],$$

$$\| \varphi - \Pi_p^{\text{grad}, 2d} \varphi \|_{H^{1-s}(\tilde{f})} \leq C_{s,k} p^{-(1/2+s)} \inf_{v \in W_{p+1}(\tilde{f})} \| \varphi - v \|_{H^{3/2}(\tilde{f})}, \quad s \in [1,\tilde{s}),$$

$$\| \nabla (\varphi - \Pi_p^{\text{grad}, 2d} \varphi) \|_{H^{-s}(\tilde{f})} \leq C_{s,k} p^{-(1/2+s)} \inf_{v \in W_{p+1}(\tilde{f})} \| \varphi - v \|_{H^{3/2}(\tilde{f})}, \quad s \in [0,\tilde{s}).$$

(iii) For all $u \in H^{1/2}(\tilde{f},\text{curl})$ there holds

$$\| u - \Pi_p^{\text{curl}, 2d} u \|_{H^{s-1}(\tilde{f},\text{curl})} \leq C_{s,k} p^{-(1/2+s)} \inf_{q \in Q_p(\tilde{f})} \| u - v \|_{H^{1/2}(\tilde{f},\text{curl})}, \quad s \in [0,\tilde{s}).$$

(iv) For all $k \geq 1$ and all $u \in H^k(\tilde{f})$ with curl $u \in P_p(\tilde{f})$ there holds

$$\| u - \Pi_p^{\text{curl}, 2d} u \|_{H^{s-1}(\tilde{f},\text{curl})} \leq C_{s,k} p^{-(k+s)} \| u \|_{H^k(\tilde{f})}, \quad s \in [0,\tilde{s}). \quad (2.28)$$

If $p \geq k - 1$, then $\| u \|_{H^k(\tilde{f})}$ can be replaced with the seminorm $\| u \|_{H^k(\tilde{f})}^\parallel$. 

Proof. The proof of (i) follows by arguments very similar to those given in (13) and the arguments for the 3D case that are worked out in Section 2 below. Item (ii) is shown in Theorem 5.9 and item (iii) in Lemma 5.13.

For (iv), see Lemma 5.14.

The following corollary is the two-dimensional analog of Corollary 2.12.
Corollary 2.14. For $k \geq 1$,
\begin{align}
||\varphi - \hat{\Pi}^{\text{grad},2d}_{p+1} \varphi||_{H^{k+1}(f)} & \leq C_{k} \|\varphi\|_{H^{k+1}(f)}, \quad s \in [0,1], \\
\|\varphi - \hat{\Pi}^{\text{grad},2d}_{p+1} \varphi\|_{H^{k+1}(f)} & \leq C_{k} \|\varphi\|_{H^{k+1}(f)}, \quad s \in [1,5], \\
\|u - \hat{\Pi}^{\text{curl}}_{p} \|_{H^{k+1}(f)} & \leq C_{k} \|\varphi\|_{H^{k+1}(f)}, \quad s \in [0,5].
\end{align}

Proof. The proof follows as in Corollary 2.12 relying on Lemma 5.10 for (2.31).

3 Well-definedness of the projection operators and commuting diagram property

We show that the operators introduced in Section 2.2 are well-defined. The arguments are mostly well-established and included for completeness’ sake.

Lemma 3.1. For $u \in H^{2}(\hat{K})$ there holds $u_{e} \in H^{1}(e)$ for each $e \in E(\hat{K})$ and $\|u\|_{H^{1}(e)} \lesssim \|u\|_{H^{2}(\hat{K})}$. The operator $\hat{\Pi}^{\text{grad},3d}_{p+1}$ is well-defined.

Proof. We claim that for $u \in H^{2}(\hat{K})$ one has $u_{e} \in H^{1}(e)$ for each edge $e \in E(\hat{K})$. This follows from the trace theorem: a two-fold trace estimate (from $\hat{K}$ to the faces and then from the faces to the edges) shows that the trace operator maps $H^{2+\varepsilon}(\hat{K}) \to H^{1+\varepsilon}(e)$ for sufficiently small $\varepsilon > 0$ and $\varepsilon < 0$. Interpolation then asserts $H^{2}(\hat{K}) \to H^{1}(e)$. For the well-definedness of $\hat{\Pi}^{\text{grad},3d}_{p+1}$, we first see that (2.15) represents a square linear system: We have $\dim W_{p+1}(\hat{K}) = \frac{1}{2}(p+4)(p+3)(p+2)$ and the number of conditions is $\frac{1}{2}p(p-1)(p-2) + 4\frac{(p-3)(p-2)}{2} + 6p + 4 = \dim W_{p+1}(\hat{K})$. Next, we show uniqueness. For $u = 0$ condition (2.16a) shows $\hat{\Pi}^{\text{grad},3d}_{p+1}u(V) = 0$ for all vertices $V \in V(\hat{K})$. The conditions (2.16b) then imply that $\hat{\Pi}^{\text{grad},3d}_{p+1}u = 0$ on all edges of $\hat{K}$; next (2.16c) leads to $\hat{\Pi}^{\text{grad},3d}_{p+1}u = 0$ vanishing on all faces of $\hat{K}$ and finally (2.16d) shows $\hat{\Pi}^{\text{grad},3d}_{p+1}u = 0$. Thus, $\hat{\Pi}^{\text{grad},3d}_{p+1}$ is well-defined.

Lemma 3.2. For $u \in H^{1}(\hat{K},\text{curl})$ there holds $u \cdot t_{e} \in L^{2}(e)$ for each edge $e \in E(\hat{K})$ and $\|u \cdot t_{e}\|_{L^{2}(e)} \lesssim \|u\|_{H^{1}(\hat{K},\text{curl})}$. The operator $\hat{\Pi}^{\text{curl},3d}_{p}$ is well-defined.

Proof. For $u \in H^{1}(\hat{K},\text{curl})$ the trace theorem gives, for each face $f$, $\Pi_{p}u \in H^{1/2}(f,\text{curl}_{f})$. The argument at the outset of the proof of Lemma 5.12 shows $\Pi_{p}u \in L^{2}(e)$. To see that $\hat{\Pi}^{\text{curl},3d}_{p}$ is well-defined, we assert that (2.17) represents a square linear system and that $u = 0$ implies $\hat{\Pi}^{\text{curl},3d}_{p}u = 0$. In order to count the number of conditions in (2.17) we introduce the notation $\text{curl} = \{q \in Q_{p}(\hat{K}) : \text{curl} q = 0\}$, and observe in view of the exactness of the sequence (2.13) that
\[
\dim \hat{Q}(\hat{K}) = \dim \text{curl} \hat{Q}(\hat{K}) + \dim \ker \text{curl} = \dim \text{curl} \hat{Q}(\hat{K}) + \dim \nabla W_{p+1}(\hat{K}).
\]
Therefore, the number of conditions in (2.17c), (2.17d) equals $\dim Q_{p}(\hat{K})$. Analogously, we argue with the exactness of the second sequence in (2.14) that for each face $f \in F(\hat{K})$ the number of conditions in (2.17c), (2.17d) equals $\dim Q_{p}(f)$. Finally, we check that for each face $e \in E(\hat{K})$ the number of conditions in (2.17b) is $p$ and that the number of conditions in (2.17a) equals 6. In total, the number of conditions in (2.17) coincides with $\dim Q_{p}(\hat{K})$. We conclude that (2.17) represents a square system of equations. As in the case of Lemma 3.1 see that $u = 0$ implies $\hat{\Pi}^{\text{curl},3d}_{p}u = 0$ in the following way: (2.17a) imply that the tangential component of $\hat{\Pi}^{\text{curl},3d}_{p}u$ vanishes on all edges of $\hat{K}$. From that, (2.17c), (2.17d) together with the exact sequence property (2.15) gives that the tangential component $\Pi_{p} \hat{\Pi}^{\text{curl},3d}_{p}u$ vanishes on all faces of $\hat{K}$. Finally, (2.17c), (2.17d) together with again the exact sequence property (2.15) yields $\hat{\Pi}^{\text{curl},3d}_{p}u = 0$.

Lemma 3.3. For $u \in H^{1/2}(\hat{K},\text{div})$ there holds $u \cdot n_{f} \in L^{2}(f)$ for each face $f \in F(\hat{K})$ and $\|u \cdot n_{f}\|_{L^{2}(f)} \lesssim \|u\|_{H^{1/2}(\hat{K},\text{div})}$. The operator $\hat{\Pi}^{\text{div},3d}_{p}$ is well-defined.
Proof. We first show that for \( u \in H^{1/2}(\tilde{K}) \) the normal trace \( n_f \cdot u \in L^2(f) \) for each face \( f \). To that end, we write with the aid of Lemma 6.7 \( u = \nabla \varphi + z \) with \( \varphi, z \in H^{3/2}(\tilde{K}) \). We have \( n_f \cdot z \in H^1(f) \). Noting \( \varphi_f \in H^1(f) \) (cf. also the proof of Lemma 3.4) and \( (n_f \cdot \nabla \varphi)_f = \nabla(\Pi_f \varphi)_f \), we conclude that \( (n_f \cdot \nabla \varphi)_f \in L^2(f) \). To see that \( \Pi_f^{p,3d} \) is well-defined, we check the number of conditions in (2.18) and show uniqueness. In view of the exactness of the sequence in (2.14) we get, using the notation \( \ker \text{div} = \{ v \in V_p(\tilde{K}) : \text{div } v = 0 \} \), the equality

\[
\text{dim } V_p(\tilde{K}) = \text{dim div } V_p(\tilde{K}) + \text{dim ker div } = \text{dim div } V_p(\tilde{K}) + \text{dim curl } Q_p(\tilde{K}),
\]

so that the number of conditions in (2.18a), (2.18d) equals \( \text{dim } V_p(\tilde{K}) \). Furthermore, the number of conditions in (2.18a), (2.18b) is 4 \( \dim W_p(f) \) so that

\[
\text{dim } V_p(\tilde{K}) + 4 \text{dim } W_p(f) = \frac{1}{2}(p+2)(p+1)p + 4\left( \frac{(p+1)(p+2)}{2} \right) = \text{dim } V_p(\tilde{K}).
\]

To see that \( u = 0 \) implies \( \Pi_f^{p,3d} u = 0 \), we note that conditions (2.18a), (2.18b) produce \( n_f \cdot \Pi_f^{p,3d} u = 0 \) for all faces \( f \in F(\tilde{K}) \). The exact sequence property (2.14) and conditions (2.18a), (2.18d) then imply \( \Pi_f^{p,3d} u = 0 \). □

Lemma 3.4. For \( u \in H^{3/2}(\tilde{f}) \) there holds \( \nabla_v u \in L^2(e) \) for each edge \( e \in \mathcal{E}(\tilde{f}) \) and \( \| \nabla_v u \|_{L^2(e)} \lesssim \| u \|_{H^{3/2}(\tilde{f})} \).

For \( u \in H^{1/2}(\tilde{f}, \text{curl}) \) there holds \( u \cdot t_e \in L^2(e) \) for each edge \( e \in \mathcal{E}(\tilde{f}) \) and \( \| u \cdot t_e \|_{L^2(e)} \lesssim \| u \|_{H^{1/2}(\tilde{f}, \text{curl})} \). The operators \( \Pi_p^{\text{grad,2d}} \) and \( \Pi_p^{\text{curl,2d}} \) are well-defined.

Proof. We only show the assertions for the traces. For \( \varepsilon > 0 \) sufficiently small, the trace theorem implies \( u|_e \in H^{1+\varepsilon}(e) \) for \( u \in H^{3/2+\varepsilon}(\tilde{f}) \) and \( u|_e \in H^{1-\varepsilon}(e) \) for \( u \in H^{3/2-\varepsilon}(\tilde{f}) \). By interpolation, \( u|_e \in H^{1}(e) \) for \( u \in H^{3/2}(\tilde{f}) \). Any \( u \in H^{1/2}(\tilde{f}, \text{curl}) \) can be written as \( u = \nabla \varphi + z \) with \( \varphi \in H^{3/2}(\tilde{f}) \) and \( z \in H^{3/2}(\tilde{f}) \) by Lemma 6.6. Hence, \( u \cdot t_e = \nabla_v \varphi|_e + z|_e \cdot t_e \in L^2(e) \).

Theorem 3.5. The diagrams (2.9) and (2.13) commute.

Proof. We will only show the arguments for the 3D case (2.9) as the 2D case is shown with similar arguments. The proof follows the arguments given in [13].

Proof of \( \Pi_p^{\text{curl,3d}} \nabla = \nabla \Pi_p^{\text{grad,3d}} \): Let \( u = \nabla \varphi \) for some \( \varphi \in H^2(\tilde{K}) \). We first claim

\[
\Pi_p^{\text{curl,3d}} \nabla \varphi = \nabla \varphi_p \quad \text{for some } \varphi_p \in W_{p+1}(\tilde{K}).
\]

For each edge \( e \) with endpoints \( V_1, V_2 \), we compute \( \int_{e} u \cdot t_e = \varphi(V_1) - \varphi(V_2) \), so that we get from (2.17a) for each face \( f \) (and orienting the tangential vectors of the edges \( e \in \mathcal{E}(f) \) so that \( f \) is always “on the left”)

\[
\int_{\partial f} \Pi_{\tau,f} \Pi_p^{\text{curl,3d}} u = \sum_{e \subseteq \partial f} \int_{e} u \cdot t_e = 0.
\]

We conclude with integration by parts in variables of \( \text{curl}_f \Pi_p^{\text{curl,3d}} u = 0 \)

\[
\int_{f} \text{curl}_f \Pi_p^{\text{curl,3d}} u = \int_{\partial f} \Pi_{\tau,f} \Pi_p^{\text{curl,3d}} u = 0.
\]

Furthermore, the exact sequence property (2.14) gives us \( \text{curl}_f \Pi_p^{\text{curl,3d}} u = \hat{V}_p(f) \) so that (2.17d) leads to

\[
\text{curl}_f \Pi_p^{\text{curl,3d}} u = \text{const}.
\]

(3.3), (3.4) together imply \( \text{curl}_f \Pi_p^{\text{curl,3d}} u = 0 \) so that on each face \( (\Pi_p^{\text{curl,3d}} u)|_f \) is a gradient of a polynomial: \( (\Pi_p^{\text{curl,3d}} u)|_f = \nabla \varphi_{p,f} \) for some \( \varphi_{p,f} \in W_{p+1}(f) \) for each face \( f \in F(\tilde{K}) \).

We claim that this piecewise polynomial can be chosen to be continuous on \( \partial \tilde{K} \). Fix a vertex \( V \in \mathcal{V}(\tilde{K}) \). By fixing the constant of the polynomials \( \varphi_{p,f} \) we may assume that \( \varphi_{p,f}(V) = 0 \) for each face \( f \) that has \( V \) as a vertex. From (2.17a), (2.17b) we conclude that \( \varphi_{p,f} \) is continuous across all edges \( e \) that have \( V \) as an endpoint. Hence, the piecewise polynomial \( \varphi_p \) given by \( \varphi_p|_f = \varphi_{p,f} \) is continuous in all vertices of \( \tilde{K} \). We
conclude that \( \varphi_p \) is continuous on \( \partial \hat{K} \). This continuous, piecewise polynomial \( \varphi_p \) has, by \([18,29]\), a polynomial lifting to \( \hat{K} \) (again denoted \( \varphi_p \in W_{p+1}(\hat{K}) \)). We note \( \hat{\Pi}_p^{\text{curl,3d}} u - \nabla \varphi_p \in Q_p(\hat{K}) \) so that (2.17) with test function \( v = \hat{\Pi}_p^{\text{curl,3d}} u - \nabla \varphi_p \in Q_p(\hat{K}) \) implies

\[
\text{curl} \, \hat{\Pi}_p^{\text{curl,3d}} u = 0. \tag{3.5}
\]

Since the second line of (2.14) expresses an exact sequence property, we conclude that (3.1) holds.

We now show that \( \hat{\Pi}_p^{\text{curl,3d}} \nabla \varphi = \nabla \hat{\Pi}_p^{\text{grad,3d}} \varphi \). From (3.1) we get \( \hat{\Pi}_p^{\text{curl,3d}} \nabla \varphi = \nabla \varphi_p \) for some \( \varphi_p \in W_{p+1}(\hat{K}) \). We fix the constant in the function \( \varphi_p \) by stipulating \( \varphi_p(V) = \varphi(V) \) for some selected vertex \( V \in \mathcal{V}(\hat{K}) \). From (2.17c), we then get \( \varphi(V') = \varphi_p(V') \) for all vertices \( V' \in \mathcal{V}(\hat{K}) \). Next, (2.16b) and (2.17b) imply \( \hat{\Pi}_p^{\text{grad,3d}} \varphi = \varphi_p \) on each edge \( e \in \mathcal{E}(\hat{K}) \). Comparing (2.16c) and (2.17c) reveals \( \nabla_f \hat{\Pi}_p^{\text{grad,3d}} \varphi = \Pi_f \hat{\Pi}_p^{\text{curl,3d}} \nabla \varphi \) on each face \( f \in \mathcal{F}(\hat{K}) \). Finally, comparing (2.16d) with (2.17e) shows \( \hat{\Pi}_p^{\text{curl,3d}} \nabla \varphi = \nabla \hat{\Pi}_p^{\text{grad,3d}} \varphi \).

Proof of \( \text{curl} \hat{\Pi}_p^{\text{curl,3d}} = \hat{\Pi}_p^{\text{div,3d}} \text{curl} \): First, we show

\[
\text{div} \, \hat{\Pi}_p^{\text{div,3d}} \text{curl} u = 0. \tag{3.6}
\]

To see this, we note from the second line of (2.14) that \( \text{div} \, \hat{\Pi}_p^{\text{div,3d}} \text{curl} u \in W_p(\hat{K}) \). Additionally,

\[
\int_{\partial \hat{K}} n \cdot \hat{\Pi}_p^{\text{div,3d}} \text{curl} u = 
\int_{\partial \hat{K}} n \cdot \hat{\Pi}_p^{\text{div,3d}} \text{curl} u = \int_{\hat{K}} \text{div} \, \text{curl} u = 0. \tag{3.7}
\]

Finally, the exact sequence property of the first line of diagram (2.14) informs us that \( \text{div} : \mathcal{V}_p(\hat{K}) \to W_p^{\text{aver}}(\hat{K}) \) is surjective. Hence, we get from (2.18a) that \( \text{div} \, \hat{\Pi}_p^{\text{div,3d}} \text{curl} u = 0 \), i.e., indeed the claim (3.6) holds. Next, (3.6) and the exact sequence property of (2.14b) imply, for some \( u_p \in \mathcal{V}_p(\hat{K}) \),

\[
\hat{\Pi}_p^{\text{div,3d}} \text{curl} u = \text{curl} u_p. \tag{3.8}
\]

We next claim \( \hat{\Pi}_p^{\text{div,3d}} \text{curl} u = \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u \). To that end, we ascertain that \( \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u \in \mathcal{V}_p(\hat{K}) \) satisfies the equations (2.18) for \( \hat{\Pi}_p^{\text{div,3d}} \text{curl} u \), i.e., that

\[
(n_f \cdot (\text{curl} u - \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u),1)_{L^2(f)} = 0 \quad \forall f \in \mathcal{F}(\hat{K}), \tag{3.9a}
\]

\[
(n_f \cdot (\text{curl} u - \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u),v)_{L^2(f)} = 0 \quad \forall v \in \hat{V}_p(f) \quad \forall f \in \mathcal{F}(\hat{K}), \tag{3.9b}
\]

\[
(\text{curl} u - \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u, \text{curl} v)_{L^2(\hat{K})} = 0 \quad \forall v \in \mathcal{Q}_p(\hat{K}), \tag{3.9c}
\]

\[
(\text{div} (\text{curl} u - \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u), \text{div} v)_{L^2(\hat{K})} = 0 \quad \forall v \in \hat{Q}_p(\hat{K}). \tag{3.9d}
\]

(3.9d) is obviously satisfied and (3.9c) is a rephrasing of (2.17a). Noting \( n_f \cdot \text{curl} = \text{curl}_f \Pi_f \), we rephrase as

\[
(\text{curl}_f \Pi_f (u - \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u),v)_{L^2(f)} = 0 \quad \forall v \in \hat{V}_p(f) \quad \forall f \in \mathcal{F}(\hat{K}). \tag{3.10}
\]

In view of the exact sequence property of (2.14), we have \( \hat{V}_p(f) = \text{curl}_f \hat{Q}_p(f) \) so that (2.17d) implies (3.10). Finally, (3.9a) is seen by an integration by parts:

\[
(\text{curl}_f \Pi_f (u - \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u),1)_{L^2(f)} = \sum_{e \subset \partial f} (\Pi_f (u - \text{curl} \hat{\Pi}_p^{\text{curl,3d}} u), t_e)_{L^2(e)} = 0. \tag{2.17a}
\]

Proof of \( \text{div} \hat{\Pi}_p^{\text{div,3d}} = \hat{\Pi}_p^{L^2} \text{div} \): Again, this follows from the exact sequence property (2.14). We check that \( \text{div} \hat{\Pi}_p^{\text{div,3d}} u \) satisfies (2.19). To that end, we note

\[
(\text{div} u - \text{div} \hat{\Pi}_p^{\text{div,3d}} u,1)_{L^2(\hat{K})} = 
\int_{\partial \hat{K}} n \cdot (u - \text{div} \hat{\Pi}_p^{\text{div,3d}} u) = 0. \tag{2.18a}
\]

Furthermore, the exact sequence property (2.14) implies that every \( w \in W_p^{\text{aver}}(\hat{K}) \) has the form \( w = \text{div} \, w \) for some \( w \in \mathcal{V}_p(\hat{K}) \). Hence, for any \( w \in W_p^{\text{aver}}(\hat{K}) \)

\[
(\text{div} u - \text{div} \hat{\Pi}_p^{\text{div,3d}} u, w)_{L^2(\hat{K})} = (\text{div} u - \text{div} \hat{\Pi}_p^{\text{div,3d}} u, \text{div} w)_{L^2(\hat{K})} = 0. \tag{2.18d}
\]

for all \( w \in W_p^{\text{aver}}(\hat{K}) \). This proves (2.19) in the three-dimensional setting. \( \square \)
4 Stability of the projection operators in one space dimension

In one dimension, the following result holds true.

**Lemma 4.1.** Let $\widehat{\alpha} = (-1, 1)$. Let $\Pi_p^{\text{grad,1d}} : H^1(\widehat{\alpha}) \to \mathcal{P}_p(\widehat{\alpha})$ be defined by

\[
\left((u - \Pi_p^{\text{grad,1d}}u)', v'\right)_{L^2(\widehat{\alpha})} = 0 \quad \forall v \in \mathcal{P}_p(\widehat{\alpha}) \cap H^1_0(\widehat{\alpha}),
\]

\[
u(\pm 1) = (\Pi_p^{\text{grad,1d}}u)(\pm 1).
\]

Then for every $s \geq 0$ there is a constant $C_s > 0$ such that

\[
\|u - \Pi_p^{\text{grad,1d}}u\|_{H^{1-s}(\widehat{\alpha})} \leq C_s \|u - v\|_{H^{1}(\widehat{\alpha})}, \quad \text{if } s \in [0, 1],
\]

\[
\|u - \Pi_p^{\text{grad,1d}}u\|_{\mathring{H}^{1-s}(\widehat{\alpha})} \leq C_s \|u - v\|_{H^{1}(\widehat{\alpha})}, \quad \text{if } s \geq 1,
\]

\[
\|u - \Pi_p^{\text{grad,1d}}u\|_{\mathring{H}^{1-s}(\widehat{\alpha})} \leq C_s \|u - v\|_{H^{1}(\widehat{\alpha})}, \quad \text{if } s \geq 0.
\]

**Proof.** The case $s = 0$ in (4.2a) reflects the $p$-uniform $H^1$-stability of $\Pi_p^{\text{grad,1d}}$ and the projection property of $\Pi_p^{\text{grad,1d}}$. More specifically, to see the stability, i.e.,

\[
\|\Pi_p^{\text{grad,1d}}u\|_{H^{1}(\widehat{\alpha})} \leq C\|u\|_{H^{1}(\widehat{\alpha})} \quad \forall u \in H^{1}(\widehat{\alpha}),
\]

let $\mathcal{L}u \in \mathcal{P}_1(\widehat{\alpha})$ interpolate $u$ in the endpoints $\pm 1$ and note $\|\mathcal{L}u\|_{H^{1}(\widehat{\alpha})} \lesssim \|u\|_{H^{1}(\widehat{\alpha})}$ by Sobolev’s embedding theorem. Since $u - \mathcal{L}u \in H^1_0(\widehat{\alpha})$ (and thus $\Pi_p^{\text{grad,1d}}(u - \mathcal{L}u) \in H^1_0(\widehat{\alpha})$) the orthogonality (4.1a) implies $|\Pi_p^{\text{grad,1d}}(u - \mathcal{L}u)|_{H^{1}(\widehat{\alpha})} \leq \|u - \mathcal{L}u\|_{H^{1}(\widehat{\alpha})}$. A Poincaré inequality yields $\|\Pi_p^{\text{grad,1d}}(u - \mathcal{L}u)\|_{H^{1}(\widehat{\alpha})} \lesssim \|u - \mathcal{L}u\|_{H^{1}(\widehat{\alpha})}$. Writing $\Pi_p^{\text{grad,1d}}u = \Pi_p^{\text{grad,1d}}(u - \mathcal{L}u) + \Pi_p^{\text{grad,1d}}\mathcal{L}u = \Pi_p^{\text{grad,1d}}(u - \mathcal{L}u) + \mathcal{L}u$ finishes the proof of (4.3). The projection property of $\Pi_p^{\text{grad,1d}}$ yields for any $v \in \mathcal{P}_p(\widehat{\alpha})$ that $u - \Pi_p^{\text{grad,1d}}u = u - v - \Pi_p^{\text{grad,1d}}(u - v)$. From this and (4.3) follows the estimate (4.2a) for $s = 0$. To see (4.2a) for $s \geq 1$, one proceeds by a duality argument. We set $\tilde{\alpha} := u - \Pi_p^{\text{grad,1d}}u$ and $t = -(1 - s) \geq 0$ and estimate

\[
\|\tilde{\alpha}\|_{\mathring{H}^{-1}(\widehat{\alpha})} = \sup_{v \in H^1(\widehat{\alpha})} \frac{\langle \tilde{\alpha}, v \rangle_{L^2(\widehat{\alpha})}}{\|v\|_{H^1(\widehat{\alpha})}}.
\]

For every $v \in H^1(\widehat{\alpha})$, there exists a unique solution $z \in H^{1+s}(\widehat{\alpha}) \cap H^1_0(\widehat{\alpha})$ of

\[
-z'' = v \quad \text{in } \tilde{\alpha}, \quad z = 0 \quad \text{on } \partial \tilde{\alpha},
\]

which satisfies $\|z\|_{H^{1+s}(\widehat{\alpha})} \lesssim \|v\|_{H^{1}(\widehat{\alpha})}$. Using integration by parts, the orthogonality condition (4.1a), and the estimate for $s = 0$, we obtain

\[
\|\tilde{\alpha}\|_{\mathring{H}^{-1}(\widehat{\alpha})} \leq \frac{1}{s} \|z\|_{L^2(\widehat{\alpha})} \leq \frac{1}{s} \|z\|_{L^2(\widehat{\alpha})} \inf_{\pi \in \mathcal{P}_p(\widehat{\alpha}) \cap H^1_0(\widehat{\alpha})} \|z - \pi\|_{L^2(\widehat{\alpha})}
\]

\[
\lesssim \|\tilde{\alpha}\|_{L^2(\widehat{\alpha})} \|z\|_{H^{1+s}(\widehat{\alpha})} \lesssim \inf_{v \in \mathcal{P}_p(\widehat{\alpha})} \|u - v\|_{H^{1}(\widehat{\alpha})} \|v\|_{H^{1}(\widehat{\alpha})},
\]

which implies (4.2a) for $s \geq 1$. Noting that $\|\cdot\|_{H^0(\widehat{\alpha})} = \|\cdot\|_{L^2(\widehat{\alpha})} = \|\cdot\|_{H^1(\widehat{\alpha})}$, the cases $s \in (0, 1)$ follow by interpolation. Finally, (4.2a) is shown by similar duality arguments, just use the dual problem

\[
-z'' = v - \pi \quad \text{in } \tilde{\alpha}, \quad z' = 0 \quad \text{on } \partial \tilde{\alpha}.
\]

\[\square\]

5 Stability of the projection operators in two space dimensions

5.1 Preliminaries

We recall the following unconstrained approximation results:
Lemma 5.1. Let $K$ be a fixed $d$-dimensional simplex in $\mathbb{R}^d$, $d \in \{1, 2, 3\}$. Fix $r \geq 0$. Then there are approximation operators $J_p : H^r(K) \to (P_p)^d$ such that
\[ \|u - J_p u\|_{H^r(K)} \leq C(p+1)^{(r-s)}\|u\|_{H^r(K)}, \quad \forall p \in \mathbb{N}_0, \quad 0 \leq s \leq r. \]

**Proof.** The scalar case $d = 1$ is well-known, see, e.g., [27 Thm. 5.1]. The case $d > 1$ follows from a component-wise application of the case $d = 1$. □

We need a shift theorem for the Laplacian:

**Lemma 5.2.** Let $\hat{f} \subset \mathbb{R}^2$ be a triangle and $\hat{s}$ be given by (2.1). For every $s \in [0, \hat{s} - 1)$ there is $C_s > 0$ such that the following shift theorems are true:

(i) For every $v \in H^s(\hat{f})$ the solution $z$ of the problem
\[ -\Delta z = v \text{ in } \hat{f}, \quad z = 0 \text{ on } \partial \hat{f}, \]
satisfies $z \in H^{s+2}(\hat{f}) \cap H^1_0(\hat{f})$ with the estimate $\|z\|_{H^{s+2}(\hat{f})} \leq C_s \|v\|_{H^s(\hat{f})}$.

(ii) For every $v \in H^s(\hat{f})$ and $g \in L^2(\partial \hat{f})$ with $g|_e \in H^{s+1/2}(\hat{f}) \forall e \in \mathcal{E}(\hat{f})$ that satisfies additionally the compatibility condition $\int_{\hat{f}} v + \int_{\partial \hat{f}} g = 0$, the solution $z$ of the problem
\[ -\Delta z = v \text{ in } \hat{f}, \quad \partial_n z = g \text{ on } \partial \hat{f}, \quad \int_{\hat{f}} z = 0, \]
satisfies $z \in H^{s+2}(\hat{f})$ and $\|z\|_{H^{s+2}(\hat{f})} \leq C_s \left[\|v\|_{H^s(\hat{f})} + \sum_{e \in \mathcal{E}(\hat{f})} \|g\|_{H^{s+1/2}(\hat{f})}\right]$.

**Proof.** *1st step:* It follows from [3] that both regularity assertions are satisfied for the case of homogeneous Dirichlet and Neumann conditions (i.e., $g = 0$). The key observation for that is that the leading corner singularities for both the homogeneous Dirichlet and Neumann problem are in $H^{\hat{s}+1-\varepsilon}(\hat{f})$ for every $\varepsilon > 0$ as can be seen from their explicit representation, [22 Sec. 4, 5], [21 p. 82].

*2nd step:* For the case of inhomogeneous Neumann conditions $g \neq 0$, one constructs a vector field $\sigma \in H^{s+1}(\hat{f})$ such that $\sigma \cdot n = g$ on $\partial \hat{f}$. It is easy to construct such a vector field away from the vertices, and near the vertices, an affine coordinate change together with a Piola transformation for $\sigma$ reduces the construction to one in a quarter plane, where each component of $\sigma$ can be constructed separately by lifting from one of the coordinate axes. Next, one solves the two problems
\[ -\Delta z_0 = v + \text{div } \sigma \text{ in } \hat{f}, \quad \partial_n z_0 = 0 \text{ on } \partial \hat{f}, \]
\[ -\Delta \tilde{z}_0 = \text{curl } \sigma \text{ in } \hat{f}, \quad \tilde{z}_0 = 0 \text{ on } \partial \hat{f}. \]

From the first step, one has that $z_0, \tilde{z}_0 \in H^{s+2}(\hat{f})$. It remains to see that $\nabla z = \sigma - \text{curl } \tilde{z}_0 + \nabla z_0$. The difference $\delta := \nabla z - (\sigma - \text{curl } \tilde{z}_0 + \nabla z_0)$ satisfies $\text{div } \delta = 0 = \text{curl } \delta$ and $\delta \cdot n = 0$ on $\partial \hat{f}$. From $\text{curl } \delta = 0$ we get $\delta = \nabla \varphi$ for some $\varphi$, and $\text{div } \delta = 0$ produces $-\Delta \varphi = 0$. Together with $\delta \cdot n = 0$ we conclude that $\nabla \varphi = 0$. □

**Lemma 5.3** ([14 Thm. 4.2 with $s = 1$]). Let $P_{\text{grad},2d} u \in W_{p+1}(\hat{f})$ be defined by
\[ \langle \nabla (u - P_{\text{grad},2d} u), \nabla v \rangle_{L^2(\hat{f})} = 0 \quad \forall v \in W_{p+1}(\hat{f}), \quad (u - P_{\text{grad},2d} u)_{L^2(\hat{f})} = 0. \]

Then, for $r > 1$, there holds $\|u - P_{\text{grad},2d} u\|_{H^{r}(\hat{f})} \leq C_r r^{-1}\|u\|_{H^{r}(\hat{f})}$.

**Lemma 5.4** ([14 Thm. 4.2 with $s = 1$]). Let $P_{\text{curl},2d} u \in \mathcal{Q}_{p}(\hat{f})$ be defined by
\[ \langle \text{curl } u - P_{\text{curl},2d} u, \text{curl } v \rangle_{L^2(\hat{f})} = 0 \quad \forall v \in \mathcal{Q}_p(\hat{f}), \quad (u - P_{\text{curl},2d} u)_{L^2(\hat{f})} = 0. \]

Then, for $r > 0$, there holds $\|u - P_{\text{curl},2d} u\|_{H^{r}(\hat{f},\text{curl})} \leq C_r r^{-r}\|u\|_{H^{r}(\hat{f},\text{curl})}$. 
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The next lemma provides right inverses for the differential operators \( \nabla \) and curl.

**Lemma 5.5 [(12, 5, Sec. 2.3)].** Let \( B \subset \hat{f} \) be a ball. Let \( \theta \in C_0^\infty(B) \) with \( \int_B \theta = 1 \). Define the operators

\[
\begin{align*}
R^{\text{grad}} u(x) &:= \int_{a \in B} \theta(a) \int_{t=0}^1 u(a + t(x - a)) \, dt \cdot (x - a) \, da, \\
R^{\text{curl}} u(x) &:= \int_{a \in B} \theta(a) \int_{t=0}^1 t u(a + t(x - a)) \, dt \left( \frac{-(x_2 - a_2)}{x_1 - a_1} \right) \, da.
\end{align*}
\]

Then:

(i) If \( u \in L^2(\hat{f}) \), there holds \( \text{curl} R^{\text{curl}} u = u \).

(ii) If \( u \) with \( \text{curl} u = 0 \), there holds \( \nabla R^{\text{grad}} u = u \).

(iii) If \( u \in Q_p(\hat{f}) \), then \( R^{\text{grad}} u \in W^{p+1}(\hat{f}) \).

(iv) If \( u \in V_p(\hat{f}) \), then \( R^{\text{curl}} u \in Q_p(\hat{f}) \).

(v) For every \( k \geq 0 \), the operators \( R^{\text{grad}} \) and \( R^{\text{curl}} \) are bounded linear operators \( H^k(\hat{f}) \to H^{k+1}(\hat{f}) \) and \( H^k(\hat{f}) \to H^{k+1}(\hat{f}) \), respectively.

Lemma 5.5 can now be used to construct regular Helmholtz-like decompositions.

**Lemma 5.6.** Let \( s \geq 0 \). Then each \( u \in H^s(\hat{f}, \text{curl}) \) can be written as \( u = \nabla \varphi + z \) with \( \varphi \in H^{s+1}(\hat{f}), z \in H^{s+1}(\hat{f}) \).

**Proof.** With the aid of the operators \( R^{\text{curl}}, R^{\text{grad}} \) of Lemma 5.5 we write \( u = \nabla R^{\text{grad}}(u - R^{\text{curl}}(\text{curl} u)) + R^{\text{curl}}(\text{curl} u) \). The mapping properties of \( R^{\text{curl}} \) and \( R^{\text{grad}} \) of Lemma 5.5 then imply the result.

**Lemma 5.7.** Let \( \hat{f} \subset \mathbb{R}^2 \) be a triangle. Let \( s \in [1, \hat{s}] \) with \( \hat{s} \) given by (2.1). Then each \( u \in H^s(\hat{f}) \) can be written as \( u = \nabla \varphi + \text{curl} z \) with \( \varphi \in H^{s+1}(\hat{f}) \cap H_0^1(\hat{f}), z \in H^{s+1}(\hat{f}) \) with \( (z, 1)_{L^2(\hat{f})} = 0 \) and satisfying \( \| \varphi \|_{H^{s+1}(\hat{f})} + \| z \|_{H^{s+1}(\hat{f})} \lesssim \| u \|_{H^s(\hat{f})} \).

**Proof.** We define \( \varphi, z \in H^{s+1}(\hat{f}) \) as the solutions of the equations

\[
\begin{align*}
-\Delta \varphi &= -\text{div} u, \quad \varphi = 0 \quad \text{on} \ \partial \hat{f}, \\
-\Delta z &= \text{curl} u, \quad \partial_n z = -t \cdot (u - \nabla \varphi) \quad \text{on} \ \partial \hat{f}, \quad \int_{\hat{f}} z = 0.
\end{align*}
\]

(5.3a)

(5.3b)

Here, \( t \) denotes the unit tangent vector on \( \partial \hat{f} \) oriented such that \( \hat{f} \) is “on the left”. We note that (5.3a) is a Neumann problem; integration by parts (cf. (2.3)) shows that the solvability condition is satisfied. By Lemma 5.2 we have

\[
\| \varphi \|_{H^{s+1}(\hat{f})} \lesssim \| \text{div} u \|_{H^{s-1}(\hat{f})} \lesssim \| u \|_{H^s(\hat{f})}, \quad \| z \|_{H^{s+1}(\hat{f})} \lesssim \| u \|_{H^s(\hat{f})}.
\]

(5.4)

The representation \( u = \nabla \varphi + \text{curl} z \) follows as at the end of the proof of Lemma 5.2 \( \delta := u - (\nabla \varphi + \text{curl} z) \) satisfies \( \text{div} \delta = 0 = \text{curl} \delta, \) and \( t \cdot \delta = 0 \) so that \( \delta = 0 \).

**Lemma 5.8** (discrete Friedrichs inequality in 2D). Let \( \hat{f} \subset \mathbb{R}^2 \) be a triangle. There exists \( C > 0 \) independent of \( p \) and \( u \) such that

\[
\| u \|_{L^2(\hat{f})} \leq C \| \text{curl} u \|_{L^2(\hat{f})}
\]

(5.5)

in the following two cases:

(i) \( u \in Q_p(\hat{f}) \) satisfies \( (u, \nabla v)_{L^2(\hat{f})} = 0 \) for all \( v \in W^{p+1}(\hat{f}) \).

(ii) \( u \in Q_p(\hat{f}) \) satisfies \( (u, \nabla v)_{L^2(\hat{f})} = 0 \) for all \( v \in W^{p+1}(\hat{f}) \).
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Proof. Statement 4 is proved in Lemma 6] or [Lemma 4.1. Statement (b) is shown with similar techniques: Using the operators $\mathcal{R}^{\text{grad}}$ and $\mathcal{R}^{\text{curl}}$ of Lemma 5.6, we decompose $u \in \mathcal{Q}_p(\hat{f})$ as

$$u = \nabla \psi + \mathcal{R}^{\text{curl}}(\text{curl} \, u), \quad \psi := \mathcal{R}^{\text{grad}}(u - \mathcal{R}^{\text{curl}}(\text{curl} \, u)).$$

Since $u \in \mathcal{Q}_p(\hat{f})$ we have $\psi \in W_{p+1}(\hat{f})$. The property $u \in \mathcal{Q}_p(\hat{f})$ implies with the tangential vector $t$ on the boundary $\partial \hat{f}$

$$t \cdot \nabla \psi = -t \cdot \mathcal{R}^{\text{curl}}(\text{curl} \, u).$$

Since $\psi$ is continuous at the vertices of $\hat{f}$, we infer

$$|\psi|_{H^{1/2}(\partial \hat{f})} \lesssim |\psi|_{H^1(\partial \hat{f})} \leq \|t \cdot \mathcal{R}^{\text{curl}}(\text{curl} \, u)\|_{L^2(\partial \hat{f})} \lesssim \|\mathcal{R}^{\text{curl}}(\text{curl} \, u)\|_{H^{1/2}(\hat{f})} \lesssim \|\text{curl} \, u\|_{L^2(\hat{f})}.$$

Next, we decompose $\psi = \psi_0 + \mathcal{L}^{\text{grad},2d}(\psi|_{\partial \hat{f}})$, where $\mathcal{L}^{\text{grad},2d} : H^{1/2}(\partial \hat{f}) \to H^1(\hat{f})$ is the lifting operator of 5. The lifting $\mathcal{L}^{\text{grad},2d}$ of 5 is such that $\psi \in W_{p+1}(\hat{f})$ implies $\mathcal{L}^{\text{grad},2d}(\psi|_{\partial \hat{f}}) \in W_{p+1}(\hat{f})$ so that $\psi_0 \in \mathcal{W}_{p+1}(\hat{f})$.

Since $\mathcal{L}^{\text{grad},2d} \equiv 1$, we deduce $\|\nabla \mathcal{L}^{\text{grad},2d} \psi\|_{L^2(\hat{f})} \lesssim |\psi|_{H^{1/2}(\partial \hat{f})}$ and estimate

$$\|u\|_{L^2(\hat{f})} \leq (u, \nabla \psi_0 + \nabla \mathcal{L}^{\text{grad},2d}(\psi|_{\partial \hat{f}}) + \mathcal{R}^{\text{curl}}(\text{curl} \, u))_{L^2(\hat{f})}

\leq \|u\|_{L^2(\hat{f})} \left\{ \|\mathcal{L}^{\text{grad},2d}(\psi|_{\partial \hat{f}})\|_{L^2(\hat{f})} + \|\mathcal{R}^{\text{curl}}(\text{curl} \, u)\|_{L^2(\hat{f})} \right\}

\leq \|u\|_{L^2(\hat{f})} \left\{ |\psi|_{H^{1/2}(\partial \hat{f})} + \|\mathcal{R}^{\text{curl}}(\text{curl} \, u)\|_{L^2(\hat{f})} \right\} \lesssim \|u\|_{L^2(\hat{f})} \|\text{curl} \, u\|_{L^2(\hat{f})}. \quad \square$$

### 5.2 Stability of the operator $\mathcal{P}^{\text{grad},2d}_{p+1}$

**Theorem 5.9.** Let $\hat{f} \subset \mathbb{R}^2$ be a triangle and $\hat{s}$ be given by (5.6). For every $s \in [0, \hat{s}]$ there is $C_s \geq 0$ such that for $u \in H^{1/2}(\hat{f})$

$$\|u - \mathcal{P}^{\text{grad},2d}_{p+1} u\|_{H^{1-s}(\hat{f})} \leq C_s p^{-(1/2+s)} \inf_{v \in \mathcal{P}^{\text{grad},2d}_{p+1}(\hat{f})} \|u - v\|_{H^{1/2}(\hat{f})} \quad \text{if } s \in [0,1], \quad (5.6a)$$

$$\|u - \mathcal{P}^{\text{grad},2d}_{p+1} u\|_{H^{1-s}(\hat{f})} \leq C_s p^{-(1/2+s)} \inf_{v \in \mathcal{P}^{\text{grad},2d}_{p+1}(\hat{f})} \|u - v\|_{H^{1/2}(\hat{f})} \quad \text{if } s \in [1, \hat{s}], \quad (5.6b)$$

$$\|\nabla (u - \mathcal{P}^{\text{grad},2d}_{p+1} u)\|_{H^{1-s}(\hat{f})} \leq C_s p^{-(1/2+s)} \inf_{v \in \mathcal{P}^{\text{grad},2d}_{p+1}(\hat{f})} \|u - v\|_{H^{1/2}(\hat{f})} \quad \text{if } s \in [0, \hat{s}]. \quad (5.6c)$$

**Proof.** By the projection property of $\mathcal{P}^{\text{grad},2d}_{p+1}$ it suffices to show the estimates 5.6a, 5.6b, 5.6c for the special case $v = 0$ in the infimum.

**1st step:** We show 5.6a for the case $s = 0$. The trace theorem gives $u \in H^1(e)$ for each edge $e \in \mathcal{E}(\hat{f})$ with $\|u\|_{H^1(e)} \lesssim \|u\|_{H^{1/2}(\hat{f})}$ (cf. Lemma 5.3). By Lemma 5.1 we have for every edge $e \in \mathcal{E}(\hat{f})$

$$\|u - \mathcal{P}^{\text{grad},2d}_{p+1} u\|_{H^{1-s}(\hat{f})} \leq C p^{-s} \|u\|_{H^{1/2}(\hat{f})}, \quad s \in [0,1]. \quad (5.7)$$

Since $\mathcal{P}^{\text{grad},2d}_{p+1} u$ is piecewise polynomial and continuous on $\partial \hat{f}$, we infer in particular for $s = 0$ and $s = 1$ the bounds

$$\|u - \mathcal{P}^{\text{grad},2d}_{p+1} u\|_{H^{1-s}(\partial \hat{f})} \leq C p^{-s} \|u\|_{H^{1/2}(\hat{f})}, \quad (5.8)$$

and then, by interpolation, also for the intermediate $s \in (0,1)$.

**To show 5.6a for $s = 0$, we first observe that** $\mathcal{P}^{\text{grad},2d}_{p+1} u - \mathcal{P}^{\text{grad},2d}_{p+1} u$ is discrete harmonic, i.e.,

$$\langle (\nabla (\mathcal{P}^{\text{grad},2d}_{p+1} u - \mathcal{P}^{\text{grad},2d}_{p+1} u), \nabla v)_{L^2(\hat{f})} = 0 \quad \forall v \in \mathcal{W}_{p+1}(\hat{f}).$$
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With the continuous, polynomial preserving lifting \( \mathcal{L}^{\text{grad},2d} : H^{1/2}(\partial \hat{f}) \to H^1(\hat{f}) \) of \([3]\) we then get
\[
(\nabla \delta_p, \nabla (\delta_p - \mathcal{L}^{\text{grad},2d} \delta_p))_{L^2(\hat{f})} = 0
\]
and thus
\[
|\delta_p|_{H^1(\hat{f})}^2 = (\nabla \delta_p, \nabla \delta_p)_{L^2(\hat{f})} = (\nabla \delta_p, \nabla (\mathcal{L}^{\text{grad},2d} \delta_p))_{L^2(\hat{f})} \lesssim |\delta_p|_{H^1(\hat{f})} |\delta_p|_{H^{1/2}(\partial \hat{f})}. \tag{5.9}
\]
We infer from Lemma [5.3], [5.8], and [5.9] for the seminorm \(| \cdot |_{H^1(\hat{f})}\)
\[
|u - \Pi_{p+1}^{\text{grad},2d} u|_{H^1(\hat{f})} \lesssim \left| u - P^{\text{grad},2d} u + \Pi_{p+1}^{\text{grad},2d} u - \Pi_{p+1}^{\text{grad},2d} u \right|_{H^1(\hat{f})}\tag{5.10}
\]
which is \([5.6a]\) for \( s = 0 \).

2nd step: We next show the estimate \([5.6b]\) for \( s \in [1, \tilde{s}] \) by a duality argument. Let \( \bar{u} = u - \Pi_{p+1}^{\text{grad},2d} u \), and set \( t = -(1 - s) \). To estimate
\[
||\bar{e}||_{H^{-t}(\hat{f})} = \sup_{v \in H^t(\hat{f})} \frac{(\bar{e}, v)_{L^2(\hat{f})}}{||v||_{H^t(\hat{f})}} \tag{5.11}
\]
let \( v \in H^t(\hat{f}) \) and \( z \in H^{t+2}(\hat{f}) \cap H^1_0(\hat{f}) \) solve (cf. Lemma [5.2])
\[\Delta z = v \quad \text{in} \quad \hat{f}, \quad z|_{\partial \hat{f}} = 0.
\]
Note the a priori estimate \( ||z||_{H^{t+2}(\hat{f})} \leq C ||v||_{H^t(\hat{f})} \). Integration by parts yields
\[
(\bar{e}, v)_{L^2(\hat{f})} = \int_{\hat{f}} \nabla \bar{e} \cdot \nabla z - \int_{\partial \hat{f}} \partial_n \bar{e} z. \tag{5.12}
\]
For the first term in \([5.12]\) we get by the orthogonality properties satisfied by \( \bar{e} \), Lemma [5.3] and \([5.10]\)
\[
\left| \int_{\hat{f}} \nabla z \cdot \nabla \bar{e} \right| \leq \inf_{\pi \in \mathcal{P}_{p/\rho} H^1_0(\hat{f})} \| z - \pi \|_{H^1(\hat{f})} \| \nabla \bar{e} \|_{L^2(\hat{f})} \lesssim p^{-(t+1)} \| z \|_{H^{t+2}(\hat{f})} \| \nabla \bar{e} \|_{L^2(\hat{f})} \lesssim p^{-(t+1)} \| \nabla \bar{e} \|_{L^2(\hat{f})} \| v \|_{H^t(\hat{f})}. \tag{5.13}
\]
For the second term in \([5.12]\) we use Lemma [4.1] to obtain for each edge \( e \in \mathcal{E}(\hat{f}) \)
\[
|\partial_n z, \bar{e}|_{L^2(e)} \lesssim \| \bar{e} \|_{H^{-((t+1)/2)}(\hat{f})} \| \partial_n z \|_{H^{t+1/2}(\hat{f})} \lesssim p^{-(3/2+s)} \| u \|_{H^t(\hat{f})} \| z \|_{H^{t+2}(\hat{f})} \lesssim p^{-(1/2+s)} \| u \|_{H^{t}(\hat{f})} \| z \|_{H^{t+2}(\hat{f})}. \tag{5.14}
\]
Inserting \([5.13]\) and \([5.14]\) in \([5.11]\) yields \([5.6b]\) for \( s \in [1, \tilde{s}] \).

3rd step: The estimate \([5.6a]\) for \( s \in (0, 1) \) follows by interpolation between \( s = 0 \) (cf. 1st step) and \( s = 1 \), noting that \([5.6a]\) and \([5.6b]\) coincide for \( s = 1 \).

4th step: We show the estimate \([5.6c]\) for \( s \in [1, \tilde{s}] \) again by duality. We set \( \bar{e} := u - \Pi_{p+1}^{\text{grad},2d} u \) and need an estimate for
\[
||\nabla \bar{e}||_{H^{-t}(\hat{f})} = \sup_{v \in H^t(\hat{f})} \frac{||\nabla \bar{e}||_{L^2(\hat{f})}}{||v||_{H^t(\hat{f})}} \tag{5.15}
\]
According to Lemma [5.7] any \( v \in H^t(\hat{f}) \) can be decomposed as \( v = \nabla \varphi + \text{curl} \ z \) with \( \varphi \in H^{s+1}(\hat{f}) \cap H^1_0(\hat{f}), z \in H^{s+1}(\hat{f}). \) Integration by parts then gives
\[
(\nabla \bar{e}, v)_{L^2(\hat{f})} = (\nabla \bar{e}, \nabla \varphi)_{L^2(\hat{f})} + (\nabla \bar{e}, \text{curl} z)_{L^2(\hat{f})} = (\nabla \bar{e}, \nabla \varphi)_{L^2(\hat{f})} + (\nabla \bar{e}, z)_{L^2(\partial \hat{f})}. \tag{5.15}
\]
For the first term, we use Lemma 5.1 and (5.6a) (applied with s = 0) to obtain
\[ \left| \left( \nabla \tilde{e}, \nabla \varphi \right)_{L^2(f)} \right| \lesssim \| \nabla \tilde{e} \|_{L^2(f)} \inf_{\pi \in W_{p+1}(f)} \|\varphi - \pi\|_{H^1(f)} \lesssim p^{-(s+1/2)}\|u\|_{H^{3/2}(f)}\|v\|_{H^s(f)}, \]

analogously to (5.13). To treat the second term, we note that \( z \in H^{s+1}(\tilde{f}) \) implies \( z \in H^{s+1/2}(e) \) for each edge \( e \in \mathcal{E}(\tilde{f}) \) and get
\[ \| (t \cdot \nabla \tilde{e}, z)_{L^2(e)} \| \lesssim \| \nabla \tilde{e} \|_{H^{-(s+1/2)}(e)} \| z \|_{H^{s+1/2}(e)} \lesssim p^{-(s+1/2)}\|u\|_{H^{3/2}(f)}\|v\|_{H^s(f)}. \]

Inserting the last two estimates in (5.14) yields (5.6c) for \( s \in [1, \tilde{s}) \).

5th step: The estimate (5.6c) for \( s \in (0, 1) \) follows by interpolation between \( s = 0 \) and \( s = 1 \).

5.3 Stability of the operator \( \hat{\Pi}^p_{H^s} \)

The following two lemmas present the duality arguments that are needed later on to estimate negative Sobolev norms.

**Lemma 5.10.** Let \( E \in H^{1/2(q)}(\tilde{f}, \text{curl}) \) satisfy the orthogonality conditions
\[
\begin{align*}
\langle \text{curl} E, \text{curl} v \rangle_{L^2(\tilde{f})} & = 0 \quad \forall v \in \tilde{Q}_p(\tilde{f}), \quad (5.16a) \\
\langle E, \nabla \varphi \rangle_{L^2(\tilde{f})} & = 0 \quad \forall \varphi \in \tilde{W}_{p+1}(\tilde{f}), \quad (5.16b) \\
\langle E \cdot t, \nabla \varphi \rangle_{L^2(e)} & = 0 \quad \forall \varphi \in \tilde{W}_{p+1}(e) \quad \forall e \in \mathcal{E}(\tilde{f}), \quad (5.16c) \\
\langle E \cdot t, 1 \rangle_{L^2(e)} & = 0 \quad \forall e \in \mathcal{E}(\tilde{f}). \quad (5.16d)
\end{align*}

Then, for \( s \in [0, \tilde{s}) \), there holds \( \|E\|_{H^{1-s}(\tilde{f}, \text{curl})} \leq C_s p^{-s} \|E\|_{H^{s}(\tilde{f}, \text{curl})} \).

**Proof.** Before proceeding with the proof, we point out that Lemma 5.3 shows that \( E \cdot t \in L^2(e) \) so that the conditions (5.16a), (5.16d) are meaningful.

1st step: We may restrict to the case \( s \geq 1 \) as the case \( s = 0 \) is trivial and the remaining cases \( s \in (0, 1) \) follow then by an interpolation argument.

2nd step: By Lemma 5.7 any \( v \in H^s(\tilde{f}) \) can be decomposed as
\[ v = \nabla \varphi + \text{curl} z, \]

with \( \varphi \in H^{s+1}(\tilde{f}) \cap H^0_0(\tilde{f}) \) and \( z \in H^{s+1}(\tilde{f}) \) with \( (z, 1)_{L^2(\tilde{f})} = 0 \) as well as \( \|\varphi\|_{H^{s+1}(\tilde{f})} + \|z\|_{H^{s+1}(\tilde{f})} \lesssim \|v\|_{H^s(\tilde{f})} \).

Integration by parts (cf. (2.8)) yields
\[ \langle E, v \rangle_{L^2(\tilde{f})} = \langle E, \nabla \varphi \rangle_{L^2(\tilde{f})} + \langle \text{curl} E, z \rangle_{L^2(\tilde{f})} = \langle E, \nabla \varphi \rangle_{L^2(\tilde{f})} + \langle \text{curl} E, z \rangle_{L^2(\tilde{f})} - \int_{\partial \tilde{f}} z E \cdot t. \tag{5.18} \]

We estimate each of the three terms separately.

3rd step: Using the orthogonality properties satisfied by \( E \) and \( \varphi \in H^1_0(\tilde{f}) \cap H^{s+1}(\tilde{f}) \) we obtain for the first term in (5.18)
\[ \langle E, \nabla \varphi \rangle_{L^2(\tilde{f})} \lesssim \inf_{w \in W_{p+1}(\tilde{f})} \langle E, \nabla (\varphi - w) \rangle_{L^2(\tilde{f})} \lesssim p^{-s} \|\varphi\|_{H^{s+1}(\tilde{f})} \|E\|_{L^2(\tilde{f})}, \]

\[ \lesssim p^{-s} \|v\|_{H^s(\tilde{f})} \|E\|_{H^{s}(\tilde{f}, \text{curl})}. \]

4th step: The term \( \langle z, E \cdot t \rangle_{L^2(\partial \tilde{f})} \) in (5.18) can be treated using the orthogonality properties satisfied by \( E \): Using that \( z \in H^{s+1}(\tilde{f}) \) so that \( z \in C(\partial \tilde{f}) \) and \( z \in H^{s+1/2}(e) \) for each edge \( e \in \mathcal{E}(\tilde{f}) \) and the orthogonality properties (5.16c), (5.16d), we get
\[ \|z\|_{H^{s+1/2}(e)} \lesssim \inf_{w \in W_{p+1}(\tilde{f})} \|z - w\|_{H^{s+1/2}(\partial \tilde{f})} \lesssim p^{-s} \|E\|_{H^{s}(\tilde{f}, \text{curl})} \|v\|_{H^s(\tilde{f})}. \]
where, in the final step, we used the continuity of the tangential trace map, i.e., \( \| \mathbf{E} \cdot \mathbf{t} \|_{H^{-1/2}(\partial \hat{f})} \lesssim \| \mathbf{E} \|_{\mathbf{H}(\hat{f}, \text{curl})} \) (cf., e.g., \cite{Page1} eq. (154)).

5th step: For the second term in (5.18), we introduce an auxiliary function \( \mathbf{z} \) with the following key properties:

\[ \text{curl} \mathbf{z} = \mathbf{z}, \quad \mathbf{z} \cdot \mathbf{t} = 0. \]

Such a function can be obtained as \( \mathbf{z} = \text{curl} \hat{\mathbf{z}} \), where \( \hat{\mathbf{z}} \) solves the following Neumann problem (note that the solvability condition is satisfied since \( \int_{\hat{f}} \hat{\mathbf{z}} = 0 \))

\[ -\Delta \hat{\mathbf{z}} = \mathbf{z} \quad \text{in} \quad \hat{f}, \quad \partial_n \hat{\mathbf{z}} = 0 \quad \text{on} \quad \partial \hat{f}. \]

By Lemma 5.2 \( \| \mathbf{z} \|_{H^{s+1}(\hat{f})} \lesssim \| \mathbf{z} \|_{H^{s-1}(\hat{f})} \). Thus, \( \| \mathbf{z} \|_{\mathbf{H}^s(\hat{f}, \text{curl})} \lesssim \| \mathbf{z} \|_{H^{s+1}(\hat{f})} \) and

\[ (\text{curl} \mathbf{E}, \mathbf{z})_{L^2(\hat{f})} = (\text{curl} \mathbf{E}, \text{curl} \mathbf{z})_{L^2(\hat{f})} \lesssim \inf \limits_{\mathbf{w} \in \mathbf{Q}_p(\hat{f})} (\text{curl} \mathbf{E}, \text{curl}(\mathbf{z} - \mathbf{w}))_{L^2(\hat{f})}. \]

Now note that there exists a continuous, polynomial-preserving lifting

\[ \mathcal{L}_{\text{curl}, 2d} : H^{-1/2}(\partial \hat{f}) \to \mathbf{H}(\hat{f}, \text{curl}) \]

that is in \( p \) uniformly bounded, cf. \cite{Page1} and \cite{Page2} eq. (164)]. Hence, it follows

\[ \mathcal{L}_{\text{curl}, 2d}(p_{\text{curl}, 2d} \mathbf{z} \cdot \mathbf{t}) - p_{\text{curl}, 2d} \mathbf{z} \in \mathbf{Q}_p(\hat{f}). \]

Since

\[ \| \mathcal{L}_{\text{curl}, 2d}(p_{\text{curl}, 2d} \mathbf{z} \cdot \mathbf{t})\|_{\mathbf{H}(\hat{f}, \text{curl})} \lesssim \| p_{\text{curl}, 2d} \mathbf{z} \cdot \mathbf{t} \|_{H^{-1/2}(\partial \hat{f})} = \| (\mathbf{z} - p_{\text{curl}, 2d} \mathbf{z}) \cdot \mathbf{t} \|_{H^{-1/2}(\partial \hat{f})} \lesssim \| \mathbf{z} - p_{\text{curl}, 2d} \mathbf{z} \|_{\mathbf{H}(\hat{f}, \text{curl})} \]

by the properties of the lifting operator and a trace inequality, cf. \cite{Page2} eq. (154)], we get with Lemma 5.4 and Lemma 5.7

\[ (\text{curl} \mathbf{E}, \mathbf{z})_{L^2(\hat{f})} \lesssim \| \mathbf{E} \|_{\mathbf{H}(\hat{f}, \text{curl})} \| \mathbf{z} - (p_{\text{curl}, 2d} \mathbf{z} - \mathcal{L}_{\text{curl}, 2d}(p_{\text{curl}, 2d} \mathbf{z} \cdot \mathbf{t}))\|_{\mathbf{H}(\hat{f}, \text{curl})} \]

\[ \lesssim \| \mathbf{E} \|_{\mathbf{H}(\hat{f}, \text{curl})} \left( \| \mathbf{z} - p_{\text{curl}, 2d} \mathbf{z} \|_{\mathbf{H}(\hat{f}, \text{curl})} + \| \mathcal{L}_{\text{curl}, 2d}(p_{\text{curl}, 2d} \mathbf{z} \cdot \mathbf{t})\|_{\mathbf{H}(\hat{f}, \text{curl})} \right) \]

\[ \lesssim \| \mathbf{E} \|_{\mathbf{H}(\hat{f}, \text{curl})} \| \mathbf{z} \|_{\mathbf{H}^s(\hat{f}, \text{curl})} \]

\[ \lesssim \| \mathbf{E} \|_{\mathbf{H}(\hat{f}, \text{curl})} \| \mathbf{v} \|_{\mathbf{H}^s(\hat{f})}. \]

\[ \square \]

Lemma 5.11. Let \( \mathbf{E} \in \mathbf{H}^{1/2}(\hat{f}, \text{curl}) \) satisfy (5.10a), (5.16a). Then, for \( s \in [0, \tilde{s}) \), there holds \( \| \text{curl} \mathbf{E} \|_{\mathbf{H}^s(\hat{f})} \lesssim C_s \| \text{curl} \mathbf{E} \|_{L^2(\hat{f})}. \)

Proof. As in the proof of Lemma 5.10 we restrict to \( s \geq 1 \) since again the case \( s = 0 \) is trivial and we argue by interpolation for \( s \in (0, 1) \). Let \( v \in \mathbf{H}^s(\hat{f}) \) and \( \hat{v} := (\int_{\hat{f}} v) / |\hat{f}| \in \mathbb{R} \) be its average. Integration by parts yields

\[ (\text{curl} \mathbf{E}, v)_{L^2(\hat{f})} = (\text{curl} \mathbf{E}, \hat{v})_{L^2(\hat{f})} + (\mathbf{E} \cdot \mathbf{t}, 1)_{L^2(\partial \hat{f})} \]

\[ \lesssim \| \mathbf{E} \|_{\mathbf{H}(\hat{f}, \text{curl})} \| \mathbf{v} \|_{\mathbf{H}^s(\hat{f})}. \]

Next, we define the auxiliary function \( \varphi \in \mathbf{H}^1(\hat{f}) \) as the solution of

\[ -\Delta \varphi = v - \hat{v} \quad \text{in} \quad \hat{f}, \quad \partial_n \varphi = 0 \quad \text{on} \quad \partial \hat{f}, \]

and set \( \mathbf{v} := \text{curl} \varphi \). We note that Lemma 5.2 implies \( \| \varphi \|_{H^{s+1}(\hat{f})} \lesssim \| v - \hat{v} \|_{H^{s-1}(\hat{f})} \lesssim \| v \|_{\mathbf{H}^s(\hat{f})} \). We observe \( \text{curl} \mathbf{v} = -\Delta \varphi = v - \hat{v} \) in \( \hat{f} \) and \( \mathbf{t} \cdot \mathbf{v} = -\partial_n \varphi = 0 \) on \( \partial \hat{f} \) so that integration by parts gives

\[ (\text{curl} \mathbf{E}, v - \hat{v})_{L^2(\hat{f})} = (\text{curl} \mathbf{E}, \text{curl} \mathbf{v})_{L^2(\hat{f})} \]

\[ \lesssim \inf \limits_{\mathbf{w} \in \mathbf{Q}_p(\hat{f})} (\text{curl} \mathbf{E}, \text{curl}(\mathbf{v} - \mathbf{w}))_{L^2(\hat{f})} \]

\[ \lesssim p^{-s} \| \text{curl} \mathbf{E} \|_{L^2(\hat{f})} \| \mathbf{v} \|_{\mathbf{H}^s(\hat{f}, \text{curl})} \lesssim p^{-s} \| \text{curl} \mathbf{E} \|_{L^2(\hat{f})} \| \mathbf{v} \|_{\mathbf{H}^s(\hat{f})}. \]

\[ \square \]
After the next lemma about approximation on edges $e \in \mathcal{E}(\hat{f})$, we can prove the stability results in 2D stated in Theorem 2.1.4.

**Lemma 5.12.** For each edge $e \in \mathcal{E}(\hat{f})$ we have for $u \in H^{1/2}(\hat{f}, \text{curl})$ and $s \geq 0$

$$\|u - \hat{\Pi}_p^{\text{curl},2d} u\|_{H^{-s}(e)} \leq C_s p^{-s} \inf_{v \in \mathcal{P}_p(e)} \|u - v\|_{L^2(e)}.$$  

**(5.23)**

**Proof.** We point out that Lemma 3.4 shows that $u \cdot t_e \in L^2(e)$. We recall that on edges, the operator $\hat{\Pi}_p^{\text{curl},2d}$ is simply the $L^2$-projection. Thus, (5.23) holds for $s = 0$. For $s > 0$, (5.23) is shown by a standard duality argument. Let $\tilde{e} := (u - \hat{\Pi}_p^{\text{curl},2d} u) \cdot t_e$ be the error and $v \in H^s(e)$. Identifying $e$ with the interval $(0, L)$ of length $L = \text{diam } e$, we observe that a function $w \in \mathcal{P}_p(e)$ can be decomposed into $w(x) = \overline{w} + \left(\int_0^x w(t) \, dt - x\overline{w}\right)$, where $\overline{w}$ denotes the average of $w$ on $e$. Note that $\int_0^x w(t) \, dt - x\overline{w} \in W_{p+1}(e)$. Hence, $(\tilde{e}, w)_{L^2(e)} = 0$ by (2.17a) and (2.17b), and we obtain

$$(\tilde{e}, v)_{L^2(e)} = \inf_{w \in \mathcal{P}_p(e)} (\tilde{e}, v - w)_{L^2(e)} \leq \|\tilde{e}\|_{L^2(e)} \inf_{w \in \mathcal{P}_p(e)} \|v - w\|_{L^2(e)}$$

$$\lesssim p^{-s} \|\tilde{e}\|_{L^2(e)} \|v\|_{H^s(e)}.$$

**Lemma 5.13.** For $u \in H^{1/2}(\hat{f}, \text{curl})$ there holds for $s \in [0, 5)$

$$\|u - \hat{\Pi}_p^{\text{curl},2d} u\|_{H^{-s}(\hat{f}, \text{curl})} \leq C_s p^{-(1/2+s)} \inf_{v \in \mathcal{Q}_p(\hat{f})} \|u - v\|_{H^{1/2}(\hat{f}, \text{curl})}.$$  

**(5.24)**

**Proof.** By the projection property of $\hat{\Pi}_p^{\text{curl},2d}$, it suffices to show the bound with $v = 0$ in the infimum.

1st step: As discussed in [14, Sec. 4.2] (which relies on [1]) there is a polynomial-preserving lifting $L^{\text{curl},2d} : H^{-1/2}(\partial \hat{f}) \to \mathcal{H}(\hat{f}, \text{curl})$ that is uniformly (in $p$) bounded.

2nd step: Let $P^{\text{curl},2d} u$ be the polynomial best approximation of Lemma 5.4. Following the procedure suggested in [14], we define

$$E := P^{\text{curl},2d} u - \hat{\Pi}_p^{\text{curl},2d} u \in \mathcal{Q}_p(\hat{f}).$$

Note $E - L^{\text{curl},2d} (E \cdot t) \in \mathcal{Q}_p(\hat{f})$. We get from the orthogonalities (2.17a) and (2.17b)

$$(\text{curl}(E - L^{\text{curl},2d} (E \cdot t)), \text{curl } E)_{L^2(\hat{f})} = 0.$$  

**(5.25)**

Hence,

$$\|\text{curl } E\|_{L^2(\hat{f})}^2 \lesssim (\|L^{\text{curl},2d} (E \cdot t), \text{curl } E\|_{L^2(\hat{f})})$$

$$\leq \|\text{curl } L^{\text{curl},2d} (E \cdot t)\|_{L^2(\hat{f})} \|\text{curl } E\|_{L^2(\hat{f})},$$

from which we obtain with the stability properties of the lifting operator $L^{\text{curl},2d}$

$$\|\text{curl } E\|_{L^2(\hat{f})} \lesssim \|E \cdot t\|_{H^{-1/2}(\partial \hat{f})}.$$  

**(5.26)**

3rd step: With the discrete Friedrichs inequality of Lemma 5.8 (11), we arrive at

$$\|E\|_{L^2(\hat{f})} \leq \|E - L^{\text{curl},2d} (E \cdot t)\|_{L^2(\hat{f})} + \|L^{\text{curl},2d} (E \cdot t)\|_{L^2(\hat{f})}$$

$$\lesssim \|\text{curl}(E - L^{\text{curl},2d} (E \cdot t))\|_{L^2(\hat{f})} + \|L^{\text{curl},2d} (E \cdot t)\|_{L^2(\hat{f})}$$

$$\lesssim \|\text{curl } E\|_{L^2(\hat{f})} + \|L^{\text{curl},2d} (E \cdot t)\|_{H(\hat{f}, \text{curl})} \lesssim \|E \cdot t\|_{H^{-1/2}(\partial \hat{f})}.$$  

**(5.27)**

4th step: Lemmas 5.4, 5.12 and $\|u \cdot t_e\|_{L^2(e)} \lesssim \|u\|_{H^{1/2}(\hat{f}, \text{curl})}$ (cf. Lemma 3.4) give

$$\|u - \hat{\Pi}_p^{\text{curl},2d} u\|_{H^{1/2}(\hat{f}, \text{curl})} \lesssim \|u - P^{\text{curl},2d} u\|_{H^{1/2}(\hat{f}, \text{curl})} + \|E\|_{H(\hat{f}, \text{curl})}$$

$$\lesssim \|u - P^{\text{curl},2d} u\|_{H^{1/2}(\hat{f}, \text{curl})} + \|E \cdot t\|_{H^{-1/2}(\partial \hat{f})}$$

$$\lesssim \|u - P^{\text{curl},2d} u\|_{H^{1/2}(\hat{f}, \text{curl})} + \|(u - \hat{\Pi}_p^{\text{curl},2d} u) \cdot t\|_{H^{-1/2}(\partial \hat{f})}$$

$$\lesssim \|u\|_{H^{1/2}(\hat{f}, \text{curl})}.$$  

**(5.28)**
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5th step: From Lemmas 5.10 and 5.11 we get

\[
\|u - \tilde{\Pi}_p^{\text{curl},2d}u\|_{H^{s}(\hat{f},\text{curl})} \lesssim p^{-s}\|u - \tilde{\Pi}_p^{\text{curl},2d}u\|_{H(\hat{f},\text{curl})} \overset{(5.27)}{\lesssim} p^{-(1/2+s)}\|u\|_{H^{1/2}(\hat{f},\text{curl})},
\]

which concludes the proof.  \(\square\)

If \(\text{curl} \ u\) is a polynomial, we have the following result.

**Lemma 5.14.** For all \(k \geq 1\) and all \(u \in H^k(\hat{f})\) with \(\text{curl} \ u \in \mathcal{P}_p(\hat{f})\) there holds

\[
\|u - \tilde{\Pi}_p^{\text{curl},2d}u\|_{H^{s}(\hat{f},\text{curl})} \leq C_{s,k}p^{-(k+s)}\|u\|_{H^k(\hat{f})}, \quad s \in [0,\bar{s}).
\]

(5.28)

If \(p \geq k - 1\), then the full norm \(\|u\|_{H^k(\hat{f})}\) can be replaced with the seminorm \(|u|_{H^k(\hat{f})}\).

**Proof.** We employ the regularized right inverses of the operators \(\nabla\) and \(\text{curl}\) and proceed as in [24] Lemma 5.8. We write, using the decomposition of Lemma 5.6

\[u = \nabla R^{\text{grad}}(u - R^{\text{curl}} \text{curl} u) + R^{\text{curl}} \text{curl} u =: \nabla \varphi + v\]

with \(\varphi \in H^{k+1}(\hat{f})\) and \(v \in H^k(\hat{f})\) together with

\[
\|\varphi\|_{H^{k+1}(\hat{f})} + \|v\|_{H^k(\hat{f})} \leq C\left(\|u\|_{H^k(\hat{f})} + \|\text{curl} u\|_{H^{k-1}(\hat{f})}\right) \leq C\|u\|_{H^k(\hat{f})},
\]

(5.29)

The assumption \(\text{curl} u \in \mathcal{P}_p(\hat{f})\) and Lemma 5.5 \((\text{v})\) imply \(v = R^{\text{curl}} \text{curl} u \in Q_p(\hat{f})\); since \(\tilde{\Pi}_p^{\text{curl},2d}\) is a projection, we conclude \(v - \tilde{\Pi}_p^{\text{curl},2d}v = 0\). Thus, with the commuting diagram property \(\nabla \tilde{\Pi}_p^{\text{grad},2d} = \tilde{\Pi}_p^{\text{grad},2d} \nabla\) and the bound (5.6c) we get

\[
\|(I - \tilde{\Pi}_p^{\text{curl},2d})u\|_{H^{s}(\hat{f},\text{curl})} = \|(I - \tilde{\Pi}_p^{\text{curl},2d})\nabla \varphi + (I - \tilde{\Pi}_p^{\text{curl},2d})v\|_{H^{s}(\hat{f},\text{curl})} = 0 \overset{(5.6c)}{\lesssim} p^{-(k+s)}\|\varphi\|_{H^{k+1}(\hat{f})}.
\]

The proof of (5.28) is complete in view of (5.29). Replacing \(\|u\|_{H^k(\hat{f})}\) with \(|u|_{H^k(\hat{f})}\) is possible since the projector \(\tilde{\Pi}_p^{\text{curl},2d}\) reproduces polynomials of degree \(p\).  \(\square\)

### 6 Stability of the projection operators in three space dimensions

#### 6.1 Preliminaries

For the approximation properties of \(\tilde{\Pi}_p^{\text{grad},3d}\), we need the following approximation results.

**Lemma 6.1** ([14] Thm. 5.2). Let \(P^{\text{grad},3d}_p u \in W_{p+1}(\hat{K})\) be defined by the conditions

\[
(\nabla (u - P^{\text{grad},3d}_p u), \nabla v)_{L^2(\hat{K})} = 0 \quad \forall v \in W_{p+1}(\hat{K}), \quad (u - P^{\text{grad},3d}_p u, 1)_{L^2(\hat{K})} = 0.
\]

Then, for \(r > 1\), there holds \(\|u - P^{\text{grad},3d}_p u\|_{H^r(\hat{K})} \leq C_r p^{-(r-1)}\|u\|_{H^{r}(\hat{K})}\).

**Lemma 6.2** ([16], [14] Thm. 5.2). Let \(P^{\text{curl},3d}_p u \in Q_p(\hat{K})\) be defined by

\[
(\text{curl} (u - P^{\text{curl},3d}_p u), \text{curl} v)_{L^2(\hat{K})} = 0 \quad \forall v \in Q_p(\hat{K}), \quad (u - P^{\text{curl},3d}_p u, \nabla v)_{L^2(\hat{K})} = 0 \quad \forall v \in W_{p+1}(\hat{K}).
\]

Then, for \(r > 0\), there holds \(\|u - P^{\text{curl},3d}_p u\|_{H(\hat{K},\text{curl})} \leq C_r p^{-r}\|u\|_{H^r(\hat{K},\text{curl})}\).
Lemma 6.3 ([14] Thm. 5.2]). Let \( P^{\text{div}, 3d} u \in V_p(\hat{K}) \) be defined by the conditions
\[
\begin{align*}
(\text{div}(u - P^{\text{div}, 3d} u), \text{div} v)_{L^2(\hat{K})} &= 0 & \forall v \in V_p(\hat{K}), \\
(u - P^{\text{div}, 3d} u, \text{div} v)_{L^2(\hat{K})} &= 0 & \forall v \in Q_p(\hat{K}).
\end{align*}
\]
(6.3a)
(6.3b)

Then, for \( r > 0 \), there holds \( \|u - P^{\text{div}, 3d} u\|_{H^r(\hat{K}, \text{div})} \leq C_r p^{-r} \|u\|_{H^r(\hat{K}, \text{div})} \).

In the next lemma, right inverses for the differential operators are recalled.

Lemma 6.4 ([22], see also [24] Sec. 2]). Let \( B \subset \hat{K} \) be a ball. Let \( \theta \in C_0^\infty(B) \) with \( \int_B \theta = 1 \). Define the operators
\[
\begin{align*}
R^{\text{grad}} u(x) &:= \int_{a \in B} \theta(a) \int_{t=0}^1 u(a + t(x - a)) \, dt \cdot (x - a) \, da, \\
R^{\text{curl}} u(x) &:= \int_{a \in B} \theta(a) \int_{t=0}^1 t u(a + t(x - a)) \, dt \times (x - a) \, da, \\
R^{\text{div}} u(x) &:= \int_{a \in B} \theta(a) \int_{t=0}^1 t^2 u(a + t(x - a)) \, dt \cdot (x - a) \, da.
\end{align*}
\]

Then:

(i) For \( u \) with \( \text{div} u = 0 \), there holds \( \text{curl} R^{\text{curl}} u = u \).

(ii) For \( u \) with \( \text{curl} u = 0 \), there holds \( \nabla R^{\text{grad}} u = u \).

(iii) For \( u \in L^2(\hat{K}) \), there holds \( \text{div} R^{\text{div}} u = u \).

(iv) If \( u \in Q_p(\hat{K}) \), then \( R^{\text{grad}} u \in W_{p+1}(\hat{K}) \).

(v) If \( u \in V_p(\hat{K}) \), then \( R^{\text{curl}} u \in Q_p(\hat{K}) \).

(vi) If \( u \in W_p(\hat{K}) \), then \( R^{\text{div}} u \in V_p(\hat{K}) \).

(vii) For every \( k \geq 0 \), the operators \( R^{\text{grad}}, R^{\text{curl}} \) and \( R^{\text{div}} \) are bounded linear operators \( H^k(\hat{K}) \to H^{k+1}(\hat{K}) \), \( H^k(\hat{K}) \to H^{k+1}(\hat{K}) \) and \( H^k(\hat{K}) \to H^{k+1}(\hat{K}) \), respectively.

The right inverses of Lemma 6.3 can be used to construct regular Helmholtz-like decompositions of functions in \( H^k(\hat{K}, \text{curl}) \) and \( H^k(\hat{K}, \text{div}) \).

Lemma 6.5. Let \( s \geq 0 \). Then each \( u \in H^s(\hat{K}, \text{curl}) \) can be written as \( u = \nabla \varphi + z \) with \( \varphi \in H^{s+1}(\hat{K}) \), \( z \in H^{s+1}(\hat{K}) \) satisfying \( \|
\begin{align*}
\varphi \|_{H^{s+1}(\hat{K})} &\lesssim \|u\|_{H^s(\hat{K}, \text{curl})} \quad \text{and} \quad \|z\|_{H^{s+1}(\hat{K})} \lesssim \|\text{curl} u\|_{H^s(\hat{K})}.
\end{align*}
\]

Proof. With the aid of the operators \( R^{\text{curl}}, R^{\text{grad}} \) of Lemma 6.4, we write \( u = \nabla R^{\text{grad}} (u - R^{\text{curl}} (\text{curl} u)) + R^{\text{curl}} (\text{curl} u) =: \nabla \varphi + z \). The stability properties of the operators \( R^{\text{curl}} \) and \( R^{\text{grad}} \) give
\[
\begin{align*}
\|
\begin{align*}
\varphi \|_{H^{s+1}(\hat{K})} &\lesssim \|u - R^{\text{curl}} (\text{curl} u)\|_{H^s(\hat{K})} \lesssim \|u\|_{H^s(\hat{K})} + \|R^{\text{curl}} (\text{curl} u)\|_{H^{s+1}(\hat{K})}^2 \\
&\lesssim \|u\|_{H^s(\hat{K})} + \|\text{curl} u\|_{H^{s+1}(\hat{K})}^2 \lesssim \|u\|_{H^s(\hat{K})},
\end{align*}
\]

\( \|z\|_{H^{s+1}(\hat{K})} = \|R^{\text{curl}} (\text{curl} u)\|_{H^{s+1}(\hat{K})} \lesssim \|\text{curl} u\|_{H^s(\hat{K})}. \)

Lemma 6.6. Let \( s \in [0,1] \). Then each \( u \in H^s(\hat{K}) \) can be written as \( u = \nabla \varphi + \text{curl} z \) with \( \varphi \in H^{s+1}(\hat{K}) \cap H^1_0(\hat{K}) \), \( z \in H^{s+1}(\hat{K}) \) and \( \|
\begin{align*}
\varphi \|_{H^{s+1}(\hat{K})} + \|z\|_{H^{s+1}(\hat{K})} &\lesssim \|u\|_{H^s(\hat{K})}.
\end{align*}
\]

Proof. We define \( \varphi \in H^1_0(\hat{K}) \) as the solution of the problem
\[
-\Delta \varphi = -\text{div} u, \quad \varphi = 0 \text{ on } \partial \hat{K}.
\]

Since \( \text{div} : H^1(\hat{K}) \to L^2(\hat{K}) \) and \( \text{div} : L^2(\hat{K}) \to (H^1_0(\hat{K}))' = H^{-1}(\hat{K}) \) the convexity of \( \hat{K} \) gives \( \varphi \in H^1_0(\hat{K}) \) if \( s = 0 \) and \( \varphi \in H^2(\hat{K}) \cap H^1_0(\hat{K}) \) if \( s = 1 \). By interpolation \( \varphi \in H^{s+1}(\hat{K}) \cap H^1_0(\hat{K}) \) with \( \|\varphi\|_{H^{s+1}(\hat{K})} \lesssim \|u\|_{H^s(\hat{K})}. \)

With the operator \( R^{\text{curl}} \) of Lemma 6.3, we define \( z := R^{\text{curl}} (u - \nabla \varphi) \in H^{s+1}(\hat{K}) \). Noting \( \text{div} (u - \nabla \varphi) = 0 \), we have \( u = \nabla \varphi + \text{curl} z \) by Lemma 6.4. The stability property of \( R^{\text{curl}} \) gives
\[
\|z\|_{H^{s+1}(\hat{K})} = \|R^{\text{curl}} (u - \nabla \varphi)\|_{H^{s+1}(\hat{K})} \lesssim \|u - \nabla \varphi\|_{H^s(\hat{K})} \lesssim \|u\|_{H^s(\hat{K})}. \)
\]

\[\Box\]
Lemma 6.7. Let \( s \geq 0 \). Then each \( u \in H^s(\overline{K}, \text{div}) \) can be written as \( u = \text{curl} \varphi + z \) with \( \varphi \in H^{s+1}(\overline{K}) \), \( z \in H^{s+1}(\overline{K}) \) satisfying \( \|\varphi\|_{H^{s+1}(\overline{K})} \lesssim \|u\|_{H^s(\overline{K}, \text{div})} \) and \( \|z\|_{H^{s+1}(\overline{K})} \lesssim \|\text{div} u\|_{H^s(\overline{K})} \).

Proof. With the operators \( R^\text{curl} \) and \( R^\text{div} \) of Lemma 6.3 we write

\[ u = \text{curl} R^\text{curl}(u - R^\text{div}(\text{div} u)) + R^\text{div}(\text{div} u) =: \text{curl} \varphi + z. \]

The stability properties of \( R^\text{curl} \) and \( R^\text{div} \) imply

\[
\|\varphi\|_{H^{s+1}(\overline{K})} \lesssim \|u - R^\text{div}(\text{div} u)\|_{H^s(\overline{K})} \lesssim \|u\|_{H^s(\overline{K})} + \|R^\text{div}(\text{div} u)\|_{H^{s+1}(\overline{K})} \\
\lesssim \|u\|_{H^s(\overline{K})} + \|\text{div} u\|_{H^s(\overline{K})} \lesssim \|u\|_{H^s(\overline{K}, \text{div})},
\]

\[
\|z\|_{H^{s+1}(\overline{K})} = \|R^\text{div}(\text{div} u)\|_{H^{s+1}(\overline{K})} \lesssim \|\text{div} u\|_{H^s(\overline{K})}.
\]

We now state the Friedrichs inequalities for the operators \( \text{curl} \) and \( \text{div} \).

Lemma 6.8 (discrete Friedrichs inequality for \( H(\text{curl}) \) in 3D, [14, Lemma 5.1]). There exists \( C > 0 \) independent of \( p \) and \( u \) such that

\[
\|u\|_{L^2(\overline{K})} \leq C \|\text{curl} u\|_{L^2(\overline{K})}
\]

in the following two cases:

(i) \( u \in Q_{p,\perp}(\overline{K}) := \{ v \in Q_p(\overline{K}) : (v, \nabla \psi)_{L^2(\overline{K})} = 0 \quad \forall \psi \in W_{p+1}(\overline{K}) \}, \)

(ii) \( u \in Q_{p,\perp}(\overline{K}) := \{ v \in Q_p(\overline{K}) : (v, \nabla \psi)_{L^2(\overline{K})} = 0 \quad \forall \psi \in \tilde{W}_{p+1}(\overline{K}) \}. \)

Lemma 6.9 (discrete Friedrichs inequality for \( H(\text{div}) \)). There exists \( C > 0 \) independent of \( p \) and \( u \) such that

\[
\|u\|_{L^2(\overline{K})} \leq C \|\text{div} u\|_{L^2(\overline{K})}
\]

in the following two cases:

(i) \( u \in V_p(\overline{K}) \) satisfies \( (u, \text{curl} v)_{L^2(\overline{K})} = 0 \) for all \( v \in Q_p(\overline{K}) \),

(ii) \( u \in \tilde{V}_p(\overline{K}) \) satisfies \( (u, \text{curl} v)_{L^2(\overline{K})} = 0 \) for all \( v \in Q_{p,\perp}(\overline{K}) \).

Proof. The statement [i] is taken from [14, Lemma 5.2]. It is also shown in [14, Lemma 5.2] that the Friedrichs inequality [6.3] holds for all \( u \) satisfying

\[
\text{curl} u \in \tilde{V}_p(\overline{K}) \quad \text{satisfies} \quad (u, \text{curl} v)_{L^2(\overline{K})} = 0 \quad \text{for all} \quad v \in Q_{p,\perp}(\overline{K}).
\]

To see that the condition [ii] in Lemma 6.9 suffices, assume that \( u \) satisfies the condition [ii] in Lemma 6.9 and write \( v \in Q_p(\overline{K}) \) as \( v = \Pi_{\nabla W_{p+1}} u + (v - \Pi_{\nabla W_{p+1}} v) \), where \( \Pi_{\nabla W_{p+1}} \) denotes the \( L^2 \)-projection onto \( \nabla W_{p+1}(\overline{K}) \subset Q_p(\overline{K}) \). Then observe that \( v - \Pi_{\nabla W_{p+1}} v \in Q_{p,\perp}(\overline{K}) \) so that

\[
(u, \text{curl} v)_{L^2(\overline{K})} = (u, \text{curl}(\Pi_{\nabla W_{p+1}} v))_{L^2(\overline{K})} + (u, \text{curl}(v - \Pi_{\nabla W_{p+1}} v))_{L^2(\overline{K})} = 0;
\]

to get this, we use the fact that \( v - \Pi_{\nabla W_{p+1}} v \in Q_{p,\perp}(\overline{K}) \).

hence, \( u \) satisfies in fact [6.6]. Thus, it satisfies the Friedrichs inequality [6.9].

6.2 Stability of the operator \( \hat{\Pi}^{\text{grad}, 3d}_{p+1} \)

The three-dimensional analog of Theorem 5.9 is:

Theorem 6.10. Assume that all interior angles of the 4 faces of \( \overline{K} \) are smaller than \( 2\pi/3 \). Then, for every \( s \in [0, 1] \) there is \( C_s > 0 \) such that for all \( u \in H^2(\overline{K}) \)

\[
\|u - \hat{\Pi}^{\text{grad}, 3d}_{p+1} u\|_{H^{1-s}(\overline{K})} \leq C_s p^{-(1+s)} \inf_{v \in W_{p+1}(\overline{K})} \|u - v\|_{H^2(\overline{K})};
\]

\[
\|
abla (u - \hat{\Pi}^{\text{grad}, 3d}_{p+1} u)\|_{H^{1-s}(\overline{K})} \leq C_s p^{-(1+s)} \inf_{v \in W_{p+1}(\overline{K})} \|u - v\|_{H^2(\overline{K})}.
\]

Additionally, [6.7a] holds for \( s = 0 \) without the conditions on the angles of the faces of \( \overline{K} \).
Proof. The proof proceeds along the same lines as in the 2D case. First, we observe from the projection property of $\Pi_{p+1}^{grad, 3d}$ that it suffices to show (6.7a), (6.7b) with $v = 0$ in the infimum. Next, the trace theorem implies $u_f \in H^{3/2}(f)$ for every face $f \in \mathcal{F}(\hat{K})$. From Theorem 5.9 we get, for every face $f \in \mathcal{F}(\hat{K})$ and $s \in [0, 1]$,

$$\|u - \Pi_{p+1}^{grad, 3d}u\|_{H^{s-1/2}(f)} \leq Cp^{-(1/2+s)}\|u\|_{H^s(\hat{K})},$$

(6.8)

Since $u - \Pi_{p+1}^{grad, 3d}u \in C(\partial \hat{K})$, we conclude

$$\|u - \Pi_{p+1}^{grad, 3d}u\|_{H^{1/2} \cap \partial \hat{K})} \leq Cp^{-(1/2+s)}\|u\|_{H^s(\hat{K})}$$

(6.9)

for $s \in \{0, 1\}$ and then, by interpolation for all $s \in [0, 1]$. Next, we show (6.7a) for $s = 0$ (from which (6.7b) for $s = 0$ follows). As in the 2D case, we use Lemma 6.1 the estimate (6.9), the fact that $\Pi_{p+1}^{grad, 3d}u$ is discrete harmonic, and the polynomial preserving lifting of [29], to arrive at

$$\|u - \Pi_{p+1}^{grad, 3d}u\|_{H^{1/2} \cap \partial \hat{K})} \leq p^{-1}\|u\|_{H^1(\hat{K})} + \|\Pi_{p+1}^{grad, 3d}u - \Pi_{p+1}^{grad, 3d}u\|_{H^{1/2} \cap \partial \hat{K})}$$

(6.10)

The $L^2$-estimate, i.e., the case $s = 1$ in (6.7a), is obtained by a duality argument: Let $z \in H^2(\hat{K}) \cap H^1_0(\hat{K})$ be given by

$$-\Delta z = \tilde{e} := u - \Pi_{p+1}^{grad, 3d}u \ 	ext{on} \ \hat{K}, \ z|_{\partial \hat{K}} = 0.$$

Integration by parts leads to

$$\|\overline{\tilde{e}}\|^2_{L^2(\hat{K})} = \int_{\hat{K}} \nabla z \cdot \nabla \overline{\tilde{e}} - \int_{\partial \hat{K}} \partial_n z \overline{\tilde{e}}.$$

(6.11)

For the first term in (6.11) we use the orthogonality properties satisfied by $\tilde{e}$ and (6.10) to get

$$\|\overline{\tilde{e}}\|^2_{L^2(\hat{K})} \leq \inf_{\pi \in W_{p+1}(\hat{K})} \|z - \pi\|_{H^1(\hat{K})} \|\nabla \overline{\tilde{e}}\|_{L^2(\hat{K})} \lesssim p^{-1}\|\nabla \overline{\tilde{e}}\|_{L^2(\hat{K})} \|\overline{\tilde{e}}\|_{L^2(\hat{K})}.$$

(6.12)

For the second term in (6.11), we use Theorem 5.9 for each face $f \in \mathcal{F}(\hat{K})$. The assumptions on the angles of the faces of $\hat{K}$ imply that Theorem 5.9 is applicable with $s = 3/2$ (since the pertinent $\tilde{s} > 3/2 = \pi/(2\pi/3))$ to give

$$\|\partial_n z, \overline{\tilde{e}}\|_{L^2(\hat{K})} \leq \|\partial_n z\|_{H^{1/2}(f)} \|\nabla \overline{\tilde{e}}\|_{L^2(\hat{K})} \lesssim p^{-2}\|\partial_n z\|_{H^{1/2}(f)} \|u\|_{H^{3/2}(f)}$$

(6.13)

Inserting (6.12), (6.13) in (6.11) gives the desired estimate (6.7a) for $s = 1$. An interpolation argument completes the proof for the intermediate values $s \in (0, 1)$.

We show the estimate (6.7b) for $s = 1$ by duality. Again, we set $\overline{\tilde{e}} := u - \Pi_{p+1}^{grad, 3d}u$ and need an estimate for

$$\|\overline{\tilde{e}}\|_{H^{3/2}(\hat{K})} \leq \sup_{\nu \in H^1(\hat{K})} \frac{\langle \nabla \nu, \overline{\tilde{e}} \rangle_{L^2(\hat{K})}}{\|\nu\|_{H^1(\hat{K})}}.$$
6.3 Stability of the operator $\hat{\Pi}_p^{\text{curl},3d}$

As in the proof of Lemma 5.13, a key ingredient is the existence of a polynomial preserving lifting operator from the boundary to the element with the appropriate mapping properties and an additional orthogonality property. For $H(\hat{K}, \text{curl})$, a lifting operator has been constructed in [19]. We formulate a simplified version of their results and also explicitly modify that lifting to ensure a convenient orthogonality property.

Lemma 6.11. Introduce on the trace space $\Pi_\tau H(\hat{K}, \text{curl})$ the norm

$$\|z\|_{X^{1/2}} := \inf \{ \|v\|_{H(\hat{K}, \text{curl})} | \Pi_\tau v = z \}. \quad (6.15)$$

There exists $C > 0$ (independent of $p \in \mathbb{N}$) and, for each $p \in \mathbb{N}$, a lifting operator $L_p^{\text{curl},3d} : \Pi_\tau Q_p(\hat{K}) \to Q_p(\hat{K})$ with the following properties:

(i) $L_p^{\text{curl},3d}(\Pi_\tau z) = \Pi_\tau z$ for all $z \in Q_p(\hat{K})$.

(ii) There holds $\|L_p^{\text{curl},3d}z\|_{H(\hat{K}, \text{curl})} \leq C\|z\|_{X^{1/2}}$.

(iii) There holds the orthogonality $(L_p^{\text{curl},3d}z, \nabla v)_{L^2(\hat{K})} = 0$ for all $v \in \hat{W}_{p+1}(\hat{K})$.

(iv) Let $T := \Pi_\tau H^2(\hat{K})$. A function $z \in T$ is in $L^2(\partial \hat{K})$, facewise in $H^{1/2}_f$, and

$$\|z\|_{X^{1/2}} \leq C \sum_{f \in F(\hat{K})} \left[ \|z\|_{H^{-1/2}(f)} + \|\nabla_z z\|_{H^{1/2}(f)} \right].$$

Here, we recall from (6.1) that $\|\cdot\|_{H^{-1/2}(f)}$ is defined to be dual to $\|\cdot\|_{H^{1/2}_f}$.

Proof. The lifting operator $\mathcal{E}(\text{curl}) : \Pi_\tau H(\hat{K}, \text{curl}) \to H(\hat{K}, \text{curl})$ constructed in [19] has the desired polynomial preserving property [b] and continuity property [ii]. [19 Thm. 7.2]. To ensure [iii] we define the desired lifting operator by $L_p^{\text{curl},3d}z := \mathcal{E}(\text{curl})z - w_0$, where $w_0$ is defined by the following saddle point problem: Find $w_0 \in Q_p(\hat{K})$ and $\phi \in \hat{W}_{p+1}(\hat{K})$ such that for all $q \in Q_p(\hat{K})$ and all $\mu \in \hat{W}_{p+1}(\hat{K})$

$$\begin{align*}
\text{curl } w_0, \text{curl } q & \in L^2(\hat{K}) + (q, \nabla \phi)_{L^2(\hat{K})} = (\text{curl}(\mathcal{E}(\text{curl})z), \text{curl } q)_{L^2(\hat{K})}, \\
(\text{curl } w_0, \nabla \mu)_{L^2(\hat{K})} & = (\mathcal{E}(\text{curl})z, \nabla \mu)_{L^2(\hat{K})}.
\end{align*} \quad (6.16)$$

Problem (6.16) is uniquely solvable: We define the bilinear forms $a(w, q) := (\text{curl } w, \text{curl } q)_{L^2(\hat{K})}$ and $b(w, \phi) := (w, \nabla \phi)_{L^2(\hat{K})}$ for $w, q \in Q_p(\hat{K})$ and $\phi \in \hat{W}_{p+1}(\hat{K})$. Coercivity of $a$ on the kernel of $b$ with

$$\ker b = \{ q \in Q_p(\hat{K}) : (q, \nabla \mu)_{L^2(\hat{K})} = 0 \forall \mu \in \hat{W}_{p+1} \} = \hat{Q}_{p+1}(\hat{K}),$$

follows from the Friedrichs inequality (Lemma 6.8) by

$$a(v, v) = \|\text{curl } v\|_{L^2(\hat{K})}^2 \geq \frac{1}{2C^2} \|v\|_{L^2(\hat{K})}^2 + \frac{1}{2} \|\text{curl } v\|_{L^2(\hat{K})}^2 \geq \min \left\{ \frac{1}{2C^2}, \frac{1}{2} \right\} \|v\|_{H(\hat{K}, \text{curl})}^2$$

for all $v \in \ker b$. Next, we show the inf-sup condition

$$\inf_{w \in \hat{W}_{p+1}(\hat{K})} \sup_{\phi \in Q_p(\hat{K})} \frac{b(w, \phi)}{\|w\|_{H(\hat{K}, \text{curl})} \|\phi\|_{H^1(\hat{K})}} \geq C.$$

Given $\phi \in \hat{W}_{p+1}(\hat{K})$, choose $w = \nabla \phi \in Q_p(\hat{K})$. Hence,

$$\frac{b(w, \phi)}{\|w\|_{H(\hat{K}, \text{curl})} \|\phi\|_{H^1(\hat{K})}} = \frac{\|\nabla \phi\|_{L^2(\hat{K})}^2}{\|\nabla \phi\|_{L^2(\hat{K})} \|\phi\|_{H^1(\hat{K})}} \geq C.$$
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by Poincaré’s inequality. Thus, the saddle point problem (6.11) has a unique solution \((w_0, \varphi) \in \tilde{Q}_p(R) \times \tilde{W}_{p+1}(R)\). In fact, taking \(q = \nabla \varphi\) in (6.10a) reveals \(\varphi = 0\). The lifting operator \(\mathcal{L}_p^{1,3d}\) now obviously satisfies (6.11) and (6.12) by construction. For (6.12) note that the solution \(w_0\) satisfies the estimate \(\|w_0\|_{H(R, \text{curl})} \lesssim \|f\| + \|g\|\), where \(f(v) = (\text{curl}(\mathcal{E} \text{curl} z), \text{curl} v)_{L^2(R)}, g(v) = (\mathcal{E} \text{curl} z, \nabla v)_{L^2(R)}\), and \(\|\cdot\|\) denotes the operator norm. Thus,

\[
\|f\| = \sup_{\|v\|_{H(R, \text{curl})} \leq 1} |(\mathcal{E} \text{curl} z, \text{curl} v)_{L^2(R)}| \leq \|\text{curl}(\mathcal{E} \text{curl} z)\|_{L^2(R)} \lesssim \|z\|_{X^{-1/2}}.
\]

The estimate \(\|g\| \leq \|z\|_{X^{-1/2}}\) is shown in a similar way. Hence, (6.12) follows from

\[
\|\mathcal{L}_p^{1,3d} z\|_{H(R, \text{curl})} \leq \|\mathcal{E} \text{curl} z\|_{H(R, \text{curl})} + \|w_0\|_{H(R, \text{curl})} \lesssim \|z\|_{X^{-1/2}}.
\]

We now show (6.13), proceeding in several steps.

1st step: Clearly, \(z\) is in \(L^2(\partial R)\) and facewise in \(H^1_T\). The surface \(\text{curl}\) of \(z \in T\), denoted \(\text{curl}_{\partial R} z\), is defined by \(n \cdot \text{curl} \tilde{z} \in H^{-1/2}(\partial R)\) for any lifting \(\tilde{z} \in H(R, \text{curl})\) of \(z\). This definition is indeed independent of the lifting since the difference \(\delta\) of two liftings is in \(H_0(\tilde{R}, \text{curl})\) and by the deRham diagram (see, e.g., [28, eqn. (3.60)]) we then have \(\text{curl} \delta \in H_0(\tilde{R}, \text{div})\). Furthermore, since an \(H^2\)-lifting of \(z\) exists, \(\text{curl}_{\partial R} z \in H^{-1/2}(\partial R)\) is facewise in \(H^1_T\) and coincides facewise with \(\text{curl} z\).

2nd step: We construct a particular lifting \(Z \in H(R, \text{curl})\) of \(z \in X^{-1/2}\) and will use \(\|z\|_{X^{-1/2}} \leq \|Z\|_{H(R, \text{curl})}\).

This lifting \(Z\) is taken to be the solution of the (constrained) minimization problem:

\[
\text{Minimize } \|\text{curl} Y\|_{L^2(R)} \text{ under the constraints}
\]

\[
\Pi_\nu Y = z \quad \text{and} \quad (Y, \nabla \varphi)_{L^2(R)} = 0 \text{ for all } \varphi \in H_0^1(R).
\]

This minimization problem can be solved with the method of Lagrange multipliers as was done in (6.14). Without repeating the arguments, we obtain, in strong form, the problem: Find \((Z, \varphi) \in H(R, \text{curl}) \times H_0^1(R)\) such that

\[
\text{curl} \text{curl} Z + \nabla \varphi = 0 \quad \text{in } R, \quad \text{div} Z = 0 \quad \text{in } R, \quad \Pi_\nu Z = z.
\]

As was observed above, the Lagrange multiplier \(\varphi\) in fact vanishes so that we conclude that the minimizer \(Z\) solves

\[
\text{curl} \text{curl} Z = 0, \quad \text{div} Z = 0, \quad \Pi_\nu Z = z.
\]

3rd step: We bound \(w := \text{curl} Z\). We have

\[
\text{curl} w = 0, \quad \text{div} w = 0, \quad n \cdot w = \text{curl}_{\partial R} z.
\] (6.17)

From \(\text{curl} w = 0\), we get that \(w\) is a gradient: \(w = \nabla \psi\). The second and third conditions in (6.17) show

\[
-\Delta \psi = 0 \quad \partial_n \psi = n \cdot w = \text{curl}_{\partial R} z.
\]

The integrability condition is satisfied since \((n \cdot w, 1)_{L^2(\partial R)} = (\text{div} w, 1)_{L^2(R)} = 0\). Thus we conclude by standard a priori estimates for the Laplace problem

\[
\|\text{curl} Z\|_{L^2(R)} = \|w\|_{L^2(R)} = \|\nabla \psi\|_{L^2(R)} \lesssim \|\text{curl}_{\partial R} z\|_{H^{-1/2}(\partial R)}.
\] (6.18)

4th step: To bound \(Z\), we write it with the operators \(R_{\text{curl}}\) and \(R_{\text{grad}}\) of Lemma 6.3 as

\[
Z = \nabla \phi + \tilde{z}, \quad \tilde{z} := R_{\text{curl}}(\text{curl} Z), \quad \phi := R_{\text{grad}}(Z - R_{\text{curl}}(\text{curl} \tilde{z})),
\] (6.19)

with \(\|\tilde{z}\|_{H^1(R)} \lesssim \|\text{curl} Z\|_{L^2(R)} \lesssim \|\text{curl}_{\partial R} z\|_{H^{-1/2}(\partial R)}\). (6.20)

For the control of \(\phi\), we proceed by an integration by parts argument. Noting that \(\text{div} Z = 0\), we have

\[
\nabla \phi + \tilde{z} = Z = \text{curl} R_{\text{curl}}(Z) = \text{curl} R_{\text{curl}}(\nabla \phi) + \text{curl} R_{\text{curl}}(\tilde{z}).
\]
With the integration by parts formula (2.2) (which is actually valid for functions in $H(\tilde{K}, \text{curl})$ as shown in [28, Thm. 3.29]) we get

$$\langle \text{curl} Z, v \rangle_{L^2(\tilde{K})} = \langle Z, \text{curl} v \rangle_{L^2(\tilde{K})} - \langle z, \gamma_\tau v \rangle_{L^2(\partial\tilde{K})}. $$

Selecting $v = R^{\text{curl}}(\nabla \phi) \in H^1(\tilde{K})$, we get

$$\langle \text{curl} Z, R^{\text{curl}}(\nabla \phi) \rangle_{L^2(\tilde{K})} = \langle \nabla \phi + \tilde{z}, \nabla \phi + \tilde{z} - \text{curl} R^{\text{curl}}(\tilde{z}) \rangle_{L^2(\tilde{K})} - \langle z, \gamma_\tau R^{\text{curl}}(\nabla \phi) \rangle_{L^2(\partial\tilde{K})}. $$

In view of the mapping property $R^{\text{curl}} : L^2(\tilde{K}) \to H^1(\tilde{K})$ we obtain

$$\|\nabla \phi\|_{L^2(\tilde{K})}^2 \lesssim \|\text{curl} Z\|_{L^2(\tilde{K})}\|\nabla \phi\|_{L^2(\tilde{K})} + \|\tilde{z} - \text{curl} R^{\text{curl}}(\tilde{z})\|_{L^2(\tilde{K})}\|\nabla \phi\|_{L^2(\tilde{K})}$$

$$+ \|\tilde{z}\|_{L^2(\tilde{K})}\|\nabla \phi\|_{L^2(\tilde{K})} + \|z, \gamma_\tau R^{\text{curl}}(\nabla \phi)\|_{L^2(\partial\tilde{K})}. $$

Combining (6.19), (6.20), (6.21) shows

$$\|Z\|_{H(\tilde{K}, \text{curl})} \lesssim \|\tilde{z}\|_{L^2(\tilde{K})} + \|\nabla \phi\|_{L^2(\tilde{K})} + \|\text{curl} Z\|_{L^2(\tilde{K})}$$

$$\lesssim \sup_{\nabla \in H^1(\tilde{K})} \|Z - \text{curl} R^{\text{curl}}(\nabla \phi)\|_{L^2(\tilde{K})} + \|\text{curl} \gamma_\tau Z\|_{H^{1/2}(\partial\tilde{K})}. $$

5th step: Since $z$ and $\text{curl} \gamma_\tau z$ are actually $L^2$-functions, the norm $\| \cdot \|_{X^{-1/2}}$ can be estimated in a localized fashion: The continuity of the inclusions $H^{1/2}(\partial\tilde{K}) \subset \prod_{f \in \mathcal{F}(\tilde{K})} H^{1/2}(f)$ and $\gamma_\tau H^1(\tilde{K}) \subset \prod_{f \in \mathcal{F}(\tilde{K})} H^{1/2}_x(f)$ implies

$$\|\text{curl} \gamma_\tau z\|_{H^{-1/2}(\partial\tilde{K})} \lesssim \sum_{f \in \mathcal{F}(\tilde{K})} \|\text{curl} f Z\|_{\tilde{H}^{-1/2}(f)}, $$

$$\sup_{\nabla \in H^1(\tilde{K})} \|Z\|_{H^1(\tilde{K})} \lesssim \sum_{f \in \mathcal{F}(\tilde{K})} \|Z\|_{\tilde{H}_x^{-1/2}(f)}. $$

We finally obtain the desired estimate

$$\|Z\|_{X^{-1/2}} \lesssim \|Z\|_{H(\tilde{K}, \text{curl})}$$

$$\lesssim \sum_{f \in \mathcal{F}(\tilde{K})} \|Z\|_{\tilde{H}_x^{-1/2}(f)} + \|\text{curl} f Z\|_{\tilde{H}^{-1/2}(f)}. $$

This concludes the proof. We mention that an alternative proof of the assertion [1] could be based on the intrinsic characterization of the trace spaces of $H(\tilde{K}, \text{curl})$ given in [89].

**Theorem 6.12.** Let $\tilde{K}$ be a fixed tetrahedron. Then there exists $C > 0$ independent of $p$ such that for all $u \in H^1(\tilde{K}, \text{curl})$

$$\|u - \Pi_p^{\text{curl},3d} u\|_{H(\tilde{K}, \text{curl})} \leq C p^{-1} \inf_{v \in Q_p(\tilde{K})} \|u - v\|_{H^1(\tilde{K}, \text{curl})}. $$

**Proof.** 1st step: Since $\Pi_p^{\text{curl},3d}$ is a projection operator, it suffices to show the bound with $v = 0$ in the infimum. 2nd step: Write, with the operators $R^{\text{grad}}$, $R^{\text{curl}}$ of Lemma 6.14 the function $u \in H^1(\tilde{K}, \text{curl})$ as $u = \nabla \varphi + v$ with $\varphi \in H^2(\tilde{K})$ and $v \in H^2(\tilde{K})$. We have $\|\varphi\|_{H^2(\tilde{K})} \lesssim \|u\|_{H^1(\tilde{K}, \text{curl})}$ and $\|v\|_{H^2(\tilde{K})} \lesssim \|\text{curl} u\|_{H^1(\tilde{K})}$. From the commuting diagram property, we readily get

$$\|\nabla \varphi - \Pi_p^{\text{curl},3d} \nabla \varphi\|_{H(\tilde{K}, \text{curl})} = \|\nabla (\varphi - \Pi_p^{\text{grad},3d} \varphi)\|_{H(\tilde{K}, \text{curl})} = \|\varphi - \Pi_p^{\text{grad},3d} \varphi\|_{H^1(\tilde{K})}$$

$$\lesssim p^{-1} \|\varphi\|_{H^2(\tilde{K})}. $$

Therefore, the theorem follows using (6.21) and (6.30).
3rd step: We claim
\[ \| \Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v) \|_{H^{1/2}} \leq Cp^{-1} \| v \|_{H^2(\hat{K})}. \] (6.25)
To see this, we note \( v \in H^2(\hat{K}) \) and estimate with Lemma 6.11
\[ \| \Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v) \|_{H^{1/2}} \lesssim \sum_{f \in \mathcal{F}(\hat{K})} \| \Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v) \|_{H^{-1/2}(f)} + \| \text{curl}(\Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v)) \|_{H^{-1/2}(f)}. \]

We consider each face \( f \in \mathcal{F}(\hat{K}) \) separately. Lemmas 5.10, 5.11, 5.13 imply with the aid of the continuity of the trace \( \Pi_\tau : H^2(\hat{K}) \to H^2_0(f, \text{curl}) \)
\[ \| \Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v) \|_{H^2(f, \text{curl})} \leq p^{-1/2} \| \Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v) \|_{H^1(f, \text{curl})} \lesssim p^{-1}\| v \|_{H^2(\hat{K})}. \]
\[ \| \text{curl}(\Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v)) \|_{H^{-1/2}(f)} \lesssim p^{-1/2} \| \text{curl}(\Pi_\tau (v - \hat{\Pi}_p^{\text{curl,3d}}v)) \|_{L^2(f)} \lesssim p^{-1} \| v \|_{H^2(\hat{K})}. \]

4th step: Since \( v \in H^2(\hat{K}) \), the approximation \( P_{\text{curl,3d}}v \in Q_{p}(\hat{K}) \) given by Lemma 6.2 satisfies
\[ \| v - P_{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} \leq Cp^{-1} \| v \|_{H^2(\hat{K})}. \] (6.26)
We note
\[ \| v - \hat{\Pi}_p^{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} \leq \| v - P_{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} + \| \hat{\Pi}_p^{\text{curl,3d}}v - P_{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} \leq p^{-1}\| v \|_{H^2(\hat{K})} + \| \hat{\Pi}_p^{\text{curl,3d}}v - P_{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})}. \]

For the term \( \| \hat{\Pi}_p^{\text{curl,3d}}v - P_{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} \), we introduce the abbreviation \( E := \hat{\Pi}_p^{\text{curl,3d}}v - P_{\text{curl,3d}}v \in Q_{p}(\hat{K}) \) and observe that the orthogonality conditions (2.17g), (2.17l) satisfied by \( \hat{\Pi}_p^{\text{curl,3d}}v \) and the conditions (6.2a), (6.2b) satisfied by \( P_{\text{curl,3d}}v \), lead to two orthogonalities:
\[ (\text{curl } E, \text{curl } w)_{L^2(\hat{K})} = 0 \quad \forall w \in \hat{Q}_p(\hat{K}), \] (6.27a)
\[ (E, \nabla w)_{L^2(\hat{K})} = 0 \quad \forall w \in \hat{W}_{p+1}(\hat{K}). \] (6.27b)
By Lemma 6.11 the orthogonality condition
\[ (L_p^{\text{curl,3d}}\Pi E, \nabla w)_{L^2(\hat{K})} = 0 \quad \forall w \in \hat{W}_{p+1}(\hat{K}) \]
holds. Hence, the discrete Friedrichs inequality of Lemma 6.8 is applicable to \( E - L_p^{\text{curl,3d}}\Pi E \), and we get
\[ \| E \|_{L^2(\hat{K})} \leq \| L_p^{\text{curl,3d}}\Pi E \|_{L^2(\hat{K})} + \| E - L_p^{\text{curl,3d}}\Pi E \|_{L^2(\hat{K})} \leq \| L_p^{\text{curl,3d}}\Pi E \|_{L^2(\hat{K})} + \| E - L_p^{\text{curl,3d}}\Pi E \|_{L^2(\hat{K})} \]
\[ \leq \| L_p^{\text{curl,3d}}\Pi E \|_{X^{-1/2}} + \| \text{curl } E \|_{L^2(\hat{K})}. \]

Using again the lifting \( L_p^{\text{curl,3d}} \) of Lemma 6.11 and (6.27a), we get
\[ \| \text{curl } E \|_{L^2(\hat{K})} \leq \| L_p^{\text{curl,3d}}\Pi E \|_{L^2(\hat{K})} \leq \| \Pi E \|_{X^{-1/2}}. \] (6.29)
We conclude the proof by observing
\[ \| v - \hat{\Pi}_p^{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} \leq \| v - P_{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} + \| E \|_{H(\hat{K}, \text{curl})} \leq \| v - P_{\text{curl,3d}}v \|_{H(\hat{K}, \text{curl})} + \| \Pi E \|_{X^{-1/2}} \sim p^{-1}\| v \|_{H^2(\hat{K})}. \]
For negative norm estimates \( \|u - \tilde{N}_p^{\text{curl}, \text{3d}} u\|_{H^{-s}(\tilde{K}, \text{curl})} \) with \( s \geq 0 \) we need the following Helmholtz decompositions:

**Lemma 6.13 (Helmholtz decomposition).** Any \( v \in H^1(\tilde{K}) \) can be written as

\[
\begin{align*}
\text{Proof.} & \quad \text{Before proving these decompositions, we recall the continuous embeddings}
\end{align*}
\]

\[
H_0(\tilde{K}, \text{curl}) \cap H^1(\tilde{K}), \quad H(\tilde{K}, \text{curl}) \cap H_0(\tilde{K}),
\]

which hinge on the convexity of \( \tilde{K} \) (see [32] and the discussion in [25, Rem. 3.48]).

We construct the decomposition (6.31): We define \( \varphi_1 \in H^1(\tilde{K}) \) as the solution of

\[
-\Delta \varphi_1 = -\text{div} \; v \quad \text{in } \tilde{K}, \quad \partial_n \varphi_1 = n \cdot v \quad \text{on } \partial \tilde{K}.
\]

The contribution \( z_1 \) is defined by the following saddle point problem: Find \( (z_1, \psi) \in H_0(\tilde{K}, \text{curl}) \times H^1(\tilde{K}) \) such that

\[
\begin{align*}
& (\text{curl} \; z_1, \text{curl} \; w)_{L^2(\tilde{K})} - (\nabla \psi, w)_{L^2(\tilde{K})} = (\text{curl} \; v, w)_{L^2(\tilde{K})} \quad \forall w \in H_0(\tilde{K}, \text{curl}),

& (z_1, \nabla q)_{L^2(\tilde{K})} = 0 \quad \forall q \in H^1(\tilde{K}).
\end{align*}
\]

This problem is uniquely solvable, we have \( \psi = 0 \) (since \( \text{curl} \; v = 0 \)) and the a priori estimate

\[
\|z_1\|_{H(\text{curl}, \tilde{K})} \lesssim \|\text{curl} \; v\|_{L^2(\tilde{K})} \lesssim \|v\|_{H^1(\tilde{K})}.
\]

(In the proof of Lemma 6.13 we considered a similar problem in a discrete setting; here, the appeal to the discrete Friedrichs inequality of Lemma 6.13 needs to be replaced with that to the continuous one, [25, Cor. 3.51].)

From \( \text{div} \; z_1 = 0 \) and (6.32), we furthermore infer \( \|z_1\|_{H^1(\tilde{K})} \lesssim \|v\|_{H^1(\tilde{K})} \). The representation (6.31) is obtained from the observation that the difference \( \delta := v - \nabla \varphi_1 - \text{curl} \; z_1 \) satisfies, by construction, \( \text{div} \; \delta = 0 \), \( \text{curl} \; \delta = 0 \), \( n \cdot \delta = (n \cdot v - \partial_n \varphi_1) - n \cdot \text{curl} \; z_1 = 0 - \text{curl} \; \partial \tilde{K} \; z_1 = 0 \). Finally, from \( v \in H^1(\tilde{K}) \), \( \varphi_1 \in H^2(\tilde{K}) \) and the representation (6.31), we infer \( \text{curl} \; z_1 \in H^1(\tilde{K}) \).

We construct the decomposition (6.30): We define \( \varphi_0 \in H^1_0(\tilde{K}) \) as the solution of

\[
-\Delta \varphi_0 = -\text{div} \; v \quad \text{in } \tilde{K}, \quad \varphi_0 = 0 \quad \text{on } \partial \tilde{K}.
\]

Next, we define \( (z_0, \psi) \in H_0(\tilde{K}, \text{curl}) \times H^1_0(\tilde{K}) \) as the solution of the saddle point problem

\[
\begin{align*}
& (\text{curl} \; z_0, \text{curl} \; w)_{L^2(\tilde{K})} - (\nabla \psi, w)_{L^2(\tilde{K})} = (v - \nabla \varphi_0, w)_{L^2(\tilde{K})} \quad \forall w \in H_0(\tilde{K}, \text{curl}),

& (z_0, \nabla q)_{L^2(\tilde{K})} = 0 \quad \forall q \in H^1_0(\tilde{K}).
\end{align*}
\]

Again, this problem is uniquely solvable and, in fact \( \psi = 0 \) (since \( \text{div} (v - \nabla \varphi_0) = 0 \)). We have \( \|z_0\|_{H(\text{curl}, \tilde{K})} \lesssim \|v - \nabla \varphi_0\|_{L^2(\tilde{K})} \lesssim \|v\|_{L^2(\tilde{K})} \). Since \( \text{div} \; z_0 = 0 \), we get from (6.32) that \( \|z_0\|_{H^1(\tilde{K})} \lesssim \|v\|_{L^2(\tilde{K})} \). Finally, an integration by parts reveals

\[
\text{curl} \; \text{curl} \; z_0 = v - \nabla \varphi_0,
\]

which is the representation (6.30).

\[
\square
\]

We control the approximation error in negative Sobolev norms.
Theorem 6.14. Assume that all interior angles of the 4 faces of $\hat{K}$ are smaller than $2\pi/3$. Then for $s \in [0, 1]$ and all $u \in H^1(\hat{K}, \text{curl})$ there holds the estimate

$$\|u - \hat{\Pi}_p^{\text{curl},3d} u\|_{\dot{H}^{-s}(\hat{K}, \text{curl})} \leq C_s p^{-(1+s)} \inf_{v \in Q_p(\hat{K})} \|u - v\|_{H^s(\hat{K}, \text{curl})}.$$  

Proof. By the familiar argument that $\hat{\Pi}_p^{\text{curl},3d}$ is a projection, we may restrict the proof to the case $v = 0$ in the infimum. The case $s = 0$ is covered by Theorem 6.12. In the remainder of the proof, we will show the case $s = 1$ as the case $s \in (0, 1)$ then follows by an interpolation argument.

We write $E := u - \hat{\Pi}_p^{\text{curl},3d} u$ for simplicity. By definition we have

$$\|E\|_{\dot{H}^{-1}(\hat{K}, \text{curl})} \sim \|E\|_{\dot{H}^{-1}(\hat{K})} + \|\text{curl} E\|_{\dot{H}^{-1}(\hat{K})}$$

(6.33)

$$= \sup_{v \in H^1(\hat{K})} \|E\|_{L^2(\hat{K})} + \sup_{v \in H^1(\hat{K})} \|\text{curl} E\|_{L^2(\hat{K})}.$$ 

We start with estimating the first supremum in (6.33). According to Lemma 6.13 any $v \in H^1(\hat{K})$ can be decomposed as

$$v = \nabla \varphi + \text{curl} \text{curl} z$$

with $\varphi \in H^2(\hat{K}) \cap H_0^1(\hat{K})$ and $z \in H^1(\hat{K}, \text{curl}) \cap H_0(\hat{K}, \text{curl})$. We also observe $\text{curl} z \in H^1(\hat{K}, \text{curl})$. Thus by Lemma 6.5 we can further decompose $\text{curl} z$ as

$$\text{curl} z = \nabla \varphi_2 + z_2$$

(6.34)

with $\varphi_2 \in H^2(\hat{K})$ and $z_2 \in H^2(\hat{K})$. We estimate each term in the decomposition $(E, v)_{L^2(\hat{K})} = (E, \nabla \varphi)_{L^2(\hat{K})} + (E, \text{curl} \text{curl} \varphi_2)_{L^2(\hat{K})}$ separately. Using the orthogonality condition (2.17c) and Theorem 6.12 we get

$$(E, \nabla \varphi)_{L^2(\hat{K})} = \inf_{w \in W_{p+1}(\hat{K})} (E, \nabla (\varphi - w))_{L^2(\hat{K})} \lesssim p^{-1} \|\nabla \varphi\|_{H^1(\hat{K})} \|E\|_{L^2(\hat{K})}$$

$$\lesssim p^{-1} \|v\|_{H^1(\hat{K})} \|E\|_{H^1(\hat{K}, \text{curl})} \lesssim p^{-2} \|v\|_{H^1(\hat{K})} \|u\|_{H^1(\hat{K}, \text{curl})}.$$  

Integration by parts and (6.34) give

$$ (E, \text{curl} \text{curl} \varphi_2)_{L^2(\hat{K})} = (E, \text{curl} z_2)_{L^2(\hat{K})}$$

$$= (\text{curl} E, z_2)_{L^2(\hat{K})} + (\Pi_\gamma E, \varphi_2 z_2)_{L^2(\hat{K})}$$

$$= (\text{curl} E, \text{curl} z)_{L^2(\hat{K})} - (\text{curl} E, \nabla \varphi_2)_{L^2(\hat{K})} + (\Pi_\gamma E, \varphi_2 z_2)_{L^2(\hat{K})}$$

$$= (\text{curl} E, \text{curl} z)_{L^2(\hat{K})} - (\text{curl} E, \text{curl} \text{curl} \varphi_2)_{L^2(\hat{K})} + (\Pi_\gamma E, \varphi_2 z_2)_{L^2(\hat{K})}.$$  

(6.36)

We estimate these three terms separately. For the first term in (6.33), we use the orthogonality (2.17c) and Theorem 6.12 to get

$$|(\text{curl} E, \text{curl} z)_{L^2(\hat{K})}| = \left|\inf_{w \in Q_p(\hat{K})} (\text{curl} E, \text{curl} (z - w))_{L^2(\hat{K})}\right|$$

$$\lesssim p^{-1} \|\text{curl} E\|_{L^2(\hat{K})} \|\text{curl} z\|_{H^1(\hat{K}, \text{curl})}$$

$$\lesssim p^{-2} \|v\|_{H^1(\hat{K})} \|E\|_{H^1(\hat{K}, \text{curl})} \lesssim p^{-2} \|v\|_{H^1(\hat{K})} \|u\|_{H^1(\hat{K}, \text{curl})},$$

cf. also the proof of Lemma 5.10 for the approximation arguments (use the lifting of Lemma 6.11). For the second term in (6.33), we note that $\text{curl} E \in H^1(\hat{K})$ so that the integral over $\partial \hat{K}$ can be split into a sum of face contributions and $\|\text{curl} \text{curl} E\|_{L^2(\hat{K})} = \sum_f \|\text{curl} \text{curl} E\|_{L^2(\hat{K})}$, so we also observe that our assumption on the angles of the faces of $\hat{K}$ allows us to select $s = 3/2$ in Lemmas 5.11 and 6.13 since the pertinent $\hat{s}$ satisfies $\hat{s} > 3/2 = \pi/(2\pi/3)$. We get for each face contribution

$$|(\text{curl}_f \Pi_\gamma E, \varphi_2)_{L^2(\hat{K})}| \lesssim p^{3/2} \|\text{curl}_f \Pi_\gamma E\|_{L^2(\hat{K})} \|\varphi_2\|_{H^{3/2}(\hat{K})}$$

$$\lesssim p^{3/2} \|\Pi_\gamma u\|_{H^{3/2}(\text{curl}, f)} \|\varphi_2\|_{H^2(\hat{K})}$$

$$\lesssim p^{-2} \|u\|_{H^1(\text{curl}, \hat{K})} \|v\|_{H^1(\hat{K})},$$  

(6.38)

$$\lesssim p^{-2} \|\Pi_\gamma u\|_{H^{3/2}(\text{curl}, f)} \|\varphi_2\|_{H^2(\hat{K})}$$

$$\lesssim p^{-2} \|u\|_{H^1(\text{curl}, \hat{K})} \|v\|_{H^1(\hat{K})},$$  

(6.39)
Finally, for the third term in (6.36) we infer with Lemmas 5.10, 5.13
\[
\left| (\Pi_s E, \gamma_s z_2)_{L^2(f)} \right| \lesssim p^{-3/2} \left\| \Pi_s E \right\|_{H^1(f, \text{curl})} \| \gamma_s z_2 \|_{H^{3/2}(f)}
\]
(6.40)
Lemma 5.13.
\[
\lesssim p^{-2} \left\| \Pi_s u \right\|_{H^{1/2}(f, \text{curl})} \| z_2 \|_{H^2(\bar{K})}
\lesssim p^{-2} \| u \|_{H^1(\bar{K}, \text{curl})} \| v \|_{H^1(\bar{K})}.
\]
Adding (6.38) and (6.40) over all faces and taking note of (6.37) shows that we estimate the first supremum (6.34) in the desired fashion.
To estimate the second supremum in (6.34), we decompose \( v \in H^1(\bar{K}) \) as
\[
v = \nabla \varphi + \text{curl} \ z
\]
with \( \varphi \in H^2(\bar{K}) \) and \( z \in H^1(\bar{K}, \text{curl}) \cap H_0(\bar{K}, \text{curl}) \) according to Lemma 6.13. Thus we have to control the expression \( (\text{curl} \ E, v)_{L^2(\bar{K})} = (\text{curl} \ E, \text{curl} \ z)_{L^2(\bar{K})} + (\text{curl} \ E, \nabla \varphi)_{L^2(\bar{K})} \). Using the orthogonality condition (2.17) and Theorem 6.12 the first term is estimated by
\[
\left| (\text{curl} \ E, \text{curl} \ z)_{L^2(\bar{K})} \right| = \inf_{w \in Q_0(\bar{K})} (\text{curl} \ E, \text{curl} (z - w))_{L^2(\bar{K})}
\lesssim p^{-1} \| E \|_{H^1(\bar{K}, \text{curl})} \| z \|_{H^1(\bar{K}, \text{curl})} \lesssim p^{-2} \| u \|_{H^1(\bar{K}, \text{curl})} \| v \|_{H^1(\bar{K})}.
\]
For the second term, an integration by parts yields in view of \( \text{curl} \ Pi_s E = n \cdot \text{curl} \ E \)
\[
(curl E, \nabla \varphi)_{L^2(\bar{K})} = \sum_{f \in \mathcal{F}(\bar{K})} (\text{curl} \ Pi_s E (\varphi)_{L^2(f)}
\]
where the decomposition into face contributions is again permitted by the regularity of \( E \) and \( \varphi \). We obtain
\[
\left| (\text{curl} \ Pi_s E, \varphi)_{L^2(\bar{K})} \right| \lesssim p^{-3/2} \left\| \Pi_s E \right\|_{H^1(f, \text{curl})} \| \varphi \|_{H^{3/2}(f)} \lesssim p^{-2} \| u \|_{H^1(\bar{K}, \text{curl})} \| v \|_{H^1(\bar{K})}
\]
by Lemmas 5.11 and 5.13 which finishes the proof.

For functions \( u \) with discrete \( \hat{u} \), we have the following result.

**Lemma 6.15.** Assume that all interior angles of the 4 faces of \( \bar{K} \) are smaller than \( 2\pi / 3 \). Then for all \( k \geq 1 \) and all \( u \in H^k(\bar{K}) \) with \( \text{curl} \ u \in V_p(\bar{K}) \supset (\mathcal{P}_p(\bar{K}))^3 \)
\[
\left\| u - \hat{u}_{p, \text{curl}, 3d} \right\|_{H^{s}(\bar{K}, \text{curl})} \leq C_{s,k} p^{-(k+s)} \| u \|_{H^k(\bar{K})}, \quad s \in [0, 1].
\]
(6.41)

If \( p \geq k - 1 \), then \( \| u \|_{H^k(\bar{K})} \) can be replaced by the seminorm \( |u|_{H^k(\bar{K})} \). Moreover, (6.41) holds for \( s = 0 \) without the conditions on the angles of the faces of \( \bar{K} \).

**Proof.** We employ the regularized right inverses of the operators \( \nabla \) and \( \text{curl} \) and proceed as in Lemma 5.14. We write, using the decomposition of Lemma 6.14 \( u = \nabla R^\text{grad}(u - R^\text{curl} \text{curl} u) + R^\text{curl} \text{curl} u =: \nabla \varphi + v \)
with \( \varphi \in H^{k+1}(\bar{K}) \) and \( v \in H^{k}(\bar{K}) \) together with
\[
\| \varphi \|_{H^{k+1}(\bar{K})} + \| v \|_{H^k(\bar{K})} \lesssim \| u \|_{H^{k+1}(\bar{K})} + \| \text{curl} u \|_{H^{k-1}(\bar{K})} \lesssim \| u \|_{H^k(\bar{K})}.
\]
(6.42)
The assumption \( \text{curl} \ u \in V_p(\bar{K}) \) and Lemma 6.14 (14) imply \( v = R^\text{curl} \text{curl} u \in Q_p(\bar{K}) \); furthermore, since \( \hat{p}_{p, \text{curl}, 3d} \) is a projection, we have \( v - \hat{p}_{p, \text{curl}, 3d} v = 0 \). With the commuting diagram property \( \nabla \hat{p}_{p, \text{curl}, 3d} = \hat{p}_{p, \text{curl}, 3d} \nabla \) and (6.71) we get
\[
\left\| (1 - \hat{p}_{p, \text{curl}, 3d}) u \right\|_{H^{s}(\bar{K}, \text{curl})} = \left\| (I - \hat{p}_{p, \text{curl}, 3d}) \nabla \varphi + (I - \hat{p}_{p, \text{curl}, 3d}) v \right\|_{H^{s}(\bar{K}, \text{curl})}
\]
\[
= \left\| \nabla (I - \hat{p}_{p, \text{curl}, 3d}) \nabla \varphi \right\|_{H^{s}(\bar{K}, \text{curl})} \lesssim p^{-(k+s)} \| \varphi \|_{H^{k+1}(\bar{K})}.
\]
The proof of (6.41) is complete in view of (6.42). Replacing \( \| u \|_{H^k(\bar{K})} \) with \( |u|_{H^k(\bar{K})} \) is possible since the projector \( \hat{p}_{p, \text{curl}, 3d} \) reproduces polynomials of degree \( p \).
6.4 Stability of the operator $\hat{\Pi}_p^{\text{div},3d}$

Similar to Lemma 5.12 we have:

**Lemma 6.16.** For $u \in H^{1/2}(\tilde{K}, \text{div})$ and $s \geq 0$ we have for each face $f \in \mathcal{F}(\tilde{K})$

$$
\|(u - \hat{\Pi}_p^{\text{div},3d} u) \cdot n_f\|_{H^{-1}(f)} \leq C_s p^{-s} \inf_{v \in V_p(f)} \|u \cdot n_f - v\|_{L^2(f)},
$$

(6.43)

**Proof.** We first show that for $u \in H^{1/2}(\tilde{K}, \text{div})$ the normal trace $n_f \cdot u \in L^2(f)$ for each face $f$. To that end, we write with the aid of Lemma 6.7 $u = \text{curl} \varphi + z$ with $\varphi, z \in H^{1/2}(\tilde{K})$. We have $n_f \cdot z \in H^1(f)$. Noting $\varphi_f \in H^1(f)$ and $(n_f \cdot \text{curl} \varphi)_f = \text{curl}_f(\Pi_z \varphi)_f$, we conclude that $(n_f \cdot \text{curl} \varphi)_f \in L^2(f)$. Note that (2.18a) and (2.18b) imply that on faces the operator $\hat{\Pi}_p^{\text{div},3d}$ is the $L^2$-projection onto $V_p(f)$. Thus, (6.43) holds for $s = 0$. The case $s > 0$ follows by a duality argument. To that end define $\tilde{e} := (u - \hat{\Pi}_p^{\text{div},3d} u) \cdot n_f$.

We observe that each $w \in P_p(f)$ can be written as $w = \overline{w} + (w - \overline{w})$ with $\overline{w}$ being the average of $w$ on $f$. Since $w - \overline{w} \in V_p(f)$, (2.18a) and (2.18b) imply $(\tilde{e}, w)_{L^2(f)} = 0$ for any $w \in P_p(f)$. Thus we have for arbitrary $v \in H^r(f)$

$$
|\langle \tilde{e}, v \rangle_{L^2(f)}| = \left| \inf_{w \in P_p(f)} \langle \tilde{e}, v - w \rangle_{L^2(f)} \right| \leq \|\tilde{e}\|_{L^2(f)} \inf_{w \in P_p(f)} \|v - w\|_{L^2(f)} \lesssim p^{-s} \|\tilde{e}\|_{L^2(f)} \|v\|_{H^r(f)}.
$$

As in the analysis of the operators in the previous sections, the existence of a polynomial preserving lifting operator from the boundary $\partial \tilde{K}$ to $\tilde{K}$ with appropriate properties plays an important role. Such a lifting operator has been constructed in [20]. Paralleling Lemma 6.11 we modify that lifting slightly to explicitly ensure an additional orthogonality property.

**Lemma 6.17.** Denote the (normal) trace space of $V_p(\tilde{K})$ by

$$
V_p(\partial \tilde{K}) := \{ v \in L^2(\partial \tilde{K}) | \exists \varphi \in V_p(\tilde{K}) \text{ such that } n_f \cdot v|_f = v|_f \; \forall f \in \mathcal{F}(\tilde{K}) \}.
$$

There exist $C > 0$ (independent of $p$) and, for each $p \in \mathbb{N}_0$ a lifting operator $\mathcal{L}_p^{\text{div},3d} : V_p(\partial \tilde{K}) \to V_p(\tilde{K})$ with the following properties:

(i) $n_f \cdot \mathcal{L}_p^{\text{div},3d} z = z|_f$ for each $f \in \mathcal{F}(\tilde{K})$ and $z \in V_p(\partial \tilde{K})$.

(ii) There holds $\|\mathcal{L}_p^{\text{div},3d} z\|_{H(\partial \tilde{K}, \text{div})} \leq C\|z\|_{H^{-1/2}(\partial \tilde{K})}$.

(iii) There holds the orthogonality ($\mathcal{L}_p^{\text{div},3d} z, \text{curl} v)_{L^2(\tilde{K})} = 0$ for all $v \in V_p(\tilde{K})$.

**Proof.** Recall the space $\hat{Q}_{p,\perp}(\tilde{K}) = \{ q \in \hat{Q}_p(\tilde{K}) : (q, \nabla \psi)_{L^2(\tilde{K})} = 0 \forall \psi \in \hat{W}_{p+1}(\tilde{K}) \}$ defined in Lemma 6.8 Let $z \in H^{-1/2}(\partial \tilde{K})$ be a function with the property $z|_f \in V_p(f)$ for all faces $f \in \mathcal{F}(\tilde{K})$. We define the lifting operator $\mathcal{L}_p^{\text{div},3d} z := \mathcal{E}^{\text{div}} z - w_0$, where $\mathcal{E}^{\text{div}} : H^{-1/2}(\partial \tilde{K}) \to H(\tilde{K}, \text{div})$ denotes the lifting operator from [20] and $w_0$ is determined by the following saddle point problem: Find $w_0 \in V_p(\tilde{K})$ and $\varphi \in Q_{p,\perp}(\tilde{K})$ such that

$$
(\text{div} w_0, \text{div} v)_{L^2(\tilde{K})} + (v, \text{curl} \varphi)_{L^2(\tilde{K})} = (\text{div} (\mathcal{E}^{\text{div}} z), \text{div} v)_{L^2(\tilde{K})} \forall v \in V_p(\tilde{K})
$$

(6.44a)

$$
(\text{curl} \mu)_{L^2(\tilde{K})} = (\mathcal{E}^{\text{div}} z, \text{curl} \mu)_{L^2(\tilde{K})} \forall \mu \in Q_{p,\perp}(\tilde{K})
$$

(6.44b)

Unique solvability of Problem (6.44) is seen as follows: Define the bilinear forms $a(w, q) := (\text{div} w, \text{div} q)_{L^2(\tilde{K})}$ and $b(w, \varphi) := (w, \text{curl} \varphi)_{L^2(\tilde{K})}$ for $w, q \in V_p(\tilde{K})$ and $\varphi \in Q_{p,\perp}(\tilde{K})$. Coercivity of $a$ on the kernel of $b$, $\ker b = \{ v \in V_p(\tilde{K}) : (v, \text{curl} \mu)_{L^2(\tilde{K})} = 0 \forall \mu \in Q_{p,\perp}(\tilde{K}) \}$, follows from the Friedrichs inequality for the divergence operator (cf. Lemma 6.9) since for $v \in \ker b$ one has

$$
a(v, v) \geq \|\text{div} v\|_{L^2(\tilde{K})}^2 \geq \frac{1}{2C^2} \|v\|_{L^2(\tilde{K})}^2 + \frac{1}{2} \|\text{div} v\|_{L^2(\tilde{K})}^2
$$

$$
\geq \min \left\{ \frac{1}{2C^2} \cdot \frac{1}{2} \|v\|_{H(\tilde{K}, \text{div})}^2 \right\}.
$$
Next, the inf-sup condition for \( b \) follows easily by considering, for given \( \varphi \in \mathcal{Q}_{p,\perp}(\hat{K}) \), the function \( w = \text{curl} \varphi \in \hat{V}_p(\hat{K}) \) in \( b(w, \varphi) \) and using the Friedrichs inequality for the \( \text{curl} \) (Lemma 6.8).

\[
\|b(w, \varphi)\|_{\mathcal{H}(\hat{K}, \text{div})} \|\varphi\|_{\mathcal{H}(\hat{K}, \text{curl})} = \|\text{curl} \varphi\|_{L^2(\hat{K})}^2 \geq C.
\]

Thus, the saddle point problem (6.44) has a unique solution \( (w_0, \varphi) \in \hat{V}_p(\hat{K}) \times \mathcal{Q}_{p,\perp}(\hat{K}) \). In fact, selecting \( v = \text{curl} \varphi \) in (6.44) shows \( \varphi = 0 \). The lifting operator \( \mathcal{L}_p^{\text{div,3d}} \) now obviously satisfies \( \Box \) and \( \Box \) by construction, cf. [20, Theorem 7.1] for the properties of the operator \( \mathcal{E}^{\text{div}} \).

By Lemma 6.17, the orthogonality condition (6.18). Let \( \hat{K} \) be a fixed tetrahedron. There exists \( C > 0 \) independent of \( p \) such that for all \( u \in \mathcal{H}^{1/2}(\hat{K}, \text{div}) \)

\[
\|u - \hat{\Pi}_p^{\text{div,3d}}u\|_{\mathcal{H}(\hat{K}, \text{div})} \leq Cp^{-1/2} \inf_{v \in \mathcal{V}_p(\hat{K})} \|u - v\|_{\mathcal{H}^{1/2}(\hat{K}, \text{div})}. \tag{6.45}
\]

**Proof.** 1st step: By the projection property of \( \hat{\Pi}_p^{\text{div,3d}} \), it suffices to show (6.45) for \( v = 0 \).

2nd step: As shown in Lemma 6.16 \( u \cdot n_f \in L^2(f) \) on each face \( f \in \mathcal{F}(\hat{K}) \). Thus we get from Lemma 6.16

\[
\|(u - \hat{\Pi}_p^{\text{div,3d}}u) \cdot n_f\|_{L^2(f)} \leq p^{-1/2} \|u \cdot n_f\|_{L^2(f)} \lesssim p^{-1/2} \|u\|_{\mathcal{H}^{1/2}(\hat{K}, \text{div})}. \tag{6.46}
\]

3rd step: The difference \( u - \hat{\Pi}_p^{\text{div,3d}}u \) is estimated using the approximation \( P^{\text{div,3d}}u \) of Lemma 6.3. We abbreviate \( E := \hat{\Pi}_p^{\text{div,3d}}u - P^{\text{div,3d}}u \in \hat{V}_p(\hat{K}) \). Since \( \hat{\Pi}_p^{\text{div,3d}}u \) satisfies the orthogonality conditions \( \Box \) and \( \Box \), and \( P^{\text{div,3d}}u \) satisfies the conditions \( \Box \) and \( \Box \), we have the two orthogonality conditions

\[(\text{div } E, \text{div } v)_{L^2(\hat{K})} = 0 \quad \forall v \in \hat{V}_p(\hat{K}), \tag{6.47a}
\]

\[(E, \text{curl } v)_{L^2(\hat{K})} = 0 \quad \forall v \in \mathcal{Q}_p(\hat{K}). \tag{6.47b}
\]

By Lemma 6.17, the orthogonality condition

\[(\mathcal{L}_p^{\text{div,3d}}(E \cdot n), \text{curl } v)_{L^2(\hat{K})} = 0 \quad \forall v \in \mathcal{Q}_p(\hat{K})
\]

holds; hence the discrete Friedrichs inequality (Lemma 6.9 \( \Box \)) can be applied to \( E - \mathcal{L}_p^{\text{div,3d}}(E \cdot n) \in \hat{V}_p(\hat{K}) \).

Thus, we obtain

\[
\|E\|_{L^2(\hat{K})} \leq \|\mathcal{L}_p^{\text{div,3d}}(E \cdot n)\|_{L^2(\hat{K})} + \|E - \mathcal{L}_p^{\text{div,3d}}(E \cdot n)\|_{L^2(\hat{K})} \lesssim \|E \cdot n\|_{H^{-1/2}(\partial \hat{K})} + \|\text{div}(E - \mathcal{L}_p^{\text{div,3d}}(E \cdot n))\|_{L^2(\hat{K})} \tag{6.48}
\]

4th step: Using (6.47a), we get

\[
\|\text{div } E\|^2_{L^2(\hat{K})} = (\text{div } E, \mathcal{L}_p^{\text{div,3d}}(E \cdot n))_{L^2(\hat{K})} \lesssim \|\text{div } E\|_{L^2(\hat{K})} \|E \cdot n\|_{H^{-1/2}(\partial \hat{K})}. \tag{6.49}
\]

Combining (6.48), (6.49) we arrive at

\[
\|E\|_{\mathcal{H}(\hat{K}, \text{div})} \lesssim \|E \cdot n\|_{H^{-1/2}(\partial \hat{K})}. \tag{6.50}
\]
5th step: The triangle inequality and the continuity of the normal trace operator give

\[
\|u - \hat{\Pi}_p^{\text{div},3d} u\|_{H(\hat{K}_i, \text{div})} \leq \|u - P^{\text{div},3d} u\|_{H(\hat{K}_i, \text{div})} + \|E\|_{H(\hat{K}_i, \text{div})}
\]

\[
\leq \|u - P^{\text{div},3d} u\|_{H(\hat{K}_i, \text{div})} + \|E\cdot n\|_{H^{-1/2}(\partial \hat{K})}
\]

\[
\leq \|u - P^{\text{div},3d} u\|_{H(\hat{K}_i, \text{div})} + \sum_{f \in \mathcal{F}(\hat{K})} \|(u - \hat{\Pi}_p^{\text{div},3d} u) \cdot n_f\|_{H^{-1/2}(f)}
\]

\[
\overset{[6.48, \text{Lem. 6.3}]}{\leq} \|u\|_{H^{1/2}(\hat{K}, \text{div})}.
\]

Considering the approximation error in negative Sobolev norms is the next step.

**Theorem 6.19.** Let $\hat{K}$ be a fixed tetrahedron. For $s \in [0, 1]$ and for all $u \in H^{1/2}(\hat{K}, \text{div})$ there holds the estimate

\[
\|u - \hat{\Pi}_p^{\text{div},3d} u\|_{H^{-s}(\hat{K}, \text{div})} \leq C_s \|u - v\|_{H^{1/2}(\hat{K}, \text{div})}.
\]

**Proof.** In view of the projection property of $\hat{\Pi}_p^{\text{div},3d}$, we restrict to showing the estimate with $v = 0$. The case $s = 0$ is shown in Theorem 6.18. We will therefore merely focus on the case $s = 1$ as the case $s \in (0,1)$ follows by interpolation.

We write $E := u - \hat{\Pi}_p^{\text{div},3d} u$ for simplicity. By definition we have

\[
||E||_{H^{-1}(\hat{K}, \text{div})} = ||E||_{H^{-1}(\hat{K})} + ||\text{div} E||_{H^{-1}(\hat{K})}
\]

\[
= \sup_{v \in H^1(\hat{K})} \|v\|_{H^1(\hat{K})} + \sup_{v \in H^1(\hat{K})} \|v\|_{H^1(\hat{K})}.
\]

We start with estimating the first supremum in (6.31). We write $v \in H^1(\hat{K})$ as

\[
v = \nabla \varphi + \text{curl} \ z
\]

with $\varphi \in H^2(\hat{K})$ and $z \in H^1(\hat{K}, \text{curl}) \cap \mathcal{H}_0(\hat{K}, \text{curl})$ according to Lemma 6.13 and have to bound the two terms in $(E, v)_{L^2(\hat{K})} = (E, \text{curl} z)_{L^2(\hat{K})} + (E, \nabla \varphi)_{L^2(\hat{K})}$. For the first term, Theorem 6.15 yields

\[
|\langle E, \text{curl} z \rangle|_{L^2(\hat{K})} \leq \left( \inf_{w \in Q_0(\hat{K})} \langle E, \text{curl} (z - w) \rangle \right)_{L^2(\hat{K})} \lesssim p^{-1/2} \|E\|_{L^2(\hat{K})} \|z\|_{H^1(\hat{K}, \text{curl})}
\]

\[
\lesssim p^{-3/2} \|u\|_{H^{1/2}(\hat{K}, \text{div})} \|v\|_{H^1(\hat{K})},
\]

where the infimum is estimated as in Lemma 5.10 without repeating the arguments here. For the second term, we employ integration by parts to get

\[
(E, \nabla \varphi)_{L^2(\hat{K})} = -(\text{div} E, \varphi)_{L^2(\hat{K})} + \sum_{f \in \mathcal{F}(\hat{K})} (E \cdot n_f, \varphi)_{L^2(f)}
\]

Denote by $\overline{\varphi} := \left( \int_{\hat{K}} \varphi \right)/|\hat{K}|$ the average of $\varphi$. Integration by parts gives

\[
(\text{div} E, \varphi)_{L^2(\hat{K})} = \left( \text{div} E, \varphi - \overline{\varphi} \right)_{L^2(\hat{K})} + \overline{\varphi} (E \cdot n, 1)_{L^2(\partial \hat{K})} = \left( \text{div} E, \varphi - \overline{\varphi} \right)_{L^2(\hat{K})}.
\]

We then define the auxiliary function $\psi$ by

\[
\Delta \psi = \varphi - \overline{\varphi}, \quad \partial_n \psi = 0 \text{ on } \partial \hat{K}
\]

and set $\Phi := \nabla \psi$. Since $\text{div} \Phi = \Delta \psi = \varphi - \overline{\varphi}$, we get

\[
\left| (\text{div} E, \varphi - \overline{\varphi})_{L^2(\hat{K})} \right| = \left| (\text{div} E, \text{div} \Phi)_{L^2(\hat{K})} \right|
\]

\[
\overset{\text{[6.13a]}}{=} \left| \inf_{w \in V_p(\hat{K})} (\text{div} E, \text{div} (\Phi - w))_{L^2(\hat{K})} \right| \lesssim p^{-1} \|E\|_{H(K, \text{div})} \|\Phi\|_{H^1(\hat{K}, \text{div})}
\]

\[
\lesssim p^{-3/2} \|u\|_{H^{1/2}(\hat{K}, \text{div})} \|\varphi\|_{H^1(\hat{K})} \lesssim p^{-3/2} \|u\|_{H^{1/2}(\hat{K}, \text{div})} \|v\|_{H^1(\hat{K})},
\]
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Thus, only estimates for the boundary terms in (6.52) are missing. The orthogonality properties (2.18a) and (2.18b) as well as Lemma 6.16 lead to

\[ \| \mathbf{E} \cdot \mathbf{n}, \varphi \|_{L^2(f)} = \inf_{w \in \mathcal{V}_p(f)} \| (\mathbf{E} \cdot \mathbf{n}, \varphi - w)_{L^2(f)} \| \lesssim p^{-1} \| \mathbf{E} \cdot \mathbf{n} \|_{H^{1/2}(f)} \| \varphi \|_{H^{3/2}(f)} \]

Thus, we have estimated the first term of (6.51).

We now handle the second supremum in (6.51). Such estimates have already been derived in (6.53) and (6.54); we merely have to note that the function \( \varphi \) in these lines satisfied \( \varphi \in H^2(\hat{K}) \), but \( H^1(\hat{K}) \)-regularity is indeed sufficient as is visible in (6.55).

For functions whose divergence is a polynomial, we get the following result similar to Lemma 6.15

**Lemma 6.20.** Assume that all interior angles of the 4 faces of \( \hat{K} \) are smaller than \( 2\pi/3 \). For all \( k \geq 1 \), \( s \in [0,1] \), and all \( \mathbf{u} \in H^k(\hat{K}) \) with \( \mathbf{u} \in \mathcal{P}_p(\hat{K}) \) there holds

\[ \| \mathbf{u} - \hat{\Pi}_p^{\text{div},3d} \mathbf{u} \|_{H^{-s}(\hat{K},\text{div})} \leq C_s,k p^{-(k+s)} \| \mathbf{u} \|_{H^k(\hat{K})}. \] (6.56)

If \( p \geq k - 1 \), then \( \| \mathbf{u} \|_{H^k(\hat{K})} \) can be replaced with the seminorm \( |\mathbf{u}|_{H^k(\hat{K})} \). Moreover, (6.56) holds for \( s = 0 \) without the conditions on the angles of the faces of \( \hat{K} \).

**Proof.** We write, using the decomposition of Lemma 6.7, \( \mathbf{u} = \text{curl} \mathbf{R}^{\text{curl}} (\mathbf{u} - \mathbf{R}^{\text{div}} \mathbf{u}) + \mathbf{R}^{\text{div}} \mathbf{u} =: \text{curl} \varphi + \mathbf{z} \) with \( \varphi \in H^{k+1}(\hat{K}) \) and \( \mathbf{z} \in H^k(\hat{K}) \) together with

\[ \| \varphi \|_{H^{k+1}(\hat{K})} + \| \mathbf{z} \|_{H^k(\hat{K})} \lesssim \| \mathbf{u} \|_{H^k(\hat{K})} + \| \text{div} \mathbf{u} \|_{H^{k-1}(\hat{K})} \leq C \| \mathbf{u} \|_{H^k(\hat{K})}. \] (6.57)

The assumption \( \text{div} \mathbf{u} \in \mathcal{P}_p(\hat{K}) \) and Lemma 6.4 (vi) imply \( \mathbf{z} = \mathbf{R}^{\text{div}} \mathbf{u} \in \mathcal{V}_p(\hat{K}) \); furthermore, since \( \hat{\Pi}_p^{\text{div},3d} \) is a projection, we conclude \( \mathbf{z} - \hat{\Pi}_p^{\text{div},3d} \mathbf{z} = 0 \). Thus, we get from the commuting diagram

\[ \| (I - \hat{\Pi}_p^{\text{div},3d}) \mathbf{u} \|_{H^{-s}(\hat{K},\text{div})} = \| (I - \hat{\Pi}_p^{\text{div},3d}) \text{curl} \varphi + (I - \hat{\Pi}_p^{\text{div},3d}) \mathbf{z} \|_{H^{-s}(\hat{K},\text{div})} \]

\[ \text{Thm. 6.4} \lesssim p^{-(1+s)} \inf_{\varphi \in \mathcal{Q}_p(\hat{K})} \| \varphi - \mathbf{v} \|_{H^{1}(\hat{K},\text{curl})} \lesssim p^{-(k+s)} \| \mathbf{u} \|_{H^k(\hat{K})}. \] (6.57)

Replacing \( \| \mathbf{u} \|_{H^k(\hat{K})} \) with \( |\mathbf{u}|_{H^k(\hat{K})} \) follows from the observation that the projector \( \hat{\Pi}_p^{\text{div},3d} \) reproduces polynomials of degree \( p \).
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