During meiotic prophase I, homologous chromosomes undergo pairing, synapsis, and crossing over to ensure their proper segregation at meiosis I. An overarching question is how each chromosome identifies and pairs with its homolog partner within the complex nuclear environment that includes nonhomologous chromosomes (1–4). The general view is that pairing is achieved through homology-based mechanisms that can bring the axes of chromosome pairs into close juxtaposition such that discrete pairing interactions, in conjunction with the establishment of synapsis, are sufficient to hold homologs in proximity. Here, we reveal that random diffusion and the placement of a small number of linkages are sufficient to establish the apparent “pairing” of homologs. We also show that colocalization between any two loci is more dynamic than anticipated. Our study provides observations of live interchromosomal dynamics during meiosis and illustrates the power of combining single-cell measurements with theoretical polymer modeling.
throughout prophase (27), this has not yet been investigated. Many transient interactions that become progressively stabilized in anaphase. While it has been proposed that homologs may undergo many transient interactions that become progressively stabilized throughout prophase (27), this has not yet been investigated.

Although the mechanisms promoting homolog colocalization are not well understood, in yeast interhomolog linkages depend on the formation and repair of DSBs created by Spo11 and its partners during prophase I (9). For any given cell in meiosis, any sequence has the "potential" (albeit not all equally) to experience a DSB. While 150 to 200 DSBs are formed per cell, only ~90 to 94 DSBs go on to form crossovers (COs). Another ~66 are repaired using the homologous chromosome but do not lead to CO formation, called noncrossovers (NCOs), and the remaining ones are repaired with the sister chromatid (28–32). COs are divided into class I and class II. Class I COs account for ~70% of total COs; their position and number are specified in midprophase by the ZMM proteins that make up the synapsis initiation complex (SIC), which functions to couple homologous recombination with the establishment of the SC (8, 33–43). Class II COs arise from an alternative repair process that does not involve the SIC and are “interference independent” (44–46). Thus, the following question arises. Are the excess DSBs necessary to mediate pairing, or is the smaller number that goes on to form COs (class I and/or class II) sufficient?

Rather than the homolog pairing process being independent for each “paired” locus, several models relating meiotic homolog pairing to polymer theory predict that pairing at one locus will increase the probability that pairing at an adjacent site will occur (14–16, 47, 48). That is, a molecular linkage at one site on the chromosome is expected to restrict the diffusive properties of adjacent sites along that chromosome (49–51). However, this has not been explicitly evaluated experimentally in the case of meiotic homolog pairing. Furthermore, it is not known if the repair of Spo11 DSBs leads to any directed motion that could aid in bringing homolog axes into close juxtaposition, similar to the observed DSB-dependent directed motion that brings telomeres into proximity seen in ALT (alternative lengthening of telomeres) cells (52). For instance, it has been proposed that single-stranded DNA filaments, formed by resection of DSBs, might capture a locus of the homologous chromosome and progressively “reel” the axis into alignment (53–55).

To address these gaps in knowledge, we observed the behavior of FROS-tagged loci in three-dimensional (3D) space over time and show the highly dynamic behavior between loci on homologous chromosomes during meiosis prophase I. In contrast to static snapshots, continuous imaging revealed that the majority of cells show a “mixed” phenotype in which foci alternate between colocalized and separated states, indicating that once paired, homologous loci need not remain paired until anaphase. We then

![Fig. 1. Overview of chromosome conformations in premeiotic cells (T4 = T0) and in meiotic cells in midprophase (~ T3, T0) and late prophase (~ T0, T0). At T0, cells are in the G0 stage prior to DNA replication, and chromosomes are arranged in the Rabl configuration with centromeres clustered at the nuclear periphery (59). Following transfer to sporulation media, the meiotic program begins with cells entering S phase, over which time the centromeres are dispersed and telomeres start to cluster in the bouquet (59–61, 74, 115). At early to midprophase, Spo11 initiates the formation of DSBs (116), shown as stars, of which the majority are repaired using the homologous chromosome as a substrate (9) (homologs are red and orange lines; note that each line in mid- and late prophase represents the pair of newly replicated sister chromatids). DSBs that go on to form class I or interfering COs, shown as the large stars, assemble the SIC (33, 41, 42), where the new SC is shown as blue lines. Concomitantly, telomeres are subject to motion driven by cytoskeletal motor proteins shown as gray arrows (7, 117). By late prophase, homologs are synapsed end to end and with CO intermediates maturing into CO products as shown.

“one-spot, two-spot” assay has been used as a proxy for local homolog juxtaposition (Fig. 2) (2, 4, 20–26). However, with only a static snapshot, it is not possible to know if colocalization represents a true homolog pairing interaction: that is, if the foci remain colocalized until homologs are segregated at anaphase. While it has been proposed that homologs may undergo many transient interactions that become progressively stabilized throughout prophase (27), this has not yet been investigated.

Fig. 2. (A) A typical field of cells, highlighting example cells showing either two spots (Left) or one spot (Right). (B and C) Maximum intensity projections of the relative positions of fluorescent foci at 30-s intervals. In B, the vertical axis corresponds to a z stack (with step size 0.25 μm). For each x and y coordinate, the maximum value over all time points for that z stack is shown. In C, the vertical axis represents time (t; in seconds), and the projection is instead performed over z stacks. The positions of the loci and the distance between them are highlighted for select time points. (D–F) Kymographs showing the distance between the loci in a single cell over the 25-min imaging period. Each horizontal slice in the kymograph shows the fluorescence intensity along the line joining the centers of the two loci in a single frame. Example of cells where the loci are separated (D) or colocalize (F) for every frame. The mixed cell shown in E undergoes several transitions between the two states. (G) Fraction of cells in the mixed state vs. hours in SPM through meiosis for the URA3 and LYS2 loci in wild-type (WT) and spo11Δ cells. The plot was made from aggregating all available data for each meiotic stage. The error is the SEM with the sample count set to the number of trajectories. (H) Schematic representation of the genomic positions of the URA3 and LYS2 loci on chromosomes V and II, respectively.
used our experimental measurements of the dynamic changes in distance between homologous loci to develop a theoretical model of interhomolog dynamics based on the presence of linkages and polymer diffusion in the viscoelastic medium of the nucleus. This modeling suggests that as chromosomes transition from an unlinked to a linked state, the chromosomes are subject to random fluctuations and not an active mechanism that progressively pulls or pushes them together. Moreover, the addition of a small number of linkages (between two and four) per chromosome pair, closely approximating the number of class I COs, accounts for the observed level of confinement, while the position of linkages and other factors account for the heterogeneous cell-to-cell behavior. These insights illustrate the utility of combining live imaging with biophysical modeling for the study of dynamic processes in living cells.

Results

Homologous Interactions Remain Transient throughout Meiosis. Our study used yeast strains carrying chromosomally integrated tet operator arrays of 112 repeats bound by the fluorescent TetR-GFP protein (25). Operators were inserted at either the URA3 locus, which is on the short arm of chromosome (Chr.) V (577 kb) near the centromere, or the LYS2 locus, which is in the center of the long arm of Chr. II (813 kb) (Fig. 2 and SI Appendix, Table S1).

Cells were cultured for synchronized progression through meiotic prophase as described previously (56). Briefly, cells were grown in yeast peptone media containing acetate for arrest in G0 (gap phase of the cell cycle). Thereafter, cells were transferred to nutrient-deficient sporulation medium (SPM) where they then undergo S phase followed by the entry into meiosis prophase I. Aliquots of cells were removed from the culture every hour \((T_{M} = T_0, T_1, \ldots)\) and imaged (Movie S1) over a 25-min period at 30-s intervals \((t_i = 0, 30, \ldots, 1500)\). Following extensive quality control (SI Appendix, Figs. S15 and S16), the positions \(\vec{r}_1(t_i)\) and \(\vec{r}_2(t_i)\) of the two fluorescent foci (or the single focus representing colocalized loci) were determined as seen in Fig. 2.

Our single-cell measurements permitted us to evaluate the kinetics of transient colocalizations between loci based on their \(xyz\) coordinates from over 1.4 million two-dimensional images. In Fig. 3, we report the fraction of time the two loci existed in a colocalized state, defined as foci less than 250 nm apart (i.e., their point-spread functions are not distinguishable with a separation of less than 250 nm), averaged over all cells imaged across all time courses for each strain and over all frames of each movie. In spo11Δ mutants (both for the URA3 and LYS2 loci), the fraction of time colocalized continued to decrease over time. However, the wild-type cells exhibited a nonmonotonic trend in the fraction of time colocalized (in this case, decreasing and then, increasing), as the loci spent more time together during the mid- and late stages of prophase I (times \(T_3\) to \(T_6\)). The fraction of time colocalized continued to increase through the late stages (but never reached 100%). Previous studies reporting the fraction of cells with colocalized foci for any given time point (e.g., ref. 25) were unable to distinguish between an increased frequency of transient colocalization on the one hand and the formation of stable pairing interactions.

Using the dynamic information in our measurements (Movies S2–S4), we classified entire trajectories for individual cells as being persistently colocalized and persistently separated, where the observed state (i.e., colocalized or separated) did not change for the duration of the movie. We also identified a third category of cells with mixed trajectories, where the cell was observed to transition into or out of a colocalized state during the 25-min period. These three states could be distinguished in locus-separation kymographs (Fig. 2 and SI Appendix, Figs. S2 and S18). We were surprised to find that the majority of cells were classified as mixed, suggesting that in the many instances where foci were colocalized, the loci themselves were not necessarily paired.
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**Fig. 3.** The fraction of time at each stage of meiosis \((T_M = T_0, T_1, \ldots)\) that foci are in a colocalized state for each of the two loci and strains examined. The plot was made from aggregating all available data for each meiotic stage. The error is the SEM with the sample count set to the number of trajectories. WT, wild type.

![Fig. 4](image-url)

**Fig. 4.** Histograms of dwell times in the colocalized states for the URA3 locus (A) colored by the time since transfer to sporulation media. Along with the experimental data, we show theoretical fits for kinetic (dotted curve), diffusion (dashed curve), and subdiffusion (solid curve with power-law exponent \(B = 0.24\)) models. The fraction of short colocalization times (B) gives the probability of colocalization time being less than 30 s vs. time in sporulation media, including data for wild-type (WT) and spo11Δ strains for the URA3 and LYS2 loci.
From cells with mixed trajectories, we determined the distribution of dwell times in the colocalized and separated states. Fig. 4 shows the probability density function of dwell times for loci in the colocalized state for the URA3 locus (SI Appendix, Fig. S3 shows colocalized and separated states, and SI Appendix, Fig. S4 shows corresponding plots for LYS2). These data demonstrate the transient nature of the colocalization of the loci throughout the observation period for both the wild-type and spo11Δ strains. These plots, shown on a log–log scale, demonstrate the power-law nature of the dwell time distributions.

We include theoretical curves for three candidate models whose dwell time distributions are limited by kinetics (dotted curve), diffusion (dashed curve), and subdiffusion (solid curve). A detailed derivation of these three models is provided in SI Appendix. The kinetic model is governed by an exponential distribution for Poisson-distributed times for transitioning between colocalized and separated states. The diffusion and subdiffusion models are derived from a generalized diffusion process in one dimension, representing a prediction for the dwell time distribution arising from stochastic trajectories. The subdiffusion model coincides with stochastic motion of loci with a mean-square displacement (MSD) that scales as $t^{2/3}$, where $B = 0.24$. We demonstrate in our subsequent analyses that this specific choice of power-law scaling is consistent with single-locus trajectories within our data.

The experimental measurements exhibited power-law dwell time distributions, which are more consistent with the subdiffusion model than either the kinetic model or the diffusion model. This indicates that the dwell time distributions are limited by individual trajectories exhibiting subdiffusive scaling. Such power-law distributions arise in subdiffusion-limited intrachain processes between polymers due to the multiscale relaxation of elastic stresses that cause the polymer segments to move subdiffusively (51, 57).

While the general trends in the dwell time distributions are similar for wild-type and spo11Δ strains (SI Appendix, Fig. S3 shows URA3, and SI Appendix, Fig. S4 shows LYS2), we note several important distinctions. The colocalization dwell time distribution for wild-type cells (Fig. 4A) exhibits a marked progression through meiosis (from $T_0$ in purple to $T_5$ in yellow) toward favoring longer dwell times in the colocalized state, marked by a long-time tail in the distribution for $T_5$. This trend is apparent as a reduced fraction of short colocalization times (i.e., the probability for times less than 30 s) over the course of meiosis at the LYS2 and URA3 loci in wild-type cells (Fig. 4B). In contrast, spo11Δ cells (data are shown in SI Appendix, Figs. S3 and S4) and cells with tags on heterologous chromosomes (labeled “Het”) (SI Appendix, Fig. S5) showed a higher fraction of short dwell times later in meiosis (Fig. 4B).

Live Imaging Reveals Physical Tethering between Homologous Loci. Since Spo11-dependent colocalization of homologous loci is evident after 3 h posttransfer to sporulation media (Fig. 4), we expected that trajectories measured in cells after time point $T_1$ would be influenced by tethering mediated by homologous recombination. This was tested by comparing the maximum value of the MSD curves of individual loci with the mean-square change in distance (MSCD) curves of those same loci. Following ref. 58, we define the MSCD to be the mean-square change of the vector connecting the two loci, $\Delta \mathbf{r}^2 = \mathbf{r}^2(t_2) - \mathbf{r}^2(t_1)$. For unlinked loci, we would expect the MSD and MSCD curves to plateau to a comparable value (approximately the square of the confinement radius) since the only source of confinement is the nuclear radius if the chromosomes are not linked. Therefore, an MSCD curve, which plateaus to a lower level than the MSD curve, is indicative of some level of linkage between the two loci. SI Appendix (SI Appendix, Fig. S7) provides the comparison between MSD and MSCD for the URA3 and LYS2 loci, confirming that the MSCD curves are substantially smaller than the MSD values. We note that MSD is more susceptible to artifacts during the image collections (e.g., stage drift) or cellular motion (e.g., nuclear rotation) than MSCD. Our analyses also limit the impact of drift by excluding sections of movies where excessive drift occurred.

Fig. 5 shows time-averaged, single-cell MSCDs for a random subsample of cells from a single movie of URA3 at $T_5$. We computed the time average for a single trajectory as

$$\langle \Delta \mathbf{r}^2(t) \rangle_{\tau} = \langle \mathbf{r}^2(\tau + t) - \mathbf{r}^2(\tau) \rangle_{\tau},$$

[1]

where $\langle \cdot \rangle_{\tau}$ indicates that the averaging is performed over all possible values of $\tau$. Time stamps where two foci could not be resolved were omitted from all MSCD calculations, meaning that we are explicitly computing the dynamics from movie frames where the loci are nonoverlapping (we test for any bias resulting from this element of the experimentation below). SI Appendix (SI Appendix, Fig. S8 for URA3 and SI Appendix, Fig. S9 for LYS2) provides plots of the single-cell MSCDs for times $T_0$ to $T_5$ for wild-type and spo11Δ strains.

Fig. 5 shows results of the behavior of 25 randomly selected cells (light color) from the wild-type population (Fig. 5A) and the spo11Δ population (Fig. 5B), from which we highlight data from 5 cells to demonstrate the cell-to-cell heterogeneity and individual cell behaviors. The trajectories exhibit a combination of...
power-law transport (MSCD $\propto t^{B}$) and confined motion (constant MSCD), indicative of initial subdiffusive transport followed by spatial confinement at a plateau value. This behavior is also seen at $T_5$ for both $URA3$ and $LYS2$ loci in the wild-type strain and is reported in SI Appendix (SI Appendix, Figs. S10 and S11). This analysis includes a fit of each single-cell MSD to a function $MSCD = \min(A t^{B}, C)$, which exhibits an initial power-law behavior followed by a plateau. This analysis identifies the scaling coefficient $B$ for individual trajectories, and we constructed a histogram of $B$ values for those trajectories with at least $10$ data points in the power-law regime. From this analysis, the distribution of values of the power-law slope $B$ ranged from about $0$ to $0.5$, with an average value of $B = 0.24$. Fig. 5 shows the power-law scaling behaviors associated with confined motion (zero slope) and the experimentally determined power-law scaling (slope $B = 0.24$) as guides.

The MSCD behaviors of wild-type (Fig. 5A) and spo11Δ (Fig. 5B) at $T_5$ showed distinct differences that reflect their underlying biological states. At this late stage of prophase I, we anticipate that most cells are no longer in the Rabl configuration and that homologous chromosomes have paired via Spo11-dependent recombination interactions (59–61). The spo11Δ cells show a clustering of the MSCD plateau between 1 and $2 \mu m^{2}$, which we associate with confined motion within the nuclear environment. Notably, several individual cells in Fig. 5B exhibited a significantly lower MSCD plateau, which is likely due to the less frequent cases of cells remaining in the Rabl configuration at $T_5$ or cells where centromeres are attached to spindle fibers and about to go through anaphase (59, 62). The wild-type cells in Fig. 5A showed a larger degree of heterogeneity in MSCD behavior.

In summary, the observed heterogeneity in the MSCD plateaus over long timescales indicates three contributions to confinement: 1) the physical boundaries of the nucleus, 2) centromere linkage for cells in the Rabl configuration, and 3) linkages between the homologous chromosomes as prophase I progresses.

**Tethering of Homologous Loci Through Random Linkages Can Recreate the Range of Confinement Observed Experimentally.**

To predict the impact of these three sources of confinement on chromosome motion during prophase I, we developed a theoretical model that describes the experimentally observed behaviors. Chromosomal behaviors in living cells, including bacteria (63–65), mammalian cells (66), and yeast nuclei (16, 65, 67, 68), can be captured by polymer physics models. These works are generally based on the Rouse model (51), in which the polymer is represented as a linear chain of beads connected by springs and motion is driven by random Brownian forces. In the absence of external forces, the Rouse model behaves as a random walk polymer with a step size defined by the Kuhn length $\lambda$. Several treatments of in vivo chromosomal dynamics extend the Rouse model to include the influence of viscoelasticity, which we refer to as the viscoelastic Rouse model (63–66). Adding viscoelastic stresses to the polymer dynamics leads to a significant reduction in the power-law scaling of various metrics (e.g., MSD, MSCD, and the velocity autocorrelation function) (49, 64).

The original Rouse model exhibits a monomer MSD with power-law scaling of $t^{1/2}$. On the other hand, the viscoelastic Rouse model, for a fluid with scaling exponent $\alpha$ (i.e., particle motion exhibits MSD $\propto t^{\alpha}$), predicts a monomer MSD with scaling $\propto t^{\alpha/2}$. Given the average power-law scaling for our experimental MSCDs having a $B = 0.24$, our results are consistent with a viscoelastic Rouse model with $\alpha = 2B = 0.48$. Previous measurements of chromosomal motion in living cells result in $\alpha$-values ranging from $\alpha = 0.78$ in bacteria (63–65) to $\alpha = 1$ in yeast (66, 69) and mammalian cells (16, 65, 67, 68). The lower $\alpha$-value derived from our analysis may indicate elastic properties within the viscoelastic environment of the nucleus that were not previously observed (note that $\alpha = 1$ is purely viscous and that $\alpha = 0$ is purely elastic).

We developed a polymer physics model of homologous chromosomes that extends the viscoelastic Rouse polymer by adding several key physical contributions. First, we confine two Rouse polymers within a sphere of radius $a$, representing the observed nuclear confinement. Second, we link the centromere position of the two polymers (chosen appropriately for the specific chromosome being modeled) to the nuclear envelope, when the cell is in the Rabl configuration (i.e., in G0). Third, we model the effects of homologous recombination by adding linkages between the two polymers with an increasing average number as cells transit through prophase. Our model, therefore, has the following physical parameters: the Kuhn length $b$ of the polymer chains, the spherical radius $a$, the rate constant for transitioning from the Rabl configuration $k_{rabl}$, the average number of linkages $\mu$ (which varies with hours in SPM), and the subdiffusion constant $D_0$ for polymer segmental motion. The polymer lengths and segmental positions of the tracked loci and centromeres are determined from the genomic properties (SI Appendix, Table S1).

Our coarse-grained representation enabled us to predict behavior at experimentally relevant timescales (i.e., ranging from seconds to minutes). More detailed molecular models provide additional information regarding local structure dynamics and have addressed chromosomal features including loop extrusion and heterogeneous properties (70), centromere tethering (71), and chromosomal cross-linking (72). Our approach complements these detailed models by predicting large-scale chromosomal dynamics and including influences from some of these detailed effects.

Experimental behavior under various conditions permits us to isolate and determine individual physical parameters in our model. First, we assume that the behavior of the MSCD at $T_0$ (just after induction of sporulation) is dominated by the centromere attachment to the nuclear envelope for the $URA3$ locus on chromosome V due to its close proximity to the centromere. We determined the MSCD plateau at time $T_0$ [$MSCD_{\infty}(T_0)$] based on the asymptotic approach to a stable maximum MSCD value. In our model, we assume a linear compaction of the meiotic chromosome to be 0.0317 nm/bp (31.6 bp/nm). This value assumes a geometric compaction for a chromosomal chain composed of 15-bp linker length (contributing a length of 0.34 nm/bp) and 146 bp compacted into a nucleosome (contributing a length of 0 nm/bp). We then applied our model to chromosome V and calculated the plateau in the MSCD vs. Kuhn length (SI Appendix, Fig S12) in order to determine the Kuhn length to be $b = 250 \mu m$. We note that previous models of budding yeast chromosomes during interphase predict a linear compaction between 53 and 65 nm/bp and a Kuhn length between 104 and 170 nm (73). If we apply this range of linear compaction to our analysis, our model with equivalent behavior would have a Kuhn length between 121 and 149 nm, which is in the range of reported values for interphase yeast chromosomes (73).

As the cells progress through prophase I, we assume that the change in the MSCD of the spo11Δ strain arises from progressive transition out of the Rabl configuration. We evaluate the MSCD plateau at each time from $T_0$ to $T_6$. We then fitted these data to a function of the form $MSCD_{\infty} = MSCD_{\infty}(T_0) \text{exp}(-k_{rabl} t) + MSCD_{\infty}(T_\infty) \text{[1} - \text{exp}(-k_{rabl} t)]$, where $k_{rabl}$ is the rate constant for transition from the Rabl configuration and $MSCD_{\infty}(T_\infty)$ is the MSCD plateau value when the majority of cells have transitioned out of the Rabl configuration. Note
that MSCD\(\infty\)\(T_0\) is uniquely determined from the \(T_0\) MSCD plateau. From this analysis, we determined \(k_{\text{rabl}} = 0.605~\text{h}^{-1}\), resulting in an average time for centromere detachment of 1.65 h (between \(T_1\) and \(T_2\)). Previous studies have provided data for the fraction of centromere attachment throughout prophase I (59, 61). Our reported \(k_{\text{rabl}}\) value of 0.605 h\(^{-1}\) is between the values of 0.176 (61) and 0.835 h\(^{-1}\) (61), suggesting that our fitted value is reasonable within the context of previous experiments.

From this fit to the \(spo11\Delta\) data, we extract the theoretical plateau value for the MSCD predicted once all cells have undergone centromere detachment, \(MSCD\infty(T_\infty)\) = 1.74 \(\mu\)m\(^2\). We then model the MSCD plateau using our theoretical model of two flexible polymers (i.e., Rouse polymers) confined within a sphere of radius \(a\) with their ends attached to the sphere surface (\(SI\) Appendix has details). Using this model, we determined the best-fit sphere radius to be \(a = 1.59\) \(\mu\)m. We then used the MSCD plateau values from the wild-type strain for \(URA3\) to determine the mean number of linkages throughout prophase I to be \(\mu_0 = 0.08\) at \(T_3\), \(\mu_1 = 1.27\) at \(T_4\), and \(\mu_2 = 3.36\) at \(T_5\). We assume the number of linkages between \(T_0\) and \(T_3\) to be negligible and that the behavior is dominated by centromere attachment during this early stage of prophase I. Similar analyses for the \(LYS2\) locus yield the mean number of linkages at \(T_5\) to be \(\mu_3 = 1.27\) and \(\mu_4 = 2.06\) at \(T_6\) (with \(\mu = 0\) at earlier times).

We used our theory to test the effect of the imaging resolution of \(\approx 250\) nm on our results. Our experimental analyses of the MSCD neglected values that are less than 0.0625 \(\mu\)m\(^2\), and we also removed these values from our theory for consistency. \(SI\) Appendix, Fig. S14 provides a comparison between the theoretical curves with and without these excluded values for the \(URA3\) locus. The quantitative difference between these predictions was negligible for \(T_0\) to \(T_3\) and contributed only a subtle decrease in the predicted MSCD values for \(T_4\) and \(T_5\). This unbiased theory predicts a number of linkages \(\mu_0 = 0.08\) at \(T_3\), \(\mu_1 = 1.20\) at \(T_4\), and \(\mu_2 = 3.16\) at \(T_5\), which have a maximum deviation of 6\% from our reported values from the biased theory. Thus, the imaging resolution did not significantly affect the conclusions drawn regarding the phenomena observed in this work.

Fig. 6 shows theoretical curves for the MSCD for simulated “cells” (Fig. 6A) that are generated by adding a Poisson-distributed number of “linkage sites” located at random positions along the homologous chromosomes. Fig. 6A shows five linkage diagrams for simulated cells, where the blue lines identify randomly selected linkages. These five cells coincide with the five bold MSCD curves in Fig. 6B. In addition, Fig. 6B shows curves for 25 simulated cells as light curves (the same number of trajectories as presented in Fig. 5), providing a picture of both the individual cell behavior and the distribution within the ensemble. Each MSCD curve generated by our theory shows the behavior for a time average over random trajectories for the fixed linkages of each cell.

The two copies of our tagged loci behaved as though they were connected by an effective tether whose length is dictated by the distance to the nearest linkage sites, which we highlight in Fig. 6A using bold white for the nearest linkage and thin white for the next-nearest linkage (if applicable). If the tagged locus has a linkage on only one side (e.g., cells 1 and 4 in Fig. 6A), the tagged loci are tethered together by a linear chain. If there are linkage sites on both sides of the tagged locus (e.g., cells 2, 3, and 5 in Fig. 6A), the tagged loci are isolated within an effective “ring” polymer; \(SI\) Appendix, Fig. S1 provides a schematic explanation of the cases where the polymer behaves as a linear vs. a ring chain. Assuming that these topologies are fixed, we analytically computed the MSCD of the tagged loci by treating them as beads connected by Rouse polymers of appropriate lengths and topology (\(SI\) Appendix has details on our analytical theory for the MSCD of linear and ring polymers).

The effective tethering radii (MSCD plateau heights) for the randomly linked chromosomes span a similar range as the wild-type data in Fig. 5A. This heterogeneity in behavior arose from variability in the location of the nearest linkage. Instances where a randomly positioned linkage is in close genomic proximity to the tagged locus (e.g., cell 4) resulted in low values of the MSCD plateau. Variability in the distance to the nearest linkage causes the MSCD curves to vary in their magnitude, and there are instances where the nearest linkage is sufficiently far from the tracked locus that it is instead the nuclear confinement that is predicted to dictate the MSCD plateau, as in cell 1 in Fig. 6. Prior to the plateau, each MSCD curve in Fig. 6 exhibits a transient power-law scaling of \(t^{0.24}\), as dictated by the viscoelastic Rouse model.

**Progression of Behavior through Prophase I Dictated by Centromere Release and Linkage Formation.** The individual-cell MSCDs at \(T_5\) analyzed above, in Figs. 5 and 6, were useful in determining the tethering effect of interchromosomal linkages at late stages of meiosis, after a predicted transition from the Rabl configuration. We analyzed the ensemble-averaged MSCD, which pools the behavior of the population of cells, at each meiotic stage \(T_5\) in order to demonstrate how the biophysical contributions to the dynamics evolve over the course of meiosis. The progression through prophase in our model is marked by two critical events: release of the centromere and formation of Spo11-dependent linkages. The dual time and ensemble average MSCD that we used was computed as
exhibits a depressed plateau value at loci. Fig. 7

The wild-type results in Fig. 7 and our experimental results that also have this positive bias. In Fig. 7, A and B, we show the ensemble-averaged MSCD curves for wild-type and spo11Δ strains, respectively, for the URA3 loci. Fig. 7 C and D shows the corresponding plots for the LYS2 loci. From this experimental data, we fitted the subdiffusion coefficients \( D_0 (T_M) \) at each time using results from our theoretical model, which include Rabl transition and progressive linkage formation (based on analyses from the previous section). The values of the fitted subdiffusion coefficient are provided in SI Appendix, Fig. S13. We find that the early-stage data are better fit by a lower diffusivity, and this diffusivity becomes progressively larger as the cells progress through prophase I. Fig. 7 shows results of our theoretical model at each time as the solid curves based on 100,000 realizations of our theoretical cells, whose individual contributions are demonstrated in Fig. 6. The random Brownian motion from each trajectory and cell-to-cell heterogeneity from linkage positioning are smoothed out from the combination of ensemble and time averaging within the theory. In our determination of the theoretical average, we excluded MSCD values that are below the detection threshold of 0.0625 \( \mu m^2 \) to aid comparison with our experimental results that also have this positive bias. The wild-type results in Fig. 7 A and C exhibit a nonmonotonic behavior (in this case, increasing and then, decreasing). The spo11Δ strain labeled at the LYS2 locus exhibits monotonic (increasing) behavior in the MSCD (Fig. 7D). The MSCD behavior of the spo11Δ strain labeled at the URA3 (Fig. 7B) exhibits a depressed plateau value at \( T_5 \) before increasing again at \( T_6 \).

At early times, the MSCD was substantially reduced due to the effects of two predicted contributors: the large fraction of cells in the Rabl configuration and the reduced subdiffusion coefficient at this early stage. The MSCD increased through this early stage as more cells were no longer linked at the centromere and the subdiffusion coefficient progressively increased. This gradual increase in the subdiffusion coefficient is consistent with previous work (74) that reports significant heterogeneity in the time between induction of sporulation and entry into meiosis, despite the use of synchronized cell cultures. Dissociation of the centromeres from the nuclear envelope is expected to result in an increased plateau of MSCD levels, which was observed. Furthermore, the increases in the subdiffusion coefficient at midprophase (e.g., at \( T_3 \)) are consistent with the onset of telomere-led chromosome movements at equivalent time points (75–77).

Notably, the increase in the subdiffusion coefficient is more dramatic for the URA3 locus than the LYS2 locus (SI Appendix, Fig. S13), which may be due to the closer proximity of the URA3 locus to a telomere on Chr. V (116 kb; 14.8 Kuhn lengths) than the corresponding distance to a telomere for LYS2 on Chr. II (343 kb; 43.3 Kuhn lengths). We hypothesize that genomic proximity to the telomere leads to more efficient physical stress communication; this would result in the rapid prophase movement contributing more significantly to the URA3 locus than the LYS2 locus. Identifying additional contributions that impact the observed changes in subdiffusion coefficient and differences in chromosomal behavior will be an important step in our understanding of chromomotic behavior during meiotic prophase. Further analysis of the extent to which rapid prophase movement impacts locus motion will be explored in future work.

At \( T_3 \), when we expect DSBs have begun to form (Fig. 1), the average confinement radius for the URA3 locus begins to decrease again (Fig. 7A). Similar behavior was seen for the LYS2 locus in Fig. 7C, but the inversion was first quantifiable at \( T_4 \). In both cases, the decreased MSCD plateaus are consistent with the formation of more linkages between the homologous chromosomes at this time. This reduction in the MSCD plateau is only expected in wild-type cells, as the spo11Δ mutants do not form linkages arising from Spo11-induced DSBs; this was generally true in our experimental data in Fig. 7 B and D. However, at time \( T_5 \), the spo11Δ mutant exhibited a reduced MSCD for the URA3 locus before returning to the terminal MSCD plateau at time \( T_6 \) (Fig. 7B).
To verify that the observed behaviors in Fig. 7 were specific to homologous chromosomes and not simply due to spo11Δ - dependent nuclear compaction, we repeated our analyses in a strain where the FROS tag was integrated in only one homolog of chromosomes V and II at the URA3 and LYS2 loci (defined as Het). In these cells, the MSCD plateau level increases throughout prophase I (including after T3 (row 5 of SI Appendix, Fig. S7), confirming that the confinement we see beginning at T3 is specific to homolog pairs.

Discussion

In this study, we sought to address three major questions. 1) Once paired, do two loci remain colocalized? 2) How many interactions are needed to hold homologs in close proximity? 3) How does pairing at one site influence the behavior of nearby sites? Our experimental data and the theoretical model we developed from it were able to provide answers to these questions.

We show here that the process of homolog pairing in meiosis is more dynamic than expected from previous observations of static “snapshots.” Our polymer model based on these data revealed that two to three linkages per chromosome can act as tethers, confining the otherwise diffusive behavior of distal chromatin, and that these linkages approximate the number of SICs per chromosome. While wild-type strains showed tethered locus mobility at late meiosis, explained in the model by an increased number of linkages, this reduced confinement was not apparent in the spo11Δ mutant, suggesting that the linkages confining motion in the wild type represent products of homologous recombination. Finally, these linkages act to restrict the diffusion of adjacent regions of the chromosome, suggesting that they have a functional role in facilitating pairing. These findings highlight how the combination of yeast genetics, in vivo single-molecule dynamics, and polymer physics modeling can be a powerful tool for understanding complex structural and organizational rearrangements in the nucleus.

Locus Colocalization Is Dynamic over All Stages of Meiotic Prophase. One of the most surprising results to come from this study was the highly dynamic change in interlocus distances over time in individual cells, which highlights the need to study this dynamic process in live cells. These results build on studies measuring distances between homologous loci using fluorescence in situ hybridization, whereby homologs are paired through multiple interstitial interactions such that any given locus might be paired at any given time but not all loci are paired at once (17, 27). Evidence of dynamic pairing interactions is also seen in meiotic cells of fission yeast (78, 79) and the male Caenorhabditis elegans (80). By contrast, “somatic” homolog pairing in Drosophila showed pairing to be stable such that once paired, the loci remained paired over the course of 8 h (81). It is likely that features intrinsic to meiotic chromosome architecture and/or telomere-mediated motion contribute to a more dynamic behavior.

Our biophysical model takes into account predicted contributors to the high level of cell-to-cell heterogeneity that we observed, including the variability in the timing of biological events (e.g., transition from the Rabl configuration, DSB formation and repair), intrinsic cell-to-cell variability in the diffusivity (82), and the formation of linkages that are randomly positioned along homologous chromosomes. Relating single-cell results (characterized in Fig. 5) to ensemble-averaged behavior (shown in Fig. 7), we show that the LYS2 and URA3 loci behave as predicted if located on thermally fluctuating polymers with approximately two to four total linkages in late prophase. This number is far fewer than the combined number of COs and NCOs that have been estimated for these chromosomes (~ 10 to 11 and ~ 7 to 9) (30). Instead, the number of linkages approximates the number of SICs found along yeast meiotic chromosomes based on the number of Zip2 or Zip3 foci (37, 41). SICs also mark sites in midprophase that will become class I COs at late prophase stages (33) or the equivalent of ~ T3 - T5 in the study. While SIC values have not been empirically determined for chromosomes II and V, we can take numbers reported in these studies and estimate, based on chromosome size, that chromosome II forms approximately three to four SICs and that chromosome V forms approximately two to three SICs. The estimated number of SICs for chromosome V is a surprisingly good match for the estimated number of linkages (~ 3.1 to 3.36) that best model the behavior of the tagged loci. The number of linkages for chromosome II (approximately two) is somewhat below expectation. Given the greater length of chromosome II, it is possible that not all SICs (perhaps those more distally located) will serve to limit the confinement radius of tagged loci. Thus, we propose that the establishment of SICs, or at least a subset, representing the sites of future class I COs will mark the future linkages that limit the extent to which loci diffuse away from one another.

Local “Breathing” of Paired Chromosome Axes May Account for Dynamic Behavior. While the majority of temporal snapshots show only one focus by late meiosis, we also find that the majority of cells are in a mixed state. Thus, loci that appear paired in a snapshot may be moving into and out of proximity. We envision two possible models that could account for this behavior. 1) The sizes of loops attached to chromosome axes undergo dramatic lengthening and shortening. 2) The two axes “breathe” by transiently moving apart, or some combination of the two. However, these models must account for the large average distance observed between the unpaired homologs, which is about 0.75 μm and continues to reach ~2 μm (the diameter of the nucleus) at late prophase. MSCD data also show that homologs can separate by large fractions of the nucleus in a single time step. What is more, pairing and unpairing are fast, with the dwell time distributions showing that the vast majority of states, both paired and unpaired, are only observed for 30 s (the limit of our temporal resolution) before transitioning.

One possibility is that the arrays carried on chromosome loops could be subject to motion by dynamic changes in loop size. Meiotic chromosomes are organized in a loop/axis configuration where DNA is attached to the chromosome axis in a series of loops ranging from 10 to 50 kb, with an average of 28 kb (83). Changes in loop size might occur through a loop extrusion mechanism, through dynamic detachment and reattachment of chromatin to the axes (84–86), or sliding back and forth through ring-shaped cohesin complexes acting as “slip rings” (87). Assuming chromatin compaction in the loops is between 16 nm/kb (73) and 31.6 nm/kb (our model), the ends of the longest extended loops (25 kb) are predicted to be between 400 and 800 nm from the chromosome axis. While dynamic changes in loop sizes could contribute in part to the observed behavior, such loop size variability does not account for the large distances (~ 200 to 300 kb) between putative linkages or the average distances between loci.

If the SC axes can breathe, then this would suggest that the SC may be more dynamic than previously anticipated. Several lines of evidence highlight potentially dynamic properties of the SC. First, local separation of the chromosome axes has been observed near recombination complexes in the fungus Sordaria, Caenorhabditis elegans, and Drosophila and can be exaggerated in
mutant situations (88–91); second, the transverse filament protein can be exchanged with nuclear pools in yeast and C. elegans, particularly near the sites where class I CO will form (40, 92, 93). The nature of the breathing warrants further study since synopsis in C. elegans appears to be largely irreversible (94), but increased stability of synopsis may be needed to tether homologs to one another since each chromosome experiences only one CO (95).

**Locus Colocalization Is a Diffusion-Dominated Process Limited by Spo11-Dependent Interhomolog Tethering.** Our biophysical model suggests that chromosomes behave as diffusing polymers when pairing is first being established at ~ \( T_4 \) posttransfer to SPM. Telomeres are subject to active motion during meiotic prophase (7), but this motion is stochastic in nature, consistent with the observed interhomolog dynamics where the foci behave as diffusing polymers. A pairing process primarily driven by diffusion would suggest that instead of pushing or pulling chromosome loci together or apart, active telomere motion needs to only increase fluctuations along the polymer to facilitate diffusion (i.e., as an effective temperature) (26, 96). Indeed, mutations that abolish telomere-led motion delay but do not eliminate pairing in yeast (4, 26) or in C. elegans (96). Additional active forces may be contributing to chromosomal motion during meiotic prophase, but our observations indicate that their effect does not qualitatively change the observed diffusive dynamics so as to imply a more deterministic pairing mechanism.

If an active mechanism pulled homologous loci together, then we would expect the distributions of colocalization times to follow an exponential distribution (97, 98), provided the times for initiation of this active mechanism occur at uncorrelated points throughout meiotic prophase. However, we observed heavy-tailed distributions, which are consistent with the colocalization dynamics for tethered polymer chains undergoing diffusive motion. In addition, it should be noted that we observed very few trajectories that showed hyperdiffusive properties, such as those observed in the case of DSB-dependent directed motion between ALT telomeres (52).

While our model is consistent with foci moving into and out of proximity by diffusion, following the release from the Rabl and before any linkages (or “tethers”) are established, we cannot rule out that homologous loci interact transiently through reversible biochemical interactions over short timescales [e.g., by multiple rounds of strand invasion (99–102)]. For example, homology could be sensed early on by a “catch and release”–like mechanism operating over short timescales, whereby the resected 3′ ends of DSBs undergo multiple invasions before committing to any one of several repair outcomes (43, 99, 103). By our model, these transient interactions do not contribute directly to confinement (e.g., behave as linkages). Instead, linkages that limit confinement are likely formed later, once the double-Holliday junction intermediate is established (103). It would be interesting to test how tagged loci would behave over both long and short timescales by introducing an inducible DSB nearby as reversible interactions such as this may help to prevent pairing between loci that are only partly homologous (i.e., homoeologous) and allow the disentanglement of intertwined chromosomes (104–106).

**Distal Connections Alter Dynamics at Adjacent Loci.** Our results suggest that once any homolog pair forms a linkage, then that initial connection between the chromosomes will greatly facilitate the interaction of nearby homologous loci. Thus, homolog pairing might happen via a positive feedback mechanism (such as the one proposed in refs. 16, 47, 48, and 68), wherein each random homologous interaction event decreases the colocalization time for all subsequent homologous interactions by forming irreversible bonds via a “ratchet” mechanism that promotes the elongation of the SC as seen in C. elegans (96). This appears to be a predominant mechanism for pairing of Drosophila chromosomes in somatic cells (81), where the transition from an unpaired to a paired state is a rapid event that occurs in just a few minutes; once paired, a locus tends to remain paired over long time periods due to homologous “button” interactions (81). This mechanism of pairing is also captured by a thermodynamic phase-transition model proposed in ref. 15, which incorporates binding molecules to facilitate pairing between homologous sites.

Our experimental results and theoretical model are generally consistent with previous models for homolog pairing (14, 15, 81). However, we note that our observed colocalization dwell time distributions (Fig. 4A and SI Appendix, Figs. S3–S5) exhibit long-time tails that imply that the colocalization time is governed by subdiffusive transport associated with polymer dynamics and environmental viscoelasticity. However, specific button interactions (81) or binding molecules at pairing centers (14, 15) with significant activation energy would result in colocalization times that are exponentially distributed (i.e., the kinetic model in Fig. 4A), which is inconsistent with our data.

Due to CO interference, class I COs are observed less frequently than would be expected from a random distribution (107). Therefore, a caveat of our model is that the linkages were randomly distributed across the chromosomes. It will be interesting to add “interfering” COs into the model instead to see the effect on pairing. Similarly, it will be interesting to test the effects of tethering in the absence of CO interference (e.g., in the znm mutants) and other opposing constraints on homolog interactions, including sister chromatid cohesion and telomere-led motion (108).

**Conclusions**

We show here that the process of homolog pairing in meiosis is more dynamic than expected from previous observations of static snapshots capturing the colocalization of tagged chromosomal loci. We found a large degree of heterogeneous behavior by measuring the MSCD of tagged chromosome pairs in individual cells vs. ensemble averages. A minimal polymer model reproduces the interlocus dynamics in premeiotic cells, where chromosomes are constrained by the Rabl configuration. The model can also reproduce the relative motion of homologs as the cell transitions through meiotic prophase, when chromosomes undergo pairing mediated by the formation and repair of Spo11-induced DSBs. These findings highlight how coarse-grained modeling of the basic polymer physics driving chromatin motion can be a powerful tool when dealing with complex structural and organizational rearrangements in the nucleus. With this basic model, we can now begin to add back other variables specific to meiotic chromosomes, such as telomere-led movements, the extension of the SC, CO interference, and changes in chromosome morphology and compaction over the course of prophase I.

**Materials and Methods**

**Time Course.** All yeast strains used were in the SK1 background and are listed in SI Appendix, Fig. S8. Cell synchronization and meiotic induction were performed as described previously (56). Every hour after transfer to SPM, slides were prepared for imaging according to ref. 109 using silicone isolators (catalog no. JTR20R.2.0; Grace Bio Labs). All of our image processing code is available at https://github.com/ucdavis/SeeSpotRun.
Imaging. Imaging was performed on a Marianas real-time confocal workstation with mSAC + MSwitcher (3i) using a CSU-X1 micro lens-enhanced, spinning disk unit (Yokogawa). All imaging was performed in a full-enclosure environmental chamber preheated to 30 °C using a microscope incubator (Okolab). Samples were excited with a LaserStack 488-nm line (3i), observed using an APLA PHA APO 100 x/1.46 OIL objective lens (Zeiss), and photographed using a Cascade Quantum 512SC camera (Photometrics), with a pixel size of 0.133 μm. Samples were kept in focus using Definite Focus (Zeiss, capturing up to 41 z sections (as required to acquire the complete sample thickness), with a step size of 0.25 μm, every 30 s for 50 time points (a total of 25 min). Slidebook v5 (3i) was used to run the time lapse live-cell imaging and export each plane as a separate 16-bit.tif file.

Video Quality Control. Videos were excluded from analysis if the quality was so poor as to affect subsequent analysis, with assessments based on signal to noise, signal bleaching, and drift in the z and xy dimensions (SI Appendix, Fig. S16 A-C). If drift occurred only at the start or end of the video and was sufficient to affect image segmentation, then the problematic frames were trimmed from the video. Manual cell segmentation was performed from a zt-MIP (maximum intensity projection over the z and t dimensions) using dist3D_qui.m while referring back to the zt-MIP video, ignoring overlapping cells and those at the edge of the field of view. Qualitative observations of cell quality were made by referring to the zt-MIP video and the position of each cropped cell. Only cells that passed our quality control (SI Appendix, Fig. S16 D-J) were included in the subsequent analysis. For inclusion, videos required twice as many live cells as dead (dead/live of < 0.5) and >10 okay cells.

Spot Calling. The position of the fluorescent foci within each cropped cell was detected independently for each time point in the video according to the algorithm described in ref. 110. The raw image intensity data from each cropped cell were filtered with a 3D Gaussian kernel to remove as many noise-related local maxima as possible. Peak localization (runSpotAnalyzeTest.m) was performed through local maxima detection in 3D using image dilation followed by curvature measurement, which allowed significant peaks to be identified through a cumulative histogram thresholding method. The computational spot calling was manually confirmed in order to remove obvious errors (SI Appendix, Fig. S16) using conf_qui.m. If the fitting routine failed to peak in more than half the time points for any given cell, that cell was omitted from the analysis.

Experiment Quality Control. Experiments with a very poor overall agreement between computational and manual spot calling, with an average difference between detection methods of greater than 10%; at each meiotic time point, were excluded from analysis. The manual analysis was performed by calling cells as having one or two spots based on a visual assessment of a zt-MIP; this was done for three time points from each TME. Whole experiments were also excluded from the final dataset if the meiotic pairing progression could not be confirmed to exhibit various characteristic properties, such as a single appropriately timed "nadir." This was typically due to an experiment lacking sufficient TME due to exclusion of individual videos.

Trajectory Analysis. Downstream analysis of the extracted trajectories was performed using a custom Python package (multi_locus_analysis v0.0.22; https://multi-locus-analysis.readthedocs.io/en/latest/). Details of the analysis and code used to make plots can be found in the package documentation.

Analytical Theory. The code used to compute the analytical MSCD curves can also be found in the wlcstat codebase on GitHub, https://ajspakow.github.io/wlcstat/ (111). Briefly, the MSCD calculation is broken down into two cases. In the case where the loci are in between two linkage sites, we treat them as being on an isolated ring polymer whose size is chosen to match the effective ring formed by the two homologous segments holding each locus (which are tethered at either end by the linkage site). This effective ring is outlined in white for cells 1 and 4 in Fig. 6. Otherwise, we treat the loci as being on an isolated linear polymer meant to represent the segment of chain running from the end of the first chromosome to one locus, from that loci to the linkage site, from the linkage site to the other loci, and finally, from that loci to the end of the second chromosome. SI Appendix provides a detailed derivation of the MSCD for these two cases and the value of the plateau MSCD for spherical confined of the polymers.

Data Availability. The raw data for this study and the code used for analysis are openly available. The raw image data were deposited to the Image Data Resource (http://idr.openmicroscopy.org; accession no. idr0063) (112). The scripts required to reproduce the processed data are available on GitHub (https://github.com/ucdavis/SeeSpotRun) (113); these include the MATLAB interfaces for spot calling and the Python scripts for preparing the final xyz-position dataset (Dataset S1). The Python module used for downstream analysis also contains the final dataset used in the present study and can be downloaded from the standard Python repositories by executing pip install multi_loci_analysis (114).
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