A comprehensive analysis of classification methods in gastrointestinal endoscopy imaging
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Abstract

Gastrointestinal (GI) endoscopy has been an active field of research motivated by the large number of highly lethal GI cancers. Early GI cancer precursors are often missed during the endoscopic surveillance. The high missed rate of such abnormalities during endoscopy is thus a critical bottleneck. Lack of attentiveness due to tiring procedures, and requirement of training are few contributing factors. An automatic GI disease classification system can help reduce such risks by flagging suspicious frames and lesions. GI endoscopy consists of several multi-organ surveillance, therefore, there is need to develop methods that can generalize to various endoscopic findings. In this realm, we present a comprehensive analysis of the Medico GI challenges: Medical Multimedia Task at MediaEval 2017, Medico Multimedia Task at MediaEval 2018, and BioMedia ACM MM Grand Challenge 2019. These challenges are initiative to set-up a benchmark for different computer vision methods applied to the multi-class endoscopic images and promote to build new approaches that could reliably be used in clinics. We report the performance of 21 participating teams over a period of three consecutive years and provide a detailed analysis of the methods used by the participants, highlighting the challenges and shortcomings of the current approaches and disint their credibility for the use in clinical settings. Our analysis revealed that the participants achieved an...
1. Introduction

Gastrointestinal (GI) cancers contribute to a large part of cancer-related deaths worldwide. Colorectal Cancer (CRC) ranks third in terms of cancer incidences and second in terms of mortality (Bray et al., 2018). The 5-year survival rates for colon cancer is 68% and that of stomach cancer is only up to 44% (Asplund et al., 2018). Detection and removal of pre-cancerous lesions provides the opportunity to prevent cancer and improve the survival rate to almost 100% (Levin et al., 2008). Early diagnosis and treatment can be facilitated by regular screening of patients at average risks before the disease becomes symptomatic. Screening of high-prevalence areas of infection, such as stomach and the large bowel (CRC), is particularly important to prevent cancer through early detection. The endoscopic procedures are the gold-standard for the diagnosis of GI abnormalities and cancers (Pogorelov et al., 2018b). The design of an automated Computer Aided Detection (CADe) and Computer Aided Diagnosis (CADx) system that can be integrated into the clinical workflow is essential (Suzuki, 2012), however, it requires careful evaluation of the built methods on a benchmark dataset. Additionally, these methods need to be assessed for their clinical applicability such as generalization in context to patient variability, and real-time processing capability.

This paper presents a comprehensive analysis of the results of Multimedia for Medicine Task (Medico) Task at MediaEval 2017 (Riegler et al., 2017) (Medico 2017), Medico Task at MediaEval 2018 (Pogorelov et al., 2018b) (Medico 2018), and the BioMedia Grand Challenge 2019 (Hicks et al., 2019a) at ACM Multimdia (BioMedia 2019). These challenges pose four critically relevant rigorous tasks on GI endoscopic videos and images that include:

1. Algorithm performance evaluation through a frame level “classification task” (CADx) for multi-class GI tract finding
2. An “efficiency task” to evaluate the methods designed to achieve a trade-off between speed and accuracy
3. An “automated reporting task” on patient endoscopy video to analyse the efficacy of the built methods on videos
4. A “hardware task” to benchmark algorithms on the same system

1.1. Relevance of GI challenges

The Medico 2017 was the first challenge that utilizes a multi-class dataset (eight classes) for GI endoscopic image classification. The challenge was based on a multi-center, multi-modal, and multi-organ dataset that includes 8,000 endoscopic images collected, annotated, and verified by experienced endoscopists from four hospitals in Norway. With the success of the first challenge, we further collected and annotated 14,033 endoscopic images that were used at the Medico Task 2018 and the BioMedia Challenge 2019. The goal of organizing these challenges is to benchmark endoscopic image classification Machine Learning (ML) approaches with the specific focus on speed and robustness of the methods, which are essential for any clinical translation. These challenges have encouraged us to annotate and further release the dataset such as Kvasir-Capsule (Smedsrud et al., 2020), Kvasir-SEG (Jha et al., 2020) and Hyper-Kvasir dataset (Borgli, 2020).

1.2. Motivation of the study

The introduction of new imaging technology and progress in Artificial Intelligence (AI) system for detailed observation and interpretation to improve the diagnostic capability of medical images has motivated a wide range of multimedia researchers. GI endoscopy requires the integration of experienced endoscopists’ knowledge to overcome the missed classification of diseases that subsequently ensure effective early disease detection. This could significantly reduce the miss-detection rate during an endoscopy examination. Therefore, there is a need for efficient CADx systems that can support endoscopists in real-time to locate clinically relevant markers and regions that are overlooked during the endoscopic procedure. A CADx system could reduce the workload of expert endoscopists during the examinations. Moreover, it could also aid inexperienced endoscopists for decision-making, which would significantly help to solve the problem of inter- and intra-observer variability in clinical endoscopies worldwide. Furthermore, the automatic reporting generated by AI methods can help reduce an endoscopist’s workload, thereby improving their productivity and focus for critical cases.

Most designed computer vision methods and datasets focus on a limited set of lesions and very often limited to a specific organ. In practice, in particular to GI organs, routine surveillance can include multiple organs. For example, an upper GI surveillance can include oesophagus, stomach and first part of duodenum while lower GI can include small intestine to large intestine. Similarly, disease types can vary from organ to organ which will make it hard to detect all lesion occurrence at multiple GI locations in any surveillance. At times, both gastroscopy (upper GI endoscopy) and colonoscopy (lower GI endoscopy) are recommended for some patients. In these scenarios, the methods built with one specific organ or disease type is likely to have minimal clinical applicability and would not provide thorough clinical evaluation. We aimed to curate multi-organ gastroscopy datasets and challenge researchers to design methods for a comprehensive and challenging real-world dataset.

1.3. Task descriptions

Each challenge included four tasks. The teams were required to participate in the main “classification” task. However, the remaining three tasks were optional. Below, we briefly describe each task.

1.3.1. Classification task (required)

The goal of this task is to evaluate the classification methods for classifying anatomical landmarks (e.g., z-line, pylorus, cecum), pathological findings (esophagitis, polyps, ulcerative colitis), polyp removal cases (dyed and lifted polyps, dyed resection margins), and normal and regular cases (e.g., normal colon mucosa, stool, instrument etc.) inside the GI tract. This is to address the requirement for high classification accuracy needed for the development of computer-aided tools in the GI endoscopy. The teams are ranked based on their classification algorithm accuracy on 16 classes of GI dataset (refer Fig. 1). The participants were instructed to design, train, and implement a classifier on the available training dataset. Subsequently,
the test dataset was released where the participants could test their model and predicted labels were sent to the organizers for evaluation. For the task submission, the participants were asked to create a “csv” file. The “csv” file should contain information about the image label prediction in a single line starting with the name of the predicted file, “predicted label” and “model’s confidence of the prediction”. Different standard metrics were used to evaluate these methods that are detailed in Section 4.

1.3.2. Efficiency task (optional)

Real-time performance of algorithms is required for clinical applicability of the methods. Analysis of the GI procedure in real-time can provide an opportunity for the experts to acquire feedback in real-time. However, fast inference models often compromise in accuracy. Thus, the goal for the efficiency task was to design the model that provides the best trade-off between speed and accuracy.

In most high-resolution GI endoscopes, the standard frame rates is over 45 Frames per second (FPS). Therefore, this task is aimed at building an efficient lightweight model that has the least latency in the inference time. For this task, the participants were required to capture processing time in millisecond for the inference of each test image on their system and report this time along with the GPU/CPU architecture to the organizers. The task submission procedure is quite similar to the classification task with only one difference, i.e., in efficiency task, the “processing time (in millisecond) for each image” must be included in the “csv” file after the model’s confidence in the prediction line. The metrics for calculating “classification performance” in both classification and efficiency tasks are the same, however, with an additional FPS metric for the efficiency task. FPS was estimated from the average time reported by each team. A final ranking was computed by using a weighted score based classification accuracy metric and FPS (refer Section 4.2). It is to be noted that the participating team can submit the same or different models for classification and efficiency tasks for all 3 challenges.

1.3.3. Automatic report generation task (optional)

Among several responsibilities one of the crucial task of gastroenterologists is to generate endoscopic procedure reports after each endoscopy session. The World Endoscopy Organization (WEO) recommends using Minimal Standard for Reporting (MSR) and Minimal Standard Terminology (MST) for describing the endoscopic findings. This is often time-consuming and requires huge amount of administrative work (Woolhandler and Himmelstein, 2014). In addition, due to the inter operator variability, there is a large variation in such reporting which leads to inconsistent interpretation of findings and reporting mechanism (Aabakken et al., 2014). Intending to generate the standardized endoscopy reports automatically, we have offered this task in MediaEval and Biomedia challenges (Hicks et al., 2019b). A systematic and structured report preparation that describes the endoscopic findings can play a vital role in the development of an fast, automated and accurate reporting system. This will enable to accelerate the clinical procedures and minimize operator variability. The extensive use of GI endoscopy for diagnosis and treatment demands the requirement of standardized and user-friendly automated reporting systems at present.

In the presented task, the participants were required to automatically generate a text report of the endoscopic procedure that describes the detected findings according to the WEO protocol (Hicks et al., 2019b). The organizers provided the description (list of requirements) of what should be generated in the report. The assessment follows the list of requirements, and the reports were manually checked by two of the medical partners. We provided three videos for Medico 2017 and Medico 2018 for an automatic report generation task. For the BioMedia 2019, the number of videos was increased to six. The medical experts checked the practical usefulness of the report in terms of the medical domain (hospital).

1.3.4. Hardware task (optional)

In BioMedia 2019, we introduced the hardware task. In this challenge, the participants were asked to submit a docker image that included checkpoint of the trained model and test script for their submission. The requirement for this submission included the model trained in the classification task (Task 1). Each docker submission was then run on the test images by the organizers on NVIDIA GTX 1080 Ti GPU. This provided an opportunity to benchmark the built methods on the same hardware by an independent organizing team. Both the accuracy and speed were taken into account for the ranking of the methods for this task. The detailed information on the submission procedure can be found here.1

2. Related work

While automatic classification, detection and segmentation of various GI lesions and anatomical landmarks have been recently studied, most of these focus on colonoscopy data that include polyp detection and segmentation (Poon et al., 2020; Lee et al., 2020; Song et al., 2020; Yamada et al., 2019; Akbari et al., 2018; Jha et al., 2021), intestinal cancer detection (Wan et al., 2019), stomach lesion detection (Krebs et al., 2020) and ulcerative colitis detection (Khorasani et al., 2020). However, the very nature of GI endoscopic procedures can range from esophagae to stomach to small and large intestine. Some recent works have taken this into account and have designed models for multi GI organ classification and detection (Thambawita et al., 2020; Iakovidis et al., 2018; Ali et al., 2020a; Chheda et al., 2020; Poudel et al., 2020).

In addition to the research from the individual research group, recently, a few challenges have been initiated in the field of GI

---

1 https://github.com/stevenah/biomedia-2019-submission-evaluation.
endoscopy that uses either still images or both still images and videos. Several ML based methods have been proposed on these endoscopy challenge datasets. However, most of the endoscopy challenges focused only on colorectal polyp and cancer localization, detection and segmentation (Bernal et al., 2017). Additionally, the used datasets are either scarce (only 386 image frames were released for 5 disease classes in (Ali et al., 2020a)) or have not been benchmarked on the same dataset for different challenges over time (for example, EndoVis2015 challenge on Early Barrett’s cancer detection⁴). As a result, the conclusions drawn from these challenges are not comparable from one challenge to the other. In addition, many such datasets are not publicly available, making it difficult for further analysis and comparison (Wang et al., 2018; Bernal et al., 2017; Bernal and Aymeric, 2017; Angermann et al., 2017; Bernal et al., 2018).

To address the need of benchmarking methods on the same dataset, different international challenges have been organized. Polyp detection challenge on colonoscopy videos was organized by (Bernal et al., 2017) at IEEE International Symposium on Biomedical Imaging (ISBI), and Medical Image and Computing and Computer Assisted Intervention (MICCAI) conference in 2015⁵. The organizers released 808 still images and 38 videos. A comprehensive study of the results on this dataset from 8 different participating teams concluded that there was still a potential for improvement (Bernal et al., 2017) in the polyp detection task.

Our team organized the first MediaEval Medico challenge in 2017 (Riegler et al., 2017) that aimed to compare baseline for computer vision classification methods. With over 8,000 annotated video frames consisting of multiple endoscopic findings for the entire GI tract, including pre- and post-treatment patients and eight different categories, we established a first comprehensive dataset that mimics various endoscopic procedures as a whole. Bernel et al. launched GIANA challenge (2017 and 2018)⁶ where they broaden the scope of their past challenge by including additional tasks such as detection of lesions in Wireless Capsule Endoscopy (WCE), polyp detection, and polyp segmentation task. However, their task assignment was still focused on colonoscopy data only. To further quantify and improve baseline methods and promote algorithm development, we organized a consecutive Medico task 2018 challenge (Pogorelov et al., 2018b). This challenge had an extended dataset of 14,033 GI endoscopy frames and aimed at classifying 16 class categories for multiple GI endoscopy organs. For better longitudinal analysis and method benchmarking, we used the same dataset to organize a recent BioMedia challenge 2019 (Hicks et al., 2019a). Another challenge in 2019 dedicated for artefact detection and segmentation in endoscopy (EAD2019, (Ali et al., 2020b)) released more than 2,192 still endoscopy frames that included multi-organ and multi-center data and aimed at classifying 6 different artefact classes⁷. A comprehensive analysis of the methods evaluated on EAD2019 challenge revealed the need for more quantifiable metrics and the requirement of clinical applicability tests with current Deep Learning (DL) approaches. The same team launched EndoCV2020 challenge this year with an additional sub-challenge on “Endoscopy disease detection (EDD2020)”. Even though this sub-challenge incorporated multi-organ and multimodal endoscopy data, the released dataset has only 386 annotated frames and was included only 5 class categories (Ali et al., 2020a). Table 1 presents the overview of GI challenges held and imaging modalities used over past 5 years.

In summary, there is still a need for comprehensive algorithm benchmarking datasets in GI endoscopy, especially due to the var-
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1. https://endovissub-barrett.grand-challenge.org.
2. https://polyp.grand-challenge.org.
3. https://gianna.grand-challenge.org.
4. https://ead2019.grand-challenge.org.
5. https://endocv.grand-challenge.org.
6. https://polyp.grand-challenge.org.
ied nature of endoscopic findings and abnormalities. Mainly, as most current datasets are limited by sample size, single modality and single organ data, methods built on them cannot be applied to wider endoscopy settings and GI organs. Additionally, most of these datasets are not easily accessible as they require special permissions and email correspondences prior to their use. Such a practice could discourage computational scientists to built and validate their method on these benchmarks.

Motivated by the success of DL techniques in other medical imaging domains, we initiated collaborations with four hospitals in Norway to collect, curate, annotate, and publish open-access datasets. Medico 2017, Medico 2018, and Biomedical 2019 are few attempts to fulfill the challenges related to method comparison for the multi-class GI endoscopy and to address the lack of availability of publicly available datasets. In this paper, we detail on our three challenge datasets from 2017 to 2019 under “MediEval Medical GI Endoscopy Challenge Dataset” and provide a comprehensive analysis of their outcomes.

3. Medico GI-endoscopy challenge datasets

3.1. Medico 2017

The dataset for Medico 2017 consists of both images and videos. The “Kvasir” dataset (Pogorelov et al., 2017b) is a multi-class dataset consisting of 1,000 images per class with a total of 8,000 images altogether for eight different classes. These classes consist of pathological findings (esophagitis, polyps, ulcerative colitis), anatomical landmarks (2-line, pylorus, cecum), and normal and regular findings (normal colon mucosa, stool), and polyp removal (post-treatment) cases (dyed and lifted polyps, dyed resection margins).

In the Medico 2017, the entire dataset was divided into training and test dataset. The training and test set consists of 4,000 images each. The participants were provided with pre-split train-test categories for all 8 classes with 500 images per class in each split. However, the labels for test set were not provided. The image size varied from 720 × 576 up to 1920 × 1072 pixels taken from a high-resolution Olympus endoscope. Some of the images in the dataset contained a green box in the left-bottom corner of the image showing the position of the scope inside the bowel (Pogorelov et al., 2017b) (see Fig. 1). In addition, we provided a separate folder with the extracted visual global features (GFs) for each of the images that included global features such as Joint Composite Descriptor (JCD), Tamura, ColorLayout (CL), edge histogram (EH), AutoColorCorrelogram, and Pyramid Histogram of Oriented Gradients (PHOG) (Lux and Chatzichristofis, 2008).

Three videos containing polyps, bleeding, and Z-line were provided for automatic report generation task. The videos contain the diseases or findings included in the Kvasir dataset. The aim was to use the video cases to generate automated text reports that described the findings in all three videos.

3.2. Medico 2018

The Medico 2018 dataset is the combination of the Kvasir dataset (Pogorelov et al., 2017b) and Nerthus dataset (Pogorelov et al., 2017c). The Medico 2018 dataset consists of 16 classes. Fig. 1 shows the sample images used in Medico 2018 and Biomedical 2019. Initially, the training dataset that consisted of 5,293 images was released. The participants were asked to develop the algorithms based on this dataset. Later on, 8,740 test images were released. The Medico challenge 2018 dataset contains the images from the previous challenge and 6,033 additional images and eight new classes. The additional classes used in the task are colon-clear, stool-inclusions, stool-plenty, blurry-nothing, out-of-patient, and the pre-, while and therapeutic findings such as dyed-lifted-poly, dyed-resection-margins, and the instrument class (Pogorelov et al., 2018b). Both the training and test datasets were imbalanced (refer Fig. 3) due to increased class numbers and very few samples for some classes, for example, only four images for out-of-patient class while 613 samples were present for the poly class. In addition to this, similar to the 2017 challenge, we provided the same three videos for the text-report generation task.

3.3. Biomedical 2019

The BioMedia 2019 consisted of the same two types of datasets as proposed in the 2018 challenge. However, in addition to the classification task, we increased the total number of videos to six for the report generation tasks, we also included a hardware task for fair comparison of submissions. The details on the image dataset is the same as for 2018 presented above and in summary Fig. 3. The video dataset consisted of six videos ranging from 720 × 576 to 1920 × 1072 pixels. The length of the video varies from 51 s up to 5 min and 11 s. A sample of an extracted video frame from each video dataset for the automatic report generation task is shown in Fig. 2. The tasks on the videos were similar to those of the image frames. The details about the video dataset is presented in Table 2. More details about the dataset can be found in our task overview paper (Hicks et al., 2019a).

The participants had a total of three months for submission in all of the challenges. The test datasets were provided one month after the release of the training dataset. The challenge datasets can be found here (Pogorelov et al., 2017b; 2017c).

4. Evaluation metrics

Standard evaluation metrics used to quantify image classification methods such as recall, precision, F1-score and accuracy (Eq. (1)–(4)) were used for all three challenges. To determine the final score and rank of the participating teams, we used Matthews correlation coefficient (MCC) (Matthews, 1975), which provides a

![Fig. 2. Example of extracted frame from each of the 6 videos provided to the participants for automatic report generation task.](image-url)
reliable statistical measure and can handle class imbalance problems in datasets. MCC can be computed from the confusion matrix of true and false positives and negatives (see Eq. (5)).

Recall \((REC) = \frac{TP}{TP + FN}\)  

Specificity \((SPEC) = \frac{TN}{TN + FP}\)  

Precision \((PREC) = \frac{TP}{TP + FP}\)  

Accuracy \((ACC) = \frac{TP + TN}{TP + TN + FP + FN}\)  

\[
MCC = \frac{(TP \times TN) - (FN \times FP)}{\sqrt{n}},
\]

where \(n = (TP + FN)(TN + FP)(TP + FP)(TN + FN)\)

\[
F_1\text{-score (F1)} = 2 \times \frac{(p \times r)}{p + r}.
\]

\[
\text{Frame Per Second (FPS)} = \frac{1}{\text{sec/frame}}
\]

In the above equations, \(p\) is precision, \(r\) is recall, and \(TP, FP, TN, FN\) represent true positives, false positives, true negatives, and false negatives, respectively, for the classification outputs. If the MCC values are equal for more than one team, the efficiency task criteria was considered where we considered processing speed of the algorithms, and the amount of the training data used to obtain the best result (Pogorelov et al., 2018b). The participants were allowed to submit the results up to five runs in total. The more detailed descriptions of the challenge can be found on their respective challenge webpages.\(^7\)\(^8\)\(^9\)

4.1. Metrics for classification task

The classification task aimed at achieving higher accuracy for the multi-class classification task of the GI endoscopy findings and diseases. To perform a complete and thorough evaluation of this task, we provided all standard classification metrics, including sensitivity, specificity, precision, accuracy, and F1-score. However, due to the class imbalance in some classes, MCC was used for ranking the participants.

4.2. Metrics for efficiency task

The goal of the efficient classification task is to score the participants based on the test time recorded for their algorithm. The main motivation behind this task is to identify the clinical usability of these methods as speed is one of the required criteria. For this task, we used the FPS estimation of each method on the provided image dataset.

The same evaluation metrics “MCC,” was used. The “speed” was calculated based on the average time the algorithm takes to classify the single image in milliseconds. The submissions were ranked on the basis of the combination of “classification performance” and “speed”. For balancing the two requirements, a threshold of 85% was set on specificity and sensitivity (Pogorelov et al., 2018a) that is a standard threshold for an automatic detection system for colonoscopies in industry. Only those submissions that reached or surpassed this threshold was considered as a valid submission. If more than one teams have the same time, higher sensitivity and

\(^7\) \text{http://www.multimediaeval.org/mediaeval2017/medico/}.

\(^8\) \text{http://www.multimediaeval.org/mediaeval2018/medico/}.

\(^9\) \text{https://github.com/kelkalot/biomedical-2019}.
specificity were taken as the better performing one (Hicks et al., 2019a).

4.3. Automatic report generation task

Teams participating in this task were asked to provide the generated text report describing the detection results on the provided video dataset. Two medical experts ranked these automatically generated reports. To aid the senior gastroenterologists in their assessment, they were provided with five team ranking protocols. These included:

1. Does the provided report have clarity and pass the confidence from a clinical point of view?
2. Limitations of the generated report (if any)
3. How useful would the report be in the clinic?
4. Did the teams incorporated any useful suggestions for improvement or additions?
5. Did the teams provide any useful findings as other comments in their report?

5. Participating methods

Table 3 summarizes the participation of each team with 'X' denoting the information about the participants who participated in the particular task for 2017, 2018, and 2019 challenges and the tasks posed in the consecutive years. A wide range of methods were developed in each challenge for which a summary is provided in Table 4.

5.1. Methods used in Medico 2017

In this challenge, there were 5 participating teams that included the organizers. However, the organizers submissions were not considered in the ranking of the challenge. Below we briefly describe method of each team.

HKBU: Team HKBU (Liu et al., 2017) designed a two-stage learning strategy for the classification of GI endoscopy images. In the first stage, they used a manifold learning method called Bidirectional Marginal Fisher Analysis (BMFA) to project the original dataset to a low dimensional space with the key discriminant information being well preserved. In the second stage, a multi-class Support Vector Machine (SVM) was used for the classification.

ITEC-AAU: The method proposed by team ITEC-AAU (Petscharnig et al., 2017) used an Inception-like Convolutional Neural Network (CNN) architecture with a GoogleNet (Szegedy et al., 2015) backbone. Data augmentation with fixed-cropping was also used on both training and test datasets. This step provided an advantage for obtaining low inference time.

SCL-UMD: Transfer learning-based feature extraction technique was used by team SCL-UMD (Agrawal et al., 2017). The team used pre-trained CNN models that included VGGNet (Simonyan and Zisserman, 2014) and Inception-v3 trained on ImageNet (Deng et al., 2009) dataset and fine-tune them on the provided training data. The obtained features were combined with the features provided by the organizers. Their best model was the combination of three features, namely, baseline features provided by organizers, Inception-V3 features, and VGGNet features. A multi-class SVM classifier was trained on these extracted features. The hyperparameter of SVM was tuned using 5-fold cross-validation in the training dataset. The optimal kernel choice for SVM was a linear kernel in their case.

FAST-NU-DS: Team FAST-NU-DS (Naqvi et al., 2017) used an ensemble of texture features for classification of GI endoscopic images. The main motivation of their approach was to combine information from various local features that included Haralick texture features and local binary patterns for successful classification. These features were selected at the training stage using a 10-fold cross-validation strategy. A Logistic Regression (LR) classifier was used to train the model. The outputs of the model were combined using a majority voting strategy.

SIMULA: Team SIMULA (Pogorelov et al., 2017a) approached the task by utilizing both GFs and CNNs. For GFs based approach, 6 GF were experimented with a random forest (RF), Logistic Model Tree (LMT) classifiers from the WEKA software (Hall et al., 2009). The best classification results were obtained for LMT. Similarly, for the CNN based approach, the team experimented with the Inception-v3 and ResNet-50 (He et al., 2016) pre-trained on ImageNet (Deng et al., 2009). Their best performing approach was using extracted features from fine-tuned ResNet-50 architecture pre-trained on ImageNet and LMT classifier.

5.2. Methods used in Medico 2018

10 teams participated in the Medico 2018. Additionally, there was 1 submission from the organizers team, however, this was not considered in the ranking. Below we briefly present methods for each participating team.

FAST-NU-DS: Team FAST-NU-DS (Khan and Tahir, 2018) investigated various combinations of Haralick texture features, LIRE features, and Deep features. Deep features were extracted using VGG19 pre-trained on the ImageNet dataset. Various models were then trained using an ensemble of classifiers, including LR, RF, and extremely random trees. Each model was trained using 10-fold cross-validation of the training data and with various combinations of features. On test data, the best results were obtained from the combination of Haralick and LIRE features.

HCMS: Team HCMS (Hoang et al., 2018) used a combination of residual neural network and Faster R-CNN model (both pre-trained on ImageNet) for classification of the GI endoscopic images. Their approach included data preparation, augmentation, and classification. As a data preparation step, regions containing symptoms of diseases were annotated to train the abnormality localization module. Additionally, some labels of the development dataset were cleaned, and dataset augmentation strategies were applied to balance the number of images between different classes. Their best result was obtained by ResNet-101 and Faster R-CNN trained on the re-labeled training dataset combined with their augmented instrument dataset. This is because the instrument class has rela-
Table 4
Summary of the participating teams algorithm for Medico 2017, and Medico 2018, and the BioMedia 2019. Here, ED = Eigen decomposition, GD = Gradient Descent, SMO = Sequential minimal optimization, BMFA= Bidirectional Marginal Fisher Analysis, SGD = Stochastic gradient descent.

| Challenge        | Team Name                  | Algorithm                                                                 | Backbone                              | Nature                  | Choice Basis | Data Aug. | Loss function | Optimizer | GPU/CPU          |
|------------------|----------------------------|---------------------------------------------------------------------------|---------------------------------------|-------------------------|--------------|-----------|---------------|-----------|------------------|
| **Medico 2017**  | HKBU (Liu et al., 2017)    | BMFA + l-SVM                                                              | N/A                                   | Cascade                 | Context-speed| No        | HIndge loss    | ED SMO    | Intel Quad-Core i7 |
|                  | ITEC-AAU (Petscharnig et al., 2017) | CNN (Pre-trained Network) + GD                                            | GoogleNet                             | General                  | Speed        | Yes       | -             | -         | -                |
|                  | SLC-UMD (Agrawal et al., 2017) | CNN (Pre-trained Network) + GD                                            | Inception-v3, VGGNet                  | Ensemble                 | Accuracy     | No        | HIndge loss    | SGD       | N/A               |
|                  | FAST-NU-DS (Naqvi et al., 2017) | Texture feature + LRE                                                     | N/A                                   | Ensemble                 | Accuracy     | Yes       | Cross-entropy  | N/A       | Intel Core i5-10600 |
|                  | SIMULA (Pogorelov et al., 2017a) | ResNet + LMT                                                             | Inception-v3, ResNet-50               | Combined feature         | Accuracy     | No        | Cross-entropy  | -         | GTX 1080Ti        |
|                  | HCMUS (Hoang et al., 2018)  | ResNet + Faster R-CNN                                                    | ResNet-101                            | Feature                 | Accuracy     | Yes       | Cross-entropy  | Adam      | Tesla K80         |
|                  | ParaNoMundo (Dias and Dias, 2018a) | DenseNet + SMO                                                            | DenseNet-201                          | General                  | Accuracy     | No        | Cross-entropy  | SGD       | N/A               |
|                  | UMM-SIM (Kirkered et al., 2018) | GAN + InceptionResNet-v2                                                 | InceptionResNet-v2                    | General                  | Accuracy     | No        | Cross-entropy  | Adam      | GTX 1080Ti        |
|                  | SØM (Thambawita et al., 2018) | ResNet + DenseNet + MLP                                                  | ResNet-152, DenseNet-161             | General                  | Accuracy     | Yes       | Cross-entropy  | SGD       | GTX 1080Ti        |
|                  | AAUITEC (Taschwer et al., 2018) | GF + GoogleNet+ L-SVM                                                    | GoogleNet                             | General                  | Accuracy     | No        | -             | -         | -                |
|                  | LesCats (Hicks et al., 2018) | DenseNet + Majority voting(LR, RF, etc)                                  | DenseNet-169                          | Ensemble                 | Accuracy     | Yes       | Cross-entropy  | Nadam     | GTX 1080Ti        |
|                  | FAST-NU-DS (Khan and Tahir, 2018) | DenseNet + Majority voting(LR, RF, etc)                                  | DenseNet-169                          | Ensemble                 | Accuracy     | Yes       | Cross-entropy  | GD        | Tesla K80         |
|                  | NOAT (Steiner et al., 2018)  | Global feature + CNN                                                    | N/A                                   | Combined feature         | Speed        | No        | Cosine distance | -         | -                |
|                  | RUNE (Borgli et al., 2018)   | DenseNet                                                                 | DenseNet-169                          | General                  | Accuracy     | Yes       | Cross-entropy  | SGD       | GTX 1080Ti        |
|                  | SIMULA (Ostroukhova et al., 2018) | InceptionNet                                                            | Inception-v3                          | General                  | Accuracy     | Yes       | Cross-entropy  | RMSprop   | GTX 1080Ti        |
|                  | HKBU (Ko et al., 2018)       | WDE + CS-NN                                                              | N/A                                   | General                  | Accuracy-Speed| Yes       | Cross-entropy  | Adam      | GTX 1080Ti        |
| **BioMedia 2019**| CIIISR (Meng et al., 2019)   | ResNet + Softmax + Attention-InceptionV3                                 | ResNet-50                             | General                  | Accuracy-speed| Yes       | Cross-entropy  | Adam      | Tesla P4          |
|                  | Mcdull (Chang et al., 2019)  | ResNet + SE-ReNeXt + Attention-InceptionV3                               | ResNet-34                             | General                  | Accuracy-speed| Yes       | Cross-entropy  | Adam      | Tesla P100        |
|                  | uniaugsburg (Harzig et al., 2019) | MobileNet + Faster R-CNN                                                 | MobileNet-V2, DenseNet-121            | General                  | Accuracy-Speed| Yes       | Cross-entropy  | Adam      | TITAN XP          |
|                  | HCMUS (Hoang et al., 2019)   | 10 pre-trained CNN from ImageNet                                        | SE_ResNetX1050, SE_ResNetX101, SENet154, DenseNet201, DenseNet161, ResNet152, ResNet101, ResNet34, InceptionV4 and Inception-ResNetV2 | Ensemble | Accuracy | Yes | Cross-entropy | SGD | RTX 2080 Ti |
|                  | DeepBlue (Luo et al., 2019)  | 10 pre-trained CNN from ImageNet                                        | SE_ResNetX1050, SE_ResNetX101, SENet154, DenseNet201, DenseNet161, ResNet152, ResNet101, ResNet34, InceptionV4 and Inception-ResNetV2 | Ensemble | Accuracy | Yes | Cross-entropy | SGD | RTX 2080 Ti |
tively fewer samples compared to other classes. Their team won the Medico 2018 challenge for the classification task.

**ParaNoMundo:** Team ParaNoMundo (Dias and Dias, 2018b) evaluated 10 CNN architectures all of which were pre-trained on ImageNet. Their best model included DenseNet-201 (Huang et al., 2017) and ResNet. On the test dataset, DenseNet-201 outperformed ResNet by a small margin on F1-score and MCC metrics. However, the ResNet model was two times faster than DenseNet-201.

**UMM-SIM:** Team UMM-SIM (Kirkered et al., 2018) used an unsupervised context-aware Conditional Generative Adversarial Network (CGAN) (Denton et al., 2016; Goodfellow et al., 2014) as data pre-processing step to remove the green corners of the image marked by “ScopeGuide” with the probe marking (see some image samples from Figs. 1 and 2). They used CGAN to regenerate the areas covered by the green area to help model perform better on the clean dataset. For the image classification task, they used an Inception-ResNet-v2 (Szegedy et al., 2017) with softmax classifier.

**AAUITEC:** For classifying GI disease and findings, team AAUITEC (Taschner et al., 2018) used early fusion and late fusion strategies. In the early fusion strategy, they combined GFs and CNN-based features, and for the late fusion strategy, they applied soft voting for combining the output of multiple classifiers. Their approach that resulted in their top score out of five runs was the combination of GFs extracted using LIRE (Lux and Chatzichristofis, 2008) and GoogleNet features. With the combined features, linear SVM performed best compared to K SVM, RF, RF-K SVM-LR, and the LR classifiers.

**NOAT:** Team NOAT (Steiner et al., 2018) classified the GI images in three steps. First, pre-trained DL models were used for the extraction of features. Then, LIRE was used for indexing these generated features. In the final step, the team searched for the index of the most similar images using a cosine distance function. Out of the four submitted runs, they achieved the best results with the integer features using bit sampling and a hashing technique.

**S@M:** Team S@M (Thambawita et al., 2018) made a comprehensive evaluation by using a ML-based approach to DL based solution for the multi-class classification of GI tract findings. For the ML-based solution, the extracted GFs were passed through a simple logistic classifier and a LMT classifier. They performed an extensive study by using different pre-trained models and combinations of the pre-trained models. Their best model was the combination of ResNet-152 and DenseNet-161 along with the additional multilayer perceptron for the classification of the provided 16 classes. Their team held the second position in the classification task.

**LesCats:** Team LesCats (Hicks et al., 2018) hypothesized that pre-training the models with a medical dataset could outperform models pre-trained on ImageNet (Deng et al., 2009) for the provided dataset. Out of the submitted models, they found that a DenseNet-169 pre-trained on ImageNet performed best. They found that the large and diverse datasets were better to pre-train on rather than smaller datasets, even if they were similar to the target domain.

**RUNE:** Team RUNE (Borgli et al., 2018) approached the task with a specific focus on automatic hyperparameter optimization and data pre-processing. They used Bayesian optimization for optimizing their pre-trained CNN model. As a pre-processing step, they added extra images to the “out-of-patient” class and also performed a split on the “esophagitis” class into lower and upper. The classes, “esophagitis” and “z-line”, would often be confused, so this split was meant to improve their classification performance by making the image distribution space smaller for the esophagitis class. They achieved the best results with DenseNet-169, standard gradient descent optimizer, and a delimiting layer of 0.

**SIMULA:** Team SIMULA (Ostroukhova et al., 2018) presented a method proposed by the organizer team. Their main motivation to approach the task was to provide a baseline for method comparison. They used the Inception-v3 model pre-trained on ImageNet. To address the imbalanced dataset, they added randomly duplicated images to the classes with fewer image samples. Their best model was the one trained using the balanced training set and a non-prioritized classifier.

**HKBU:** Team HKBU (Ko et al., 2018) approached the task with a particular focus on dimensionality reduction. They used a two-stage learning strategy, which first performs the weighted discriminant embedding (WDE) to project the original data to a low-dimensional feature subspace and then utilizes the cost-sensitive nearest neighbor (CS-NN) method in the learned subspace for disease prediction.

### 5.3. Methods used in BioMedia 2019

There were five participating teams in the BioMedia 2019. The methods of each participating team are summarized below.

**CIISR:** Team CIISR (Meng et al., 2019) participated in the classification task for which they used data enhancement techniques to address the class imbalance problem. Augmentation techniques, such as flipping, rotation, cropping, and color change were used. Their best performing model used ResNet-50 that was pre-trained on ImageNet with a softmax classifier.

**Mcdull:** The core idea of team Mcdull (Chang et al., 2019) was learning different feature representations for multi-label images using CNN-based models. The team only participated in the classification task. They experimented with a variety of different models, including ResNet-34 (He et al., 2016), SE-ResNetX (Xie et al., 2017) and attention-Inception-v3 (Szegedy et al., 2016), but found that attention-Inception-v3 achieved the best performance. All models were trained using multi-epoch fusion and adaptive thresholding techniques with an automatic data augmentation scheme.

**Uniaugsburg:** The main objective of the team Uniaugsburg (Harzig et al., 2019) was to design an improved approach for endoscopic image classification that could potentially run on mobile phones and also generate reports based on the findings of the algorithm. They participated in all four tasks. For the classification task, DenseNet121 (Huang et al., 2017) achieved the best result. For the efficiency task, the team proposed MobileNet-V2 (Sandler et al., 2018) with a width multiplier of 1.0 for an efficient detection model. For the automatic report generation task, they used the same model that was used for the classification task. However, they extended this model with class activation maps (CAM) (Zhou et al., 2016) to detect the spatial location (one of top-left, top-right, bottom-left, bottom-right, or center) for the classification. In combination with a per-frame classification, they were able to generate a report consisting of three clinically relevant sections (main findings, brief summary, and a detailed summary).

**HCMUS:** Team HCMUS (Huang et al., 2019) used stacked model of ResNet-101 (He et al., 2016) pre-trained on the ImageNet (Deng et al., 2009), and a Faster R-CNN (Ren et al., 2015). For the classes having a limited number of training samples, such as instruments class, they cropped the area covered by the disease or instruments and their edges. Consequently, these patches were put randomly with affine transformed patches on top of various images from the other classes. Such data augmentation techniques enhanced their performance for both the classification and localization of class categories. In order to reduce the confusion between various types of abnormalities that appeared in the same image, the team used multiple classifiers, introducing a multi-task learning approach. An ablation study revealed the effectiveness of this technique and the data augmentation strategy.

**DeepBlue:** Team DeepBlue (Luo et al., 2019) used 10-fold cross-validation to train ten different models pre-trained on the ImageNet dataset leading to ten sub-models. They utilized the data augmentation technique to overcome the class imbalance in the
challenge dataset. Each of these models was used to obtain the probability of prediction maps, which was then combined and used as data for learning an adaptive ensemble model. They used a linear weight, RF, and LightGBM to learn the relationship between the new data and the labels. Their ensemble model showed that LightGBM produced best MCC.

6. Results

In this section, we present the results of all 21 participating teams over the past three years of our GI endoscopy challenges. Below we condense the outcomes of each team’s method. It should be noted that only the best scores from the allowed five runs are provided for each task.

6.1. Medico 2017

All teams participated in classification, and speed task, while there was no submission for the hardware tasks, and report task. The average MCC value of all five teams for the classification task on the provided test dataset was 0.7487, with the score ranging from 0.6626 up to 0.8257. A detailed breakdown of the 2017 challenge can be found in Tables 5 and 6. We observe that team SCL-UMD (Agrawal et al., 2017) obtained the best MCC score of 0.8257, which is over 16% increment over HKBU (Liu et al., 2017) who used Bidirectional Marginal Fisher Analysis (BMFA) features and an SVM classifier. Team SIMULA (Pogorelov et al., 2017a) achieved the second-best MCC score and fastest inference time. Both SCL-UMD and SIMULA used Inception-v3 model with one additional CNN model. The high FPS obtained by team SIMULA was due to the use of residual networks, in particular ResNet-50, unlike SCL-UMD team who used VGGNet, which has nearly six times the parameters when compared to ResNet50. A similar trend for the results can be seen for the algorithm efficiency task in Table 6.

6.2. Medico 2018

The 2018 challenge was similar to the one held in 2017 but had an increase of images and classes (14,033 images and 16 classes). The average MCC score for the 11 participating teams was 0.8175, with the score ranging from a minimum of 0.5357 to a maximum of 0.9398. Tables 7 and 8 presents the detailed results of the 2018 challenge. It can be seen that team HCMUS (Hoang et al., 2018) had increment of 40.3% over team HKBU (Ko et al., 2018) which used a combination of Weighted Discriminant Embedding (WDE) and cost-sensitive nearest neighbor (CS-NN) for GI endoscopy image classification. Team S@M achieved the second-highest MCC of 0.9397, with only a marginal gap of 0.0001 than the winning team. The winning team HCMUS (Hoang et al., 2019) used a combination of Residual Neural Network (RNN) and Faster R-CNN to obtain an MCC score of 0.9398.

Six teams participated in the algorithm efficiency task. Table 8 shows the average FPS and classification metrics for the best performing run for each of the participating teams. In GI endoscopy, any team with above 45 FPS can be considered to have real-time system building capability. Therefore, methods from LesCats (Hicks et al., 2018), FAST-NU-DS (Khan and Tahir, 2018), and HKBU (Ko et al., 2018) are considered efficient to be used in a real-time system. However, among these three teams, LesCats (Hicks et al., 2018) has the best MCC score with a reasonable speed. Therefore, we consider the method proposed by team LesCats as the best method for the algorithm efficiency task. To achieve this, LesCats used AlexNet (Krizhevsky et al., 2012).

6.3. BioMedia 2019

The structure of the BioMedia 2019 is similar to that of Medico 2018. A slight change in hardware task was made by introducing Docker-based submission (please see Section 1.3.4 for details). A detailed breakdown of the 2019 challenge results can be found in Table 9, Table 10, and Table 11. In the 2019 challenge, the average MCC for all submitted runs was 0.9287, with scores ranging from 0.8542 to 0.9520. All teams participated in the classification task, of which team Mcdul (Chang et al., 2019) achieved the best result for the classification task.

Three teams participated in the algorithm efficiency task. An FPS> 45 can be considered real-time performance. Team DeepBlue (Luo et al., 2019) achieved highest MCC and near real-time FPS of 41.51 by utilizing 10 pre-trained ImageNet models and LightGBM. Only two teams participated in the automatic report generation task, namely team uniaugsburg and team CIISR. The submitted reports were manually evaluated by two senior gastroenterologists, where the usefulness in a real-world clinical environment and the correctness of the reporting were the most important criteria.

A defined protocol stated in Section 4.3 as used to assess the report generation task. The submission that was found most useful and accurate by both clinical experts was by the team uniaugsburg (Harzig et al., 2019). Fig. 4 illustrates the sample of the generated report by this team for one of the videos (out of 6 videos) for the automatic report generation task. The report provides a brief summary of the detected findings (frame-level classification) in the provided video and a more detailed summary that includes timestamps for each. Furthermore, by using class activation maps of the predictions, they also provided an approximate location of where
the detected finding was located in the frame. For the hardware task, we had only 2 teams in which uni-augsburg (Harzig et al., 2019) obtained the best MCC and FPS (see Table 11).

Fig. 5 shows a plot of the MCC scores presented by each participant over the three challenges. When we compare the results from 2017 to the results from 2019, we see an average increase of MCC by 18%, and an increase of the best performing MCC by 12.63%. This improvement highlights the progress achieved toward developing an automated system in the field of GI endoscopy and also creates a benchmark for similar challenges in the future.

### 7. Discussions

We organized the first GI endoscopy challenge that offered the largest multi-class dataset for classification and algorithm efficiency evaluation. Additionally, the automatic report generation task was also an initiative to reduce the endoscopist burden and minimize operator dependence. Below, we provide detailed discussions on findings and limitations of our 2017, 2018, and 2019 challenges.

#### 7.1. Challenge methods

Table 4 presents the summary of different approaches used in all three challenges. To better understand these methods we categorized each method based on their nature (cascaded networks, general CNN models, ensemble models, combined feature approaches, and feature pyramid models) and basis-of-choice that included speed, accuracy, and context choices. Below we provide insight on methods capability for some of the best methods used in these challenges.

For 2017 challenge (Tables 5 and 6), two teams used classical ML approach while the three (out of five) teams explored CNN based approach. Ensemble method designed by the team SLC-UMD (Inception-V3 (Szegedy et al., 2015) and VGGNet (Simonyan and Zisserman, 2014)) and the combined feature approach used by the team SIMULA secured the best results on the final MCC met-
Fig. 4. Generated report for polyp resection, bleeding videos from automatic report generation task.

tric for classification (0.8257 and 0.8020, respectively). This improvement was nearly 10% more than the other general CNN-based method (e.g., team ITEC-AU). Similarly, ensemble of combined feature approaches also made a mark on the score chart in 2018 and 2019 challenges (see Tables 7 and 9). Team HCMUS that used a box regression network together with the feature extraction network won the challenge in 2018, while team Mcdull won the 2019 challenge where they fused several network backbones and implemented an attention mechanism with Inception-V3 architecture. These results demonstrate that while ensemble or fused feature-based methods resulted in improved performances, the choice of each network in these methods affect the algorithm performance, reliability and usability. For example, the choice of Inception-V3 and VGGNet by SLC-UMD limits the depth of feature extraction and risk of vanishing gradient problem. Addition-

ally, VGGNet has extremely high number of trainable parameters (e.g., VGG-16 (Simonyan and Zisserman, 2014) has roughly 138 million) compared to the ResNet-50 counterpart (only 23 million). Clearly, in this context, the approach taken by SIMULA team has more strength where they exploited ResNet-50 that includes feature fusion through skip-connection and less number of trainable parameters compared to VGGNet. Table 6 for algorithm efficiency task also demonstrates this case where the computational speed is largely compromised in the method presented by SLC-UMD (FPS of 1.3 only) compared to near real-time speed for team SIMULA with FPS of 46.0.

Most methods that topped the evaluation chart for 2018 and 2019 used ensemble or feature fusion networks. Similar to 2017, the network choices can be seen to be have a direct consequence on the applicability issue and model strength. For example, the winning team HCMUS used the detection method for classification task using deeper ResNet-101 (He et al., 2016) model (44.5 million parameters) as backbone and bounding box regressor network which showed serious consequence in compromise in speed (FPS of only 23.14) when tested for efficiency task (refer Table 8). On contrary, LesCats which used DenseNet-169 (Huang et al., 2017) (14.3 million) with fewer parameters than ResNet models and embodied skip-connections without fusion has a clear advantage in terms of trade-off between computation speed and accuracy. It can be observed in Table 8 that the MCC for team LesCats is 0.9035 at FPS of 624.24 compared to MCC of 0.9398 with just over 23 FPS for HCMUS. The choice of method by LesCats has clearly more strength and provided a promise for real-time clinical applicability.

Again, for 2019 (Table 9–11), the model choice as well as the GPU choices (Table 4) directly implicated the strength of each designed method and its clinical applicability such as speed.

Fig. 5. MCC score comparison of different participating teams in Medico 2017, Medico 2018, and BioMedia 2019 challenges. On left individual team scores (bar plot), and on the right statistics of each year submission (box plot).
Fig. 6. Best architecture in Medico 2018 “classification task” Team Mcdull (Chang et al., 2019).

(Fig. 7) with 10 cross-fold validation resulting in improved MCC score but with a sacrifice in speed achieving FPS of only 41.51.

For the hardware task (i.e., methods tested on the same NVIDIA GTX 1080 Ti GPU), uniaugsburg team which used light weight model MobileNet-V2 (Howard et al., 2017) (6.9 million parameters only) provided a real time application strength of FPS of 1271.98 with MCC above 0.92. Similarly, for other teams which used only single model, their accuracy also depended on the model choice itself. For example, team RUNE that used DenseNet-169 (Huang et al., 2017) has nearly 7% improvement over team SIMULA that used Inception-V3 model. Compared to DL methods, all classical ML methods including the teams that utilized ensemble or fusion networks (e.g., team Fast-Nu-DS in 2017 and 2018, and NOAT and HKBU in 2018) resulted in a worse performance even though they provided a promise for real-time application (for e.g., teams HKBU and Fast-NU-DS in Table 8). There is no surprise that no team in 2019 competition used classical ML approaches. It is to be noted that other metrics such as precision, recall, specificity and accuracy appear to be proportional to the MCC metric used for evaluating the methods in these challenges and hence have been tabulated but not discussed here.

Even though only two teams participated in our automated report generation task, it provided an evidence of the strength of automated methods and their clinical usability for reporting (e.g., location of disease or anatomy, timestamp in video, % of occurrence of different findings (see Fig. 4)). While, manual post-analysis
of the acquired raw videos is close to impossible, and evidently most recorded procedures are almost never re-visited for retrospective case understanding, our automated report generation task demonstrated an utmost feasibility and strength of the deep learning methods that can be utilized to obtain clinically valuable automated reporting and provide a potential for post-analysis of patients. However, the reliability of such approaches need to be rigorously studied in the future.

7.2. Challenge outcomes and clinical applicability

As detailed in the previous section, each method had its strengths and weaknesses based on their choice of the approach. A major outcome of each year’s challenge revealed several interesting findings, such as the evolution of methods in the classification task, their ability to provide reliable accuracy when evaluated on the same machine (robustness test) and their inference speed. In Table 12, we ranked each team based on these important criteria. When a longitudinal comparison was done, methods submitted in 2018 and 2019 surpassed those in 2017. Similarly, most top-ranking methods were from 2019.

In the literature, there are several useful recommendations towards developing clinically acceptable CADx systems for colonoscopy (Mori et al., 2017) or polyp detection (Bernal et al., 2017). For example, models performing over 64 FPS can be in general considered to provide real-time performance, which is very critical in a clinical environment. The clinical applicability of these methods is one important dissection in Table 12 (refer to the last column), which is based on accuracy (MCC Rank), speed, and robustness (RR) ranks. In our ranking, it can be observed that team DeeplBlue had the best clinical translation capability with 41.51 FPS in speed and 1st and 2nd ranks in the robustness and accuracy, respectively. Similarly, team uniaugsburg from 2019 challenge and team HCMUS from 2018 achieved 2nd rank in our clinical applicability test. It is to be noted that HCMUS ranked 1st in the robustness rank while uniaugsburg ranked 1st in the speed rank and only 3rd in the robustness rank. However, developed methods by all the teams in 2017 have low clinical translation capability.

7.3. Limitations of Medico challenges

7.3.1. Analysis of the failed classes

In this section, we analyze the results based on performance of each class of the dataset.

*Esophagitis vs normal Z-line.* In most of the presented approaches in the three challenges, the significant misclassification was observed between ‘esophagitis’ and ‘normal-z-line’ classes. In Fig. 8, it can be observed that the esophagitis class (B) and the normal-z-line class (C) were the most confused classes. The same problem was observed for all teams (Hicks et al., 2018; Meng et al.,...
Table 12
Clinical applicability of the participants methods that considers MCC, efficiency, and speed into account. Here Clas. = MCC classification, AR = MCC Algorithm Robustness, RR = Robustness-rank, SR = Speed-rank, Rank= MCC Rank, CAR = Clinical applicability rank and na = not available. 10 is the imputed rank for speed and robustness ranks.

| Year | Team     | Clas. | AR  | Speed | RR | SR | Rank | CAR |
|------|----------|-------|-----|-------|----|----|------|-----|
| 2017 | HKBU     | 0.6626| 0.6946| 2.2  | 4  | 10 | 18  | 8   |
|      | FAST-NJ  | 0.7331| 0.7114| 2.3  | 3  | 10 | 16  | 7   |
|      | ITEL-AAU | 0.7202| 0.7202| 1.4  | 1  | 10 | 17  | 7   |
|      | SIMULA   | 0.8220| 0.7856| 46   | 10 | 2  | 14  | 5   |
|      | SLC-UMD  | 0.8257| 0.8257| 1.3  | 1  | 10 | 15  | 7   |
| 2018 | LesCats  | 0.9325| 0.9035| 624  | 3  | 1  | 7   | 3   |
|      | RUNE     | 0.928 | na   | na   | na | na | 8   | na  |
|      | UMM-SIM  | 0.9082| na   | na   | na | na | 9   | na  |
|      | ParaNoMundo | 0.8983 | 0.8965 | 8.61 | 1 | 10 | 10 | 4   |
|      | AUITEC   | 0.8897| na   | na   | na | na | 11  | na  |
|      | FAST-NJ-DS | 0.6302 | 0.8132 | 43329 | 10 | 1 | 19  | 7   |
|      | NOAT     | 0.5368| na   | na   | na | na | 20  | na  |
|      | HKBU     | 0.5357| 0.5357| 3744.4| 1 | 1 | 21  | 6   |
|      | S@M      | 0.9397| na   | na   | na | na | 6   | na  |
|      | HCMUS    | 0.9398| 0.9342| 23   | 1  | 3  | 5   | 2   |
| 2019 | CIISR    | 0.8542| 0.8542| 98.9 | 1  | 1 | 12  | 3   |
|      | DeepBlue | 0.948 | 0.9406| 3226 | 1  | 1 | 2   | 1   |
|      | HCMUS    | 0.9406| 0.9406| 3.6  | 1 | 10 | 4   | 4   |
|      | Mcdull   | 0.9520| na   | na   | na | na | 1   | na  |
|      | uniaugsburg | 0.9490 | 0.9201 | 1272 | 3 | 1 | 3   | 2   |

2019; Dias and Dias, 2018b; Agrawal et al., 2017). One of the reasons is their location as they both exist very close to each other (see Fig. 9).

Dyed-resection-margins vs dyed-lifted-polyps Other significant challenges were observed in the ‘dyed-resection-margins’ (class E) and ‘dyed-lifted-polyps’ (class D) classes. This is again evident from confusion matrix Fig. 8. For the Medico test dataset, there were a total of 64 misclassification for these two classes in the method of Team S@M (Thambawita et al., 2020). Similar problems were also seen in other teams performance. The primary reason for misclassification can be due to similarity between these two classes, for example, in terms of their color properties (see Fig. 1, first row, fourth column, and second-row first column). The other reasons behind the class confusion in both the above cases can be due to the model choice, use of simple data augmentation, and choice of the loss function.

7.3.2. Limitations of the study
The curated dataset consisted of green patches that are present in the real clinical endoscopy data used for location guidance by endoscopists. However, this may have affected some of the methods’ performance due to the confusion of these local patches with other classes that consisted of a similar green patch. Additionally, in terms of color and semantic features, some chosen class labels were very similar (e.g., class B - Esophagitis and class C - normal-zline). There can be presence of label biases due to presence of both instrument class and disease class category as well. As a result, the conducted study is susceptible to algorithmic errors due to dataset complexity. Additionally, very similar images were present even though they were taken from different videos. This can create pseudo data balance due to which algorithms can fail to generalize. Even though we have taken a larger patient cohort, the ability of methods to generalize on different endoscopic data or on a different patient cohort can result in unpredictable outcomes. Other limitation of our challenges was not having an automated leaderboard as a result the prediction maps sent by the teams may be sub-optimal and could have error in some metrics especially in inference time reporting. Similarly, manual scoring of the report generation task can be prone to human errors and biases.

7.4. Trust, safety, and interpretability of methods
With the hardware and software advancements over past years, it is evident from the presented challenge series that a significant improvement on reliability of methods is observed over time (see Fig. 5). However, with the case variability it is also vital to incorporate more challenges in the dataset to be addressed. We almost doubled data in 2017 in 2018 and 2019 challenges.

Other important issue is the assessment of methods on real clinical settings where the negative samples are tremendously higher than in the curated data for research and development. Often patient safety is of direct concern as wrong detection of any lesion can result in wrong procedure. Thus, an assessment of methods on real-world clinical scenarios is needed. With the report generation task in 2019, we attempted to address this issue by providing 6 raw videos to the participating teams. Though this attracted only two participating teams, efficacy and reliability of methods were tested.

Confusion between similar looking samples which are easily distinguishable by the human but methods may fail to interpret due to the lack of enough samples in training is a common problem (e.g., failed cases presented in Section 7.3). It is therefore vital to improve interpretability of the methods by injecting more negative samples to improve context-awareness of methods. In all challenges of this series, while most methods were designed to regress heavily on the presented features using heavy augmentation similar to natural scene domain, a more careful approaches must be built for clinical videos or images, particularly in endoscopy, by preserving both geometric and contextual features dur-
ing any transformation strategy. Additionally, including temporal awareness (e.g., use of LSTMs (Xiao et al., 2018) for sequences) or use of metric learning approaches by understanding the embedding distances (e.g., use of few-shot learning (Tian et al., 2020)) can be next step forward to improve reliability of methods. Both of these were not exploited by any team in these challenges.

7.5. Future steps and strategies

The three consecutive challenges revealed a progress in method development, and competence of teams to achieve improved scores. However, the choice-of-methods still depended on fine-tuning approaches and use of off-the-shelf methods. Almost all teams that used DL approaches used pre-trained methods that were trained on natural images (e.g., ImageNet dataset). Only a few team tried to use medical image datasets. A major challenge in the medical imaging community is the availability and accessibility of large datasets. As a result, the complex medical features cannot be learnt. This becomes more prominent when the images are merged for multi-class classification as in our case. To this note, we have been working immensely on increasing the dataset size and at the same time making it accessible for researchers. Our effort has lead to the HyperKvasir (Borgli, 2020), open-access dataset that contains 110,079 images and 373 videos and Kvasir-Capsule, an open access video capsule endoscopy dataset that consists of 18 videos which can be used for extraction of 4,820,739 image frames (Smidsrød et al., 2020). While, clinical image data are vague and prone to severe distortions when generated using adversarial networks or performing unrealistic data augmentation, it is vital step in overcoming the unreliability of built technologies in this regime. A second key strategy that we have learnt from our challenges is to provide algorithm performances on different baseline approaches so that the teams do not have to try off-the-shelf methods by themselves, giving them more time to better design the methods to overcome the limitations of ML approaches on provided GI dataset.

Finally, it is important to address the clinical applicability of each developed method and independently rank teams based on their merit of clinical usability. A metric can be a weighted score between speed, accuracy and robustness. Additionally, the built models can be tested on the real clinical environment for its accuracy, speed and reliability tests in real-world clinical settings. For this we intend to use clinical hardware systems and integrate these models during endoscopy procedures and confirm the reliability with the clinical expert on both easy and hard cases.

8. Conclusion

A comprehensive evaluation, comparison, and summarization of different presented methods in the MediaEval Medico 2017, MediaEval Medico 2018, and BioMedia 2019 challenges are presented in this paper. Varied methodologies were used: from traditional Machine Learning methods based on global features to recent state-of-the-art Convolutional Neural Network methods. Several teams also demonstrated the use of specialized data augmentation techniques. Here, we have provided an overview of several baseline methods using standard computer vision metrics on a common publicly available benchmark dataset. We advocate that using such a systematic approach of method evaluation and analysis is necessary and provides the best practice towards method development in GI endoscopy imaging.

Each year we observed significant improvements in both both classification and algorithm robustness tasks. More importantly, the efficiency results of Medico task 2018 and BioMedia 2019 show that it is possible to achieve real-time for GI endoscopy. The automatic reporting task was one of the first effort to communicate the algorithmic findings with clinical experts. Thus, this study highlighted the significance of collaboration between endoscopists and computer scientists to develop a meaningful medical image analysis tools that can assist endoscopists to reduce their clinical workload.

The study also highlighted the need for the collection of larger endoscopic image dataset that incorporates wider class categories, and different modalities. We showed that both objective and subjective metrics are critical for obtaining insights in the developed methods and their reliability for use in clinical settings. From the different submissions, we observed that there is a trade-off between speed and accuracy. So, we ranked each team based on these scores and provided an average score determining their clinical relevance rank. Our analysis showed that teams that achieved one of the highest classification accuracy ranked lower than team with a modest accuracy.

Further research direction includes investigation on tackling the challenges related to integration of multi-modality, multi-centered and multi-organ data and feedback from endoscopists for developing more robust systems. A consensus should be reached to improve understanding and interpretability of the results of CNN models. A potentially optimized combination of them could be helpful to build clinically useful method.
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