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Abstract

A study of four different machine learning (ML) algorithms is performed to determine the most suitable ML technique to disentangle a hypothetical supersymmetry signal from its corresponding Standard Model (SM) backgrounds and to establish their impact on signal significance. The study focuses on the production of SUSY top squark pairs (stops), in the mass range of $500 < m_{\tilde{t}_1} < 800$ GeV, from proton-proton collisions with a center of mass energy of 13 TeV and an integrated luminosity of $140 \text{ fb}^{-1}$, emulating the data-taking conditions of the run II LHC accelerator. In particular, the semileptonic channel is analyzed, corresponding to final states with a single isolated lepton (electron or muon), missing transverse energy, and four jets, with at least one tagged as $b$-jet. The challenging compressed spectra region is targeted, where the stop decays mainly into a $W$ boson, a $b$-jet, and a neutralino ($\tilde{t}_1 \rightarrow W + b + \tilde{\chi}_0^0$), with a mass gap between the stop and the neutralino of about 150 GeV. The ML algorithms are chosen to cover different mathematical implementations and features in machine learning. We compare the performance of a logistic regression (LR), a Random Forest (RF), an XGBoost (XG), and a Neural Network (NN) algorithm. Our results indicate that XG and NN classifiers provide the highest improvements (over 17%) in signal significance, when compared to a standard analysis method based on sequential requirements of different kinematic variables. The improvement in signal significance provided by the NN increases up to 31% for the highest stop mass considered in the present study (800 GeV). The RF algorithm presents a smaller improvement that decreases with stop mass. On the other hand, the LR algorithm shows the worst performance in signal significance which even does not compete with the results obtained by an optimized cut and count method.
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1 Introduction

The popularity of Machine Learning (ML) algorithms have expanded to different areas of knowledge, leaning in the last decade to Deep Learning algorithms [1, 2]. In the field of High Energy Physics (HEP), ML algorithms have been used in different experimental searches, for instance, in particle reconstruction and identification [3–8], physics measurements [9–11], and fast data processing [12, 13]. The Large Hadron Collider (LHC) experiments have been applying different ML techniques to analyze and extract relevant information from the large amount of data collected by each specific detector [14]. Some of the most common approaches are neural networks, support vector machines, random forest, boosted decision trees (BDT), and others [15]. Many of these algorithms are mainly used for identifying and recording data related to the physical properties of particles, for example, in particle path reconstruction based on the information collected by tracker detectors and jet identification in hadronic calorimeters [16]. Additionally, ML algorithms are extensively involved in the optimization of data storage and information flow in the computing GRID centers worldwide [17, 18]. Moreover, the implementation of ML algorithms played an important role in the discovery of the Higgs Boson in 2012 [19, 20], where the analyses were performed using BDTs.

In this study, four ML algorithms are implemented with the purpose of discriminating SM backgrounds from beyond Standard Model (BSM) hypothetical processes in order to maximize the significance. We compare this approach to traditional analyses based on event cut-and-count methodologies. To accomplish this goal, a case of study in the search for SUSY particles is proposed, focusing on the production of stop pairs in proton-proton collisions at 13 TeV in the LHC environment. Particularly, we look for stops with R-parity conservation with benchmark mass points along the so-called compressed scenario where the difference between the mass of the stop and the neutralino is smaller than the mass of the on-shell top quark [21–23].

This article is structured as follows. Section 2 contains a brief introduction to the current searches of SUSY stop particles in the LHC and introduces the ML algorithms used in the present investigation. Section 3 provides all the details related to the MC sample generation used for the current study and describes the two strategies whose performance is compared: signal extraction using standard methodologies based on event cut-and-count and signal extraction using ML algorithms. For the latest method, the kinematic features and the structure of the data sets used for training and evaluation are also specified. Results of the performance of both strategies are presented in section 4. Additionally, for the ML algorithms, a comparative analysis is performed based on classification metrics and a significance optimization for each signal benchmark. A comparison of signal significance obtained by the four ML classification algorithms and the standard classical method is made in terms of the gain in significance obtained from each analysis. Finally, conclusions are drawn in section 5.

2 Search for SUSY stop particles

Despite its mathematical rigor and precise predictions, the SM of particle physics does not provide a complete description of nature. It still presents several shortcomings such as being unable to provide any explanation for neutrino masses [24], the nature of dark matter [25] and dark energy [26], the strong CP violation [27], among others. Additionally, The SM also runs into quadratic divergences from top quark loop corrections in the Higgs mass Feynman diagrams, known as the hierarchy problem [28–30].
Supersymmetry (SUSY) is one of the most popular hypothesis to search for physics BSM, since it works as an extension of the SM, requiring an additional symmetry between fermions and bosons [31–33]. Within SUSY, some variants assume different couplings and free parameters, which determine how this symmetry is broken and the mass spectra of the supersymmetric particles [34–42]. A relevant particle when looking for signatures of SUSY is the top squark $\tilde{t}_1$ (stop), since its existence could imply a natural solution to the hierarchy problem [43]. As the stop is the super-partner of the top quark, its positive contribution to the Higgs mass corrections cancels out naturally the largest negative diverging contribution coming from the SM top quark. Additionally, in most SUSY models with R-parity conservation, the lightest supersymmetric particle is the neutralino $\tilde{\chi}_1^0$, which arises naturally as a strong candidate for dark matter, due to its large mass, weakly interactive nature, and extended lifetime [44].

This study explores the production of pairs of SUSY stop particles from proton-proton collisions in a compressed spectra scenario, where the mass difference between the top squark and the lightest neutralino is smaller than the top quark mass by about 20 GeV, causing the particles of the final state to have very low kinetic energy [21–23]. In this case, each stop decays dominantly to an off-shell top quark and a neutralino, with the top quark subsequently decaying into an on-shell $W$ boson and a $b$-quark. The two neutralinos in the final state are usually produced in opposite directions, generating a very low missing transverse momentum in the event, increasing the experimental challenge to distinguish the SUSY signal from its SM backgrounds. There are three final state topologies in the direct stop pair-production, depending on how each $W$ boson in the final state decays: the full hadronic, semileptonic, and dileptonic channels. This study focuses in the semileptonic channel, where one of the $W$ bosons decays into quarks and the second one into a charged lepton $\ell$ (electron or muon) and a neutrino ($W \rightarrow \ell \nu$), corresponding to events with final states with a single isolated lepton, missing transverse momentum, and four jets with at least one of them tagged as a $b$-jet. An important advantage of this specific topology is the reduction of QCD background due to the requirement of the isolated lepton [45, 46]. A schematic Feynman diagram of this process is shown in Figure 1.

Figure 1: A representative Feynman diagram for stop pair production with three body decay and semileptonic final states, with $\ell = e, \mu$.

So far, searches by CMS and ATLAS experiments for stops in the semileptonic channel
have yielded null results and established exclusion limits for the stop mass up to about 1 TeV and for neutralino masses approximately below 600 GeV [47, 48].

On the other hand, ML methods are by now a well-established framework used in most HEP experiments to improve the performance in the detection of particles, analyzing in principle all multiple correlations between their features [3, 4, 9, 10]. In the last decade, the improvement of ML algorithms implied, for instance, larger and more robust neural networks with many hidden layers and nodes. These improvements have increased the capabilities to extract deeper and meaningful information from the combination of several features of the large amount of data stored by any specific experiment at the LHC [49, 50]. The use of ML algorithms has been rapidly extended to the analysis of phenomenological and experimental studies, for example, in searches of new physics phenomena such as anomaly detection or the decay of hypothetical Supersymmetric particles [51–57]. ML algorithms have already been used in the search for stop production to discriminate final decay products from SM backgrounds [58]. In reference [47], the ATLAS experiment reports an analysis for the production of pairs of stops in the semileptonic channel using a recurrent neural network to reduce jet multiplicity and a shallow neural network to perform the discrimination between SUSY signals and backgrounds. The present study expands and improves this type of analysis with the implementation of neural networks with more hidden layers and neurons to improve the training, and by making a comparison with additional ML algorithms in order to determine the one with the highest performance in enhancing signal significance for stop masses up to 800 GeV via the three-body decay ($\tilde{t} \rightarrow bW\tilde{\chi}^0_1$).

The effectiveness to discriminate SM backgrounds from stop decay processes is investigated for the following ML algorithms: a Logistic Regression [59], which basically estimates the conditional probability of a dichotomous variable by fitting the model parameter using maximum likelihood; a Random forest [60] classifier, which constructs many different decision trees that classify a sample by majority voting; a Gradient Boosting [61] (XGBoost) classifier, which is an ensemble method that sequentially improves a base decision tree by means of optimizing a loss function; and finally, a sequential neural network [62] classifier (NN), which includes multiple hidden layers and neurons to encode non-linear relationships between inputs and outputs. It is important to remark that the selection of these specific classifiers was aimed to have a wide range of models increasing in complexity. Note that the features behind the proposed classifiers are different which let us understand and choose the best approach to our task.

3 Event samples and search strategies

3.1 Event samples

MC samples of signal and background events are generated following similar criteria as previous experimental searches of production of stop pairs from proton collisions at the LHC. Samples are generated at leading order in the matrix elements for proton-proton collisions with a center of mass energy of 13 TeV. For the hard collisions at parton level, we use Madgraph 5 [63, 64], and Pythia 8 [65] for showering and hadronization simulation. Finally, the detector simulation has been implemented in Delphes [66], using the anti-$k_t$ clustering method and FastJet [67, 68] for jet reconstruction, with a radius parameter of $R = 0.5$, where $R = \sqrt{\eta^2 + \phi^2}$ with $\eta$ the pseudorapidity and $\phi$ the azimuthal angle. For b-tagging, $E_T^{miss}$, and lepton identification efficiency, we use the parameters established in Delphes to simulate
the performance of the CMS detector [69].

**SUSY Signal**

The signal sample parameters are produced using the SoftSusy package [70] based on the Minimal Supersymmetric Standard Model (MSSM). A large scan over the MSSM parameters is performed to look for signal signatures lying along the compressed mass spectrum. In our study we require that the difference in mass between the stop and the lightest neutralino to be around 150 GeV. We have selected four signal benchmark mass points taking into account the NNLO-NLL cross-sections [71]. Other parameters of the benchmarks selected are shown in Table 1, where the notation $s_{500}$ refers to the benchmark with stop mass of 500 GeV, and so on. This notation is used throughout this article to refer briefly to our signal benchmark points. The process depicted in Figure 1 is simulated with up to two additional jets at parton level in order to take into account effects from initial state radiation (ISR).

Table 1: MSSM signal parameters for each benchmark in the present study.

| Parameters          | $s_{500}$ | $s_{600}$ | $s_{700}$ | $s_{800}$ |
|---------------------|-----------|-----------|-----------|-----------|
| $m(t)$ [GeV]        | 500       | 600       | 700       | 800       |
| $m(\tilde{\chi}_1^0)$ [GeV] | 350       | 450       | 550       | 650       |
| $\sigma$ (NNLO-NLL) [fb] | 0.6090    | 0.2050    | 0.0783    | 0.0326    |
| $\Omega h^2$       | 2.94      | 5.34      | 5.97      | 8.74      |
| $m_0$ [GeV]         | 2450      | 2600      | 2560      | 2400      |
| $m_{1/2}$ [GeV]     | 800       | 950       | 1240      | 1400      |
| $A_0$ [GeV]         | -5950     | -6500     | -7200     | -7300     |
| $\tan \beta$       | 25        | 25        | 35        | 32        |

**Backgrounds**

For backgrounds, the processes shown in Table 2 are generated, which are the most representative for the channel under study, and consistent with other SUSY searches with a similar final state topology [47, 48]. Since the $tt$ process has a significant contribution, it has been divided into two channels, the semileptonic ($t\bar{t}1L$) and the dileptonic ($t\bar{t}2L$). The contribution from the hadronic channel becomes negligible after demanding one lepton (electron or muon) in the final state, which is one of the pre-selection requirements discussed in the following section. Another significant background is $W+\text{jets}$, for which MC samples are produced after splitting it into three $H_T$ binned channels: 100-200, 200-400 and $H_T > 400$ GeV, where $H_T$ is the scalar sum of the transverse momentum of all hadrons in an event. The lower limit for $H_T$ of 100 GeV has been selected taking into account that there are at least four jets in the final state, whose scalar addition of transverse momentum is usually higher than this lower threshold. Another important background is the single top production, for which we take into account the three main decay channels: $Wt$, $s$-channel, and $t$-channel. In the case of the latest channel, we have separated the $tbj$ and $tj$ final states production for convenience. We also consider the $tt + V$ production, where $V = W, Z$, and the diboson production channels: $WW$, $WZ$ and $ZZ$. Up to two additional jets are allowed at generation level in all background channels to allow for ISR jets.
In our study, we have required that all background processes which contain vector bosons (W, Z) in their final states to decay to leptons (\(\ell = e, \mu\)) at parton level. Therefore, a reduction in MC generated events is obtained by the smaller branching ratio of the decay to leptons. Scale factors have been applied to the background distributions to compensate the reduction of events with jets with respect to the inclusive processes. Additionally, NLO k-factors [72] have been applied to normalize all background distributions.

Table 2: LO cross-sections for SM backgrounds at \(\sqrt{s} = 13\) TeV.

| Background Sub-processes | \(\sigma_{LO} \cdot BR[\text{pb}]\) |
|-------------------------|-----------------------------------|
| tt 1L                   | 220.7                             |
| tt 2L                   | 40.17                             |
| W+jets                  |                                   |
| \(H_T \in [100, 200]\) GeV | 51.89                             |
| \(H_T \in [200, 400]\) GeV | 17.68                             |
| \(H_T \in [400, \infty]\) GeV | 2.703                             |
| Single Top              |                                   |
| Wt                      | 13.16                             |
| t-channel (tbj)         | 15.79                             |
| t-channel (tj)          | 5.166                             |
| s-channel (tb)          | 0.8814                            |
| \(t\bar{t} + V\)        |                                   |
| \(tt + W\)              | 0.3455                            |
| \(tt + Z\)              | 0.5856                            |
| Diboson                 |                                   |
| WW                      | 9.849                             |
| WZ                      | 4.253                             |
| ZZ                      | 3.752                             |

3.2 Event pre-selection for ML training

Following the expected final states from the representative Feynman diagram of Figure 1, we select events with only one lepton (\(\ell = e, \mu\)) with \(p_T > 25\) GeV and |\(\eta\)| < 2.5 to remain within the detector’s acceptance and to take into account the plateau trigger efficiency of CMS and ATLAS experiments for very well reconstructed leptons. Additionally, these selections reduce the hadronic \(t\bar{t}\) and QCD multijet backgrounds. We require at least four reconstructed jets with \(p_T > 25\) GeV and |\(\eta\)| < 2.5, and at least one of these jets to be \(b\)-tagged. Following the analysis strategies reported in [47] and [48], to reduce QCD multijet background events and to ensure an isolated missing transverse momentum vector (\(\vec{p}_T^{miss}\)), we require that the azimuthal angular difference between the two leading jets and \(\vec{p}_T^{miss}\) to be greater than 0.4.

After making these selections, the efficiency to accept \(W+\)jets background events is very low, as can be observed in the event flow supplied in Table 4. Note that the initial number of events of \(W+\)jets is more than four times the main background \(t\bar{t} + 1L\). Additionally, the \(W+\)jets background has a large cross-section (see Table 2), implying a large number of events to be produced in order to satisfy the requirement of 140 fb\(^{-1}\), to closely simulate the statistics collected by LHC experiments in Run II.

On the other hand, we look for selections that enhance the discriminating capacity of the training features and, at the same time, keep the number of samples feasible for training. For this purpose, we optimize a selection in the transverse mass of the lepton and the missing
transverse momentum,

\[ m_{T}^{lep} = \sqrt{2 p_{T}^{\ell} E_{T}^{miss}(1 - \cos \Delta \phi(p_{T}^{\ell}, p_{T}^{miss}))}. \]  

where \( p_{T}^{\ell} \) is the transverse momentum of the lepton, \( E_{T}^{miss} = \| \vec{p}_{T}^{miss} \| \) is the magnitude of the missing transverse momentum and \( \Delta \phi(p_{T}^{\ell}, p_{T}^{miss}) \) is the difference in azimuthal angles of the the corresponding transverse momentum vectors. This selection reduces backgrounds such as \( W + \text{jets} \) and \( t \bar{t} \) semileptonic since it reconstructs indirectly the \( W \) boson from the final states. Likewise, we optimize a selection on \( E_{T}^{miss} \) that comes mainly from the two energetic neutralinos in the final states of the signal events.

Considering the limitation in our computational capacity, we have found that selections of \( m_{T}^{lep} > 90 \) GeV and \( E_{T}^{miss} > 90 \) GeV allow us to generate a maximum of 400000 events for the ML training, divided equally into 50% events for signal and 50% for backgrounds. The left panel of Figure 2 displays the \( m_{T}^{lep} \) distribution after the basic topological selections mentioned above. The right panel of Figure 2 indicates the \( E_{T}^{miss} \) event distribution after the 90 GeV selection on \( m_{T}^{lep} \). A summary of the event pre-selections is presented in Table 3. Event flows for backgrounds and the signal benchmarks, after each pre-selection requirement, are provided in Tables 4 and 5, respectively.

Finally, for evaluation, we have generated 140 fb\(^{-1}\) for all backgrounds except for \( W + \text{jets} \) background, where we have generated events only for an equivalent integrated luminosity of 86.9 fb\(^{-1}\) (given our computational limitations) and then scale it to 140 fb\(^{-1}\). This scaling affects the uncertainty of the final background estimation. For the signal benchmarks, in order to have smooth distributions, we have generated higher statistics and then scale them to the same luminosity of background events.

Table 3: General pre-selection requirements.

| Requirement | Value |
|-------------|-------|
| \( N(\ell) (\ell = e, \mu) \) | \( = 1 \) (\( p_{T} > 25 \) GeV, \( |\eta| < 2.5 \)) |
| \( N(j) \) | \( \geq 4 \) (\( p_{T} > 25 \) GeV, \( |\eta| < 2.5 \)) |
| \( N(b\text{-tag}) \) | \( \geq 1 \) |
| \( \text{min} \Delta \phi(j_{1,2}, \vec{p}_{T}^{miss}) \) | \( > 0.4 \) |
| \( m_{T}^{lep} \) | \( > 90 \) GeV |
| \( E_{T}^{miss} \) | \( > 90 \) GeV |

Table 4: Event flow for backgrounds at a luminosity of 140 fb\(^{-1}\).

| Backgrounds | tt 1L | tt 2L | W + jets | Single Top | tt + V | Diboson | Total |
|-------------|-------|-------|----------|------------|-------|--------|-------|
| Initial Events | 45437200 | 8269769 | 36395000 | 5649060 | 190500 | 3566700 | 99508229 |
| \( N(\ell = e, \mu) = 1, \) | 29025400 | 3737550 | 23455900 | 3924690 | 54862 | 1609600 | 61808002 |
| \( N(j) \geq 4 \) | 18117600 | 1270150 | 2765200 | 911866 | 44499 | 77820 | 23187255 |
| \( N(b\text{-tag}) \geq 1 \) | 15729000 | 1112230 | 942017 | 743815 | 38818 | 18444 | 18584324 |
| \( \text{min} \Delta \phi(j_{1,2}, \vec{p}_{T}^{miss}) > 0.4 \) | 14000300 | 989968 | 808791 | 657935 | 34318 | 16262 | 16507574 |
| \( m_{T}^{lep} > 90 \) GeV | 2064180 | 370894 | 153778 | 98123 | 8281 | 2072 | 2697328 |
| \( E_{T}^{miss} > 90 \) GeV | 389030 | 193888 | 20444 | 18842 | 4023 | 349 | 626576 |
Figure 2: Distributions for transverse mass $m_{lep}$ (left panel) before the 90 GeV selection and $E_T^{miss}$ (right panel) after the $m_{lep} > 90$ GeV selection. Two benchmark signals are displayed for comparison.

Table 5: Event flow for signal benchmarks with 50000 simulated events and scaled to a luminosity of 140 fb$^{-1}$.

| Signal | s500 | s600 | s700 | s800 |
|--------|------|------|------|------|
| Initial Events | 85260 | 28700 | 10962 | 4564 |
| $N(\ell = e, \mu) = 1$, | 53691 | 17961 | 6780 | 2790 |
| $N(j) \geq 4$ | 43076 | 14548 | 5534 | 2281 |
| $N(b\text{-tag}) \geq 1$ | 37431 | 12641 | 4812 | 1982 |
| $\min \Delta\phi(j_1,2,E_T^{miss}) > 0.4$ | 34319 | 11637 | 4441 | 1835 |
| $m_{lep} > 90$ GeV | 22845 | 7904 | 3104 | 1315 |
| $E_T^{miss} > 90$ GeV | 20483 | 7203 | 2867 | 1225 |

3.3 Signal extraction with a standard cut-and-count method

We use $E_T^{miss}$ as a critical variable to look for any signature of stop production, since large $E_T^{miss}$ is expected from neutralinos that cannot be detected in the final states (see Figure 1). As a consequence, we expect signal events with large values of $E_T^{miss}$ compared to background processes. This can be verified in the left panel of Figure 2 for the $s600$ and $s800$ benchmark distributions, where the last bin that contains the overflow tail events is enhanced. The strategy we are following is to make convenient selections on other kinematic variables to boost the significance in the final distribution of $E_T^{miss}$, and afterwards make particular selections in $E_T^{miss}$ to maximize each benchmark significance.

An accurate way to determine the statistical significance of a signal $S$ standing on top of a background $B$, which has an uncertainty $\sigma_B$, is by taking a profile likelihood ratio of a background only hypothesis which, for the case of $S$ and $B$ being gaussianly distributed, can
be approximated as [47, 73–75]:

\[
\text{Sig} = \sqrt{2} \left\{ (S + B) \ln \left[ \frac{(S + B)(B + \sigma_B^2)}{B^2 + (S + B)\sigma_B^2} \right] - \frac{B^2}{\sigma_B^2} \ln \left[ 1 + \frac{\sigma_B^2 S}{B(B + \sigma_B^2)} \right] \right\}^{1/2},
\]  

(2)

where \( S \) and \( B \) are, respectively, the signal and background events remaining after applying the event selection criteria. The background fluctuations could come from statistical and systematic uncertainties. Sources of the later are related to the total contributions of theoretical and experimental uncertainties from the MC simulators to get the cross-sections and the particle reconstruction efficiencies, respectively [76]. Other sources are related with the jet energy scale (JES), jet energy resolution (JER), \( E_{\text{T}}^{\text{miss}} \), lepton and b-tagging identification [77–79]. We take a conservative approach and consider that the contribution of systematic uncertainties are about 50% of their statistical counterpart, which are over-estimated as compared to the values reported by the CMS and ATLAS experiments [47, 48]. With this assumption, \( \sigma_B^2 = 1.25B \).

Once all pre-selections are implemented, we proceed to optimize the significance of signal and background events in several distributions of kinematic variables. The most representative of these distributions (normalized to unity) are shown in Figure 3, which correspond to the features chosen for ML training, since they exhibit some distinctive traits in signal as compared to overall background. To generate these plots, we have stacked every background in one single histogram, and selected the \( s800 \) signal for comparison.

Optimization has been performed in three most significant variables: 1) The transverse mass produced by \( p_{\text{T}}^{\text{miss}} \) and the lepton \( (m_{\text{lep}}^{\text{lep}}) \); 2) The azimuthal angular difference between \( p_{\text{T}}^{\text{miss}} \) and the b-jet transverse momentum \( (\Delta \phi(p_{\text{T}}^{\text{miss}}, p_{\text{T}}^{\text{b-jet}})) \); and 3) The variable \( R_M \) that is defined as the ratio between \( E_{\text{T}}^{\text{miss}} \) and the transverse momentum of the leading jet \( p_{\text{T}}(j_0) \) [80],

\[
R_M = \frac{E_{\text{T}}^{\text{miss}}}{p_{\text{T}}(j_0)}.
\]  

(3)

3.4 Signal extraction with ML

In order to discriminate signal from SM backgrounds in stop decay processes, a more complex approach based on ML techniques is performed. The objective is to design a statistical method capable of learning from several traits of backgrounds and signal samples in the multi-dimensional space defined by the features considered for this analysis. We address this problem by using a binary classifier that categorizes between signal and background classes. A second possible approach is to use a multi-class algorithm to also identify the different background sources, however, for the present analysis we combine all backgrounds in one single class (according to their cross section contributions), since our main goal is to differentiate a specific SUSY benchmark signal from the overall background.

For our classification task, we train and evaluate a set of four ML algorithms that have different mathematical foundations. First, a logistic regression (LR) classifier [59] that is basically a statistical model based on regression analysis in which a dependent binary variable is fitted using a logistic model [81]. Second, we have chosen the Random Forest (RF) [60] and the Gradient Boosting Classifiers [61], which are sets of ensemble methods used to improve the performance of single classifiers [82]. On this regard, the Random Forest is fundamentally a bagging ensemble of decision trees [83], while the Optimized Gradient Boosting Classifier (XG) is a meta-model that iterates over a set of weak classifiers [84]. Finally, we propose
a feed-forward Neural Network [62] intended to build a decision boundary after stacking several hidden layers of non-linear relationships. It is important to remark that the difference in mathematical nature of the proposed classifiers let us grasp the traits of the latent space inherent to signal and background distributions. Additionally, with the aim of covering a wider range of ML algorithms, we also attempted to perform the signal extraction with a Support Vector Machine (SVM) classifier. However, as the complexity of SVM scales at least quadratically with the number of training events [85, 86], we studied this classifier with a low number of training events, verifying that the computational time also scales quadratically with the training events. Additionally, significance values obtained with the SVM showed to be around 5% better than the LR technique but lower than the RF and XG algorithms, around 2% and 5%, respectively. We have not included this approach in our study due to its practical limitations and its performance as compared to other ML algorithms in the preliminary tests performed.

Regarding the details for each proposed classifier, for the Logistic Regression we apply a logit regression model with an optimized solver that uses a coordinate descent algorithm with regularization, which adds a squared penalization to model coefficients [87]. We use regularization in order to reduce the over-fitting and improve numerical stability during the training phase. Other parameters like the tolerance and the inverse of regularization strength were optimized with no improvement in significance.

For the Random Forest classifier [60], we propose a forest with 50 trees, and a Gini Impurity metric for splits and bootstrap [88]. The number of trees was optimized using a grid-search over the number of estimators in the model in the range of [50,100] trees. Furthermore, we use the Gini impurity metric because it is less intensive than other split criteria when splitting nodes in decision trees.

For the Optimized Gradient Boosting, we use an ensemble of 100 trees boosted using the tree booster (gbtree). We chose a tree booster because we are iterating over weak decision trees [61]. The number of the trees in this model was selected after a grid-search in the range of [50,500] trees, where the significance was optimized. In that sense, each decision tree has 100 estimators. Additionally, the η parameter has been optimized in the range [0.01,0.30], getting a value of 0.30. Note that a XGBoost is also an ensemble classifier like the Random Forest, however, the XGBoost is based on boosting weak learners (shallow decision trees) that use gradient descent algorithms over the error metric. On the other hand, the random forest is a bagging of fully grown decision trees which are ensembled [82].

Finally, for the NN we propose a fully-connected neural network with sigmoid activation in the last layer and rectified linear units (ReLu) activation in previous layers [89]. We optimized the activation for the intermediate layers between tanh and sigmoid. The sigmoid is commonly used for solving binary classification problems. Note that a sigmoidal behavior is needed as we aim to warranty the final layer to be insensitive to small changes in the saturation states. We performed a hyper-parameter optimization on the learning rate, number of layers and nodes per layer. The learning rate was optimized in the range $[10^{-7}, 10^{-2}]$, obtaining an optimal value of $10^{-4}$. Layers were optimized in the range [3,10] obtaining an optimal value of 4 layers. Nodes for the three intermediate ReLu layers were optimized in the range [4,128] obtaining optimal values of 32, 16 and 8 nodes for the first, second and third layers, respectively. This optimization was carried out by comparing the validation accuracy for different configurations. In the case of the NN, we normalized the feature distributions fed to the neural network in order to remove biases generated by any difference in the features dimensionality. Moreover, the feature normalization is needed to equally distribute the importance of all variables in the training phase. We tested different normalization techniques:
Standardizing, Power Transform normalization and Quantile normalization [85]. The best improvement in significance was obtained when normalizing the features through a Quantile transformer algorithm with gaussian output.

Features for ML Training

In supervised schemes, a ML model learns from specific features that belong to different classes with the aim of classifying a new sample. In the case of high-energy physics events, these features come from physical variables obtained after event reconstruction by the experiment. We have selected 12 of these variables from a wide set of low and high level features, knowing a priory that combining low and high level features maximizes the discriminatory power in the training [90]. In our study, low level features are variables that are reconstructed directly from the detector such as transverse momentum $p_T$, pseudo-rapidity $\eta$ and azimuthal angle $\phi$ of leptons, jets and $b$-jets. High level features come from a combination of low level variables, like differences between azimuthal angles of particles with respect to the $\vec{p}_T^{\text{miss}}$, the ratio $R_M$ (eq. 3) and the transverse mass of the lepton and $E_T^{\text{miss}}$, $m_T^{\text{lep}}$ (eq. 1). Since there is no standardized methodology to select the most adequate features for training, we have chosen this set of variables taking into account the value of significance given after training and evaluation over the whole data set. A list of the selected features is presented in Table 6. Histograms with distributions normalized to unity of all of these variables are shown in Figure 3. Here, all backgrounds have been stacked together and the signal shown corresponds to the case of $s800$ for reference. Some of these variables provide a good discrimination between signal and background. For instance, the $R_M$ and $m_T^{\text{lep}}$ variables have contributions at high values in the SUSY signals due to large $E_T^{\text{miss}}$ from the neutralinos in the SUSY benchmark points, compared to the backgrounds where the only source of $E_T^{\text{miss}}$ comes mainly from the neutrinos and some leptons not reconstructed correctly in the final states. We can also note differences in several low level variables such as the pseudorapidity of $\vec{p}_T^{\text{miss}}$, the azimuthal difference between $\vec{p}_T^{\text{miss}}$ and the lepton $p_T$ ($\Delta \phi(\vec{p}_T^{\text{miss}}, p_T)$), and the azimuthal difference between $\vec{p}_T^{\text{miss}}$ and the b-jet transverse momentum ($\Delta \phi(\vec{p}_T^{\text{miss}}, p_T(b\text{-jet}))$). For backgrounds, the pseudorapidity of the transverse momentum $\eta(\vec{p}_T^{\text{miss}})$ tends to be in the forward region in contrast with the SUSY signal which is located in the central region due to large contributions in $E_T^{\text{miss}}$. Furthermore, note that the $\Delta \phi(\vec{p}_T^{\text{miss}}, p_T)$ variable implies that the lepton in the SUSY signal tends to be produced anti-parallel to the $\vec{p}_T^{\text{miss}}$, whereas for backgrounds, that difference is approximately $\frac{\pi}{2}$. Finally, note that there is a discontinuity in the $\Delta \phi(j_1, 2, \vec{p}_T^{\text{miss}})$ distribution that comes from the pre-selection $\min \Delta \phi(j_1, 2, \vec{p}_T^{\text{miss}}) > 0.4$.

Data set and training

After a proton-proton collision, some of the final state observables are used for filtering some specific event topologies by the experimental triggers, which have certain features that enhance some particular physics processes which are of interest for the experiment. In our study, we are interested in events with at least one lepton (electron or muon) in the final state. Then, to target more specific events related to our final state configuration, we make the event pre-selection indicated in Table 3. Afterwards, we use the set of variables shown in Table 6 for the ML training. In principle, it has been shown that the more data for training the better the generalization a ML algorithm can achieve [91, 92]. However, in this study we also consider the trade-off between the accuracy and the computational power needed.
Table 6: Physical variables used for training the ML classifiers.

| Input Variable | Description |
|----------------|-------------|
| $E_T^{\text{miss}}$ | Missing transverse energy |
| $\eta(\ell)$ | Pseudorapidity of the lepton |
| $\eta(\vec{p}_T^{\text{miss}})$ | Pseudorapidity of the $\vec{p}_T^{\text{miss}}$ |
| $H_T$ | Scalar sum of the $p_T$ of jets |
| $p_T(\ell)$ | Transverse momentum of the lepton |
| $p_T(j_0)$ | Transverse momentum of the leading jet |
| $p_T(\text{b-jet})$ | Transverse momentum of the b-tagged jet |
| $\Delta\phi(\vec{p}_T^{\text{miss}}, p_T(\ell))$ | Azimuthal difference between $\vec{p}_T^{\text{miss}}$ and $p_T(\ell)$ |
| $\Delta\phi(\vec{p}_T^{\text{miss}}, p_T(j_0))$ | Azimuthal difference between $\vec{p}_T^{\text{miss}}$ and $p_T(j_0)$ |
| $\Delta\phi(\vec{p}_T^{\text{miss}}, p_T(\text{b-jet}))$ | Azimuthal difference between $\vec{p}_T^{\text{miss}}$ and $p_T(\text{b-jet})$ |
| $m_{\text{lep}}^T$ | Transverse mass of the lepton and $E_T^{\text{miss}}$ |
| $R_M$ | Ratio between $E_T^{\text{miss}}$ and $p_T(j_0)$ |

to accomplish a desired performance. Consequently, due to computational constraints, we have limited the sample size for training to 400000 events, and use background and signal events equivalent to an integrated luminosity of 140 $fb^{-1}$, according to their cross sections, for evaluation. We have performed a study on how the signal significance changes when we increase the training sample, selecting as reference the $s500$ signal sample which has higher statistics. Results are shown in Figure 4, where we have selected the probability score that maximizes the significance for each algorithm. The significance value increases drastically as the training sample increases up to a value of about 50000 events for the LR, RF and XG algorithms, while the NN needs a higher training sample size (at least 100000 events) before stabilizing. The LR algorithm is the fastest to get stable values of significance with negligible gain afterwards, but with much poorer performance as compared to the other three algorithms, which reach a plateau for training samples with sizes above 250000 events. To ensure that we are fully sitting on the plateau of significance, we use for final training the maximal set size available of 400000 events. The ultimate training, to determine maximal significance, is performed independently for each signal mass point, with 50% of the total number of training events corresponding to the respective signal, and the other 50% coming from different sources of background combined, according to the percentage contribution (given by their cross sections), into one single background. From each of the total data set simulated, 90% of the events have been used for training and 10% for testing.

4 Results

4.1 Results for standard cut-and-count method

To maximize the discrimination of stop signal from backgrounds, we have analyzed the significance variation of several physical distributions shown in Figure 3. The upper panels of Figure 5 indicate that the highest significance is obtained by selecting events above 160 GeV in the $m_{\text{lep}}^T$ distribution. In the same way, we have found an optimal value of 0.8 for the ratio $R_M$ [80] and this is shown in the middle panels of Figure 5. Finally, a complementary requirement for the azimuthal angle difference between the $\vec{p}_T^{\text{miss}}$ and the b-jet $p_T$ vectors...
has shown to reduce significantly the $W$+jets contamination. This can be seen in the lower panels of Figure 5. These selections are summarized in Table 7.

After applying the previous requirements, the final $E_T^{miss}$ distribution is shown in the left panel of Figure 6 (the last bin containing events above 1000 GeV). The variation of
Figure 4: Significance as a function of the number of events in the training set for the $s500$ signal mass point and the four ML algorithms.

Table 7: Event selections for signal and backgrounds within the cut-and-count methodology.

|                | $m_T^{lep}$ > 160 GeV | $E_T^{miss}/p_T^{bjet}$ > 0.8 | $\Delta\phi(p_T^{bjet}, p_T^{miss})$ > 0.4 |
|----------------|------------------------|-------------------------------|-------------------------------------------|

significance with respect to the selection in $E_T^{miss}$ is shown in Figure 6 right panel for each of the four benchmark points. A peak in this plot represents the maximum significance that can be achieved by selecting events above the respective $E_T^{miss}$ value. Table 8 summarizes the selections in $E_T^{miss}$ that maximize the significance for each signal benchmark. Note that these are the maximum significances that we can achieve by using this methodology.

Table 8: Maximal significance expected for each signal benchmark point after applying the indicated $E_T^{miss}$ requirement. Signal and background yields are shown for statistical reference.

| $E_T^{miss}$  | Signal Events | Significance | Backgrounds |
|---------------|---------------|--------------|-------------|
| $E_T^{miss}$  | $tt$ 1L | $tt$ 2L | $W+\text{jets}$ | ST | $tt+V$ | VV | Total | Sig | S/B |
| $s500$        | 240 | 5591 | 627 | 3769 | 89 | 46 | 269 | 2 | 4802 | 43.0 | 1.2 |
| $s600$        | 300 | 1530 | 210 | 1270 | 40 | 19 | 133 | 1 | 1673 | 20.7 | 0.91 |
| $s700$        | 360 | 496 | 67 | 462 | 18 | 8 | 65 | 1 | 621 | 11.2 | 0.79 |
| $s800$        | 370 | 239 | 53 | 391 | 16 | 7 | 58 | 1 | 526 | 6.27 | 0.45 |
Figure 5: Optimization of significance for $m_T^{lep}$ (upper panels) after pre-selection cuts, $R_M$ (medium panels) after $m_T^{lep} > 160$ GeV selection and $\Delta \phi (b$-jet, $\vec{p}_T^{miss})$ (lower panels) after $m_T^{lep} > 160$ GeV and $R_M > 0.8$. 
Figure 6: Event distribution for $E_T^{\text{miss}}$ (left panel) and the significance of each benchmark as a function of the $E_T^{\text{miss}}$ requirement (right panel).
4.2 Results for ML algorithms

In this section, we study the performance of the previously defined ML classifiers for discriminating signal from SM backgrounds and their impact on the statistical significance of a testing sample, defined in Equation 2.

Training

Computations for the ML training were performed using servers with 31 Intel Xeon E5-2520 cores at 2.10GHz, and 32 GB of RAM memory. Meanwhile event simulations were carried out using 24 Intel Xeon E5-2640 cores at 2.50 GHz, and 65 GB of RAM memory. All neural networks were built using the Tensorflow machine learning software libraries [93].

We have evaluated each ML algorithm with backgrounds and signal samples corresponding to an integrated luminosity of $140 \text{ fb}^{-1}$. Distributions of the probability score for the testing set for each of these ML methods are shown in Figure 7, where the probability score for the s800 signal mass point is shown for reference (red shaded histogram), similar distributions are obtained for the other three signal mass points. Here, all backgrounds have been stacked and are shown in the blue shaded histogram. Note that the signal distribution has a peak for a probability score near unity.

Additionally, to complement the estimation of classification performance of each ML algorithm, in Figure 8 we show the receiving operating characteristic curves (ROC) [94] for the s800 signal sample. The ROC curve is intended to show the relationship between the true positive rate and false positive rate at all classification thresholds. Furthermore, by measuring the area under the ROC curve (AUC) we estimate a scale and classification-threshold invariant metric to measure the model performance. Notice that AUC is equal to 1 when all the predictions are correct (i.e. no false positives nor false negatives). In that sense, in Figure 8 we have included the AUC metric for each classifier, noting that the best classification is performed by the NN algorithm, followed closely by the XG and RF algorithms.

Evaluation

By using the training set, we can determine the threshold in the probability score of each ML algorithm that maximizes the significance of each individual signal benchmark point. In the left-hand panels of Figure 9 we present distributions of the probability score for all ML algorithms for the stacked backgrounds and the s800 signal as reference. In the right-hand panels of the same Figure, the corresponding significance as a function of the probability score is presented, where the peak of the significance is reached for a probability score close to unity. Since the NN and XG algorithms provide the highest significances, we list in Tables 9 and 10 the thresholds used to identify the signal and background events, with the corresponding significance and the ratio of signal to background for each signal benchmark, respectively.

Table 11 compares the significances obtained through the standard cut-and-count methodology to the ones obtained using the ML algorithms for each signal benchmark, where the gain percentage columns correspond to the ratio between each ML algorithm significance and the ones obtained from the cut-and-count methodology. The gain in significance is consistently better for both the NN and XG classifiers. While XG attains a 17-19% gain for all benchmarks, NN provides an average 21% for lower masses and 31% for the s800, being the highest gain achieved. On the other hand, the RF algorithm provides on average a 10% improvement, while the LR does not accomplish any enhancement over the cut and count
Figure 7: Probability score distributions for the testing set of events for the $m(\tilde{t}, \tilde{\chi}) = (800, 650)$ GeV, for the logistic regression method (upper left), the random forest classifier (upper right), the XGBoost classifier (lower left) and a sequential NN (lower right).

Table 9: Maximal significance expected for each signal benchmark point after applying the respective probability score threshold for the NN algorithm. Signal and detailed background yields are shown for statistical reference.

| Threshold | Signal cut | Signal Events | $tt$ 1L | $tt$ 2L | $W+\text{jets}$ | ST | $tt+V$ | VV | Total | Sig | $S/B$ |
|-----------|------------|---------------|--------|--------|----------------|----|--------|----|-------|-----|-------|
| s500      | 0.96       | 7745          | 740    | 4563   | 310            | 162| 351    | 1  | 6127  | 51.9| 1.3   |
| s600      | 0.97       | 2308          | 291    | 1894   | 128            | 74 | 206    | 0  | 2593  | 25.2| 0.89  |
| s700      | 0.98       | 800           | 121    | 841    | 57             | 30 | 126    | 0  | 1175  | 13.4| 0.68  |
| s800      | 0.99       | 351           | 75     | 431    | 37             | 19 | 80     | 0  | 642   | 8.18| 0.55  |

methodology, instead reaching negative (lower than cut-and-count) performances as low as 16% for the s800 benchmark.
Figure 8: ROC curves and AUC values calculated for each ML method for the \( m(\tilde{t}, \tilde{\chi}) = (800, 650) \) GeV.

Table 10: Maximal significance expected for each signal benchmark point after applying the respective probability score threshold for the XG algorithm. Signal and detailed background yields are shown for statistical reference.

| Threshold cut | Signal Events | Backgrounds |  |  |  |  | Total | Sig | S/B |
|---------------|---------------|-------------|---|---|---|---|-------|-----|-----|
|               | tt 1L | tt 2L | W+jets | ST | tt+V | VV |     |     |     |
| s500          | 0.93  | 7724  | 669   | 4988 | 262  | 147 | 372  | 1   | 6439 | 51.0 | 1.2 |
| s600          | 0.97  | 1900  | 183   | 1338 | 88   | 41  | 161  | 0   | 1811 | 24.2 | 1.0 |
| s700          | 0.98  | 687   | 91    | 621  | 39   | 24  | 87   | 0   | 862  | 13.2 | 0.80|
| s800          | 0.98  | 380   | 109   | 708  | 51   | 27  | 103  | 0   | 998  | 7.34 | 0.38|

Table 11: Gain in significance of the ML algorithms with respect to the traditional cut and count methodology. Accuracy in the estimate of signal significance is also provided.

| Signal benchmark | Cut and Count | LR | RF | XG | NN |
|------------------|---------------|----|----|----|----|
|                  | Sig | Sig | Sig | Gain | Sig | Gain | Sig | Gain | Sig | Gain |
| s500             | 43.0±0.52 | 42.7±0.45 | 50.0±0.50 | -1% | 51.0±0.52 | 19% | 51.9±0.53 | 21% |
| s600             | 20.7±0.48 | 19.3±0.39 | 23.1±0.42 | 12% | 24.2±0.50 | 17% | 25.2±0.51 | 22% |
| s700             | 11.2±0.47 | 9.48±0.32 | 12.1±0.40 | 8%  | 13.2±0.47 | 18% | 13.4±0.43 | 20% |
| s800             | 6.27±0.39 | 5.24±0.25 | 6.66±0.31 | 6%  | 7.34±0.36 | 17% | 8.18±0.45 | 31% |
Figure 9: Probability score distributions (left panels) and significance variations as a function of the probability score cut (right panels) for all ML algorithms.
5 Summary and conclusions

Four ML classifiers (a Logistic Regression, a Random Forest, an XGBoost and a Neural Network) were implemented to study their potential in discriminating hypothetical SUSY signals from their corresponding SM backgrounds. The study is based on MC simulations of proton-proton collisions at $\sqrt{s} = 13$ TeV, considering a total integrated luminosity of 140 fb$^{-1}$, and focusing on stop pair production with a three-body decay ($t \rightarrow bW\chi_0^0$) in a compressed spectra scenario, with final states of one isolated lepton, jets, and $E_T^{miss}$. In order to target the exclusion limit of the stop-neutralino mass phase-space reached by ATLAS and CMS experiments with the integrated luminosity gathered in the LHC run II [47, 48], four MSSM benchmark points were considered, with stop masses between 500 GeV and 800 GeV and neutralino masses 150 GeV lower, such that the decay of the stops is produced via an off-shell top quark intermediate state.

All four ML algorithms were trained with a common set of six low-level variables (corresponding to reconstructed $p_T$ of final objects, $E_T^{miss}$ and angular information of lepton and $E_T^{miss}$) and six high-level variables (azimuthal separation of $p_T^{miss}$ and other final objects, transverse mass of the final lepton and $E_T^{miss}$, scalar addition of $p_T$ of all jets, and the ratio of $E_T^{miss}$ to the $p_T$ of the leading jet). For training, we have applied a selection in $E_T^{miss}$ greater than 90 GeV, which is much lower than ATLAS and CMS experiment requirements of 230 GeV and 250 GeV, respectively. Therefore, we include more backgrounds, and as a consequence, our analysis is not biased towards SUSY higher mass spectra. A study to look for the optimal size of the training set of events was executed, and performance of the ML algorithms was measured in terms of signal to background significance. Additionally, to quantify any enhancement in signal significance provided by the ML algorithms, a standard cut-and-count based analysis was implemented, following a similar approach of previous studies performed by ATLAS and CMS experiments in the channel of study.

With respect to discrimination, the conclusion is that RF, XG and NN algorithms have better performance in separating the studied SUSY compressed stop signals from backgrounds, when compared to a standard methodology based on sequential selections. While, the LR algorithm shows in average a poorer performance getting worse for higher masses. The NN and XG techniques show the highest signal significance, with XG offering an average 17% improvement with respect to the standard cut-and-count methodology and NN showing a better enhancement, for the three lower stop masses studied and a 31% improvement the stop mass of 800 GeV. The close performance between NN and XG algorithms was also anticipated by the study of the ROC distributions which were very similar for both of them, as it is shown in Figure 8. It is noteworthy that the final number of signal events selected by both NN and XG, after applying a threshold on the probability score that maximizes significance, is over 24% higher than the cut-and-count method, providing higher statistical power that is important when establishing any exclusion limit. The competing performance of the algorithm based on Gradient boosting, as compared to NN, makes it very attractive due to the fact that these algorithms usually require less amount of data to converge. Furthermore, the XGBoost is much simpler to implement than the NN, as less hyper-parameters need to be optimized. For instance, in order to develop our NN we optimized the learning rate, the number of hidden layers, the number of neurons in each hidden layer and the optimizer, while for the XGBoost only the eta (step size) and gamma(minimum reduction to perform a further partition) were optimized. The results obtained in the present study demonstrate the high potential and improvement of the ML algorithms, specially NN and XG, as efficient alternatives and consistent tools for searching for physics BSM. We have proven that they
could have a substantial impact in the SUSY compressed phase space, which is experimentally more challenging in separating signal and background.
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