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Abstract

We present Ev-NeRF, a Neural Radiance Field derived from event data. While event cameras can measure subtle brightness changes in high frame rates, the measurements in low lighting or extreme motion suffer from significant domain discrepancy with complex noise. As a result, the performance of event-based vision tasks does not transfer to challenging environments, where the event cameras are expected to thrive over normal cameras. We find that the multi-view consistency of NeRF provides a powerful self-supervision signal for eliminating spurious measurements and extracting the consistent underlying structure despite highly noisy input. Instead of posed images of the original NeRF, the input to Ev-NeRF is the event measurements accompanied by the movements of the sensors. Using the loss function that reflects the measurement model of the sensor, Ev-NeRF creates an integrated neural volume that summarizes the unstructured and sparse data points captured for about 2-4 seconds. The generated neural volume can also produce intensity images from novel views with reasonable depth estimates, which can serve as a high-quality input to various vision-based tasks. Our results show that Ev-NeRF achieves competitive performance for intensity image reconstruction under extreme noise and high-dynamic-range imaging.

1. Introduction

Event cameras are neuromorphic sensors, where individual pixels detect changes of brightness that exceed a threshold. The output of event cameras is a sequence of asynchronous events composed of the polarity, pixel location, and the time stamp, occurring only at a sparse set of locations where the brightness change is detected. They have many advantages over conventional cameras such as high temporal resolution, low energy consumption, and high dynamic range [15]. However, the measurements of the same object change significantly under different motion or lighting conditions causing domain discrepancy in real-world deployment [24, 12, 63]. While event cameras are expected to prosper under extreme environmental conditions, the performance of event-based vision tasks often deteriorates due to the significant domain shift with severe noise.

The output of event streams is very different from an ordinary image, which is a two-dimensional array with dense color values. Many existing approaches using event data compile them into a more structured form for denoising [10, 11, 29, 14, 2, 13], or directly perform downstream tasks such as motion estimation [33, 28, 36, 52] or pose estimation [34, 5]. Nonetheless, training data is often limited and the performance of event-based vision is often inferior to the performance of the same tasks with conventional images [24]. The complex noise characteristics and domain discrepancy further complicate developing practical algorithms for event cameras.

Inspired by the recent success of Neural Radiance Fields (NeRF) [32], we propose Ev-NeRF, a neural radiance field built directly from raw event data, as shown in Figure 1(a). Ev-NeRF builds a 3D volumetric representation that can concurrently explain events associated with the camera movement. Given the 5D input of location and viewing direction, NeRF outputs the volume density and emitted color, which can be aggregated to synthesize an image from an arbitrary viewpoint by the volume rendering. While NeRF is trained to minimize the color discrepancy between the synthesized image and the ground truth image, Ev-NeRF is trained with a new loss function that incorporates the sensor movement and the resulting events triggered by the difference of brightness.

Ev-NeRF properly handles the complex noise in event cameras without ground truth supervision, and at the same time, enjoys the technical advantages of the sensor over conventional cameras. The volumetric aggregation in the formulation effectively reduces the prevalent noise in event measurements [15], as the complex spatial and temporal noises lack multi-view consistency. Further, the associated intensity values in Ev-NeRF are in a high dynamic range (HDR), as the provided measurements of event cameras are sensitive to extreme lighting beyond the dynamic range of...
Interestingly, the created volumetric representation is a solution to many of the vision problems tackled in previous works using event data, as shown in Figure 1(b). While the event data only contain the relative changes in the brightness instead of the absolute term, the trained volume can synthesize the intensity image for ordinary computer vision, which is one of frequently tackled problems in the community [9, 22, 3, 44, 43, 42, 37, 53, 62, 46, 57, 6, 56]. Further, the reconstructed density volume can represent the approximate 3D structure of the scene. This is inherent from the original NeRF formulation enforcing the multi-view consistency, and the quality of 3D reconstruction is superior to the 3D structure built from previous approaches [23, 41, 65].

Our contributions can be summarized as follows:

- We suggest Ev-NeRF, which combines the popular NeRF formulation with the raw event output of a neuromorphic camera for the first time.
- Ev-NeRF is highly robust to event noise and builds a coherent 3D structure that can provide high-quality observations.
- The created neural volume serves as solutions for various event-based applications, namely intensity image reconstruction, novel-view image synthesis, 3D reconstruction, and HDR imaging.
- Ev-NeRF demonstrates performance comparable to many of existing event-vision algorithms that are dedicated to a specific task in the experimental result.

Given the strong experimental result, we expect Ev-NeRF to expand the possible application area of event-based vision that fully leverages the potential of the sensor.

### 2. Related works

In this section, we review the key tasks in event-based vision, along with existing work on neural implicit 3D representations.

**Processing Event Data** Although event cameras can acquire visual information in challenging conditions such as low-lighting or extreme motion, a significant domain gap occurs due to the large amount of noise which further leads to performance degradation [24, 49, 39, 12, 25]. Wu et al. [63] first demonstrated that event-based vision can deteriorate due to increased noise levels, although the assessments were mainly conducted in synthetic events. Kim et al. [24] further introduced a large-scale dataset enabling systematic assessment of object recognition tasks, and demonstrated that large camera motion or illumination change leads to greater amounts of noise that ultimately deteriorates performance. Existing approaches denoise the raw data to cope with such adversaries [63, 58, 59], or suggest stacking events to overcome domain gaps under extreme lighting condition [50]. On the other hand, Ev-NeRF can compensate for the spurious noises by enforcing multi-view consistency for the scene geometry.

Instead of handling complex data characteristics from the raw data, many approaches aggregate the sequential measurements into an ordinary image or 3D geometry. Early attempts for intensity image reconstruction are inspired from statistical methods [9, 22, 3]. Several subsequent approaches suggest various network architecture designs to improve the image quality or computational cost [46, 57, 6, 56, 62]. Because the sensor has a high dynamic range, the intensity image restoration can be explicitly designed for HDR images [66, 57] or by applying...
domain adaptation to day-light condition [51]. For estimating 3D geometry, recent event-based SLAM methods utilize classical techniques [23, 22, 16, 21, 65, 17], minimizing the energy function formulated over the image-like event representations. On the other hand, for event-based depth estimation both classical method [19, 60] and learning-based approaches [20, 55] coexist.

However, for any of the aforementioned tasks, it is challenging to obtain a large-scale dataset with the ground-truth label or formulate the correct measurement model that represents the wide range of possible sensor characteristics. [43, 44] suggested generating the training data using simulator [42]. [53] examined the statistical aspect to reduce the gap. [37] proposed a self-supervised learning framework with the aid of optical flow and does not require ground truth, but their reconstructed images are characterized by several artifacts. On the contrary, Ev-NeRF works without the ground truth or synthetic data and shows stable results comparable to the state-of-the-art in intensity image reconstruction or depth estimation.

**3. Background**

For the completeness of discussion, we include the event generation model of the sensor followed by the mathematical formulations of the neural radiance fields (NeRF), which serves as the two main components for deriving Ev-NeRF.

**Neural Implicit 3D Representation** Neural Implicit 3D Representation is gaining popularity due to its strong advantage of memory requirements, no restrictions on spatial resolution, and representation capability. Several works [38, 30, 8] showed the advantage of neural implicit representations with 3D supervision. NeRF (Neural Radiance Fields) [32] proposes an implicit representation of 3D coordinates and viewing direction which can synthesize images with volume rendering techniques. The resulting neural volume contains information about 3D volume density and emitted radiance for rendering images. Motivated by the photo-realistic quality of the produced images, a large number of subsequent works spurred to overcome the limitation of the original NeRF including: enabling fast convergence and rendering [35, 54, 1]; handling the input images with unknown or noisy camera poses [61, 27]; recovering hdr scenes with noisy raw images [31]; or processing dynamic scenes [40, 26]. Our method learns the NeRF volume with event data. By enforcing the multi-view consistency of collected measurements, Ev-NeRF produces a high-quality image or depth in a novel view and effectively removes spurious noises of an event camera. While there also exists a concurrent work learning implicit volume with events [45], Ev-NeRF extensively reveals the practical capability.

**Event Generation Model** Instead of recording the absolute color values of the image pixels, an event camera records asynchronous changes of the brightness as a sequence of events $E_k = (u_k, v_k, t_k, p_k)$, indicating that the brightness change at the pixel coordinate $(u_k, v_k)$ reaches a specific threshold $B$ at time $t_k$.

$$|L(u_k, v_k) - L(u_k, v_k - \delta t)| \geq |B|,$$  

where $L = \log (I)$ is the logarithm of brightness $I$ and $\delta t$ is time that has passed since the last event. $p_k \in \{+, -\}$ is the polarity denoting whether the brightness change is positive or negative. It is known that the threshold for triggering positive events is different from the one for the negative events [15], which we denote $B^+$ and $B^-$, respectively. If we accumulate the events occurring for a given period of time $\Delta t$, the brightness change in a specific pixel can be approximated by [15]

$$\Delta L(u, v, \Delta t) = \sum_{t_k \in \Delta t, (u_k, v_k) = (u, v)} p_k |B^{p_k}|.$$  

The threshold $B^{p_k}$ can be different under various physical conditions, which further challenges the event-based vision, in addition to complex noise characteristics of the sensor.

**Neural Radiance Fields** Ev-NeRF takes inspiration from NeRF [32] which is trained to accumulate the volumetric information with 2D supervision. The supervision signal for NeRF is the total squared error between the rendered information with 2D supervision. The supervision signal for NeRF is the total squared error between the rendered true pixel colors. Basically the neural network $F_\theta(\cdot)$ receives the input of the 3D coordinate $x_i \in \mathbb{R}^3$ and the ray direction $d_i \in \mathbb{S}^2$ and outputs the density $\sigma_i \in \mathbb{R}$ and emitted radiance $c_i \in \mathbb{R}^3$. Here $\gamma (\cdot)$ is sinusoidal positional encoding function which successfully captures the high-frequency information along the spatial direction. With positional encoding and coarse-to-fine sampling techniques, a neural network is trained to synthesize high-quality novel view images.

Following the classical volume rendering technique, each pixel is rendered by sampling $N$ points $x_1, \ldots, x_N$ of the volume density along the ray $r(x_0, d)$. $x_0$ is the initial point of the ray located at the focal point of the camera using the pinhole camera model. The final rendered color of the pixel is aggregated along the ray as

$$\hat{C}(r) = \sum_{i=1}^{N} A_i \alpha_i c_i,$$  

$$A_i = \exp \left( - \sum_{l=1}^{i-1} \sigma_l \delta_l \right)$$  

denotes the accumulated transmittance along the ray, and $\alpha_i = 1 - \exp (-\sigma_i \delta_i)$ denotes
the alpha value, where \( \delta = \| x_{i+1} - x_i \| \) is the distance between adjacent samples. Additionally, the depth along the ray direction can be approximated with a similar formulation:

\[
\hat{D}(r) = \sum_{i=1}^{N} A_i \alpha_i s_i, \tag{5}
\]

where \( s_i \) denotes the distance between \( x_0 \) and \( x_i \).

### 4. Method

Ev-NeRF creates neural implicit representation \( F_\theta \) of a static scene as NeRF. Since an event is triggered when the brightness changes, we use a slice of the event sequence \( E_j = \{ E_k = (u_k, v_k, p_k, t_k) | T_j \leq t_k < T_{j+1} \} \) during a small duration of time \([T_j, T_{j+1}]\). The motion of the camera is provided by the starting and ending poses of the period, \( T_j \) and \( T_{j+1} \). The neural network for Ev-NeRF regresses for one dimensional emitted luminance value \( y_i \in \mathbb{R} \) instead of RGB color values,

\[
F_\theta : (\gamma_z(x_i), \gamma_d(d_i)) \rightarrow (\sigma_i, y_i). \tag{6}
\]

This is a natural choice considering that the event only records the brightness change in a single channel.

After the neural network is trained, we can render the intensity image from an arbitrary viewpoint adapting Equation 4. To elaborate, if we define the camera ray \( r \) that passes through the pixel location \( (u, v) \) from a camera pose \( T \), we can sample \( N \) points along the ray and apply volume rendering technique to find the intensity of the pixel

\[
\hat{I}(T(r)) = \sum_{i=1}^{N} A_i \alpha_i y_i. \tag{7}
\]

The depth measurement can also be approximated using Equation 5.

When we combine the formulation with the event generation model, we also jointly optimize for the unknown thresholds, \( B_j^+ \) and \( B_j^- \), in addition to the implicit neural volume \( F_\theta(\cdot) \). We assume that the threshold is a function of time and polarity, but is spatially the same for all pixels. More specifically, we assume that the threshold is constant in each time interval \([T_j, T_{j+1}]\), but changes when the time interval changes.

The total loss used to train Ev-NeRF is given by

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{event}} + \lambda \mathcal{L}_{\text{thres}}. \tag{8}
\]

\( \mathcal{L}_{\text{event}} \) is the event rendering loss which replaces the image rendering loss in conventional NeRF. Here we combine the event generation model in Section 3 with the volume rendering formulation of the original NeRF. \( \mathcal{L}_{\text{thres}} \) is the threshold bound loss, designed to avoid degenerate cases.

**Event Rendering Loss** Our loss for training \( F_\theta \) compares the recorded events and the difference in the rendered intensity, as shown in Figure 2. Let us denote the intensity values of the pixel ray \( r \) at time \( T_j \) and \( T_{j+1} \) as \( \hat{I}(T_{j+1}(r)) \) and \( \hat{I}(T_{j+1}(r)) \), respectively, where the intensity images are obtained using Equation 7. Then we can calculate \( \Delta L_j \) at the pixel ray \( r \) as

\[
\Delta L_j(r) = \log \hat{I}(T_{j+1}(r)) - \log \hat{I}(T_j(r)). \tag{9}
\]

Using the event generation model in Equation 2, \( \Delta L_j(r) \) in Equation 9 should be measured by the accumulated sum of the events \( B_j(r) = \sum_{p_k \in E_i(r)} p_k B_j^{p_k} \) within the time interval \([T_j, T_{j+1}]\).

Our event-rendering loss \( \mathcal{L}_{\text{event}} \) is the total sum of discrepancy for all time intervals \( j \) and rays \( r \) available in the batch,

\[
\mathcal{L}_{\text{event}} = \sum_j \sum_r f_{B_j^+, B_j^-}(\Delta L_j(r) - B_j(r)), \tag{10}
\]
where the function \( f \) penalizes the discrepancy above the sensor threshold by incorporating a dead zone \([B^-, B^+]\) as described in [3]:

\[
f_{B^-, B^+}(x) = \begin{cases} 
  x - B^+, & \text{if } x > B^+, \\
  0, & \text{if } B^- \leq x \leq B^+, \\
  -x + B^-, & \text{if } x < B^-.
\end{cases}
\]  

(11)

Therefore we only focus on where the measurements provide enough evidence for the brightness changes.

Threshold Bound Loss While the joint optimization over the unknown threshold values \(B^+_i, B^-_i\) improves the performance of Ev-NeRF, the additional parameters further challenge the optimization process which already is highly under-constrained with the unknown brightness values \(I\). Without additional constraints, we empirically observed that the network often converges to the trivial solution with \(\Delta I = 0\) and the threshold value 0. The threshold bound loss is a simple prior to keep the threshold values within the reasonable bound:

\[
L_{\text{thres}} = u(B^+_0 - B^+_j) + u(B^-_j - B^-_0),
\]

where \(u(\cdot)\) is a unit step function. In our experiments, we set \(B^+_0 = 0.3\) and \(B^-_0 = -0.3\), based on our prior knowledge about threshold scale [15].

5. Results

Once we train Ev-NeRF, from highly corrupted event sequence data, the coherent implicit volumetric representation of NeRF is learned. The integrated representation can generate images or depth estimates in a novel view, which are compared against previous works or designed baseline. We evaluate Ev-NeRF on both synthetic and real dataset.

Implementation Detail The input to Ev-NeRF is the stream of event data obtained from an event sensor moving around a static scene. The stream data is accompanied by a sequence of the sensor’s intermediate positions which are time-stamped. The sensor positions can be acquired from an additional sensor or structure from motion (SfM) using intensity frames or provided from simulator.

For real-world data, we calculate the poses by running SfM [47, 48] with the intensity frames, which are provided in the datasets [34, 53, 65] recorded at about 24 Hz. Except for this process, the intensity frames are not available to Ev-NeRF during training and are used only for evaluation. We use about 50 to 100 consecutive event slices \(E_j\) to train a neural volume, where the length of each time slice \([T_j, T_{j+1})\) is chosen to be the frame rate of intensity frames, about 1/24s. The duration of the total event sequence used for Ev-NeRF is roughly 2-4 seconds. For each event slice \(E_j\) corresponding to \([T_j, T_{j+1})\), we add random events equivalent to 5% of the number of events that occurred at time slice \([T_j, T_{j+1})\) during training. We find that the additional random noise slightly improves the quality of neural representation in ambiguous regions, which is further described in the supplementary material.

5.1. Robust Intensity Image Reconstruction

Ev-NeRF creates the NeRF volume that aggregates multiple observations, which is robust against a variety of perturbation such as the amount of noise or extreme light conditions. We compare the quality of the synthesized image against previous works on intensity image reconstruction under noisy or low-light condition. We use three available real-world datasets that are widely used for event-based image reconstruction, namely IJRR [34], HQF [53], and Stereo DA VIS dataset [65] for quantitative comparison. For the stereo DA VIS dataset, we only use the measurements from a single event camera. Unless otherwise noted, we use four sub sequences (dynamic_6dof, office_spiral, office_zigzag, hdr_boxes) from the IJRR dataset, three sequences (reflective_materials, high_texture_plants, still_life) from HQF dataset and two sequences (monitor, reader) from Stereo DA VIS dataset.

Intensity Image Reconstruction Figure 3 shows exemplary reconstructed images, and different approaches exhibit different kinds of artifacts. We compare the performance of Ev-NeRF against three baselines: E2VID [43], E2VID+ [53] and ssl-E2VID [37]. E2VID [43] is trained in a supervised fashion with a large amount of synthetic data. E2VID+ [53] adjusts the synthetic training data to better fit the distribution of the real data. ssl-E2VID [37] tries to overcome the domain gap and suggests a self-supervised approach achieving results comparable to E2VID+ [53] without ground truth data. Unlike Ev-NeRF, which is trained for each scene, previous works are trained in a supervised fashion with a synthetic dataset composed of a pair of ground truth images and event measurements. A quantitative comparison of image reconstruction on real-world scenes is in the supplementary material. More importantly, Ev-NeRF only enforces multi-view consistency without further domain-dependent training, whereas previous approaches are trained in a fixed resolution dedicated to a specific measurement condition. We further validate intensity image reconstruction results on the CED Dataset [7] with a different resolution (346x240) in the supplementary.

Noise Resistant Image Reconstruction The performance gap becomes prominent when the measurements exhibit severe noises, introducing domain shift. We use the event camera simulator v2e [18] to synthetically add realistic sensor noise due to photon fluctuations or invalid thresh-
Figure 3. Qualitative comparison on intensity image reconstruction.

Figure 4. Effect of noise on various image reconstruction methods. Even in serious noise conditions, Ev-NeRF can robustly reconstruct images whose quality is comparable to that of other approaches in normal conditions.

Figure 5. Qualitative comparison on image reconstruction given input with various noise levels. Ev-NeRF shows little performance degradation even with extremely noisy inputs.

Figure 6(a) shows the qualitative results on HDR imaging. Compared to the intensity images concurrently captured in low-light set-up ((b), left), which are unknown to the algorithm, the sensor measurements detect the subtle details within the scene ((a), left), which are compiled to produce the HDR intensity images ((a), middle). This is because Ev-NeRF generates the intensity values to reflect the fine-grained changes in illumination without saturation and is agnostic to any prior absolute values of the intensity that might be clipped to a smaller range. While we use intensity images to find the poses, the neural volume trained with event data contains variations and details that could not be captured with low-quality intensity images, especially in challenging lighting.

In Figure 6(b), we also present the rendering using the neural volume of ordinary NeRF for comparison, which is trained with the intensity images of the same sequence obtained from a DAVIS camera [4]. The intensity-based NeRF is trained with the MSE loss between the rendered and measured intensity, following [32]. The reconstructed

HDR Image Reconstruction In addition to noise reduction, under extreme light conditions, the reconstructed images from Ev-NeRF naturally contain high dynamic range information without further processing. Figure 6(a) shows the qualitative results on HDR imaging. Compared to the intensity images concurrently captured in low-light set-up ((b), left), which are unknown to the algorithm, the sensor measurements detect the subtle details within the scene ((a), left), which are compiled to produce the HDR intensity images ((a), middle). This is because Ev-NeRF generates the intensity values to reflect the fine-grained changes in illumination without saturation and is agnostic to any prior absolute values of the intensity that might be clipped to a smaller range. While we use intensity images to find the poses, the neural volume trained with event data contains variations and details that could not be captured with low-quality intensity images, especially in challenging lighting.

In Figure 6(b), we also present the rendering using the neural volume of ordinary NeRF for comparison, which is trained with the intensity images of the same sequence obtained from a DAVIS camera [4]. The intensity-based NeRF is trained with the MSE loss between the rendered and measured intensity, following [32]. The reconstructed
images and depths are superior when using Ev-NeRF, therefore fully exploiting the dynamic range of the sensor.

Under extreme lighting, not only do intensity frames suffer from spurious noise, but also the event data is mixed with severe noise, and the performance of vision-based approaches severely deteriorates [24, 25]. The multi-view consistency in Ev-NeRF compensates for the uncharacteristic noises and reliably reconstructs novel views and depth information beyond the level obtained from vanilla NeRF using intensity images.

5.2. Scene Structure Estimation

Evaluation with Synthetic Data The NeRF volume aggregates multiple measurements into a coherent structure such that we can generate images from arbitrary viewpoint. Also, the density values of NeRF volume can provide estimates for 3D structure as in Equation 5. Since the real-world datasets for event-based vision lack dense depth annotations, the synthetic data can provide quantitative evaluation on the created NeRF volume. Also, the 3D points found with existing event-based algorithms are limited to sparse reconstruction that can generate events and no prior work is able to reconstruct novel view images. Therefore, we design baseline for quantitatively comparison.

For the synthetic data, we capture a high frame rate video from typical trajectories for NeRF with Blender, and the event simulator [18] generates events with realistic noise from the video. For the baseline, we first reconstruct intensity images from events using E2VID+ [53] and then use them to learn vanilla NeRF [32]. The proposed method serves as a powerful baseline that can reconstruct dense depth and an intensity image from a novel view. Figure 7 shows an object in Blender, generated events, and the pairs of an intensity image and the depth generated from the designed baseline and Ev-NeRF.

Table 1 compares the depth estimation results using three metrics: average relative error (Abs Rel), squared relative difference (Sq Rel), root mean squared error (RMSE). Also the reconstructed intensity images in the given or novel views against the ground truth intensity images are compared using three metrics: mean squared error (MSE), structural similarity (SSIM) and perceptual similarity (LPIPS) [64]. In baseline, images reconstructed through E2VID+ [53] lack multi-view consistency and result in an
Figure 8. Qualitative comparison on 3D structure estimation. Ground-truth intensity frame, semi-dense depth by [65], dense depth, and intensity image by Ev-NeRF in order.

(a) Reflective materials (b) Fine geometry plants (c) HDR boxes

Figure 9. Qualitative results on depth estimation on a real dataset. The intensity images (top) are not observed by the algorithm.

artifact, which reduces the accuracy of 3D structures. Ev-NeRF directly integrates events and Table 1 indicates that it is superior to the proposed baseline for depth reconstruction. Also, the high-quality 3D structure aids in more accurate reconstruction of intensity images or novel-view synthesis, especially in the presence of noise.

Evaluation with Real Data There is no prior work that is bound to the exact set-up as Ev-NeRF, and no real-world dataset with ground-truth is available to quantitatively evaluate the dense 3D structure. As an alternative, we compare the acquired geometry against the 3D information extracted from an event-based SLAM approach [65]. Event-based SLAM utilizes measurements from additional hardware and compute the camera pose and the geometric structure. Specifically, Zhou et al. [65] use a pair of temporally synchronized event cameras. On the other hand, Ev-NeRF uses a single event camera with known poses. Even though the detailed setup is different, both estimate 3D structure from the measurements of a moving sensor observing a static scene, whose results are provided in Figure 8. Zhou et al. [65] reconstruct depth only in the area where the events have occurred, and therefore recover semi-dense 3D structure (second column in Figure 8). In contrast, Ev-NeRF reconstructs implicit 3D volume and can produce denser depth with intensity images (third and last columns in Figure 8).

We can also find qualitative results from the dataset used in Sec. 5.1. Figure 6 contains the depth estimation from low lighting conditions. Additionally, Figure 9 shows that Ev-NeRF creates reasonable depth estimates for challenging real-world scenes with reflective materials, fine geometry details, or HDR measurements where existing approaches might fail.

We also evaluate the performance of novel view synthesis. We divide each sub-sequence in the dataset into a training and test set, and synthesize the images at the viewpoints included in the test set with Ev-NeRF trained with the training set. Table 2 compares the reconstructed images against ground truth intensity images. The reported metrics for novel-view images are compatible with the results for the given view. Thus, the ability of NeRF is nicely transferred to Ev-NeRF.

6. Conclusions and Future Work

We present Ev-NeRF, which learns the implicit volume of the neural radiance field from the raw stream of events generated by a neuromorphic camera. The inherent multi-view consistency creates a representation remarkably robust to noisy inputs, which is a critical challenge for using a neuromorphic sensor, yet exploits the subtle brightness changes detected from the sensor. Further, the created NeRF volume can generate intensity images or estimate depth, whose quality is comparable to many existing supervised methods exclusively designed to solve a specific task. To the best of our knowledge, Ev-NeRF is the first attempt to incorporate the NeRF formulation with raw event data and can advance with the abundant subsequent works that overcome the limitations of NeRF, such as handling dynamic scenes to better incorporate the fast temporal resolution of the sensor [40, 26], reducing training and rendering time [35, 54, 1], and alleviating the requirements of known camera poses [61, 27].
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