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Abstract

Drawing on some recent results that provide the formalism necessary to definite stationarity for infinite random graphs, this paper initiates the study of statistical and learning questions pertaining to these objects. Specifically, a criterion for the existence of a consistent test for complex hypotheses is presented, generalizing the corresponding results on time series. As an application, it is shown how one can test that a tree has the Markov property, or, more generally, to estimate its memory.

1. Introduction

Huge, world-wide graphs permeate our lives. These graphs carry enormous amount of information which is vital for many applications to analyse and exploit. Some of the questions one often seeks to answer have the form: is my model for the graph correct? others, does this graph have this or that property? Following the approach of classical statistics, this kind of questions can be formulated as testing a complex hypothesis: asking whether the distribution that generates the data (here, the given graph) belongs to a set of distributions $H_0$ (the null hypothesis) versus this distribution belongs to a set $H_1$ (the alternative).

This formulation presents an important caveat, which is obvious yet often overlooked: for the approach to work, the distribution generating the data has to belong either to $H_0$ or to $H_1$. If not, the answer of the test will be arbitrary and completely useless. In other words, if the test gives the answer $H_δ$, where $δ$ is 0 or 1, this answer should be interpreted as “$H_δ$ is true, or a low-probability event happened, or neither $H_0$ nor $H_1$ is true”. The mathematical results concern the low-probability event; the third possibility is left to be excluded at a different level, that is to say, informally, from application specifics alone. What it means in practice is that the alternative $H_1$ has to be sufficiently general as to assure that it captures the distribution of the data in case the null is wrong. In other words, it should be a general, qualitative hypothesis, whose validity is self-evident on the application level.

It appears that the existing approaches fail to provide this kind of generality. In fact, $H_1$ is often a rather specific model (a set of distributions), such as Erdős-Rényi or, to take a more general example, stochastic block model; see, for example, (Arias-Castro et al., 2014; Bubeck et al., 2016) and references. $H_0$ is then a hypothesis about the parameters of the model. Such methods may be applied to graphs for which $H_1$ is obviously wrong; it is clear, for example, that no social network is an Erdős-Rényi graph.

It is instructive to take a look at classical statistics where the hypotheses testing formulation originates, and to appreciate the fact that the situation is radically different in this field. Thus, classical alternative hypotheses, such as that the distribution that generates the
sample at hand is Gaussian, or, more generally, that the samples are independent and identically distributed, already serve a great variety of applications. Indeed, many distributions appearing in nature can reasonably supposed to be Gaussian, and sampling procedures do often give independent and identically distributed samples — at least to the extent to which one can formally argue about natural phenomena at all. Yet in other applications, these assumptions break, and more general alternatives are in order. Thus, stock market data, human-generated or biological texts, as well as many other data sources produce samples that are not independent at all. A more general alternative (which is, of course, not universal either) is that the distribution of the sample is stationary. This is perhaps the most general assumption used in statistics; its meaning can roughly be described as that it does not matter whether we have started to record observations at time 0 or at some other time index.

The goal of this paper is to bring this kind of generality to hypotheses testing on random graphs, and to initiate the study of the questions that emerge. This is possible thanks to the work (Benjamini and Curien, 2012), which, based on the foundations laid out in (Aldous and Lyons, 2007; Lyons and Peres, 2016), defines stationarity of infinite random graphs and opens the way to use basic facts from ergodic theory on these objects. However, the authors stop short of considering any problems of estimation, learning or statistical analysis. Here we take the first steps towards filling this gap. After laying down some further definitions, we transfer some fundamental results from hypothesis testing on stationary time series to the new formalisms. The main result is a criterion for the existence of consistent tests for hypotheses concerning infinite random graphs; the criterion is applied to show that some relatively simple hypotheses can or cannot be tested. As one of the applications, it is shown that it is possible to test that an infinite random tree is Markov or has memory of a given order.

**Related work: property testing.** A rather different approach to testing hypotheses about graphs is known as property testing. This approach, initiated in (Goldreich et al., 1998) (with some ideas going back to (Blum et al., 1993; Rubinfeld and Sudan, 1996)), considers finite, fixed, deterministic, combinatorial objects, such as graphs, but randomized procedures. The question is whether a graph has a certain property. A testing procedure samples only a small amount of the graph data, and is supposed to return the correct answer with high probability. While the graph has a finite size (n vertices), the test is supposed to sample a portion which is independent of n, which means that the graph can be arbitrarily large (one can say, practically infinite). This is a very ambitious goal. The weak point, however, is again the kind of alternative hypothesis considered. The null $H_0$ is of course just the set of all graphs that have the property of interest. The alternative is the set of all graphs that are at least $\varepsilon$ far from all the graphs in $H_0$. The underlying distance is that of modifying up to $\varepsilon$ elements of the graph. Two models are typically considered: dense graphs, where the number of edges is $\Theta(n^2)$, and bounded-degree graphs. The distance changes accordingly: removing $\varepsilon n^2$ edges in the former case and $\varepsilon n$ in the latter. In either case, there is a potentially vast and unruly buffer zone between $H_0$ and $H_1$, in which the answer of the test is essentially arbitrary. The main results concern characterizing those properties for which efficient tests exist. In particular, (Alon and Shapira, 2008) shows that all so-called hereditary properties (those that are closed under removal of vertices) are
testable. See (Ron, 2010; Goldreich and Ron, 1997) for an overview of the results in this area.

2. Setup: Infinite random graphs

The formal setup in this section is mainly after (Benjamini and Curien, 2012), see also (Benjamini and Schramm, 2011; Aldous and Lyons, 2007), with some differences that will be pointed out. A graph \( G = (V_G, E_G) \) is a pair of a set of vertices \( V_G \) and a set of edges \( E_G \). The vertex set \( V_G \) is finite or countably infinite. A graph can be either directed or undirected, so the set \( E_G \) is either that of ordered or unordered pairs of vertices (this distinction is irrelevant for the formalisms used here); we do not consider multi-edges or self-loops. In this work we assume all graphs to have degree bounded by a constant \( M \in \mathbb{N} \). A network is a graph \( G \) together with a map \( m \) from \( V_G \) to a finite set \( X \) of data points (also called marks (Aldous and Lyons, 2007)), so that each vertex \( a \in V_G \) is associated with a data point \( X_a \in X \).

We are thinking of the data points as, say, the content of web pages or the (complete) data associated with a user of a social network.

A rooted graph (network) is a pair \((G, o)\) of a graph (network) and a vertex \( o \in V_G \). Two graphs \((G, o)\) \((G', o')\) are isomorphic if there is a pair of bijections \( \varphi_V : V_G \rightarrow V_{G'} \) and \( \varphi_E : E_G \rightarrow E_{G'} \) such that for any edge \( e = (v_1, v_2) \in E_G \) we have \( \varphi_E(e) = (\varphi_V(v_1), \varphi_V(v_2)) \), and, additionally, the mapping preserves the roots: \( \varphi_V(o) = o' \). For networks we also require that the data points associated with \( v \) and \( \varphi_V(v) \) are the same for all \( v \in V_{G'} \). In other words, isomorphisms are just relabellings of a graph. The isomorphism relation (for graphs as well as for networks) is denoted \( \cong \). We generally do not distinguish between a graph and its isomorphism class.

The structure of a probability space on networks can be introduced as follows. For a rooted graph \((G, o)\) denote \( B_G(o, r) \) a ball in \( G \) of radius \( r \) around \( o \), that is, the induced subgraph of \( G \) consisting of all vertices of graph distance at most \( r \) from \( o \). Define the radius \( r(G) \) of \((G, o)\) as the maximal graph distance between any vertex in \( G \) and \( o \). For a finite rooted network \((G, o')\) define the set \( F_G \) of rooted networks as \( F_G := \{(G, o) : \exists r \in \mathbb{N} \ B_G(o, r) \cong (G, o')\} \). Let also \( r(F_G) := r(G) \). Note that we consider only graphs \( G \) whose degree is bounded by \( M \), so that there are, for each \( r \in \mathbb{N} \), only finitely many different sets (isomorphism classes) \( B_G(o, r) \). Since the set \( \{F_G : G \text{ is a finite rooted network }\} \) is countable, we can use the notation \((F_i)_{i \in \mathbb{N}}\). It is easy to see that \((F_i)_{i \in \mathbb{N}}\) is a standard basis of a probability space. Denote this probability space \((\mathcal{G}, \mathcal{F})\) where \( \mathcal{F} \) is the sigma algebra generated by \((F_i)_{i \in \mathbb{N}}\). Similarly, one can define a standard probability space on the set of networks with a distinguished walk \( o_1, o_2, \ldots \) (rather than just one root \( o \)); denote this probability space \((\mathcal{G}_{\rightarrow}, \mathcal{F}_{\rightarrow})\). Here \( \mathcal{F}_{\rightarrow} \) is the sigma algebra generated by the sets \( \mathcal{F}_i^\rightarrow, i \in \mathbb{N} \) of all finite networks with a distinguished walk of length \( i \).

A difference with the setup in (Benjamini and Curien, 2012) is that we use an explicit standard basis, rather than just saying that the probability space is Polish. To do so, we require a known upper bound \( M \) on the degree of the possible networks we consider, rather than saying that they are all of bounded degree. This will ensure the compactness with respect to the distributional distance introduced shortly. See also (Benjamini and Schramm, 2011) for a similar metric on the set of networks resulting in a compact metric space. The
space of all bounded-degree random networks (without a fixed bound $M$) is Polish but is not compact.

Denote $\mathcal{P}(G_*)$ and $\mathcal{P}(G_{\rightarrow})$ the set of all probability distributions on $(G_*, F)$ and $(G_{\rightarrow}, F)$ respectively.

For distributions on a standard probability space the distributional distance (Gray, 1988) is defined as follows. For $\mu_1, \mu_2 \in \mathcal{P}(G_*)$ (or $\mu_1, \mu_2 \in \mathcal{P}(G_{\rightarrow})$) let

$$d(\mu_1, \mu_2) := \sum_{k \in \mathbb{N}} w_k |\mu_1(F_k) - \mu_2(F_k)|$$

(in the case of $G_{\rightarrow}$ the sum is over $F_{\rightarrow}^k$), where $w_k$ is a summable sequence of positive real weights which is assumed fixed throughout the paper, e.g. $w_k := 1/(k+1)$.

The facts about distributional distance relayed here apply to any standard probability space, and are not specific to $G_*$ and $G_{\rightarrow}$. A detailed exposition can be found in (Gray, 1988). Specifically, we will use the following.

**Proposition 1** The spaces $G_*$ and $G_{\rightarrow}$ are compact with respect to the topology of the distributional distance.

One can define the shift operator on the set of networks with distinguished walk: $\theta : (G, (o_n)_{n \geq 1}) \to (G, (o_{n+1})_{n \geq 1})$. Call a measure $\mu_{\rightarrow}$ stationary if it is invariant under $\theta$: for any $A \in F_{\rightarrow}$ we have $\mu(A) = \mu(\theta^{-1}(A))$. A stationary distribution $\mu$ is ergodic if $\mu_{\rightarrow}$ is ergodic for $\theta$, that is, any shift-invariant set has probability 0 or 1. Denote $S' (E')$ the set of all stationary (ergodic) measures in $\mathcal{P}(G_{\rightarrow})$.

Again, the facts about stationary and ergodic distributions that we use apply to any dynamical system defined over a standard probability space (Gray, 1988). Specifically, we will use the ergodic theorem and ergodic decomposition introduced below.

Given a network $(G, (O_n)_{n \geq 1})$ and $k \in \mathbb{N}$ define the frequency of occurrence of $F_k$ in $O_1, \ldots, O_N$ as $\nu_N(F_k) = \frac{1}{N} \sum_{i=1}^{N} I_{(G,O_i) \in F_k}$.

**Proposition 2 (Ergodic theorem)** Let $\mu$ be a stationary ergodic distribution on $(G_{\rightarrow}, F_{\rightarrow})$. For any $k \in \mathbb{N}$ we have

$$\nu_N(F_k) \to \mu((G,o) \in F_k) \text{ a.s.}$$

The space $\mathcal{P}(G_{\rightarrow})$ can be endowed with a structure of probability space induced by the distributional distance. Denote $\mathcal{P}(\mathcal{P}(G_{\rightarrow}))$ the resulting space of probability measures. This allows us to formulate the following statement known as ergodic decomposition. Informally, it means that any stationary measure can be represented as first selecting, according to some probability distribution, a stationary ergodic measure, and then using that distribution to generate the data (here, a network and a random walk on that network).

**Proposition 3 (Ergodic decomposition)** For any $\mu \in S'$ there exists a measure $W_\mu \in \mathcal{P}(\mathcal{P}(G_{\rightarrow}))$ such that $W_\mu(E') = 1$ and $\mu(B) = \int dW_\mu(\mu)\mu(B)$ for any $B \in F_{\rightarrow}$.

**Proposition 4** The set $S'$ is a closed subset of $\mathcal{P}(G_{\rightarrow})$, and therefore compact.
Hypotheses testing on infinite random graphs

So far, stationarity and ergodicity have been defined for measures on $G_\rightarrow$, that is, for measures generating an infinite graph with a distinguished walk. What we want, however, is stationarity and ergodicity for measures generated infinite (rooted) graphs. This is done using simple random walks as follows (Benjamini and Curien, 2012).

Given a graph $(G,o)$, one can consider a simple random walk $(O_n)_{n \in \mathbb{N}}$ on $G$ starting at $o$ and proceeding, on each time step, to the neighbour of the current vertex chosen uniformly at random. To any probability measure $\mu$ on $G_\ast$ there corresponds a probability measure $\mu_\rightarrow$ on $G_\rightarrow$, defined by taking a simple random walk on $G$ starting at $o$, where $(G,o)$ is generated by $\mu$. A distribution $\mu$ on $G_\ast$ is called stationary (ergodic) if $\mu_\rightarrow$ is stationary (ergodic). Another (equivalent, see (Benjamini and Curien, 2012)) definition of stationarity is to say that $(G,o) = (G,O_n)$ in distribution for all $n \in \mathbb{N}$ (or, equivalently, for $n = 1$). That is, the distribution is invariant under re-rooting along a simple random walk.

Denote $S(\mathcal{E})$ the set of all stationary (ergodic) measures $\mu \in \mathcal{P}(G_\ast)$.

Benjamini and Curien (2012) define stationarity and ergodicity on $G_\ast$ directly (via random walks as above), rather than passing through notions on $G_\rightarrow$ first (the space $G_\rightarrow$ is still needed, but not $S'$ and $\mathcal{E}'$). This makes the shift operator $\theta$ stochastic. Here we have chosen deterministic $\theta$ in order to be able to use the theory about dynamical systems, specifically, the ergodic decomposition.

Now the ergodic theorem above applies to measures on $G_\ast$ as well. For ergodic decomposition, we need additionally the following simple observation.

**Proposition 5** The set $S$ is a closed subset of $S'$. For any $\mu \in S$ the measure $W_\mu$ whose existence is asserted in Proposition 3 (the ergodic decomposition), is concentrated on $\mathcal{E}$, that is, $W_\mu(\mathcal{E}) = 1$.

**Proof** For the first statement, take any convergent sequence $\mu_n \in S$, $n \in \mathbb{N}$. It converges to a measure $\mu \in S'$, that is, to a stationary measure on $S_\rightarrow$. We need to show that $\mu \in S$, that is, the distribution of the distinguished walk $O_1, O_2, \ldots$ is that of a random walk. For that it is enough to show that $O_2$ is selected uniformly at random from the neighbours of $O_1 = o$. This follows from the fact that the distribution of $\mu_i(B_G(o,1))$ converges to $\mu(B_G(o,1))$, since for each $\mu_i$ the distribution of $O_2$ is as desired. The second statement is by construction: by definition, the distribution $\mu$ is obtained by taking a random walk starting at the root of a (random) rooted graph $(G,o)$. Thus the probability of the event \{$(G,o) : \text{given the distribution of } (O_n)_{n \in \mathbb{N}} \text{ conditionally on } (G,o) \text{ is that of a simple random walk}$\} is 1, so its probability is 1 with respect to $W_\mu$-almost every measure.

3. Sampling, estimation

Next we need to define some way to sample an infinite (random) network. There are many ways of doing this; for example, having a large connected subnetwork $G_n$ that grows with time $n$, or sampling nodes according to some a priori distribution. For now we define a sampling scheme of the former type that is most easy to analyse given the definitions above. This definition is based on a simple random walk.

To be more precise, let $(G,o)$ be an infinite random network, generated by a distribution $\mu$, and let $O := (O_n)_{n \in \mathbb{N}}$ be a trajectory of a simple random walk over $G$ with $O_1 = o$. For
each \( k \in \mathbb{N} \) define \( s_k(O) \) as the set of all \( k \)-neighbours of all nodes \((O_n)_{n \in \mathbb{N}}\):

\[
s_k(O) := \{ v \in G : \exists i \in \mathbb{N}, v \text{ is at graph distance at most } k \text{ from } O_i \}.
\]

Similarly define \( s_k(O_{1..n}) \).

The sampling scheme is defined as follows. Let \( k(n) : \mathbb{N} \to \mathbb{N} \) be some non-decreasing function that goes to infinity with \( n \). Given an infinite random network \((G, o)\) and \( n \in \mathbb{N} \), the sampling is based on the set \( s_k(O_{1..n}) \), where \((O_n)_{n \in \mathbb{N}}\) is a simple random walk over \( G \) with \( O_1 = o \). That is, we take a random walk of length \( n \) starting at \( o \), and then query all \( k(n) \)-neighbours of all the vertices visited. Define also the random variable \( S_N(G, o) := s_k(O_{1..N}) \).

For any \( n \in \mathbb{N} \) define \( \hat{\mu}_k(F_k) \) as \( \frac{1}{N} \nu_n(O_{1..N}, F_k) \) if \( r(F_k) \leq k(n) \) and \( \hat{\mu}_k(F_k) = 0 \) otherwise. With this definition, only the set \( S_N(G, o) \) is used for constructing the estimates \( \hat{\mu} \).

The empirical estimates of the distributional distance are defined by replacing (say) \( \mu_1(F^i) \) in (1) with \( \hat{\mu}_G(F_i) \):

\[
d(S_n(G, o), \mu') := \sum_{k \in \mathbb{N}} w_k | \hat{\mu}_k(F_k) - \mu'(F_k) |.
\]

From the ergodic theorem (Proposition 2) we can derive the following.

**Proposition 6** For any stationary ergodic distribution \( \mu \in \mathcal{P}(\mathcal{G}_v) \) generating a random network \((G, o)\), we have

\[
\lim_{n \to \infty} d(S_n(G, o), \mu) = 0 \quad \text{\( \mu \)-a.s.}
\]

Note that the “almost sure” statement is with respect to the distribution generating \((G, o)\) and the random walk \((O_N)_{N \in \mathbb{N}}\) that is used for sampling.

**Proof** Take an \( \varepsilon > 0 \) and find a \( K \in \mathbb{N} \) such that \( \sum_{k>K} w_k < \varepsilon \). Then for each \( k = 1..K \) we have \( | \hat{\mu}_k(F_k) - \mu(F_k) | \leq \varepsilon \) from some \( N_k \) on, as follows from the ergodic theorem. Let \( N := \max_{k=1..K} N_k \) and increase \( N \) if necessary to have \( k(N) > r(F_i) \) for all \( i = 1..K \). Now using the the definition (1) from all \( n > N \) we have \( d(S_n(G, o), \hat{\mu}) \leq 2\varepsilon \). \( \blacksquare \)

### 4. Testing: consistency and a criterion

Given a pair of sets \( H_i \subset \mathcal{E}, i \in \{ 0, 1 \} \) and an infinite rooted graph \((G, o)\) generated by a distribution \( \mu \in H_0 \cup H_1 \), we want to test whether \( \mu \in H_0 \) versus \( \mu \in H_1 \) based on the sampling procedure described in the preceding section.

A test is a family of functions \( \psi^\alpha \) indexed by \( \alpha \in (0,1) \) that take as input a finite network \( g \) with a distinguished walk \( O_1, \ldots, O_N \) and outputs a binary answer, where the answer \( i \) is interpreted as “the graph was generated by a distribution that belongs to \( H_i \).” We will assume that \((g, O_1, \ldots, O_n)\) has the form \( S_n(G) \) for some infinite network \( G \), that is, it can be obtained via a sampling procedure described in the previous section. What this means is that for each \( i \) the vertex \( O_i \) has all of its \( k(n) \) neighbours in \( G \).

A test \( \varphi \) makes the Type I error if it says 1 while \( H_0 \) is true, and it makes Type II error if it says 0 while \( H_0 \) is false.
**Definition 7 (consistency)** Call a test $\psi^\alpha$, $\alpha \in (0, 1)$ consistent as a test of $H_0$ against $H_1$ if:

(i) The probability of Type I error is always bounded by $\alpha$: for every $\mu \in H_0$, every $n \in \mathbb{N}$ and every $\alpha \in (0, 1)$

\[ \mu \rightarrow (\psi^\alpha(S_n(G, o)) = 1) \leq \alpha, \]

and

(ii) Type II error is made not more than a finite number of times with probability 1:

\[ \mu \rightarrow (\lim_{n \to \infty} \psi^\alpha(S_n(G, o)) = 1) = 1 \]

for every $\mu \in H_1$ and every $\alpha \in (0, 1)$.

The following theorem is a generalization of the result of Ryabko (2012). With the set-up above, the proof carries over directly from (Ryabko, 2012).

**Theorem 8 (Criterion for the existence of consistent tests)** Let $H_0 \subset \mathcal{E}$. The following statements are equivalent:

(i) There exists a consistent test for $H_0$ against $\mathcal{E} \setminus H_0$.

(ii) The set $H_0$ has probability 1 with respect to ergodic decomposition of every $\mu$ in the closure of $H_0$: $W_\mu(H_0) = 1$ for each $\mu \in \text{cl } H_0$.

5. Some examples of testable and non-testable properties

Theorem 8 allows us to obtain a number of results on the existence of tests for various properties pertaining to both the graph structure and the data at vertices. The criterion it provides turns out to be rather easy to verify.

**Proposition 9** Let $H_0 := \{ P \in \mathcal{E} : P(F_i) = 0, \forall i \in I \}$ where $I \subset \mathbb{N}$ is a finite or countable index set. That is, $H_0$ consists of all stationary ergodic distributions such that certain finite subgraphs have probability 0. Then there exists a consistent test for $H_0$ against its complement to $\mathcal{E}$.

**Proof** The statement follows directly from Theorem 8. Indeed, it is enough to check it for $I$ a singleton, since this property is preserved under taking countable intersections. Moreover, clearly the property $P_i(F_i = 0)$ is preserved when taking the limit of distributions $P_i$, and if $P(F_i) = 0$ for a stationary distribution then the same must hold for all its ergodic components.

Note that one cannot replace $P(F_i) = 0$ in the formulation with $P(F_i) \leq \alpha$, where $\alpha \in (0, 1)$ is fixed, even though the set $H_0$ is closed. The reason is that this set is not closed under taking ergodic decompositions.

While relatively simple, Proposition 9 allows us to establish the existence of consistent tests for a great many graph properties, such as cycle- or clique-freeness, and so on. Moreover, in this case it is easy to construct an actual test whose existence Proposition 9
Ryabko establishes: it is enough to reject $H_0$ if any of the elements $F_i$ occurs along the random walk and accept it otherwise.

It is worth mentioning some negative results that carry over from hypothesis testing on stationary time series. Since time series are a special case of infinite random graphs, the negative results apply directly, without any extra proof. In particular, the hypotheses of homogeneity and independence concerning a pair of infinite random graphs state that the distributions of the graphs are the same (homogeneity), or are independent (independence). Thus, from the corresponding results on time series (Ryabko, 2010b, 2017) we establish the following.

**Proposition 10** There is no consistent test for the hypotheses of homogeneity or independence.

Another set of examples of testable properties is provided in the next section.

6. Markov trees

A (rooted) tree is a graph without cycles. Children of a vertex are its neighbours that are farther away from the root. Here we consider only leafless trees, that is, there are no vertices without children; in addition, the data at vertices (marks) is assumed to take values in a finite alphabet. For a vertex $v$ of a tree denote $c(v)$ its number of children, $d(v)$ its distance to the root, and $v_0(v), \ldots, v_{d-1}(v)$ the path from the root to $v$, where $v_0(v)$ is always the root. Let us call stationary distributions on infinite random graphs that produce trees w.p. 1 stationary trees.

**Definition 11 (simple trees, Markov trees)** Call a stationary tree simple if the distributions of children of a vertex $v$ are conditionally independent given its path to the root $v_0(v), \ldots, v_{d-1}(v)$. Call a simple stationary tree $k$-order Markov if, given the path to the root, the distribution of the number of children, as well as the distribution of the data $m(v)$ at the vertex, depends only on the last $k$ nodes in the path: $P(c(v), m(v)|v_0(v), \ldots, v_{d-1}(v)) = P(c(v), m(v)|v_{d-k}(v) \ldots v_{d-1}(v))$.

Denote $M_k$, $k \geq 0$ ($M_k$) the set of all $k$-order stationary (ergodic) Markov trees, $M_* := \cup_{k \in \infty} M_k$ and $ST$ ($ET$) the set of all stationary (ergodic) simple trees.

The case $k = 0$, that is, the set of memoryless trees, is the well-studied class known as Galton-Watson trees, e.g., (Lyons et al., 1995). These represent the graph version of i.i.d. time series. A constructive definition of such trees is as follows. Starting with the root, each vertex $v$ has $c(v)$ children, where the random variables $c(v)$ are independent and identically distributed, apart from $c(o)$ specified below, with a certain distribution $p := (p_1 \ldots p_M)$. Here we also consider marks at vertices, which in this case are i.i.d. The marks at vertices are also i.i.d. with a fixed distribution. With the definition, the tree is not stationary because the root has one less neighbour than the rest of the vertices. As is shown in (Lyons et al., 1995), this is fixed simply by letting $P(c(o) = k + 1) = p_k$, that is, shifting by 1 the number of children of the root. Clearly, this construction can be generalized to Markov trees defined above.

A walk down a stationary tree is a simple random walk from the root that never goes up. In other words, on each next step the walk proceeds to the vertex selected uniformly
at random among all of the children of the current vertex. Define the \textit{walk-down k-order entropy} of a stationary tree $T$ as $h_k(T) := \mathbb{E}h(c(v), m(v)|v_{d-k}(v)\ldots v_{d-1}(v))$, where $v$ is $k$th vertex on a random walk from the root down without backtracking. Clearly, $h_k(T) \geq h_{k+1}(T)$. Define the entropy rate $h_\infty(T) := \lim_{k \to \infty} h_k(T)$. These definition are a simple generalization of the corresponding notions in information theory, e.g., (Cover and Thomas, 2006).

Observe that if a tree is stationary, so is the walk down. Moreover, the process

$$(c(v_1), m(v_1)), (c(v_2), m(v_2)), \ldots$$

is just a stationary time series, which is $k$ order Markov if and only if the tree is $k$ order Markov. We can, furthermore, generalize the results on hypothesis testing from time series to trees, using the criterion from Theorem 8 and the corresponding results for time series.

The reason to consider the walk down rather than the simple random walk of of Section 2 (that may go up) is that the latter breaks the Markov property of the tree — precisely because it may go up.

**Corollary 12** For every $k \geq 0$ there exists a consistent test for the set $\mathcal{M}_k$ of $k$ order Markov trees against its complement to the set of all stationary ergodic trees $\mathcal{E}_T \setminus \mathcal{M}_k$. There is no consistent test for the set of all finite-memory trees $\mathcal{M}_* \setminus \mathcal{M}_k$ against its complement $\mathcal{E}_T \setminus \mathcal{M}_*$.

A test whose existence is claimed in the corollary can be obtained simply by applying a corresponding test for time series to the series (2); such tests can be found in (Ryabko and Astola, 2006; Ryabko et al., 2006).

**7. Discussion**

In this work, a new framework for testing hypotheses about random graphs has been proposed. The main feature of the framework is its generality — most importantly, the generality of the alternative hypotheses allowed, which can be the complement of the null hypothesis to the set of all stationary infinite random graphs. Given the setup and definitions, the results are relatively simple: the proofs carry over from the corresponding results on time series. In this sense, these results are low-hanging fruit, which is none the less interesting because of it, and which is of course only available since the framework is new. The field for future work that opens is large and is potentially rich with many results (which may or may not be as simple to obtain). The main directions one can foresee are as follows.

The first and the most obvious one is finding out, for various properties of graphs of interest, whether consistent tests exist. We do not list the relevant properties here, since they abound in the graph literature. When a consistent test does exist, the next question is constructing it. For the hypotheses considered in this paper this turns out to be simple, but this is not at all the case in general, even for time series; the general construction of the test in (Ryabko, 2012), unfortunately, is of little help for finding practical algorithms.

Looking further afield, stationary random graphs appear to offer the possibility of studying a variety of learning problems. Perhaps one of the most intriguing is graph compression. Compression is, in a certain precise sense, equivalent to learning, and compressing
an object to its theoretical limit can be considered learning everything there is to learn in it. For stationary time series, the entropy rate is this theoretical limit to compression, and it is achievable asymptotically (without knowing anything about the distribution of the sequence), see (Ryabko, 1988; Algoet, 1992). For stationary graphs, we now have a notion of entropy and it remains to be seen whether similar results can be obtained. Previous theoretical results on graph compression are limited to much smaller classes of distributions, such as Erdős-Rényi graphs (Choi and Szpankowski, 2012), and binary trees (Zhang et al., 2014). Other relevant statistical problems studied on stationary time series that can now be studied for stationary graphs include clustering (Ryabko, 2010a; Khaleghi et al., 2016; Ryabko, 2017) and prediction.

One important difference with respect to time series is the notion of sampling. In time series, the sample is simply an initial segment of the sequence. All the results then are with respect to just one dimension of the sample: the length of the sequence (the dimensionality of the space or the size of the alphabet are of course important, but have nothing to do with the sampling). In particular, the consistency is typically asymptotic with the sample size growing to infinity. In graphs, a sample available to the statistician can be an essentially arbitrary part of the graph. It can “grow to infinity” in a variety of ways, which are clearly not equivalent from the learning point of view. Note that the empirical distribution over a sample does not necessarily converge to the graph distribution (Aldous and Lyons, 2007). Here we have opted for the notion of sampling that is the most simple one given the setup: sampling along a random walk (or a walk down, in the case of trees). This, however, may not be the most practical method. It remains to be seen what are the necessary conditions on a sample under which consistency can be obtained. This question relates directly to the problem of prediction: again, in time series, one is trying to predict the next symbol (or several), while for graphs there is no “next” vertex; there are many possibilities of what to try to predict, which should lead to different notions of consistency.
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