Impact of calibration uncertainties on Hubble constant measurements from gravitational-wave sources
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Gravitational-wave (GW) detections of electromagnetically bright compact binary coalescences can provide an independent measurement of the Hubble constant $H_0$. In order to obtain a measurement that could help arbitrating the existing tension on $H_0$, one needs to fully understand any source of systematic biases for this approach. In this study, we aim at understanding the impact of instrumental calibration errors (CEs) and uncertainties on luminosity distance measurements, $D_L$, and the inferred $H_0$ results. We simulate binary neutron star mergers (BNSs), as detected by a network of Advanced LIGO and Advanced Virgo interferometers at their design sensitivity. We artificially add CEs equal to exceptionally large values experienced in LIGO-Virgo’s third observing run (O3). We find that for individual BNSs at a network signal-to-noise ratio of 50, the systematic errors on $D_L$—and hence $H_0$—are still smaller than the statistical uncertainties. The biases become more significant when we combine multiple events to obtain a joint posterior on $H_0$. In the rather unrealistic case that the data around each detection is affected by the same CEs corresponding to the worst offender of O3, the true $H_0$ value would be excluded from the 90% credible interval after ~ 40 sources. If instead 10% of the sources suffer from severe CEs, the true value of $H_0$ is included in the 90% credible interval even after we combine 100 sources.

I. INTRODUCTION

The Hubble constant, $H_0$, is the current expansion rate of the Universe and serves an important role in our understanding of the cosmic expansion history. However, currently there exists a 4.4-$\sigma$ tension between the measurements of early and late Universe. Planck satellite’s observations of the cosmic microwave background anisotropies, assuming the standard flat cosmological model, lead to an inferred late-Universe measurement of $H_0 = 67.36 \pm 0.54$ km s$^{-1}$ Mpc$^{-1}$ [1, 2]. Direct measurements in the local universe lead to a different result: the SH0ES team measured $H_0 = 74.03 \pm 1.42$ km s$^{-1}$ Mpc$^{-1}$ using the Cepheid-supernova distance ladder [3, 4], consistent with results from H0LiCOW using lensed quasars [5, 6], or from the Carnegie-Chicago Hubble program using the Tip of the Red Giant Branch method to calibrate the distances [7–9].

Compact binary coalescences that are both electromagnetically (EM) bright and emit substantial gravitational waves (GWs) provide an independent method to measure $H_0$, and have the potential to resolve this tension [10–18]. Multi-messenger observations of a compact binary coalescence yield a measurement of the luminosity distance $D_L$ from the GW observations, and a measurement of the Hubble flow velocity $v_H$ from the EM observations. Combining these measurements leads to a direct estimation of $H_0$, a method often referred to as “bright sirens” measurement. Since EM-bright GW sources detected by the second-generation GW detectors will be relatively local, we can only use bright sirens to constrain $H_0$. Other cosmological parameters can be measured with methods that rely on neutron star (NS) equation-of-state [19–21], dark sirens [10, 17, 22–24], features in the mass distribution of binary neutron star mergers (BNSs) and binary black hole mergers (BBHs) [25–28], or the spatial clustering scale of GW sources with known galaxies [29, 30].

The observations of GW170817 by the LIGO and Virgo network [31–34], together with the kilonova AT2017gfo and the gamma-ray burst GRB170817A, served as the first demonstration of the bright siren approach, leading to a measurement of $H_0 = 70.0^{+12.0}_{-8.0}$ km s$^{-1}$ Mpc$^{-1}$ [35–39]. This method can be very powerful in the future, as we observe more such events. Ref. [14] presented a 5% precision in the $H_0$ measurement after 15 BNSs with EM counterparts, and 1% with 30 sources. However, GW observations may suffer from underlying systematic biases in their estimate of $D_L$, and one needs to understand these biases before interpreting the resulting $H_0$ measurements. One such bias is the systematic error in the production and calibration of the detectors’ primary data stream [40–42], referred to as calibration errors (CEs). Such errors are uncorrelated with the astrophysical event rate, evolve independently in each detector, and may be present in one or more detectors during several astrophysical events. CEs may bias the amplitude of the strain data in the same way over multiple observations, and lead to a biased inference of $H_0$.
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Previous studies have estimated the impact of typical values of CEs seen in the LIGO-Virgo’s first and second observing runs on individual events alone [43–45], or attempted to refine the estimates of CEs using detected [46] or expected astrophysical signals [47]. Our study instead uses large systematic errors as experienced during atypical times in the LIGO-Virgo’s third observing run (O3) to probe their worst-case impact on astrophysical parameter estimation (PE) for both the single-event characterization and the joint inference of $H_0$.

More specifically, we simulate a collection of BNS detections, and introduce into the GW data stream artificial CEs that follow six cases of particularly large CEs from the Advanced LIGO detectors at Hanford (LHO) or Livingston (LLO) during O3 [41, 42]. We pick the instantiation that leads to the worst bias in the astrophysical measurements of $D_L$, apply it to varying fractions of 100 simulated BNSs and infer $H_0$ to explore the progressive impact of large CEs. In Sec. II, we will discuss the method we use to produce the miscalibrated data stream and to perform PE. In Sec. III, we report how CEs impact the $D_L$ results for individual events, as well as the $H_0$ results when we combine multiple sources.

II. METHOD

In Sec. II A, we summarize how we simulate the data stream; in Sec. II B how we define CEs and artificially add them to the data stream; and in Sec. II C how we perform PE and infer $H_0$.

A. Simulations

We simulate 5,000 BNSs with uniform-in-cosine inclinations and sky localizations uniformly distributed on the sky. Each event is assigned a $D_L$ randomly drawn from a uniform-in-comoving-volume distribution. The maximum $D_L$ is set at 600 Mpc, larger than the horizon$^1$ of a LIGO-Virgo network at the design sensitivity [31, 32]. We randomly draw 100 events with network SNRs above 12 to form our set of EM-bright GW events.

We simulate non-spinning BNSs with component masses $m_1 = 2 M_\odot$ and $m_2 = 1.5 M_\odot$, using the phenomenological waveform model IMRPhenomPv2 [48–51]. We use the same waveform model during PE in order to avoid any systematics caused by waveform mismatch$^2$. For all of the BNSs in our study, we do not include any NS tidal deformability in our analysis, as IMRPhenomPv2 does not model neutron star matter effects. We assume that an EM counterpart has been found and yielded an exact redshift measurement. Since the uncertainties on sky localization from the EM side are much smaller than the typical uncertainties on the GW side, we assume the sky position of the sources to be exactly known from the EM observations prior to the GW analysis. We also disregard effects from the peculiar velocity of the sources, as most of the events considered here are close to the horizon of GW detections.

We produce Gaussian noise n colored by the Advanced LIGO and Advanced Virgo design sensitivities [32]. We then project the signal, which is the sum of the modeled waveforms and the noise, to each detector of the LIGO-Virgo network to obtain the data stream.

B. Systematic Calibration Errors

Each of the current Advanced LIGO and Advanced Virgo detectors is a dual-recycled Fabry-Pérot Michelson laser interferometer (IFO) [55, 56], and its data stream $d_{IFO}$ is obtained from a voltage signal, $e_{IFO}$, measured from the output laser power incident on a photo detector, where the subscript “IFO” indexes the detector. The process of creating a model to convert $e_{IFO}$ into $d_{IFO}$ is referred to as calibration [57]. For each detector at any given time, the conversion from $e_{IFO}$ to $d_{IFO}$ is made by a complex-valued, frequency-dependent response function, $R(f; t)$,

$$
d_{IFO} = R_{IFO}(f; t) e_{IFO}^3. \tag{1}
$$

The model for the response function, $R_{model, IFO}(f; t)$, is constructed based on the expected behavior of the detectors, coupled with many supporting measurements of the parameters and components of the model as described in Ref. [58, 59]. Imperfections in $R_{model, IFO}(f; t)$, and thus in $d_{IFO}$, are referred to as calibration errors, or CEs [40–42]. The errors may be represented by the ratio of the true response function, $R_{true, IFO}(f; t)$, and the model, $R_{model, IFO}(f; t)$, by $^4$

$$
\eta_{IFO}(f; t) = R_{true, IFO}(f; t)/R_{model, IFO}(f; t). \tag{2}
$$

In the ideal case, $R_{model, IFO}(f; t)$ will be identical to $R_{true, IFO}(f; t)$, and $\eta_{IFO}(f; t)$ becomes a frequency-independent constant with unity magnitude and zero phase. In reality, $\eta_{IFO}(f; t)$ is usually a function of frequency and time. Since $R_{model, IFO}(f; t)$, $R_{true, IFO}(f; t)$ and $\eta_{IFO}(f; t)$ always depend on $f$ and $t$ in our case and evolve independently in every detector, we will drop the $(f; t)$ arguments and the IFO subscript henceforth unless we need to specify $f$, $t$, or the instrument.

While $R_{model}$ is known, $R_{true}$ may only be inferred by direct measurements that are invasive for observations

$^1$ For events with a network signal-to-noise ratio (SNR) of 12.

$^2$ Previous papers have looked into waveform systematics for BNSs, for example Ref. [52–54].

$^3$ $d_{IFO}$ and $e_{IFO}$ are also always functions of frequency $f$ and $t$, but we do not write their arguments out explicitly.

$^4$ $\eta_{IFO}(f; t)$ is referred to as $\eta_R(f; t)$ in Ref. [41, 42].
and would reduce the duty cycle of the detector. Instead, \( \eta \) is numerically estimated by creating a probability distribution informed by those direct measurements. At a given reference time, \( T_0 \), the parameters of \( R_{\text{model}} \) are measured to create \( 10^4 \) samples of the probability distribution of \( \{ \eta(T_0) \} \), with relatively large uncertainty. Later, additional measurements and models are crafted to better inform or correct the estimated \( \{ \eta(T_0) \} \), in retrospect. In O3, the probability distribution of \( \eta \) for each detector was estimated regularly at discrete times \( \{ T \} \) with hourly cadence for times while the detector was stable in the observing mode.

The estimated \( \{ \eta \} \) may vary slowly in time, either continuously with drifts in the detector’s alignment or thermal state, or discretely with changes made in the detector’s control system between different configuration periods. In most cases, the slow time-dependent variation is appropriately tracked and accounted for when producing \( e_{\text{IFO}} \), and thus the time variation of \( \{ \eta \} \) is negligible for the majority of the observing time as long as the detector’s sensing and control configuration remain unchanged. Over such a particular observing period within static configuration, we can choose an arbitrary moment in time \( T_k \) such that \( \{ \eta(T_k) \} \) represents the typical CE distribution in that period, and refer to this distribution as \( \{ \eta^{\text{typ}}(T_k) \} \).

However, the detectors’ sensing and control configurations do not remain static for the entire observing run. There may be planned changes (typically to improve the detector sensitivity) or unplanned changes (due to issues with the hardware, electronics, or computers). Such changes may have either unexpected impact on the calibration, or get fixed in a temporary fashion such that the observation may resume (with an acceptable error) but may not be fully investigated and resolved until later. The entire detector’s response, \( R_{\text{model}} \), is checked by weekly measurements, and monitored continuously at a few select frequencies, to ensure coverage of any unexpected situations. When issues are found in the detector behavior, additional measurements may also made such that error may be modeled and included in \( \{ \eta \} \) retroactively at a later time. If at a time \( t_i \), \( \{ \eta(t_i) \} \) is modeled to be significantly different from \( \{ \eta^{\text{typ}}(T_i) \} \) at a nearby time \( T_i \), we call these outliers \( \{ \eta^{\text{out}}(t_i) \} \), henceforth \( \{ \eta^{\text{out}} \} \).

During O3, six such outliers have been identified in either LLO or LHO. We refer to the corresponding typical distribution as \( \{ \eta^{\text{typ}} \} \).

For example, in Fig. 1, we compare the median and 1-\( \sigma \) boundaries of the magnitude and the phase of \( \{ \eta^{\text{out}} \} \) against its corresponding \( \{ \eta^{\text{typ}} \} \). We include plots for the distributions of \( \{ \eta^{\text{out}} \} \) and \( \{ \eta^{\text{typ}} \} \) for \( i = 1 \ldots 5 \) in App. A. In reality, if there is an astrophysical signal at a time similar to one of the \( t_i \), its \( \{ \eta^{\text{out}} \} \) may not be readily available at the time of PE analyses, and \( \{ \eta^{\text{typ}} \} \) will be used instead. This is the scenario we investigate in this study: when the actual CEs are very different from the CEs known and used at the time of PE.

We introduce artificial CEs to the data streams \( d_{\text{LLO}} \) and \( d_{\text{LHO}} \). For all of the six cases, \( \{ \eta^{\text{out}} \} \), is only in one of the Advanced LIGO detectors. We will first select the worst realization from each \( \{ \eta^{\text{out}} \} \), denoted by \( \eta^{\text{min}} \), such that it maximizes its impact on the amplitude of the data, and hence on the estimation of the source distance. We define the impact, weighted by the detector sensitivity, and integrated over the bandwidth:

\[
D_{i,j} \equiv \int_{f_{\text{low}}}^{f_{\text{high}}} \frac{|\eta^{\text{typ}}| - |\eta^{\text{out}}_j|}{\sqrt{S_n(f)}} \, df,
\]

where \( j \) indexes the curves from each \( \{ \eta^{\text{out}} \} \) distribution. At each frequency, we take the difference between \( |\eta_{j,j}| \), the magnitude of the \( j \)-th sample of \( \{ \eta^{\text{out}} \} \), and \( |\eta^{\text{typ}}_i| \), the median of the magnitudes of samples in \( \{ \eta^{\text{typ}} \} \), (the dotted orange curve in Fig. 1). \( \sqrt{S_n(f)} \) is the amplitude spectral density of the detector’s sensitivity, for which we use aLIGO’s design sensitivity [31, 32]. The frequency limits of the integral, \( f_{\text{high}} \) and \( f_{\text{low}} \), have been chosen as 20 Hz and 1024 Hz, respectively, with a frequency resolution of 0.25 Hz. While the maximum difference may
correspond to a positive or negative $D_{i,j}$ value, we select the curve that maximizes $D_{i,j}$ in the negative direction\(^5\), denoted by $\eta_i^{\text{mis}}$,

$$\eta_i^{\text{mis}} \equiv \min_j D_{i,j}. \quad (4)$$

Fig. 2 shows the amplitude and phase of the selected $\eta_i^{\text{mis}}$ compared against $\{\eta^{\text{typ}}\}^6_{\text{LLO}}$ from Fig. 1. We can use this curve to miscalibrate the LLO data, the sum of the noise and the modeled waveform, as,

$$d_i^{\text{mis}} = \eta_i^{\text{mis}} \ d_i. \quad (5)$$

The noise, as part of $d$, will thus also be scaled by $\eta_i^{\text{mis}}$. The resulted amplitude spectral density of each detector is $\eta_i^{\text{mis}} \sqrt{S_n(f)}$.

For the other Advanced LIGO detector, in this case LHO, we will apply a sample curve $\eta_{i,\text{LHO}}^{\text{mis}}$ that lies within the 1-$\sigma$ credible interval (CI) from $\{\eta^{\text{typ}}\}^6_{\text{LHO}}$ to the data, in the same way as Eq. (5). No CEs are added to aVirgo data, since the full $\eta$ distributions of aVirgo are not available at the time of writing. In this case, $\{\eta_{6,\text{LLO}}, \eta_{6,\text{LHO}}, 1\}$ forms the set of curves to miscalibrate the data for scenario #6.

We also prepare a separate set of control runs in which we do not add any CE in any of the detectors. When comparing PE results of the miscalibrated runs and the control runs, we thus observe biases exclusively caused by the large added CEs in the former.

Next, we select one CE realization that leads to the most significant bias in the $D_L$ likelihood, and apply it to 100 segments of data, each containing a different BNS event, as described in Sec. II A. To select the desired CE realization, we first consider a single BNS event with network SNR of 50, inclination 30°, and located right above LLO in the sky. We add each of the six distinctive sets of CEs to a data chunk containing this BNS, and compare the resulting $D_L$ likelihoods. As we only consider single-event results in this part of the study, we work with zero noise [60] to eliminate random effects of noise realizations. We finally use the zero-noise realization where the noise $n$ has mean of 0 and standard deviation equal to the detector power spectral density. Lastly, we infer $H_0$ from the 100 events.

### C. Parameter Estimation and Inference of $H_0$

We perform Bayesian inference [61, 62] to obtain the likelihood $\mathcal{L}(d|\theta, H_0, \mathcal{H})$, where $\theta$ is the set of astrophysical parameters, under model $\mathcal{H}$. We write $H_0$ explicitly because it is a hyperparameter that we are interested in.

\[ \mathcal{L}(d|\theta, H_0, \mathcal{H}) = \int d\theta \mathcal{L}(d|\theta, H_0, \mathcal{H}) \pi(\theta|H_0, \mathcal{H}), \quad (6) \]

where $\pi(\theta|H_0, \mathcal{H})$ is the prior. We use a uniform prior for $H_0|\mathcal{H} = [20, 150] \text{ km s}^{-1} \text{ Mpc}^{-1}$ to obtain a posterior distribution $p(H_0|d, \mathcal{H})$ from the likelihood in Eq. (6). Since not all events have equal chances to be detected, we follow Ref. [15, 63] to account for selection effects, and call the function of detectable sources $\beta(H_0)$. Since all sources in our simulations have the same source-frame masses, the selection function only needs to be calculated once for all the events. We can finally obtain the posterior for $H_0$ as,

\[ p(H_0|d, \mathcal{H}) = \frac{\pi(H_0|\mathcal{H}) \mathcal{L}(d|H_0, \mathcal{H})}{\beta(H_0)}. \quad (7) \]

As all of the 100 BNSs are independent, their joint likelihood can be calculated by simply multiplying the likelihoods of each event [64],

\[ \mathcal{L}(d|H_0, \mathcal{H}) = \prod_{i=1}^{100} \mathcal{L}_i(d|H_0, \mathcal{H}). \quad (8) \]
One caveat is that even though our simulated events all have the same masses, our PE analysis uses a standard, uniform-in-individual-masses prior with additional bounds on the chirp mass $M \equiv (m_1 m_2)^{3/5}/(m_1 + m_2)^{1/5}$ and mass ratio. This may introduce a small bias since the function of event detectability in Eq. (7) is calculated assuming that all BNSs considered have the same masses. However, the bias will be present for both the miscalibrated runs and the control runs, thus not affecting their differential behaviors.

We can marginalize over CEs during PE by two approaches: the Spline interpolation method [65] and the PhysiCal method [44, 45]. Both methods treat the CEs in one detector as independent from another. The Spline method models $\eta$ by fitting a cubic spline polynomial at a small number of logarithmically-spaced frequencies $\{f_m\}$, for each detector independently. At each frequency, the prior on the magnitude and phase is a Gaussian distribution with the same mean and standard deviation as those of $\{\eta^{\text{typ}}(f_m)\}$. The recently developed PhysiCal method [44, 45] is more computationally efficient and physically motivated, and estimates the physical parameters in the models for $\eta$ along with $\theta$ during PE. PhysiCal directly uses draws from the distributions of $\{\eta^{\text{typ}}\}$ as priors.

In all PE analyses to-date, known CEs are marginalized over. In this study, however, we are interested in scenarios where large calibration errors $\eta^{\text{mis}}$ are not fully captured and marginalized over in PE. We assume that we only know distributions $\{\eta^{\text{typ}}\}_i$, rather than the true error distribution $\{\eta^{\text{true}}\}_i$ at the event times, and use $\{\eta^{\text{typ}}\}_i$ as the prior for PhysiCal. Similarly, we utilize the medians and bounds of 1-$\sigma$ CIs of $\{\eta^{\text{typ}}\}_i$ as priors for the Spline method. As mentioned in Sec. II B, since there the full $\{\eta\}$ distributions of aVirgo are not available, we only adopt the Spline method to marginalize CEs in aVirgo.

### III. RESULT

We first present $D_L$ likelihoods when we apply the six sets of $\eta^{\text{mis}}$ (selected using the method described in Sec. II B) to a single BNS event with a network SNR of 50. The likelihoods for the miscalibrated runs are plotted as green kernel density plots in Fig. 3, and the results for the corresponding control run are plotted in orange. The different set-ups for miscalibrated runs and control runs are detailed in Sec. II B. We report the difference between the true value $D_{L,\text{true}}$ and the median of the recovered $D_L$ likelihoods, normalized by the true value: $\Delta D_L = (D_{L,\text{med}} - D_{L,\text{true}})/D_{L,\text{true}}$, in Tab. I.

The results from using the PhysiCal and Spline methods for all three detectors agree very well. Thus, we only show the results from the PhysiCal methods in Fig. 3 and Tab. I, and the ones from the Spline method in Appendix B.

Comparing with the control runs, where the offsets are between $-2.1\%$ to $-2.6\%$, the CE realization #6 leads to the most significant differences in the $D_L$ likelihoods.

Thus, we apply it to the data of a hundred BNSs. We note the control runs all show a negative $\Delta D_L$; that can be explained by the well-known correlation between $D_L$ and inclination [66]. Since all sources in Fig. 3 have an inclination, $i$, of 30$^\circ$, and the inclination prior goes like $\sin i$, we expect an offset towards larger inclination values, where the prior is larger, and thus smaller distances. This offset will no longer be present in the analysis of 100 events, since the 100 events have inclinations drawn from a uniform-in-cosine distribution (effectively $\sin i dx$), the same as the prior.

In Fig. 4, we vary the fraction of BNSs whose data are miscalibrated with CE realization #6 and plot the posterior distribution of the dimensionless $h_0$, defined as $H_0 = h_0 100 \text{ km s}^{-1} \text{Mpc}^{-1}$. We assign CE #6 to $x\%$ of the BNS events, while the other events do not suffer from

![FIG. 3: $D_L$ likelihood for the six scenarios, miscalibrated (green) vs. control (orange) runs, the vertical dashed lines mark the 25%, 50% and 75% percentiles.](image)

| Label | Miscalibrated | Control |
|-------|--------------|---------|
| #1    | $-1.0\%$    | $-2.5\%$ |
| #2    | $-2.3\%$    | $-2.3\%$ |
| #3    | $-1.2\%$    | $-2.1\%$ |
| #4    | $-0.9\%$    | $-2.3\%$ |
| #5    | $-1.5\%$    | $-2.5\%$ |
| #6    | 0.5\%       | $-2.6\%$ |

**TABLE I:** $\Delta D_L$ in the likelihoods for PhysiCal runs with and without large CEs.
any miscalibration. The joint $h_0$ posterior starts to shift towards smaller values as we increase the fraction of BNSs affected by CE #6, and the posteriors exclude the true value of $h_0 = 0.679$ from the 90% CI when the data of more than 50% of the 100 BNSs are miscalibrated.

Next, we vary the total number of detected events besides varying the percentages of miscalibrated events. For $n$ detected events, we randomly miscalibrate $x\%$ of the $n$ events, and repeat the random draw for $\lceil 100/n \rceil$ trials (i.e. rounding down $100/n$ to an integer) for each pair of $\{n, x\}$. The number of trials is reduced as $n$ increases in order to keep each trial independent, and no event appears in more than one trial. We calculate the median and the bounds of 90% CI for each trial. In Fig. 5, the results are plotted for each pair of $\{n, x\}$; the green points are medians of the $\lceil 100/n \rceil$ medians from each trial, and the error bars are the medians of the 90% CI bounds from each trial. The orange points and error bars indicate the results for the control runs.

If 100% of the detected events suffer from miscalibration, the joint $h_0$ posterior excludes the true value from its 90% CI after 40 detections or more. When 50% of the detected BNSs suffer from miscalibration, the posterior only start to exclude the true $h_0$ after more than 90 events, and when 10% of the detected BNSs suffer from miscalibration, the posterior includes the true $h_0$ even after 100 detections. In the case of 100 detections, the results in Fig. 5 (the rightmost sets of points in each subplot) represent the same scenario as Fig. 4.

### IV. CONCLUSION

GW observations of EM-bright compact binary coalescences provide an independent way to measure the Hubble constant and to potentially break the existing tension between the early and late universe $H_0$ measurements. As we observe more of such events, the resulting $H_0$ posterior will be increasingly constraining, making it important to thoroughly control and understand potential systematic
biases.

In this study, we artificially added large CEs to the GW data stream, and investigated their effects on the inference of $H_0$. Our analysis is constructed not to contain any systematic errors or statistical uncertainties from the EM observations like peculiar velocities [67, 68], or viewing angles [69], for our inference of $H_0$. Since we simulate and recover the GW signals with the same waveform family (IMRPhenomPv2), there are no waveform systematics present in our study either.

We found that the $H_0$ posterior does not exclude the true value from its 90\% CI, corresponding to a 2–3\% systematic error, unless we are inferring $H_0$ with more than 40 BNS detections that all suffer from the same large CEs. The total number of detections required increases to $\sim 90$ BNSs when 50\% of them suffer from miscalibration. When 10\% of BNSs are miscalibrated, the true value is not excluded even after 100 BNS detections. For comparison, systematic errors due to the EM observation side, for example kilonova viewing angles, will be 2\% after 50 BNS detections [69].

All of the outliers $\{\eta_{\text{out}}\}$, that motivate our study are based on modeled systematic error surrounding times of real physical changes or malfunctions in the O3 detectors. These events are generally rare and relatively short-lived; typically $<1\%$ of the time over any few-month observing period – the typical duration of stable detector configurations during an observing run [41, 42]. In our analysis, we assume we only know and use $\{\eta^{\text{typ}}\}$, to marginalize over CEs during PE, while $\{\eta_{\text{out}}\}$, although resent through some fraction of detected BNS events, is assumed to be unknown and uncharacterized. There is a very low probability that a large CE remains uncharacterized over a period of many months during which dozens of BNSs are detected, given the current estimate of astrophysical event rate, $320^{+490}_{−240}$ Gpc$^{-1}$ yr$^{-1}$ [70] vs. the few-month duration of stable detector configurations and the frequency of measurements during those periods.

Our results imply that CEs are not going to be significant concern in the measurement of the Hubble constant with the bright sirens method for the next many years. In the most realistic case, where large instances of CE like the ones described in this paper affect a small percent of the sources, CE will not become the limiting factor until more than 100 BNSs, each with an EM counterpart, have been found. Since the bright siren method is likely to provide the smallest statistical uncertainties, other approaches to constrain $H_0$ using distance measurements from GW sources are going to be even less sensitive to CEs.

In this work we have focused on the effect of CEs on inference results of BNSs. We will report on other types of compact binary coalescences, such as neutron star black hole mergers and binary black holes, as well as on the posteriors for calibration parameters from PhysiCal, in a forthcoming paper.
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Appendix A: $\eta^{\text{mis}}$, {$\eta^{\text{out}}$}, and {$\eta^{\text{typ}}$} for other five scenarios

Here, in Fig. 6–10, we show the $\eta^{\text{mis}}$, {$\eta^{\text{out}}$}, and {$\eta^{\text{typ}}$} for the other five calibration outlier cases identified in O3.

![Graph showing amplitude and phase](image_url)

FIG. 6: Time #1 of large amplitude and phase errors, {$\eta^{\text{out}}$} (blue), compared to the corresponding typical distribution, {$\eta^{\text{typ}}$} (orange), both showing the edges of the 1-σ CIs in each frequency bin. Also plotted in green is the $\eta^{\text{mis}}$ for this time.

In Fig. 11, we show the distance likelihoods for BNSs at an SNR of 50, where the green and pink shaded distributions are obtained from the runs with the PhysiCal and Spline methods, respectively, both effected by the same $\eta^{\text{mis}}$. We report $\Delta D_L$ in Tab. II. The differences between the results are quite small compared to those between the PhysiCal runs with and without CEs.
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miscalibrated, PhysiCal (green) vs. Spline (pink) runs, the vertical dashed lines mark the 25%, 50% and 75% percentiles.
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FIG. 11: \( D_L \) likelihoods for the six scenarios, miscalibrated, PhysiCal (green) vs. Spline (pink) runs, the vertical dashed lines mark the 25%, 50% and 75% percentiles.
