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\section*{Abstract}

Although neural text-to-speech (TTS) models have attracted a lot of attention and succeeded in generating human-like speech, there is still room for improvements to its naturalness and architectural efficiency. In this work, we propose a novel non-autoregressive TTS model, namely Diff-TTS, which achieves highly natural and efficient speech synthesis. Given the text, Diff-TTS exploits a denoising diffusion framework to transform the noise signal into a mel-spectrogram via diffusion time steps. In order to learn the mel-spectrogram distribution conditioned on the text, we present a likelihood-based optimization method for TTS. Furthermore, to boost up the inference speed, we leverage the accelerated sampling method that allows Diff-TTS to generate raw waveforms much faster without significantly degrading perceptual quality. Through experiments, we verified that Diff-TTS generates 28 times faster than the real-time with a single NVIDIA 2080Ti GPU.

\textbf{Index Terms:} speech synthesis, denoising diffusion, accelerated sampling

\section{1. Introduction}

Most of deep learning-based speech synthesis systems consist of two parts: (1) a text-to-speech (TTS) model that converts text into an acoustic feature such as mel-spectrogram \cite{18, 19} and (2) a vocoder that generates time-domain speech waveform using this acoustic feature \cite{17}. In this paper, we address the acoustic modeling of neural TTS.

TTS models have attracted a lot of attention in recent years due to the advance in deep learning. Modern TTS models can be categorized into two groups according to their formulation: (i) autoregressive (AR) models and (ii) non-AR models. The AR models can generate high-quality samples by factorizing the output distribution into a product of conditional distribution in sequential order. The AR models such as Tacotron2 and Transformer-TTS produce natural speech, but one of their critical limitations is that inference time increases linearly with the length of mel-spectrograms \cite{20}. Furthermore, the AR model lacks robustness in some cases, e.g., word skipping and repeating, due to accumulated prediction error. Recently, various non-AR TTS models have been proposed to overcome the shortcomings of the AR models \cite{10, 11, 12}. Although non-AR TTS models are capable of synthesizing speech in a stable way and their inference procedure is much faster than AR models, the non-AR TTS models still have some limitations. For instance, since feed-forward models such as FastSpeech1,2 \cite{15, 16} and Speedyspeech \cite{17} cannot produce diverse synthetic speech since they are optimized by a simple regression objective function without any probabilistic modeling. Additionally, the flow-based generative models such as Flow-TTS \cite{13} and Glow-TTS \cite{19} are parameter-inefficient due to architectural constraints imposed on normalizing flow-based models.

Meanwhile, another generative framework called denoising diffusion has shown state-of-the-art performance on image generation, and raw audio synthesis \cite{20, 21}. The denoising diffusion models can be stably optimized according to maximum likelihood and enjoy the freedom of architecture choices.

In light of the advantages of denoising diffusion, we propose Diff-TTS, a novel non-AR TTS that achieves robust, controllable, and high-quality speech synthesis. To train Diff-TTS without any auxiliary loss function, we present a log-likelihood-based optimization method based on denoising diffusion framework for TTS. In addition, since Diff-TTS has Markov-chain constraint, which accompanies slow inference speed, we also introduce the accelerated sampling method demonstrated in \cite{25}. Through the experiments, we show that Diff-TTS provides an efficient and powerful synthesis system compared to other best-performing models. The contributions of our work are as follows:

- To the best of our knowledge, it is the first time that a denoising diffusion probabilistic model (DDPM) was applied to non-AR TTS. The Diff-TTS can be stably trained without any constraint on model architecture.
- We show that Diff-TTS generates high fidelity audios in terms of the Mean Opinion Score (MOS) with half parameters of the Tacotron2 and Glow-TTS.
- By applying the accelerated sampling, Diff-TTS allows users to control the trade-off between sample quality and inference speed based on a computational budget available on the device. Furthermore, Diff-TTS achieves a significantly faster inference speed than real-time.
- We analyze how Diff-TTS controls speech prosody. The pitch variability of Diff-TTS depends on variances of latent space and additive noise. Diff-TTS can effectively control the pitch variability by multiplying a temperature term to variances.

This paper is organized as follows: we first introduce the denoising diffusion framework for TTS. Then, we present the simple architecture of Diff-TTS. In the experiments, we analyze a number of advantages of Diff-TTS compared to other state-of-the-art TTS models.

\section{2. Diff-TTS}

In this section, we first present the probabilistic model of Diff-TTS for a mel-spectrogram generation. Then we formulate a likelihood-based objective function for training Diff-TTS. Next, we introduce two kinds of sampling methods for synthesis: (1) normal diffusion sampling based on the Markovian diffusion
process and (2) accelerated version of diffusion sampling. Finally, we present the model architecture of Diff-TTS for high fidelity synthesis.

2.1. Denoising diffusion model for TTS

Diff-TTS converts the noise distribution to a mel-spectrogram distribution corresponding to the given text. As shown in Fig. 1, the mel-spectrogram is gradually corrupted with Gaussian noise and transformed into latent variables. This process is termed the diffusion process. Let $x_1, \ldots, x_T$ be a sequence of variables with the same dimension where $t = 0, 1, \ldots, T$ is the index for diffusion time steps. Then, the diffusion process transforms mel-spectrogram $x_0$ into a Gaussian noise $x_T$ through a chain of Markov transitions. Each transition step is predefined with a variance schedule $\beta_1, \beta_2, \ldots, \beta_T$. More specifically, each transformation is performed according to the Markov transition probability $q(x_t|x_{t-1}, c)$ assumed to be independent of the text $c$ and it is defined as follows:

$$q(x_t|x_{t-1}, c) = \mathcal{N}(x_t; \sqrt{1-\beta_t}x_{t-1}, \beta_t I). \tag{1}$$

The whole diffusion process $q(x_T|x_0, c)$ is the Markov process and can be factorized as follows:

$$q(x_1 \ldots, x_T|x_0, c) = \prod_{t=1}^{T} q(x_t|x_{t-1}). \tag{2}$$

The reverse process is a mel-spectrogram generation procedure that is exactly backward of the diffusion process. Unlike the diffusion process, the goal of the reverse process is to recover a mel-spectrogram from Gaussian noise. The reverse process is defined as the conditional distribution $p(x_t|x_{t-1}, c)$ and it can be factorized into multiple transitions based on Markov chain property:

$$p(x_0 \ldots, x_{T-1}|x_T, c) = \prod_{t=1}^{T} p(x_t|x_{t-1}, c). \tag{3}$$

Through the reverse transitions $p(x_t|x_{t-1}, c)$, the latent variables are gradually restored to a mel-spectrogram corresponding to the diffusion time-step with text condition. In other words, Diff-TTS learns a model distribution $p_{\theta}(x_0|c)$ obtained from the reverse process. Let $q(x_0|c)$ be the mel-spectrogram distribution. In order for the model to approximate $q(x_0|c)$ well, the reverse process aims to maximize the log-likelihood of the mel-spectrogram: $E_{q_{\theta}(x_0|c)}[\log p_{\theta}(x_0|c)]$. Since $p_{\theta}(x_0|c)$ is intractable, we utilize the parameterization trick which is demonstrated in [20] to calculate the variational lower bound of the log-likelihood in a closed form. Let $\alpha_t = 1 - \beta_t$ and $\bar{\alpha}_t = \prod_{i=1}^{t}\alpha_i$. The training objective of Diff-TTS is as follows:

$$\min_{\theta} L(\theta) = E_{x_{0}, \epsilon,t}[\epsilon - \epsilon_{t}(\sqrt{\bar{\alpha}_t}x_0 + \sqrt{1-\bar{\alpha}_t}\epsilon, t, c)]_{1}. \tag{4}$$

where $t$ is uniformly taken from the entire diffusion time-step. Diff-TTS does not need any auxiliary losses except L1 loss function between the output of model $\epsilon_{t}(\cdot)$ and Gaussian noise $\epsilon \sim \mathcal{N}(0, I)$. During inference, Diff-TTS retrieves a mel-spectrogram from a latent variable by iteratively predicting the denoising noise added at each forward transition with $\epsilon_{t}(x_t, t, c)$ and removing the corrupted part as follows:

$$x_{t-1} = \frac{1}{\sqrt{\alpha_t}}(x_t - \frac{1 - \alpha_t}{\sqrt{1 - \alpha_t}}\epsilon(x_t, t, c)) + \sigma_t z_t, \tag{5}$$

where $z_t \sim \mathcal{N}(0, I)$ and $\sigma_t = \eta \sqrt{1 - \alpha_{t-1}}/\beta_t$. The temperature $\eta$ is a scaling factor of the variance. Note that diffusion time-step $t$ is also used as an input to Diff-TTS, which allows shared parameters for all diffusion time-steps. As a result, the final mel-spectrogram distribution $p(x_0|c)$ is obtained through iterative sampling over all of the preset time steps.

2.2. Accelerated Sampling

Although the denoising diffusion is a parallel generative model, the inference procedure can take a long time if the number of diffusion steps is large. To mitigate this problem, the denoising diffusion implicit model (DDIM) [23] introduces a new sampling method called accelerated sampling for diffusion models that boosts up the inference speed without model retraining. The accelerated sampling generates samples over the subsequence of the entire inference trajectory. In particular, it is a quite efficient technique that the sample quality does not deteriorate significantly even with the reduced number of reverse transitions. To improve the synthesis speed while preserving the sample quality, we also leverage the accelerated sampling for Diff-TTS. For implementation, the reverse transition is skipped out by a decimation factor $\gamma$. As shown in Fig. 2, the new reverse transitions are composed of periodically selected transitions of the original reverse path. Let $\tau = \{\tau_1, \tau_2, \ldots, \tau_M\} (M < T)$ be a new reverse path sampled from the time steps 1, 2, ..., $T$. The accelerated sampling equation for $i > 1$ is described in Eq. 6:

$$x_{\tau_{i-1}} = \sqrt{\alpha_{\tau_{i-1}}}(x_{\tau_{i}} - \sqrt{1 - \alpha_{\tau_{i}}}\epsilon(x_{\tau_{i}}, \tau_{i}, c)) \over \sqrt{\alpha_{\tau_{i}}} + \sqrt{1 - \alpha_{\tau_{i-1}}} - \sigma_{\tau_i}^2 \epsilon(x_{\tau_{i}}, \tau_{i}, c) + \sigma_{\tau_i} z_{\tau_i}, \tag{6}$$

where $\sigma_{\tau_i} = \eta \sqrt{\frac{1 - \alpha_{\tau_{i-1}}}{1 - \alpha_{\tau_i}}}/\beta_{\tau_i}$. For $i = 1$, the sampling equation follows Eq. 7:

$$x_0 = x_{\tau_1} - \sqrt{1 - \alpha_{\tau_1}}\epsilon(x_{\tau_1}, \tau_1, c). \over \sqrt{\alpha_{\tau_1}} \tag{7}$$

By using the accelerated sampling, Diff-TTS can synthesize the high fidelity mel-spectrogram even sampling over subsequence $\tau$. In other words, the new sampling equation leads to a faster inference speed for the mel-spectrogram generation.
2.3. Model Architecture

The overall architecture of Diff-TTS is depicted in Fig. 3. Diff-TTS consists of a text encoder, step encoder, duration predictor, and decoder. **Encoder:** The encoder extracts contextual information from phoneme sequences, then provides it to the duration predictor and the decoder. The encoder part for Diff-TTS is similar to the encoder in [17]. The encoder Pre-net starts with embedding and a fully connected (FC) layer with ReLU activation. Then, the text encoder takes phoneme embedding as input. The encoder module is composed of 10 residual blocks with dilated convolution and an LSTM layer. The dilations of the convolution are [1, 2, 4, 1, 2, 4, 1, 2, 4, 1] from the bottom to the top, and the kernel size is 4 with ReLU activation function followed by layer normalization [25]. **Duration Predictor and Length Regulator:** The Diff-TTS employs the length regulator in [16] to match the length of phoneme and mel-spectrogram sequence. The length regulator needs alignment information to expand the phoneme sequence and control the speed of speech. In this paper, Montreal forced alignment (MFA) [27] is used instead of the attention-based alignment extractor, which is commonly used in AR models. The MFA provides more robust alignment than the attention-based alignment and thus improves the alignment accuracy. The duration predictor predicts in the logarithmic domain by using the duration extracted from MFA, which makes the duration prediction stable. The duration predictor is optimized to minimize the L1 loss function. **Decoder and Step Encoder:** In this part, we adapt the similar architecture as in [24]. The decoder predicts Gaussian noise from the t-th step latent variable conditioned on phoneme embedding and diffusion step embedding. The decoder takes the step embedding from a step encoder to be informed about the diffusion time-step so that each diffusion time-step has a different $\epsilon_{\theta}(\cdot, t, c)$. The diffusion step embedding is a sinusoidal embedding with a 128-dimensional encoding vector for each $t$. The step encoder is constructed using two FC layers and Swish activations [28]. The decoder network consists of a stack of 12 residual blocks with Conv1D, tanh, sigmoid, and 1x1 convolution with 512 residual channel [29]. As Figure 3 shows, the phoneme embedding is expanded by the length regulator. Then, the phoneme embedding and the output of the step encoder are added to the input after the Conv1D layer. The Conv1D layer has a kernel size of 3 without dilation. After going through this residual block, the outputs are summed up before post-net. Finally, the decoder obtains the Gaussian noise corresponding to phoneme sequence and diffusion time-step.

3. Experiments

We evaluated the proposed Diff-TTS with a single female speaker dataset, LJSpeech [30]. It contains 13100 speech samples with a total duration of approximately 24 hours. The dataset was randomly split into the training set (12,500 samples), validation set (100 samples), and test set (500 samples). The Diff-TTS was trained for 700K iterations using Adam optimizer [31] on a single NVIDIA 2080Ti GPU. For quality evaluation, we used pre-trained HiFi-GAN as a neural vocoder that converts mel-spectrogram to the raw waveform. Our synthesized audio samples are publicly available.

3.1. Audio quality and model size

**Audio quality:** For the subjective evaluation of audio fidelity, we performed a 5-scale MOS test with 30 audio examples per model and 16 participants. The audio examples were randomly selected from the test dataset. Diff-TTS was trained with 400 time-step and synthesized speech samples with the decimation factor $\gamma \in [1, 7, 21, 57]$. The results are shown in Table 1. Diff-TTS shows the best performance at the time step of 400 and got an even comparable MOS to the ground truth mel-spectrogram with the same vocoder. On the other hand, the low MOS was obtained with $\gamma = 57$, but the degradation is not significant. For any Diff-TTS with accelerated sampling, the performance is as good as Tacotron2 and Glow-TTS. It indicates that accelerated sampling is a practical method without significantly sacrificing speech quality.

**Model size:** We compared the number of parameters of Diff-TTS with the Tacotron2 and Glow-TTS. As shown in Table 1 Diff-TTS requires the least number of parameters while generating high-fidelity audios. Note that Diff-TTS is about 53% smaller than Tacotron2 and Glow-TTS. This denotes that the denoising diffusion framework makes Diff-TTS memory-efficient.

| Method                  | 5-scale MOS   |
|-------------------------|---------------|
| GT                      | 4.541 ± 0.057 |
| GT(Mel + HiFiGAN)       | 4.323 ± 0.060 |
| Tacotron2               | 4.006 ± 0.072 |
| Glow-TTS                | 4.160 ± 0.070 |
| Diff-TTS(T=400, $\gamma = 1$) | 4.337 ± 0.064 |
| Diff-TTS(T=400, $\gamma = 7$) | 4.223 ± 0.066 |
| Diff-TTS(T=400, $\gamma = 21$) | 4.135 ± 0.070 |
| Diff-TTS(T=400, $\gamma = 57$) | 4.091 ± 0.067 |

1https://jmhxxi.github.io/Diff-TTS-demo/index.html.
3.2. Inference speed

We measured the average real-time factor (RTF) to generate mel-spectrograms for 500 sentences of the LJSpeech test set with a single NVIDIA 2080Ti GPU environment. As shown in Table 3, Diff-TTS with $\gamma = 57$ achieved an RTF of 0.035 while maintaining higher MOS than Tacotron2. As a comparison, the Tacotron2 model obtained a three times slower inference speed on the same GPU. Although the Diff-TTS is slower than Glow-TTS, Diff-TTS is enough to build a real-time TTS system since it is 28 times faster than real-time. Furthermore, Diff-TTS allows users to control the trade-off between sample quality and inference speed which can be useful when computational resources are limited.

Table 3: The comparison of RTF in mel spectrogram synthesis. RTF denotes the real-time factor, that is the time (in seconds) required for the system to synthesize one second waveform.

| Method          | RTF  |
|-----------------|------|
| Tacotron2       | 0.117|
| Glow-TTS        | 0.008|
| Diff-TTS(T=400) |      |
| Normal diffusion sampling | 1.744|
| Accelerated sampling($\gamma = 7$) | 0.258|
| Accelerated sampling($\gamma = 21$) | 0.090|
| Accelerated sampling($\gamma = 57$) | 0.035|

3.3. Variability and controllability

We noticed the prosody of the generated speech depends on the variances of latent representation $x_T$ and Gaussian noise $\sigma_t$ added at the inference. In other words, Diff-TTS can control the prosody by multiplying a temperature term to the variance of latent space and additive noise. To address this further, we illustrated the F0 trajectories of three samples with different temperature terms $\eta \in \{0.2, 0.6\}$. Fig. 4 shows that the larger the temperature term, the more diverse speech is synthesized while maintaining the speech quality. This denotes that Diff-TTS can create many different generative processes without retraining the model, and the variability of prosody can be effectively controlled with the temperature scale.

4. Conclusions

In this work, we propose Diff-TTS, which is the first diffusion generative model for a non-AR mel-spectrogram generation. To employ the denoising diffusion for speech synthesis, we present a novel log-likelihood-based optimization method that can synthesize speech appropriate for the text. Then we demonstrate that Diff-TTS achieves controllable and high-fidelity speech synthesis by several experiments. In particular, Diff-TTS has the following advantages: (1) Diff-TTS outperforms Tacotron2 and Glow-TTS in terms of synthesis quality with fewer parameters. (2) By applying accelerated sampling, Diff-TTS allows the user to control the trade-off between sample quality and inference speed. And it has shown that the inference speed of Diff-TTS can be boosted up to 28 times faster than real-time without significantly degrading audio quality. (3) Diff-TTS can control the prosodic variability of speech by multiplying a temperature term. With these advantages, we believe that applying denoising diffusion to speech synthesis can be further developed and refined to produce more realistic waveforms. For future work, we plan to extend Diff-TTS to support multi-speaker and emotional TTS.
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