Abstract

Chaos-based image encryption algorithm is one of the most important methods that are considered as the main part of many structuring encryption systems. In this paper, a new implementation of One-Dimension (1D) chaos-based image encryption algorithm is presented using the parallelism features of GPU and CPU. In order to use the parallelism power of CPU, the parallel computing toolbox of MATLAB, provides efficient methods for Parallel Task Processing (PARFOR) and Parallel Data Processing (SPMD). For further improving the execution time of the algorithm, sequential partitions are performed on CPU and the parallel pieces are executed on the GPU. The results of serial and parallel implementation on the color images with different resolutions, using MATLAB parallelism methods show when the size of the pictures increase, the performance of the 1D chaos-based image encryption algorithm in parallel implementation by the both parallel task “PARFOR” and data processing “SPMD” methods, becomes better. Also, the results of the implementation illustrate that the execution time when PARFOR scheme is used becomes better when the image size is higher than a threshold. Furthermore, the results of Cuda and Visual C++ implementation on the color images with different resolutions show that the simulation time using Cuda C++ is almost three times better than visual C++. Total results of the comparison show that when a combination of CPU and GPU is used, the execution speed reached its best state. Because of accelerating the image encryption process using the power of CPU and GPU, the proposed implementation is suitable for the multimedia application systems.
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1. Introduction

The increasing requirement for private data in current multimedia applications has made the information security as one of the most frequently stated problems in image communication. Therefore, several techniques of cryptography and steganography are proposed.

Encryption plays a key role in information security of multimedia application systems. In the history of multimedia applications development, the security considerations and the encryption/decryption execution speed are key factors in designing image encryption algorithms, especially over fast communication channels.

In current communication applications, the traditional cryptographic algorithms such as DES, IDEA, and RSA that require high computing load are not suitable candidates. An appropriate image encryption algorithm in present application systems must have a high throughput for being used in real time systems. For such cases, chaos-based algorithms have been considered as suitable ones.

Recently, many algorithms developed related to encryption by considering a characteristic of image data and its improvements such as circular random grids, vector quantization, SCAN, fractional wavelet transforms and chaos.

H. Cheng and et al. in proposed a tree structure-based method, that the quad tree structure was selected to be encrypted. The image encryption algorithm based on self-adaptive wave transmission that proposed in
can encrypt image in parallel and be also applied to color image encryption. So far, for increasing the efficiency of image encryption methods, a variety of chaos-based image encryption algorithms were proposed\textsuperscript{10,24–28}. With respect to developing chaos-based image encryption algorithms, few methods have been implemented in parallel by using GPGPU\textsuperscript{29}.

The main aim of this paper is to increase the execution speed of 1D chaos-based image encryption algorithm significantly by taking the advantages of algorithm parallelism and using the processing power of the GPU. In our advancement, the importance of security information, image encryption and encryption/decryption speed in modern applications is considered. Implementation results of the comparison show when a combination of CPU and GPU is used, the execution speed reached its best state.

The paper is organized as follows. In Section 2, improvement of the 1D chaos-based image encryption algorithm implementation is discussed and its methods are explained. Section 3, includes the simulation setup and implementation of the 1D chaos-based image encryption algorithm in MATLAB and CUDA C++ and the results of the test and the analyses have been investigated. Finally, we conclude in Section 4.

2. Encryption Algorithm Parallelization

Studies on the image encryption show the importance of parallelism in this area. Today’s microprocessor development efforts, concentrate on using several cores rather than increasing single-thread performance. The highly parallel Graphic Processing Unit (GPU) is a powerful engine for computationally demanding image processing applications. Due to considerable differences in GPU architecture and programming model with the majority of other single-chip processors, GPU performance and potential offer a great deal in computing systems. The GPU is designed for a particular class of applications with large computational requirements, substantial parallelism and especially the applications that the throughput is more important than latency\textsuperscript{30}.

2.1 1D Chaos-based Image Encryption Algorithm

In this paper, we improve the implementation of the 1D chaos-based image encryption algorithm\textsuperscript{10} that has a 4-round image encryption structure. As shown in Figure 1, each image encryption round includes five steps: inserting a random pixel in the beginning of each row, separating each row into a 1D data matrix, applying a substitution process to change data values, combining all 1D matrices back into a 2D data matrix and rotating the 2D matrix 90 degrees counterclockwise.

The more detailed routine of the algorithm is illustrated in the flowchart shown in Figure 2.

2.2 Parallel Implementation

The most important limitation in the implementation of the cryptography algorithms is their high execution time. In this work, the execution time of the 1D chaos-based image encryption algorithm is reduced and its performance is improved using both GPU and CPU. In order to use the parallelism power of CPU, the parallel computing toolbox of MATLAB provides very efficient methods for both Parallel Task Processing (PARFOR) and Parallel Data Processing (SPMD). As well, when CPU processing is combined with GPU processing, the execution time of the algorithm becomes much better.

2.2.1 Parallelism using Main Processor Cores

MATLAB is known as a simple instrument for scientific computing, engineering designs and simulations. The main feature of MATLAB is allowing the use of separate
modules that can be ordered as a Toolbox. One of these packages is Parallel Computing Toolbox. The same toolbox can be used to run multiple threads independently on multiple cores of a computer. The simplest and most useful construct for parallel task processing in the toolbox is the PARFOR statement.

In the first step of 1D chaos-based image encryption algorithm, original image is recalled by the CPU and being converted to three separate matrices. After creating a Red (R), a Green (G) and a Blue (B) matrices, PARFOR replaces the regular “for” loops of the encryption algorithm and can be used when loop iterations are completely independent of each other. As shown in Figure 3, behind the scenes, MATLAB creates duplicates of the workspace for threads, runs a part of iterations per core until all iterations are done then gathers all results and returns them to the initial workspace.

The PARFOR method is easy to use, but it only lets us do parallelism in terms of loops. The just choice we make is whether a loop is to run in parallel. So, we can’t determine how the loop iterations are divided up and which of the cores run any iteration. Furthermore, we can’t examine the work of any individual core.

SPMD is another parallelism capability of MATLAB. In the SPMD (Single Program, Multiple Data) method, in order to obtain better results, multiple instances of the single program are performed on several different input data on multiple cores. Each instance of the single program has a unique identifier, which is used to determine the partition of the program that will operate on. In high-performance computing, instances of an SPMD program have separate workspaces, but they can communicate directly with each other using Message Passing Interface (MPI) functionality via messages. MPI provides not only point-to-point communication but also collective operations. The implementation of one round of 1D chaos-based image encryption algorithm by using this method is shown in Figure 4.

2.2.2 Parallelism using GPU

In this section, the parallel implementation of the 1D chaos-based image encryption algorithm on GPU is described. For this purpose, sequential partitions have been performed on CPU and parallel pieces have been executed on the GPU. As shown in Figure 5, parallel portions of the algorithm are executed on the kernel devices where every kernel is run on each thread. As shown in Figure 1 the 1D chaos-based image encryption algorithm does substitution process row-by-row. That is, substitution process in each row is a serial process, but the substitution process of each row is independent of other rows. So, we assign each row to one thread. Every thread executes an instance of substitution algorithm and applies it to the row. For an image of size 128 × 128, for instance, we need 128 threads to execute the substitution algorithm on each row of image as mentioned.

3. Discussion

In this section, 1D chaos-based image encryption algorithm is tested and obtained experimental results are analyzed. Our experimental results have been conducted under MATLAB, in a computer with the Windows 8 operating system, Intel(R) Core (TM) i3-4030U CPU @ 1.90 GHz.
GHz and 4 GB RAM with NVIDIA GeForce 820M graphic card. The computation capability of this graphic card is 2.1. Furthermore, in order to stimulate this research, the platforms of CUDA C++ 6.5 and Visual Studio have been used.

In order to compare the execution time of the 1D chaos-based image encryption algorithm, we implemented this algorithm by serial MATLAB, SPMD and PARFOR methods. The implementation results are shown in Table 1.

The results of Cuda C++ and Visual C++ implementation on the color images with different resolutions are shown in Figure 6 and Figure 7. The experimental results show that because of parallel implementation using Cuda C++, the simulation time for different pictures by Cuda C++ is almost three times faster than visual C++. Results of the Figure 6 and Figure 7 indicate that when the sizes of the images are increasing, the required time for encryption is grown up.

The results of serial and parallel implementation on the color images with different resolutions using MATLAB and its parallelism methods are shown in Figure 8 and Figure 9. Implementation results show when the size of the pictures increase, the performance of the 1D chaos-based image encryption algorithm in parallel implementation by the both parallel task “PARFOR” and data processing “SPMD” methods becomes better. Also Figure 8 and Figure 9 illustrate that the execution time when PARFOR scheme is used become better when the image size is higher than a threshold.

Furthermore, total results of the comparison figures show when a combination of CPU and GPU is used, the execution speed reached its best state.

Table 1. The implementation results using GPU and CPU

| File name | Image size | MATLAB | Visual C++ |
|-----------|------------|---------|------------|
|           |            | Serial  | SPMD | PARFOR | Serial | CUDA |
| Ball.jpg  | 64×64      | 0.084   | 0.033 | 0.772   | 0.001  | 0.111×10^{-3} |
| Flower.jpg| 128×128    | 0.231   | 0.065 | 0.403   | 0.005  | 0.247×10^{-3} |
| Pens.jpg  | 256×256    | 0.876   | 0.204 | 0.660   | 0.028  | 0.839×10^{-3} |
| Stat.jpg  | 512×512    | 3.498   | 0.560 | 1.271   | 0.051  | 3.226×10^{-3} |
| Fruit.jpg | 1024×1024  | 13.911  | 3.188 | 3.558   | 0.216  | 10.478×10^{-3} |
| Lena.jpg  | 2048×2048  | 56.367  | 25.354 | 15.924  | 0.997  | 42.488×10^{-3} |

Figure 6. The simulation results for images with different resolutions by Cuda C++ C++ and Visual C++.

Figure 7. The simulation results for images with different resolutions by Cuda C++ C++ and Visual C++.

Figure 8. The simulation results for images with different resolutions by MATLAB and its parallelism methods.
4. Conclusion

This study set out to reduce the execution time of 1D chaos-based image encryption algorithm over color images. For this purpose, an algorithm has been implemented with different parallelization styles. Then execution time of all implementations on images with different sizes has been investigated. The parallelization styles included MATLAB based implementation using parallel task “PARFOR” and data processing “SPMD” and also C++ based implementation on CPU and GPU using Visual Studio and CUDA. This study has been found that the execution time of the 1D chaos-based image encryption algorithm in parallel implementations had considerable improvement for large colored images. Furthermore, the execution time of the algorithm has been improved 93.28% when a combination of CPU and GPU is used. That means, based on the parallel architecture of the graphic processing units, they are good choices to run image encryption algorithms.
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