FRACTIONAL KIRCHHOFF PROBLEM WITH HARDY POTENTIAL: BREAKING OF RESONANCE
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Abstract. In this paper we consider a fractional Kirchhoff problem with Hardy potential,

\[
\begin{aligned}
M \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^q}{|x-y|^{N+qs}} \, dx \, dy \right) (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + f(x, u) \quad \text{in } \Omega, \\
u > 0 &\quad \text{in } \Omega, \\
u = 0 &\quad \text{in } \mathbb{R}^N \setminus \Omega,
\end{aligned}
\]

where \( \Omega \subset \mathbb{R}^N \) is a bounded domain containing the origin, \( s \in (0, 1) \), \( q \in (1, 2] \) with \( N > 2s \), \( \lambda > 0 \) and \( f \) is a measurable nonnegative function with suitable hypotheses.

The main goal of this work is to get the existence of solution for the largest class of \( f \) without any restriction on \( \lambda \). Our result covers also the local case \( s = 1 \).

1. Introduction

The present work is concerned with existence of positive solutions for a class of fractional equation involving a Kirchhoff term and singular potential. More precisely we consider the problem

\[
(P_{s,q}) \left\{ \begin{aligned}
M \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^q}{|x-y|^{N+qs}} \, dx \, dy \right) (-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + f(x, u) \quad \text{in } \Omega, \\
u > 0 &\quad \text{in } \Omega, \\
u = 0 &\quad \text{in } \mathbb{R}^N \setminus \Omega,
\end{aligned} \right.
\]

where \( \Omega \subset \mathbb{R}^N \) is a bounded domain containing the origin, \( s \in (0, 1) \), \( q \in (1, 2] \) with \( N > 2s \), \( \lambda > 0 \) and \( f \) is a measurable nonnegative function with suitable hypotheses. \( M \) is a positive function defined on \( \mathbb{R}^+ \).

Here, for \( 0 < s < 1 \), the fractional Laplacian \( (-\Delta)^s \) is defined by

\[
(-\Delta)^s u(x) := a_{N,s} \text{ P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy,
\]

where

\[
a_{N,s} := 2^{2s-1} \pi^{-\frac{N}{2s}} \frac{\Gamma\left(\frac{N+2s}{2}\right)}{\Gamma(-s)}
\]

is the normalization constant such that the identity

\[
(-\Delta)^s u = \mathcal{F}^{-1}(\xi^{2s} \mathcal{F} u), \xi \in \mathbb{R}^N
\]

holds for all \( u \in \mathcal{S}(\mathbb{R}^N) \) where \( \mathcal{F} u \) denotes the Fourier transform of \( u \) and \( \mathcal{S}(\mathbb{R}^N) \) is the Schwartz class of tempered functions.
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The problem \((P_{s,q})\) is related to the following Hardy inequality, proved in \([5]\) and \([16]\),
\[
\frac{a_{N,s}}{2} \int_{D_\Omega} \frac{|u(x) - u(y)|^2}{|x - y|^{N + 2s}} \, dx \, dy \geq \Lambda_{N,s} \int_{\Omega} \frac{u^2}{|x|^{2s}} \, dx, \quad u \in C_0^\infty(\mathbb{R}^N),
\]
where
\[
D_\Omega := \mathbb{R}^N \times \mathbb{R}^N \setminus (C_\Omega \times C_\Omega).
\]
and
\[
\Lambda_{N,s} = 2^{2s} \frac{\Gamma^2(\frac{N + 2s}{4})}{\Gamma^2(\frac{N - 2s}{4})}.
\]
Notice that \(\Lambda_{N,s}\) is optimal and not attained.

Nonlocal problems related to the Hardy potential were widely studied in the last years. Before staring our main result, let us begin by some previous results. In the case where \(M \equiv 1\), then it is well known that problem \((P_{s,q})\) has a solution if and only if \(\lambda \leq \Lambda_{N,s}\). Moreover, for \(\lambda \in (0, \Lambda_{N,s}]\) fixed and taking into consideration the singular behavior near the origin of the Hardy potential, it holds that a natural condition is imposed on \(f\) in order to get the existence of a solution. More precisely, if \(f\) does not depends on \(u\) \((f(x,u) := f(x))\), then \((P_{s,q})\) has a solution if and only if
\[
\int_\Omega |x|^{-\gamma_\lambda} f(x) \, dx < \infty \quad \text{where } \gamma_\lambda \text{ will be explicitly stated in the next section.}
\]
If \(f(x,u) = u^p\), then existence of solution holds if and only if \(p < p_+(\lambda) < 2s\). We refer for instance to \([2]\) and \([10]\) for more details.

Where \(M\) is not identically constant, then for the local case \(s = 1\) and without the Hardy potential, the problem can be expressed in the general form
\[
(P_K) - M \left( \int_\Omega |\nabla u|^2 \, dx \right) \Delta u = g(x,u) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial\Omega.
\]
\((P_K)\) is well known as Kirchhoff type problem and is widely studied in the literature. The first motivation was the study of the stationary solution to the classical equation
\[
\rho \frac{\partial^2 u}{\partial t^2} - \left( \frac{p_0}{h} + \frac{E}{2L} \int_0^L \frac{\partial u}{\partial x} \frac{\partial^2 u}{\partial x^2} \, dx \right) \frac{\partial^2 u}{\partial x^2} = 0.
\]
This equation is an extension of the classical d’Alembert’s wave equation by considering the effects of the changes in the length of the string during the vibrations. In this equation, \(L\) is the length of the string, \(h\) is the area of the cross-section, \(E\) is the Young modulus of the material, \(\rho\) is the mass density and \(P_0\) is the initial tension. The stationary multidimensional Kirchhoff equation is given by
\[
(P_K) - M \left( \int_\Omega |\nabla u|^2 \, dx \right) \Delta u = g(x,u) \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial\Omega,
\]
which received much attention after the work of Lions \([18]\), where a functional setting was proposed to the problem.

The Kirchhoff function \(M\) is assumed Lipschitz continuous, but not always monotone, even if the model proposed by Kirchhoff in 1883 \(M(t) = a + bt^\beta\) where \(a,b \geq 0\) and \(\beta \geq 0\) is monotone, see discussion in \([20]\) and \([22]\). If \(M(0) = 0\), the Kirchhoff problem is called degenerate, we may refer to \([8]\) and references therein for more details on this case.

In \([3]\), using variational arguments the authors proved the existence of a positive solution of \((P_K)\) if \(M\) is a positive non-increasing function and \(g\) satisfies the Ambrosetti-Rabinowitz condition. The
case where $M$ is a non-decreasing function was considered in [4]. In [19], the author collected some related problems to $(P_K)$ and unified the presentation of the results. Especially, for $g$ such that $g(x, u)u \leq a|u|^2 + b|u|$ ($a, b > 0$) he showed both existence and uniqueness of solutions. In the case where $g(x, u)$ is asymptotically linear at infinity with respect to $u$, some existence results are proved in [3]. The singular case was considered in [12].

The nonlocal case $s \in (0, 1)$ was considered recently by several authors, including the critical and singular cases. We refer to [20, 21, 23] and references therein for further details.

The novelty in our paper is to get some interactions between the Kirchhoff term and the Hardy potential in order to get the existence of non negative solution for a largest class of the datum $f$ and without any restriction on the parameter $\lambda$. We will show that, under some growth hypothesis on the Kirchhoff term, it is possible to break any resonance effect of the Hardy term. The result covers also the local case $s = 1$.

Through this paper we will assume that $M$ is a continuous function such that:

(M1) $M : \mathbb{R}^+ \to \mathbb{R}^+$ is increasing.
(M2) $\exists m_0 > 0; \quad M(t) \geq m_0 \quad \forall t \in \mathbb{R}^+$.
(M3) $\lim_{t \to \infty} M(t) = +\infty$

We begin by analyzing the case where $f$ does not depend on $u$, namely $f(x, u) \equiv f(x)$. Then for $q = 2$ and hence the problem has a variational structure, we are able to proof the next result.

**Theorem 1.1.** Assume that $f \in L^2(\Omega)$ is such that $f \geq 0$, then for all $\lambda > 0$, problem $(P_{s,2})$ has a unique positive solution $\bar{u} \in H^s_0(\Omega)$.

We mention here the strong regularity enjoyed by the solution. In the case where $M \equiv 1$, such a regularity is false including for $f \in L^\infty(\Omega)$ where $\lambda$ is closed to the Hardy constant $\Lambda_{N,s}$.

In the general case $q < 2$, we get the existence of a solution for a large class of the datum $f$. More precisely we have

**Theorem 1.2.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain such that $0 \in \Omega$ and $1 < q < \frac{N}{N-s}$. Suppose that $f \in L^1(\Omega)$ is such that $\int_{\Omega} f|\xi|^{-\theta}dx < c$ for some positive constant $\theta$. Then for all $\lambda > 0$, the problem $(P_{s,q})$ has a minimal solution $\bar{u}$ such that $\bar{u} \in W^{s,\sigma}_0(\Omega)$ for all $\sigma < \frac{N}{N-s}$.

In the second part of the paper we treat the case where $f(x, u) = u^p + \mu g$. In this case and under suitable hypotheses on $\mu$ and $g$, we will show the existence of a solution without any restriction on $\lambda$.

This paper is organized as follow. In Section 2 we give some results related to fractional Sobolev spaces and some functional inequalities. The sense for which solutions are defined is also presented, namely energy solutions and weak solutions.

The proofs of the main existence results are given in Section 3. We begin by the case of variational structure and at the end of this section, we use approximating argument to treat the case of non variational structure.
2. Preliminaries and functional setting

Let $\Omega \subset \mathbb{R}^N$, for $s \in (0, 1)$ and $1 \leq p < +\infty$, the fractional Sobolev spaces $W^{s,p}(\Omega)$, are defined by

$$W^{s,p}(\Omega) = \left\{ \phi \in L^p(\Omega) : \int_\Omega \int_\Omega \frac{|\phi(x) - \phi(y)|^p}{|x-y|^{N+ps}} \, dx \, dy < +\infty \right\}.$$ 

$W^{s,p}(\Omega)$ is a Banach space endowed with the following norm

$$\|\phi\|_{W^{s,p}(\Omega)} = \left( \int_\Omega |\phi(x)|^p \, dx \right)^{1/p} + \left( \int_\Omega \int_\Omega \frac{|\phi(x) - \phi(y)|^p}{|x-y|^{N+ps}} \, dx \, dy \right)^{1/p}.$$ 

We define the space $W_0^{s,p}(\Omega)$ as

$$W_0^{s,p}(\Omega) := \left\{ u \in W^{s,p}(\mathbb{R}^N) : u = 0 \text{ in } \mathbb{R}^N \setminus \Omega \right\}.$$ 

If $\Omega$ is a bounded regular domain, then using Poincaré type inequality, we can endow $W_0^{s,p}(\Omega)$ with the equivalent norm

$$\|u\|_{W_0^{s,p}(\Omega)} := \left( \int_{D_\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^{N+sp}} \, dx \, dy \right)^{1/p},$$ 

where

$$D_\Omega := (\mathbb{R}^N \times \mathbb{R}^N) \setminus (C\Omega \times C\Omega) = (\Omega \times \mathbb{R}^N) \cup (C\Omega \times \Omega).$$

The next Sobolev inequality is proved in [13].

**Theorem 2.1.** (Fractional Sobolev inequality) Assume that $0 < s < 1, p > 1$ in order to get $ps < N$. Then, there exists a positive constant $S = S(N, s, p)$ such that for all $v \in C_0^\infty(\mathbb{R}^N)$,

$$\int_{\mathbb{R}^{2N}} \left\{ |v(x) - v(y)|^p \right\}^p \, dx \, dy \geq S \left( \int_{\mathbb{R}^N} |v(x)|^{p_s} \, dx \right)^p,$$

where $p_s^* = \frac{pN}{N - ps}$.

In the particular case $p = 2$, $H^s(\Omega) := W^{s,2}(\Omega)$ turns out to be a Hilbert spaces. If $\Omega = \mathbb{R}^N$, the Fourier transform provides yet an alternative definition, more precisely, the Plancherel identity leads to

$$\int_{\mathbb{R}^N} |\xi|^{2s} |F(u)(\xi)|^2 \, d\xi = \frac{a_{N,s}}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy.$$ 

The operator $(-\Delta)^s$ defined for $u \in S(\mathbb{R}^N)$ by

$$(-\Delta)^s u := a_{N,s} \text{ P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^{N+2s}} \, dy, \quad s \in (0, 1),$$

can be extended by density from $S(\mathbb{R}^N)$ to $H^s(\mathbb{R}^N)$. In this way, the associated scalar product can be reformulated as

$$\langle u, v \rangle_{H^s(\mathbb{R}^N)} := \langle (-\Delta)^s u, v \rangle + \langle u, v \rangle := \text{P.V.} \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{N+2s}} \, dx \, dy + \int_{\mathbb{R}^N} uv \, dx.$$ 

In the case of bounded domain if we denote by $H^{-s}(\Omega) := [H^s_0(\Omega)]^*$ the dual space of $H^s_0(\Omega)$, then

$$(-\Delta)^s : H^s_0(\Omega) \to H^{-s}(\Omega),$$

is a continuous operator.
We state, by the next definition, the sense in which the solution is defined.

**Definition 2.2.** Assume that \( h \in L^1(\Omega) \) and consider the problem

\[
\begin{aligned}
(-\Delta)^s u &= h & \text{in } \Omega, \\
u &= 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{aligned}
\]

we say that \( u \in L^1(\Omega) \) is a weak solution to (2.1) if \( u = 0 \) in \( \mathbb{R}^N \setminus \Omega \) and for all \( \psi \in \mathcal{X}_s \), we have

\[
\int_{\Omega} u ((-\Delta)^s \psi) dx = \int_{\Omega} h \psi dx.
\]

where

\[\mathcal{X}_s \equiv \{ \psi \in C(\mathbb{R}^N) \mid \text{supp}(\psi) \subset \overline{\Omega}, (-\Delta)^s \psi(x) \text{ pointwise defined and } |(-\Delta)^s \psi(x)| < C \text{ in } \Omega \}\].

The next existence result is proved in [17], [11] and [1].

**Theorem 2.3.** Assume that \( h \in L^1(\Omega) \), then problem (2.1) has a unique weak solution \( u \) obtained as the limit of the sequence \( \{u_n\}_{n\in\mathbb{N}} \), where \( u_n \) is the unique solution of the approximating problem

\[
\begin{aligned}
(-\Delta)^s u_n &= h_n(x) & \text{in } \Omega, \\
u_n &= 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{aligned}
\]

with \( h_n = T_n(h) \) and \( T_n(\sigma) = \max(-n, \min(n, \sigma)) \). Moreover,

\[
T_k(u_n) \to T_k(u) \text{ strongly in } H^s_0(\Omega), \quad \forall k > 0,
\]

\[
u \in L^\theta(\Omega), \quad \forall \theta \in \left[1, \frac{N}{N-2s}\right)
\]

and

\[
|(-\Delta)^{\frac{s}{2}} u| \in L^r(\Omega), \quad \forall r \in \left[1, \frac{N}{N-s}\right).
\]

Furthermore

\[
u_n \to u \text{ strongly in } W^{s,q}_0(\Omega) \text{ for all } q_1 < \frac{N}{N-s}.
\]

As a subsequent of this existence result, we get a compactness result which will be systematically used in the sequel.

**Theorem 2.4.** Assume that \( 1 < q < \frac{N}{N-2s} \) be fixed and consider the operator \( D : L^1(\Omega) \to W^{s,q}_0(\Omega) \)

defined by \( D(h) = u \) where \( u \) is the unique solution to the following problem

\[
\begin{aligned}
(-\Delta)^s u &= h(x) & \text{in } \Omega, \\
u &= 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{aligned}
\]

then \( D \) is a compact operator, moreover, there exists a positive constant \( C \equiv C(\Omega, s, N, q) \) such that

\[
\|u\|_{W^{s,q}_0(\Omega)} \leq C \|h\|_{L^1(\Omega)}.
\]
Since we are considering a problem involving the Hardy potential, we have to specify the behavior of any solution in the neighborhood of the singular point 0.

For \( \lambda \leq \Lambda_{N,s} \) fixed, we define \( \alpha > 0 \) by the identity

\[
\lambda = \lambda(\alpha) = \frac{2^{2s} \Gamma\left(\frac{N+2s+2\alpha}{4}\right)\Gamma\left(\frac{N+2s-2\alpha}{4}\right)}{\Gamma\left(\frac{N-2s+2\alpha}{4}\right)\Gamma\left(\frac{N-2s-2\alpha}{4}\right)}.
\]

Denote

\[
\gamma := \frac{N-2s}{2} - \alpha,
\]

then \( 0 < \gamma \leq \frac{N-2s}{2} \) and \(|x|^{-\gamma}\) is the unique solution to the equation

\[
(-\Delta)^s u = \lambda \frac{u}{|x|^{2s}},
\]

with \((-\Delta)^{s/2}(|x|^{-\gamma}) \in L^2_{\text{loc}}(\mathbb{R}^N)\). From [2] we have the next result.

**Theorem 2.5.** Consider the problem

\[
\begin{cases}
(-\Delta)^s u = \lambda \frac{u}{|x|^{2s}} + f(x) & \text{in } \Omega, \\
\hspace{1cm} u > 0 & \text{in } \Omega, \\
\hspace{1cm} u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

where \( \Omega \subset \mathbb{R}^N \) is a bounded domain containing the origin, \( s \in (0,1) \) with \( N > 2s \) and \( 0 < \lambda \leq \Lambda_{N,s} \). Then problem (2.9) has a nonnegative solution if and only if \( \int_{\Omega} f|x|^{-\gamma} dx < \infty \). In this case the unique solution of (2.9) satisfies \( u(x) \geq C|x|^{-\gamma} \) in \( B_r(0) \).

In what follows, \( C \) denotes any positive constant that does not depend on the solution and that can change from line to other.

### 3. Existence results in the case \( f(x,u) := f(x) \).

In what follows and for the sake of simplicity we set

\[
||u||_{s,q}^q = \int_{D_\Omega} \frac{|u(x) - u(y)|^q}{|x-y|^{N+qs}} \, dxdy,
\]

where

\[
D_\Omega := (\mathbb{R}^N \times \mathbb{R}^N) \setminus (C\Omega \times C\Omega).
\]

Along this section we will assume that the function \( M \) satisfies the conditions \((M1),(M2)\) stated in the introduction.

Recall that we are considering the next problem

\[
\begin{cases}
M(||u||_{s,2}^2)(-\Delta)^s u = \lambda \frac{u}{|x|^{2s}} + f(x) & \text{in } \Omega, \\
\hspace{1cm} u > 0 & \text{in } \Omega, \\
\hspace{1cm} u = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]

Our first existence result consists in the following.

**Theorem 3.1.** Assume that \( f \in L^2(\Omega) \) is such that \( f \geq 0 \), then for all \( \lambda > 0 \), the problem \((P_{s,2})\) has a unique positive solution \( \tilde{u} \) in \( H^s_0(\Omega) \).
Proof. Let \( f \in L^2(\Omega) \) and fix \( \lambda > 0 \), we will proceed by approximation.

Consider the truncated problem

\[
(P_n^s) \begin{cases}
M(||u_n||_{s,2}^2) (-\Delta)^s u_n = \frac{\lambda T_n(u_n^+)}{|x|^{2s} + \frac{1}{n}} + f(x) & \text{in } \Omega, \\
u_n > 0 & \text{in } \Omega, \\
u_n = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

It is clear that solutions of problem \((P_n^s)\) are critical points of the functional \( J_n \) given by

\[
J_n(v) = \frac{1}{2} \widehat{M}(||v||_{s,2}^2) - \lambda \int_\Omega \widehat{T_n(v^+)} \frac{|x|^{2s}}{|x|^{2s} + \frac{1}{n}} \, dx - \int_\Omega f v \, dx,
\]

where

\[
\widehat{M}(t) = \int_0^t M(\tau) \, d\tau, \quad \widehat{T_n}(t) = \int_0^t T_n(\tau) \, d\tau.
\]

Taking into consideration the behavior of \( M \) and setting

\[
D_n = \inf_{H^s_0(\Omega) \setminus \{0\}} J_n(u),
\]

we reach that \( D_n \) is achieved and then we get the existence of \( u_n \in H^s_0(\Omega) \) that solves \((P_n^s)\). We claim that the sequence \( \{u_n\}_n \) is bounded in \( H^s_0(\Omega) \) and the claim follows.

Therefore, we get the existence of \( \bar{u} \in H^s_0(\Omega) \) such that, up to a subsequence, \( u_n \rightharpoonup \bar{u} \) weakly in \( H^s_0(\Omega) \), and \( u_n \to \bar{u} \) strongly in \( L^q(\Omega) \) for all \( 1 \leq q < 2^*_s \).

We claim that there exists a positive constant \( \rho \) such that up to a subsequence denoted by \( u_n \), we have

\[
\frac{\lambda}{M(||u_n||_{s,2}^2)} < \Lambda_{N,s} - \rho \quad \text{for all } n.
\]
By virtue of (M1) and since \( |u|_{s,2} \leq C \), we obtain,
\[
\liminf_{n \to \infty} M(|u|^2_{s,2}) := \mu > 0.
\]
Therefore, we get the existence of a subsequence denoted by \( \{u_n\}_n \) such that,
\[
M(|u_n|^2_{s,2}) \to \mu \text{ as } n \to \infty.
\]
Obviously, \( u_n \rightharpoonup \bar{u} \) weakly in \( H^s_0(\Omega) \), thus by passing to the limit in the problem of \( u_n \), it follows that \( \bar{u} \) solves
\[
\mu(-\Delta)^s \bar{u} = \lambda \frac{\bar{u}}{|x|^{2s}} + f.
\]
Thus \( \bar{u} \in H^s_0(\Omega) \), satisfies \( \bar{u} \geq 0 \) in \( \Omega \) and
\[
(-\Delta)^s \bar{u} = \frac{\lambda}{\mu} \frac{\bar{u}}{|x|^{2s}} + \frac{f(x)}{\mu} \text{ in } \Omega.
\]
From the result of [2], we conclude that \( \lambda/\mu \leq \Lambda_{N,s} \).

Let us show that \( \lambda/\mu < \Lambda_{N,s} - \rho \) for some positive constant \( \rho > 0 \).
If \( \lambda/\mu = \Lambda_{N,s} \), then \( \bar{u} \) is solution of the equation
\[
(-\Delta)^s \bar{u} = \Lambda_{N,s} \frac{\bar{u}}{|x|^{2s}} + \frac{f(x)}{\mu} \text{ in } \Omega,
\]
Using again the result of [2], one can see that \( \bar{u}(x) \geq C|x|^{-\frac{N-2s}{2}} \) in a small ball \( B_r(0) \). Thus
\[
\int_{B_r(0)} \bar{u}^{2s} \, dx \geq C \int_{B_r(0)} |x|^{-N} \, dx = \infty,
\]
which is a contradiction with the fact that \( \bar{u} \in H^s_0(\Omega) \). Hence we get the existence of a positive constant \( \rho \) such that
\[
\lambda \frac{1}{M(|u_n|^2_{s,2})} < \Lambda_{N,s} - \rho.
\]
To conclude, we prove the strong convergence of the sequence \( \{u_n\}_n \) in \( H^s_0(\Omega) \).
It is clear that \( u_n \) solves
\[
(-\Delta)^s u_n = \frac{\lambda}{M(|u_n|^2_{s,2})} \frac{u_n}{|x| + (n-1)^2s} + \frac{f(x)}{M(|u_n|^2_{s,2})}.
\]
Using \( u_n - \bar{u} \) as a test function, we obtain that
\[
\int_{\Omega} (-\Delta)^s u_n (u_n - \bar{u}) \, dx = \frac{\lambda}{M(|u_n|^2_{s,2})} \int_{\Omega} u_n (u_n - \bar{u}) \, dx + \frac{1}{M(|u_n|^2_{s,2})} \int_{\Omega} f(x) (u_n - \bar{u}) \, dx.
\]
Since the term \( \frac{1}{M(|u_n|^2_{s,2})} \) is bounded away from zero and \( u_n - \bar{u} \to 0 \) strongly in \( L^2(\Omega) \), it holds that
\[
\frac{1}{M(|u_n|^2_{s,2})} \int_{\Omega} f(x) (u_n - \bar{u}) \, dx \to 0 \text{ as } n \to \infty.
\]
We deal now with the term \( \int_{\Omega} \frac{u_n (u_n - \bar{u})}{(|x| + (n-1)^2s)} \, dx \).
We have
\[
\int_{\Omega} \frac{u_n(u_n - \bar{u})}{(|x| + n^{-1})^2} dx = \int_{\Omega} \frac{(u_n - \bar{u})^2}{(|x| + n^{-1})^2} dx + \int_{\Omega} \frac{\bar{u}(u_n - \bar{u})}{(|x| + n^{-1})^2} dx
\]
\[
= \int_{\Omega} \frac{(u_n - \bar{u})^2}{(|x| + n^{-1})^2} dx + \int_{\Omega} \frac{u_n - \bar{u}}{(|x| + n^{-1})^2} dx.
\]
Taking into consideration that \( (|x| + n^{-1})^s \rightarrow \bar{u} \) strongly in \( L^2(\Omega) \) and that \( \frac{u_n - \bar{u}}{|x|^s} \rightarrow 0 \) weakly in \( L^2(\Omega) \), (as \( n \rightarrow \infty \)), we obtain
\[
\int_{\Omega} \frac{u_n - \bar{u}}{(|x| + n^{-1})^2} dx \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]
Consequently, and using again the Hardy inequality, we get
\[
(\text{3.7}) \quad \int_{\Omega} \frac{u_n (u_n - \bar{u})}{(|x| + n^{-1})^2} dx = \int_{\Omega} \frac{(u_n - \bar{u})^2}{(|x| + n^{-1})^2} dx + o(1) \leq \frac{1}{\Lambda_{N,s}} \|u_n - \bar{u}\|^2_{s,2} + o(1).
\]
Now, by the weak convergence, it holds that
\[
\int_{\Omega} (-\Delta)^s u_n (u_n - \bar{u}) dx = \|u_n - \bar{u}\|^2_{s,2} + o(1).
\]
Therefore, by estimates \( \text{(3.6)} \) and \( \text{(3.7)} \), it follows that
\[
\|u_n - \bar{u}\|^2_{s,2} \leq \frac{\lambda}{\Lambda_{N,s} M(||u_n||^2_{s,2})} \|u_n - \bar{u}\|^2_{s,2} + o(1).
\]
Recall that by \( \text{(3.5)} \), we have \( \frac{\lambda}{M(||u||^2_{s,2})} < \Lambda_{N,s} - \rho \) for all \( n \). Thus
\[
\|u_n - \bar{u}\|^2_{s,2} < \frac{\Lambda_{N,s} - \rho}{\Lambda_{N,s}} \|u_n - \bar{u}\|^2_{s,2} + o(1).
\]
Since \( 0 < \frac{\Lambda_{N,s} - \rho}{\Lambda_{N,s}} < 1 \), \( \|u_n - \bar{u}\|^2_{s,2} \rightarrow 0 \) as \( n \rightarrow \infty \) and then \( u_n \rightarrow \bar{u} \) strongly in \( H^s_0(\Omega) \).

As a consequence it follows that \( M(||u_n||_{s,2}) \rightarrow M(||u||_{s,2}) \). Passing to the limit in problem \( \text{(P}_{s,2}) \), we obtain that \( \bar{u} \) solves \( \text{(P}_{s,2}) \).

It remains to proof yet the uniqueness part.

Assume that \( u, v \) are two positive solutions to problem \( \text{(P}_{s,2}) \). To show the uniqueness we have just to prove that \( M(||u||^2_{s,2}) = M(||v||^2_{s,2}) \). Assume by contradiction that \( M(||u||^2_{s,2}) < M(||v||^2_{s,2}) \). Setting \( u_1 = M(||u||^2_{s,2}) u \) and \( v_1 = M(||v||^2_{s,2}) v \), it holds that
\[
(-\Delta)^s v_1 = \frac{\lambda}{M(||v||^2_{s,2})} \frac{v_1}{|x|^{2s}} + f(x),
\]
and
\[
(-\Delta)^s u_1 = \frac{\lambda}{M(||u||^2_{s,2})} \frac{u_1}{|x|^{2s}} + f(x).
\]
Since \( \frac{\lambda}{M(||v||^2_{s,2})} < \frac{\lambda}{M(||u||^2_{s,2})} \) and \( u_1 = v_1 = 0 \) in \( \mathbb{R}^N \setminus \Omega \), then \( v_1 < u_1 \) in \( \Omega \). Thus
\[
M(||v||^2_{s,2}) v < M(||u||^2_{s,2}) u \quad \text{in} \quad \Omega.
\]
Recall that, by hypothesis, $M(||u||^2_{s,2}) < M(||v||^2_{s,2})$, thus $v < u$ in $\Omega$. Going back to the equation of $v$ and using $v$ as a test function, it follows that
\[
M(||v||^2_{s,2})||v||^2_{s,2} = \lambda \int_{\Omega} \frac{v^2}{|x|^{2s}} \, dx + \int_{\Omega} f(v) \, dx \leq \lambda \int_{\Omega} \frac{u^2}{|x|^{2s}} \, dx + \int_{\Omega} f(u) = M(||u||^2_{s,2})||u||^2_{s,2}
\]
Since $M(t^2)$ is a strict monotone function, we conclude that $||v||^2_{s,2} < ||u||^2_{s,2}$ and then $M(||v||^2_{s,2}) \leq M(||u||^2_{s,2})$, a contradiction with the main hypothesis. Hence the uniqueness result follows.

\[\Box\]

**Remarks 3.2.** It is not difficult to show that the above existence and the uniqueness result holds also for all $f \in L^{\frac{2N}{N+2s}}(\Omega)$.

As a consequence of the previous construction, we have the next regularity result.

**Proposition 3.3.** Assume that $f \in L^{\frac{2N}{N+2s}}(\Omega)$, then for all $\sigma < 2_s^*$, there exists a positive constant $C := C(N, \Omega, \sigma)$ such that if $u$ is the solution to problem $(P_{s,2})$, we have
\[
||u||_{L^\sigma(\Omega)} \leq C||f||_{L^{\frac{2N}{N+2s}}(\Omega)}.
\]

**Proof.** Since $u$ solves $(P_{s,2})$, then $\frac{\lambda}{M(||u||^2_{s,2})} \leq \Lambda_{N,s}$ and
\[
(-\Delta)^s u = \frac{\lambda}{M(||u||^2_{s,2})} \frac{u}{|x|^{2s}} + \frac{f(x)}{M(||u||^2_{s,2})} \leq \Lambda_{N,s} \frac{u}{|x|^{2s}} + \frac{1}{C} f(x).
\]
Setting $w$ to be the unique solution to the problem
\[
\begin{cases}
(-\Delta)^s w = \Lambda_{N,s} \frac{w}{|x|^{2s}} + \frac{1}{C} f(x) & \text{in } \Omega, \\
w = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]
then $u \leq w$ in $\Omega$. Notice that from [2] we obtain that, for all $\sigma < 2_s^*$,
\[
||w||_{L^\sigma(\Omega)} \leq C\left[\frac{1}{C} f||_{L^{\frac{2N}{N+2s}}(\Omega)} \leq C||f||_{L^{\frac{2N}{N+2s}}(\Omega)}.
\]
Hence we conclude. \[\Box\]

To complete this part, we have the next compactness result.

**Proposition 3.4.** Let $\{f_n\}_n \subset L^{\frac{2N}{N+2s}}(\Omega)$ be such that $f_n \geq 0$ and $||f_n||_{L^{\frac{2N}{N+2s}}(\Omega)} \leq C$ for all $n$. Define $u_n$, the unique solution to problem $(P_{s,2})$ with $f := f_n$. Then there exists a $u \in H^s_0(\Omega)$, such that, us to a subsequence, $u_n \rightharpoonup u$ strongly in $H^s_0(\Omega)$.

**Proof.** Let $w_n$ be the unique solution to the problem
\[
\begin{cases}
(-\Delta)^s w_n = \Lambda_{N,s} \frac{w_n}{|x|^{2s}} + \frac{1}{C} f_n(x) & \text{in } \Omega, \\
w_n = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]
then $u_n \leq w_n$ and for all $\sigma < 2_s^*$,
\[
||w_n||_{L^\sigma(\Omega)} \leq C||f_n||_{L^{\frac{2N}{N+2s}}(\Omega)}.
\]
Proposition 3.5. It is clear that problem (3.8) cannot be viewed and treated in a variational setting. We begin by setting

\[ M(||u_n||_{s,q}^2)||u_n||_{s,q}^2 \leq \frac{\lambda}{\Lambda_{N,s}}||u_n||_{s,q}^2 + \int_{\Omega} f_n u_n dx. \]

Thus

\[ (M(||u_n||_{s,q}^2) - \frac{\lambda}{\Lambda_{N,s}})||u_n||_{s,q}^2 \leq \int_{\Omega} f_n u_n dx. \]

Hence, using Hölder and Sobolev inequalities, we conclude that

\[ ||u_n||_{s,q}^2 \leq C \text{ for all } n. \]

Hence \{u_n\}_n is bounded in \( H^s_0(\Omega) \). Therefore, we get the existence of \( u \in H^s_0(\Omega) \) such that, up to a subsequence, \( u_n \rightharpoonup u \) weakly in \( H^s_0(\Omega) \), \( u_n \rightarrow u \) strongly in \( L^\sigma(\Omega) \) for all \( \sigma < 2^*_s \) and \( (M(||u_n||_{s,q}^2) := \alpha_n \rightarrow \alpha_0 \geq C \). Notice that \( u_n \) solves

\[
\begin{cases}
(\Delta)^s u_n = \frac{\lambda}{M(||v||_{s,q}|x|^s)} u_n + \frac{f_n}{M(||u_n||_{s,q}^q)} & \text{in } \Omega, \\
0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]

Setting \( h_n(x) := \frac{\lambda}{M(||v||_{s,q}|x|^s)} u_n + \frac{f_n}{M(||u_n||_{s,q}^q)} \), it holds that \( ||h_n||_{L^1(\Omega)} \leq C \). Therefore by the compactness result in [1], we reach that, up to a subsequence, \( u_n \rightharpoonup u \) strongly in \( W^{s,q}_0(\Omega) \) for all \( q < \frac{N}{s} \). Thus by interpolation, it holds that \( u_n \rightarrow u \) strongly in \( W^{s,q}_0(\Omega) \) for all \( q < 2 \) and the result follows.

\[ \square \]

3.1. Some results related to non variational problems. In this subsection we will assume that \( q < 2 \). Consider the problem

\[ \begin{cases}
M(||u||_{s,q}^q)(\Delta)^s u = f & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases} \]

It is clear that problem (3.8) cannot be viewed and treated in a variational setting. We begin by proving the next proposition.

Proposition 3.5. Assume that \( f \in L^2(\Omega) \) and \( 1 < q < 2 \), then problem (3.8) has a unique solution \( u_q \) in \( H^s_0(\Omega) \).

Proof. To show the existence of a solution we will use the Schauder’s Fixed Point Theorem. Let \( E = W^{s,q}_0(\Omega) \) and consider the operator \( T : E \rightarrow E \) defined by \( T(v) = u \) where \( u \) is the unique solution for the problem

\[
\begin{cases}
(-\Delta)^s u = \frac{f}{M(||v||_{s,q}^q)} & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]

Taking into consideration the properties of \( M \) and classical results on regularity of the fractional Laplacian we conclude that \( T \) is well defined and

\[ ||u||_{H^s_0(\Omega)} \leq \frac{c_0}{M(||v||_{s,q}^q)} ||f||_{L^2(\Omega)} \leq \frac{c_0}{m_0} ||f||_{L^2(\Omega)}. \]

Hence

\[ ||u||_{E} \leq \frac{c_1}{m_0} ||f||_{L^2(\Omega)}. \]
for some positive constant $c_1$ depending only on $\Omega, N$ and $s$. Choosing $r = m_0^{-1}c_1\|f\|_{L^2(\Omega)}$, it holds that $T(B_r(0)) \subset B_t(0)$, where $B_t(0)$ is the ball centered at zero with radius $r > 0$ of $E$.

It is not difficult to show that $T$ is continuous. To finish we have just to prove that $T$ is compact.

Let $\{v_n\}_n$ be a bounded sequence in $E$. Define $u_n = T(v_n)$, then from (3.9) it holds that $\{u_n\}_n$ is bounded in $H^s_0(\Omega)$ and a priori in $E$. Hence, up to a subsequence, we get the existence of $\hat{u} \in H^s_0(\Omega)$ such that $u_n \rightarrow \hat{u}$ weakly in $H^s_0(\Omega)$.

Thus by Schauder’s Fixed Point Theorem, we get the existence of $\tilde{u} \in E$ such that $T(\tilde{u}) = \hat{u}$ and then $\tilde{u}$ solves problem (3.8). It is not difficult to show that $u_q \in H^s_0(\Omega)$.

We prove now the uniqueness part. Suppose that $u_1$ and $u_2$ are two solutions to the problem (3.8), then

$$M(||u_1||_{s,q})^q(-\Delta)^s u_1 = f = M(||u_2||_{s,q})^q(-\Delta)^s u_2.$$    

Thus

$$(-\Delta)^s \left( M(||u_1||_{s,q}) u_1 - M(||u_2||_{s,q}) u_2 \right) = 0.$$    

Since $M(||u_i||_{s,q}) u_i \in H^s_0(\Omega)$ for $i = 1, 2$, then

$$M(||u_1||_{s,q}) u_1 = M(||u_2||_{s,q}) u_2.$$    

Therefore we get $M(||u_1||_{s,q}) ||u_1||_{s,q} = M(||u_2||_{s,q}) ||u_2||_{s,q}$. Recall that $q > 1$, then by (M1) and (M2), the function $t \mapsto M(t^q) t$ is increasing and then $||u_1||_{s,q} = ||u_2||_{s,q}$. Going back to (3.10), we obtain $u_1 = u_2$. 

In the case where $1 < q < \frac{N}{N-s}$, we are able to show that problem (3.8) has a unique solution for all $f \in L^1(\Omega)$.

Theorem 3.6. Assume that $f \in L^1(\Omega)$ and $1 < q < \frac{N}{N-s}$, then problem (3.8) has a unique solution $\tilde{u}$ in $W^s_0(\Omega)$ for all $\sigma < \frac{N}{N-s}$. In particular $\tilde{u} \in W^{s,\sigma}_0(\Omega)$. Moreover defining $T : L^1(\Omega) \rightarrow W^{s,q}_0(\Omega)$ with $u = T(f)$ being the unique solution to problem (3.8), then $T$ is a compact operator.

Proof. We set $f_n = T_n(f)$, then $f_n \in L^\infty(\Omega)$. By Theorem 3.5 it follows that the problem

$$\begin{cases}
\left(\mathcal{P}_{s,q}^n\right) \quad M(||u_n||_{s,q})^q(-\Delta)^s u_n = f_n(x) & \text{in } \Omega,
\quad u_n = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}$$

has a unique solution $u_n$. We claim that $M(||u_n||_{s,q}) < C$ for all $n \geq 1$.

We argue by contradiction. Assume that $M(||u_n||_{s,q}) \rightarrow +\infty$ as $n \rightarrow \infty$. Then by the properties of $M$, we reach that $\lim_{n \rightarrow \infty} ||u_n||_{s,q} = \infty$.

Define $g_n \equiv \frac{f_n}{M(||u_n||_{s,q})}$, then $|g_n| \leq \frac{|f_n|}{m_0}$ and hence $||g_n||_{L^1(\Omega)} \leq C$. Thus using Theorem 2.4 it holds that $||u_n||_{W^{s,q}_0(\Omega)} \leq \frac{C}{m_0}||f_n||_{L^1(\Omega)} \leq C$ for all $n$ and for all $\sigma < \frac{N}{N-s}$. Choosing $\sigma = q$, we get $||u_n||_{W^{s,q}_0(\Omega)} \leq C$, a contradiction with the main hypothesis. Thus $M(||u_n||_{s,q}) < C$ for all $n$ and then claim follows.
Consequently \( \|u_n\|_{s,q} \leq C \), therefore there exists \( \bar{u} \in W^{s,q}_0(\Omega) \) such that, up to a subsequence, \( u_n \rightarrow \bar{u} \) weakly in \( W^{s,q}_0(\Omega) \).

Let us show that \( u_n \rightarrow \bar{u} \) strongly in \( W^{s,q}_0(\Omega) \).

Recall that
\[
(-\Delta)^s u_n = \frac{f_n}{M(\|u_n\|_{s,q}^q)},
\]
by the boundedness of the sequence \( \{ \frac{f_n}{M(\|u_n\|_{s,q}^q)} \}_n \) in \( L^1(\Omega) \) and the compactness result in Theorem 2.4, we can show that Problem (P) follows as in the proof of Theorem 3.5.

Now, repeating the same computations as above and using the compactness result in Theorem 2.4 we deduce that, up to a subsequence, \( u_n \rightarrow \bar{u} \) strongly in \( W^{s,q}_0(\Omega) \).

Hence \( M(\|u_n\|_{s,q}^q) \rightarrow M(\|\bar{u}\|_{s,q}^q) \). It is clear that \( \bar{u} \) solves the problem (3.8). The uniqueness follows as in the proof of Theorem 3.3.

Define now \( T : L^1(\Omega) \rightarrow W^{s,q}_0(\Omega) \) where \( u = T(f) \) is the unique solution to problem (3.8). It is clear that \( T \) is well defined. To show that \( T \) is compact, we consider a sequence \( \{ f_n \}_n \subset L^1(\Omega) \) and define \( u_n = T(f_n) \). Then
\[
(-\Delta)^s u_n = \frac{f_n}{M(\|u_n\|_{s,q}^q)}.
\]

Now, repeating the same computations as above and using the compactness result in Theorem 2.4 we deduce that, up to a subsequence, \( u_n \rightarrow \bar{u} \) strongly in \( W^{s,q}_0(\Omega) \), for all \( \sigma < \frac{N}{N-s} \) and in particular \( u_n \rightarrow \bar{u} \) strongly in \( W^{s,q}_0(\Omega) \). Hence the result follows. \( \blacksquare \)

We are now able to state the main result of this subsection.

**Theorem 3.7.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain such that \( 0 \in \Omega \) and \( 1 < q < \frac{N}{N-s} \). Suppose that \( f \in L^1(\Omega) \) is such that \( \int_\Omega |x|^{-\theta} \, dx < c \) for some positive constant \( \theta \). Then for all \( \lambda > 0 \), the problem
\[
(P_{s,q})^\lambda \left\{ \begin{array}{ll}
M(\|u\|_{s,q}^q)(-\Delta)^s u &= \lambda \frac{u}{|x|^{2s}} + f & \text{in } \Omega, \\
u &= 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{array} \right.
\]
has a solution \( u \) such that \( \bar{u} \in W^{s,q}_0(\Omega) \) for all \( \sigma < \frac{N}{N-s} \).

**Proof.** Let \( \lambda > 0 \) be fixed and define \( f_n = T_n(f) \). Consider the approximating problem
\[
(P_{s,q})^n \left\{ \begin{array}{ll}
M(\|u_n\|_{s,q}^q)(-\Delta)^s u_n &= \lambda \frac{T_n(u_n)}{|x|^{2s}} + f_n(x) & \text{in } \Omega, \\
u_n &= 0 & \text{in } \mathbb{R}^N \setminus \Omega.
\end{array} \right.
\]

Using a direct variation of Theorem 2.4 we can show that Problem \((P_{s,q})^n\) has a solution \( u_n \in H^s_0(\Omega) \).

Let begin by proving that \( M(\|u\|_{s,q}^q) < m_1 \). We argue by contradiction, if \( M(\|u_n\|_{s,q}^q) \rightarrow +\infty \), then \( \|u\|_{s,q}^q \rightarrow +\infty \). Observe that
\[
(-\Delta)^s u_n = \frac{\lambda}{M(\|u_n\|_{s,q}^q)} \frac{T_n(u_n)}{|x|^{2s}} + \frac{f_n}{M(\|u_n\|_{s,q}^q)}.
\]
For simplicity of typing we set

\[ g_n = \frac{\lambda}{M(||u_n||_{s,q}^q)} \frac{T_n(u_n)}{|x|^{2s} + \frac{1}{n}} + \frac{f_n}{M(||u_n||_{s,q}^q)}. \]

We claim that \( \left\| \frac{u_n}{|x|^{2s}} \right\|_{L^1(\Omega)} < C \) for some positive constant \( C \).

To prove the claim we define \( \varphi \) as the unique solution to the problem

\[ \begin{cases} (-\Delta)^s \varphi = \frac{\beta \varphi}{|x|^{2s}} + 1 & \text{in } \Omega, \\ \varphi = 0 & \text{in } \mathbb{R}^N \setminus \Omega, \end{cases} \]

where \( 0 < \beta < \Lambda_{N,s} \) to be chosen later. Notice that \( \varphi \in L^\infty(\Omega \setminus B_r(0)) \) and \( \varphi \approx |x|^{-\gamma} \) where

\[ \gamma_{\beta} := \frac{N - 2s}{2} - \alpha, \]

and \( \alpha \) is given by (2.7) where \( \lambda \) is substituted by \( \beta \). It it not difficult to show that \( \gamma_{\beta} \to 0 \) as \( \beta \to 0 \).

Using \( u_n \) as a test function in (3.10) and integrating over \( \Omega \), it holds that

\[ \beta \int_\Omega \frac{\varphi u_n}{|x|^{2s}} dx + \int_\Omega u_n dx = \frac{\lambda}{M(||u_n||_{s,q}^q)} \int_\Omega \frac{u_n \varphi}{|x|^{2s}} dx + \frac{1}{M(||u_n||_{s,q}^q)} \int_\Omega f_n \varphi dx. \]

Then,

\[ (\beta - \frac{\lambda}{M(||u_n||_{s,q}^q)}) \int_\Omega \frac{\varphi u_n}{|x|^{2s}} dx + \int_\Omega u_n dx \leq \frac{1}{m_0} \int_\Omega f_n \varphi dx \leq \frac{1}{m_0} \int_\Omega f_n |x|^{-\gamma_{\beta}} dx. \]

Now, since \( M(||u_n||_{s,q}^q) \to +\infty \), we can choose \( n_0 \) large enough such that \( \beta - \frac{\lambda}{M(||u_n||_{s,q}^q)} > \varepsilon_0 > 0 \) if \( n \geq n_0 \). Hence, for \( n \geq n_0 \),

\[ \beta_0 \int_\Omega \frac{\varphi u_n}{|x|^{2s}} dx + \int_\Omega u_n dx \leq \frac{1}{m_0} \int_\Omega f |x|^{-\theta_{\varepsilon}} dx. \]

Recall that \( \int_\Omega f |x|^{-\theta} dx < c \), then we fix now \( \beta_0 \) small enough such that \( \theta_{\varepsilon} \leq \theta \). Thus \( \int_\Omega f |x|^{-\theta_{\varepsilon}} < \infty \). Thus

\[ \beta_0 \int_\Omega \frac{\varphi u_n}{|x|^{2s}} dx + \int_\Omega u_n dx < m_0^{-1} c. \]

From which we deduce that \( \left\| \frac{u_n}{|x|^{2s}} \right\|_{L^1(\Omega)} < m_0^{-1} c \) and the claim follows.

Now going back to (3.11) and using the fact that the sequence \( \{g_n\}_n \) is bounded in \( L^1(\Omega) \), we reach that the sequence \( \{u_n\}_n \) is bounded in \( W_0^{s,\sigma}(\Omega) \) for all \( \sigma < q_s^* \), in particular for \( \sigma = q \). Thus \( ||u_n||_{s,q} < c_1 \) and then \( M(||u_n||_{s,q}^q) < \tilde{C} \), a contradiction with the main hypothesis. Thus \( \{M(||u_n||_{s,q}^q)\}_n \) is bounded in \( R^+ \).

Hence, we get the existence of \( \bar{u} \in W_0^{s,q}(\Omega) \) such that, up to a subsequence, \( u_n \rightharpoonup \bar{u} \) weakly in \( W_0^{s,q}(\Omega) \), \( u_n \to \bar{u} \) strongly in \( L^p(\Omega) \) for all \( \sigma < q_s^* \) and \( u_n \to \bar{u} \) a.e in \( \Omega \).

Setting \( \alpha_n := M(||u_n||_{s,q}^q) \), then we can assume that \( \alpha_n \to \bar{\alpha} \geq m_0 \).
Let us show that $\frac{u_n}{|x|^{2s}} \to \frac{u}{|x|^{2s}}$ strongly in $L^1(\Omega)$. It is clear that $\frac{u_n}{|x|^{2s}} \to \bar{u}$ a.e. in $\Omega$. Using the fact that $u_n \to \bar{u}$ strongly in $L^q(\Omega)$ for all $\sigma < q^*$, we reach that 

$$\frac{u_n}{|x|^{2s}} \to \frac{\bar{u}}{|x|^{2s}}$$

strongly in $L^1(\Omega \setminus B_R(0))$ for all $R > 0$.

Hence to conclude we have just to show that

$$\frac{u_n}{|x|^{2s}} \to \frac{\bar{u}}{|x|^{2s}}$$

strongly in $L^1(B_R(0))$ for some $R > 0$.

Recall that from (3.15), we have

$$\int_{\Omega} \phi \frac{u_n}{|x|^{2s}} \, dx < C$$

for all $n$. By the fact that $\phi \geq C|\cdot|^{-\theta} \varepsilon$ in $B_R(0)$, it holds that

$$C \beta R^{-\theta} \int_{B_R(0)} \frac{u_n}{|x|^{2s}} \leq C$$

for all $n$.

Fix $R > 0$ to be chosen later and consider $E \subset B_R(0)$ a measurable set. Then

$$\int_E \frac{u_n}{|x|^{2s}} \, dx = \int_{E \cap B_R(0)} \frac{\phi u_n}{|x|^{2s}} \, dx + \int_{E \setminus B_R(0)} \frac{\phi u_n}{|x|^{2s}} \, dx \leq C \beta R^{\theta} \int_{E \setminus B_R(0)} \frac{\phi u_n}{|x|^{2s}} \, dx.$$

Let $\varepsilon > 0$, then we can choose $\delta > 0$ such that if $|E| < \delta$ and $n \geq n_0$, then

$$\int_{E \setminus B_R(0)} \frac{\phi u_n}{|x|^{2s}} \, dx \leq \frac{\varepsilon}{2}.$$

It is clear that we can choose $R$ small enough such that

$$C \beta R^{\theta} \leq \frac{\varepsilon}{2}.$$

Combining the above estimates, it holds that for $n \geq n_0$ and if $|E| \leq \delta$, then

$$\int_E \frac{u_n}{|x|^{2s}} \, dx \leq \varepsilon.$$

Hence, using Vitali’s lemma, we reach that $\frac{u_n}{|x|^{2s}} \to \frac{\bar{u}}{|x|^{2s}}$ strongly in $L^1(\Omega)$.

Reminding the definition of $g_n$ in (3.12) and using the compactness result in Theorem 2.1, we conclude, up to a subsequence, $u_n \to \bar{u}$ strongly in $W_0^{s,q}(\Omega)$ for all $\sigma < \frac{N}{2s}$. Thus

$$M(||u_n||_{s,q}^q) \to M(||\bar{u}||_{s,q}^q) \text{ as } n \to \infty.$$

Therefore we conclude that $\bar{u}$ satisfies

$$(-\Delta)^s \bar{u} = \frac{\lambda}{M(||\bar{u}||_{s,q}^q)} \frac{\bar{u}}{|x|^{2s}} + \frac{f}{M(||\bar{u}||_{s,q}^q)},$$

and then $\bar{u}$ is solution of Problem $(P_{s,q}^\lambda)$.

**Remark 1.** If $f \in L^q(\Omega)$ for $\sigma > 1$, then using Hölder inequality we can prove that the condition stated in Theorem 3.7 holds for $f$ for some $\theta > 0$. Thus problem $(P_{s,q}^\lambda)$ has a solution for all $f \in L^q(\Omega)$ with $\sigma > 1$ and for all $\lambda > 0$. 
4. Existence results in the case $f(x, u) := u^p + g(x)$.

Let consider now the nonlinear problem

$$
M(||u||_{s,2}^2)(-\Delta)^s u = \frac{\lambda u}{|x|^{2s}} + u^p + \mu g \quad \text{in} \quad \Omega,
$$

(4.1)

$$
\begin{align*}
&u > 0 \quad \text{in} \quad \Omega, \\
&u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \Omega.
\end{align*}
$$

In the case where $M \equiv 1$, then, as in the local case, for $\lambda < \Lambda_{N,s}$ fixed, it is possible to show the existence of a critical value $p_* > 2^*_s - 1$ such that the problem (4.1) has a nonnegative supersolution if and only if $p < p_*$. This can be obtained using suitable radial computation, according the behavior of any super-solution near the origin and a suitable test function, see [9] and [10].

The goal of this section is to check that, under suitable hypothesis on $g$ and $p$, the existence of a solution to problem (4.1) for all $\lambda > 0$. The first existence result is the following.

**Theorem 4.1.** Let $g \in L^\sigma(\Omega)$ with $\sigma \geq \frac{2N}{N+2s}$ and suppose that $p < 2^*_s - 1$, then there exists $\mu^* > 0$ such that for all $\lambda > 0$ and for all $\mu < \mu^*$, problem (4.1) has a solution $u \in H^s_0(\Omega)$.

**Proof.** In the case $M = 1$, existence of solution is proved under the condition $\lambda \leq \Lambda_{N,s}$ and the comparison principle using a suitable radial supersolution. However this argument is not applicable in our case and we have to use a different argument in order to show the existence of a solution.

The main idea is to use a suitable fixed point argument.

Fix $p < r < 2^*_s$, we can show the existence of $\mu^* > 0$ such that if $\mu < \mu^*$, then the algebraic equation

$$
C(l + \lambda^* \|f\|_{L^{\frac{2N}{N+2s}}(\Omega)}) = l^{\frac{p}{r}},
$$

where $C$ is a universal constant that will be chosen later.

Define the set

$$
E := \left\{ \varphi \in W^{s,1}_0(\Omega) : \|\varphi\|_{L^r(\Omega)} \leq l^{\frac{p}{r}} \right\}.
$$

Then $E$ is a closed convex set of $W^{s,1}_0(\Omega)$.

Now, we define $T : E \to W^{s,1}_0(\Omega)$ by $T(\varphi) = u$, where $u$ is the weak solution to

$$
M(||u||_{s,2}^2)(-\Delta)^s u = \frac{\lambda u}{|x|^{2s}} + \varphi^p + \mu g(x), \quad \text{in} \quad \Omega,
$$

(4.2)

$$
\begin{align*}
&u = 0, \quad \text{in} \quad \mathbb{R}^N \setminus \Omega.
\end{align*}
$$

It is clear that if $u = T(\varphi)$, then $u$ solves problem (4.1). Hence, to prove Theorem 4.1 we shall show that $T$ has fixed point belonging to $W^{s,2}_{0,\Omega} \cap C^{0,\alpha}(\Omega)$ for some $\alpha > 0$.

The proof will be given in several steps.

**Step 1:** $T$ is well defined.

Since $\varphi \in E$, then $\varphi^p + g \in L^{\frac{2N}{N+2s}}(\Omega)$. Thus using Theorem 3.1 and the Remark 3.2, we get the existence and the uniqueness of $u \in H^{s}_{0,\Omega}$ such that $u$ solves the problem (4.2). Hence $u \in W^{s,1}_0(\Omega)$ and then $T$ is well defined.

**Step 2:** $T(E) \subset E$.

Let $\varphi \in E$, we define $u = T(\varphi)$. By the regularity result in Proposition 3.3 it follows that

$$
\|u\|_{L^r(\Omega)} \leq C\|\varphi^p + \lambda g(x)\|_{L^{\frac{2N}{N+2s}}(\Omega)}
$$

$$
\leq C\|\varphi\|_{L^r(\Omega)}^{\frac{p}{r}} + \lambda^* \|f\|_{L^{\frac{2N}{N+2s}}(\Omega)}
$$

$$
\leq C(l + \lambda^* \|f\|_{L^{\frac{2N}{N+2s}}(\Omega)}) \leq l^{\frac{p}{r}}.
$$

(4.3)
Since, we have proved previously that \( u \in W^{s,1}_0(\Omega) \), then using the definition of \( l \), we conclude that \( u \in E \) and so, that \( T(E) \subset E \).

**Step 3: \( T \) is continuous.**

Let \( \{ \varphi_n \}_n \subset E \) be such that \( \varphi_n \to \varphi \) in \( W^{s,1}_0(\Omega) \). Consider \( u_n = T(\varphi_n) \) and \( u = T(\varphi) \). Define
\[
h_n(x) := (\varphi_n)_+^p + \lambda h(x),
\]
then to get the desired result, we have just to show that \( h_n \to h \) strongly in \( L^{\frac{2N}{N-2s}}(\Omega) \) where
\[
h(x) := (\varphi)_+^p + \lambda g(x).
\]
Using Sobolev inequality in \( W^{s,1}_0(\Omega) \) and since \( \varphi_n \to \varphi \) strongly in \( W^{s,1}_0(\Omega) \), then \( \varphi_n \to \varphi \) strongly in \( L^{\frac{2N}{N-2s}}(\Omega) \). Since \( \{ \varphi_n \}_n \) is bounded in \( L^r(\Omega) \), then using an interpolation arguments it holds that \( \varphi_n \to \varphi \) strongly in \( L^s(\Omega) \) for all \( s < r \) and in particular in \( L^{\frac{2N}{N-2s}}(\Omega) \). Hence \( u_n \to u \) strongly in \( H^s_0(\Omega) \) and then the continuity of \( T \) follows.

**Step 4: \( T \) is compact.**

Let \( \{ \varphi_n \} \subset E \) be a bounded sequence in \( W^{s,1}_0(\Omega) \) and define \( u_n = T(\varphi_n) \). We will prove that, up to a subsequence, \( u_n \to u \) in \( W^{s,1}_0(\Omega) \) for some \( u \in W^{s,1}_0(\Omega) \).

Recall that \( \{ \varphi_n \}_n \subset E \), then as in the proof of the **Step 3**, we reach that \( \{ \varphi_n \}_n \) is a bounded sequence in \( L^{\frac{2N}{N-2s}}(\Omega) \). Now, setting
\[
h_n(x) := (\varphi_n)_+^p + \lambda g(x),
\]
we have that \( \{ h_n \} \) is a bounded sequence in \( L^{\frac{2N}{N-2s}}(\Omega) \). The result then follows from the compactness result in Proposition [24].

As a conclusion, and since \( E \) is a closed convex set of \( W^{s,1}_0(\Omega) \) and, by the previous steps, we can apply the Schauder fixed point Theorem to get the existence of \( u \in E \) such that \( T(u) = u \). Thus, we conclude that problem (4.1) has a weak solution for all \( 0 < \lambda \leq \lambda^* \). It is clear that \( u \in H^s_0(\Omega) \).

\[\square\]
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