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Large-scale dynamics of the brain are routinely modelled using systems of nonlinear dynamical equations that describe the evolution of population-level activity, with distinct neural populations often coupled according to an empirically measured structural connection matrix. This modelling approach has been used to generate insights into the neural underpinnings of spontaneous brain dynamics, as recorded with techniques such as resting state functional MRI (fMRI). In fMRI, researchers have many degrees of freedom in the way that they can process the data and recent evidence indicates that the choice of pre-processing steps can have a major effect on empirical estimates of functional connectivity. However, the potential influence of such variations on modelling results are seldom considered. Here we show, using three popular whole-brain dynamical models, that different choices during fMRI preprocessing can dramatically affect model fits and interpretations of findings. Critically, we show that the ability of these models to accurately capture patterns in fMRI dynamics is mostly driven by the degree to which they fit global signals rather than interesting sources of coordinated neural dynamics. We show that widespread deflections can arise from simple global synchronisation. We introduce a simple two-parameter model that captures these fluctuations and which performs just as well as more complex, multi-parameter biophysical models. From our combined analyses of data and simulations, we describe benchmarks to evaluate model fit and validity. Although most models are not resilient to denoising, we show that relaxing the approximation of homogeneous neural populations by more explicitly modelling inter-regional effective connectivity can improve model accuracy at the expense of increased model complexity. Our results suggest that many complex biophysical models may be fitting relatively trivial properties of the data, and underscore a need for tighter integration between data quality assurance and model development.

Introduction

Since the seminal work of Biswal et al. (1), a great deal of research in functional magnetic resonance imaging (fMRI) has focused on understanding spontaneous blood-oxygenation-level-dependent (BOLD) signal fluctuations recorded in the absence of an explicit task—the so-called resting state (2, 3). These spontaneous signal fluctuations are synchronized across distributed neural systems (4) in a way that can robustly reveal, across individuals and species, an underlying network architecture that mirrors task-based co-activation patterns and underlying anatomical connectivity (5–11). These resting-state networks are sufficiently unique to enable identification of individual people, akin to a “connectome fingerprint” (12, 13), and can be used to predict performance in independently measured behavioural tasks (14, 15). They are heritable (16, 17), influence task-evoked activation and behaviour (18, 19), and are altered in diverse clinical disorders (20), suggesting that they may represent viable clinical biomarkers (21, 22).

These intriguing empirical properties of spontaneous fMRI dynamics raise questions about their physiological origins. Due to limitations on spatial and temporal resolution, fMRI alone cannot reveal these origins. To this end, large-scale biophysical models of neural activity have been used to bridge the gap between the limited measures provided by fMRI and the underlying mechanisms that might generate the observed signal properties. The most popular class of dynamic neural models (DNMs) consider activity at the level of mesoscopic neuronal populations, delineated using a particular regional parcellation of the brain (23). The models simulate the aggregate activity of each parcellated region through a series of dynamical equations whose evolution is governed by key biophysical constraints and a pre-specified form of coupling between populations. Regional signal properties, or measures of pairwise or multivariate coupling, can then be compared between the simulated and empirical data. These DNMs allow investigators to artificially manipulate neural populations, test how changes in structural connectivity affect function (7, 8), and make predictions about the effects of lesions on resting-state networks (24).

For present purposes, DNMs have three critical ingredients. The first ingredient is a biophysically relevant model of population dynamics, which describes the net neuronal activity in each brain region. Numerous models and methods have been described (see Deco et al. (23) and Breakspear (25) for reviews) but the key property of all such models is that they assign, to small patches of neural tissue, populations of exi-
tatory and inhibitory neurons that govern the local dynamics. Regardless of the model, coupling between these patches of cortex - represented as nodes in the network – is mediated via excitatory to excitatory projections (though they can be excitatory to inhibitory see Deco et al. (26)). At each node, the resultant neural dynamics are then translated to a BOLD forward model that allows a direct simulation of resting state fMRI (27–29).

The second ingredient of DNMs is an anatomically defined connectivity matrix that couples the neural populations. This matrix is typically defined using empirical estimates of structural connectivity (SC) between parcellated regions (a connectome - see Fig. 1). In human neuroimaging experiments, the connectome is normally mapped using diffusion weighted MRI, so the underlying SC matrix is weighted and undirected (although some models of species with available tract-tracing data have incorporated directionality; e.g., (30, 31) and see Kale et al. (32) for the importance in using directed connectomes).

The third key ingredient of a DNM is its set of biophysically relevant parameters, which can be classed into parameters that are defined globally or at the level of each network node. Node-level parameters translate neuronal dynamics to the population level. For example, the membrane threshold potential for a neuronal population is parametrised by the mean and variance of this voltage potential across a small patch of cortex (23, 26, 33, 34). In most cases, these are fixed at specific values, and all brain regions are treated as having a homogeneous structure and dynamics (8, 26, 35). Recent evidence has suggested benefits to incorporating regional heterogeneity in some of these parameters (31, 34, 36–38) at the cost of more free parameters and increased model complexity.

Most DNMs also contain a global parameter, denoted $G$, that is used to scale the SC matrix uniformly. This is because the weights of the SC matrix are defined in arbitrary units that are not calibrated with the population-level models. The parameter $G$ thus defines a baseline level of coupling between populations, and its specific value can have a large influence on the dynamics - values that are too high result in globally synchronous activity and values that are too low cause asynchronous fluctuations (e.g., $G = 0$ are truly uncoupled nodes). It is thus customary to fit the optimal value of $G$ to the data, depending on the specific feature one wants to model. Most commonly, $G$ is tuned to maximise the similarity between the observed and synthetic FC matrices, but other properties that capture aspects of FC dynamics through time have also been used (34, 36) (we evaluate an example below). We note that there multiple ways of formulating whole-brain models at the population level, from neural masses to fields (23, 39), but here we focus on the most common network-based approach of modelling whole-brain dynamics in which population masses are coupled via the connectome, with a global coupling parameter, $G$.

In any modelling exercise, the quality of the conclusions that one draws from the model depend heavily on the quality of the data being modelled; the old adage "garbage in, garbage out" rings true. fMRI data are notoriously noisy, and resting-state fMRI in particular has been the subject of considerable debate over how various sources of noise should be modelled and removed (40, 41). One issue that has attracted considerable attention is the presence of so-called global signal fluctuations or anatomically widespread signal deflections (WSDs): transient yet coordinated signal changes that affect the vast majority of voxels in an fMRI dataset (42, 43). Such deflections have been tied to various sources of noise, including head motion (42), heart rate variability (42), and respiration (44). Despite several efforts to remove these effects through physiological modelling (45), improved motion correction algorithms, and advances in fMRI acquisition (e.g. (46)) and de-noising (42, 44, 47), they have remained a challenge for the field. Different pipelines show variable efficacy in removing WSDs and other noise sources, and there is no widely-accepted gold standard method (40–42, 44).

WSDs are most clearly visualised using “carpet plots” (or gray plots), in which brain voxels are depicted as rows, time points as columns, and signal changes as grayscale colour variations (43, 48, 49). For example, Figure 2 shows clear WSDs due to head motion (red shaded), whereas Figure 3 shows WSDs unrelated to head motion (blue shaded) which may be tied to respiratory variations (42). These WSDs will obviously increase the global coherence of voxel-level signals, often in a way that increases correlations between FC estimates and measures of noise related to head motion (40–43) and physiology (42, 48). Such events have important implications for DNMs, given that $G$, which defines the global coupling of the model, is explicitly fitted to the data. More specifically, given a sufficiently noisy dataset, it is likely that the process of optimising $G$ in a given DNM will simply fit the WSDs in the data. Such issues of data quality have seldom been considered in the modelling literature, with many DNMs fitted to data processed using a pipeline that does not explicitly include a step (such as GSR for instance) to remove WSDs (26, 34, 50). Thus, it is possible that considerable structured, global noise may still be present in the data.

Previous studies have used DNMs to model large scale brain dynamics and have reproduced FC matrices from structural connectivity patterns across many different experimental cohorts (8, 25, 26, 35, 36, 50–52). Reproducing FC is the baseline measure of model accuracy, and studies have reached relatively high accuracy reaching up to a correlation of $r = 0.78$ (34) between the empirical and the modelled FC matrix. However, reproducing FC structure of data containing globally synchronized activity is relatively simple to reproduce (See results) and many fMRI datasets are well known to contain large WSDs (42, 43) which may be driven by spurious sources (42, 44). This puts into question whether DNMs are really performing well at capturing subtle whole-brain communication dynamics or whether they are simply performing well at capturing relatively trivial globally synchronized WSDs.

In light of these observations, this work investigates the ways in which different denoising strategies (to remove WSDs) in resting-state fMRI data influence DNM fits, and the dy-
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dynamic regimes that the fitted DNMs display. Specifically, we use a standard open source data set (53) that has previously been denoised using three different approaches (43), which range from “lenient” to “moderate” to “aggressive” in their approach to WSD removal. We test the validity and the fitting quality of three popular models in the literature given the same input data, but denoised in different ways.

We report several key findings. First, like fMRI data, the model simulations themselves exhibit WSDs with varying degrees of strength and brain-wide coverage (i.e., from groups of correlated regions, to whole brain synchronisation). In all these models, the prominence of WSDs tracks the value of the global coupling parameter, $G$. Second, model fits tend to be higher for data with more prominent WSDs, pushing the models into a more globally synchronous regime. Third, with more aggressive preprocessing, model fits reduce and the dynamic regimes of the models transition from globally synchronous to weakly synchronous. Fourth, data that have not been processed to remove large WSDs can be accurately fitted with a two-parameter global signal model that relies only on node degree in the SC matrix, coupled with global and local white noise. This result suggests that large WSDs can be generated through simple mechanisms and that models fitted to data with WSD will only be capturing relatively trivial global synchronization events. Finally, we find that heterogeneous variants of DNMs, in which node and edge parameters are allowed to vary, can improve model fits in more aggressively denoised data, at the expense of increased model complexity. These results highlight the need for careful evaluation of data quality during model-fitting, and a careful consideration of how model fits are interpreted, and a tighter integration between research efforts directed towards data collection and modelling. All analysis code used here is provided as an open source toolbox available at http://github.com/KevinAquino/modelling_comparisons/.

### Imaging Methods

#### Resting state fMRI.

Here, we used a transparent, open rsfMRI dataset processed using open-source pipelines from fmriprep (54).

**Imaging data & preprocessing.** We utilized the open source dataset from the healthy controls of the UCLA Consortium for Neuropsychiatric Phenomics LA5c Study (53) (v00016 openneuro.org/datasets/ds000030/).

The scanning parameters for these data are described in (54). Briefly, task-free fMRI was acquired with an echo-planar imaging (EPI) sequence at 3T on a Siemens Trio 3T MRI Scanner and a 32-channel receive-only head coil. The fMRI imaging parameters involved echo time (TE) = 30 ms, 3 mm Inplane resolution, 34 slices with 4 mm slice thickness, FA = 90, field of view = 192 mm, matrix = 64 × 64, using an oblique and interleaved Gradient echo EPI sequences, TR = 2 s, and a total of 152 Volumes resulting in 304 s of resting state fMRI. A total of 270 subjects were acquired, for which we only focused on 121 healthy controls within the sample.

A “Base” preprocessing pipeline was used on the UCLA dataset using fmriprep v1.1.1 as described in (43). Briefly, this involves processing the T1-weighted anatomical images using bias field correction, brain extraction, freesurfer segmentation, and volume normalisation to the MNI 152 Nonlinear Asymmetric template version 2009c (55). For the functional MRI data, the minimal preprocessing steps involve: slice time correction, motion correction, distortion correction using a template based $B_0$ image, and co-registration to the T1 anatomical image. The code to run all of these analyses is located at https://github.com/BMHLab/DiCER.git and specific details of the algorithms are detailed in Aquino et al. (43). In the following sections, we describe de-noising strategies that follow base preprocessing.

**Denoising strategies.** Functional MRI data were analysed within the MNI 152 Asymmetric 2009c space, resampled to the native BOLD image dimensions of each individual. We resampled any requisite anatomical masks/images to this space (including those that were not automatically resampled in the fmriprep workflow).

We restrict our analysis to gray-matter voxels (GM), retaining only voxels with GM probability (calculated in fmriprep) greater than 50% to minimise partial-volume effects. We also exclude voxels with signal intensities below 70% of the mean MRI signal intensity to avoid contamination by voxels with low signal caused by susceptibility and partial-volume effects.

ICA-based Automatic Removal Of Motion Artifacts (AROMA) was used to generate noise regressors, which were removed from the data using the non-aggressive variant of the method (56). Regressors were calculated on the spatially smoothed minimally preprocessed images (as described within fmriprep as a 6 mm FHWM kernel) and then applied to the unsmoothed preprocessed images.

Following ICA-AROMA, we extracted mean time courses from eroded masks (using a $3 \times 3 \times 3$ erosion kernel) of the WM and CSF. The masks were generated by following Parkes et al. (41) and Power et al. (42), where CSF and WM ROIs were created from tissue probability maps in fmriprep. We eroded the WM mask five times and the CSF mask once. Erosion is crucial to avoid partial-volume effects from gray matter, which inflates the correlation between WM/CSF estimates and the global-mean signal (41, 57).

We extracted these signals from the AROMA-denoised data, as performed in Pruim et al. (56).

The above steps are fairly standard and accepted de-noising techniques, but they are insufficient for removing widespread WSDs that are often tied to physiological and motion-related noise (40–43). To explicitly address the problem of WSDs, we implemented two different types of correction: Global signal regression (GSR), and Diffuse Cluster Estimation and Regression (DiCER), both of which have been shown to mitigate the influences of WSDs in different ways (43).

For GSR, we use the mean gray-matter signal as an estimate of the global signal, since the two are highly correlated and grey matter contributes the most to the global signal (42, 48).
We thus refer to regression of this signal grey matter regression (GMR) for clarity. This method is by far the most commonly used to address WSDs in fMRI data.

Our second processing stream removed WSDs using DiCER. As shown in (43), GMR often results in incomplete removal of WSDs when the data are inspected under an appropriate re-ordering of the conventional carpet plot. DiCER iteratively removes WSDs by extracting representative signals for diffuse, weakly correlated clusters of voxels. The method shows superior denoising efficacy to GMR and can improve statistical sensitivity within datasets (43). Critically, it can be used to remove all WSDs, resulting in a “flattened” carpet plot. Whether this is desirable for fMRI processing remains debatable (43, 47, 58), but we use it here to evaluate pet plot. Whether this is desirable for fMRI processing re-
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The data, including the minimally preprocessed data, were then detrended with a 2nd order polynomial and high-

pass filtered at 0.005 Hz using AFNI’s 3dtproject. This procedure resulted in four datasets for each subject, labeled ‘pre-ICA-AROMA’, ‘ICA-AROMA+2P’, ‘ICA-AROMA+2P+GMR’, ‘ICA-AROMA+2P+DiCER’.

**Node definition and functional connectivity matrices.** We defined brain regions using the the Desikan Killiany atlas (59), mapped on to cortical surface models of individual participants generated using FreeSurfer (60). This cortical parcela-

acion was combined with the aseg segmentation of subcor-

ical structures also provided by FreeSurfer, resulting in 82 regions.

The mean fMRI time series from each region was extracted from each of the four processing streams. Correla-

tions between time series for each pair of regions were then estimated, resulting in a set of four connectivity FC matrices of size $82 \times 82$ for each subject. We note that the general points we make here will apply regardless of the specific parcellation chosen.

**Structural connectivity matrix (SC).** We mapped structural connectivity using Human Connectome Project (HCP) data for 973 participants. Data were acquired on a customised Siemens 3T “Connectome Skyra” scanner at Washington University in St Louis, Missouri, USA using a multi-shell protocol for the DWI with the following parameters: 1.25 mm$^3$ voxel size, TR = 5520 ms, TE = 89.5 ms, FOV of 210 x 180 mm, 270 directions with $b = 1000, 2000, 3000$ $s/mm^2$ (90 per $b$ value), and $18 b = 0$ volumes. Structural $T_1$-weighted data were acquired with 0.7 mm$^3$ voxels, TR = 2400 ms, TE = 2.14 ms, FOV of 224 x 224 mm (61, 62). The HCP data were processed according to the HCP minimal preprocessing pipeline, which included normalisation of mean $b = 0$ images across diffusion acquisitions, and correction for EPI susceptibility and signal outliers, eddy-current-induced distortions, slice dropouts, gradient nonlinearities and subject motion. $T_1$-weighted data were corrected for grad-

ient and readout distortions prior to being processed with FreeSurfer (62). Tractography was conducted using the Fibre Orientation Distributions (iFOD2) algorithm, as implemented in MRtrix3 (63), which utilises Fibre Orientation Distributions (FODs) estimated for each voxel using Constrained Spherical Deconvolution (64–66). This approach can improve the reconstruction of tracts in highly curved and crossing fibre regions (64, 66).

Streamline seeds were preferentially selected from areas where streamline density was under-estimated with respect to fibre density estimates from the diffusion model (14). We used Anatomically Constrained Tractography to further im-

prove the biological accuracy of streamlines (67). To create a structural connectivity matrix, streamlines were assigned to each of the closest regions in the parcellation within a 5 mm radius of the streamline endpoints (68), yielding an undirected $82 \times 82$ connectivity matrix per subject. The resulting matrices were averaged to form a group-average SC matrix which was normalised to have maximum connectivity 0.2.

**Quality control methods.** We are interested in understanding how DNMs perform following the application of different denoising (i.e. the removal of signals associated to non-

neuronal fluctuations) pipelines to fMRI data. Implicit in this comparison is the notion that some pipelines may be more effective than others in removing WSDs and other sources of noise (40, 41, 43). We thus use several indices of denoising efficacy, defined at both the individual and group level. We note that our analyses are restricted only to subjects that pass strict inclusion criteria, as described in Aquino et al. (43), which includes only participants with low-to-moderate head motion (Mean framewise displacement: FD < 0.2, only allowing 20% of frames to pass FD = 0.25, and excluding subjects that have 5 mm FD spikes).

At the individual level, we use carpet plots to evaluate denoising efficacy. We construct these plots for each partici-

pant by taking each fMRI time series and performing a $z$-score time series for each subject. In these plots, WSDs appear as large vertical bands; the plots can thus be used to visually inspect the degree to which a given preprocessing pipeline has removed these deflections. Reordering the rows of the carpet plot can emphasise distinct structures in the data. As defined in Aquino et al. (43), we use two types of ordering: (1) an ordering of voxels by their correlation to the global signal (GSO), which can be used to identify gradients of such a correlation across voxels; and (2) an ordering based on hierarchical clustering (CO), as implemented in https://github.com/BMHLab/DiCER, which can be used to reveal additional, more complex WSDs (see (43) for
We use CO for the data, where carpet plots are shown at the level of individual voxels, and GSO for the models, where carpet plots are shown at the level of parcellated regions. A large collection of over 500 subjects of these visualisations for the UCLA and other cohorts is available at: https://bmhlab.github.io/DiCER_results/. We also quantify the “flatness” of each individual’s carpet plot using the variance explained by the first principal component (PC) of the voxel × time rsfMRI data matrix, denoted as ‘VE1’. High values of VE1 indicate that a large proportion of fMRI variance can be captured by a single component (PC1), consistent with the presence of dominant WSDs.

At the group level, we consider two measures of denoising efficacy. The first is the Quality Control–Functional Connectivity correlation (QC–FC), which is a commonly used benchmark (40–42) and is estimated as the cross-participant correlation between FC and mean FD at each edge in an FC network. The QC–FC correlation quantifies the association between inter-individual variance in FC and gross head motion, indexed by mean framewise Displacement (mFD) (57).

An efficient denoising method will result in data that is less corrupted by head motion and thus lower QC–FC scores. As done previously (40, 41, 43), we estimate the QC–FC for each network edge, and summarise the findings by counting the percentage of $p < 0.05$ (uncorrected) QC–FC correlations.

**Modelling Methods**

We evaluate the performance of three DNMs that are used widely and have been previously shown to reproduce empirical rsfMRI FC patterns (24, 26, 30, 31, 34–37, 51, 52, 69). These models are a subset of all available neural models but are representative of the classes of models used to fit empirical rsfMRI in the literature. The models have the following general form:

$$\frac{dz_i}{dt} = f(z_i, \theta_i, C, G),$$

where neural activity $z_i(t)$ is described at node $i$, owing to a dynamical model $f$ that depends on all other nodes (and populations) $z_i$, with parameters $\theta_i$ and structural connectivity matrix $C$ scaled by global parameter $G$. Below we describe the details of each model.

**The balanced excitation-inhibition model.** The balanced excitation-inhibition (BEI) model uses a mean-field approach to simulate the collective behaviour of excitatory cell populations that are in “balance” with inhibitory populations (26). This firing rate model is an extension of the Wong
and Wang (70) model that additionally tunes the excitatory-inhibitory ratio of each population such that each node in the system has a mean firing rate of 3 Hz, as suggested by invasive neurophysiological recordings (see (70) and (26)). This balance of excitatory to inhibitory connections ensures stability of the neural populations. The model comprises coupled stochastic differential equations that simulate the firing rates of excitatory (E) and inhibitory populations (I):

\[
I_E^i = W_E I_0 + w_+ J_N S_E^i + GJ \sum_j C_{ij} S_j^E + \ldots + J_i S_i^I + I_{\text{external}}, \quad (2)
\]

\[
I_I^i = W_I I_0 + J_N S_I^i + S_I^I, \quad (3)
\]

\[
\frac{dS_E^i(t)}{dt} = -\frac{S_E^i}{\tau_E} + (1 - S_E^i)\gamma r_E^i + \sigma \nu_i(t), \quad (4)
\]

\[
\frac{dS_I^i(t)}{dt} = -\frac{S_I^i}{\tau_I} + r_I^i + \sigma \nu_i(t), \quad (5)
\]

\[
r_E^i = H(E, I_E^i), \quad (6)
\]

\[
r_I^i = H(I, I_I^i), \quad (7)
\]

\[
H(x, y) = \frac{1}{1 - \exp(-d_x (ax y - bx))}, \quad (8)
\]

where the variable \(I_{E,I}^i\) indicates ionic current, \(S_{E,I}^i\) denotes the average synaptic gating variable, and \(r_{E,I}^i\) denotes the population firing rate. All these dynamic variables are described at excitatory and inhibitory populations (E, I) at node \(i\). The parameters \(W_E, W_I\) describe the overall scaling of the excitatory and inhibitory currents respectively, \(w_+\) describes the local excitatory recurrence, \(J_N\) is the excitatory synaptic coupling, \(\tau_E, \tau_I\) are time constants for excitatory and inhibitory populations, \(\gamma\) is a kinetic rate constant. The function \(H(x,y)\) is the neuronal input-output response function for population \(x\) due to input current \(y\), which is parametrised for population \(x\) with parameters \(a_x\) and \(b_x\). The function \(H(x,y)\) defines how the net current \(I\) induces a population level firing rate \(r\).

The model simulates resting state activity as the neural response to a noisy input \(\sigma \nu_i(t)\), where \(\sigma\) scales the level of noise. We evaluated the model numerically using MATLAB with an Euler-Maryuami integration scheme with time step 0.01 ms. We note that the balancing of the dynamics – i.e., setting the local firing rate to 3 Hz – is achieved by adjusting the ratio of the influence of the inhibitory populations parametrised by the parameter \(J_i\). The value of \(J_i\) is estimated via a greedy search algorithm that adjusts \(J_i\) so that each node achieves an excitatory frequency of 3 Hz as described by Deco et al. (26) where the initial estimate for the search is the fixed point of the dynamical system (see Appendix). The parameters, and their nominal values are in Table 1. The algorithmic implementation can be found at http://github.com/KevinAquino/modelling_comparisons/.

To simulate BOLD dynamics, the output of the synaptic gating \(S_E(t)\) is set as the neural drive, \(z_{\text{BEI}}\), for the BOLD response (see below):

\[
z_{\text{BEI}}^i = S_E^i(t). \quad (9)
\]

Finally, we note that \(G\) has no direct physiological analog and is fitted to the data so as to maximise the correlation between simulated and empirical FC estimates and minimise the discrepancy between predicted and empirical dynamic FC, as described below.

**Breakspear–Terry–Friston Model.** The Breakspear Terry Friston (BTF) model simulates neuronal dynamics through a series of neuronal masses based on the Hodgkin-Huxley model (or equivalently the reduced Morris-Lecar model (71)) and has been used extensively in the literature (8, 24, 33, 35, 51, 52) including the influential study of the structure to function relationship of the human connectome(8). The main dynamical variables are the excitatory (\(V\)) and inhibitory (\(Z\)) membrane potentials, and the fraction of open sodium channels (\(W\)). At the level of node \(i\), the dynamics are derived by using the equivalent electrical circuits of excitatory neurons, averaged over a small patch of cortex, that describe the conductance of sodium (Na), potassium (K) and calcium ions (Ca). The dynamical equations are

\[
\frac{dV_i}{dt} = -\left[ g_{\text{Ca}}^i + r Q_{\text{Ca}}^i \right] m_{\text{Ca}}^i (V_i - V_{\text{Ca}}^i) - \left( g_{\text{Na}}^i m_{\text{Na}}^i + Q_{\text{Na}}^i \right) (V_i - V_{\text{Na}}^i) - g^K W_i (V_i - V_K^i) - g^L (V_i - V_L^i) - a^{se} Z Q_{\text{Z}}^i + a^{se} I, \quad (10)
\]

\[
\frac{dW_i}{dt} = \frac{\phi}{\tau} (m_{\text{Ca}}^i - W_i), \quad (11)
\]

\[
\frac{dZ_i}{dt} = b (a^{ni} I + a^{ei} V_i Q_{\text{V}}^i), \quad (12)
\]

\[
Q_{\text{V}}^i = \frac{1}{2} \left\{ 1 + \tanh \left[ (X_{(i)} - X_T^i) / \delta_{(i)}^i \right] \right\}, \quad (13)
\]

\[
m_{\text{ion}}^i = \frac{1}{2} \left\{ 1 + \tanh \left[ (V_i - V_{\text{ion}})/\delta_{\text{ion}} \right] \right\}, \quad (14)
\]

where the firing rate \(Q_{\text{V}}^i, Z\) for excitatory and inhibitory populations are described via a sigmoid function that models the action potential at a population level, which is parametrised by the mean population thresholds \(V_T^i, Z_T^i\), and the variance of these thresholds \(\delta V, Z\). The parameter \(g_{\text{Na,Ca,K}}^i\) is the conductance of ion channels and \(r\) is the ratio of NMDA to AMPA receptors. The term \(m_{\text{ion}}^i\) is the ratio of the open to closed ion channels that is described according to a sigmoid, parametrised by the mean Nerst potentials of the ion channels \(V_{\text{ion}}\) with the term \(\delta_{\text{ion}}\) capturing the variance of these potentials.

We note that the ratio of open to closed ion Potassium channels is a special case and treated differently. As described in Breakspear et al. (33), this ratio varies dynamically to relax via an exponential decay in Eq. 11, where the decay parameter \(\tau\) is the relaxation rate and \(\phi\) is the temperature scaling factor. The parameters \(a^{ec}, a^{ei}, a^{ec}, a^{ne}, a^{na}\) are the connection weights between inhibitory (i), excitatory (e), and exter-
nal input \((n)\) populations. The external population is modelled simply as a population that has input ionic current \(I\).

In this model, leaky currents are included that dissipate the excitatory membrane potential with appropriate parameters (of conductance and Nerst potential) with superscript \(L\). The coupling between nodes \((G > 0)\) is mediated through excitatory projections, where the net firing rate from the network onto a single node is given by

\[
Q^\Sigma_i = (1-G) r a^{ee} Q^V_i + G r a^{ee} \sum_{j,j\neq i} Q^V_j C_{ij} D_j, \tag{15}
\]

where \(D_i\) is the weighted degree of the node \((D_i = \sum_j C_{ij})\), and \(Q^\Sigma_i\) modulates the contributions of sodium and calcium excitatory membrane potentials. These equations form a nonlinear dynamical system that, for realistic biophysical parameters and relatively weak coupling (low \(G\)), exhibits chaotic dynamics with weakly synchronised activity \((72)\). It is this regime that is typically used to model neural dynamics \((8, 35, 51, 52)\). As in the BEI model, \(G\) has no direct physiological analog and is chosen to maximise similarity between simulations and data (see below for more details).

The BTF model simulates spontaneous activity as the cortical response due to unstructured white noise \(a^{ee} I\), where \(I\) is the nonspecific subcortical current. As the system of equations exhibit emergent chaotic behaviour, it is only necessary to include random initial conditions across all nodes to reproduce ongoing dynamics as opposed to the constant drive of noise \(a(t)\) in the BEI model (and the Hopf model below) where the dynamics relax back down to the fixed point following excitation. Specifically, at each run of the BTF model, we set initial random (with a uniform distribution) values for \(V, W\) and \(Z\) at \(t = 0\) that range between: \([-0.6,0.2]\), \([0,0.6]\) and \([-0.03,0.13]\) mV respectively.

The model parameter values are listed in Table 2. The model was numerically integrated using a 4th order Runge-Kutta scheme within the Brain Dynamics Toolbox \((73)\) in MATLAB (details within the provided toolbox).

To derive BOLD dynamics, the absolute rate of change of the excitatory membrane potential is used as a proxy for the glutamate uptake that drives the neurovascular response, i.e.

\[
z^\Sigma_{BTF} = \left| \frac{dV_i(t)}{dt} \right|, \tag{16}
\]

where the drive \(z^\Sigma_{BTF}\) is used in a BOLD forward model (see below).

**The Hopf bifurcation model.** The BEI and BTF models attempt to simulate neuronal activity as the evolution of a set of explicitly parametrised biophysical processes. The BEI models synaptically driven dynamics by noise whereas the BTF models ion channel dynamics. The BEI model exhibits stochastic noisy dynamics without explicit oscillations and the BTF model exhibits oscillatory chaotic dynamics. An alternative approach is to model oscillations, noise, and their combination; i.e., noisy oscillations. This can be achieved using the Supercritical Hopf bifurcation oscillator - which is a normal form to model the dynamic behaviour present in many biophysically realistic models \((34, 74-78)\). The explicit model described in Deco et al. \((34)\) describes dynamics for two variables \(x_i, y_i\) per node \(i\) through a series of coupled stochastic differential equations:

\[
\frac{dx_i}{dt} = \left[ a - x_i^2 - y_i \right] x_i - \omega_i y_i + G \sum_j C_{ij} (x_i - x_j) + \beta \eta_i(t), \tag{17}
\]

\[
\frac{dy_i}{dt} = \left[ a - x_i^2 - y_i \right] y_i - \omega_i x_i + G \sum_j C_{ij} (y_i - y_j) + \beta \eta_i(t), \tag{18}
\]

where \(a\) is the bifurcation parameter that, at the node level, tunes the system to be in one of three regimes. At the individual node level without coupling \((G = 0)\), if \(a > 0\) the system is in an oscillatory regime with frequency \(\omega\), and if \(a <= 0\) the system lies around a fixed point perturbed by Gaussian noise \(\eta(t)\) (with standard deviation \(\beta\)). When coupling between nodes is introduced \((G > 0)\) through the term \(G \sum_j C_{ij} (y_i - y_j)\), the dynamics of the system changes its characteristics in accordance with the bifurcation parameter \(a\). When \(a < 0\), the dynamical system exhibits noisy deviations about a stable fixed point, when \(a \approx 0\) the system exhibits noisy oscillations, and when \(a > 0\) the system exhibits oscillatory behaviour. The frequency \(\omega\) is estimated from resting state data itself by calculating the peak frequency for all nodes within the narrow frequency band from 0.04 to 0.07 Hz and averaged over all subjects.

This model requires two parameters to be fitted: the global coupling parameter \(G\), and the bifurcation parameter \(a\). We use \(a = -0.001\), as per prior work \((34)\) and fitted \(G\) to maximise similarity between simulations and data (see below for more details for all homogeneous models). The last parameter \(\beta\) determines the strength of the noise term which is set at 0.02. The dynamical equations are solved with MATLAB, using an Euler Murayami integration scheme (with time step 0.01 ms with the code available at http://github.com/KevinAquino/modelling_comparisons/ with the parameters described in Table 3.

Since the oscillations are set to the frequency of the BOLD response, there is no need for a BOLD forward model with the Hopf model\((34)\).

**Imposing Heterogeneity.** The presented models impose uniform node parameters. Such models provide moderate predictive power for static FC but can have limited efficacy in capturing dynamic (i.e. time-varying) properties of FC \((34)\). To improve model fitting to both static and dynamic aspects of FC, we can increase the degrees of freedom of a given model by introducing heterogeneity to the node-level parameters \((36, 38)\). This is because heterogeneity of node parameters can cause changes in local dynamics (e.g., temporal autocorrelation, excited frequencies per node, and the ratio between noise and oscillations), which can disrupt globally
synchronous activity and expand the dynamic range of the system. To limit computational burden, we evaluate a simple form of heterogeneity within the Hopf model by varying the value of the bifurcation parameter \( \alpha \) at the node level and specifying a node specific bifurcation parameter \( \alpha_i \), yielding:

\[
\frac{dx_i}{dt} = \left[ a_i - x_i^2 - y_i^2 \right] x_i - \omega_i y_i - \sum_j \beta C_{ij}(x_i - x_j) + \beta \eta_i(t),
\]

(21)

\[
\frac{dy_i}{dt} = \left[ a_i - x_i^2 - y_i^2 \right] y_i - \omega_i x_i - \sum_j \beta C_{ij}(y_i - y_j) + \beta \eta_i(t).
\]

(22)

The model is estimated following Deco et al. (34), where for each \( G \) we optimise \( \alpha_i \) using a greedy search algorithm to optimise the match between simulated and recorded dy-
namics. We introduce this edge heterogeneity to the node-
homogeneous Hopf model, using the optimisation procedure described below. We denote as Hopf-node and Hopf-edge and as the node-heterogeneous and edge-heterogeneous Hopf models, respectively.

**BOLD forward model.** The neural dynamics resulting from both the BTF (Eq. 16) and BEI models (Eq. 1) are translated to BOLD activity via the Balloon-Windkessel model (27, 28, 79), using (Eq. 16) and (Eq. 1) as neuronal drivers to the system (See appendix). Although the balloon model is not a physiologically faithful model of vascular hemodynamics (80–83), it can reproduce the nonlinear BOLD dynamics in task fMRI and is routinely used and fitted in dynamic causal modelling (27). We also use this model in place of more realistic models of the hemodynamic response (83–85) for adequate comparisons with previous studies of large-scale brain modelling.

As the Hopf bifurcation model simulates general dynamics it does not need a forward model as the dynamics of \( x_j \) can be set at the time scale and properties of BOLD fMRI fluctuations.

For all models, a total of 5 minutes of spontaneous activity was simulated and downsampled to a sampling rate of 2 s, mirroring the time scale of typical single-band resting state fMRI data and the specific dataset considered here.

**Parameter Optimization.** While all of the presented models have parameters that are based on physiological recordings (BTF, BEI) or direct measurements of dynamics (Hopf), they additionally require a specification of the global scaling hyperparameter \( G \). This parameter has no direct analogue with data and is chosen to optimise the match between simulated data and experiment. Below we describe the metrics that we used to quantify model fit and the general approach for optimising \( G \) in homogeneous models (models with uniform node parameters). We then describe further optimisation steps taken for the Hopf-node and Hopf-edge heterogeneous models. For each of the models considered, at each possible value of \( G \), the resting state simulation is run for 304 seconds (post initial transients in the dynamic models) and run 108 times to match the number of subjects in the empirical data (that pass quality control measures).

**Assessing model performance.** We evaluate model performance with respect to static and dynamic FC properties as has been done previously (26, 34). For static FC, we first estimate Pearson correlations between every pair of simulated regional time series in the model to generate a synthetic FC matrix. We then quantify static FC model fit as the correlation, \( R_s \), between the upper triangles of the z-transformed synthetic (\( FC_s \)) and empirical (\( FC_e \)) FC matrices:

\[
R_s = \text{corr}[\text{tanh}^{-1}(FC_e), \text{tanh}^{-1}(FC_s)],
\]

(23)
as performed in Deco et al. (26). This metric ranges from −1 to 1, where \( R_s = 0 \) implies the model and data are completely uncorrelated an \( |R_s| = 1 \) implies an exact correlation of the functional connectivity structure between data and model. To fit dynamic properties of FC, we focus on the phase-derived functional connectivity dynamics (FCD). This measure is an improvement on previous FCD metrics (34) as it is not based on amplitude and evaluates phase-lagged coupling structure over time. First, the time series at each node is filtered with a 2nd order band-pass Butterworth filter (between 0.04 and 0.7 Hz). The instantaneous analytic phase \( \theta_j(t) \) from each node \( j \) is estimated by using the Hilbert transform and the cosine of phase difference between node \( i \) and \( j \), \( \Delta_c(i,j,t) \) is then calculated as follows:

\[
\Delta_c(i,j,t) = \cos[\theta_i(t) - \theta_j(t)].
\]

(24)

This metric is the instantaneous phase difference between node \( i \) and \( j \) at time \( t \), and thus captures the level of synchrony between nodes at each time point. To determine the time-varying aspects of this synchrony across all nodes, we compute the dot product \( (\phi_{uv}) \) between the upper triangle of the matrix in Eq. 24 (i.e. across all nodes) in one time instance \( \tau_u \) vs another time instance \( \tau_v \) i.e.

\[
\phi_{uv} = \frac{1}{d_c(u)d_c(v)} \sum_{i>j} \Delta_c(i,j,\tau_u) \Delta_c(i,j,\tau_v),
\]

(25)

where:

\[
d_c(u) = \sqrt{\sum_{i>j} \Delta_c(i,j,\tau_u)^2}.
\]

(26)

We can interpret \( \phi_{uv} \) as the similarity of the global synchrony between time \( \tau_u \) and time \( \tau_v \).
The $\phi_{uv}$ metric will exhibit block structure off the main diagonal if the overall network dynamics, as revealed by the pairwise phase differences between nodes, are similar between a given pair of time points. The distribution of $\phi_{uv}$ (i.e. across all time lags) thus characterises general fluctuations of the system. As the distribution of $\phi_{uv}$ in a single instance of either a model simulation or the data depends on the specific synchrony transitions, the distribution of $\phi_{uv}$ is analysed over multiple realisations of the model or in data it is aggregated across all subjects at a group level.

We quantify the similarity of fluctuations between model and data at the level of $\phi_{uv}$ distributions using the Kolmogorov-Smirnoff (KS) statistic - a measure of the “distance” between two distributions. A low score on this statistic indicates more similar fluctuations. We denote the KS statistic metric as the functional connectivity dynamics - FCD.

Optimising homogeneous models. In the homogeneous models specified here, we only require the tuning of the hyperparameter $G$. This parameter is tuned to maximise $R_s$ (fit to static FC) and minimise FCD (fit to dynamic FC). This one-parameter optimisation has been used previously in Deco et al. (34) and in that study $R_s$ typically monotonically increases (or plateaus) whereas FCD is minimised. The use of two metrics allows a tight constraint: to maximise $R_s$ and minimise FCD.

Optimising the node-heterogeneous model. As described above, we impose heterogeneity at the node level by varying the local bifurcation parameter $a_i$ of the Hopf model, as described in Equations 21 and 22. To find values of $a_i$ we use the approach in Deco et al. (34) where, for a given coupling $G$, the parameter $a_i$ for node $i$ is varied to match the observed local power spectra – specifically to match the ratio of low frequency power relative to high frequency power. The rationale is that high frequencies are related to noisy processes (as the BOLD response is mostly a low-pass filter) compared to low frequency oscillations, which are more strongly determined by network activity. This optimisation is achieved using a gradient descent algorithm, where we vary $a_i$ as

$$a_i = a_i + \eta(p_i^c - p_i^s),$$

where $\eta = 0.1$, and both $p_i^c$ and $p_i^s$ are the ratios of the total power in the narrow band between 0.04 and 0.07 Hz and the high frequency power 0.07 and 0.25 Hz for the empirical and simulated data respectively. Note that the empirical ratio $p_i^c$ has been averaged over all subjects. This optimisation drives each node toward the oscillatory regime if $p_i^c - p_i^s > 0$ or toward the noise regime if $p_i^c - p_i^s < 0$. The stopping criterion is $|p_i^c - p_i^s| < 0.1$. Once the model parameters have been optimised for a particular $G$, the model is then run as above with these optimised parameters (i.e. run 108 times with each run lasting 304s to match the data).

Optimising the edge-heterogeneous model. To introduce heterogeneity at the level of edges (i.e. variation of connectivity weights) we vary $C_{ij}$ in the Hopf model as follows. First, the connectivity strengths that have non-zero values in $C$ are used as a mask such that only those edges will be modified, with the model of effective connectivity initialised as $E_{ij} = C_{ij}$. Second, for each value of $G$, the model is estimated. Third, after each model simulation the edges $E_{ij}$ are adjusted such that

$$E_{ij} = E_{ij} + \eta_e [< \Delta \phi_{ij} >_t - < \Delta \phi_{ij} >_t],$$

where the strength of edge variation $\eta_e = 0.01$, and where $< \Delta \phi_{ij} >_t$ and $< \Delta \phi_{ij} >_t$ are the time-averaged phase cosine difference (as per 24) between node $i$ and node $j$ for the experimental data, $e$, and simulated data, $s$, respectively. This procedure forces pairs of nodes to match the level of synchrony exhibited in the data and is repeated for all edges in the mask, constituting one iteration of the optimisation. This adjustment is repeated until the root mean square of $< \Delta \phi_{ij} >_t - < \Delta \phi_{ij} >_t$ falls below 0.01, thus optimising the match between model and data with respect to inter-regional synchrony. If the edge adjustment yields an edge to have $E_{ij} < 0$, then this edge is set to 0. This greedy optimisation converges and is a rough approximation of the procedure in Gilson et al. (69), however here $E_{ij}$ is symmetric.

As the parameters for $E_{ij}$ span all possible edges, i.e. $(N \times N - N)/2$ parameters, this procedure can be prone to overfitting (as is the case for the node level heterogeneity but we exclude that comparison in this study). We thus fitted $E_{ij}$ on 80% of the sample and tested model performance on the remaining 20% of the data. This cross-validation step is repeated 108 times, i.e., the 80% random splitting, where the subject selection is without replacement in the test–retest split.

Results

The results are structured as follow. First, we investigate the spatiotemporal characteristics of fMRI data and properties of data denoising pipelines that can influence model fits. Second, we characterise the spatiotemporal characteristics of the homogeneous DNMs and compare the gross features of the models with the data. Third, we quantitatively evaluate heterogeneous model fits to the data in the static and dynamic regimes, where the data have been preprocessed using different denoising algorithms. Finally, we evaluate the performance of heterogeneous models in capturing aspects of the data that are not accurately reproduced by homogeneous models.

Spatiotemporal properties of rsfMRI data. To enable us to better understand model performance we present the data that is the target of model simulations. Specifically, we show here how different preprocessing procedures can affect the spatiotemporal structure of fMRI data and that will thus lead to different models. Figure 2C, shows carpetplots for a “high-motion” subject from the UCLA cohort (sub-10274) following basic preprocessing (pre-ICA-AROMA), along with corresponding global signal and motion traces (Figs. 2A and B, respectively). This individual shows pronounced WSDs that
are at times tied to motion events as captured by the mean framewise displacement (FD) (red rectangles). Additional WSDs that are not linked to motion (blue rectangles) can be linked to physiological events such as respiration (44, 49) or heart-rate variability (86). A robust de-noising method – ICA-AROMA with regression of white and CSF signals (+2P) — can reduce motion-related contamination but often leaves significant residual WSDs (44, 87), as shown in Fig. 2D. The effect of these WSDs on network architecture is shown in the FC matrix in Fig. 2G, where globally positive correlations are evident. Application of GMR, as seen in Fig 2E, can help mitigate the effects of WSDs, but centres the distribution of FC values on zero (88, 89) and thus introduces negative correlations throughout, some of which may be spurious (89, 90) (see Fig. 2H and Fig. 3H). Moreover, GMR will only be effective in removing WSDs if the signal deflections are in phase (especially if they are $\pi$ radians out of phase). In some individuals, WSDs can have a biphasic (in this dataset they are out of phase by $\pi$ rad.) appearance, with some voxels showing increased signal and others showing decreased signal. In these cases, GMR will be ineffective (43), as shown in Fig. 3 in blue where at times the WSDs are expressed in two clear phases - i.e., the top half has the opposite sign of the bottom half, and GMR does not have a significant impact on WSD structure at these periods (compare the residual WSD structure in Fig. 3D vs Fig. 3E in the blue vertical stripes).

DiCER was developed to identify and remove these more complex WSDs that are not adequately removed by GMR (43). On application of DiCER to the ICA-AROMA+2P output from all participants, the carpet plots in Figures 2F and 3F show the effective removal of WSDs, whilst revealing FC matrices in Figs. 2 I and 3 I that have structure without zero-centring the FC matrix by construction.

Figure 4 further shows the differences between preprocessing strategies with respect to group-level quality metrics. First, we can see that the correlation structure of the sample mean FC matrices differ substantially as a function of denoising strategy. Following ICA-AROMA+2P, the data is globally positively correlated (Fig. 4A). ICA-AROMA+GSR reveals more structure, with an approximately equal proportion of positive and negative correlations (Fig. 4B). Finally, ICA-AROMA+DiCER also shows reduced global correlations, with similar positive FC structure to GMR but reduced magnitude of negative FC estimates (Fig. 4C).

As shown in Figures 2 and 3, the three de-noising pipelines differ in the extent to which they remove WSDs from the data; i.e., they extent to which they “flatten” the carpetplot. One metric that can capture the flatness of the carpetplot is the proportion of variance explained by the first principal component of the data matrix, VE1 (see methods). Plotting VE1 for each individual, we see a clear difference as a function of data denoising (Fig. 4D), with VE1 being substantially higher for ICA-AROMA+2P, followed by ICA-AROMA+2P+GSR and lowest following ICA-AROMA+2P+DiCER. Average QC–FC estimates also tend to be lower following ICA-AROMA+2P+DiCER (Fig. 4E).

For present purposes, it is sufficient to note that the application of these four pipelines yields a gradient defining the degree to which the empirical data are dominated by WSDs, with base preprocessing being the worst, followed by ICA-AROMA+2P, then ICA-AROMA+2P+GMR, and finally ICA-AROMA+DiCER.

**WSDs in dynamic neural models.** As previously described in the methods, a key feature of all dynamical models presented here is the global coupling parameter $G$, which changes the dynamics of DNMs from uncoupled dynamical nodes ($G = 0$) through to globally synchronised activity ($G > 4$ in the models considered here). Given that WSDs influence the level of global correlation in the data, and that different preprocessing pipelines show varying efficacy in the removal of these WSDs (e.g., compare panels G and I in Figs. 2 and 3), we can thus conclude that any WSDs in the data will have a major influence on (1) the precise value of $G$ that is chosen during model fitting; and (2) the resulting estimate of model fit. More specifically, we can expect that data with prominent WSDs will be optimally fit by models with high $G$ and that model fits will be higher under such circumstances. To understand this behaviour in more detail, we now examine the spatiotemporal structure of synthetic signals generated under the BEI, BTF, and Hopf models in the same way experimental data in the previous section. Typical measures such as model fits are described later in the results.

Figure 5 A shows carpet plots for the BEI model at different values of the global coupling parameter $G$. Note that we have not explicitly fitted the model to fMRI data; we just simulate BEI dynamics on an empirical SC (of size $82 \times 82$) for different levels of $G$. Visually, it is evident that the number and magnitude of WSDs increase as $G$ increases, and this is reflected in the global structure in the FC matrices in Fig. 5 B. As shown in Fig. 5 C VE1, an index of global synchrony in the data and a proxy of the prominence of WSDs, increases as $G$ increases. Figure 5 C also shows that if we aim to match VE1 of the model with empirical data (in this case, the mean VE1 across the sample of subjects), we need to choose different values of $G$ for data processed with different pipelines. More specifically, and in line with our hypothesis, higher values of $G$ are required to match the VE1 of empirical data processed with pipelines that leave greater residual WSDs. For instance, when the data are processed with ICA-AROMA+2P, the BEI model matches empirical VE1 at $G = 3$ whereas when the data are processed with ICA-AROMA+2P+DiCER VE1 is matched at $G = 1.5$. This behaviour is also evident in the BTF model (Fig. 5 D–F) and the Hopf bifurcation model (Fig. 5 G–I). Note that the transition from uncoupled noisy nodes to a synchronous pattern increases gradually in the BEI model (Fig. 5 C) and in the Hopf bifurcation model (Fig. 5 I) and is more abrupt in the BTF model (Fig. 5 F), where the model shows globally coherent activity past $G \approx 3.5$. We note two pathological behaviours of high $G$: firstly, in the BEI model at $G = 3.6$ (Fig. 5 A) a transient ie evident near the start of the time series which arises when the simulation diverges [$S_i^b(t)$, $S_i^l(t) > 1$], caus-
Fig. 2. Motion-induced WSDs in subject sub-10290 of the UCLA cohort. (A) The average grey matter signal used for GMR. (B) Framewise displacement (FD) estimate through time. The next four panels are carpet plots for the (C) pre-ICA-AROMA base preprocessing; (D) ICA-AROMA with white matter and CSF regression (+2P) pipeline; (E) Grey matter regression (GMR) following ICA-AROMA+2P pipeline; and (F) Diffuse cluster estimation and regression (DiCER) following ICA-AROMA+2P pipeline. In panels (A)–(F) the red transparent rectangles indicate periods of motion induced WSDs, whereas the blue rectangle indicates WSDs generated without strong motion events. These carpet plots are ordered with respect to cluster ordering (CO) visualisation. Panels G, H, and I show the corresponding FC matrices for ICA-AROMA+2P, ICA-AROMA+2P+GMR, and ICA-AROMA+2P+DiCER, respectively.

A noisy degree model of resting-state fMRI. The extent to which all WSDs in resting-state fMRI data represent physiological noise or actual neuronal dynamics in empirical data remains a topic of debate (43, 44, 48). One interpretation of the results presented in Fig. 5 is that WSDs can arise as an intrinsic property of dynamics unfolding on a connectome, given a sufficient level of global coupling, since the models themselves contain no structured non-neuronal signals and WSDs are evident across all models, regardless of the underlying dynamics. While this interpretation supports the validity and utility of whole-brain modelling, our findings raise the question of whether the models are only fitting globally coherent signals fluctuations. In other words, can a naive model of pure global synchronization fit the data just as well? Since data with large WSDs are routinely utilized in modelling, are models biased toward fitting globally synchronous activity?

To explore this issue further and better understand the dependence between WSDs in the data and model fits, we propose a simplified model. We start with the observation that, within the synchronized regime, DNMs show major, globally coherent WSDs, as shown by the large vertical stripes in Figs 5 A,D,H with \( G = 3.6 \), \( G = 2.4 \), \( 1.8 \leq G \leq 4.5 \) respectively. To construct a model of this behaviour, we first note that in all three DNMs considered here, the local dynamics at node \( i \) are modulated by the influences summed (or averaged) over neighbouring nodes \( j \), weighted by \( C_{ij} \) i.e., by a general factor:

\[
G \sum_j C_{ij} f_j(t),
\]

where \( f_j(t) \) is a generic function that describes some output node \( j \) expresses to node \( i \). In most models \( f_j(t) \) depends on the dynamics of the excitatory population at node \( j \) projected to node \( i \). Thus, if all nodes share a common signal \( \sigma(t) \), the dynamics at node \( i \) will be modulated by this common...
Fig. 3. Non-motion-induced WSDs in subject sub-10274 in the UCLA cohort. (A) The average grey matter signal used for GMR. (B) Framewise displacement (FD) estimate through time. The next four panels are carpet plots for the (C) pre-ICA-AROMA base preprocessing; (D) ICA-AROMA with white matter and CSF regression (+2P) pipeline; (E) Grey matter regression (GMR) following ICA-AROMA+2P pipeline; and (F) Diffuse cluster estimation and regression (DiCER) following ICA-AROMA+2P pipeline. In panels (A)–(F) the blue rectangle indicates WSDs generated without strong motion events. These carpet plots are ordered with respect to cluster ordering (CO) visualisation. Panels G, H, and I show the corresponding FC matrices for ICA-AROMA+2P, ICA-AROMA+2P+GMR, and ICA-AROMA+2P+DiCER, respectively.

factor, a local noise term, and a regulatory term (expressing the natural decay of the signal). We can thus present a simple model that includes a common signal and a simple Gaussian noise process at each node, \( N_i(0, 1) \) (owing to noisy inputs in all the three models). The model is expressed as:

\[
z_i(t) = \alpha N_i(0, 1) + G \sum_j C_{ij} \sigma(t),
\]

\[
= \alpha N_i(0, 1) + G D_i \sigma(t),
\]

where \( D_i \) is the weighted node degree, and \( \alpha \) determines the strength of the local noise term, which we set at \( \alpha = 1/2 \) when considering z-scored common signals \( \sigma(t) \) (note that Eq. 31 should technically be derived with a rate of change of \( z_i \) and a self-regulation term, but we leave it in this form for simplicity).

This baseline model is derived through consideration of neural dynamics but we can substitute \( z_i(t) \) with the BOLD signal \( B_i(t) \) by setting the common \( \sigma(t) \) to have properties of typical BOLD global signals, which can be achieved by assuming a linear relationship between neural and BOLD signals. For each instance of the model, \( \sigma(t) \) is a random white noise signal for which we take a moving average of 10 seconds (5 volumes) to match the temporal autocorrelation of the empirical data.

A single instance of this noisy degree model using \( \sigma(t) \) as the global signal from subject sub-10274 is shown in Fig 6. In the synchronized regime, the model generates carpet plots and FC matrices that are qualitatively similar to the BEI, BTF and Hopf models, and also the empirical data following ICA-AROMA+2P (cf. Fig. 2). Thus, a simple model that includes a global signal modulated by node degree shows dynamics that mimic typical DNMs in the synchronized regime, and the FC derived from this noisy degree model is virtually identical to the FC structure obtained with the BEI model \( (r = 0.99) \) at \( G = 3.6 \).

For all DNMs in the weakly synchronized regime (i.e., lower values of \( G \)), fewer WSDs are evident in the carpet plots, which is consistent with the empirical properties of data denoised with either GSR or DiCER.

The influence of GMR on model dynamics. Since the DNMs we consider here explicitly simulate globally coherent neuronal fluctuations, a key question is how GMR affects model dynamics. Here, we test the effect of GMR by simulating the model then applying GMR on the dynamics of the model simulation. We do this by removing, via linear regression, the average time series taken across all nodes from each individual node. We show the effects of GMR on BEI, BTF, and Hopf model dynamics in Figure 7 (we exclude the noisy degree model because by construction only Gaussian noise will remain post GMR). For \( G < 2 \), coherent structures are removed, lowering VE1 and the majority of structure in the
FC matrices. This dramatic removal of most WSDs persists for all \( G \) in the Hopf bifurcation model as the oscillations are roughly in phase and of similar frequency. This means that the Hopf model considered in Fig. 7 G.H is dominated by globally coherent signals at all coupling strengths of \( G \).

In the BTF model, we see the emergence of a “global” signal that appears in all nodes with a different delay - which is consistent with a travelling wave (52) - that will not be captured by the global mean used in GMR. Hence, for certain values of \( G \), the BTF model post-GMR contains fewer WSDs than the BEI model (due to anticorrelated regions). The corresponding FC matrices also show some structure; for the BTF model at \( G = 3.3 \), we see strong positive within-hemisphere FC and strongly anticorrelated inter-hemisphere FC. For the BEI model, positive and negative correlations are distributed more uniformly across edges. Neither of these resemble the network structure of empirical data post-GMR (Fig 4B).

VE1 for both the BEI (Fig. 7C) and Hopf models (Fig. 7I) is lower than the empirical VE1 for all values of \( G \), indicating that this property of the data is not captured well by these models after the models have been subjected to GMR. The BTF model (Fig. 7F) shows a small parameter regime in which VE1 matches the empirical data (\( G \approx 1.8 \) and \( G \approx 2.4 \)).

To summarise, we have shown that WSDs are present in model simulations as well as empirical rsfMRI data. The models do not contain structured non-neural signal (usually called noise in the rsfMRI context), suggests that WSDs are a real and an emergent property of neuronal dynamics unfolding on a connectome. However, globally synchronous WSDs can also be generated by relatively simple mechanisms, as captured in in the noisy degree model. This result suggests that the performance of dynamical models in fitting empirical data is primarily driven by fitting of first-order and relatively trivial globally synchronous dynamics rather than more complex, second-order properties that remain post-GMR.

**WSDs affect model fits to rsfMRI data.** Having inspected the way in which WSDs affect resting-state fMRI data and models, we now turn to a more quantitative characterization of how they influence model fits to empirical data. We first focus on fitting the static FC architecture of the empirical resting-state fMRI data. In Figure 8A we show the results of fitting FC similarity, \( R_s \), in the BEI, BTF, Hopf and noisy degree models to the empirical data processed using three different denoising procedures. We find that model fits are higher following less aggressive preprocessing; i.e., for all except the BTF model, \( R_s \) is highest for ICA-AROMA+2P, followed by ICA-AROMA+2P+GSR, and lowest for ICA-AROMA+2P+DICER. The \( R_s \) values for data processed
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Fig. 5. Widespread signal deflections in biophysical models of resting-state fMRI. In the three models presented here we show spatiotemporal carpet plots and FC matrices as a function of the global coupling parameter $G$ in (A,B), (D,E) and (G,H) for one instance of the BEI, BTF, and Hopf bifurcation models, respectively. Quantitative metrics of variance explained by the first PC (VE1) are shown in (C), (F), and (I) for BEI, BTF, and Hopf bifurcation models, respectively. As described in the methods, the models were run $10^8$ times and for 304s, mirroring the data. The curves for the model represent the mean metric values, with the error bars representing standard deviation at each $G$. The horizontal lines on the metrics (C,F,I) represent the mean VE1 of the empirical fMRI data under the three different denoising pipelines.

with ICA-AROMA+2P are generally within the state-of-the-art for rsfMRI modelling — exceeding 0.5. They fall below 0.4 when either GMR or DICER have been applied to the data and are lowest when GMR has been applied to both model and data. In the latter case, the maximal performance of all three DNMs drops: it reduces from 0.55 to 0.35 for the BEI model (30% drop), from 0.6 to 0.35 for the Hopf model (40% drop), and 0.56 to 0.1 in the Noisy degree model (82% drop). In these models, WSDs dominate the dynamics and their removal leaves residual dynamics that do not align with the empirical rsfMRI data. In other words, these models have a limited capacity to capture subtle dynamics that exist beyond widespread synchronization events.

When fitting the data processed without correcting for global signals (i.e., ICA-AROMA+2P), the BEI model shows maximum $R_s$ at $G > 3$ corresponding to regimes dominated by WSDs. In contrast, the Hopf and noisy degree models approach maximum $R_s$ at $G < 1$. Maximal $R_s$ are generally
observed for $G < 1.5$ across all models when fitted to data processed using either GMR or DiCER. Thus, as predicted, our analysis indicates that (1) model fits are mostly elevated in data with prominent WSDs compared to data with relatively fewer WSDs; and (2) the optimal working points of the models are obtained at higher values of $G$ when fitting data with prominent WSDs. This analysis confirms that WSDs inflate model fit statistics. Critically, the noisy degree model, when fitted to data characterised by prominent WSDs (i.e., data that has not been subjected to GMR or DiCER), shows a comparable fit to the BEI and Hopf models, and a better fit than the BTF model. The noisy degree model only contains two parameters ($G, \alpha$) as opposed to 32 in BTF and 21 in the BEI and $2 + N = 2 + 82 = 84$ in Hopf (considering the frequencies are specified for each node). This result suggests that the FC matrix of the ICA-AROMA+2P-processed data can be explained simply by local noise modulated by regional variations in node degree and a common, global noise term.

Figure 5 also indicates that the dynamics in the BTF are weakly synchronised on average for $G < 3.25$ and thus, upon GMR, the fit of the empirical FC structure is slightly improved (Fig. 8, $R_s \approx 0.4$). We note that while Fig. 5 shows a synchronised time series for $G > 3.5$, not all simulations reached this behaviour due largely to the chaotic behaviour of the BTF model, and it is possible that over longer time periods the system would synchronise.

One argument against the use of GMR in DNMs is that globally coherent signals are part of the dynamics, thus we then provide a comparison with data that has been de-noised with DiCER using models without GMR (Fig. 8A in blue). We see that in this case $R_s$ is generally lower than the previous comparisons for the BEI, Hopf and the noisy degree model across all coupling strengths. The only exception again is the BTF where ICA-AROMA+2P+DiCER performs the best. Here again, since the BTF for $G < 3.25$ exhibits weakly coupled dynamics it is the regime most similar to the data processed under the ICA-AROMA+2P+DiCER stream (see examples in Fig. 2 and Fig. 3).

Figure 8B shows model fits to FCD. Unlike the $R_s$ fits, there exists a minimum for FCD for nearly all models, with similar performance across models and datasets. The two exceptions to this trend are when GMR is applied to the Noisy degree model, where performance is expected by construction, and the Hopf model, as most of the dynamics in this model are in phase and thus substantially removed with GMR. Critically, the noisy degree model exhibits similar FCD performance to the other three other models. This result is surprising, as it suggests that even the apparently complex spatio-temporal structure of time-resolved FC can be accounted for by local noise modulated by node degree and a common signal.

Given that FCD arrives at a global minimum for each model, minimising this metric can be used to choose the optimal value $G$. The corresponding optimised FC matrices are shown in Figure 9. The FC matrices summarise three key findings: (1) that for each model, the level of global correlation in the simulated FC matrices decreases in line with the degree to which pre-processing has removed WSDs from the fitted data (note that the scales change in the rows of Fig. 9); (2) The global coupling parameter $G$ changes for each denoising pipeline and thus changes the level of coherence; and (3) GMR in any of the models changes FC dramatically, causing inter-hemispheric anti-correlations in the BTF and Hopf models, and large groups of anti-correlated networks in the BEI model. Together, these results indicate that both static and dynamic aspects of model-derived FC are sensitive to the degree to which WSDs are present in the fitted data.
**Heterogeneous network models.** The results presented thus far indicate that the DNMs considered here show weak performance (with respect to $R_s$ for denoised data) with regards to fitting the static or dynamic FC properties of thoroughly denoised rsfMRI data (i.e., data processed with GMR or DiCER). Although the models perform well in data that have not undergone extensive removal of WSDs (i.e., data processed with ICA-AROMA+2P), the noisy degree model performs similarly well, suggesting that the multi-parameter, non-linear, and biophysically-informed DNMs dynamical models themselves are mostly capturing very basic global synchronization properties of fMRI dynamics. Here, we explore whether adding additional degrees of freedom to a DNM can improve model performance (34, 36, 37). We incorporate heterogeneity either at the node level by adjusting local population dynamics, or at the edge level by modifying node-to-node connection weights, as described in the Methods. We focus on heterogeneity in the Hopf model for computational efficiency.

Fig. 7. Model properties post GMR. Spatiotemporal carpet plots and FC matrices as a function of the global coupling parameter $G$ in (A,B), (D,E) and (G,H) for one instance of the BEI, BTF, and Hopf models, respectively, after application of GMR. Variance explained by the first PC (VE1) is shown in (C), (F), and (I) for the BEI, BTF, and Hopf models post-GMR, respectively. The models were run 108 times and for 304 s, mirroring the data. The curves for the model represent the mean metric values, with the error bars describing standard deviation at each $G$. The horizontal lines on the metrics (C,F,I) represent the mean VE1 under the three different denoising pipelines.
Homogeneous Model Optimization

(A) BEI vs. BTF vs Hopf vs Noisy Degree Model

(B) Model vs ICA-AROMA, GSR Model vs ICA-AROMA + GMR, Model vs ICA-AROMA + DiCER

Fig. 8. Data preprocessing influences fits of homogeneous models. (A) Similarity between model and empirical static FC, as quantified by $R_s$. The simulated FC matrix is the mean over 108 runs of 302 seconds of simulated data. (B) Similarity of the spatiotemporal dynamics captured by the FCD statistic across all models. In both panels the comparisons are between the Model vs ICA-AROMA+2P, GMR of the Model vs ICA-AROMA+2P+GMR, the Model vs ICA-AROMA+GMR, and the Model vs ICA-AROMA+DiCER in red, purple, dashed-purple and blue lines as indicated in the legend.

Node heterogeneity. In the first instance, we use the Hopf model and fit bifurcation parameters $a_i$ to match the local power spectrum of the model to the data (see Methods for model optimization). The results of the optimization are shown in Figure 10 and indicate that, as with the homogeneous model, the node-heterogeneous Hopf model shows $R_s = 0.68$ for ICA-AROMA+2P data (achieved at a lower value of $G$ than the homogeneous model; Fig. 10 A), but much poorer fits to the data processed with GMR (Fig. 10 B) or DiCER (Fig. 10 C). In contrast, FCD is fitted slightly better in the data processed with GMR and DICER. Regardless of how the data were processed, we find that the fitted bifurcation $a_i$ parameters have a relatively similar distribution across nodes at the optimal $G$ (by choosing the minimal FCD Fig. 10 D). Only some some nodes change from noisy to oscillatory (or vice versa) in the insula, frontal, cingulate cortex. Such variations can lead to dramatically different conclusions about regional contributions to spontaneous BOLD dynamics. Taken together, these results indicate that the introduction of node heterogeneity to the Hopf model yields no appreciable benefit ($R_s = 0.68$, $0.4$, $0.28$ vs $R_s = 0.61$, $0.38$, $0.32$ in the homogeneous variant of the Hopf model when fitted to the ICA-AROMA+2P, ICA-AROMA+2P+GMR, and ICA-AROMA+2P+DiCER pipelines respectively), particularly in aggressively denoised data. This lack of improvement in performance arises despite the additional complexity of 88 new free parameters optimized within-sample.

Edge heterogeneity. Finally, we introduce heterogeneity to the Hopf model at the edge level by modifying the connections between nodes in order to estimate the effective connectivity $E_{ij}$ which is a method that has been used in DCM (92) and in other contexts rsfMRI (69). This optimization results in using $E_{ij}$ (which is a modified $C_{ij}$) in place of the structural connectivity to simulate the homogeneous Hopf bifurcation model (i.e. with $a_i$ uniform across all nodes). As described in the methods, this procedure modifies existing connections in $C_{ij}$ to force the dynamic coupling between two regions in the simulations to match the existing data. As also indicated in the methods, since a large number of parameters are being optimized – i.e. all the edges, which in out case is 3828 parameters – this procedure is prone to over-fitting. One solution to mitigate over-fitting is to estimate model parameters in a training set and evaluate model fits in an independent
Fig. 9. Model-derived FC matrices obtained after fitting data denoised at different levels. The FC matrices were generated by using the global coupling parameter, $G$, that minimised FCD across the three different denoising pipelines - ICA-AROMA+2P, ICA-AROMA+2P+GMR and ICA-AROMA+2P+DiCER. In the top and bottom rows the FC matrices were generated using Pearson correlations between pairs of regional time series without GMR and the middle row are the FC matrices post GMR. Here each FC matrix was a mean across 108 runs of data simulated 302 seconds, and the data was inspected so that no transients were included. Finally, the panels on the right replicate the FC matrices shown in Fig 4 as a point of comparison, i.e. the average over 108 subjects. The histograms at the bottom reflect the $G$ estimated from model optimisation for ICA-AROMA+2P, and ICA-AROMA+2P+DiCER. Note ICA-AROMA+2P+GMR was omitted as both the Hopf and the Noisy degree model have no clear FCD minima.

test set. Here, we estimate $E_{ij}$ by optimizing the fits to $FCD$ on 80% ($n = 86$) of the data and test it on the remaining 20% ($n = 22$) of individuals. Once estimated, the model is run 22 times for 302 seconds to match the testing data. This cross validation is repeated 108 times where the data is split into test and retest randomly without replacement. We focus on fitting data that has undergone GSR or DiCER, since these are the datasets that are not adequately modelled by the homogeneous or node-heterogeneous models.

The results of our cross-validated optimization procedure are shown in Figure 11. For data processed with ICA-AROMA+2P+GMR (Fig. 11A), $R_s$ doubles from 0.4 in the homogeneous case to 0.8 in the edge-heterogeneous case. However, FCD shows a relatively poor fit, with the best value reaching only 0.3, which is one of the worst performing amongst nearly all model variants. This is again likely due to the fact that within the Hopf model, the coupled oscillations are in phase even though the optimized $E_{ij}$ increases the weights of most of the connections (Fig. 11C). We note that although $R_s$ is high, the overall level of FC across pairs of nodes tends to be lower in the model compared to data (Fig. 11B choosing the max $R_s$ for $G$) with data.

For data processed using ICA-AROMA+2P+DiCER, optimizing $E_{ij}$ doubles $R_s$ from $\approx 0.35$ (in the homogeneous case) to $\approx 0.75$. We also find that FCD is fitted reasonably well across a broad range of $G$. Visually comparing the FC matrix at the chosen minimum of $G = 2.5$ we observe that the structure (Fig. 11E) of the estimated model is similar to the data, and spans a similar range of FC values. On comparisons to the carpet plots and VE1 in Figure 12 we also find that the model visually replicates the fluctuations present in the data.

These results suggest that introducing heterogeneity at the edge level offers a promising approach to fitting data with WSDs removed, and that this can be done within a cross-validated framework that minimizes the potential for over-fitting.
Fig. 10. Performance of the node-heterogeneous Hopf model. A,B,C show model fits with $R_s$ or FCD for the Hopf model optimized to match the local power spectrum of ICA-AROMA+2P, ICA-AROMA+2P+GMR or ICA-AROMA+2P+DiCER respectively. The dashed lines indicate FCD and the solid lines indicate $R_s$. Fit statistics were generated by fitting the data and over 108 runs of simulations of 302 seconds to match the data that is being fit. D indicates the local bifurcation parameters $a_i$ found after optimization to the three pipelines which are coloured according to the legend on the right. The local bifurcation parameters are grouped according to major regions specified indicated by the colours below and named in the legend on the right.

Discussion

Whole-brain modeling of rsfMRI data with DNMs has been used to understand the basic principles of spontaneous neural dynamics (23, 25). However, ongoing debate over the degree to which such data are contaminated by noise, and in particular the origins of prominent WSDs, raises questions about the specific data features that are accurately captured by DNMs (42, 88). Here, we investigated the relationship between data quality and model performance and found that the level of WSDs within a dataset influences the fits and dynamic regime of the models (Fig. 8; Fig. 5). For data with sufficiently large WSDs, a simple two parameter linear model performs just as well as complex, non-linear and multi-parameter DNMs (Fig. 6,8. Finally, we present evidence that model heterogeneity, particularly at the level of edges, can improve model fits regardless of how the data were processed, at the expense of increased model complexity (Fig. 11).

How WSDs bias models. Quality control of rsfMRI data has become more sophisticated in recent years, involving extensive reporting of various metrics and visualisations attainable at the level of individual subjects (44, 54, 87) our group summaries (41, 43). These measures have been used extensively to inform the development of preprocessing pipelines for experimental analyses of rsfMRI data (40, 41), but are seldom considered in the modelling literature.

Our analysis focused specifically on how WSDs affect model performance. The degree to which WSDs in empirical rsfMRI represent neuronal or non-neuronal processes is an important, unresolved question. Growing evidence indicates that many WSDs are tied to head motion and respiratory variations (42, 44). There is also evidence that at least some WSDs may be neuronal in origin (48, 58), and such WSDs would be compatible with widespread neuromodulatory inputs (93). DNMs contain no noise. Thus, the emergence of WSDs in these models, for sufficiently high $G$, suggests that WSDs can indeed arise as an intrinsic property of the dynamics unfolding on the underlying SC matrix. However, the emergence of globally synchronised dynamics in the model depends on the level of $G$, and this level is chosen to fit empirical data. Our results indicate that the optimal level of $G$ for a given model depends strongly on how the data are prepro-
Fig. 11. Performance of the edge-heterogeneous Hopf model. A-D Optimization plots showing $R_s$ with solid lines and FCD with dashed lines for simulations optimized to fit data processed with ICA-AROMA+2P+GMR and ICA-AROMA+2P+DiCER, respectively. Each grey solid and dashed line represents the calculation of $R_s$ and FCD, respectively, from a single estimate derived from the cross validation procedure. The coloured lines represent the mean optimization plots over the 108 iterations of the cross validation procedure described in the methods. Panels B and E show optimal FC matrices with the corresponding empirical training sets for using the ICA-AROMA+2P+GMR and ICA-AROMA+2P+DiCER pipelines respectively.

Fig. 12. WSDs in the resulting Hopf+ANEC model optimised for the ICA-AROMA+2P+DiCER pipeline. (A) carpet plots and (B) functional connectivity matrices as a function of the global coupling parameter $G$. (C) Variance explained by the first PC (VE1), with solid line indicating the mean VE1 across one iteration of the test-retest cross validation fold, i.e., 22 runs simulated at 304s with the error bars representing the standard deviation of these runs. Horizontal lines represent the mean VE1 under the three different denoising pipelines. In panel C, the re-test sample was on one iteration trained from 80% of the data.
cessed. Fitting models to empirical properties such as $R_s$ and $FCD$ estimated from data with prominent WSDs (e.g., without prior application of GMR or DiCER) pushes the models to a highly synchronised, high-$G$ regime, in which prominent WSDs emerge in the model time series. For data with WSDs removed (i.e., following GMR and DiCER), the models are pushed to a weakly synchronised, low-$G$ regime. Applying GMR to both the model and data results in a poor fit, as the residual synthetic and empirical FC properties differ markedly. These results suggest that while DNMs, particularly the Hopf and BEI models accurately fit “first order” properties of globally coherent signals, they do a poor job of capturing “second order”, more complex aspects of spatiotemporal structure in the data. Since, the noisy degree model fits these first order properties just as well as the complex, multi-parameter DNMs, such properties are essentially trivial from a modelling perspective. Our findings thus draw attention to the need for caution when interpreting model fits to empirical rsfMRI data. Critically, these results are not just a consequence of GMR altering the distribution of FC values (89, 94) since we obtain similar findings with DiCER-processed data. Some of these issues likely stem from the uniformity of node parameters, as the nodes in the absence of coupling will have the same natural frequency. As such, high values of $G$ will force all to align in phase, resulting in globally coherent activity. One way to circumvent this behaviour while retaining uniform node parameters is to introduce time delays to disrupt in-phase coherence. Another approach is to use nonlinear chaotic oscillations such as those in the BTF. Notably, this model performed better in data subjected to more aggressive denoising (Fig 8).

A third way to combat the dominating effect of WSDs in model fitting is to introduce heterogeneity at the level of either nodes or edges to force node dynamics with different natural frequencies (36) and/or to modify connections to reduce the prevalence of globally coherent fluctuations. We presented preliminary evidence to suggest that edge-heterogeneity may represent a promising avenue forward, as our edge-heterogeneous Hopf model dramatically improved both $R_s$ and $FCD$ when compared to the homogeneous model fitted to data processed with the aggressive ICA-AROMA+2P+DiCER pipeline (Fig. 11). The relatively poor performance of our node-heterogeneous Hopf model (Fig. 10) may be due our reliance on a specific type of optimisation, or because the heterogeneity of the bifurcation parameter is not sufficient to break the global synchrony present in the Hopf model (c.f. Fig 5 with Fig 7). Studying the effect of alternative, physiologically-grounded methods for introducing heterogeneity ((36, 38)), will be an important extension of this work.

The noisy degree model. In this study we showed, by analysing carpet plots and model equations, that a simple model of global signal modulation is enough to produce the properties of $R_s$ and $FCD$ when comparing data processed with the ICA-AROMA+2P pipeline. This is a surprising result, and calls into question the utility of highly complex, multiparameter biophysical models. We propose that a fruitful way forward in model development and evaluation will involve first testing the performance of any new model against simple benchmarks such as the noisy degree model or other simple linear approximations (7). One important implication of the strong performance of the noisy degree model in data processed with the ICA-AROMA+2P pipeline is that signal dynamics in such data (i.e., data in which no explicit correction for WSDs has been performed) are predominantly explained by a shared common signal, local noise, and node degree of the SC matrix. The model simply captures the fact that a given region’s activity will be more strongly driven by the common signal if it is highly connected to other areas.

Limitations. Our analyses focused on a single, typical quality fMRI dataset and we only considered a single brain parcellation. Empirical properties of the data (95, 96) and model performance (35) can depend on parcel resolution, but our primary results should generalise (61) as they describe intrinsic properties of the DNMs themselves and the rsfMRI data features we consider (e.g., complex WSD structure) are observed in diverse datasets and across different parcellation resolutions (e.g., (43)).

We evaluated relative model performance qualitatively. A more formal treatment would include measures of model fit that account for model complexity, such as those used in dynamic causal modelling (97). However, these are not routinely applied in the large-scale DNM literature.

Finally, we simulated model dynamics on an SC matrix generated from a cohort of individuals that differed to the fMRI dataset. While this is common practice in the DNM literature, model fitting can be done at the single subject level given concurrent SC and FC measures (7)). Future work may also consider the effects of diffusion MRI preprocessing variations (98) on model results.

Conclusions

We show that the results of modelling studies depend strongly on the way in which the experimental data have been preprocessed. We hope that our findings will encourage greater communication between theorists and experimenters, to ensure that any proposed models are capturing important properties of the data, rather than low-order (neuronal or non-neuronal) structure. A better understanding of large-scale brain dynamics will be contingent on a tight integration between theory and experiment.

Appendix

Parameters for the models. This section contains the numerical parameters for the dynamic models.

Numerical approximation for $J_i$. In the BEI model, a key step is determining the approximation for the inhibitory parameter $J_i$ that ensures that the firing rate at each node $i$ has excitatory firing rate of 3 Hz. As described in Deco et al. (26),
the value of $J_i$ is numerically solved via a Greedy search algorithm, where the model is estimated for 10 seconds, then at each node the value of $J_i$ is adjusted by a factor $\Delta J$, which is dependent on the mean firing rate at node $i$. If the firing rate is above 3 Hz, $J_i = J_i + \Delta J$, if below 3 Hz, $J_i = J_i - \Delta J$, where $\Delta J$ is additionally reduced until the node is within the firing rate from $2.63 - 3.55$ Hz. To improve convergence times, an analytic form is first used as an initial starting point by finding the fixed point of the dynamical system i.e. the condition that $r^E_i = 3$, $dS_i E, I/dt = 0$ and setting $\nu_i(t) = 0$.

This yields the analytical approximation for $J_i$ as:

$$J_i = \frac{1}{r^E_i \tau_I} \left( 0.026 - \frac{bE}{aE} + W^E I_0 + w_+ J_N S^E_0 \ldots \right) + G J_N S^E_0 D_i + I_{ext},$$

(33)

where

$$S^E_0 = \frac{\gamma r^E_0 \tau_E}{r^E_0 \tau_E + 1},$$

(34)

and $r^I_0 = H(I, I_0^I)$, where $I_0^I$ is calculated by solving the following transcendental equation:

$$I_0^I = W_I I_0 + J_N S^E_0 - H(I, I_0^I) \tau_I.$$  

(35)
We note that the balanced inhibitory criterion is related to node degree $D_i$ by the following relationship:

$$J_k - 1 \propto D_i. \quad (36)$$

**BOLD forward model - The Balloon model.** Here we include the hemodynamic equations for the balloon model (28, 79) used as a forward BOLD model in this study. For a neuronal input at node $i$, $z_i(t)$, the following dynamical equations detail the resulting fractional changes in blood flow $f_i(t)$, blood volume $v_i(t)$ and deoxygenated hemoglobin content $q_i(t)$:

$$\frac{d^2 f_i}{dt^2} + \kappa \frac{df_i}{dt} + \gamma (f_i(t) - 1) = z_i(t), \quad (37)$$

$$\frac{dv_i}{dt} = \frac{1}{\tau} \left[ f_i(t) - v_i(t)/\alpha \right], \quad (38)$$

$$\frac{dq_i}{dt} = \frac{1}{\tau} \left[ E[f_i(t)] f_i(t) - q_i(t)/v_i(t) \right], \quad (39)$$

$$E[f_i(t)] = \frac{1}{E_0} \left[ 1 - (1 - E_0 f_i(t))^{1/\gamma} \right], \quad (40)$$

$$\frac{dE}{dt} = \frac{1}{\tau} \left\{ E[f_i(t)] f_i(t) - q_i(t)/v_i(t) \right\}, \quad (41)$$

where $E$ is the oxygen extraction fraction, $E_0$ is the resting oxygenation fraction $\tau$ is the mean hemodynamic transit time, $\alpha$ is the Grubb exponent, $\gamma$ is the flow elimination constant, and $\kappa$ is the flow decay rate. The hemodynamic changes in $v_i$ and $q_i$ drive the BOLD response $y_i(t)$ which is modelled by the semi-empirical relationship (99):

$$y_i(t) = \nu_0 \left[ k_1 [1 - q_i(t)] + k_2 [1 - q_i(t)/v_i(t)] \right] + k_3 [1 - v_i(t)]. \quad (42)$$

where the parameters $k_1, k_2, k_3$ depend on the field strength, and acquisition. The parameter values are detailed in the table below:
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Table 4. Parameters for the Balloon model derived from Deco et al. (26).

| Parameter                        | Symbol | Value  |
|----------------------------------|--------|--------|
| Signal decay rate                | $\kappa$ | 0.65 $s^{-1}$ |
| Flow elimination constant        | $\gamma$ | 0.41 $s^{-1}$ |
| Mean transit time                | $\tau$ | 0.98 |
| Grubb's exponent                 | $\alpha$ | 0.32 |
| Resting oxygen extraction fraction | $E_0$ | 0.34 |
| Resting blood volume             | $V_0$ | 0.02 |
| **BOLD parameters**              | $k_1$ | $7E_0$ |
|                                  | $k_2$ | 2 |
|                                  | $k_3$ | $2E_0 − 0.2$ |