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Abstract

We study the Loewner evolution whose driving function is \( W_t = B^1_t + iB^2_t \), where \((B^1, B^2)\) is a pair of Brownian motions with a given covariance matrix. This model can be thought of as a generalization of Schramm-Loewner evolution (SLE) with complex parameter values. We show that our Loewner evolutions behave very differently from ordinary SLE. For example, if neither \( B^1 \) nor \( B^2 \) is identically equal to zero, then the set of points disconnected from \( \infty \) by the Loewner hull has non-empty interior at each time. We also show that our model exhibits three phases analogous to the phases of SLE: a phase where the hulls have zero Lebesgue measure, a phase where points are swallowed but not hit by the hulls, and a phase where the hulls are space-filling. The phase boundaries are expressed in terms of the signs of explicit integrals. These boundaries have a simple closed form when the correlation of the two Brownian motions is zero.
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1 Introduction

1.1 Context and motivation

The (chordal) Schramm-Loewner evolution (SLE) [Sch00] is a one-parameter family of random fractal curves in the plane, parametrized by \( \kappa \in (0, \infty) \), that has been studied extensively in the past two decades. SLE describes the scaling limit of many discrete models that arise in statistical mechanics, such as the uniform spanning tree peano curve [LSW04], Gaussian free field level lines [SS13], critical percolation interfaces [Smi01, CN06], and critical Ising model interfaces [Smi10]. Moreover, it has deep connections with the Gaussian free field and with Liouville quantum gravity [SS13, Dub09b, MS16, She16, DMS21]. We refer to [Law05, BN, Wer04] for introductory texts on SLE.

SLE is obtained by solving the Loewner differential equation (see (1.1) below) with driving function given by \( \sqrt{\kappa} \) times a standard linear Brownian motion. In this paper, we will consider a natural generalization of SLE\( \kappa \): namely, Loewner evolution driven by a complex-valued Brownian motion, whose real and imaginary parts have a given covariance matrix \( \Sigma \). There are several reasons to study Loewner evolutions driven by a complex Brownian motion.

- Such Loewner evolutions have interesting and surprising properties which are quite different from the properties of Loewner evolutions with real driving functions. For example, if both the real and imaginary parts of the driving Brownian motion are not identically equal to zero, then each point \( z \in \mathbb{C} \) is almost surely disconnected from \( \infty \) by the Loewner hulls strictly before the time when it is absorbed into the hulls. In particular, the hulls are not simple curves and, at least for some times, their complements are not connected. See Theorem 1.10.

- As is the case for SLE driven by real-valued Brownian motion, Loewner evolution driven by complex Brownian motion is in some ways “exactly solvable”. That is, one can get exact formulas for various quantities associated with the Loewner evolution using stochastic calculus. This is especially true in the case when the real and imaginary parts of the driving Brownian motion are independent. See, e.g., Theorem 1.8.

- There have been a number of recent works which extend results about Liouville quantum gravity (LQG) and related objects to the case of complex parameter values. Works on complex Gaussian multiplicative chaos (see, e.g., [LRV15, JSW18, JSW19, Lac20]) allow one to extend the definition of the LQG area measure to complex parameter values. Huang [Hua18] has investigated Liouville conformal field theory when the field has complex insertions (log singularities). Recent papers by the present authors and J. Ding [DG20, Pfe21, DG21, DG23] have constructed a metric associated with Liouville quantum gravity in the supercritical phase, which corresponds to complex values of the parameter \( \gamma \) with \( |\gamma| = 2 \). Due to the deep connections between SLE and LQG in the real-parameter case, it is natural to guess that there may be some connection between Loewner evolution driven by complex Brownian motion and...
1.2 Basic definitions

Let us now define the main objects that we will study in this paper.

**Definition 1.1 (Loewner chain with complex driving function).** Let $U : [0, \infty) \to \mathbb{C}$ be a continuous function. We define the *Loewner chain* with driving function $U$ as the collection of mappings $(g_t)_{t \geq 0}$ such that, for each $z \in \mathbb{C}$, $g_t(z)$ is the solution to the initial value problem

\[
\dot{g}_t(z) = \frac{2}{g_t(z) - U_t}, \quad g_0(z) = z,
\]

where a dot denotes the derivative with respect to $t$. We define the corresponding *centered Loewner chain* $(f_t)_{t \geq 0}$ by

\[
f_t(z) = g_t(z) - U_t. \tag{1.2}
\]

Definition 1.1 differs from the definition of ordinary chordal Loewner chains (Definition 2.1) in two key ways: $U$ may be complex-valued, and we do not restrict to points $z$ in the upper half-plane.

As in the case of Loewner chains with a real driving function, the solution to (1.1) is defined up to some time $T_z \in [0, \infty]$ depending on $z$, which we call the *absorbing time*. We have $\lim_{t \to T_z^-} |f_t(z)| = 0$ (Lemma 2.5). In contrast to forward and reverse chordal Loewner chains, the Loewner chain defined in Definition 1.1 describes not just one but two families of sets $(L_t)_{t \geq 0}$ and $(R_t)_{t \geq 0}$.

**Definition 1.2.** We define the *left hull* $L_t$ as the complement of the domain of $f_t$—i.e., $L_t = \{ z \in \mathbb{C} : T_z \leq t \}$—and the *right hull* $R_t$ as the complement of the range of $f_t$. This makes it so that

\[
f_t : \mathbb{C} \setminus L_t \to \mathbb{C} \setminus R_t. \tag{1.3}
\]

We refer to $L_t$ and $R_t$ as the left and right “hulls” to be consistent with the language of chordal Loewner chains. But, unlike in the case of a real driving function, the complements of $L_t$ and $R_t$ may not be connected (see [LU21] or Theorem 1.8). By definition, the family of left hulls $(L_t)_{t \geq 0}$ is increasing in $t$, i.e., $L_s \subset L_t$ for $s < t$. The family of right hulls is typically not monotone in $t$.

Using exactly the same arguments as in the case of a real driving function (see, e.g., [Law05, Theorem 4.5]) one can check that $g_t$ is conformal (i.e., holomorphic and bijective) from $\mathbb{C} \setminus L_t$ to $\mathbb{C} \setminus (R_t + U_t)$. Furthermore, $\lim_{t \to \infty} z(g_t(z) - z) = 2t$.

Definition 1.1 directly extends the notions of forward and reverse chordal Loewner chains (with the maps extended to the negative half plane by Schwarz reflection). Roughly speaking, forward chordal Loewner chains correspond to Loewner chains with real driving functions, and reverse chordal Loewner chains correspond to Loewner chains with purely imaginary driving functions. We state this correspondence precisely in Lemma 2.2. Loewner evolution with a complex driving function can in some sense be thought of as “running forward and reverse Loewner evolution simultaneously”.

Loewner chains with complex driving functions are much less well-studied than Loewner chains with real driving functions. To our knowledge, the earliest study of Loewner evolution with a complex driving function was undertaken in unpublished (and unfinished) work of Rohde and Schramm [RS], which sought to understand SLE in the case when the parameter $\kappa$ is complex (this is a special case of the setting in the present paper). More recently, there have been a couple of works concerning Loewner evolution with a deterministic complex driving function [Tra17, LU21],
which were primarily interested in conditions under which the Loewner evolution is generated by a simple curve. It was pointed out to us by R. Ugolini that Loewner evolution with a complex driving function fits into the general framework of so-called \textit{evolution families} in $\mathbb{C}$ [BCDM12].

\textbf{Remark 1.3.} Instead of the chordal Loewner evolution considered in this paper, one could consider radial Loewner evolution, which describes hulls growing from the boundary of the unit disk and targeted at the origin. In the radial case, the driving function is typically taken to take values in the unit circle. In a similar vein to the present paper, one could look at radial Loewner evolution with a driving function which can take values in all of $\mathbb{C}$, rather than just in the unit circle. We expect that this variant of radial Loewner evolution has similar features to chordal Loewner evolution with a complex driving function, but we will not investigate it in this paper.

In this work, we will focus on the case when the driving function $U$ is a complex-valued Brownian motion.

\textbf{Definition 1.4.} Let
\begin{equation}
\Sigma = \begin{pmatrix} a & c \\ c & b \end{pmatrix}.
\end{equation}
be a $2 \times 2$ symmetric positive semidefinite matrix. We define $\text{SLE}_\Sigma$ to be the Loewner chain whose driving function is a Brownian motion in $\mathbb{C}$ with infinitesimal covariance $\Sigma$. That is, $U_t = \sqrt{a}B_t + i\sqrt{b}\tilde{B}_t$, where $B_t$ and $\tilde{B}_t$ are real standard linear Brownian motions with $\text{Cov}(B_t, \tilde{B}_t) = ct/\sqrt{ab}$ for each $t \geq 0$.

The condition that $\Sigma$ is symmetric and positive semidefinite is equivalent to the conditions $a, b \geq 0$ and $|c| \leq \sqrt{ab}$. We can rephrase the definition of $\text{SLE}_\Sigma$ in terms of $a, b, c$ as the collection of maps $(g_t)_{t \geq 0}$ satisfying
\begin{equation}
\dot{g}_t(z) = \frac{2}{g_t(z) - \sqrt{a}B_t - i\sqrt{b}\tilde{B}_t}, \quad g_0(z) = z
\end{equation}
where $B_t$ and $\tilde{B}_t$ are as in Definition 1.4. Equivalently, the centered $\text{SLE}_\Sigma$ maps $f_t$ satisfy, for each $z \in \mathbb{C}$, the stochastic differential equation
\begin{equation}
df_t(z) = \frac{2}{f_t(z)} \, dt - \sqrt{a} \, dB_t - i\sqrt{b} \, d\tilde{B}_t, \quad f_0(z) = z.
\end{equation}

The cases when $c = 0$ or $|c| = \sqrt{ab}$ are particularly interesting. The condition $c = 0$ means that the real and imaginary parts of the driving Brownian motion are independent, and appears to be the most “solvable” case (see, e.g., Theorem 1.8). The condition $|c| = \sqrt{ab}$ means that the driving Brownian motion is a complex multiple of a real Brownian motion. The Loewner evolution in this case can be interpreted as $\text{SLE}_\kappa$ with $\kappa \in \mathbb{C}$ (see also Remark 1.6). We show some simulations of $\text{SLE}_\Sigma$ with $c = 0$ and with $c = \sqrt{ab}$ in Figures 1 and 2.

We note that replacing $c$ by $-c$ in (1.4) has the effect of replacing the driving function $U = B + i\tilde{B}$ by its conjugate. By (1.1), this has the effect of conjugating the left and right hulls. Most of the properties of the hulls that we are interested in are invariant under conjugation, so we will typically assume that $c \geq 0$.

Like ordinary SLE, $\text{SLE}_\Sigma$ satisfies a scale invariance property (Lemma 2.7) and a Markov property (Lemma 2.8), both of which follow easily from the scale invariance and Markov property of the driving Brownian motion. Moreover, it is easy to see from the reversibility of Brownian motion that $\text{SLE}_\Sigma$ satisfies the following duality property, which is an extension of the duality between forward and reverse $\text{SLE}_\kappa$. We will prove these properties in Section 2.3.
Proposition 1.5 (SLE\(\Sigma\) duality). Let \((f_t)_{t\geq 0}\) be a centered SLE\(\Sigma\) Loewner chain and \((\tilde{f}_t)_{t\geq 0}\) a centered SLE\(\tilde{\Sigma}\) Loewner chain, where \(\Sigma = \begin{pmatrix} a & c \\ c & b \end{pmatrix}\) and \(\tilde{\Sigma} = \begin{pmatrix} b & -c \\ -c & a \end{pmatrix}\). Then, for each fixed \(t > 0\), the maps \(z \mapsto i f_t^{-1}(-iz)\) is equal in law to \(\tilde{f}_t\). In particular, the corresponding left and right hulls satisfy
\[
\tilde{L}_t = i R_t \quad \text{and} \quad \tilde{R}_t = i L_t. \tag{1.7}
\]

In many cases, once a certain property has been proven for the left hulls of SLE\(\Sigma\), Proposition 1.5 allows us to immediately extend this property to the right hulls. In light of this, throughout most of the paper we will focus on left hulls.

Remark 1.6 (The special case when \(c = \sqrt{ab}\)). If \(c = \sqrt{ab}\), which is its maximum possible value given \(a\) and \(b\), then \(B_t = \tilde{B}_t\), and we can express (1.6) as
\[
df_t(z) = \frac{2}{f_t(z)} dt - \sqrt{\kappa} dB_t, \quad f_0(z) = z, \tag{1.8}
\]
where \(\kappa \in \mathbb{C}\) satisfies \(\sqrt{\kappa} = \sqrt{a} + i \sqrt{b}\). In other words, our definition of SLE\(\Sigma\) gives, as a special case, an extension of the notion of SLE\(\kappa\) to complex values of \(\kappa\).

In this special case, Proposition 1.5 has the following intriguing formulation: if \((L_t)_{t\geq 0}\) are the left hulls for SLE\(\kappa\), \(\kappa \in \mathbb{C}\), and \((\tilde{R}_t)_{t\geq 0}\) are the right hulls for SLE\(\kappa\), then for each fixed \(t > 0\) we have \(\tilde{R}_t \overset{d}{=} i L_t\). The same is true with left and right hulls interchanged. We can also phrase this duality relation in terms of the central charge associated with SLE\(\kappa\), which is defined for \(\kappa \in (0, \infty)\) by
\[
c(\kappa) = \frac{(6 - \kappa)(3\kappa - 8)}{2\kappa}. \tag{1.9}
\]
By analytically extending this relation between \(c\) and \(\kappa\) to all \(\kappa \in \mathbb{C}\), we can associate a value of central charge \(c\) to each \(\kappa \in \mathbb{C}\). One has \(c(\kappa) + c(-\kappa) = 26\), so the aforementioned duality relation between SLE\(\kappa\) and SLE\(-\kappa\) gives a duality between SLE with central charge \(c\) and SLE with central charge \(26 - c\).

The central charge (1.9) is real if and only if \(\kappa \in \mathbb{R}\) or \(\kappa \in \mathbb{C}\) with \(|\kappa| = 4\). When \(|\kappa| = 4\), we have \(c(\kappa) \in [1, 25]\), which is the same as the range of matter central charge values for supercritical LQG in [DG20, Pfe21, DG21, DG23]. In light of this, it is natural to think that SLE\(\Sigma\) might have some special behavior in this case, i.e., when \(a^2 + b^2 = 4\) and \(c = \sqrt{ab}\). We have not yet observed any such special behavior.

1.3 Main results

A classical result of Rohde and Schramm [RS05] states that SLE driven by real-valued Brownian motion has three phases: the SLE\(\kappa\) hulls are simple curves for \(\kappa \in (0, 4]\), self-touching (but not self-crossing or space-filling) curves for \(\kappa \in (4, 8]\), and space-filling curves for \(\kappa \geq 8\). Our first main result characterizes the phases of SLE\(\Sigma\) for a general covariance matrix \(\Sigma\). We describe the phases in terms of the left hulls, but statements about the right hulls can be extracted via duality (Proposition 1.5).

Definition 1.7. Let \(\Sigma\) be a fixed symmetric positive semidefinite matrix, and let \((L_t)_{t\geq 0}\) be the sequence of left hulls corresponding to an SLE\(\Sigma\). We say that SLE\(\Sigma\) is in the

- \textbf{thin phase} if, for each \(z \in \mathbb{C}\), a.s. \(z \notin \bigcup_{t=0}^{\infty} L_t\).
Figure 1: Simulations of left and right SLE$_\Sigma$ hulls made by Minjae Park. The first row corresponds to a driving Brownian motion whose real and imaginary parts are independent (i.e. for which $c = 0$). The second row corresponds to a driving function which is a complex multiple of a real Brownian motion (i.e. for which $c = \sqrt{ab}$). Each figure shows a sample of 50,000 points on the SLE$_\Sigma$ hull. The colors indicate the times at which the points are added to the left hull. The grey lines are the coordinate axes. We do not expect that there is a natural curve associated with the hull, so we do not interpolate the points (we do know, though, that the hulls are connected, see Lemma 2.4). All of the hulls shown in the figure appear to be in the thin phase (for the hulls in the first row, we know this rigorously from Theorem 1.8). Furthermore, the complements of the hulls are disconnected, as shown in Theorem 1.10. See Section 2.4 for a discussion of how the simulations are made.
Figure 2: More simulations of left and right SLE$_\Sigma$ hulls made by Minjae Park (see the caption to Figure 1 for explanations). One should think of regions with a high density of points as being part of the hull. By Theorem 1.8, the first (resp. second) row corresponds to a value of $\Sigma$ in the swallowing (resp. disconnecting) phase. The right hulls look like left hulls in the thin phase, rotated by $\pi/2$, due to Proposition 1.5. Note that the left hulls still disconnect some regions from $\infty$ which are not part of the hull, which is consistent with Theorem 1.10.
• **swallowing phase** if, for each \( z \in \mathbb{C} \), a.s. \( z \) is swallowed; i.e., \( T_z := \inf \{ t : z \in L_t \} < \infty \) but \( z \) is not contained in the closure of \( \bigcup_{t<T_z} L_t \).

• **hitting phase** if, for each \( z \in \mathbb{C} \), a.s. \( T_z < \infty \) and \( z \) is in the closure of \( \bigcup_{t<T_z} L_t \).

• **dense phase** if, for each \( z \in \mathbb{C} \), a.s. \( z \) is contained in \( \bigcup_{t=0}^{\infty} \{ \bigcup_{t=0}^{\infty} L_t \} \).

The thin phase, swallowing phase, and hitting phase are analogous to the \( \kappa \in (0, 4], \kappa \in (4, 8), \) and \( \kappa \geq 8 \) phases of SLE\(_\kappa\) with a real driving function, respectively. In the dense phase, a typical point \( z \) is not contained in \( L_t \) for any finite \( t \), but the distance from \( z \) to \( L_t \) tends to zero as \( t \to \infty \). Note that this implies that \( L_t \) is very far from being transient; i.e., for every open set \( U \), the intersection \( L_t \cap U \) increases for arbitrarily large times \( t \). We expect that the dense phase is empty, but we do not rule this out (see also Question 5.5).

Our description of the phases of SLE\(_\Sigma\) is in terms of the signs of two \( \Sigma \)-dependent definite integrals, which do not appear to have closed forms except in special cases. To describe these integrals, we need to introduce several functions which depend on \( \Sigma \). We will explain where these functions come from just after the statement of Theorem 1.8. Let \( a, b, c \) be as in (1.4) and for \( u \in \mathbb{R} \), let

\[
\begin{align*}
\mu(u) &:= -\left(2 - \frac{a}{2} + \frac{b}{2}\right) \sin 2u - c \cos 2u, \\
\nu(u) &:= \left(2 - \frac{a}{2} + \frac{b}{2}\right) \cos 2u - c \sin 2u \quad \text{and} \\
D(u) &:= \frac{a}{2} \sin^2 u + \frac{b}{2} \cos^2 u - c \cos u \sin u.
\end{align*}
\tag{1.10}
\]

We show in Section 2.6 that there is a non-negative, \( 2\pi \)-periodic solution \( p \) to the ODE

\[
-\left[\mu(u)p(u)\right]' + \left[D(u)p(u)\right]'' = 0, \quad \int_0^{2\pi} p(u) \, du = 1.
\tag{1.11}
\]

**Theorem 1.8 (Phases of SLE\(_\Sigma\)).** *In the notation introduced just above, define the integrals*

\[
\begin{align*}
(I) &= \int_0^{2\pi} \nu(u)p(u) \, du, \\
(II) &= \int_0^{2\pi} (\nu(u) + 2\cos(2u))p(u) \, du.
\end{align*}
\]

*We have the following:

- **If** \( (I) \geq 0 \), **(II) > 0**, then SLE\(_\Sigma\) is in the thin phase.

- **If** \( (I) < 0 \), **(II) > 0**, then SLE\(_\Sigma\) is in the swallowing phase.

- **If** \( (I) < 0 \), **(II) < 0**, then SLE\(_\Sigma\) is in the hitting phase.

- **If** \( (I) \geq 0 \), **(II) < 0**, then SLE\(_\Sigma\) is in the dense phase.*

\[\text{We expect that the non-negative, } 2\pi \text{-periodic solution } p \text{ to (1.11) is unique, at least for a generic choice of the covariance matrix } \Sigma. \text{ However, we do not need the uniqueness of the solution in this paper: all of our arguments work with any non-negative, } 2\pi \text{-periodic solution which satisfies certain mild regularity conditions. This is because any such solution gives a stationary distribution for the argument process, see Lemma 2.14. So, we do not address uniqueness here.}\]
If \( c = 0 \) (i.e., the real and imaginary parts of the driving Brownian motion are independent), then SLE\(_{\Sigma}^c\) is in the thin phase if \( a - b \leq 4 \), the swallowing phase if \( 4 < a - b < 8 \), and the hitting phase if \( a - b \geq 8 \).

The theorem gives explicit formulas for the phases boundaries only when \( c = 0 \); see Figure 3 for an illustration. When \( c \neq 0 \), one can approximate the phase boundaries by using numerical integration to estimate (I) and (II) for many different choices of \( \Sigma \).

In the case when \( c \neq 0 \) and (II) = 0, the theorem does not say whether for a fixed \( z \in \mathbb{C} \), the limit \( \lim_{t \to T^-} \text{dist}(z, L_t) \) is a.s. zero or a.s. positive. When \( c = 0 \), however, we are able to show that (II) = 0 implies that \( \lim_{t \to T^-} \text{dist}(z, L_t) = 0 \) (Lemma 3.12). For every choice of \( \Sigma \), regardless of the value of (II), the sign of the integral (I) determines whether \( T_z = \infty \) a.s. or \( T_z < \infty \) a.s. for each fixed \( z \in \mathbb{C} \) (Proposition 3.1).

The proof of Theorem 1.8 is given in Section 3. Let us briefly comment on the idea of the proof and the source of the functions appearing in (1.10) and (1.11). Fix \( z \in \mathbb{C} \) and for \( t \geq 0 \), let \( \sigma(t) \) solve \( t = \int_0^{\sigma(t)} 1_{[0,2\pi]}(f_z(s)) ds \). One can show that a.s. \( \sigma(\infty) = T_z \) (Remark 2.12).

Using Itô calculus, one gets that for \( \hat{\theta}_t = \arg f_{\sigma(t)}(z) \),

\[
d\hat{\theta}_t = \mu(\hat{\theta}_t) dt + \sqrt{2D(\hat{\theta}_t)} dW_t, \tag{1.12}
\]

where \( W \) is a standard linear Brownian motion (Lemma 2.11). The ODE (1.11) for \( p \) is precisely the Kolmogorov forward equation for this SDE, so \( p(u) du \) is a periodic stationary measure for \( \hat{\theta}_t \). In other words, if \( \hat{\theta}_0 \) is sampled from the distribution \( p(u)1_{[0,2\pi]}(u) du \) on \([0,2\pi] \), then the law of \( e^{i\hat{\theta}_t} \) is stationary in \( t \) (Lemma 2.13). Furthermore, the drift term in the SDE for \( \log |f_{\sigma(t)}(z)| \) is equal to \( \nu(\hat{\theta}_t) dt \). From this and an ergodic theory argument, we infer that when \( t \) is large, \( \log |f_{\sigma(t)}(z)| \approx (\nu \xi)_t \). From this relation, we see that the sign of (I) determines whether \( \lim_{t \to T^-} |f_t(z)| \) is equal to zero. This, in turn, determines whether \( T_z < \infty \), i.e., whether \( z \in \bigcup_{t > 0} L_t \). Similar, but more involved, considerations show that the sign of the integral (II) determines whether \( z \in \bigcup_{t < T_z} L_t \).

The explicit descriptions of the phase boundaries for \( c = 0 \) come from the fact that the stationary density \( p \) takes a particularly simple form in this case; see (3.30).

In the case of (I), part of the above argument was carried out by Rohde and Schramm [RS] in the special case \( c = \sqrt{ab} \).

Our second main result asserts that, in contrast to the case of a real driving function, SLE\(_{\Sigma}^c\) with \( a, b > 0 \) and \( a \neq b \) a.s. disconnects points from infinity before those points become part of the hull.

**Definition 1.9.** Let \( S, S' \subset \mathbb{C} \). We say \( S \) disconnects \( S' \) from infinity if \( S' \) is disjoint from every unbounded connected component \( \mathbb{C} \setminus S \). Note that we do not require that \( S' \cap S = \emptyset \).

**Theorem 1.10 (SLE\(_{\Sigma}^c\) disconnects points).** Let \( (L_t)_{t \geq 0} \) be the left hulls associated to an SLE\(_{\Sigma}^c\) with \( a, b \neq 0 \) and any \( c \in [-\sqrt{ab}, \sqrt{ab}] \).

(a) For each \( z \in \mathbb{C} \), a.s. there exists \( t > 0 \) such that \( z \notin L_t \) and \( L_t \) disconnects \( z \) from infinity.

(b) Almost surely, for each \( t > 0 \) the set of points which are disconnected from \( \infty \) by \( L_t \) has non-empty interior.

The result of Theorem 1.10 is in stark contrast to the case of forward or reverse Loewner evolution with real driving function, for which the complements of the hulls are always connected. Theorem 1.10 implies that even in the thin phase, SLE\(_{\Sigma}^c\) hulls do not look at all like simple curves. The theorem also has non-trivial content in the hitting and swallowing phases: a.s. the left hulls
Figure 3: A graph of the values of $a$ and $b$ for which $\text{SLE}_\Sigma$ with $c = 0$ lies in each of the three phases. The boundary line $a - b = 4$ belongs to the thin phase and the boundary line $a - b = 8$ belongs to the hitting phase.

disconnect $z$ from $\infty$ strictly before the time $T_z = \inf\{t : z \in L_t\}$. The paper [LU21] gives some examples of deterministic complex-valued driving functions with the property that the complements of the hulls they generate are not connected.

**Remark 1.11** (Generated by a curve?). It was shown by Rohde and Schramm [RS05] that $\text{SLE}_\kappa$ for $\kappa > 0$ is generated by a curve, i.e., a.s. there is a continuous curve $\eta$ in the closed upper half-plane $\overline{\mathbb{H}}$ such that the SLE hull at each time $t$ is equal to the union of $\eta([0,t])$ and the set of points which it disconnects from $\infty$ in $\overline{\mathbb{H}}$. We expect that there is no “reasonable” way of associating a curve with $\text{SLE}_\Sigma$ when $a, b \neq 0$. The reason for this is that the proof of Theorem 1.10 shows that the left hull has to grow in two far-away places during a short interval of time. However, we do not give a precise statement to this effect, since unlike in the case of a real-valued driving function, it is not obvious how to define the concept of “generated by a curve” for Loewner evolutions with a complex driving function. One reason for this is that the set $\mathbb{C} \setminus L_t$ is not necessarily connected, so one cannot simply extend the definition in the case of Loewner evolution with a real driving function by requiring that there is a curve such that $L_t$ is equal to the union of the curve and the set of points which it disconnects from $\infty$. Furthermore, $L_t$ is not necessarily strictly increasing in $t$ (i.e., one can have $L_s = L_t$ for $s < t$), so a potential “generating curve” could spend a non-trivial interval of time tracing its past. An example of a driving function whose left hulls are not monotone increasing is $U_t = i\sqrt{\kappa}B_t$ for $\kappa > 4$, which corresponds to reverse $\text{SLE}_\kappa$ in the phase where the right hulls are non-simple.$^2$

---

$^2$To see this lack of strict monotonicity, let $U_t = i\sqrt{\kappa}B_t$ be the driving function and fix $t > 0$. By the duality of forward and reverse SLE [RS05], the right hull $R_t$ has the same law as the union of a (forward) SLE$_\kappa$ curve and its reflection across the real axis, rotated by ninety degrees. Hence, a.s. $R_t$ contains a neighborhood of the origin. For $s \geq 0$ let $f_{t,s+t}$ be the centered Loewner maps driven by $s \mapsto U_{s+t} - U_t$. By the concatenation property (2.3), a.s. $L_{s+t} = L_t \cup f_t^{-1}(L_{t+s+t} \setminus R_t)$. If $s > 0$ is small, then $L_{t,s+t}$ is contained in a small neighborhood of the origin, so since $R_t$ contains a small neighborhood of the origin we have $L_{s,s+t} \setminus R_t = \emptyset$ and hence $L_{s+t} = L_s$. This shows that the left hulls only grow at the atypical times $t$ when $R_t$ does not contain a neighborhood of the origin.
2 Context and basic properties

In Section 2.1, we review some basic properties of general Loewner evolutions with complex driving functions. In Section 2.2, we record a simple description of the boundary behavior of complex Loewner chains in the case in which the left and right hulls are simple curves. (This is not directly relevant to the case of SLE_3, but is independently interesting and provides some useful intuition). In Section 2.3, we explain some consequences of the properties described in Section 2.1 in the special case of SLE_3. In Section 2.5, we write down SDEs satisfied by certain special observables associated with SLE_3, and in Section 2.6 we show that one of these SDEs—namely, the one for an appropriately time-changed version of \( \arg f_t(z) \)—has an explicit stationary distribution. The computations in Sections 2.5 and 2.6 are the key tools in the proofs of our main results. In Section 2.7, we prove a recurrence property of the argument process under the stationary distribution, which is needed for the proof of an ergodic-type property of this process in Section 3 (see in particular Lemma 3.4).

2.1 Basic properties of Loewner evolution with complex driving function

2.1.1 Simple operations on driving functions

Let \( U : [0, \infty) \to \mathbb{R} \) be continuous, let \((f_t)_{t \geq 0} = (f_t^U)_{t \geq 0}\) be the centered Loewner chain driven by \( U \). Also let \((L_t)_{t \geq 0} = (L_t^U)_{t \geq 0}\) and \((R_t)_{t \geq 0} = (R_t^U)_{t \geq 0}\) be the associated left and right hulls.\(^3\) The following properties are easily consequences of Definition 1.1; see [LU21, Section 2] for proofs. Here we write \( U(t) = U_t \) in order to make the notation more legible.

- **Scaling property.** Let \( r > 0 \). For each \( t \geq 0 \) and each \( z \in \mathbb{C} \),

\[
  f_t^{U(r^2)}(z) = rf_{t/r^2}(z/r), \quad L_t^{U(r^2)} = rL_{t/r^2}, \quad \text{and} \quad R_t^{U(r^2)} = rR_{t/r^2}. \tag{2.1}
\]

- **Reflection property.** Let \((x + iy)^* = x - iy\) denote the complex conjugate. For each \( t \geq 0 \),

\[
  L_t^{U*} = (L_t^U)^* \quad \text{and} \quad L_t^{-U} = -L_t^U. \tag{2.2}
\]

The same is true with right hulls instead of left hulls.

- **Concatenation property.** Fix \( t \geq 0 \) and for \( s \geq 0 \), let \( f_{t,s+t} = f_{s}^{U(t)} - U(t) \) be the Loewner chain driven by \( U(t) \). Similarly define the associate left/right hulls \( L_{t,s+t} \) and \( R_{t,s+t} \). For each \( s, t \geq 0 \),

\[
  f_{s,t} = f_{t,s+t} \circ f_t |_{C \setminus L_{s+t}}, \quad L_{s+t} = L_t \cup f_t^{-1}(L_{s+t} \setminus R_t) \quad \text{and} \quad R_{s+t} = R_t \cup f_t^{-1}(L_t \setminus L_{s+t}). \tag{2.3}
\]

See Figure 4 for an illustration.

- **Duality property.** For each \( t \geq 0 \),

\[
  L_t^U = iR_t^{i(U(t) - U(t-))} \quad \text{and} \quad R_t^U = iL_t^{i(U(t) - U(t-))}. \tag{2.4}
\]

\(^3\)We will usually exclude the superscript \( U \), but it is convenient to include the driving function in the notation in the list of basic properties.
2.1.2 Relationship to Loewner evolution with a real driving function

We will next discuss the relationship between Loewner evolution with a complex driving function and forward/reverse Loewner evolution with a real driving function. We first recall the definition of Loewner evolution in the case of a real driving function.

**Definition 2.1 (Chordal Loewner chains).** Let $U : [0, \infty) \to \mathbb{R}$ be a continuous function and let $\mathbb{H} \subset \mathbb{C}$ be the upper half-plane. We define the forward (resp. reverse) chordal Loewner chain with driving function $U$ to be the collection of mappings $(g_t)_{t \geq 0}$ such that, for each $z \in \mathbb{H}$, $g_t(z)$ is the solution to the initial value problem

\[
\dot{g}_t(z) = \frac{2}{g_t(z) - U_t}, \quad g_0(z) = z \quad (2.5)
\]

(resp.

\[
\dot{g}_t(z) = -\frac{2}{g_t(z) - U_t}, \quad g_0(z) = z. \quad (2.6)
\]

We define the corresponding forward (resp. reverse) centered Loewner chain $(f_t)_{t \geq 0}$ by $f_t(z) = g_t(z) - U_t$.

The solution to (2.5) is defined up to some time $T_z$ depending on $z$ (which we call the absorbing time), while the solution to (2.6) is defined for all $t$. For both forward and reverse chordal Loewner chains, Loewner’s theorem asserts that the function $g_t$ is the unique conformal mapping from its domain to its range satisfying $g_t(z) - z \to 0$ as $z \to \infty$.

Loewner’s theorem implies that we can describe each forward or reverse chordal Loewner chain as a sequence of sets in $\mathbb{H}$. In the forward case, $f_t$ maps $\mathbb{H} \setminus L_t \to \mathbb{H}$, where $L_t = \{z \in \mathbb{H} : T_z \leq t\}$. In the reverse case, $f_t$ maps $\mathbb{H} \to \mathbb{H} \setminus R_t$ for some set $R_t$. Thus, we can identify the forward chordal Loewner chain with the sequence of sets $(L_t)_{t \geq 0}$, and the reverse chordal Loewner chain with the sequence of sets $(R_t)_{t \geq 0}$. The sets $L_t$ and $R_t$ are both compact $\mathbb{H}$-hulls, meaning that the sets are connected and their complements in $\mathbb{H}$ are connected. They differ, however, in one crucial respect: the hulls $(L_t)_{t \geq 0}$ are increasing, but the hulls $(R_t)_{t \geq 0}$ are not. Intuitively, in each infinitesimal increment of time, we add an infinitesimal piece to $L_t$ at a point along its boundary, which makes the set strictly larger. In the case of $R_t$, we add an infinitesimal piece to the hull $R_t$ at the origin;

Figure 4: Illustration of the concatenation property. For simplicity, we have shown the hulls as simple curves, but this is not always the case (and is typically not the case for SLE$_\Sigma$). See Figure 8 for an illustration of the concatenation property in the case of hulls which are not simple curves.
this does not make the set strictly larger, but instead “pushes” it infinitesimally further into the domain.

In the special case when $U$ is real-valued (resp. purely imaginary-valued), the complex Loewner evolution reduces to forward (resp. reverse) chordal Loewner evolution. See Figure 5 for an illustration.

Figure 5: Illustration of the left and right hulls for a centered Loewner evolution with real (left) and purely imaginary (right) driving function.

Lemma 2.2. As above, denote complex conjugation by a *. For a function $f$ defined on a subset of the upper half-plane $\mathbb{H}$, let $\hat{f}$ denote its analytic continuation via Schwarz reflection. Then the following is true.

(a) Let $(f_t)_{t \geq 0}$ be the centered forward chordal Loewner chain with driving function $U : [0, \infty) \to \mathbb{R}$ and let $(L_t)_{t \geq 0}$ be the corresponding (left) hulls. Then $(\hat{f}_t)_{t \geq 0}$ is the centered complex Loewner chain with driving function $U$, the left hulls are $(L_t \cup L_t^*)_{t \geq 0}$, and the right hulls are subsets of the real axis.

(b) Let $(f_t)_{t \geq 0}$ be the centered reverse chordal Loewner chain with driving function $U : [0, \infty) \to \mathbb{R}$ and let $(R_t)_{t \geq 0}$ be the corresponding (right) hulls. Then $(i\hat{f}_t(-i\cdot))_{t \geq 0}$ is the centered complex Loewner chain with driving function $iU$, the left hulls are subsets of the imaginary axis, and the right hulls are $(iR_t \cup iR_t^*)_{t \geq 0}$.

To prove Lemma 2.2, we use the following fact.

Lemma 2.3. Let $(g_t)_{t \geq 0}$ be the collection of mappings such that, for each $z \in \mathbb{C}$, $g_t(z)$ is the solution to the initial value problem (2.6) for some continuous function $U : [0, \infty) \to \mathbb{C}$ (note that we allow a complex-valued driving function here). Let $f_t = g_t - U_t$. Then the collection of conformal maps $z \mapsto i f_t(-iz)$ for $t \geq 0$ is the centered Loewner chain with driving function $iU$.

Proof. The lemma is an immediate consequence of Definition 1.1.

We may define the maps $(g_t)_{t \geq 0}$ defined in (2.6) as the reverse Loewner chain with driving function $U$. With this definition, we can also reverse the statement of Lemma 2.3: if the maps $f_t$ are a centered Loewner chain with driving function $U$, then the maps $z \mapsto i f_t(-iz)$ are a centered reverse Loewner chain with driving function $iU$.

\footnotetext{More precisely, let $\Omega \subset \mathbb{H}$ be the domain of $f$, and let $I$ be the set of $x \in \mathbb{R}$ such that $f$ extends continuously to $x$ with $f(x) \in \mathbb{R}$. Then $\hat{f}$ is the function on $\Omega \cup \Omega^* \cup I$ defined by Schwarz reflection.}
Proof of Lemma 2.2. As noted in [LU21, Section 2], the first assertion is immediate from the reflection property under conjugation. The second assertion follows from combining the first with the result of Lemma 2.3. □

2.1.3 Regularity lemmas

We now record some basic regularity properties for general Loewner evolutions with complex driving functions.

Lemma 2.4. For any choice of continuous driving function $U : [0, \infty) \to \mathbb{C}$, for each $t \geq 0$ the left and right hulls $L_t$ and $R_t$ are connected.

Proof. Let $L : [0, 1] \to \mathbb{C}$ be a loop that does not surround the origin and that does not intersect $L_t$. To prove $L_t$ is connected, it is enough to show that the region bounded by $L$ does not intersect $L_t$. The function on $[0, 1] \times [0, t]$ that maps $(r, s) \mapsto f_s(L(r))$ is continuous, and its range is contained in $\mathbb{C}\setminus\{0\}$. Hence, a.s. $f_t \circ L$ is homotopic to $L$ in $\mathbb{C}\setminus\{0\}$, and therefore does not surround the origin. This implies that the region bounded by $L$ does not intersect $L_t$. Thus, $L_t$ is connected. The duality property (2.4) implies that $R_t$ is also connected. □

Lemma 2.5. Let $U : [0, \infty) \to \mathbb{C}$ be continuous and let $(f_t)_{t \geq 0}$ be the centered Loewner chain driven by $U$. Let $z \in \mathbb{C}$. If the absorbing time $T_z$ is finite, then

$$\lim_{t \to T_z} |f_t(z)| = 0.$$ 

Proof. Standard existence results for solutions to ODEs imply that the solution to (1.1) exists until the smallest time $t$ for which $\liminf_{s \to t} |f_s(z)| = 0$. Consequently, if $T_z < \infty$ then $\liminf_{t \to T_z} |f_t(z)| = 0$. We need to replace the liminf by a limit.

To this end, fix numbers $0 < \alpha < \beta$. We define an upcrossing of $[\alpha, \beta]$ to be a pair of times $(t_1, t_2)$ with $t_1 < t_2 < T_z$ such that $|f_{t_1}(z)| = \alpha$, $|f_{t_2}(z)| = \beta$, and $|f_s(z)| \in (\alpha, \beta)$ for each $s \in (t_1, t_2)$. It suffices to show that there are at most finitely many upcrossings of $[\alpha, \beta]$ before time $T_z$.

Since $U$ is continuous and $T_z$ is finite, $U$ is uniformly continuous on $[0, T_z]$. Therefore, we can find a modulus of continuity $\rho : (0, \infty) \to (0, \infty)$ with $\lim_{\delta \to 0} \rho(\delta) = 0$ such that $|U_s - U_t| \leq \rho(|s - t|)$ whenever $s, t \in [0, T_z]$. By the Loewner equation (1.1), if $(t_1, t_2)$ is an upcrossing of $[\alpha, \beta]$ with $t_1, t_2 \in [0, T_z]$,

$$\beta - \alpha \leq |f_{t_2}(z) - f_{t_1}(z)| \leq \int_{t_1}^{t_2} \frac{2}{|f_s(z)|} ds + |U_{t_1} - U_{t_2}| \leq 2\alpha^{-1}(t_2 - t_1) + \rho(|t_2 - t_1|),$$

where the last inequality comes from the definition of an upcrossing together with our choice of $\rho$.

By (2.7) there exists $\varepsilon = \varepsilon(T_z, \alpha, \beta) > 0$ such that $t_2 - t_1 \geq \varepsilon$ for each upcrossing $(t_1, t_2)$ of $[\alpha, \beta]$ with $t_1, t_2 \in [0, T_z)$. The intervals corresponding to distinct upcrossings of $[\alpha, \beta]$ are disjoint, so the total number of upcrossings is at most $T_z/\varepsilon$. □

2.2 Cutting and gluing description

In this subsection we will describe the boundary behavior of the Loewner maps $f_t$ when the left and right hulls are simple curves. By Theorem 1.10 this property is not satisfied in the case of $\text{SLE}_\kappa$. 


with \( a, b \neq 0 \). So, the result of this section is not directly relevant to the study of \( \text{SLE}_{\Sigma} \). However, it is independently interesting, and it provides some useful intuition for what Loewner maps with a complex driving function look like.

**Lemma 2.6.** Let \( U : [0, \infty) \to \mathbb{C} \) be a continuous function and let \((f_t)_{t \geq 0} \) be the centered Loewner chain driven by \( U \). Assume that there is a simple two-sided curve \( \eta : \mathbb{R} \to \mathbb{C} \) such that the left hull satisfies \( L_t = \eta([-t, t]) \) for each \( t \geq 0 \); and for each \( t \geq 0 \), the right hull is equal to the image of some simple curve. For each \( t > 0 \) and each \( z \in \eta([-t, t]) \), let \( z^- \) (resp. \( z^+ \)) be the prime end of \( \mathbb{C} \setminus \eta([-t, t]) \) corresponding to the left (resp. right) side of \( \eta([-t, t]) \). Then for each \( t \geq 0 \) and each \( s \in [0, t] \),

\[
    f_t(\eta(s)^+) = f_t(\eta(-s)^+) \quad \text{and} \quad f_t(\eta(s)^-) = f_t(\eta(-s)^-). \tag{2.8}
\]

See Figure 6 for an illustration of the statement. It is shown in [Tra17, Theorem 1.2] that the “simple curve” hypotheses of Lemma 2.6 are satisfied if \( U \) is \( 1/2 \)-Hölder continuous with small enough Hölder norm. Since \( L_t \) is assumed to be a simple curve, the basic theory of prime ends (see, e.g., [Pom92, Theorem 2.15]) shows that that \( f_t(z^-) \) and \( f_t(z^+) \) are well-defined for each \( z \in \eta([-t, t]) \), so the formula (2.8) makes sense.

**Proof of Lemma 2.6.** The reader may want to consult Figure 4 while reading the proof. (Note that in our setting we have \( s \) in place of \( t \) and \( t - s \) in place of \( s \).) Fix \( s \geq 0 \). Let \((f_{s,s+r})_{r \geq 0} \) be the Loewner evolution driven by \((U_{r+s}-U_s)_{r \geq 0} \) and let \((L_{s,s+r})_{r \geq 0} \) and \((R_{s,s+r})_{r \geq 0} \) be the corresponding left and right hulls. By the concatenation property (2.3), for \( t \geq s \) we have \( f_t = f_{s,t} \circ f_s |_{L_t} \) and

\[
    \eta([-t, t]) = L_t = \eta([-s, s]) \cup f_s^{-1}(L_{s,t} \setminus R_s). \tag{2.9}
\]

We first argue that

\[
    f_s(\eta(s)) = f_s(\eta(-s)) = 0. \tag{2.10}
\]

Since each of \( \eta(s) \) and \( \eta(-s) \) corresponds to a single prime end of \( \mathbb{C} \setminus \eta([-s, s]) \),

\[
    f_s(\eta(s)) = \lim_{z \to \eta([-s, s])} f_s(z) \tag{2.11}
\]
and similarly for $f_s(\eta(-s))$. By (2.9) (with $t = s + \varepsilon$), for each $\varepsilon > 0$,

$$f_s(\eta([-s - \varepsilon, s + \varepsilon]) \setminus \eta([-s, s])) = L_{s,s+\varepsilon} \setminus R_s.$$  \hspace{1cm} (2.12)

Since the driving function $(U_{t+\varepsilon} - U_t)_{r \geq 0}$ is continuous, it is easily seen from the Loewner equation that $\bigcap_{\varepsilon > 0} L_{s,s + \varepsilon} = \{0\}$. Consequently, when $\varepsilon$ is small the set (2.12) is contained in a small neighborhood of the origin. By (2.11) and since $\lim_{\varepsilon \to 0} \eta(s + \varepsilon) = \eta(s)$, we get $f_s(\eta(s)) = 0$. Similarly, $f_s(\eta(-s)) = 0$.

Now fix $t > s$. Since $L_t = \eta([-s, s]) \cup f^{-1}_s(L_{s,t} \setminus R_s)$ (recall (2.3)) is a simple curve, the set $f^{-1}_s(L_{s,t} \setminus R_s)$ must be the disjoint union of two (possibly empty) simple curves whose closures intersect $\eta([s, s])$ only at $\eta(-s)$ and $\eta(s)$, respectively. By applying $f_s$ and using (2.10), we get that $L_{s,t}$ is the union of two simple curves which intersect $R_s$ only at the origin, equivalently $L_{s,t}$ is a simple curve passing through the origin which intersects $R_s$ only at the origin. Since $R_s$ is a simple curve by hypothesis, the set $L_{s,t} \cup R_s$ is the union of two simple curves which intersect only at the origin. Hence the origin corresponds to four prime ends in $\mathbb{C} \setminus (L_{s,t} \cup R_s)$ which are the images under $f_s|_{\mathbb{C} \setminus L_t}$ of $\eta(s)^\pm$ and $\eta(-s)^\pm$. The prime ends which are the images of $\eta(s)^+$ and $\eta(-s)^+$ (resp. $\eta(s)^-$ and $\eta(-s)^-$) lie to the right (resp. left) of $L_{s,t}$.

The origin corresponds to two prime ends in $\mathbb{C} \setminus L_{s,t}$, namely the left and right sides of $\mathbb{C} \setminus L_{s,t}$. Therefore, the two prime ends of $\mathbb{C} \setminus (L_{s,t} \cup R_s)$ lying to the right of 0 are mapped to the same point under $f_{s,t}$. By combining this with the concatenation property and the preceding paragraph, we get

$$f_t(\eta(s)^+) = f_{s,t}(f_s(\eta(s)^+)) = f_{s,t}(0^+) = f_{s,t}(f_s(\eta(-s)^-)) = f_t(\eta(-s)^+).$$

The same argument shows that also $f_t(\eta(s)^-) = f_t(\eta(-s)^-)$. \hfill \Box

### 2.3 Basic properties of SLE$_\Sigma$

We now prove some basic properties of SLE$_\Sigma$ that we mentioned in Section 1. We first state and prove its scale invariance and Markov properties.

**Lemma 2.7** (Scale invariance). Let $r > 0$ and let $(f_t)_{t \geq 0}$ be the centered Loewner chain for an SLE$_\Sigma$. Then the random collection of conformal mappings $(r^{-1} f_{r^2 t}(r \cdot))_{t \geq 0}$ has the distribution of the centered Loewner chain for an SLE$_\Sigma$.

*Proof*. This follows immediately from the scaling property (2.1) and Brownian scaling. \hfill \Box

**Lemma 2.8** (Markov property). Suppose that $(f_t)_{t \geq 0}$ is a centered SLE$_\Sigma$, and let $T$ be a stopping time w.r.t. the filtration $\mathcal{F}_t$ associated to the driving Brownian motion $B_t$. Then the centered Loewner chain $(f_{T,s+T})_{s \geq 0}$ from (2.3) is independent of $\mathcal{F}_T$ and has the distribution of a centered SLE$_\Sigma$.

*Proof*. This is immediate from the strong Markov property of Brownian motion. \hfill \Box

Finally, we prove the duality property of SLE$_\Sigma$ that we stated as Proposition 1.5.

**Proof of Proposition 1.5**. The result follows from combining Lemma 2.3 and the duality property (2.4) and applying the fact that, if $B_t$ is a complex Brownian motion and $T > 0$, then the processes $B_t$ and $B_{T-t} - B_T$ on $[0, T]$ are equal in law. \hfill \Box
2.4 Simulations of SLE$_\Sigma$

The simulations of SLE$_\Sigma$ in Figures 1 and 2 are produced by the following method, which is a generalization of the method used to simulate SLE$_\kappa$ for $\kappa > 0$ in [Ken09].

Let $n \in \mathbb{N}$ be large (we take $n = 25,000$). For $x \in \mathbb{R}$, let $\phi^x_t(z) = \sqrt{(z-x)^2 + 4t}$ be the forward centered Loewner chain with constant driving function $U_t = x$. For $y \in \mathbb{R}$, let $\phi^{iy}_t(z) = i\sqrt{(iz+y)^2 - 4t}$ be the forward centered Loewner chain with constant driving function $U_t = iy$. We extend these functions to be defined on the complement of a line segment in a half-plane) by Schwarz reflection.

For $j = 1, \ldots, n$, let $(X_j, Y_j)$ be i.i.d. two-dimensional Gaussian random variables with covariance matrix $(n/2)^{-1/2}\Sigma$. For $k = 1, \ldots, n$, let

$$
\hat{f}_{2k/n} := \phi_1^{Y_k} \circ \phi_1^{X_k} \circ \phi_{1/n}^{Y_{k-1}} \circ \phi_{1/n}^{X_{k-1}} \circ \cdots \circ \phi_{1/n}^{Y_1} \circ \phi_{1/n}^{X_1}. 
$$

By the concatenation property (2.3), $\hat{f}_{2k/n}$ is the time $2k/n$ Loewner map for the Loewner chain whose driving function is given by

$$
\hat{U}_t = \sum_{j \in \mathbb{N}} (X_j + iY_j). 
$$

This driving function converges in law as $n \to \infty$ (with respect to the uniform topology) to $B^1_t + iB^2_t$, where $(B^1_t, B^2_t)$ is a two-dimensional Brownian motion with covariance matrix $\Sigma$. Hence, when $n$ is large, $\hat{f}_{2k/n}$ should approximate the time-$(2k/n)$ map for SLE$_\Sigma$.

Since the centered Loewner maps for SLE$_\Sigma$ satisfy $\lim_{t \to T_\Sigma^-} |f_t(z)| = 0$ (Lemma 2.5), for each $\varepsilon > 0$, each point of the left hull $L_2$ belongs to $f_t^{-1}(B_t(0))$ for some $t \leq 2$. Consequently, when $n$ is large and $\varepsilon$ is small, the time 2 left hull for SLE$_\Sigma$ can be approximated by the set of points

$$
\bigcup_{w \in \{0, 1, -1, i, -i\}} \left\{ \hat{f}_{2k/n}^{-1}(\varepsilon w) : k = 1, \ldots, n \right\}.
$$

The images of the left hulls in Figures 1 and 2 are scatter plots of the set (2.15), with points colored according to the time $2k/n$ at which they are added to the hull. Due to the duality property (2.4), we can also approximate the right hulls corresponding to the driving function (2.14) by replacing each $(X_j, Y_j)$ by $(Y_{n-j}, -X_{n-j})$, then applying the same method used to approximate the left hulls (but with the picture rotated by 90 degrees).

2.5 Polar decomposition of SLE$_\Sigma$

To describe the behavior of the centered SLE$_\Sigma$ maps $(f_t)_{t \geq 0}$, we often fix a point $z \in \mathbb{C}$ and analyze the evolution of $f_t(z)$ as $t$ ranges from 0 to the absorbing time $T_\Sigma$. To analyze the process $(f_t(z))_{t \in [0, T_\Sigma]}$, it is easier to parametrize the process not by capacity time, but by the following alternative time parametrization.

**Definition 2.9** (A time parametrization of SLE$_\Sigma$ run until it absorbs a fixed point). Let $(f_t)_{t \geq 0}$ be a centered SLE$_\Sigma$. For $z \in \mathbb{C}$, we define the $\sigma$-time parametrization $\sigma = \sigma_z$ of $(f_t)_{t \in [0, T_\Sigma]}$ by

$$
t = \int_0^{\sigma(t)} \frac{1}{|f_s(z)|^2} ds. 
$$
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It can be shown that the function $\sigma$ maps the entire interval $(0, \infty)$ onto $(0, T_z)$; we justify this in Remark 2.12 from Lemma 2.11.

The reason that the $\sigma$-time parametrization is so useful is that the polar coordinates of $f_t(z)$ in this parametrization can be expressed as SDEs involving only the argument of $f_t(z)$ and a pair of real standard Brownian motions.

**Definition 2.10.** For $z \in \mathbb{C}$, the argument process associated to a centered SLE$_\Sigma$ $(f_t)_{t \geq 0}$ and the point $z$ is defined as the unique continuous process $t \mapsto \theta_t(z)$ for $t \in [0, T_z)$ such that $f_t(z)/|f_t(z)| = e^{i\theta_t(z)}$ for each $t \in [0, T_z)$ and $\theta_0(z) \in [0, 2\pi)$. We often write $\theta_t(z)$ simply as $\theta_t$ with the value of $z$ implicit.

**Lemma 2.11 (Polar decomposition of SLE$_\Sigma$).** Let $(f_t)_{t \geq 0}$ be a centered SLE$_\Sigma$ and let $B_t, \tilde{B}_t$ be the correlated standard linear Brownian motions as in (1.6). For $u \in \mathbb{R}$, also let

$$\mu(u) = -\left(2 - \frac{a}{2} + \frac{b}{2}\right) \sin 2u - c \cos 2u \quad \text{and} \quad \nu(u) = \left(2 - \frac{a}{2} + \frac{b}{2}\right) \cos 2u - c \sin 2u,$$

as in (1.10). Fix $z \in \mathbb{C}$. With $\sigma = \sigma_z$ as in Definition 2.9, the mappings

$$\tilde{\theta}_t(z) := \theta_{\sigma(t)}(z) \quad \text{and} \quad \tilde{f}_t(z) := f_{\sigma(t)}(z)$$

satisfy the stochastic differential equations

$$d\tilde{\theta}_t = \mu(\tilde{\theta}_t) \, dt - \sqrt{a} \sin \tilde{\theta}_t \, dW_t + \sqrt{b} \cos \tilde{\theta}_t \, d\tilde{W}_t,$$

(2.18)

and

$$d \log |\tilde{f}_t(z)| = \nu(\tilde{\theta}_t) \, dt + \sqrt{a} \cos \tilde{\theta}_t \, dW_t + \sqrt{b} \sin \tilde{\theta}_t \, d\tilde{W}_t,$$

(2.19)

where $W_t$ and $\tilde{W}_t$ are correlated standard linear Brownian motions with $(W_t, \tilde{W}_t)_{t \geq 0} \overset{d}{=} (B_t, \tilde{B}_t)_{t \geq 0}$ and a prime denotes the derivative with respect to $z$.

**Remark 2.12.** Lemma 2.11 implies that the function $\sigma$ of Definition 2.9 is defined on the entire range $(0, \infty)$. To see why, we first observe that, since the coefficients in the SDEs (2.19) and (2.20) are bounded, both $|\tilde{f}_t(z)|$ and $|\tilde{f}_t(z)|$ are a.s. bounded away from 0 and $\infty$ on compact subsets of $[0, \infty)$. In particular, this means that if the domain of $\sigma$ were some finite interval $[0, T]$, then $\lim_{t \to T^-} |f_t(z)|$ would be strictly positive. On the other hand, Lemma 2.5 implies that on the event $T_z < \infty$, we have $\lim_{t \to T_z^-} |f_t(z)| = 0$.

**Proof of Lemma 2.11.** By the SDE (1.6) for $f_t(z)$ and Itô’s lemma for complex semimartingales [Pro05, Chapter II, Theorem 35],

$$d \log f_t(z) = \frac{1}{f_t(z)} \left( \frac{1}{2} \frac{df_t(z)}{f_t(z)} \langle f_t(z), f_t(z) \rangle \right)$$

$$= \frac{1}{(f_t(z))^2} \left( 2 - \frac{a}{2} + \frac{b}{2} - i c \right) \, dt + \frac{1}{f_t(z)} \left( \sqrt{a} \, dB_t + i \sqrt{b} \, d\tilde{B}_t \right)$$

$$= \frac{\cos 2\theta_t - i \sin 2\theta_t}{|f_t(z)|^2} \left( 2 - \frac{a}{2} + \frac{b}{2} - i c \right) \, dt + \frac{\cos \theta_t - i \sin \theta_t}{|f_t(z)|^2} \left( \sqrt{a} \, dB_t + i \sqrt{b} \, d\tilde{B}_t \right).$$
Taking the real and imaginary parts of the latter expression yields
\[ d \log |f_t(z)| = \frac{1}{|f_t(z)|^2} \nu(\theta_t) \, dt + \frac{1}{|f_t(z)|} \left( \sqrt{a} \cos \theta_t \, dB_t + \sqrt{b} \sin \theta_t \, d\tilde{B}_t \right) \] (2.21)
and
\[ d\theta_t = \frac{1}{|f_t(z)|^2} \mu(\theta_t) \, dt - \frac{1}{|f_t(z)|} \left( \sqrt{a} \sin \theta_t \, dB_t + \sqrt{b} \cos \theta_t \, d\tilde{B}_t \right), \] (2.22)
respectively. Hence, with
\[ W_t = \int_0^{\sigma(t)} \frac{1}{|f_s(z)|} dB_s \quad \text{and} \quad \tilde{W}_t = \int_0^{\sigma(t)} \frac{1}{|f_s(z)|} d\tilde{B}_s, \]
the time-reparametrized processes \( \log |\hat{f}_t(z)| \) and \( \hat{\theta}_t(z) \) satisfy the SDEs (2.19) and (2.18), respectively. We have \((W_t, \tilde{W}_t)_{t \geq 0} \overset{d}{=} (B_t, \tilde{B}_t)_{t \geq 0}\) since both processes are continuous martingales with the same quadratic variations and quadratic cross-variations. Finally, to obtain (2.20), we differentiate the SDE for \( f_t(z) \) w.r.t. \( z \) and divide by \( f_t(z) \) to obtain \( d \log f_t(z) = (-2/(f_t(z))^2) \, dt \), and then we time-change by \( \sigma \) and take real parts.

\[ \square \]

2.6 The stationary argument process

To analyze the evolution of the processes in Lemma 2.11, we consider a random choice \( z \) of \( z \) (sampled independently from the driving process \( U \)) for which the time-changed process \( \hat{f}_t(z)/|\hat{f}_t(z)| = e^{i\theta_t(z)} \) is stationary in \( t \). In this subsection, we will construct the distribution of \( z \).

**Lemma 2.13.** Let \( \mu \) be as in (2.17) and let
\[ D(u) = \frac{a}{2} \sin^2 u + \frac{b}{2} \cos^2 u - c \cos u \sin u \] (2.23)
be as in (1.10). There exists a non-negative, \( \pi \)-periodic solution to the differential equation
\[ -[\mu(u)p(u)]' + [D(u)p(u)]'' = 0, \quad \int_0^{2\pi} p(u) \, du = 1 \] (2.24)
which is strictly positive except possibly on a discrete set. Furthermore, the solution \( p \) can be taken to have the following property: let \( z \) be a random point on the unit circle, sampled independently from the driving Brownian motion, whose angle has distribution \( p(u) \mathbb{1}_{[0,2\pi]}(u) \, du \). Also let \( \sigma = \sigma_z \) be the time change as in Definition 2.9. Then \( e^{i\theta_{\sigma(t)}(z)} = f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)| \) is stationary in \( t \).

The proof of Lemma 2.13 will be given at the end of this subsection. Note that it is natural to consider a \( \pi \)-periodic solution to (2.24), rather than a \( 2\pi \)-periodic solution, since the functions \( \mu \) and \( D \) are \( \pi \)-periodic. This is related to the fact that the driving function \( U \) is a complex Brownian motion, so \(-U\) has the same distribution as \( U \).

Lemma 2.13 is a powerful tool that we use throughout this work to study SLE\(_\Sigma\). By Lemma 2.11, we can express all three processes \( \theta_t(z) \), \( \log |\hat{f}_t(z)| \), and \( \log |\hat{f}_t(z)| \) as solutions to stochastic differential equations whose coefficients are \( 2\pi \)-periodic functions of \( \theta_t(z) \). This means that we can use the stationarity of \( e^{i\theta_t(z)} \) to analyze the asymptotic behavior of these three processes. If we can apply our understanding of this behavior to show that some property of \((\hat{f}_t(z))_{t \geq 0}\) a.s. holds with \( z \sim z \), then we will often be able to deduce that the same property a.s. holds for each fixed point \( z \) on the unit circle. We can then extend the result to general \( z \in \mathbb{C} \) using scale invariance (Lemma 2.7).

The ODE (2.24) comes from the Kolmogorov forward equation for the SDE satisfied by \( \theta_t \), as we now explain.
Lemma 2.14. Let $p : \mathbb{R} \to [0, \infty)$ be a continuous, non-negative, $\pi$-periodic function with $\int_0^{2\pi} p(u) \, du = 1$. Assume that there exists $x \in \mathbb{R}$ such that on $\mathbb{R} \setminus (x + \pi \mathbb{Z})$, the function $p$ is twice continuously differentiable and satisfies the ODE (2.24); and the function $u \mapsto D(u)p(u)$ (where $D$ is as in (2.23)) is continuously differentiable on all of $\mathbb{R}$. Let $z$ be a random point on the unit circle, sampled independently from the driving Brownian motion, and whose angle has distribution $p(u)\mathbb{1}_{[0,2\pi]}(u) \, du$. Then the law of $e^{i\theta_{\sigma(t)}(z)} = f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)|$ is stationary in $t$.

In the case when the coefficients of the covariance matrix $\Sigma$ satisfy $|c| < \sqrt{ab}$, we will construct a solution to (2.24) which satisfies the hypotheses of Lemma 2.14. First, we claim that it suffices to prove the existence of $p$ when $c \geq 0$. To justify this claim, let $\tilde{\mu}$ and $\tilde{D}$ be the functions obtained by

Proof of Lemma 2.13. We need to construct a non-negative, $\pi$-periodic solution to the differential equation (2.24) which satisfies the hypotheses of Lemma 2.14. First, we claim that it suffices to prove the existence of $p$ when $c \geq 0$. To justify this claim, let $\tilde{\mu}$ and $\tilde{D}$ be the functions obtained by
switching the sign of \( c \) in (2.17) and (2.23). Then \( \tilde{\mu}(u) = -\mu(-u) \) and \( \tilde{D}(u) = D(-u) \). Thus, if \( p \) satisfies the hypotheses of Lemma 2.14, then \( \tilde{p}(u) = p(-u) \) satisfies the hypotheses of Lemma 2.14 with \( \mu \) and \( D \) replaced by \( \tilde{\mu} \) and \( \tilde{D} \). Thus, we may assume \( c \geq 0 \). We consider separately the cases \( c < \sqrt{ab} \) and \( c = \sqrt{ab} \); the key difference between these cases is that, when \( c = \sqrt{ab} \), the function \( D \) is not always strictly positive.

**Case 1:** \( c < \sqrt{ab} \). Since \( D(u) > 0 \) for all \( u \in \mathbb{R} \), the functions \( p_0, p_1 : \mathbb{R} \to [0, \infty) \) given by

\[
p_0(u) = \exp\left( \int_0^u \frac{\mu(s) - D'(s)}{D(s)} \, ds \right) \tag{2.27}
\]

and

\[
p_1(u) = \frac{1}{D(u)} \exp\left( \int_0^u \frac{\mu(s)}{D(s)} \, ds \right) \int_0^u \exp\left( -\int_0^s \frac{\mu(v)}{D(v)} \, dv \right) \, ds \tag{2.28}
\]

are smooth and satisfy the first-order ODEs

\[-\mu(u)p_j(u) + [D(u)p_j(u)]' = j, \quad \forall j \in \{0, 1\}. \tag{2.29}
\]

By (2.29), the function \( p_0 + rp_1 \) satisfies (2.24) for every \( r \in \mathbb{R} \). Let

\[p = k(p_0 + r_*p_1),\]

where

\[r_* = \frac{p_0(0) - p_0(\pi)}{p_1(\pi)},\]

and \( k > 0 \) is a constant which will be chosen later in order to make \( \int_0^{2\pi} p(u) \, du = 1 \).

By the choice of \( r_* \) and since \( p_1(0) = 0 \), we have \( p(0) = p(\pi) \). Now, since \( \mu \) and \( D \) are \( \pi \)-periodic, the functions \( p \) and \( p(\cdot + \pi) \) satisfy the same first-order ODE:

\[-\mu(u)p(u) + [D(u)p(u)]' = -\mu(u)p(u + \pi) + [D(u)p(u + \pi)]' = kr_*. \]

Therefore, the fact that \( p(0) = p(\pi) \), together with the uniqueness part of the Picard-Lindelöf theorem, implies that \( p \) is \( \pi \)-periodic.

We next check that \( p \) is nonnegative. Since \( p_0 \) and \( p_1 \) are clearly non-negative, to prove this, it is enough to show that \( r_* \geq 0 \). Since \( p_1(\pi) > 0 \) and \( p_0(0) = 1 \), we just have to show that \( p_0(\pi) < 1 \)—or, equivalently, that

\[\int_0^\pi \frac{\mu(u) - D'(u)}{D(u)} \, du \leq 0.\]

We have

\[\int_0^\pi \frac{D'(u)}{D(u)} \, du = \log D(\pi) - \log D(0) = 0.\]

We now verify that \( \int_0^\pi \frac{\mu(u)}{D(u)} \, du \leq 0 \) by a direct computation. The antiderivative of \( \mu(u)/D(u) \) is given by \((a - b)^2 + 4c^2\)^{-1} times the expression

\[
(a - b)^2 - 4(a - b) + 4c^2 \log((b - a) \cos(2u) - 2c \sin(2u) + a + b) + 16cu - \frac{8c(a + b)}{\sqrt{ab - c^2}} \arctan\left( \frac{a \tan(u) - c}{\sqrt{ab - c^2}} \right).
\]
Evaluating this antiderivative at the endpoints of the interval \([0, \pi]\), we deduce that
\[
\int_0^\pi \frac{\mu(u)}{D(u)} du = 8\pi c \frac{2\sqrt{ab} - c^2 - (a + b)}{\sqrt{ab} - c^2((a - b)^2 + 4c^2)} \leq 0.
\]

Next we check that \(p\) is non-zero except possibly on a discrete set. By (2.27), this is clearly the case if \(r_* = 0\). If \(r_* \neq 0\), then by (2.29), we have that \(-\mu(u)p(u) + [D(u)p(u)]'\) is a non-zero constant, so again \(p\) is non-zero except possibly on a discrete set.

Finally, we note that the fact that \(p = k(p_0 + r_*p_1)\) is strictly positive except on a discrete set implies that \(\int_0^{2\pi} (p_0 + r_*p_1)(u) du > 0\), so we can choose \(k > 0\) so that \(\int_0^{2\pi} p(u) du = 1\).

**Case 2:** \(c = \sqrt{ab}\). Choose \(x \in [0, \pi]\) such that \(\tan(x) = \sqrt{b/a}\), so that \(D^{-1}(0) = x + \pi\mathbb{Z}\). Let
\[
p(u) = \frac{\int_x^u \exp\left(-\int_{x+\pi/2}^s \frac{\mu(v)}{D(v)} dv\right) ds}{D(u) \exp\left(-\int_{x+\pi/2}^u \frac{\mu(s)}{D(s)} ds\right)},
\]
i.e., \(p\) is defined analogously to (2.28) but with different bounds of integration. By (2.17), \(\mu(x) = \mu(x + \pi) = -4\sqrt{ab}/(a + b) < 0\), from which we infer that \(\int_{x+\pi/2}^u \frac{\mu(s)}{D(s)} ds\) tends to \(-\infty\) as \(u \to x + \pi\). In particular, the outer integral in the numerator in (2.30) is finite for \(u \in (x, x + \pi)\). Hence, \(p\) is well-defined, positive, and smooth on the domain \((x, x + \pi)\) and on this domain satisfies
\[
-\mu(u)p(u) + [D(u)p(u)]' = 1.
\]
By applying L'Hôpital’s rule at the values \(u = x\) and \(u = x + \pi\), we see that
\[
\lim_{u \downarrow x} p(u) = \frac{1}{D'(x) - \mu(x)} = \frac{-1}{\mu(x) = \frac{a + b}{4\sqrt{ab}}}
\]
and
\[
\lim_{u \uparrow x + \pi} p(u) = \frac{1}{D'(x + \pi) - \mu(x + \pi)} = \frac{-1}{\mu(x + \pi) = \frac{a + b}{4\sqrt{ab}}}.
\]
We deduce that \(p\) extends to a continuous periodic function on all of \(\mathbb{R}\) that is smooth away from the points \(x + n\pi\) for \(n \in \mathbb{Z}\). Since \(\mu, D\) are \(\pi\)-periodic, this extended function \(p : \mathbb{R} \to [0, \infty)\) satisfies (2.31) and therefore (2.24) away from the points \(x + n\pi\). By (2.29), we have \([D(u)p(u)]' = 1 + \mu(u)p(u)\) on \(\mathbb{R} \setminus (x + \pi\mathbb{Z})\). By (2.32) and (2.33), \([D(u)p(u)]'\) tends to 0 as \(u \downarrow x\) or as \(u \uparrow x + \pi\). Since \(D(u)p(u)\) is \(\pi\)-periodic, it follows that \(D(u)p(u)\) is continuously differentiable with vanishing derivative on \(x + \pi\mathbb{Z}\).

**Remark 2.15.** In the case \(c = 0\), the periodic solution \(p\) in Lemma 2.13 is a constant times \(p_0\), since for \(c = 0\) the integrand inside the exponential in (2.27) is odd and \(\pi\)-periodic.

### 2.7 Recurrence of the stationary argument process

In this subsection we prove that the stationary argument process of Lemma 2.13 is recurrent in the following sense. This will be needed to check the hypotheses of Lemma 3.4 below.

**Lemma 2.16.** Let \(p : \mathbb{R} \to [0, \infty)\) be as in Lemma 2.13. Let \(z \in \partial D\) be a random point on the unit circle, sampled independently from the driving Brownian motion, whose angle has the distribution \(p(u)1_{[0,2\pi]}(u) du\). Let \(\hat{\theta}_1(z) = \theta_{\sigma(1)}(z)\) be the stationary argument process as in Definitions 2.9 and 2.10.
• If \( |c| < \sqrt{ab} \), then for each \( w \in \partial \mathcal{D} \), a.s. there exist arbitrarily large times \( t \) for which 
\[ e^{2i\hat{\theta}(z)} = w. \]

• If \( |c| = \sqrt{ab} \), then a.s. there exist arbitrarily large times \( t \) for which \( e^{2i\hat{\theta}(z)} = e^{2ix} \), where 
\( x \in (0, \pi) \) is such that \( \tan(x) = \sqrt{b/a} \).

Proof. Assume without loss of generality that \( c \geq 0 \). If \( c = \sqrt{ab} \), let \( x \in [0, \pi) \) such that 
\( \tan(x) = \sqrt{b/a} \), so that \( D^{-1}(0) = x + \pi \mathbb{Z} \). If \( c < \sqrt{ab} \), instead let \( x \in [0, \pi) \) be arbitrary. To prove 
both assertions of the lemma, it suffices to show that a.s. there exist arbitrarily large times \( t \) for which 
\( e^{2i\hat{\theta}(z)} = e^{2ix} \).

Let \( \mathbb{P}^y \) denote the law of the process \( \hat{\theta}_t \) (i.e., the solution to the SDE (2.18)) started from \( \hat{\theta}_0 = y \). 
We claim that for each \( \varepsilon > 0 \), there exists \( T, \delta > 0 \) such that 
\[ \mathbb{P}^y \left[ \exists t \in [0, T] \text{ such that } \hat{\theta}_t = x \right] \geq \delta \quad \forall y \in [x, x + \pi - \varepsilon]. \] 
(2.34)

We will prove (2.34) at the end of the proof using stochastic calculus. First we explain how (2.34) 
implies the lemma statement.

For \( t \geq 0 \), let \( [\hat{\theta}_t(z)] \) be the unique number in \( [x, x + \pi) \) for which 
\[ \hat{\theta}_t(z) - [\hat{\theta}_t(z)] \in \pi \mathbb{Z}. \]

Fix \( \varepsilon > 0 \) and let \( T, \delta \) be as in (2.34). Let \( \tau^\varepsilon_k = 0 \) and inductively define 
\[ \tau^\varepsilon_k := \inf \left\{ t \geq \tau^\varepsilon_{k-1} + T : [\hat{\theta}_t(z)] \in [x, x + \pi - \varepsilon] \right\}. \]

Note that \( \tau^\varepsilon_k \) could in principle be infinite. By the strong Markov property and the \( \pi \)-periodicity 
of the coefficients of the SDE (2.25) for \( \hat{\theta}_t \), we get that the conditional law of the increment 
\( \{ [\hat{\theta}_t(z)] : t \geq \tau^\varepsilon_k \} \) given \( \{ [\hat{\theta}_t(z) : t \leq \tau^\varepsilon_k \} \) is the same as the law of the process 
\( \hat{\theta}_t \) started from the point \( [\hat{\theta}_{\tau^\varepsilon_k}] \in [x, x + \pi - \varepsilon] \) at time \( t = 0 \). By this and (2.34), the conditional probability given the 
past that \( [\hat{\theta}_t(z)] \) hits \( x \) during the time interval \( [\tau^\varepsilon_k, \tau^\varepsilon_{k+1}] \) is always at least \( \delta \). Hence, on the event 
that \( \tau^\varepsilon_k < \infty \) for every \( k \geq 1 \), a.s. \( [\hat{\theta}_t(z)] \) hits \( x \) infinitely often.

Hence, it suffices to show that a.s. there exists \( \varepsilon > 0 \) such that \( \tau^\varepsilon_k < \infty \) for every \( k \geq 1 \). 
Indeed, if such an \( \varepsilon \) does not exist, then for every \( \varepsilon > 0 \) it holds for each large enough time \( t \) that 
\( [\hat{\theta}_t(z)] \in (x + \pi - \varepsilon, x + \pi) \). This implies that \( \lim_{t \to \infty} e^{2i\hat{\theta}_t(z)} = e^{2i(x+\pi)} = e^{2ix} \). The law of \( e^{2i\hat{\theta}_t(z)} \) is 
stationary in \( t \) and this law has a density with respect to Lebesgue measure, so is non-atomic. Since 
x is deterministic, this implies that 
\[ \mathbb{P} \left[ \lim_{t \to \infty} e^{2i\hat{\theta}_t(z)} = e^{2ix} \right] = 0. \]

It remains to prove (2.34). Consider the time-changed process \( X_r = \hat{\theta}_{\omega(r)} \) with \( \omega(r) \) defined by 
\[ r = 2 \int_0^{\omega(r)} D(\hat{\theta}_t)dt, \] 
(2.35)
defined for \( r \in [0, R] \) where 
\[ R := \inf \{ r > 0 : X_r \in \{ x, x + \pi \} \}. \]

By time-changing the SDE (2.25), we get that for \( r \in [0, R] \), the process \( X_r \) satisfies the SDE 
\[ dX_r = \frac{\mu(X_r)}{2D(X_r)}dr + dZ_r, \] 
(2.36)
where
\[ Z_\tau = \int_0^{\omega(\tau)} \sqrt{2D(\hat{\theta}_t)} \, dW_t, \]
which is a continuous martingale with quadratic variation \( dr \), i.e., a standard linear Brownian motion.

We will now show that with positive probability, \( R < \infty \) and \( X_R = x \) using [Law05, Lemma 1.24] (which in turn is based on a scale function argument). Let \( \psi : (x, x + \pi) \to \mathbb{R} \) be defined by
\[ \psi(v) = \int_{x+\pi/2}^{v} \exp\left( -\int_{x+\pi/2}^{s} \frac{\mu(t)}{D(t)} \, dt \right) \, ds. \]
We have \( \lim_{t \to x} \mu(t)/D(t) = \mu(x)/D(x) \) (which is a finite number, since \( D(x) \neq 0 \)) if \( c < \sqrt{ab} \) and \( \lim_{t \to x} \mu(t)/D(t) = -\infty \) if \( c = \sqrt{ab} \). In either case,
\[ \lim\inf_{s \to x} \int_{x+\pi/2}^{s} \frac{\mu(t)}{D(t)} \, dt > -\infty. \]
Therefore,
\[ \lim\sup_{s \to x} \exp\left( -\int_{x+\pi/2}^{s} \frac{\mu(t)}{D(t)} \, dt \right) < \infty \]
and so \( \lim\inf_{v \to x} \psi(v) > -\infty \). By [Law05, Lemma 1.24], we get that with positive probability \( R < \infty \) and \( X_R = x \).

Since \( X \) is a time change of \( \hat{\theta} \), we see that for each \( y \in (x, x + \pi) \), it holds with positive probability that the process \( \hat{\theta}_t \) started from \( \hat{\theta}_0 = y \) hits \( x \) in finite time. In particular, there exists some finite \( T > 0 \) (depending on \( y \)) such that
\[ \mathbb{P}^y \left[ \exists t \in [0, T] \text{ such that } \hat{\theta}_t = x \right] > 0. \] (2.37)
Since \( \hat{\theta}_t \) is a continuous process, the strong Markov property shows that the probability in (2.37) is a non-increasing function of \( y \) on \((x, x + \pi)\). Consequently, for every \( \epsilon > 0 \) there exists \( T, \delta > 0 \) such that (2.34) holds.

## 3 Phases of SLE_{\Sigma}

In this section we prove Theorem 1.8, which characterizes the phases of SLE_{\Sigma} in terms of the values of two definite integrals, which are functions of the entries \( a, b, c \) of \( \Sigma \).

Throughout this section, we let \( z \) be a random point on the unit circle whose argument is sampled from the stationary distribution \( p(u) \mathbb{1}_{[0, 2\pi]}(u) \, du \), independent from the driving Brownian motion, as in Lemma 2.13. We also let \( \sigma = \sigma_z \) be the time change as in Definition 2.9 and we define the time-changed processes \( \tilde{f}_t = f_{\sigma_z(t)} \) and \( \tilde{\theta}_t = \theta_{\sigma_z(t)} \) as in Lemma 2.11.

We define the pair of definite integrals (I) and (II) as in Theorem 1.8. Since \( p \mathbb{1}_{[0, 2\pi]} \) is the density for the law of \( \arg z \), the law of \( e^{i\tilde{\theta}_t(z)} \) is stationary, and the function \( \nu \) of (2.17) is \( \pi \)-periodic, we have
\[ (I) = \mathbb{E}(\nu(\tilde{\theta}_t(z))) \quad \text{and} \quad (II) = \mathbb{E}(\nu(\tilde{\theta}_t(z)) + 2 \cos(2\tilde{\theta}_t(z)), \quad \forall t \geq 0. \] (3.1)

We will deduce Theorem 1.8 from the following two propositions, which describe the relationship between each of the quantities (I), (II) and the geometric behavior of the SLE_{\Sigma} left hulls. The first proposition relates (I) to the absorbing time \( T_x \).
Proposition 3.1. Let (I) be as in Theorem 1.8.

(a) If (I) ≥ 0, then for each \( z \in \mathbb{C} \setminus \{0\} \), a.s. \( T_z = \infty \).

(b) If (I) < 0, then for each \( z \in \mathbb{C} \setminus \{0\} \), a.s. \( T_z < \infty \).

The second proposition relates (II) to the limiting distance between a point \( z \in \mathbb{C} \) and the left hull \( L_t \) as \( t \to T_z \).

Proposition 3.2. Let (II) be as in Theorem 1.8.

(a) If (II) < 0, then for each \( z \in \mathbb{C} \setminus \{0\} \), a.s. \( \lim_{t \to T_z^-} \text{dist}(z, L_t) = 0 \).

(b) If (II) > 0, then for each \( z \in \mathbb{C} \setminus \{0\} \), a.s. \( \lim_{t \to T_z^-} \text{dist}(z, L_t) > 0 \).

We emphasize that Proposition 3.2 applies regardless of whether \( T_z < \infty \) or \( T_z = \infty \). Unlike in the case of Proposition 3.1, Proposition 3.2 does not say what happens when (II) = 0. The proof of Proposition 3.1 is relatively short; the proof of Proposition 3.2 (especially the second assertion) is much more involved.

### 3.1 Preliminary lemmas

Here we record some general lemmas that we use in our proofs of Propositions 3.1 and 3.2. To prove both these propositions, we first consider the case in which \( z \) is the random point \( z \) sampled from the stationary distribution. Then, we extend the result to general \( z \in \mathbb{C} \setminus \{0\} \) by applying the following lemma.

Lemma 3.3. Let \( \{E(z)\}_{z \in \mathbb{C} \setminus \{0\}} \) be a collection of events for the SLE\( _\Sigma \) process \((f_t)_{t \geq 0}\) with the following properties.

- **Scale invariance**: a.s., for each \( r > 0 \), \( E(z) \) occurs if and only if \( E(rz) \) occurs for the re-scaled Loewner chain \( t \mapsto rf_t/z(\cdot/r) \).

- **Future dependence**: a.s., for each \( s > 0 \), \( E(z) \cap \{s < T_z\} \) occurs if and only if \( s < T_z \) and \( E(f_s(z)) \) occurs for the Loewner chain \( t \mapsto f_{s+t} \) from (2.3).

If \( \mathbb{P}(E(z)) = 1 \) (recall that \( \arg z \) is sampled from \( p(u)\mathbb{1}_{[0,2\pi]}(u) \)), then \( \mathbb{P}(E(z)) = 1 \) for every \( z \in \mathbb{C} \setminus \{0\} \).

Examples of events \( E(z) \) for which the hypotheses of Lemma 3.3 apply are \( \{T_z < \infty\} \) and \( \{\lim_{t \to T_z^-} \text{dist}(z, L_t) = 0\} \).

**Proof of Lemma 3.3.** Since the density \( p_{\Sigma_{[0,2\pi]}} \) of the law of \( \arg z \) is non-zero on \([0,2\pi]\) except possibly on a discrete set, the hypothesis that \( \mathbb{P}(E(z)) = 1 \) implies that the set

\[
\Lambda := \{z \in \mathbb{C} : |z| = 1 \text{ and } \mathbb{P}(E(z)) = 1\}
\]

(3.2)

is the whole unit circle except possibly for a set of zero Lebesgue measure.

Now consider an arbitrary point \( z \in \mathbb{C} \setminus \{0\} \) and a stopping time \( \tau \) for \((f_t)_{t \geq 0}\) with \( \tau < T_z \) a.s. (e.g., \( \tau \) could be one of the times \( \sigma_z(t) \) from Definition 2.9). By our hypotheses for \( E(z) \), a.s. the event \( E(z) \cap \{\tau < T_z\} = E(z) \) occurs if and only if the event \( E(f_{\tau}(z)/|f_{\tau}(z)|) = E(e^{i\theta_{f_{\tau}(z)}}) \) occurs for the Loewner chain

\[
t \mapsto |f_{\tau}(z)|^{-1}f_{\tau+|f_{\tau}(z)|^{-2}\tau(|f_{\tau}(z)|)}.
\]
By scale invariance and the strong Markov property (Lemmas 2.7 and 2.8), the conditional law of this latter Loewner chain given \((f_t)_{t \leq \tau}\) is the same as the law of \((f_t)_{t \geq 0}\). Hence, \(P(\mathcal{E}(z)) = P(\mathcal{E}(z'))\) for \(z' = e^{i\theta_{\tau}}(z)\).

Since \(t \mapsto \theta_t(z)\) is non-constant and continuous and the set \(\Lambda\) of (3.2) is dense in the unit circle, for any \(q > 0\) we can find a stopping time \(\tau\) such that \(\tau < T_z\) a.s. and \(P(e^{i\theta_{\tau}(z)} \in \Lambda) \geq q\). Therefore, \(P(\mathcal{E}(z)) \geq q\), so since \(q\) is arbitrary, \(P(\mathcal{E}(z)) = 1\). \(\square\)

Due to (3.1) and the SDEs (2.19) and (2.20), we can express the expectations of \(\log|\hat{f}_t(z)|\) and \(\log(|\hat{f}_t(z)|/|\hat{f}_z(z)|)\) in terms of the integrals (I) and (II). We will use the following general result for Itô processes in order to transfer from statements about the expectations of these processes to statements about their asymptotic behavior.

**Lemma 3.4.** Let \(m \in \mathbb{N}\) and let \((B^1, \ldots, B^m)\) be an \(m\)-dimensional Brownian motion (with an arbitrary covariance matrix). Also let \(X : [0, \infty) \rightarrow \mathbb{C}\) be a process which is adapted to the filtration for \((B^1, \ldots, B^m)\), whose law is stationary in time, and which satisfies an SDE of the form

\[
dX_t = g^0(X_t) \, dt + \sum_{j=1}^m g^j(X_t) \, dB^j_t
\]

for some measurable functions \(g^0, \ldots, g^m : \mathbb{C} \rightarrow \mathbb{C}\). Assume that there exists a deterministic \(\bar{\sigma} \in \mathbb{C}\) such that a.s. there exist arbitrarily large times \(t\) for which \(X_t = \bar{\sigma}\). Let \(f^0, f^1, \ldots, f^m : \mathbb{C} \rightarrow \mathbb{R}\) be measurable functions such that \(E\left(\int_0^t (f^j(X_s))^2 \, ds\right) < \infty\) for each \(j = 0, 1, \ldots, m\). Let \(Y : [0, \infty) \rightarrow \mathbb{R}\) be a stochastic process satisfying the SDE

\[
dY_t = f^0(X_t) \, dt + \sum_{j=1}^m f^j(X_t) \, dB^j_t.
\]

Almost surely, \(Y_t/t \rightarrow E(f^0(X_0))\) as \(t \rightarrow \infty\). Moreover, if \(E(f^0(X_0)) = 0\), then a.s. for each \(\varepsilon > 0\) there are arbitrarily large times \(t\) for which \(|Y_t| < \varepsilon\).

In our applications of Lemma 3.4, we will take \(X\) to be equal to the stationary process \(t \mapsto e^{2i\bar{\theta}_t(z)}\). The needed recurrence condition for \(X\) follows from Lemma 2.16. We prove Lemma 3.4 by applying the following elementary result from ergodic theory.

**Lemma 3.5.** Let \(\xi_1, \xi_2, \ldots\) be a stationary sequence taking values in \(\mathbb{R}\) with \(\mathcal{I}\) the associated invariant \(\sigma\)-algebra. If \(E(\xi_1|\mathcal{I}) = 0\), then a.s. for each \(\varepsilon > 0\) there exist infinitely many values of \(n\) for which \(|\sum_{k=1}^n \xi_k| < \varepsilon\).

**Proof.** The proof is essentially identical to the proof of [Dur10, Theorem 7.3.2], which gives an analogous statement for random variables taking values in \(\mathbb{Z}\). \(\square\)

**Proof of Lemma 3.4.** The process \(Y\) has stationary increments, so by the Birkhoff ergodic theorem and a standard continuity argument to deal with non-integer times, a.s. \(Y_t/t \rightarrow E(Y_1 - Y_0|\mathcal{I})\) as \(t \rightarrow \infty\), where \(\mathcal{I}\) is the invariant \(\sigma\)-algebra associated to the stationary sequence of increments of the process \(Y_t\).

We now argue that \(\lim_{t \rightarrow \infty} Y_t/t\) is a.s. equal to a deterministic constant, and so a.s. \(Y_t/t \rightarrow E(Y_1 - Y_0)\). To see this, let \(\bar{\sigma}\) be as in the lemma statement, let \(\tau_1\) be the smallest time \(t\) for which \(X_t = \bar{\sigma}\), and for \(k \geq 2\) inductively let \(\tau_k\) be the smallest \(t \geq \tau_{k-1} + 1\) for which \(X_t = \bar{\sigma}\). By hypothesis, a.s. \(\tau_k < \infty\) for each \(k \geq 1\). By the strong Markov property and the SDEs for \(X\) and
Y, we obtain that for each \( k \geq 1 \), the conditional law of \( \{Y_{t+t_k} - Y_{t_k}\}_{t \geq 0} \) given \((B^1, \ldots, B^m)|_{[0,t_k]}\) does not depend on \((B^1, \ldots, B^m)|_{[0,t_k]}\), i.e., \( \{Y_{t+t_k} - Y_{t_k}\}_{t \geq 0} \) is independent from \((B^1, \ldots, B^m)|_{[0,t_k]}\). Hence
\[
\lim_{t \to \infty} \frac{Y_t}{t} = \lim_{t \to \infty} \frac{Y_{t+t_k} - Y_{t_k}}{t}
\]
is independent from \((B^1, \ldots, B^m)|_{[0,t_k]}\). Since \( \tau_k \geq k \), we get that the limit is measurable with respect to the tail \( \sigma \)-algebra of \((B^1, \ldots, B^m)\), so is a.s. equal to a deterministic constant.

Since \( \mathbb{E}\left( \int_0^1 (f^j(X^j_t))^2 dt \right) < \infty \), the integral \( \int_0^1 f^j(X^j_t) dB^j_t \) has mean zero. By this and the stationarity of \( X_t \), we have \( \mathbb{E}(Y_1 - Y_0) = \mathbb{E}(f^0(X_0)) \). This proves that a.s. \( Y_t/t \to \mathbb{E}(f^0(X_0)) \).

Finally, assume that \( \mathbb{E}(f^0(X_0)) = 0 \). By applying Lemma 3.5 to the stationary sequence \( \xi_n = Y_n - Y_{n-1} \), we conclude that a.s. for each \( \varepsilon > 0 \) there are arbitrarily large times \( t \) for which \( |Y_t| < \varepsilon \).

\[\square\]

### 3.2 Proof of Proposition 3.1

Proposition 3.1 turns out to be an easy consequence of Lemmas 3.3 and 3.4 combined with the following lemma.

**Lemma 3.6.** Let \( z \in \mathbb{C} \), let \( \sigma = \sigma_z \) be as in Definition 2.9, and denote time changed processes by a hat. A.s. if \( T_z < \infty \) then \( \log |\hat{f}_t(z)| \to -\infty \) as \( t \to \infty \).

**Proof.** By Lemma 2.5, on the event \( \{T_z < \infty\} \), we have \( \lim_{t \to T_z^-} \log |f_t(z)| = -\infty \). As we noted in Remark 2.12, we have \( \sigma(\infty) = T_z \), so this implies that \( \lim_{t \to \infty} \log |\hat{f}_t(z)| = -\infty \).

**Proof of Proposition 3.1.** By the SDE (2.19) for \( \log |\hat{f}_t(z)| \) and (3.1), for each \( t > 0 \), the integral
\[
(I) = \int_0^t \nu(u)p(u) du = \mathbb{E}(\nu(\hat{\theta}(X))) \text{ is equal to } (1/t)\mathbb{E}(\log |\hat{f}_t(z)|).
\]
We will apply Lemma 3.4 with \( Y_t = \log |\hat{f}_t(z)| \), \( m = 2 \), and \( X_t = e^{2\hat{\theta}(x)} \). We recall that the needed recurrence condition for \( X \) follows from Lemma 2.16, and that the needed SDEs for \( X \) and \( Y \) come from Lemma 2.11 and the fact that the coefficients of the SDEs in this lemma are \( \pi \)-periodic.

(a) If \( (I) \geq 0 \), then by Lemma 3.4 a.s. \( \log |\hat{f}_t(z)| \) does not converge to \( -\infty \) as \( t \to \infty \). By Lemma 3.6, this implies that a.s. \( T_z = \infty \). By Lemma 3.3, a.s. \( T_z = \infty \) for each fixed \( z \in \mathbb{C} \setminus \{0\} \).

(b) If \( (I) = -\alpha < 0 \), then a.s. \( \log |\hat{f}_t(z)|/t \to -\alpha < 0 \) as \( t \to \infty \). Going back to the original time parametrization, we get that for all \( t \) in some nonempty interval \( (t_*, T_z) \), a.s.
\[
\log |f_t(z)| < -\frac{\alpha}{2} \int_0^t \frac{1}{|f_s(z)|^2} ds.
\]
Let \( F(t) = \int_0^t 1/|f_s(z)|^2 ds \), so that \( F'(t) = |f_t(z)|^{-2} \). By re-arranging (3.3) we get that a.s. \( F'(t)e^{-\alpha F(t)} > 1 \). Integrating by substitution yields \( e^{-\alpha F(t)} - e^{-\alpha F(t_*)} < -\alpha(t - t_*) \) for all \( t \in (t_*, T_z) \). The latter cannot hold when \( t > t_* + \frac{1}{\alpha}e^{-\alpha F(t_*)} \), so we must have \( T_z \leq t_* + \frac{1}{\alpha}e^{-\alpha F(t_*)} \) almost surely. By Lemma 3.3, a.s. \( T_z < \infty \) for each \( z \in \mathbb{C} \setminus \{0\} \).

\[\square\]
3.3 Proof of Proposition 3.2

This section is devoted to proving Proposition 3.2. Throughout this section, we use the following notation. If \( z \in \mathbb{C} \) and \( f, g : \mathbb{C} \rightarrow \mathbb{R} \), we write \( f(z) \asymp g(z) \) if \( k^{-1} \leq f/g \leq k \) for some constant \( k \), and \( f(z) \preceq g(z) \) if \( f/g \leq k \) for some constant \( k \).

To prove Proposition 3.2, we begin by relating (II) to the behavior of the random variable \(|\hat{f}'(z)|/|\hat{f}(z)|\).

**Lemma 3.7.** We have
\[
\mathbb{E}\left( \log \frac{|\hat{f}'(z)|}{|\hat{f}(z)|} \right) = -t \times (\text{II}), \quad \forall t \geq 0.
\]

If (II) < 0, then a.s. \( \lim_{t \to \infty} |\hat{f}'(z)|/|\hat{f}(z)| = +\infty \).

**Proof.** By Lemma 2.11,
\[
d\log \frac{|\hat{f}'(z)|}{|\hat{f}(z)|} = -\nu(\hat{z}) + 2 \cos 2\hat{\theta} dt - \sqrt{a} \cos \hat{\theta} dW_t - \sqrt{b} \sin \hat{\theta} d\tilde{W}_t,
\]
where \( W \) and \( \tilde{W} \) are Brownian motions. Since \( e^{i\hat{\theta}(z)} \) is stationary in \( z \), it follows that
\[
\mathbb{E}\left( \log \frac{|\hat{f}'(z)|}{|\hat{f}(z)|} \right) = -t\mathbb{E}(\nu(z) + 2 \cos (2z)) = -t \times (\text{II}).
\]

This gives the first part of the lemma statement, and the second part follows from applying Lemma 3.4.

The last lemma is enough to deduce the first part of Proposition 3.2.

**Proof of Proposition 3.2(a).** By Lemma 3.7, if (II) < 0 then a.s. \( \lim_{t \to \infty} |\hat{f}'(z)|/|\hat{f}(z)| = +\infty \), i.e.,
\[
\lim_{t \to T^-} |f'_t(z)|/|f_t(z)| = \infty.
\]

On the other hand, by the Koebe quarter theorem (see, e.g., [Law05, Corollary 3.18]) followed by the fact that \( 0 \in R_t \),
\[
|f'_t(z)| \asymp \frac{\text{dist}(f_t(z), R_t)}{\text{dist}(z, L_t)} \leq \frac{|f_t(z)|}{\text{dist}(z, L_t)},
\]
with universal implicit constants in \( \infty \). Therefore, a.s. \( \text{dist}(z, L_t) \to 0 \) as \( t \to T_z \). By Lemma 3.3, for each fixed \( z \in \mathbb{C} \setminus \{0\} \), a.s. \( \text{dist}(z, L_t) \to 0 \) as \( t \to T_z \).

The proof of Proposition 3.2(b) is considerably more involved. The main difficulty is that \( \text{dist}(f_t(z), R_t) \) could be much smaller than \( |f_t(z)| \) when \( t \) is close to \( T_z \). This would mean that the inequality in (3.5) is far from sharp, i.e., \( |f'_t(z)|/|f_t(z)| \) is much smaller than \( 1/\text{dist}(z, L_t) \). We will not rule this out directly. Rather, our proof will be based on a more intricate argument which does not require a direct comparison of \( |f'_t(z)|/|f_t(z)| \) and \( 1/\text{dist}(z, L_t) \). The main step in the proof is the following lemma.

**Lemma 3.8.** If (II) > 0, then the probability that \( \lim_{t \to T^-} \text{dist}(z, L_t) = 0 \) is strictly less than 1.
Once we prove Lemma 3.8, we can easily deduce Proposition 3.2(b) by a tail triviality argument. We now give an outline of the proof of Lemma 3.8. Our aim is to prove the contrapositive, i.e., we will assume that \( \lim_{t \to T^-} \operatorname{dist}(z, L_t) = 0 \) a.s. and deduce that \( (\Pi) \leq 0 \).

To this end, we define the “future” left hulls \((L_{t,s})_{s \geq 0}\) at time \( t \geq 0 \) as in the concatenation property (2.3). Also let \( \sigma = \sigma_z \) be the usual time change (Definition 2.9). Using estimates for conformal maps, we will show that the assumption that \( \lim_{t \to T^-} \operatorname{dist}(z, L_t) = 0 \) a.s. implies that if \( 0 < t < s \) and \( s \) is large, then with high probability,

\[
\log \frac{\operatorname{dist}(f_{\sigma(t)}(z), L_{\sigma(t),\sigma(s+1)})}{|f_{\sigma(t)}(z)|} - \log(\operatorname{dist}(z, L_{\sigma(s+1)})) \leq \log \frac{|f'_{\sigma(t)}(z)|}{|f_{\sigma(t)}(z)|} + C,
\]

where \( C > 0 \) is a universal constant. The key idea in the proof of (3.6) is as follows. Since \( \sigma(s+t) \to T^-_\sigma \) as \( s \to \infty \), the assumption that \( \lim_{t \to T^-} \operatorname{dist}(z, L_t) = 0 \) implies that \( \lim_{s \to \infty} \operatorname{dist}(z, L_{\sigma(t),\sigma(s+1)}) = 0 \). Consequently, if \( s \) is much larger than \( t \), then \( f_{\sigma(t)}(z) \) is closer to \( L_{\sigma(t),\sigma(s+1)} \) than to \( L_{\sigma(t)} \). This together with distortion estimates leads to (3.6). See the final part of the proof of Lemma 3.8 for details.

By Lemma 3.7, the expectation of the right side of (3.6) is equal to \( C - t \times (\Pi) \). We will show that the expectation of the left side of (3.6) is non-negative, which implies that \( (\Pi) \leq 0 \) upon taking \( t \) to be sufficiently large. To accomplish this, we will use the stationarity of \( t \mapsto f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)| \) and a scaling argument to get that

\[
\frac{\operatorname{dist}(f_{\sigma(t)}(z), L_{\sigma(t),\sigma(s+1)})}{|f_{\sigma(t)}(z)|} \overset{d}{=} \operatorname{dist}(z, L_{\sigma(s)});
\]

see Lemma 3.9. We will also show that the expectations of both terms on the left side of (3.6) are finite (Lemma 3.10). Since \( \operatorname{dist}(z, L_{\sigma(s+1)}) \leq \operatorname{dist}(z, L_{\sigma(s)}) \), the relation (3.7) shows that the expectation of the left side of (3.6) is non-negative, as required.

We will need two lemmas for the proof of Lemma 3.8, which can be read in any order.

By our choice of \( z \), we know that the law of \( e^{i\theta f_{\sigma(t)}(z)} = f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)| \) is stationary in \( t \). We need the following extension of this stationarity property which also gives information about the left hulls \( L_{t,s+t} \) associated to the conformal maps \( f_{t,s+t} \) which appear in the concatenation property (2.3).

**Lemma 3.9.** With \( \sigma = \sigma_z \) as in Definition 2.9,

\[
\left( \frac{f_{\sigma(t)}(z)}{|f_{\sigma(t)}(z)|}, \frac{L_{\sigma(t),\sigma(s+1)}}{|f_{\sigma(t)}(z)|} \right) \overset{d}{=} (z, L_{\sigma(s)});
\]

for each fixed \( s, t \geq 0 \).

**Proof.** The proof is an elementary, but somewhat tedious, scaling calculation. For each \( u \geq 0 \), let

\[
\tilde{f}_u(w) := |f_{\sigma(t)}(z)|^{-1} f_{\sigma(t),\sigma(u)} f_{\sigma(t)}(z)^2 u + \sigma(t) |f_{\sigma(t)}(z)| w.
\]

By scale invariance and the strong Markov property (Lemmas 2.7 and 2.8), \( (\tilde{f}_u)_{u \geq 0} \overset{d}{=} (f_u)_{u \geq 0} \) and \( (\tilde{f}_u)_{u \geq 0} \) is independent from the Loewner evolution run until time \( \sigma(t) \). The left hull of \( \tilde{f}_u \) is given by

\[
\tilde{L}_u := |f_{\sigma(t)}(z)|^{-1} L_{\sigma(t),\sigma(u)} f_{\sigma(t)}(z)^2 u + \sigma(t).
\]
By stationarity (Lemma 2.13), \( z \overset{d}{=} f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)| \). Since \( f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)| \) is independent from \( (\tilde{f}_u)_{u \geq 0} \), if we define the time parametrization \( s \mapsto \tilde{\sigma}(s) \) so that
\[
s = \int_0^{\tilde{\sigma}(s)} \frac{1}{|\tilde{f}_u(f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)|)|^2} \, du,
\]
then
\[
\left( \frac{f_{\sigma(t)}(z)}{|f_{\sigma(t)}(z)|}, \tilde{\sigma}(s) \right) \overset{d}{=} (z, L_{\sigma(s)})_{s \geq 0}.
\]
We have
\[
s = \int_0^{\tilde{\sigma}(s)} \frac{1}{|\tilde{f}_u(f_{\sigma(t)}(z)/|f_{\sigma(t)}(z)|)|^2} \, du
= \int_0^{\tilde{\sigma}(s)} \frac{|f_{\sigma(t)}(z)|^2}{|f_{\sigma(t)}, f_{\sigma(t)}(z)|^2 u + \sigma(t) f_{\sigma(t)}(z)|^2} \, du \quad \text{(by (3.8))}
= \int_0^{\tilde{\sigma}(s)} \frac{|f_{\sigma(t)}(z)|^2}{f_{\sigma(t)}(z)^2 u + \sigma(t)} \, du \quad \text{(concatenation property)}
= \int_{\sigma(t)} |f_{\sigma(t)}(z)|^2 \tilde{\sigma}(s) + \sigma(t) \frac{1}{f_{\sigma(t)}(z)} \, dv \quad \text{(substitute } v = |f_{\sigma(t)}(z)|^2 u + \sigma(t)\text{)}
= -t + \int_0^{\sigma(t)} \frac{1}{f_{\sigma(t)}(z)} \, dv \quad \text{(definition of } \sigma(t)\text{).}
\]
By the definition of \( \sigma(s+t) \), it follows that \( |f_{\sigma(t)}(z)|^2 \tilde{\sigma}(s) + \sigma(t) = \sigma(s+t) \); i.e., \( \tilde{\sigma}(s) = |f_{\sigma(t)}(z)|^{-2} (\sigma(s+t) - \sigma(t)) \). This implies that \( \tilde{L}_{\tilde{\sigma}(s)} = |f_{\sigma(t)}(z)|^{-1} L_{\sigma(t), \sigma(s+t)} \), and plugging this into (3.9) yields the desired equality in law.

We also need the following estimate for the distance between \( z \) and the left hull at a given time in the \( \sigma \)-time parametrization.

**Lemma 3.10.** With \( \sigma = \sigma_z \), we have, for each \( t > 0 \),
\[
\mathbb{E} \left( \log \frac{1}{\text{dist}(z, L_{\sigma(t)})} \right) < \infty.
\]

We note that \( |z| = 1 \) and \( 0 \in L_{\sigma(t)} \), so \( \text{dist}(z, L_{\sigma(t)}) \leq 1 \), i.e., \( \log(1/\text{dist}(z, L_{\sigma(t)})) \geq 0 \).

**Proof of Lemma 3.10.** Fix \( t > 0 \). We will show that there is a constant \( C_t > 0 \) (depending on \( t \) and \( \Sigma \)) such that
\[
\mathbb{P} \left( \text{dist}(z, L_{\sigma(t)}) \leq 16^{-k} \right) \leq C_t 2^{-k+1}, \quad \forall k \in \mathbb{N},
\]
which immediately implies that \( \mathbb{E} \log(1/\text{dist}(z, L_{\sigma(t)})) < \infty \).

We will prove (3.10) by a multi-scale argument. See Figure 7 for an illustration. For each \( k \in \mathbb{N} \), let \( T_k \) be the first time that \( L_t \) hits the ball of radius \( 16^{-k} \) centered at \( z \). By the standard distortion estimate [Law05, Corollary 3.23],
\[
|f_{\tau_k}(w) - f_{\tau_k}(z)| \leq 8 |w - z| \frac{\text{dist}(f_{\tau_k}(z), R_{\tau_k})}{\text{dist}(z, L_{\tau_k})} \quad \forall w \in B_{16^{-k-1}}(z).
\]
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Since $0 \in R_{\tau_k}$ we have $\text{dist}(f_{\tau_k}(z), R_{\tau_k}) \leq |f_{\tau_k}(z)|$ and by the definition of $\tau_k$ we have $\text{dist}(z, L_{\tau_k}) \geq 16^{-k}$. Plugging these bounds into (3.11), we deduce that

$$\frac{f_{\tau_k}(B_{16^{-k-1}}(z))}{|f_{\tau_k}(z)|} \subset B_{1/2} \left( \frac{f_{\tau_k}(z)}{|f_{\tau_k}(z)|} \right).$$

(3.12)

Let $T_k$ be the first time $t$ after $\tau_k$ such that $L_{\tau_k,t}/|f_{\tau_k}(z)|$ is not contained in the ball $B_{1/2}(0)$. By (3.12), a.s. $T_k \leq \tau_{k+1}$. Observe that the random variable

$$(T_k - \tau_k)/|f_{\tau_k}(z)|^2$$

is the first time that the left hulls of the Loewner chain

$$\tilde{f}_t(w) := f_{\tau_k}\lfloor f_{\tau_k}(z)|^2 t + \tau_k(|f_{\tau_k}(z)| w), \quad t \geq 0$$

exit $B_{1/2}(0)$.

By scale invariance and the strong Markov property (Lemmas 2.7 and 2.8), applied as in the beginning of the proof of Lemma 3.9, $(\tilde{f}_t)_{t \geq 0}$ is equal in law to $(f_t)_{t \geq 0}$ and is independent from the $\sigma$-algebra $\mathcal{F}_{\tau_k}$ generated by the original Loewner evolution run until time $\tau_k$. Therefore, the integral

$$\int_0^{(T_k - \tau_k)/|f_{\tau_k}(z)|^2} \frac{1}{|\tilde{f}_u(f_{\tau_k}(z))/|f_{\tau_k}(z)||^2} du$$

(3.14)

is independent from $\mathcal{F}_{\tau_k}$ and its law does not depend on $k$. Moreover, (3.14) simplifies to

$$\int_0^{(T_k - \tau_k)/|f_{\tau_k}(z)|^2} \frac{|f_{\tau_k}(z)|^2}{|f_{\tau_k}\lfloor f_{\tau_k}(z)|^2 u + \tau_k(f_{\tau_k}(z))|^2} du \quad \text{(by (3.13))}$$

$$= \int_0^{(T_k - \tau_k)/|f_{\tau_k}(z)|^2} \frac{|f_{\tau_k}(z)|^2}{|f_{\tau_k}(z)|^2 u + \tau_k(z)} du \quad \text{(concatenation property)}$$

$$= \int_{\tau_k}^{T_k} \frac{1}{|f_v(z)|^2} dv \quad \text{(substitute } v = |f_{\tau_k}(z)|^2 u + \tau_k).$$

Therefore, the integral $\int_{\tau_k}^{T_k} \frac{1}{|f_v(z)|^2} dv$ is independent from $\mathcal{F}_{\tau_k}$ and its law does not depend on $k$. Hence, we can choose a constant $q = q(\Sigma) > 0$ such that

$$\mathbb{P}\left( \int_{\tau_k}^{T_k} \frac{1}{|f_v(z)|^2} dv \geq q \right) \geq \frac{1}{2} \quad \forall k \in \mathbb{N}. $$
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Furthermore, the events \( \{ \int_{\mathbb{T}_k} \frac{1}{|f_v(z)|^2} dv \geq q \} \) for different values of \( k \in \mathbb{N} \) are independent. By the formula for the binomial distribution, for each fixed \( N \in \mathbb{N} \) there exists a combinatorial constant \( C_N > 0 \) (depending only on \( N \)) such that

\[
\mathbb{P}\left( \# \left\{ j \in \{1, \ldots, k\} : \int_{\mathbb{T}_j} \frac{1}{|f_v(z)|^2} dv \geq q \right\} \leq N \right) \leq C_N 2^{-k}, \quad \forall k \in \mathbb{N}.
\]

Therefore,

\[
\mathbb{P}\left( \int_0^{\tau_k} \frac{1}{|f_v(z)|^2} dv \leq qN \right) \leq C_N 2^{-k}, \quad \forall k \in \mathbb{N},
\]

which, by the definition (2.16) of \( \sigma(t) \) implies that

\[
\mathbb{P}(\tau_k \leq \sigma(qN)) \leq C_N 2^{-k}, \quad \forall k \in \mathbb{N}. \tag{3.15}
\]

For a given \( t > 0 \), we now choose \( N = N(t, \Sigma) \in \mathbb{N} \) such that \( qN \geq t \). Recalling the definition of \( \tau_k \), we see that (3.15) for this choice of \( C_N \) implies (3.10).

We are now ready for the core part of the proof of Proposition 3.2(b).

**Proof of Lemma 3.8.** We will prove the contrapositive, i.e., we will show that

\[
\lim_{u \to T^z} \text{dist}(z, L_u) = 0, \text{ a.s.} \quad \Rightarrow \quad (\text{II}) \leq 0. \tag{3.16}
\]

Write \( \sigma = \sigma_z \). In light of Lemma 3.7, we seek to lower-bound \( \mathbb{E}\left( \log \frac{|f'_{\sigma(t)}(z)|}{|f_{\sigma(t)}(z)|} \right) \). See Figure 8 for an illustration of the proof.

![Figure 8: Illustration of the proof of Lemma 3.8.](image)

Figure 8: Illustration of the proof of Lemma 3.8. We set \( t = \sigma(t) \) and \( s = \sigma(s + t) - \sigma(s) \), so that \( s \to \infty \) (\( t \) fixed) is equivalent to \( t + s \to T_z \). On the event \( \mathcal{E}_s \) defined in (3.23), in the middle picture \( f_t(z) \) is closer to the blue hull \( L_{t,s+t} \) than to the red hull \( R_t \). This together with repeated applications of the Koebe quarter theorem allows us to deduce (3.17). We note that in the figure, the hull \( L_t \) disconnects \( z \) from \( \infty \). Theorem 1.10 tells us that this is typically the case for some \( t < T_z \).

**Step 1: setup.** Fix times \( t, s > 0 \). We will eventually send \( s \to \infty \) and then \( t \to \infty \). We define

\[
t = \sigma(t) \quad \text{and} \quad s = \sigma(s + t) - \sigma(t).
\]
We have defined \( s \) and \( t \) this way to reduce clutter in the calculations that follow, since we will be working in the \( \sigma \)-time parametrization throughout the proof but want to avoid writing the symbol \( \sigma \) each time. Note that \( s + t \to T_z \) as \( s \to \infty \) (Remark 2.12).

Let \( f_{t,s+t}, L_{t,s+t} \) and \( R_{t,s+t} \) be the “future” Loewner maps and hulls as in the concatenation property (2.3). Under the assumption that \( \lim_{u \to T_z^-} \text{dist}(z,L_u) = 0 \) a.s., we will show that there is an event \( E_s \) such that a.s. \( \mathbb{1}_{E_s} \to 1 \) as \( s \to \infty \) and we have the bound

\[
\log \frac{\text{dist}(f_t(z), L_{t,s+t})}{|f_t(z)|} - \log(\text{dist}(z, L_{s+t})) \leq \log \frac{|f'_t(z)|}{|f_t(z)|} \mathbb{1}_{E_s} + \log \frac{1}{\text{dist}(z, L_t)} \mathbb{1}_{E_s} + C, \tag{3.17}
\]

where \( C \) is a universal constant.

**Step 2: proof of (3.16) assuming (3.17).** We first analyze the behavior of the right side of (3.17) as \( s \to \infty \). The SDE (3.4) for \( \log(|f'_{\sigma(t)}(z)|/|f_{\sigma(t)}(z)|) \) (and the fact that we have set \( t = \sigma(t) \)) shows that

\[
\mathbb{E} \left( \log \left| \frac{f'_t(z)}{f_t(z)} \right| \right) < \infty.
\]

Since \( \mathbb{1}_{E_s} \to 1 \), we can apply the dominated convergence theorem to the first term on the right-hand side of (3.17) to obtain

\[
\mathbb{E} \left( \log \left| \frac{f'_t(z)}{f_t(z)} \right| \mathbb{1}_{E_s} \right) \to \mathbb{E} \left( \log \left| \frac{f'_t(z)}{f_t(z)} \right| \right) \quad \text{as} \quad s \to \infty.
\]

Also, Lemma 3.10 implies that we may apply dominated convergence theorem to the positive part of the second term on the right-hand side of (3.17) to get

\[
\mathbb{E} \left( \log \frac{1}{\text{dist}(z, L_t)} \mathbb{1}_{E_s} \right) \to 0 \quad \text{as} \quad s \to \infty.
\]

Thus, the limit of the right-hand side of (3.17) as \( s \to \infty \) is equal to \( \mathbb{E} \left( \log \left| \frac{f'_t(z)}{f_t(z)} \right| \right) + C \).

On the other hand, by Lemma 3.9,

\[
\frac{\text{dist}(f_t(z), L_{t,s+t})}{|f_t(z)|} \overset{d}{=} \text{dist}(z, L_s).
\]

Since \( \text{dist}(z, L_{s+t}) \leq \text{dist}(z, L_s) \) and \( \log(1/\text{dist}(z, L_{s+t})) \) has finite expectation by Lemma 3.10, this immediately implies that the left-hand side of (3.17) has non-negative expectation for any choice of \( s > 0 \). By combining this with the previous paragraph, we get that \( \mathbb{E} \left( \log \left| \frac{f'_t(z)}{f_t(z)} \right| \right) + C \geq 0 \). By Lemma 3.7, this implies that \( C - t(\Pi) \geq 0 \). Since \( C \) does not depend on \( t \), making \( t \) large implies that \( \Pi \leq 0 \), as required.

**Step 3: many applications of the Koebe quarter theorem.** It remains to find an event \( E_s \) for which (3.17) holds. To construct such an event, we start with some basic calculations based on the the Koebe quarter theorem. Recall that this theorem implies that if \( K_1, K_2 \) are compact and \( \phi : \mathbb{C} \setminus K_1 \to \mathbb{C} \setminus K_2 \) is a conformal map, then

\[
|\phi'(z)| \text{dist}(z, K_1) \asymp \text{dist}(\phi(z), K_2), \quad \forall z \in \mathbb{C} \setminus K_1,
\]

with universal implicit constants; see, e.g., [Law05, Corollary 3.18].

By our definitions of \( s \) and \( t \), we have \( s + t = \sigma(s + t) < T_z \), so \( z \notin L_{s+t} \) and hence \( f_t(z) \notin R_t \cup L_{t,s+t} \). We can view \( f_{t,s+t} \) as a mapping on either the domain \( \mathbb{C} \setminus L_{t,s+t} \) or on the smaller
domain $\mathbb{C}\setminus (L_{t,s+t} \cup R_t)$. By applying the Koebe quarter theorem to the mapping $f_{t,s+t}$ on these two domains and using the concatenation property (2.3), we obtain
\[
|f'_{t,s+t}(f_t(z))| \asymp \frac{\text{dist}(f_{t,s+t}(f_t(z)), \mathbb{C}\setminus f_{t,s+t}(\mathbb{C}\setminus L_{t,s+t}))}{\text{dist}(f_t(z), L_{t,s+t})} = \frac{\text{dist}(f_{s+t}(z), R_{t,s+t})}{\text{dist}(f_t(z), L_{t,s+t})} \tag{3.18}
\]
and
\[
|f'_{t,s+t}(f_t(z))| \asymp \frac{\text{dist}(f_{t,s+t}(f_t(z)), \mathbb{C}\setminus f_{t,s+t}(\mathbb{C}\setminus [L_{t,s+t} \cup R_t]))}{\text{dist}(f_t(z), L_{t,s+t} \cup R_t)} = \frac{\text{dist}(f_{s+t}(z), R_{t,s+t})}{\text{dist}(f_t(z), L_{t,s+t} \cup R_t)}, \tag{3.19}
\]
with universal implicit constants. By combining (3.18) and (3.19), we get
\[
\frac{\text{dist}(f_{s+t}(z), R_{t,s+t})}{\text{dist}(f_t(z), L_{t,s+t})} \asymp \frac{\text{dist}(f_{s+t}(z), R_{s+t})}{\text{dist}(f_t(z), L_{t,s+t} \cup R_t)}. \tag{3.20}
\]

By the concatenation property, $f_t|_{\mathbb{C}\setminus L_{s+t}}$ maps $\mathbb{C}\setminus L_{s+t}$ to $\mathbb{C}\setminus (L_{t,s+t} \cup R_t)$. By the Koebe quarter theorem applied to this conformal map, followed by (3.20),
\[
|f'_t(z)| \text{dist}(z, L_{s+t}) \asymp |f_t(z)| \text{dist}(z, L_{t,s+t} \cup R_t) \leq \frac{\text{dist}(f_{s+t}(z), R_{s+t})}{\text{dist}(f_{s+t}(z), L_{t,s+t}) \text{dist}(f_{s+t}(z), R_{s+t})}. \tag{3.21}
\]
Re-arranging (3.21) gives
\[
\frac{\text{dist}(f_t(z), L_{t,s+t})}{|f_t(z)| \text{dist}(z, L_{s+t})} \asymp \frac{|f'_t(z)| \text{dist}(f_{s+t}(z), R_{t,s+t})}{|f'_t(z)| \text{dist}(f_{s+t}(z), R_{s+t})}. \tag{3.22}
\]

**Step 4: definition of $E_s$.** Let
\[
E_s := \{\text{dist}(f_t(z), L_{t,s+t}) \leq \text{dist}(f_t(z), R_t)\}. \tag{3.23}
\]
Since $s + t \to T_2$ as $s \to \infty$ (Remark 2.12) and $t = \sigma(t)$ is fixed independently of $s$, the assumption $\lim_{u \to T_2} \text{dist}(z, L_u) = 0$ implies that $1_{E_s} \to 1$.

We will now check the bound (3.17). We first note that by (3.23),
\[
\text{dist}(f_t(z), L_{t,s+t} \cup R_t) = \text{dist}(f_t(z), L_{t,s+t}) 1_{E_s} + \text{dist}(f_t(z), R_t) 1_{E_s^c}. \tag{3.24}
\]

By the Koebe quarter theorem applied to $f_t$, as in (3.21), followed by (3.24), we get that on $E_s$,
\[
|f'_t(z)| \asymp \frac{\text{dist}(f_t(z), L_{t,s+t} \cup R_t)}{\text{dist}(z, L_{s+t})} \asymp \frac{\text{dist}(f_t(z), L_{t,s+t})}{\text{dist}(z, L_{s+t})}. \tag{3.25}
\]
Dividing both sides of (3.25) by $|f_t(z)|$ gives that on $E_s$,
\[
\frac{\text{dist}(f_t(z), L_{t,s+t})}{|f_t(z)| \text{dist}(z, L_{s+t})} \asymp \frac{|f'_t(z)|}{|f_t(z)|}. \tag{3.26}
\]

We also need an upper bound for the left side of (3.26) on the complement of the event $E_s$. To get such a bound, we use (3.20), followed by the fact that $0 \in L_{t,s+t}$ and the formula (3.24), to get that on $E_s^c$,
\[
\frac{\text{dist}(f_{s+t}(z), R_{t,s+t})}{\text{dist}(f_{s+t}(z), R_{s+t})} \asymp \frac{\text{dist}(f_{s+t}(z), L_{t,s+t})}{\text{dist}(f_t(z), L_{t,s+t} \cup R_t)} \leq \frac{|f_t(z)|}{\text{dist}(f_t(z), R_t)}. \tag{3.27}
\]
Combining (3.22) and (3.27), we deduce that, on $E_s^c$,
\[
\frac{\text{dist}(f_t(z), L_{t,s+t})}{|f_t(z)| \text{dist}(z, L_{s+t})} \asymp \frac{|f'_t(z)|}{|f_t(z)|} \asymp \frac{1}{\text{dist}(f_t(z), R_t)}. \tag{3.28}
\]
where we obtain the last $\asymp$ relation by applying the Koebe quarter theorem.

Combining the bounds (3.26) and (3.28) yields (3.17). \qed
We will now upgrade from a positive-probability statement for the random point \( z \) to an a.s. statement for a general \( z \in \mathbb{C} \setminus \{0\} \).

**Proof of Proposition 3.2(b).** For \( z \in \mathbb{C} \setminus \{0\} \), let

\[
q(z) = \mathbb{P} \left( \lim_{t \to T^*_z} \text{dist}(z, L_t) > 0 \right).
\]

By scale invariance (Lemma 2.7), \( q(z) = q(z/|z|) \).

By Lemma 3.8, \( E[q(z)] > 0 \). Since the law of \( \arg z \) has a density with respect to Lebesgue measure, it follows that the set

\[
\Lambda := \{ z \in \mathbb{C} : |z| = 1, q(z) > 0 \}
\]

has positive one-dimensional Lebesgue measure. We claim that in fact \( \Lambda \) is the whole unit circle, which implies that \( q(z) > 0 \) for each \( z \in \mathbb{C} \setminus \{0\} \).

To see this, let \( \Lambda' \) be a closed subset of \( \Lambda \) with positive Lebesgue measure. For \( z \in \mathbb{C} \) with \( |z| = 1 \), let \( \hat{\theta}_t(z) = \arg f_{\sigma_z(t)}(z) \) be the re-parametrized argument process, and let \( \tau \) be the smallest \( t > 0 \) for which \( e^{i\hat{\theta}_t(z)} \in \Lambda' \). From the SDE (2.18) for \( \hat{\theta}_t(z) = \arg f_{\sigma_z(t)}(z) \) and Girsanov’s theorem, we infer that \( \mathbb{P}(\tau < \infty) > 0 \).

By scale invariance and the domain Markov property (Lemmas 2.7 and 2.8), on the event \( \tau < \infty \), the conditional probability that \( \lim_{t \to T^*_z} \text{dist}(z, L_t) > 0 \) given the Loewner evolution up to time \( \sigma_z(\tau) \) is equal to \( q(e^{i\hat{\theta}_z(z)}) \). Since \( e^{i\hat{\theta}_z(z)} \in \Lambda' \subset \Lambda \) and \( \mathbb{P}(\tau < \infty) > 0 \), we infer that \( q(z) > 0 \), i.e., \( z \in \Lambda \). Thus, our claim is proven.

By the Koebe distortion theorem, if \( \lim_{t \to T^*_z} \text{dist}(z, L_t) \geq r > 0 \), then for each \( w \in B_{r/16}(z) \), we have \( \lim_{t \to T^*_z} \text{dist}(f_t(w), R_t) = 0 \). Therefore, \( (L_t)_{t \geq 0} \) absorbs the ball \( B_{r/16}(z) \) at time \( T_z \), i.e., \( \lim_{t \to T^*_w} \text{dist}(w, L_t) \geq 15r/16 > 0 \) for each \( w \in B_{r/16}(z) \). Consequently, there exists a deterministic \( \varepsilon > 0 \) such that \( q(w) \geq q(z)/2 \) for each \( w \in B_{r/16}(z) \). By compactness, we can cover \( \{|z| = 1\} \) by finitely many balls of this form. Hence, there exists \( q_* > 0 \) such that \( q(z) \geq q_* \) for each \( z \) in the unit circle, and hence (by scale invariance) for each \( z \in \mathbb{C} \).

By strong Markov property (Lemma 2.8), it follows that for each \( z \in \mathbb{C} \setminus \{0\} \),

\[
\mathbb{P} \left( \lim_{t \to T^*_z} \text{dist}(z, L_t) > 0 \mid \mathcal{F}_{\sigma_z(t)} \right) \geq q_*, \quad \forall t \geq 0.
\]

By the martingale convergence theorem, as \( t \to \infty \) the left-hand side of this expression converges to the indicator of the event that \( \lim_{t \to T^*_z} \text{dist}(z, L_t) > 0 \). Hence, the indicator of the event is a.s. at least \( q_* \), which means that the indicator must a.s. equal 1. This proves that a.s. \( \lim_{t \to T^*_z} \text{dist}(z, L_t) > 0 \).

### 3.4 Explicit phase formulas when the correlation is zero

The description of the phases for a general covariance matrix \( \Sigma \) in terms of (I) and (II) follows from Propositions 3.1 and 3.2. To prove Theorem 1.8, it remains to deduce the explicit formulas for the phase boundaries when the correlation \( c \) is equal to zero. We first prove the formulas except for the behavior on the boundary of the swallowing and hitting phases (which will be treated separately).

**Lemma 3.11.** Assume that the covariance matrix \( \Sigma \) is such that \( c = 0 \). Then SLE\(_\Sigma\) is in the thin phase if \( a - b \leq 4 \), the swallowing phase if \( 4 < a - b < 8 \), and the hitting phase if \( a - b > 8 \).
Proof. When \( c = 0 \), the formulas for \( \mu \) and \( D \) in (1.10) simplify, and we can explicitly solve (1.11) to get that the density of the stationary distribution for \( \hat{\theta}_t \) is given by

\[
p(u) = \begin{cases} 
Z^{-1}(a + b + (b - a)\cos(2u))^{\frac{4}{a-b}}, & a \neq b \\
Z^{-1}\exp\left(\frac{4}{a}\cos^2(u)\right), & a = b
\end{cases}
\] (3.30)

where \( Z = Z(a, b) > 0 \) is a normalizing constant. We remark that in the proof of Lemma 2.13, we have \( r^* = 0 \) and hence \( p = p_0 \) when \( c = 0 \).

For \( c = 0 \), we get from (1.10) that

\[
\nu(u) = \left(2 - \frac{a}{2} + \frac{b}{2}\right)\cos 2u,
\]

so (in the notation of Theorem 1.8),

\[
\text{(I)} = \left(2 - \frac{a}{2} + \frac{b}{2}\right)\int_0^{2\pi} \cos(2u)p(u)\,du \quad \text{and} \quad \text{(II)} = \left(4 - \frac{a}{2} + \frac{b}{2}\right)\int_0^{2\pi} \cos(2u)p(u)\,du. \quad (3.31)
\]

We claim that

\[
\int_0^{2\pi} \cos(2u)p(u)\,du > 0 \quad (3.32)
\]

for any choice of \( a, b > 0 \). Once (3.32) is established, we get from (3.31) that \( \text{(I)} \geq 0 \) if and only if \( a - b \leq 4 \) and \( \text{(II)} \geq 0 \) if and only if \( a - b \leq 8 \). Our desired description of the phases for \( c = 0 \) then follows from our description of the phases in terms of the integrals \( \text{(I)} \) and \( \text{(II)} \) (Propositions 3.1 and 3.2).

The function \( p \) of (3.30) is \( \pi \)-periodic, so to prove (3.32) we only need to show that \( \int_0^{\pi/2} \cos(2u)p(u)\,du > 0 \). Furthermore, we have \( \cos(2(\pi - u))p(\pi - u) = \cos(2u)p(u) \), so it suffices to show that

\[
\int_0^{\pi/2} \cos(2u)p(u)\,du > 0. \quad (3.33)
\]

Note that \( \cos(2u) \) is positive on \([0, \pi/4]\) and negative on \([\pi/4, \pi/2]\). To compare the integrals over these two intervals, we reflect across \( \pi/4 \) to get that

\[
\cos(2(\pi/2 - u))p(\pi/2 - u) = \begin{cases} 
-Z^{-1}\cos(2u)(a + b - (b - a)\cos(2u))^{\frac{4}{a-b}}, & a \neq b \\
-Z^{-1}\cos(2u)\exp\left(\frac{4}{a}\left(1 - \cos^2(u)\right)\right), & a = b
\end{cases} \quad (3.34)
\]

By considering separately the cases when \( a < b, a > b, \) and \( a = b \) we see that then (3.34) implies that

\[
|\cos(2(\pi/2 - u))p(\pi/2 - u)| < \cos(2u)p(u), \quad \forall u \in [0, \pi/4).
\]

This shows that

\[
\int_0^{\pi/2} \cos(2u)p(u)\,du = \int_0^{\pi/4} \cos(2u)p(u)\,du - \int_{\pi/4}^{\pi/2} |\cos(2u)p(u)|\,du > 0,
\]

which is (3.33).

It remains only to treat the boundary case when \( \text{(II)} = 0 \).

**Lemma 3.12.** Suppose that our covariance matrix \( \Sigma \) is such that \( c = 0 \) and \( a - b = 8 \). Then \( \text{SLE}_\Sigma \) is in the hitting phase.
Proof. Let \( z \in \mathbb{C} \setminus \{0\} \), let \( \sigma_z \) be the time change of Definition 2.9, and denote time changed processes by a hat. From the definition of \( \nu \) in (1.10), when \( c = 0 \) and \( a - b = 8 \), we have \( \nu(\cdot) + 2\cos(2\cdot) \equiv 0 \). Therefore, the SDE (3.4) (or just Lemma 2.11) gives

\[
d \log \frac{f_t(z)}{|f_t(z)|} = -\sqrt{a} \cos \theta_t dW_t - \sqrt{b} \sin \theta_t d\tilde{W}_t,
\]

where \((W, \tilde{W}) \overset{d}{=} (B, \tilde{B})\) are independent standard linear Brownian motions. Hence, \( \log \frac{f_t(z)}{|f_t(z)|} \) is a continuous martingale with quadratic variation \( \int_0^t [a \cos^2(\theta_s) + b \sin^2(\theta_s)] ds \). This quadratic variation tends to \( \infty \) as \( t \to \infty \), so \( \log \frac{f_{T'}(z)}{|f_{T'}(z)|} \) is a re-parametrized Brownian motion under a time change which covers the whole interval \([0, \infty)\). In particular, a.s.

\[
\limsup_{t \to \infty} \log \frac{f_t(z)}{|f_t(z)|} = \infty, \quad \text{i.e.} \quad \limsup_{t \to \infty} \frac{|f_t'(z)|}{|f_t(z)|} = \infty.
\]

The proof of Proposition 3.2(a) (see in particular (3.5)) then implies that SLE\(_\Sigma\) is in the hitting phase.

Proof of Theorem 1.8. Combine Propositions 3.1 and 3.2 with Lemmas 3.11 and 3.12.

4 SLE\(_\Sigma\) disconnects points

In this section we prove Theorem 1.10—namely that for each \( z \in \mathbb{C} \), a.s. the left hull disconnects \( z \) from infinity before absorbing \( z \), and that the complements of the left and right hulls at each fixed time are not connected. Since replacing the covariance \( c \) by \( -c \) has the effect of conjugating the hulls (see the discussion just after (1.6)), we can assume without loss of generality that \( c \geq 0 \). This assumption is used in the proof of Lemma 4.6 below.

Throughout the section, we use the following notation: for real numbers \( x < y \) and \( x' < y' \), we define

\[
[x, y] \times [x', y'] = \{ z \in \mathbb{C} : \Re(z) \in [x, y], \Im(z) \in [x', y'] \} \quad \text{and} \quad [x, y] = [x, y] \times \{0\}.
\]

To prove Theorem 1.10, we will first show that the left hull disconnects some fixed open subset of the plane on an event with positive probability.

Lemma 4.1. There exists a deterministic bounded open set \( U \subset \mathbb{C} \) and \( t > 0 \) such that, with positive probability, \( U \cap L_t = \emptyset \) and \( L_t \) disconnects \( U \) from infinity.

We devote most of this section to proving Lemma 4.1; we then deduce Theorem 1.10 from Lemma 4.1 at the end of this section. We now roughly outline our strategy for proving Lemma 4.1. We construct a positive-probability event that imposes enough constraints that the following two properties hold for some large (fixed) times \( T, T' > 0 \) and positive real numbers \( x < y \).

(a) The right hull \( R_T \) is contained in a small neighborhood of the real axis, and some connected subset \( S \subset R_T \setminus \{0\} \) crosses from a small neighborhood of \( x \) to a small neighborhood of \( y \).

(b) The hull \( L_{T,T'+T'} \) avoids a (slightly larger) small neighborhood of \( x \) and intersects \( S \) (recall the definition of \( L_{T,T'+T'} \) from (2.3)).
Properties (a) and (b) together imply that $RT \cup LT,T+T'$ disconnects some small set near $x$ from infinity; see Figure 4. Due to the concatenation property (2.3), this gives Lemma 4.1.

To show that the properties (a) and (b) hold with positive probability, we prove a pair of lemmas (Lemmas 4.2 and 4.4). Both lemmas are elementary consequences of the fact that we can make our driving Brownian motion have a given behavior with positive probability. Let us begin with property (a).

**Lemma 4.2.** Let $T > 0$ and $\varepsilon > 0$. It holds with positive probability that the following distances are each at most $\varepsilon$: the Hausdorff distance between $LT$ and the line segment $[-2T^{-1/2}i, 2T^{1/2}i]$, the Hausdorff distance between $RT$ and the line segment $[-2T^{1/2}, 2T^{1/2}]$, and the uniform distance between $f_T$ and the map $z \mapsto \sqrt{z^2 + 4T}$ on the complement of the $\varepsilon$-neighborhood of $[-2T^{-1/2}i, 2T^{1/2}i]$.

To prove Lemma 4.2, we show that we can approximate a general forward Loewner chain (and its left and right hulls) by approximating its driving function.

**Lemma 4.3.** Let $U^n_t, U_t$ be continuous functions from $[0, \infty)$ into $\mathbb{C}$, let $g^n_t, g_t$ be the corresponding forward Loewner maps, and let $L^n_t, L_t$ the corresponding left hulls. If $U^n_t$ converges to $U_t$ uniformly on compact sub-intervals of $[0, \infty)$, then the following holds for each $T > 0$ and each $\varepsilon > 0$:

- The convergence $g^n_t(z) \to g_t(z)$ holds uniformly in $(t, z) \in [0, T] \times \{z : \text{dist}(z, K_T) \geq \varepsilon\}$.
- For each $t$, we can choose $n$ large enough so that $L^n_t \subset B_\varepsilon(L_t)$, and every point disconnected from infinity by $L_t$ is disconnected from infinity by $B_\varepsilon(L^n_t)$.

The result also holds with forward Loewner maps replaced by reverse Loewner maps (as defined after Lemma 2.2), or with left hulls replaced by right hulls.

**Proof.** The convergence of the forward Loewner maps $g^n_t$ is proved in [Law05, Proposition 4.43]. (The result we have cited was stated for chordal Loewner chains with real driving functions, but the
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such that, on an event with positive probability, the left hull $L$ These two conditions together yield property (b) with constant $a$. If $g_n$ were constant then by the uniqueness of analytic continuation the limit of the maps $g_n$ we can arrange that $g_n$ extends conformally to infinity. It follows from the Cauchy integral formula that, after passing to a further subsequence, $g_n$ converges uniformly on compact subsets of $V$ to some function $f$ on $V$ that is either conformal or constant. Now, since $V$ is not disconnected from infinity by $L'$, if $f$ were constant then by the uniqueness of analytic continuation the limit of the maps $g_n$ along the subsequence would have to be constant. Thus, $f$ is conformal, and hence the limit of the maps $g_n$ extends conformally to $V$. Since the maps $g_n$ converge to $g$ on the complement of $L$, this implies that $g$ extends conformally to $V$, which cannot hold since $V$ intersects $L$.

**Proof of Lemma 4.2.** The Loewner chain with driving function 0 is given by the mappings $z \mapsto \sqrt{z^2 + 4t}$, and it has left hulls $L_t = [-2t^{1/2}i, 2t^{1/2}i]$ and right hulls $R_t = [-2t^{1/2}, 2t^{1/2}]$. The driving Brownian motion of the SLE$_\kappa$ chain has a positive chance to be arbitrarily close to 0 on $[0, T]$. By Lemma 4.3 (applied with $U \equiv 0$), it follows that with positive probability, $L_T \subset B_\delta([-2T^{1/2}i, 2T^{1/2}i])$, and every point on $[-2T^{1/2}i, 2T^{1/2}i]$ is disconnected from infinity by $B_\delta(L_T)$; and the analogous statement also holds for right hulls. This implies the desired bound on Hausdorff distances.

We have now shown how to obtain property (a) in the outline above. To obtain property (b), roughly speaking, we impose the following pair of conditions.

- First, we “force” $f_{T,T+2}(S)$ to cross the imaginary axis and $L_{T,T+2}$ to avoid a small neighborhood of $x$.
- Second, we let $K > 0$ be large and we “force” $L_{T+2,T+2+K}$ to intersect $f_{T,T+2}(S)$ while staying close to the imaginary axis (the latter to ensure that $L_{T,T+2+K}$ avoids a small neighborhood of $x$).

These two conditions together yield property (b) with $T' = 2 + K$. We can impose the second condition by Lemma 4.2. To show that the first condition also holds with positive probability, we prove the following lemma.

**Lemma 4.4.** Assume that the parameters from (1.4) satisfy $a, b > 0$. We can choose $0 < x < y$ such that, on an event with positive probability, the left hull $L_2$ is disjoint from $[x, y]$ and $\Re f_2(x) < 0 < \Re f_2(y)$.

To prove Lemma 4.4, we construct a positive-probability event on which $|f_t(z)| > 1$ for all $t \in [0, 2]$ and $z \in [x, y]$, and $\Re f_2(x) < 0 < \Re f_2(y)$. Note that the first property implies that $[x, y]$ is
disjoint from $L_2$ by Remark 2.12. Before constructing the event, we derive simple inequalities which the real and imaginary parts of $f_t(z)$ satisfy as long as $|f_t(z)| > 1$.

**Lemma 4.5.** Recall the pair of correlated standard linear Brownian motions from (1.5). Let $z \in \mathbb{C}$ and

$$\rho = \rho_z := \inf \{ t : |f_t(z)| \leq 1 \}.$$ 

Then, for each $s,t \in [0,\rho]$, we have

$$h^-(s,t;a) \leq \Re f_t(z) - \Re f_s(z) \leq h^+(s,t;a) \quad (4.1)$$

and

$$h^-(s,t;b) \leq \Im f_t(z) - \Im f_s(z) \leq h^+(s,t;b). \quad (4.2)$$

where

$$h^\pm(s,t;a) = \pm 2(t-s) - \sqrt{a}(B_t - B_s) \quad \text{and} \quad h^\pm(s,t;b) = \pm 2(t-s) - \sqrt{b}(\tilde{B}_t - \tilde{B}_s).$$

**Proof.** By (1.6), the real and imaginary parts of $f_t(z)$ satisfy the pair of SDEs

$$d\Re f_t(z) = \frac{2\Re f_t(z)}{|f_t(z)|^2} dt - \sqrt{a} dB_t,$$

$$d\Im f_t(z) = -\frac{2\Im f_t(z)}{|f_t(z)|^2} dt - \sqrt{b} d\tilde{B}_t \quad (4.3)$$

The lemma follows from applying these SDEs to the range $[s,t]$ and using the fact that $|f_r(z)| \geq 1$ for $r \in [s,t]$ to bound the drift terms.

We now define the positive-probability event we use to prove Lemma 4.4.

**Lemma 4.6.** For all sufficiently large (deterministic) $C > 0$, it holds with positive probability that

$$-C \leq h^-(0,t;a) \leq h^+(0,t;a) \leq C, \quad \text{for } t \in [0,1], \quad (4.4)$$

$$-5C \leq h^-(1,2;a) \leq h^+(1,2;a) \leq -4C, \quad (4.5)$$

$$h^+(0,1;b) \leq -2, \quad (4.6)$$

and

$$h^+(1,t;b) \leq 1 \quad \forall t \in [1,2]. \quad (4.7)$$

**Proof.** We can express (4.6) as $\sqrt{b}\tilde{B}_1 \geq 4$ and (4.4) as $\sqrt{a}|B_t| \leq -2t + C$ for $t \in [0,1]$. The event $\mathcal{E}_1$ that these two conditions hold has positive probability as long as $C$ is large enough. Next, we can express (4.5) as $2 + 4C \leq \sqrt{a}(B_2 - B_1) \leq 5C - 2$ and (4.7) as $\sqrt{b}(\tilde{B}_1 - \tilde{B}_1) \leq 2t - 3$ for $t \in [1,2]$. Since the correlation $c/\sqrt{ab}$ of $B$ and $\tilde{B}$ is assumed to be non-negative (recall the discussion at the beginning of this section), the event $\mathcal{E}_2$ that these two conditions hold has positive probability as long as $C$ is large enough. Since $\mathcal{E}_1$ and $\mathcal{E}_2$ are independent, we deduce that all four conditions hold simultaneously with positive probability as long as $C$ is large enough.
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Proof of Lemma 4.4. Let $C \geq 1$ be chosen so that the event of Lemma 4.6 has positive probability. Throughout the proof, we work on this event. See Figure 10 for an illustration.

Let $x = 2C$ and $y = 7C$. Let $z \in [x, y]$. By (4.4) and (4.1) with $s = 0$ and $t \in [0, 1]$, we have $\mathbb{R} f_t(z) - z \geq -C$ for each $t \in [0, 1 \wedge \rho_z]$, where $\rho_z = \inf\{t : |f_t(z)| \leq 1\}$. Therefore, $\mathbb{R} f_t(z) \geq C$ for each $t \in [0, 1 \wedge \rho_z]$. Since $C \geq 1$, this implies that $\rho_z \geq 1$ and hence

$$\mathbb{R} f_t(z) \geq C, \quad \forall t \in [0, 1].$$

Hence, we may apply (4.2) (with $s = 0$ and $t = 1$) and (4.6) to deduce that $\Im f_t(z) = \Im f_1(z) - \Im z \leq -2$. By plugging (4.7) into (4.2) with $s = 1$ and $t \in [1, 2]$, we get that $\Im f_t(z) - \Im f_1(z) \leq 1$ for $t \in [1, 2]$. Combining this with the bound $\Im f_1(z) \leq -2$, we deduce that $\Im f_t(z) \leq -1$ for all $t \in [1, 2]$. In particular, $\rho_z \geq 2$.

The fact that $\rho_z \geq 2$ for each $z \in [x, y]$ together with Lemma 2.5 shows that the segment $[x, y]$ is disjoint from $L_2$.

Since $\rho_z \geq 2$, by plugging (4.5) into (4.1) with $s = 1$ and $t = 2$, we deduce that $-5C \leq \mathbb{R} f_2(z) - \mathbb{R} f_1(z) \leq -4C$ for each $z \in [x, y]$. Moreover, by combining (4.4) and (4.1) with $s = 0$ and $t = 1$, we get $-C \leq \mathbb{R} f_1(z) - \mathbb{R} z \leq C$. Combining the last two sets of inequalities yields $-6C \leq \mathbb{R} f_2(z) - \mathbb{R} z \leq -3C$. In particular, $\mathbb{R} f_1(x) \leq 2C - 3C = -C$ and $\mathbb{R} f_1(y) \geq 7C - 6C = C$.

We are now ready to prove Lemma 4.1. See Figures 11 and 12 for an illustration of the proof.

Proof of Lemma 4.1. Let $0 < x < y$ be as in Lemma 4.4. For a rectangle $R \subset \mathbb{C}$ with sides parallel to the coordinate axes, we say that a connected set $S \subset R$ is a left-right crossing of $R$ if $S$ intersects both the left and right sides of $R$.

Fix parameters $T > y^2/2$ (so that $y < 2T^{1/2}$), $\varepsilon > 0$, and $K > 0$. Also let $U^-$ (resp. $U^+$) be a deterministic open subset of $\mathbb{C}$ which lies at distance at least $2\varepsilon$ from the imaginary axis and which has the following property: the time $T$ Loewner map $z \mapsto \sqrt{z^2 + 4T}$ with driving function 0 maps $U^-$ (resp. $U^+$) into $B_{\varepsilon/2}(x - 2i\varepsilon)$ (resp. $B_{\varepsilon/2}(x + 2i\varepsilon)$). We will argue that we can “force” the left hull $L_{T+2+K}$ to disconnect either $U^-$ or $U^+$ from infinity by conditioning on the following four events:

- The event $\mathcal{E}_1$ that $L_T$ is contained in the $\varepsilon$-neighborhood of the imaginary axis, $R_T$ is contained in the $\varepsilon$-neighborhood of the real axis, $f_T$ maps $U^\pm$ into $B_\varepsilon(x \pm 2i\varepsilon)$, and $R_T$ contains a left-right crossing of $[x, y] \times [-\varepsilon, \varepsilon]$. 

Figure 11: An illustration of the proof of Lemma 4.1 (continued in Figure 12). As in Figure 4, we show the left and right hulls as simple curves for clarity, but, as we prove in this section, in actuality they are not. By conditioning on a sequence of events $E_1, \ldots, E_4$ that occur simultaneously with positive probability, we enforce the following behavior of the Loewner maps for some small $\varepsilon > 0$ and large $T, K > 0$.

**Left:** The left hull $L_T$ avoids a deterministic pair of sets $U^\pm$ (orange).

**Middle:** The map $f_T$ maps the sets $U^\pm$ to a pair of sets (orange) contained in the ball $B_{3\varepsilon}(x)$ (dashed). The right hull $R_T$ (blue and red) is contained in the $\varepsilon$-neighborhood of the real axis (light gray). Moreover, we can choose a subset $S$ of $R_T$ (red) that crosses the rectangle $[x, y] \times [-\varepsilon, \varepsilon]$ (dark gray).

**Right:** The image of $S$ under $f_{T,T+2}(red)$ crosses the rectangle $[-\varepsilon, \varepsilon] \times [-2K^{1/2} + \varepsilon, 2K^{1/2} - \varepsilon]$ (light gray). Moreover, the image of $B_{3\varepsilon}(x)$ under $f_{T,T+2}$ (dashed) does not intersect this rectangle.

Figure 12: An illustration of the proof of Lemma 4.1 (continued from Figure 11).

**Right:** The hull $L_{T+2,T+2+K}$ (green) is contained in the $\varepsilon$-neighborhood of the imaginary axis, and crosses the rectangle $[-\varepsilon, \varepsilon] \times [-2K^{1/2} + \varepsilon, 2K^{1/2} - \varepsilon]$ (light gray). Therefore, $L_{T+2,T+2+K}$ intersects $f_{T,T+2}(S)$ (red) but does not intersect $f_{T,T+2}(B_{3\varepsilon}(x))$ (dashed). **Middle:** This means that $L_{T,T+2+K}$ (green) intersects $S$ (red) but not either of the sets $f_T(U^\pm)$. Therefore, the union of $L_{T,T+2+K}$ and $R_T$ disconnects one of the sets $f_T(U^\pm)$ (orange) from infinity. **Left:** We conclude that $L_{T+2+K}$ (blue and green) disconnects one of the sets $U^\pm$ (orange) from infinity.

- The event $E_2$ that $L_{T,T+2}$ is disjoint from $[x, y] \times [-\varepsilon, \varepsilon]$ and, for any left-right crossing of the rectangle $[x, y] \times [-\varepsilon, \varepsilon]$, its image under $f_{T,T+2}$ contains a left-right crossing of $[-\varepsilon, \varepsilon] \times$
To prove the lemma, we must prove that the four events occur simultaneously with positive probability for some \( t, \varepsilon, K > 0 \), and that the events together imply that the left hull \( L_{T+2+K} \) disconnects one of the sets \( U^\pm \) from \( \infty \).

The events \( \mathcal{E}_1, \mathcal{E}_2 \cap \mathcal{E}_3, \) and \( \mathcal{E}_4 \) are measurable with respect to \( (B_t)_{t \in [0,T]}, (B_t - B_{T+t})_{t \in [T,T+2]} \) and \( (B_t - B_{T+2})_{t \in [T+2,T+2+K]} \), respectively. Hence, the three events are independent. By Lemma 4.3 (applied once at time \( T \) and once with \( K \) in place of \( T \)), we have \( \mathbb{P}(\mathcal{E}_1), \mathbb{P}(\mathcal{E}_4) > 0 \) for each \( T, \varepsilon, K > 0 \). By Lemma 4.4 (applied to \( (f_{T+t})_{t \geq 0} \) instead of \( (f_t)_{t \geq 0} \)), we have \( \mathbb{P}(\mathcal{E}_2 \cap \mathcal{E}_3) > 0 \) for some \( \varepsilon, K > 0 \) and any \( T > 0 \). Hence \( \mathbb{P}(\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3 \cap \mathcal{E}_4) > 0 \).

Now assume all four events hold for some choice of \( \varepsilon, K, T > 0 \).

- Since \( \mathcal{E}_1 \) holds, we can choose a connected subset \( S \) of \( R_T \) that avoids \( f_T(U^\pm) \) and crosses the rectangle \([x,y] \times [-\varepsilon, \varepsilon]\) from left to right.

- Since \( \mathcal{E}_2 \) holds, \( f_{T+2}(S) \) crosses the rectangle \([\varepsilon, \varepsilon] \times [-2K^{1/2} + \varepsilon, 2K^{1/2} - \varepsilon]\) from left to right.

- Since \( \mathcal{E}_3 \) holds, the set \( f_{T+2}(B_{3\varepsilon}(x)) \) is at distance \( \varepsilon \) from the imaginary axis.

- Since \( \mathcal{E}_4 \) holds, the hull \( L_{T+2+K} \) intersects \( f_{T+2}(S) \) but not \( f_{T+2}(B_{3\varepsilon}(x)) \).

Putting this together, we deduce that \( L_{T+2+K} \) intersects \( S \) but not \( B_{3\varepsilon}(x) \). Also, since \( \mathcal{E}_1 \) holds, \( R_T \) is contained in the \( \varepsilon \)-neighborhood of the real axis and \( f_T(U^\pm) \subset B_{12\varepsilon}(x) \subset B_{3\varepsilon}(x) \setminus R_T \). By topological considerations, we conclude that \( L_{T+2+K} \) disconnects one of the sets \( f_T(U^\pm) \) from infinity without hitting this set. By the concatenation property (2.3), this gives the lemma statement for \( t = T + 2 + K \).

We now use Lemma 4.1 to deduce the first part of Theorem 1.10.

**Proof of Theorem 1.10.** The proof of assertion (a) very similar to the proof of Proposition 3.2(b) at the end of Section 3.3, so we will be brief. For \( z \in \mathbb{C} \setminus \{0\} \), let

\[
q(z) = \mathbb{P}((L_t)_{t \geq 0} \text{ disconnects } z \text{ from } \infty \text{ before time } T_z).
\]

By scale invariance (Lemma 2.7), \( q(z) = q(z/|z|) \). By Lemma 4.1, the set of \( z \in \mathbb{C} \) such that \( |z| = 1 \) and \( q(z) > 0 \) has positive one-dimensional Lebesgue measure. Exactly as in the proof of Proposition 3.2(b), we deduce from this that \( q(z) > 0 \) for all \( z \in \mathbb{C} \setminus \{0\} \).

If \( (L_t)_{t \geq 0} \) disconnects \( z \) from \( \infty \) before time \( T_z \), then there is a random \( r > 0 \) such that for each \( w \in B_r(z) \), \((L_t)_{t \geq 0} \) disconnects \( w \) from \( \infty \) before time \( T_w \). Therefore, there is a deterministic \( \varepsilon > 0 \) such that \( q(w) \geq q(z)/2 \) for each \( w \in B_r(z) \). By a compactness argument, we infer that there exists \( q_\ast > 0 \) such that \( q(z) \geq q_\ast \) for each \( z \in \mathbb{C} \setminus \{0\} \).

By scale invariance and the strong Markov property (Lemmas 2.7 and 2.8), this implies that for each \( z \in \mathbb{C} \),

\[
\mathbb{P}((L_t)_{t \geq 0} \text{ disconnects } z \text{ from } \infty \text{ before time } T_z \mid \mathcal{F}_{\sigma_t(0)}) \geq q_\ast, \quad \forall t \geq 0,
\]

(4.8)
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where $\sigma_z$ is the time change as in Definition 2.9. By the martingale convergence theorem, the left side of (4.8) converges as $t \to \infty$ to the indicator of the event that $(L_t)_{t \geq 0}$ disconnects $z$ from $\infty$ before time $T_z$. Hence, this indicator is a.s. at least $q_*$, which means that the indicator must a.s. be equal to 1.

It remains to prove assertion (b). By scale invariance (Lemma 2.7), the probability that the set of points which are disconnected from $\infty$ by $L_t$ has non-empty interior does not depend on $t$. By Lemma 4.1, this probability is positive for every $t > 0$. By Blumenthal’s zero-one law, a.s. there are arbitrarily small times $t > 0$ for the set of points which are disconnected from $\infty$ by $L_t$ has non-empty interior. Since the left hulls are non-decreasing, if $L_t$ disconnects an open subset of $\mathbb{C}$ from $\infty$, then so does $L_s$ for every $s > t$ (note that by Definition 1.9 each subset of $L_t$ is considered to be disconnected from $\infty$ by $L_t$).

5 Open problems

Since there has been very little work so far on Loewner evolution driven by complex Brownian motion, there are a huge number of open problems concerning these objects. Here, we highlight a few open problems which we find particularly interesting.

Schramm-Loewner evolution is famous for its relationship to many classes of discrete models. A central question emerging from our work is whether $\text{SLE}_\Sigma$ with $a, b \neq 0$ is related to any class of discrete models.

**Question 5.1.** Is there a class of natural discrete models which converges to $\text{SLE}_\Sigma$ for some $\Sigma$ with $a, b \neq 0$?

$\text{SLE}$ also has several connections to the Gaussian free field (GFF; see, e.g., [BP,She07] for more background). More precisely, there is a coupling of $\text{SLE}$ with the GFF produced using the forward Loewner evolution, where the $\text{SLE}$ is interpreted as a “flow line” ($\kappa < 4$), a “level line” ($\kappa = 4$), or a “counterflow line” ($\kappa > 4$) of the GFF [SS13,Dub09b,MS16,MS17]. There are also couplings of $\text{SLE}$ with the GFF using the reverse Loewner evolution, which are important in the theory of Liouville quantum gravity (LQG) [She16,DMS21]. As noted in Section 1, various objects associated with LQG can be defined for complex parameter values. It would be extremely interesting to extend any of the $\text{SLE}$/GFF coupling results to the case of complex parameter values.

**Question 5.2.** Is there any interesting coupling of $\text{SLE}_\Sigma$ with the Gaussian free field or with Liouville quantum gravity for any covariance matrix $\Sigma$ with $a, b \neq 0$?

There are a number of interesting results about the behavior $\text{SLE}_\kappa$ as $\kappa \to 0$ or $\kappa \to \infty$ (especially in terms of large deviations). Sometimes, these results can be used to prove non-trivial theorems in complex analysis. See [Wan21] for a survey of this work. It is natural to ask whether there are any generalizations of this work to the case of Loewner evolution driven by complex Brownian motion.

**Question 5.3.** Can anything interesting be said about the large deviations behavior of $\text{SLE}_\Sigma$ as $\Sigma \to 0$ or $\Sigma \to \infty$ along various curves in the space of $2 \times 2$ positive semidefinite symmetric matrices? What about as $\Sigma$ approaches the set of matrices of the form \[
\begin{pmatrix}
a & 0 \\
0 & 0
\end{pmatrix}
\text{ or }
\begin{pmatrix}
0 & 0 \\
0 & b
\end{pmatrix},
\]
which correspond to forward and reverse $\text{SLE}$ with real driving function, respectively?

Another class of open problems concerns the geometric properties of the left and right $\text{SLE}_\Sigma$ hulls. Probabilists have discovered many beautiful properties of $\text{SLE}_\kappa$ hulls, and it is possible that some of these properties extend in some form to our setting. For instance, it is known that, for
\( \kappa > 4 \), the outer boundary of an SLE\( \kappa \) hull (i.e., the boundary of the unbounded complementary connected component) is an SLE\( 16/\kappa \)-type curve \([Zha08, Zha10, Dub09a, MS16, MS17]\). We can ask whether SLE\( \Sigma \) possesses a similar property.

**Question 5.4.** What can be said about the outer boundaries of the left and right hulls of SLE\( \Sigma \)? Are these outer boundaries Jordan curves? Are they related to SLE\( \tilde{\Sigma} \) for a different covariance matrix \( \tilde{\Sigma} \)?

It was shown in \([LW13]\) that SLE\( \kappa \) hulls for \( \kappa > 0 \) are transient. One way of stating this condition is that a.s. for each \( R > 0 \), there exists \( T = T(R) > 0 \) such that \( L_t \cap B_R(0) = L_T \cap B_R(0) \) for each \( t \geq T \).

**Question 5.5.** Are the SLE\( \Sigma \) left hulls transient in the above sense?

We note that Question 5.5 is closely related to the problem of showing that the dense phase (Definition 1.7) is empty, see the discussion just after Definition 1.7.

There are numerous papers which compute the Hausdorff dimensions of various sets associated with SLE\( \kappa \) for \( \kappa > 0 \); see, e.g., \([Bef08, AS08, MW17]\). We can also investigate the Hausdorff dimensions of sets associated to SLE\( \Sigma \).

**Question 5.6.** Compute the Hausdorff dimensions of various sets associated with SLE\( \Sigma \), e.g., the following.

- The left and right hulls.
- The set of points which are hit by the left hull before being disconnected from \( \infty \) (this set has Lebesgue measure zero by Theorem 1.10).
- In the swallowing phase (Definition 1.7), the set of points \( z \in \mathbb{C} \) for which \( \lim_{t \to T^-} \text{dist}(z, L_t) = 0 \) (this set has Lebesgue measure zero by the definition of the swallowing phase).
- The outer boundaries of the left and right hulls.

Finally, Theorem 1.8 characterizes the phases of SLE\( \Sigma \) in terms of the signs of a pair of definite integrals, but it is not obvious how to compute these integrals. It would be interesting to give explicit formulas for the phase boundaries for SLE\( \Sigma \) when \( c \neq 0 \), e.g., in the case when \( c = \sqrt{ab} \).

**Question 5.7.** Give an explicit description of the phases of SLE\( \Sigma \); i.e., explicitly write down the range of parameter values for which the integrals (I) and (II) in Theorem 1.8 are positive.

### A  Kolmogorov forward equation for periodic SDEs

We prove the following version of the Kolmogorov forward equation for the stationary distribution of an SDE with periodic coefficients, which is used in the proof of Lemma 2.14.

**Lemma A.1.** Consider an SDE of the form

\[
    dX_t = \alpha(X_t) \, dt + \beta(X_t) \, dB_t,
\]

where \( B \) is a standard linear Brownian motion and \( \alpha, \beta : \mathbb{R} \to [0, \infty) \) are smooth functions such that both \( \alpha \) and \( \beta^2 \) are \( \pi \)-periodic. Assume that

\[
    \forall u \in \mathbb{R}, \text{ at least one of } \beta(u) \text{ or } \beta'(u)\alpha(u) \text{ is non-zero}.
\]
Let \( p \) be a continuous, non-negative, \( \pi \)-periodic function and suppose that there exists \( x \in \mathbb{R} \) such that the following is true. On \( \mathbb{R} \setminus (x + \pi \mathbb{Z}) \), the function \( p \) is twice continuously differentiable and satisfies the ODE

\[
- \frac{d}{du} [\alpha(u)p(u)] + \frac{1}{2} \frac{d^2}{du^2} [\beta^2(u)p(u)] = 0, \quad \int_0^\pi p(u) \, du = 1. \tag{A.3}
\]

Furthermore, the function \( \beta^2 p \) is continuously differentiable on all of \( \mathbb{R} \). If the starting point \( X_0 \) is sampled from the probability measure \( p(u) \mathbb{1}_{[0,\pi]}(u) \, du \), then the law of \( (e^{2iX_t})_{t \geq 0} \) is stationary.

The purpose of the condition (A.2) is to ensure that the semigroup associated to the SDE (A.1) maps into the space of smooth functions. This is a consequence of Hörmander’s criterion, as we now explain.

**Lemma A.2.** Assume that we are in the setting of Lemma A.1. Then for each \( u \in \mathbb{R} \) and each \( t \geq 0 \), the law of \( X_t \) under \( \mathbb{P}_u \) has a smooth density with respect to Lebesgue measure. Furthermore, for each bounded function \( f : \mathbb{R} \to \mathbb{R} \) and each \( t \geq 0 \) the function \( u \mapsto \mathbb{E}_u(f(X_t)) \) is smooth.

**Proof.** In Stratonovich form, the SDE (A.1) takes the form

\[
dX_t = \gamma(X_t) \, dt + \beta(X_t) \circ dB_t, \quad \text{where} \quad \gamma(u) = \alpha(u) - \frac{1}{2} \beta'(u)\beta(u) \tag{A.4}
\]

and \( \int_0^t \beta(X_s) \circ dB_s \) denotes the Stratonovich integral. By the one-dimensional case of Hörmander’s criterion (see, e.g., [Hai11, Theorem 1.3]), the smoothness conditions in the lemma statement are satisfied if for each \( u \in \mathbb{R} \), the numbers

\[
\beta(u) \quad \text{and} \quad \beta'(u)\gamma(u) - \gamma'(u)\beta(u)
\]

span the vector space \( \mathbb{R} \). This is equivalent to the condition that at least one of \( \beta(u) \) or \( \beta'(u)\alpha(u) \) is non-zero.

**Proof of Lemma A.1.** Since both \( p \) and the coefficients of our SDE are \( \pi \)-periodic, the law of \( (e^{2iX_t})_{t \geq 0} \) is unchanged if we sample \( X_0 \) from \( p(u) \mathbb{1}_{[x,x+\pi]}(u) \, du \) instead of \( p(u) \mathbb{1}_{[0,\pi]}(u) \, du \). For \( u \in \mathbb{R} \), write \( \mathbb{E}_u \) for the law of \( X_t \) started from \( X_0 = u \) and write \( \mathbb{E}_p \) for the law of \( X_t \) started from \( X_0 \sim p(u) \mathbb{1}_{[x,x+\pi]}(u) \, du \). Let \( f : \mathbb{R} \to \mathbb{R} \) be a twice continuously differentiable, \( \pi \)-periodic function.

By Itô’s formula,

\[
df(X_t) = \left( f'(X_t)\alpha(X_t) + \frac{1}{2} f''(X_t)\beta^2(X_t) \right) \, dt + f'(X_t)\beta(X_t) \, dB_t.
\]

Therefore,

\[
\mathbb{E}_p(f(X_t)) = \int_0^t \int_x^{x+\pi} \mathbb{E}_u \left( f'(X_s)\alpha(X_s) + \frac{1}{2} f''(X_s)\beta^2(X_s) \right) p(u) \, du \, ds
\]

Differentiating both sides with respect to \( t \), then evaluating at \( t = 0 \) gives

\[
\left. \frac{\partial}{\partial t} \right|_{t=0} \mathbb{E}_p(f(X_t)) = \int_x^{x+\pi} \left( f'(u)\alpha(u) + \frac{1}{2} f''(u)\beta^2(u) \right) p(u) \, du. \tag{A.5}
\]

We now want to integrate by parts on the right side of (A.5): in particular, we will integrate the term \( f'(u)\alpha(u)p(u) \) by parts once, and the term \( f''(u)\beta^2(u)p(u) \) by parts twice. We explain why
the boundary terms vanish. The functions $f, \alpha, \beta^2,$ and $p$ are all \( \pi \)-periodic and twice continuously differentiable on \((x, x + \pi)\). Hence the boundary terms vanish when we integrate by parts once on the right side of (A.5). The function $\beta^2 p$ is continuously differentiable and \( \pi \)-periodic, so its derivative \( [\beta^2 p]' \) is also \( \pi \)-periodic. Hence the boundary term \( f(u)[\beta^2 p]'(u)|_{u=x}^{u=x+\pi} \) which arises when integrating \( f''(u)\beta^2(u)p(u) \) by parts twice vanishes. We may therefore integrate by parts on the right side of (A.5) to get

$$
\frac{\partial}{\partial t} \bigg|_{t=0} \mathbb{E}_p(f(X_t)) = \int_x^{x+\pi} f(u) \left( -\frac{d}{du}[\alpha(u)p(u)] + \frac{1}{2} \frac{d^2}{du^2}[\beta^2(u)p(u)] \right) du = 0, \quad (A.6)
$$

where the last inequality is by (A.3).

For \( s \geq 0 \), let \( T_s f(u) := \mathbb{E}_u(f(X_s)) \). Since \( f, \alpha, \) and \( \beta \) are \( \pi \)-periodic, so is \( T_s f \). Furthermore, by Lemma A.2, the function \( T_s f \) is smooth. By the Markov property,

$$
\mathbb{E}_p(T_s f(X_t)) = \mathbb{E}_p(\mathbb{E}_{X_t}(f(X_s))) = \mathbb{E}_p(f(X_{t+s})).
$$

Therefore, (A.6) applied with \( T_s f \) instead of \( f \) gives \( \frac{d}{ds}\mathbb{E}_p(f(X_s)) = 0 \). That is, \( \mathbb{E}_p(f(X_s)) = \mathbb{E}_p(f(X_0)) = \int_x^{x+\pi} f(u)p(u) du \). This holds for every twice continuously differentiable \( \pi \)-periodic function \( f \). Hence the law of \((e^{2iX_t})_{t \geq 0}\) is stationary when \( X_0 \) is sampled from \( p(u)\mathbb{1}_{[x,x+\pi]}(u) du \).

\[\square\]
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