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ABSTRACT. We observe \( n \) pairs of independent (but not necessarily i.i.d.) random variables \( X_1 = (W_1, Y_1), \ldots, X_n = (W_n, Y_n) \) and tackle the problem of estimating the conditional distributions \( Q^*_i(w_i) \) of \( Y_i \) given \( W_i = w_i \) for all \( i \in \{1, \ldots, n\} \). Even though these might not be true, we base our estimator on the assumptions that the data are i.i.d. and the conditional distributions of \( Y_i \) given \( W_i = w_i \) belong to a one parameter exponential family \( \mathcal{F} \) with parameter space given by an interval \( I \). More precisely, we pretend that these conditional distributions take the form \( Q^*_i(w_i) \in \mathcal{F} \) for some \( \theta \) that belongs to a VC-class \( \Theta \) of functions with values in \( I \). For each \( i \in \{1, \ldots, n\} \), we estimate \( Q^*_i(w_i) \) by a distribution of the same form, i.e. \( \hat{Q}^*_i(w_i) \in \mathcal{F} \), where \( \hat{\theta} = \hat{\theta}(X_1, \ldots, X_n) \) is a well-chosen estimator with values in \( \Theta \). We establish non-asymptotic exponential inequalities for the upper deviations of a Hellinger-type distance between the true conditional distributions of the data and the estimated one based on the exponential family \( \mathcal{F} \) and the class of functions \( \Theta \). We show that our estimation strategy is robust to model misspecification, contamination and the presence of outliers. Besides, when the data are truly i.i.d., the exponential family \( \mathcal{F} \) suitably parametrized and the conditional distributions \( Q^*_i(w_i) \) of the form \( Q_{\theta^*(w_i)} \in \mathcal{F} \) for some unknown Hölderian function \( \theta^* \) with values in \( I \), we prove that the estimator \( \hat{\theta} \) of \( \theta^* \) is minimax (up to a logarithmic factor). Finally, we provide an algorithm for calculating \( \hat{\theta} \) when \( \Theta \) is a VC-class of functions of low or moderate dimension and we carry out a simulation study to compare the performance of \( \theta \) to that of the MLE and median-based estimators. The proof of our main result relies on an upper bound, with explicit numerical constants, on the expectation of the supremum of an empirical process over a VC-subgraph class. This bound can be of independent interest.
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1. Introduction

In order to motivate the statistical problem we wish to solve here, let us start with a preliminary example.

**Example 1** (Logit regression). We study a cohort of $n$ patients with respective clinical characteristics $W_1, \ldots, W_n$ with values in $\mathbb{R}^d$. For the sake of simplicity we shall assume that $d$ is small compared to $n$ even though this situation might not be the practical one. We associate the label $Y_i = 1$ to the patient $i$ if she/he develops the disease $D$ and $Y_i = -1$ otherwise. The effect of the clinical characteristic $W$ on the probability of developing the disease $D$ is given by the conditional distribution of $Y$ given $W$:

$$P[Y = y | W = w]$$

which is the quantity we want to estimate. A classical model for it is the logit one given by

$$P[Y = y | W = w] = \frac{1}{1 + \exp[-y \langle w^*, w \rangle]} \in (0, 1) \quad \text{for } y \in \{-1, +1\},$$

where $w^*$ is an unknown vector and $\langle \cdot, \cdot \rangle$ the inner product of $\mathbb{R}^d$. If we assume that this model is true, the problem amounts to estimate $w^*$ on the basis of the observations $(W_i, Y_i)$ for $i \in \{1, \ldots, n\}$.

A common way of solving this problem is to use the Maximum Likelihood Estimator (MLE for short). In exponential families, the MLE is known to enjoy many nice properties but it also suffers from several defects. First of all, it is not difficult to see that it might not exist. This is in particular the case when a hyperplane separates the two subsets of $\mathbb{R}^d$ given by $W_+ = \{W_i, Y_i = +1\}$ and $W_- = \{W_i, Y_i = -1\}$, i.e. when there exists a unit vector $w_0 \in \mathbb{R}^d$ such that $\langle w, w_0 \rangle > 0$ for all $w \in W_+$ and $\langle w, w_0 \rangle < 0$ for $w \in W_-$. In this case, the conditional likelihood function at $\lambda w_0$ with $\lambda > 0$ can be written as

$$\prod_{i=1}^{n} \frac{1}{1 + \exp[-\lambda Y_i \langle w_0, W_i \rangle]} = \prod_{i=1}^{n} \frac{1}{1 + \exp[-\lambda |\langle w_0, W_i \rangle|]} \xrightarrow{\lambda \to +\infty} 1,$$

hence the maximal value 1 is not reached. For a thorough study of the existence of the MLE in the logit model we refer to Candès and Sur (2020) as well as the references therein.

Another issue with the use of the MLE lies in the fact that it is not robust and we shall illustrate its instability in our simulation study. Robustness is nevertheless an important property in practice since, going back to Example [1] it may happen that our database contains a few corrupted data that correspond to mislabelled patients (some patients might have developed a disease which is not $D$ but has similar symptoms) or that the relation (1) is only approximately true. A natural question arises: how can we provide a suitable estimation of $P[Y = y | W = w]$ despite the presence of possibly corrupted data or a slight misspecification of the model?
This is the kind of issue we want to solve here. Our approach is not, however, restricted to the logit model but applies more generally whenever the conditional distribution of $Y$ given $W$ belongs to a one-parameter exponential family. More precisely, we shall work within the following statistical framework. We observe $n$ pairs of independent, typically non i.i.d., random variables $X_i = (W_i, Y_i), \ldots, X_n = (W_n, Y_n)$ (with $W_i \in \mathcal{W}$ and $Y_i \in \mathcal{Y}$ for $i \in \{1, \ldots, n\}$) and we want to estimate the $n$ conditional distributions $Q^*_i(w_i)$ of $Y_i$ when $W_i = w_i$, $i \in \{1, \ldots, n\}$, without any information about the distributions $P_{W_i}$ of the variables $W_i$ which are unknown and can be completely arbitrary. In order to do so, we introduce a statistical model for the $Q^*_i(w_i)$. We start from an exponential family $\{Q_\theta, \theta \in I\}$ where $I$ is an interval of $\mathbb{R}$ and consider the family of conditional distributions $\{Q_\theta(w), \theta \in \Theta\}$ where $\Theta$ is a given set of functions from $\mathcal{W}$ to $I$. This provides a model for the $n$ conditional distributions $Q^*_i(w_i)$ if we pretend that $Q^*_i(w_i)$ takes the form $Q_{\theta^*_i}(w_i)$ for some $\theta^*_i \in \Theta$, i.e.

$$Q^*_i(w_i) = Q_{\theta^*_i} \quad \text{with} \quad \theta^*_i = \theta^*(w_i) \quad \text{for} \quad i \in \{1, \ldots, n\}. \quad (2)$$

We shall do as if (2) were true although we do not assume it. We merely hope that the set of conditional distributions $Q_{\theta^*_i}$ induced by a suitable element $\theta^*$ of $\Theta$ provides a reasonably good approximation for the true conditional distributions $Q^*_i(w_i)$. Any estimator $\hat{\theta}$ of $\theta^*$ leads, by an application of (2), to an estimator $Q_{\hat{\theta}(w_i)}$ of the conditional distribution $Q^*_i(w_i)$. We measure the risk of such an estimator by a Hellinger-type distance between the conditional distributions $Q^*_i(w_i)$ and their estimators, integrated with respect to the probabilities $P_{W_i}$ (to be defined in the next section).

Given the model indexed by the elements of $\Theta$, instead of estimating $\theta^*$ by the maximum likelihood method as is commonly done, we use for this a $\rho$-estimator $\hat{\theta}$, whose definition and performance are described in great details in Baraud et al. (2017) and Baraud and Birgé (2018). The purpose of this replacement is to avoid various drawbacks connected to the use of the MLE:

— It may not exist;
— It is typically difficult to evaluate its performance in a non-asymptotic framework and its analysis generally requires some knowledge or restrictions about the distributions of the $W_i$;
— Its performance may be very bad when the model is not exact (misspecification, presence of outliers, contamination, etc.) as demonstrated by our simulations in Section 5.

On the contrary a $\rho$-estimator always exists and it enjoys the following properties.

- When the parameter set $\Theta$ is VC-subgraph with VC-dimension $V$, the non-asymptotic risk of $\hat{\theta}$ is bounded by the sum of two terms: an
approximation term reflecting the distance between the model and the truth and an estimation term corresponding to the risk bound one would get if the model were true. Moreover, this second term only depends on $V$. This risk bound involves explicit constants and holds under the only assumption that the data $(W_1, Y_1), \ldots, (W_n, Y_n)$ are independent:

- the estimator $\hat{\theta}$ still performs well when the function $\theta^*$ does not belong to $\Theta$ but lies close enough to it;
- the estimator is robust: its performance remains stable when the data set $(W_1, Y_1), \ldots, (W_n, Y_n)$ is contaminated or contains outliers or when the statistical model based the exponential family is only approximately correct.
- when the model is exact, the exponential family $\{Q_\theta, \theta \in I\}$ is suitably parametrized and $\Theta$ is a Hölderian class of smoothness, the estimator $\hat{\theta}$ is rate optimal (up to a logarithmic factor).

The work presented here is different from the study of $\rho$-estimators conducted in Baraud and Birgé (2018) [Section 9] for estimating a regression function (seen as the parameter of interest in the conditional distribution of $Y$ given $W$). In Baraud and Birgé (2018), the authors studied a regression model in which the errors are assumed to be i.i.d., homoscedastic with a density with respect to the Lebesgue measure. In the present paper, the errors are typically heteroscedastic, independent but not i.i.d. and they may not admit a density with respect to the Lebesgue measure. This is the case in the logistic and Poisson regression settings for example. Actually, new results had to be established in order to analyze further the behaviour of $\rho$-estimators in the statistical setting we consider here. The proof of our main result combines the theory of $\rho$-estimation — see Baraud et al. (2017) and Baraud and Birgé (2018) — and an original result that establishes the fact that the family of functions on $W \times Y$ of the form

$$(w, y) \mapsto S(y)\eta(w) - A(\eta(w)) \quad \text{with} \quad \eta \in \Gamma$$

is VC-subgraph when $S$ is an arbitrary function on $\mathcal{Y}$, $A$ a convex function defined on an interval $I$ of positive length and $\Gamma$ a VC-subgraph class of functions defined on $\mathcal{W}$ with values in $I$. The proof of our main result also relies on an upper bound with explicit constants (see Theorem 2) on the expectation of the supremum of an empirical process over a VC-class of functions. Since we are not aware of such a result (with explicit constants) in the literature, this bound can be of independent interest.

Besides our theoretical guarantees on the performance of the estimator $\hat{\theta}$, we carry out a simulation study in order to compare it with the MLE and median-based estimators. The simulation study addresses both the situations where the data are generated from the model and when it is contaminated or contains an outlier. To our knowledge, it is the first time
that ρ-estimators are implemented numerically and their performance is studied on simulated data.

There exist only few papers in the literature that tackle the estimation problem corresponding to the framework described by (2) and establish risk bounds for the proposed estimators of θ⋆. When \( \mathcal{W} = [0, 1] \), Kolaczyk and Nowak (2005) proposed an estimation of θ⋆ by piecewise polynomials. When the exponential family is given in its canonical form and the natural parameter is a smooth function of the mean, they build estimators that achieve, up to extra logarithmic factors, the classical rate \( n^{-\alpha/(2\alpha+1)} \) over Besov balls with regularity \( \alpha > 0 \) for a Hellinger-type loss between the corresponding conditional distributions. Brown et al. (2010) considered one-parameter exponential families which possess the property that the variances of the distributions are quadratic functions of their means. These families include as special cases the binomial, gamma and Poisson distributions, among others, and have been studied earlier by Antoniadis and Sapatinas (2001). When the exponential family is parametrized by its mean, Brown et al. (2010) used a variance stabilizing transformation in order to turn the original problem of estimating the function θ⋆ into that of estimating a regression function in the homoscedastic Gaussian regression framework. They established uniform rates of convergence with respect to some \( L^2 \)-loss over classes of functions θ⋆ that belong to Besov balls and are bounded from above and below by positive numbers. Finally, in the case of the Poisson family parametrized by its mean, Kroll (2019) proposed an estimator of θ⋆ which is based on a model selection procedure. For some \( L^2 \)-loss, he proved that his estimator achieved the minimax rate of convergence over Sobolev-type ellipsoids.

A common feature of these papers lies in the fact that they make strong assumptions on the function θ⋆ and the distribution of the covariates \( W_i \) while our approach does not require any assumption about these quantities. They assume that the distribution of the \( W_i \) is known or partly known and the function θ⋆ is smooth enough. Besides, none of these papers addresses the problem of model misspecification nor proposes an estimator to solve it.

Our paper is organized as follows. We describe our statistical framework in Section 2 and present there several examples to which our approach applies. The construction of the estimator and our main result about its risk are presented in Section 3. We also explain why the deviation inequality we derive guarantees the desired robustness property of the estimator. Uniform risk bounds over Hölderian classes are established in Section 4 provided that the exponential family involved in the model is suitably parametrized. We also show that, without such a suitable parametrization, the minimax rates may differ from the usual ones established for an homoscedastic Gaussian regression as described by our Example 2 below. Section 5 is devoted to the description of our algorithm and the simulation study. Our bound on the expectation of the supremum of an empirical process over a VC-subgraph
class can be found in Section 6 as well as its proof. Section 7 is devoted to the other proofs.

2. The statistical setting

Let us recall that we observe \(n\) pairs of independent, but not necessarily i.i.d., random variables \(X_1 = (W_1, Y_1), \ldots, X_n = (W_n, Y_n)\) with values in a measurable product space \(\mathcal{X} = (\mathcal{W} \times \mathcal{Y}, \mathcal{W} \otimes \mathcal{Y})\) and we assume that, for each \(i \in \{1, \ldots, n\}\), the conditional distribution of \(Y_i\) given \(W_i = w_i\) exists and is given by the value at \(w_i\) of a measurable function \(Q_i \star\) from \((\mathcal{W}, \mathcal{W})\) to the set \(\mathcal{T}\) of all probabilities on \((\mathcal{Y}, \mathcal{Y})\). We equip \(\mathcal{T}\) with the Borel \(\sigma\)-algebra \(\mathcal{T}\) associated to the total variation distance (which induces the same topology as the Hellinger one). We recall that the Hellinger distance between two probabilities \(P = p \cdot \mu\) and \(R = r \cdot \mu\) dominated by a measure \(\mu\) on a measurable space \((E, \mathcal{E})\) is given by

\[
    h(P, R) = \sqrt{\int_E (\sqrt{p} - \sqrt{r})^2 d\mu}^{1/2},
\]

the result being independent of the choice of the dominating measure \(\mu\). With this choice of \(\mathcal{T}\), the mapping \(w \mapsto h^2(Q_i \star(w), Q)\) on \((\mathcal{W}, \mathcal{W})\) is measurable whatever the probability \(Q \in \mathcal{T}\) and \(i \in \{1, \ldots, n\}\).

Apart from independence of the \(W_i, 1 \leq i \leq n\), we assume nothing about their respective distributions \(P_{W_i}\), which can therefore be arbitrary.

Let \(\mathcal{Q} \subset \mathcal{T}\) be an exponential family on the measured space \((\mathcal{W}, \mathcal{Y}, \nu)\) where \(\nu\) is an arbitrary \(\sigma\)-finite (positive) measure. We assume that \(\mathcal{Q} = \{Q_\theta, \theta \in I\}\) is indexed by a natural parameter \(\theta\) that belongs to some interval \(I \subset \mathbb{R}\) such that \(\overline{I} \neq \emptyset\). This means that, for all \(\theta \in I\), the distribution \(Q_\theta\) admits a density (with respect to \(\nu\)) of the form

\[
    q_\theta : y \mapsto e^{S(y)\theta - A(\theta)} \text{ with } A(\theta) = \log \left[ \int_{\mathcal{W}} e^{\theta S(y)} d\nu(y) \right],
\]

where \(S\) is a real-valued measurable function on \((\mathcal{W}, \mathcal{Y})\) which does not coincide with a constant \(\nu\text{-a.e.}\). We also recall that the function \(A\) is infinitely differentiable on \(I\) and strictly convex on \(I\). It is of course possible to parametrize \(\mathcal{Q}\) in a different way (i.e. with a non-natural parameter) by performing a variable change \(\gamma = v(\theta)\) where \(v\) is a continuous and strictly monotone function on \(I\). We shall see in Section 3.3 that our main result remains unchanged under such a transformation and we therefore choose, for the sake of simplicity, to introduce it under a natural parametrization first.

Given a class of functions \(\Theta\) from \(\mathcal{W}\) into \(I\), we presume that there exists \(\theta^\star\) in \(\Theta\) such that the conditional distribution \(Q_i \star(w_i)\) is of the form \(Q_{\theta^\star(w_i)}\) for all \(i \in \{1, \ldots, n\}\) and \(w_i \in \mathcal{W}\). We refer to \(\theta^\star\) as the regression function. Even though our estimator is based on these assumptions, we should keep
in mind that our statistical model might be misspecified: the conditional distributions $Q_i^*(w_i)$ might not be exactly of the form $Q_{\theta^*(w_i)}$, the set $\mathfrak{D}$ might not contain $\theta^*$ or some observations might be outliers. It will follow from our risk bounds as described by Theorem 2 that such misspecifications result in an additional term in the risk corresponding to the approximation error between the truth and the model. This term is small when our model provides a good enough approximation of the truth.

For $i \in \{1, \ldots, n\}$, let $\mathcal{D}_W$ be the set of all measurable mappings (conditional probabilities) from $(\mathcal{W}, W)$ into $(\mathcal{T}, T)$. We set $\mathcal{D}_W = \mathcal{D}_W^n$ so that the $n$-tuple $Q^* = (Q_1^*, \ldots, Q_n^*)$ belongs to $\mathcal{D}_W$ as well as the $n$-tuple $Q_\theta = (Q_{\theta_1}, \ldots, Q_{\theta_n})$ where $Q_\theta \in \mathcal{D}_W$ denotes the mapping $w \mapsto Q_{\theta(w)}$ when $\theta$ is a measurable function from $\mathcal{W}$ into $I$. We endow the space $\mathcal{D}_W$ with the Hellinger-type (pseudo) distance $h$ defined as follows. For $Q = (Q_1, \ldots, Q_n)$ and $Q' = (Q'_1, \ldots, Q'_n)$ in $\mathcal{D}_W$,

$$h^2(Q, Q') = \mathbb{E} \left[ \sum_{i=1}^n h^2(Q_i(W_i), Q_i'(W_i)) \right]$$

$$= \sum_{i=1}^n \int_{\mathcal{W}} h^2(Q_i(w), Q_i'(w)) \, dP_{W_i}(w).$$

In particular, $h(Q, Q') = 0$ implies that for all $i \in \{1, \ldots, n\}$, $Q_i = Q'_i$ $P_{W_i}$-a.s.

On the basis of the observations $X_1, \ldots, X_n$, we build an estimator $\hat{\theta}$ of $\theta^*$ with values in $\mathfrak{D}$ and evaluate its performance by the quantity

$$h^2(Q^*, Q_{\theta^*}) = \sum_{i=1}^n \int_{\mathcal{W}} h^2(Q_i^*(w), Q_i(\theta^*(w))) \, dP_{W_i}(w).$$

When $P$ is the distribution of a random variable $(W, Y) \in \mathcal{W} \times \mathcal{Y}$ we write it as $P = Q \cdot P_W$ where $P_W$ is the marginal distribution of $W$ and $Q$ the conditional distribution of $Y$ given $W$. For $P = Q \cdot P_W$ and $P' = Q' \cdot P_W$, the squared Hellinger distance between $P$ and $P'$ is written as

$$h^2(P, P') = \int_{\mathcal{W}} h^2(Q(w), Q'(w)) \, dP_W(w).$$

Setting, for $i \in \{1, \ldots, n\}$ and $\theta$ a function from $\mathcal{W}$ to $I$, $P_i^* = Q_i^* \cdot P_{W_i}$ and $P_i = Q_{\theta(W_i)} \cdot P_{W_i}$ we deduce that

$$h^2(Q^*, Q_{\theta}) = \sum_{i=1}^n h^2(P_i^*, P_{i, \theta})$$

so that $h^2(Q^*, Q_{\theta})$ is equal to $h^2(P^*, P_{\theta}) = \sum_{i=1}^n h^2(P_i^*, P_{i, \theta})$ where $P^* = \bigotimes_{i=1}^n P_i^*$ is the true distribution of the observed data $X = (X_1, \ldots, X_n)$ while $P_{\theta} = \bigotimes_{i=1}^n P_{i, \theta} = \bigotimes_{i=1}^n (Q_{\theta(W_i)} \cdot P_{W_i})$ is the joint distribution of independent random variables $(W_1^i, Y_1^i), \ldots, (W_n^i, Y_n^i)$ for which the conditional distribution of $Y_i^i$ given $W_i^i = w_i$ is given by $Q_{\theta(w_i)} \in \mathfrak{D}$ for all $i$. This shows that
the quantity $h(Q^*, Q_\theta) = h(P^*, P_\theta)$ may also be interpreted as a distance
between the probability distributions $P^*$ and $P_\theta$ and not only as a (pseudo)
distance between the conditional ones $Q^*$ and $Q_\theta$. More generally, given
two measurable functions $\theta, \theta'$ from $\mathcal{W}$ to $I$, the quantity $h(Q_\theta, Q_{\theta'})$ can
also be written as $h(P_\theta, P_{\theta'})$. Note that, unlike $Q_\theta, P_\theta$ is not an estimator
(of $P^*$) since it depends on the marginal distributions $P_{W_1}, \ldots, P_{W_n}$ which are unknown.

2.1. Examples. Let us present here some typical statistical models to which
our approach applies.

**Example 2** (Homoscedastic Gaussian regression with known variance). Given $n$ independent random variables $W_1, \ldots, W_n$ with values in $\mathcal{W}$, let

$$Y_i = \theta^*(W_i) + \sigma \varepsilon_i \quad \text{for all } i \in \{1, \ldots, n\},$$

where the $\varepsilon_i$ are i.i.d. standard real-valued Gaussian random variables, $\sigma$
is a known positive number and $\theta^*$ an unknown regression function with
values in $I = \mathbb{R}$. In this case, $\mathcal{D}$ is the set of all Gaussian distributions
with variance $\sigma^2$ and for all $\theta \in I = \mathbb{R}$, $Q_\theta = \mathcal{N}(\theta, \sigma^2)$ has a density with
respect to $\nu = \mathcal{N}(0, \sigma^2)$ on $(\mathcal{W}, \mathcal{Y}) = (\mathbb{R}, \mathcal{B}(\mathbb{R}))$ which is of the form (3) with
$A(\theta) = \theta^2/(2\sigma^2)$ and $S(y) = y/\sigma^2$ for all $y \in \mathbb{R}$.

**Example 3** (Binary regression). The pairs of random variables $(W_i, Y_i)$
with $i \in \{1, \ldots, n\}$ are independent random variables with values in $\mathcal{W} \times \{0, 1\}$ and

$$P[Y_i = y|W_i = w_i] = \frac{\exp[y\theta^*(w_i)]}{1 + \exp[\theta^*(w_i)]} \quad \text{for all } y \in \{0, 1\} \text{ and } w_i \in \mathcal{W}.$$  

This means that the conditional distribution of $Y_i$ given $W_i = w_i$ is Bernoulli
with mean $(1 + \exp[-\theta^*(w_i)])^{-1}$ for some regression function $\theta^*$ with
values in $I = \mathbb{R}$. This model is equivalent to the logit one presented in Example 1
by changing $Y_i \in \{0, 1\}$ into $Y'_i = 2Y_i - 1 \in \{-1, 1\}$ for all $i$. The exponential
family $\mathcal{D}$ consists of the Bernoulli distribution $Q_\theta$ with mean $1/[1 + e^{-\theta}] \in (0, 1)$ and $\theta \in I = \mathbb{R}$. For all $\theta \in \mathbb{R}$, $Q_\theta$ admits a density with respect to the
counting measure $\nu$ on $\mathcal{W} = \{0, 1\}$ of the form (3) with $A(\theta) = \log(1 + e^\theta)$
and $S(y) = y$ for all $y \in \mathcal{W}$.

**Example 4** (Poisson regression). The exponential family $\mathcal{D}$ is the set of
all Poisson distributions $Q_\theta$ with mean $e^\theta$, $\theta \in I = \mathbb{R}$. Taking for $\nu$ the
Poisson distribution with mean 1, the density of $Q_\theta$ with respect to $\nu$ takes the
form (3) with $S(y) = y$ for all $y \in \mathbb{N}$ and $A(\theta) = e^\theta - 1$ for all $\theta \in \mathbb{R}$. The conditional distribution of $Y_i$ given $W_i = w_i$ is presumed to be Poisson with
mean $\exp[\theta^*(w_i)]$ for some regression function $\theta^*$ with values in $I = \mathbb{R}$.

**Example 5** (Exponential multiplicative regression). The random variables
$W_1, \ldots, W_n$ are independent and

$$Y_i = \frac{Z_i}{\theta^*(W_i)} \quad \text{for all } i \in \{1, \ldots, n\}.$$
where the $Z_i$ are i.i.d. with exponential distribution of parameter 1 and independent of the $W_i$. The conditional distribution of $Y_i$ given $W_i = w_i$ is then exponential with mean $1/\theta^*(w_i) \in I = (0, +\infty)$. Exponential distributions parametrized by $\theta \in I$ admit densities with respect to the Lebesgue measure on $\mathbb{R}_+$ of the form (3) with $S(y) = -y$ for all $y \in \mathcal{Y} = \mathbb{R}_+$ and $A(\theta) = -\log \theta$.

3. The main results

3.1. The estimation procedure. As mentioned in the introduction, our approach is based on $\rho$-estimation. We do not recall here the basic ideas that underline the construction of these estimators and rather refer the reader to Baraud and Birgé [2018]. Let $\psi$ be the function defined on $[0, +\infty]$ by

\[
\psi(x) = \frac{x - 1}{x + 1} \quad \text{for } x \in [0, +\infty) \quad \text{and} \quad \psi(+\infty) = 1.
\]

Let us set, for $\theta \in \Theta$, $q_{\theta}(X_i) = q_{\theta(W_i)}(Y_i)$, where $q_{\theta}$ is given by (3) and, in order to avoid measurability issues, let us restrict ourselves to those $\theta$ belonging to a finite or countable subset $\Theta$ of $\Theta$. We then introduce the function

\[
T(X, \theta, \theta') = \sum_{i=1}^{n} \psi\left(\sqrt{\frac{q_{\theta}(X_i)}{q_{\theta'}(X_i)}}\right) \quad \text{for} \quad \theta, \theta' \in \Theta,
\]

with the conventions $0/0 = 1$ and $a/0 = +\infty$ for all $a > 0$. We set

\[
\nu(X, \theta) = \sup_{\theta' \in \Theta} T(X, \theta, \theta') \quad \text{for all} \quad \theta \in \Theta
\]

and choose $\widehat{\theta} = \widehat{\theta}(X)$ as any (measurable) element of the random (and non-void) set

\[
\mathcal{E}(X) = \left\{ \theta \in \Theta \text{ such that } \nu(X, \theta) \leq \inf_{\theta' \in \Theta} \nu(X, \theta') + \frac{\kappa}{25} \right\}
\]

with $\kappa = 280\sqrt{2} + 74$, so that $18 < \kappa/25 < 18.8$. The random variable $\widehat{\theta}(X)$ is our estimator of the regression function $\theta^*$ and $Q_{\widehat{\theta}} = (Q_{\widehat{\theta_1}}, \ldots, Q_{\widehat{\theta}})$.

Note that the construction of the estimator is only based on the choices of the exponential family given by (3) and the subset $\Theta$ of $\Theta$. In particular, the estimator does not depend on the distributions $P_{W_i}$ of the $W_i$ which may therefore be unknown.

The fact that we build our estimator on a finite or countable subset $\Theta$ of $\overline{\Theta}$ is not restrictive as we shall see. Besides, this assumption is consistent with the practice of calculating an estimator on a computer that can handle a finite number of values only.

Let us mention that similar results could be established for the $\rho$-estimator associated to the alternative choice $\psi(x) = (x - 1)/\sqrt{x^2 + 1}$. Nevertheless,
the risk bounds we get for this choice of $\psi$ involve numerical constants that are larger than those we establish here for $\psi(x) = (x - 1)/(x + 1)$. In the present paper, we therefore focus on this latter choice of $\psi$.

3.2. The main assumption and the performance of $\hat{\theta}$. Let us assume the following:

**Assumption 1.** The class of functions $\Theta$ is VC-subgraph on $\mathcal{W}$ with dimension not larger than $V \geq 1$.

We refer the reader to Section 2.6.2 of van der Vaart and Wellner (1996) or Section 8 of Baraud et al. (2017) for the definition of VC-subgraph classes and their properties. In the present paper, we mainly use the facts that Assumption 1 is satisfied when $\Theta$ is a linear space $V$ with finite dimension $d \geq 1$, in which case $V = d + 1$ and that it is also satisfied when $\Theta$ is of the form $\{F(\beta), \beta \in \mathcal{V}\}$ where $F$ is a monotone function on the real-line. In this latter case, the VC-dimension of $\Theta$ is not larger than that of $\mathcal{V}$. We set

$$c_1 = 150, \quad c_2 = 1.1 \times 10^6, \quad c_3 = 5014$$

and, for $Q \in \mathcal{Q}_\mathcal{W}$ and $A \subset \mathcal{Q}_\mathcal{W}$,

$$h(Q, A) = \inf_{Q' \in A} h(Q, Q').$$

The following theorem provides a probabilistic bound for the distance between our estimator $Q_{\hat{\theta}}$ and $Q^*$.

**Theorem 1.** Let $\xi > 0$. Under Assumption 1, whatever the conditional probabilities $Q^* = (Q^*_1, \ldots, Q^*_n)$ of the $Y_i$ given $W_i$ and the distributions of the $W_i$, the estimator $Q_{\hat{\theta}}$ defined in Section 3.1 satisfies, with a probability at least $1 - e^{-\xi}$,

$$h^2(Q^*, Q_{\hat{\theta}}) \leq c_1 h^2(Q^*, \mathcal{Q}) + c_2 V \left[ 9.11 + \log_+ \left( \frac{n}{V} \right) \right] + c_3 (1.5 + \xi)$$

where $\mathcal{Q} = \{Q_{\theta} = (Q_{\theta}, \ldots, Q_{\theta}), \theta \in \Theta\}$ and $\log_+ = \max(0, \log)$.

The constants $c_1, c_2$ and $c_3$ are numerical constants. They are independent of the choice of the exponential family. When the model $\mathcal{Q}$ is exact, the bound we get only depends on the VC-dimension of $\Theta$.

It is clear that (12) also holds true for $\mathcal{Q} = \{Q_{\theta}, \theta \in \Theta\}$ in place of $\mathcal{Q}$ when $\mathcal{Q}$ is dense in $\Theta$ with respect to the Hellinger-type distance $h$. This is the case when $\Theta$ is dense in $\Theta$ for the topology of pointwise convergence. We do not comment on our result any further in this direction and rather refer to Baraud and Birgé (2015) Section 4.2. From now on, we assume for the sake of simplicity that $\mathcal{Q}$ is dense in $\Theta$, doing as if $\Theta = \Theta$. In the remaining part of this section, $C$ will denote a positive numerical constant that may vary from line to line.
Let us now rewrite (12) in a slightly different form. We have seen in Section 2 that the quantity $h(Q^*, Q_\hat{\theta})$ with $\theta \in \Theta$, which involves the conditional probabilities of $P^*$ and $P_\theta$ with respect to the $W_i$, can also be interpreted in terms of the Hellinger(-type) distance between these two product probabilities. Inequality (12) therefore implies that

$$P\left[CH^2(P^*, P_\theta) > h^2(P^*, \mathcal{F}) + V\left[1 + \log_+ \left(\frac{n}{V}\right)\right] + \xi\right] \leq e^{-\xi},$$

where $\mathcal{F} = \{P_\theta, \theta \in \Theta\}$. Integrating this inequality with respect to $\xi > 0$ leads to the following risk bound for our estimator $\hat{\theta}$

$$CE[h^2(P^*, P_\hat{\theta})] \leq h^2(P^*, \mathcal{F}) + V\left[1 + \log_+ \left(\frac{n}{V}\right)\right].$$

In order to comment upon (14), let us start with the ideal situation where $P^*$ belongs to $\mathcal{F}$, i.e. $P^* = P_{\theta^*}$ for some $\theta^* \in \Theta$, in which case (14) leads to

$$CE[h^2(P_{\theta^*}, P_\hat{\theta})] \leq V\left[1 + \log_+ \left(\frac{n}{V}\right)\right].$$

Up to the logarithmic factor, the right-hand side of this inequality is of the expected order of magnitude $V$ for the quantity $h^2(P_{\theta^*}, P_\hat{\theta})$: in typical situations $V$ is of the same order as the number of parameters that are used to parametrize $\Theta$.

When the true distribution $P^*$ is of the form $P_{\theta^*}$ but the regression function $\theta^*$ does not belong to $\Theta$, or when the conditional distributions of the $Y_i$ given $W_i$ do not belong to our exponential family, inequality (14) shows that, as compared to (15), the bound we get involves the approximation term $h^2(P^*, \mathcal{F})$ that accounts for the fact that our statistical model is misspecified. However, as long as this quantity remains small enough as compared to $V\left[1 + \log_+(n/V)\right]$, our risk bound will be of the same order as that given by (15) when the model is exact. This property accounts for the stability of our estimation procedure under misspecification. In order to be more specific, let us assume that

$$P^* = \bigotimes_{i=1}^n (1 - \alpha_i)P_{i, \bar{\theta}} + \alpha_i R_i$$

and

$$\sum_{i=1}^n \alpha_i \leq \frac{n}{2},$$

where $\bar{\theta} \in \Theta$, $R_i$ is an arbitrary distribution on $\mathcal{X}$ and $\alpha_i$ a number in $[0, 1]$ for all $i \in \{1, \ldots, n\}$. Such a distribution $P^*$ allows us to model different form of robustness including robustness to the presence of contaminating data as well as outliers. In the case of contamination, $P_{W_i} = P_{W_i}$, $\alpha_i = \alpha \in (0, 1/2]$, $R_i = R \neq P_{\bar{\theta}} = Q_{\bar{\theta}} \cdot P_W$ for all $i \in \{1, \ldots, n\}$ and one observes an $n$-sample a portion $(1 - \alpha)$ of which is drawn according to a distribution $P_{\bar{\theta}}$ that belongs to our model $\mathcal{F} = \{P_\theta = Q_{\theta} \cdot P_W, \theta \in \Theta\}$ while the remaining part of the data is drawn according to a contaminating distribution $R$. In the second case, the data set contains the outliers $\{a_i, i \in K\}$ for some subset $K \subset \{1, \ldots, n\}$ with $K \neq \emptyset$ so that $P^*$ is of the form (16) with
\( \alpha_i = \mathbb{1}_{i \in K} \) for all \( i \in \{1, \ldots, n\} \) and \( R_i = \delta_{\alpha_i} \) for all \( i \in K \). In all cases, using the classical inequality \( h^2 \leq D \) where \( D \) denotes the total variation distance between probabilities, we get

\[
(17) \quad h^2(P^*, \mathcal{F}) \leq h^2(P^*, P_{\bar{\theta}}) \leq \sum_{i=1}^{n} D(P_i^*, P_{\bar{\theta}}) \leq \sum_{i=1}^{n} \alpha_i,
\]

which means that whenever \( \sum_{i=1}^{n} \alpha_i \) remains small as compared to \( V(1 + \log\_{+}(n/V)) \), the performance of the estimator remains almost the same as if \( P^* \) were equal to \( P_{\bar{\theta}} \). The estimator \( \hat{\theta} \) therefore possesses some stability properties with respect to contamination and the presence of outliers.

### 3.3. From a natural to a general exponential family

In Section 2, we focused on an exponential family \( \mathcal{F} \) parametrized by its natural parameter. However, statisticians often write exponential families \( \mathcal{F} \) under the general form \( \mathcal{F} = \{ R_\gamma = r_\gamma \cdot \nu, \gamma \in J \} \) with

\[
(18) \quad r_\gamma : y \mapsto e^{u(\gamma)S(y) - B(\gamma)} \quad \text{for} \quad \gamma \in J.
\]

In [15], \( J \) denotes a (non-degenerate) interval of \( \mathbb{R} \) and \( u \) a continuous and strictly monotone function from \( J \) onto \( I \) so that \( B = A \circ u \). In the exponential family \( \mathcal{F} = \{ R_\gamma, \gamma \in J \} = \{ Q_\theta, \theta \in I \} \), the probabilities \( R_\gamma \) are associated to the probabilities \( Q_\theta \) by the formula \( R_\gamma = Q_{u(\gamma)} \).

With this new parametrization, we could alternatively write our statistical model \( \mathcal{F} \) as

\[
(19) \quad \mathcal{F} = \{ R_\gamma = (R_{\gamma_1}, \ldots, R_{\gamma_t}), \gamma \in \Gamma \}
\]

where \( \Gamma \) is a class of functions \( \gamma \) from \( W \) into \( J \). Starting from such a statistical model and presuming that \( Q^* = R_{\gamma^*} \) for some function \( \gamma^* \in \Gamma \), we can build an estimator \( \hat{\gamma} \) of \( \gamma^* \) as follows: given a finite or countable subset \( \Gamma \) of \( \Gamma \) we set \( \hat{\gamma} = u^{-1}(\hat{\theta}) \) where \( \hat{\theta} \) is any estimator obtained by applying the procedure described in Section 3.1 under the natural parametrization of the exponential family \( \mathcal{F} \) and using the finite or countable model \( \Theta = \{ \theta = u \circ \gamma, \gamma \in \Gamma \} \).

Since our model \( \mathcal{F} \) for the conditional probabilities \( Q^* \) is unchanged (only its parametrization changes), it would be interesting to establish a result on the performance of the estimator \( R_{\hat{\gamma}} = Q_{\hat{\theta}} \) which is independent of the parametrization. A nice feature of the VC-subgraph property lies in the fact that it is preserved by composition with a monotone function: since \( u \) is monotone, if \( \Gamma \) is VC-subgraph with dimension not larger than \( V \), so is \( \mathcal{F} \) and our Theorem 1 applies. The following corollary is therefore straightforward.

**Corollary 1.** Let \( \xi > 0 \). If the statistical model \( \mathcal{F} \) is under the general form (19) and \( \Gamma \) is VC-subgraph with dimension not larger than \( V \geq 1 \), whatever the conditional probabilities \( Q^* = (Q^*_1, \ldots, Q^*_n) \) of the \( Y_i \) given \( W_i \)
and the distributions of the $W_i$, the estimator $R_{\hat{\gamma}}$ satisfies with a probability at least $1 - e^{-\xi}$,

$$h^2 (Q^*, R_{\hat{\gamma}}) \leq c_1 h^2 (Q^*, \mathcal{Q}) + c_2 V \left[ 9.11 + \log_+ \left( \frac{n}{V} \right) \right] + c_3 (1.5 + \xi)$$

where $\mathcal{Q} = \{ R_{\gamma}, \gamma \in \Gamma \}$. In particular,

$$E \left[ h^2 (Q^*, R_{\hat{\gamma}}) \right] \leq c' \left[ h^2 (Q^*, \mathcal{Q}) + V \left[ 1 + \log_+ \left( \frac{n}{V} \right) \right] \right],$$

for some numerical constant $c' > 0$.

A nice feature of our approach lies in the fact that (20) holds for all exponential families simultaneously and all ways of parametrizing them. In particular, the VC-dimension associated to the model $\mathcal{Q}$ is intrinsic since it is independent of the way it is parametrized.

### 4. Uniform risk bounds

Throughout this section, we assume that the $W_i$ are i.i.d. with common distribution $P_W$ and that $Q^* = R_{\gamma^*} = (R_{\gamma}, \ldots, R_{\gamma^*})$ belongs to a statistical model of the (general) form given by (19) where $\Gamma$ is a class of smooth functions. More precisely, we assume that for some $\alpha \in (0, 1]$ and $M > 0$, $\Gamma = \mathcal{H}_\alpha (M)$ is the set of functions $\gamma$ on $W = [0, 1]$ with values in $J$ that satisfy the Hölder condition

$$|\gamma(x) - \gamma(y)| \leq M |x - y|^\alpha \text{ for all } x, y \in [0, 1]$$

and denote by $\overline{\mathcal{Q}}[\mathcal{H}_\alpha (M)]$ the corresponding family of conditional distributions $Q^* = R_{\gamma^*}$. Because of our equidistribution assumption and the form of our loss function, the loss $h^2 (Q^*, R_{\hat{\gamma}})$ takes the form $nh^2 (Q^*, R_{\hat{\gamma}})$ whatever the estimator $\hat{\gamma}$.

Our aim is both to estimate $R_{\gamma^*}$, or equivalently $R_{\gamma^*}$, under the assumption that $\gamma^* \in \mathcal{H}_\alpha (M)$ and to evaluate the minimax risk over $\overline{\mathcal{Q}}[\mathcal{H}_\alpha (M)]$, i.e. the quantity

$$R_n (\mathcal{H}_\alpha (M)) = \inf \sup \mathbb{E} \left[ h^2 (R_{\gamma^*}, R_{\hat{\gamma}}) \right]$$

with

$$h^2 (R_{\gamma}, R_{\gamma'}) \overset{\text{def}}{=} \int_W h^2 (R_{\gamma(w)}, R_{\gamma'(w)}) dP_W (w).$$

where the infimum runs among all estimators $\tilde{\gamma}$ of $\gamma^*$ based on the $n$-sample $X_1, \ldots, X_n$. 

4.1. **Uniform risk bounds over Hölder classes.** It is common to parametrize the exponential family $\mathcal{Q} = \{ R_\gamma, \gamma \in J \}$ by the means of the distributions, i.e. with $\gamma = \int_{\mathcal{Y}} y dR_\gamma(y)$. This is typically the case for the Bernoulli, Gaussian and Poisson families for example. In such a case, one can write the model in a heteroscedastic regression form:

$$Y_i = \gamma^*(W_i) + \sigma(\gamma^*(W_i)) \varepsilon_i \quad \text{for all } i \in \{1, \ldots, n\},$$

where $\sigma^2(\gamma^*(W_i))$ is the conditional variance of $Y_i$ and the $\varepsilon_i$ errors which, conditionally to the $W_i$ are centered and with variance 1. As mentioned in the introduction, many authors have used this form and its similarity to the classical Gaussian regression framework given in Example 2 to derive estimators with performances that mimic those of the least squares estimators in the Gaussian case. In particular, when $\gamma^* \in \mathcal{H}_\alpha(M)$, the minimax rate for Gaussian regression is $n^{-2\alpha/(2\alpha+1)}$ and, for the more general situation described in (24) various authors established similar rates for their estimators by using the $L_2$-loss (under somewhat restrictive assumptions as mentioned in the introduction).

With our Hellinger-type loss, we also show in this section that $n^{-2\alpha/(2\alpha+1)}$ is the minimax rate for estimating $R_{\gamma^*}$ with $\gamma^* \in \mathcal{H}_\alpha(M)$. However, this result holds when the parametrization of the exponential family satisfies some suitable conditions. When these conditions are not met, the minimax rate may be different as we shall see, even when the exponential family is parametrized by the mean as it is commonly done in the literature. In any case, our estimator is proven to achieve the minimax rate up to a logarithmic factor.

Let us first introduce the following assumptions on the parametrization.

**Assumption 2.** There exists a constant $\kappa > 0$ such that

$$h(R_\gamma, R_{\gamma'}) \leq \kappa |\gamma - \gamma'| \quad \text{for all } \gamma, \gamma' \in J$$

and for a (non-degenerate) compact interval $K \subset J$, there exists a constant $c_K > 0$ such that

$$h(R_\gamma, R_{\gamma'}) \geq c_K |\gamma - \gamma'| \quad \text{for all } \gamma, \gamma' \in K.$$

This assumption is in particular satisfied in the following situation.

**Proposition 1.** Let $\mathcal{Q} = \{ Q_\theta, \theta \in I \}$ be a natural exponential family defined by (3) where $I$ is an open interval. If the function $v$ satisfies

$$v'(\theta) = \sqrt{\frac{A''(\theta)}{8}} > 0 \quad \text{for all } \theta \in I,$$

when parametrized by $\gamma = v(\theta)$, the exponential family $\mathcal{Q} = \{ R_\gamma = Q_{v^{-1}(\gamma)}, \gamma \in J \}$ satisfies Assumption 2 with $\kappa = 1$ for all choices of a (non-trivial) compact subset $K$ of $J$. 

It is well-known that the functions $v_j(\theta), j \in \{1, 2, 3, 4\}$ given by
\[ v_1(\theta) = \frac{\theta}{\sigma \sqrt{8}}, \quad v_2(\theta) = \frac{1}{\sqrt{2}} \arcsin \left( \frac{1}{\sqrt{1 + e^{-\theta}}} \right), \quad v_3(\theta) = \frac{1}{\sqrt{2}} e^{\theta/2} \quad \text{on } \mathbb{R} \]
and $v_4(\theta) = 8^{-1/2} \log \theta$ on $(0, +\infty)$ satisfy (27) in the cases of Examples 2, 3, 4 and 5 respectively.

As a consequence of Assumption 2 we derive by integration with respect to $P_W$ that, for all functions $\gamma, \gamma'$ on $W$ with values in $J$,
\[ h^2(R_\gamma, R_{\gamma'}) \leq \kappa^2 \|\gamma - \gamma'\|^2_2 = \kappa^2 \int_W (\gamma - \gamma')^2 \, dP_W, \]
which leads to the following uniform risk bound for the performance of the $\rho$-estimator $\hat{\rho}_\gamma$ when $\gamma^* \in \mathcal{H}_\alpha(M)$. Note that this upper bound holds without any assumption on $P_W$.

**Proposition 2.** Assume that (25) is satisfied. Let $\alpha \in (0, 1]$, $M > 0$ and $\mathcal{S}$ be the set of functions with values in the interval $J$ which are piecewise constant on each element of a partition $\{I_j, j \in \{1, \ldots, D\}\}$ of $[0, 1]$ into $D \geq 1$ intervals of lengths $1/D$. For
\[ D = D(\alpha, M, n) = \min \left\{ k \in \mathbb{N}, \left( \frac{\kappa^2 M^2 n}{1 + \log n} \right)^{\frac{1}{1+2\alpha}} \leq k \right\}, \]
the $\rho$-estimator $\hat{\gamma}$ based on (any) countable and dense subset $\mathcal{S}$ of $\mathcal{S}$ (with respect to the supremum norm) satisfies
\[ \sup_{\gamma^* \in \mathcal{H}_\alpha(M)} \mathbb{E} \left[ h^2(R_{\gamma^*}, R_{\gamma}) \right] \leq 2C' \left[ \left( \frac{(\kappa M)^{1/\alpha} \log(en)}{n} \right)^{\frac{2\alpha}{1+2\alpha}} + \frac{3 \log(en)}{2n} \right] \]
where $C'$ is the numerical constant appearing in (21).

To show that this rate is optimal under Assumption 2 and the $\rho$-estimator minimax (up to a logarithmic factor) when the distribution of the $W_i$ can be arbitrary, let us assume that $P_W$ is the uniform distribution on $W = [0, 1]$. It then follows from (26) that there exists a constant $c_K > 0$ such that for all functions $\gamma, \gamma'$ on $W$ with values in $K$,
\[ h^2(R_\gamma, R_{\gamma'}) \geq c_K \|\gamma - \gamma'\|^2_2. \]
Assumption 2 makes the Hellinger-type distance $h(R_\gamma, R_{\gamma'})$ and the $L_2(P_W)$-one between $\gamma$ and $\gamma'$ comparable, at least when $\gamma$ and $\gamma'$ take their values in $K$.

**Proposition 3.** Let $\alpha \in (0, 1]$ and $M > 0$. If $P_W$ is the uniform distribution on $[0, 1]$ and Assumption 2 is satisfied for a compact interval $K$ of length
2L > 0, then
\[
\mathcal{R}_n(\mathcal{H}_\alpha(M)) \geq \frac{c^2_k}{48} \left( \left( \frac{3M^{1/\alpha}}{2\alpha+4+1/\alpha/2n} \right)^{\frac{2\alpha}{1+2\alpha}} \wedge \left( \frac{M^2}{4} \right) \wedge L^2 \right).
\]

This result says that in all exponential families for which Assumption 2 is satisfied, the order of magnitude of the minimax rate over \( \mathcal{H}_\alpha(M) \) cannot be smaller than \( n^{-2\alpha/(2\alpha+1)} \), at least when \( P_W \) is the uniform distribution on \([0,1]\).

### 4.2. A counterexample.
Without a suitable parametrization of the exponential family \( \mathcal{D} = \{Q_\theta, \ \theta \in I\} \) like that provided by Proposition 1, the minimax rate of convergence of \( \mathcal{R}_n(\mathcal{H}_\alpha(M)) \) may be different from \( n^{-2\alpha/(2\alpha+1)} \) as shown by the following simple example of Poisson distributions parametrized by their means.

**Proposition 4.** Let \( \alpha \in (0,1], M > 0, P_W \) be the uniform distribution on \([0,1]\) and \( \mathcal{D} \) the set of Poisson distributions \( R_\gamma \) with means \( \gamma \in J = (0, +\infty) \). For all \( n \geq 1 \),
\[
\mathcal{R}_n(\mathcal{H}_\alpha(M)) \geq \frac{(1 - e^{-1})}{144} \left[ \left( \frac{3M^{1/\alpha}}{2+\alpha+3/\alpha/2n} \right)^{\frac{\alpha}{1+\alpha}} \wedge \frac{M}{8} \wedge \left( 1 + \frac{\sqrt{3}}{2} \right) \right].
\]

In the Poisson case with this parametrization, the rate for \( \mathcal{R}_n(\mathcal{H}_\alpha(M)) \) is therefore at least of order \( n^{-\alpha/(1+\alpha)} \), hence much slower than the one we would get if the family would be properly parametrized as indicated in the previous section, namely \( n^{-2\alpha/(2\alpha+1)} \). We conclude that, depending on the exponential family, the parametrization by the mean may lead to different minimax rates. Nevertheless, as shown in the following proposition, the \( \rho \)-estimator still achieves the optimal rate (up to a logarithmic factor) in this case.

**Proposition 5.** Let \( \alpha \in (0,1], M > 0 \) and \( \mathcal{S} \) be the set of functions with values in \( J = (0, +\infty) \) which are piecewise constant on each element of a partition \( \{I_j, j \in \{1, \ldots, D\}\} \) of \([0,1]\) into \( D \geq 1 \) intervals of lengths \( 1/D \).

For all \( n \geq 1 \),
\[
D = D(\alpha, M, n) = \min \left\{ k \in \mathbb{N}, \left( \frac{M_n}{2 \log(en)} \right)^{\frac{1}{1+\alpha}} \leq k \right\},
\]
the \( \rho \)-estimator \( \hat{\gamma} \) based on (any) countable and dense subset \( \mathcal{S} \) of \( \mathcal{S} \) (with respect to supremum norm) satisfies
\[
\sup_{\gamma^* \in \mathcal{H}_\alpha(M)} \mathbb{E} \left[ h^2 \left( R_{\gamma^*}, R_{\hat{\gamma}} \right) \right] \leq 2C' \left[ \left( \frac{(M/2)^{1/\alpha} \log(en)}{n} \right)^{\frac{\alpha}{1+\alpha}} + \frac{3 \log(en)}{2n} \right]
\]
where \( C' \) is the numerical constant appearing in [21].
5. Calculation of $\rho$-estimators and simulation study

In this section, we study the performance of the $\rho$-estimator $\hat{\theta}$ of the regression function $\theta^*$ in the cases of Examples 3, 4, 5 which correspond respectively to the logit regression, Poisson and exponential distributions parametrized by their natural parameters.

The models. The function space $\mathfrak{F}$ consists of functions $\theta$ on $\mathcal{W} = \mathbb{R}^5$ with values in $I$ and for $w = (w_1, \ldots, w_5) \in \mathcal{W}$ the value $\theta(w)$ has the following form:

— In the Bernoulli model, $I = \mathbb{R}$ and

\begin{equation}
\theta(w) = \eta_0 + \sum_{j=1}^{5} \eta_j w_j \text{ with } \eta = (\eta_0, \ldots, \eta_5) \in \mathbb{R}^6.
\end{equation}

— In the Poisson model, $I = \mathbb{R}$ and

\begin{equation}
\theta(w) = \log \log \left[ 1 + \exp \left( \eta_0 + \sum_{j=1}^{5} \eta_j w_j \right) \right] \text{ with } \eta = (\eta_0, \ldots, \eta_5) \in \mathbb{R}^6.
\end{equation}

— In the exponential model, $I = (0, +\infty)$ and

\begin{equation}
\theta(w) = \log \left[ 1 + \exp \left( \eta_0 + \sum_{j=1}^{5} \eta_j w_j \right) \right] \text{ with } \eta = (\eta_0, \ldots, \eta_5) \in \mathbb{R}^6.
\end{equation}

For all these cases, the set $\mathfrak{F}$ is VC-subgraph with dimension not larger than 7. For the calculation of the estimator on a computer, we do as if $\mathfrak{F}$ were countable and consequently take $\mathfrak{F} = \mathfrak{F}$.

The competitors. We compare the performance of $\hat{\theta}$ to that of the MLE and, in cases of Examples 4 and 5, to a median-based estimator $\hat{\theta}_0$. The estimator $\hat{\theta}_0$ is defined as any minimizer over $\mathfrak{F}$ of the criterion

\begin{equation}
\theta \mapsto \sum_{i=1}^{n} |Y_i - m(\theta(W_i))|
\end{equation}

where $m(\theta)$ is the median (or an approximation of it) of the distribution $Q_\theta$ for $\theta \in I$. We take $m(\theta) = e^\theta + 1/3 - 0.02e^{-\theta}$ for the Poisson distribution with parameter $e^\theta$ and $m(\theta) = (\log 2)/\theta$ for the exponential one with parameter $\theta$.

In the examples we have chosen, the log-likelihood function is concave with respect to the parameter $\eta \in \mathbb{R}^6$ and the MLE is calculated using the stats4 R-package. The criterion \[32\] is not convex with respect to the parameter $\eta$ and the median-based estimator is calculated using the cmaes R-package based on the CMA (Covariance Matrix Adaptation) method which turns out to be more stable than the gradient descent method. For more details about the CMA method, we refer the reader to [16].
5.1. **Calculation of the \( \rho \)-estimator.** As mentioned in Section 3, we call \( \rho \)-estimator \( \hat{\theta} = \hat{\theta}(X) \) any element of the random set

\[
E(X) = \left\{ \theta \in \Theta \text{ such that } v(X, \theta) \leq \inf_{\theta' \in \Theta} v(X, \theta') + \kappa \right\},
\]

where

\[
v(X, \theta) = \sup_{\theta' \in \Theta} T(X, \theta, \theta') = \sup_{\theta' \in \Theta} \sum_{i=1}^{n} \psi \left( \sqrt{\frac{q_\theta(X_i)}{q_{\theta}(X_i)}} \right) \quad \text{for all } \theta \in \Theta.
\]

To calculate the \( \rho \)-estimator \( \hat{\theta} \) we use the iterative Algorithm 1 described below. We stop it either when the condition \( v(X, \hat{\theta}) \leq 1 \) is met or otherwise after \( L = 100 \) iterations. Since

\[
v(X, \theta) = \sup_{\theta' \in \Theta} T(X, \theta, \theta') \geq T(X, \theta, \theta) = 0,
\]

the quantity \( \inf_{\theta \in \Theta} v(X, \theta) \) is nonnegative and when \( v(X, \hat{\theta}) \leq 1 \),

\[
v(X, \hat{\theta}) \leq \inf_{\theta \in \Theta} v(X, \theta) + 1 \leq \inf_{\theta \in \Theta} v(X, \theta) + \frac{\kappa}{25},
\]

which shows that \( \hat{\theta} \) is a \( \rho \)-estimator. The constant 1 has nothing magical, we just believe that the closer \( v(X, \hat{\theta}) \) to \( \inf_{\theta \in \Theta} v(X, \theta) \) the better \( \hat{\theta} \) performs. The condition \( v(X, \hat{\theta}) \leq 1 \) can therefore be seen as an early stopping time that guarantees that the estimator \( \hat{\theta} \) almost minimizes \( \theta \mapsto v(X, \theta) \) over \( \Theta \). In all our simulations, (including the cases when we stop after 100 iterations), the resulting estimators \( \hat{\theta} \) satisfy

\[
v(X, \hat{\theta}) \leq \frac{\kappa}{25} \quad \text{hence} \quad v(X, \hat{\theta}) \leq \inf_{\theta \in \Theta} v(X, \theta) + \frac{\kappa}{25}
\]

and are therefore \( \rho \)-estimators.

The algorithm is based on the following heuristic that we describe in the situation where the data are i.i.d. with distribution \( P^* = P_{\theta^*} \) for the sake of simplicity. It is proven in Baraud (2021)[Proposition 14], that \( T(X, \theta_0, \theta_1) \) is a good test statistic for testing \( H_0 : P_{\theta_0} \) is closer (in Hellinger distance) to \( P^* \) than \( P_{\theta_1} \) against \( H_1 : P_{\theta_1} \) is closer to \( P^* \) than \( P_{\theta_0} \). More precisely, with a probability close to 1, \( T(X, \theta_0, \theta_1) > 0 \) when \( h^2(P_{\theta_1}, P^*) < h^2(P_{\theta_0}, P^*) \) and \( 1/n < h^2(P_{\theta_0}, P^*) \) while the test statistic \( T(X, \theta_0, \theta_1) < 0 \) when \( h^2(P_{\theta_0}, P^*) < h^2(P_{\theta_1}, P^*) \) and \( 1/n < h^2(P_{\theta_0}, P^*) \). Note that if \( h^2(P_{\theta_0}, P^*) \approx 1/n \) for both \( \theta = \theta_0 \) and \( \theta = \theta_1 \), the two distributions \( P_{\theta_0} \) and \( P_{\theta_1} \) are both close to \( P^* \) and choosing between \( \theta_0 \) and \( \theta_1 \) is unimportant. Because of these properties, if we start from an initial point \( \theta_0 \) that is not too far from \( \theta^* \) and if \( \theta_1 \) is such that \( T(X, \theta_0, \theta_1) > 0 \), it is likely that one of the two following situations occur:

- the quantity \( h^2(P_{\theta_1}, P^*) \) is smaller or at least of comparable order as \( h^2(P_{\theta_0}, P^*) \);
- \( h^2(P_{\theta_1}, P^*) \) is of order \( 1/n \).
In any case, either $\theta_1$ improves on $\theta_0$ or, at least, performs similarly. We can then repeat the test starting now from $\theta_1$ and looking from some $\theta_2$ such that $T(X, \theta_1, \theta_2) > 0$ and so on.

Since $\rho$-estimators are not unique, there is no reason for the algorithm to converge to a point and we are not expecting the algorithm to do so. Since the algorithm is based on the test statistic $T(X, \theta, \theta')$, that provides a robust test between the probabilities $P_{\theta}$ and $P_{\theta'}$, as explained above, we expect the algorithm to get closer to the truth as we iterate it. As we shall see, only few iterations are in general necessary to meet the condition $\nu(X, \hat{\theta}) \leq 1$ and when it is not the case, the estimator obtained after $L = 100$ iterations provides a suitable estimation of the parameter. To find a maximizer of the mapping $\theta \mapsto T(X, \hat{\theta}, \theta)$ at each iteration, we use the cmaes R-package.

Algorithm 1 Searching for the $\rho$-estimator

Input:
$X = (X_1, \ldots, X_n)$: the data
$\theta_0$: the starting point

Output: $\hat{\theta}$

1: Initialize $l = 0$, $\hat{\theta} = \theta_0$;
2: while $\nu(X, \hat{\theta}) > 1$ and $l \leq L$ do
3: $l \leftarrow l + 1$
4: $\theta_1 = \arg\max_{\theta \in \Theta} T(X, \hat{\theta}, \theta)$
5: $\hat{\theta} \leftarrow \theta_1$
6: end while
7: Return $\hat{\theta}$.

To initialize the process we choose the value of $\theta_0$ as follows. In the case of Bernoulli regression, we take for $\theta_0$ the function on $\mathbb{R}^d$ that minimizes on $\Theta$ the penalized criterion (that can be found in the e1071 R-package)

$$\theta \mapsto 10 \sum_{i=1}^n (1 - (2Y_i - 1)\theta(W_i))_+ + \frac{1}{2} \sum_{i=1}^d |\theta(e_i) - \theta(0)|^2,$$

where $e_1, \ldots, e_d$ denotes the canonical basis of $\mathbb{R}^d$ (with $d = 6$). The e1071 R-package is used for the purpose of classifying the $Y_i$ from the $W_i$. For the other exponential families we choose for $\theta_0$ the median-based estimator $\hat{\theta}_0$.

5.2. Comparisons of the estimators when the model is exact. Throughout this section, we assume that the data $X_1, \ldots, X_n$ are i.i.d. with distribution $P_{\theta^*} = Q_{\theta^*} \cdot P_W$, $\theta^* \in \overline{\Theta}$, and we estimate the risk

$$R_n(\tilde{\theta}) = \mathbb{E} \left[ h^2 (P_{\theta^*}, P_{\tilde{\theta}}) \right] = \mathbb{E} \left[ \int_{\mathcal{W}} h^2 \left( Q_{\theta^*(w)}, Q_{\tilde{\theta}(w)} \right) dP_W(w) \right]$$
of an estimator \( \tilde{\theta}(X) \) by the Monte Carlo method on the basis of 500 replications. For this simulation study \( n = 500 \). We recall that, for a natural exponential family,

\[
(33) \quad h^2(Q_{\theta}, Q_{\theta'}) = 1 - \exp \left[ A \left( \frac{\theta + \theta'}{2} \right) - \frac{A(\theta) + A(\theta')}{2} \right]
\]

where \( A \) is given in (3).

**Bernoulli model.** We consider the function \( \theta^* = \theta \) given by (29) with \( \eta = (1, \ldots, 1) \in \mathbb{R}^6 \). The distribution \( P_W \) is \( (P_W^{(1)} + P_W^{(2)} + P_W^{(3)})/3 \) where \( P_W^{(1)}, P_W^{(2)} \) and \( P_W^{(3)} \) are respectively the uniform distributions on the cubes

\[
[-a, a]^5, \quad [b - 0.25, b + 0.25]^5 \quad \text{and} \quad [-b - 0.25, -b + 0.25]^5
\]

with \( a = 0.25 \) and \( b = 2 \).

**Poisson model.** In this case \( \theta^* = \theta \) given by (30) with \( \eta = (0.7, 3, 4, 10, 2, 5) \). The distribution \( P_W \) is \( P_W^{(2)} \otimes P_W^{(2)} \otimes P_W^{(2)} \) where \( P_W^{(1)}, P_W^{(2)} \) and \( P_W^{(3)} \) are the uniform distributions on \([0.2, 0.25], [0.2, 0.3] \) and \([0.1, 0.2] \) respectively.

**Exponential model.** We set \( \theta^* = \theta \) given by (31) with \( \eta = (0.07, 3, 4, 6, 2, 1) \). The distribution \( P_W \) is \( P_W^{(3)} \otimes P_W^{(2)} \) where \( P_W^{(1)} \) and \( P_W^{(2)} \) are the uniform distributions on \([0, 0.01] \) and \([0, 0.1] \) respectively.

In order to compare the performance of the \( \rho \)-estimator to the two other competitors we proceed as follows: we estimate the risk \( R_n(\hat{\theta}) \) of \( \hat{\theta} \) by Monte Carlo as explained before. We then use this quantity as a benchmark and given another estimator \( \tilde{\theta} \) we compute the quantity

\[
(34) \quad \mathcal{E}(\tilde{\theta}) = \frac{R_n(\hat{\theta}) - R_n(\tilde{\theta})}{R_n(\hat{\theta})} \quad \text{so that} \quad R_n(\tilde{\theta}) = \left( 1 + \mathcal{E}(\tilde{\theta}) \right) R_n(\hat{\theta}).
\]

Note that large positive values of \( \mathcal{E}(\tilde{\theta}) \) indicate a significant superiority of our estimator as compared to \( \hat{\theta} \) and negative values inferiority. The respective values of \( R_n(\hat{\theta}) \) and \( \mathcal{E}(\tilde{\theta}) \) are displayed in Table 1. The computation time of each estimator is displayed in Table 2.

|                  | \( R_n(\hat{\theta}) \) | \( \mathcal{E}(\text{MLE}) \) | \( \mathcal{E}(\hat{\theta}_0) \) |
|------------------|--------------------------|-------------------------------|----------------------------------|
| Logit            | 0.0015                   | +0.1%                         | -                                |
| Poisson          | 0.0015                   | +0.1%                         | +450%                           |
| Exponential      | 0.0015                   | +0.1%                         | +110%                           |

Since the median of the Bernoulli distribution is either 0 or 1, hence only weakly depends on the value of the parameter, there is no estimator of the regression function based on the median for the Bernoulli model.
Table 2. Average computation time when the model is well-specified

|                  | $\rho$-estimator | MLE | Median-based |
|------------------|------------------|-----|--------------|
| Logit            | 331.43s          | 0.17s | --          |
| Poisson          | 216.23s          | 0.23s | 34.69s      |
| Exponential      | 87.78s           | 0.28s | 16.31s      |

We observe the following facts:

- When the model is correct, the risks of the MLE and $\hat{\theta}$ are the same (the value of $\mathcal{E}(\text{MLE})$ is not larger than $1/1000$). In fact, a look at the simulations shows that the $\rho$-estimator coincides most of the time with the MLE, a fact which is consistent with the result proved in Baraud et al. (2017) (Section 5) that states the following: under suitable (strong enough) assumptions, the MLE is a $\rho$-estimator when the statistical model is regular, exact and $n$ is large enough. Our simulations indicate that the result actually holds under weaker assumptions.

- Both the MLE and the $\rho$-estimator outperform the median-based estimator $\hat{\theta}_0$.

- The quantities $R_n(\hat{\theta})$ are of order $0.0015$ in all three cases. This fact can be explained as follows. In a regular statistical model $\mathcal{M}_0 = \{P_\eta, \eta \in S\}$ parametrized with a parameter $\eta \in S \subset \mathbb{R}^d$, the asymptotic normality properties of the MLE $\hat{\eta}_n$ together with the local equivalence of the Hellinger distance with the Euclidean one imply that, when the data are i.i.d. with distribution $P_{\eta^*} \in \mathcal{M}_0$,

$$n \mathbb{E} \left[ h^2(P_{\hat{\eta}_n}, P_{\eta^*}) \right] \xrightarrow{n \to +\infty} \frac{d}{8}.$$ 

In our simulation, conditionally to $W$, the distribution of $Y$ is given by an exponential family parametrized by $d = 6$ parameters and the number of data being $n = 500$, we expect a risk of order $d/(8n) = 0.0015$, which is exactly what we obtained.

- The above result provides evidence that the algorithm we use does calculate the $\rho$-estimator as expected.

- In all the simulations we carried out, the algorithm required at most two iterations before the stopping condition $v(X, \tilde{\theta}) \leq 1$ was met.

In the Bernoulli model, we also consider the case where the true regression function $\theta^* = \theta$ is given by (29) with $\eta = (1, \ldots, 1) \in \mathbb{R}^6$ and $P_W = (P_W^{(2)} + P_W^{(3)})/2$. In such a situation, the MLE is likely not to exist because the sets of data labelled by 1 and 0 respectively can be perfectly separated by a hyperplane with probability close to 1. As expected the stats4 R-package for calculating the MLE returns an error. In contrast, the
\( \rho \)-estimator always exists and its estimated risk \( R_n(\hat{\theta}) \) is of order 0.000179. In the 100 simulations we carried out, the algorithm stops after at most 2 iterations.

5.3. Comparisons of the estimators in presence of outliers. We now work with \( n = 501 \) independent random variables \( X_1, \ldots, X_n \). The 500 first variables \( X_1, \ldots, X_{n-1} \) are i.i.d. with distribution \( P_\theta \) and simply follow the framework of the previous section. The last observation is chosen as follows. In the Bernoulli model \( W_n = 1000(1, 1, 1, 1, 1) \) and \( Y_n = -1 \), for the Poisson case \( W_n = 0.1(1, 1, 1, 1, 1) \) and \( Y_n = 200 \) and for the exponential case \( W_n = 5 \times 10^{-3}(1, 1, 10, 10) \) and \( Y_n = 1000 \). The results are displayed in Table 3 on the basis of 500 replications. The computation times for each estimator are given in Table 4.

| Table 3. Values of \( R_n(\hat{\theta}) \) and \( \mathcal{E}(\hat{\theta}) \) in presence of an outlier |
|-----------------|-----------------|-----------------|
|                 | \( R_n(\hat{\theta}) \) | \( \mathcal{E}(\text{MLE}) \) | \( \mathcal{E}(\hat{\theta}_0) \) |
| Logit           | 0.0015           | +13000\%        | -                           |
| Poisson         | 0.0019           | +1900\%         | +330\%                      |
| Exponential     | 0.0018           | +6000\%         | +78\%                       |

| Table 4. Average computation time in presence of an outlier |
|-----------------|-----------------|-----------------|
|                 | \( \rho \)-estimator | MLE | Median-based |
| Logit           | 497.31s          | 0.12s         | -             |
| Poisson         | 229.36s          | 0.29s         | 35.83s        |
| Exponential     | 103.05s          | 0.32s         | 15.18s        |

We observe the following facts:

- the risks of the \( \rho \)-estimator are quite similar to those given in Table 1 despite the presence of an outlier among the data set;
- the MLE behaves poorly;
- the performance of \( \hat{\theta} \) remains much better than that of the median-based estimator \( \hat{\theta}_0 \).

Let us now display the quartiles of the distribution of the number of iterations that have been necessary to compute the \( \rho \)-estimator.

Table 5 shows that the computation of the \( \rho \)-estimator requires only a few iterations of the algorithm.
TABLE 5. Quartiles for the number of iterations in presence of outliers

|        | 1st Quartile | Median | 3rd Quartile | Maximum |
|--------|--------------|--------|--------------|---------|
| Logit  | 3            | 3      | 3            | 6       |
| Poisson| 2            | 2      | 2            | 3       |
| Exponential | 2   | 2      | 2            | 3       |

5.4. Comparisons of the estimators when the data are contaminated. We now set $n = 500$ and define $P_{\theta^*}$ and $P_W$ as in Section 5.2. We now assume that $X_1, \ldots, X_n$ are i.i.d. with distribution $P^* = 0.95P_{\theta^*} + 0.05R$ for some (contaminating) distribution $R$ on $\mathcal{W} \times \mathcal{Y}$ with first marginal given by $P_W$. We restrict ourselves to the Poisson and exponential cases (we exclude the Bernoulli model since the Bernoulli distribution remains stable under the contamination by another Bernoulli distribution). In the Poisson case, we choose for $R$ the distribution of the random variable $(W, 80 + B)$ where the conditional distribution of $B$ given $W = (w_1, \ldots, w_5)$ is Bernoulli with mean $(1 + \exp[-(w_1 - w_2 - w_4 + w_5)])^{-1}$. In the case of the exponential distribution $R = P_W \otimes \mathcal{U}([50, 60])$ where $\mathcal{U}([50, 60])$ denotes the uniform distribution on $[50, 60]$.

We measure the performance of an estimator $\tilde{\theta}$ of $\theta^*$ by means of the quantity

$$\mathcal{R}_n(\tilde{\theta}) = \mathbb{E}\left[h^2(P^*, P_{\tilde{\theta}})\right]$$

that we evaluate by Monte Carlo on the basis of 500 replications. We compare the performance of $\tilde{\theta}$ to a competitor $\hat{\theta}$ by evaluating the quantity

$$(35) \quad \mathcal{E}(\tilde{\theta}) = \frac{\mathcal{R}_n(\tilde{\theta}) - \mathcal{R}_n(\hat{\theta})}{\mathcal{R}_n(\hat{\theta})}.$$ 

The results are displayed in Table 6 and the computation times in Table 7.

TABLE 6. Values of $\mathcal{R}_n(\tilde{\theta})$ and $\mathcal{E}(\tilde{\theta})$ under contamination (5%)

|        | $\mathcal{R}_n(\tilde{\theta})$ | $\mathcal{E}(\text{MLE})$ | $\mathcal{E}(\tilde{\theta}_0)$ |
|--------|--------------------------------|--------------------------|-------------------------------|
| Poisson| 0.028                          | +760%                    | +11%                          |
| Exponential | 0.040 | +320%                    | -17%                          |

Let us now comment these results.

- With our choices of the contaminating distributions $R$, the (squared) Hellinger distance between the true distribution $P^*$ of the data and the model is of order $h^2(P^*, P_{\theta^*}) \approx 0.025$. As expected, we get
Table 7. Average computation time under contamination (5%)

|               | ρ-estimator | MLE  | Median-based |
|---------------|-------------|------|--------------|
| Poisson       | 867.50s     | 0.33s| 39.23s       |
| Exponential   | 1863.97s    | 0.30s| 20.47s       |

that $\mathcal{R}_n(\hat{\theta}) \geq 0.025 \approx h^2(P^*, P_{\theta^*})$. Note that the situation is extreme in the sense that the approximation error is much larger than estimation error that can be achieved when the model is well specified (which is about 0.0015). This means that the model is “very” misspecified.

- The MLE behaves poorly.
- In the exponential case, the median-based estimator $\hat{\theta}_0$ outperforms the ρ-estimator while the opposite situation occurs in the Poisson case.

Table 8. Quartiles for the number of iterations when the data are contaminated

|               | 1st Quartile | Median | 3rd Quartile | Maximum |
|---------------|--------------|--------|--------------|---------|
| Poisson       | 5            | 5      | 5            | 100     |
| Exponential   | 5            | 10     | 30           | 100     |

In Table 8 we observe that the number of iterations for calculating the ρ-estimator increases substantially as compared to the two previous situations. We note that for some simulations the algorithm was iterated 100 times (which corresponds to the maximal number of iterations that we allow) and the stopping condition $v(X, \hat{\theta}) \leq 1$ was not met (but satisfies $v(X, \hat{\theta}) \leq \kappa/25$). Despite this fact, the estimator that we get at the final step, hence after 100 iterations, performs well since the values of the risks $\mathcal{R}_n(\hat{\theta})$ are of the same order as $h^2(P^*, P_{\theta^*})$ and comparable to the median-based estimator $\hat{\theta}_0$.

6. AN UPPER BOUND ON THE EXPECTATION OF THE SUPREMUM OF AN EMPIRICAL PROCESS OVER A VC-SUBGRAPH CLASS

The aim of this section is to prove the following result.

**Theorem 2.** Let $X_1, \ldots, X_n$ be $n$ independent random variables with values in $(\mathcal{X}, \mathcal{X})$ and $\mathcal{F}$ an at most countable VC-subgraph class of functions with
values in $[-1,1]$ and VC-dimension not larger than $V \geq 1$. If

$$Z(\mathcal{F}) = \sup_{f \in \mathcal{F}} \left| \sum_{i=1}^{n} (f(X_i) - \mathbb{E}[f(X_i)]) \right| \quad \text{and} \quad \sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[f^2(X_i)] \leq \sigma^2 \leq 1,$$

then

$$\mathbb{E}[Z(\mathcal{F})] \leq 4.74 \sqrt{nV^2 \mathcal{L}(\sigma)} + 90V \mathcal{L}(\sigma),$$

with $\mathcal{L}(\sigma) = 9.11 + \log(1/\sigma^2)$.

Let us now turn to the proof. It follows from classical symmetrisation arguments that $\mathbb{E}[Z(\mathcal{F})] \leq 2\mathbb{E}[Z(\mathcal{F})]$, where $Z(\mathcal{F}) = \sup_{f \in \mathcal{F}} \left| \sum_{i=1}^{n} \varepsilon_i f(X_i) \right|$ and $\varepsilon_1, \ldots, \varepsilon_n$ are i.i.d. Rademacher random variables. It is therefore enough to prove that

$$\mathbb{E}[Z(\mathcal{F})] \leq 2.37 \sqrt{nV^2 \mathcal{L}(\sigma)} + 45V \mathcal{L}(\sigma).$$

Given a probability $P$ and a class of functions $\mathcal{F}$ on $(E, \mathcal{E})$ we denote by $N_r(\mathcal{F}, \mathcal{E}, P)$ the smallest cardinality of an $\varepsilon$-net for the $\|\cdot\|_{r,P}$-norm, i.e. the minimal cardinality of a subset $\mathcal{F}[\varepsilon]$ of $\mathcal{F}$ that satisfies for all $g \in \mathcal{F}$

$$\inf_{\mathcal{F}[\varepsilon]} \|g - \mathcal{F}\|_{r,P} = \inf_{\mathcal{F}[\varepsilon]} \left( \int_{E} |g - \mathcal{F}|^r dP \right)^{1/r} \leq \varepsilon.$$

We start with the following lemma.

**Lemma 1.** Whatever the probability $P$ on $(\mathcal{X}, \mathcal{X})$, $\varepsilon \in (0, 2)$ and $r \geq 1$

$$N_r(\varepsilon, \mathcal{F}, P) \leq e(V + 1)(2e)^V \left( \frac{2}{\varepsilon} \right)^{rV}.$$

**Proof of Lemma 1.** Let $\lambda$ be the Lebesgue measure on $([-1,1], \mathcal{B}([-1,1]))$ and $Q$ the product probability $P \otimes (\lambda/2)$ on $(E, \mathcal{E}) = (\mathcal{X} \times [-1,1], \mathcal{X} \times \mathcal{B}([-1,1]))$. Given two elements $f, g \in \mathcal{F}$ and $x \in \mathcal{X}$

$$\int_{[-1,1]} |1_{f(x) > t} - 1_{g(x) > t}| dt = \int_{[-1,1]} (1_{f(x) > t \geq g(x)} + 1_{g(x) > t \geq f(x)}) dt = |f(x) - g(x)|$$

and, setting $C_f = \{(x, t) \in \mathcal{X} \times [-1,1], f(x) > t\}$ the subgraph of $f$ and similarly $C_g$ that of $g$, we deduce from Fubini’s theorem that

$$\|f - g\|_{1,P} = \int_{\mathcal{X} \times [-1,1]} |f - g| dP = 2 \int_{\mathcal{X} \times [-1,1]} |1_{C_f}(x,t) - 1_{C_g}(x,t)| dQ$$

$$= 2 \left\| 1_{C_f} - 1_{C_g} \right\|_{1,Q}.$$ 

Since the functions $f, g \in \mathcal{F}$ take their values in $[-1,1]$,

$$\|f - g\|_{r,P} = \int_{\mathcal{X}} |f - g|^r dP \leq 2^{r-1} \int_{\mathcal{X}} |f - g| dP \leq 2^{r} \left\| 1_{C_f} - 1_{C_g} \right\|_{1,Q}.$$
and consequently, for all $\epsilon > 0$

$$N_r(\epsilon, \mathcal{F}, P) \leq N_1((\epsilon/2)^r, \mathcal{G}, Q) \quad \text{with} \quad \mathcal{G} = \{1_{C_f}, f \in \mathcal{F}\}.$$ 

Since $\mathcal{F}$ is VC-subgraph with VC-dimension not larger than $V$, the class $\mathcal{G}$ is by definition VC with dimension not larger than $V$ and the result follows from Corollary 1 in Haussler [1995].

The proof of Theorem 2 is based on a chaining argument. It follows from the monotone convergence theorem that it is actually enough to prove (37) with $\mathcal{F}_j, J \geq 1$, in place of $\mathcal{F}$ where $\mathcal{F}_j, J \geq 1$ is a sequence of finite subsets of $\mathcal{F}$ which is increasing for the inclusion and satisfies $\bigcup_{J \geq 1} \mathcal{F}_J = \mathcal{F}$. We may therefore assume with no loss of generality that $\mathcal{F}$ is finite.

Let $q$ be some positive number in $(0, 1)$ to be chosen later on and $P_X$ the empirical distribution $n^{-1}\sum_{i=1}^{n} \delta_{X_i}$. We shall denote by $E_{\epsilon}$ the expectation with respect to the Rademacher random variables $\epsilon_i$, hence conditionally on $X = (X_1, \ldots, X_n)$. Let $\|\cdot\|_{2,X}$ be the $L_2(\mathcal{F}, X, P_X)$-norm and

$$\hat{\sigma}^2 = \hat{\sigma}^2(X) = \sup_{f \in \mathcal{F}} \|f\|_{2,X}^2 = \sup_{f \in \mathcal{F}} \left[ \frac{1}{n} \sum_{i=1}^{n} f^2(X_i) \right] \in [0, 1].$$

For each positive integer $k$, let $\mathcal{F}_k = \mathcal{F}_k(X)$ be a minimal $(q^k \hat{\sigma})$-net for $\mathcal{F}$ with respect to $\|\cdot\|_{2,X}$. In particular, we can associate to a function $f \in \mathcal{F}$ a sequence $(f_k)_{k \geq 1}$ with $f_k \in \mathcal{F}_k$ satisfying $\|f - f_k\|_{2,X} \leq q^k \hat{\sigma}$ for all $k \geq 1$. Actually, since $\mathcal{F}$ is finite $f_k = f$ for all $k$ large enough. Besides, it follows from Lemma 1 with the choices $r = 2$ and $P = P_X$ that for all $k \geq 1$ we can choose $\mathcal{F}_k$ in such a way that $\log[\text{Card } \mathcal{F}_k]$ is not larger than $h(q^k \hat{\sigma})$

$$h(\epsilon) = \log \left[ \epsilon(V + 1)(2e)^V \right] + 2V \log \left( \frac{2}{\epsilon} \right) \quad \text{for all } \epsilon \in (0, 1].$$

For $f \in \mathcal{F}$, the following (finite) decomposition holds

$$\sum_{i=1}^{n} \epsilon_i f(X_i) = \sum_{i=1}^{n} \epsilon_i f_1(X_i) + \sum_{i=1}^{n} \epsilon_i \left[ \sum_{k=1}^{+\infty} [f_{k+1}(X_i) - f_k(X_i)] \right]$$

$$= \sum_{i=1}^{n} \epsilon_i f_1(X_i) + \sum_{k=1}^{+\infty} \left[ \sum_{i=1}^{n} \epsilon_i (f_{k+1}(X_i) - f_k(X_i)) \right].$$

Setting $\mathcal{F}_k^2 = \{(f_k, f_{k+1}), f \in \mathcal{F} \}$ for all $k \geq 1$, we deduce that

$$\mathbb{Z}(\mathcal{F}) \leq \sup_{f \in \mathcal{F}_1} \left| \sum_{i=1}^{n} \epsilon_i f(X_i) \right| + \sum_{k=1}^{+\infty} \sup_{(f_k, f_{k+1}) \in \mathcal{F}_k^2} \left| \sum_{i=1}^{n} \epsilon_i [f_{k+1}(X_i) - f_k(X_i)] \right|$$
and consequently,
\[
\mathbb{E}_\varepsilon \left[ Z(\mathcal{F}) \right] \leq \mathbb{E}_\varepsilon \left[ \sup_{f \in \mathcal{F}_1} \left| \sum_{i=1}^{n} \varepsilon_i f(X_i) \right| \right] \\
+ \sum_{k=1}^{+\infty} \mathbb{E}_\varepsilon \left[ \sup_{(f_k,f_{k+1}) \in \mathcal{F}_k^2} \left| \sum_{i=1}^{n} \varepsilon_i [f_k(X_i) - f_{k+1}(X_i)] \right| \right].
\]

Given a finite set \( \mathcal{G} \) of functions on \( \mathcal{X} \) and setting \( -\mathcal{G} = \{-g, g \in \mathcal{G}\} \) and \( \nu^2 = \max_{g \in \mathcal{G}} \|g\|_{2,X}^2 \), we shall repeatedly use the inequality
\[
\mathbb{E} \left[ \sup_{g \in \mathcal{G}} \left| \sum_{i=1}^{n} \varepsilon_i g(X_i) \right| \right] = \mathbb{E} \left[ \sup_{g \in \mathcal{G} \cup (-\mathcal{G})} \left| \sum_{i=1}^{n} \varepsilon_i g(X_i) \right| \right] \leq \sqrt{2n \log(2 \text{Card} \mathcal{G})} \nu^2
\]
that can be found in Massart [2007] [inequality (6.3)]. Since \( \max_{f \in \mathcal{F}_1} \|f\|_{2,X}^2 \leq \hat{\sigma}^2 \), \( \log(\text{Card} \mathcal{F}_1) \leq h(\hat{q}\hat{\sigma}) \), \( \log(\text{Card} \mathcal{F}_k^2) \leq h(q^k\hat{\sigma}) + h(q^{k+1}\hat{\sigma}) \) and
\[
\sup_{(f_k,f_{k+1}) \in \mathcal{F}_k^2} \|f_k - f_{k+1}\|_{2,X}^2 \leq \sup_{f \in \mathcal{F}} \sup_{(f_k,f_{k+1}) \in \mathcal{F}_k^2} \left( \|f - f_k\|_{2,X} + \|f - f_{k+1}\|_{2,X} \right)^2 \leq (1 + q)^2 q^{2k}\hat{\sigma}^2,
\]
we deduce that
\[
\mathbb{E}_\varepsilon \left[ \sup_{f \in \mathcal{F}_1} \left| \sum_{i=1}^{n} \varepsilon_i f(X_i) \right| \right] \leq \hat{\sigma} \sqrt{2n \log(2 + h(q\hat{\sigma}))},
\]
and for all \( k \geq 1 \)
\[
\mathbb{E}_\varepsilon \left[ \sup_{(f,g) \in \mathcal{F}_k^2} \left| \sum_{i=1}^{n} \varepsilon_i [g(X_i) - f(X_i)] \right| \right] \\
\leq \hat{\sigma} (1 + q)q^k \sqrt{2n \log(2 + h(q^k\hat{\sigma}) + h(q^{k+1}\hat{\sigma}))}.
\]
Setting \( g : u \mapsto \sqrt{\log 2 + h(u) + h(qu)} \) on \( (0,1] \) and using the fact that \( g \) is decreasing (since \( h \) is) we deduce that
\[
\mathbb{E}_\varepsilon \left[ Z(\mathcal{F}) \right] \\
\leq \hat{\sigma} \sqrt{2n} \left[ \sqrt{\log 2 + h(q\hat{\sigma})} + (1 + q) \sum_{k \geq 1} q^k \sqrt{\log 2 + h(q^k\hat{\sigma}) + h(q^{k+1}\hat{\sigma})} \right] \\
\leq \hat{\sigma} \sqrt{2n} \left[ g(\hat{\sigma}) + (1 + q) \sum_{k \geq 1} q^k g(q^k\hat{\sigma}) \right] \\
\leq \sqrt{2n} \left[ \frac{1}{1 - q} \int_{q\hat{\sigma}}^{\hat{\sigma}} g(u)du + \frac{1 + q}{1 - q} \sum_{k \geq 1} \int_{q^k\hat{\sigma}}^{q^{k+1}\hat{\sigma}} g(u)du \right] \\
\leq \sqrt{2n} \frac{1 + q}{1 - q} \int_{0}^{\hat{\sigma}} g(u)du.
\]
The mapping $g$ being positive and decreasing, the function $G : y \mapsto \int_0^y g(u)du$ is increasing and concave. Taking the expectation with respect to $X$ on both sides of the previous inequality and using Jensen’s inequality we get

$$E \left[ Z(\mathcal{F}) \right] \leq \sqrt{2n} \frac{1 + q}{1 - q} E \left[ G(\hat{\sigma}) \right] \leq \sqrt{2n} \frac{1 + q}{1 - q} G \left( E \left[ \hat{\sigma}^2 \right] \right).$$

(39)

By symmetrization and contraction arguments (see Theorem 4.12 in Ledoux and Talagrand (1991)),

$$E \left[ n\hat{\sigma}^2 \right] \leq E \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^n (f^2(X_i) - E \left[ f^2(X_i) \right]) \right] + E \sum_{i=1}^n E \left[ f^2(X_i) \right]$$

$$\leq 2E \left[ \sup_{f \in \mathcal{F}} \left\| \sum_{i=1}^n \varepsilon_i f(X_i) \right\| \right] + n\sigma^2$$

(40)

$$\leq 8E \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^n \varepsilon_i f(X_i) \right] + n\sigma^2 = 8E \left[ Z(\mathcal{F}) \right] + n\sigma^2$$

and we infer from (39) that

$$E \left[ Z(\mathcal{F}) \right] \leq \sqrt{2n} \frac{1 + q}{1 - q} G(\sigma) \text{ with } B = \sqrt{\sigma^2 + \frac{8E \left[ Z(\mathcal{F}) \right]}{n}} \wedge 1.$$  

(41)

The following lemma provides an evaluation of $G$.

**Lemma 2.** Let $a, b, y_0$ be positive numbers and $y \in [y_0, 1]$,

$$\int_0^y \sqrt{a + b \log(1/u)}du \leq \left( 1 + \frac{b}{2a} \right) y \sqrt{a + b \log(1/y_0)}.$$

**Proof.** Using an integration by parts and the fact that

$$\frac{d}{du} \sqrt{a + b \log(1/u)} = -\frac{b}{2u\sqrt{a + b \log(1/u)}}$$

we get

$$\int_0^y \sqrt{a + b \log(1/u)}du = \left[ u\sqrt{a + b \log(1/u)} \right]_0^y + \frac{1}{2} \int_0^y \frac{b}{\sqrt{a + b \log(1/u)}}du$$

$$\leq y\sqrt{a + b \log(1/y)} + \frac{by}{2\sqrt{a + b \log(1/y)}}$$

$$= y\sqrt{a + b \log(1/y)} \left[ 1 + \frac{b}{2(a + b \log(1/y))} \right]$$

and the conclusion follows from the fact that $y_0 \leq y \leq 1$.  

□
Since for all $y \in (0, 1]$, $g(y) = \sqrt{a + b \log(1/y)}$ with
$$a = \log[2e^2(V + 1)^2] + 2V \log(8e/q) \quad \text{and} \quad b = 4V$$
we may apply Lemma 2 with $y_0 = \sigma$ and $y = B$ and deduce from (41) that
$$E[Z(F)] \leq \sqrt{2n \left(1 + \frac{b}{2a}\right) \left[1 + \frac{b}{2a}\right]} B \sqrt{a + b \log(1/\sigma)}$$
and
$$E[Z(F)] \leq \sqrt{2n \left(1 + \frac{b}{2a}\right) \left[1 + \frac{b}{2a}\right]} \sqrt{a + b \log(1/\sigma)}.$$
Solving the inequality $E[Z(F)] \leq A \sqrt{2n \sigma^2 + 16E[Z(F)]}$ with
$$A = \frac{1 + q}{1 - q} \left(1 + \frac{b}{2a}\right) \sqrt{a + b \log(1/\sigma)},$$
we get that
$$E[Z(F)] \leq 8A^2 + \sqrt{64A^4 + 2A^2 n \sigma^2} \leq 16A^2 + A \sqrt{2n \sigma^2}.$$
Finally, we conclude by using the inequalities
$$b = \frac{4V}{2a} = \frac{2 \log[2e^2(V + 1)^2] + 2V \log(8e/q)}{2} \leq \frac{1}{\log(8e/q)};$$
$$a = \frac{\log[2e^2(V + 1)^2] + 2V \log(8e/q)}{4V}$$
$$= \frac{\log(8e/q)}{2} + \frac{\log[2e^2(V + 1)^2]}{4V} \leq \frac{\log(8e/q)}{2} + \frac{\log[8e^2]}{4}$$
$$= \log \left(\frac{8^{3/4}}{\sqrt{q}}\right)$$
which, with our choice $q = 0.0185$, give
$$A \leq \frac{1 + q}{1 - q} \left(1 + \frac{1}{\log(8e/q)}\right) \sqrt{4V \left(\log \left(\frac{8^{3/4}}{\sqrt{q}}\right) + \log \frac{1}{\sigma}\right)}$$
and together with (42) leads to (37).

7. Proofs

7.1. Proof of Theorem 1. We recall that the function $\psi$ defined by (7) satisfies Assumption 2 of Baraud and Birgé (2018) with $a_0 = 4$, $a_1 = 3/8$ and $a_2 = 3\sqrt{2}$ (see their Proposition 3). Theorem 1 is actually a consequence of Theorem 1 of Baraud and Birgé (2018). Set $\mu = \otimes_{i=1}^n \mu_i$ with $\mu_i = P_{W_i} \otimes \nu$ for all $i \in \{1, \ldots, n\}$, denote by $\mathcal{P}$ the following families of densities (with respect to $\mu$) on $\mathcal{X}^n = (\mathcal{Y} \times \mathcal{Y})^n$
$$\mathcal{P} = \{p_\theta : x = (x_1, \ldots, x_n) \mapsto q_\theta(x_1) \ldots q_\theta(x_n), \theta \in \Theta\}.$$
and by $\mathcal{P}$ the corresponding $\rho$-model, i.e. the countable set $\{P = p_\theta \cdot \mu, \ \theta \in \Theta\}$ with representation $(\mu, \mathcal{P})$.

Let us first prove

**Proposition 6.** Under Assumption 1, the class of functions $\mathcal{P} = \{q_\theta : (w, y) \mapsto q_{\theta(w)}(y), \ \theta \in \Theta\}$ on $\mathcal{X} = \mathcal{W} \times \mathcal{Y}$ is VC-subgraph with dimension not larger than 9.41V.

**Proof.** The exponential function being monotone, it suffices to prove that the family

$$\mathcal{F} = \{f : (w, y) \mapsto S(y)\theta(w) - A(\theta(w)), \ \theta \in \Theta\}$$

is VC-subgraph on $\mathcal{X} = \mathcal{W} \times \mathcal{Y}$ with dimension not larger than 9.41V. The function $A$ being convex and continuous on $I$, the mapping defined on $I$ by $\theta \mapsto S(y)\theta - A(\theta)$ is continuous and concave for all fixed $y \in \mathcal{Y}$. In particular, for $u \in \mathbb{R}$ the level set $\{\theta \in I, S(y)\theta - A(\theta) > u\}$ is an open subinterval of $I$ of the form $(a(y, u), \bar{a}(y, u))$ where $a(y, u)$ and $\bar{a}(y, u)$ belong to the closure $\bar{I}$ of $I$ in $\mathbb{R} = \mathbb{R} \cup \{\pm \infty\}$. For $\theta \in \Theta$, let us set

$$C^\theta_+ = \{(w, b, b') \in \mathcal{W} \times \mathcal{T}^2, \ \theta(w) > b\}$$

$$C^\theta_- = \{(w, b, b') \in \mathcal{W} \times \mathcal{T}^2, \ \theta(w) < b\}$$

and define $\mathcal{C}^+$ (respectively $\mathcal{C}^-$) as the class of all subsets $C^\theta_+$ (respectively $C^\theta_-$) when $\theta$ varies among $\Theta$.

Let us prove that $\mathcal{C}^+$ is a VC-class of sets on $\mathcal{X} = \mathcal{W} \times \mathcal{T}^2$ with dimension not larger than $V$. If $\mathcal{C}^+$ shatters the finite subset $\{z_1, \ldots, z_k\}$ of $\mathcal{X}$ with $z_i = (w_i, b_i, b'_i)$ for $i \in \{1, \ldots, k\}$, necessarily the $b_i$ belong to $\mathbb{R}$ for all $i \in \{1, \ldots, k\}$. Consequently, the class of subgraphs

$$\hat{\mathcal{C}}^+ = \{(w, b) \in \mathcal{W} \times \mathbb{R}, \ \theta(w) > b, \ \theta \in \Theta\}$$

shatters the points $\hat{z}_1 = (w_1, b_1), \ldots, \hat{z}_k = (w_k, b_k)$ in $\mathcal{W} \times \mathbb{R}$. This is possible only for $k \leq V$ since, by Assumption 1, $\Theta$ is VC-subgraph on $\mathcal{W}$ with dimension $V$.

Arguing similarly we obtain that $\mathcal{C}^-$ is also VC on $\mathcal{X}$ with dimension not larger than $V$. In particular, it follows from van der Vaart and Wellner (2009) Theorem 1.1 that the class of subsets

$$\mathcal{C}^+ \wedge \mathcal{C}^- = \{C^+ \cap C^-, \ C^+ \in \mathcal{C}^+, \ C^- \in \mathcal{C}^-\}$$

is VC on $\mathcal{X}$ with dimension not larger than 9.41V.

Let us now conclude the proof. If the class of subgraphs of $\mathcal{F}$ shatter the points $(w_1, y_1, u_1), \ldots, (w_k, y_k, u_k)$ in $\mathcal{W} \times \mathcal{Y} \times \mathbb{R}$, this means that for all subsets $J$ of $\{1, \ldots, k\}$, there exists a function $\theta = \theta(J) \in \Theta$ such that the condition $j \in J$ is equivalent to the following ones

$$S(y_j)\theta(w_j) - A(\theta(w_j)) > u_j \iff \theta(w_j) \in \{a(y_j, u_j), \bar{a}(y_j, u_j)\}$$
and finally equivalent to
\[ z_j = (w_j, a(y_j, u_j), \overline{a}(y_j, u_j)) \in C_\theta^+ \cap C_\theta^- . \]

Hence, the class
\[ C = \{ C_\theta^+ \cap C_\theta^- , \ \theta \in \Theta \} \subset C^+ \cap C^- \]
shatters \( \{ z_1, \ldots, z_k \} \) in \( \mathcal{X} \). This is possible for \( k \leq 9.41V \) only and proves the fact that \( \mathcal{F} \) is VC-subgraph with dimension not larger than 9.41V. \( \square \)

The result below provides an upper bound on the \( \rho \)-dimension function \((P, \overline{P}) \mapsto D_{\mathcal{P}}(P, \overline{P})\) of \( \mathcal{P} \). The \( \rho \)-dimension is defined in Baraud and Birgé \( \cite{2018} \) [Definition 4].

**Proposition 7.** Under Assumption \( \cite{2017} \), for all product probabilities \( P, \overline{P} = \otimes_{i=1}^n \overline{P}_i \) on \( (\mathcal{X}^n, \mathcal{X}^\otimes n) \) with \( \overline{P}_i = \overline{p} \cdot \mu_i \) for all \( i \in \{ 1, \ldots, n \} \),
\[ D_{\mathcal{P}}(P, \overline{P}) \leq 10^3 V \left[ 9.11 + \log_+ \left( \frac{n}{V} \right) \right] . \]

**Proof.** Given two product probabilities \( P = \otimes_{i=1}^n P_i \) and \( P' = \otimes_{i=1}^n P'_i \) on \( (\mathcal{X}^n, \mathcal{X}^\otimes n) \), we set \( h^2(R, R') = \sum_{i=1}^n h^2(R_i, R'_i) \) and for \( y > 0 \),
\[ \mathcal{F}_y = \left\{ \psi \left( \sqrt{\frac{\alpha \beta}{P}} \right) \mid \theta \in \Theta, h^2(P, \overline{P}) + h^2(P, p_\theta \cdot \mu) < y^2 \right\} . \]

It follows from Proposition \( \cite{2017} \) and Baraud et al. \( \cite{2017} \) [Proposition 42] that \( \mathcal{F}_y \) is VC-subgraph with dimension not larger than \( V = 9.41V \). Besides, by Proposition 3 in Baraud and Birgé \( \cite{2018} \), we know that our function \( \psi \) satisfies their Assumption 2 and more precisely (11) which, together with the definition of \( \mathcal{F}_y \), implies that \( \sup_{f \in \mathcal{F}_y} \frac{1}{n} \sum_{i=1}^n E[f(X_i)] \leq \sigma^2(y) = (a_2^2 y^2/n) \wedge 1 \). Applying Theorem \( \cite{2017} \) with \( \mathcal{F} = \mathcal{F}_y \), we obtain that
\[ w_{\mathcal{P}}(P, \overline{P}, y) = \mathbb{E} \left[ \sup_{f \in \mathcal{F}_y} \frac{1}{n} \sum_{i=1}^n f(X_i) - \mathbb{E} \left[ f(X_i) \right] \right] \leq 4.74a_2y \sqrt{V} \mathcal{L}(\sigma(y)) + 90V \mathcal{L}'(\sigma(y)) \]
\[ = 14.55a_2y \sqrt{V} \mathcal{L}(\sigma(y)) + 846.9V \mathcal{L}'(\sigma(y)) . \]

Let \( D \geq a_1^2 V/(16a_2^4) = 2^{-11} V \) to be chosen later on and \( \beta = a_1/(4a_2) \). For \( y \geq \beta^{-1} \sqrt{D} \),
\[ \mathcal{L}(\sigma(y)) = 9.11 + \log_+ \left( \frac{n}{a_2 y^2} \right) \leq 9.11 + \log_+ \left( \frac{n}{a_2^2 \beta^{-2} D} \right) \]
\[ = 9.11 + \log_+ \left( \frac{a_1^2 n}{16a_2^4 D} \right) \leq 9.11 + \log_+ \left( \frac{n}{V} \right) = L . \]
Hence for all \( y \geq \beta^{-1}\sqrt{D} \),
\[
\begin{align*}
  w^\rho(P, \hat{P}, y) &\leq 14.55a_2y\sqrt{VL} + 846.9VL \\
  &= \frac{a_1y^2}{8} \left[ \frac{8 \times 14.55a_2\sqrt{VL}}{a_1y} + \frac{8 \times 846.9VL}{a_1y^2} \right] \\
  &\leq \frac{a_1y^2}{8} \left[ \frac{8 \times 14.55a_2\sqrt{VL}}{a_1\sqrt{D}} + \frac{8 \times 846.9VL}{a_1\beta^2D} \right] \\
  &= \frac{a_1y^2}{8} \left[ \frac{2 \times 14.55\sqrt{VL}}{\sqrt{D}} + \frac{8 \times 846.9a_1VL}{16a_2^2D} \right] \\
  &= \frac{a_1y^2}{8} \left[ \frac{29.1\sqrt{VL}}{\sqrt{D}} + \frac{37.5VL}{D} \right] \leq \frac{a_1y^2}{8}
\end{align*}
\]
for \( D = 10^3VL > 2^{-11}V \). The result follows from the definition of the \( \rho \)-dimension given in Baraud and Birgé (2018) [Definition 4]. \( \square \)

Let us now complete the proof of Theorem 1. It follows from Baraud and Birgé (2018)[Theorem 1], that the \( \rho \)-estimator \( \hat{P} = P_{\hat{\theta}} \) built on the \( \rho \)-model \( \mathcal{P} \), which coincides with that described in Section 3.1, satisfies for all \( \hat{P} \in \mathcal{P} \), with a probability at least \( 1 - e^{-\xi} \),
\[
h^2(P^*, \hat{P}) \leq \gamma h^2(P^*, \mathcal{P}) + \gamma' \left( \frac{D^\rho(P^*, \mathcal{P})}{4.7} + 1.49 + \xi \right)
\]
with
\[
\gamma = \frac{4(a_0 + 8)}{a_1} + 2 + \frac{84}{a_2^2} < 150 \quad \text{and} \quad \gamma' = \frac{4}{a_1} \left( \frac{35a_2^2}{a_1} + 74 \right) < 5014
\]
and \( D^\rho(P^*, \hat{P}) \leq 10^3V \left[ 9.11 + \log_+(n/V) \right] \) by Proposition 7. Finally, the result follows from the facts that \( h^2(P^*, \hat{P}) = h^2(Q^*, Q_{\hat{\theta}}) \) and \( h^2(P^*, \mathcal{P}) = h^2(Q^*, \mathcal{Q}) \).

### 7.2. A preliminary result.

**Proposition 8.** Let \( g \) be a 1-Lipschitz function on \( \mathbb{R} \) supported on \([0, 1]\), \( N \) some positive integer and \( L \) some positive number. For \( \varepsilon \in \{-1, 1\}^N \) define the function \( G_\varepsilon \) as
\[
(43) \quad G_\varepsilon(x) = L \sum_{k=0}^{2^N-1} \varepsilon_{k+1}g(2^Nx - k) \quad \text{for all } x \in [0, 1].
\]
Then, \( G_\varepsilon \) satisfies (22) with \( \alpha \in (0, 1) \) and \( M > 0 \) provided that \( L \leq 2^{-[(N-1)\alpha+1]}M \).

**Proof.** For \( k \in \Lambda = \{0, \ldots, 2^N - 1\} \), we set \( g_k : x \mapsto g(2^Nx - k) \). Since \( g \) is 1-Lipschitz and supported on \([0, 1]\), the function \( g_k \) is \( 2^N \)-Lipschitz on \( \mathbb{R} \) and supported on \( I_k = [2^{-N}k, 2^{-N}(k + 1)] \subset [0, 1] \) for all \( k \in \Lambda \). In particular,
the intersection of the supports of \( g_k \) and \( g_{k'} \) reduces to at most a singleton when \( k \neq k' \).

Let \( x < y \) be two points in \([0, 1]\). If there exists \( k \in \Lambda \) such that \( x, y \in I_k \), using that \( 0 \leq y - x \leq 2^{-N} \) and the fact that \( L2^{N\alpha} \leq L2^{(N-1)\alpha+1} \leq M \), we obtain that

\[
|G_\varepsilon(y) - G_\varepsilon(x)| = L |g_k(y) - g_k(x)| \leq L2^N (y - x)
\]

\[
\leq L2^N (y - x)^{1-\alpha} (y - x)^\alpha \leq L2^{N\alpha} (y - x)^\alpha \leq M (y - x)^\alpha.
\]

If \( x \in I_k \) and \( y \in I_{k'} \) with \( k' \geq k + 1 \),

\[
(y - 2^{-N} k') + (2^{-N} (k + 1) - x) \leq 2^{-N+1} \land (y - x)
\]

and since \( g \) vanishes at 0 and 1,

\[
|G_\varepsilon(y) - G_\varepsilon(x)| = L |\varepsilon_{k+1} g_{k'}(y) - \varepsilon_{k+1} g_{k}(x)| \leq L |g_{k'}(y) + L |g_k(x)|
\]

\[
= L |g_{k'}(y) - g_k(2^{-N} k') + L |g_k(2^{-N} (k + 1) - g_k(x)|
\]

\[
\leq L2^N \left[ y - 2^{-N} k' + 2^{-N} (k + 1) - x \right]^{1-\alpha+\alpha}
\]

\[
\leq L2^N 2^{1-\alpha (-N+1)} (y - x)^\alpha = L2^{(N-1)\alpha+1} (y - x)^\alpha
\]

and the conclusion follows from the fact that \( L \leq 2^{-[(N-1)\alpha+1]} M \). \( \square \)

We use the following version of Assouad’s lemma.

**Lemma 3** (Assouad’s Lemma). Let \( \mathcal{P} \) be a family of probabilities on a measurable space \((\mathcal{X}, \mathcal{X})\). Assume that for some integer \( d \geq 1 \), \( \mathcal{P} \) contains a subset of the form \( \mathcal{C} = \{P_\varepsilon, \varepsilon \in \{-1, 1\}^d\} \) with the following properties:

(i) there exists \( \eta > 0 \) such that for all \( \varepsilon, \varepsilon' \in \{-1, 1\}^d \)

\[
h^2(P_\varepsilon, P_{\varepsilon'}) \geq \eta \delta(\varepsilon, \varepsilon') \quad \text{with} \quad \delta(\varepsilon, \varepsilon') = \sum_{j=1}^d \mathbb{1}_{\varepsilon_j \neq \varepsilon'_j}
\]

(ii) there exists a constant \( a \in [0, 1/2] \) such that

\[
h^2(P_\varepsilon, P_{\varepsilon'}) \leq \frac{a}{n} \quad \text{for all} \quad \varepsilon, \varepsilon' \in \{-1, 1\}^d \quad \text{satisfying} \quad \delta(\varepsilon, \varepsilon') = 1.
\]

Then for all measurable mappings \( \widehat{P} : \mathcal{X}^n \to \mathcal{P} \),

\[
\sup_{P \in \mathcal{P}} \mathbb{E}_P \left[ h^2(P, \widehat{P}(X)) \right] \geq \frac{d\eta}{8} \max \left\{ 1 - \sqrt{2a}, (1 - a/n)^{2n} \right\},
\]

where \( \mathbb{E}_P \) denotes the expectation with respect to a random variable \( X = (X_1, \ldots, X_n) \) with distribution \( P = P^{\otimes n} \).

**Proof.** Given a probability \( P \) on \((\mathcal{X}, \mathcal{X})\), let \( \overline{\varepsilon} \) be a minimizer over \( \{-1, 1\}^d \) of the mapping \( \varepsilon \mapsto h^2(P, P_\varepsilon) \). By definition of \( \overline{\varepsilon} \), for all \( \varepsilon \in \{-1, 1\}^d \)

\[
h^2(P_\varepsilon, P_{\overline{\varepsilon}}) \leq 2(h^2(P, P_\varepsilon) + h^2(P, P_{\overline{\varepsilon}})) \leq 4h^2(P, P_\varepsilon).
\]
Hence by (i), for all $\varepsilon \in \{-1, 1\}^d$

$$h^2(P_{\varepsilon}, P) \geq \frac{\eta}{4} \delta(\varepsilon, \bar{\varepsilon}) = \sum_{i=1}^{d} \left[ \frac{1 + \varepsilon_i}{2} \ell_i(P) + \frac{1 - \varepsilon_i}{2} \ell_i'(P) \right]$$

with $\ell_i(P) = (\eta/4) I_{\varepsilon_i = -1}$ and $\ell_i'(P) = (\eta/4) I_{\varepsilon_i = +1}$ for $i \in \{1, \ldots, d\}$. The result follows by applying the version of Assouad’s lemma that can be found in Birgé (1986) with $\beta_i = a/n$ for all $i \in \{1, \ldots, d\}$, $\alpha = \eta/4$ and the change of notation from $\varepsilon \in \{-1, 1\}$ to $\varepsilon \in \{0, 1\}$. □

7.3. Proof of Proposition 1. Since the statistical model $\mathcal{D} = \{R_\gamma = Q_{w^{-1}(\gamma)}, \gamma \in J\}$ is regular with constant Fisher information equal to 8, by applying Theorem 7.6 page 81 in Ibragimov and Has’minski˘ı (1981) we obtain that

$$h^2(R_\gamma, R_{\gamma'}) \leq (\gamma' - \gamma)^2$$

for all $\gamma, \gamma' \in J$

and for any compact subset $K$ of $J$, there exists a constant $c_K > 0$

$$h^2(R_\gamma, R_{\gamma'}) \geq c_K^2 (\gamma' - \gamma)^2$$

for all $\gamma, \gamma' \in K$.

The result follows by substituting $\gamma$ and $\gamma'$ to $\gamma$ and $\gamma'$ respectively and then integrating with respect to $P_W$.

7.4. Proof of Proposition 2. For $\gamma \in H_{\alpha}(M)$ and $j \in \{1, \ldots, D\}$, let $\gamma_j = D \int_{I_j} \gamma(w) dw$ and $\bar{\gamma} = \sum_{j=1}^{D} \gamma_j 1_{I_j}$. Since $\gamma$ takes its values in $J$, $\gamma_j \in J$ for all $j \in \{1, \ldots, D\}$ and $\bar{\gamma} = \sum_{j=1}^{D} \gamma_j 1_{I_j} \in \mathcal{S}$. Since for all $w \in I_j$, $|\gamma(w) - \bar{\gamma}(w)| \leq \sup_{|w-w'| \leq 1/D} |\gamma(w) - \gamma(w')| \leq MD^{-\alpha}$ and $\mathcal{S}$ is dense in $\mathcal{S}$ with respect to the supremum norm

$$\sup_{\gamma \in H_{\alpha}(M)} \inf_{\bar{\gamma} \in \mathcal{S}} \|\gamma - \bar{\gamma}\|_2 \leq \sup_{\gamma \in H_{\alpha}(M)} \inf_{\bar{\gamma} \in \mathcal{S}} \|\gamma - \bar{\gamma}\|_\infty$$

$$= \sup_{\gamma \in H_{\alpha}(M)} \inf_{\bar{\gamma} \in \mathcal{S}} \|\gamma - \bar{\gamma}\|_\infty \leq MD^{-\alpha}.$$

Using (25) and the fact that the data $X_1, \ldots, X_n$ are i.i.d., we deduce that for all functions $\gamma$ and $\gamma'$ with values in $J$,

$$h^2(R_\gamma, R_{\gamma'}) = nh^2(R_\gamma, R_{\gamma'}) \leq n\kappa^2 \|\gamma - \gamma'\|_2^2 \leq n\kappa^2 \|\gamma - \gamma'\|_\infty^2.$$
and by applying Corollary 1 with $V = D + 1$ we derive that
\[
\sup_{\gamma^* \in H_\alpha(M)} \mathbb{E} \left[ h^2(R_{\gamma^*}, R_\gamma) \right] 
\leq C' \left[ \sup_{\gamma^* \in H_\alpha(M)} \inf_{\gamma \in \mathcal{S}} h^2(R_{\gamma^*}, R_\gamma) + \frac{V}{n} \left[ 1 + \log_+(n/V) \right] \right]
\leq C' \left[ \kappa^2 \sup_{\gamma^* \in H_\alpha(M)} \inf_{\gamma \in \mathcal{S}} \|\gamma^* - \gamma\|_2^2 + \frac{V}{n} \left[ 1 + \log_+(n/V) \right] \right]
\leq C' \left[ \kappa^2 M^2 D^{-2\alpha} + \frac{D + 1}{n} \log(en) \right].
\]

Let us set $L_n = \log(en)$. With our choice of $D \geq 1$,
\[
D - 1 < \left( \frac{\kappa^2 M^2 n}{L_n} \right)^{\frac{1}{1+2\alpha}} \leq D
\]

hence $\kappa^2 M^2 D^{-2\alpha} \leq DL_n/n$, $D < 1 + (\kappa^2 M^2 n/L_n)^{1/1+2\alpha}$ and the result follows from the inequalities
\[
\kappa^2 M^2 D^{-2\alpha} + \frac{(D + 1)L_n}{n} < 2 \frac{DL_n}{n} + \frac{L_n}{n} \leq 2 \left[ \frac{(\kappa M)^{1/\alpha} L_n}{n} \right]^{\frac{2\alpha}{1+2\alpha}} + 3L_n.
\]

7.5. **Proof of Proposition 3**

Let $a_0$ be the middle of the interval $K$ of length $2\mathcal{L}$. Given $N \geq 1$, $L > 0$ and $\varepsilon \in \{-1,1\}^{2^N}$, we define $\gamma_\varepsilon = a_0 + G_\varepsilon$ with $G_\varepsilon$ as in Proposition 8. Provided that $L \leq \mathcal{L} \wedge L_0$ with $L_0 = 2^{-\lfloor(N-1)\alpha+1\rfloor} M$, the functions $\gamma_\varepsilon$ takes their values in $K \subset J$ and satisfies \(^{(22)}\) and consequently belongs to $H_\alpha(M)$ for all $\varepsilon \in \{-1,1\}^{2^N}$. Let $R_\varepsilon = R_{\gamma_\varepsilon}$ for all $\varepsilon \in \{-1,1\}^{2^N}$ and, as in the proof of Proposition 1, set $P_\varepsilon = R_\gamma \cdot P_\mathcal{W}$ and $P_\varepsilon = P_{\gamma_\varepsilon}$ for short. Integrating the inequalities \(^{(25)}\) and \(^{(26)}\) with respect to $P_\mathcal{W}$ and using that for all $\varepsilon, \varepsilon' \in \{-1,1\}^{2^N}$, $\|G_\varepsilon - G_{\varepsilon'}\|_2 = \|\gamma_\varepsilon - \gamma_{\varepsilon'}\|_2$ we obtain that
\[
c_K \|G_\varepsilon - G_{\varepsilon'}\|_2^2 \leq h^2(R_\varepsilon, R_{\varepsilon'}) \leq \kappa^2 \|G_\varepsilon - G_{\varepsilon'}\|_2^2.
\]

Since $P_\mathcal{W}$ is the uniform distribution on $[0,1]$, by arguing as in the proof of Proposition 4
\[
\|G_\varepsilon - G_{\varepsilon'}\|_2^2 = 4L^2 2^{-N} \|g\|_2^2 \delta(\varepsilon, \varepsilon') \quad \text{for all } \varepsilon, \varepsilon' \in \{-1,1\}^{2^N}
\]

and consequently, provided that $L$ satisfies
\[
(45) \quad L \leq \mathcal{L} \wedge L_0 \wedge \left( 4 \kappa \|g\|_2 \sqrt{2^{-(N-1)n}} \right)^{-1}
\]

the family of probabilities $\mathcal{C} = \{P_\varepsilon, \varepsilon \in \{-1,1\}^{\lfloor A \rfloor}\}$ is a subset of $\mathcal{P} = \{P_\gamma, \gamma \in H_\alpha(M)\}$ that fulfils the assumptions of Lemma 3 with $d = 2^N$,
\[
\eta = 4c_K^2 L^2 2^{-N} \|g\|_2^2 \quad \text{and} \quad a = 4n \kappa^2 L^2 2^{-N} \|g\|_2^2 \leq 1/8.
\]
We derive from (44) that
\[ R_n(H_\alpha(M)) \geq \frac{c^2K}{4} \|g\|_2^2 \left(\frac{L^2}{2} \left(1 - \sqrt{2a} \right) \right) \geq \frac{c^2K}{4} \|g\|_2^2 L^2. \]

If \( \kappa^2 \|g\|_2^2 M^2 n > 1/8 \), we choose \( N \geq 2 \) such that
\[ 2^N \geq \left(2^{2(2+\alpha)\kappa^2 \|g\|_2^2 M^2 n} \right)^{\frac{1}{1+2\alpha}} > 2^{N-1} \]
and \( N = 1 \) otherwise. In any case, our choice of \( N \) satisfies
\[ L_0 = 2^{-\lfloor (N-1)\alpha+1 \rfloor} M \leq \left(4\kappa \|g\|_2 \sqrt{2^{-(N-1)\alpha}} \right)^{-1}. \]

When \( N \geq 2 \),
\[ L_0^2 = 2^{-2\alpha(N-1)-2} M^2 \geq \frac{M^2}{4} \left(2^{2(2+\alpha)\kappa^2 \|g\|_2^2 M^2 n} \right)^{-\frac{2\alpha}{1+2\alpha}} \]
\[ = \left(\frac{M^{1/\alpha}}{2^{2\alpha+6+1/\alpha\kappa^2 \|g\|_2^2 n}} \right)^{\frac{2\alpha}{1+2\alpha}} = L_1, \]
while \( L_0 = M/2 \) when \( N = 1 \). The choice \( L = \lceil L \rceil \wedge L_1 \wedge (M/2) \) satisfies (45) and we deduce from the equalities
\[ h^2(R_\varepsilon, R_{\varepsilon'}) = \int_{\mathcal{W}} h^2 \left(R_{\gamma_\varepsilon(w)}, R_{\gamma_{\varepsilon'}(w)} \right) dP_W(w) = h^2(P_\varepsilon, P_{\varepsilon'}) \]
and (46) that
\[ R_n(H_\alpha(M)) \geq \frac{c^2K}{4} \left[ \left(\frac{M^{1/\alpha}}{2^{2\alpha+6+1/\alpha\kappa^2 \|g\|_2^2 n}} \right)^{\frac{2\alpha}{1+2\alpha}} \wedge \left(\frac{M^2}{4} \right) \wedge L^2 \right]. \]
The conclusion follows by choosing \( g(x) = x1_{[0,1/2]} + (1-x)1_{[1/2,1]} \) which satisfies \( \|g\|_2^2 = 1/12 \).

7.6. Proof of Proposition 4 When the Poisson family is parametrized by the mean, given two functions \( \gamma, \gamma' \) mapping \( \mathcal{W} = [0,1] \) into \( J = (0, +\infty) \), The Hellinger-type distance \( h^2(R_\gamma, R_{\gamma'}) \) can be written as
\[ h^2(R_\gamma, R_{\gamma'}) = \int_{\mathcal{W}} \left[ 1 - e^{-\left(\sqrt{\gamma(w)} - \sqrt{\gamma'(w)} \right)^2/2} \right] dP_W(w). \]
Using that for all \( x \in [0,1], (1 - e^{-1})x \leq 1 - e^{-x} \leq x \), we deduce from (47) that
\[ \frac{1}{2} \left(1 - e^{-1} \right) \left\| \sqrt{\gamma} - \sqrt{\gamma'} \right\|_2^2 \leq h^2(R_\gamma, R_{\gamma'}) \leq \frac{1}{2} \left\| \sqrt{\gamma} - \sqrt{\gamma'} \right\|_2^2 \]
whenever \( \left\| \sqrt{\gamma} - \sqrt{\gamma'} \right\|_\infty \leq 1 \).

Let \( N \) be some positive integer, \( L \) some positive number and \( g \) a 1-Lipschitz function supported on \([0,1]\) with values in \([-b, b]\). Let us set \( \Lambda = \{0, \ldots, \alpha N - 1\} \) and \( \varepsilon \in \{-1, 0\} \wedge |\Lambda|, G_\varepsilon \) the function defined by (43) and \( \gamma_\varepsilon = L + G_\varepsilon \). Under our assumption on \( g \), \( \gamma_\varepsilon \) takes its values in
\[(1 - b)L, (1 + b)L\] and by Proposition \[8\], \(\gamma_\varepsilon\) satisfies \[(22)\] provided that \(L \leq 2^{-(N-1)\alpha+1} M\). Hence, under the conditions \(L \leq 2^{-(N-1)\alpha+1} M\) and \(b < 1\), \(\gamma_\varepsilon\) belongs to \(\mathcal{H}_\alpha(M)\) for all \(\varepsilon \in \{-1,1\}^{|\Lambda|}\). For all \(\varepsilon, \varepsilon' \in \{-1,1\}^{|\Lambda|}\),

\[
\frac{|G_\varepsilon - G_{\varepsilon'}|}{2\sqrt{(1 + b)L}} \leq |\sqrt{\gamma_\varepsilon} - \sqrt{\gamma_{\varepsilon'}}| = \frac{|\gamma_\varepsilon - \gamma_{\varepsilon'}|}{\sqrt{\gamma_\varepsilon} + \sqrt{\gamma_{\varepsilon'}}} \leq \frac{|G_\varepsilon - G_{\varepsilon'}|}{2\sqrt{(1 - b)L}},
\]

and

\[
|\sqrt{\gamma_\varepsilon} - \sqrt{\gamma_{\varepsilon'}}| \leq \sqrt{(1 + b)L} - \sqrt{(1 - b)L} = \left[\sqrt{1 + b} - \sqrt{1 - b}\right] \sqrt{L}.
\]

In particular, \(||\sqrt{\gamma_\varepsilon} - \sqrt{\gamma_{\varepsilon'}}||_\infty| \leq 1\) for

\[
L \leq \left(\sqrt{1 + b} - \sqrt{1 - b}\right)^{-2} = \frac{1 + \sqrt{1 - b^2}}{2b^2} = L_0
\]

and, writing \(R_\varepsilon\) for \(R_{\gamma_\varepsilon}\) for short, it follows from \[(48)\] that

\[
(1 - e^{-1}) \frac{8(1 + b)L}{2} |G_\varepsilon - G_{\varepsilon'}|^2 \leq h^2(R_\varepsilon, R_{\varepsilon'}) \leq \frac{1}{8(1 - b)L} |G_\varepsilon - G_{\varepsilon'}|^2.
\]

Since \(P_W\) is the uniform distribution and the supports of the functions \(g_k : x \mapsto g(2^N x - k)\) for \(k \in \Lambda\) are disjoint, we obtain that for all \(\varepsilon, \varepsilon' \in \{-1,1\}^{|\Lambda|}\)

\[
|G_\varepsilon - G_{\varepsilon'}|^2 = L^2 \sum_{k \in \Lambda} \int_{I_k} (\varepsilon_{k+1}g_k(x) - \varepsilon'_{k+1}g_k(x))^2\,dx
\]

\[
= L^2 \sum_{k \in \Lambda} |\varepsilon_{k+1} - \varepsilon'_{k+1}|^2 \int_{I_k} g_k^2(x)\,dx = 4L^22^{-N} \|g\|_2^2 \delta(\varepsilon, \varepsilon').
\]

Let us denote by \(P_\gamma = R_\gamma \cdot P_W\) the probability associated to \(R_\gamma\) and write \(P_\varepsilon\) for \(P_{\gamma_\varepsilon}\) for short. We deduce from \[(49)\] that provided that \(L\) and \(b\) satisfy

\[
L \leq \left(2^{-(N-1)\alpha+1} M\right) \wedge \frac{1 + \sqrt{1 - b^2}}{2b^2} \wedge \left(1 - b\right)^2 2^{-N} \frac{\|g\|_2^2}{n},
\]

the family of probabilities \(\mathcal{C} = \{P_\varepsilon, \varepsilon \in \{-1,1\}^{|\Lambda|}\}\) is a subset of \(\{P_\gamma, \gamma \in \mathcal{H}_\alpha(M)\}\) that fulfils the assumptions of Assouad’s lemma (Lemma \[3\]) with \(d = |\Lambda| = 2^N\),

\[
\eta = \frac{(1 - e^{-1})L2^{-(N+1)} \|g\|_2^2}{1 + b} \quad \text{and} \quad a = \frac{nL2^{-N} \|g\|_2^2}{1 - b} \in [0, 1/8].
\]

We derive from the equalities

\[
h^2(R_\varepsilon, R_{\varepsilon'}) = \int_{\mathcal{Y}} h^2\left(R_{\gamma_\varepsilon(w)}, R_{\gamma_{\varepsilon'}(w)}\right) dP_W(w) = h^2(P_\varepsilon, P_{\varepsilon'})
\]

and \[(44)\] that

\[
\mathcal{R}_n(\mathcal{H}_\alpha(M)) \geq \frac{(1 - e^{-1}) \|g\|_2^2 L}{16(1 + b)} \left(1 - \sqrt{2a}\right) \geq \frac{(1 - e^{-1}) \|g\|_2^2 L}{32(1 + b)}.
\]
If $\|g\|_2^2 M n > (1 - b)/2$, we choose $N \geq 2$ such that

$$2^N \geq \left[ \frac{2^{2+\alpha} \|g\|_2^2 M n}{1 - b} \right]^{\frac{1}{1+\alpha}} > 2^{N-1}.$$ 

Otherwise, we choose $N = 1$. Note that in any case,

$$2^{-(N-1)\alpha + 1} M \leq \frac{(1 - b)2^{N-3}}{n \|g\|_2^2}.$$ 

Besides, if $N \geq 2$,

$$2^{-(N-1)\alpha + 1} M = 2^{-1} M 2^{-(N-1)\alpha} \geq 2^{-1} M \left[ \frac{2^{2+\alpha} \|g\|_2^2 M n}{1 - b} \right]^{\frac{1}{1+\alpha}} = \left( \frac{(1 - b)M^{\frac{1}{\alpha}}}{2^{3+\alpha+1/\alpha} \|g\|_2^2 n} \right)^{\frac{1}{1+\alpha}} = L_1$$

while for $2^{-(N-1)\alpha + 1} M = M/2$ for $N = 1$. Finally, we choose $L = L_0 \land L_1 \land (M/2)$, which satisfies (50), and we derive from (51) that

$$\mathcal{R}_n(H_\alpha(M)) \geq (1 - e^{-1})\|g\|_2^2 \left[ \left( \frac{(1 - b)M^{\frac{1}{\alpha}}}{2^{3+\alpha+1/\alpha} \|g\|_2^2 n} \right)^{\frac{1}{1+\alpha}} \land \frac{M}{2} \land 1 + \sqrt{1 - b^2} \right].$$

The conclusion follows by taking $g(x) = x I_{[0,1/2]} + (1 - x) I_{[1/2,1]}$ for which $b = 1/2$ and $\|g\|_2^2 = 1/12$.

7.7. **Proof of Proposition** 5. Let $\alpha \in (0, 1]$ and $M > 0$. For a function $\gamma \in H_\alpha(M)$ taking values in $J = (0, +\infty)$, we set $\gamma_j = D \int_I \gamma(w) dw$, for $j \in \{1, \ldots, D\}$ and $\overline{\gamma} = \sum_{j=1}^D \gamma_j I_{I_j}$. As an immediate consequence, $\gamma_j \in J$ for all $j \in \{1, \ldots, D\}$ and $\overline{\gamma} \in \overline{S}$. Since for all $w \in I_j$, with the fact that $\gamma \in H_\alpha(M)$

$$|\gamma(w) - \overline{\gamma}(w)| \leq \sup_{|w - w'| \leq 1/D} |\gamma(w) - \gamma(w')| \leq M D^{-\alpha}$$

and $S$ is dense in $\overline{S}$ with respect to the supremum norm, we derive

$$\sup_{\gamma \in H_\alpha(M)} \inf_{\overline{\gamma} \in S} \|\sqrt{\gamma} - \sqrt{\overline{\gamma}}\|_2 \leq \sup_{\gamma \in H_\alpha(M)} \inf_{\overline{\gamma} \in S} \|\sqrt{\gamma} - \sqrt{\overline{\gamma}}\|_\infty \leq \sup_{\gamma \in H_\alpha(M)} \inf_{\overline{\gamma} \in S} \|\gamma - \overline{\gamma}\|_\infty = \sup_{\gamma \in H_\alpha(M)} \inf_{\overline{\gamma} \in S} \sqrt{\|\gamma - \overline{\gamma}\|_\infty} \leq \sqrt{M} D^{-\frac{\alpha}{2}}.$$
Using the fact that the data \(X_1, \ldots, X_n\) are i.i.d. and \(1 - e^{-x} \leq x\) for all \(x \in [0, +\infty)\), we deduce that for all functions \(\gamma\) and \(\gamma'\) with values in \(J = (0, +\infty)\),

\[
h^2(R_\gamma, R_{\gamma'}) = nh^2(R_\gamma, R_{\gamma'}) = n \int \left[1 - e^{-\sqrt{\gamma(w)} - \sqrt{\gamma'(w)}^2/2}\right] dP_W(w) \\
\leq \frac{n}{2} \left\|\sqrt{\gamma} - \sqrt{\gamma'}\right\|^2. 
\]

Applying Corollary 1 with \(V = D + 1\) together with (52), we obtain that

\[
\sup_{\gamma^* \in \mathcal{H}_\alpha(M)} \mathbb{E} \left[h^2(R_{\gamma^*}, R_{\hat{\gamma}})\right] \leq C' \left[\sup_{\gamma^* \in \mathcal{H}_\alpha(M)} \inf_{\tau \in S} \left\|\sqrt{\gamma^*} - \sqrt{\tau}\right\|^2 + \frac{V}{n} \left[1 + \log_+ (n/V)\right]\right] \\
\leq C' \left[\frac{1}{2} \sup_{\gamma^* \in \mathcal{H}_\alpha(M)} \inf_{\tau \in S} \left\|\sqrt{\gamma^*} - \sqrt{\tau}\right\|^2 + \frac{V}{n} \left[1 + \log_+ (n/V)\right]\right] \\
\leq C' \left[\frac{1}{2} MD^{-\alpha} + \frac{D + 1}{n} \log(en)\right]. 
\]

Let us set \(L_n = \log(en)\). With our choice of \(D \geq 1\),

\[
D - 1 < \left(\frac{Mn}{2L_n}\right)^{1/\alpha} \leq D 
\]

hence \(MD^{-\alpha}/2 \leq DL_n/n\), \(D < 1 + [Mn/(2L_n)]^{1/(1+\alpha)}\) and the result follows from the inequalities

\[
\frac{MD^{-\alpha}}{2} + \frac{(D + 1)L_n}{n} \leq 2 \frac{DL_n}{n} + \frac{L_n}{n} \leq 2 \left[\frac{(M/2)^{1/\alpha}}{n}\right]^{\frac{\alpha}{1+\alpha}} + \frac{3L_n}{n}. 
\]
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