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1. Introduction

During the past decades, great effort has been devoted to devise new strategies for the control of artificial limbs fitted to patients with congenital defects or who have lost their limbs in accidents or surgery [1-6]. Most of that work was dedicated to minimize the great mental effort needed to control the prosthetic limb, especially during the first stages of training. When working with myoelectric prosthesis, that effort increases dramatically. These devices use EMG signals (the electrical manifestation of the neuromuscular activation associated with a contracting muscle) collected from remnant muscles to generate control inputs for the artificial limb. As these devices use a biological signal to control their movements, it is expected that they should be much easier to control. However, the prosthesis control is very unnatural and requires a great mental effort, especially during the first months after fitting [2, 7, 8]. As a result, a number of patients give up the use of those devices very soon. To overcome those problems, different techniques have been tried as an attempt to devise better strategies for myoelectric control.

This chapter describes the advent of Virtual Reality (VR) systems to create training environments dedicated to users of prosthetic devices. Those VR systems generally simulate a prosthesis that can react to commands issued by the users. A sophisticated system proposed by the authors is also described. Known as “The Virtual Myoelectric Prosthesis”, the system is based on the use of EMG to control a virtual prosthesis in an Augmented Reality (AR) environment, in real time, providing the user with a more natural and intuitive training environment. The overall aim is to reproduce the operation of a real prosthesis, in an immersive AR environment, using a virtual device that operates in similar fashion to the
real one. Also, the research team believes that, since real upper limb prostheses are relatively heavy and can become uncomfortable and cumbersome, especially during the first stages of fitting, the use of a virtually weightless and fully controllable device can help reducing the great physical and mental effort usually necessary, especially in the first trials.

2. Myoelectric prostheses

The human body has been considered a perfect machine, in which all parts work in harmony one with each other. Most of us can control this “machine” without much effort, until some disturbance caused by disease or injury results in loss of some of its functionality.

The absence of limbs caused by trauma or congenital disorders, can affect our lives profoundly. Simple tasks such as walking or dressing can become extremely difficult or even impossible to execute. There is no doubt that the best solution for the loss of a limb might be the development of some kind of genetic manipulation that stimulates the regeneration of tissue. However, while this is not possible, the best we can do is to restore some of the lost functionality by means of artificial limbs.

For centuries, mankind seek ways to replace lost limbs by mechanical devices. Several ancient designs can be found in museums and libraries. However, the first artifact to be formally named artificial limb was a Roman prosthesis, made of wood and bronze, which appeared around 300 BC [9]. During the Middle Ages, while the poor wore “wooden legs”, which were simple, inexpensive and stable, the rich nobles used devices made of iron, which were more decorative than functional. In 1818 Peter Ballif designed the first prosthesis actuated by movements of healthy parts of the body. Before this, the upper limb prostheses were heavy and depended on an able hand for operation [10]. Thereafter, a number of experiments have been carried out seeking the “perfect prosthesis”, a device that could be similar to what Wolfe had visualized in 1952 in his book “New York: Random House” [11]:

“They had perfected an artificial limb superior in many ways to the real thing, integrated into the nerves and muscles of the stump, powered by a built-in atomic energy plant, equipped with sensory as well as motor functions”

As we know, to date, this prediction has yet to be completely materialized, but much has been done since then. Due to the great number of casualties of World War II, the government of the United States created in 1945 a program of research and development from which scientists and engineers were deeply involved in projects aimed at the development of artificial limbs for amputees [10].

Another fact that lead to the acceleration of the researches in the area, was the large number of congenital defects caused by the use of a drug called Thalidomide. As describe by Soares [10], it was synthesized by the German laboratory Chemie Grünenthal in 1957 and marketed worldwide between 1958 and 1962. This drug was prescribed to minimize sickness during pregnancy. The Thalidomide consumers were not warned that the drug could exceed the placenta affecting the fetus. This oversight had a catastrophic effect: drug abuse, especially
during the first trimester of pregnancy, has killed thousands of babies. Those who survived experienced birth defects such as deafness, blindness, disfigurement, and especially the shortening or absence of members. Responding to this tragedy, several research centers intensified the efforts towards the design of artificial limbs as an attempt to improve the lives of those children.

Also, during that period, Russian scientists had introduced a prosthetic hand controlled by a signal generated by the activity of remaining muscles from amputated limbs [8]. That type of control has been described as “myoelectric control” and the prosthesis, by extension, has been described as “myoelectric prosthesis”.

2.1. Controlling strategies

The control of prostheses can be considered one of the most interesting challenges related to prosthetics. Ideally, a prosthetic limb should be controlled without any effort from the user, similar to the subconscious control of a natural limb.

Currently, there are two main strategies for controlling artificial limbs: biomechanical and bioelectrical. In the first, the motion of parts of the body results in the activation of the limb, whereas, in the latter, biosignals, generated from the electrical activity of muscles, are detected and interpreted in order to generate commands for controlling the prosthesis. Nevertheless, there is ongoing research seeking other forms of control based on more natural strategies, such as those that employ brain or neuronal activity together with sensory feedback [5-7, 12-14].

As described earlier, the first prostheses were generally passive devices that relied on intact parts of the body for their positioning and controlling. This extremely successful design allowed the user to control the device so that the movement of a part of the body was reflected in movements of parts of the prosthesis. Despite some modifications, this design remains basically the same nowadays, being the most popular control mechanism among users [10]. The reasons for such success are not well established, but according to Doeringer and Hogan [15] some of the key factors are: it results in a relatively inexpensive prosthesis; the final prosthesis is not too heavy; after training, the user begins to use the prosthesis as a natural extension of his body, having, for example, the notion of weight and size of the prosthetic limb. Kruit and Cool [16] described the main drawbacks: the mechanism of harnesses used to propagate the movements of the body is usually uncomfortable; the movement of the prosthesis requires significantly large forces; the number of control inputs is limited and thus the number of degrees of freedom of the prosthesis is also limited.

An alternative to the Body-Powered control is to employ the myoelectric control, which uses the electrical activity of muscle contraction (electromyographic signal) as a primary source of control. The prostheses that use this type of control typically do not require cables and, in some situations, there is no need for suspension straps. The operation of a myoelectric device can be summarized as follows: the brain sends commands, i.e., neuronal impulses that travel through nerves and reach the endplate of a given muscle, which, in turn, causes
muscle contraction; The electrical muscle activity is then captured by electrodes (normally in a socket attached to the stump), interpreted by customized programs in a microcontroller, and used to activate the actuator of the prosthesis.

Many myoelectric prostheses employed a type of control called “two-site two-states”, from which a pair of electrodes is placed on two distinct muscles. The contraction of one of these muscles produces the opening of the hand. The antagonist muscle is used in the same way to control the closing of the hand. As pointed out by Scott and Parker [8], this approach works in a manner analogous to the human body, i.e., two antagonistic muscles (or group of muscles) control the movement of a joint. However, as patients must learn to generate independent contractions of the muscles, which requires a high degree of concentration, the training can be lengthy and demand a lot of mental effort. There are also some situations in which it is not possible to find two available groups of muscles, or there might be more than one joint to be controlled. For these situations other controlling approaches have been developed [17]. For instance, the “one-site three-states”, from which a little contraction of a muscle produces the closing of the hand, a strong contraction open it, and the lack muscle activity stops the hand. Figure 1 shows an example of a hand prosthesis controlled by electromyographic signals captured by four pairs of dome electrodes, distributed around the residual limb ([18]).

Figure 1. An experimental setup for a myoelectric prosthesis, developed at the University of New Brunswick, Canada (extracted from [18]).

Currently there are a number of methods using proportional control based on the electrical activity of muscles to control the speed, torque and position of prosthetic joints. However, due to the nature of the myoelectric signal, errors and inaccuracies may occur [19]. Myoelectric signals can be detected using basically two types of electrodes: surface
electrodes positioned on the skin surface, and needle electrodes inserted in relevant positions of the muscle. In both cases the electrodes produce a difference of potential relative to a reference (typically another electrode located elsewhere on the body). This voltage is the result of an asynchronous activation of hundreds of muscle fibers. The signal is similar to a random noise whose amplitude is modulated by a voluntary input. Its shape depends on variables such as strength and speed of activation, positioning and types of electrodes used in its detection, electronic circuits used for acquisition, amplification and processing [20]. These factors make the translation of myoelectric activity into commands for a prosthetic limb a challenge. Moreover, the generation of myoelectric patterns must be learned by the user, and this is a task which requires concentration, regular training and a great amount of physical effort.

A common way of training an individual to generate myoelectric patterns is by using feedback software, which provides the user with visual feedback about the relation between the forces associated to the contraction with the amplitude of the generated myoelectric signal. The main drawback of this strategy is that it does not give the user feedback information or sense of proprioception. Recent studies have suggested that virtual and augmented reality [21] may be a relevant tool to address the limitations of conventional training techniques. The main advantage of this technique is that it can simulate the physical presence of the artificial limb in the real world, as well as in imaginary worlds. Moreover, some simulations may include additional sensory information, such as sound through speakers or headphones. It is also possible to include tactile information, generally known as force feedback, for the individual.

3. Virtual and augmented reality

Virtual Reality (VR) can be defined as an advanced computer interface where the user can, in real time, navigate within a tridimensional environment interacting with its virtual objects. Such interaction is achieved in a very intuitive and natural way. To do so, multisensory devices are supplied [22].

In order to illustrate this concept, consider Figure 2, in which a user is shown standing inside a research laboratory. However, since she is equipped with multisensory devices (Head Mounted Display – HMD and hand (glove) sensors), a computer-based system provides her the feeling of being steeped into a different environment.

The system, known as BioSimMER© (from Sandia National Laboratories) [23], is used to train rescue personnel to respond to terrorist attacks. The screen on the top shows the working environment displayed only for the eyes of the health professional and the virtual patient exhibits realistic symptoms. Such facilities are not supported by traditional computer interfaces.

Therefore, to achieve the high level of natural interface required by VR systems, it is important to provide the user with the feeling of immersion and the ability for interaction. To reach such requirements, VR developers must guarantee: 1) Real life 3D object images
from the user’s perspective; 2) The aptitude to track the user’s motions, particularly his head and eye movements, and correspondingly adjust the images on the output device to reflect the change in perspective.

**Figure 2.** Experiment with virtual reality techniques and devices (extracted from [23]).

Augmented Reality (AR) is a technique that allows the integration of virtual objects within a real physical environment. Interaction is again supported by multisensory equipment. Essentially, a real scene, captured by a digital camera, is “augmented” with the insertion of virtual objects [24]. Figure 3 illustrates this concept.

**Figure 3.** An example of Augmented Reality extracted from [25]: (a) Positioning a fiduciary marker in mechanical part; (b) Heating distribution visualization through user’s glasses.

In Figure 3(a), an engineer uses a fiduciary square marker to identify the heating distribution throughout a mechanical part, as shown in Figure 3(b). However, this “virtual” information can only be seen by him, through the equipment and glasses he carries.
A very well-known framework to support AR is the ARToolKit ([26]). It provides Computer Vision techniques to calculate position and orientation of a digital camera in relation to fiduciary markers. The augmentation is produced after a series of transformations, as shown in Figure 4. First, the real video image is transformed into a binary one. Then, this image is processed in order to determine square black regions (fiduciary markers – regions whose outline contour can be fitted by four line segments) containing an image pattern that is compared to patterns stored in a database. Next, the algorithm uses size-known squares and the pattern orientation as the base for the coordinates frame and to calculate the real position of the digital camera in relation to the physical marker. After that, the 3D objects are placed over the fiduciary markers, and the final image is sent to the display.

**Figure 4.** ARToolKit workflow.

Nowadays, VR and AR systems have been intensively used for training and simulation. According to [27] and [28], the main reasons for that are:

- It provides “Learning by doing” - according to pedagogical studies, the learning curve and the amount of knowledge acquired are intensified when the apprentice plays an active role during the process;
- It supports virtual and interactive experiments/simulations - replacing physical counterparts that could pose health hazard or even be too expensive in real life;
- It allows training to be executed outside classes and clinics; and
- It inspires creativity.

The strategies adopted by systems like the ARToolKit are promising and relatively simple to be incorporated into final applications. However, the need for physical markers can limit their application in many areas. Hence, an interface that is able to represent the real environment, capture movements and sounds and transforming them into actions to interact with virtual objects, have been the focus of many recent researches seeking a human-computer dialogue closer to natural. That’s why the expression “natural user
“Interface” has emerged as new computer interaction technology. It focuses on human abilities such as touch, vision, voice and higher cognitive functions, such as expression, perception and recall [29]. The main objective here is to give a physical meaning for the digital information. In so doing, data manipulation with the use of bare hands, gestures, voice commands and pattern recognition are supported.

Recently, Santos et al. [30] presented an application that uses gestures to interact with virtual objects in an Augmented Reality, based on Kinect® (a motion sensing input device developed by Microsoft Inc.). The application is not limited by environment, lighting or skin color and doesn’t require fiduciary markers. The system allows the user to perform operations on menus and interact with virtual objects solely by hand gestures (Figure 5).

![Figure 5. Natural User Interface with Augmented Reality: (a) User selecting menu options; and (b) User manipulating a virtual object (extracted from [30]).](image)

In recent past years, it has been observed a steady growth in the use of Virtual and Augmented Reality in health care [31, 32]. There a number of examples in the literature. However, to illustrate the technique, let’s take two examples into account.

Payandeh and Shi [33] presented a mechanics-based interactive multi-modal environment designed to teach basic suturing and knotting techniques for simple skin or soft tissue wound closure. Two haptic devices are used for force-feedback, simulating the experience of suturing a real tissue (Figure 6).

![Figure 6. Virtual reality interface to teach basic suturing and knotting techniques (extracted from [33]).](image)

That realist feeling was provided by a number computer-based techniques, such as mass-spring system, to simulate the deformable tissue (skin), mechanics-based techniques to simulate the deformations of a linear object (the suturing material) and collision detection for the interactions between the soft tissue and the needle. Figure 7 shows a pre-wound scene (a) and the result after the virtual suture (b).

Virtual and Augmented Reality have also been studied as a tool for phobia treatment [34]. As an example, consider the system describe in [35]. The project, which is accompanied by a psychologist, aims to design a system to gradually confrontate the patient with his object phobia. Clinical studies have shown that some patients cannot handle, or even do not evolve
in the treatment, if exposed to a real arachnid in the initial sessions. Thus, AR is used to present the patient with virtual objects that reminds a spider (like a cartoon) and this object, gradually, becomes a very ‘realistic’ virtual one (with photorealism modeling techniques). Figure 8(a) shows a potential user wearing the system apparatus and Figure 8(b) shows the image seen by the user.

Figure 6. VR multi-modal experimental setup for simulating surgical sutures (extracted from [33]).

Figure 7. (a) Virtual pre-wound tissue for suturing; (b) Virtual wound closed (extracted from [33]).

Figure 8. (a) User wearing HMD for arachnophobia treatment; (b) The AR image, as seen by the user.
Based on the discussions above, we can infer that VR and AR incorporate a number of features with great potential to overcome some of the difficulties associated with the training of prosthetic users.

4. Virtual prostheses

As described earlier, great effort has been devoted to devise new strategies for the control of artificial limbs fitted to patients with congenital defects or who have lost their limbs in accidents or surgery. In general, the devices do not properly resemble the real counterpart, do not react in the same manner, do not provide proper feedback and cannot be controlled using the “natural” interfaces, i.e., signals emanated from the central nervous system. Therefore, a number of difficulties arise when a new user tries to control an artificial limb, since he/she will have to devise a completely new strategy to generate input signals for the prostheses, so that it will act according to his/her wishes. This leads to a lengthy, tiring, and sometimes frustrating, training period. That is true for the great majority of the strategies for prosthesis control that have been designed to date.

Recently, a number of research groups turned their attention to VR and AR, in an attempt to overcome some of those problems. Although many works can be found in the literature, we have chosen just a few to illustrate the concept.

Pons et al. [36] describe the use of VR to support the training process for a multifunctional myoelectric hand prosthesis (MANUS) capable of generating up to four grasping modes (cylindrical, precision, lateral and hook grasps, in addition to wrist pronation-supination).

![Image](https://example.com/image.png)

**Figure 9.** One of the MANUS users performing a combined cylindrical grasp and wrist rotation (extracted from [36]).

As expected, multifunctional prostheses pose an additional problem for users: the more dexterous the device, the higher the number of command channels required to control it. As a result, a large number of different EMG commands, generally obtained by extra EMG
channels, are required for successful management of the prosthesis. To minimize the number of channels, the authors proposed a three-bit ternary EMG command strategy. The users were asked to produce EMG bursts (by sudden contraction of a single muscle) and, if proper EMG thresholds could be defined, each burst was classified in three different levels. Each of those three levels were then given the digital values “0”, “1” or “2” (no signal, low, high), corresponding to one ternary bit. In so doing, if the user generates three bits, he/she could generate up to 27 different combinations (commands) from a single muscle. However, since the commands starting with “0” (i.e., “0XY”) were not valid, the three-bit ternary strategy allowed the generation of 18 effective commands. This means that, from a single muscle, the user could control up to 18 different functions/actions of the prosthesis. However, that is no easy task to learn. Hence, a special training device, based on VR simulation of the multifunctional prosthesis, was created to enable the learning of that “EMG command language”. Only after the training process was finished, the prosthesis was fitted and real manipulative operation started. The authors report that all of the volunteers were able to successfully perform basic commands after about 45 minutes.

In similar fashion, Resnik et al. [37] show the use of VR as an aiding tool for training users of advanced upper-limb prostheses. The device known as DEKA Arm (DEKA Research & Development Corporation) allows users 10 powered degrees of movement (Figure 10a). A VR environment program (Figure 10b) was created to allow users to practice controlling an avatar, using the controls designed to operate the DEKA Arm in the real world.

Figure 10. (a) DEKA Arm displayed on manikin; (b) VR avatar (extracted from [37]).

The authors report that the VR environment allows a gradual acclimatization to the arm, as the experience with the arm-control scheme prior to use of the physical arm allows a staged introduction of the new elements of the system. However, the system did not allow for interaction with virtual objects, i.e., it was not possible, for instance, the manipulation of an object with the virtual hand. Nevertheless, the system proved to be an important asset for upper-limb users who must master a large number of controls and for those who need a structured learning environment, due to cognitive deficits.
4.1. The virtual myoelectric prosthesis

Although VR has been extensively used as an aiding tool for users of prosthetic devices, the interaction with the virtual world still needs to be improved, in order to provide a real immersive training environment. To do so, the research group headed by the authors, have developed new techniques for VR interaction and for detection and processing of EMG signals, in order to extract the correct commands issued by the user which, in turn, could be used to control the movements of a device in a VR environment [21, 28, 30, 38]. However, although a purely non-immersive VR environment showed some good results, it was thought that an Augmented Reality (AR) environment would provide a more realistic experience. Hence, an AR environment was designed so that images of the virtual device (the prosthesis) are combined with images of the real world, providing a realistic environment for training upper limb prosthetic users [39]. A simplified block diagram of the system is shown in Figure 11.

![Figure 11. The authors' approach for a Virtual Myoelectric Prosthesis (extracted from [39]).](image)

In the system, the user is fitted with a head mounted device that includes a camera, for capturing the real images of the user’s viewpoint, and a display to show the mixed images (augmented: real and virtual). The EMG signals are collected and processed to generate inputs to the VR unit [21]. A processing center decides when to update both the virtual arm (Figure 12) and the augmented reality image, to further send them to the graphics user interface (the head mounted display).
During operation, the camera captures the image and locates a marker at the user’s shoulder. The algorithm then searches for a virtual object that corresponds to such marker (Figure 13) and inserts it into the real world, captured by a camera.

As described in [39], the control inputs for the AR environment are generated by EMG signals, collected from remnant muscles. The raw EMG signal, detected by surface electrodes is conditioned and processed to find out which movement the user wants to perform. To do so, the areas of activity in the EMG data were detected (windowing) and the resulting signal was then processed to generate a set of features used by an artificial neural network classifier. Basically, each EMG contraction was represented by a set of Auto-Regressive (AR) coefficients calculated according to a modified algorithm described in [38].

According to the authors, the choice of a neural network as a classifier was due to its ability to learn and later recognize signals as being part of the same class of movement in real time. Also, depending on the level of amputation, different users may generate different levels of contractions of the remaining part of the limb, for the same class movement. Besides, even if a single user performs only isometric or isotonic contractions, there will not be two identical contractions for the same movement. The neural network was trained with four classes of movements (elbow flexion, elbow extension, wrist pronation and wrist supination). The
results showed a near perfect performance of the classifier (95% to 100% rate of success). The output of the neural network is then used as control input (position and motion) to the virtual device, which can be rendered and mixed with the real world scene, as shown in Figure 14.

Figure 14. User's point of view within the AR environment (extracted from [39]).

Note that this system allows the user to interact within the virtual environment - the virtual myoelectric prosthesis can touch and grab other virtual objects embedded in the real scene (such as the cube and the kettle in Figure 14). Also, a strong cognitive feedback is provided by this real time mixture of virtual objects with the real environment, given the feeling that it is almost possible to touch the virtual arm with the real one, and vice-versa.

5. Conclusion

This chapter presented an overview on the search of human beings for artificial devices capable of restoring, if not all, at least part of the functionality lost when we are affected by diseases, congenital disorders or trauma that results in the loss of a limb. Focusing on upper limb prosthesis, a series of sophisticated technical solutions have been proposed during the past decade to design devices whose behavior and control approach that of their healthy natural counterparts. However, as described along this chapter, operating a highly complex artificial limb is not a simple task. This is especially true for myoelectric multifunctional prostheses with many degrees of freedom. Since the necessary control commands, in most instances, can be very different from the “natural” commands, learning how to produce them is extremely difficult and time consuming. With the advent of Virtual and Augmented Reality, those technologies have been proposed as relevant tools to address some of the limitations of conventional training techniques. It is possible to design a virtual device very similar, in shape and behavior, to a real one. Also, it is even possible to collect commands from the real world (EMG signals generated by remnant muscles) and use them as inputs to control the actions of a virtual prosthesis in an Augment Reality Environment, according to the training stage of the user, or any other setup defined by the therapist. In so doing, those techniques allow for a considerable reduction of physical and mental efforts usually necessary to master the control of a prosthetic device.
6. Future directions

Despite the progress achieved so far, the authors believe that, as technology advances, the use of virtual and augmented reality for controlling myoelectric prostheses should also undergo continuous improvements. These future developments should be focused on issues such as: (i) improving the modeling of the virtual devices, in order to increase the sense of realism when compared to actual prostheses; (ii) new adaptive protocols for controlling the virtual prosthesis, so that it could emulate different strategies and different joint actuators; and (iii) the design of new devices to provide physiological feedback, allowing the user to “feel” what the virtual prosthesis is actually doing, thus, increasing the feeling of a complete mix between the real and virtual worlds.
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