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We introduce the position-dependent probability distribution function (PDF) of the smoothed matter field as a cosmological observable. In comparison to the PDF itself, the spatial variation of the position-dependent PDF is simpler to model and has distinct dependence on cosmological parameters. We demonstrate that the position-dependent PDF is characterized by variations in the local mean density and compute the linear response of the PDF to the local density using separate universe N-body simulations. The linear response of the PDF to the local density field can be thought of as the linear bias of regions of the matter field selected based on density. We provide a model for the linear response, which accurately predicts our simulation measurements. We also validate our results and test the separate universe consistency relation for the local PDF using global universe simulations. We find excellent agreement between the two, and we demonstrate that the separate universe method gives a lower variance determination of the linear response.

I. INTRODUCTION

One of the major scientific goals of cosmology is to observationally map the large-scale structure (LSS) of the Universe, and use the statistics of density fluctuations in this map to constrain the parameters of physical models. Much progress will be made on the observational side of this program in the near future, with the development of several LSS surveys that will provide a wealth of data over the next decade [1–4]. Interpreting and analyzing this data in ways that efficiently and rigorously constrain the parameter space of physical models remains a challenge. Partly, this is due to the nonlinear physics of gravitational clustering that drives cosmic structure formation.

Nonlinear clustering leads to an important effect on the abundances of objects in the density field, for instance galaxies or voids, known as cosmic bias. Cosmic bias can be understood as the discrepancy between locally averaged quantities, such as the counts of galaxies in some finite region, and the corresponding globally averaged quantity. The bias arises because finite regions in the universe contain large-scale density perturbations, which cause the dynamics of structure formation to differ locally from the average clustering that occurs across the whole universe. Since the bias is due to dynamics and statistics of large-scale density modes, the bias also encodes information about the density field on large scales and provides a useful probe of those scales.

The concept of bias can be generalized to any observable that is affected by large-scale clustering. In this work, we study the local one-point statistics of the smoothed density field in finite subregions using N-body simulations. The presence of long-wavelength modes enhances clustering of overdense regions, and reduces clustering of underdense regions, so information from the long-wavelength density perturbations are imprinted on the shapes of local one-point probability distributions. This effect can be interpreted as the bias of regions in the smoothed density field, selected based on their density.

Pioneering observational work on the one-point statistics of galaxies was carried out by Hubble [5], and measurements of this observable have been made in more recent surveys [6–8]. The one-point statistics of the matter field have also been measured using weak lensing maps [9–10]. Approaches to model the matter one-point statistics have been explored with N-body simulations [11–18]. The first theoretical calculations of the matter field one-point statistics were based on perturbation theory [19, 20], followed by nonperturbative approaches [21–24]. A sophisticated and accurate method for computing the matter field one-point statistics based on a path integral formalism was developed in [25], which we rely on extensively throughout this paper. Recent proposals have suggested using one-point statistics to detect primordial non-Gaussianity [26], to constrain the sum of neutrino masses [27], and to obtain general cosmological parameter constraints [28].

We use separate universe simulations to study the response of the local, one-point probability distribution function (PDF) to the presence of large-scale density perturbations. In the separate universe approach, the long-wavelength modes are absorbed into the background cosmology, effectively altering the expansion history locally. Separate universe techniques have previously been used to study the local power spectrum and its response, which corresponds to the squeezed-limit of the bispectrum [29–32]. In the context of LSS, separate universe simulations have been used to measure the halo bias in simulations [33, 34], which corresponds to the response of local halo mass functions. This method was used to study scale-dependent halo bias in cosmologies with massive neutrinos [35], and in dynamical dark energy scenarios with both adiabatic [36] and isocurvature fluctuations [37]. Separate universe simulations have also been used to determine the bias of cosmic voids [38, 39].

The response of a local matter density PDF to the presence of a long-wavelength mode is not uniform as a function of density, indicating that some regions, or features
of the cosmic web, are more sensitive to large-scale fluctuations than others. Since the statistics and dynamics of the large-scale modes are some of the most promising aspects of cosmology for constraining quantities such as primordial non-Gaussianity [40], the sum of neutrino masses [41], and potentially the parameters of dynamical dark energy models [42], the responses of density PDFs could prove useful in targeting features of the density field for optimal parameter constraints. This idea is complementary to proposals for using marked correlation functions, in which the density field is nonlinearly transformed before correlation functions are computed [43,44]. It may be possible to use the responses of density PDFs to motivate optimal choices of nonlinear transformations for marked correlation functions.

The outline of this paper is as follows. In Section II, we define the Eulerian density PDF and the position-dependent, separate universe PDF. In Sec. III, we review the details of a simple model for the PDF based on the evolution of isolated, spherical density perturbations. Using the separate universe formalism, we extend this model to a description of the local, position-dependent PDF and compute its linear response with respect to long-wavelength modes. We present the details of our simulations in Sec. IV and describe our methods for estimating PDFs from the simulated density fields. In Sec. V, we discuss the results of our separate universe simulations, including comparisons with model calculations. We present a validation of our separate universe responses by comparing with the cross-correlation between local, position-dependent PDFs and the matter density field measured in global universe simulations. We give examples of the position-dependent PDF’s sensitivity to cosmological parameters in Sec. VI and in Sec. VII we summarize our conclusions.

II. THE PDF AND THE POSITION-DEPENDENT PDF

A. Global PDF

We will consider the PDF of the smoothed matter density field, \( \rho_W \), where

\[
\rho_W(t, \bar{x}) = \int d^3 y \, W(x - y) \rho(t, y),
\]

for a chosen window function \( W \). In what follows we will use a spherical top hat window function of fixed radius \( r_s \), given by

\[
W(x - y) = \frac{3}{4\pi r_s^3} \Theta(|x - y|/r_s).
\]

Fluctuations of the spherically smoothed density field quantify the mass fluctuations within spheres of equal volume. The mean smoothed density is equal to the global mean density without smoothing, \( \bar{\rho}_W(t) = \bar{\rho}(t) \), which follows from the normalization of the window function. Defining

\[
1 + \delta_W = \frac{\rho_W}{\bar{\rho}},
\]

we denote the probability of finding a region where the density is between \( 1 + \delta_W \) and \( 1 + \delta_W + d\delta_W \) as

\[
\mathcal{P}(1 + \delta_W) d\delta_W.
\]

We will also refer to the above quantity as the global PDF because it describes the probability of the density field reaching specific values in the Universe as whole.

B. Position-dependent PDF

In the same way that the abundances of objects such as halos, galaxies, or voids varies spatially, one also expects spatial variations in the PDF of the density field. Consider a local observer in a finite volume \( V_{su} \) located at position \( \vec{x} \). This observer will see a local mean density,

\[
\bar{\rho}_{su}(t, \vec{x}) = \frac{1}{V_{su}} \int_{V_{su}} d^3 y \, \rho(t, y).
\]

that differs from the global mean matter density \( \bar{\rho} \). We use the subscript \( su \) (as in “separate universe”), to denote locally measured quantities in the region of \( V_{su} \). Observers within \( V_{su} \) will measure density contrasts with respect to the local mean density,

\[
\delta_{W,su} = \frac{\rho_{W,su} - \bar{\rho}_{su}}{\bar{\rho}_{su}},
\]

where \( \rho_{W,su} \) is the density field smoothed on the same physical length scale as in Eq. \( 1 \). For a sufficiently large volume \( V_{su} \), the local mean density will differ from the global one by a small-amplitude density fluctuation \( \delta_L \),

\[
\bar{\rho}_{su}(t, \vec{x}) = \bar{\rho}(t) (1 + \delta_L(t, \vec{x})).
\]

We define the position-dependent PDF as the probability of finding a region of the density field in \( V_{su} \) with density between \( 1 + \delta_{W,su} \) and \( 1 + \delta_{W,su} + d\delta_{W,su} \). We denote this,\n
\[
\mathcal{P}_{su}(1 + \delta_{W,su} | \vec{x}) d\delta_{W,su}.
\]

The function \( \mathcal{P}_{su} \) trivially differs from \( \mathcal{P} \) due to the difference in reference density in Eq. \( 1 \) but, as we shall see, the background fluctuation \( \delta_L \) also changes the evolution of structure in \( V_{su} \), leading to non-trivial differences between \( \mathcal{P}_{su} \) and \( \mathcal{P} \), which will be the main focus of this paper.

While a local observer can only measure \( \mathcal{P}_{su} \), an observer with access to a larger volume can extract correlations between \( \mathcal{P}_{su} \) and fluctuations in the density field smoothed on scales \( V_{su} \),

\[
\langle \mathcal{P}_{su}(1 + \delta_{W,su} | \vec{x}) \delta_L(\vec{x}') \rangle.
\]
Our ansatz, which we will later verify, is that the spatial variation in \(P_{\text{su}}\) (that is, the \(\bar{\delta}\)-dependence) is entirely due to spatial fluctuations in the background density \(\delta_L\). In this case, we can expand the local PDF as

\[
P_{\text{su}}(1 + \delta_{W,\text{su}} | \delta_L(\bar{x})) = P(1 + \delta_W) + \frac{dP_{\text{su}}}{d\delta_L} \delta_L(\bar{x}) + O(\delta_L^2),
\]

and write

\[
\frac{\langle P_{\text{su}}(1 + \delta_{W,\text{su}} | \delta_L(\bar{x})) \rangle}{\langle \delta_L(\bar{x}) \delta_L(\bar{x}) \rangle} \simeq \frac{dP_{\text{su}}}{d\delta_L} \delta_L.
\]

The fractional difference between the locally estimated PDF and the global PDF is characterized by a linear response to the long-wavelength perturbations,

\[
\frac{P_{\text{su}}(1 + \delta_{W,\text{su}} | \delta_L) - 1}{P(1 + \delta_W)} \simeq \frac{d\log P_{\text{su}}}{d\delta_L} \delta_L.
\]

In what follows we will study a model of the PDF from the literature. We will then use the model to compute the linear response of the PDF to the presence of long-wavelength modes. This allows us to predict \(P_{\text{su}}\), \(d\log P_{\text{su}}/d\delta_L\), and the observable correlation between the position-dependent PDF and the large-scale density fluctuations given in Eq. (11). We will verify our model calculations of \(d\log P_{\text{su}}/d\delta_L\) by comparing to separate universe simulations in Sec. IIIA. In Sec. IIIB we will measure the position-dependent PDF directly and verify Eq. (11).

III. MODELS FOR THE PDF AND THE POSITION-DEPENDENT PDF

In the following subsections we derive a model for the PDF and its linear response in the separate universe. We largely follow the reasoning laid out in [23]. We also rely heavily on the calculations presented in [25], in which the authors develop a more sophisticated and accurate model for the PDF than the one we use throughout this paper. We present our extensions of these models, using the separate universe formalism, which allows us to compute the linear response of the PDF to large-scale density perturbations. Our aim is to demonstrate that while predicting the full shape of the PDF requires a rather complicated calculation as in [25], the linear response can be accurately predicted by just the leading order contributions to the PDF, which are obtained from analytic, spherical collapse calculations. The only input required for our model calculations is the linear matter power spectrum, which we obtained from CLASS [15], using the parameters listed in Table I.

A. Spherical model for the global PDF

The PDF can be modeled by mapping the final density \(1 + \delta_W(t_f)\) to an initial density \(1 + \delta_W(t_i)\), where \(t_i\) is chosen to be early enough so that the statistics of the density fluctuations are well-approximated by a Gaussian distribution. Assuming that this map is deterministic and local [23], we denote it,

\[
F(1 + \delta_W(t_f)) \equiv \frac{D(t_f)}{D(t_i)} \delta_W(t_i).
\]

Here \(D(t)\) is the linear growth factor, so the mapping provided by \(F\) is between a final density and its corresponding initial density perturbation, which is linearly evolved to the final time. For isolated, spherically symmetric perturbations, this map is well-approximated by the analytic solution in the Einstein-de Sitter (EdS) cosmology. For an initial overdensity, the parametric mapping is given by,

\[
1 + \delta_W(\theta) = \frac{9}{2} \frac{(\theta - \sin(\theta))^2}{(1 - \cos(\theta))^3},
\]

and for an initial underdensity we have,

\[
1 + \delta_W(\eta) = \frac{9}{2} \frac{(\sinh(\eta) - \eta)^2}{(\cosh(\eta) - 1)^3},
\]

The parameter in the underdense case takes values \(-\infty \leq \eta < 0\), and for the overdense case \(0 \leq \theta < 2\pi\). The map provided above is, to a good approximation, independent of both time and cosmology [19]. At redshift \(z\), we define the function \(\nu\),

\[
\nu(1 + \delta_W, z) \equiv \frac{F}{\sigma(R, z)},
\]

where \(\sigma(R, z)\) is the variance of the smoothed density field at the Lagrangian scale \(R\), which is the comoving scale containing the mass,

\[
M = \frac{4\pi}{3} r_s^3 \bar{\rho}(1 + \delta_W).
\]

For a spherical density perturbation, the Lagrangian radius is given by,

\[
R = r_s (1 + \delta_W)^{1/3}.
\]

The variance of density fluctuations smoothed over spheres of radius \(R\) is calculated,

\[
\sigma^2(R, z) = \int \frac{d^3k}{(2\pi)^3} (W(kR))^2 P(k, z),
\]

where \(P(k, z)\) is the linear matter power spectrum and \(W(kR)\) is the Fourier transform of the spherical top hat window function,

\[
W(kR) = \frac{3}{(kR)^3} (\sin(kR) - kR \cos(kR)).
\]
While the spherical density map provided by $F$ is time-independent, the linear power spectrum is proportional to the squared linear growth factor, $P \propto D^2$, which evolves with time. Thus both $\sigma$ and $\nu$ are time- and cosmology-dependent, which leads to the time and cosmology dependence of the PDF model.

To leading order in the spherical approximation, the PDF is given by the initial unit Gaussian distribution of $\nu$, multiplied by the Jacobian of the mapping provided by $\nu$ \cite{46},

$$P_0(1 + \delta_W) = \frac{1}{\sqrt{2\pi}} \frac{d\nu}{d\delta_W} e^{-\nu^2/2}. \quad (23)$$

The Jacobian can be expressed,

$$\frac{d \log \nu}{d\delta_W} = \frac{d \log F}{d\delta_W} + \frac{1}{1 + \delta_W} \left( 1 - \frac{\xi}{\sigma^2} \right), \quad (24)$$

where $\xi$ is the spatial correlation function at a distance $R$, smoothed over a spherical window of the same radius,

$$\xi(R, z) = \int \frac{d^3k}{(2\pi)^3} W(kR) \frac{\sin(kR)}{k} P(k, z). \quad (25)$$

The fact that the derivative of $\sigma$ is related to the smoothed spatial correlation function is a special property of the spherical top hat window function.

While $P_0$ is properly normalized by definition, it does not have the correct mean. A more general calculation of the PDF leads to the following form \cite{25},

$$P = A P_0. \quad (26)$$

where the prefactor $A$ is a function of $\delta_W$, and can be computed by considering fluctuations around the spherical collapse approximation. In order to recover the correct mean of the distribution, it is sufficient to consider only the leading order, spherically symmetric, or monopole fluctuations. At this order, the prefactor has the form,

$$\log(A_0) \simeq \delta_W \left( \frac{4}{21} - \frac{\xi}{\sigma^2} \right) + \mathcal{O}(\delta_W^2). \quad (27)$$

In FIG. 1, we plot the quantities required to compute the spherical PDF model for a few different smoothing scales.

Contributions from aspherical fluctuations can be computed by decomposing the fluctuations into multipole moments. However, the aspherical part of the prefactor is both independent of time and cosmology to a good approximation \cite{25}, and thus does not contribute significantly to the spatial variations in the local PDF, which we discuss next.
B. Spherical Model for the position-dependent PDF

The growth of cosmic structure is locally modulated by the long-wavelength perturbations of the density field. In the separate universe formalism, this effect is described by defining a local cosmology in which the long-wavelength density modes, denoted \( \delta_L \), are absorbed and treated as part of the homogeneous background density,

\[
\bar{\rho}_{su} = \bar{\rho} (1 + \delta_L) ,
\]

where \( \delta_L' \) indicates \( \frac{d \delta_L}{d \log a} \).

The effects of a long-wavelength mode can be determined by computing its evolution in the global cosmology with linear perturbation theory, and then using the above equations to define its separate universe expansion history. The response of small-scale observables, from the linear to the deeply nonlinear regime, can be determined by running N-body simulations with a background expansion corresponding to the presence of a single long-wavelength density mode \([31, 32, 49, 50]\). In particular, by running a pair of simulations corresponding to overdense and underdense regions, the linear response of an observable \( \mathcal{O}_{su}(a | \delta_L) \) in the separate universe can be determined by taking the finite difference derivative with respect to the long-wavelength mode,

\[
\frac{d \log \mathcal{O}_{su}}{d \delta_L} \bigg|_{\delta_L=0} \approx \frac{\mathcal{O}_{su}(a + \delta_L) - \mathcal{O}_{su}(a - \delta_L)}{2 \delta_L \mathcal{O}(a)}
\]

where \( \mathcal{O}(a) \) is the observable in the global universe. If the small-scale observable is taken to be the halo mass function in a region, then the separate universe response is the linear halo bias \([33, 34]\). Similarly, if the observable is taken to be the cosmic void size function measured in a region, then the separate universe response is the linear void bias \([38, 39]\). We will omit the notation indicating that the derivative is evaluated in the small \( \delta_L \) limit.

The model presented in the previous subsection describes the PDF as a functional over the linear matter power spectrum. The separate universe response of the PDF can therefore be computed from the power spectrum response, given by \([31, 32, 49, 50]\),

\[
\frac{d \log P_{su}(k_{su} | \delta_L)}{d \delta_L} = 2R_g - \frac{1}{3} \frac{d \log (k^3 P(k))}{d \log k} .
\]

Here \( P_{su}(k_{su} | \delta_L) \) is the local matter power spectrum measured by a separate universe observer in some finite region, and \( k_{su} \) is the comoving wave number defined with respect to the separate universe scale factor. Numerically equal comoving scales correspond to different physical scales in the separate and global universe coordinates because their scale factors take different values at equal times, according to Eq. (29). We can interpret the second term on the right-hand side of Eq. (32) as being due to the dilation of comoving scales between the separate universe and global cosmologies. Matching physical wave numbers, we have

\[
k_{phys} = \frac{k}{a} = \frac{k_{su}}{a_{su}}.
\]

so that \( k_{su} \approx k(1 - \delta_L/3) \). Similarly, to match spatial distances,

\[
r_{phys} = ar = a_{su}r_{su}.
\]

The dilation contribution to the power spectrum response is nondynamical, in that it is trivially due to a coordinate change, and can be computed from the global power spectrum alone.

The term \( R_g \) in Eq. (32) is referred to as the growth response, and it represents the dynamical effect that a long-wavelength mode has on the local growth history. It is defined as the partial derivative of \( \log(P_{su}) \) with respect to \( \delta_L \) at fixed comoving wave number,

\[
R_g = \frac{1}{2} \frac{\partial \log P_{su}}{\partial \delta_L} \bigg|_{\delta_L=k}.
\]

This derivative is taken between power spectra evaluated at different physical wave numbers, according to Eq. (33).

Suppose the mode \( \delta_L \) has wave number \( k_L \), then the growth response also has an implicit dependence on \( k_L \). In ACDM, long-wavelength modes evolve according to the linear growth factor, which is independent of \( k_L \). The growth response is therefore also independent of \( k_L \), and we refer to this scenario as scale-independent growth. \( R_g \) can, however, depend on \( k \).

For \( k \) in the quasi-linear to nonlinear regime, the growth response \( R_g \) is \( k \)-dependent and must be computed from higher order perturbation theory or measured in simulations. In the low \( k \) limit, the term \( R_g \) is due to the local change in the linear growth factor,

\[
\lim_{k \to 0} R_g = \frac{d \log D_{su}}{d \delta_L} .
\]

For EdS, this linear growth response is exactly \( R_g = 13/21 \), while in ACDM \( R_g \) is well-approximated by the EdS value; the onset of dark energy domination increases the growth response by less than a percent at redshift \( z \approx 0.0 \). In more general cosmological scenarios, where \( \delta_L \) has \( k_L \)-dependent evolution, \( R_g \) becomes scale dependent even in the linear regime, and it can differ significantly from the EdS value \([33, 36, 39]\).

In the separate universe, we define the smoothed density fluctuations with respect to the local mean,

\[
1 + \delta_{W, su} = \frac{\rho_{W, su}}{\rho(1 + \delta_L)} .
\]
where \( \rho_{W, su} \) is the smoothed density in a spherical window function of radius \( r_{W, su} = r_s (1 + \delta_L / 3) \), which is comoving with respect to the separate universe cosmology.

Calculating the local variance in matter density fluctuations from Eq. (21), but using the local, separate universe power spectrum, the linear response of \( \sigma \) becomes,

\[
\frac{d \log \sigma_{su}(R_{su} | \delta_L)}{d \delta_L} = R_{g\sigma} + \frac{1}{3} \frac{d \log \sigma}{d \log r_s} . \tag{38}
\]

The growth response of \( \sigma \) is defined,

\[
R_{g\sigma}(R) = \frac{1}{\sigma^2(R)} \int \frac{d^3k}{(2\pi)^3} (W(k R))^2 R_s P(k) . \tag{39}
\]

The separate universe response of \( \xi(R) \) is given by a similar expression,

\[
\frac{d \log \xi_{su}(R_{su} | \delta_L)}{d \delta_L} = R_{g\xi} + \frac{1}{3} \frac{d \log \xi}{d \log r_s} . \tag{40}
\]

In this case, growth response of \( \xi \) is,

\[
R_{g\xi}(R) = \frac{2}{\xi(R)} \int \frac{d^3k}{(2\pi)^3} W(k R) \delta_L(k R) R_s P(k) . \tag{41}
\]

If \( R_g \) is \( k \)-independent then we have \( R_{g\xi} = 2R_{g\sigma} = 2R_g \). Otherwise, \( R_{g\sigma} \) and \( R_{g\xi} \) will depend on the smoothing radius \( r_s \), which is expected when the smoothing is in the nonlinear regime \( r_s \lesssim 10 \) Mpc/\( h \) at redshift \( z = 0.0 \). This smoothing dependence will differ slightly between \( R_{g\sigma} \) and \( R_{g\xi} \) because they are convolutions of the linear power spectrum with different functions. If \( \delta_L \) has scale-dependent evolution, then \( R_{g\sigma} \) and \( R_{g\xi} \) will both have the same \( k_L \)-dependence, which they inherit directly from \( R_g \).

The linear response of the PDF is,

\[
\frac{d \log \mathcal{P}_{su}(1 + \delta_{W, su} | \delta_L)}{d \delta_L} = R_{g\mathcal{P}} + \frac{1}{3} \frac{d \log \mathcal{P}}{d \log r_s} . \tag{42}
\]

The first term represents the dynamical effect that a long-wavelength mode has on the one-point statistics of the smoothed density field, and we refer to it as the growth response of the PDF. This term can be thought of as the partial derivative of \( \log (\mathcal{P}_{su}) \) with respect to the long-wavelength mode at fixed comoving scale,

\[
R_{g\mathcal{P}} = \frac{\partial \log \mathcal{P}_{su}(1 + \delta_{W, su} | \delta_L)}{\partial \delta_L} \bigg|_{r_{W, su} = r_s} . \tag{43}
\]

This derivative is taken between PDFs of the density field smoothed over different physical scales, according to Eq. (34).

In the spherical model, the leading-order PDF growth response is,

\[
R_{g\mathcal{P}} = (\nu^2 - 1) R_{g\sigma} + \frac{\xi}{\sigma^2} \frac{d \log \delta_W}{d \log \nu} (2R_{g\sigma} - R_{g\xi}) . \tag{44}
\]

where we have used the fact that \( F \) is, to a good approximation, cosmology independent. If the growth responses \( R_{g\sigma} \) and \( R_{g\xi} \) do not depend on \( r_s \), the second term vanishes and we have \( R_{g\mathcal{P}} = (\nu^2 - 1) R_g \), which is expected for \( \Lambda \)CDM when the smoothing scale is too deep into the nonlinear regime. We will see that this is quite accurate in \( \Lambda \)CDM even when the smoothing radius approaches the nonlinear scale.

At leading order, the dilation term of the PDF response is,

\[
\frac{d \log \mathcal{P}_{\mathcal{P}}}{d \log r_s} = (\nu^2 - 1) \frac{d \log \sigma}{d \log r_s}
+ \frac{\xi}{\sigma^2} \frac{d \log \Delta_W}{d \log \nu} \left( 2 \frac{d \log \sigma}{d \log r_s} - \frac{d \log \xi}{d \log r_s} \right) . \tag{45}
\]

The leading correction from the prefactor in Eq. (26) contributes additional terms to the PDF response,

\[
\frac{d \log \mathcal{P}_{\mathcal{P},su}}{d \delta_L} = \frac{\xi}{\sigma^2} \left( 2 \frac{d \log \sigma_{su}}{d \delta_L} - \frac{d \log \xi_{su}}{d \delta_L} \right) . \tag{46}
\]

When the growth response is independent of \( r_s \), the spherical prefactor only contributes to the dilation part of the PDF response. As shown in FIG. 2, this contribution is negligibly small everywhere except in the high density tail of the PDF where \( \delta_W \gtrsim 10 \). While the leading correction recovers the shape of the PDF near its peak, at this order the model fails to reproduce distribution’s tails, so the dilation computed from this model
is not expected to be accurate. However, as will be shown below, this model actually does describe the dilation at high densities well. On the other hand, the dilation can easily be obtained directly from data, by measuring the global PDF at different smoothing scales.

The model prediction for the PDF response is plotted in FIG. 2 along with the individual contributions from the leading growth, dilation, and subleading dilation due to the prefactor. An overdense region will have enhanced clustering, which increases small-scale overdensities, and further depletes matter out of the small-scale underdensities. The net effect is to increase occupation of the distribution’s tails, so the PDF is wider. Similarly, an underdense region has reduced clustering, meaning more regions have densities near the peak of the PDF and the tails are diminished. This can clearly be seen in FIG. 2 where the PDF growth response is positive throughout the low and high density tails of the distribution, and there is a slightly negative response near the peak.

Although the model does not accurately describe the effect of scale dilation except at high densities, the qualitative results are informative. In order to match the physical smoothing scale in the global universe, the overdense separate universe has a slightly larger comoving smoothing scale, while the underdense separate universe has a slightly smaller comoving smoothing scale. Smoothing on larger comoving scales yields smaller amplitude density fluctuations, which in turn leads to a narrower PDF, while smoothing on smaller comoving scales broadens the distribution. This effect can be seen in FIG. 2 from the dilation term, which is negative in the tails and positive near the peak. The prefactor term is also shown, and gives a small positive contribution to the response only in the extremely high density tail.

### TABLE I. Cosmological and N-body simulation parameters.

| Parameter | Value |
|-----------|-------|
| $\Omega_{\Lambda}$ | 0.7 |
| $\Omega_m$ | 0.3 |
| $\Omega_b$ | 0.05 |
| $h$ | 0.7 |
| $n_s$ | 0.968 |
| $A_s$ | $2.137 \times 10^{-9}$ |
| $N_p$ | $(1024)^3$ |
| $L_{\text{box}}$ | 1 Gpc/h |
| $M_p$ | $1.108 \times 10^{11}$ M$_\odot$ |

Note that the comoving sizes of the simulation boxes are all equal, and so is the particle number per simulation, so the particle masses are the same in the separate universe and global universe simulations. While the mean comoving density in every simulation box is the same, the physical volume of the overdense simulation is actually smaller than the corresponding global simulation by a factor of $(1 - \delta_L)$, so it is in fact an overdense box. By running simulations at fixed comoving size, we isolated the dynamical, growth response from separate universe response observables [31, 51]. This required modifying the output times of our separate universe simulations according to Eq. (29), in order to match with the time in the global coordinates. The dilation term in separate universe responses can be measured in global universe simulations, as will be described below.

Snapshots from our simulations containing the dark matter particle positions and velocities were saved at redshifts $z = 0.0$, $z = 0.5$, and $z = 1.0$. The number density of dark matter particles was then sampled on a grid of $N_s = 512^3$ overlapping spheres. These densities were converted to values of $1 + \delta_{\text{su}}$ in our separate universe simulations, and $1 + \delta_W$ in the global universe simulations simply by dividing by the mean number density of particles, $\bar{n} = \bar{n}_{\text{su}} = 1.07$ (Mpc/h)$^{-3}$. We chose to consider the smoothing radius $r_s = 10$ Mpc/h, which is approximately the nonlinear scale at redshift $z = 0.0$.

From our samples of the spherically smoothed density field, we computed the PDF using a kernel density estimator (KDE). This technique is widely used in statistics and data science, although it is less commonly used in cosmology. KDEs are superior to binning because the trade-off between variance and statistical bias is less severe, and KDEs have better convergence properties than histograms.

Our approach was as follows. First, we converted the list of densities to a list $\{\log(1 + \delta_{W,i})\}$, and estimated
the PDF as,
\[
\mathcal{P}_{\log}(\log(1 + \delta_W)) = \frac{1}{w} \sum_{i=1}^{N_{\delta}} K\left(\frac{1}{w} \log \left(1 + \frac{1}{1 + \delta_{W_i}}\right)\right),
\]
(47)
where the kernel \( K \) is a Gaussian function with unit variance and vanishing mean. The parameter \( w \) is the kernel width and controls the level of smoothing over the discrete data samples. The estimated PDF was then converted back from log-densities,
\[
\mathcal{P}(1 + \delta_W) = \frac{\mathcal{P}_{\log}(\log(1 + \delta_W))}{1 + \delta_W}.
\]
(48)
The density PDFs have long tails at high densities and fall off sharply at low densities, so the shape of the PDF is at least qualitatively reminiscent of a log-normal distribution \cite{20, 52}, which motivates our procedure.

The choice of kernel width is important, since a width that is too narrow will produce excess variance in the poorly sampled tails of the distribution, while a width that is too wide introduces statistical bias in regions where the curvature of the distribution is large. Assuming that the distribution being estimated by a KDE is itself a Gaussian, and taking the asymptotic limit of large sample size, the optimal width that minimizes the integrated squared error is \[ w_G = \sigma_{\mathcal{P}} \left(\frac{4}{3N_{\delta}}\right)^{1/5}. \]
(49)
Here, \( \sigma_{\mathcal{P}} \) is the standard deviation of the true distribution, which can be estimated from the sample. Our matter density PDFs have longer tails at high densities than a log-normal distribution, so the optimal kernel width is wider than \( w_G \). We measured the PDFs from our global simulations with \( w = 1.5 \) \( w_G \), which we settled on by using leave-one-out cross-validation over the 20 PDFs measured in our set of simulations.

The optimal width for estimating derivatives of a distribution, which is needed to compute \( R_{E,\mathcal{P}} \), is not the same as the optimal width for the distribution itself. The optimal width for the first derivative scales with sample size as \( N_{\delta}^{-1/7} \) rather than \( N_{\delta}^{-1/5} \), so estimating derivatives of a PDF requires a wider kernel. This is also true for the separate universe responses, which are computed as finite difference derivatives. For estimating derivatives of the PDFs we used a kernel width of \( w = 2.5 \) \( w_G \), which was also chosen by cross-validation.

V. RESULTS

The PDFs measured in our simulations are shown in FIG. 3 with shaded regions corresponding to 1-\( \sigma \) bootstrap errors. The model calculations, which are also shown in FIG. 3, were computed from \( \mathcal{P} = \mathcal{A}_0 \mathcal{P}_0 \), where \( \mathcal{P}_0 \) is given by Eq. \( 23 \), and the prefactor \( \mathcal{A}_0 \) is given by Eq. \( 27 \). As expected, the model accurately recovers the peak of the distribution, but falls off too quickly in the tails, which is consistent with previous work \cite{20}. The model significantly improves with increasing redshift, as the measured distribution gets narrower. This is consistent with the time-independence of the aspherical corrections to the PDF model. While these correction factors are constant with respect to time, the spherical model produces a much narrower distribution at higher redshifts, so the PDF does not have very strong support where the aspherical part of the prefactor becomes important \cite{20}.

A. The growth response of the PDF

The growth response, measured from our separate universe simulations, is also shown in FIG. 3 and compared with the model calculation from Eq. \( 43 \). The model does an excellent job predicting the shape of the growth response, even at extreme densities where the model poorly predicts the shape of the PDF itself. The accuracy of the model is consistent between redshifts \( z = 0.0 \) and \( z = 1.0 \) for mid to high densities with \( \delta_W > 0.7 \). At low densities, \( \delta_W < 0.7 \), the model is slightly worse at redshift \( z = 0.0 \) than at earlier redshifts. We have included plots of the difference between the model prediction and the measured response in FIG. 3. We have plotted the difference, rather than the fractional difference, because of the zero crossings of the response.

At redshift \( z = 0.0 \), the differences between our predicted and measured responses is \( \Delta R_{E,\mathcal{P}} \simeq -0.05 \) at \( 1 + \delta_W \simeq 0.2 \), which is a discrepancy of 0.6\%. At \( 1 + \delta_W \simeq 5 \) we have \( \Delta R_{E,\mathcal{P}} \simeq -0.1 \), which is a 3\% discrepancy. The model predictions at this redshift are 1-\( \sigma \) from the simulation measurements for \( \delta_W > 3 \), while the model is 2-\( \sigma \) from the simulation result between \( \delta_W = 0.3 \) and \( \delta_W = 0.6 \). The model comparisons are similar for redshift \( z = 0.5 \), although the range of low densities at which the model is discrepant by 2-\( \sigma \) is narrower, spanning from \( \delta_W = 0.4 \) and \( \delta_W = 0.6 \). The model is accurate at 1-\( \sigma \) for both high and low densities at redshift \( z = 1.0 \).

These results are also consistent with the aspherical corrections of the PDF model being independent of cosmology. Although the spherical model fails to reproduce the tails of the distribution, this is due to the omission of a prefactor that depends on \( \delta_W \), but has no strong dependence on cosmological parameters. On the other hand, since the prefactor is the same from the point of view of observers in overdense and underdense separate universes, the aspherical prefactor does not contribute to the PDF response, and in fact cancels when taking the log-derivative in Eq. \( 43 \). Notice, however, that the aspherical prefactor is sensitive to the smoothing scale, and so it does contribute to the dilation response, which we discuss shortly.
FIG. 3. Top: The global PDF of the density field smoothed with spherical top hats of radius $r_s = 10 \text{ Mpc}/h$. Solid blue curves show the simulation results with shaded area indicating the 1-$\sigma$ bootstrap error, while the dashed red curves show the model prediction described in Sec. IIIA. Middle: The dependence of the PDF on the local mean density, as measured via the separate universe response of the PDF, defined in Eq. (43). The dashed red curves show the model prediction for the same quantity, given in Eq. (44). Bottom: Difference between the separate universe response of the density PDF from simulations and the model prediction.

B. Validation in the global universe

Using our global universe simulations, we measured the PDF in large subboxes in order to validate our separate universe results and test the consistency relation from Eq. (42). It is possible to do this directly, by computing the position-dependent separate universe PDFs within large subboxes. However, we find that the responses obtained in this way have a large variance. Instead, we consider the local PDFs that a global observer would measure within each subbox, which greatly reduces the variance of the measured responses.

The local PDF, which is measured with respect to the global mean density, is related to the separate universe PDF measured within the same region,

$$P_{\text{loc}}(1 + \delta_W | \bar{x}) = \frac{P_{\text{loc}}(1 + \delta_W | \bar{x})}{P_{\text{su}}(1 + \delta_W | \bar{x})} \approx 1 - \delta_L \left(1 + \frac{\log P}{\log(1 + \delta_W)}\right). \quad (50)$$

In this expression, both $P_{\text{loc}}$ and $P_{\text{su}}$ are evaluated at the same density, $1 + \delta_W$, as is the derivative of the global PDF on the right-hand side.

We define the local PDF as a function of position, $P_{\text{loc}}(1 + \delta_W | \bar{x})$, which is measured in a cubic subbox centered on comoving position $\bar{x}$. The local PDF fluctuations can be spatially Fourier transformed into modes denoted $\log P_{\text{loc}}(\delta_W | \bar{\bar{x}})$.

$$\langle \log P_{\text{loc}}(\delta_W | \bar{x}) \rangle = - \frac{\log P}{\log(1 + \delta_W)} + \frac{\log P_{\text{su}}}{\delta_L}. \quad (51)$$

We refer to this as the local PDF clustering. The first term is due to the shift in the background density of the subboxes compared to the global universe, while the second term is the separate universe response, which according to Eq. (42) contains both the growth and dilation terms. The background shift term, like the dilation, is nondynamical and can be determined from the global
FIG. 4. Left: The local PDF measured in subboxes of global universe simulations. Small-scale density contrasts are defined with respect to the global mean as in Eq. (6), and the color indicates the local, mean density in the subbox, $\bar{\rho}(1 + \delta_L)$. The black, dash-dotted curve shows the global PDF. The bottom panel shows the fractional difference between the local PDFs and the global mean PDF. Right: The cross power spectrum between the fluctuations of the local PDFs and the large-scale density fluctuations in each subbox, divided by the matter power spectrum of the large-scale density fluctuations. This is effectively the bias factor of the PDF at fixed values of $\delta_W$.

PDF alone. To summarize, we anticipate that the local PDF clustering can be decomposed as follows,

$$\frac{\langle \log P_{\text{loc}}(\mathbf{k}) \delta_L(\mathbf{k}') \rangle}{\langle \delta_L(\mathbf{k}) \delta_L(\mathbf{k}') \rangle} = -\left(1 + \frac{d \log P}{d \log(1 + \delta_W)}\right)_{\text{background shift}} + \left.\frac{\partial \log P_{\text{su}}}{\partial \delta_L}\right|_{r_{s,su}=r_s} + \frac{1}{3} \frac{d \log P}{d \log r_s}.$$  (52)

We measured the local PDF on a grid of $512^3$ overlapping cubic subboxes with side length of 250 Mpc/h. Within each subbox, we distributed the particles among a mesh of $256^3$ overlapping spherical top hats of radius $r_s = 10$ Mpc/h, and computed the density fluctuations, as defined in Eq. (3). We then compute the kernel density estimator of the local PDF for each subbox. In total, including the 20 independent realizations of the initial conditions that we simulated, we obtained $7.86 \times 10^5$ samples of the local density PDF.

A sample of 500 local PDFs, uniformly distributed according to the local subbox density $\delta_L$, is shown in FIG. 5. The PDFs in underdense subboxes (blue curves) are clearly narrower, or more sharply peaked, while the overdense subboxes (red curves) have broader distributions. Notice that, unlike the separate universe PDF response, the fractional difference between the local and global PDF shows a strong, negative response in the underdense tail. That is, underdense spheres are much more abundant in underdense subboxes. This is due to the background shift, which is not present in the separate universe PDF. In fact, this strong, negative response corresponds exactly to the peak of the distribution being shifted to lower densities for the blue curves, while it moves to higher densities for the red curves. For the separate universe PDFs, the position of the peak is affected considerably less by the presence of $\delta_L$, and the positive response in the negative tail in that case is due to gravitational clustering.

The Fourier transformations of the local density PDF, and the large-scale density fluctuations in the subboxes
were computed using FFTW3 [54]. The local PDF clustering at redshift \( z = 0.0 \) is plotted in FIG. 3 as a function of wave number for a range of small-scale densities. The PDF clustering is clearly scale-independent on the largest scales. We fit the \( k \)-dependence with a linear polynomial in \( k^2 \) below \( k_{\text{max}} = 0.05 \, h/\text{Mpc} \). The constant term from the fit gives the linear, long-wavelength limit of the PDF clustering, which should differ from our separate universe responses by exactly the background shift term in Eq. (51). In order to test this, we measured the background shift from the global PDF’s derivative with respect to \( 1 + \delta_W \), \( \frac{d \log \mathcal{P}}{d \log (1 + \delta_W)} \). We also measured the dilation term, \( \frac{d \log \mathcal{P}}{d \log r_s} \), by estimating the global PDF at five smoothing scales ranging from 1\% smaller to 1\% larger than \( r_s = 10 \, \text{Mpc}/h \), and fit the \( r_s \)-dependence with a quadratic polynomial.

The linear limit of the clustering measured in our global universe simulations at redshift \( z = 0.0 \) is plotted in FIG. 4 along with our measurements of the background shift and the dilation terms. The nondynamical terms in the response were also computed using the PDF model, and these are also shown in FIG. 4. The model prediction for the dilation term is inaccurate below \( \delta_W = 3 \), while at higher densities it agrees with our simulations. The model prediction for the background shift term is inaccurate for \( \delta_W > 1.5 \), while it reproduces our simulation results well at low densities. Unfortunately, this means that the simple, spherical model prediction for the local PDF clustering is inaccurate at all densities. However, the background shift and dilation are measured with small variance, and so we can use the simulation data to directly test the separate universe consistency relation for the PDF response given in Eq. (12).

In FIG. 5 we show a plot comparing two methods for obtaining the separate universe response of the PDF. For the first method, we subtracted the background shift from the local clustering. For the second method, we added the dilation term to the growth response measured in separate universe simulations. The two methods are in agreement across the full range of densities. The separate universe method achieves a much smaller variance compared to the clustering method. We also show the model prediction, which agrees well at high densities where \( \delta_W > 2 \), and appears to come back into agreement at very low densities, \( \delta_W \simeq 0.1 \).

VI. SENSITIVITY TO COSMOLOGICAL PARAMETERS

The shape of the PDF contains information about cosmological parameters. However, much of what goes
FIG. 6. Dependence of the PDF and its response on cosmological parameters at redshift $z = 0.5$. The top two rows show our model calculations varying $w_{DE}$, the dark energy equation of state. The top row shows the fractional difference of the PDF compared with a fiducial cosmology where $w_{DE} = -1$. All other cosmological parameters are taken from the Planck 2018 best-fit values. The second row shows the PDF growth response compared with the fiducial cosmology. The left column shows the PDF and growth response as a function of density at fixed smoothing scale, while the middle and right columns show the dependence on the smoothing scale at fixed densities. The bottom two rows are the same set of plots, but varying the total neutrino mass, $M_{\nu}$, while keeping the amount of cold dark matter and baryons fixed, as well as fixing the primordial power spectrum amplitude. The amount of dark energy is adjusted to satisfy the budget equation with vanishing curvature. The fiducial cosmology in this case has $M_{\nu} = 0.06$ eV, which corresponds to the minimal mass normal ordering and the central value for the allowed range with three degenerate neutrinos.

into predicting the full shape (the EdS mapping from late-time to early-time densities, the aspherical prefactor) does not depend strongly on cosmology. The separate universe response of the PDF indicates how the shape of the PDF depends on $\Omega_m$. We can interpret a long-wavelength modes as a local modulation in the value of $\Omega_m$ throughout the universe, which locally affects the dynamics of gravitational clustering.

In FIG. 6 we give examples of the sensitivity of the PDF and its growth response to changes in cosmological parameters. The growth response is computed via the model in Eq. [44], which we have seen is in excellent agreement with simulations (FIG. 3). The top two rows show effects of varying only the equation of state for dark energy, $w_{DE} = P_{DE}/\rho_{DE}$, where $P_{DE}$ is the dark energy pressure and $\rho_{DE}$ is the dark energy density. We have plotted the fractional difference in the PDF with respect to a fiducial cosmology in the top row,
While the second row shows the difference in the growth response compared with the fiducial cosmology. Parameters for the fiducial cosmology were taken from the best-fit values of Planck 2018 [55]. The left column shows the PDF and its growth response at fixed smoothing scale, $r_s = 10$ Mpc/$h$. The middle and right columns show the effect of varying the smoothing scale at a fixed density. Similarly, the bottom two rows in FIG. 5 demonstrate the effects of varying the sum of neutrino masses, denoted $M_\nu$, for 3 degenerate neutrino species. In this case, the reference cosmology corresponds to the center of the current allowed range for degenerate neutrinos from cosmology, $0 < M_\nu < 0.12$ eV [55]. Note, the actual allowed range is $0.06$ eV $< M_\nu < 0.12$ eV, where the lower bound is based on observations of neutrino oscillations [56], but we have included model calculations with lower masses for illustration.

Decreasing the equation of state, so that $w_{DE} < -1$, while keeping all other parameters fixed, delays the onset of accelerated expansion. This enhances clustering, which leads to broader PDFs, but diminishes the PDF response. Unlike the separate universe response, which is stronger at low density than at high density, the effect of $w_{DE}$ on the PDF is symmetric around $\log(1 + \delta_W) = 0$ (on a log-scale).

The effect of the neutrino mass is to introduce a free-streaming scale for large-scale clustering. Above this free-streaming scale, neutrino perturbations cluster and grow just like dark matter perturbations. Below this scale, the free streaming smooths out neutrino densities, so their perturbations decay away, which results in suppressed clustering for the dark matter. Increasing the neutrino mass leads to a suppression of clustering on small scales, which can be seen in FIG. 6. Here, we have fixed the amounts of dark matter and baryons ($\Omega_c$ and $\Omega_b$), and the amplitude of the primordial power spectrum ($A_s$), while adjusting the amount to dark energy ($\Omega_{DE}$) to maintain vanishing spatial curvature with the additional nonrelativistic matter from the massive neutrinos. This changes $\sigma_8$ and $\Omega_m = \Omega_c + \Omega_b + \Omega_{DE}$ for the different values of the neutrino mass.

Since the effect of varying cosmological parameters on the shape of the PDF and its growth response are determined by the extent to which the parameter enhances or diminishes clustering, there appears to be a strong degeneracy between cosmological parameters if you only consider a single smoothing scale. However, the amount of increase in $M_\nu$ that is required to compensate for a decrease in $w_{DE}$, for example, will be different on different smoothing scales. By considering several different smoothing scales, it may be possible to break the parameter degeneracy and improve constrains using the shape of the PDF and it’s clustering, measured from observations.

VII. CONCLUSION

In this paper, we have extended the separate universe formalism to the one-point statistics of the smoothed density field. The presence of long-wavelength density perturbations affects the clustering of small-scale density perturbations, which has a dynamical effect on the shape of the one-point statistics. This effect can be linearly characterized by the separate universe response of the density PDF. We measured this response, and provided a model for it based on the power spectrum and its separate universe response. We also validated our simulation measurements, along with the separate universe consistency relation for the density PDF, by comparing to the linear clustering of the PDF measured in subboxes in simulations with the global cosmology.

The model we presented is based on the collapse (expansion) of spherical overdensities (underdensities) in EdS. This model gives excellent agreement with our simulation results for the growth response of the PDF over the full range of densities and redshifts considered. The model gives poor reproduction of the shape of the PDF itself, which leads to disagreement with the nondynamical contributions to the PDF clustering. As shown in [25], this model can be improved by considering aspherical corrections, and since these corrections lead to accurate reproduction of the PDF, it would likely recover the nondynamical response terms. However, this calculation is quiet involved, and the results are insensitive to cosmology. Importantly, we have shown that these nondynamical terms can be accurately measured directly from data and subtracted from the PDF clustering, isolating the dynamical growth response, which is accurately predicted in the spherical model.

The growth response of the PDF quantifies how sensitive regions of different small-scale densities are to shifts in $\Omega_m$. In Sec. VII we presented the effects of varying other cosmological parameters, such as the dark energy equation of state and the sum of neutrino masses, including how these effects differ when the PDF and its response are measured on different smoothing scales. We showed how considering the full shape of the PDF and its growth response at several smoothing scales may help break parameter degeneracies and improve constraints.

The work presented here focused on a $\Lambda$CDM cosmology, for which the growth of long-wavelength perturbations is scale-independent. As shown in FIG. 5, the linear clustering of the PDF is also scale independent in the linear regime, as is expected from the scale-independent growth. More general cosmologies that include primordial non-Gaussianity or massive neutrinos lead to scale-dependent effects on large scales, which would cause the clustering to be $k$-dependent in the linear regime, similar to the effect of scale-dependent bias.

Since the growth response of the PDF indicates the sensitivity different regions of the density field have to shifts in cosmology, it may provide a useful way for obtaining optimal constraints on cosmological parame-
Marked correlation functions are measured by first acting on observed densities with a nonlinear transformation, and then computing the N-point statistics of the transformed data. Using the separate universe response of the PDF, we can motivate optimal choices for the form of the nonlinear transformation used to measure the marked correlation functions, which may yield improvement on parameter constraints. The studies presented in this paper are just the first steps towards developing the position-dependent PDF as a cosmological tool. Important follow-up work is to develop methods to extract the PDF response from data in the form of galaxy counts or weak lensing maps and compare these, more complicated observables, to our predictions. We leave this to future work.
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