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This short summary provides takeaways from the recent article [1], which is based in part on the 2021 dissertation [2]. Reference [1] contains bios for each of the authors: the senior authors have significant experience in power systems operations and policy.

The term surge pricing is a synonym for critical peak pricing (CPP) at the distribution level, and real time prices at the transmission level (such as those that made headlines in February of this year during the crisis at ERCOT). The article [1] presents analysis and evidence from prior literature to explain why dynamic prices do not achieve the goals claimed by power economists.

Some influential academics and some in industry believe that dynamic prices will incent investment by generators, and also curtailment by consumers when required. The Energy Policy Act of 2005 promoted this idea and made the case for real time prices to consumers. The arguments are compelling and convincing to anyone who has taken an introductory economics course, covering supply-demand curves and the theory of marginal cost pricing. These arguments have permeated the power sector. One example is from ten years ago in Texas: after a sequence of near blackout conditions at ERCOT in 2011, the PUCT determined that increasing the price caps in the wholesale market would incentivize investment by generation companies, and thereby enhance reliability. Over the years that followed, the price cap was gradually raised from $3,000/MWh to its current $9,000/MWh.

The belief that price-signals will solve our infrastructure challenges is fundamentally flawed:

- Incentive requires crisis: the generation companies will receive rewards only during a crisis. This year, the causes of the crisis at ERCOT were multi-fold, including lack of fuel supply. What value was a rise in payments from $30/MWh to $9,000/MWh? Even if the generation companies could have predicted the crisis, their best response will be based on maximizing profits based on their own business plan. How can we be sure that these decisions will lead to an acceptable outcome for Texans?
- The promoters of surge pricing confuse two fundamentally different concepts: operating reserves and installed reserves. The former is used (in part) to determine surge prices under scarcity conditions, but these reserves are based largely on decisions made by the grid operator; a miscalculation can result in massive transfers of wealth.
- Sufficient installed reserves and supporting infrastructure is essential for a resilient power grid. This requires long-term planning and coordination with all stakeholders.
- Consumers do not value power: a major flaw in supply-demand curve analysis is that the relationship between electric power and the ultimate use of electricity are only loosely related for the majority of electric loads. The use of surge pricing will eventually destabilize the grid with increased participation.
- There is also a long literature that refutes the value of surge pricing in both power systems and telecommunications, where in the latter case it was promoted and then dismissed as early as the 1980s [2].

The authors understand the value (and genius) of the market, but also make clear that this genius is a two-edged sword. In the case of critical infrastructure, we do not want the uncertainty that comes with self-interested agents that seek to maximize profits, without motivation to maintain reliability. We appreciate all the innovations that come with the marketplace, but we know from examples of successful companies (such as Apple or Tesco) that the term market is not synonymous with marginal cost pricing.

We should follow the example of all large and successful industries: services obtained through carefully constructed financeable contracts. We propose the creation of a reliability system operator (RSO) that acts as a central planner and develops an optimal resource expansion plan across the entire market. The RSO takes on long-term strategic responsibilities related to system reliability that are not current addressed by today’s RTO or balancing authority. In particular, it will create contracts with generation companies and resource aggregators to ensure reliability at low cost. Theory and history in [1,2] makes clear why such contracts cannot be based on real-time prices.

[1] H. Ballouz, J. Mathias, S. Meyn, R. Moye, and J. Warrington. Reliable power grid: Long overdue alternatives to surge pricing. Energy Policy (submitted) and arXiv 2103.06355, March 2021.
[2] R. W. Moye. Resource investments in organized markets: a case for central planning. PhD thesis, University of Florida, Gainesville, FL, USA, 2021.
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Abstract

Since the 1970’s, it has been recognized that demand-side flexibility of electric loads can help to maintain supply-demand balance in the power grid. One goal of the Energy Policy Act of 2005 was to accelerate the adoption of demand-side resources through market design, with competitive equilibrium theory as a guiding philosophy. This paper takes a fresh look at this economic theory that is the motivation for pricing models, such as critical peak pricing (CPP), or surge pricing, and the demand response models advocated in the Energy Policy Act.

The economic analysis in this paper begins with two premises: 1) a meaningful analysis requires a realistic model of stakeholder/consumer rationality, and 2) the relationship between electric power and the ultimate use of electricity are only loosely related in many cases. The most obvious examples are refrigerators and hot water heaters that consume power intermittently to maintain their temperature within predefined bounds. A dynamic economic model is introduced based on these premises. This is used to demonstrate that with the use of CPP and related pricing schemes will eventually destabilize the grid with increased participation. Moreover, it is argued that the optimal dynamic prices (supporting a competitive equilibrium for the dynamic model) do not lead to a robust control solution that is acceptable to either grid operators or consumers. These findings are presented to alert policy makers of the risk of implementing real-time prices to control our energy grid.

Competitive equilibrium theory requires a coarse description of a real-world market, since complexities such as capital costs are not included. The paper explains why these approximations are especially significant in the power industry. It concludes with policy recommendations to bolster the reliability of the power grid, with a focus on planning across different timescales and alternate approaches to leveraging demand-side flexibility in the grid.
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1 Introduction

Several market models in the United States, particularly in the Electric Reliability Council of Texas (ERCOT), were structured around energy settlement through real-time pricing as a mechanism to drive reliability. These models are mostly prevalent as energy settlement markets on the bulk power systems. However, there is evidence that they do not offer the foundation to drive a reliable power grid. The trends over the past decade suggest that similar market structures will be imposed on the distribution system in order to leverage demand-side flexibility as a commodity. This paper explains why policy makers should find this trend alarming and, in particular, sets out to explain troubling faults in the theoretical underpinnings of marginal cost pricing.

The term surge pricing is a synonym for critical peak pricing (CPP) at the distribution level, and real time prices at the transmission level (such as those that made headlines in February of this year during the crisis at ERCOT).

1.1 Why not surge pricing?

In the Spring of 2018, the Simons Institute for the Theory of Computing hosted a program on real-time decision making. The April workshop on New Directions in Societal Networks, which included the head of market operations at Uber and the director of product management at Lyft as speakers, was one of the high points of the program. Both these speakers discussed the challenges in the design of pricing mechanisms, and both discussed the failure of surge pricing. There are many reasons for failure, but one in particular should resonate with policy makers in the energy industry: surge pricing does not achieve the goal predicted by theory, due to significant gaps in the underlying assumptions. Among the explanations is delay: if drivers receive news of a significant high price event, they will likely predict that prices will have stabilized by the time they reach the congested region.

It is well known in control theory and every other domain of “real-time decision making” that a carefully designed feedback system may not behave as expected in the presence of delay. This principle is the starting point of [48, 49, 53], concerning the potential instability of the power grid with the introduction of real-time prices.

With this background in mind, we consider price dynamics in the power grid.

Supply side dynamics The extraordinary events in the ERCOT region during February 2011 and again in February 2021 provide a concrete example of how surge pricing may not provide the intended incentives; instead, such pricing undermines the reliability of the grid, while simultaneously causing tremendous financial strain to the stakeholders. In 2011, wholesale electricity prices in Texas hit the price cap of $3,000/MWh for several hours in February [25], and recurring high price events occurred on a daily basis for several weeks during the summer. Remedies were proposed following an investigation by the Public Utility Commission of Texas (PUCT), and one of these was to raise the price cap, driven by academic research centered around the marginal value of power [23, 58]. The following is taken from the introduction of the 2012 Brattle Group report [45]: (the PUCT) has implemented a number of actions to ensure stronger price signals to add generation when market conditions become tight. The PUCT has enabled prices to reach the current $3,000/MWh offer cap under a broader set of scarcity conditions and is considering raising offer caps to as high as $9,000/MWh, among other measures.

The key conclusion in [23] is that “suppressed prices in real-time markets provide inadequate incentives for both generation investment and active participation by demand bidding”. This conclusion, at face value, would be correct if not for unavoidable delays, both short-term and long-term (amongst other ‘imperfections’): it takes time to create capacity (years for most resources and transmission lines), to make decisions to switch circuits under emergency conditions, or even to start up a thermal power plant. This limits the effectiveness of surge pricing, exactly as in the ride sharing business. In certain markets like ERCOT, the uncertainty introduced by such mechanisms diminishes incentive to plan and build new power plants for the future, or properly maintain assets. More than 30 Texas power plants owned by Fortune 500 companies failed in the 2011 winter freeze and again in 2021, “despite warnings about the need to winterize their equipment” [63].

Short-term delay played a role in the 2021 power systems crisis at ERCOT: “Some of these units on outage were likely unable to secure gas on such short notice as the weekend’s gas prices rapidly increased..."
from $7 per mmBTU on Thursday to $150 per mmBTU by the weekend due to supply concerns around freeze-offs and heating demand.”

Demand side dynamics  The issue of delay is far more exotic when we consider demand-side participation, especially in the case of residential consumers. An examination of user preferences is required to make this precise.

In our economic model, we assume the following features of a so-called “rational agent” at his or her home:

(i) The refrigerator temperature should remain within prescribed bounds;
(ii) A hot shower should be hot, but not too hot (the thermostat setting should be respected);
(iii) A pool should be cleaned regularly (say, 4-10 hours per day and 40 hours per week);
(iv) Subject to the above “quality of service” (QoS) constraints, the power bill should be minimal.

The acronym QoS is borrowed from the telecommunications literature, and is used here to emphasize a common concern in these disparate applications.

It may surprise many readers that a standard residential water heater consumes power quite rarely: during a typical day, power consumption is roughly periodic, with periods typically ranging from two hours to ten hours. As an example, a water heater with a six hour period will consume power for only five to ten minutes in that period. The first row of Fig. 1 shows behavior of a typical residential water heater under heavy use (explanation of the plots on the second row is postponed to Section 5.2). Few residents are aware of these power consumption patterns, which is a great benefit. As long as hot water stays within bounds, the consumer is content with the outcome. It is not important to the consumer precisely when power is consumed.

Similar statements can be said about many loads: a residential refrigerator has a shorter duty cycle, and more symmetric power consumption cycle. Electrical demand for pool cleaning or irrigation is often substantial, and yet also highly flexible.

Many government reports and academic articles currently adopt an entirely different model of user preferences. It is typically assumed that power consumption is a continuous function of price, and consequently price signals can be used to control the grid. The plot shown in Fig. 2 is adapted from Fig. B.1 of the DoE report [1] is an illustration of this assumption. Similar plots appear in the aforementioned paper [23], and as Fig. 8.3 in [6]. The analysis in [6] takes for granted that power demand changes smoothly with price, and that the correct price is the marginal cost of generation; conclusions that are inherently flawed in many cases, as we explain in this paper. The assumption that power consumption varies smoothly is a starting point in many other policy papers and academic articles [15, 61, 28, 23, 65, 26]. Based on this assumption, it follows that the grid can be successfully managed with dynamic prices to consumers.

---

1https://www.woodmac.com/news/editorial/breaking-down-the-texas-winter-blackouts/full-report/
A goal of this paper is to make clear why price response cannot be predicted through the standard supply-demand curve shown in Fig. 2 (in most cases), and the reason will sound familiar since it is rooted in temporal dynamics (much like the delayed response of a driver for Uber or Lyft).

Thermostatically controlled loads (TCLs) such as water heaters and refrigerators can be regarded as energy storage devices. It is shown here that this characteristic leads to price responses that are highly dynamic and in general discontinuous as a function of price. Fig. 3 shows an example of how residential and some commercial loads would respond optimally to a CPP event, which includes a 13 GW (gigawatt) drop in net-load when all participating loads turn off simultaneously at the onset of the price event. Full details of this experiment are contained in Section 3.

We also demonstrate how we can take advantage of realistic models of user preferences to create valuable resources to balance the grid. In the case of an electric water heater or refrigerator, the “user preference” is found on the thermostat settings.

![Figure 2: Is demand for electricity a continuous function of price?](image1)

![Figure 3: Optimal response to a 10% increase in price over ninety minutes [9].](image2)

### 1.2 Some History and Recent Developments

There is a history that makes clear why we should seek alternatives to price signals in order to better control the grid.

The foundations of price-based demand response are rooted in the theory developed by Dupuit in the 1840s, Hotelling in the 1930s, Vickrey in the 1950s, and Schweppe in the 1980s [16, 24, 60, 52]. All of these researchers looked at the relationship between the value to a consumer and the marginal cost to provide the service. Whether this was related to the use of a water system, railroads, bridges or electricity, the focus was on the “demand” for the service or product. However, in contrast to the direct value to the consumer for moving a product on a railroad, or the value of crossing a bridge versus taking longer alternate routes, electricity has always presented a challenge because the product that the customer values is not electricity per se, but the heating, cooling, hot water, or lighting that comes from it. This disconnect fundamentally changes the prices-to-loads compact that has been the subject of much research over the past few decades.

We have witnessed the *prices to devices* debate before in the telecommunications industry. Throughout the 1980s, it was argued that real-time prices could help manage telecommunication traffic. Following deregulation of their industry in the 1980s, telephone companies investigated real-time pricing (what they called “measured rates”) for local service. At the start of this effort, the assumption by economists and policy makers was that measured-rate pricing could “substantially increase economic efficiency” [46, pg 2]. However, in both study and practice, and looking specifically at the net welfare effects on their customers, flaws were found in this way of thinking: “[C]ontrary to conventional wisdom, measured rates will at best...”
produce very modest efficiency gains; more likely, they will result in small efficiency losses [46, pg 3].” In a statement that was surprising at the time, the authors concluded that “if local measured service is desirable public policy, it must be justified on grounds other than economic efficiency.”

In the mid-1980s, several state regulatory commissions had approved various measured-rate pricing plans for telephone companies, and many more proposals were pending. Further, many argued that this was the only way to manage the Internet. Studies revealed that the real-time tariffs would be 1) “too complicated for telephone subscribers to cope with [46, pg 6],” and 2) the systems required to implement them would also be too complex. The pricing debate closed before the end of the decade, with the successful implementation of distributed and automatic control systems that are now also found in every computer and cell phone [30].

With the integration of renewable energy resources, which are characterized by high fixed costs and almost zero variable costs (characteristics similar to the telecommunications industry), the research and conclusions reached by the telecommunication industry are worth consideration by policy makers in the power sector.

These issues are particularly prescient in demand response programs, which fall broadly into two categories: (i) incentive-based programs with a focus on engineering design, e.g. direct load control (DLC) or interruptible load programs (IBP), and (ii) price-based programs with a focus on market efficiency, e.g., real-time pricing (RTP), critical peak pricing (CPP), and time-of-use (TOU) tariffs — see [2] for a detailed survey.

There is a substantial literature exploring the potential difficulty with real-time prices in the power sector. Empirical studies, such as those surveyed in [1], show that a period of high prices often induces a response from consumers, but it is often not the desired response. Most commonly noted is the “rebound” effect, in which power consumption increases dramatically following a period of time during which prices are high [1, 32].

Moreover, studies have found that price-based demand response has a disproportionately negative impact on indigent, disabled, and elderly consumers, as CPP and TOU rates can be a punitive signal to these consumers to reduce their power usage, even at a detriment to their quality of life [3]. The debacle of the Houston-based company Griddy, which is a retail power provider that charges customers based on wholesale electricity prices, is a cautionary tale: following the winter storm in February 2021, many customers were left with bills amounting to thousands of dollars, leading to multiple lawsuits as well as ERCOT revoking its access to the Texas grid [8]; one of many detrimental financial impacts of surge pricing during that event.

Research from social and economic theory suggests that price-based incentives tend to discourage civic responsibility [59, 18]. Formulating demand-response programs based solely on economic incentives, especially real-time prices, can be deeply problematic [55, 22]: consumers tend to value comfort, autonomy, ease-of-use, and privacy over financial benefits [64, 47]. A study investigating the attitudes of residential consumers in Great Britain towards participation found that automated direct load control (with an override feature) was more popular than TOU or dynamic pricing, because consumers perceive the former as less complex and providing greater flexibility and autonomy as compared to the latter [17].

Finally, we recommend the review articles [56, 57] for more history on re-regulation of the power industry, and a different perspective on “...how and why energy markets can never resemble the idealized markets”

1.3 Contributions

The technical contribution of this paper is the introduction of a dynamic competitive equilibrium model, based on a realistic model of consumer preferences. The model illuminates a flaw in common assumptions regarding real-time prices: the equilibrium price has little to do with marginal cost or marginal value, and standard pricing models can drastically reduce system reliability.

These technical results alone demand a rethinking of marginal cost pricing. The authors’ experience in the power sector (three decades each for two of the authors) inform a broader set of policy recommendations. Below is a summary:

Planning A reliable grid requires planning to address challenges across different time-scales: building capacity for reliability requires long-term planning spanning years; resource allocation using load forecasts occurs over time-scales of several days; whereas rejecting disturbances caused by uncertainty of wind or solar generation, or for that matter, disruptive consumer behavior, needs to be addressed on time-scales of a few minutes. Planning under so much complexity and uncertainty requires cooperation among experts in concert
with all stakeholders. We cannot hope to achieve our long-term reliability goals through short-term marginal cost pricing models.

As in most other industries, services should be obtained through carefully constructed financeable contracts. We propose the creation of a reliability system operator (RSO) that acts as a central planner and develops an optimal resource expansion plan across the entire market. The RSO takes on many of the responsibilities of today’s RTO or balancing authority (BA). In addition, it will create contracts with generation companies and resource aggregators to ensure reliability at low cost. The theory in this paper explains why such contracts cannot be based on real-time prices. More on the responsibilities of the RSO is contained in Section 5.1.

An example of effective planning and use of contracts can be found at PJM. They understood that the most severe winter generation capacity shortages may be overcome using regulated forward supply contracts, along with stiff penalties for failure to deliver the contracted electric capacity at times of tight supply. PJM’s three-year-ahead system requires utilities to procure capacity to cover their customers’ aggregate demand. Another example is the British capacity market, which runs annual auctions for both single-year payments a year ahead of time, and 15-year payments four years ahead of time. The purposes of these auctions are respectively to ensure winter adequacy in the short term, and to de-risk the building of new generation in the long term. Coordinated mechanisms such as these deploy the necessary time-scales and service contracts that honor the “delays” that are otherwise ignored in the current simplified textbook assumption that rational generation companies already have the required incentives to hedge financially against any future inability to deliver power.

Distributed intelligence To obtain reliable grid services from flexible loads, we can follow the success story of the Internet, where supply-demand balance is achieved through distributed control across the network. It is possible to design decision rules so that strict performance guarantees are met, for both the grid and consumers, without sacrificing privacy.

Through a robust, decentralized, automated control design, the emerging science of demand dispatch can serve the needs of the grid operator while ensuring consumer-side comfort, privacy, and ease-of-use. Resource aggregators (e.g., Enbala Power Networks, Converge, CPower, Enel X, etc., and perhaps a broader role for utilities) are required to implement any demand dispatch design. There is a need for economic models and regulatory frameworks that address the role of these aggregators, with grid reliability among the highest priorities.

Policy makers should work with engineers to strengthen mandatory standards for appliances, so that they can provide virtual energy storage for reliable grid services, without negatively impacting the consumer.

1.4 Organization

The technical material in this paper is intended to demonstrate how marginal cost pricing does not reflect the reality of reliable power production, transmission, distribution, and consumption. This requires background on both grid operations and microeconomics.

Section 2 is intended to “set the stage” for a dynamic economic model, focusing on the needs of three “players”: the balancing authority (BA), the generation companies, and the consumers of electricity. We recall the need for balancing resources, and how these might be obtained by exploiting the large gap between the needs of the consumer and the needs of the BA. The flexibility of a load is highly dependent on its intended use, and the time-scale of flexibility.

Section 3 reviews dynamic competitive equilibrium theory, and explains why the price signals proposed today will eventually destabilize the grid. This conclusion holds even under ideal conditions—no communication delay or other imperfections. A price surge will cause instability if consumers are permitted to optimize based on their preferences (such as hot water at a low price). The optimal outcome is also described, which corresponds to the efficient outcome in a competitive equilibrium model. Conclusions, policy recommendations, and suggestions for future research are contained in Sections 5 and 6.
2 Agent Models

The electric grid is an interconnected network of transmission (high voltage) and distribution (low voltage) lines and other devices that deliver electricity from generating resources to electric load consumers across the network. Three agents are involved in the transactional process of balancing energy delivery through this network, and are used in the competitive equilibrium model introduced in this paper.

2.1 The Balancing Authority

Management of electric power in most industrialized countries is based on a decomposition of the power grid into geographic entities known as balancing areas. The BA is responsible for grid reliability in a balancing area. Each BA manages resources to balance power supply (generators) and demand (consumers), and regulate the flow of power among neighboring BAs.

![Figure 4: Energy from the sun and wind bring volatility. The plot on the left shows a net-load at CAISO during a very sunny day in 2018. Shown on the right is a typical week at BPA.](image)

Fig. 4 illustrates the tremendous balancing act faced by balancing authorities in the U.S. today. Shown on the left is the net-load (load minus generation from renewables) during one day at CAISO in 2018. Observe that the minimum occurs early in the afternoon when the sun is at its peak, and then the peak in net-load occurs soon after dusk. The ramp from minimum to maximum is over 15 GWs, which is unlike anything seen before 2010. The load and wind generation shown on the right hand side are taken from a typical week in the Bonneville Power Authority (BPA) in the northwestern U.S. The ramps in power from wind generation are significant.

The responsibilities and needs of the BA and utilities in supporting the electric grid and balancing the energy are broad:

(i) Peak shaving and valley filling;

(ii) Resources that can ramp up (or down) quickly due to a surge in demand or supply of electricity;

(iii) Black start support;

(iv) Addressing high frequency volatility, managed today by selected generators as part of automatic generation control (AGC);

(v) Voltage control is achieved using generators at the transmission level; transformers and other devices manage voltage at the edges of the network;

(vi) Monitoring the network elements and ensuring that the transmission and distribution lines and supporting devices are adequate to allow the successful delivery of generation to consumers.

The BA sends signals to each generator on the grid to ramp up or down its power output in order to balance (or follow) the net load. Energy storage, particularly batteries, are being added to the mix of resources available to BAs for balancing energy, with widespread utilization intended to smooth out the intermittencies introduced by renewable resources. These ancillary services (regulation, ramping and contingency reserves) are growing in importance as the power grid grows in complexity.
Virtual energy storage (VES), which refers to the aggregation of load-side resources that can provide energy flexibility, will be an important resource for providing ancillary services in the future. For example, Florida Power and Light (FPL) engages 750,000 households in Florida to allow for direct control of water heaters and pool pumps to shed load in case of emergencies. Austin Energy’s Power Partner program allows for brief adjustment of the temperature of the enrolled NEST thermostats by a couple degrees in the afternoon during the hottest days of the year (users can manually override the settings). A larger and older program in France allows the utility to power on water heaters at night. This is beneficial since it is not feasible to turn off nuclear power plants, and the energy they produce has to be consumed. Virtual power plants are defined analogously: this could be in the form of an aggregation of generators or batteries at the end consumer level, designed to serve as balancing resources to BAs.

The electric grid, consisting of transmission and distribution wires (and supporting devices), is the transportation vehicle by which energy delivery is achieved and balanced, and adds another significant layer of complexity. All of this demonstrates that maintaining system reliability is a complex task that is not just about the balance of energy.

2.2 Generation Companies

Generators play a significant role in the reliability of power systems, not only in providing a source of energy to meet the consumer loads, but also to maintain the stability of the network. Power systems have to respond to generation and transmission contingencies as well as load fluctuations in real time.\textsuperscript{5} Natural Gas and coal are the most prevalent generators in use in the U.S., although renewable generation is claiming a larger share every year.

Generating resources that provide grid services beyond energy are compensated through the ancillary service markets. Ancillary service products vary among the organized markets because they have different load and resource characteristics (e.g., one market may have more renewable resources than another), and in general, they may have different reliability needs. For example, CAISO uses a 5-min ramping product, MISO a 10-min ramping product, and ISO-NE does not currently operate a market for a ramping product. With the increasing penetration of renewables, new system features arise and may create a need for new ancillary services.

Because energy and ancillary services share the capacity of generation/transmission resources, they must be co-optimized to achieve their most efficient allocation, leading to the security constrained economic dispatch (SCED) optimization problem that simultaneously determines the energy and ancillary services designations for resources. SCED must also take into account the availability of the network transmission and distribution lines and devices to allow reliable delivery of generation to load.

A realistic market analysis must consider all costs associated with generation, and these costs go far beyond incremental or marginal fuel costs:

- Dispatch costs: variable Operation and Maintenance (O&M) and variable fuel transportation costs;
- Commitment: start-up (fuel + maintenance) and no-load energy (fuel);
- Availability: fixed O&M and fixed fuel transportation costs;
- Capital costs: initial investment, renewal and replacement;
- \textit{Externalities}, including environmental, technological, political, and other factors that are not always directly quantifiable.

2.3 Consumers

We return here to the consumer, and how a typical household can help to provide VES that can provide many essential grid services. The reader can consider their own inventory of devices and preferences. Here is an incomplete list of residential loads, organized according to their value for VES capacity as well as the potential risk faced by the consumer. The term \textit{quality of service} (QoS) refers to the alignment of a consumer’s desires with what is offered by a particular device.

\textsuperscript{5}During 2019, PJM paid generators roughly $100 million for regulation services, and $32 million for synchronous reserves [PJM SOM Report for 2019].
(i) Electric lights, television, radio and desktop computers. For these electric loads, the QoS vanishes when the power goes out, so they have no value for grid services outside of a true emergency requiring controlled blackouts.

(ii) Electric vehicles (EVs). The value of flexibility is tremendous since charging consumes a great deal of power, and at first sight, there appears to be great flexibility. However, consumer risk is significant for several reasons: what is the cost of the additional charge and discharge from the VES? How to be sure a vehicle will be available when needed in an emergency?

(iii) Thermostatically controlled loads (TCLs), including refrigeration, water heating and HVAC (both residential and commercial). These are energy storage devices that have great potential for VES. QoS is essentially defined by the thermostat, which is a user input or set by the factory.

(iv) Pool cleaning is a significant source of energy consumption in California, Texas and Florida. This is obviously highly flexible, as recognized by Florida utilities who contract with homeowners to shut down pool pumps in emergencies. Commercial irrigation and municipal water pumping require significant energy and are similarly flexible.

Part of the science required to enable demand dispatch includes models for an aggregation of loads, designed for the dual purpose of modeling QoS and “virtual state of charge,” since we interpret the aggregate as a “virtual battery”. This language is meant to stress our goal to create VES. A virtual battery model for a collection of thermostatically controlled loads (TCLs) was introduced in [21], and a similar model is proposed in [12, 40] for residential pools.

The state of charge (SoC) $x_i(t)$ of the $i$th load class (i.e., an aggregation of similar loads) at time $t$ amounts to a QoS metric for the population, assumed to evolve according to the linear system,

$$\frac{dx_i}{dt} = -\alpha_i x_i(t) + d_i(t), \quad 1 \leq i \leq M,$$

in which $d_i(t)$ is power deviation at time $t$, and $\alpha_i$ is a “leakage” parameter. For TCLs, the SoC is the normalized thermal energy stored in the population. In the case of swimming pools, it is discounted-average deviation in desired pool cleaning hours.

The dynamical equation (1) for a collection of TCLs is obtained by simply averaging the temperature of the population, and using standard physics-based models for each individual. In the case of pool cleaning this emerges as a surrogate for weekly constraints on hours of cleaning. Each of these loads is discrete, in the sense that power consumption takes on one of only a few values. With many hundreds of thousands of loads in play, it is not difficult to approximate the ensemble with a continuously variable input signal $d_i(t)$ for each load class $i$.

The state variable in (1) models only the average QoS deviation, and hence bounds on $x_i(t)$ represent only a necessary condition that QoS constraints are respected for all loads of class $i$. There is now a mature collection of distributed control techniques available to guarantee that the necessary condition is also sufficient—a short survey is contained in Section 5.2.

3 Reliability Risks Associated with Dynamic Prices

Fig. 2 illustrates a component of competitive equilibrium (CE) theory of micro-economics [34], which is briefly surveyed below. A dynamic CE model is proposed, from which we obtain our main theoretical conclusions: (i) When we adopt a realistic model of consumer preferences, CE prices look nothing like what is predicted by power economists, and (ii) CPP combined with increasing automation will result in significant reliability risks.

3.1 Competitive Equilibrium Models

In the standard CE model, it is assumed that consumers have a utility function $U_D$ for electric power (or, in a discrete time model, power is substituted for energy consumed in a given time interval). Subject to this model of rationality, a consumer at time $t$ will then choose power $P_t$ as the solution to the optimization problem

$$P_t = \arg \max_P \{ U_D(P) - \varrho_t P \}$$

(2)
where \( p_t \) is the price at time \( t \). From basic calculus we find that the price is the marginal value of power:

\[
p_t = \frac{d}{dp} U_D(P_t)
\]

This model of an individual or aggregate of consumers is the starting point of analysis in [6, 15, 61, 28, 65, 23].

A similar calculation shows that the price must coincide with marginal cost of generation, and from this we obtain the classical supply-demand formula of micro-economics. It is recognized that the meaning of marginal cost in power systems is unclear (see lengthy discussion in [10]), but there is far less discussion on the meaning of marginal value to a consumer.

The meaning of value is entirely clear in the case of TCLs and pool pumps: this is reflected by the consumer who sets preferences on the thermostat or pool pump. However, there is no definition of marginal value that is associated with power or any snap-shot definition of energy. Let’s use the insight from Section 2.3 to build a CE model that reflects the true utility of consumers for these types of loads. To use the QoS model (1) we assume that there is an aggregator engaged with all of the consumers who ensures strict bounds on QoS. It is simplest to impose a cost \( c_i : \mathbb{R} \rightarrow \mathbb{R}_+ \) which is very large or infinite outside of the QoS interval. The utility \( U_D \) for the aggregator representing \( M \) load classes is represented as the negative of the total cost:

\[
U_D(P_1, \ldots, P_M) = -\int_0^T c_x(x(t)) \, dt = -\int_0^T \sum_{i=1}^M c_i(x_i(t)) \, dt
\]

In this formulation, the variable \( P_i \) now represents a function of time on the interval \([0,T]\) (e.g., \( T = 24 \) hours in a day-ahead market). For a given price process, the aggregator’s optimization becomes

\[
\max \ U_D(P_1, \ldots, P_M) - \sum_i \int_0^T \varrho_i d_i(t) \, dt
\]

subject to \( \frac{d}{dt} x_i(t) = -\alpha_i x_i(t) - d_i(t), \quad 1 \leq i \leq M \)

where \( d_i(t) = P_i(t) - P_{ib}^i(t) \) where \( P_{ib}^i(t) \) is baseline power consumption from load class \( i \) at time \( t \) (such as the plot shown on the upper left hand side of Fig. 1 in the case of water heaters).

Once again, this utility function is based on the average QoS of the population. It is up to the aggregator to ensure that the QoS for each individual lies within pre-determined bounds.

**Optimal CPP response** The experiment described here is taken from the conference paper [38] (see also [35]). Cost functions were chosen to be a high order polynomial, illustrated in Fig. 5, with \( \{ C_i : 1 \leq i \leq M \} \) capacity limits, reflecting a “snapshot” QoS metric for the consumers. The choice of load quantities and characteristics in this experiment was based on a realistic population of loads in the CAISO area.

Consider a typical CPP event in which the price \( p_t \) takes on just two values, with a higher price occurring for only ninety minutes over the 24 hour period, and the increase is by just 10%. The optimal solution to (4) shown in Fig. 3 is obviously not the desired outcome from the point of view of the BA. The 10 GW surge in power followed by the instantaneous 13 GW drop would cause blackout in any region of the U.S.

If not for the blackout, the consumers would be satisfied: air conditioning and refrigerators turn off for between 15 and 30 minutes, and then return to the baseline power consumption. Swimming pools and water heaters respond approximately as predicted, but not smoothly: regardless of the price increase, these loads turn off for the entire 90 minute period since this results in no loss of QoS (in terms of maintaining cleaning or temperature).

This is the biggest source of disaster in terms of load control: all the loads turn off, regardless of the magnitude of price increase. The most alarming outcome observed in this experiment is the “pre-bound” and not the rebound which is commonly discussed in the literature [1, 32]. This phenomenon is not the product of an eccentric model: it should be obvious that these loads will get ready for a forecast CPP event
by consuming extra power when prices are lower, and equally obvious that they will turn off at the onset of a price surge.

In conclusion, the CPP pricing model fails for these deferrable loads.

3.2 Dynamic Competitive Equilibrium Outcome

We turn next to the question: what does the CE solution look like based on a realistic utility function for consumers? To obtain an answer, it is necessary to consider the utility function for generation, and then characterize an equilibrium.

A dynamic CE model involves $M + 1$ players in the simplified model in which each of the $M$ load classes is represented by a single aggregator. In addition, it is assumed that there is a single supplier (in practice, a single class of suppliers) that provide traditional generation $g$. It is assumed here that the utility function for the supplier is the negative of cost, based on a convex function of generation and its derivative, $U_S(g, \dot{g}) = -c_y(g) - c_d(\dot{g})$. We also include inflexible load, denoted $\ell(t)$ at time $t$, so the supply=demand constraint becomes

$$g(t) = \ell(t) + P_\sigma(t) = \ell(t) + P^b_\sigma(t) + d_\sigma(t) \tag{5}$$

where we have introduced the notional convention $d_\sigma = \sum_i d_i$ for any $\{d_i\}$.

There is a price process $q_\sigma^*$ that forms a competitive equilibrium, defined as a solution to the following $M + 1$ optimization problems

$$d_i^* \in \arg \max_{d_i} \int_0^T U_{D_i}(x_i(t)) - q_\sigma^* d_i(t) \, dt, \tag{6}$$

$$g^* \in \arg \max_g \int_0^T U_S(g(t), \dot{g}(t)) + q_\sigma^* g(t) \, dt.$$

with $U_{D_i}(x_i(t)) = -c_i(x_i(t))$, and such that the constraints (1), (5), hold for the optimizers.

To identify the equilibrium price, we follow the steps of [61] which is a dynamic extension of the standard textbook construction [34]: we posit an optimization problem whose objective is the sum of utilities, and the price is then the Lagrange multiplier associated with the supply=demand constraint (5).

The optimization problem is known in economics textbooks as the social planner’s problem (SPP). For the model considered here, the SPP can be expressed as

$$\max_{g,d} \int_0^T \left\{ U_S(g(t), \dot{g}(t)) + \sum_{i=1}^M U_{D_i}(d_i(t)) \right\} \, dt \tag{7}$$

To simplify notation we transform to a minimization problem, and make the constraints explicit:

**SPP:**

$$\min_{g,d} \int_0^T \left[ c_y(g(t)) + c_d(\dot{g}(t)) + c_x(x(t)) \right] \, dt \tag{8a}$$

subject to $P^b_\sigma(t) = g(t) - d_\sigma(t) - \ell(t) \tag{8b}$

$$\frac{d}{dt} x_i(t) = -\alpha_i x_i(t) + d_i(t) \tag{8c}$$

where $c_x$ defined in (3), and $x(0), d(0) \in \mathbb{R}^M$ are given. Let $\lambda_t$ denote the multiplier associated with the constraint (8b), and consider the Lagrangian:

$$\mathcal{L}(g, d, \lambda) = \int_0^T \left[ c_y(g(t)) + c_d(\dot{g}(t)) + c_x(x(t)) \right] \, dt$$

$$+ \int_0^T \lambda_t \left[ P^b_\sigma(t) - g(t) + d_\sigma(t) + \ell(t) \right] \, dt$$

The minimization of the Lagrangian is known as the dual functional:

$$\varphi(\lambda) := \min_{g,d} \mathcal{L}(g, d, \lambda)$$
where the minimum is subject to the dynamics (8c) and the given initial conditions. The dual function admits a representation as a *Lagrangian decomposition*:

\[
\varphi(\lambda) = \min_g \int_0^T \left[ c_g(g(t)) + c_d(g(t)) - \lambda_t g(t) \right] dt \\
+ \sum_i \min_{d_i} \int_0^T \left[ c_i(x_i(t)) + \lambda_t d_i(t) \right] dt \\
+ \int_0^T \lambda_t [P^b(t) + \ell(t)] dt
\]  

This decomposition is the main ingredient in the welfare theorems of competitive equilibrium theory (see [34] for similar decompositions in static economic models, and the survey [62] for dynamic CE models). The proof of Prop. 3.1 follows from the definitions:

**Proposition 3.1.** Suppose that there is an optimizer \( \lambda^* \) for the dual functional: \( \varphi(\lambda^*) = \max_\lambda \varphi(\lambda) \), and respective optimizers

\[
d^*_i \in \arg \min_{d_i} \int_0^T \left[ c_i(x_i(t)) + \lambda^*_t d_i(t) \right] dt, \quad 1 \leq i \leq M
\]

\[
g^* \in \arg \min_g \int_0^T \left[ c_g(g(t)) + c_d(g(t)) - \lambda^*_t g(t) \right] dt
\]

Then (6) is satisfied, so that \( g^* = \lambda^* \) defines a price which results in a competitive equilibrium.

A similar optimization problem arises in [38], which concerns optimal control formulations for resource allocation (including a brief discussion on potential market implications). Theorem 3.1 of [38] implies the following relationship between QoS and price: for each \( i \) and \( t \),

\[
-c'_i(x^*_i(t)) = \alpha_i q^*_i - \frac{d}{dt} q^*_i
\]

The left hand might be interpreted as the *marginal value* for players of class \( i \). This conclusion is very distant from classical economic thinking, in which marginal value is equal to the equilibrium price. This relationship between price and marginal value also implies that \( q^*_i \) must be continuous, which in particular rules out the price signal used in CPP today.

![Figure 6: Competitive Equilibrium Solution, with nominal net-load \( \ell(t) + P^b(t) \) shown.](image)

Let’s revisit the experiment leading to Fig. 3: rather than impose a surge price, we consider a period of time in which netload is far greater than normal, and compute the resulting CE price. The emergency event occurs for 90 minutes as before, during which time the net-load increases by 40 GW. Based on the same cost/utility functionals used to create the data in Fig. 3, the CE price along with generation and consumer responses were computed. The results are summarized in the plots shown in Fig. 6. The price is very smooth, as anticipated from the identity (10) and the fact that generation is subject to ramping costs. The loads ramp up and down gracefully, resulting in a highly smooth optimal trajectory for generation.
Observe that all the VES “charge” prior to the increase in netload, so that they can “discharge” during the increase. In other words, the ACs pre-cool and the WHs pre-heat in anticipation of the increase. The commercial hot water heaters experience a loss of QoS for under one hour near the start of the scarcity event (the water is over-heated), and both commercial hot water heaters and air conditioning sacrifice QoS for a similar period of time at the end of the event (the water is under-heated and the air conditioning is under-cooling). This is a product of design. If tighter bounds on QoS are required, then the cost function must be modified to reflect this, or additional resources are required to maintain smooth output from thermal generation.

3.3 Summary & Reality Check

Prop. 3.1 makes clear how dynamics can impact markets: if it is assumed that the preferences of the consumer can be approximated by a concave function of power consumption, then we arrive at the dynamic pricing models that have been advocated for the past two decades. We come to an entirely different conclusion upon recognizing that this model does not come close to reflecting user preferences for the majority of electric loads.

It might be possible for a reader to see Fig. 6, and declare that power pricing is solved by Prop. 3.1. This would be a misreading of the proposition, which is meant to show that our conclusions are highly sensitive to modeling assumptions. How do we know that aggregators and consumers will behave exactly as our rationality assumptions predict? Moreover, a core ingredient of the theory of efficient markets is that prices must be discovered via some mechanism. We feel it would be prohibitively difficult to design a real-time market that could discover the dynamic price described in the proposition.

Competitive equilibrium pricing models also make the fatal mistake of assuming that fixed costs are “sunk” and therefore not needed in the problem formulation. This is a simplification imposed in Prop. 3.1 for tractability, and to compare our conclusions with all of the other papers on marginal cost pricing that impose the same simplification. This is in fact far more than a simplification: it is a gross distortion of reality. Evidence of this is that in these models, standard arguments show that average price is approximately average marginal cost [15, 62, 44]. Obviously, generation companies are not simply optimizing over a 24-hour period based on cost of energy and ancillary services, and it should also be obvious that their average marginal cost is only a fraction of the revenue required to maintain a healthy business [43].

The proposition ignores the important impact of risk and uncertainty. Soon after the February 2021 crisis at ERCOT, a panel consisting of many architects of marginal cost pricing for power systems met to discuss the outcome 6. All agreed that the actors (including consumers) should have hedged to avoid financial crisis. This may be true, but the architects of these markets did not account for risk in their market designs. Competitive equilibrium theory falls flat with the introduction of risk, as made clear in [27] and the references therein.

Moreover, our goals go far beyond efficiency. Given the enormous value of reliability, we need planning and reliable control mechanisms that do not depend on our assumptions about the rationality of all of the competing agents. Reliability requires control loops, just as in telecommunications. The cost of failure is far higher in the case of our power grids, in part because the recovery process is much more complex and time-consuming.

Finally, our energy grid is an interconnection of overlapping complex networks, built on a myriad of dynamical systems. It is difficult to envision marginal cost pricing as an effective control strategy in such a complex network.

4 Planning and Operations in a System of Systems

This section goes beyond the technical but common-sense conclusions of Section 3, providing a critique of marginal cost pricing based on the authors’ combined 60 years of expertise in the power industry. Many of our conclusions are based on a single observation: designing and operating the power grid while ensuring reliability is a complex endeavor that requires rigorous long-term and short-term planning as well as advanced control techniques.

6https://www.youtube.com/watch?v=4z31728I4fI
Marginal cost pricing fails to drive long-term investment  Installing generators or power lines and supporting devices takes years for the bulk system, and months for smaller assets. For example, adding an operational transmission line (or a power plant) can take up to 10 years in California. The timeline is shorter in Texas, but generally not less than 3 years. Deregulation was intended to drive a competitive market and simultaneously incentivize creation of more efficient assets. This deregulated organization worked for a number of years when our grid had ample capacity to sustain reliability. Over time, with energy as the commodity driving this market, and pricing as settlement, the system was driven towards thin margins of reserves and asset maintenance in many parts of the U.S., leaving the system skating on thin ice.

Deregulation has created a system of siloed stakeholders and largely siloed responsibilities. Although these entities have complex processes and systems for handing off information to coordinate activities, we do not currently have the technology or transparency necessary to plan or operate the grid as a holistic system. The most significant disconnect today is between transmission and distribution on both the grid and the resource level. This is an inefficient means to operate an energy grid, lacking the coordinated metrics to maintain end to end reliability in planning and operation.

In the case of the recent 2021 power systems crisis at ERCOT, the following observations are almost self-evident (although the causes and implications of the crisis need to be studied in detail):

(i) The market design was not adequate to incentivize the stakeholders to invest in system capacity, maintenance, winterization, or reliability. This lead to massive, widespread vulnerabilities across multiple layers of the grid: generation capacity, transmission networks, distribution networks, contingency reserves, etc.

(ii) Several stakeholders buckled under high electricity bills resulting in missed payments to grid operators and utility companies, thereby leading to several cases of bankruptcy. This is a clear indication that surge pricing did not mitigate the shortcoming of a market designed around the marginal cost of power.

Operating reserves are not planning reserves  A more subtle but critical flaw in current pricing models is related to how balancing authorities prescribe operating reserves, a flaw which was vividly exposed during the recent ERCOT crisis. During hours when service to thousands of customers had been curtailed (but operating reserves were sufficient), the market-wide LMP was as low as $1,200/MWh. Recognizing the obvious disconnect between the VOLL-based scarcity pricing construct and actual market conditions, the Public Utility Commission of Texas took the “unprecedented step” of requiring ERCOT to set market prices at $9,000/MWh. They concluded that “if customer load is being shed” the price should be $9,000/MWh. ERCOT complied with this directive and kept prices at that level until it declared an end to the power emergency on Friday, February 19, 2021 [19]. Those loads that are shed are providing ancillary service to the grid, ensuring sufficient operating reserves. It seems obvious that these customers should be receiving compensation during this crisis, and not the generation companies. The generators should be receiving compensation in advance for planning reserves so as to minimize the frequency of costly load shedding events.

We can reliably control complex systems  It would appear that all of these issues are exacerbated by an increasingly complex, uncertain grid which involves many activities, including balancing resources, forecasting, load switching, integration of renewables, monitoring transmission, managing fuel supply infrastructure, scheduling planned generator downtime, and managing forced outages. This is a lot to oversee, even without accounting for the unpredictable behavior of humans interacting with these complex systems. Theory and recent events make clear that a simplistic market design will likely exacerbate these complexities. On the other hand, our success in managing complex supply chains, transportation systems and communication networks make clear that reliability can be greatly improved by taking advantage of a rich toolkit from decision and control theory.

5 Alternatives

We turn next to policy recommendations and questions that must be answered as we improve our energy infrastructure.
5.1 Reliability System Operator as a Central Planner

Every successful industry performs long-term planning in the face of risk. The CEO of Delta Airlines works with a team of experts to plan the next fleet of airplanes. Markets play an important role when airplane manufacturers bid for contracts, and the bargaining between suppliers and consumers leads to substantial innovation. Why do we fear the CEO model in power systems operations?

Under the recommended solution, the reliability system operator (RSO) acts as a central planner and develops an optimal resource expansion plan across the entire market footprint using traditional planning techniques and methodologies. However, the proposed process incorporates a level of sophistication and complexity similar to that developed for the operation of organized markets. The resource providers will be selected on the basis of a competitive techno-economic process, and the prices for these resources will be reflected in the long-term contracts signed with the successful suppliers. The prices would incorporate both sunk and operational costs.

Similar to approaches still utilized in the traditionally regulated jurisdictions in the Western and South-eastern U.S., the RSO will conduct system-wide planning in order to fulfill the following responsibilities, many of which are currently performed by Regional Transmission Operators (RTOs).

- Reliability requirements are established and tracked.
- Future load requirements are forecast.
- Planned generation, transmission, and potential fuel supply assets are identified and incorporated.
- Long-term analyses are performed by the RSO that identify:
  - the amount of capacity needed,
  - the desired location of the capacity considering existing and potential transmission, and natural gas (or other fuel supply) infrastructure, and
  - the additional technology needed to provide the capacity.

The proposed approach would center around these traditional operations, but evolve to introduce avenues for competitive markets that emphasize reliability services and contracts evaluated under techno-economic performance indices. Under the proposed approach, following the development and agreement on a plan for the market, competitive auctions are held to select suppliers to build, own, and operate the resources. The RSO signs contracts with the successful bidders for the purchase of the capacity and associated energy under long-term (e.g., 10+ years) agreements, with such contracts having strict performance and financial guarantees (techno-economic performance indices).

Similarly, load-serving entities (LSEs) would enter into long-term contracts with the RSO for at least a portion of their requirements. For the remaining portion of the load serviced by the LSE, it is compensated on the basis of its load-share ratio. This approach will also facilitate investments in demand-side solutions, which are discussed next.

5.2 Demand Dispatch

The DoE technical report [1] was written in response to the Energy Policy Act of 2005, which asserted that it is the policy of the United States to encourage time-based pricing and other forms of demand response. The report presented a formal definition of demand response that is now widely accepted:

[Demand response refers to] “changes in electric usage by end-use customers from their normal consumption patterns in response to changes in the price of electricity over time, or to incentive payments designed to induce lower electricity use at times of high wholesale market prices or when system reliability is jeopardized” [1].

Recall from Section 1.2 that demand response programs can be classified into two categories, distinguished by the methods in which pricing is implemented: the direct load control implemented by FPL is of the first category, in which the consumer receives an annual reward to allow interruption of service. The second category is truly real-time control through prices that vary perhaps hour by hour, now known as the prices-to-devices approach to load control. References [1, 26] contains history on both approaches.
**Alternatives** It should be clear from the theory and examples in this paper that “prices-to-devices” is not a workable approach to load control for the majority of electric loads.

The 2010 article [7] introduced the term *demand dispatch* to describe a third approach to consumer engagement. While there are some similarities with direct load control, it is anticipated that demand dispatch will be based on far more distributed intelligence. Returning to water heaters, it is the thermometer at the load that is measuring temperature, which is what determines QoS. It is absolutely essential then to create intelligence at that load so that bounds on QoS are maintained, while simultaneously providing service to the grid.

The article makes a much larger observation: much of the power economics literature is concerned with reducing consumption peaks through price signals, which is the thinking behind critical peak pricing (that this paper is warning against). Surely, through intelligent control design, we can obtain an enormous range of grid services, beyond just peak reduction, by enlisting an army of water heaters, refrigerators, commercial and residential HVAC, etc.

The question of how to organize an ensemble of loads to obtain reliable VES has been a focus of research since the late 1970s [51, 50, 33], and saw a resurgence of interest in the past decade: see the surveys included in [41], in particular [14, 4, 13, 42]. Notable articles and theses include [39, 20, 29, 11, 36, 9, 5]. It seems now that distributed control for reliable VES is a mature discipline that is ripe for application.

**Next Steps:**

- Field testing is required to discover potential gaps between theory and application.
- Research is required on the benefits and risks at the distribution layer. For example, VES is surely useful for voltage regulation. Can loads provide voltage support and grid level services simultaneously?
- There is the question of VES availability during extreme events. During the 2011 heat wave in Texas, many AC units were operating at full power during much of the day. The capacity from VES will be reduced in such cases, as well as the capacity from traditional generation: how can a generator provide ramping services when it is operating at maximal output? This means we still require standby resources for the most extreme scenarios (in this case, once in a decade), as well as more sophisticated approaches to controlled blackouts.

We recommend a guiding principle in any demand dispatch design: *do not implement if you cannot simulate.* That is, if a control design or market mechanism is too complex to be properly evaluated, then it is probably too risky to install on our power grid.

6 Conclusions

The control community knows that a complex engineering problem is not solved simply because a theorem has been proven. Testing is required through simulation, and then in the field. When the control system fails, assumptions are revisited and the design is improved. Mathematical economics often avoids these critical next steps. We are told that theory predicts price discovery, but we can never predict the genius of the market. Consequently, no simulation can ever predict what magic will unfold.

However, it should be obvious that this *genius* is a two-edged sword. In the case of critical infrastructure, we do not want the uncertainty that comes with self-interested agents that seek to maximize profits, without motivation to maintain reliability. We appreciate all the innovations that come with the marketplace, but we know from examples such as Apple and Delta Airlines that the term *market* is not synonymous with *marginal cost pricing*.

It is hoped that this paper will accelerate the evolution away from short-term pricing models, and towards a greater appreciation of long-term planning and business models based on techno-economic metrics. We will not lose the genius of the market. The innovators will be encouraged to think years ahead into the future instead of just the next 24 hours.
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