ABSTRACT

The biometric technique of iris recognition is considerably limited by the cost of optical devices and user inconvenience. Periocular-based methods are an alternative means of biometric authentication because they do not require expensive equipment. Moreover, the resulting data are suitable for biometrics because they include features such as eyelashes, eyebrows, and eyelids. However, conventional periocular-based biometric authentication methods use limited sets of features that are dependent on the selected feature extraction method, resulting in relatively poor performance. Therefore, we propose a deep-learning-based method that actively utilizes the various features contained in periocular images. The method maintains the mid-level features of the convolutional layers and selectively utilizes features useful for classification. We compared the proposed method with previous methods using public and self-collected databases. The experimental results show that the equal error rate is less than 1%, which is superior to the previous methods. In addition, we propose a new method to analyze whether mid-stage features have been utilized. As a result, it was confirmed that this approach, which utilizes the mid-level features, can effectively improve the feature extraction performance of the network.
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I. INTRODUCTION

With the increasing popularity of virtual reality and head-mounted displays (HMDs), there is growing interest in the security and user authentication of HMDs [1], [2]. Particularly, biometric authentication is widely used in various fields because by definition it is portable and has little risk of forgetting or losing the means of authentication [3]. Fingerprints are a representative biometric authentication method. They are commonly used because of their convenience, uniqueness, and economy. However, recognition errors due to moist finger surfaces and the possibility of damage to fingerprints are often identified as problems [4]. In addition, the requirement of additional user cooperation of such a contact-type authentication causes inconvenience.

Face-based authentication is a non-contact, camera-based method that has less inconvenience. However, it offers significantly reduced performance because of external factors, such as changes in illumination and resolution, and it requires considerable computing resources [5]. Additionally, this is an unacceptable method in HMD environments where a display device must be worn on the face. Another non-contact authentication method is iris recognition, which is highly accurate, unlikely to be damaged, and suitable in HMD environments [6]. However, iris recognition has no universal usage because it requires an expensive high-resolution camera capable of capturing a fine iris pattern.

The biometric authentication method of periocular imaging has recently been considered as a means of overcoming these problems [7]. The periocular region is defined as the area including eyelashes, eyebrows, and eyelids, as well as the iris areas. This region contains features such as eye shape, eyelid shape, pores, skin texture, eyelash shape, and eyebrow shape [8], [9]. Compared to the fine pattern of the iris, these features can be used for identification because they do not require a high-resolution image and differ for each person [10].

In this paper, we propose a new deep learning architecture for periocular biometric. The paper has the following contributions. 1) We propose a network structure that can
improve classification performance by using mid-level features. 2) The performance of the proposed method is verified using public databases and self-collected data, and it is compared with state-of-the-art methods in the field. 3) In the neural network, a new analysis method is proposed to find a step that contributes significantly to the results, and it is used in the analysis of the proposed network.

II. RELATED WORKS

Karen et al. investigated what factors in the periocular region can serve as important features in identity recognition [11]. Consequently, identified factors such as eyelashes, tear ducts, eye shape, eyelids, eyebrows, the outer corner of the eyes, and the skin. Miller et al. analyzed the performance of a periocular-based authentication method by using the local binary pattern (LBP) descriptor and showed that eyelid and eye contour information are useful in people identification [12]. Bharadwaj et al. improved authentication performance by using a score-level fusion of the global matcher and circular LBP [13]. Woodard et al. fused LBP with a color histogram to exploit information such as skin texture, color distribution, and so on [14], [15]. Park et al. improved authentication performance by integrating LBP with the scale-invariant feature transform (SIFT) and histogram of oriented gradients, allowing the consideration of various factors, such as skin and eyebrows [7], [16].

In addition, there have been attempts to improve authentication performance using various periocular features [17]. Considering that the performance of these methods may be degraded due to distortion, pose, illumination, and so on, Padole and Proenca proposed the use of homomorphic filters and self-quotient images [18], [19]. Proenca and Briceno developed a globally coherent elastic graph matching algorithm to compensate for distortions caused by changes in expression, which improved the performance of previous methods [20].

Most of the studies mentioned above do not extract only one feature from the periocular image, but extract and fuse several different characteristics. This fusion improves performance, demonstrating that various meaningful features exist in the periocular region. It is also notable that some features have a negative effect. However, among the several features distributed in the periocular region, only a few are currently used, and there has been no research on which features should be utilized and supplemented for optimal performance.

Recently, Kumari et al. [21] noted that researchers are moving toward a deep-learning-based approach to increase recognition performance by lowering dependence on these feature extraction methods. As neural networks can learn useful expressions from the data provided and achieve significant improvements over previous methods, convolutional neural networks (CNN) have also been used for biometric techniques, such as face recognition [22], [23].

Research on deep-learning-based periocular authentication in near-infrared (NIR) is at an early stage. Recently, Zhao et al. [24] proposed AttNet, which reportedly showed outstanding performance. Based on the assumption that important information for identification is concentrated in eyebrows and the eye, the authors used the method of detecting region of interest and weighting the features of the region. This enabled the achievement of state-of-the-art accuracy for various published datasets. However, as mentioned in [21], periocular authentication can still be improved through the development of feature extraction and learning methods. Therefore, we propose a CNN-based periocular authentication method, including a new feature extraction method, and we compared it with AttNet, a state-of-the-art technology, and hand-crafted feature-based methods (LBP, SIFT) [25].

III. PROPOSED METHOD

The proposed classification model for periocular authentication consists of a feature extraction network that expresses the features of an image as a vector, and a Siamese mechanism for learning the network. The feature extraction network has a structure in which intermediate features are not lost and can be used for model determination. In addition, the model contains a novel analysis method that analyzes whether the network uses the intermediate level features. Section III(A) describes the structure of the feature extraction network in detail, and Section III(B) describes this network is trained. Further, Section III(C) details the use of mid-level features based on gradients is analyzed.

A. FEATURE EXTRACTION NETWORK

According [26], neural networks tend to extract high-level features as they get deeper. Therefore, it is important to design a model with the optimal depth to extract features suitable for a specific task. However, it is difficult to find the optimal type of features and depth suitable for a given task. If a depth that is too shallow is selected, it would be difficult to utilize high-level features; if the depth is too deep, performance may deteriorate due to loss of low-level features. There have been successful attempts at improving performance by maintaining low-level features and high-level features extracted by the deep neural network [27]–[30].

Our key assumption in this study is that useful features for classification can be distributed not only in high-level features that are the output of a deep network, but also in mid-stage features. This assumption is based on [11], which reports that both shape of eye (high-level feature) and texture (low-level feature) are useful for classification. Therefore, we used a network structure that maintains intermediate features and can directly affect classification.

We developed a traditional CNN as shown in Fig. 1 to exploit the mid-level features. The activation map \( (a) \), which is the output of a specific step convolution, is not only input to the next convolution step, but also directly connected to the final feature vector. For this connection, the activation map is vectorized using global average pooling. As each channel of the activation map is generated by an already learned fixed weight kernel, this vector contains the global information of each channel. The pooled vector is connected to the fully
FIGURE 1. Structure of the proposed network that extracts features while maintaining intermediate-stage features.

connected layer to map to the same-dimension vector \(v\). Through this, the weight of each feature for classification is given, and the interactive effect between channels can be learned. The strategy of using the global feature of the activation map has been used to recalibrate the activation map in squeeze and excitation network (SENet), and it has been proven useful for improving the performance of existing networks [31]. In this present work, the extracted vectors are not used for recalibration, but the vectors of each step are concatenated and used as a feature vector for an input image. The process of extracting a feature vector from the activation map can be summarized as (1).

\[
v^m_n = \sum_{c=1}^{C} w^{c,m}_n \left( \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} a^c_n(i,j) \right)
\]  

where \(a^c_n\) means the activation map, which is the output of \(n\)-th layer of the network, and \(v^m_n\) is the feature vector generated from \(a^c_n\); \(H, W, C\) are height, width, and total number of channels of the activation map, respectively; \(a^c\) is \(c\)-th channel of the activation map, and \(i \text{ and } j\) of \(a^c(i,j)\) are the rows and columns, respectively; \(w^{c,m}_n\) means the weight for the fully connected layer performed on the global average pooling of \(a^c_n\); \(m\) denotes the element number of the feature vector, and \(w^{c,m}\) denotes the weight corresponding to the \(c\)-th channel of the activation map and \(m\)-th element of \(v\). The proposed method reduces dependence on the final feature extracted from a fixed-depth network through this vectorization mechanism and enables the intermediate-stage feature to be selectively used according to importance.

B. NETWORK LEARNING METHOD

In a traditional CNN, as user information is stored in the model’s parameters through the training process, it is vulnerable to additions or changes in the user. A Siamese network is a neural network structure that improves the problems suffered by previous CNNs in image comparison [32]. This makes it possible to learn the differences in characteristics between two images that are meaningful to classification without having to learn the characteristics of each class individually. Therefore, it is unnecessary to relearn a property to modify the characteristics of a user, making it more efficient than a traditional CNN, which learns all the characteristics of the task.

As shown in the Fig. 2, a Siamese network is a structure that extracts each feature vector through the same network for two input images and calculates the distance between them. As the distance is proportional to the difference between features, it is possible to judge the identity of two images. To learn this network, it is required to select the appropriate loss function that can minimize the distance in the positive class and maximize the distance in the negative class. This can considerably affect the learning of the model. Hence, there have been various studies to improve the performance [24], [33], [34]. Among these, it has been experimentally verified that the recently proposed distance-driven sigmoid cross-entropy (DSC) loss shows superior performance compared to the previously used methods.

\[ p = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{d - d_0}{s} \right) \right) \]

\[ d = \sqrt{\sum_{i=1}^{H} \sum_{j=1}^{W} (v_1(i,j) - v_2(i,j))^2} \]

FIGURE 2. Structure of Siamese network for model training. Feature vector for a pair of images are extracted by one network, and the loss is calculated by the distance between the vectors.
belong to the same class.

\[ p = \frac{1}{1 + e^{-(b-ad^2)}} \]  

(2)

where \(a\) and \(b\) are pre-defined hyper parameters for the linear transformation of \(d\), and are set as 10 and 5 respectively as in [24].

\[ L_{DSC} = -\left(t \log p + (1-t) \log(1-p)\right) \]  

(3)

DSC loss is calculated using the cross-entropy function (see (3)), which has been widely used as a loss for probability and the calculated \(p\). \(t\) is the label of the input; a positive class at 1 and negative class at 0. It can contribute to better discrimination by improving the impact of hard margins (a problem with previous methods) and increasing learning efficiency. Therefore, we used DSC loss in training the model.

C. CONTRIBUTION OF BRANCH ANALYSIS METHOD

The proposed method does not depend on high-level features extracted from convolutional layers, and mid-level features can also be selectively used by adjusting the weight. However, the neural network is a complex structure, making it difficult to logically and clearly explain the basis of the results. Consequently, it is difficult to confirm whether the mid-level features significantly influence the results. Therefore, we propose a new analysis method to confirm the utilization of intermediate-stage features. Grad-CAM, which is a heatmap analysis method that visualizes meaningful features in network results, uses gradients to visualize pixels in the activation map with a high contribution to the model’s outputs [35]. Gradient refers to the amount of change in the result according to the change in pixel. It can be understood as the magnitude of influence of a pixel on the result.

As shown in Fig. 3, the proposed feature extraction method is divided into two branches: network branch where convolution is performed to further extract features and vectorization branch where pooling is performed to connect directly to the last step. Here, the gradient of the network branch \((G_u)\), gradient of the vectorization branch \((G_v)\) and unbranched gradient \((G_n)\) including the two branches can be obtained. As \(G_u\) contains the gradient of two branches, the gradient of the branch with the greater influence on the result also has a stronger influence on \(G_u\). For example, if the influence of \(G_v\) on the result is substantial and the influence of \(G_n\) is very small, then \(G_u\), which is the influence of the layer, is closer to \(G_v\). Therefore, the similarity between \(G_u\) and the gradient of each branch can be obtained and compared to identify branches with high influence in a specific layer. A large influence on the result can be considered to mean that features of the branch contribute highly and are useful to the result.

\[ s = \left( \frac{\sum_{i=1}^{n} G_1^i \times G_2^i + 1}{\sum_{i=1}^{n} (G_1^i)^2 \times \sum_{i=1}^{n} (G_2^i)^2} \right) \times \frac{1}{2} \]  

(4)

The similarity \((s)\) of the two gradients can be obtained as a cosine similarity robust to the scale of the gradient, and it is defined as (4). \(G_1\) and \(G_2\) are the two gradients to calculate similarity; \(n\) is the size of the activation map (height \(\times\) width \(\times\) channels); \(G^i\) is the \(i\)-th value of the gradient. The cosine similarity is a \(-1\) to 1 scale; the closer the two gradients are, the closer it is to 1. In this paper, to remove the sign, it is normalized to a value between 0 and 1. In this way, the similarity of \(G_u\) to \(G_v\) (\(s_v\) and similarity of \(G_u\) to \(G_n\) (\(s_n\)) can be obtained, and a branch having high contribution to the result can be identified by comparing them. The proposed method of analyzing the contribution is universally applicable to all networks in which branching occurs.

IV. EXPERIMENTS AND ANALYSES

A. MODELS

In this study, we conducted experiments using two types of networks: traditional CNN (plain CNN) and simple network using shortcut of residual network (ResNet) [36]. In addition, to observe the change in performance by depth, experiments on deeper networks were added, and a total of four models (plain CNN, ResNet, deep plane CNN, and deep ResNet) were trained and tested respectively. The detailed structures of the networks are shown in Table 1.

Plain and ResNet models are identical, except for the shortcut structure, and deep networks have twice the number of
TABLE 1. Detailed structure of the four models used in the experiment.

| Unit  | # Layer | Type (plain) | Type (deep plain) | Type (ResNet) | Type (Deep ResNet) | # Output channels |
|-------|---------|--------------|-------------------|---------------|-------------------|------------------|
| Block1| 1       | Conv (7 × 7), stride=2 | Max pooling (3 × 3), stride=2 |               |                   | 32               |
|       | 2       |              |                   |               |                   |                  |
|       | 3       |              |                   |               |                   |                  |
|       | 4       |              |                   |               |                   |                  |
|       | 5       |              |                   |               |                   |                  |
| Block2| 6       |              |                   |               |                   | 32               |
|       | 7       |              |                   |               |                   |                  |
|       | 8       |              |                   |               |                   |                  |
| Block3| 9       |              |                   |               |                   |                  |
|       | 10      |              |                   |               |                   |                  |
|       | 11      |              |                   |               |                   | 64               |
|       | 12      |              |                   |               |                   |                  |
|       | 13      |              |                   |               |                   |                  |
|       | 14      |              |                   |               |                   |                  |
| Block4| 15      |              |                   |               |                   |                  |
|       | 16      |              |                   |               |                   |                  |
|       | 17      |              |                   |               |                   | 128              |
|       | 18      |              |                   |               |                   |                  |
|       | 19      |              |                   |               |                   |                  |
|       | 20      |              |                   |               |                   |                  |
| Block5| 21      |              |                   |               |                   |                  |
|       | 22      |              |                   |               |                   |                  |
|       | 23      |              |                   |               |                   | 256              |
|       | 24      |              |                   |               |                   |                  |
|       | 25      |              |                   |               |                   |                  |
|       | 26      |              |                   |               |                   |                  |
| Pool  | 27      | Vector (4)² | Vector (7)         | Vector (5)    | Vector (8)        | 32               |
|       | 28      | Vector (10)  | Vector (13)        | Vector (11)   | Vector (14)       | 64               |
|       | 29      | Vector (16)  | Vector (19)        | Vector (17)   | Vector (20)       | 128              |
|       | 30      | Vector (22)  | Vector (25)        | Vector (23)   | Vector (26)       | 256              |
| Concat| 31      | Concatenate (27, 28, 29, 30) |               |               |                   | 480              |

¹ Shortcut (x, y): This is a shortcut structure that adds the output of layer x to the output of layer y. If the channels of the two activation maps are different, perform 1 × 1 convolution on the output of layer x to match the channels.
² Vector (x): Global average pooling is performed on the output of layer x and vectorized as a fully connected layer.

The models were learned using images of 246 classes (4,908 images), that is, 60% of the 410 classes of CASIA-Iris-Lamp. The data were divided based on the class so that a subject used for learning was not used for testing. For validation, 82 classes (1,607 images), that is, 20% of the total, was used, and the remaining 20% (1,616 images) were used for the test. In addition, tests were conducted with our data to verify the generalized performance of the trained model. Through these cross-tests, we could determine not only the general classification performance of the model, but also its robustness to new characteristics (e.g., angle of shot, direction of eye, etc.) absent in the learning data.

B. DATASETS

We used the data we collected and CASIA-Iris-Lamp [37], a open database in NIR environment, to train and test the model. CASIA-Iris-Lamp is a set of images obtained by changing only the brightness of lighting in a fixed environment as shown in Fig. 4 (a). It consists of 16,212 images of 819 classes with left and right eyes taken for 411 subjects. The left eye data (410 classes, 8,131 images) alone were used in the experiment.

Our data was collected under the conditions of changing the brightness of the light, angle of shooting, and direction of the gaze of the NIR periocular image, as shown in Fig. 4 (b). This dataset is composed of a total of 500 observations from 20 left-eye images of 25 subjects.

The models were learned using images of 246 classes (4,908 images), that is, 60% of the 410 classes of CASIA-Iris-Lamp. The data were divided based on the class so that a subject used for learning was not used for testing. For validation, 82 classes (1,607 images), that is, 20% of the total, was used, and the remaining 20% (1,616 images) were used for the test. In addition, tests were conducted with our data to verify the generalized performance of the trained model. Through these cross-tests, we could determine not only the general classification performance of the model, but also its robustness to new characteristics (e.g., angle of shot, direction of eye, etc.) absent in the learning data.

C. PERFORMANCE OF MODELS

We trained AttNet and the proposed methods using the training set of CASIA-Iris-Lamp, and we tested them and hand-crafted feature-based methods with the same database test set.

Fig. 5 illustrates the results of the model evaluation using the receiver operating characteristic (ROC) curve. The performance shown in this figure indicates that the performance of learning-based methods is consistently superior to that of hand-crafted feature-based methods. In addition, it was
confirmed that the proposed methods showed higher overall performance than AttNet, which is a state-of-the-art technology in this field. The two methods performed best by using ResNet as the backbone, and both had equal error rates (EERs) of less than 1%. The performance of the proposed methods using a plain CNN as the backbone also showed better results than the previous studies. The EER of the deep plain CNN was 1.59%, which was slightly better than the shallow one.

The performance when the false acceptance rate (FAR) is low is a vital indicator in the field of biometrics and is considered as the ability to separate difficult samples. The false reject rate (FRR) when FAR of the models are less than 0.1% and 0.01%, respectively, and EER are shown in Table 2.

The results presented in Table 2 show that the models that use ResNet as backbones are consistently superior, even when the FAR is very low. Particularly, ResNet and deep ResNet have about 2.72% and 2.58% FRRs when FARs are less than 0.1%, respectively. This is a lower error rate than the EER of AttNet used in the experiment. Thus, it can be seen that the proposed method is robust against both challenging and easy-to-classify data.

The ROC curves when the trained models are tested with our dataset are shown in Fig. 6. The results confirm that the performance of all methods, including our method, deteriorated overall. This deterioration reflects the characteristics of learning-based methods that tend to be weaker on new data, which is also a reason why performance is relatively difficult to classify. Moreover, our database contains various factors (angle of shot, direction of eye, etc.), compared to CASIA-Iris-Lamp. This is supported by the fact that performance based on hand-crafted features unrelated to the learning data also degrades, compared to the previous experiment. Models using the proposed methods obtained relatively better results than the previous methods on the new database. This shows that the proposed method has a relatively good generalization performance. The FRR when FAR of the models are less than 1%, and EER from experiments using our data are shown in Table 3.
FIGURE 7. Samples of image pairs used for comparison and heatmap: (a) Imposter image pairs; (b) Genuine image pairs.
TABLE 3. Performance comparison of the methods used in the experiment using our dataset.

| Method      | EER (FAR < 1%) |
|-------------|----------------|
| LBP [25]    | 20.02%         |
| SIFT [25]   | 36.98%         |
| AttNet [24] | 21.10%         |
| Plain CNN   | 16.78%         |
| Deep plain CNN | 15.66%     |
| ResNet      | 13.83%         |
| Deep ResNet | 11.51%         |
|             | 50.53%         |
|             | 89.73%         |
|             | 57.18%         |
|             | 54.51%         |
|             | 52.16%         |
|             | 50.93%         |
|             | 45.54%         |

D. LEARNING ANALYSIS

Heatmap analysis was performed to visualize the importance of certain pixels of the input image to the classification. The heatmap results for some samples are shown in Fig. 7. The two images in the upper rows are samples of image pairs used for comparison, and the lower rows are the heatmap results for those images. The closer it is to red, the more important it is.

Fig. 7 (a) illustrates the heatmap when comparing image pairs of different classes, and (b) illustrates the heatmap when comparing image pairs of the same class. In both cases, it can be seen that pixels in various areas, such as the boundary of the eye, eyelids, tear ducts, eyelashes, eyebrows, and skin areas, are activated. This is clearly shown to be related to the structure information of the eye, and it is consistent with the common properties found in periocular. Additionally, in the heatmap of the two compared images, it can be seen that pixels corresponding to the same portion of the image are activated together. This can be confirmed not only in (b), which is an overall similar type of the eye image, but also in (a), which shows a completely different eye shape. This means comparing the same features for classification. While most of the strong features are concentrated on the eyes and eyebrows as mentioned in AttNet, it can be seen that skin information is also useful in some image pairs (when the skin texture or curvature is significantly different or the shape of the eyes is similar). This shows the distinction between AttNet and the proposed methods, and the strong performance of our models shows that other areas beside the eye and eyebrow can also be useful for classification. These results prove that the model is well trained to extract reasonable features for classification and that the results can be derived by correctly comparing the features.

Samples of images misclassified by the proposed model are shown in Fig. 8. (a) is a case of incorrectly classifying image pairs of the same class. The intensity of the overall feature appears to be weakened because the left image is slightly out of focus; hence, relatively clear reflected light among them is utilized as a distinct feature. (b) is a case where samples of different classes are classified incorrectly. The misclassification is likely due to the characteristic similarities of the eyelids and eyelashes, which are noticeable features even though there are some recognizable features. This shows that our model can rely on more powerful features than more detailed features in few cases. Our study clearly shows superior performance, but this is a persistent limitation of deep-learning-based technology that requires attention.

E. GRADIENT SIMILARITY ANALYSIS

Gradient analysis was performed on the four models used in the experiment using the analytical methods mentioned in Section III(C).

Fig. 9 illustrates how $s_v$ and $s_n$ of the four models used in the experiment changed with network depth. Overall, $s_v$ increases as the network deepens, but $s_n$ tends to decrease. This is because the vectorization branch contains only the gradient of the feature vectors extracted from the layer, but the network branch contains the gradient of all feature vectors extracted later. Here, Block 4 of the models in (b) and (d) is noteworthy. In these two cases, it can be seen that the vectorization branch contributes more to the results than the network branch. As the network branch of Block 4 contains the gradient of the feature vector of Block 5, this result shows that the feature vector extracted from Block 4 is more useful in the results than the feature vector extracted from Block 5. Through this analysis, plain CNN-based models can be seen that the activation maps in Block 5 contribute the most to the results, and ResNet-based models show that the activation maps in Block 4 contribute the most to the results. This shows that the feature vectors extracted by deep networks may not necessarily be the most useful for the results, and the excellent performance of our model, which exploits intermediate features, can be a strong support. In addition, the characteristics...
of the irrelevant classification steps can be adjusted in weight to prevent them from influencing the results. Nevertheless, the tendency for the difference between the two similarities to become narrower shows that mid-level features can be useful to some extent in (a) and (c).

V. CONCLUSION

The periocular biometric is considered to use the lower frequency components of the image relative to the iris biometric. Therefore, using only the final feature of the convolutional layer has a problem in that characteristics of a specific frequency band can be ignored. Therefore, by reflecting the characteristics of the mid-level layer, by presenting a method in which all of the various frequency bands of the image can be considered, a discriminative feature not limited to a specific frequency was produced. Consequently, it was possible to derive better performance than the previous methods. And through heatmap analysis, it shows that the proposed method can learn reasonable features for classification.

In this paper, we proposed a novel CNN architecture for periocular authentication and an analysis method. The proposed structure includes a feature extraction network that prevents the loss of mid-level features and selectively utilizes features that are important for classification. The proposed method was compared with previous studies using a large-scale public database, CASIA-Iris-Lamp, and a self-collected database. It was confirmed that our method performs better than existing methods with less than 1% EER. In addition, features that are useful for classification were identified through heatmap analysis, and the proposed analysis method was used to verify that the model uses intermediate-level characteristics. These results are the basis for our assumption that features useful for classification are distributed in the middle of the convolutional layers. However, we confirmed in a few cases that misclassification may occur from strong features that do not aid classification. This is a persistent problem of deep-learning-based methods; thus, we will improve the proposed method to utilize weak but useful features in the future. In addition, future studies may expand this study through improvements in network structure and learning methods.
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