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Abstract

Urban planners, local authorities, and energy policymakers often develop strategic sustainable energy plans for the urban building stock in order to minimize overall energy consumption and emissions. Planning at such scales could be informed by building stock modeling using existing building data and Geographic Information System-based mapping. However, implementing these processes involves several issues, namely, data availability, data inconsistency, data scalability, data integration, geocoding, and data privacy. This research addresses the aforementioned information challenges by proposing a generalized integrated methodology that implements bottom-up, data-driven, and spatial modeling approaches for multi-scale Geographic Information System mapping of building energy modeling. This study uses the Irish building stock to map building energy performance at multiple scales. The generalized data-driven methodology uses approximately 650,000 Irish Energy Performance Certificates buildings data to more than 2 million buildings’ energy performance. In this case, the approach delivers a prediction accuracy of 88% using deep learning algorithms. These prediction results are then used for spatial modeling at multiple scales from the individual building level to a national level. Furthermore, these maps are coupled with available spatial resources (social, economic, or environmental data) for energy planning, analysis, and support decision-making. The modeling results identify clusters of buildings that have a significant potential for energy savings within any specific region. Geographic Information System-based modeling aids stakeholders in identifying priority areas for implementing energy efficiency measures. Furthermore, the stakeholders could target local communities for retrofit campaigns, which would enhance the implementation of sustainable energy policy decisions.
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Nomenclature

| Abbreviation | Description |
|--------------|-------------|
| AHP          | Analytical Hierarchy Process |
| API          | Application Programming Interface |
| BEH          | Better Energy Homes |
| BEM          | Building Energy Modeling |
| BER          | Building Energy Rating |
| BPD          | Building Performance Database |
| CEA          | City Energy Analyst |
| CityBES      | City Building Energy Saver |
| CRS          | Coordinate Reference Systems |
| CSO          | Central Statistics Office |
| DEAP         | Dwelling Energy Assessment Procedure |
| EPBD         | European Union Energy Performance of Buildings Directive |
| EPC          | Energy Performance Certificate |
| GHS          | GreenHouse Gas |
| GIS          | Geographic Information System |
| HVAC         | Heating Ventilation, and Air Conditioning |
| LIDAR        | Light Detection and Ranging |
| LOF          | Local Outlier Factor |
| MCDA         | Multi-Criteria Decision Analysis |
| MGRS         | Military Grid Reference System |
| SEAI         | Sustainable Energy Authority of Ireland |
| SVM          | Support Vector Machines |
| SVR          | Support Vector Regression |
| UBEUM        | Urban Building Energy Modeling |
| UEUEM        | Urban Energy Use Modeling |
1. Introduction

Building energy consumption plays a significant role in global energy supply and demand. In the building sector, energy consumption has dramatically increased over the past few years, mainly due to population growth [1]. Any further increase in energy demand will significantly increase global GreenHouse Gas (GHG) emissions that would have a significant impact on global climate change. Several opportunities exist in the building sector to reduce energy demand and emissions, thereby promoting a sustainable environment. The world has seen a major shift towards the global exchange of building energy efficiency policies, data, and performance analysis. According to IEA Efficient World Strategy report, buildings in 2040 could be nearly 40% more energy-efficient than today. In Europe, around 35% of the buildings are more than 50 years old, and 75% of the buildings exhibit inefficient energy performance [2]. One possible solution to improve building energy performance is retrofitting existing buildings to be more energy-efficient. However, based on the current trend of European energy policies, only 0.4 to 1.2% of building stock in Europe is retrofitted each year [3].

Planning and implementation of large scale sustainable energy systems pose significant challenges for stakeholders due to the complexities. Due to rapid growth in building data availability, there are opportunities to analyze existing building data and develop strategic and efficient energy planning. However, systematic approaches are required for integrating available energy and planning data. One possible solution for large scale building energy analysis is through a spatial analysis of energy data by using Geographic Information System (GIS) modeling [4]. This approach has been extensively used for regional, urban, and national planning [5] and is one of the primary tools to present large geographical scale data in a visual format. GIS provides a framework for gathering, managing, and analyzing large scale data in a geographic context. Visual representation of data in a GIS system can help the stakeholders to perform qualitative and quantitative analysis for support decision making [6].

GIS-based energy planning requires extensive data to make an energy policy decision [4]. Individual building analysis is often difficult on a large scale due to the limited availability of data and users’ privacy issues [7]. One of the most promising solutions for building energy analysis with limited information can be accomplished through building stock modeling [8]. However, majority of studies focus on developing building stock models without considering aspects that integrate spatial information for decision-making processes [9].

Generally, building stock modeling at a large scale takes two approaches, namely, engineering based and data-driven modeling [10]. Engineering-based approaches use building archetypes that represent various dwelling types of building stock to calculate the energy use using numerical simulation models [11]. However, existing urban energy modeling studies
often rely on aggregated building data and henceforth, do not account for a fine grained analysis of building characteristics [8]. The data-driven models use historical building stock data to build relationships between input and output data using statistical or machine learning techniques [12]. This approach is beneficial when limited historical data is available. However, existing studies focus on traditional statistical techniques and only a limited number of studies implement machine learning techniques at large scale using spatial features.

Urban planners, local authorities, and energy policymakers are often required to conduct energy planning and analysis at the district or neighborhood-scale. While national level authorities often find it difficult to coordinate large disparate sources of individualized information, local authorities do not have access to building stock data outside the concerned area of authority. As previous building energy modeling studies mostly focus on national or city-scale analysis for energy policy planning [13], these strategies are therefore not adequately addressed within local or regional level detailed analysis. As such, the local authorities are not wholly informed when making energy policy decisions in their locality as energy planning is often not adequately addressed within local or regional level planning structures [6]. Furthermore, existing energy modeling approaches lack spatial information for detailed GIS-based analysis at multiple scale.

There are several challenges associated with the implementation of multiple scale GIS-based building energy modeling that include: (1) data availability, (2) data inconsistencies, (3) data scalability (4) data integration (5) geocoding and, (6) data privacy issues. Building energy performance data is typically unavailable for the entire spatial area. Moreover, due to inconsistencies in available large scale energy data and lack of scalable building energy mapping approaches, a gap persists between building energy modeling and traditional planning practices [14]. Stakeholders face scalability issues because of the requirement that energy planning be implemented at a national level. Similarly, integration issues exist in large scale GIS mapping for planning and analysis because the available data is sparse, inconsistent, diverse, and heterogeneous [15]. The available data does not provide complete coverage and is of unknown quality. Unfortunately, most of the building stock survey data are not geocoded for GIS mapping. Furthermore, data privacy is also a significant challenge for granular level GIS mapping of results [6]. Therefore, a robust GIS-based modeling approach is required that would help in predicting the energy performance of the entire building stock data using limited resources for complex decision analysis.

This study introduces a generalizable bottom-up data-driven approach for multi-scale GIS-based mapping of residential building energy performance. Previous studies often devise non-scalable frameworks suited for a particular application. The methodology described in this research is generalizable and scalable and henceforth, could be applied to existing available building stock data. Furthermore, the devised methodology is integrated with a novel data-driven solution to support geocoding of building stock data for GIS mapping. The bottom-up data-driven approach predicts building energy performance using available limited building stock data. The methodology, further, compares different supervised machine learning algorithms to determine the optimal data-driven building energy model for large scale implementation.

The novelty of this study includes the implementation of feature engineering and de-
determines the optimum features for data-driven model development, thus, significantly enhancing model accuracy. Moreover, the proposed approach implements a spatial aggregation approach to determine the energy performance at the neighborhood, district, city, and county levels. The methodology further couples the predicted results with available spatial resources (social, economic, or environmental data) for planning and decision making using the Multi-Criteria Decision Analysis (MCDA) approach. Overall, this study derives a novel integrated approach to help local authorities analyze residential sector energy consumption and CO\textsubscript{2} emissions at different geographical scales ranging from local to national levels. This research demonstrates the implementation of the methodology for the residential building stock of Ireland.

The study introduces a novel integrated scalable approach to implement building stock modeling that includes a combination of bottom-up, data-driven, and spatial modeling approaches. As the approach is generalizable, further studies could be conducted to ensure the applicability to different national databases. The potential impact of this study on the international academic community is vast as it provides a guideline to ensure the implementation of data-driven approaches is as per the data analytics standards. For instance, extraction of optimum features would aid the model development process of energy rating prediction.

This paper is structured as follows: Section 2 describes an overview of existing work done in GIS mapping and building energy performance prediction; Section 3 describes the devised methodology, including an explanation of the different steps followed in the GIS-based mapping of multi-scale model development; Section 4 states the results of Irish case study followed by Section 5 that includes discussions about possible implications and improvements in case study. Section 6 includes conclusions and potential challenges and future work.

2. Literature Review

GIS-based building stock models can be effectively used to develop and optimize urban scale sustainable energy planning. GIS-based modeling involves the use of data from varied sources. The associated GIS modeling approaches differ on the based of available and required data, as described in the following sections.

2.1. GIS-based Data Modeling

Building data required for energy modeling comprise three main categories, namely, simulated, benchmark, and measured data. Simulated data are generated from engineering-based building energy modeling tools such as EnergyPlus [16], Modelica [17] and TRNSYS (a transient system simulation program) [18]. Benchmark data can be acquired from publicly-available datasets available for researchers to compare modeling results, and validate the models performance. Real data are gathered through census, survey, billings, energy meters, and environmental sensors [18]. Data-driven modeling often makes use of real data. Within the real data category, census data includes statistical building stock data at various scales (local, national, and international), while survey data involves additional sampling studies
of individual buildings within a defined population area. Building electricity and meter data can be available in the different granularity of the time-series (measurement frequencies), such as per minute, hourly, monthly, and yearly. The use of these data depends upon applications such as forecasting, prediction, and energy use intensity (EUI) estimation [14].

The methodologies used to collect real building stock data vary by country. For instance, the United States Department of Energy maintains one of the largest building stock databases, the Building Performance Database (BPD), which includes information about residential and commercial building stock [19]. Similarly, each member state in the EU maintains its own EPC database containing essential building energy performance information about its building stock [20]. However, using available data for decision making is often challenging for stockholders (urban planners, local authorities, and energy policymakers) as the data is inconsistent, diverse, sparse, and heterogeneous [15].

The available data for energy modeling are typically of incomplete coverage and inadequate quality. For instance, any Energy Performance Certificate (EPC) dataset only represents a proportion of the entire building stock. Unfortunately, most of the survey data are not geocoded where geocoding is the process of transforming data into a location-based format. The users often do not follow a standardized format while collecting the building addresses. This unstructured address format introduces inconsistencies in GIS mapping [21].

There are two different ways for geocoding existing datasets, namely, geocoding Application Programming Interface (API) and a data-driven approach. Geocoding API is a commercial service provided by some of the leading mapping companies like Google, Economic and Social Research Institute (ESRI), and Bing. However, these services do not perform well if the data is unstructured and unformatted. Such services match the address based on predefined descriptive data. Furthermore, these services can be costly for geocoding large scale datasets. On the other hand, the data-driven approach implements fuzzy string matching algorithms for geocoding. This process is useful for survey-based and inconsistent data. This approach works effectively with complicated addresses and case-specific priorities. For instance, even when the address does not match correctly, this approach formulates results based on the user definition of minimum address matching criteria [21].

There are limited studies that implement geocoding using a data-driven approach. Among these, the majority of the research deals with enhancing the efficiency of address matching and, thereby, does not provide a generalized, scalable solution for different scenarios [22]. Several opportunities exist to extend the existing work for address pre-processing along with address matching [21].

2.2. GIS-based Building Energy Modeling

Building stock modeling at a large scale usually implements two approaches, namely, engineering and data-driven approaches [10]. The engineering approach uses detailed building physics to identify energy performance. These tools often require detailed inputs about geometric and non-geometric properties of buildings; failure to provide accurate inputs can produce incorrect results. Henceforth, a massive amount of data would be needed to simulate an entire district. The use of building archetypes simplifies this approach by classifying the building stock using representative buildings. Several recent projects base on urban energy
modeling used the engineering approach, including City Building Energy Saver (CityBES) \cite{23}, Urban Modeling Interface (UMI) \cite{24} and City Energy Analyst (CEA) \cite{25}. These studies mostly use engineering methods with synthetic experimental data (Table 1). As engineering methods using archetypes implement a limited number of typologies, there are numerous assumptions and uncertainties embedded in energy simulations. These assumptions directly affect the accuracy of results and hence, limit the reliability of decision-making at large scale \cite{8}.

Data-driven approaches, on the other hand, do not require detailed knowledge about the building as these approaches estimate building energy performance based on historical data either using statistical or machine learning models \cite{26}. While statistical models use sample data about buildings to build a mathematical relationship between the building’s energy consumption and characteristics \cite{11}, machine learning models implement algorithms that learn from data to predict building energy performance with minimal assumptions \cite{27}. The traditional statistics model takes input (building data) and pre-defined rules (statistical assumption/ calculations) to predict outputs such as energy use intensity and energy rating. On the other hand, the machine learning model comprises two steps. The first step uses inputs (building data), and outputs (energy use intensity and energy rating features) to train the learning model (trained model). The second step uses these rules (trained model) and model inputs (new building data) to predict the output (Fig. 1) \cite{28}. As machine learning models can predict energy performance with limited information, these approaches have gained a lot of attention in the energy sector during the past few years \cite{12}. Furthermore, these approaches often provide highest levels of accuracy using the available building energy usage data \cite{14}. However, only a limited number of studies implement data-driven approaches at multiple scales using machine learning models (Table 1).
Generally, machine learning models implement either regression or classification algorithms [12]. Regression algorithms estimate real value (numerical or continuous) output variables, such as energy consumption. The most common regression algorithms include linear regression, decision trees, random forest, deep learning, generalized linear models, gradient boosted trees, and Support Vector Regression (SVR) [29]. Classification algorithms are effective when the output variable represents a designated label (discrete or categorical), such as energy rating or building type. Commonly used classification algorithms include the nearest neighbor, naive bayes, generalized linear model, logistic regression, deep learning, decision trees, random forest, gradient boosted trees, and Support Vector Machine (SVM), rule induction, and neural networks [30].

This study implements the data-driven approach using machine learning models for building energy modeling at multiple scales. The data-driven approach delivers robust energy modeling results when building stock data is available. Mostly, building energy data-driven studies focus on either single building energy use prediction or building clusters of limited typologies [31]. These studies implement traditional statistical models, namely, linear regression, multiple linear regression, non-linear regression, and conditional demand analysis [32]. The majority of these models rely on the nature of the data; model assumptions are far too strict and not representative of reality. To counter these limitations, machine learning models use techniques such as data pre-processing, feature selection, and cross-validation to improve the quality of data before generating system models.

Few studies implement GIS-based building energy modeling using machine learning models at a large scale (Table 1). For instance, Ma and Cheng devised a framework to estimate the building energy use intensity at the urban scale by integrating GIS and big-data technology [33]. Similarly, another study by Kontokosta and Tull formulated a data-driven predictive model to estimate the city-scale energy use in buildings [34]. It is worthwhile to mention that existing studies mostly focus on formulating an urban scale framework that uses synthetic data to generate models with a limited focus on GIS modeling. For instance, Nutkiewicz, Yang and Jain developed a framework for integrating engineering simulations (synthetic data) and machine learning methods in a multi-scale urban energy modeling workflow [13]. Similarly, Abbasabadi and Azari proposed an Urban Energy Use Modeling (UEUM) framework to model urban building and transportation energy using machine learning [31]. Several opportunities exist to extend the previous literature by introducing a generalized methodology for multi-scale modeling.
Table 1: Existing GIS-based building energy modeling studies to compare the scale, approaches, application and scope.

| Paper | GIS | Scale                        | Approaches                  | Application                  | Scope | Context        |
|-------|-----|------------------------------|-----------------------------|------------------------------|-------|----------------|
| 33    | 2D  | City                         | Machine Learning            | Energy use intensity         | C     | United States |
| 35    | 2D  | Building, City               | Engineering-based           | Energy modeling              | B     | United States |
| 36    | 2D  | Building, City               | Statistical                 | Energy consumption           | R     | Italy          |
| 37    | 3D  | City                         | Engineering-based           | Energy performance           | C     | Japan          |
| 38    | 2D  | Building, City               | Engineering-based           | Retrofit analysis            | C     | United States |
| 39    | 2D  | Building, City               | Statistical                 | Built environment energy use| R     | Italy          |
| 40    | 2D  | Building, City               | Statistical                 | Energy consumption and solar potential | R | Italy |
| 41    | 2D  | Counties                     | Engineering-based           | Energy demand                | C     | United States |
| 42    | 2D  | Neighbourhood, City          | Statistical                 | Energy use                   | R     | Korea          |
| 5     | 2D  | City                         | Engineering-based           | Optimal integration of flexibilisation technologies | B | Germany |
| 13    | 2D  | City                         | Engineering-based           | Estimate wind and solar potential | C | UK |
| 14    | 2D  | Building, District           | Engineering-based           | Community energy system design and operation | C | China |
| 15    | 3D  | Building, City               | Engineering-based           | Energy performance           | C     | Global         |
| 16    | 3D  | Building, City               | Engineering-based           | Energy modeling              | R     | Netherlands    |
| 17    | 2D  | Building, District           | Engineering-based           | Building simulation          | B     | Germany        |
| 18    | 2D  | Building, City               | Engineering-based           | Energy modeling              | R     | UK             |
| 19    | 2D  | Building, City               | Engineering-based           | Thermal building simulation  | R     | Germany        |
| 20    | 2D  | Building, Neighbourhood      | Engineering-based           | Assessing energy profiles    | R     | Austria        |
| 13    | 2D  | Building, City               | Engineering-based, Machine Learning | Energy modeling          | C     | United States |
| 31    | 2D  | Building, City, Neighbourhood| Machine Learning            | Energy use modelling         | C     | United States |
| 11    | 2D  | City                         | Statistical                 | Estimating energy savings    | R     | Netherlands    |
| 21    | 2D  | Building, City, Neighbourhood| Engineering-based, Statistical| Heat consumption models     | R     | Netherlands    |
| 22    | 2D  | City                         | Statistical                 | Energy consumption           | B     | United States |
| 23    | 2D  | Building, District, Neighbourhood| Statistical                | Energy consumption patterns  | B     | Switzerland    |
| 25    | 2D  | Building, District, Neighbourhood| Engineering-based          | Analysis and optimization    | B     | Switzerland    |
| 20    | 3D  | Building, City               | Engineering-based           | Building energy efficiency   | C     | United States |
| 24    | 3D  | Building, City               | Engineering-based           | Energy use                   | B     | United States |
| 54    | 2D  | City                         | Engineering-based           | Building energy models       | B     | United States |
| 55    | 2D  | Building, Neighbourhood      | Statistical                 | Energy inefficient residential properties | R | Ireland |
| 54    | 2D  | City                         | Machine Learning            | Energy use                   | R     | United States |

Note: R, Residential; C, Commercial; B, Both Residential and Commercial;
3. Methodology

One significant challenge for urban planners and policy makers is to analyze and visualize large datasets and extract meaningful information from the data [6]. GIS-based modeling provides a framework for gathering, managing, and analyzing large scale data in a geographic context. Thus, GIS-based building energy modeling and planning helps to capture, store, and visualize in-depth information [6]. Hence, a generalized GIS-based methodology would allow for a wide variety of analyses, thereby, helping the stakeholders to maximize the analytical power of energy planning and modeling techniques [4].

The devised approach accounts for GIS-based building energy performance at multiple scales. The GIS-based mapping of multi-scale residential building energy performance follows seven steps (Fig. 2):

1. The initial step involves data collection from different resources (building stock, census, GIS and geographical data);
2. The next step focuses on geocoding of building stock data;
3. The pre-processing and feature selection step follows the geocoding procedure and employs data-driven approaches to improve the quality of the building stock data;
4. The next step, building archetypes development, uses pre-processed building stock data to identify archetypes representative of the building stock;
5. The data-driven model development step predicts building energy performance at large scale using a bottom-up approach;
6. The multi-scale GIS mapping step maps the building energy performance results; and
7. Finally, the energy planning step analyzes the modeling results for planning or decision making. This step analyzes and identifies the priority areas for implementation of long-term and sustainable energy related decisions.

![Figure 2: Overarching methodology for GIS-based mapping of multi-scale residential building energy performance using data-driven approaches](image)

The following sections describe the individual steps of the methodology in further detail.
3.1. Data Collection

The data collection process gathers the datasets required for GIS mapping. These datasets include census, geographical, building geometry, and non-geometry information. The data collection process further merges the data from these resources, which can be represented as a visualization aid to inform energy policy decisions. At the large scale, existing building databases are often a major source of information about a building stock. These existing building stock databases could be in the form of a building energy certificates database that comprises geometric as well as non-geometry information. Geometric data consist of information about the building shape, building type, building fabric, number of floors, and window-wall ratios. Non-geometric building data includes envelope U-values, construction assemblies, and Heating Ventilation and Air Conditioning (HVAC) systems properties. Furthermore, energy consumption prediction also depends on building energy performance metrics. EPC data usually provides an overview of geometric and non-geometric information in addition to the building performance metrics. Furthermore, the dataset includes building quantification data (national statistics or census data) required to determine the number of buildings present in a specific area.

Similarly, 3D GIS data modeling requires building footprint and building height data. The most appropriate standard format model is a geospatial vector data format, also known as a shapefile. The building footprint and boundary data are usually available in a shapefile format that contains points, lines, and polygons. These data can be collected for the desired area from OpenStreetMap or national geography survey, which comprise geographical data of sufficient quality. Building height can be formulated as the product of the number of floors and the average building height for a specific area [39]. Light Detection and Ranging (LIDAR) data can also be used to infer the building height. However, LIDAR data is often unavailable at the district area level [39]. Finally, the geocoding process requires the national geographical database that contains the building address with spatial information.

3.2. Geocoding

This procedure follows data collection and involves the geocoding of building stock data. This study implements a data-driven approach that uses building stock and national geographic databases (Fig. 3). Partially geocoded building stock data is supplemented with the geographical dataset that includes the geocoded addresses of the residential building stock. To effectively reduce the search space, this process segments the dataset based on cities and counties. Segmentation increases the search accuracy by ensuring that the fuzzy string algorithms only use the search spaces where the address is located.
As the data collected through surveys such as EPC data, generally contain irrelevant, incomplete, noisy, redundant, and inconsistent information, this process implements an address pre-processing procedure. The discrepancies mainly arise when the user does not follow a standardized procedure for reporting the addresses. Address pre-processing eliminates these inconsistencies using data cleaning and data transformation before the implementation of address matching algorithms. Data cleaning removes and replaces incorrect, incomplete, duplicate, and unstructured addresses with relevant words that increase the performance of a fuzzy string matching algorithm. The data cleaning process deals with spelling mistakes, missing spaces, incorrect types, abbreviations, synonyms, extra words, sounds like, and swapped letters (Table 2). The address cleaning process uses a data cleaning dictionary that comprises a list of predefined incomplete or irrelevant words along with their replacement option. Finally, the data transformation process extracts information such as street, county, city, and postal code from the addresses. This process further aids the address filtering process.

Table 2: Address cleaning task with set of examples for geocoding process

| Cleaning Task       | Input Address                      | Output Address                   |
|---------------------|------------------------------------|----------------------------------|
| Spelling Mistakes   | 123 Avenue, Dublin                 | 123 Avenue, Dublin               |
| Missing Space       | 123 Avenue, Dublin                 | 123 Avenue, Dublin               |
| Incorrect Type      | 123 Avenue Street, Dublin          | 123 Avenue, Dublin               |
| Abbreviations       | 123 Ave Rd, DB                     | 123 Avenue Road, Dublin          |
| Synonyms            | Baile Atha Cliath                  | Dublin                           |
| Extra Words         | Top Apartment No 123 Court, Dublin | 123 Court, Dublin                |
| Sounds Like         | 123 Square, Dublin                 | 123 Square, Dublin               |
| Swapped Letters     | 123 Avenue Raod, Dublin            | 123 Avenue Road, Dublin          |

Note: The above entries represent dummy addresses. Original addresses are not used due to privacy issues.

The geocoding process further implements address filtering at multiple levels, namely, house/ apartment number, street, and small area (cluster buildings nearby a street).
geocoding process uses fuzzy string matching algorithms for address comparison with existing available national geocoded addresses databases. This study compares four different fuzzy matching algorithms including Jaro, Jaro-Winkler, Levenshtein, and Jaccard, based on a matching score. All of these string matching algorithms performed well for complex string matching based on existing literature [56, 57]. These algorithms can be mathematically formulated using equations 1, 2 and 3 respectively.

\[
sim_j = \begin{cases} 
0 & \text{if } m = 0 \\
\frac{1}{3} \left( \frac{m}{|s_1|} + \frac{m}{|s_2|} + \frac{(m-t)}{m} \right) & \text{otherwise}
\end{cases}
\]

where \(|s_i|\) is the length of the string \(s_i\); \(m\) is the number of matching characters; \(t\) is half the number of transpositions. Two characters from \(s_1\) and \(s_2\) respectively, are considered matching only if they are the same and not farther than \(\left\lfloor \frac{\max(|s_1|, |s_2|)}{2} \right\rfloor - 1\). The number of transpositions defines as the half of matching characters that are not in the same index.

\[
sim_{jw} = \sim_j + \ell p (1 - \sim_j)
\]

where \(\sim_j\) is the Jaro similarity for strings \(s_1\) and \(s_2\); \(\ell\) is the length of common prefix at the start of the string up to a maximum of four characters; \(p\) is a constant scaling factor for how much the score is adjusted upwards for having common prefixes. \(p\) should not exceed 0.25, otherwise the similarity could become larger than 1. The standard value for this constant in Winkler’s work is \(p = 0.1\).

The Jaro-Winkler distance \(d_w\) is defined as \(d_w = 1 - \sim_{jw}\).

\[
lev_{a,b}(i, j) = \begin{cases} 
\max(i, j) & \text{if } \min(i, j) = 0 \\
\min \left\{ \begin{array}{l}
lev_{a,b}(i-1, j) + 1 \\
lev_{a,b}(i, j-1) + 1 \\
lev_{a,b}(i-1, j-1) + k
\end{array} \right. & \text{otherwise}
\end{cases}
\]

where \(k = 0, \text{ if } (a_i = b_j), 1 \text{ otherwise}\). \(lev_{a,b}\) is the distance between the first \(i\) characters of \(a\) and the first \(j\) characters of \(b\).

Jaccard is token based string matching algorithm. The calculation is to find the number of common string tokens and divide it by the total number of unique string tokens. Its expressed in the mathematical terms by in Equation (4).

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|} = \frac{|A \cap B|}{|A| + |B| - |A \cap B|}
\]

where, the numerator is the intersection (common string tokens) and denominator is union (unique string tokens).

The fuzzy string matching process matches the address based on two levels. The process initially matches the addresses based on house/apartment numbers at the individual building level. In the absence of house/apartment numbers, the process compares the addresses based on street names at the neighbourhood level. The matching process assigns scores between 0 to 1 to different string matching algorithms. These scores then determine the
least matching criteria to be considered as a geocoded address. The least matching criteria can be determined manually using a sample of the dataset. These geocoded addresses are then stored in the residential building stock database.

Selection of spatial projection often involves various reference coordinates that define the location of individual buildings in the stock. Geographical Coordinate Reference Systems (CRS) define spatial projection reference x, y points on the earth’s surface, such as longitude and latitude values. The common map projections in current use include the Universal Transverse Mercator (UTM) and the Military Grid Reference System (MGRS). The national geographic database usually contains spatial projection references (x, y coordinates) for addresses. Therefore, this study considers that the coordinate reference system is similar to the one used in the national geographic database while geocoding the addresses [21].

3.3. Building Stock Pre-Processing

![Building stock data pre-processing workflow](image)

Figure 4: Building stock data pre-processing workflow to enhance the quality of building stock data

The building stock pre-processing employs four sequential steps, namely, statistical analysis, data pre-processing, outlier detection, and feature selection (Fig. 4). Statistical analysis aids in extracting initial inferences and summaries from data. This analysis involves the implementation of arithmetic operations (mean, median, and mode) and subsequent visual representations (histogram, density plots, charts). Data pre-processing involves transforming real-world or raw data into an understandable format. During pre-processing, the data goes through a series of operations such as data cleaning, data integration, data reduction, data transformation, and data discretization [14].

Outlier or anomaly detection is an essential step before implementing a learning algorithm. Outliers are observation points that lie at an abnormal distance from the majority of the other values in a data sample space. Generally, the outlier detection procedure implements distance-based, density-based, and Local Outlier Factor (LOF) methods [14].
The feature selection process identifies a subset of most relevant variables or attributes for the archetype representation and learning model development. This process removes irrelevant, redundant, and less important features that do not influence the learning model performance and thereby, reduce the input dimensionality, complexity, and computational load of the learning model [14].

Considered as one of the essential machine learning concepts that hugely impact learning accuracy, feature selection usually employs engineering or data-driven methods. Engineering methods use engineering judgment and existing practices in the literature [58]. Data-driven methods use various statistical approaches to develop learning models [14]. Generally, data-driven selection methods identify and rank features based on multiple statistical tests such as information gain, variance/standard deviation threshold, correlation coefficient, and chi-square tests [59]. For instance, the correlation coefficient filters those features that closely mirror the target feature. Similarly, a variance/standard deviation threshold filters the features that have the most or extremely different values. This study uses both engineering and data-driven methods to identify a subset of most relevant features. In the first step, the engineering method determines optimal features based on existing studies. In the next step, the data-driven selection method identifies features using multiple statistical tests. However, the type of feature selection depends upon the total number of features and data quality.

3.4. Building Archetypes Development

Building archetypes development requires two major sub-steps such as segmentation and characterization. The segmentation process determines the number of archetype buildings required to represent the residential building stock at multiple scales. There are various criteria for the segmentation of the building stock, for instance, building type, construction year, climate zone, or spatial information [7].

The characterization process determines the physical properties of each building archetype, such as building fabric, heating system, lighting, and hot water equipment [8]. This process estimates the values of the building archetype features on the basis of segmentation criteria using a data-driven approach. The segmentation criteria groups the data, and then performs the aggregation operation on each cluster to retrieve the properties of each archetype. The aggregation could be done by applying arithmetic or geometric mathematical operations (mean, median, or mode). The resulting aggregated value represents the characteristics of one building archetype.

This study generates the archetypes at the local level rather at the national or city level for fine-grained analysis using the average virtual building approach based on the statistical building data. Therefore at the local level, the formulated archetypes represent the entire cluster of buildings in that local area, which aids in the formulation of the entire building stock data. Local area archetypes provide a twofold advantage. Firstly these archetypes tackle the problem of data availability for modeling. Secondly, local level archetypes indirectly address the data privacy issues by using small areas for GIS mapping and model development.
3.5. **Data Driven Building Energy Model Development**

The large scale machine learning model development for building energy performance using a data-driven approach requires multiple steps (Fig. 5). The model development process uses pre-processed building stock data and begins with data splitting for training and testing purposes, followed by the implementation of learning algorithms. The process then analyzes the performance of the developed learning model.

Data splitting is the process of dividing the dataset into training and testing sets. The training dataset is a subset of the data that is used to develop the trained model. The testing dataset is a subset that evaluates a model to estimate the unbiased final performance of models. The most common approach for data splitting is using random data sampling, which splits the data randomly into 80%-20% split for training and testing, respectively [14].

![Figure 5: Machine learning model development process to predict residential building energy performance using data driven approach](image)

The machine learning model development process implements classification algorithms to formulate a learning model. Classification forms part of a supervised machine learning algorithm that predicts the class of the given set of data points; classes are also known as labels or categories. This study employs eight different classification algorithms for energy prediction, namely, Naive Bayes, Generalized Linear Model, Logistic Regression, Deep Learning, Decision Trees, Random Forest, Gradient Boosted Trees, and Support Vector Machine. These eight algorithms offer excellent performance when used for energy classification, prediction, or forecasting, as evident from previous studies [29, 12].
Model evaluation tests the effectiveness of the classification models. Some of the evaluation metrics include ACCuracy (ACC), precision, recall (Equations 5, 6, 7), and execution time [29].

\[
\text{precision} = \frac{TP}{TP + FP} \\
\text{recall} = \frac{TP}{TP + FN} \\
\text{ACC} = \frac{TP + TN}{TP + FP + FN + TN}
\]

where True Positives (TP) are the cases, which are predicted positive and are actually true. True Negatives (TN) are the cases, which are predicted negative but are true. False Positives (FP) are the cases which are predicted positive and are actually false. False Negatives (FN) are the cases, which are predicted negative but are false.

Generally, the classification algorithm performance can be evaluated using accuracy. Accuracy represents the ratio of correctly predicted observations to the total observations. Larger values of accuracy signify better model performance. However, accuracy gives inappropriate results for imbalanced output labels. Therefore, this study considers alternative performance measures such as precision and recall metrics in addition to accuracy. Precision represents the number of positive class/label predictions that actually belong to the positive class/label. Similarly, recall is the number of positive class predicted out of all positive results in the dataset. Precision or recall can be used in the form of a confusion matrix that shows the overall performance summary of the class prediction results. A confusion matrix represents a specific table layout that provides a visualization of the classification algorithm performance. This study also considers the computation time for learning model development because the model development process should be efficient for large scale building stock data. Finally, the best-trained learning model based on performance indices is further used for predicting building energy performance for the entire building stock.

3.6. Multi-Scale GIS Modeling

This process maps the building energy performance results at multiple GIS scales, ranging from the individual building level to the national level. Due to the limited availability of individual building data on a national scale, the learning model predicts building energy performance by using building archetypes. Therefore, the learning model uses input features from the developed building archetypes at the local level in Section 3.4. These building archetypes help to generate individual building’s data on a national scale. This study devises the building archetypes at a small area/neighborhood scale to conduct finely grained analysis. The data-driven multi-scale GIS modeling process uses the concept of a bottom-up approach for modeling the entire building stock. The modeling process comprise two major phases, namely, building modeling and multiple-scale modeling (Fig. 6).
The first phase implements GIS modeling at the building level using the developed learning model (described in Section 3.5). The process begins with the collection of input feature data for the entire building stock. This process extracts input features from multiple sources such as building archetypes, geographical, and census data and feeds these features to the best-trained learning model for building energy performance prediction. The building archetype data helps to gather input feature values for the entire building stock. The input features include the original features used to create the best training model. The geographical or census data comprise the quantification data of buildings (number of buildings) at each geographic scale. In the next step, the best learning model predicts the building energy performance for the entire building stock. Finally, the predicted results are further used for 2D or 3D GIS modeling of each residential building. 2D GIS modeling requires the building footprint to map the building energy performance. 3D GIS modeling is done by extruding the building footprint through building height data.

In the second phase, building scale energy performance prediction results could be further extended to multiple scales such as small area, district, city, and county scales. The process uses the bottom-up concept to aggregate the building level results to a higher geographical level. Therefore, the spatial join or aggregation approach is used for multiple scale GIS modeling. A spatial join is a GIS operation that aggregates data from one geographical layer to another from a spatial perspective. The spatial join mapping at large scale requires shapes file for each scale. The spatial join process includes individual buildings, small areas and neighborhoods. Aggregated individual buildings represent small areas. All buildings in the small area aggregated to districts. On a similar note, district level predictions could be used to model cities or counties. Finally, the process combines the predicted 2D and 3D building layers to formulate the complete map for building energy planning and analysis.
3.7. Building Energy Planning and Analysis

This process implements the mapping of results for energy planning. The generated maps aid interested stakeholders when analyzing and identifying the priority areas for implementing energy-efficient strategies. The results can further be used to identify areas where energy policymakers can run targeted community-based events/campaigns to increase retrofitting activity. Compared to broad mass campaigns, targeted community based retrofit campaigns are more likely to be successful in increasing the retrofit activity in an area [60].

As data integration from different resources is a significant challenge for large scale GIS mapping, this process also implements a GIS-based Multi-Criteria Decision Analysis (MCDA) approach to support complex decision-making with multiple sources of decision analysis data [9]. MCDA approach helps to facilitate decision-makers to make the best possible decision with the consideration of multiple criteria. Furthermore, this approach is useful when various stakeholders have conflicting goals, objectives, and interests. The GIS-based MCDA approach is commonly used for the assessment of renewable energy potential, waste management, forestry, agriculture, and the environment sector [61]. In this research, the GIS-based building energy performance prediction results can be integrated with decision analysis data such as social, economic, or environmental data for complex decision making at a large scale (Fig. 7). GIS-based MCDA involves multiple steps for decision making analysis, namely,

1. Define the problem and set the goal or objective for decision-making analysis. An objective could be in terms of strategic policy or higher-level project output, such as economic, social or sustainable development;
2. Collect decision making data and predicted results in GIS layers format based on the MCDA objective. The spatial decision analysis data can be collected from a national census or spatial database;
3. Determine the appropriate thresholds for decision-making criteria or factors for each spatial layer. This could be acquired from experts’, stakeholders’ opinions, or existing literature from relevant fields. Each layer criterion must be measurable so as to reflect the performance for individual objectives;
4. Standardize or transform the criterion layers onto a relative scale. The process allows the comparison between each of the criterion layers and expert knowledge with meaningful scores;
5. Determine the weight (as a percentage) of each criterion based on its priority, importance, and objective. Generally, the Analytical Hierarchy Process (AHP) method is used for determining the weight of each layer [62]. AHP is a pairwise comparison approach that uses the experiences of experts or stakeholders’ to estimate the weight. Furthermore, such a method allows both experts and stakeholders equal opportunity to give their input to derive qualitative and quantitative importance of each layer;
6. Aggregate or combine the generated layers based on criteria with defined weights. The final multi-criteria aggregated map developed using the Weighted Linear Combination
(WLC) technique could be used to obtain the suitability (priority) index or score $S_a$ of each area $a$ as follows (Equations 8) [63]:

$$S_a = \sum_{i=1}^{n} w_i x_i$$  \hspace{1cm} (8)

where $w_i$ is the calculated weight of criteria $i$ as defined in step 5; $x_i$ is the score of the area, $a$ with respect to $i$ criteria determined in step 4, and $i = 1, 2, ..., n$ where $n$ is the total number of weighted criteria; and

7. Validate, and analyze the final GIS map.

---

Figure 7: Multi-Criteria Decision Analysis (MCDA) approach using multiple GIS data for decision-making [64]

4. Case Study

The main objective of this case study is to develop a GIS-based building energy performance calculation methodology for the entire building stock of Ireland. The methodology integrates a data-driven approach with bottom-up modeling to predict (estimate) the building energy performance at multiple scales using spatial information. This study demonstrates the application of the devised approach using the Irish residential building stock. The geographical scale considered in Ireland at multiple levels including county, city, electoral district, and small area level. This allows for analysis of building energy performance at different spatial resolutions. This research proposes a GIS-based framework for multi-scale mapping of residential building energy performance that could act as a visual analysis tool for energy policymakers.

4.1. Data Collection

Collection of urban scale building stock data is quite challenging as individual building information is often unavailable. The data collection process involves the acquisition of raw building stock data from different sources, namely, EPC dataset, building census dataset, building footprint data, building geographical data, GIS data (shape files of small areas, districts, cities) and data from energy efficiency programs administered by the Sustainable Energy Authority of Ireland (Table 3).
Maintained by the Sustainable Energy Authority of Ireland (SEAI), the EPC (also referred to as Building Energy Rating (BER) certificate) dataset of the Irish residential stock represents the measured building stock and comprises more than 200 building features that include building fabric, heating systems, estimated end-use CO\textsubscript{2} emissions, estimated delivered, and estimated primary energy consumption. The Irish EPC dataset contains a building energy rating for each building which ranks the energy performance of the building on a graded scale from G to A1 based on the estimated energy consumption per metre squared per year \cite{65}. The Irish EPC dataset contained approximately 695,000 residential buildings (at the end of year 2019) with the major proportion of building ratings lie within C1 and D2, with the highest percentage of building type being semi-detached and detached houses (Fig. 8).

The Irish census which is conducted every four years by the Central Statistics Office (CSO) collects a number of data points on the building in which the respondent lives. The census therefore provides the number of buildings in each geographical area \cite{68}. According to the CSO 2016 dataset, there are approximately 1,983,715 residential buildings in Ireland, as opposed to the EPC dataset that consists of 695,000 residential buildings. This suggests that the EPC data is available for only $\approx 39\%$ of the residential building stock \cite{70}. This study employs machine learning algorithms to predict the energy rating of the remaining 61\% of the stock by using limited variables.

The GeoDirectory database contains geographical information about the entire building stock of Ireland \cite{66}. As the GIS mapping process requires geocoded buildings, a geocoding technique transforms the EPC building database using the GeoDirectory database. Published by An Post (Irish Postal Service) and Ordnance Survey Ireland, this database comprises geocoded addresses of 2,014,357 residential buildings.

The Irish retrofit housing scheme dataset contains quantitative data for residential buildings that have completed energy upgrades through one of SEAI’s programs. Homeowners

| Data Type          | Case Study Data Source                                      | Publisher                      |
|--------------------|-------------------------------------------------------------|--------------------------------|
| Building Stock     | Irish EPC (BER) Database                                    | SEAI                           |
| Geographic data    | GeoDirectory \cite{66, 67}                                   | An Post/ Ordnance Survey Ireland |
| GIS data           | Ireland Counties, Districts, small area shapes files \cite{68} | Central Statistics Office     |
| Census             | Irish Census database \cite{68}                             | Central Statistics Office     |
| Building Footprint | Dublin City Building footprint \cite{67}                    | Ordnance Survey Ireland       |
| Building Height/ LIDAR data | Dublin City Building Height Shape File | UCD School of Geography |
| Decision Analysis data | Irish Residential Energy Efficiency Program Data \cite{69} | SEAI                           |
apply to SEAI for grants which subsidise the cost of their upgrades. Maintained by SEAI, the dataset comprises 265,182 retrofitted buildings and includes homes which have been upgraded through one of SEAI’s energy upgrade programs such as Better Energy Homes, Warmer Homes, Better Energy Communities, and the Deep Retrofit pilot program [69].

This study uses the multi-scale concept for GIS mapping for individual Irish buildings, small areas, districts, cities, and counties. Each small area represents a group of buildings, and a cluster of small areas constitute one district. The mapping process maps the predicted building energy rating to the building stock. Based on information available from CSO, Ireland comprises 26 administrative counties, 5 cities, 139 municipal districts, and 18,641 small areas with more than two million residential buildings. The building footprint and boundaries of small areas, districts, cities, and counties levels are obtained from Ordnance Survey Ireland [67]. Published by the School of Geography at University College Dublin, individual building height data are only available for the residential stock of Dublin city. It is worthwhile to clarify the differences in 2D and 3D GIS mapping structures implemented in this case study. The 2D map represents the building energy performance at all multi-scale levels for Ireland. On the other hand, the 3D map only represents the building energy performance at the Dublin city level.

4.2. Geocoding

The lack of geocoded data poses a significant challenge when implementing GIS mapping. As the Irish EPC dataset does not include geocoded addresses, the geocoding process assigns a geocode to each residential building in the EPC dataset using a state of the art
Java based programming algorithm (Algorithm 1). As processing of the entire Irish building stock requires huge computational resources, this study implements a parallel programming method that uses multiple processes to improve the computational time. The geocoding process uses two datasets, namely, the Irish residential building EPC dataset (contains the addresses for geocoding) and the Irish GeoDirectory database (contains the geocoded addresses of residential buildings). In this case study, the GeoDirectory database contains three different geographic coordinate systems that assign the unique reference projections of each building, namely, Irish Grid (East, North), Irish Transverse Mercator (East, North), and ETRS89( longitude, latitude). The geocoding procedure then segments the data based on cities and counties. It is of paramount importance to implement a pre-processing technique on the aforementioned datasets as the EPC data collection process is manual and the data lacks geocoded features (longitude and latitude). Moreover, the EPC assessors may or may not follow a standardized procedure to fill geographical information such as address, postal code. Address pre-processing eliminates these inconsistencies before the data can be used to implement any address matching algorithms. The pre-processing procedure normally comprises data cleaning and data transformation tasks.

The geocoding process uses the processed EPC dataset to implement the fuzzy matching algorithms for string matching. This study compares four different fuzzy matching algorithms, namely, Jaro, Jaro-Winkler, Levenshtein, and Jaccard. The string matching process filters and compares the addresses in two levels. The first level compares the EPC addresses that contain house or apartment number with all the addresses in GeoDirectory database at individual building level. The second level compares those EPC addresses that do not contain house or apartment numbers with the nearest small areas in GeoDirectory database. The string matching process then compares the algorithms on the basis of a matching score, which determines the least matching criteria for geocoding addresses in the EPC dataset (Table 4). The results indicate that the minimum matching scores for Jaro-Winkler, Jaro, Jaccard algorithm, and Levenshtein are 0.90, 0.80, 0.50, and 0.50, respectively, for building level comparisons (Table 5). On a similar note, the minimum matching scores for Jaro-Winkler, Jaro, Jaccard algorithm, and Levenshtein are 0.85, 0.75, 0.40, and 0.40 respectively for small area level comparisons (Table 5). Finally, the results of address matching are stored in the database for GIS mapping.
Algorithm 1: Algorithm pseudocode for geocoding of Irish EPC data

Result: Building stock geo coded database
Data: EPC database as epc
Data: GeoDirectory database as geo
Data: Cleaning dictionary as clean_dic

split epc based on counties as epc(county);
split geo database based on counties as geo(county);

while read all Irish counties as county do
  clean epc(county) using clean_dic as epc_clean;
  filter epc_clean as epc_num;
  filter epc_clean as epc_without_num;
  Geocoding(epc_num, geo(county));
  Geocoding(epc_without_num, geo(county));
end

Function Geocoding(nongeo_db, geo_db)

while read all nongeo_db addresses do
  while read all geo_db addresses do
    call string matching algorithm;
    calculate score;
    sort and select highest score;
    if highest score match criteria then
      add to geo coded database
    end
  end
end

Table 4: Fuzzy string matching algorithm example to explain geocoding criteria for Irish addresses

| Address                                      | Matched Address             | JW  | JO  | JD  | LV  | Criteria |
|----------------------------------------------|-----------------------------|-----|-----|-----|-----|----------|
| 123 UCD Merville Reception, Belfield, Dublin 4 | 123 UCD Merville, Belfield  | 0.88| 0.80| 0.57| 0.57| Pass     |
| 123 UCD Square, UCD road north UCD, Dublin 6W | 123 UCD Square, 6W         | 0.85| 0.75| 0.40| 0.40| Pass     |
| 123 UCD Avenue Dublin 4                      | 123 UCD Avenue, Belfield    | 0.90| 0.84| 0.67| 0.68| Pass     |
| UCD Avenue, UCD, Dublin 4                    | UCD Avenue, Belfield Campus, Dublin 4 | 0.87| 0.78| 0.59| 0.62| Pass     |
| 12 UCD , Blackrock Campus, Co.Dublin         | 123 UCD, Belfield Campus, Dublin 4 | 0.76| 0.70| 0.59| 0.68| Fail     |
| 12B, UCD Block B, Blackrock, Dublin 4        | 12B, Block B, Dublin 1      | 0.78| 0.63| 0.55| 0.58| Fail     |

Note: The above entries represent dummy addresses. Original addresses are not used due to privacy issues.
Table 5: Geocoding criteria for fuzzy string matching algorithm of Irish EPC residential building dataset

| Algorithm                      | Building Level Criteria | Small Area/ Street Level Criteria |
|--------------------------------|-------------------------|----------------------------------|
| Jaro Winkler (JW)              | 0.90                    | 0.85                             |
| Jaro (JO)                      | 0.80                    | 0.75                             |
| Jaccard (JD)                   | 0.50                    | 0.40                             |
| Levenshtein (LV)               | 0.50                    | 0.40                             |

4.3. Building Stock Pre-Processing

The building stock pre-processing procedure extracts the Irish building characteristics and associated energy usage using data-driven methods. These methods include the initial statistical analysis, data pre-processing, outlier detection, and feature selection techniques.

An initial statistical analysis of density plots for the roof and floor U-values reveals that the entire spectrum of U-values contains a significant number of zeroes (Fig. 9). The data pre-processing step eliminates these inconsistencies; average values for features (identified using clustering of building type) missing values in the dataset. Data pre-processing also involves data filtering and data transformation. While data filtering removes irrelevant data instances, data transformation converts all categorical and nominal values into numerical values as data-driven techniques usually processes numerical values. Furthermore, the data transformation technique reduces several combinations of rating classifiers (for instance, A, B, C, D, and EFG) from the existing rating labels (A1, A2,..., E, F, G) [55]. The classifiers generate clusters of adjacent energy ratings. For instance, the classifier labeled EFG comprises the individual rating labels E, F, and G. This is done to determine whether reducing the number of classifiers will affect the learning model efficiency used in the prediction of building energy rating. Furthermore, the ten residential building types in the EPC dataset are merged into five major ones, namely, apartments (top, middle, ground, maisonette), semi-detached houses, detached houses, terraced (middle or end) houses, and bungalows (houses). This is essential to ensure the consistency of building types in the GeoDirectory dataset.

This study implements the LOF algorithm to remove the outliers from the EPC dataset because this algorithm is viable for large datasets [14]. The LOF algorithm uses the distance function to measure the density of objects amongst each other. The Euclidean distance measure is used with the LOF algorithm for this case study. The lower and upper bounds for minimum points for the distance measure are set to 10 and 20, respectively. The results indicate that the EPC dataset contains a significant number of outliers; for instance, in the building window, wall roof, and floor u-values in the EPC dataset (Fig. 9).
Figure 9: Density plots of building fabric (wall, window, floor and roof) U-values (W/m²K) for Dublin city consisting of more than 250,000 residential buildings with the mean value to illustrate the initial statistical analysis.

While the EPC dataset contains more than 200 variables, this study considers only the influential variables for archetype and learning model development. The case study uses both engineering and data-driven methods to identify a subset of most relevant features. In the first step, the engineering method determines 63 features out of more than 200 features based on existing studies [14, 71]. In the next step, the data-driven selection method identifies 43 features out of selected 63 features based on multiple statistical tests such as variance/standard deviation threshold and correlation coefficient. The correlation coefficient removes those features that closely mirror the output feature. The output feature in the EPC data is building energy rating label expressed in terms of primary energy (kWh/(m²·yr)). A correlation of less than 0.01% and more than 50% suggests that the feature has no significant influence on the building energy rating. The standard deviation threshold method eliminates features that are too similar or dissimilar. The removed features either include those that are more than 90% of all values being identical or features with lots of missing values. For instance, floor level features such as floor fabric U-values do not fulfill the set criteria as nearly all values are identical. EPC assessors, while performing surveys, often submit default values for floor level features due to the absence of accurate data. Other eliminated features include the date, ID, and target value.

The feature selection process lists 43 influential features out of the initial 200 features. These 43 features can be categorized based on building envelope, building fabric heating system, hot water, spatial and output labels (Table 6). The final processed data comprise only improved quantitative building stock information, which is used for archetype formulation and learning model development.
Table 6: Selected features and their types form Irish EPC dataset for data-driven model development

| Features Type       | Features                                                                 |
|---------------------|---------------------------------------------------------------------------|
| Building Envelope   | No of stories, area (ground, floor, wall, door, roof, window and total physical), living area percent and year of construction. |
| Heating System      | Efficiency (main, supply and adj factor), supply heat fraction, fuel (main, supply) and central heating boiler thermostat. |
| Hot Water           | Fuel (main, supply) and water storage volume.                              |
| Building Fabric     | U-value (wall, door, roof, floor, windows and fabric), total area (opening and loss fabric), percent open area, insulation thickness, insulation type, avg u-value openings, thermal mass category, primary circuit loss and most significant type (window, roof). |
| Spatial             | Small area and county code.                                               |
| Output Label        | Energy rating                                                             |

4.4. Building Archetypes Development

The building archetypes development procedure involves two essential processes, namely, segmentation and characterization. For the building stock under consideration, the segmentation, using building type criteria, identifies five types of buildings. As individual buildings in the structured dataset contain their own set of values for different variables (features), the characterization process aggregates (median) these values for buildings that belong to one particular segment (archetype). Thus, the aggregation results in a single set of values for associated variables. These aggregated values for each building type represent the characteristics of an individual building archetype. This study implements aggregation at the small area level using building type segmentation for granular level analysis. As per the analysis, there are 18,641 small areas in Ireland. Five different building types exist in the GeoDirectory database, namely, apartments, terraced houses, detached houses, semi-detached houses, and bungalows. This process resulted in the identification of 93,205 small areas building archetypes on the basis of building type segmentation that represent more than two million residential building in Ireland.

4.5. Data Driven Building Energy Model Development

This process involves the formulation of a building energy performance machine learning classification model. The process begins with data splitting, which randomly splits the Irish EPC dataset into two groups to create training and testing datasets.

This study employs and compares eight algorithms to devise the classification model, namely, Naive Bayes, Generalized Linear Model, Logistic Regression, Deep Learning, Decision Tree, Random Forest, Gradient Boosted Trees, and Support Vector Machine. The algorithms are compared on the basis of different classifications of energy ratings. The training process considers seven classifications of energy ratings. The results show that deep learning algorithms can effectively handle complex and high-dimension data with a large number of input features (such as the Irish EPC dataset used in this case study). On a similar note, the GBT algorithm effectively handles datasets with both categorical and numerical
values. Furthermore, both algorithms can handle missing entries in the dataset, thereby, enhancing the model accuracy. Although studies have shown that SVM is often the optimal choice for building energy prediction, the algorithm is certainly not suitable when handling large datasets. Deep learning algorithms deliver high accuracy for a significant number of classification scenarios when compared to other algorithms. Although the interpretability of deep learning algorithms is less compared to algorithms like classification and regression trees, the high number of input features reduces the interpretability of classification and regression trees by a significant proportion.

![Figure 10: Comparison of different building energy rating classification along with performance analysis of learning model for using Irish EPC dataset.](image)

The classification A, B, CD, and EFG returns the highest accuracy of 88% using the deep learning algorithm (Fig. [10]). It is worthwhile to mention that this classification is acceptable for stakeholders; the goal is often to identify the buildings with significantly poor performance. These findings indicate two significant conclusions. The developed data-driven model could calculate a building’s energy rating using a limited number of input features with the highest accuracy. Furthermore, the model accuracy could be improved by aggregating lower energy rating labels. For instance, the highest model performance with actual energy rating classification (A1, A2, ..., E, F, G) is 76% and the model accuracy experiences an increase of 12% with aggregated classification (A, B, CD, and EFG) using the deep learning algorithm (Fig. [10]).

The selected learning model comprises four energy rating classifiers, namely, A, B, CD, and EFG. The model delivers the highest accuracy of 88% using the deep learning algorithm that uses 43 input units with 2 hidden layers, each of size 50 units and 4 output units (Fig. [11]). A deeper investigation of the model using the confusion matrix indicates that the precision of four output classes is between 75% and 95%. A confusion matrix is a table that describes the performance of each label in the classification model. Similarly, the recall values are...
between 76% and 99% for the four output labels. The precision values are the highest for the EFG class (95%), indicating that the model correctly predicts 14,522 out of all 15,254 prediction results. The recall values are the highest for the A-class (99%), showing that the model accurately predicts 1899 out of all 1920 actual results (Table 7).

![Deep learning model architecture](image)

**Figure 11**: Deep learning model architecture based on 1 input, 2 hidden and 1 output layer for prediction of building energy rating using Irish EPC data.

| true A | true CD | true B | true EFG | class precision |
|--------|--------|--------|----------|----------------|
| pred. A | 1899 | 63 | 336 | 24 | 82% |
| pred. CD | 4 | 40720 | 313 | 4452 | 90% |
| pred. B | 17 | 1997 | 6312 | 38 | 75% |
| pred. EFG | 0 | 626 | 106 | 14522 | 95% |

**Table 7**: Confusion matrix depicting the overall summary of prediction results obtained using deep learning model for Irish EPC residential building data.

4.6. **GIS Building Energy Performance Mapping**

This process involves the mapping of EPC prediction results at multiple scales, which range from the individual building level to the national level. The developed building archetypes use 43 input features to represent the unique buildings in small areas. These archetypes represent the entire Irish building stock using the GeoDirectory dataset. The formulated deep learning model uses the values of 43 input features to estimate the building energy performance of the whole building stock. The mapping process maps these modeling results to obtain 2D and 3D GIS maps using ArcGIS tool. As mentioned earlier, the 3D GIS maps only consider the building stock of Dublin city as building footprint, and height data are only available for this particular region (Fig. 12).
Figure 12: 3D map of Dublin city shows the predicted building energy rating across different buildings; each building represents a small area building archetype using ArcGIS online tool.

Figure 13: Irish multi-scale map shows the percentage of EFG building energy rating prediction results that helps to estimate energy demand distributions at multiple-scale

Finally, 2D GIS-based building scale energy performance prediction results are further extended to small area, district, city, and national scale by using a spatial join or aggregation approach. The process uses a bottom-up approach to aggregate the energy performance
prediction results from building to a national scale. The process starts with the spatial aggregation of building energy rating results at a small area level. The next step aggregates all small area predictions to district, city and county levels. The developed map can be used to visualize the distribution of energy ratings at multiple scales. For instance, the results can help identify the percentage of poorly performing buildings (EFG rating) for multiple levels (Fig. 13).

The results indicate that the highest percentage of predicted EFG ratings belongs to Dublin, Cork and Galway city councils that represent 34%, 24% and 24% of total residential buildings respectively. (Fig. 14). Moreover, when implementing the Dublin district-level analysis, results indicate that city center districts (Dublin 1 and Dublin 2) have the highest number of EFG ratings (Fig. 15). Similarly, stakeholders can identify the distribution of small area energy ratings of specific districts such as Dublin 1 or Dublin 2. Furthermore, for each small area, 3D building modeling results help to perform fine-grained analysis.

The developed multiple-scale map helps the decision makers to identify areas where there are a large number of energy inefficient buildings. This information can then be used to conduct targeted community based social marketing which can increase the rate of retrofit in the area. The map also identifies clusters of Irish residential buildings with a poor energy performance that further suggests which area has poor levels of insulation and heating systems performance. The results further reveal heating or electrical demand in a given area for energy planning purposes. For instance, the map can identify areas where district heating projects may be efficient.

Figure 14: Proportion of energy rating predictions for Irish cities/counties expressed in percentage.
4.7. Building Energy Performance Planning and Analysis

This process involves the application of GIS maps for energy planning and decision making. For this particular case study, the main goal is to identify areas in the Irish counties where energy policymakers can run targeted community-based events/campaigns to increase retrofitting activity. Hence, this process implements the Multi-Criteria Decision Analysis (MCDA) approach to formulate planning decisions. It is worthwhile to note that the GIS-based building energy performance prediction results can be integrated with decision analysis data.

Three different decision analysis data layers, such as retrofit grant, population, and socio-economic (household income), are considered for implementing complex decision-making and decision analysis. The Irish retrofit grants refer to the financial support available for homeowners to upgrade their residential buildings. The support subsidizes the cost of energy efficiency upgrades. Population and socio-economic data are collected from the Irish census database. This analysis would aid in the implementation of retrofit activities that enhance the energy performance of buildings and thereby, reduce energy consumption. Furthermore, the results can also help the urban planners for energy-based planning and decision analysis.

This case study focuses on the small areas of Dublin Fingal county which contain more than 114,000 residential buildings to demonstrate the application of GIS-based MCDA analysis using the ArcGIS tool. Each layer clearly indicates the non-priority areas as well as the priority areas based on defined criteria. The first layer, predicted EPC energy rating, represents small areas that have more than 40% EFG rated buildings. The total land priority area for the EFG rating layer is estimated to be 66 $km^2$, which accounts for about 14% of the entire Dublin Fingal area. The second layer, population, represents the number of building inhabitants with greater than 300 inhabitants in a small area. The total land priority area for the population layer is estimated to be 373 $km^2$, which accounts for about 77% of the entire Dublin Fingal area. The third layer, represents the distribution of retrofit grants over
an area which received with a maximum coverage of 20%. The total land priority area for the retrofit grant layer is estimated to be 385 $km^2$, which accounts for about 80% of the entire Dublin Fingal area. Finally, the fourth socio-economic layer represents the criterion of greater than 60% of low-income households in the small area. The total land priority area for the socio-economic layer is estimated to be 433 $km^2$, which accounts for about 90% of the entire Dublin Fingal area (Table 8).

Table 8: Map layers criteria with weights and source for multi-criteria decision analysis of Dublin Fingal County.

| Layers          | Criteria                             | Weight | Source                      |
|-----------------|--------------------------------------|--------|-----------------------------|
| Socio-Economic  | Area having low income household % greater than 60 | 0.58   | Central Statistics Office   |
| EFG Energy Rating | EFG energy rating buildings % greater than 40 in small area | 0.25   | Prediction Results          |
| Retrofit Grant  | Retrofit grant received area % less than 20% | 0.11   | SEAI                        |
| Population      | Greater than 300 inhabitant in small area | 0.06   | Central Statistics Office   |

The final map indicates the aggregated operation of the weighted criteria maps (socio-economic, population, retrofit grant) including the predicted energy rating map. The weights are assigned to each layer using the Analytical Hierarchy Process (AHP) method. The highest weight of 0.58 is assigned to the socio-economic layer, followed by the 0.25 weight assigned to the EFG rating layer. The 0.11 weight is assigned to the retrofit grant and 0.06 weight assigned to the population layer. The final aggregated map categorizes the priority areas into five classes: non-priority, low priority, medium priority, high priority, and extreme priority areas. The land area for the total extreme priority category is estimated to be 41 $km^2$, which accounts for about 9% of the total Dublin Fingal area. The high priority land area is estimated to be 274 $km^2$, which accounts for about 57% of the entire Dublin Fingal area. The medium and low priority land areas are estimated to be 88 and 35 $km^2$, which accounts for about 18% and 7% of the total Dublin Fingal area respectively.

The final developed maps from this analysis aid stakeholders to analyze and identify the priority areas for implementation of sustainable energy decisions. The map indicates the areas that are most beneficial for targeting community-based campaigns to increase the retrofit activity (Fig. [16]). Furthermore, when considering the Irish building stock, stakeholders would be interested in identifying the potential areas where the need for heavily subsidized retrofit schemes would be high. For instance, such an approach could inform SEAI determine potential targets to increase the uptake of the Warmer Homes program.
The real-life application of MCDA analysis could be further extended to support urban decision-making and facilitate energy planning and analysis in urban areas by minimizing CO\textsubscript{2} and energy usage. For instance, there are 4918 residential EPC rating buildings identified in the high priority area. Upgrading the buildings in the A-rated building will reduce $\approx 1751$ MWh/m$^2$/yr EUI savings and $\approx 407$ tonnes/m$^2$/yr in CO\textsubscript{2} reduction. These estimates would help urban planners in targeting renovations in areas of particular interest. Furthermore, the policymakers would keep track of the builder sector in terms of energy efficiency and carbon emissions.

5. Discussion

Planning urban energy systems often involves the use of limited building stock data to devise and implement energy policy decisions at multiple scales. The proposed data-driven methodology uses the limited building stock data to facilitate planning at various scales. Although the Irish Energy Performance Certificate database represents only 39% of the entire residential building stock, the devised methodology uses this limited data (650,000 Irish EPCs) to predict the energy performance of more than 2 million Irish residences using deep learning algorithms. Alongside this, the methodology identifies a list of influential building features that will further aid the planning process by substantially reducing the scope of the required analysis. Integrating the prediction results with a spatial aggregation...
approach would further aid the stakeholders identify areas in Irish counties where energy policymakers can run targeted community-based campaigns to increase retrofitting activity.

Although the proposed methodology can be applied generally, the approach has limited applicability due to the availability of required data. As the approach is data-dependent, the scale and quality of the available data has a huge impact on the generated results. These limitations are expressed in further detail as follows.

- Data Quality: GIS-based modeling uses building stock data normally acquired through surveys. For instance, building energy rating assessors collect and assemble the EPC manually. Although each country measures data quality and mandates that assessors follow defined standards, the process is prone to human error. Similarly, as geocoding requires high resolution data, accessing GIS data at fine granular level would pose a significant challenge when implementing this methodology.

- Computational Time: This study uses a national building stock database that contains a massive amount of data. Implementation of processes, namely, geocoding, data preprocessing and learning model development with such databases would required significant computational power. This study uses a server that comprises 2 x Intel Xeon E5-2697 CPUs with 30 MB cache on each processor, 48 cores and 256 GB of RAM. The computational time of the eight learning algorithms considered in the case study might be different for a different system.

- Building Archetype Development Approach Bias: In this case study, the archetypes are developed at a small area level for fine grained analysis. However, the availability of data required for archetypes development at lower scales could pose a significant challenge. It is worthwhile to mention that the case study uses only the building type as the segmentation criterion for archetype development. Construction age has also been extensively used as the segmentation criterion and plays a crucial role in archetype development. However, construction age data was not available in the quantification dataset for GIS mapping. Hence, the archetypes are formulated using only the building type characteristic.

- EPC Coverage Bias: The representativeness of building performance data is hugely dependent on the rules governing the EPC in each country. For instance, the EPC regulation in Ireland mandates that every house on the market must complete a EPC before the house can be sold/rented. These houses could significantly differ from the total building stock. Henceforth, model built on areas with a low overall EPC coverage will lead to somewhat inaccurate estimates of the total quality of the building stock.

6. Conclusions and Future Work

The research conducted in this paper identifies a generalized data-driven methodology based on the bottom-up approach for mapping of residential building energy performance at multiple scales. Urban planners and energy policy makers often face significant challenges when implementing sustainable energy analysis and planning at a large scale due to
the complexity of the energy system. From the individual building level to the national level, system complexity increases exponentially, mainly due to a significant increase in the number of buildings and associated data resources. This research formulates a methodology to effectively integrate various data resources using machine learning algorithms; this can facilitate energy planning at multiple scales. The proposed method can estimate building energy performance from local to national scale with limited knowledge of building dynamics. This study deploys a bottom-up approach for detailed qualitative and quantitative analysis. Modeling results help in the development of an energy efficiency footprint of buildings at the urban scale.

The methodology devised in this study proposes a generalized solution for energy planning and decision making at multiple scales. The solution uses limited available resources such as energy performance certificates, geographical, spatial, census, and retrofit project data to predict the building energy performance. The study uses a data-driven technique to geocode building stock data for spatial mapping. The results further indicate that the data-driven approach coupled with the spatial data could enhance the quality of existing data and extract meaningful knowledge for decision making. The bottom-up data-driven approach predicts the building energy performance using available limited building stock data. A comparison of eight different learning algorithms concludes that no single learning algorithm yields perfect results. The selection of learning algorithms is usually case-specific and depends on the data used for training the learning model.

When dealing with complex energy systems, urban planners and energy policymakers face several challenges for the implementation of sustainable planning and energy efficiency solutions at the urban scale. The generalized data-driven methodology could produce maps of residential building energy performance at multiple scales, which will aid the planning process. Moreover, planning at the urban scale often involves a significant amount of building data. Urban planners could use the proposed approach to integrate various data resources using machine learning techniques; this eventually facilitates planning at multiple scales. Furthermore, urban planners could use the GIS modeling results to develop an energy efficiency footprint of the urban building stock and henceforth identify priority areas to implement energy efficiency solutions.

Future work will investigate the integration of building stock energy performance and social science-based research (such as occupancy and demand patterns). For instance, it would be worthwhile to investigate how buildings with the same Energy Performance Certificate differ statistically in terms of their measured consumption. This research could be further extended to identify the applicability for commercial buildings. The results achieved by using the proposed methodology could also be improved by using detailed building quantification data. It is worthwhile to mention that data licensing and computational resource requirements play a crucial role in GIS-based building stock modeling. However, these aspects are not included in the scope of this study and will be further investigated as a part of future research. Furthermore, as the proposed methodology deals with national scale databases that contain huge amounts of data, integration with cloud-based or big data approaches using services such as Google Cloud Platform or Amazon Web Services would add a significant value to the research.
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