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Abstract

We look for critical points with prescribed energy for the family of even functionals $\Phi_{\mu} = I_1 - \mu I_2$, where $I_1, I_2$ are $C^1$ functionals on a Banach space $X$, and $\mu \in \mathbb{R}$. For a given $c \in \mathbb{R}$ and several classes of $\Phi_{\mu}$, we prove the existence of infinitely many couples $(\mu_n, c_n)$ such that

$$\Phi_{\mu_n, c} (\pm u_{n,c}) = 0 \quad \text{and} \quad \Phi_{\mu_n, c} (\pm u_{n,c}) = c \quad \forall n \in \mathbb{N}.$$

More generally, we analyse the structure of the solution set of the problem

$$\Phi_{\mu} (u) = 0, \quad \Phi_{\mu} (u) = c$$

with respect to $\mu$ and $c$. In particular, we show that the maps $c \mapsto \mu_{n,c}$ are continuous, which gives rise to a family of energy curves for this problem. The analysis of these curves provide us with several bifurcation and multiplicity type results, which are then applied to some elliptic problems. Our approach
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is based on the nonlinear generalized Rayleigh quotient method developed in Il'yasov (2017 Topol. Methods Nonlinear Anal. 49 683–714).
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1. Introduction

A wide and diverse range of problems in nonlinear pdes (among other fields) can be formulated as a critical point equation

$$\Phi'(u) = 0, \quad (1.1)$$

where $\Phi'$ is the Fréchet derivative of a functional $\Phi$ (defined on a suitable function space $X$), the so-called energy functional of the associated Euler–Lagrange equation. Critical point theory and variational methods have been successfully developed to solve this kind of equation, which is often coupled to some additional constraint on $u$ (e.g. a sign constraint $u > 0$ or a mass constraint $\|u\| = m$) and a huge bibliography is available on this subject.
This paper is devoted to the investigation of (1.1) under a different constraint, namely, the level (or energy) constraint \( \Phi(u) = c \), with \( c \in \mathbb{R} \). Motivated by several nonlinear elliptic problems (see below), we shall consider a class of functionals depending on a real parameter, viz.

\[
\Phi_\mu := I_1 - \mu I_2, \tag{1.2}
\]

where

- \( \mu \in \mathbb{R} \),
- \( I_1, I_2 \in C^1(X) \), and
- \( X \) is Banach space which is assumed to be infinite-dimensional, uniformly convex, and equipped with \( \| \cdot \| \in C^1(X \setminus \{0\}) \).

For a given \( c \in \mathbb{R} \) we consider the problem

\[
\Phi_\mu'(u) = 0, \quad \Phi_\mu(u) = c, \tag{1.3}
\]

i.e. we look for couples \((\mu, u) \in \mathbb{R} \times X \setminus \{0\}\) solving this system. To this end, we shall follow the nonlinear generalized Rayleigh quotient method, introduced by Y Il'yasov [23] and used successfully also in other papers, as e.g. [12, 24, 26–28].

We intend to show that this method is suitable to solve (1.3), and more generally to investigate the structure of the solution set of (1.3), considered with respect to \( \mu \) and \( c \):

\[
S := \{ (\mu, c) \in \mathbb{R}^2 : \Phi_\mu \text{ has a critical point at the level } c \}.
\]

Let us note that some preliminary results on (1.3) can be found in [25], as well as in [36], where the case \( c = 0 \) has been treated.

Under some conditions on the family of functionals \( \Phi_\mu \) we shall see that there exist infinitely many pairs \((\mu_{n,c}, u_{n,c})\) solving (1.3). This result, which is proved via the Ljusternik-Schnirelman theory, will be established not only for a single value of \( c \), but for \( c \) lying in an open interval \( I \subset \mathbb{R} \). Thus it makes sense to study the behaviour of \( \mu_{n,c} \) and \( u_{n,c} \) with respect to \( c \in I \). In many cases (including the pdes considered in this work) the values \( \mu_{n,c} \) depend continuously on \( c \), so that letting \( c \) vary we shall obtain a family of energy curves \( \{ (\mu_{n,c}, c) : c \in I \}_{n \in \mathbb{N}} \). The properties of these energy curves shall then be compared with the bifurcation analysis of the unconstrained problem \( \Phi_\mu'(u) = 0 \). In particular, this procedure shall allow us to deduce several bifurcation and multiplicity results for this problem.

A simple but enlightening example of functional where our abstract framework applies is

\[
\Phi_\mu(u) = \frac{1}{2} \| \nabla u \|_2^2 - \frac{\mu}{q} \| u \|_q^q - \frac{1}{r} \| u \|_r^r, \quad u \in H_0^1(\Omega),
\]

which is associated to the semilinear boundary value problem

\[
\begin{cases}
-\Delta u = \mu |u|^{q-2}u + |u|^{r-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega. 
\end{cases}
\tag{1.4}
\]

Here \( \Omega \subset \mathbb{R}^N (N \geq 1) \) is a bounded domain, \( \mu \in \mathbb{R} \), and \( 1 < q \leq 2 < r < 2^* \).

More generally we shall consider the \( p \)-Laplacian problem

\[
\begin{cases}
-\Delta_p u = \mu |u|^{q-2}u + |u|^{r-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega, 
\end{cases}
\tag{1.5}
\]

Here \( \Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u) \) is the \( p \)-Laplacian operator.
with now $1 < q < p < p^*$ and $1 < r < p^*, r \neq p$. It should be noted that classical bifurcation methods (see e.g. [33]) are a very powerful tool to treat (1.4) with $q = 2$, providing the existence of branches of solutions bifurcating from $(\mu, u) = (\mu_k, 0)$ for any eigenvalue $\mu_k$ of the Dirichlet Laplacian. However, these methods do not apply to (1.4) if $q < 2$ (see [6] for a discussion on this issue), neither to (1.5), in both cases $q = p$ and $q < p$. We shall see that our results cover all these variants with the same efficiency, and even though we are not able to obtain continua of solutions, we establish some bifurcation results which are consistent with previous investigations on these problems [2, 3, 6, 7, 14, 16, 18, 20, 22, 24, 32, 33].

A second example motivating this work is the Schrödinger–Poisson (or Schrödinger–Bopp–Podolsky) problem

$$
\begin{cases}
- \Delta u + \omega u + \mu u = |u|^{p-2} u & \text{in } \mathbb{R}^3, \\
- \Delta \phi + a^2 \Delta^2 \phi = 4\pi u^2 & \text{in } \mathbb{R}^3,
\end{cases}
$$

(1.6)

where $p \in (2, 3)$, $\omega > 0$, and $a \geq 0$. We look for radial solutions $u \in H^1_r(\mathbb{R}^3)$ of (1.6). Let $\| \cdot \|$ be given by $\| u \|^2 = \| \nabla u \|^2_2 + \omega \| u \|^2_2$, and

$$D_r = \{ \phi \in D^{1,2}_r(\mathbb{R}^3) : \Delta \phi \in L^2(\mathbb{R}^3) \}.$$

It is known that for every $u \in H^1_r(\mathbb{R}^3)$, there exists a unique $\phi_u \in D_r$ solving the second equation in (1.6), see [13]. Moreover, critical points of the functional $\Phi_\mu : H^1_r(\mathbb{R}^3) \to \mathbb{R}$ defined by

$$\Phi_\mu (u) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 + \omega \frac{1}{2} \int_{\mathbb{R}^3} |u|^2 + \frac{\mu}{4} \int_{\mathbb{R}^3} \phi_u u^2 + \frac{1}{p} \int_{\mathbb{R}^3} |u|^p,$$

are classical solutions of (1.6).

Although (1.4) with $q < 2$ and (1.6) are very different in nature, their variational structures are somehow symmetric to each other, as one can note in the geometry of their fibering maps. We shall investigate the structure of the problem (1.3) for this functional and deduce, as a consequence, several multiplicity phenomena extending previous results on this problem, see e.g. [4, 9, 13, 29, 35, 37–40].

Finally, we point out that besides (1.5) and (1.6) our abstract results apply to many other elliptic models. In particular, one may deal with systems of equations, fourth-order problems, Kirchhoff type equations, $(p, q)$-Laplacian problems, etc. Furthermore, our variational setting is general enough so as to apply to equations subject to other kind of boundary conditions.

We conclude this section by thanking the referee who put to our attention a great literature developed few decades ago concerning the existence of solutions with prescribed energy for Hamiltonian systems. The interested reader is referred to the papers [5, 8, 10, 21, 30, 31, 34] where the authors use variational methods different from ours, study conservative systems of $n$–body type under different assumptions on the potentials, on the period of the orbits, or the parameters involved.

### 1.1. Main abstract results

In all that follows, we implicitly assume (1.2). Before stating our results let us show how the **nonlinear generalized Rayleigh quotient** method applies to the system (1.3). Assume that $I_2(u) \neq 0$ for every $u \in X \setminus \{0\}$ (which is the case in many elliptic problems), so that one can solve the level constraint explicitly in $\mu$:

$$\Phi_\mu (u) = c \quad \iff \quad \mu = \mu (c, u) := \frac{I_1 (u) - c}{I_2 (u)}.$$
The key point in this approach is to note that for any $c$ the functional $u \mapsto \mu(c, u)$ satisfies the following relation, which can be easily checked (see also [25]):

$$\frac{\partial \mu}{\partial u}(c, u) = \frac{\Phi'(c, u)}{I_2(u)} , \quad \forall u \in X \setminus \{0\}.$$  

Here $\frac{\partial \mu}{\partial u}(c, u)$ denotes the Fréchet derivative of the functional $u \mapsto \mu(c, u)$. The above relation provides us with the following equivalence:

$$\Phi'(u) = 0, \quad \Phi(u) = c \iff \mu = \mu(c, u), \quad \frac{\partial \mu}{\partial u}(c, u) = 0,$$

i.e. (1.3) can be completely solved by understanding the set of critical points (and critical values) of the functional $u \mapsto \mu(c, u)$. In other words, (1.3) is solvable if and only if $\mu$ is a critical value (and $u$ an associated critical point) of the latter functional. Thus, denoting by $K(c)$ the set of these critical values, we immediately find a sufficient and necessary condition for the solvability of (1.3):

**Theorem 1.1.** For a given $c \in \mathbb{R}$ the problem (1.3) has a solution $(\mu, u)$ if, and only if, $\mu \in K(c)$ and $u$ is the associated critical point. In particular, if $u \mapsto \mu(c, u)$ has a ground state (or least energy) level $GS(c)$ then (1.3) has no solution for $\mu < GS(c)$.

Let us focus now on finding points in $K(c)$ by following the nonlinear generalized Rayleigh quotient method developed in [23, 25]. We consider the fibered map associated to the functional $u \mapsto \mu(c, u)$, namely, the real-valued function $\psi_{c,u}$ given by

$$\psi_{c,u}(t) := \mu(c, tu) = \frac{I_1(tu) - c}{I_2(tu)}, \quad t > 0$$

(1.7)

for any fixed $(c, u) \in \mathbb{R} \times X \setminus \{0\}$. Let us assume the following condition:

(H1) There exists an open set $\mathcal{I} \subset \mathbb{R}$ such that:

(a) the map $(c, u, t) \mapsto \psi'_{c,u}(t)$ belongs to $C^1(\mathcal{I} \times X \setminus \{0\} \times (0, \infty))$;

(b) for every $(c, u) \in \mathcal{I} \times X \setminus \{0\}$ the map $\psi_{c,u}$ has exactly one local minimizer $t^+(c, u) > 0$ of Morse type or for every $(c, u) \in \mathcal{I} \times X \setminus \{0\}$ the map $\psi_{c,u}$ has exactly one local maximizer $t^-(c, u) > 0$ of Morse type.

It should be noted that both possibilities in (b) can occur, as we shall see in some applications. For the sake of simplicity, let us assume for the moment that the first one occurs (the case where the second one holds is similar), and set $t(c, u) := t^+(c, u)$. We introduce the reduced functional $\Lambda \in C^1(\mathcal{I} \times X \setminus \{0\})$ given by

$$\Lambda(c, u) := \psi_{c,u}(t(c, u)) = \mu(c, t(c, u) u).$$

(1.8)

For any $c \in \mathcal{I}$ the functional $u \mapsto \Lambda(c, u)$ turns out to be $0$-homogeneous, and one may then look for critical points of this functional by dealing with $\Lambda$, the restriction of $\Lambda$ to $\mathcal{I} \times S$, where $S$ is the unit sphere in $X$.

Let us assume that $I_1, I_2$ are even, so that $\mu(c, \cdot), t(c, \cdot)$ and $\Lambda(c, \cdot)$ are even as well. Our aim is to apply the Lusternick–Schnirelmann theory to the functional $u \mapsto \Lambda(c, u)$. To this end, let us recall that given a nonempty symmetric and closed set $F \subset S$, the Krasnoselskii genus of $F$ is given by

$$\gamma(F) := \inf \{ n \in \mathbb{N} : \exists h : F \rightarrow \mathbb{R}^n \setminus \{0\} \text{ odd and continuous} \}.$$
For every $n \in \mathbb{N}$ we set

$$
\mathcal{F}_n := \{ F \subset S : F \text{ is compact, symmetric, and } \gamma(F) \geq n \}. 
$$

We shall assume the following condition, which contains two alternatives in accordance with the behaviour of $u \mapsto \Lambda(c,u)$:

(H2) The functional $u \mapsto \tilde{\Lambda}(c,u)$ is bounded from below (respect. from above) and satisfies the Palais–Smale condition at the level $\mu_{n,c} := \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \Lambda(c,u)$ (respect. at the level $\mu_{1,c} := \sup_{F \in \mathcal{F}_n} \inf_{u \in F} \Lambda(c,u)$) for every $n \in \mathbb{N}$.

Recall that the functional $u \mapsto \tilde{\Lambda}(c,u)$ satisfies the Palais–Smale condition at the level $\mu$ if any sequence $\{u_k\} \subset S$ such that $\tilde{\Lambda}(c,u_k) \to \mu$ and $\frac{\partial \Lambda}{\partial c}(c,u_k) \to 0$ has a convergent subsequence.

The assumptions (H1) and (H2) will be checked for the functionals associated to (1.5) and (1.6). Let us anticipate that for (1.5) the first case in (H2) holds, whereas the second one occurs for (1.6).

We are now in position to state our main abstract result. This one extends [36, theorem 1.1], which deals with the case $c = 0$, and provides the following informations on the sequence $\{\mu_{n,c}\}$:

**Theorem 1.2.** Suppose that (H1) holds and $c \in \mathcal{I}$.

1. Assume that $t(c,u)$ is the only critical point of $\psi_{c,u}$ for every $u \in X \setminus \{0\}$. If $u \mapsto \Lambda(c,u)$ is bounded from below (respect. above) and $\mu < \mu_{1,c} = \inf_{u \in X \setminus \{0\}} \Lambda(c,u)$ (respect. $\mu > \mu_{1,c} = \sup_{u \in X \setminus \{0\}} \Lambda(c,u)$) then there exists no $u \in X \setminus \{0\}$ such that

$$
\Phi'_{\mu}(u) = 0 \quad \text{and} \quad \Phi_{\mu}(u) = c.
$$

2. If (H2) holds then there exist infinitely many $u_{n,c} \in X \setminus \{0\}$ such that

$$
\Phi'_{\mu_{n,c}}(\pm u_{n,c}) = 0 \quad \text{and} \quad \Phi_{\mu_{n,c}}(\pm u_{n,c}) = c \quad \forall n \in \mathbb{N}.
$$

If, in addition, $\Lambda(c,w_n) \to +\infty$ whenever $w_n \to 0$ in $X$, then $\mu_{n,c} \to +\infty$ (respect. $\mu_{n,c} \to 0$) as $n \to +\infty$ when $u \mapsto \Lambda(c,u)$ is bounded from below (respect. above) (see figure 1).

**Remark 1.3.** From the definition of $\mu_{n,c}$ we see that if (H2) holds with $u \mapsto \Lambda(c,u)$ bounded from below (respect. above) then $\{\mu_{n,c}\}$ is nondecreasing (respect. nonincreasing) with respect to $n$. Moreover, in the second case we also have $\mu_{n,c} = -\inf_{F \in \mathcal{F}_n} \sup_{u \in F} (-\Lambda(c,u))$, as well as $\mu_{n,c} = (\inf_{F \in \mathcal{F}_n} \sup_{u \in F} (\Lambda(c,u))^2)^{-1}$ if, in addition, $\Lambda(c,u)$ is positive on $S$. These characterizations will provide us at least two possible behaviours for $\{\mu_{n,c}\}$ as $n \to +\infty$: $\mu_{n,c} \to 0$ or $\mu_{n,c} \to -\infty$, cf theorem 2.5 below.
1.2. Energy curves

A natural question related to theorem 1.2 is the behaviour of $\mu_{n,c}$ with respect to $c$. The following conditions on $\Lambda$ shall provide the continuity of $c \mapsto \mu_{n,c}$, which gives rise to the family of energy curves $\{ (\mu_{n,c}, c) ; c \in \mathcal{I} \}_{n \in \mathbb{N}}$:

(H3) For any $u \in \mathcal{S}$ the map $c \mapsto \Lambda(c,u)$ is decreasing (respect. increasing) in $\mathcal{I}$. In addition, $\Lambda$ is bounded from above (respect. below) in any compact set $K \subset \mathcal{I} \times \mathcal{S}$. Finally, if $\Lambda$ is bounded in $[a,b] \times \mathcal{S}_0 \subset \mathcal{I} \times \mathcal{S}$ then $\frac{\partial \Lambda}{\partial c}$ is also bounded and away from zero therein.

The following generalized Palais–Smale condition shall be required as well:

(PSG) If $c_n \to c \in \mathcal{I}$ and $\{ u_n \} \subset \mathcal{S}$ are such that $\{ \Lambda(c_n, u_n) \}$ is bounded and $\frac{\partial \Lambda}{\partial u}(c_n, u_n) \to 0$, then $\{ u_n \}$ has a convergent subsequence.

We shall see that (H3) is satisfied if $I_1$ is bounded on bounded sets of $\mathcal{X}$, $I_2$ is weakly continuous in $\mathcal{X}$, and $t(c,u)$ is decreasing in $\mathcal{I}$, and bounded away from zero in the weak topology of $\mathcal{X}$. These assumptions shall be checked in many applications.

The next result combined with the asymptotics of the maps $c \mapsto \mu_{n,c}$ provide us with some informations on the structure of the set

$\mathcal{S} := \{ (\mu, c) \in \mathbb{R}^2 : \Phi_{\mu} \text{ has a critical point at the level } c \}.$

**Theorem 1.4.** Assume (H1), (H2), (H3) and (PSG). Then for every $n \in \mathbb{N}$ the map $c \mapsto \mu_{n,c}$ is decreasing (respect. increasing) and locally Lipschitz continuous in $\mathcal{I}$.

From the proof it follows that $c \mapsto \mu_{n,c}$ is actually bi-Lipschitz, however we will not use this fact.

**Remark 1.5.** The statement of theorem 1.4 has to be understood in the sense that

- the map $c \mapsto \mu_{n,c}$ is decreasing if, in (H2), the functional $u \mapsto \widetilde{\Lambda}(c,u)$ is bounded below and, in (H3), the map $c \mapsto \Lambda(c,u)$ is decreasing.
- the map $c \mapsto \mu_{n,c}$ is increasing if, in (H2), the functional $u \mapsto \widetilde{\Lambda}(c,u)$ is bounded above and, in (H3), the map $c \mapsto \Lambda(c,u)$ is increasing.

**Remark 1.6.** One may check that the map $c \mapsto \mu_{1,c}$ is continuous and decreasing under weaker conditions. Indeed, assume that $u \mapsto \Lambda(c,u)$ is bounded from below and $\mu_{1,c} = \inf_{u \in \mathcal{X} \setminus \{0\}} \Lambda(c,u)$ is achieved for every $c \in \mathcal{I}$. If for every $u \neq 0$ the map $c \mapsto \Lambda(c,u)$ is decreasing in $\mathcal{I}$, then $c \mapsto \mu_{1,c}$ is decreasing in $\mathcal{I}$. Moreover, if for every $u \neq 0$ the map $c \mapsto \Lambda(c,u)$ is concave in $\mathcal{I}$, then $c \mapsto \mu_{1,c}$ is concave in $\mathcal{I}$ as well, and therefore continuous.
Remark 1.7. Let us assume that $t(c,u)$ is the only critical point of $\psi_{c,u}$, for every $u \in X \setminus \{0\}$. Then the solution $u_{1,c}$ of (1.3) with $\mu = \mu_{1,c}$ is the ground state solution of the problem $\Phi_{\mu}(u) = 0$. In other words, whenever achieved, the ground state level of $\Phi_{\mu}$ is the value $c$ such that $\mu = \mu_{1,c}$.

1.2.1. Outline of the paper. The rest of this article is organized as follows: in section 2 we describe the applications of theorems 1.1, 1.2 and 1.4 respectively to the problems (1.5) with $q = p$, (1.5) with $q < p$, and (1.6). Our results on the set $S$ for these problems are illustrated in figures 2, 3, 5 and 6. In section 3 we prove theorems 1.2 and 1.4. Lastly, in sections 4–6, we apply our abstract results to three classes of functionals, which include in particular those associated to problems (1.5) and (1.6). We analyse the asymptotic behaviour of the maps $c \mapsto \mu_{n,c}$. A final appendix includes a simple result frequently used in the paper.

1.2.2. Notation. Throughout the paper, we use the following notations:

- unless otherwise stated $\Omega$ denotes a bounded domain of $\mathbb{R}^N$ with $N \geq 1$;
- given $r > 1$, we denote by $\| \cdot \|_r$ the usual norm in $L^r(\Omega)$, and by $r^*$ the critical Sobolev exponent, i.e. $r^* = \frac{N}{N-2}$ if $r < N$ and $r^* = +\infty$ if $r \geq N$;
- strong and weak convergences are denoted by $\rightharpoonup$ and $\to$, respectively;
- given $f \in L^1(\Omega)$, we set $f^\pm := \max(\pm f, 0)$. The integral $\int f$ is considered with respect to the Lebesgue measure. Equalities and inequalities involving $\int$ shall be understood holding a.e.;
- $S$ is the unit sphere in the Banach space $X$;
- if $X = W^{1,p}_0(\Omega)$ then $\| u \| = \| \nabla u \|_p$ for any $u \in X$.

2. Applications to elliptic problems

As already mentioned, we shall apply the abstract theorems of the previous section in three interesting cases. The proofs of the results of this section are postponed to sections 4–6 respectively, since the related functionals are particular cases of abstract functionals, see theorems 4.9, 5.14 and 6.16, respectively.

2.1. Nonhomogeneous perturbations of an eigenvalue problem

We consider (1.5) with $q = p$ and $1 < r < p^*$, $r \neq p$. The energy functional associated to this problem is given by

$$
\Phi_{\mu}(u) = \frac{1}{p} \left( \| \nabla u \|_p^p - \mu \| u \|_p^p \right) - \frac{1}{r} \| u \|_r^r , \quad u \in W^{1,p}_0(\Omega).
$$

We shall deal with the superhomogeneous case $r > p$ (or superlinear if $r > p = 2$) as well as the subhomogeneous one $r < p$ (the sublinear case if $r < p = 2$).

Let us set, for every $n \in \mathbb{N}$,

$$
\mu_n = \inf_{F_n} \sup_{u \in F_n} \frac{\| \nabla u \|_p^p}{\| u \|_p^p},
$$

where $F_n$ is given by (1.9). It is well-known that $\{ \mu_n \}$ is a nondecreasing sequence of eigenvalues of the Dirichlet $p$-Laplacian, which provides all eigenvalues of $(-\Delta, H^1_0(\Omega))$ if $p = 2$.

Theorems 1.1 and 1.2 yield the following result:
Under the assumptions of theorem 1.4 and some asymptotic analysis (see theorem 4.9) provide the behaviour of the map $c \mapsto \mu_{n,c}$ and an existence result.

**Theorem 2.1.** Under the previous conditions, let $c > 0$ (respect. $c < 0$) if $p < r$ (respect. $p > r$). Then there exist infinitely many $\{\mu_{n,c}, u_{n,c}\} \subseteq \mathbb{R} \times W_0^{1,p}(\Omega) \setminus \{0\}$ such that $\Phi_{\mu_{n,c}}(\pm u_{n,c}) = c$ and $\Phi_{\mu_{n,c}}'(\pm u_{n,c}) = 0$, i.e. $\pm u_{n,c}$ are weak solutions of (1.5) with $\mu = \mu_{n,c}$, having energy $c$, for every $n$. Moreover:

1. $\{\mu_{n,c}\}$ is non-decreasing and $\mu_{n,c}, \|u_{n,c}\| \rightarrow +\infty$ as $n \rightarrow +\infty$.
2. (1.5) has no weak solution having energy $c$ for $\mu < \mu_{1,c}$.
3. $u_{n,c}$ is sign-changing for $n$ large enough.

Theorem 1.4 and some asymptotic analysis (see theorem 4.9) provide the behaviour of the map $c \mapsto \mu_{n,c}$ and an existence result.

**Theorem 2.2.** Under the assumptions of theorem 2.1, the following properties hold: for every $n \in \mathbb{N}$ the map $c \mapsto \mu_{n,c}$ is locally Lipschitz continuous and decreasing in $(0, +\infty)$ (respect. $(-\infty, 0)$) if $p < r$ (respect. $p > r$). Furthermore:

1. If $p < r$ then (see figure 2):
   (a) $\mu_{n,c} \rightarrow -\infty$ and $\|u_{n,c}\| \rightarrow +\infty$ as $c \rightarrow +\infty$, i.e. $(-\infty, +\infty)$ is a bifurcation point.
   (b) $\mu_{n,c} \rightarrow \mu_0$ and $u_{n,c} \rightarrow 0$ in $W_0^{1,p}(\Omega)$ as $c \rightarrow 0^+$, i.e. every $(\mu_0, 0)$ is a bifurcation point.
   (c) For every $\mu \in \mathbb{R}$ the problem (1.5) has infinitely many pairs of weak solutions $\pm u_n \in W_0^{1,p}(\Omega)$ with positive energy. Moreover $\Phi_{\mu}(u_n) \rightarrow +\infty$ and $\|u_n\| \rightarrow +\infty$ as $n \rightarrow +\infty$, so $(\mu, +\infty)$ is a bifurcation point for any $\mu \in \mathbb{R}$.
2. If $p > r$ then (see figure 3):
   (a) $\mu_{n,c} \rightarrow -\infty$ and $u_{n,c} \rightarrow 0$ in $X$ as $c \rightarrow 0^-$, i.e. $(-\infty, 0)$ is a bifurcation point.
   (b) $\mu_{n,c} \rightarrow \mu_0$ and $\|u_{n,c}\| \rightarrow +\infty$ as $c \rightarrow -\infty$, i.e. every $(\mu_0, +\infty)$ is a bifurcation point.
   (c) For every $\mu \in \mathbb{R}$ the problem (1.5) has infinitely many pairs of weak solutions $\pm v_n \in W_0^{1,p}(\Omega)$ with negative energy. Moreover $\Phi_{\mu}(v_n) \rightarrow 0$ and $v_n \rightarrow 0$ in $W_0^{1,p}(\Omega)$ as $n \rightarrow +\infty$, so $(\mu, 0)$ is a bifurcation point for any $\mu \in \mathbb{R}$.

The results of theorems 2.1 and 2.2 are consistent with the bifurcation picture known for (1.5) with $q = p$. In the semilinear case $p = 2$, it is known that any $(\mu_0, 0)$ is a bifurcation point if $r > 2$, cf [33], whereas $(\mu_0, +\infty)$ is a bifurcation point if $r < 2$, see [15, 32, 43]. For the $p$-Laplacian case with $p \neq 2$ we refer to [14, 16, 22] for some results in the case $N = 1$ as well as [14, 16] and [20] for some bifurcation results from $(\mu_1, 0)$ for $r > p$, and $(\mu_1, +\infty)$ for $r < p$, respectively. See also [11] for a bifurcation result on a two parameters problem similar to (1.5) with $r > p$. 

Figure 2. Energy curves for (1.5) with $q = p < r$. Here we assume that $\mu_{n,c}$ is increasing in $n$, for every $c$. No solution exists below the first curve.
Figure 3. Energy curves for \((1.5)\) with \(q = p > r\).

Figure 4. Energy curves for \((1.5)\) with \(q = p < r\). Here we assume that \(\mu_{k,c} = \mu_{k+1,c}\) for some \(k \in \mathbb{N}\) and \(c > 0\).

Figure 2 depicts the energy curves \(\{(\mu_{n,c}, c) : c > 0\}\) for \((1.5)\) with \(q = p < r\). In this case, it is assumed that \(\mu_{n,c}\) is increasing in \(n\) for every \(c > 0\), so that the curves do not meet each other. However, we can not exclude a picture as in figure 4, where \(\mu_{k,c} = \mu_{k+1,c}\) for some \(k\) and \(c\). Likewise, we can not exclude this kind of phenomenon for \((1.5)\) with \(q = p > r\), as well as for the problems considered below.

2.2. A concave–convex problem

Let us consider now \((1.5)\) with \(1 < q < p < r < r^*\), and deal with the functional

\[
\Phi_{\mu}(u) = \frac{1}{p}||\nabla u||_p^p - \frac{\mu}{q}||u||_q^q - \frac{1}{r}||u||_r^r, \quad u \in W_0^{1,p}(\Omega).
\]

Unlike in the case \(q = p\), for some values of \(c\) the fibering map \(\psi_{\mu,c}\) has now two critical points, which produce then two sequences of solution couples for these levels:

**Theorem 2.3.** Under the previous conditions there exists \(c^* < 0\) such that:

1. For any \(c > c^*\) there there exist infinitely many \((\mu_{\mu,c}, u_{\mu,c}) \in \mathbb{R} \times W_0^{1,p}(\Omega) \setminus \{0\}\) such that \(\Phi_{\mu_{\mu,c}}(\pm u_{\mu,c}) = c\) and \(\Phi'_{\mu_{\mu,c}}(\pm u_{\mu,c}) = 0\), i.e. \(\pm u_{\mu,c}\) are weak solutions of \((1.5)\) with \(\mu = \mu_{\mu,c}\), having energy \(c\), for every \(n\). Moreover:
   (a) \(\{\mu_{\mu,c}\}\) is non-decreasing, and \(\mu_{\mu,c}, ||u_{\mu,c}|| \to +\infty\) as \(n \to +\infty\).
Under the assumptions of theorem 2.4, for every $n$, extends some results known.

If $c < 0$ and $\mu < \mu^+_{1,c}$, and for $c \in (c^*,0)$ and $\mu < \mu^+_{1,c}$.

Figure 5. Energy curves for (1.5) with $q < p$. No solution exists for $c > 0$ and $\mu < \mu^+_{0,c}$.

(b) $u_{n,c}$ is sign-changing for $n$ large enough.

(c) If $c > 0$ and $\mu < \mu^+_{n,c}$, then (1.5) has no weak solution having energy $c$.

(2) For any $c \in (c^*,0)$ there exist infinitely many $(\mu_{n,c}^-, v_{n,c}) \in (0, \infty) \times W_0^{1,p}(\Omega) \setminus \{0\}$ such that $\Phi_{\mu_{n,c}^-}(\pm v_{n,c}) = c$ and $\Phi_{\mu_{n,c}^-}'(\pm v_{n,c}) = 0$, i.e. $\pm v_{n,c}$ are weak solutions of (1.5) with $\mu = \mu^+_{n,c}$, having energy $c$ for every $n$. Moreover:

(a) $\{\mu_{n,c}^+\}$ is non-decreasing, and $\mu_{n,c}^+ \to +\infty$ and $v_{n,c} \to 0$ as $n \to +\infty$.

(b) $\mu_{n,c}^+ < \mu_{n,c}^-$ for every $n$.

(c) $v_{n,c}$ is sign-changing for $n$ large enough.

(d) If $\mu < \mu^+_{1,c}$ then (1.5) has no weak solution having energy $c$.

The main properties of the maps $c \mapsto \mu^\pm_{n,c}$ are gathered in the next result, which includes, as a consequence, the existence of infinitely many solutions for (1.5) with $\mu$ fixed.

Theorem 2.4. Under the assumptions of theorem 2.3 the following facts hold (see figure 5):

(1) For every $n \in \mathbb{N}$ the map $c \mapsto \mu^-_{n,c}$ is locally Lipschitz continuous and decreasing in $(c^*, +\infty)$, and $\lim_{c \to +\infty} \mu^-_{n,c} = -\infty$.

(2) For every $n \in \mathbb{N}$ the map $c \mapsto \mu^+_{n,c}$ is locally Lipschitz continuous and decreasing in $(c^*,0)$, and $\lim_{c \to 0^+} \mu^+_{n,c} = 0$.

(3) For every $\mu \in \mathbb{R}$ the problem (1.5) has infinitely many pairs of weak solutions $\pm u_n \in W_0^{1,p}(\Omega)$ with positive energy. Moreover $\Phi_\mu(u_n) \to +\infty$ and $||u_n|| \to +\infty$ as $n \to \infty$, so $(\mu, +\infty)$ is a bifurcation point for any $\mu \in \mathbb{R}$.

(4) For every $\mu > 0$ the problem (1.5) has infinitely many pairs of weak solutions $\pm v_n \in W_0^{1,p}(\Omega)$ with negative energy. Moreover $\Phi_\mu(v_n) \to 0$ and $v_n \to 0$ in $W_0^{1,p}(\Omega)$ as $n \to +\infty$, so $(\mu, 0)$ is a bifurcation point for any $\mu > 0$.

The bifurcation scenario provided by theorems 2.3 and 2.4 extends some results known for the concave–convex problem (1.5) in the semilinear case $p = 2$. In [7] (see also [2]) the authors proved that for any $\mu > 0$ this problem has infinitely many solutions whose energy grows up to infinity as $n \to +\infty$, as well as infinitely many solutions whose energy is negative and converges to zero as $n \to +\infty$. A similar result holds for the $p$-Laplacian problem with
$\mu > 0$ small and $r = p^*$, see [18]. Furthermore, the existence of infinitely many continua $\mathcal{C}_n$ of radial solutions bifurcating from $(0, 0)$ has been observed for $\Omega$ being a ball [3], and for $p = 2$ and $\Omega$ being an annulus [6]. We suspect that the curves $\mu_{n,c}^+$ and $\mu_{n,c}^-$ meet up at some point, so that their union correspond to the continuum $\mathcal{C}_n$ obtained in [3, 6]. We refer to [36] for a discussion on this issue.

2.3. A Schrödinger–Bopp–Podolsky problem

Finally we consider the energy functional associated to the problem (1.6), namely, $\Phi_\mu: H^1_0(\mathbb{R}^3) \to \mathbb{R}$ given by

$$\Phi_\mu(u) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 + \frac{\omega}{2} \int_{\mathbb{R}^3} |u|^2 + \frac{\mu}{4} \int_{\mathbb{R}^3} \phi_n u^2 - \frac{1}{p} \int_{\mathbb{R}^3} |u|^p.$$ 

Recall that $p \in (2, 3)$, $\omega > 0$, and $a > 0$. As in the previous problem, we shall obtain two sequences of solutions for some values of $c$.

**Theorem 2.5.** Under the previous conditions there exists $c^* > 0$ such that:

1. For any $c < c^*$ there exist infinitely many $(\mu_{n,c}, u_{n,c}) \in (0, \infty) \times H^1_0(\mathbb{R}^3) \setminus \{0\}$ such that $\Phi_{\mu_{n,c}}(\pm u_{n,c}) = c$ and $\Phi_{\mu_{n,c}}'(\pm u_{n,c}) = 0$, i.e. $\pm u_{n,c}$ are weak solutions of (1.6) with $u = \mu_{n,c}$, having energy $c$, for every $n$. Moreover:
   a. $\mu_{n,c}^-$ is non-increasing, $\lim_{n \to +\infty} \mu_{n,c}^- = 0$ and $\|u_{n,c}\| \to +\infty$ as $n \to +\infty$, so $(0, +\infty)$ is a bifurcation point.
   b. If $c < 0$ and $\mu > \mu_{1,0}^+$, then (1.6) has no radial weak solution having energy $c$.
2. For any $c \in (0, c^*)$ there exist infinitely many $(\mu_{n,c}, v_{n,c}) \in \mathbb{R} \times H^1_0(\mathbb{R}^3) \setminus \{0\}$ such that $\Phi_{\mu_{n,c}}(\pm v_{n,c}) = c$ and $\Phi_{\mu_{n,c}}'(\pm v_{n,c}) = 0$, i.e. $\pm v_{n,c}$ are weak solutions of (1.6) with $u = \mu_{n,c}$, having energy $c$, for every $n$. Moreover:
   a. $\mu_{n,c}^+ = 0$ and $v_{n,c} \to 0$ as $n \to +\infty$.
   b. $\mu_{n,c}^+ < \mu_{n,c}^-$ for every $n$.

Now the maps $c \mapsto \mu_{n,c}^\pm$ enjoy the following behaviour:

**Theorem 2.6.** Under the conditions of theorem 2.5 the following properties hold for every $n \in \mathbb{N}$ (see figure 6):

1. The map $c \mapsto \mu_{n,c}^-$ is continuous and non-decreasing in $(-\infty, c^*)$, and $\lim_{c \to c^*} \mu_{n,c}^- = 0$.
2. The map $c \mapsto \mu_{n,c}^+$ is continuous and non-decreasing in $(0, c^*)$, and $\lim_{c \to 0^+} \mu_{n,c}^+ = -\infty$.
3. For every $\mu \in (0, \mu_{0,0}^*), \mu_{n,0}^+$ the problem (1.6) has at least $n$ pairs of solutions having negative energy.
4. For every $\mu < \mu_{n,0}^*$ the problem (1.6) has at least $n$ pairs of solutions having positive energy.

In the case $a = 0$ this result should be compared with [4, theorem 3.1], where the authors show the existence of multiple solutions with positive and negative energy for small values of the parameter $\mu$. Moreover when $a > 0$ theorem 2.6 improves [13, theorem 1.1] where the existence of a nontrivial solution at a positive energy level is proved for small values of $\mu$. We also refer to [17] for the existence of infinitely many high energy solutions for a problem related to (1.6).
3. Proof of the abstract results

The next results are at the core of our approach. Throughout this section we assume that \((H1)\) holds. In addition, \(t(c,u)\) can be either \(t^+(c,u)\) or \(t^-(c,u)\), i.e. a nondegenerate minimizer or a nondegenerate maximizer of \(\psi_{c,u}\).

**Lemma 3.1.** The following statements hold.

(i) The map \((c,u) \mapsto t(c,u)\) belongs to \(C^1(\mathcal{I} \times X \setminus \{0\})\) and

\[
\frac{\partial t}{\partial c} (c,u) = \frac{-I_2^2(t(c,u)u)}{I_2(t(c,u)u)^2} \psi_{c,u}''(t(c,u)) \quad \forall (c,u) \in \mathcal{I} \times X \setminus \{0\}.
\]

In particular, for every \(u \in X \setminus \{0\}\), the map \(c \mapsto t(c,u)\) is increasing (respect. decreasing) if \(\psi_{c,u}''(t(c,u))I_2^2(t(c,u)u)u < 0\) (respect. > 0);

(ii) \(\Lambda \in C^1(\mathcal{I} \times X \setminus \{0\})\), and for any \(v \in X\)

\[
\frac{\partial \Lambda}{\partial u} (c,u) v = \frac{\Phi'_{\Lambda(c,u)}(t(c,u)u)t(c,u)v}{I_2^2(t(c,u)u)} \quad \forall (c,u) \in \mathcal{I} \times X \setminus \{0\}.
\]

In particular, \(\frac{\partial \Lambda}{\partial u}(c,u)u = 0\) for any \((c,u) \in \mathcal{I} \times X \setminus \{0\}\). Furthermore,

\[
\frac{\partial \Lambda}{\partial c} (c,u) = -\frac{1}{I_2^2(t(c,u)u)},
\]

so that for every \(u \in X \setminus \{0\}\) the map \(c \mapsto \Lambda(c,u)\) is decreasing (respect. increasing) if \(I_2^2(t(c,u)u) > 0\) (respect. < 0).

(iii) For every \(c > 0\) the maps \(u \mapsto t(c,u), \Lambda(c,u)\) are \((-1)\)-homogeneous and \(0\)-homogeneous, respectively.

**Proof.** (i) Let \(F: \mathcal{I} \times (0,\infty) \times X \setminus \{0\} \to \mathbb{R} \) be given by \(F(c,t,u) = \psi_{c,u}'(t)\). Note that \(F(c,t(c,u),u) = \psi_{c,u}'(t(c,u)) \neq 0\), \(\forall (c,u) \in \mathcal{I} \times X \setminus \{0\}\).
From the Implicit Function Theorem we deduce the first assertion. In addition, from $F(c, t(c, u), u) = 0$ it follows that
\[
\frac{\partial F}{\partial c} (c, t(c, u), u) + \frac{\partial F}{\partial t} (c, t(c, u), u) \frac{\partial t}{\partial c} (c, u) = 0.
\]
Since $\frac{\partial F}{\partial c} (c, t, u) = \frac{I_1'(c, u)}{I_2(c, u)}$, we infer (3.1).

(ii) Since $(c, u) \mapsto \mu(c, u), t(c, u) \in C^1(I \times X \setminus \{0\})$, it follows from (1.8) that $\Lambda \in C^1(I \times X \setminus \{0\})$. Computing we get
\[
\frac{\partial \Lambda}{\partial u} (c, u) = \frac{[I_1'(t(c, u)u) - \Lambda(c, u)]I_2'(t(c, u)u) (t(c, u)v + \left( \frac{\partial \mu}{\partial u} (c, u) v \right) u)}{I_2(t(c, u)u)},
\]
and from
\[
[I_1'(t(c, u)u) - \Lambda(c, u)]I_2'(t(c, u)u)] u = I_2(t(c, u)u) \psi_{c, u} (t(c, u)) = 0,
\]
we obtain (3.2). Taking $v = u$ we find that
\[
\frac{\partial \Lambda}{\partial u} (c, u) u = \frac{\Phi_{\Lambda(c, u)} (t(c, u)u) t(c, u) u}{I_2(t(c, u)u)} = t(c, u) \psi_{c, u} (t(c, u)) = 0.
\]
In addition
\[
\frac{\partial \mu}{\partial u} (c, t(c, u) u) u = \psi_{c, u} (t(c, u)) = 0,
\]
so that by (1.8) we deduce that
\[
\frac{\partial \Lambda}{\partial c} (c, u) = -\frac{\partial \mu}{\partial c} (c, t(c, u) u) + \frac{\partial \mu}{\partial u} (c, t(c, u) u) \frac{\partial t}{\partial c} (c, u) u = -\frac{1}{I_2(t(c, u)u)}.
\]

(iii) Note that $\psi_{c, s u} (t) = \mu(c, tsu) = \psi_{c, u} (st)$ for any $s, t > 0$, so that $\psi_{c, u} (t) = \psi_{c, u} (st)s$, which implies by uniqueness that $t(c, su) = s^{-1}t(c, u)$. It follows that $\Lambda(c, su) = \Lambda(c, s^{-1}t(c, u) su) = \Lambda(c, u)$. \qed

From (3.2) and the definition of $\Lambda(c, u)$ (and $\mu(c, u)$) we derive the following result:

**Corollary 3.2.** If $\frac{\partial \Lambda}{\partial u} (c, u) = 0$ then $\Phi_{\Lambda(c, u)} (t(c, u) u) = 0$ and $\Phi_{\Lambda(c, u)} (t(c, u) u) = c$.

Recall that since $\| \cdot \| \in C^1(X \setminus \{0\})$ the tangent space to $S$ at $u$ is given by
\[
T_u (S) = \{ v \in X : i'(u) v = 0 \}
\]
where $i(u) = \frac{1}{2} \| u \|^2$, and then $X = T_u (S) \oplus \mathbb{R} u$.

An interesting feature of the functionals $\Lambda(c, \cdot)$ is the fact that the unit sphere $S$ is a natural constraint to find critical points of these functionals:
Proposition 3.3. Let \( u \in S \). Then \( \frac{\partial \Lambda}{\partial u}(c, u) = 0 \) if and only if \( \frac{\partial \Lambda}{\partial a}(c, u) = 0 \).

Proof. Let \( u \in S \) be such that \( \frac{\partial \Lambda}{\partial u}(c, u) = 0 \). From lemma 3.1 (ii) we know that \( \frac{\partial \Lambda}{\partial u}(c, u) = 0 \). Note that \( \frac{\partial \Lambda}{\partial u}(c, u) = \frac{\partial \Lambda}{\partial u}(c, u)_{T \times \bar{S}} \). If \( w \in X \), then \( w = v + su \) for some \( v \in T_u(S) \) and \( s \in \mathbb{R} \), which implies that \( \frac{\partial \Lambda}{\partial u}(c, u) = \frac{\partial \Lambda}{\partial u}(c, u) + \frac{\partial \Lambda}{\partial u}(c, u)_{su} = 0 \). Since the converse is obvious, the proof is complete.

3.1. Proof of theorem 1.2

(1) Let \( u \in X \setminus \{0\} \) be such that \( \Phi_\mu'(u) = 0 \) and \( \Phi_\mu(u) = c \). Then \( \mu = \frac{\Phi_\mu(u) - c}{\Lambda_u(\mu)} = \Phi_{\mu, u}(1) \).

In addition, (1.7) yields that \( \psi_{\mu, u}(1) = \frac{\Phi_{\mu, x}(u)}{\Lambda_u(\mu)} = \frac{\Phi_{\mu, u}(u)}{\Lambda_u(\mu)} = 0 \), i.e. \( l(c, u) = 1 \). Thus \( \mu = \Lambda(c, u) \geq \mu_{1, e} \) (respect. \( \mu_{1, e} \)) if \( u \mapsto \Lambda(c, u) \) is bounded from below (respect. above).

(2) First we consider the case where (H2) holds with \( u \mapsto \Lambda(c, u) \) bounded from below. By the Ljusternick–Schnirelman theorem (see e.g. [19, corollary 4.17] or [41]) there exist infinitely many \( u_{n, e} \in S \) such that

\[
\frac{\partial \Lambda}{\partial u}(c, \pm u_{n, e}) = 0 \quad \text{and} \quad \Lambda(c, \pm u_{n, e}) = \mu_{n, e} \quad \forall n \in \mathbb{N}
\]

(we used here proposition 3.3). From corollary 3.2 and the fact that \( u \mapsto l(c, u) \) is even, the sequence \( v_n := I(c, u_{n, e})u_{n, e} \) satisfies

\[
\Phi_{\mu_{n, e}}(\pm v_{n, e}) = c \quad \text{and} \quad \Phi_{\mu_{n, e}}'(\pm v_{n, e}) = 0 \quad \forall n \in \mathbb{N}.
\]

Now, if (H2) holds with \( u \mapsto \tilde{\Lambda}(c, u) \) bounded from above, then we deal with the functional \( u \mapsto -\tilde{\Lambda}(c, u) \), which is bounded from below. Moreover, since \( \frac{\partial \tilde{\Lambda}}{\partial u}(c, u) = -\frac{\partial (-\tilde{\Lambda})}{\partial u}(c, u) \) we see that \( u \mapsto -\tilde{\Lambda}(c, u) \) satisfies the Palais–Smale condition at the level \( \mu \) if and only if \( u \mapsto \tilde{\Lambda}(c, u) \) satisfies the Palais–Smale condition at the level \( -\mu \). Since by assumption \( u \mapsto \tilde{\Lambda}(c, u) \) satisfies this condition at

\[
\mu_n = \sup_{F \in \mathcal{F}, u \in F} \inf_{T_u(S)} \Lambda(c, u) = -\inf_{F \in \mathcal{F}, u \in F} \sup_{T_u(S)} (-\tilde{\Lambda}(c, u))
\]

we deduce that \( -\mu_n \) is a critical value of \( u \mapsto -\tilde{\Lambda}(c, u) \), so that \( \mu_n \) is a critical value of \( u \mapsto \tilde{\Lambda}(c, u) \) for every \( n \), and conclude as in the previous case.

Finally, the second assertion follows from [36, lemma A.1].

3.2. Proof of theorem 1.4

Let us fix \( n \). First of all, since \( c \mapsto \Lambda(c, u) \) is decreasing in \( I \) it is clear that \( c \mapsto \mu_{a, c} \) is nonincreasing in \( I \). Since \( \mu_{a, c} \) is a critical value, we know that there are Palais–Smale sequences at this level. Let us fix \( [a, b] \subset I \). We claim that there exist \( T > 0 \) such that for all \( c \in [a, b] \) there exists a Palais–Smale sequence \( \{u_{c, c}\} \) of the functional \( u \mapsto \tilde{\Lambda}(c, u) \) at the level \( \mu_{a, c} \) such that \( \{u_{c, c}\} \subset S_{a, c} := \{u \in S : \Lambda(a, u) \leq T\} \). Indeed, otherwise we could find a sequence \( \{c_k\} \subset [a, b] \) such that for any \( k \) there exists a Palais–Smale sequence \( \{u_{c_k, c_k}\} \) of the functional \( u \mapsto \tilde{\Lambda}(c_k, u) \) at the level \( \mu_{a, c_k} \) with \( \{u_{c_k, c_k}\} \not\subset S_{a, c_k} \). Thus we can extract a sequence \( \{u_k\} \subset S \) such that \( \Lambda(c_k, u_k) \) is bounded, \( \frac{\partial \Lambda}{\partial u}(c_k, u_k) \to 0 \) and \( \Lambda(a, u_k) \to +\infty \). Since \( c_k \to c \) we infer by
(PSG) that \( \{u_k\} \) is compact and hence the set \( K = \{(a, u_k) : k \in \mathbb{N}\} \) is compact, which contradicts (H3). Therefore

\[
\mu_{n,c} = \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \Lambda(c, u),
\]

where \( \mathcal{F}_n = \{F \in \mathcal{F}_n : F \subset S_{a,T}\} \). Now, by the mean value theorem we have \( |\Lambda(c_2, u) - \Lambda(c_1, u)| = \frac{\partial \Lambda}{\partial \theta}(\theta(u))(c_2 - c_1) \), where \( \theta := \theta(u) \in (\min\{c_1, c_2\}, \max\{c_1, c_2\}) \). Since \( c \mapsto \Lambda(c, u) \) is decreasing, we see that \( \Lambda \) is bounded in \([a, b] \times S_{a,T}\), and by (H3) there exist \( M, m > 0 \) such that \( m|c_2 - c_1| \leq |\Lambda(c_2, u) - \Lambda(c_1, u)| \leq M|c_2 - c_1| \) for \( c_1, c_2 \in [a, b] \) and \( u \in S_T \). It follows that \( m|c_2 - c_1| \leq |\mu_{n,c_1} - \mu_{n,c_2}| \leq M|c_2 - c_1| \) for \( c_1, c_2 \in [a, b] \), so that \( c \mapsto \mu_{n,c} \) is decreasing and locally Lipschitz continuous. The proof in the case that \( c \mapsto \Lambda(c, u) \) is increasing in \( u \) is similar, so we omit it.

In the sequel we consider three classes of functionals, which are inspired by (but not limited to) problems (1.5) with \( q = p, q < p \), and (1.6), respectively. The next sections have the same structure, namely:

- general assumptions.
- expressions of \( \mu(c, u), \psi_{c, u} \) and verification of (H1);
- analysis of the maps \( \bar{t}^\pm, \bar{\Lambda}^\pm \) and verification of (H2);
- application of theorems 1.1 and 1.2;
- analysis of the maps \( c \mapsto \mu_{n,c} \): continuity, monotonicity and asymptotic behaviour;
- main results of the section.

### 4. A first class of functionals

We consider the functional

\[
\Phi_{\mu}(u) := \frac{1}{\eta} (N(u) - \mu A(u)) - \frac{1}{\beta} B(u)
\]

where \( 1 < \eta, \beta \), and \( N, A, B \in C^1(X) \) are even functionals satisfying the following conditions:

1. \( N, A \) are \( \eta \)-homogeneous, and \( B \) is \( \beta \)-homogeneous.
2. \( A(u) > 0 \) and \( B(u) \neq 0 \) for any \( u \neq 0 \).
3. There exists \( C, C' > 0 \) such that \( C'|\|u\|^\eta \geq N(u) \geq C^{-1}\|u\|^\eta, A(u) \leq C\|u\|^\eta \) and \( |B(u)| \leq C\|u\|^2 \) for all \( u \in X \).
4. \( A' \) and \( B' \) are completely continuous, i.e. \( A'(u_n) \to A'(u) \) and \( B'(u_n) \to B'(u) \) in \( X^* \) if \( u_n \to u \) in \( X \).
5. \( N \) is weakly lower semicontinuous and there exists \( C > 0 \) such that

\[
\langle N'(u) - N'(v) \rangle (u - v) \geq C \left(\|u\|^\eta - \|v\|^\eta - \|\|u\| - \|v\|\right) \quad \forall u, v \in X.
\]

In all the results in this section the above conditions are implicitly assumed. Let \( c \in \mathbb{R} \) be fixed. For \( u \in X \setminus \{0\} \), we have

\[
\mu(c, u) := \frac{\eta}{A(u)} \left( \frac{1}{\eta} N(u) - \frac{1}{\beta} B(u) - c \right).
\]

Thus

\[
\psi_{c, u}(t) = \frac{N(u)}{A(u)} - \frac{\eta B(u)}{\beta A(u)} t^{\beta-\eta} - \frac{\eta c}{A(u)} t^{-\eta}, \quad t > 0
\]  \hspace{1cm} (4.1)
which is clearly $C^2$ in $(0, \infty)$. Moreover,
\[ \psi'_{c,u}(t) = - (\beta - \eta) \frac{\eta B(u)}{\beta A(u)} \beta^{-1} t + \frac{\eta^2 c}{A(u)} t^{\gamma - 1}, \]
so that the map $(c,u,t) \mapsto \psi'_{c,u}(t)$ is clearly $C^1$ in $\mathbb{R} \times \mathcal{X} \setminus \{0\} \times (0, \infty)$.

Note that if $u$ is a critical point of $\Phi_\mu$, then the homogeneity of $A, B$ yields that $N(u) - \mu A(u) = B(u)$, and then
\[ \Phi_\mu(u) = \left( \frac{1}{\eta} - \frac{1}{\beta} \right) (N(u) - \mu A(u)) = \frac{\beta - \eta}{\beta \eta} B(u). \]

It follows that if $\Phi_\mu(u) = c$ and $\eta < \beta$ then $B(u)$ and $c$ have the same sign, whereas for $\eta > \beta$ they have opposite signs.

### 4.1. The case $\eta < \beta$

In this subsection we deal with the superhomogeneous case $\eta < \beta$. From (4.3), the following alternative must occur for $u \neq 0$ solving (1.3): $c > 0$ and $B(u) > 0$ or $c < 0$ and $B(u) < 0$. Therefore we shall assume throughout this section one of the following conditions:

- (C1) $B(u) > 0$ for any $u \neq 0$.
- (C2) $B(u) < 0$ for any $u \neq 0$.

We start proving that (H1) is satisfied. The next lemma follows promptly from (4.1) and (4.2):

**Lemma 4.1.** For any $u \in \mathcal{X} \setminus \{0\}$ and $c > 0$ (respect. $c < 0$) the map $\psi_{c,u}$ has a unique critical point $t^- (c,u) > 0$ (respect. $t^+ (c,u) > 0$), which is a non-degenerate global maximizer (respect. minimizer) if (C1) (respect. (C2)) holds. Moreover
\[ t^\pm (c,u) = \left( \frac{\eta \beta}{\beta - \eta} \frac{c}{B(u)} \right) \frac{\beta}{\frac{\beta}{\beta - \eta} B(u)} = \left| \frac{c}{B(u)} \right|^{-\frac{1}{\beta}} |c|^{-\frac{1}{\beta}}, \]
and the map $c \mapsto t^- (c,u)$ (respect. $t^+ (c,u)$) is increasing in $(0, +\infty)$ (respect. decreasing in $(-\infty, 0)$) if (C1) (respect. (C2)) holds. In particular, for any $c_1 > 0$ there exists $C > 0$ such that $t^\pm (c,u) \geq C$ for any $u \in S$ and $|c| \geq c_1 > 0$.

Consequently Lemma 3.1 (i) provides that $t^- \in C^1((0, \infty) \times (\mathcal{X} \setminus \{0\}))$ and $t^+ \in C^1((-\infty, 0) \times (\mathcal{X} \setminus \{0\}))$. Next we prove some properties of the maps $\Lambda^\pm$. Let $D_c := (\frac{B(u)}{\beta - \eta} \frac{c}{B(u)})^\frac{1}{\beta - \eta}$ for $c \in \mathbb{R}$, $I_+ = (0, \infty)$, and $I_- = (-\infty, 0)$.

Then, by the definition of $\Lambda$ in (1.8) and (4.4) we find
\[ \Lambda^\pm (c,u) = \frac{N(u) \pm D_c |B(u)|^\frac{\beta}{\beta - \eta}}{A(u)}, \quad \forall c \in I_+, u \in S. \]

Moreover, we denote by $\Lambda$ the continuous extension of $\Lambda^\pm$ to $c = 0$, i.e.
\[ \Lambda (u) = \Lambda^\pm (0,u) := \frac{N(u)}{A(u)}, \quad \forall u \in \mathcal{X} \setminus \{0\}. \]
and set \( r^\pm(0, u) \equiv 0 \).

The following result, which is a direct consequence of (4.4)–(4.6), shows that if \( u \mapsto \Lambda^\pm(c, u) \) is bounded for some \( c = c_0 \in \mathcal{I}_+ \), then it is bounded for any \( c \in \mathcal{I}_+ \):

**Lemma 4.2.** Let \( S_0 \subset S \) and \( K \subset [0, \infty) \) (respect. \( (-\infty, 0] \)) be a compact set if (C1) (respect. (C2)) holds. Then

\[
\sup_{K \times S_0} \Lambda^\pm < +\infty \Longleftrightarrow \inf_{S_0} A > 0 \text{ and } \inf_{S_0} |B| > 0.
\]

Moreover, in such a case we also have \( \sup_{K \times S_0} r^\pm < +\infty \), so that \( r^\pm \) is bounded and away from zero in \( K \times S_0 \). In particular, \( \Lambda^\pm(c, u_n) \to +\infty \) for any \( c \in \mathcal{I}_+ \) if \( u_n \to 0 \) in \( X \).

**Proof.** Recalling that (3) holds, we see that \( A \) cannot tend to 0 on \( S_0 \); otherwise since \( B \) is bounded, \( N \) has to vanish, against (3). If there is \( \{u_n\} \subset S_0 \) such that \( |B(u_n)| \to 0 \), then (up to subsequences) \( u_n \to u \). However \( B \) is completely continuous as well, and so \( B(u_n) \to B(u) = 0 \). By assumption (C1) or (C2) it has to be \( u = 0 \). Finally since \( A' \) is completely continuous and \( A \) is homogeneous, we deduce \( \eta A(u_n) = A'(u_n)u_n \to A'(0)0 = 0 \) but we know this is an absurd. The remaining part follows by (4.4) and by what we have already proved.

We shall use lemma 4.2 in several occasions. Recall we are denoting with \( \Lambda \) here nothing but \( \Lambda^\pm(0, \cdot) \), hence a function of a single variable (see (4.6)).

**Lemma 4.3.** The following statements hold.

(i) For every \( c > 0 \) (respect. \( c < 0 \)) the map \( u \mapsto \Lambda^-(c, u) \) (respect. \( u \mapsto \Lambda^+(c, u) \)) is bounded from below on \( S \) if (C1) (respect. (C2)) holds.

(ii) For every \( u \in X \setminus \{0\} \) the map \( c \mapsto \Lambda^-(c, u) \) (respect. \( c \mapsto \Lambda^+(c, u) \)) is decreasing in \( [0, \infty) \) (respect. in \( (-\infty, 0] \)) if (C1) (respect. (C2)) holds.

(iii) Suppose that (C1) holds and \( \Lambda \) is bounded in \( S_0 \subset S \). Then \( \lim_{c \to +\infty} \Lambda^-(c, u) = -\infty \) uniformly in \( S_0 \).

(iv) Suppose that (C2) holds. Then \( \lim_{c \to -\infty} \Lambda^+(c, u) = +\infty \) uniformly in \( S \).

**Proof.** (i) and (ii) are clear from (4.5), (4.6) and condition (3). Let us prove (iii). By lemma 4.2 there exist \( C_1, C_2 > 0 \) such that \( \Lambda^-(c, u) \leq C_1 - C_2 D_x \) for any \( u \in S_0 \) and \( c > 0 \). Since \( D_x \to +\infty \) as \( c \to +\infty \), we obtain the desired conclusion. To prove (iv), assume by contradiction that \( c_n \to -\infty \) and \( \{u_n\} \subset S \) are such that

\[
M \geq \Lambda^+(c_n, u_n) = \frac{N(u_n) + D_x |B(u_n)|}{A(u_n)} \geq C_1 D_x |B(u_n)|^{\frac{p}{p}}.
\]

It follows that \( B(u_n) \to 0 \) and, by condition (4), we obtain \( u_n \to 0 \), so that

\[
\Lambda^+(c_n, u_n) \geq \frac{N(u_n)}{A(u_n)} \to +\infty,
\]

a contradiction. Thus \( \lim_{c \to -\infty} \Lambda^+(c, u) = +\infty \) uniformly with respect to \( u \in S \), and the proof is complete.

The next result implies that (H2) is satisfied.
Proposition 4.4. Suppose that \( c_n \to c \in \mathcal{I}_\Xi \) and \( \{u_n\} \subset S \) are such that \( \frac{\partial \hat{\Lambda}^\pm}{\partial n}(c_n, u_n) \to 0 \) and \( \{\hat{\Lambda}^\pm(c_n, u_n)\} \) is bounded. Then \( \{u_n\} \) has a convergent subsequence. In particular, the maps \( u \mapsto \hat{\Lambda}^\pm(c, u) \) satisfy the Palais–Smale condition for any \( c \in \mathcal{I}_\Xi \).

Proof. We deal only with \( c > 0 \) and \( \hat{\Lambda}^- \), since the other case is similar. By lemma 4.1 and lemma 4.2 we know that \( \Gamma^-(c_n, u_n) \) and \( A(u_n) \) are bounded and away from zero. Therefore, up to a subsequence, the assumptions of lemma A.1 are satisfied (see also remark A.2), and we reach the desired conclusion.

By the results above and theorem 1.2, the sequences

\[
\mu_{n,c}^- = \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \hat{\Lambda}^-(c, u), \quad \text{if (C1) holds and } c > 0,
\]

and

\[
\mu_{n,c}^+ = \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \hat{\Lambda}^+(c, u), \quad \text{if (C2) holds and } c < 0,
\]

give rise to a sequence (denoted by \( \{u_{n,c}\} \) in both cases) of critical points of the families \( \Phi_{\mu_n^-} \) and \( \Phi_{\mu_n^+} \) having energy equal to \( c \).

Lemma 4.5. Let \( c \neq 0 \). Then \( \mu_{n,c}^\pm \to +\infty \) and \( \|u_{n,c}\| \to +\infty \) as \( n \to +\infty \).

Proof. Let us fix \( c \neq 0 \) and write \( \mu_n = \mu_{n,c}^\pm \) and \( u_n = u_{n,c} \). The first assertion follows from theorem 1.2 and lemma 4.2. Assume by contradiction that \( \{u_n\} \) is bounded in \( X \), so that we can assume that \( u_n \to u \) in \( X \). From (4.3) and \( \Phi_{\mu_n}(u_n) = c \) we find that \( B(u_n) = \frac{\partial \mu_n}{\partial n} c \), so that \( B(u) \neq 0 \), i.e. \( u \neq 0 \). On the other hand, \( \Phi'_\mu(u_n) = 0 \) implies that \( \Lambda'(u_n) = \mu_n^{-1}(N(u_n) - \frac{\beta}{\beta^*} B'(u_n)) \). By homogeneity we infer that \( A(u_n) \to 0 \), so \( u = 0 \), and we reach a contradiction.

Let us proceed with the study of \( \mu_{n,c}^\pm \) as functions of \( c \). In view of (4.6), we set

\[
\mu_{n,0}^\pm := \mu_n = \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \frac{N(u)}{A(u)}.
\]

Lemma 4.6. For every \( n \in \mathbb{N} \) the following properties hold.

(i) The map \( c \mapsto \mu_{n,c}^\pm \) is decreasing and continuous in \( \mathcal{I}_\Xi \), and locally Lipschitz continuous in \( \mathcal{I}_\Xi \).

(ii) \( \lim_{c \to \pm \infty} \mu_{n,c}^\pm = \pm \infty \).

Proof. (i) Indeed, by lemma 4.2 and (3.3) we see that (H3) is satisfied by \( \hat{\Lambda}^\pm \) defined in (4.5) (in fact \( A \) cannot tend to 0, as in the proof of lemma 4.2). Proposition 4.4 shows that \( \hat{\Lambda}^\pm \) satisfy (PSG), so theorem 1.4 yields that \( c \mapsto \mu_{n,c}^\pm \) is decreasing and locally Lipschitz continuous in \( \mathcal{I}_\Xi \). Moreover, arguing as in the proof of theorem 1.4 we see that \( c \mapsto \mu_{n,c}^\pm \) is also continuous at \( c = 0 \).

(ii) To prove that \( \lim_{c \to \pm \infty} \mu_{n,c}^- = -\infty \) it suffices to pick some \( F \in \mathcal{F}_n \) such that \( \Lambda \) is bounded in \( F \) (for example as such \( F \) we can take the \( n \)-dimensional sphere). By lemma 4.3 (iii) we have that \( \lim_{c \to \pm \infty} \Lambda^-(c, u) = -\infty \) uniformly in \( F \), which yields the desired conclusion. On the other hand, lemma 4.3 (iv) yields that \( \mu_{n,c}^+ = \Lambda^+(c, u_{n,c}) \to +\infty \) as \( c \to -\infty \).
Next we establish some bifurcation type results, which imply, in particular, theorem 2.2 (1):

**Proposition 4.7.** Assume that either (C1) or (C2) hold.

(i) If \( \{u_k\} \subset X \) and \( \{\mu_k\} \subset \mathbb{R} \) are such that \( \Phi_{\mu_k}'(u_k) = 0 \) and \( |\Phi_{\mu_k}(u_k)| \to +\infty \) then \( \|u_k\| \to +\infty \).

(ii) If \( \{u_k\} \subset X \) and \( \{\mu_k\} \subset \mathbb{R} \) are such that \( \{\mu_k\} \) is bounded from above, \( \Phi_{\mu_k}'(u_k) = 0 \) and \( \Phi_{\mu_k}(u_k) \to 0 \), then \( u_k \to 0 \) in \( X \).

**Proof.** Recall that by (4.3) we have \( \frac{\partial}{\partial \eta} B(u_k) = \Phi_{\mu_k}(u_k) \). Then \( |B(u_k)| \to +\infty \) if \( |\Phi_{\mu_k}(u_k)| \to +\infty \) and it follows, by (3), that \( \|u_k\| \to +\infty \), proving (i).

Again by (4.3), if \( \Phi_{\mu_k}(u_k) \to 0 \) then \( B(u_k) \to 0 \). If \( \mu_k \to -\infty \) then \( N(u_k) < B(u_k) \to 0 \), so \( u_k \to 0 \) in \( X \). On the other hand, if \( \{\mu_k\} \) is bounded then one can show that \( \{u_k\} \) is bounded, and from \( B(u_k) \to 0 \) we infer that \( u_k \to 0 \). Finally, \( N(u_k) = \mu_k A(u_k) + B(u_k) \) yields that \( u_k \to 0 \) in \( X \) and (ii) is proved.

**Corollary 4.8.** Let \( \mu \in \mathbb{R} \).

(i) If (C1) holds then there exist two increasing sequences \( \{c_k\} \subset (0, +\infty) \) and \( \{n_k\} \subset \mathbb{N} \) such that \( \mu_{n_k,c_k} = \mu \) for every \( k \in \mathbb{N} \), and \( c_k, n_k, \|u_{n_k,c_k}\| \to +\infty \) as \( k \to +\infty \).

(ii) If (C2) holds then there exist two decreasing sequences \( \{-c_k\} \subset (0, +\infty) \) and \( \{n_k\} \subset \mathbb{N} \) such that \( \mu_{n_k,-c_k} = \mu \) for every \( k \in \mathbb{N} \), and \( -c_k, n_k, \|u_{n_k,c_k}\| \to +\infty \) as \( k \to +\infty \).

**Proof.** Let us assume that (C1) holds. Set \( d_1 = 1 \). We know from lemma 4.5 that there exists \( n_1 \in \mathbb{N} \) such that \( \mu_{n_1,d_1} > \mu \). By lemma 4.6 there exists \( c_1 > d_1 \) such that \( \mu_{n_1,c_1} = \mu \). Now take \( d_2 = c_1 + 2 \), so that again by lemma 4.5 we can find \( n_2 > n_1 \) such that \( \mu_{n_2,d_2} > \mu \) and thus, by lemmas 4.5 and 4.6, there exists \( c_2 > d_2 \) such that \( \mu_{n_2,c_2} = \mu \). By repeating this procedure the existence of \( \{c_k\} \) and \( \{n_k\} \) is proved. From proposition 4.7 we have \( \|u_{n_k,c_k}\| \to +\infty \). The proof of the second item is similar.

**4.2. The case \( \eta > \beta \)**

The subhomogeneous case \( \eta > \beta \) can be handled in a similar way. Let us briefly describe the main points.

Now (4.3) shows that if \( \Phi_{\mu}(u) = c \) then \( B(u) \) and \( c \) have opposite signs. Hence, if \( u \neq 0 \) then one of the following two cases must occur: \( c < 0 < B(u) \) or \( c > 0 > B(u) \). Let us focus on the first case and assume that \( B(u) > 0 \) for every \( u \neq 0 \). Then for any \( c < 0 \) and \( u \neq 0 \) the map \( \psi_{c,u} \) has a unique critical point \( \tau^+(c,u) > 0 \), still given by (4.4), which is a non-degenerate global minimizer. Moreover, the map \( c \mapsto \tau^+(c,u) \) is decreasing in \((-\infty, 0)\) and uniformly away from zero for \( c \) away from zero. The map \( \Lambda^+ \), given by \( \Lambda^+(c,u) = \mu(c, \tau^+(c,u) u) \) for \( c < 0 \) and \( u \neq 0 \), satisfies now

\[
\Lambda^+(c,u) = \frac{N(u) - D_u B(u)}{A(u)}^\frac{n}{2}.
\]

It follows that lemma 4.2 remains valid. Moreover:

- for any \( c < 0 \) the map \( u \mapsto \Lambda^+(c,u) \) is bounded below on \( S \),
- for any \( u \neq 0 \) the map \( c \mapsto \Lambda^+(c,u) \) is decreasing in \((-\infty, 0)\),
- if the functional \( \Lambda \) is bounded in \( S_0 \subset S \) then \( \Lambda^+(c,u) \to -\infty \) uniformly in \( S_0 \) as \( c \to 0^- \).
Furthermore, the proof of proposition 4.4 still applies, and we deduce that for any $c < 0$ the map $u \mapsto \Lambda^+(c, u)$ satisfies the Palais–Smale condition. Thus $\mu_{n, c}^+ = \inf_{F \in \mathcal{F}} \sup_{u \in F} \Lambda^+(c, u)$ are critical values of the functional $u \mapsto \Lambda^+(c, u)$. Arguing as in the proof of lemma 4.6 we see that, for every $n$:

- the map $c \mapsto \mu_{n, c}^+$ is decreasing and locally Lipschitz continuous in $(-\infty, 0)$,
- $\lim_{c \to 0^-} \mu_{n, c}^+ = -\infty$, and $\lim_{c \to +\infty} \mu_{n, c}^+ = \mu_n$, with $\mu_n$ given by (4.7).

One may also check that proposition 4.7 remains valid, implying in particular that $u_{n, c} \to 0$ as $c \to 0^-$, i.e. $(-\infty, 0)$ is a bifurcation point, and $\|u_{n, c}\| \to +\infty$ as $c \to -\infty$, i.e. every $(\mu_n, +\infty)$ is a bifurcation point.

Finally, corollary 4.8 reads now as follows: for every $\mu \in \mathbb{R}$ there exist two increasing sequences $\{c_k\} \subset (-\infty, 0)$ and $\{n_k\} \subset \mathbb{N}$ such that $\mu_{n_k, c_k} = \mu$ for every $k \in \mathbb{N}$, and $n_k \to +\infty$, $c_k \to 0^-$, and $u_{n_k, c_k} \to 0$ in $X$ as $k \to +\infty$. Thus every $(\mu, 0)$ is a bifurcation point.

We are now in position to state the following result for problem (1.3):

**Theorem 4.9.** Assume that (C1) hold. If $\eta < \beta$ (respect. $\eta > \beta$) then for every $c > 0$ (respect. $c < 0$) there exists a sequence $\{(\mu_{n, c}, u_{n, c})\} \subset \mathbb{R} \times X \setminus \{0\}$ such that $(\mu_{n, c}, \pm u_{n, c})$ solves (1.3) for every $n \in \mathbb{N}$. Moreover $(\mu, c)$ is non-decreasing, $\mu_{n, c} \to +\infty$ as $n \to +\infty$, and (1.3) has no solution for $\mu < \mu_{1, c}$. Finally, $\mu_{n, c}$ and $u_{n, c}$ have the following behaviour with respect to $c$:

1. If $\eta < \beta$ then:
   
   (a) For every $n \in \mathbb{N}$ the map $c \mapsto \mu_{n, c}$ is locally Lipschitz continuous and decreasing in $(-\infty, 0)$, and continuous in $[0, +\infty)$.
   
   (b) $\mu_{n, c} \to -\infty$ and $\|u_{n, c}\| \to +\infty$ as $c \to +\infty$, i.e. $(-\infty, +\infty)$ is a bifurcation point.
   
   (c) $\mu_{n, c} \to \mu_n$ and $u_{n, c} \to 0$ in $W_0^{1, p}(\Omega)$ as $c \to 0^+$, i.e. every $(\mu_n, 0)$ is a bifurcation point.
   
   (d) For every $\mu \in \mathbb{R}$ there are infinitely many $u \in X$ such that $\Phi_\mu\prime(\pm u) = 0$, and $\Phi_\mu(u) \to +\infty$ and $\|u\| \to +\infty$ as $n \to +\infty$, so $(\mu, +\infty)$ is a bifurcation point for any $\mu \in \mathbb{R}$.

2. If $\eta > \beta$ then:
   
   (a) For every $n \in \mathbb{N}$ the map $c \mapsto \mu_{n, c}$ is locally Lipschitz continuous and decreasing in $(-\infty, 0)$.
   
   (b) $\mu_{n, c} \to -\infty$ and $u_{n, c} \to 0$ in $X$ as $c \to 0^-$, i.e. $(-\infty, 0)$ is a bifurcation point.
   
   (c) $\mu_{n, c} \to \mu_n$ and $\|u_{n, c}\| \to +\infty$ as $c \to -\infty$, i.e. every $(\mu_n, +\infty)$ is a bifurcation point.
   
   (d) For every $\mu \in \mathbb{R}$ there are infinitely many $u \in X$ such that $\Phi_\mu\prime(\pm u) = 0$ and $\Phi_\mu(u) \to 0^-$ and $u \to 0$ in $W_0^{1, p}(\Omega)$ as $n \to +\infty$, so $(\mu, 0)$ is a bifurcation point for any $\mu \in \mathbb{R}$.

**Proof.** The existence of the sequence $\{(\mu_{n, c}, u_{n, c})\} \subset \mathbb{R} \times X \setminus \{0\}$ follows from lemma 4.3, proposition 4.4, and lemma 4.5, combined with theorems 1.1 and 1.2; whereas the properties of the map $c \mapsto \mu_{n, c}$ are consequences of lemma 4.6, proposition 4.7 and corollary 4.8. Note that the corresponding results in the case $\eta > \beta$ are described just above.

4.3. **Proof of theorems 2.1 and 2.2**

It is clear that $N(u) = \int_\Omega |\nabla u|^p$, $A(u) = \int_\Omega |u|^p$, and $B(u) = \int_\Omega |u|^\gamma$ satisfy the conditions (1)–(5) of this section with $\eta = p$ and $\beta = r$, so theorem 4.9 yield all the conclusions, except for:
There exists $N$ which is clearly a

Moreover, for any $c$ large enough, which is a consequence of the fact that (1.5)

Let $c \in \mathbb{R}$ be fixed. For $u \in X \setminus \{0\}$, we have explicitly

Then

which is clearly a $C^2$ map in $(0, \infty)$, its first and second derivatives being given by

and

Moreover, for any $t > 0$ the map $(c, u) \mapsto \psi_{c,u}^t(t)$ is $C^4$. By the previous formulae and some computations, we derive the following result:

5. A second class of functionals

We consider now the functional

\[
\Phi_\mu(u) := \frac{1}{\eta} N(u) - \frac{\mu}{\alpha} A(u) - \frac{1}{\beta} B(u)
\]

where $1 < \alpha < \eta < \beta$, and $N, A, B \in C^1(X)$ are even functionals satisfying the following conditions:

1. $N, A, B$ are $\eta$-homogeneous, $\alpha$-homogeneous and $\beta$-homogeneous, respectively.
2. $A(u), B(u) > 0$ for any $u \neq 0$.
3. There exists $C, C' > 0$ such that $C' \|u\|^{\eta} \geq N(u) \geq C^{-1} \|u\|^\eta, A(u) \leq C \|u\|^\alpha$ and $B(u) \leq C \|u\|^\beta$ for all $u \in X$.
4. $A'$ and $B'$ are completely continuous, i.e. $A'(u) \to A'(u)$ and $B'(u) \to B'(u)$ in $X^*$ if $u_n \rightharpoonup u$ in $X$.
5. $N$ is weakly lower semicontinuous and there exists $C > 0$ such that

The above conditions are implicitly assumed in all this section.

Let $c \in \mathbb{R}$ be fixed. For $u \in X \setminus \{0\}$, we have explicitly

Then

which is clearly a $C^2$ map in $(0, \infty)$, its first and second derivatives being given by

\[
\psi_{c,u}^t(t) = (\eta - \alpha) \frac{\alpha N(u)}{\eta A(u)} t^{\eta - \alpha - 1} - (\beta - \alpha) \frac{\alpha B(u)}{\beta A(u)} t^{\beta - \alpha - 1} + \frac{\alpha c}{A(u)} t^{-\alpha - 1}
\]

and

\[
\psi_{c,u}''(t) = (\eta - \alpha)(\eta - \alpha - 1) \frac{\alpha N(u)}{\eta A(u)} t^{\eta - \alpha - 2} - (\beta - \alpha)(\beta - \alpha - 1) \frac{\alpha B(u)}{\beta A(u)} t^{\beta - \alpha - 2}
\]

Moreover, for any $t > 0$ the map $(c, u) \mapsto \psi_{c,u}^t(t)$ is $C^4$. By the previous formulae and some computations, we derive the following result:
Lemma 5.1. For each \( u \in X \setminus \{0\} \) the system \( \psi_{c,u}'(t) = \psi_{c,u}''(t) = 0 \) has a unique solution \((t(u),c(u))\) given by

\[
\begin{align*}
    t(u) &= \left( \frac{\eta - \alpha}{\beta - \alpha} B(u) \right)^{\frac{1}{\beta - \alpha}}, \quad c(u) = -\frac{(\eta - \alpha)(\beta - \eta)}{\eta \beta \alpha} \left( \frac{\eta}{\beta - \alpha} \right) \frac{N(u)}{B(u)} \frac{\beta}{\beta - \alpha}. \tag{5.2}
\end{align*}
\]

Moreover

(i) If \( c \in (c(u),0) \), then \( \psi_{c,u} \) has exactly two critical points \( 0 < t^+(c,u) < t^-(c,u) \), both of Morse type, the first one being a local minimizer and the second one a local maximizer. Moreover \( 0 < \psi_{c,u}(t^+(c,u)) < \psi_{c,u}(t^-(c,u)) \).

(ii) If \( c = c(u) \), then \( \psi_{c,u} \) is decreasing and has exactly one critical point \( 0 < t^0(c,u) \), which corresponds to an inflection point.

(iii) If \( c < c(u) \), then \( \psi_{c,u} \) has no critical points, is decreasing and satisfies

\[
\lim_{t \to 0^+} \psi_{c,u}(t) = +\infty \quad \text{and} \quad \lim_{t \to +\infty} \psi_{c,u}(t) = -\infty.
\]

(iv) If \( c > 0 \), then \( \psi_{c,u} \) has a unique critical point \( t^-(c,u) > 0 \) which is a global maximizer of Morse type.

Furthermore, whenever defined, \( t^\pm(c,u) \) satisfy

\[
\frac{\eta - \alpha}{\eta} N(u) t^\pm(c,u)^\eta - \frac{\beta - \alpha}{\beta} B(u) t^\pm(c,u)^\beta + \alpha c = 0 \tag{5.3}
\]

and

\[
\frac{(\eta - \alpha)(\eta - \alpha - 1)}{\eta} N(u) t^\pm(c,u)^\eta - \frac{(\beta - \alpha)(\beta - \alpha - 1)}{\beta} B(u) t^\pm(c,u)^\beta - \alpha(\alpha + 1) c \geq 0. \tag{5.4}
\]

In particular we have

\[
    t^-(0,u) = \left( \frac{\beta}{\eta} - \frac{\alpha}{\alpha - \beta} \frac{N(u)}{B(u)} \right)^{\frac{1}{\beta - \alpha}}.
\]

Moreover we also get

Lemma 5.2. The functional \( c \) defined in (5.2) belongs to \( C^1(X \setminus \{0\}) \). Moreover it is 0-homogeneous and bounded from above by a negative constant, i.e. \( c^* := \sup_{u \in X \setminus \{0\}} c(u) < 0 \).

Proof. Indeed, it is clear that \( c \in C^1(X \setminus \{0\}) \), while the 0-homogeneity follows by (1), and the boundedness from above is a consequence of (3).

The next result follows from lemma 5.1 and shows that (H1) holds with two choices of \( I \):

Lemma 5.3. For any \( c \in (c^*,0) \) and \( u \in X \setminus \{0\} \), the map \( \psi_{c,u} \) satisfies lemma 5.1 (i), while for any \( c > 0 \) and \( u \in X \setminus \{0\} \), it satisfies lemma 5.1 (iv). In particular (H1) holds with \( I = (c^*,0) \) as well as with \( I = (c^*,+\infty) \).

Consequently lemma 3.1 (i) applies and the maps \((c,u) \mapsto t^+(c,u),t^-(c,u)\) belong to \( C^1((c^*,0) \times (X \setminus \{0\})) \) and \( C^1((c^*,+\infty) \times (X \setminus \{0\})) \), respectively. Let us obtain some further properties of these maps.
Lemma 5.4. The following statements hold.

(i) The map $c \mapsto t^-(c,u)$ is increasing in $(c^*, +\infty)$. Moreover,

$$t^-(c,u) > \left(\frac{\eta - \alpha N(u)}{\beta - \alpha B(u)}\right)^{\frac{1}{\eta - \alpha}}, \quad \forall c > c^*, u \in S. \quad (5.5)$$

In particular, there exists $C' > 0$ such that $t^-(c,u) \geq C'$ for every $u \in S$ and $c > c^*$.

(ii) $t^-(c,u) \to +\infty$ as $c \to +\infty$, uniformly in $S$.

(iii) The map $c \mapsto t^+(c,u)$ is decreasing in $(c^*, 0)$. Moreover,

$$t^+(c,u) < \left( - \frac{\alpha \beta \eta c}{(\beta - \eta)(\eta - \alpha)} \right)^{\frac{1}{\eta - \alpha}}, \quad \forall c \in (c^*, 0), u \in S, \quad (5.6)$$

In particular, there exists $C' > 0$ such that $t^+(c,u) \leq C'$ for every $u \in S$ and $c \in (c^*, 0)$.

(iv) $t^+(c,u) \to 0$ as $c \to 0^-$, uniformly in $S$.

Proof. (i) Note that $\Phi_{\mu} = I_1 - \mu I_2$ with $I_2(u) := \frac{1}{\varepsilon} A(u)$, so that $I_2(u) u = t^{\varepsilon - 1}(A(u) > 0$, and by lemma 3.1(i) it follows that the map $c \mapsto t^-(c,u)$ is increasing in $(c^*, +\infty)$. To conclude the proof, note from (5.3) and (5.4) that $(\eta - \alpha) N(u) t^-(c,u)^\eta - (\beta - \alpha) B(u) t^-(c,u)^\beta < 0$, which yields (5.5).

(ii) By (3) we know that $B$ is bounded on $S$, so the claim follows from (5.3).

(iii) By lemma 3.1 it follows that the map $c \mapsto t^+(c,u)$ is decreasing in $(c^*, 0)$. To conclude the proof, we infer from (5.3) and (5.4) that $\frac{\eta - \alpha}{\eta}(\eta - \alpha - \beta) N(u) t^+(c,u)^\eta - \beta \alpha c > 0$, which yields (5.6).

(iv) It follows from (iii) just proved. $\square$

Let us consider now the maps $\Lambda^\pm$. First note that by lemma 5.1 we have

$$\Lambda^+(c,u) = \psi_{c,a} (t^+(c,u)) < \psi_{c,a} (t^-(c,u)) = \Lambda^-(c,u), \quad \forall u \in S, c \in (c^*, 0).$$

Moreover from $\psi_{c,a}^\prime (t^\pm(c,u)) = 0$ we have

$$\Lambda^\pm (c,u) = \frac{\beta - \eta}{\beta - \alpha} \frac{\alpha N(u)^{\alpha - \eta}}{A(u)^{\alpha - \eta}} c^\pm (c,u)^{\eta - \alpha} - \frac{\alpha c}{A(u)^{\beta - \alpha}} t^\pm(c,u)^{-\alpha}$$

$$= \frac{\alpha t^\pm(c,u)^{-\alpha}}{(\beta - \alpha) A(u)} \left( \frac{\beta - \eta}{\eta} N(u) t^\pm(c,u)^{\eta} - \beta c \right), \quad (5.7)$$

for the corresponding values of $c$ and $u \in X \setminus \{0\}$. In particular,

$$\Lambda^-(0,u) = C_{\alpha,\beta,\eta} N(u)^{\frac{\alpha}{\beta - \alpha}} A(u)^{\frac{\beta - \alpha}{\beta - \alpha}} B(u)^{\frac{\eta}{\beta - \alpha}} \text{ for some } C_{\alpha,\beta,\eta} > 0.$$

The following relations between $\Lambda^\pm$, $t^\pm$ and $N, A$, and $B$ shall be used repeatedly in the sequel:

Lemma 5.5. Let $S_0 \subset S$.

(i) Let $K \subset (c^*, +\infty)$ be a compact set. Then

$$\sup_{K \times S_0} \Lambda^- < +\infty \iff \sup_{K \times S_0} t^- < +\infty \iff \inf_K A > 0 \text{ and } \inf_K B > 0.$$
(ii) Let $K \subset (c^*, 0)$ be a compact set. Then
\[
\sup_{K \times S_0} \Lambda^+ < +\infty \iff \inf_{S_0} A > 0 \text{ and } \inf_{S_0} B > 0.
\]
Moreover, in such case we also have $\inf_{K \times S_0} t^+ > 0$, so that $t^+$ is bounded and away from zero in $K \times S_0$.

**Proof.** (i) From (5.7) it is clear that if $\Lambda^-$ is bounded from above on $K \times S_0$ then $t^-$ is bounded therein, which implies by lemma 5.4 (i) that $A, B$ are away from zero on $S_0$. Now the latter assertion yields, by (5.3), that
\[
C_4 t^- (c, u)^\beta - C_2 t^- (c, u)^\beta + \alpha c \geq 0, \quad \forall (c, u) \in K \times S_0,
\]
which implies that $t^-$ is bounded on $K \times S_0$. Since it is also away from zero, we deduce that $\Lambda^-$ is bounded from above on $K \times S_0$.

(ii) Now (5.7) shows that if $\Lambda^+$ is bounded from above on $K \times S_0$ then $t^+$ is away from zero therein, $A$ and $B$ are away from zero in $S_0$. Finally, the latter assumption and
\[
C_4 t^+ (c, u)^\beta - C_2 t^+ (c, u)^\beta + \alpha c \geq 0, \quad \forall (c, u) \in K \times S_0,
\]
show that $t^+$ is away from zero on $K \times S_0$, and consequently, by (5.7), $\Lambda^+$ is bounded from above therein. \qed

**Lemma 5.6.** The following statements hold.

(i) For every $c > c^*$ the map $u \mapsto \Lambda^-(c, u)$ is bounded from below on $S$. For every $c^* < c < 0$ the map $u \mapsto \Lambda^+(c, u)$ is bounded from below on $S$, by a positive constant.

(ii) For every $u \in X \setminus \{0\}$ the maps $c \mapsto \Lambda^+(c, u)$, $\Lambda^-(c, u)$ are decreasing in $(c^*, 0)$ and $(c^*, +\infty)$, respectively.

(iii) If $\Lambda^-(0, u)$ is bounded in $S_0 \subset S$ then $\lim_{c \to +\infty} \Lambda^-(c, u) = -\infty$ uniformly in $S_0$.

(iv) If $\Lambda^+(\tau, u)$ is bounded in $S_0 \subset S$ for some $\tau \in (c^*, 0)$ then $\lim_{c \to 0^-} \Lambda^+(c, u) = 0$ uniformly in $S_0$.

**Proof.** (i) Assume by contradiction that there exists $\{u_n\} \subset S$ such that $\Lambda^-(c, u_n) \to -\infty$. Then lemma 5.5 implies that $\{t^-(c, u_n)\}$ is bounded. By lemma 5.4 (i) we also know that $\{t^-(c, u_n)\}$ is away from zero. Thus, by (5.7), it follows that $A(u_n) \to 0$, which contradicts lemma 5.5. The first assertion is then proved. Now, from (5.7) we deduce that $\Lambda^+(c, u) \geq -C_4 c t^+ (c, u)^\beta - C_3 t^+ (c, u)^\beta$ for some $C_2 > 0$, and since $t^+$ is bounded, we infer the second assertion.

(ii) It follows from lemma 3.1 (ii) and the fact that $I_2 > 0$.

(iii) By lemma 5.5 we know that if $\Lambda^-(0, u)$ is bounded in $S_0$, then $A, B$ are bounded away from zero in $S_0$. Therefore, by (5.1),
\[
\psi_{c,u}(t) \leq \varphi_c(t) := C_1 t^{\beta-\alpha} - C_2 t^{\beta-\alpha} - C_3 t^{\beta-\alpha}, \quad \forall t > 0, \quad \forall u \in S_0,
\]
where $C_1, C_2, C_3$ are positive constants. Note that $\max_{t>0} \varphi_c(t) \to -\infty$ as $c \to +\infty$, and since
\[
\Lambda^-(c, u) = \psi_{c,u}(t^-(c, u)) \leq \varphi_c(t^-(c, u)) \leq \max_{t>0} \varphi_c(t),
\]
we obtain the desired conclusion.
(iv) Suppose that $\Lambda^+(\tau, u)$ is bounded in $S_0 \subset S$. By lemma 5.5 we know that $A$ is away from zero (and $N$ is bounded in $S_0$). Therefore, by (5.3) there exist $C_1, C_2 > 0$ such that

$$C_1 t^+(c, u)^\beta - C_2 t^+(c, u)^\beta + \alpha c \geq 0, \quad \forall c \in (\bar{c}, 0), \, u \in S_0,$$

and thus

$$C_1 t^+(c, u)^{\eta - \alpha} - C_2 t^+(c, u)^{\beta - \alpha} \geq \frac{c}{t^+(c, u)^{\alpha}} > 0, \quad \forall c \in (\tau, 0), \, u \in S_0.$$  

By lemma 5.4 (iii), it follows that $\frac{c}{t^+(c, u)^{\alpha}} \to 0$, as $c \to 0^-$, uniformly in $S_0$. As a consequence, by (5.7), we conclude that $\lim_{c \to 0^-} \Lambda^+(c, u) = 0$ uniformly in $S_0$. \hfill $\square$

Next we prove that the maps $u \mapsto \Lambda^\pm(c, u)$ satisfy the Palais–Smale condition. In the sequel $I_+ := (c^*, 0)$ and $I_- := (c^*, +\infty)$.

**Proposition 5.7.** Suppose that $c_n \to c \in I_\pm$ and $\{u_n\} \subset S$ are such that $\frac{\partial \Lambda^\pm}{\partial u}(c_n, u_n) \to 0$ and $\{\Lambda^\pm(c_n, u_n)\}$ is bounded. Then $\{u_n\}$ has a convergent subsequence. In particular, the map $u \mapsto \Lambda^\pm(c, u)$ satisfies the Palais–Smale condition.

**Proof.** Write, for simplicity, $\Lambda := \Lambda^\pm$ and $t(c, u) := t^\pm(c, u)$. Let $t_n := t(c_n, u_n)$. We can assume that $u_n \to u$ in $X$. By lemmas 5.4 and 5.5 we deduce that $\{t_n\}$ is bounded and away from zero, and $u \neq 0$. Hence, up to a subsequence, the assumptions of lemma A.1 are satisfied (see also remark A.2), and we obtain the desired conclusion. \hfill $\square$

By lemmas 5.3, 5.6 and proposition 5.7 we are in position to apply theorem 1.2 to show that for any $c$ the sequences

$$\mu_{n, c}^- := \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \Lambda^-(c, u), \quad \text{if } c > c^*,$$

and

$$\mu_{n, c}^+ := \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \Lambda^+(c, u), \quad \text{if } c \in (c^*, 0)$$

give rise to sequences $\{u_{n, c}\}, \{v_{n, c}\}$ of critical points of the families $\Phi_{\mu_{n, c}^-}$ and $\Phi_{\mu_{n, c}^+}$, respectively, and having energy equal to $c$. Note that by lemma 5.6 we have $\mu_{n, c}^+ > 0$ for every $n \in \mathbb{N}$ and $c \in (c^*, 0)$.

**Corollary 5.8.** The following holds.

(i) Let $c > c^*$. Then $\mu_{n, c}^- \to +\infty$ and $\|u_{n, c}\| \to +\infty$ as $n \to +\infty$.

(ii) Let $c \in (c^*, 0)$. Then $\mu_{n, c}^+ \to +\infty$, and $v_{n, c} \to 0$ and $v_{n, c} \not\to 0$ as $n \to +\infty$.

**Proof.** (i) By lemma 5.5 we know that $\Lambda^-(c, w_n) \to +\infty$ if $w_n \to 0$ in $X$, so theorem 1.2 yields the first assertion. Moreover, writing $u_{n, c} = t^-(c, w_n)w_n$ with $w_n \in S$, we have $\|u_{n, c}\| = \|t^-(c, w_n)\| = \Lambda^-(c, w_n) = \mu_{n, c}^- \to +\infty$. By lemma 5.5 we deduce that $t^-(c, w_n) \to +\infty$.

(ii) Lemma 5.5 yields the first assertion. Writing $v_{n, c} = t^+(c, w_n)w_n$, by lemma 5.5 we have $A(w_n) \to 0$, then $w_n \to 0$ in $X$. Since $t^+(c, w_n)$ is bounded by lemma 5.4, we see that $v_{n, c} \not\to 0$ in $X$. Finally, (5.3) shows that $t^+(c, w_n) \not\to 0$, so $v_{n, c} \not\to 0$ in $X$. \hfill $\square$
Proposition 5.9. There holds $\mu_{n,c}^+ < \mu_{n,c}^-$ for every $n \in \mathbb{N}$ and $c \in (c^*, 0)$.

The proof of this result relies on the following lemma:

Lemma 5.10. Suppose that there exists a sequence $(s_n, u_n) \in \mathbb{R} \times S$ such that $r^+(c, u_n) \leq s_n < r^+(c, u_n) + 1/n$, $\Lambda^+(c, u_n)$ is bounded and $\psi^r_{c,u_n}(s_n) = o_n(1)$. Then $c \leq c^*$.

Proof. Let us write $t_n = r^+(c, u_n)$. By lemmas 5.4 and 5.5 we know that $\{t_n\}$, $\{N(u_n)\}$ and $\{A(u_n)\}$ are bounded and away from zero, so we can assume that $t_n, s_n \to t > 0$ and $u_n \to u \neq 0$. Thus

$$\frac{\eta - \alpha}{\eta} N(u_n) s_n^\eta - \frac{\beta - \alpha}{\beta} B(u_n) s_n^\beta + \alpha c = \frac{\eta - \alpha}{\eta} N(u_n) (t_n + o_n(1))^\eta - \frac{\beta - \alpha}{\beta} B(u_n) (t_n + o_n(1))^\beta + \alpha c = t_n^{\alpha+1} A(u_n) \psi^r_{c,u_n} (t_n) + o_n(1) = o_n(1), \quad \forall n,$$

which combined with $\psi^r_{c,u_n}(s_n) = o_n(1)$ yields

$$\left\{ \begin{array}{l}
\frac{\eta - \alpha}{\eta} N(u_n) s_n^\eta = \frac{\beta - \alpha}{\beta} B(u_n) s_n^\beta + \alpha c = o_n(1), \\
(\eta - \alpha)(\eta - \alpha - 1) N(u_n) s_n^\eta = (\beta - \alpha)(\beta - \alpha - 1) B(u_n) s_n^\beta - \alpha(1) = o_n(1).
\end{array} \right.$$ 

Solving this system in the variables $(s_n, c)$ we conclude that $s_n = \left( \frac{\eta - \alpha}{\beta - \alpha} N(u_n) + o_n(1) \right)^{\frac{1}{\eta - \alpha}}$, and (recall (5.2)) $c = \lim_{n \to +\infty} c(u_n) \leq c^*$.

Corollary 5.11. Fix $c \in (c^*, 0)$ and suppose that $\Lambda^+(c, \cdot)$ is bounded over $S_0 \subset S$. Then there exists $D, \delta > 0$ such that $\psi^r_{c,s}(s) \geq D$ for all $(s, u) \in [r^+(c, u), r^+(c, u) + \delta] \times S_0$.

Proof. On the contrary we can find a sequence $(s_n, u_n) \in \mathbb{R} \times S_0$ such that $r^+(c, u_n) \leq s_n < r^+(c, u_n) + 1/n$, $\Lambda^+(c, u_n)$ is bounded and $\psi^r_{c,u_n}(s_n) = o_n(1)$, which contradicts lemma 5.10.

Proof of proposition 5.9. Indeed, since $\Lambda^+(c, u) < \Lambda^-(c, u)$ we have $\mu_{n,c}^+ \leq \mu_{n,c}^-$. This inequality also implies that $\mu_{n,c}^+ \leq \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \Lambda^+(c, u)$ and $\mu_{n,c}^- = \inf_{F \in \mathcal{F}_n} \sup_{u \in F} \Lambda^-(c, u)$, where $\mathcal{F}_n = \{ F \in \mathcal{F}_n : \sup_{u \in F} \Lambda^-(c, u) \leq \mu_{n,c}^- + 1 \}$. Let $S_0 = \{ u \in S : \Lambda^-(c, u) \leq \mu_{n,c}^- + 1 \}$. We write $t_0 = t^+(c, u)$, $t_1 = t^-(c, u)$ and $t_5 = t_0 + \delta$. From corollary 5.11 and the mean value theorem we infer that $\psi_{c,u}(t_0) \geq \psi_{c,u}(t_0) + D\delta^2$, so that $\psi_{c,u}(t_1) - \psi_{c,u}(t_0) > D\delta^2$, for any $u \in S_0$. Hence $\sup_{u \in F} \Lambda^+(c, u) \leq \sup_{u \in F} \Lambda^-(c, u) - D\delta^2$, for any $F \in \mathcal{F}_n$, and then $\mu_{n,c}^+ \leq \mu_{n,c}^- - D\delta^2$, which completes the proof.

Let us proceed with the study of the behaviour of $\mu_{n,c}^+$ with respect to $c$.

Lemma 5.12. For every $n \in \mathbb{N}$ the following properties hold:

(i) The maps $c \mapsto \mu_{n,c}^+$ are decreasing and locally Lipschitz continuous in $I_{\pm}$.
(ii) $\lim_{c \to -\infty} \mu_{n,c}^+ = -\infty$ and $\lim_{c \to +\infty} \mu_{n,c}^+ = 0$.

Proof. (i) Indeed, by (3.3) and lemma 5.5 we see that (H3) is satisfied by $\Lambda^\pm$, whereas proposition 5.7 shows that (PS) is satisfied by these functionals, so theorem 1.4 yields the conclusion.
(ii) It suffices to pick some \( F \in \mathcal{F}_c \) such that \( (N) \) is bounded and \( A, B \) are away from zero in \( F \). By lemma 5.5 we deduce that \( \Lambda^-(0, u) \) and \( \Lambda^+(c, u) \) are bounded in \( F \), for any \( c \in (c^*, 0) \). Thus lemma 5.6 implies that \( \lim_{c \to 0^-} \Lambda^-(c, u) = -\infty \) and \( \lim_{c \to 0^+} \Lambda^+(c, u) = 0 \) uniformly in \( F \), which yields the desired conclusions.

Next we show that bifurcation occurs at \( (\mu, +\infty) \) for every \( \mu \in \mathbb{R} \), and at \( (\mu, 0) \) for every \( \mu > 0 \):

**Corollary 5.13.** The following statements hold.

(i) For every \( \mu \in \mathbb{R} \) there exist two increasing sequences \( \{c_k\} \subseteq (0, +\infty) \) and \( \{n_k\} \subseteq \mathbb{N} \) such that \( \mu_{n_k, c_k} = \mu \) for every \( k \in \mathbb{N} \), and \( c_k, n_k, \|v_{n_k, c_k}\| \to +\infty \) as \( k \to +\infty \).

(ii) For every \( \mu > 0 \) there exist two increasing sequences \( \{c_k\} \subseteq (c^*, 0) \) and \( \{n_k\} \subseteq \mathbb{N} \) such that \( \mu_{n_k, c_k} = \mu \) for every \( k \in \mathbb{N} \), \( n_k \to +\infty \), \( c_k \to 0^+ \), and \( u_{n_k, c_k} \to 0 \) in \( X \) as \( k \to +\infty \).

**Proof.** We can argue as in the proof of corollary 4.8 to obtain the sequences \( \{c_k\} \) and \( \{n_k\} \). Moreover, writing \( v_k = v_{n_k, c_k} \) we have \( v_k = t_k w_k \) where \( t_k = t^-(c_n, w_k) \) and \( w_k \in S \) for every \( k \). Since \( c_k \to +\infty \), it follows from lemma 5.4 (ii) that \( \|v_k\| = t_k \to +\infty \), which proves (i). A similar argument applied to \( u_k = u_{n_k, c_k} \) yields \( u_k = t_k w_k \) with \( t_k = t^+(c_n, w_k) \), and lemma 5.4 (iv) shows that \( u_k \to 0 \) in \( X \), giving (ii).

**Theorem 5.14.** Under the previous conditions there exists \( c^* < 0 \) such that:

(i) For any \( c > c^* \) there exists a sequence \( \{(\mu_{n, c, -}^{n, c}, u_{n, c})\} \subseteq \mathbb{R} \times X \setminus \{0\} \) such that \( (\mu_{n, c, -}^{n, c}, \pm u_{n, c}) \) solves (1.3) for every \( n \in \mathbb{N} \). Moreover:

(a) \( \{\mu_{n, c, -}^{n, c}\} \) is non-decreasing, and \( \mu_{n, c, -}^{n, c}, \|u_{n, c}\| \to +\infty \) as \( n \to +\infty \).

(b) If \( c > 0 \) and \( \mu < \mu_{1, c} \) then (1.3) has no solution.

(ii) For any \( c \in (c^*, 0) \) there exists a sequence \( \{(\mu_{n, c, +}^{n, c}, v_{n, c})\} \subseteq (0, 0) \times X \setminus \{0\} \) such that \( (\mu_{n, c, +}^{n, c}, \pm v_{n, c}) \) solves (1.3) for every \( n \in \mathbb{N} \). Moreover:

(a) \( \{\mu_{n, c, +}^{n, c}\} \) is non-decreasing, and \( \mu_{n, c, +}^{n, c}, v_{n, c} \to +\infty \) as \( n \to +\infty \).

(b) If \( \mu < \mu_{1, c} \) then (1.3) has no solution.

(iii) For every \( n \in \mathbb{N} \) the map \( c \mapsto \mu_{n, c}^{n, c} \) is locally Lipschitz continuous and decreasing in \( (c^*, 0) \), and \( \lim_{c \to 0^-} \mu_{n, c}^{n, c} = -\infty \).

(iv) For every \( n \in \mathbb{N} \) the map \( c \mapsto \mu_{n, c}^{n, c} \) is locally Lipschitz continuous and decreasing in \( (c^*, 0) \), and \( \lim_{c \to 0^-} \mu_{n, c}^{n, c} = 0 \).

(v) For every \( \mu \in \mathbb{R} \) there are infinitely many \( u_n \in X \) such that \( \Phi'_\mu(\pm u_n) = 0 \), and \( \Phi'_\mu(u_n) \to +\infty \) as \( n \to +\infty \), so \( (\mu, +\infty) \) is a bifurcation point for any \( \mu \in \mathbb{R} \).

(vi) For every \( \mu > 0 \) there are infinitely many \( v_n \in X \) such that \( \Phi'_\mu(\pm v_n) = 0 \) and \( \Phi'_\mu(v_n) \to +\infty \) as \( n \to +\infty \), so \( (\mu, 0) \) is a bifurcation point for any \( \mu > 0 \).

**Proof.** (i) and (ii) follow from corollary 5.8, lemma 5.6, and propositions 5.7 and 5.9, combined with theorems 1.1 and 1.2, whereas (iii) and (iv) follow from lemma 5.12. Finally, (v) and (vi) are consequences of corollary 5.13.

5.1. **Proof of theorems 2.3 and 2.4**

It is clear that \( N(u) = \int_0^1 |\nabla u|^\alpha \), \( A(u) = \int_0^1 |u|^\eta \), and \( B(u) = \int_0^1 |u|^\beta \) satisfy the conditions (1)–(5) of this section with \( \alpha = q, \beta = p \) and \( \beta = r \), so theorem 5.14 yield all the conclusions.
except theorems 2.3 (1)-(b) and (2)-(c), which follow from the fact that (1.5) has no positive solution for \( \mu > \mu_1 \), the first eigenvalue of the Dirichlet \( p \)-Laplacian, cf [1, theorem 2.1].

6. A third class of functionals

The last functional we study is

\[
\Phi_\mu (u) := \frac{1}{\eta} N(u) + \frac{\mu}{\alpha} A(u) - \frac{1}{\beta} B(u)
\]

where \( 1 < \eta < \beta < \alpha \), and \( N, A, B \in C^1(X) \) are even functionals satisfying:

(1) \( N, A, B \) are \( \eta \)-homogeneous, \( \alpha \)-homogeneous and \( \beta \)-homogeneous, respectively.
(2) \( A(u), B(u) > 0 \) for any \( u \neq 0 \).
(3) There exists \( C, C^* > 0 \) such that \( C \|u\|^\eta \geq N(u) \geq C^{-1} \|u\|^\eta. A(u) \leq C \|u\|^\alpha \) and \( B(u) \leq C \|u\|^\beta \) for all \( u \in X \).
(4) \( A' \) and \( B' \) are completely continuous, i.e. \( A'(u_n) \rightharpoonup A'(u) \) and \( B'(u_n) \rightharpoonup B'(u) \) in \( X^* \) if \( u_n \rightharpoonup u \) in \( X \).
(5) \( N \) is weakly lower semicontinuous and there exists \( C > 0 \) such that

\[
(N'(u) - N'(v))(u - v) \geq C (\|u\|^{\eta-1} - \|v\|^{\eta-1}) (\|u\| - \|v\|) \quad \forall u, v \in X.
\]

We will work in this section by assuming implicitly the above conditions.

Moreover, for any \( \eta > 0 \) there exists \( M > 0 \) such that \( \cup_{\mu \geq \eta}{\{u \in X : \Phi_\mu (u) \leq c\}} \subset B(0, M) \). Hereafter \( B(0, M) \) is the ball entered in 0 of radius \( M \) in \( X \).

Let then \( c \in \mathbb{R} \) be fixed. Note that for \( u \in X \setminus \{0\} \), we have

\[
\mu (c, u) := \frac{\alpha}{A(u)} \left( - \frac{1}{\eta} N(u) + \frac{1}{\beta} B(u) + c \right).
\]

Then

\[
\psi_{c, u} (t) = - \frac{\alpha N(u)}{\eta A(u)} t^{\eta-\alpha} + \frac{\alpha B(u)}{\beta A(u)} t^{\beta-\alpha} + \frac{\alpha c}{A(u)} t^{-\alpha}, \quad t > 0
\]

is a \( C^2 \) map, with

\[
\psi'_{c, u} (t) = (\alpha - \eta) \frac{\alpha N(u)}{\eta A(u)} t^{\eta-\alpha-1} - (\alpha - \beta) \frac{\alpha B(u)}{\beta A(u)} t^{\beta-\alpha-1} + \frac{\alpha^2 c}{A(u)} t^{-\alpha-1}.
\]

Moreover, for any \( t > 0 \) the map \((c, u) \mapsto \psi'_{c, u}(t)\) is \( C^1 \).

A simple analysis of \( \psi_{c, u} \) provides us the following result:

**Lemma 6.1.** For each \( u \in X \setminus \{0\} \) the system \( \psi'_{c, u} (t) = \psi''_{c, u} (t) = 0 \) has a unique solution \((t(u), c(u))\) given by

\[
t(u) = \left( \frac{\alpha - \eta}{\alpha - \beta} N(u) \right)^{\frac{1}{\alpha - \beta}}, \quad c(u) = \frac{(\alpha - \eta)(\beta - \eta)}{\eta \beta \alpha} \left( \frac{\alpha - \eta}{\alpha - \beta} \right)^{\frac{\alpha}{\alpha - \beta}} \frac{N(u)}{B(u)}^{\frac{\beta}{\alpha - \beta}}. \tag{6.1}
\]

Moreover:
If \( c \in (0,c(u)) \) then \( \psi_{c,u} \) has exactly two critical points \( 0 < t^+(c,u) < t^-(c,u) \), both of Morse type, the first one being a local minimizer and the second one a local maximizer. Moreover \( \psi_{c,u}(t^-(c,u)) > 0 \).

(ii) If \( c = c(u) \) then \( \psi_{c,u} \) is decreasing and has exactly one critical point \( t^0(c,u) > 0 \), which corresponds to an inflection point.

(iii) If \( c > c(u) \), then \( \psi_{c,u} \) is decreasing, has no critical points, and satisfies \( \lim_{t \to 0^+} \psi_{c,u}(t) = +\infty \) and \( \lim_{t \to +\infty} \psi_{c,u}(t) = 0 \).

(iv) If \( c \leq 0 \), then \( \psi_{c,u} \) has a unique critical point \( t^-(c,u) > 0 \), which is a global maximizer of Morse type, and \( \psi_{c,u}(t^-(c,u)) > 0 \).

Furthermore, whenever defined, \( t^\pm(c,u) \) satisfy

\[
\frac{\alpha - \eta}{\eta} N(u) t^\pm(c,u)^\eta + \frac{\beta - \alpha}{\beta} B(u) t^\pm(c,u)^\beta - \alpha c = 0, \tag{6.2}
\]

and

\[
\frac{(\alpha - \eta)(\eta - \alpha - 1)}{\eta} N(u) t^\pm(c,u)^\eta + \frac{(\beta - \alpha)(\beta - \alpha - 1)}{\beta} B(u) t^\pm(c,u)^\beta + \alpha (\alpha + 1) c \geq 0. \tag{6.3}
\]

In particular, we have

\[
t^-(0,u) = \left( \frac{\beta - \alpha - \eta}{\eta \alpha - \beta} B(u) N(u) \right)^{\frac{\eta}{\alpha - \beta}} = \left( \frac{\alpha - \eta}{\eta \alpha - \beta} \Lambda^-(0,u) A(u) \right)^{\frac{\eta}{\alpha - \beta}}.
\]

Some properties of the functional \( c \) given in (6.1) are given in the next

**Lemma 6.2.** The functional \( c \) defined in (6.1) belongs to \( C^1(X \setminus \{0\}) \). Moreover it is 0-homogeneous and bounded from below by a positive constant.

**Proof.** Indeed, it is clear that \( c \in C^1(X \setminus \{0\}) \), while the 0-homogeneity follows by (1) and the boundedness from below is a consequence of (3).

By lemma 6.2, it follows that \( c^* := \inf_{u \in X \setminus \{0\}} c(u) > 0 \).

**Lemma 6.3.** For any \( c \in (0,c^*) \) and \( u \in X \setminus \{0\} \), the map \( \psi_{c,u} \) satisfies lemma 6.1 (i), while for any \( c \leq 0 \) and \( u \in X \setminus \{0\} \), it satisfies lemma 6.1 (iv). In particular (H1) holds with \( I \equiv (0,c^*) \) as well as with \( I \equiv (-\infty,c^*) \).

Consequently lemma 3.1 (i) applies and the maps \( (c,u) \mapsto t^+(c,u), t^-(c,u) \) belong to \( C^1((0,c^*) \times (X \setminus \{0\})) \) and \( C^1((-\infty,c^*) \times (X \setminus \{0\})) \), respectively. Let us obtain some further properties of these maps.

**Lemma 6.4.** The following properties hold:

(i) The map \( c \mapsto t^-(c,u) \) is decreasing in \( (-\infty,c^*) \). Moreover,

\[
t^-(c,u) > \left( \frac{\alpha - \eta}{\alpha - \beta} \frac{N(u)}{B(u)} \right)^{\frac{\eta}{\alpha - \beta}}, \quad \forall c < c^*, u \in S.
\]

In particular, there exists \( C' > 0 \) such that \( t^-(c,u) \geq C' \) for every \( u \in S \) and \( c < c^* \).
(ii) \( t^- (c, u) \to +\infty \) as \( c \to -\infty \), uniformly in \( S \).

(iii) The map \( c \mapsto t^+(c, u) \) is increasing in \((0, c^*)\). Moreover,
\[
t^+(c, u) < \left( \frac{\alpha \beta \eta c}{(\beta - \eta)(\alpha - \eta)} N(u) \right)^{\frac{1}{\eta}}, \quad \forall c \in (0, c^*), u \in S. \tag{3.1}
\]

In particular, there exists \( C' > 0 \) such that \( t^+(c, u) \leq C' \) for every \( u \in S \) and \( c \in (0, c^*) \).

(iv) \( t^+(c, u) \to 0 \) as \( c \to 0^+ \), uniformly in \( S \).

**Proof.** (i) Note that \( \Phi_\mu = I_1 - \mu I_2 \) with \( I_2(u) := -\frac{1}{2} \alpha A(u) \), so that \( I_2'(u)u = -\alpha^{-1} A(u) < 0 \), and by lemma 3.1 (i) it follows that the map \( c \mapsto t^- (c, u) \) is decreasing in \((-\infty, c^*)\). In addition, note from (6.2) and (6.3) that \((\alpha - \eta) N(u) t^- (c, u)^\eta + (\beta - \alpha) B(u) t^- (c, u)^\beta < 0 \), so that
\[
t^- (c, u) > \left( \frac{\alpha \beta \eta}{(\beta - \eta)(\alpha - \eta)} N(u) \right)^{\frac{1}{\eta}}, \quad \forall c > c^* \text{ and } u \in S. \tag{6.2}
\]

(ii) By (3) we know that \( B \) is bounded on \( S \), so the claim follows from (6.2).

(iii) Lemma 3.1 shows that the map \( c \mapsto t^+(c, u) \) is increasing in \((0, c^*)\). In addition, from (6.2) and (6.3) we infer that \( (\alpha - \eta) N(u) t^+(c, u)^\eta + (\beta - \alpha) B(u) t^+(c, u)^\beta > 0 \), i.e. \( t^+(c, u) < \frac{\alpha \beta \eta}{(\beta - \eta)(\alpha - \eta)} N(u) \left( \frac{\beta - \eta}{\alpha - \beta} A(u) \right) \), for \( c \in (0, c^*) \), and \( u \in S \).

(iv) It follows from (iii) and the fact that \( N \) is bounded away from zero on \( S \). \( \square \)

Let us consider now the maps \( \Lambda^\pm \). First note that from \( \psi_{c,u}^t(t^\pm (c, u)) = 0 \) we have
\[
\Lambda^\pm (c, u) = \psi_{c,u}^t(t^\pm (c, u)) = \frac{\beta - \eta}{\alpha - \beta} \frac{\alpha}{\eta} \frac{N(u)}{A(u)} t^\pm (c, u)^{\eta - \alpha} - \frac{\alpha}{\alpha - \beta} \frac{\beta}{c} t^\pm (c, u)^{-\alpha}
\]

\[
= \frac{\alpha c t^\pm (c, u)^{-\alpha}}{(\alpha - \beta) A(u)} \left( \frac{\beta - \eta}{\eta} N(u) t^\pm (c, u)^{\eta - \alpha} \right) - \frac{\beta}{\alpha - \beta} B(u) \left( \frac{\beta - \eta}{\alpha - \beta} A(u) \right)
\]

\[
\left( \frac{\beta - \eta}{\alpha - \beta} \frac{c}{\eta} \right)^{-\alpha}
\]

\[
\Lambda^- (0, u) = D_{\alpha, \beta, \eta} \frac{B(u)}{A(u) N(u)} \left( \frac{\alpha - \eta}{\beta - \eta} \right), \quad \text{for some } D_{\alpha, \beta, \eta} > 0. \tag{6.4}
\]

**Lemma 6.5.** Let \( S_0 \subset S \).

(i) Let \( K \subset (-\infty, c^*) \) be a compact set. Then
\[
\inf_{(c, u) \in K \times S_0} \Lambda^- (c, u) > 0 \iff \sup_{u \in K \times S_0} t^- (c, u) < +\infty
\]
\[
\iff \inf_{u \in S_0} A(u) > 0 \text{ and } \inf_{u \in S_0} B(u) > 0.
\]

(ii) Let \( K \subset (0, c^*) \) be a compact. Then
\[
\inf_{(c, u) \in K \times S_0} \Lambda^+ (c, u) > 0 \iff \inf_{u \in S_0} A(u) > 0 \text{ and } \inf_{u \in S_0} B(u) > 0.
\]

Moreover any of the latter statements implies that \( \inf_{K \times S_0} t^+ > 0 \).
Proof. (i) Indeed, suppose that \( \inf_{(c,u) \in K \times S_0} \Lambda^-(c,u) > 0 \). Then by (H4) we have that \( \sup_{(c,u) \in K \times S_0} t^-(c,u) < +\infty \) and hence by lemma 6.4 (i) and (4) we conclude that \( \inf_{u \in S_0} A(u) > 0 \) and \( \inf_{u \in S_0} B(u) > 0 \).

Now assume that \( \inf_{u \in S_0} B(u) > 0 \). The latter assertion yields, by (6.2), that

\[
C_1 t^-(c,u) \alpha - C_2 t^-(c,u) \beta - \alpha c \geq 0, \quad \forall (c,u) \in K \times S_0,
\]

which implies that \( \sup_{(c,u) \in K \times S_0} t^-(c,u) < +\infty \).

To conclude suppose that \( \sup_{(c,u) \in K \times S_0} t^-(c,u) < +\infty \). By lemma 6.4 (i) and (4) we conclude that \( \inf_{u \in S_0} A(u) > 0 \) and \( \inf_{u \in S_0} B(u) > 0 \). By (6.4) it is clear that \( \inf_{(c,u) \in (K \setminus (-\infty,0)) \times S_0} \Lambda^-(c,u) > 0 \). Moreover since by lemma 6.7 (iii) we have that \( \Lambda^-(c,u) > \Lambda^-(0,u) \), it follows, again by (6.4), that \( \inf_{(c,u) \in (K \setminus [0,c^*]) \times S_0} \Lambda^-(c,u) > 0 \) and hence the proof is complete.

(ii) In fact, suppose that \( \inf_{(c,u) \in K \times S_0} \Lambda^+(c,u) > -\infty \). Since, by lemma 6.4 (iii), we know that \( \sup_{(c,u) \in K \times S_0} t^+(c,u) < +\infty \), it follows by (6.4) and (4) that \( \inf_{(c,u) \in K \times S_0} t^+(c,u) > 0 \), \( \inf_{u \in S_0} A(u) > 0 \) and \( \inf_{u \in S_0} B(u) > 0 \).

Now assume that \( \inf_{u \in S_0} B(u) > 0 \). The latter assertion yields, by (6.2), that

\[
C_1 t^+(c,u) \alpha - C_2 t^+(c,u) \beta - \alpha c \geq 0, \quad \forall (c,u) \in K \times S_0,
\]

which implies that \( \inf_{(c,u) \in K \times S_0} t^+(c,u) > 0 \). Since by lemma 6.4 (iii) we know that \( \sup_{(c,u) \in K \times S_0} t^+(c,u) < +\infty \), the proof follows by (6.4). \( \square \)

Remark 6.6. One can easily see from the proof that indeed the stronger assertion holds:

\[
\inf_{(c,u) \in (-\infty, c^*) \times S_0} \Lambda^-(c,u) > 0 \quad \Rightarrow \quad \left\{ \begin{array}{l}
\sup_{u \in (-\infty, c^*) \times S_0} t^-(c,u) < +\infty, \\
\inf_{u \in S_0} A(u) > 0, \\
\inf_{u \in S_0} B(u) > 0.
\end{array} \right.
\]

Other properties of the maps \( \Lambda^\pm \) are listed below.

Lemma 6.7. The following hold:

(i) \( \Lambda^+ (c,u) < \Lambda^- (c,u) \) for every \( u \in S \) and \( c \in (0,c^*) \). Moreover \( \Lambda^-(c,u) > 0 \) for every \( u \in S \) and \( c < c^* \).

(ii) The maps \( u \mapsto \Lambda^-(c,u), \Lambda^+(c,u) \) are bounded from above on \( S \), for every \( c < c^* \) and \( c \in (0,c^*) \), respectively.

(iii) For every \( u \in X \setminus \{0\} \) the maps \( c \mapsto \Lambda^+(c,u), \Lambda^-(c,u) \) are increasing in \( (0,c^*) \) and \( (-\infty, c^*) \), respectively.

(iv) \( \lim_{c \to 0^+} \Lambda^-(c,u) = 0 \) uniformly in \( S \).

(v) \( \lim_{c \to 0^+} \Lambda^+(c,u) = -\infty \) uniformly in \( S \).

Proof. (i) It follows from items (i) and (iv) of lemma 6.1.

(ii) Suppose, on the contrary, that there exists \( \{ u_n \} \subset S \) such that \( \Lambda^-(c,u_n) \to +\infty \). By (6.4) we deduce that

\[
\frac{1}{\Lambda^-(c,u_n)^{\alpha - \beta}} \to +\infty.
\]
then by lemma 6.4 (i) it has to be $A(u_n) \to 0$. Due to (4) it is also $B(u_n) \to 0$ which forces, by lemma 6.4 (i), $r^+(u_n) \to +\infty$. This contradicts (6.2), so that $u \mapsto \Lambda^+(c, u)$ is bounded from above on $S$.

Since $\Lambda^+(c, u) < \Lambda^-(c, u)$ for all $c \in (0, c^*)$ and $u \in S$ we deduce that $u \mapsto \Lambda^+(c, u)$ is also bounded from above on $S$.

(iii) It follows from lemma 3.1 (ii) and the fact that $I_2 < 0$.

(iv) Suppose on the contrary that there exists a sequence $e_m \to -\infty$ and $u_m \in S$ such that $\Lambda^-(c_m, u_m) \geq C > 0$, where $C$ is a positive constant. By lemma 6.5 (i) and remark 6.6 we conclude that $r^-(c_m, u_m)$ is bounded and $B(u_m)$ is away from 0. Thus, by (6.4), we conclude that $\Lambda^-(c_m, u_m) \to \infty$ as $m \to \infty$, which is a contradiction since, by the last item, $\Lambda^-(c_m, u_m) < \Lambda^-(0, u_m) \leq D$.

(v) Note from (3) and (6.2) that there exist positive constants $C_1, C_2$ such that

$$C_1 t^+(c, u)^{\beta} - C_2 t^+(c, u)^{\beta - \alpha} \leq 0, \quad \forall c \in (0, c^*), \; u \in S, \tag{6.5}$$

which implies that

$$C_1 t^+(c, u)^{\theta - \alpha} - C_2 t^+(c, u)^{\beta - \alpha} \leq \alpha c t^+(c, u)^{-\alpha}, \quad \forall c \in (0, c^*), \; u \in S,$$

and by lemma 6.4 (iv) we conclude that $c t^+(c, u)^{-\alpha} \to \infty$ as $c \to 0^+$, uniformly in $S$. Now divide (6.5) to obtain

$$\frac{1}{c} \left( C_1 t^+(c, u)^{\beta} - C_2 t^+(c, u)^{\beta - \alpha} \right) \leq \alpha, \quad \forall c \in (0, c^*), \; u \in S.$$

Since $\eta < \beta$ we conclude from lemma 6.4 (iv) that $c^{-1} r^+(c, u)^{\eta} \to z < \infty$ as $c \to 0^+$, uniformly in $S$, and then $c^{-1} r^+(c, u)^{\beta} = c^{-1} r^+(c, u)^{\eta} r^+(c, u)^{\beta - \eta} \to 0$ as $c \to 0^+$, uniformly in $S$. By plugging these informations in the third equality of (6.4) we obtain the desired conclusion.

In the sequel $I_+ = (0, c^*)$ and $I_- = (-\infty, c^*)$.

**Proposition 6.8.** Suppose that $c_n \to c \in \mathcal{I}_\pm$ and $\{u_n\} \subset S$ are such that $\frac{\partial \Lambda^\pm}{\partial u}(c_n, u_n) \to 0$ and $\Lambda^\pm(c_n, u_n) \to \mu (> 0)$ if $\Lambda^\pm$ is considered. Then $\{u_n\}$ has a convergent subsequence. In particular, the map $u \mapsto \Lambda^\pm(c, u)$ satisfies the Palais–Smale condition at every $\mu (> 0)$ if $\Lambda^\pm$ is considered.

**Proof.** Write, for simplicity, $\Lambda := \Lambda^\pm$ and $t(c, u) := t^\pm(c, u)$. Let $t_n := t(c_n, u_n)$. We can assume that $u_n \to u$ in $X$. By lemma 6.4 items (i) and (iii) and lemma 6.5 we find that $d_1 \leq t_n \leq d_2$ for all $n$ and some $d_1, d_2 > 0$. Similarly, one can prove that $u \not\equiv 0$. We use then lemma A.1 and remark A.2 to conclude.

By lemmas 6.3 and 6.7 and proposition 6.8 we are able to apply theorem 1.2 to show that for any $c$ the sequences

$$\mu^-_{n,c} = \sup_{F \in \mathcal{F}_n} \inf_{u \in F} \Lambda^-(c, u), \quad \text{if } c < c^*,$$

and

$$\mu^+_{n,c} = \sup_{F \in \mathcal{F}_n} \inf_{u \in F} \Lambda^+(c, u), \quad \text{if } c \in (0, c^*).$$
give rise to critical points of the families of functionals $\Phi_{\mu_{n,c}}$ and $\Phi_{\mu_{n,c}^+}$ having energy equal to $c$. From now, if necessary, we will use the fact that (see remark 1.3)

$$
\mu_{n,c}^- = \left( \sup_{F \in \mathcal{F}(\mu_{n,c}^+)} \inf_{w \in F} (\Lambda^-)^{-1}(c, u) \right)^{-1},
$$

and

$$
\mu_{n,c}^+ = - \sup_{F \in \mathcal{F}(\mu_{n,c}^-)} \inf_{w \in F} -\Lambda^+(c, u).
$$

**Corollary 6.9.** There holds $\mu_{n,c}^- \to 0$ as $n \to \infty$ for any $c < c^*$, while $\mu_{n,c}^+ \to -\infty$ as $n \to +\infty$ for any $c \in (0, c^*)$. Moreover, if $\|v_{n,c}\| \to +\infty$ as $n \to +\infty$. Finally, if $N(v_{n,c}/\|v_{n,c}\|)$ is bounded then $v_{n,c} \to 0$ and $v_{n,c} \not\to 0$ in $X$ as $n \to \infty$, while if $N(v_{n,c}/\|v_{n,c}\|)$ is unbounded, then up to a subsequence, $v_{n,c} \to 0$ as $n \to +\infty$.

**Proof.** By lemma 6.5 we know that $(\Lambda^-)^{-1}(c, w_n) \to +\infty$ and $-\Lambda^+(c, w_n) \to +\infty$ if $w_n \to 0$ in $X$, so theorem 1.2 yields the first assertion. Moreover, writing $u_{n,c} = r^-(c, w_n)w_n$ with $w_n \in S$, we have $\|u_{n,c}\| = r^-(c, w_n)$ and $\Lambda^-(c, w_n) = \mu_{n,c}^- \to 0$. By lemma 6.5 we deduce that $r^-(c, w_n) \to +\infty$. A similar argument yields $\mu_{n,c}^+ = r^+(c, w_n) \to -\infty$, so by lemma 6.5 we have $A(w_n) \to 0$. Then $w_n \to 0$ in $X$. Since $r^+(c, w_n)$ is bounded by lemma 5.4, we see that $v_{n,c} \to 0$ in $X$. Finally, (5.3) shows that $r^+(c, w_n) \not\to 0$, so $v_{n,c} \not\to 0$ in $X$.

Let us proceed with the study of $\mu_{n,c}^\pm$ with respect to $c$.

**Lemma 6.10.** For every $n$ the following properties hold:

(i) The maps $c \mapsto \mu_{n,c}^\pm$ are increasing and locally Lipschitz continuous in $I_{\pm}$.

(ii) $\lim_{c \to -\infty} \mu_{n,c}^- = 0$ and $\lim_{c \to +\infty} \mu_{n,c}^+ = -\infty$.

**Proof.** (i) Indeed, by (3.3) and lemma 6.5 we see that (H3) is satisfied. Theorem 1.4 yields the conclusion.

(ii) It follows from lemma 6.7 items (iv) and (v). □

Now we prove a multiplicity result for fixed $\mu$.

**Proposition 6.11.** Given $n \in \mathbb{N}$, for any $\mu \in (0, \mu_{n,0}^-)$ the functional $\Phi_{\mu}$ has at least $n$ pairs of critical points with negative energy.

**Proof.** Indeed, by lemma 6.10 (i) there exists $c \in (-\infty, 0)$ such that $\mu_{n,c}^- = \mu$, so that $\Phi_{\mu}$ has a pair of critical points with negative energy. In a similar way, there exists $c_1$ such that $\mu_{n-1,c_1}^- = \mu$. Therefore $\Phi_{\mu}$ has another pair of critical points with negative energy. By repeating this procedure we obtain $n$ pairs of critical points with negative energy. □

**Proposition 6.12.** Fix $c \in (0, c^*)$. Then for any $\mu < \mu_{n,c}^+$ the functional $\Phi_{\mu}$ has at least $n$ pairs of critical points with positive energy.

**Proof.** Indeed, by lemma 6.10 the vertical line at $(\mu, 0)$ crosses the curves $(0, c^*) \ni c \mapsto \mu_{1,c}, \ldots, \mu_{n,c}$, which complete the proof. □

To conclude let us prove
Proposition 6.13. There holds $\mu_{n,c}^+ < \mu_{n,c}^-$ for every $n \in \mathbb{N}$ and $c \in (0, c^*)$.

The proof of this result relies on the following lemma:

Lemma 6.14. Suppose that there exists a sequence $(s_n,u_n) \in \mathbb{R} \times S$ such that $t^+(c,u_n) \leq s_n < t^+(c,u_n) + 1/n$, $\Lambda^+(c,u_n)$ is bounded from below and $\psi_{c,u_n}'(s_n) = o_n(1)$. Then $c \geq c^*$.

Proof. Let us write $t_n = t^+(c,u_n)$. By lemmas 6.4 and 6.5 we know that $\{u_n\}$ and $\{A(u_n)\}$ are bounded and away from zero, so we can assume that $t_n, s_n \rightarrow \infty$ and $u_n \not\rightarrow u \not\equiv 0$. Thus

\[
\frac{\alpha - \eta}{\eta} N(u_n) s_n^\eta - \frac{\alpha - \beta}{\beta} B(u_n) s_n^\beta - \alpha c
= \frac{\alpha - \eta}{\eta} N(u_n) (t_n + o_n(1)) s_n^\eta - \frac{\alpha - \beta}{\beta} B(u_n) (t_n + o_n(1)) s_n^\beta - \alpha c
= t_n^{\eta+1} A(u_n) \psi_{c,u_n}'(t_n) + o_n(1) = o_n(1), \ \forall n,
\]

which combined with $\psi_{c,u_n}'(s_n) = o_n(1)$ yields

\[
\begin{cases}
\frac{\alpha - \eta}{\eta} N(u_n) s_n^\eta - \frac{\alpha - \beta}{\beta} B(u_n) s_n^\beta - \alpha c = o_n(1), \\
\frac{(\alpha - \eta) (\eta - \alpha - 1)}{\eta} N(u_n) s_n^\eta - \frac{(\alpha - \beta) (\beta - \alpha - 1)}{\beta} B(u_n) s_n^\beta + \alpha (\alpha + 1) = o_n(1).
\end{cases}
\]

Solving this system in the variables $(s_n,u_n)$ we conclude that $s_n = \left(\frac{\alpha - \eta}{\alpha - \beta} N(u_n) + o_n(1)\right)^{1/\eta}$, and (recall (6.1)) $c = \lim_{n \rightarrow +\infty} c(u_n) \geq c^*$.

As a consequence we have

Corollary 6.15. Fix $c \in (0, c^*)$ and suppose that $\Lambda^+(c,\cdot)$ is bounded from below over $S_0 \subset S$. Then there exists $D, \delta > 0$ such that $\psi_{c,u_n}'(s) \geq D$ for all $(s,u) \in [t^+(c,u), t^+(c,u) + \delta] \times S_0$.

Proof. On the contrary we can find a sequence $(s_n,u_n) \in \mathbb{R} \times S_0$ such that $t^+(c,u_n) \leq s_n < t^+(c,u_n) + 1/n$, $\Lambda^+(c,u_n)$ is bounded and $\psi_{c,u_n}'(s_n) = o_n(1)$, which contradicts lemma 6.14.

Proof of proposition 6.13. By using lemma 6.14 and corollary 6.15 the proof is similar to that of proposition 5.9.

Theorem 6.16. Under condition (H4) we have that

(i) For any $c < c^*$ there exists a sequence $\{(\mu_{n,c}^-, u_{n,c})\} \subset (0, +\infty) \times X \setminus \{0\}$ such that $\Phi_{\mu_{n,c}^-}(-u_{n,c}) = c$ and $\Phi'_{\mu_{n,c}}(-u_{n,c}) = 0$, i.e. $\pm u_{n,c}$ are critical points of $\Phi_{\mu}$ with $\mu = \mu_{n,c}$, having energy $c$, for every $n$. Moreover:

(a) $\mu_{n,c}^-$ is non-increasing, $\lim_{n \rightarrow +\infty} \mu_{n,c}^- = 0$ and $\|u_{n,c}\| \rightarrow +\infty$ as $n \rightarrow +\infty$, so $(0, +\infty)$ is a bifurcation point.
(b) If $c < 0$ and $\mu \not\equiv 1$, then $\Phi_{\mu}$ has no critical points having energy $c$.

(ii) For any $c \in (0, c^*)$ there exists a sequence $\{(\mu_{n,c}^+, v_{n,c})\} \subset \mathbb{R} \times X \setminus \{0\}$ such that $\Phi_{\mu_{n,c}^+}(\pm v_{n,c}) = c$ and $\Phi'_{\mu_{n,c}^+}(\pm v_{n,c}) = 0$, i.e. $\pm v_{n,c}$ are critical points of $\Phi_{\mu}$ with $\mu = \mu_{n,c}$, having energy $c$, for every $n$. Moreover:

(a) $\mu_{n,c}^+$ is non-increasing, $\lim_{n \rightarrow +\infty} \mu_{n,c}^+ = -\infty$ and $v_{n,c} \rightarrow 0$ as $n \rightarrow +\infty$.
(b) $\mu_{n,c}^+ < \mu_{n,c}^-$ for every $n$. 
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(iii) The map \( c \mapsto \mu_{\pi,c}^- \) is continuous and increasing in \((\infty, c^+), \) and \( \lim_{c \to -\infty} \mu_{\pi,c}^- = 0. \)

(iv) The map \( c \mapsto \mu_{\pi,c}^+ \) is continuous and increasing in \((0, c^+), \) and \( \lim_{c \to 0^+} \mu_{\pi,c}^+ = -\infty. \)

(v) For every \( \mu \in (0, \mu_{\pi,0}^-) \) the functional \( \Phi_\mu \) has at least \( n \) pairs of critical points with negative energy.

(vi) For every \( \mu < \mu_{\pi,0}^+ \) the functional \( \Phi_\mu \) has at least \( n \) pairs of critical points with positive energy.

**Proof.** (i) and (ii) follow from corollary 6.9, lemma 6.7 and propositions 6.8 and 6.13, combined with theorems 1.1 and 1.2, whereas (iii) and (iv) follow from lemma 6.10. Finally, (v) and (vi) are consequences of propositions 6.11 and 6.12.

**Remark 6.17.** The previous result also holds if instead of assuming that \( A' \) is completely continuous, we assume that \( A = N^{\sigma} \) for some \( \sigma > 0. \)

**Remark 6.18.** We note here that condition (H4) is not a pure technical condition. In fact, in [37], where the case \( a = 0 \) is treated (the so called Schrödinger–Poisson system), for \( p = 3 \) the functional satisfies all conditions except (H4). Moreover \( \inf_{u \in X} \Phi_\mu(u) = -\infty \) for small \( \mu > 0, \) while \( \inf_{u \in X} \Phi_\mu(u) = 0 \) for large \( \mu > 0. \) Also, in [37, theorem 1.6] we have a functional \( \Phi_\mu \) satisfying all conditions of this section, except for (3) and (H4) and similarly it is not bounded from below for small \( \mu, \) while its infimum is zero for large \( \mu. \)

Moreover, from Lions inequality (see [29]) the functional \( \Lambda(0, \cdot) \) is bounded from above when \( p = 3 \) and consequently \( \Lambda(c, \cdot) \leq \Lambda(0, \cdot) \) is bounded for all \( c \leq 0. \) However, it is an open question whether its supremum \( \mu_{1,0} \) is achieved or not. In fact, we can obtain more from [37]: since for \( p = 3 \) and \( \mu < \mu_{1,0}, \) the functional \( \Phi_\mu \) has no critical points with negative energy, it follows that \( \Lambda(c, \cdot) \) does not satisfy the Palais–Smale condition for \( c < 0. \)

### 6.1. Proof of theorems 2.5 and 2.6

The following lemma will be useful in proving the results.

**Lemma 6.19.** Condition (H4) holds true.

**Proof.** Indeed, suppose that \( \Phi_\mu(u) \leq c \) with \( \mu \geq a, \) set \( D_\mu := \frac{\mu}{\varepsilon^2} - \varepsilon^4 \) and note that

\[
c \geq \Phi_\mu(u) = \frac{1}{4} \|\nabla u\|^2 + \frac{1}{4} \|\nabla u\|^2 + \frac{\omega}{2} \|u\|^2 + \frac{\mu}{4} \int_{\mathbb{R}^3} \phi u^2 - \frac{1}{p} \|u\|^p \geq \frac{1}{4} \|\nabla u\|^2 + D_\mu \phi u\|2^2 + \frac{\omega}{2} \|u\|^2 + \frac{\pi \varepsilon^2}{4} \|u\|^3 - \frac{1}{p} \|u\|^p.
\]

\[
= \frac{1}{4} \|u\|^2 + D_\mu \phi u\|2^2 + \int_{\mathbb{R}^3} h(u), \tag{6.6}
\]

where

\[
h(t) = \frac{\omega}{4} t^2 + \frac{\pi \varepsilon^2}{4} t^3 - \frac{1}{p} t^p, \quad \forall t > 0.
\]

We can choose \( \varepsilon > 0 \) such that \( D_\mu > 0 \) for all \( \mu \geq a. \) Now, suppose on the contrary that there exists a sequence \((\mu_n, u_n) \in [a, +\infty) \times H^1(\mathbb{R}^3)\) such that \( u_n \to \infty \) as \( n \to \infty. \) A simple analysis shows that \( I := \inf_{t > 0} h(t) > -\infty \) and if \( h(t) < 0 \) for some \( t > 0, \) then \( h^{-1}((-\infty, 0)) = (d_1, d_2), \)
where $0 < d_1 < d_2 < +\infty$. If $I := \inf_{t \geq 0} h(t) \geq 0$ we clearly have a contradiction with (6.6), thus we can assume that $I < 0$.

Write $A_n = \{ x \in \mathbb{R}^3 : u_n(x) \in (d_1, d_2) \}$ and $\rho_n = \sup \{|x| : x \in A_n\}$. Arguing as in the proof of [40, proposition 3.1], we conclude that $\text{meas}(A_n) \to +\infty$ as $n \to \infty$,

\[
\frac{C_1 \rho_n^2 - c}{|I|} \leq \text{meas}(A_n), \quad \forall n \in \mathbb{N},
\]

and

\[
\frac{|I| \text{meas}(A_n) + c}{d_1^2} \geq \frac{1 - e^{-2\rho_n}}{2\rho_n} \text{meas}(A_n)^2, \quad \forall n \in \mathbb{N}.
\]

Since $\text{meas}(A_n) \to +\infty$ we conclude from (6.8) that $\rho_n \to +\infty$. Moreover, by combining (6.7) and (6.8) we obtain that

\[
\frac{|I|}{d_1^2} + \frac{c}{\text{meas}(A_n)} \geq \frac{1 - e^{-2\rho_n}}{2\rho_n} \frac{C_1 \rho_n^2 - c}{|I|}, \quad \forall n \in \mathbb{N},
\]

which is a contradiction, therefore (H4) is true.

Finally we can prove theorems 2.5 and 2.6. Indeed, one may check that $N(u) = \int_{\mathbb{R}^3} (|\nabla u|^2 + \omega |u|^2)$, $A(u) = \int_{\mathbb{R}^3} \phi_n |u|^2$, and $B(u) = \int_{\mathbb{R}^3} |u|^p$, defined on $X = H^1_0(\mathbb{R}^3) \setminus \{0\}$, satisfy the conditions (1)–(5) of this section with $\eta = 2$, $\alpha = 4$, and $\beta = p$.
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Appendix

The next result holds under (H1) and the definitions related to it.
Lemma A.1. Suppose that \((c_n, u_n) \in \mathcal{I} \times S\) and the functional \(\Phi_\mu\) satisfy

(i) \(c_n \to c \in \mathcal{I}, \tilde{\Lambda}(c_n, u_n) \to \mu\) and \(\frac{\partial \Lambda}{\partial u}(c_n, u_n) \to 0\),
(ii) \(t(c_n, u_n) \to t > 0\) and \(u_n \to u \neq 0\),
(iii) \(I_2\) is bounded on bounded sets,
(iv) if \(\mu_k \to \mu\), \(z_k \to z\) and \(\Phi_\mu'(z_k) \to 0\), then \(z_k \to z\).

Then \(u_n \to u\).

Proof. Given \(w \in X\) and \(n \in \mathbb{N}\), let \((s_n, v_n) \in \mathbb{R} \times T_S(u_n)\) be the unique pair such that \(w = v_n + s_n u_n\). Hence \(i'(u_n)w = s_n i'(u_n)u_n = s_n\), so \(\{s_n\}\) is bounded, and consequently \(\{v_n\}\) is bounded as well. Thus \(\frac{\partial \Lambda}{\partial u}(c_n, u_n)v_n \to 0\) and since \(\frac{\partial \Lambda}{\partial u}(c_n, u_n)u_n = 0\), we conclude that

\[\frac{\partial \Lambda}{\partial u}(c_n, u_n)w = \frac{\partial \Lambda}{\partial u}(c_n, u_n)v_n + s_n \frac{\partial \Lambda}{\partial u}(c_n, u_n)u_n \to 0.\]  

(\ref{L1})

Recall from (3.2) that

\[\Phi_\Lambda'(c, u)(t(c, u)u) = \frac{I_2(t(c, u)u)}{t(c, u)} \frac{\partial \Lambda}{\partial u}(c, u), \quad \forall (c, u) \in \mathcal{I} \times X \setminus \{0\}. \]  

(\ref{L2})

It follows from (i)-(iii), \(\ref{L1}\) and \(\ref{L2}\) that \(\Phi_\Lambda'(c, u_n)(t(c_n, u_n)u_n) \to 0\) and thus, by (i), (ii) and (iv), \(t(c_n, u_n)u_n \to tu\), which yields the conclusion. \(\square\)

Remark A.2. Standard arguments (relying in particular on the uniform convexity of \(X\)) show that condition (iv) in the previous lemma is satisfied if \(\Phi_\mu = I_1 - \mu I_2\), where \(I_1, I_2 \in C^1(X)\) are functionals satisfying the following conditions:

(i) \(I_1'\) is completely continuous,
(ii) \(I_1\) is weakly lower semicontinuous and there exist \(C, \eta > 0\) such that

\[\left(I_1'(u) - I_1'(v)\right)(u - v) \geq C \left(\|u\|^\eta - \|v\|^\eta\right) \left(\|u\| - \|v\|\right)\]

for any \(u, v \in X\).

In fact a sketch of the proof goes as follows. Let \(\mu_k \to \mu\), \(z_k \to z\) and \(\Phi_\mu'(z_k) \to 0\) as in condition (iv). Then

\[a_k(1) = \lim_{k \to +\infty} \left(\Phi_\mu'(z_k) - \Phi_\mu'(z)\right)(z_k - z)\]

\[= \left(I'_1(z_k) - I'_1(z)\right)(z_k - z) - \mu I'_1(z_k)(z_k - z) - \mu I'_2(z_k)(z_k - z)\]

\[\geq C \left(\|z_k\|^\eta - \|z\|^\eta\right) \left(\|z_k\| - \|z\|\right) + a_k(1)\]

so that \(\|z_k\| \to \|z\|\) and the conclusion follows.
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