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Algorithm for configuring fuzzy inference systems by reference points based on the average value

Mikhail Golosovskiy 1, Aleksey Bogomolov 1, Dmitriy Tobin 1

Abstract

In the article an algorithm for configuring Sugeno type fuzzy inference systems based on statistical data is proposed. The algorithm uses the principle of operation based on selecting the area around the reference points, finding the average value in the selected areas, and using it to configure the fuzzy logic output system. The work of the algorithm takes place under the conditions of changing the number of functions belonging to input variables and the number of points of statistical data, on the basis of which the models were configured.
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1. Introduction

Fuzzy logic inference systems are widely used for solving problems of automatic control and decision support. One of the reasons for this is the possibility of approximation with a given accuracy a continuous function \( f: X \rightarrow Y \) if the domain of its definition \( X \) is a compact set [1, 2]. The main limitation of using fuzzy inference systems in practice is that the number of rules required for the synthesis of a complete fuzzy inference system increases exponentially and is bounded from above by the value \( k^n \) (where \( n \) is the number of input variables and \( k \) is the maximum number of membership functions (MF) in the input variable).

Many authors [2, 3] have studied methods and algorithms for configuring fuzzy inference systems based on splitting the domain of the approximated function definition by membership functions of input variables into \( n \)-dimensional hyper-rectangular sections. At the same time, the known works focus on the theoretical possibilities of implementing such a configuration, but insufficient attention is paid directly to the algorithms for its implementation. This is true in cases where the fuzzy inference system contains a large (more than 100) number of inference rules, which makes it difficult to manually configure the fuzzy inference system by experts.

The article presents the results of theoretical and experimental studies of configuring Sugeno type fuzzy inference systems by reference points based on statistical data, since Sugeno type fuzzy inference systems (FIS) are widely used in practice [3, 4].

2. Problem statement

Configuration algorithm proposed in the article will be applied to Sugeno type fuzzy inference systems in which each membership function has only one point with the maximum value of the membership function (in the literature these points are called core of the membership function) and the value at this point is equal to 1. The definition area of each input variable is split into \( m_i \) segments with the same length by reference points \( x_{ij} \) \((i – \text{the number of the input variables}, j - \text{the number of the reference points}, \text{the total number of reference points for the } i – \text{th input variable is } m_i+1\)). Each reference point \( x_{ij} \) corresponds to the one membership function of the \( i \)-th
input variable with core in $x_{ij}$. There are no restrictions on form of the membership functions, but it is recommended that they meet the following condition:
\[
\mu_{ij}(x) \approx 0 \text{ when } x \in [x_{ij}, x_{ij+1}] \text{ and } x \in [x_{ij+1}, x_{im+1}],
\]
where $\mu_{ij}(x)$ – the $j$-th membership function of the $i$-th input variable.

Based on previous statements the domain of the function modeled by the FIS with a full consistent set of rules would be split by the cores of the membership functions on $n$-dimensional (hyper-) rectangles [3], where $n$ is the number of input variables (in case of one input variable the scope would be broken into line segments). The article will consider FIS with triangular membership functions (MF) of input variables, since triangular MF are the simplest, most frequently used and fit the condition (1). An example of splitting a three-dimensional space with two input variables is shown on Fig. 1.

**Fig. 1. Example of splitting a three-dimensional space with two input variables with a uniform distribution of membership functions.**

$x_1$, $x_2$ – domain of the first and second input variables.

$y$ – the output value of fuzzy inference system.

$\mu(x_i)$, $\mu(x_j)$ – the grades of membership functions of the first and second input variables.

In a system of fuzzy logical output of the Sugeno type of zero order, the defuzzification procedure (obtaining the resulting value) is performed using the formula:
\[
y = \frac{\sum_{i=1}^{N} w_i b_i}{\sum_{i=1}^{N} w_i},
\]
where $y$ is the output value of the fuzzy inference system; $w_i$ - is the grade of fulfillment of the premises of the $i$-th rule, $b_i$ - is the value of the conclusion of the $i$-th rule for a Sugeno-type FIS with constant function in the conclusion. In this case, fuzzy inference systems could be configured on calculating specified output value of output $y'$ for the specified values of input variables $[x'_1, x'_2, \ldots, x'_n]$ by changing the conclusions of the fuzzy inference rules using the formula:
where \( b'_i \) – the corrected value of the conclusion of the \( i \)-th rule. This formula would be used for configuring FIS in reference points which are related to the cores of the membership functions on \( n \)-dimensional (hyper-) rectangles.

3. Algorithm description

Algorithm is based on calculating the average value of points in the neighborhood of reference points and applying the result to configure the fuzzy inference system. A graphical representation of the principle of algorithm is shown in fig. 2. The figure shows the reference points, the boundaries of the statistical data selection interval for performing adjustment around each reference point and the statistical data point.

Statistical data points that fall within the interval boundaries are used to form the values of the modeled function at reference points, which are used to configure the fuzzy inference system.

Fig. 2. A graphical representation of the algorithm principle

- + – statistical data points
- \( \Theta \) – statistical data points selected for calculating mean value
- • – calculated value \( y' \) in reference points
- •••• – boundaries of the point selection interval for calculating the average value
- \( x \) – input variable
- \( y \) – output variable
- \( \mu(x) \) – grade of membership functions
- \( h \) – half of the boundaries interval size

Formal algorithm description:

1. Set up half of the boundaries interval size \( h_i \) for each input variable. The maximum size of \( h_i \) should be less than \( |x_{ij+1} - x_{ij}| / 2 \).
2. Take the first reference point \( \{x_{1j}, x_{2j}, \ldots, x_{nj}\} \).
3. Select statistical data points in boundaries around taken reference point in interval: \( \forall i: [x_{ij} - h_i, x_{ij} + h_i] \), where \( x_{ij} \) – value of the \( i \)-th input variable for \( j \)-th reference point.
4. If there are no points in given boundaries then increase half of the boundaries interval on Hi, (further in article Hi equal hi on the first step) and repeat steps 3 and 4 until in boundaries would be one or more statistical data points or boundaries size would be more than the domain of one of the input variables.

5. Calculate mean value for selected statistical data points - \( y' \).

6. Configure fuzzy inference systems: set FIS output value to \( y' \) in the taken reference point using formula 3.

7. If all reference points have been taken for the configuration of FIS, then stop. Or take the next reference point and go to step 3.

Let us show the convergence of the algorithm by proving the following theorem.

**Theorem:** Let be a continuous function \( f(x) \), where \( x \in X, X \) - a compact set on \( R^n \), the function \( g(x) \) as approximation function \( f(x) \) by the FIS with \( K \) membership functions for each of \( n \) input variable, \( H(K, N) \) – procedure realized by proposed algorithm for configuring the FIS based on \( N \) points defined by the implementation of a random variable \( \xi \) with a mathematical expectation \( M[\xi(x)] = f(x) \), \( h \) – the points selection interval for setting up the FIS system at reference points during the operation of the proposed algorithm.

It is required to prove that there is an FIS that, after performing the procedure, \( H(N) \) approximates the function \( f(x) \) with the specified accuracy \( \mathcal{E} \) by \( N \to \infty, h \to 0 \).

\[
\exists H(K, N), \lim_{N \to \infty, h \to 0} \forall x : \left| g(x) - f(x) \right| = 0
\]  
\[ (4) \]

**Proof:** In accordance with the theorem proved by B. Kosko [1], the fuzzy inference system, which realized function \( g(x) \), approximates with the specified accuracy \( \mathcal{E} \) any continuous function \( f(x) \) if \( x \in X, X \) – a compact set on \( R^n \). Consequently, it is possible to configure the FIS so that condition \( \left| f(x) - g(x) \right| < \mathcal{E} \) would be true for any small constant \( \mathcal{E} > 0 \). In accordance to this theorem \( \mathcal{E} \to 0 \) when \( K \to \infty \).

The proposed algorithm uses the formula for precise tuning the FIS at reference points. To configure the system value FIS to each reference point \( x' \in X \) adjustment points from the interval are used \( x \in [x'-h, x'+h] \), with values as a manifestation of a random variable \( \xi \). The kernels of the membership functions of the input variables of the FIS are in the reference points. When the number of membership functions tends to infinity, the number of reference points also tends to infinity. One of the properties of compactness of a set \( X \) is that \( X \) bounded. In this regard, when the number of reference points tends to infinity, the distance between them tends to zero.

In case the FIS is able to approximate the function with a given accuracy, which is provided by a sufficient number of reference points, when decrease the interval \( h \to 0 \) and increase \( N \to \infty \), for any reference point there will be an infinite number of points to configuring FIS, and the sample average calculated by the algorithm will tend to the true value of the mathematical expectation of the random variable \( \xi(x) \). In this case, the condition will be met:

\[
\exists H(K, N), \lim_{N \to \infty, h \to 0} \forall x : \left| g(x) - M[\xi(x)] \right| = 0
\]  
\[ (5) \]

But \( M[\xi(x)] = f(x) \) and as a consequence we get expression 4. The theorem is proved.

**Consequence:** the algorithm allows us to configure the FIS for approximate the function with a given accuracy \( \mathcal{E} \), if the FIS can approximate this function with a given accuracy by its structure and the number of adjustment points \( N \) for each reference point fit the requirement:

\[
N > \left[ \frac{6\sigma}{\mathcal{E}} \right]^2
\]  
\[ (6) \]

where \( \sigma \) is the standard deviation of the random variable \( \xi \), \( [ \cdot ] \) - the operation of rounding up. The inequality is obtained in accordance with the Central limit theorem. Average standard deviation \( \sigma' \) distributions of the mathematical expectation of a random sample from \( n \) random variable implementations \( \xi \) equal to:
\[ \sigma' = \frac{6\sigma}{\sqrt{N}}, \]  
\[ \text{(7)} \]

If you set a requirement that:
\[ 6\sigma' < \varepsilon, \]  
\[ \text{(8)} \]

then in this case for 99.99966 \% of samples mathematical expectation will be less than \( \varepsilon \). If we substitute equation 7 in 8 then, as a result, we obtain the formula 6.

4. Algorithm evaluation

For algorithm evaluation the function was taken of two variables with many local maximum and minimum points on modeled interval. This function would be called «base function» and calculated by Formula 4:
\[ f(x_1, x_2) = \frac{(-400(x_2+8.7) \sin(\sqrt{200(x_1+4) + 400(x_2+8.7)}) - (400(x_2+4) \sin(\sqrt{400(x_1+4) + 400(x_2+8.7)})}{1500}) + 5 \]  
\[ \text{(4)} \]

Base function was used for generating points value in statistical data for configuration FIS. These points were set by random pairs input variables \((x_1i, x_2i)\), with range in \( x_1 \in [0, 10] \) and \( x_2 \in [0, 10] \), represents a number of generated points. Each pair input variable \((x_1i, x_2i)\) generated the value of \( y_i \) by the normal distribution law with its mean calculated by formula 4 and mean square error 1.3. Fig. 3 shows graphs of the base function and the 3000 points that were generated with its mean value represented by base function.

Algorithm evaluation was made by comparison FIS configured by proposed algorithm on generated statistical data set (next marked as FIS-a), FIS configured using formula 3 on base function value in reference points (next marked as FIS-b) and FIS configured using adaptive neuro-fuzzy inference system (ANFIS) [6] (next marked as FIS-c). Evaluation was made by the following criteria:

1. Comparison of FIS configuration runtime for FIS-a and FIS-c in depending of number membership functions input variables;
2. Comparison of mean, max errors calculated for FIS-a, FIS-b and FIS-c outputs in depending of number membership functions input variables;
3. Comparison of mean errors calculated for FIS-a and FIS-b outputs in depending of number statistical data points;
Max error $\varepsilon_{\text{max}}$ for FIS outputs calculated by formula:

$$
\varepsilon_{\text{max}} = \max_{i=1,n} \left| g(x_{i1}, x_{i2}) - f(x_{i1}, x_{i2}) \right|, \quad (9)
$$

Mean error $\varepsilon$ for FIS outputs calculated by formula:

$$
\varepsilon = \frac{1}{n} \sum_{i=1}^{n} \left| g(x_{i1}, x_{i2}) - f(x_{i1}, x_{i2}) \right|, \quad (10)
$$

In formulas 5-6: $g(x_{i1}, x_{i2})$ – function value was calculated by FIS in points $x_{i1}$, $x_{i2}$, $f(x_{i1}, x_{i2})$ – function value was calculated by formula 4 in points $x_{i1}$, $x_{i2}$. Here ‘n’ signifies the points count taken for calculation. In this article, for the variable ‘n’, 10 000 points have been utilized. To compare errors calculated for FIS outputs depending on the number of membership functions, input variables were taken for each input variable $x_{i1}$, $x_{i2}$ number of membership functions in interval $[3, 30]$ with step 1. The number of membership functions is equal for both variable on the same step. ANFIS has train parameters, sown in table.

### Table 1 ANFIS train parameters

| Train parameter name       | Train parameter value |
|----------------------------|-----------------------|
| Training epoch number      | 10                    |
| Training error goal        | 0                     |
| Initial step size          | 0.01                  |
| Step size decrease rate    | 0.9                   |
| Step size increase rate    | 1.1                   |

Graphs for FIS configuration runtime, mean, max errors in depending on the number of membership functions in input variables are shown on fig. 4 and calculation results in Table 2.

![Fig. 4. Dependence graphs FIS configuration time a) and error value from number of the membership functions for b) Mean error $\varepsilon$, c) Max error $\varepsilon_{\text{max}}$](image)

- - - - - Dependence graph FIS configuration runtime and error value from number of the membership functions for FIS configured by proposed algorithm (FIS-a)
- - - - - Dependence graph error value from number of the membership functions for FIS configured using formula 3 on base function value in reference points (FIS-b)
The obtained data allows us to conclude that with an increase in the number of membership functions and as a consequence with an increase in the number of reference points the average error outputs of the FIS configured using the proposed algorithm (FIS-a) decreases. The value of the average error of the FIS-a is comparable to the error of the FIS configured based on the exact value of the modeled function (FIS-b). In this case, the maximum error values can be several times higher than the maximum error value of the FIS-b, which can be explained by the occurrence of individual "peaks" of maxima or minima corresponding to outliers. Examples of surfaces plotted using FIS- and FIS-b outputs with 15 membership functions for each input variable are shown in the fig. 5. FIS-a was configured using 3000 points for getting data to plot fig. 5.
Fig. 5. Examples of surfaces plotted using FIS-a and FIS-b outputs with 15 membership functions for each input variable

a) plot for outputs of the FIS-a, configured using 3000 statistical data points,

b) plot for outputs of the FIS-b.

To investigate changing the mean error $\varepsilon$ for outputs of the FIS configured earlier by using the proposed algorithm, depending on the number membership functions, FIS was used, in which the number of MF for each input variable varied from 3 to 30 with a step 1. The number of random points for configuring FIS varied from 4 to 2000 with a step 200, and from 2000 to 10 000 with a step 1000. A graphical representation of the calculations results are shown in fig. 6. The calculation results are shown in Table 3.

| $N_{MF}$ | Number random points for configuring FIS |
|---------|----------------------------------------|
| 4       | 204     | 604     | 1004    | 1404    | 1804    | 2000    | 3000    | 4000    | 5000    | 6000    | 7000    | 8000    | 9000    | 10000   |
| 3       | 4.20    | 3.11    | 2.87    | 2.86    | 2.89    | 2.90    | 2.88    | 2.88    | 2.87    | 2.89    | 2.86    | 2.87    | 2.87    | 2.87    |
| 4       | 4.08    | 3.16    | 2.92    | 2.87    | 2.92    | 2.90    | 2.88    | 2.89    | 2.87    | 2.86    | 2.89    | 2.87    | 2.87    | 2.88    |
| 5       | 4.76    | 3.02    | 2.80    | 2.81    | 2.78    | 2.78    | 2.81    | 2.78    | 2.79    | 2.77    | 2.78    | 2.77    | 2.79    | 2.77    |
| 6       | 4.60    | 2.76    | 2.57    | 2.53    | 2.52    | 2.56    | 2.50    | 2.49    | 2.48    | 2.49    | 2.49    | 2.50    | 2.49    | 2.50    |
| 7       | 4.68    | 2.47    | 2.29    | 2.28    | 2.28    | 2.22    | 2.20    | 2.21    | 2.24    | 2.22    | 2.21    | 2.20    | 2.19    | 2.19    |
| 8       | 4.81    | 2.30    | 2.04    | 2.02    | 2.00    | 1.94    | 1.93    | 1.92    | 1.90    | 1.91    | 1.90    | 1.89    | 1.89    | 1.90    |
| 9       | 4.91    | 2.23    | 1.92    | 1.76    | 1.78    | 1.69    | 1.82    | 1.68    | 1.68    | 1.64    | 1.65    | 1.68    | 1.66    | 1.66    | 1.63    |
| 10      | 5.03    | 2.17    | 1.79    | 1.52    | 1.50    | 1.61    | 1.49    | 1.50    | 1.48    | 1.44    | 1.47    | 1.46    | 1.48    | 1.46    | 1.45    | 1.43    |
| 11      | 4.95    | 1.98    | 1.65    | 1.50    | 1.41    | 1.42    | 1.40    | 1.36    | 1.33    | 1.34    | 1.27    | 1.28    | 1.26    | 1.25    | 1.27    |
| 12      | 4.89    | 1.90    | 1.47    | 1.31    | 1.31    | 1.26    | 1.22    | 1.29    | 1.23    | 1.18    | 1.08    | 1.11    | 1.14    | 1.12    | 1.12    | 1.11    |
| 13      | 4.90    | 2.07    | 1.46    | 1.23    | 1.26    | 1.21    | 1.14    | 1.11    | 1.12    | 1.07    | 1.07    | 1.05    | 1.05    | 1.01    | 1.01    | 0.99    |
| 14      | 4.92    | 2.40    | 1.44    | 1.16    | 1.15    | 1.20    | 1.07    | 1.05    | 1.02    | 0.98    | 0.95    | 0.94    | 0.91    | 0.82    | 0.87    | 0.90    |
| 15      | 4.91    | 2.14    | 1.31    | 1.16    | 1.12    | 1.09    | 1.03    | 0.98    | 0.95    | 0.91    | 0.84    | 0.85    | 0.80    | 0.83    | 0.81    | 0.82    |
| 16      | 4.93    | 2.16    | 1.21    | 1.10    | 1.10    | 0.97    | 0.94    | 0.90    | 0.91    | 0.79    | 0.82    | 0.82    | 0.74    | 0.79    | 0.76    | 0.75    |
| 17      | 4.92    | 2.08    | 1.47    | 1.12    | 1.03    | 0.91    | 0.96    | 0.86    | 0.85    | 0.80    | 0.72    | 0.71    | 0.70    | 0.74    | 0.71    | 0.68    |
Based on the results obtained, it follows that the mean error $\varepsilon$ value decreases with an increase of the number of random points for configuring FIS and the number of membership functions. However, it is always greater than the mean error value of the FIS configured on the exact value of the function in the reference points, but it is asymptotically closer to it. The mean error value decreasing is not linear. For considered in the article’s example, an increase in the number of membership functions greater than 17 with the number of adjustment points greater than 1600 results in a decrease in the error value of no more than 10% relative to the maximum and minimum error values.

5. Conclusions
The algorithm considered in the article allows you to configure fuzzy inference systems based on statistical data. The advantage of the proposed algorithm is the relatively high speed compared to ANFIS. It could be important for configuring FIS with a big number of input variable and membership functions. As a further development of the topic, it is planned to consider the development of algorithms in terms of changing the size of intervals between reference points to achieve more accurate adjustment in areas with a large amount of statistical data.
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