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Abstract

The Regression Conditional Tail Moment (RCTM) is the risk measure defined as the moment of order \( b \geq 0 \) of a loss distribution above the upper \( \alpha \)-quantile where \( \alpha \in (0, 1) \) and when a covariate information is available. The purpose of this work is first to establish the asymptotic properties of the RCTM in case of extreme losses, i.e. when \( \alpha \to 0 \) is no longer fixed, under general extreme-value conditions on their distribution tail. In particular, no assumption is made on the sign of the associated extreme-value index. Second, the asymptotic normality of a kernel estimator of the RCTM is established, which allows to derive similar results for estimators of related risk measures such as the Regression Conditional Tail Expectation/Variance/Skewness. When the distribution tail is upper bounded, an application to frontier estimation is also proposed. The results are illustrated both on simulated data and on a real dataset in the field of nuclear reactors reliability.
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1 Introduction

A recurrent problem in actuarial science, econometrics or statistical finance is to quantify the risk associated with a non-negative loss variable \( Y \). A large variability of the random variable \( Y \) implies a high capital reserve for portfolios or a high price of the insurance risk. Quantiles are the basic tools in risk management and the main quantile-based risk measure in financial institutions is the Value at Risk with a confidence level \( 1 - \alpha \). It is defined as the \( \alpha \)th quantile of the survival distribution of \( Y \), see [35] for a review. When a covariate information \( X \) is recorded simultaneously with \( Y \), the Value at Risk becomes a conditional quantile and is referred to as the Regression Value at Risk, denoted by RVaR(\( \alpha | X \)) to emphasize the dependence on the covariate. The estimation of extreme Regression Value at Risk, i.e. RVaR(\( \alpha | X \)) for small probabilities \( \alpha \), has many important applications, for instance in ecology [45], climatology [20], biostatistics [38], econometrics [9], finance [48], and insurance [4]. Recently, [11] extended the classical asymptotic theory on conditional
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quantiles [5, 44, 46, 47] further into the tails of the distribution by considering orders $\alpha = \alpha_n \to 0$ as the sample size $n$ tends to infinity. The results are based on extreme-value theory [28], they hold true whatever the nature of the distribution tail. At the same time, an alternative regression risk measure, the Regression Conditional Tail Moment (RCTM) [16] was proposed to overcome the limitations of RVaR which prevent it from being a coherent risk measure [3]. The introduction of the RCTM permitted to adapt some risk measures to the regression setting, among them: the Conditional Tail Expectation (CTE) [3], also known as Tail-Value-at-Risk or Expected Shortfall, the Conditional Tail Variance (CTV) [49], the Conditional Tail Skewness (CTS) [32], etc. The authors also investigated the estimation of the RCTM for extreme levels within the context of heavy-tailed distributions.

The goal of this work is to fill in the gap between the two previous lines of work. Here, the asymptotic properties of the RCTM are established for extreme levels, and for all kinds of distribution tails. A nonparametric estimator is also introduced and its asymptotic distribution is derived in this context i.e. for $\alpha = \alpha_n \to 0$ as the sample size $n \to \infty$ and for an arbitrary distribution tail. As a first application, we obtain the asymptotic properties of the associated estimators: regression CTE, CTV and CTS. The second application takes place in the context of frontier estimation. Indeed, when the upper tail of the distribution of $Y$ given $X = x$ is bounded, the right endpoint $y^*(x)$ is finite and is often referred to as a frontier. The estimation of $x \mapsto y^*(x)$ has received a lot of attention and various methods have been proposed based either on extreme-value estimators [22, 25, 31], projections [34], piecewise polynomial estimators [29, 30, 37, 39, 40] or linear programming estimators [27]. Here, we take profit of the properties of the RCTM to propose a new frontier estimator. Its asymptotic normality is proved and its finite sample properties are compared to other recent frontier estimators both on simulated and real datasets.

The paper is organized as follows. The definition of the RCTM and its links with classical risk measures are recalled in Section 2. A nonparametric estimator is introduced. Asymptotic properties are established in Section 3 and two applications are detailed in Section 4. The efficiency of our estimators is then illustrated on simulated data in Section 5 while Section 6 provides a motivating example in reliability. Proofs are postponed to the Appendix.

2 Regression risk measures

Let $Y$ be a positive random variable and $X \in \mathbb{R}^p$ a random vector of regressors recorded simultaneously with $Y$. Assuming that $(X, Y)$ is absolutely continuous with respect to Lebesgue measure, the probability density functions (p.d.f.) of $X$ and $Y$ given $X = x$ are denoted respectively by $g(\cdot)$ and $f(\cdot|x)$. For any $x \in \mathbb{R}^p$ such that $g(x) \neq 0$, the conditional distribution of $Y$ given $X = x$ is characterized by the conditional survival function $\bar{F}(\cdot|x) = \mathbb{P}(Y > \cdot | X = x)$ or, equivalently, by the conditional quantile defined for $\alpha \in (0, 1)$ by $\bar{F}^{-}(\alpha|x) = \inf\{t, \bar{F}(t|x) \leq \alpha\}$. In a risk analysis perspective, $Y$ represents a loss while the conditional quantile is referred to as the Regression Value at Risk and is denoted by $\text{RVaR}(\cdot|x) := \bar{F}^{-}(\cdot|x)$. We shall also denote by $y^*(x) := \text{RVaR}(0|x) \in (0, +\infty]$ the right endpoint of $Y$ given $X = x$. The Regression Conditional Tail Moment of level $\alpha \in (0, 1)$ and order $b \geq 0$ has been introduced in [16] and is defined by

$$\text{RCTM}_b(\alpha|x) := \mathbb{E}(Y^b|Y > \text{RVaR}(\alpha|x), X = x).$$
Let us note that this quantity may not exist for all \( b \geq 0 \), depending on the tail heaviness of \( Y \) given \( X = x \), see Section 3 for sufficient conditions. Thanks to the RCTM tool, several risk measures have been adapted to the conditional framework: the Conditional Tail Expectation, the Conditional Tail Variance and the Conditional Tail Skewness. More specifically, the following regression risk measures are considered: the Regression Conditional Tail Expectation defined by

\[
\text{RCTE}(\alpha|x) = \mathbb{E}(Y|Y > \text{RVaR}(\alpha|x), X = x) = \text{RCTM}_1(\alpha|x),
\]

measuring the mean of losses above the RVaR, the Regression Conditional Tail Variance

\[
\text{RCTV}(\alpha|x) = \mathbb{E}((Y - \text{RCTE}(\alpha|x))^2|Y > \text{RVaR}(\alpha|x), X = x) = \text{RCTM}_2(\alpha|x) - \text{RCTM}_1^2(\alpha|x),
\]

measuring the variability of the losses above the RVaR and the Regression Conditional Tail Skewness given by

\[
\text{RCTS}(\alpha|x) = \frac{\text{RCTM}_3(\alpha|x)}{[\text{RCTV}(\alpha|x)]^{3/2}},
\]

assessing the asymmetry of the losses above the RVaR.

Starting from \( n \) independent copies \((X_1, Y_1), \ldots, (X_n, Y_n)\) of the random vector \((X, Y)\), the estimation of the previous regression risk measures has been addressed in [16] when the distribution of \( Y \) given \( X = x \) is heavy-tailed and for extreme levels \( \alpha \) i.e. \( \alpha = \alpha_n \to 0 \) as \( n \to \infty \). In view of (1)–(3), the main step is to estimate the RCTM, the other regression risk measures can then be estimated by a plug-in technique. To this end, remark that the RCTM can be rewritten as

\[
\text{RCTM}_b(\alpha_n|x) = \frac{1}{\alpha_n} \mathbb{E} \left( Y^b \mathbb{I}\{Y > \text{RVaR}(\alpha_n|x)\}|X = x\right) =: \frac{1}{\alpha_n} \varphi_n(\text{RVaR}(\alpha_n|x)|x),
\]

where \( \mathbb{I}\{\cdot\} \) is the indicator function. The considered estimator of the Regression Conditional Tail Moment of level \( \alpha_n \) and order \( b \) is thus given by the following three quantities:

\[
\text{RCTM}_{b,n}(\alpha_n|x) := \frac{1}{n} \sum_{i=1}^{n} K_{h_n}(x - X_i) Y_i^b \mathbb{I}\{Y_i > \hat{\text{RVaR}}_n(\alpha_n|x)\} / \sum_{i=1}^{n} \alpha_n K_{h_n}(x - X_i), \quad (4)
\]

\[
\hat{\text{RVaR}}_n(\alpha_n|x) := \inf\{t, \hat{F}_n(t|x) \leq \alpha_n\}, \quad (5)
\]

\[
\hat{F}_n(y|x) := \frac{1}{n} \sum_{i=1}^{n} K_{k_n}(x - X_i) \mathbb{I}\{Y_i > y\} / \sum_{i=1}^{n} K_{k_n}(x - X_i), \quad (6)
\]

with \( K_z(\cdot) := z^{-p} K(\cdot/z) \), for all \( z > 0 \) and where \( K(\cdot) \) is a density on \( \mathbb{R}^p \) referred to as a kernel. Sequences \((h_n)\) and \((k_n)\) control the smoothness of the estimators. For the sake of simplicity, in what follows, the dependence on \( n \) for these two sequences is omitted and we let \( \hat{\ell} := \min(h, k) \), \( \bar{\ell} := \max(h, k) \). Observe that (4)–(6) are classical kernel estimators (see for instance [41, 43]) of conditional expectations, quantiles and survival functions. However, their use in an extreme context \((\alpha_n \to 0 \text{ as } n \to \infty)\) induces unusual difficulties in the nonparametric estimation, see the next section.
3 Main results

To derive the asymptotic properties of RCTM and of its estimator, an assumption on the right tail behavior of the conditional distribution of $Y$ given $X = x$ is required. Since $(X, Y)$ is supposed to be absolutely continuous with respect to Lebesgue measure, the function $\text{RVaR}(\cdot|x)$ is differentiable almost everywhere and we assume that

(A.1) There exists $\gamma(x) \in \mathbb{R}$ such that

$$\lim_{\alpha \to 0} \frac{\text{RVaR}(t\alpha|x)}{\text{RVaR}(\alpha|x)} = t^{-(\gamma(x)+1)},$$

locally uniformly in $t \in (0, \infty)$.

Condition (A.1) amounts to supposing that $-\text{RVaR}'(\cdot|x)$ is regularly varying at the origin with index $-(\gamma(x) + 1)$, see [6] for more details on regular variation theory. From [28, Corollary 1.1.10, equation (1.1.33)], condition (A.1) entails that the conditional distribution of $Y$ given $X = x$ is in the maximum domain of attraction of the extreme-value distribution with extreme-value index $\gamma(x)$. The unknown function $\gamma(\cdot)$ is referred to as the conditional extreme-value index function. Let us point out that in [16], only the case $\gamma(x) > 0$ was considered, which corresponds to the situation where $Y$ given $X = x$ has an heavy right tail (Fréchet maximum domain of attraction). Here, no assumption is made on the sign of $\gamma(x)$, and we let $\gamma_+(x) := \max(\gamma(x), 0)$. Finally, the sign of the function $\gamma(\cdot)$ in (A.1) is not supposed to be constant on the support of $X$, but it will appear that it should remain constant in a neighbourhood of the estimation point. To be more specific, let us consider three examples of distributions with different tail behaviors.

Example 1. (Fréchet maximum domain of attraction, $\gamma(x) > 0$). The Pareto distribution with cumulative distribution function (c.d.f.) $F(y|x) = 1 - y^{-\theta(x)}$, $y \geq 1$ and $\theta(\cdot) > 0$ verifies (A.1), the extreme-value index is $\gamma(x) = 1/\theta(x) > 0$. Note that $\bar{F}(\cdot|x)$ is regularly varying at infinity, this is the framework of [16].

Example 2. (Gumbel maximum domain of attraction, $\gamma(x) = 0$). The exponential distribution with c.d.f. $F(y|x) = 1 - \exp(-y/\theta(x)), y \geq 0$ and $\theta(\cdot) > 0$ verifies (A.1), the extreme-value index is $\gamma(x) = 0$. Note that $\bar{F}(\cdot|x)$ is not regularly varying at infinity.

Example 3. (Weibull maximum domain of attraction, $\gamma(x) < 0$). Let $y^*(\cdot)$ and $\theta(\cdot)$ be two positive functions. The considered c.d.f. is

$$F(y|x) = 1 - (1 - y/y^*(x))^{\theta(x)}, \; \forall y \in [0, y^*(x)]$$

and thus

$$\text{RVaR}(\alpha|x) = y^*(x)(1 - \alpha^{1/\theta(x)})$$

is differentiable with respect to $\alpha \in (0, 1]$. If, moreover, $\theta(x) < 1$, then the differentiability holds on the whole $[0,1]$ interval. In any case, (A.1) is verified, the extreme-value index is $\gamma(x) = -1/\theta(x) < 0$ while $y^*(\cdot)$ is the frontier. The estimation of $y^*(\cdot)$ is illustrated on this particular example in Section 5.

Our first result establishes some asymptotic properties of the RCTM.
Proposition 1  (i) Suppose \( y^*(x) < \infty \). Then, for all \( b > 0 \), \( \text{RCTM}_b(\alpha|x) \to [y^*(x)]^b \) as \( \alpha \to 0 \).

(ii) Under (A.1), for all \( b \geq 0 \) such that \( b\gamma(x) < 1 \),

\[
\lim_{\alpha \to 0} \frac{\text{RCTM}_b(\alpha|x)}{[\text{RVaR}(\alpha|x)]^b} = \frac{1}{1 - b\gamma_+(x)},
\]

and \( \text{RCTM}_b(-|x) \) is regularly varying with index \(-b\gamma_+(x)\).

First, let us highlight that Proposition 1 is an extension of the result established in [33] for the Conditional Tail Expectation (\( b = 1 \)) in the framework of unconditional \((\gamma(x) = \gamma)\) heavy-tailed \((\gamma > 0)\) distributions. When \( y^*(x) \) is finite, then the function \( x \mapsto y^*(x) \) is called a frontier, and, from classical results of extreme-value theory, necessarily \( \gamma(x) \leq 0 \). In such a case, Proposition 1(i) shows that \( \text{RCTM}_b(\alpha|x) \to (y^*(x))^b \) as \( \alpha \to 0 \) without further assumption on the distribution tail. This will be the starting point in Section 4.2 for designing a new frontier estimator. Basing on Proposition 1(ii), the asymptotic properties of RCTE, RCTV and RCTS can easily be derived and will reveal useful in Section 4.1.

Corollary 1 Assume (A.1) holds.

(i) If \( \gamma(x) < 1 \) then

\[
\lim_{\alpha \to 0} \frac{\text{RCTE}(\alpha|x)}{\text{RVaR}(\alpha|x)} = \frac{1}{1 - \gamma_+(x)}.
\]

(ii) If \( \gamma(x) < 1/2 \) then

\[
\lim_{\alpha \to 0} \frac{\text{RCTV}(\alpha|x)}{[\text{RVaR}(\alpha|x)]^2} = \frac{\gamma_+^2(x)}{(1 - \gamma_+(x))^2(1 - 2\gamma_+(x))} =: \rho_1(\gamma_+(x)).
\]

(iii) If \( \gamma(x) < 1/3 \) then

\[
\lim_{\alpha \to 0} \text{RCTS}(\alpha|x) = \frac{(1 - \gamma_+(x))^3(1 - 2\gamma_+(x))^{3/2}}{\gamma_+^4(x)(1 - 3\gamma_+(x))} =: \rho_2(\gamma_+(x)).
\]

(iv) If \( \gamma(x) < 1/3 \) then

\[
\lim_{\alpha \to 0} \frac{\text{RCTV}(\alpha|x)\text{RCTS}(\alpha|x)]^{2/3}}{[\text{RVaR}(\alpha|x)]^2} = (1 - 3\gamma_+(x))^{-2/3}.
\]

It is interesting to note that, from (i), when \( \gamma(x) \leq 0 \), both risk measures RCTE and RVaR are asymptotically equivalent. Besides, a close study of the function \( \rho_2 \) appearing in (iii) shows that the RCTS tends to infinity when \( \gamma_+(x) \) approaches 0 or 1/3 and is asymptotically minimum for \( \gamma(x) = \gamma_0 \) where \( \gamma_0 \approx 0.2873 \) is the unique root of equation \( \gamma_0^3 + 5\gamma_0^2 - 5\gamma_0 + 1 = 0 \) on \([1/4, 1/2]\). Such an extreme-value index \( \gamma_0 \) defines the distribution tail whose losses have the minimum asymmetry.

The asymptotic normality of (4)–(6) is obtained under additional assumptions. First, a Lipschitz condition on the p.d.f. of \( X \) is required. For all \( (x,x') \in \mathbb{R}^p \times \mathbb{R}^p \), let us denote by \( d(x,x') \) a distance between \( x \) and \( x' \).

(A.2) There exists a constant \( c_g > 0 \) such that \( |g(x) - g(x')| \leq c_g d(x,x') \).
The next assumption is devoted to the kernel function $K(\cdot)$.

(A.3) $K(\cdot)$ is a bounded density on $\mathbb{R}^p$, with support $S$ included in the unit ball of $\mathbb{R}^p$.

For $\xi > 0$, the largest oscillation at point $(x, y) \in \mathbb{R}^p \times \mathbb{R}_+$ associated with the Regression Conditional Tail Moment of order $b \geq 0$ such that $b \gamma(x) < 1$ is given by

$$
\omega(x, \alpha, b, \xi, h) = \sup \left\{ \left| \frac{\varphi_b(\varphi_b^{-1}(\beta|x)|x')}{\beta} - 1 \right| \text{ with } \left| \frac{\beta}{\alpha} - \text{RCTM}_b(\alpha|x) \right| \leq \xi \text{ and } x' \in B(x, h) \right\},
$$

recalling that $\varphi_b(\cdot|x) = F(\cdot|x)\text{RCTM}_b(F(\cdot|x)|x)$ and where $B(x, h)$ denotes the ball centred at $x$ with radius $h$. Finally, for all finite set $E$, let $\mathcal{L}(E) = \{e_i + e_j, (e_i, e_j) \in E \times E\} \cup E$. The first theorem establishes the asymptotic normality of the RVaR estimator defined by (5) and (6).

**Theorem 1** Suppose (A.1), (A.2) and (A.3) hold. Let $x \in \mathbb{R}^p$ such that $g(x) > 0$ and consider $\alpha_n \to 0$ such that $nk^p\alpha_n \to \infty$ as $n \to \infty$. If there exists $\xi > 0$ such that

$$
nk^p\alpha_n(k \lor \omega(x, \alpha_n, 0, \xi, k))^2 \to 0,
$$

then

$$
(nk^p\alpha_n^{-1})^{1/2} f(RVaR(\alpha_n|x)|x) \left(RVaR_n(\alpha_n|x) - RVaR(\alpha_n|x)\right) \overset{d}{\to} \mathcal{N} \left(0, \frac{||K||^2}{g(x)}\right).
$$

This result was first established in [11, Theorem 1] but under a stronger assumption on the tail of $Y$ given $X = x$. The Von-Mises condition used in [11] requires the twice differentiability of $F$. Here, it is replaced by (A.1) which only involves the first derivative of $F$. As observed in [11], condition $nk^p\alpha_n \to \infty$ limits the range of extreme Regression Value at Risk that can be estimated with a kernel method. Condition (10) implies that the bias introduced by the oscillation of the survival function

$$
\omega(x, \alpha_n, 0, \xi, k) = \sup \left\{ \left| \frac{F(F^{-1}(\beta|x)|x')}{\beta} - 1 \right| \text{ with } \left| \frac{\beta}{\alpha} - 1 \right| \leq \xi \text{ and } x' \in B(x, k) \right\},
$$

should be negligible compared to the standard-deviation of the estimator. The smaller the oscillation is, the better the nonparametric estimation procedure will perform. Moreover, (10) entails that $\omega(x, \alpha_n, 0, \xi, k) \to 0$ as $n \to \infty$. This condition can also be found in [11], it is verified under smoothness assumptions on the conditional survival function. In particular, it requires the endpoint $y^*(\cdot)$ to stay either finite or infinite in a neighbourhood of $x$. Similarly, the sign of the extreme-value index $\gamma(\cdot)$ should remain constant in a neighbourhood of $x$.

**Theorem 2** Let $J \in \mathbb{N} \setminus \{0\}$ and $E := \{b_1, \ldots, b_J\}$ where $b_j > 0$ for all $j = 1, \ldots, J$. Suppose (A.1), (A.2) and (A.3) hold and let $\alpha_n \to 0$ be a sequence satisfying $n\ell^{p}\alpha_n \to \infty$ as $n \to \infty$. Let $x \in \mathbb{R}^p$ such that $g(x) > 0$ and $\gamma(x) < 1/(2b_j)$ for all $j = 1, \ldots, J$. If there exists $\xi > 0$ such that

$$
n\ell^{p}\alpha_n \left(\ell \lor \max_{b \in \mathcal{L}(E)} \omega(x, \alpha_n, b, \xi, \ell)\right)^2 \to 0,
$$

and $\ell / \ell \to 0$, then the random vector

$$
(n\ell^{p}\alpha_n)^{1/2} \left\{ \left(\frac{\text{RCTM}_{b_j}(\alpha_n|x)}{\text{RCTM}_{b_j}(\alpha_n|x)} - 1\right) \right\}_{j \in \{1, \ldots, J\}}
$$
is asymptotically Gaussian, centred, with a $J \times J$ covariance matrix given by either $\|K\|_2^2 [\Sigma_E^{(1)}(x)]/g(x)$ if $h/k \to 0$, or $\|K\|_2^2 [\Sigma_E^{(2)}(x)]/g(x)$ if $k/h \to 0$, where for $(i, j) \in \{1, \ldots, J\}^2$,

\[
[\Sigma_E^{(1)}(x)]_{i,j} = \frac{(1 - b_i\gamma_+(x))(1 - b_j\gamma_+(x))}{1 - (b_i + b_j)\gamma_+(x)} \quad \text{and} \quad [\Sigma_E^{(2)}(x)]_{i,j} = (1 - b_i\gamma_+(x))(1 - b_j\gamma_+(x)).
\]

Two cases appear:

- If $\gamma(x) \leq 0$, then the asymptotic covariance matrices do not depend on $\{b_1, \ldots, b_J\}$ and thus the estimators $\hat{RCTM}_{b_j,n}(\alpha_n|x)$, $j = 1, \ldots, J$ share the same rate of convergence.

- Conversely, when $\gamma(x) > 0$, the asymptotic variances are increasing functions of the RCTM order. Moreover, note that $[\Sigma_E^{(1)}(x)]_{j,j} > [\Sigma_E^{(2)}(x)]_{j,j}$ for all $j \in \{1, \ldots, J\}$ and thus $k/h \to 0$ leads to more efficient estimators than $h/k \to 0$. Let us also note that, in this situation, the case $h = k$ has been investigated in [16, Theorem 1] where it was shown that diagonal terms of the covariance matrix are

\[
[\Sigma_E^{(3)}(x)]_{i,j} = \frac{2b_i^2\gamma^2(x)(1 - b_j\gamma(x))}{1 - 2b_j\gamma(x)}.
\]

Routine calculations show that $[\Sigma_E^{(1)}(x)]_{j,j} > [\Sigma_E^{(2)}(x)]_{j,j}$ for all $j \in \{1, \ldots, J\}$ and thus $k = h$ leads to more efficient estimators than $h/k \to 0$. The comparison between the choices $k/h \to 0$ and $h = k$ is less straightforward: $[\Sigma_E^{(2)}(x)]_{j,j} < [\Sigma_E^{(3)}(x)]_{j,j}$ for all $j \in \{1, \ldots, J\}$ if and only if $b_j\gamma(x) > 1/3$.

These conclusions are however only of theoretical interest, since, in practice, $\gamma(x)$ is unknown and the bandwidths $h$ and $k$ have to be determined for a fixed value of the sample size $n$. A data-driven procedure is proposed in Section 5 but, before that, two illustrations of the above results are proposed.

### 4 Applications

In Paragraph 4.1, an estimation procedure is introduced for estimating the regression risk measures (1)–(3) and the associated asymptotic properties are established. These results are derived whatever the sign of the conditional extreme-value index $\gamma(x)$ is, in contrast to [16, Corollary 1, 2] which hold only under the assumption $\gamma(x) > 0$. In Paragraph 4.2, we focus on the situation where $\gamma(x) \leq 0$ and more precisely when the distribution of $Y|X = x$ is upper bounded. A new estimator of the endpoint (or equivalently the frontier) is then proposed basing on the RCTM estimator and its asymptotic normality is proved.

#### 4.1 Estimation of extreme regression risk measures

All the regression risk measures (1)–(3) can be estimated by plugging-in the RCTM estimator defined by (4)–(6). The obtained estimators are denoted by $\hat{RCTE}_n(\alpha_n|x)$, $\hat{RCTV}_n(\alpha_n|x)$ and $\hat{RCTS}_n(\alpha_n|x)$. The following corollary establishes their asymptotic normality while their asymptotic variances are given in Table 2.

**Corollary 2** (i) Under the assumptions of Theorem 2 with $E = \{1\}$ (implying $\gamma(x) < 1/2$),

\[
(nE^{(1)}\alpha_n)^{1/2} \left( \frac{\hat{RCTE}_n(\alpha_n|x)}{RCTE(\alpha_n|x)} - 1 \right).
\]
is asymptotically Gaussian, centred with variance \( \hat{\vartheta}_{RCE,1}(\gamma_+(x))\|K\|_2^2/g(x) \) if \( h/k \to 0 \) or \( \hat{\vartheta}_{RCE,2}(\gamma_+(x))\|K\|_2^2/g(x) \) if \( k/h \to 0 \).

(ii) Under the assumptions of Theorem 2 with \( E = \{1, 2\} \) (implying \( \gamma(x) < 1/4 \)),

\[
(n^p_\alpha \alpha_n)^{1/2} \frac{RCE(\alpha_n|x)}{\text{Var}(\alpha_n|x)}^2 \left( \frac{\hat{RCE}_n(\alpha_n|x)}{RCE(\alpha_n|x)} - 1 \right),
\]

is asymptotically Gaussian, centred with variance \( \hat{\vartheta}_{RCE,1}(\gamma_+(x))\|K\|_2^2/g(x) \) if \( h/k \to 0 \) or \( \hat{\vartheta}_{RCE,2}(\gamma_+(x))\|K\|_2^2/g(x) \) if \( k/h \to 0 \).

(iii) Under the assumptions of Theorem 2 with \( E = \{1, 2, 3\} \) (implying \( \gamma(x) < 1/6 \)),

\[
(n^p_\alpha \alpha_n)^{1/2}[RCTS(\alpha_n|x)]^{-2/3} \left( \frac{\hat{RCTS}_n(\alpha_n|x)}{RCTS(\alpha_n|x)} - 1 \right),
\]

is asymptotically Gaussian, centred with variance \( \hat{\vartheta}_{RCTS,1}(\gamma_+(x))\|K\|_2^2/g(x) \) if \( h/k \to 0 \) or \( \hat{\vartheta}_{RCTS,2}(\gamma_+(x))\|K\|_2^2/g(x) \) if \( k/h \to 0 \).

The following comments can be made:

- In the case \( \gamma(x) \leq 0 \), estimators of the RCTV and RCTS both have the same rate of convergence (Corollary 1(iv)) while the estimator of the RCTE converges faster (Corollary 1(i)–(iii)).

- In the case \( \gamma(x) > 0 \), from Corollary 1(ii) and (iii), all the previous risk measures share the same rate of convergence \( (n^p_\alpha \alpha_n)^{1/2} \). The asymptotic variances of

\[
(n^p_\alpha \alpha_n)^{1/2} \left( \frac{\hat{RCE}_n(\alpha_n|x)}{RCE(\alpha_n|x)} - 1 \right), (n^p_\alpha \alpha_n)^{1/2} \left( \frac{\hat{RCTS}_n(\alpha_n|x)}{RCTS(\alpha_n|x)} - 1 \right), (n^p_\alpha \alpha_n)^{1/2} \left( \frac{\hat{RCTS}_n(\alpha_n|x)}{RCTS(\alpha_n|x)} - 1 \right),
\]

are respectively given by \( \hat{\vartheta}_{RCE,1}(\gamma_+(x)), \hat{\vartheta}_{RCE,2}(\gamma_+(x)), \hat{\vartheta}_{RCTS,1}(\gamma_+(x)), \hat{\vartheta}_{RCTS,2}(\gamma_+(x)) \) where

\[
\hat{\vartheta}_{RCE,1}(z) := \hat{\vartheta}_{RCE,2}(z), \quad \hat{\vartheta}_{RCTS,1}(z) := \hat{\vartheta}_{RCTS,2}(z), \quad \hat{\vartheta}_{RCTS,1}(z) = \hat{\vartheta}_{RCTS,2}(z)\rho_2^{4/3}(z),
\]

see Table 2 for details and Figure 1 for an illustration. It appears that the asymptotic variance associated with the situation \( k/h \to 0 \) is smaller than the asymptotic variance associated with the situation \( k/h \to 0 \) for all three considered estimators, even though they almost coincide for RCTS. This is consistent with the conclusions derived from Theorem 2 where it has already been observed that the case \( k/h \to 0 \) was the most favorable to estimate the RCTM. Since \( \hat{\vartheta}_{RCE,2}, \hat{\vartheta}_{RCTS,2} \) and \( \hat{\vartheta}_{RCTS,2} \) are decreasing functions, the following bounds can readily be established:

\[
\hat{\vartheta}_{RCE,2}(z) \geq 1/4 \quad \text{for all } z \in [0, 1/2], \quad \hat{\vartheta}_{RCTS,2}(z) \geq 225/4 \quad \text{for all } z \in [0, 1/4], \quad \hat{\vartheta}_{RCTS,2}(z) \geq 5041/4 \quad \text{for all } z \in [0, 1/6],
\]

and therefore the estimation of RCTV and RTCS is very unstable whatever the tail heaviness is.
4.2 Frontier estimation

This paragraph is dedicated to the estimation of the right (positive) endpoint \( y^*(x) := \text{RVaR}(0|x) \) of the distribution of \( Y \) given \( X = x \) in the situation where \( y^*(x) < \infty \) (and thus when \( \gamma(x) \leq 0 \)). From Proposition 1(i), the Regression Conditional Tail Moment of order \( b \geq 0 \) exists and

\[
\text{RCTM}_b(\alpha|x) \to [y^*(x)]^b \quad \text{as} \quad \alpha \to 0. \tag{11}
\]

For all \( b > 0 \), a natural estimator of the right endpoint (or frontier) is thus given by

\[
\hat{y}_{b,n}^*(x) := \left[ \text{RCTM}_{b,n}(\alpha_n|x) \right]^{1/b}, \tag{12}
\]

where \( \alpha_n \) is a sequence converging to 0 as \( n \to \infty \). In the unconditional situation, the estimation of the endpoint of a distribution has been widely studied in the extreme-value literature, see [28, Section 4.5] for an overview or [1, 19] for applications. The methods rely on the extrapolation beyond an extreme quantile via the estimation of the extreme-value index. In our situation, the adaptation of such techniques would require the estimation of the conditional extreme-value index \( \gamma(x) \) which would induce additional difficulties. Our idea is to rely on the definition of the RCTM itself, which ensures that \( [\text{RCTM}_b(\alpha_n|x)]^{1/b} \geq \text{RVaR}(\alpha_n|x) \). There is thus some hope that \( \hat{y}_{b,n}^*(x) \) extrapolate beyond the extreme conditional quantile \( \text{RVaR}(\alpha_n|x) \) without estimating \( \gamma(x) \).

Let us highlight that, however, for a fixed value of \( n \), one does not necessarily have \( \hat{y}_{b,n}^*(X_i) \geq Y_i \) for all \( i = 1, \ldots, n \). More generally, this is also the case for robust estimators of the frontier [2, 7, 13]. For instance, in [7], an expected frontier of order \( m \) is defined. The expected frontier converges to the true frontier as \( m \to \infty \) (see [7, Theorem 2.3]) similarly to (11) but it does not necessary envelop all the data points either. This property illustrates the fact that such estimators are less sensitive to extreme values or outliers than classical nonparametrical ones.

Assumption (A.1) is not required to justify the expression of the right endpoint estimator but it will reveal necessary to establish its asymptotic normality. Before stating this result, some notations are required. Let \( a(u|x) := F(u|x)/f(u|x) \). Under (A.1) with \( y^*(x) < \infty \), Lemma 1, equation (19) shows that

\[
\Delta_a(u|x) := \frac{a(u|x)}{u} - \gamma_+(x) = \frac{a(u|x)}{u} \to 0 \tag{13}
\]

as \( u \uparrow y^*(x) \).

**Corollary 3** Suppose the assumptions of Theorem 2 hold with \( E = \{ \emptyset \} \), \( b > 0 \).

(i) If \( y^*(x) < \infty \), \( |\Delta_a(u|\cdot)| \) is asymptotically decreasing and \((n^{(p\alpha_n)^{1/2}}\Delta_a(\text{RVaR}(\alpha_n|x)) \to 0 \) then

\[
(n^{(p\alpha_n)^{1/2}}(\hat{y}_{b,n}^*(x) - \text{RVaR}(\alpha_n|x)) \overset{d}{\to} \mathcal{N}(0, \|K\|_2^2(y^*(x))^2/(b^2 g(x)))).
\]

(ii) If, moreover, \( \gamma(x) < 0 \) then

\[
(n^{(p\alpha_n)^{1/2}}(\hat{y}_{b,n}^*(x) - y^*(x)) \overset{d}{\to} \mathcal{N}(0, \|K\|_2^2(y^*(x))^2/(b^2 g(x)))).
\]

Part (i) of the result states the asymptotic normality of the estimator \( \hat{y}_{b,n}^*(x) \) when centred on \( \text{RVaR}(\alpha_n|x) \). It is well-known that the RVaR converges to the endpoint, but centering the asymptotic distribution on the endpoint requires the additional condition

\[
(n^{(p\alpha_n)^{1/2}}(\text{RVaR}(\alpha_n|x) - y^*(x)) \to 0 \tag{14}
\]
as $n \to \infty$. However, in the case (ii) where $\gamma(x) < 0$, condition (14) is automatically fulfilled.

To be more specific, let us consider the situation where the c.d.f. of $Y$ given $X = x$ is defined by (7) in Example 3. From (13), it is easy to check that $\Delta_u(\cdot|x)$ is a decreasing function given by

$$
\Delta_u(u|x) = \frac{1}{\theta(x)} \left( \frac{y^*(x)}{u} - 1 \right).
$$

As expected, condition (14) and condition $(n^{p}\alpha_n)^{1/2}\Delta_u(\text{RVaR}(\alpha_n|x)|x) \to 0$ are thus equivalent. Since $\text{RVaR}(\alpha|x)$ is given by (8), these conditions simply reduce to $(n^{p}\alpha_n)^{1/2}\alpha_n^{-1/\theta(x)} \to 0$. It appears that the rate of convergence $(n^{p}\alpha_n)^{1/2}$ of the estimator is slightly smaller than $\alpha_n^{-1/\theta(x)} = \alpha_\gamma(x)$. It directly depends on the tail behavior at the endpoint. The heavier the tail is, the larger the extreme-value index is, the faster the convergence.

Finally, under the assumptions of Corollary 3(ii), an asymptotic confidence interval of level $\tau$ can then be established:

$$
\left[ \hat{y}_{\tau,n}(x) \left( 1 - \frac{u_\tau}{(n^{p}\alpha_n)^{1/2}b g_n(x)^{1/2}} \right), \hat{y}_{\tau,n}(x) \left( 1 + \frac{u_\tau}{(n^{p}\alpha_n)^{1/2}b g_n(x)^{1/2}} \right) \right],
$$

where $\hat{g}_n(\cdot)$ is the kernel estimator of the p.d.f. of $X$:

$$
\hat{g}_n(x) = \frac{1}{n} \sum_{i=1}^n K_h(x - X_i)
$$

and $u_\tau$ is the $(\tau/2)$th quantile from the survival function of the standard Gaussian distribution.

## 5 Validation on simulations

The performance of the frontier estimator (12) is illustrated on simulated data and compared to some other recent propositions [24, 26]. To this end, the simulation framework of [24] is used: $X$ is a one-dimensional standard uniform random variable and the c.d.f. of $Y$ given $X = x$ is defined by (7), see Example 3. The chosen frontier function is

$$
y^*(x) = \left( \frac{1}{10} + \sin(\pi x) \right) \left[ \frac{11}{10} - \frac{1}{2} \exp \left( -64 \left( x - \frac{1}{2} \right)^2 \right) \right],
$$

see Figure 3 for an illustration. The shape of the unknown function is challenging to estimate since it involves large derivatives as well as both concave and convex parts. Two (positive) functions $\theta(\cdot)$ are considered: $\theta_1(x) = 1.25$ and $\theta_2(x) = 1.25 + |\cos(4\pi x)|$ for all $x \in [0, 1]$.

**Selection of the hyper-parameters.** The bi-quadratic kernel $K(x) = 15/16(1-x^2)^2\{x \leq 1\}$ is selected and, for the sake of simplicity, we restrict ourselves to one common bandwidth $h = k$. Consequently, estimators (4)–(6) depend on two hyper-parameters $h$ and $\alpha$. The choice of the bandwidth $h$, which controls the degree of smoothing, is a recurrent problem in non-parametric statistics. Besides, the choice of $\alpha$ is crucial, it is equivalent to the choice of the number of upper order statistics in the non-conditional extreme-value theory. In the following, a data-driven strategy is used to select simultaneously $h$ and $\alpha$. Two sets of possible equi-spaced values are introduced: $H = \{h_1 \leq \cdots \leq h_J\}$ where $h_1 = 0.01$, $h_J = 0.1$ and $A = \{\alpha_1 \leq \cdots \leq \alpha_I\}$ with $\alpha_1 = 0.01$.
and \( \alpha_I = 0.1 \). These values ensure that there is at least one point above \( \text{RVaR}(\alpha_j | x) \) in the ball \( B(x, h_i) \) for all \( x \in [0, 1] \) and \((h_j, \alpha_i) \in \mathcal{H} \times \mathcal{A}\). The cardinal of the sets \( \mathcal{H} \) and \( \mathcal{A} \) are \( I = J = 11 \).

The proposed data-driven strategy consists in minimizing the sampled relative \( L^1 \) - error between \( \hat{\text{RTCM}}_{2,n} \) and \( \hat{\text{RVaR}}_n \):

\[
(h_{\text{data}}, \alpha_{\text{data}}) = \arg \min_{(h, \alpha) \in \mathcal{H} \times \mathcal{A}} \frac{1}{T} \sum_{t=1}^{T} \left| \frac{\hat{\text{RTCM}}_{2,n}(\alpha_j | x_t)}{\hat{\text{RVaR}}_n(\alpha_j | x_t)} - 1 \right|,
\]

where \( x_t = t/(T+1) \) and \( T = 50 \). The idea motivating this criteria is that both \( \hat{\text{RTCM}}_{2,n}(\alpha| \cdot) \) and \( \hat{\text{RVaR}}_n(\alpha| \cdot) \) should be close to \((y^*)^2(\cdot)\) if \( \alpha \) and \( h \) are well chosen. To assess the behavior of the selection procedure, it is compared to an oracle strategy which consists in minimizing the relative \( L^1 \) - error between an estimator \( \hat{y}^*(\cdot) \) and the true frontier \( y^*(\cdot) \):

\[
(h_{\text{oracle}}, \alpha_{\text{oracle}}) = \arg \min_{(h, \alpha) \in \mathcal{H} \times \mathcal{A}} \frac{1}{T} \sum_{t=1}^{T} \left| \frac{\hat{y}^*(x_t)}{y^*(x_t)} - 1 \right|.
\]

Of course, the oracle strategy cannot be used in practice to select \( h \) and \( \alpha \) since the true function \( y^*(\cdot) \) is unknown. However, it provides a lower bound on the \( L_1 \) - error that can be reached with the proposed estimators.

**Competing estimators.** Ten estimators \( \hat{y}_{1,n}^*, \ldots, \hat{y}_{10,n}^* \) deduced from (12) are compared with \( \hat{\text{RVaR}}_n \) and three estimators \( \hat{y}_n^{(s, gj)}, \hat{y}_n^{(s, mc)} \) and \( \hat{y}_n^{(s, mv)} \) from [24, 26]. All three previous estimators are based on a kernel estimator of the high order moments of \( Y \) given \( X = x \):

\[
\hat{\mu}_{p,n}(x) = \frac{1}{n} \sum_{i=1}^{n} Y_i^p \mathcal{K}_h(x - X_i).
\]

where \( p \to \infty \) and \( h \to 0 \) as \( n \to \infty \). The first one relies on the assumption that \( Y \) given \( X = x \) is uniformly distributed on \([0, g(x)]\):

\[
\hat{y}_n^{(s, gj)}(x) = ((p+1)\hat{\mu}_{p,n}(x)/\hat{y}_n(x))^{1/p},
\]

where \( \hat{y}_n(\cdot) \) is the kernel estimator (16) of the density of \( X \). Estimators \( \hat{y}_n^{(s, mc)} \) and \( \hat{y}_n^{(s, mv)} \) do not rely on a parametric assumption. They can be written as

\[
\frac{1}{\hat{y}_n^\bullet(x)} = \frac{1}{a} \left[ \frac{(a+1)p+1}{\hat{\mu}_{(a+1)p+1,n}(x)} - (p+1) \frac{\hat{\mu}_{p,n}(x)}{\hat{\mu}_{p+1,n}(x)} \right],
\]

where \( a > 0 \) is an additional parameter and \( \bullet \in \{mc, mv\} \). The difference between \( \hat{y}_n^{(s, mc)} \) and \( \hat{y}_n^{(s, mv)} \) lies in the choice of the hyper-parameters \( h, p \) and \( a \), see [24] for implementation details.

**Results.** The finite sample performance of the estimators is assessed on \( N = 500 \) replications of samples of size \( n = 500 \). The choices \( (h_{\text{data}}, \alpha_{\text{data}}) \) and \( (h_{\text{oracle}}, \alpha_{\text{oracle}}) \) associated with \( \hat{y}_{1,n}^*, \ldots, \hat{y}_{10,n}^* \) and \( \hat{\text{RVaR}}_n \) are computed on each replication with the two strategies. The minimum, maximum and mean \( L^1 \) - errors associated with \( (h_{\text{data}}, \alpha_{\text{data}}) \) are given in Table 3. The results associated with \( \hat{y}_n^{(s, gj)}, \hat{y}_n^{(s, mc)} \) and \( \hat{y}_n^{(s, mv)} \) are reported from [24]. It appears that \( \hat{y}_{1,n}^* \) does not yield very good results but \( \hat{y}_{2,n}^*, \ldots, \hat{y}_{10,n}^* \) all perform better than \( \hat{\text{RVaR}}, \hat{y}_n^{(s, gj)}, \hat{y}_n^{(s, mc)} \) and...
\( y_n^{(x, mv)} \) in both situations \( \theta(\cdot) = \theta_1(\cdot) \) and \( \theta(\cdot) = \theta_2(\cdot) \). Among them, \( \hat{y}_{7,n}^* \) yields the best results but the behavior of \( \hat{y}_{5,n}^* \) and \( \hat{y}_{6,n}^* \) are very close. The performance of the data-driven selection of the hyper-parameters is compared to the oracle one on Figure 2. Histograms of the \( L^1 \)– errors associated with each strategies are displayed for \( \hat{y}_{7,n}^* \) and for both functions \( \theta_1(\cdot) \) and \( \theta_2(\cdot) \). Unsurprisingly, the oracle strategy yields smaller errors than the data-driven one, but the large overlap of the histograms shows that the data-driven selection procedure yields reasonable results. Figure 3 provides the best, the worst and the median estimation of the frontier respectively corresponding to the min, max and median of the mean \( L^1 \)– errors. It appears study that \( \hat{y}_{7,n}^* \) combined with the data-driven hyper-parameters selection is a reasonable frontier estimator both in terms of stability and precision.

6 Illustration on real data

As an illustration, an application to the reliability of nuclear reactors is proposed. The data consist in \( n = 254 \) non-irradiated representative steels obtained from the US Electric Power Research Institute. The variable of interest \( Y \) is the fracture toughness and the unidimensional covariate \( X \) is the temperature measured in degrees Fahrenheit. As the temperature decreases, the steels fissure more easily (see Figure 4). In a worst case scenario, it is important to know the upper limit of fracture toughness of each material as a function of the temperature, that is \( y^*(x) \) the endpoint of \( Y \) given \( X = x \). In view of Figure 4, one may assume that the frontier \( y^*(x) \) is an increasing function of the covariate \( x \). In such a case, the frontier can also be interpreted as the endpoint of \( Y \) given \( X \leq x \). Introducing this prior information opens the way to specific estimation techniques, see for instance [12, 14, 17, 23]. We also refer to [2, 7, 13] for the definition of robust estimators. Here, the estimator \( \hat{y}_{7,n}^* \) is compared to the spline-based estimators CS-B and QS-B recently introduced [12] for monotone boundaries (CS and QS refer respectively to cubic and quadratic splines). The BIC criterion is used to determine the complexity of the spline approximation. The hyper-parameters associated with \( \hat{y}_{7,n}^* \) are chosen in the sets \( \mathcal{H} = \{17, 18, \ldots, 120\} \) and \( \mathcal{A} = \{0.01, 0.015, \ldots, 0.1\} \) using the data-driven procedure presented in Section 5. The selection yields \((h_{\text{data}}, \alpha_{\text{data}}) = (98, 0.085)\), results are depicted on Figure 4. All three estimators yield increasing functions even though this constraint was not implemented in \( \hat{y}_{7,n}^* \). Also, the three estimated frontiers coincide on the range \( x \in [-120, -30] \). Results are slightly different outside this interval: CS-B and QS-B estimators simply interpolate the boundary points whereas \( \hat{y}_{7,n}^* \) estimates a heavier tail and thus a higher value for the limit of fracture toughness. Basing on (15), Figure 4 provides pointwise 95% asymptotic confidence intervals centered on \( \hat{y}_{7,n}^* \) for the frontier. The estimation of \( \gamma(\cdot) \) is also displayed on Figure 5 together with the associated pointwise 95% asymptotic confidence intervals.

The following estimator, introduced in [11], has been implemented:

\[
\hat{z}_{\text{n}}^{\text{RP}, 1}(x) = \frac{1}{\log(2/3)} \log \left( \frac{\text{RVaR}_n(\alpha_n | x) - \text{RVaR}_n(2\alpha_n/3 | x)}{\text{RVaR}_n(2\alpha_n/3 | x) - \text{RVaR}_n(4\alpha_n/9 | x)} \right).
\]

Note that this estimator also coincides with the kernel Pickands estimator introduced and studied in [10] in the case \( \gamma(x) > 0 \). It appears that the estimation of \( \gamma(x) \) is negative for most of the values of the covariate \( x \) and the 95% confidence interval is most of the time included in \( \mathbb{R}^- \). It seems thus reasonable to assume that \( y^*(x) < \infty \) for most of the values of the covariate \( x \). However, the
estimations $\hat{y}_{b,n}^*(x)$ for which $\hat{\gamma}_{RP,n}^*(x) \geq 0$ should be considered with great care. To conclude, we would like to stress two possible improvements:

- In this work, we do not propose an automatic procedure for selecting $b$ in $\hat{y}_{b,n}^*$. From the practical point of view, our opinion is that any choice of $b \geq 4$ is satisfying, the estimation being very stable over this threshold. As illustrated on Figure 6, $\hat{y}_{4,n}^*$, $\hat{y}_{5,n}^*$, $\hat{y}_{6,n}^*$ and $\hat{y}_{7,n}^*$, are very close to each other. In fact, using the pointwise confidence intervals (15), at each point $x$, it is possible to show that these four estimators are not significantly different at the 5% level. From the theoretical point of view, Corollary 3 shows that the asymptotic variance is a decreasing function of $b$. Since there is no counterpart on the bias, this would suggest to choose $b = b_n \to \infty$ and to investigate the asymptotic behavior of this new estimator. This approach would be similar to the kernel regression on high order moments developed in [24].

- It is well-known that non-parametric estimators based on Parzen-Rosenblatt kernels may suffer from a lack of performance on the boundaries of the estimation interval [21]. This phenomenon appears on Figure 4. When $x$ is large, $\hat{y}_{7,n}^*(x)$ slightly underestimates the true frontier. To overcome this limitation, symmetrization [8] and jackknife [36] techniques have been developed. They could be adapted to our framework.
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Table 1: Index of regular variation and auxiliary function associated with RVaR(\cdot|x) and \varphi_b^-(\cdot|x).

| \(U(\cdot|x)\) | \(\beta(x)\) | \(a_U(\cdot|x)\) |
|-----------------|-------------|------------------|
| RVaR(\cdot|x)   | \(\gamma(x)\) | \(a(\cdot|x) := \tilde{F}(\cdot|x)/f(\cdot|x)\) |
| \(\varphi_b^-(\cdot|x)\) | \(\tilde{\gamma}_b(x) := \gamma(x)/(1 - b\gamma_+(x))\) | \(\tilde{a}_b(\cdot|x) := a(\cdot|x)/(1 - b\gamma_+(x))\) |

7 Appendix: Proofs

7.1 Preliminary results

We start with useful results on regularly varying functions. The set of regularly varying functions at 0 with index \(\beta \in \mathbb{R}\) is denoted by \(\mathcal{RV}_\beta\). Recall that a function \(V(\cdot) \in \mathcal{RV}_\beta\) if \(V(\cdot)\) is asymptotically positive and such that \(V(t\alpha)/V(\alpha) \to t^\beta\) as \(\alpha \to 0\), locally uniformly in \(t \in (0, \infty)\).

**Lemma 1** Let \(U(\cdot|x)\) be a decreasing and differentiable function with support \((0, M)\), \(M > 0\). Let us introduce the positive function \(a_U(\cdot|x)\) such that for \(p \in (0, M)\), \(a_U(U(p|x)|x) = -pU'(p|x)\) and the function \(L_{\cdot}(\cdot)\) defined for all \((z, u) \in \mathbb{R}^2\) by \(L_{\cdot}(u) := \int_1^u v^{-1}dv\). If \(U(\cdot|x)\) is regularly varying with index \(-(\beta(x) + 1)\), \(\beta(x) \in \mathbb{R}\), then locally uniformly in \(s \in (0, \infty)\),

\[
\lim_{p \to 0} \frac{U(sp|x) - U(p|x)}{a_U(U(p|x)|x)} = L_{\beta(x)}(1/s),
\]

which is equivalent to

\[
\lim_{p \to 0} \frac{U^-(U(p|x) + ta_U(U(p|x)|x)|x)}{p} = \frac{1}{L_{\beta(x)}(t)},
\]

locally uniformly in \(t \in (-1/\beta_+(x), -1/\beta_-(x))\). Finally, if \(U'(\cdot|x) \in \mathcal{RV}_{-(\beta(x)+1)}\), then

\[
\lim_{p \to 0} \frac{a_U(U(p|x)|x)}{U(p|x)} = \beta_+(x).
\]

The function \(a_U(\cdot|x)\) is called the auxiliary function of \(U(\cdot|x)\). Obviously, under (A.1), the function RVaR(\cdot|x) satisfies the assumptions of Lemma 1 (see the first row of Table 1).

**Proof.** First remark that condition \(U'(\cdot|x) \in \mathcal{RV}_{-(\beta(x)+1)}\) coincides with condition (1.1.33) in [28, Corollary 1.1.10] which implies (17). Second, condition (17) is equivalent to condition (1.1.20) in [28, Theorem 1.1.6], with the auxiliary function \(a_U(\cdot|x)\), which is also equivalent to (18). Finally, from [18, Lemma 3.1] condition (18) entails (19). □

Since for any \(b \geq 0\) such that the moment of order \(b\) of \(Y\) exists, \(\varphi_b(\cdot|x) = \tilde{F}(\cdot|x)\) RCTM_b(\(\tilde{F}(\cdot|x)\)|x) or, equivalently, the Regression Conditional Tail Moment of level \(\alpha\) and order \(b\) is given by RCTM_b(\(\alpha|x) = \alpha^{-1}\varphi_b(\text{RVaR}(\alpha|x)|x)\). The next lemma is dedicated to the analysis of the function \(\varphi_b(\cdot|x)\).
Lemma 2 Assume that (A.1) holds and let $b \geq 0$ such that $b\gamma_+(x) < 1$.

(i) The function $\varphi_b(\cdot|x)$ is such that
\[
\lim_{y \uparrow y^*(x)} \frac{\varphi_b(y|x)}{y^bF(y|x)} = \frac{1}{1 - b\gamma_+(x)}.
\]

(ii) The function $\varphi_b(\cdot|x)$ is differentiable with derivative $\varphi'_b(\cdot|x)$ such that
\[
\lim_{y \uparrow y^*(x)} \frac{\varphi'_b(y|x)\bar{F}(y|x)}{\varphi_b(y|x)\bar{f}(y|x)} = b\gamma_+(x) - 1.
\]

Proof. (i) First, an integration by part leads to
\[
\varphi_b(y|x) = \int_y^{y^*(x)} z^bF'(z|x)dz = y^b\bar{F}(y|x) + b \int_y^{y^*(x)} z^{b-1}\bar{F}(z|x)dz,
\]
since, for all $b \in [0,1/\gamma_+(x))$, $y^b\bar{F}(y|x) \rightarrow 0$ as $y \uparrow y^*(x)$, see [28, Exercise 1.11]. Straightforward calculations yield
\[
\varphi_b(y|x) = (1 - b\gamma_+(x))^{-1}y^b\bar{F}(y|x)(1 + bR_b(y|x)) \tag{20}
\]
with
\[
R_b(y|x) = (1 - b\gamma_+(x)) \int_y^{y^*(x)} \frac{z^{b-1}\bar{F}(z|x)}{y^b\bar{F}(y|x)}dz - \gamma_+(x). \tag{21}
\]

It thus remains to show that $R_b(y|x) \rightarrow 0$ as $y \uparrow y^*(x)$. Three cases are considered.

- In the case $\gamma(x) > 0$, one has $y^*(x) = \infty$ and, from [42, Theorem 0.6],
\[
\lim_{y \rightarrow \infty} \int_y^{\infty} \frac{z^{b-1}\bar{F}(z|x)}{y^b\bar{F}(y|x)}dz = \frac{\gamma(x)}{1 - b\gamma(x)}.
\]

Then, $R_b(y|x) \rightarrow 0$ as $y \uparrow y^*(x)$.

- Let us now consider the case $\gamma(x) \leq 0$ with $y^*(x) < \infty$. One has,
\[
\int_y^{y^*(x)} \frac{z^{b-1}\bar{F}(z|x)}{y^b\bar{F}(y|x)}dz = \int_1^{y^*(x)/y} t^{b-1} \exp \left\{-\int_y^{ty}\frac{f(u|x)}{\bar{F}(u|x)}du\right\}dt.
\]

Under (A.1), applying Lemma 1, equation (19) with $U(\cdot) = \text{RVaR}(\cdot|x)$ entails
\[
\lim_{y \uparrow y^*(x)} \frac{\bar{F}(y|x)}{y\bar{f}(y|x)} = \lim_{y \uparrow y^*(x)} \frac{a(y|x)}{y} = 0.
\]

Hence, for $\varepsilon \in (0,1/(2b))$, there exists $\mathcal{Y} > 0$ such that for $y > \mathcal{Y}$, $t > 1$ and $u \in [y,ty]$, $uf(u|x)/\bar{F}(u|x) > 1/\varepsilon$ leading to
\[
0 \leq \int_y^{y^*(x)} \frac{z^{b-1}\bar{F}(z|x)}{y^b\bar{F}(y|x)}dz \leq \frac{\varepsilon}{1 - be} \leq 2\varepsilon. \tag{22}
\]

- Similar calculations show that (22) also hold in the case $\gamma(x) = 0$ with $y^*(x) = \infty$. The proof of (i) is then complete since (22) is true for all $\varepsilon \in (0,1/(2b))$.

(ii) The proof is straightforward remarking that $\varphi'_b(y|x) = -y^bf(y|x)$ and using (i) of Lemma 2.
The next lemma provides a control of the approximation error in Proposition 1(i) in the situation where \( y^*(x) < \infty \).

**Lemma 3** Let \( x \in \mathbb{R}^p \) such that \( y(x) > 0 \). Suppose (A.1) holds and \( y^*(x) < \infty \). Introduce \( \Delta_a(u|x) := a(u)/u \). If \( |\Delta_a(-y(x))| \) is asymptotically decreasing then, for all \( b \geq 0 \),

\[
\text{RCTM}_b(\alpha|x) = [\text{VaR}(\alpha|x)]^b [1 + O(\Delta_a(\text{VaR}(\alpha|x)|x))],
\]

as \( \alpha \to 0 \).

**Proof.** Recall that since \( y^*(x) < \infty \), \( \gamma(x) \leq 0 \) and thus \( \gamma_+(x) = 0 \). As a consequence, \( \text{RCTM}_b \) exists for all \( b \geq 0 \) and Proposition 1(ii) states that

\[
\text{RCTM}_b(\alpha|x) = [\text{VaR}(\alpha|x)]^b(1 + o(1)).
\]

We start with the following equality derived from (20) in the proof of Lemma 2(i):

\[
\text{RCTM}_b(\alpha|x) = [\text{VaR}(\alpha|x)]^b [1 + bR_b(\text{VaR}(\alpha|x)|x)],
\]

where \( R_b(-y(x)) \) is defined in (21). Since \( y^*(x) < \infty \), elementary calculations yield

\[
R_b(\text{VaR}(\alpha|x)|x) = \int_1^{y^*(x)/\text{VaR}(\alpha|x)} v^{b-1} \exp \left\{ - \int_{\text{VaR}(\alpha|x)}^{\text{VaR}(\alpha|x)} \frac{1}{u \Delta_a(u)} du \right\} dt.
\]

By assumption, \(-1/\Delta_a(u|x) \leq -1/\Delta_a(\text{VaR}(\alpha|x)|x)\) for \( u \in [\text{VaR}(\alpha|x), t\text{VaR}(\alpha|x)] \), and thus

\[
0 \leq R_b(\text{VaR}(\alpha|x)|x) \leq \frac{1}{[\Delta_a(\text{VaR}(\alpha|x)|x)]^{-1} - b} \left[ 1 - \left( \frac{y^*(x)}{\text{VaR}(\alpha|x)} \right)^{b-[\Delta_a(\text{VaR}(\alpha|x)|x)]^{-1}} \right].
\]

Since \( \Delta_a(\text{VaR}(\alpha|x)|x) \to 0 \) as \( \alpha \to 0 \), one has

\[
0 \leq R_b(\text{VaR}(\alpha|x)|x) \leq \Delta_a(\text{VaR}(\alpha|x)|x)/[1 - b\Delta_a(\text{VaR}(\alpha|x)|x)]
\]

for \( \alpha \) small enough. As a conclusion,

\[
\text{RCTM}_b(\alpha|x) = [\text{VaR}(\alpha|x)]^b [1 + O(\Delta_a(\text{VaR}(\alpha|x)|x))]
\]

and the result is proved. \( \blacksquare \)

The next lemma shows that the function \( \varphi_b^+(\cdot|x) \) satisfies the assumption of Lemma 1 (see Table 1).

**Lemma 4** Under (A.1), for all \( b \geq 0 \) such that \( b\gamma_+(x) < 1 \), the derivative \( (\varphi_b^+)'(\cdot|x) \) of \( \varphi_b^+(\cdot|x) \) belongs to the set \( \mathcal{RV}_{-(\tilde{g}_b(x)+1)} \) with \( \tilde{g}_b(x) := \gamma(x)/(1 - b\gamma_+(x)) \) and \( \tilde{a}_b(\cdot|x) := a(\cdot|x)/(1 - b\gamma_+(x)) \).

**Proof.** For \( t \in (0, \infty) \) and \( \alpha \in (0, 1) \), remark that

\[
(\varphi_b^+)'(t\alpha|x) = \frac{\varphi_b^+(\alpha|x)}{\varphi_b^+(t\alpha|x)}. 
\]

Recalling that \( a(\cdot|x) = \tilde{F}(\cdot|x)/f(\cdot|x) \), Lemma 2(ii) entails that

\[
(\varphi_b^+)'(t\alpha|x) = \frac{1}{t} \frac{a(\varphi_b^+(t\alpha|x)|x)}{a(\varphi_b^+(\alpha|x)|x)} (1 + o(1)),
\]
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as \( \alpha \) goes to 0. It thus remains to prove that the function \( a(\phi_0^- (\cdot | x)) \) belongs to \( \mathcal{DV}_{-\bar{\gamma}_h(x)} \).

Remark that under (A.1), the function \( A(\cdot|x) := a(RVaR(\cdot|x)) = -\alpha RVaR(\cdot|x) \in \mathcal{DV}_{-\gamma(x)} \).

Introduce the function \( V_b(\cdot|x) := \hat{F}(\phi_0^- (\cdot | x)) \). Since \( a(\phi_0^- (\cdot | x)) = A(V_b(\cdot|x)) \), it then suffices to prove that \( V_b(\cdot|x) \in \mathcal{DV}_{(1-b\gamma_+(x))^{-1}} \). To this end, note that for all \( t > 0 \),

\[
V_b(ta|x) = \frac{\hat{F}(\phi_0^- (\alpha|x) + W_{b,t}(\alpha|x)a(\phi_0^- (\alpha|x)|x))}{\hat{F}(\phi_0^- (\alpha|x)|x)},
\]

with \( W_{b,t}(\alpha|x) := (\phi_0^- (ta|x) - \phi_0^- (\alpha|x))/a(\phi_0^- (\alpha|x)|x) \). Our goal is to prove that

\[
\lim_{\alpha \to 0} W_{b,t}(\alpha|x) = L_{\gamma(x)} \left( t^{-1}(1-b\gamma_+(x))^{-1} \right).
\]

If (23) holds, then Lemma 1, equation (18) applied to the function \( U(\cdot|x) = RVaR(\cdot|x) \) with \( p = \hat{F}(\phi_0^- (\alpha|x)|x) \) entails that \( V_b(\cdot|x) \in \mathcal{DV}_{(1-b\gamma_+(x))^{-1}} \) which is the desired result. Straightforward calculations show that (23) is equivalent to

\[
\lim_{\alpha \to 0} \frac{\phi_0^- (ta|x) - \phi_0^- (\alpha|x)}{a_0(\phi_0^- (\alpha|x)|x)} = L_{\gamma_h(x)}(1/t).
\]

As a consequence of the equivalence (17) \( \Leftrightarrow (18) \) in Lemma 1, limit (23) is also equivalent to

\[
\lim_{y \uparrow y^*(x)} \frac{\phi_0(y + t\hat{a}_b(y|x)|x)}{\phi_0(y|x)} = \frac{1}{L_{\gamma_h(x)}(t)}.
\]

Applying Lemma 1, equation (19) to the function \( RVaR(\cdot|x) \) leads to \( a(y|x)/y \rightarrow \gamma_+(x) \) as \( y \) tends to the endpoint \( y^*(x) \). Hence,

\[
\lim_{y \uparrow y^*(x)} \frac{y + t\hat{a}_b(y|x)|x)}{y} = 1 + t \frac{\gamma_+(x)}{1 - b\gamma_+(x)}.
\]

Consequently, \( y + t\hat{a}_b(y|x)|x \rightarrow y^* (x) \) as \( y \rightarrow y^*(x) \). Thus, applying Lemma 2(i) together with Lemma 1, equation (18) leads to

\[
\lim_{y \uparrow y^*(x)} \frac{\phi_0(y + t\hat{a}_b(y|x)|x)|x)}{\phi_0(y|x)} = \left( 1 + t \frac{\gamma_+(x)}{1 - b\gamma_+(x)} \right)^b \frac{1}{L_{\gamma_h(x)}(t/(1-b\gamma_+(x)))}.
\]

Considering separately the cases \( \gamma(x) > 0 \) and \( \gamma(x) \leq 0 \), it is easy to check that this limit is equal to \( 1/L_{\gamma_h(x)}(t) \) which concludes the proof.

The Regression Conditional Tail Moment estimator defined in (4) is given by \( \hat{RCTM}_{b,n}(\alpha_n|x) = \alpha_n^{-1}\hat{\varphi}_{b,n}(\hat{RVaR}_n(\alpha_n|x)|x) \) where \( \hat{\varphi}_{b,n}(\cdot|x) = \hat{\psi}_{b,n}(\cdot|x)/\hat{g}_n(x) \) with

\[
\hat{\psi}_{b,n}(y|x) = \frac{1}{\sum_{i=1}^{n} K_b(x - X_i)Y_i 1\{Y_i > y\}}
\]

an estimator of \( \psi_b(y|x) = g(x)\phi_0(y|x) \) and \( \hat{g}_n(\cdot) \) the kernel estimator (16) of the p.d.f. of \( X \).

Let us finally introduce some further notations. Let \( y_n(x) \) be a sequence such that \( y_n(x) \uparrow y^*(x) \) and let \( J \in \mathbb{N} \setminus \{0\} \). For \( j = 1, \ldots, J \), let \( y_{n,j}(x) := y_n(x) + t_{n,j}(x)a(y_n(x)|x) \) where \( t_{n,j}(x) \) are sequences converging to 0 as \( n \) goes to infinity. Recall that under (A.1), \( a(y|x)/y \rightarrow \gamma_+(x) \) as \( y \uparrow y^*(x) \) (see Lemma 1, equation (19)). Hence, for all \( j = 1, \ldots, J \), \( y_{n,j}(x) = y_n(x)(1 + o(1)) \)
as \( n \to \infty \).

The next lemma is dedicated to the study of the asymptotic behavior of the random vector \( \{\hat{\Phi}_{b,n}(y_{n,j}(x)|x)\}_{j=1, \ldots, J} \) with \( b_1 \geq 0, \ldots, b_J \geq 0 \). The oscillations of the functions \( \phi_b(y_{n,j}(x)|\cdot) \) with \( b \in \mathcal{L}(E) \) where \( E := \{b_1, \ldots, b_J\} \) are controlled by

\[
\Omega_n(x,h) := \max_{b \in \mathcal{L}(E)} \sup_{j=1, \ldots, J} \left\{ \left| \frac{\hat{\Phi}_b(y_{n,j}(x)|x')}{\varphi_b(y_{n,j}(x)|x)} - 1 \right|, \ x' \in B(x,h) \right\}.
\]

**Lemma 5** Suppose (A.1), (A.2) and (A.3) hold. Let \( x \in \mathbb{R}^p \) such that \( g(x) > 0 \) and let \( J \in \mathbb{N}\setminus\{0\} \) and \( E = \{b_1, \ldots, b_J\} \) with \( b_1 \geq 0, \ldots, b_J \geq 0 \). Assume that \( nh^pF(y_n(x)|x) \to \infty \) as \( n \to \infty \). If there exists \( \xi > 0 \) such that

\[
nh^pF(y_n(x)|x) (h \vee \Omega_n(x,h))^2 \to 0,
\]  

then, if \( b_j \gamma_+(x) < 1 \) for all \( j = 1, \ldots, J \), the random vector

\[
\left\{ \left( nh^pF(y_n(x)|x) \right)^{1/2} \left( \frac{\hat{\Phi}_{b_j,n}(y_{n,j}(x)|x)}{\varphi_{b_j}(y_{n,j}(x)|x)} - 1 \right) \right\}_{j=1, \ldots, J}
\]

is asymptotically Gaussian, centred, with covariance matrix \( n^{-1} \Sigma_E^{(1)}(x)/g(x) \).

**Proof.** Let \( \beta = (\beta_1, \ldots, \beta_J)^t \in \mathbb{R}^J \) with \( \beta \neq 0 \). Our goal it to establish the asymptotic normality of the random variable

\[
\Psi_n^{(1)} := \frac{1}{\Lambda_n(x)} \sum_{j=1}^J \beta_j \left( \frac{\hat{\Phi}_{b_j,n}(y_{n,j}(x)|x)}{\varphi_{b_j}(y_{n,j}(x)|x)} - 1 \right),
\]

with \( \Lambda_n^2(x) = 1/[nh^pF(y_n(x)|x)] \). The following expansion holds

\[
\Psi_n^{(1)} = \frac{1}{g_n(x)\Lambda_n(x)} \sum_{j=1}^J \beta_j \left\{ g(x) \left( \frac{\hat{\Phi}_{b_j,n}(y_{n,j}(x)|x)}{\varphi_{b_j}(y_{n,j}(x)|x)} - 1 \right) - (\hat{g}_n(x) - g(x)) \right\}.
\]

Under (A.2), it is well known that \( \hat{g}_n(x) - g(x) = O(h) + O_p\left((nh^p)^{-1/2}\right) \) and thus, in particular, that \( \hat{g}_n(x) \) converges in probability to \( g(x) \). Hence, since \( g(x) \neq 0 \),

\[
\frac{1}{\hat{g}_n(x)\Lambda_n(x)} (\hat{g}_n(x) - g(x)) = O \left( (nh^p+2F(y_n(x)|x))^{1/2} \right) + O_P \left( (F(y_n(x)|x))^{1/2} \right) = o_P(1).
\]

As a first conclusion, the limit distribution of \( \Psi_n^{(1)} \) is driven by

\[
\Psi_n^{(2)} := \frac{1}{\Lambda_n(x)} \sum_{j=1}^J \beta_j \left( \frac{\hat{\Phi}_{b_j,n}(y_{n,j}(x)|x)}{\varphi_{b_j}(y_{n,j}(x)|x)} - 1 \right).
\]

We are now interested in finding a first order expansion of \( \mathbb{E}[\psi_{b,n}(y_{n,j}(x)|x)] \) for \( b \in \mathcal{L}(E) \) with \( b\gamma_+(x) < 1 \) and \( j = 1, \ldots, J \). Since the \( (X_i,Y_i), i = 1, \ldots, n \) are identically distributed,

\[
\mathbb{E}[\psi_{b,n}(y_{n,j}(x)|x)] = \int_{\mathbb{R}^p} K_h(x-t)\phi_b(y_{n,j}(x)|t)g(t) dt = \int_{\mathbb{R}^p} K(u)\phi_b(y_{n,j}(x)|x-hu)g(x-hu) du,
\]

21
under (A.3). Hence,

$$\left| \frac{\mathbb{E}[\tilde{\psi}_{b,n}(y_{n,j}(x)|x)] - \psi_b(y_{n,j}(x)|x)}{\varphi_b(y_{n,j}(x)|x)} \right| \leq \int_S \mathcal{K}(u)|g(x-hu) - g(x)|du$$

$$+ \int_S \mathcal{K}(u) \left| \frac{\varphi_b(y_{n,j}(x)|x-hu)}{\varphi_b(y_{n,j}(x)|x)} - 1 \right| g(x-hu)du. \quad (26)$$

Under (A.2), we have

$$(26) \leq c_3 h \int_S d(u,0)\mathcal{K}(u)du = O(h). \quad (28)$$

Besides, in view of (28),

$$\int_S \mathcal{K}(u)g(x-hu)du \leq g(x)\mathcal{K}(u) \Omega_n(x,h)(1 + o(1)). \quad (29)$$

Combining (28) and (29) leads to

$$\frac{\mathbb{E}[\tilde{\psi}_{b,n}(y_{n,j}(x)|x)]}{\psi_b(y_{n,j}(x)|x)} - 1 = O(h) + O(\Omega_n(x,h)) \quad (30)$$

for all $b \in \mathcal{L}(E)$ and $j = 1, \ldots, J$. Thus, by assumption

$$\frac{1}{\Lambda_n(x)} \left( \frac{\mathbb{E}[\tilde{\psi}_{b,n}(y_{n,j}(x)|x)]}{\psi_b(y_{n,j}(x)|x)} - 1 \right) \rightarrow 0,$$

as $n \rightarrow \infty$ and for all $j = 1, \ldots, J$. The limiting distribution of $\Psi_{n}^{(2)}$ (and consequently the one of $\Psi_{n}^{(1)}$) is then also the limiting distribution of

$$\Psi_n := \sum_{j=1}^{J} \beta_j \left( \frac{\psi_{b,n}(y_{n,j}(x)|x) - \mathbb{E}[\tilde{\psi}_{b,n}(y_{n,j}(x)|x)]}{\Lambda_n(x)\psi_b(y_{n,j}(x)|x)} \right) =: \sum_{i=1}^{n} Z_{i,n},$$

where

$$Z_{i,n} := \frac{1}{n\Lambda_n(x)} \sum_{j=1}^{J} \beta_j \left\{ \mathcal{K}_h(x-X_i)\mathcal{Y}_b^i \mathbb{I}\{ Y \geq y_{n,j}(x) \} - \mathbb{E} \left( \mathcal{K}_h(x-X_i)\mathcal{Y}_b^i \mathbb{I}\{ Y \geq y_{n,j}(x) \} \right) \right\} \psi_b(y_{n,j}(x)|x).$$

Clearly, $\{Z_{i,n}, \ i = 1, \ldots, n\}$ is a set of centred, independent and identically distributed random variables with variance $\mathbb{V}(Z_{1,n}) = \beta^T B \beta / (n\Lambda_n(x))^2$ where $B$ is the $J \times J$ matrix defined for $(j,l) \in \{1, \ldots, J\}^2$ by

$$B_{j,l} := \text{cov} \left( \mathcal{K}_h(x-X)\frac{\mathcal{Y}_b^i \mathbb{I}\{ Y \geq y_{n,j}(x) \}}{\psi_b(y_{n,j}(x)|x)}, \mathcal{K}_h(x-X)\frac{\mathcal{Y}_b^i \mathbb{I}\{ Y \geq y_{n,l}(x) \}}{\psi_b(y_{n,l}(x)|x)} \right).$$

Introducing the function $Q(\cdot) := \mathcal{K}^2(\cdot)/\|\mathcal{K}\|^2$, one has

$$B_{j,l} = \frac{1}{h^p\psi_b(y_{n,j}(x)|x)\psi_b(y_{n,l}(x)|x)} \left\{ \|\mathcal{K}\|^2 \mathbb{E} \left( \mathcal{K}_h(x-X)\mathcal{Y}_b^i \mathbb{I}\{ Y \geq y_{n,j}(x) \} \wedge y_{n,l}(x) \right) \right\}$$

$$- h^p \mathbb{E} \left( \mathcal{K}_h(x-X)\mathcal{Y}_b^i \mathbb{I}\{ Y \geq y_{n,j}(x) \} \right) \mathbb{E} \left( \mathcal{K}_h(x-X)\mathcal{Y}_b^i \mathbb{I}\{ Y \geq y_{n,l}(x) \} \right).$$

Since $Q(\cdot)$ also satisfies assumption (A.3), the three above expectations can be expanded as in (30) leading to:

$$B_{j,l} = \frac{\|\mathcal{K}\|^2}{h^p\psi_b(y_{n,j}(x)|x)\psi_b(y_{n,l}(x)|x)} \left[ 1 + O \left( \frac{h^p\psi_b(y_{n,j}(x)|x)\psi_b(y_{n,l}(x)|x)}{\psi_b(y_{n,j}(x)|x)\psi_b(y_{n,l}(x)|x)} \right) \right].$$
Recall that \(\psi_b(\cdot|x) = g(x)\varphi_b(\cdot|x)\). Since \((b_j + b_l)\gamma_+(x) < 1\) and \(y_{n,j}(x) = y_n(x)(1 + o(1))\) for all \(j = 1, \ldots, J\), Lemma 2(i) entails that
\[
\frac{\psi_{b_j}(y_{n,j}(x)|x)\psi_{b_l}(y_{n,l}(x)|x)}{\psi_{b_j+b_l}(y_{n,j}(x) \lor y_{n,l}(x)|x)} = \frac{1 - (b_j + b_l)\gamma_+(x)}{(1 - b_j\gamma_+(x))(1 - b_l\gamma_+(x))} \frac{\bar{F}(y_{n,j}(x)|x)\bar{F}(y_{n,l}(x)|x)}{(1 + o(1))}
\]
and consequently,
\[
B_{j,l} = \frac{||K||_2^2}{h^p g(x)} \frac{(1 - b_j\gamma_+(x))(1 - b_l\gamma_+(x))}{1 - (b_j + b_l)\gamma_+(x)} \frac{1}{\bar{F}(y_{n,j}(x) \lor y_{n,l}(x)|x)} (1 + o(1)).
\]
Moreover, since \(\bar{F}(y_{n,j}(x) \lor y_{n,l}(x)|x) = \bar{F}(y_n(x) + (t_{n,j}(x) \lor t_{n,l}(x))a(y_n(x)|x))\), Lemma 1, equation (18) entails that
\[
\lim_{n \to \infty} \frac{\bar{F}(y_{n,j}(x) \lor y_{n,l}(x)|x)}{\bar{F}(y_n(x)|x)} \to \frac{1}{L_{\gamma(x)}(0)} = 1,
\]
leading to \(B_{j,l} = n\Lambda_n^2(x)||K||_2^2 |\Sigma^{-1}_E(x)|_{j,l}/g(x)(1 + o(1)).\)

To sum up, the variance of \(\Psi_n\) converges to \(\|K\|_2^2 \tau^2_\gamma(x) \beta/g(x)\). Since \(\Psi_n\) is a sum of independent centred random values, its asymptotic normality can be established using Lyapounov theorem. It is sufficient to prove that there exists \(\eta > 0\) such that:
\[
\sum_{i=1}^n \mathbb{E} \left( |Z_{i,n}|^{2+\eta} \right) = n \mathbb{E} \left( |Z_{1,n}|^{2+\eta} \right) \to 0.
\]

Since for every random pair \((T_1, T_2)\) with finite \((2+\eta)\)th order moments, one has \(\mathbb{E}(|T_1+T_2|^{2+\eta}) \leq 2^{2+\eta}[\mathbb{E}(|T_1|^{2+\eta}) \lor \mathbb{E}(|T_2|^{2+\eta})]\),
\[
\mathbb{E} |Z_{1,n}|^{2+\eta} = \left( \frac{1}{n\Lambda_n(x)} \right)^{2+\eta} \mathbb{E} \left[ \sum_{j=1}^J \frac{\beta_j \mathbb{K}_h(x - X) Y^{b_j}_{n,j}(x)}{\psi_{b_j}(y_{n,j}(x)|x)} \right]^{2+\eta}
\]
\[
- \mathbb{E} \left( \sum_{j=1}^J \frac{\beta_j \mathbb{K}_h(x - X) Y^{b_j}_{n,j}(x)}{\psi_{b_j}(y_{n,j}(x)|x)} \right)^{2+\eta}
\]
\[
\leq \left( \frac{2}{n\Lambda_n(x)} \right)^{2+\eta} \mathbb{E} \left[ \sum_{j=1}^J \frac{\beta_j \mathbb{K}_h(x - X) Y^{b_j}_{n,j}(x)}{\psi_{b_j}(y_{n,j}(x)|x)} \right]^{2+\eta}.
\]

From Lemma 2(i) and (31), \(\psi_{b_j}(y_{n,j}(x)|x) = g(x) y^{b_j}_{n,j}(x) \bar{F}(y_n(x)|x)/(1 - b_j\gamma_+(x))(1 + o(1))\) which implies that for \(n\) large enough,
\[
\mathbb{E} |Z_{1,n}|^{2+\eta} \leq \left( \frac{4h^p \Lambda_n(x)}{g(x)} \right)^{2+\eta} \mathbb{E} \left[ \sum_{j=1}^J \beta_j \mathbb{K}_h(x - X) \mathbb{I}\{Y \geq y_{n,j}(x)\} \left( \frac{Y}{y_n(x)} \right)^{b_j} (1 - b_j\gamma_+(x)) \right]^{2+\eta}.
\]

Letting \(\tilde{b} = \min\{b_1, \ldots, b_J\}, \tilde{b} = \max\{b_1, \ldots, b_J\}\) and \(\bar{y}_n(x) = \min\{y_{n,1}(x), \ldots, y_{n,J}(x)\}\), it follows that
\[
\mathbb{E} |Z_{1,n}|^{2+\eta} \leq \left( \frac{4^{2+\eta}}{g(x)} \right)^{2+\eta} \left( \frac{y^{\tilde{b}}_{n}(x)}{y^{\tilde{b}}_{n}(x)} \right)^{2+\eta} \mathbb{E} \left[ \mathbb{K} \left( \frac{x - X}{\tilde{h}} \right)^{2+\eta} \mathbb{I}\{Y \geq \bar{y}_n(x)\} \right]^{2+\eta}.
\]
Let $\mathcal{N}(\cdot) := \mathcal{K}^{2+\eta}(\cdot)/\|\mathcal{K}\|_{2+\eta}^{2+\eta}$ and choose $\eta$ such that $0 < \eta < -2 + 1/(\hat{b}_\gamma(x))$. One has
\[
\mathbb{E} \left[ \mathcal{K} \left( \frac{x - X}{h} \right) Y^b \mathbb{1}\{Y \geq \bar{y}_n(x)\} \right]^{2+\eta} = h^p\|\mathcal{K}\|_{2+\eta}^{2+\eta} \mathbb{E} \left( \mathcal{N}_b \left( x - X \right) Y^b \mathbb{1}\{Y \geq \bar{y}_n(x)\} \right),
\]
using expansion (30) that holds since $\mathcal{N}(\cdot)$ also fulfills assumption (A.3). Lemma 2(i) and (31) entail $n\mathbb{E}[Z_{1,n}]^{2+\eta} = O(\Lambda_n^\alpha(x)) \to 0$ as $n \to \infty$ which concludes the proof.

The next result establishes the asymptotic behavior of the random vector $\{\hat{\varphi}_{b,n}(\alpha_{n,j}|x)\}_{j=1}^{J}$ with for all $j = 1, \ldots, J$, $\alpha_{n,j} = \varphi_{b_j}[\text{VaR} (\alpha_n|x)](1 + o(1))$ where $\alpha_n \to 0$ as $n \to \infty$.

**Lemma 6** Suppose (A.1), (A.2) and (A.3) hold. Let $x \in \mathbb{R}^p$ such that $g(x) > 0$ and let $J \in \mathbb{N} \setminus \{0\}$, $E = \{b_1, \ldots, b_J\}$ with $b_1 \geq 0, \ldots, b_J \geq 0$. Assume $\alpha_n \to 0$ and $nh^p \alpha_n \to \infty$ as $n \to \infty$.

If there exists $\xi > 0$ such that
\[
nh^p \alpha_n \left( h \vee \max_{b \in E} \omega(x, \alpha_n, b, \xi, h) \right)^2 \to 0,
\]
then, if $2b_j \gamma_+(x) < 1$, for all $j = 1, \ldots, J$, the random vector
\[
\left\{ \frac{\text{VaR} (\alpha_n|x)}{a(\text{VaR} (\alpha_n|x)|x)} (nh^p \alpha_n)^{1/2} \left( \hat{\varphi}_{b,n}^-(\alpha_{n,j}|x) - \varphi_{b_j}^-(\alpha_{n,j}|x) \right) \right\}_{j=1}^{J}
\]
is asymptotically Gaussian, centred, with covariance matrix $\|\mathcal{K}\|_{2\Sigma_E^{(3)}(x)/g(x)}$ where $[\Sigma_E^{(3)}(x)]_{i,j} = [1 - (b_i + b_j) \gamma_+(x)]^{-1}$, for all $(i, j) \in \{1, \ldots, J\}^2$.

**Proof.** Let $(z_1, \ldots, z_J) \in \mathbb{R}^J$. We are interested in the asymptotic behavior of the c.d.f. defined by
\[
\Phi_n(z_1, \ldots, z_J) = \mathbb{P} \left( \bigcap_{j=1}^J \left\{ \sigma_{-1,j}(x)(\varphi_{b_j,n}^- (\alpha_{n,j}|x) - \varphi_{b_j}^-(\alpha_{n,j}|x)) \leq z_j \right\} \right),
\]
where for $j = 1, \ldots, J$, $\sigma_{-1,j}(x) := (1 - b_j \gamma_+(x))(nh^p \alpha_n)^{1/2}/a(\text{VaR} (\alpha_n|x)|x)$. For $j = 1, \ldots, J$, let us introduce the notations
\[
W_{n,j}(x) = \frac{(nh^p \alpha_n)^{1/2}}{\alpha_{n,j}} \left( \varphi_{b_j,n} (\varphi_{b_j}^- (\alpha_{n,j}|x) + \sigma_{n,j}(x)z_j)|x) - \varphi_{b_j} (\varphi_{b_j}^- (\alpha_{n,j}|x) + \sigma_{n,j}(x)z_j)|x) \right)
\]
and
\[
s_{n,j}(x) = \frac{(nh^p \alpha_n)^{1/2}}{\alpha_{n,j}} \left( \alpha_{n,j} - \varphi_{b_j} (\varphi_{b_j}^- (\alpha_{n,j}|x) + \sigma_{n,j}(x)z_j)|x) \right).
\]
It is easy to check that
\[
\Phi_n(z_1, \ldots, z_J) = \mathbb{P} \left( \bigcap_{j=1}^J \{W_{n,j}(x) \leq s_{n,j}(x)\} \right).
\]
Let us first focus on the non-random term $s_{n,j}(x)$ for $j \in \{1, \ldots, J\}$. Since, for all $b \geq 0$ such that $b \gamma_+(x) < 1$, the function $\varphi_b(\cdot|x)$ is continuously differentiable, there exists $\theta_{n,j} \in (0, 1)$ such that
\[
\varphi_{b_j} \left( \varphi_{b_j}^- (\alpha_{n,j}|x) + \sigma_{n,j}(x)z_j|x \right) = -\sigma_{n,j}(x)z_j \varphi_{b_j} (\theta_{n,j}(x)|x),
\]
(32)
where \( r_{n,j}(x) := \varphi_{b_j}(\alpha_n|x) + \theta_{n,j} \sigma_{n,j}(z_j x) = \text{RVaR}(\alpha_n|x) + \tilde{t}_{n,j}(x; z_j) a(\text{RVaR}(\alpha_n|x)|x) \) with
\[
\tilde{t}_{n,j}(x; \theta_{n,j}) := \frac{\varphi_{b_j}(\alpha_n|x) - \text{RVaR}(\alpha_n|x)}{a(\text{RVaR}(\alpha_n|x)|x)} + \frac{\theta_{n,j} z_j}{1 - b_j \gamma_+} \left( n h^p \alpha_n \right)^{-1/2}.
\]

Our goal is now to find a first order expansion of \( \varphi_{b_j}(r_{n,j}(x)|x) \). Since from Lemma 4, \( \varphi_{b_j}^{-}(\cdot|x) \) satisfies the assumption of Lemma 1 for all \( b \geq 0 \) such that \( b \gamma_+ < 1 \), equation (17) of Lemma 1 entails that
\[
\frac{\varphi_{b_j}^{-}(\alpha_n|x) - \text{RVaR}(\alpha_n|x)}{a(\text{RVaR}(\alpha_n|x)|x)} \rightarrow 0.
\]
Using (33), one has for all \( j \in \{1, \ldots, J\} \) that \( \tilde{t}_{n,j}(x; z_j) \rightarrow 0 \). Hence, from equation (18) of Lemma 1,
\[
\frac{\varphi_{b_j}(r_{n,j}(x)|x)}{\varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)} \rightarrow 1.
\]
Since \( a(y|x)/y \rightarrow \gamma_+ \) as \( y \uparrow y^*(x) \), it is thus clear that \( r_{n,j}(x) = \text{RVaR}(\alpha_n|x)(1 + o(1)) \uparrow y^*(x) \).

Using Lemma 2(ii) and (34), it follows that
\[
\varphi_{b_j}(r_{n,j}(x)|x) = (b_j \gamma_+ - 1) \frac{\varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)}{a(r_{n,j}(x)|x)} (1 + o(1)).
\]

Let us focus on the sequence \( a(r_{n,j}(x)|x) \). Under (A.1), using equation (18) of Lemma 1, it is clear that \( \tilde{F}(r_{n,j}(x)|x) = \alpha_n(1 + o(1)) \) for all \( j = 1, \ldots, J \). In addition, the function \( f(\text{RVaR}(\cdot|x)|x) \) is regularly varying and thus, \( f(r_{n,j}(x)|x) = f(\text{RVaR}(\alpha_n|x)|x)(1 + o(1)) \). Hence,
\[
a(r_{n,j}(x)|x) = \frac{\tilde{F}(r_{n,j}(x)|x)}{f(r_{n,j}(x)|x)} = \frac{\alpha_n}{f(\text{RVaR}(\alpha_n|x)|x)(1 + o(1))} = a(\text{RVaR}(\alpha_n|x)|x)(1 + o(1)).
\]
Substituting in (35) the sequence \( a(r_{n,j}(x)|x) \) by its first order approximation, we obtain that
\[
\varphi_{b_j}(r_{n,j}(x)|x) = (b_j \gamma_+ - 1) \frac{\varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)}{a(\text{RVaR}(\alpha_n|x)|x)} (1 + o(1)).
\]

To conclude the study of the non-random term \( s_{n,j}(x) \), it suffices to replace in (32), \( \varphi_{b_j}(r_{n,j}(x)|x) \) by its first order approximation, leading to
\[
s_{n,j}(x) = -z_j \frac{\sigma_{n,j}(x)(b_j \gamma_+ - 1) \varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)}{a(\text{RVaR}(\alpha_n|x)|x)(nh^p \alpha_n)^{-1/2}} \frac{\varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)}{\alpha_n} (1 + o(1)) = z_j (1 + o(1)).
\]

Let us now turn to the random term \( W_{n,j}(x) \) for \( j \in \{1, \ldots, J\} \). Let \( y_n(x) := \text{RVaR}(\alpha_n|x) \) and for all \( j = 1, \ldots, J \), \( y_{n,j}(x) := \varphi_{b_j}^{-}(\alpha_n|x) + \sigma_{n,j}(x) z_j = \text{RVaR}(\alpha_n|x) + \tilde{t}_{n,j}(x; 1)a(\text{RVaR}(\alpha_n|x)|x) \).

Obviously, equation (34) also holds if \( r_{n,j}(x) \) is replaced by \( y_{n,j}(x) \) and thus,
\[
\varphi_{b_j}(y_{n,j}(x)|x) = \alpha_n(1 + o(1)) = \varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)(1 + o(1)).
\]

As a consequence, there exists \( \xi \in (0, 1) \) such that for \( n \) large enough
\[
\Omega_n(x, h) \leq \max_{b \in \xi(E)} \omega(x, \alpha_n, b, \xi, h).
\]

One can then apply Lemma 5 to show that the random vector \((W_{n,1}, \ldots, W_{n,J})\) is equal to \( \xi_n \) where \( \xi_n \) is a \( J \)-random vector converging to a centred Gaussian random variable with covariance
matrix $\|K\|_2^2 \Sigma^{(1)}_E(x)/g(x)$. Taking account of (37) and since, as a consequence of (33), $\varphi^-(\alpha_n|x) = \text{RVaR}(\alpha_n|x)(1 + o(1))$, we have shown that
\[
\left\{ \frac{\text{RVaR}(\alpha_n|x)(nh_p\alpha_n)^{1/2}}{a(\text{RVaR}(\alpha_n|x)|x)} \left( \frac{\varphi^-(\alpha_n|x)}{\varphi^+(\alpha_n|x)} - 1 \right) \right\}_{j=1,\ldots,J}
\]
converges to the c.d.f. of a centred Gaussian distribution with covariance matrix $\|K\|_2^2 \Sigma^{(3)}_E(x)/g(x) = \|K\|_2^2 A(x) \Sigma^{(1)}_E(x) A(x)/g(x)$ where $A(x)$ is a diagonal matrix with $A_{j,j}(x) = (1 - b_j \gamma_j(x))^{-1}$. ■

The next result will be used in the proofs of Corollary 2 and 3. The following notations are introduced. For $x \in \mathbb{R}^J$, the gradient of the function $\Psi : \mathbb{R}^J \rightarrow \mathbb{R}$ evaluated at $x$ is denoted by $(\nabla \Psi)_x$ and the $J \times J$ matrix $D_x$ is the diagonal matrix whose (diagonal) elements are the coordinates of $x$.

**Lemma 7** Let $J \in \mathbb{N} \setminus \{0\}$ and $\Psi : \mathbb{R}^J \rightarrow \mathbb{R}$ be a continuously differentiable function. Assume that the assumptions of Theorem 2 hold with $E = \{b_1, \ldots, b_J\}$ where $b_1 \geq 0, \ldots, b_J \geq 0$. Introduce $r_{n,E} := \{\text{RCTM}_{b_i}(\alpha_n|x)\}_{i \in \{1, \ldots, J\}}$ and $\hat{r}_{n,E} := \{\text{RCTM}_{b_i,n}(\alpha_n|x)\}_{i \in \{1, \ldots, J\}}$. If there exist a positive sequence $v_n$ and a non null vector $v \in \mathbb{R}^J$ such that,
\[
v_n D_{r_{n,E}}(\nabla \Psi)_{\theta r_{n,E} + (1-\theta) r_{n,E}} \xrightarrow{p} v,
\]
for all $\theta \in (0, 1)$, then
\[
v_n (n \ell^p \alpha_n)^{1/2} [\Psi(\hat{r}_{n,E}) - \Psi(r_{n,E})]
\]
is asymptotically Gaussian, centred, with variance $\|K\|_2^2 (v^T \Sigma^{(1)}(x)v)/g(x)$ in the case $h/k \rightarrow 0$ and $\|K\|_2^2 (v^T \Sigma^{(2)}(x)v)/g(x)$ in the case $k/h \rightarrow 0$.

**Proof.** A first order Taylor expansion leads to
\[
\Psi(\hat{r}_{n,E}) - \Psi(r_{n,E}) = (\hat{r}_{n,E} - r_{n,E})^T(\nabla \Psi)_x\hat{r}_{n,E} + O(n \ell^p \alpha_n)^{-1/2} D_{r_{n,E}}(\nabla \Psi)_x\xi_n,
\]
where $\theta \in (0, 1)$. From Theorem 2, one has $\hat{r}_{n,E} - r_{n,E} = (n \ell^p \alpha_n)^{-1/2} D_{r_{n,E}}(\nabla \Psi)_x\xi_n$, where $\xi_n$ is a random vector of dimension $J$ asymptotically Gaussian, centred, with covariance matrix $\|K\|_2^2 \Sigma^{(1)}_E(x)/g(x)$ if $h/k \rightarrow 0$ and $\|K\|_2^2 \Sigma^{(2)}_E(x)/g(x)$ if $k/h \rightarrow 0$. Hence, by assumption
\[
v_n (n \ell^p \alpha_n)^{1/2} [\Psi(\hat{r}_{n,E}) - \Psi(r_{n,E})] = v_n \xi_n^T D_{r_{n,E}}(\nabla \Psi)_{\theta r_{n,E} + (1-\theta) r_{n,E}} = v^T \xi_n (1 + o_P(1)),
\]
and the proof is complete. ■

### 7.2 Proofs of main results

**Proof of Proposition 1.** (i) Conditionally to $\{X = x\}$, $Y \leq y^*(x)$ a.s. and thus
\[
\frac{\text{RCTM}_{b}(\alpha|x)}{y^*(x)^b} = \frac{1}{\alpha} \mathbb{E} \left[ \frac{Y}{y^*(x)} \bigg| Y > \text{RVaR}(\alpha|x) \bigg| X = x \right] \leq 1.
\]
Moreover,
\[
\frac{\text{RCTM}_{b}(\alpha|x)}{y^*(x)^b} \geq \frac{1}{\alpha} \left( \frac{\text{RVaR}(\alpha|x)}{y^*(x)} \right)^b \mathbb{P}(Y > \text{RVaR}(\alpha|x)|X = x) = \left( \frac{\text{RVaR}(\alpha|x)}{y^*(x)} \right)^b \rightarrow 1,
\]
since $\text{RVaR}(\alpha|x) \to y^*(x)$ as $\alpha \to 0$. These two bounds prove the result.

(ii) Recall that $\text{RVaR}(\alpha|x) = \varphi^+_\gamma(\alpha|x)$ and $\text{RCTM}_b(\alpha|x) = \varphi_b(\varphi^-_\alpha(\alpha|x)|x)/\alpha$. Then, applying Lemma 2(i) with $y = \varphi^-_\alpha(\alpha|x)$ entails that

$$\lim_{\alpha \to 0} \frac{\varphi_b(\varphi^-_\alpha(\alpha|x)|x)}{\alpha} = \frac{1}{1 - b\gamma_+(x)},$$

since $\bar{F}(\cdot|x) = \varphi_0(\cdot|x)$, and (9) is proved. Next, Lemma 1, (17) with $U(\cdot|x) = \text{RVaR}(\cdot|x)$ implies

$$\lim_{\alpha \to 0} \frac{\text{RVaR}(s\alpha|x)}{\text{RVaR}(\alpha|x)} = 1 + \gamma(x)L_{\gamma(x)}(1/s).$$

(38)

Two cases occur. If $\gamma(x) > 0$, (38) and (19) entail that

$$\lim_{\alpha \to 0} \frac{\text{RVaR}(s\alpha|x)}{\text{RVaR}(\alpha|x)} = 1 + \gamma(x)L_{\gamma(x)}(1/s) = s^{-\gamma(x)}.$$

If $\gamma(x) \leq 0$, (38) and (19) yield

$$\lim_{\alpha \to 0} \frac{\text{RVaR}(s\alpha|x)}{\text{RVaR}(\alpha|x)} = 1,$$

and the proof is complete.

**Proof of Theorem 1.** Remarking that $a(\cdot|x) = \bar{F}(\cdot|x)/f(\cdot|x)$ (see Table 1), the result is a direct consequence of Lemma 6 with $J = 1$ and $b_1 = 0$.

**Proof of Theorem 2.** Let $(z_1, \ldots, z_J) \in \mathbb{R}^J$. Our goal is to prove that the c.d.f. defined by

$$\Phi_n(z_1, \ldots, z_J) = \mathbb{P} \left( \bigcap_{j=1}^J \left\{ \sigma_{n,j}^{-1}(x)(\text{RCTM}_{b_j,n}(\alpha_n|x) - \text{RCTM}_{b_j}(\alpha_n|x) \leq z_j \right\} \right),$$

with $\sigma_{n,j}(x) := \text{RCTM}_{b_j}(\alpha_n|x)(n\theta^p\alpha_n)^{-1/2}$ converges to the c.d.f. of a Gaussian random vector. To this aim, introduce the following notations: for $j = 1, \ldots, J$ and $\theta > 0$ let $\alpha_{n,j}(\theta) := \alpha_n(\text{RCTM}_{b_j}(\alpha_n|x) + \theta\sigma_{n,j}(x)z_j)$, $v_{n,j}(x) := (1 - b_j\gamma_+(x))(n\theta^p\alpha_n)^{1/2}/a(\text{RVaR}(\alpha_n|x)|x)$,

$$W_{n,j}(x) = v_{n,j}(x) \left( \varphi^+_{b_j,n}(\alpha_{n,j}(1)|x) - \varphi^-_{b_j}(\alpha_{n,j}(1)|x) \right),$$

and

$$W_{n,j}^{(0)}(x) = v_{n,j}(x) \left( \text{RVaR}(\alpha_n|x) - \text{RVaR}(\alpha_n|x) \right).$$

It is easy to check that

$$\Phi_n(z_1, \ldots, z_J) = \mathbb{P} \left( \bigcap_{j=1}^J \left\{ W_{n,j}(x) - W_{n,j}^{(0)}(x) \leq s_{n,j}(x) \right\} \right),$$

(39)

with $s_{n,j}(x) := v_{n,j}(x)(\text{RVaR}(\alpha_n|x) - \varphi^-_{b_j}(\alpha_{n,j}(1)|x))$. Let us first focus on the non-random term $s_{n,j}(x)$ for $j = \{1, \ldots, J\}$. Remarking that $\text{RVaR}(\alpha_n|x) = \varphi^-_{b_j}(\alpha_n\text{RCTM}_{b_j}(\alpha_n|x)|x)$, a first order Taylor expansion leads to: $s_{n,j}(x) = -z_j\alpha_n v_{n,j}(x)\sigma_{n,j}(x)(\varphi^-_{b_j})'(\alpha_{n,j}(\theta_{n,j})|x)$ where...
Since \( \alpha_{n,j}(\theta_{n,j}) = \varphi_{b_j}(\text{RVaR}(\alpha_n|x)(1+o(1))) \), equation (33) in the proof of Lemma 6 entails that \( t_{n,j}(x) \to 0 \). Hence, equation (36) also holds if \( r_{n,j}(x) \) is replaced by \( \varphi_{b_j}(\alpha_{n,j}(\theta_{n,j})|x) \). Therefore,

\[
(\varphi_{b_j}^+)^'(\alpha_{n,j}(\theta_{n,j})|x) = \frac{a(\text{RVaR}(\alpha_n|x)|x)}{(b_j\gamma_+(x) - 1)\varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)(1 + o(1))}.
\]

Replacing in the Taylor expansion of \( s_{n,j}(x) \) yields \( s_{n,j}(x) = z_j(1 + o(1)) \).

We are now interested in the random term

\[
W_{n,j}(x) = \frac{1 - b_j\gamma_+(x)}{a(\text{RVaR}(\alpha_n|x)|x)} (nE(\alpha_n))^{1/2} \left( \varphi_{b,j,n}^- (\alpha_{n,j}(1)|x) - \varphi_{b_j}^+ (\alpha_{n,j}(1)|x) \right).
\]

Since \( \varphi_{b,j,n}^-(\alpha_{n,j}(1)|x) = \text{RVaR}(\alpha_n|x)(1+o(1)) \) and \( \alpha_{n,j}(1) = \varphi_{b_j}(\text{RVaR}(\alpha_n|x)|x)(1+o(1)) \), Lemma 6 entails that

\[
\{W_{n,j}\}_{j=1,...,d} = (\xi/h)^{p/2} \xi_n,
\]

where \( \xi_n \) is asymptotically Gaussian, centred with covariance matrix \( ||\mathcal{K}||^2_2 \tilde{A}(x) \Sigma_{E}^{(1)}(x) \tilde{A}(x)/g(x) = ||\mathcal{K}||^2_2 \Sigma_{E}^{(2)}(x)/g(x) \) and where \( \tilde{A}(x) \) is a diagonal matrix with \( \tilde{A}_{jj}(x) = 1 - b_j\gamma_+(x) \). Furthermore, from Theorem 1,

\[
\left\{W_{n,j}^{(0)}\right\}_{j=1,...,d} = (\xi/k)^{p/2} \xi_n^{(0)},
\]

where \( \xi_n^{(0)} \) is asymptotically Gaussian, centred with covariance \( ||\mathcal{K}||^2_2 \nu v^t/g(x) = ||\mathcal{K}||^2_2 \Sigma_{E}^{(2)}(x)/g(x) \) and \( v = (1 - b_1\gamma_+(x),...,1 - b_d\gamma_+(x)) \in \mathbb{R}^d \). Collecting (39)–(41) and using the fact that \( s_{n,j}(x) \to z_j \) conclude the proof.

**Proof of Corollary 2.** First, recall the notations introduced in Lemma 7: For all set \( E = \{b_1,\ldots,b_j\} \) where \( b_i \geq 0, \ldots, b_j \geq 0 \), \( r_{n,E} = (\text{RCTM}_{b_1}(\alpha_n|x),\ldots,\text{RCTM}_{b_j}(\alpha_n|x))^t \) and \( \tilde{r}_{n,E} = (\text{RCTM}_{b_{1,n}}(\alpha_n|x),\ldots,\text{RCTM}_{b_{j,n}}(\alpha_n|x))^t \). Remark also that under the assumptions of Theorem 2 with \( E = \{b_1,\ldots,b_j\} \), one has for all \( \theta \in (0,1) \) and \( i \in \{1,\ldots,d\} \) that

\[
\theta \tilde{\text{RCTM}}_{i,n}(\alpha_n|x) + (1 - \theta)\text{RCTM}_i(\alpha_n|x) = \text{RCTM}_i(\alpha_n|x)(1 + O_p(\sigma_n)),
\]

where \( \sigma_n := (nE(\alpha_n))^{-1/2} \to 0 \).

(i) is a direct consequence of Theorem 2 with \( E = \{1\} \).

(ii) Let \( E = \{1,2\} \). We start by remarking that \( \text{RCTV}(\alpha_n|x) = \Psi(r_{n,E}) \) where for \( x = (x_1,x_2)^t \), \( \Psi(x) = x_2 - x_1^2/2 \). Since \( (\nabla \Psi)_x = (-2x_1,1)^t \), equation (42) entails that

\[
D_{r_{n,E}}(\nabla \Psi)_{\theta \tilde{r}_{n,E} + (1 - \theta) r_{n,E}} = (-2 \text{RCTM}_1(\alpha_n|x)^2, \text{RCTM}_2(\alpha_n|x)^t(1 + O_p(\sigma_n))).
\]

Proposition 1(ii) leads to \( D_{r_{n,E}}(\nabla \Psi)_{\theta \tilde{r}_{n,E} + (1 - \theta) r_{n,E}} = [\text{RVaR}(\alpha_n|x)^2v^t(1 + o_p(1)) \) with

\[
v = \left( \frac{2}{(1 - \gamma_+(x))^2}, \frac{1}{1 - 2\gamma_+(x)} \right)^t.
\]
Thus, the assumptions of Lemma 7 are satisfied with \( v_n = \text{RVaR}(\alpha_n|x) \). The end of the proof is straightforward by using Lemma 7 and remarking that

\[
v^t \Sigma_E^{(1)}(x) v = \frac{1 - 7\gamma_+(x) + 9\gamma_+^2(x) + 15\gamma_+^3(x) - 6\gamma_+^4(x)}{(1 - \gamma_+(x))^2(1 - 2\gamma_+(x))(1 - 3\gamma_+(x))(1 - 4\gamma_+(x))} = \theta_{\text{RCTV},1}(\gamma_+(x))
\]

and

\[
v^t \Sigma_E^{(2)}(x) v = \left( \frac{1 + \gamma_+(x)}{1 - \gamma_+(x)} \right)^2 = \theta_{\text{RCTV},2}(\gamma_+(x)).
\]

(iii) Let \( E = \{1, 2, 3\} \) and remark that \( RCTS(\alpha_n|x) = \Psi(r_{n,E}) \) where for \( x = (x_1, x_2, x_3)^t \), \( \Psi(x) = x_3(x_2 - x_1^2)^{-3/2} \). The gradient of the function \( \Psi(\cdot) \) evaluated at \( x \) is

\[
(\nabla \Psi)_x = \left( \frac{3x_1x_3}{(x_2 - x_1^2)^{5/2}}, \frac{3}{2} \frac{x_3}{(x_2 - x_1^2)^{5/2}}, \frac{1}{(x_2 - x_1^2)^{5/2}} \right)^t.
\]

Hence, using equation (42), the vector \( D_{r_{n,E}}(\nabla \Psi)_{\theta r_{n,E} + (1-\theta)r_{n,E}} \) is given by

\[
\left( \frac{3[RCTM_1(\alpha_n|x)]^2RCTM_3(\alpha_n|x)}{[RCTV(\alpha_n|x)]^{5/2}}(1 + O_p(\sigma_n)), \frac{3 RCTM_2(\alpha_n|x)RCTM_3(\alpha_n|x)}{2[RCTV(\alpha_n|x)]^{5/2}}(1 + O_p(\sigma_n)), \right)
\]

\[
\frac{RCTM_3(\alpha_n|x)}{[RCTV(\alpha_n|x)]^{3/2}} (1 + O_p(\sigma_n))
\]

where

\[
\widehat{RCTV}(\alpha_n|x) = RCTM_2(\alpha_n|x)(1 + O_p(\sigma_n)) - [RCTM_1(\alpha_n|x)]^2(1 + O_p(\sigma_n))^2
\]

\[
= RCTV(\alpha_n|x) + O_p(\sigma_n RCTM_2(\alpha_n|x)) + O_p(\sigma_n [RCTM_1(\alpha_n|x)])^2.
\]

Since by assumption \( \sigma_n[RCTS(\alpha_n|x)]^{2/3} \to 0 \) and, by Proposition 1(ii), both \( RCTM_2(\alpha_n|x) \) and \( [RCTM_1(\alpha_n|x)]^2 \) are \( O([\text{RVaR}(\alpha_n|x)]^2) \), it appears that \( \widehat{RCTV}(\alpha_n|x) = RCTV(\alpha_n|x) + O_p(1) \). Using again Proposition 1(ii), it is then easy to check that \( v_n D_{r_{n,E}}(\nabla \Psi)_{\theta r_{n,E} + (1-\theta)r_{n,E}} P \to v \) with \( v_n = [RCTS(\alpha_n|x)]^{-5/3} \) and

\[
v = \left( \frac{3(1 - 3\gamma_+(x))^{2/3}}{(1 - \gamma_+(x))^2} \right)^t - \frac{1}{2} \left( \frac{3(1 - 3\gamma_+(x))^{2/3}}{(1 - \gamma_+(x))^2} \right)^t \frac{\gamma_+^2(x)(1 - 3\gamma_+(x))^{2/3}}{(1 - 2\gamma_+(x))(1 - 2\gamma_+(x))^{2/3}}
\]

Applying Lemma 7 and remarking that \( v^t \Sigma_E^{(1)}(x) v = \theta_{\text{RCTS},1}(\gamma_+(x)) \), \( v^t \Sigma_E^{(2)}(x) v = \theta_{\text{RCTS},2}(\gamma_+(x)) \) concludes the proof.

**Proof of Corollary 3.** (i) First remark that \( \hat{y}_{b,n}^*(x) = \Psi(\widehat{RCTM}_b(\alpha_n|x)) \), with \( \Psi(x) = x^{1/b} \) for \( x \geq 0 \). Since \( (\nabla \Psi)_x = b^{-1}x^{1/b-1} \), one has for \( \theta \in (0, 1) \) and in the situation \( y^*(x) < \infty \) that

\[
\text{RCTM}_b(\alpha_n|x)(\nabla \Psi)_{\theta \widehat{RCTM}_b(\alpha_n|x) + (1-\theta) \text{RCTM}_b(\alpha_n|x)} = \frac{\text{RVaR}(\alpha_n|x)}{b} \left[ \theta \widehat{RCTM}_b(\alpha_n|x) + (1-\theta) \text{RCTM}_b(\alpha_n|x) \right]^{1/b-1} = \frac{\text{RVaR}(\alpha_n|x)}{b} (1 + O_p(1)),
\]

from Proposition 1(ii) and since, for all \( \theta \in (0, 1) \),

\[
\theta \widehat{RCTM}_b(\alpha_n|x) + (1-\theta) \text{RCTM}_b(\alpha_n|x) = \text{RCTM}_b(\alpha_n|x) (1 + O_p(\sigma_n)),
\]

concludes the proof

\[
\square
\]
from Theorem 2 and where $\sigma_n := (n^p \alpha_n)^{-1/2} \rightarrow 0$. Hence, the assumptions of Lemma 7 are satisfied with $v_n = 1/RVaR(\alpha_n|x)$ and $v = 1/b$ and thus,

$$(n^p \alpha_n)^{-1/2}[RVar(\alpha_n|x) - 1/(RCTM_b(\alpha_n|x)]^{1/2} \xrightarrow{d} \mathcal{N}(0, \|K\|^2/(b^2 g(x))),$$

since $v^t \Sigma (1)v = v^t \Sigma (2)v = b^{-2}$. We conclude the proof by remarking that, from Lemma 3,

$$(n^p \alpha_n)^{1/2}[RVar(\alpha_n|x)] - y^*(x) = O((n^p \alpha_n)^{1/2} \Delta_a(RVar(\alpha_n|x))).$$

and that $RVar(\alpha_n|x) \rightarrow y^*(x)$ as $n \rightarrow \infty$.

(ii) Let us now consider the bias term in the situation $\gamma(x) < 0$:

$$(n^p \alpha_n)^{1/2}(RVar(\alpha_n|x) - y^*(x)) = (n^p \alpha_n)^{1/2} \Delta_a(RVar(\alpha_n|x)) \frac{RVar(\alpha_n|x) - y^*(x)}{a(RVar(\alpha_n|x))}$$

$$= \frac{y^*(x)}{\gamma(x)}(n^p \alpha_n)^{1/2} \Delta_a(RVar(\alpha_n|x))(1 + o(1)),$$

since $RVar(\alpha_n|x) \rightarrow y^*(x)$ and $(RVar(\alpha_n|x) - y^*/a(RVar(\alpha_n|x)) \rightarrow 1/\gamma(x)$ as $n \rightarrow \infty$ in view of (1.2.14) in [28, Lemma 1.2.9]. It is thus clear that the bias term tends to 0 under the assumption $(n^p \alpha_n)^{1/2} \Delta_a(RVar(\alpha_n|x)) \rightarrow 0$ as $n \rightarrow \infty$. 

$\blacksquare$
\[
\vartheta_{\text{RCTE,1}}(z) = \frac{(1-z)^2}{1-2z},
\vartheta_{\text{RCTE,2}}(z) = (1-z)^2,
\vartheta_{\text{RCTV,1}}(z) = \frac{1+7z+9z^2+15z^3-6z^4}{(1-z)^2(1-2z)(1-3z)(1-4z)},
\vartheta_{\text{RCTV,2}}(z) = \frac{(1-z)^2}{1-2z},
\vartheta_{\text{RCTS,1}}(z) = \frac{(1-3z)^{1/3}(9-198z+1749z^2-7890z^3+18979z^4-22746z^5+10415z^6+810z^7-1296z^8-216z^9)}{4(1-z)^2(1-2z)(1-3z)(1-4z)(1-5z)(1-6z)},
\vartheta_{\text{RCTS,2}}(z) = \frac{(1-3z)^{4/3}(3-6z-z^2)^2}{4(1-z)^4(1-2z)^2}.
\]

Table 2: Asymptotic variances.

Figure 1: Asymptotic variances $z \mapsto \hat{\vartheta}_{\text{RCTE,•}}(z)$ (top left), $z \mapsto \hat{\vartheta}_{\text{RCTV,•}}(z)$ (top right) and $z \mapsto \hat{\vartheta}_{\text{RCTS,•}}(z)$ (bottom) in a logarithmic scale. The case $k/h \to 0$ is depicted with a solid line while the case $h/k \to 0$ is depicted with a dashed line. In case of the RCTS, the two curves are almost superimposed.
Figure 2: Comparison between the $L^1$ error distributions associated with $\hat{y}_{T,n}^*$, computed on $N = 500$ samples of size $n = 500$. White bars: oracle strategy, grey bars: data-driven strategy, left: shape parameter $\theta_1(\cdot)$, right: shape parameter $\theta_2(\cdot)$.

Figure 3: The frontier (solid line) and its estimations by $\hat{y}_{T,n}^*$, computed on the $N = 500$ samples of size $n = 500$ (left: shape parameter $\theta_1(\cdot)$, right: shape parameter $\theta_2(\cdot)$). For the mean $L^1$ errors: best estimation (dotted line), worst estimation (dashed-dotted line) and median estimation (dashed line).
\[ \theta(\cdot) = \theta_1(\cdot) \]

\[ \theta(\cdot) = \theta_2(\cdot) \]

| Estimator | \( \hat{\text{RVaR}}_n \) | \( \hat{y}_1^*, n \) | \( \hat{y}_2^*, n \) | \( \hat{y}_3^*, n \) | \( \hat{y}_4^*, n \) | \( \hat{y}_5^*, n \) | \( \hat{y}_6^*, n \) | \( \hat{y}_7^*, n \) | \( \hat{y}_8^*, n \) | \( \hat{y}_9^*, n \) | \( \hat{y}_{10}^*, n \) |
|-----------|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( \hat{\text{RVaR}}_n \) | 0.081 [0.045, 0.131] | 0.131 [0.074, 0.199] | 0.138 [0.076, 0.232] | 0.107 [0.071, 0.177] | 0.100 [0.062, 0.159] | 0.096 [0.058, 0.149] | 0.094 [0.056, 0.144] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_1^*, n \) | 0.108 [0.069, 0.169] | 0.138 [0.076, 0.232] | 0.107 [0.071, 0.177] | 0.100 [0.062, 0.159] | 0.096 [0.058, 0.149] | 0.094 [0.056, 0.144] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_2^*, n \) | 0.073 [0.047, 0.112] | 0.138 [0.076, 0.232] | 0.107 [0.071, 0.177] | 0.100 [0.062, 0.159] | 0.096 [0.058, 0.149] | 0.094 [0.056, 0.144] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_3^*, n \) | 0.065 [0.041, 0.098] | 0.100 [0.062, 0.159] | 0.096 [0.058, 0.149] | 0.094 [0.056, 0.144] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_4^*, n \) | 0.062 [0.039, 0.091] | 0.094 [0.056, 0.144] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_5^*, n \) | 0.061 [0.037, 0.089] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_6^*, n \) | 0.060 [0.037, 0.089] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_7^*, n \) | 0.060 [0.037, 0.089] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_8^*, n \) | 0.060 [0.037, 0.089] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |
| \( \hat{y}_{10}^*, n \) | 0.060 [0.037, 0.089] | 0.093 [0.055, 0.140] | 0.059 [0.037, 0.088] | 0.092 [0.054, 0.137] | 0.104 [0.055, 0.171] |

| Estimator | \( \hat{y}_n^{(mc)} \) | \( \hat{y}_n^{(mv)} \) | \( \hat{y}_n^{(gj)} \) |
|-----------|----------------|----------------|----------------|
| \( \hat{y}_n^{(mc)} \) | 0.082 [0.054, 0.137] | 0.141 [0.091, 0.202] | 0.246 [0.175, 0.326] |
| \( \hat{y}_n^{(mv)} \) | 0.083 [0.051, 0.143] | 0.140 [0.089, 0.203] | 0.246 [0.175, 0.326] |
| \( \hat{y}_n^{(gj)} \) | 0.091 [0.043, 0.161] | 0.246 [0.175, 0.326] | 0.246 [0.175, 0.326] |

Table 3: Mean \( L^1 \) – errors and [minimum, maximum] \( L^1 \) – errors associated with the frontier estimators. Estimators \( \hat{\text{RVaR}}_n, \hat{y}_{1,n}^*, \ldots, \hat{y}_{10,n}^* \) are computed with the hyper-parameters selected by the data-driven strategy. Results obtained with estimators \( \hat{y}_n^{(mc)}, \hat{y}_n^{(mv)} \) and \( \hat{y}_n^{(gj)} \) are reported from [24]. The best results are emphasized.
Figure 4: Scatterplot of the 254 nuclear reactor's data together with the frontier estimators. Top: 
$\hat{g}_{\tau,n}$ (solid line), CS-B (dashed line) and QS-B (dotted line). Bottom: $\hat{g}^{\ast}_{\tau,n}$ (solid line) and the associated pointwise asymptotic confidence intervals (dashed lines).
Figure 5: \( \gamma_{n,1}^{RP} \) (solid line) and the associated pointwise asymptotic confidence intervals (dashed lines) on the nuclear reactor’s data.

Figure 6: Scatterplot of the 254 nuclear reactor’s data together with the frontier estimators \( \hat{y}_{4,n}^{*} \), \( \hat{y}_{5,n}^{*} \), \( \hat{y}_{6,n}^{*} \) and \( \hat{y}_{7,n}^{*} \). The four estimators are nearly superimposed.