Scalable Photonic Platform for Real-Time Quantum Reservoir Computing
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Quantum reservoir computing (QRC) exploits the information-processing capabilities of quantum systems to solve nontrivial temporal tasks, improving over their classical counterparts. Recent progress has shown the potential of QRC exploiting the enlarged Hilbert space, but real-time processing and the achievement of a quantum advantage with efficient use of resources are prominent challenges towards viable experimental realizations. In this work, we propose a photonic platform suitable for real-time QRC based on a physical ensemble of reservoirs in the form of identical optical pulses recirculating through a closed loop. While ideal operation achieves maximum capacities, statistical noise is shown to undermine any quantum improvement. We propose a strategy to overcome this limitation and sustain the QRC performance when the size of the system is scaled up. The protocol is conceived for experimental implementations to be viable with current technology.

I. INTRODUCTION

Quantum photonic technologies are currently being exploited for quantum communications, quantum computing, and quantum information processing [1,2], for their speed-of-light propagation, ultrafast operations and gates, and weak interactions with the environment even at room temperature. In the context of computation, photonic quantum computing for boson sampling has shown a time advantage of 14 orders of magnitude over today’s classical supercomputers [3,4]. In measurement-based one-way quantum computing in continuous-variable (CV) regimes cluster states up to one million modes have been reported using time multiplexing [5] and reconfigurable cluster states achieved with frequency multiplexing [6]. Variational eigensolvers implemented in photonic quantum processors [7] have achieved much more efficient use of quantum resources than alternative algorithms, such as quantum phase estimation. Quantum states of light have also been used in Ising machines, proving more efficient than current algorithms in certain scenarios [8,9] and complementing the results obtained for alternative classical approaches [10,11]. In this work, we propose a quantum photonic approach to time series processing designing and addressing the scalability, memory and performance for time-series prediction of an optical setup in the quantum reservoir computing (QRC) framework.

Reservoir computing (RC) is a paradigm of machine learning in which the information-processing capabilities of dynamical systems are exploited for solving temporal tasks, with real-world examples such as the prediction of monthly electricity production [12], and financial [13,14] or water-level forecasting [15,16]. In addition, RC can also be applied to solve static tasks, such as the classification of phonemes [17] or the detection of human finger movements from EEG data [18]. In practice, RC can solve these information-processing tasks without the need for an external memory thanks to the fading memory present in the internal state of the reservoir itself [19]. Since RC exploits generic dynamical systems for computing, the concept of RC has been successfully transferred to physical substrates [20], with the prominent example of high-speed photonic and optoelectronic implementations [21–24]. Ultimately, RC has been generalized to the quantum regime in order to benefit from the large number of degrees of freedom available in quantum systems [25,26]. In order to experimentally achieve time-series processing with superior performance in quantum reservoir computing with respect to classical approaches, several challenges need to be addressed, identifying the most promising applications, efficient platform designs and dealing with quantum measurement retaining improvements over classical analogues [25,27,28].

With respect to classical reservoir computing, where single measurements on the reservoir produce the relevant information at the output layer, when moving into the quantum realm, one usually extracts the expectation values of observables at the output, from large ensembles.
of experiment copies. In the pioneering experimental implementation of quantum reservoir computing in noisy intermediate-scale quantum (NISQ) platforms [29], this was achieved by repeating the input processing sequence several times, being this an obstacle towards viable real-time technological realizations. Our goal is to show a strategy to move to temporal signal processing, operating in a continuous way and without buffering inputs in external memories. The approach can be adapted to different photonic platforms and takes advantage of light-speed propagation and fast operation to monitor the reservoir processor. Optical sources producing high repetition pulses and optical fibers allow one to design an ensemble of identical reservoirs inside a closed loop, which removes the necessity for an external classical memory. The reservoir signal is continuously driven by the external inputs and monitored through a beam splitter and homodyne detection, thus obtaining expected values of observables without external buffers. We are restricting the analysis here to vacuum Gaussian states, as we know they can provide universal RC [30]. These reservoir states can be engineered as complex networks in the frequency domain [6,31–33].

After introducing the photonic platform and main tools for quantum reservoir computing in Sec. II, we address its memory capabilities (Sec. III) both in the ideal case of an infinite ensemble (Sec. III A) where statistical errors vanish and in a realistic scenario of a finite ensemble assessing the limitations of statistical noise (Sec. III B). The analysis of noise detrimental effects in the resolution of past inputs allows identification of strategies to improve the performance when the reservoir size is scaled up (Sec. III C). We also address the performance of our proposal for chaotic time-series prediction (Sec. III D).

II. PHOTONIC PLATFORM

A. Platform description

Before introducing the photonic setup for QRC, let us start by recalling the main features of reservoir computing for time-series processing. RC schemes [15] consist of three main layers: the input, the reservoir, and the output. First, an input signal, typically belonging to a time series, is injected into the reservoir, a dynamical system (often a recurrent neural network) that performs a complex nonlinear transformation to the injected data. Then, in the readout layer, a certain number of reservoir observables are measured and their combination (usually linear) is optimized to match the desired target, depending on the temporal task, like, e.g., linear memory or chaotic series prediction (see Appendices A and B for further details).

The RC paradigm has been recently extended to quantum reservoirs [25,34–36] showing a quantum improvement due to the enlarged Hilbert space and therefore to the increased processing capability. Nevertheless, this approach also presents several challenges to be viable experimentally. In order to act as an online time-series processor, the reservoir needs to continuously receive the input data and produce output extracted for the desired task. The relevant information for the readout layer is generally encoded in the expected values of the observables and due to the stochastic nature of quantum measurements, several detections are needed. Furthermore, the act of measuring yields backaction into the system that may also negatively affect the performance of the reservoir. Two strategies to overcome this last issue in qubit platforms have been recently proposed in Ref. [28] using weak measurements and partial sequence repetition (rewinding). Otherwise one needs to restart the protocol for each input injection, buffering the input sequence as in Ref. [29]. In the following, we propose a photonic platform design for QRC offering fast and easily scalable operation accounting for measurements. We have conceived the protocol to be experimentally feasible with state-of-the-art technologies.

The proposed design is based on continuous variables and revolves around the use of optical pulses, whose individual dynamics along the feedback loop defines the reservoir computer [see scheme in Fig. 1(a)]. Indeed the reservoir is a traveling pulse, containing \( N \) modes whose interaction is mediated by a nonlinear \((\chi^{(2)})\) crystal and is modeled as a complex network [bottom inset in Fig. 1(a)]. The input is encoded in each ancilla pulse [see top inset in Fig. 1(a)] coupled with the reservoir through a beam splitter (BS) and is prepared in a product state of \( N \) Gaussian squeezed vacuum states. We consider their squeezing angles as the classical inputs as this guarantees a good QRC performance [30]; alternatively, the ancilla state could be directly treated as a quantum input itself to be processed, providing quantum (instead of classical) information [25,37]. The reservoir pulse travels in a closed feedback loop, that can be enabled by an optical fiber. This feedback allows information from previous inputs to be retained, an essential requirement for temporal series processing. At the other output arm of the BS, the reflected input and transmitted reservoir signals are instead detected, after interacting with a nonlinear crystal. We are considering for this purpose a homodyne detector [HD in Fig. 1(a)], common in CV quantum optical experiments whose bandwidth continuous improvements allow for much faster detections [38,39].

A crucial feature of the setup presented in Fig. 1 is the possibility to delay several reservoir pulses enabling to run the experiment with \( M \) copies of the pulses. This provides the needed ensemble to effectively realize quantum measurements without restarting the protocol by reinjecting.
FIG. 1. Scheme of the process: (a) schematical drawing of the whole platform; (b) example of a series of the measured $x$ quadrature of the first mode for each pulse (horizontal axis) and a 3D representation of the estimated covariance matrix for the $k$th round trip (covariance matrix representations for the following round trips are depicted below it). In this case we have taken $N = 5$, $M = 5000$, and $R = 0.75$. The horizontal axes represent the position of each term in $\sigma_{\text{est}}$. (c) Sequence of estimated $\sigma_{\text{est}}$ for three consecutive inputs.

the input sequence. Indeed, the same input is encoded in $M$ ancilla states before being updated [upper inset in Fig. 1(a)] and every pulse interacts with a matching reservoir pulse at a given round trip. This creates a physical ensemble of $M$ copies of the same reservoir in real time, whose expected values are obtained via homodyne detection. High optical repetition rates and fast processing determine the potential of this scheme for sequential input processing while the signal is continuously injected. Beyond the reservoir size (the number of modes $N$ in each pulse) and the ensemble size ($M$ input repetitions), other crucial parameters determining the reservoir features are the BS reflectivity $R$ (we assume partial transmission, i.e., $R \neq 0, 1$) and the time interval between pulses $\Delta \tau$ (the time interval that a whole round trip lasts is $\tau_{\text{RT}} = M \Delta \tau$). At the $k$th round trip, the injected pulses are squeezed vacuum states that have the input $\sigma_{\text{in}}$ encoded in their squeezing angle. We focus on CV Gaussian states and then model the effect of each element through the covariance matrix (see Appendix C for details). In particular, the BS couples the feedback and the external signal, generally entangling the feedback loop pulses with the ones traveling to the detector. The $\chi^{(2)}$ crystals induce squeezing and correlations between the modes in each pulse and are modeled by two (in principle different even if we omit a distinguishing label) Hamiltonians $\hat{H}_{\chi^{(2)}} = \hat{H}_{\text{free}} + \hat{H}_{\text{int}}$

with

$$\hat{H}_{\text{free}} = \sum_{i=1}^{N} \omega_i \hat{a}_i^\dagger \hat{a}_i$$

$$\hat{H}_{\text{int}} = \sum_{j>i} \left( g_{ij} \hat{a}_i^\dagger \hat{a}_j + i h_{ij} \hat{a}_i^\dagger \hat{a}_j^\dagger + \text{h.c.} \right)$$

(1)

where $\hat{a}_i$ ($\hat{a}_i^\dagger$) is the annihilation (creation) operator of mode $i$; $\omega_i$ is its frequency and parameters $g_{ij}$ and $h_{ij}$ depend on the second-order nonlinearities of the crystals and are not tuned but rather assumed to be random real numbers and different for each one of the two crystals. We assume that these crystals have a high enough bandwidth to keep the entering pulses independent of one another, and only couple the modes inside each pulse. The time each pulse spends inside a $\chi^{(2)}$ material is labeled as $\Delta \tau$ (equal for both crystals).

For the measurement scheme we propose multimode homodyne detection: we measure, at the same time, the same quadrature operator for every mode. That is, for every incoming pulse the detector measures all $x$ quadratures $\hat{x}_i = \hat{a}_i + \hat{a}_i^\dagger$ ($i = 1, \ldots, N$), obtaining a set of stochastic outcomes, $X_i$, defining a quantum trajectory $[40,41]$. Thus, the measurement output of the $m$th pulse at the $k$th round trip is given by the vector $X^{(k,m)} = \cdots$
(X_{1}^{(k,m)}, \ldots, X_{N}^{(k,m)})^T$ and, from these quadrature measurements, we can access the expected values of the covariance matrix, fully characterizing the squeezed vacuum states at the output for our readout layer. That is, for each round trip (and thus, each input in the sequence) we extract $N(N+1)/2$ outputs for the readout layer $O_{ij}^{(k)} = (X_{i}^{(k)} X_{j}^{(k)})_{M} - (X_{i}^{(k)})_{M} (X_{j}^{(k)})_{M}$ with $j \geq i = 1, \ldots, N$ and with $(\cdot)_{M}$ corresponding to the ensemble average over $M$ pulses. These outputs give the estimated covariance matrix $[\sigma_{ij}^{(k)}] = O_{ij}^{(k)}$ at each $k$th round trip, in which the input $s_k$ is injected. While here we restrict to the $N$-position quadrature (and homodyne detection), one could also consider momenta (i.e., $2N$ quadratures) through heterodyne detection. Higher-order moments could also be considered as features for the readout layer to improve the performance in some temporal tasks (see Sec. III D). For Gaussian states, these higher-order moments are functions of the first- and second-order ones. Here we restrict our analysis to the covariance matrix for the linear and nonlinear memory. In Fig. 1(b), a visual representation of this readout protocol is shown. The outcome measurements of the $M$ sequence of $X_{1}^{(k,m)}$ at an unspecified step $k$ are shown and the black dashed line is the mean, vanishing because we are working with vacuum states. The (blue shaded) standard deviation of $X_1$ provides $[\sigma_{est}]_{1,1}$ shown below, and, considering all $N$ modes, one estimates the covariance matrix. The covariance matrix at each time step $k$ constitutes the output layer [Fig. 1(c)], optimized by a simple linear regression (see Appendix A) to achieve the best performance in the desired task. We notice that a measurement in one of the beam-splitter outputs generally influences the conditional state of the other beam (being these generally entangled), but we consider here only ensemble-averaged quantities for Gaussian states when these expected values correspond to the unconditioned quantities.

The design proposed in Fig. 1(a) is reminiscent of other photonic approaches for RC based on time-delay feedback and time multiplexing [21,24]. In analogy to these works, the feedback loop provides the mechanism for fading memory in the optical implementation. The time multiplexing instead has a different role: in our platform it has the distinctive function to provide the ensemble for quantum measurements of the covariance matrix, while in classical approaches it serves as a way to increase the dimensionality of the reservoir. The reservoir size in the current proposal depends instead on the number of (frequency or spatial) modes contained in each temporal pulse. Let us remark that the main novelties of our proposal are both the feedback loop, providing memory to the quantum system, and the physical ensemble stored in the optical fiber. This allows us to compute averages in real time. Our protocol can be applied to any quantum state, even not Gaussian, but the Gaussian states are suitable for a deeper analytical treatment based on the symplectic formalism (see Appendix C2).

### B. Feasibility of the photonic design

In this section, we discuss the viability of experimental implementations of our proposal with state-of-the-art technology. The main aspects of interest are the engineering of the input ancilla states, the generation of complex networks using $\chi^{(2)}$ nonlinearities, the multimode detection of the output pulses (measuring all the modes at once) and the losses due to the fiber propagation.

**Input states’ generation**: in the frequency domain, squeezed states can be deterministically generated at high rates for a wide spectrum band. Specifically, over $10^8$ pulses per second containing up to 21 squeezed spectral modes each have been recently attained [42]. The ability to encode the inputs in the squeezing phase of each pulse is also required for the feasibility of our platform. Highly accurate and versatile phase-setting devices have been demonstrated using programmable phase shifters in Xanadu’s Borealis platform [43]. Accurately changing the squeezing levels and phases of pulses at time intervals below 100 ns has also been attained recently by continuously modulating the pump light of a waveguide optical parametric amplifier [44].

**Optical networks**: network topologies similar to the ones considered in Eq. (1) are experimentally attainable in the frequency domain [6,31,32,42,45]. Reconfigurability in the spectral network shapes can also be reached by changing the measurement basis of the homodyne detection [6,42].

**Homodyne detection**: being able to measure several frequency modes at once is another key requirement for the real-time processing capabilities of our platform. Multi-mode homodyne detection of several frequency bands has been demonstrated in experimental setups [46,47].

**Fiber losses**: retaining the ensemble pulses inside a long optical fiber without great losses is another relevant aspect to tackle for the experimental implementation of our real-time processing proposal. Low-loss fiber delay lines have been successfully implemented in several CV optical setups [5,8,9,43,48], ranging from single pulse-delay lines [5,48] to over $10^5$ recirculating pulses in a 5-km fiber [9]. So fiber losses do not constrain the viability of our platform with state-of-the-art technology.

In summary, the key aspects of our suggested platform have already been demonstrated experimentally. The main challenge ahead is to combine them in a common realization.

### III. RESULTS

In this section, we present a detailed analysis of the information-processing capabilities of the quantum
photonic platform for time-series processing. RC systems require the ability to retain the memory of previous signal inputs, the capacity to reproduce nonlinear functions of the inputs and high dimensionality, which requires that the readout observables are linearly independent functions of the inputs. For the evaluation of the reservoir memory, we numerically compute the linear capacity of the photonic QRC, which measures how accurately the system reproduces inputs in the past. It is a normalized output-target correlation that ranges from 0 to 1. The higher the value of the linear capacity, the better the target input is reproduced by the reservoir. To test both the nonlinearity as well as the high dimensionality, we make use of the total information-processing capacity (IPC) [49], which generalizes the linear capacity memory to nonlinear contributions (see Appendix B for a detailed explanation). It quantifies the expressivity of a wide variety of dynamical systems and has recently been used in quantum settings [30,50]. The IPC ranges from 0 to the number of output observables (upper bound). When this upper bound is reached, it means that all the readout observables are linearly independent. In our case, as we are using the covariance matrix of the measured quadratures, the number of observables (\(\langle \hat{x}_i \hat{x}_j \rangle\)) is equal to \(N(N+1)/2\) (\(N\) denoting the reservoir size, or the number of modes in each pulse).

In the following, we consider the memory capacity of the proposed photonic QRC both in ideal conditions and when explicitly accounting for statistical noise. In particular, we consider the \(N\) mode frequencies to be equal and scale time so that \(\omega_i = 1\ \forall i\) in Eq. (1). This is a reasonable approximation when considering modes in the frequency domain, as usually in experiments with frequency combs the detuning is much smaller than the coupling strengths between modes [6,45]. The coupling parameters \(g_{ij}\) and \(h_{ij}\) have been chosen from a uniform distribution in the intervals \([g] = -\Delta g, \langle g \rangle + \Delta g\) and \([\langle h \rangle - \Delta h, \langle h \rangle + \Delta h\]\), respectively, where \(\langle g \rangle = 0.2\), \(\langle h \rangle = 0.3\), and \(\Delta g = \Delta h = 0.1\), while the interaction time \(\tau\) inside each crystal is set to one. These coupling values have been chosen to ensure the stability of the system, that is, the energy of every pulse traveling through each crystal remains bounded for any interaction time values. This is not a necessary condition, but it ensures that the fading memory condition is fulfilled at every realization (see Appendix F for details). The model in Eq. (1) allows us to describe a broad scenario of possible implementations including squeezing and hopping. We have ensured that this Hamiltonian coupling choice does not produce squeezing levels far above what is experimentally attainable. Concretely, the average squeezing has values well within what was produced in the multinode setting [6], with at most 3 dB of squeezing. Furthermore, none of our simulated crystals produce squeezing larger than 6.5 dB, which is feasible in frequency multiplexed quantum optics [6]. We also notice that the frequencies \(\omega_i\) in Eq. (1) can be considered as detunings with respect to some reference (lab) frequency.

The external inputs \(s_k\) are encoded in the ancilla as squeezing angles, providing a nonlinear input encoding [30]: each one of the \(M\) pulses in the ancilla train is a squeezed vacuum state with covariance matrix equal to \(\sigma_{\text{anc}}^{(k)} = \bigoplus_{i=1}^{N} \sigma_{\text{sq}}^{(k)}\), where \(\sigma_{\text{sq}}^{(k)}\) is the covariance matrix of a single mode squeezed state. In particular, squeezing strength is set to \(r_k = 1\) while the squeezing angle encoding is \(\phi_k = 3\pi s_k/4\) (further details in Appendix C). It was recently reported how the encoding choice affects the degree distribution of the IPC [30] and our choice provides a balanced contribution of the linear terms and the nonlinear ones. Different angle encodings would provide different linear to nonlinear contributions (see Appendix D).

The input parameters, even when random, are set to lead to squeezing levels currently viable with state-of-the-art technology, which is around 15 dB [51], equivalent to \(r_k \simeq 1.7\).

### A. Ideal case

In the ideal case of an infinite number of pulses, the covariance can be obtained as the limit

\[
\sigma_{\text{ideal}}^{(k)} = \lim_{M \to \infty} \sigma_{\text{est}}^{(k)}.
\]

While not experimentally attainable, this ideal covariance matrix sets the performance of our reservoir in the absence of statistical noise, providing an insight to quantify the effect of this noise in realistic (finite ensemble) scenarios. Furthermore, the ideal performances we present here can be compared with most results in QRC in the literature [25], generally not accounting for experimental limitations.

As a consequence of the linearity of our photonic platform, by inspecting the inputs’ dependence of \(\sigma_{\text{ideal}}\) (see Appendix E), we observe that inputs at different times contribute additively to the covariance matrix, so we can decompose the covariance as

\[
\sigma_{\text{ideal}}^{(k)} = \sum_{d=0}^{\infty} \gamma_d^{(k)},
\]

where the matrices \(\gamma_d^{(k)}\) are functions of a single input with delay \(d\). Hence, if we are in the \(k\)th round trip, the covariance is a sum of nonlinear functions \(\gamma_d^{(k)}\) of the previous inputs \(s_{k-d}\) and \(\gamma_d^{(k)} : \mathbb{R} \to \mathbb{R}^{N} \times \mathbb{R}^{N}\) turns each input into an \(N \times N\) positive symmetric matrix (\(N\) denoting the size of the reservoir). The reflectivity \(R\) of the BS is found to be the physical parameter determining the relative size of...
with an exponential decay $R^{d-1}$ in the delay for the average magnitude of the observables. Indeed, each time a feedback pulse gets reflected by the BS in the fiber loop, it is scaled by $R$. If the signal recirculating in the loop is weak (small reflectivity $R$), a much faster decay in the magnitude of delayed matrices $\gamma_d^{(k)}$ is observed (when the delay $d$ increases). The BS reflectivity is then expected to have a strong influence on the fading memory in this setup. As for the term $(1 - R)^2$ in Eq. (4), it is due to the repeated transmission through the BS of each delayed term: first as an ancilla signal when it enters the loop and then when it leaves the loop towards the detector. Then, on the one hand, increasing the value of the reflectivity $R$ reduces the amount of feedback light reaching the detector; on the other hand, it also increases the memory retention of the reservoir, as the magnitude decay of the delayed matrices in Eq. (3) is slower.

We now present the numerical results for the performance of the QRC in the ideal limit, starting with the linear capacity, which brings information about the ability of our system to reproduce the encoded inputs at different times in the past (linear memory). In Fig. 2(a), the linear capacity is shown as a function of the delay, $d$, of the target input. By increasing the number of modes (from $N = 8$ to $N = 10$) and consequently the size of the output layer, the system can reproduce more delayed inputs, extending the memory. In contrast, the capacity for low delays does not change. Interestingly, tuning the BS reflectivity $R$ alters the shape of the linear capacity curve. Consistently with Eq. (4), for higher values of the BS reflectivity $R$, further terms into the past can be resolved, although the curve starts to descend earlier from its maximum value, achieved with smaller reflectivity.

The total IPC for different values of the reservoir size $N$ is shown in Fig. 2(b) as a bar plot, where each bar is split into different linear and nonlinear memory contributions (identified by their polynomial degree). Concretely, the linear contributions [blue bars in Fig. 2(b)] correspond to areas below the lines in Fig. 2(a). The dashed blue line—representing the normalized capacity equal to one—shows that the capacity saturates its maximum theoretical value $N(N+1)/2$ for every $N$, corresponding to the number of output degrees of freedom (terms of the covariance matrix). Actually, our QRC platform is found to display both fading memory and echo state property, which are required for good RC performance (see proof in Appendix F). This explains why the normalized IPC is saturated, as the readout observables are linearly independent and the above properties are fulfilled [49]. Furthermore, this occurs for every value of the reflectivity $R$ that has been tested [e.g., we show the total IPC for both $R = 0.9$ and $R = 0.75$ in Fig. 2(b)]. The degree distribution shown in Fig. 2(b), displaying significant contributions up to cubic degree, also does not change significantly with $R$, being mainly determined by the encoding choice (see Appendix D for details).

### B. Finite measurement ensemble

In this subsection, a more realistic scenario is considered, when the physical ensemble is limited by the finite number of pulses, $M$, inside the loop. Then, any estimation of the observables is affected by statistical errors, whose average magnitude depends on $M$. Additive noise in the readout layer has been considered in Gaussian CV models for RC with coherent states [52], and for nontemporal tasks [53]. Here we explore statistical noise due to a physical ensemble of reservoirs for temporal tasks and for QRC with squeezed vacuum states. Hence the performance based on estimated covariance elements will be
FIG. 3. (a) Linear capacity as a function of the delay for different values of the ensemble size $M$ ranging in powers of 10 from 300 to $3 \times 10^6$, as well as the curve from the ideal case ($M \rightarrow \infty$). In all curves the reservoir size is equal to $N = 10$ and the reflectivity is $R = 0.9$; (b),(c) SNR (in decibels) for the delayed terms $\gamma_d$ as a function of the delay ($d$). In (b) this is shown for fixed $R = 0.9$ and different values of $M$ and in (c) it is shown for fixed $M$ and two values of $R$. In both figures $N = 10$.

quantified and used to determine how the resources scale in this platform when the reservoir size increases. To simulate the ensemble, we compute the conditional evolution and measurement outcome of every realization (as shown in Appendix C2) and perform the averages among them. In Fig. 3(a), the linear capacity as a function of the delay is shown in the ideal case and for different values of the ensemble size $M$, while the reservoir size $N$ and the reflectivity $R$ are kept fixed. The number of delayed inputs a 10-node reservoir can ideally reproduce with good capacity is high (approximately 30 injection steps). The collapse of the linear capacity for finite samples is clearly seen in Fig. 3(a) for finite ensemble sizes $M$. Even though we show a progressive improvement up to $3 \times 10^6$ fiber pulses (with a memory of up to 10 further delays times when increasing the ensemble size by factors of 10), we also see that the ability to reproduce inputs further into the past of the ideal system is hard to reach. The origin of this performance scaling can be traced back to the exponential decay of the delayed terms, $\gamma_d^{(k)}$, in Eq. (4) and is quantified in the following.

In order to be able to reproduce a given input term with delay $d$, the ratio between its corresponding term $\gamma_d^{(k)}$ in the ideal covariance and the statistical error should be large enough on average. As the magnitude of $\gamma_d$ decays exponentially with $d$, it becomes harder to keep the statistical noise below it, actually requiring an exponential increase of pulses with the delay to resolve further inputs in the past. Scaling with the reservoir size $N$ will also be severely affected by statistical errors as the root of performance improvements by increasing $N$ is in the ability of the system to reproduce further delayed terms (see Sec. III C).

The performance presented in Fig. 3(a) can be quantified distinguishing in the measured observables, $\sigma_{\text{est}}$, the ideal case contribution, $\sigma_{\text{ideal}}$, and an added stochastic noise term, $\xi_M$, which depends on the number of pulses circulating the fiber, $M$:

$$\sigma_{\text{est}}^{(k)} = \sigma_{\text{ideal}}^{(k)} + \xi_M^{(k)}.$$  \hspace{1cm} (5)

The additive stochastic noise term for large ensembles has a standard deviation $\sigma(\xi_M^{(k)}) \propto M^{-1/2}$. In contrast, the ideal covariance terms $\gamma_d^{(k)}$ decay exponentially with the delay $d$ [Eq. (4)]. The delay resolution will then be determined by the number of terms $\gamma_d^{(k)}$ whose magnitude is greater than the noise magnitude. How much do we need to increment the ensemble size $M$ in order to maintain equivalent signal resolution at larger delays? This can be determined by constraining the signal-to-noise ratios (SNRs), as shown in Appendix G1, and leads to an exponential factor in the increment in the number of the pulses

$$\left(\frac{\sigma_{\text{est}}^{(k)}}{\sigma_{\text{ideal}}^{(k)}}\right)_{s,f} \rightarrow M' = M^{R^{-2\Delta d}}.$$  \hspace{1cm} (6)

where $\langle \cdot \rangle_{s,f}$ stands for the average among realizations of the reservoir [Eq. (1)] and random input strings, $\gamma_d^{(k)}$, is a $(N \times N)$ matrix whose elements are $\left[\gamma_d^{(k)}\xi_M^{(k)}\right]_{ij} \equiv \left[\gamma_d^{(k)}\xi_M^{(k)}\right]^{-1}$. This ratio matrix represents the SNR of $\gamma_d^{(k)}$. The SNR constraint [Eq. (6)] establishes that good visibility is obtained by incrementing the number of pulses by a factor exponential in the delay, $\Delta d$. Equivalently, the delay resolution enhancement $\Delta d$ is a logarithmic function of the ensemble size ratio $M'/M$ [see Eq. (G6)]. Consistently with the ideal case Eq. (4), the dependence on the reflectivity through the scaling factor, $R^{-2\Delta d}$, is reduced by increasing the reflectivity $R$, implying a more convenient implementation (requiring fewer measurements) for large reflectivity BS.

Some implications of Eqs. (4) and (6) are illustrated in Figs. 3(b) and 3(c) where the SNRs are plotted as functions of the delay, $d$, in decibels. We observe that they are straight lines with height equal to $\langle |\gamma_1^{(k)}\xi_M^{(k)}|\rangle_{s,f}$ (at delay 1) and slope dependent only on the BS reflectivity, which is due to the $R^{-d-1}$ dependency in Eq. (4).
In Fig. 3(b), we see that the effect of incrementing the ensemble size is a uniform improvement of the SNR at each delay, corresponding to a shift equal to $5 \log_{10}(M'/M)$ (see Appendix G2). In Fig. 3(c) instead, the reflectivity $R$ is changed while keeping $M$ fixed. This $R$ change alters both the SNR of $y_1^{(k)}$ (height) and the decay of the SNR for further $d$ (slope). A change from $R$ to $R'$ yields a difference of the SNR of $y_1^{(k)}$ of

$$\left\langle \frac{y_1^{(k)}(R')}{\hat{s}_M} \right\rangle_{kR} - \left\langle \frac{y_1^{(k)}(R)}{\hat{s}_M} \right\rangle_{kR} = 20 \log_{10} \left[ \frac{1 - R'}{1 - R} \right].$$

(7)

Hence for small delays, a large reflectivity corresponds to a reduced feedback light measured in the detector and can be detrimental, while for larger delays the situation is reversed. Increasing the value of the reflectivity $R$ translates into an enhancement of memory retention improving the reservoir performance. Indeed more delayed terms remain above the noise threshold [zero line for the SNR in Fig. 3(c)].

**C. Strategy to improve size scaling performance**

A main advantage of quantum with respect to classical RC is the possibility to access a large Hilbert space [25,34, 54]. Our aim is to test this potential when including quantum measurement, addressing how statistical noise affects the performance of the system when increasing the size of the reservoir, $N$. We have seen that in the ideal case, the total IPC grows quadratically with $N$ [Fig. 2(b)] due to the delay depth enhancement [Fig. 2(a)]. In the finite ensemble case, however, the IPC displays a suboptimal growth with the reservoir size [blue bars in Fig. 4(a)]. Indeed the resolution of high delay inputs becomes increasingly demanding as the ideal delayed terms decrease exponentially with the delay $d$, Eq. (4). It follows that in order to maintain a constant normalized IPC when increasing the reservoir size $N$ one needs to improve the measurement precision, by increasing the ensemble size $M$. Our aim is to quantify how to scale the resources (here the number of feedback loop pulses $M$), to maintain a good IPC for larger reservoirs, as in the ideal case. In principle, if the delay depth is a function $d(N) \sim aN^2$ (in the ideal case) we would require (in the finite ensemble case) the ensemble size $M$ to be an exponential function of the network size $N$ of the form proportional to $R^{-2aN^2}$ for the delay resolution to also improve quadratically with $N$. In the following, we show the performance of a less demanding use of resources, with the ensemble size $M$ scaling with a polynomial, instead of an exponential, factor in the reservoir size $N$ but still allowing to resolve longer delays.

From our previous discussion [Fig. 3(c)], it can be inferred that reservoirs with a smaller size, $N$, will exhibit shorter memory and therefore achieve better performance for smaller values of the reflectivity $R$. In contrast, as $N$ increases, making $R$ larger would be beneficial, improving the resolution in accessing higher delayed input information. This suggests a strategy to improve the performance and the scaling of our reservoirs by tuning the reflectivity of the BS, which is typically an accessible parameter in experimental setups. We propose to take both the reflectivity $R$ and the ensemble size $M$ as functions of the reservoir size $N$, $R \equiv R(N)$ and $M \equiv M(N)$, in order to sustain a high normalized IPC when increasing $N$. We find that a good resolution of delayed terms can be maintained for larger reservoirs when considering

$$R(N) = 1 - \frac{C}{N^2} \quad \text{and} \quad M(N) \propto N^8,$$

(8)

in which $C$ is an arbitrary constant (see derivation in Appendix G3). We notice that the convenience of the quadratic dependence in the reflectivity follows from the scaling of the delay depth with the system size. Therefore for non-Gaussian states, where the output layer could grow
faster than quadratically with \(N\), a different scaling could be needed.

The condition in Eq. (8) ensures a quadratic scaling of the delay resolution with the network size, \(N\). It thus may also guarantee a similar scaling with \(N\) of the total IPC. Actually, in the parameter range explored here, even numerical results limited to a less demanding number of pulses, choosing the scaling of the ensemble size \(M(N) \propto N^6\) but for the reflectivity \(R(N) = 1 - 10^{-N^2}\), succeed in displaying a quadratic growth of the IPC [red bars in Fig. 4(a)]. In other words, we achieve the ideal performance scaling and a sharp improvement with respect to the suboptimal scaling for the reflectivity and the ensemble size kept constant [blue bars in Fig. 4(a)]. In Fig. 4(a), we compare the total IPC scaling with the reservoir size \(N\) for the case of constant ensemble size \(M\) and reflectivity \(R\) (blue bars) and the case in which both \(M\) and \(R\) scale with \(N\) (red bars). We set a 0.6 target normalized IPC obtained with \(M(N = 6) = 1.4 \times 10^5\) measurements for the smallest considered reservoir \((N = 6)\). Of course a higher target could be set with a larger ensemble \(M(N = 6)\). A quadratic capacity scaling is achieved with the mentioned growth of reflectivity and ensemble size with \(N\) [red bars in Fig. 4(a)]. In order to assess the respective influences of increasing \(R\) and \(M\), in Fig. 4(b), we compare the normalized capacities of the two previous cases (blue and red curves, respectively), with two more scenarios, when one of these parameters is kept constant. Both the increase of the reflectivity and the ensemble size are found to play a key role in achieving the best performance. These results illustrate that this photonic quantum platform exhibits the three main ingredients for QRC, namely memory, nonlinearity and high dimensionality (quantum advantage), in a realistic scenario.

D. Performance for a time-series prediction task

In this section, we analyze the performance of our reservoir in forecasting a chaotic time series. The concrete task is to predict the next step in the series, so the target function is \(\tilde{y}(s_k) = s_{k+1}\). We use, as common in the literature, the so-called Santa Fe dataset of experimental measurements of a chaotic laser [55,56]. The angle encoding chosen to perform the task is \(\phi_0 = 3\pi s_k/4\) as it provides high linear memory, as well as nonlinear memory [as shown in Fig. 2(b) and Appendix E]. For the output layer, we consider the covariance matrix and also fourth-order moments: \(\left\langle \left\langle X_i^2 X_j^2 \right\rangle_M, \left\langle X_i^3 X_j \right\rangle_M \right\rangle_{i,j \geq i, j \geq i, j} \) for \(i, j = 1, \ldots, N\) (the \(k\) superscripts, denoting the round trip, have been omitted for clarity). These observables have been added to avoid underfitting the data and, as a technical note, provide functions of crossed input terms of the form \(s_{k-d} s_{k-d'}\), which are relevant for performing this prediction task. Different input encodings on Gaussian states than the ones used in this paper have been shown to provide crossed input functions in their second-order moments as well [52].

The dataset analyzed in this work contains a total of 4000 input points, which we divide into three consecutive sequences: the wash-out steps (of length \(L_m\)), the training steps (of length \(L\) and the testing steps (of length \(L'\)). The length of the training step sequence is always fixed to be \(L = 3000\), while the wash out and testing length would depend on the choice of the BS reflectivity \(R\). The wash-out sequence length is set to guarantee the echo state property, and from Eq. (4) we require \(R_{LM} < 10^{-8}\) (so that \(L_m \approx 27\) for \(R = 0.5\) and \(L_m \approx 175\) for \(R = 0.9\)). Given that the higher the reflectivity, the higher the memory retention of the reservoir, the number of wash-out steps to forget the initial conditions increases with \(R\). The testing phase is done with the remaining data after the wash-out and the training phases.

In Fig. 5(a), we compare a sequence of signal values belonging to the testing phase with the reservoir predictions, both in the ideal case and in the finite ensemble case (with ensemble size \(M = 10^6\)). They provide accurate predictions, although the finite ensemble case shows a higher error when the oscillation amplitudes change abruptly. In Fig. 5(b) the normalized mean square error (NMSE), defined in Eq. (A5), is plotted as a function of the
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ensemble size $M$ (including the ideal limit $M \to \infty$) for different values of the BS reflectivity $R$. The performance consistently improves when the ensemble size increases, reaching state-of-the-art performance (with NMSE $\sim 10^{-2}$ [57–59]) for high ensemble sizes.

In the ideal scenario, errors below the $10^{-2}$ threshold are reached with a relatively small reservoir size ($N = 12$). As shown in Fig. 5(b), for relatively small measurement ensembles, the best performance is achieved with $R = 0.5$, while for higher values of $M$ the optimal reflectivity is $R = 0.75$. As we have seen in Sec. III B, for smaller values of $R$ the SNR of the nearest past inputs (with a small delay) is greater [see Fig. 3(c)]. For very small ensembles, and thus a very high statistical noise, these setups with small reflectivity become more robust. When the ensemble size increases, a high SNR of further delayed inputs (higher memory) becomes more relevant, and thus the case of $R = 0.75$ improves its performance in comparison to the $R = 0.5$ case. Still, forecasting and memory performance are often varying differently [60]. It seems that, although the $R = 0.9$ case provides the most amount of memory, it is not so relevant for this forecasting task, and a higher SNR for small and intermediate delayed inputs [the case of $R = 0.75$ in Fig. 5(b)] has the best performance.

IV. DISCUSSION AND OUTLOOK

Optical platforms have been successful in classical RC [61] and for their features, such as fast processing rates and low decoherence, are also promising candidates for the first quantum implementations [25]. In ideal conditions, photonic platforms for QRC have been predicted to achieve optimal performance, displaying a quantum improvement, in particular the access to an enlarged Hilbert space and operation with low signals [30,62]. Still, to implement successfully and in real-time temporal tasks with a QRC advantage, open challenges need to be overcome [28,29,62,63], namely the limited experimental precision when estimating the output layer, as well as reducing the needed resources, also avoiding the use of external memories. Here, we have proposed an optical platform suitable for real-time QRC based on a physical ensemble of reservoirs, as independent pulses recirculating inside an optical fiber at each input injection.

The proposed setup displays the needed features for RC, such as fading memory and, in the limit of an infinite ensemble, it achieves optimal performance, with quadratic scaling of the IPC with the reservoir size (number of modes inside each pulse) for vacuum Gaussian states. This ideal limit is degraded by the effect of statistical noise and, as we increase the size of the reservoir $N$, the number of pulses in the fiber to sustain this quantum performance needs to be boosted. The strategy proposed here to overcome this limitation in large Hilbert space allows sustaining a quadratic scaling of the IPC, with efficient use of resources, thanks to an increase of the beam-splitter reflectivity when the reservoir size is scaled up. Indeed, being the dynamics of our platform linear, we can get analytical insights and find a bound factor for the number of pulses that is polynomial in the reservoir size. Beyond the performance in terms of memory, we have also checked that our platform can be used for nontrivial temporal tasks such as chaotic series prediction.

Optical devices required to implement our proposal in a laboratory are available with state-of-the-art photonic technology and the proposed architecture for on-line time-series processing provides both a tunable fading memory and the possibility to realize large measurement ensembles. With respect to recent experiments in NISQ circuits [29], our approach overcomes the need for external storage of input and repeating the experiment, just requiring the photonic QRC to be faster than the input rate to achieve real-time processing. For nontemporal classification tasks, a general dynamical framework applicable in circuit QED platforms has been reported in Ref. [63], while integrated photonic circuits [62] have been proposed using a quantum memristor. Our approach can be extended also to these platforms and going beyond Gaussian states.

Our work paves the way to real-time time-series processing with QRC, with state-of-the-art photonics technology and displaying a scalable quantum improvement leveraging limited resources.
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APPENDIX A: RESERVOIR COMPUTING

Reservoir computing (RC) is a ML framework that takes advantage of complex dynamical systems to perform learning tasks with a low-cost training protocol. It is especially suited for temporal tasks regarding time series. Every RC scheme can be separated into three steps and layers: the input layer, the reservoir dynamics and the readout layer. For the input layer, a vector $s_i$ from the time-series
observables
output layer function to be a linear function of the reservoir protocol. Following standard RC practices, we take the term \( w \) containing the training weights (we add a constant bias)

\[
\vec{y}_k = \vec{y}_d(s_k) = \bar{y}_k \quad \forall k \in \mathbb{Z},
\]

(A1)
in which we need \( \mathcal{H} \) to be a nonlinear mapping of the input \( s_k \). This mapping will remain fixed throughout the whole protocol. Following standard RC practices, we take the output layer function to be a linear function of the reservoir observables

\[
\begin{align*}
\vec{y}_k &= w_0 + \mathbf{w}^\top \vec{v}_k \\
&= (1, \vec{v}_k^\top)(w_0)
\end{align*}
\]

(A2)
with the \((D_R + 1)\)-dimensional vector \( \mathbf{w} = (w_0, \mathbf{w}^\top)^\top \) containing the training weights (we add a constant bias term \( w_0 \)). For a given set of \( L \) inputs that we feed to the reservoir, we can define the following matrices:

\[
\begin{pmatrix}
1 & \mathbf{v}_1^\top \\
1 & \mathbf{v}_2^\top \\
\vdots & \vdots \\
1 & \mathbf{v}_L^\top
\end{pmatrix} ;
\quad \vec{y} = 
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_L
\end{pmatrix}
\]

(A3)
so that the following equation holds:

\[
\vec{y} = \mathbf{V}\mathbf{w}.
\]

(A4)

After choosing a given target function that we want our reservoir to reproduce, \( \vec{y} \), we want to find the weights that minimize the normalized mean-square error (NMSE) of the predicted \( \vec{y} \) and the target

\[
\text{NMSE}_L(\vec{y}, \vec{y}) = \frac{1}{L} \sum_{k=1}^{L}(y_k - \bar{y}_k)^2.
\]

(A5)
The optimal set of weights for this condition to hold are the ones obtained through the following procedure [64]:

\[
\mathbf{w}_{\text{opt}} = 
\begin{pmatrix}
\vec{y} \\
\mathbf{V}^\top
\end{pmatrix}
\]

(A6)
where \( \mathbf{V}^\top = (\vec{y}^\top)^{-1} \mathbf{V}^\top \) is the Moore-Penrose inverse of \( \mathbf{V} \). The higher the value of \( L \) the more precise our estimation of the optimal weights will usually be.

APPENDIX B: LINEAR CAPACITY AND INFORMATION-PROCESSING CAPACITY

Throughout this paper, we test the performance of our (already trained) reservoirs using the capacity to reproduce a function of the inputs. We consider a reservoir that has already finished the learning protocol to reproduce a given target function \( \vec{y} \). We thus take a given string of \( L' \) inputs \( s = (s_1, s_2, \ldots, s_{L'}) \) and a vector \( \vec{y} = (\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_{L'}) \) with components \( \hat{y}_k = \vec{y}(s, k) \). The length of the additional sequence of inputs and target function vectors, \( L' \), denotes the number of testing steps right after the learning protocol. Then, the capacity of our reservoir to reproduce the given target function \( \vec{y} \) is

\[
C_{\vec{y}} = \max [0, 1 - \min_{\mathbf{w}} \text{NMSE}_{L'}(\vec{y}, \hat{y})],
\]

(B1)
where \( \vec{y} \) is the output vector of the reservoir, as defined in Eq. (A4), after the training of the weights has been performed. To check the memory of the system we use the linear capacity, in which we set the target functions to be \( \hat{y}_d(s_k) = s_{k-d} \), where the parameter \( d \) denotes the delay of the input. As a quantitative measure of how well our reservoir performs in general, we use the information processing capacity (IPC) or total capacity [49]. The main idea is to compute the capacity of all the different orthogonal functions that our reservoir can approximate. By choosing a complete, orthogonal family of functions, \( \{\vec{y}\} \), the IPC can be estimated as

\[
\text{IPC} = \sum_{\vec{y}} C_{\vec{y}}.
\]

(B2)
In our simulations, we have chosen the family of functions to be

\[
\hat{y}_d^{(D)}(s_k) = \mathcal{P}_D(s_{k-d}),
\]

(B3)
where the function \( \mathcal{P}_D \) is the normalized Legendre polynomial of degree \( D \). As we cannot sum over an infinite number of delays and degrees, we have chosen \( d \in [0, d_{\text{max}}] \).
and $D \in [1, D_{\text{max}}]$. For every simulation in this article, it has sufficed to take $d_{\text{max}} = 75$ and $D_{\text{max}} = 5$.

Fading memory is a necessary property for any dynamical system to work as a reservoir computer [65]. In our platform, short-term memory is ensured by the BS coupling (proof on Appendix F). In fact, as it was shown in Eq. (4), the magnitude of the delayed terms $\gamma_{sk}^{(k)}$ dropped as $R^d$ ($d$ denoting the delay and $R$ denoting the BS reflectivity). For a large enough delay, the reservoir would not be able to resolve that delayed input information. As we start our reservoir in a completely random state, we first introduce a list of $L_m$ wash-out inputs, before starting the learning protocol, just to ensure the initial conditions have been forgotten by the reservoir. We make $L_m$ large enough to have the prefactor going below the numerical precision. This is equivalent to fulfilling the following condition:

$$R^{L_m} < 10^{-16},$$

(B4)

so the number of wash-out steps depends on $R$. For our estimations of the linear capacity and the IPC on Sec. III, the training steps have been chosen to be $L = 10^4$ and the testing steps $L' = 5000$.

**APPENDIX C: GAUSSIAN STATES**

The evolution of an $N$-mode Gaussian quantum state $\hat{\rho}$ is completely determined by the dynamics of its displacement vector $\mathbf{r}$ of dimension $2N$ and its positive symmetric covariance matrix $\sigma$ of dimension $2N \times 2N$ [66,67]. Each element of $\mathbf{r}$ ($\sigma$) denotes the mean value (covariance) of each quadrature for each mode. As we inject vacuum states, the displacements of the external signal are null vectors. The covariance matrix of the ancilla state is the composition of $N$ independent and identical squeezed states. We can thus write its covariance matrix at round trip $k$ as $\sigma_{\text{anc}}^{(k)} = \prod_{k=1}^{N} \sigma_{\text{sq}}(s_k)$, in which $\sigma_{\text{sq}}(s_k)$ is the covariance matrix of each single external mode. It is a nonlinear function of the $k$th input $s_k$, which can be expanded as

$$\sigma_{\text{sq}}(s_k) = \begin{pmatrix} c_+(s_k) & z(s_k) \\ z(s_k) & c_-(s_k) \end{pmatrix},$$

(C1)

for the following functions:

$$c_+(s_k) = \cosh(2r_k) \pm \cos(\phi_k) \sinh(2r_k)$$

(C2)

$$z(s_k) = \sin(\phi_k) \sinh(2r_k).$$

(C3)

The two main parameters to tune are the squeezing strength, $r_k$, and the squeezing angle, $\phi_k$. As commented at the beginning of Sec. III, we use the following encoding: $r_k = 1$ and $\phi_k = 3\pi s_k/4$.

1. Gaussian measurements on multipartite systems

In this section, we provide an analytical treatment to describe the effect of quantum measurements on the quadrature operators. We start by defining a composite Gaussian state, which we can separate into subsystems $A$ and $B$. We can define the displacement vector and covariance matrix of the total Gaussian state as

$$\mathbf{r} = \begin{pmatrix} \mathbf{r}_A \\ \mathbf{r}_B \end{pmatrix}$$

$$\Gamma = \begin{pmatrix} \sigma_A & \sigma_{AB} \\ \sigma_{AB} & \sigma_B \end{pmatrix},$$

(C4)

where $\mathbf{r}_A$ ($\mathbf{r}_B$) and $\sigma_A$ ($\sigma_B$) are the displacement vector and covariance matrix of subsystem $A$ ($B$), while $\sigma_{AB}$ denotes the correlations between subsystem $A$ and $B$. We now consider measurements that can be performed on subsystem $B$ so that the conditional state of subsystem $A$ remains Gaussian. For that we consider the family of general-dyne measurements [67,68], in which homodyne detection is included. Thus, measuring the subsystem $B$ with a random outcome, $\mathbf{r}_{\text{out}}$ gives rise to the following conditional state of $A$:

$$\mathbf{r}_A' = \mathbf{r}_A + \sigma_{AB} (\sigma_B + \sigma_m)^{-1} (\mathbf{r}_{\text{out}} - \mathbf{r}_B)$$

(C5)

$$\sigma_A' = \sigma_A - \sigma_{AB} (\sigma_B + \sigma_m)^{-1} \sigma_{AB}^\dagger,$$

(C6)

where $\sigma_m$ is a positive symmetric matrix that depends on the kind of general-dyne measurement that is being performed. The measurement outcome is drawn from a multivariate Gaussian distribution with covariance matrix equal to $\sigma_B + \sigma_m$ and mean vector equal to $\mathbf{r}_B$. Thus, we can write

$$\mathbf{r}_{\text{out}} = \mathbf{r}_B + \sqrt{\sigma_B + \sigma_m} \mathbf{u}(0,I),$$

(C7)

where $\mathbf{u}(0,I)$ is a random vector drawn from a Gaussian distribution with 0 mean and covariance matrix equal to the identity, $I$. With this, we can rewrite Eq. (C5) as

$$\mathbf{r}_A' = \mathbf{r}_A + \sigma_{AB} (\sigma_B + \sigma_m)^{-1/2} \mathbf{u}(0,I),$$

(C8)

which describes how measuring subsystem $B$ has affected the state in $A$.

For the specific case of homodyne detection of the $x$ quadratures of each mode, we have [66,67,69]

$$\sigma_m = \lim_{z \to \infty} \bigoplus_{i=1}^{N} \text{diag}(z^{-2},z^2).$$

(C9)

In this case, the term of Eqs. (C5) and (C6) $(\sigma_B + \sigma_m)^{-1}$ in the limit of $z$ tending to infinity, tends towards the
following expression:

$$\lim_{z \to \infty} \left[ \sigma_B + \bigoplus_{i=1}^N \text{diag} \left( z^{-2}, z^2 \right) \right]^{-1} = (\Pi \sigma_B \Pi)^{\text{MP}}, \quad (C10)$$

where $\Pi = \bigoplus_{i=1}^N \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right)$ and MP stands for the Moore-Penrose inverse, [69]. The outcome vector from the homodyne measurement can be modeled from Eq. (C7), using the $\sigma_m$ matrix from Eq. (C9). However, special care has to be taken in this case, as in the limit of $z \to \infty$ we are introducing a divergent variance in the $p$-quadrature degrees of freedom. The shape that the inverse matrix from Eq. (C10) takes in this limit ensures convergence of the measurement outcome do not play a role in determining the conditional state of $A$. In practice, to obtain the outcome observables of the homodyne detection, we trace out the diverging degrees of freedom and, thus, consider only the $x$ quadratures. The resulting probability distribution of the outcome becomes

$$p(x_{\text{out}}^B) = \frac{\exp \left\{ - \left( x_{\text{out}}^B - x_B \right)^\top \sigma_{Bx}^{-1} \left( x_{\text{out}}^B - x_B \right) \right\}}{\pi^N \sqrt{\text{Det}(\sigma_{Bx})}}, \quad (C11)$$

where $\sigma_{Bx} = \text{Tr}_p(\sigma_B)$ and $x_B = \text{Tr}_p(\mathbf{r}_B)$ (the degrees of freedom of the $p$ quadratures have been traced out). The notation $\text{Tr}_p(\bullet)$ does not actually stand for the usual partial trace of a matrix. It is just a way of writing we are tracing out the components of the covariance matrix and first-moment vector, which contain information of the $p$ quadratures of every mode. For a generic $2N$-dimensional covariance matrix, $\sigma$, tracing out these components would yield a $N$-dimensional matrix with components:

$$\left[ \text{Tr}_p(\sigma) \right]_{ij} = \langle \hat{x}_i \hat{x}_j \rangle - \langle \hat{x}_i \rangle \langle \hat{x}_j \rangle, \quad (C12)$$

where the mean values stand for the quantum expected values of the observables for a given quantum state. This is consistent with the fact that, in experiments, homodyne detection only yields an outcome of one quadrature for each mode.

In our platform, we can easily identify the two subsystems. Before the BS coupling, we have the pulse coming out from the fiber and the external ancilla pulse, which are both independent of one another. After the BS coupling, we have the pulse that belongs to the fiber path as one subsystem and the one that travels to the homodyne detector (HD) as another. In this last case, there is generally entanglement between them (appearing as correlation terms in the $\sigma_{AB}$ matrix). As the $x$ quadratures of each pulse that reaches the detector is measured, the relative pulse (going through the fiber path) is conditioned to the measurement outcomes as detailed in Eqs. (C5) and (C6). The observables averaged over this ensemble of conditional states resemble the unconditional evolution, as it is expected in the case of Gaussian states [68]. Backaction effects in other quantum substrates would generally affect averages performed over conditional ensembles, so the unconditional evolution is not completely obtained through averaging. In the context of QRC this can negatively affect the performance, as it was shown in the case of qubits [28].

2. Round-trip dynamics of the reservoir

In this section, we describe the dynamical evolution of a single pulse at each round trip. As a physical ensemble of pulses is found in the fiber, the resulting equations will hold true for every pulse. At round trip $k$, every pulse coming out from the fiber will eventually couple to an external ancilla state through the BS. The quantum state of the whole system prior to the BS coupling can be described with the following displacement vector and covariance matrix:

$$\mathbf{r}_0^{(k)} = \left( \begin{array}{c} \mathbf{r}_R^{(k)} \\ \mathbf{0} \end{array} \right), \quad (C13)$$

$$\Gamma_0^{(k)} = \left( \begin{array}{cc} \sigma_R^{(k)} & \sigma_{\text{anc}}^{(k)} \\ \mathbf{0} & \sigma_{\text{anc}}^{(k)} \end{array} \right), \quad (C14)$$

where we write it as a composite system in which $\mathbf{r}_R$ and $\sigma_R$ are the displacements and covariance matrix of the pulse coming out from the fiber and $\sigma_{\text{anc}}$ is the covariance matrix of the ancilla pulse; the subindex 0 is introduced to denote the initial state in which the ancilla pulse and the reservoir pulse have not yet arrived to the BS. We remark that the ancilla pulse has a null displacement vector, as it is a vacuum state. Also, as both pulses are initially independent, the off-diagonal matrices of $\Gamma_0$ are null. As there are $N$ modes inside each pulse, with two quadratures each, the displacement vectors of each subsystem are $2N$ dimensional and their covariance matrices are $2N \times 2N$ matrices. In total, $\mathbf{r}_0$ is a $4N$-dimensional vector and $\Gamma_0$ is a $4N \times 4N$ matrix. The action of the BS can be written in the following matrix form:

$$B_R = \left( \begin{array}{cc} \sqrt{T} I_{2N} & \sqrt{\bar{T}} I_{2N} \\ -\sqrt{T} I_{2N} & \sqrt{\bar{T}} I_{2N} \end{array} \right), \quad (C15)$$

where $I_{2N}$ is the $2N \times 2N$ identity matrix. We recall that $R$ ($T$) is the reflectivity (transmissivity) of the BS. In turn, the symplectic matrix that describes the evolution inside both nonlinear crystals is the following:

$$S(\Delta t) = \left( \begin{array}{cc} S_1(\Delta t) & 0 \\ 0 & S_2(\Delta t) \end{array} \right), \quad (C16)$$
It is equivalent to the result in Eq. (C7) the measurement outcome of the measured pulse quadratures is the following:

\[ r^{(k+1)}_R = r^{(k)}_R + \sigma^{(k)}_{\text{corr}} \left[ \sigma^{(k)}_{\text{HD}} + \sigma_m \right]^{-1/2} u^{(k)}, \quad (C23) \]

\[ \sigma^{(k+1)}_R = \sigma^{(k)}_R - \sigma^{(k)}_{\text{corr}} \left[ \sigma^{(k)}_{\text{HD}} + \sigma_m \right]^{-1} \sigma^{(k)}_{\text{corr}} \top, \quad (C24) \]

in which the state of the pulse is conditioned to the outcome measurement from the homodyne detector [see Eqs. (C5) and (C6)].

3. Recursive equations

In this subsection, we work from Eqs. (C23) and (C24) to obtain expressions for the relevant output parameters as functions of the input history. These expressions are going to be useful to obtain the ideal case observables from Eq. (3). We start with the output displacements. From Eq. (C18) we have the following simple relations:

\[ r^{(k)}_\text{fiber} = \sqrt{R S_1(\Delta t)} r^{(k)}_R \quad (C25) \]

\[ r^{(k)}_\text{HD} = -\sqrt{T S_2(\Delta t)} r^{(k)}_R. \quad (C26) \]

We can substitute Eq. (C23) into Eqs. (C25) and (C26). Thus, by recursion, it yields the result

\[ r^{(k)}_\text{fiber} = \sum_{d=1}^{k} R_d^{d/2} S_1^{d}(\Delta t) \sigma^{(k-d)}_{\text{corr}} \left[ \sigma^{(k-d)}_{\text{HD}} + \sigma_m \right]^{-1/2} u^{(k-d)}, \quad (C27) \]

\[ r^{(k)}_\text{HD} = -TS_2(\Delta t) \sum_{d=1}^{k} R^{(d-1)/2} S_1^{d}(\Delta t) \sigma^{(k-d)}_{\text{corr}} \left[ \sigma^{(k-d)}_{\text{HD}} + \sigma_m \right]^{-1/2} u^{(k-d)}. \quad (C28) \]

Deviations from the origin (vacuum) in the reservoir pulse are originated by the stochastic displacements that the recurrent backaction produces. The same procedure can be performed with the covariance matrices. From Eq. C19, these relations follow

\[ \sigma^{(k)}_\text{fiber} = S_1(\Delta t) \left[ R \sigma^{(k)}_R + T \sigma^{(k)}_{\text{anc}} \right] S_1(\Delta t) \top, \quad (C29) \]

\[ \sigma^{(k)}_\text{HD} = S_2(\Delta t) \left[ T \sigma^{(k)}_R + R \sigma^{(k)}_{\text{anc}} \right] S_2(\Delta t) \top, \quad (C30) \]

\[ \sigma^{(k)}_{\text{corr}} = \sqrt{RTS_1(\Delta t)} \left[ \sigma^{(k)}_R - \sigma^{(k)}_{\text{anc}} \right] S_2(\Delta t) \top. \quad (C31) \]

From the equation for \( \sigma_{\text{fiber}} \), we note that similar recursion equations can be obtained by substituting it in Eq. (C19).

By recursion we can, again, get the expression of the covariance matrix in Eq. (C30) as functions of the input history. We write only the expression for \( \sigma_{\text{HD}} \) below, as in which \( S_1 (S_2) \) describes the evolution inside the crystal placed at the feedback fiber (detector) path. These matrices describe the evolution of the quadrature operators under the action of quadratic Hamiltonians such as the ones we are considering in Eq. (1). Concretely, the matrices \( S_1(\Delta t) \) and \( S_2(\Delta t) \) are analogous to the generic unitary operator \( U(\Delta t) = \exp \left[ -iH_{\text{eff}}(\Delta t) \right] \) for each nonlinear crystal. They act on the quadrature operators in phase space \([66,67]\). In our discussion of the parameters at the beginning of Sec. III, it was mentioned that the materials were not allowed to produce squeezing levels far beyond 15 dB. The squeezing produced by the materials can be computed by the Bloch-Messiah decomposition of matrices \( S_1 \) and \( S_2 \) \([70,71]\). We write the symplectic matrix of the whole process (BS + nonlinear crystals) as follows:

\[ S'(\Delta t) = S(\Delta t)B_R. \quad (C17) \]

After both pulses have come out from the nonlinear media, their state parameters have evolved as follows:

\[ r' = S'(\Delta t)r_0, \quad (C18) \]

\[ \Gamma' = S'(\Delta t)\Gamma_0 S'(\Delta t) \top, \quad (C19) \]

where the \( k \) labeling has been omitted for clarity. We can now split both \( r' \) and \( \Gamma' \) into two subsystems: one for the pulse that is being reinjected into the fiber and another one for the pulse that travels to the detector. We thus label with the “fiber” (“HD”) subscript to the parameters of the pulse that is reinjected in the fiber (traveling to the detector). So the resulting displacement vector and covariance matrix from Eqs. (C18) and (C19) can be written as

\[ r' = \begin{pmatrix} r^{(k)}_\text{fiber} \\ r^{(k)}_\text{HD} \end{pmatrix}, \quad (C20) \]

\[ \Gamma' = \begin{pmatrix} \sigma^{(k)}_\text{fiber} & \sigma^{(k)}_{\text{corr}} \\ \sigma^{(k)}_{\text{corr}} \top & \sigma^{(k)}_{\text{HD}} \end{pmatrix}, \quad (C21) \]

in which \( \sigma_{\text{corr}} \) is a \( 2N \times 2N \) matrix containing the correlations between the fiber pulse and the detected pulse. It is equivalent to \( \sigma_{AB} \) in Eq. (C4). As we saw in Sec. C1, and equivalent to the result in Eq. (C7) the measurement outcome of the measured pulse quadratures is the following:

\[ r^{(k)}_{\text{out}} = r^{(k)}_\text{HD} + \sqrt{\sigma^{(k)}_{\text{HD}} + \sigma_m} u^{(k)}, \quad (C22) \]

where, again, \( u^{(k)} \) is a random \( 2N \)-dimensional vector whose components are drawn from a normal distribution with zero mean a variance equal to one. The feedback pulse coming out from the fiber in the following round trip will have the following parameters:
it is the only one that is necessary for the mathematical derivations in the next section:

$$
\sigma_{\text{HD}}^{(k)} = RS_2 \sigma_{\text{anc}}^{(k)} + \sum_{d=1}^{k} \left[ T S_2 \sigma_{\text{anc}}^{(k-d)} S_1^\top \right] \sigma_{\text{HD}}^{(k-d)} + \sigma_m \left( \sigma_{\text{cor}}^{(k-d)} \right)^\top \left( S_1^{d-1} \right)^\top S_2^\top.
$$

The $\Delta t$ dependency of $S_1$ and $S_2$ has been omitted for clarity.

**APPENDIX D: INPUT ENCODING AND NONLINEARITY**

In this brief section we are going to elaborate on the degree distribution of the IPC as a function of the encoding choice, which is known to influence the nonlinearity [30,72,73]. We recall that the input ancilla states are single-mode squeezed vacuum states with the input signal encoded in their covariance matrices as in Eqs. (C1)–(C3). Concretely, in the main text we have used a squeezing angle encoding setting $r_k = 1$ and $s_k = 3\pi s_k / 4$. The input could also be encoded in the squeezing strength $r_k$, yielding a different degree distribution [30,72]. In this Appendix we focus our attention on angle encodings with $r_k = 1$ and $\phi_k = \beta s_k$, where $\beta > 0$. In Eqs. (C2) and (C3) the input nonlinearity comes from the functions $\sin(\phi_k)$ and $\cos(\phi_k)$. We now write the Taylor expansion of these functions as

$$
\sin(\beta s_k) = \beta s_k + \frac{\beta^3 s_k^3}{6} + \mathcal{O}(\beta^5),
$$

$$
\cos(\beta s_k) = 1 - \frac{\beta^2 s_k^2}{2} + \mathcal{O}(\beta^4).
$$

And so we actually see that the smaller the value of $\beta$, the closer $c_\pm(s_k)$ ($\varepsilon(s_k)$) are from being linear functions of $s_k$ and $s_k^2$ ($s_k^3$). So for smaller values of $\beta$ the linear and low nonlinear contributions to the IPC will be greater. On the other hand, as we increase the value of $\beta$, the high nonlinear terms will be more relevant. This is visualized in Fig. 6.

**APPENDIX E: ENSEMBLE AVERAGES AND IDEAL CASE LIMIT**

In this section, we derive the expression for the covariance matrix of the output signal in Eq. (C22) for an infinite ensemble of pulses, so that we get rid of any statistical error. It is relevant to remark that, as we are not considering any filter, every pulse in the ensemble is conditioned to a measurement outcome history throughout a certain number of round trips. As we see, by averaging over an ensemble of conditioned realizations with no filters, the unconditional state arises. As it was already commented in Sec. II, this is an already known feature of conditional Gaussian states under general-dyne monitoring [68].

To denote the ensemble pulses we add a label $m$, which ranges from 1 to $M$ (the total number of pulses in the ensemble). In that manner, we take Eq. (C22) and add the ensemble label, so the measurement outcome of the $m$th pulse is

$$
\mathbf{r}_{\text{out}}^{(k,m)} = \mathbf{r}_{\text{HD}}^{(k,m)} + \sqrt{\sigma_{\text{HD}}^{(k,m)}} \mathbf{u}^{(k,m)}.
$$

In Fig. 1(b) the outcome measurement of the first term of $\mathbf{r}_{\text{out}}^{(k,m)}$ for some number of pulses in the ensemble was shown. As we discussed at the end of Sec. C1, for homodyne detection of the $x$ quadratures the readout vector has $N$ terms (instead of the $2N$ terms that $\mathbf{r}_{\text{out}}^{(k,m)}$ in a more general scenario). For this section, we arrive at the final expressions in the general case and, then, take the homodyne limit. In Sec. II, we introduced the ensemble averages as

$$
\langle A^{(k)} \rangle_M = \frac{1}{M} \sum_{m=1}^{M} A^{(k,m)},
$$

for any generic measurable observable, $A$. We use the following notation to denote the average limit of an infinite number of ensemble realization: $\langle A^{(k)} \rangle \equiv \lim_{M \to \infty} \langle A^{(k)} \rangle_M$. Having this defined, we consider the expected value of the covariance of the output signal from Eq. (E1) and obtain

$$
\mathbf{r}_{\text{out}}^{(k)} \mathbf{r}_{\text{out}}^{(k)}\top = \langle \mathbf{r}_{\text{HD}}^{(k)} \mathbf{r}_{\text{HD}}^{(k)}\top \rangle + \sigma_{\text{HD}}^{(k)} + \sigma_m,
$$

in which we have taken advantage of the fact that the terms of every vector $\mathbf{u}^{(k,m)}$ are taken from a one-dimensional normal distribution with zero mean and variance equal to one. If we substitute $\mathbf{r}_{\text{HD}}^{(k)}$ with its expression from Eq. (C28), perform the average over infinite pulses, and
also substitute $\sigma_{\text{HD}}^{(k)}$ from its expression in Eq. (C32), we can derive the resulting expression
\[
\begin{align*}
\left(\mathbf{r}_{\text{out}}^{(k)}\right)^\top = & \quad R S_2 \sigma_{\text{anc}}^{(k)} S_2^\top + \sigma_m \\
+ & \quad T^2 S_2 \sum_{d=1}^{k-1} R^{d-1} S_1^{d} \sigma_{\text{anc}}^{(k-d)} \left(S_1^\top\right)^\top S_2^\top.
\end{align*}
\] (E4)

We already note that these second moments resemble the unconditional dynamics, as there are no terms depending on $\sigma_{\text{anc}}^{(k-d)}$, which determined the conditional evolution of the feedback pulses, as seen in Eqs. (C23) and (C24). Although the pulses that reach the detector are not, in general, vacuum states (due to the conditional displacements), we can easily see that $\left(\mathbf{r}_{\text{out}}^{(k)}\right) = 0$ (back to the unconditional scenario). In that case, the second moments’ expression that we derived in Eq. (E4) is equal to the covariance matrix of the output signal, that is, $\left(\mathbf{r}_{\text{out}}^{(k)}\right)^\top = \text{cov} \left(\mathbf{r}_{\text{out}}^{(k)}\right)$. We rename $\text{cov} \left(\mathbf{r}_{\text{out}}^{(k)}\right)$ to $\sigma_{\text{ideal}}^{(k)}$, yielding
\[
\sigma_{\text{ideal}}^{(k)} = \sum_{d=0}^{\infty} \gamma_d^{(k)} + \sigma_m,
\] (E5)
in which each $\gamma_d^{(k)}$ is the term including $\sigma_{\text{anc}}^{(k-d)}$ from Eq. (E4). Expression (E5) is similar to Eq. (3). The only difference lies in the fact that in Eq. (3) the covariance corresponds to the position quadratures block as we have considered homodyne detection of the $x$ quadratures to obtain $\sigma_{\text{ideal}}^{(k)}$. This is equivalent to tracing out the $p$-quadrature degrees of freedom from every term in Eq. (E5), taking into account that $\text{Tr}_p \left(\sigma_m\right) = 0$ (for this measurement scheme). This yields the expression
\[
\begin{align*}
\gamma_0^{(k)} = & \quad R \text{Tr}_p \left(S_2 \sigma_{\text{anc}}^{(k)} S_2^\top\right) \\
\gamma_d^{(k)} = & \quad (1 - R)^2 R^{d-1} \text{Tr}_p \left(S_2 S_1^{d} \sigma_{\text{anc}}^{(k-d)} \left(S_1^\top\right)^\top S_2^\top\right)
\end{align*}
\] (E6)
for $d \geq 1$, in the case of homodyne detection of the $x$ quadratures. We have replaced the transmissivity $T$ by $1 - R$ to make the relation between Eqs. (E6) and (4) more evident. It can be noted from Eq. (E6) that the dependence on $d$ is not only found on $R^{d-1}$, but also inside the trace (in the terms $S_1^d$). However, we observe numerically that averaging among different Hamiltonians and different input strings removes every dependency on $d$ apart from the one in $R^{d-1}$.

**APPENDIX F: FADING MEMORY CONDITION AND ECHO STATE PROPERTY**

In this section, we briefly state how both the fading memory condition and the echo-state property [15, 65], which are necessary conditions for a functional RC platform, are fulfilled by our platform. We begin from the theorem formulated in Ref. [30] for linear Gaussian dynamics. We have a linear Gaussian system whose quadrature operators evolve at the $k$th time step such as
\[
\mathbf{r}_R^{(k+1)} = A \mathbf{r}_R^{(k)} + B \mathbf{r}_{\text{anc}}^{(k)},
\] (F1)
where $\mathbf{r}_R^{(k)}$ is the quadrature operator vector of the reservoir and $\mathbf{r}_{\text{anc}}^{(k)}$ the one of the ancilla input, both at time step $k$. Then both the echo-state property and the fading memory condition are fulfilled if $\rho \left[A \rho \right] < 1$, being $\rho \left[A \rho \right]$ the spectral radius of a matrix. In our case, the symplectic matrix determining the dynamics of our platform is the one from Eq. (C17), which can be explicitly written in the form
\[
S' \left(\Delta t\right) = \left(\begin{array}{cc}
\sqrt{RS_1(\Delta t)} & -\sqrt{1 - RS_2(\Delta t)} \\
-\sqrt{1 - RS_1(\Delta t)} & \sqrt{RS_2(\Delta t)}
\end{array}\right).
\] (F2)
In our platform, it can be clearly seen how $\rho \equiv \sqrt{RS_1(\Delta t)}$, so we must have $\rho \left[\sqrt{RS_1(\Delta t)}\right] = \sqrt{R}\rho \left[S_1(\Delta t)\right] < 1$. It can be shown that $\rho \left[S_1(\Delta t)\right] = 1$. The proof is carried out as follows: from the time evolution of the quadrature operators in the Heisenberg picture under a quadratic Hamiltonian [as on Eq. (1)] it can be shown that the resulting symplectic transformation can be written as $S_1(\Delta t) = \exp(\Omega H_1 \Delta t)$, where $H_1$ is a $2N \times 2N$ symmetric matrix and $\Omega = \bigoplus_{i=1}^{N} \left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)$. We have considered only stable Hamiltonians in our simulations, so $H_1 > 0$ (positive definite). In this scenario, it can be shown that the eigenvalues of $\Omega H_1$ are purely imaginary [67], which means that $\rho \left[\exp(\Omega H_1 \Delta t)\right] = 1$. We thus have that in our platform $\rho \left[A \right] = \sqrt{R}$, which is always $< 1$, and thus both the fading memory condition and the echo-state property are fulfilled.

**APPENDIX G: RESOLUTION ANALYSIS**

In this section, we analyze in detail the main mathematical relations concerning the SNR of the delayed terms, $\gamma_d^{(k)}$. We thus show how we have obtained the main theoretical results from Sec. III B. We start from the delayed SNR matrix, $\left|\begin{array}{c}
\gamma_d^{(k)} \\
\xi_M^{(k)}
\end{array}\right|$, that was introduced in Sec. III B. If we average the SNR among realizations of the input story and the Hamiltonians, we observe that
\[
\left\langle \left|\begin{array}{c}
\gamma_d^{(k)} \\
\xi_M^{(k)}
\end{array}\right| \right\rangle_{s,\bar{H}} = R^{d-1} \left|\begin{array}{c}
\gamma_1^{(k)} \\
\xi_M^{(k)}
\end{array}\right|_{s,\bar{H}}.
\] (G1)
Equation (G1) is a key numerical observation and will be useful in the following arguments. For the rest of the section, the subindex $s, \bar{H}$ and the label $(k)$ are removed for simplicity. That is, when averaging over realizations
the magnitude of the ideal delayed terms differs only on a factor equal to $R^{d-1}$. In Eq. (G1) the $\gamma_1$ term can be further expanded as

$$\left\| \frac{\gamma_1}{\xi_M} \right\| = \sqrt{M}(1 - R)^2C_{\text{SNR}}.$$  \tag{G2}

In Eq. (G2) the term $\sqrt{M}$ comes from the dependency of $M$ of the noise, while the term $(1 - R)^2$ denotes the transmissivity dependence from Eq. (4) that has been already commented. The term $C_{\text{SNR}}$ is neither a function of $M$, $R$ nor $d$, but can be dependent on all the other parameters (including $N$). From Eqs. (G1) and (G2) we are going to derive the main theoretical equations regarding the SNR.

1. Derivation of Eq. (6)

In this subsection, we derive an expression that accounts for how much we have to scale the number of measurements $M$ to be able to resolve $\Delta d$ steps in the past. We start by considering that we can already, with $M$ measurements, properly resolve inputs up to a certain delay $d$. That is, the SNR of $\gamma_d^{(k)}$ for a statistical noise $\xi_M^{(k)}$ is high enough. We now impose the SNR of $\gamma_{d+\Delta d}$ to be equal to the one of $\gamma_d^{(k)}$. This would require a higher number of measurements, which we call $M'$. This equality can be written as follows:

$$\left\| \frac{\gamma_d}{\xi_M} \right\| = \left\| \frac{\gamma_{d+\Delta d}}{\xi_{M'}} \right\|.$$  \tag{G3}

If we now substitute from Eqs. (G1) and (G2), we get

$$\sqrt{M}R^d = \sqrt{M'}R^{d+\Delta d}.$$  \tag{G4}

By reordering and simplifying the equation above we end up with the following result:

$$\frac{M'}{M} = R^{-2\Delta d},$$  \tag{G5}

which is the one shown in Eq. (6). We can isolate the term $\Delta d$ from Eq. (G5) to yield the following result:

$$\Delta d = \log_R \sqrt{\frac{M}{M'}}.$$  \tag{G6}

This relation relates the measurement increase, $M'/M$, with the resolution enhancement, $\Delta d$. We note that a linear increase in the delay resolution yields an exponential increase in the number of measurements.

2. SNR main equations

The SNR lines shown in dBs in Figs. 3(b) and 3(c) have a simple mathematical representation. From Eq. (G1) we can infer that

$$10 \log_{10} \left( \left\| \frac{\gamma_d}{\xi_M} \right\| \right) = 10 \log_{10} \left( \left\| \frac{\gamma_1}{\xi_M} \right\| \right) + 10(d - 1) \log_{10} R,$$  \tag{G7}

which is just a linear equation of $d$. In visual representations, such as in Figs. 3(b) and 3(c), the slope corresponds to $10 \log_{10} R$ and the height to $10 \log_{10} (|\gamma_1\xi_{M-1}^1|)$. Using Eq. (G2), we can further expand the SNR of $\gamma_1^{(k)}$ inside the logarithm as

$$10 \log_{10} \left( \left\| \frac{\gamma_1}{\xi_M} \right\| \right) = 10 \left[ \frac{1}{2} \log_{10} M + 2 \log_{10} (1 - R)\right] + \log_{10} C_{\text{SNR}}.$$  \tag{G8}

The SNR thus has a simple behavior when changing the parameters $M$ and $R$. For instance, changing the number of measurements from $M$ to $M'$ yields a difference on the SNR of $\gamma_1^{(k)}$ of

$$\left\| \frac{\gamma_1}{\xi_{M'}} \right\| - \left\| \frac{\gamma_1}{\xi_M} \right\| = 5 \log_{10} \left( \frac{M'}{M} \right).$$  \tag{G9}

For the case of changing the reflectivity from $R$ to $R'$, the difference on the $\gamma_1^{(k)}$ term is given by

$$\left\| \frac{\gamma_1(R)}{\xi_M} \right\| - \left\| \frac{\gamma_1(R)}{\xi_M} \right\| = 20 \log_{10} \left( \frac{1 - R'}{1 - R} \right).$$  \tag{G10}

The term multiplying $(d - 1)$ (slope) also changes to $10 \log_{10} R'$.

3. Derivation of Eq. (8)

In this subsection, we now consider a dependency with the size of the system, $N$. We aim to get an equation that allows us to improve the delay resolution quadratically without an exponential scaling of $M$. We argued that only the SNR of $\gamma_1^{(k)}$ has a dependency on $N$ through the term $C_{\text{SNR}}$ in Eq. (G2). In the size intervals we have considered for this paper (up to $N = 12$), $\langle |\gamma_1\xi_{M-1}^1| \rangle$ remained practically constant with $N$, as it is shown in Fig. 7. We have thus taken the approximation in which we consider no dependency on $N$.

The strategy to get a quadratic increase in resolution as we increase $N$, which ensures that the normalized IPC at least remains constant, is conceived as follows. We know that for higher values of $R$ it is less costly to resolve further
We take the delay so that, for a fixed SNR, \( d \) terms into the past. We are thus interested in increasing the value of \( R \) with \( N \). We consider the following function:

\[
R(N) = 1 - \frac{C}{N^2},
\]

in which \( C \) is an arbitrary constant. We recall the SNR equality from Eq. (G3) that we used to obtain Eq. (G5), taking into account that now neither \( R \) nor \( M \) remain constant. We take the delay so that, for a fixed SNR, \( d(N) = \alpha N^2 \), where \( \alpha \) is an arbitrary constant. This will ensure that the resolution scales quadratically with \( N \). We can rewrite the equality in Eq. (G3) as

\[
\sqrt{M(1 - R)^2} R^{d - 1} = \sqrt{M'}(1 - R')^2 (R')^{d' - 1},
\]

where \( M, R, \) and \( d \) are functions of \( N \) and \( M', R', \) and \( d' \) are functions of \( N' \). The equality above can be reordered as

\[
\sqrt{\frac{M'}{M}} = \left( \frac{1 - R}{1 - R'} \right)^2 \frac{R^{d - 1}}{(R')^{d' - 1}}.
\]

We now turn our attention to the last term regarding the \( R^{d - 1} \) and \( (R')^{d' - 1} \). If we substitute the chosen functions \( R(N) \) and \( d(N) \) in the term \( R^{d - 1} \), we can perform a series expansion of \( N^{-1} \), yielding

\[
R(N)^{d(N) - 1} = \left( 1 - \frac{C}{N^2} \right)^{\alpha N^2 - 1} = e^{-\alpha N^2} + \mathcal{O}(N^{-2}).
\]

Thus, the fraction of \( R^{d - 1}/(R')^{d' - 1} \) is 1. With this, Eq. (G13) can be rewritten as

\[
\frac{M'}{M} \approx \left( \frac{N'}{N} \right)^8.
\]

We end up with \( M(N) \propto N^8 \), which is the polynomial scaling condition from Eq. (8).
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