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ABSTRACT. Flexibility options, such as demand response, energy storage and interconnection, have the potential to reduce variation in electricity prices between different future scenarios, therefore reducing investment risk. Moreover, investment in flexibility options can lower the need for generation capacity. However, there are complex interactions between different flexibility options. In this paper, we investigate the interactions between flexibility and investment risk in electricity markets. We employ a large-scale stochastic transmission and generation expansion model of the European electricity system. Using this model, we first investigate the effect of risk aversion on the investment decisions. We find that the interplay of parameters leads to (i) more investment in a less emission-intensive energy system if planners are risk averse (hedging against CO₂ price uncertainty) and (ii) constant total installed capacity, regardless of the level of risk aversion (planners do not hedge against demand and RES deployment uncertainties). Second, we investigate the individual effects of three flexibility elements on optimal investment levels under different levels of risk aversion: demand response, investment in additional interconnection capacity and investment in additional energy storage. We find that flexible technologies have a higher value for risk-averse decision-makers, although the effects are nonlinear. Finally, we investigate the interactions between the flexibility elements. We find that risk-averse decision-makers show a strong preference for transmission grid expansion once flexibility is available at low cost levels.
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1. Introduction

Investments in electricity transmission and generation capacity are made under a significant amount of uncertainty. The sources of this uncertainty include, among others, the future levels and spatio-temporal distributions of electricity demand, fuel costs and future energy policy. In recent years, these uncertainties have arguably increased due to the ongoing evolution of supply- and demand-side technologies and rapid policy changes designed to encourage a transition to low-carbon energy systems. Because transmission and generation investments have long lead times and are difficult to reverse, they are subject to a large – and arguably increasing – amount of risk.

As in most markets, investors in electricity markets are usually risk averse (Wustenhagen and Teppo 2006; Salm 2018; Ostrovnya et al. 2020. This risk aversion arises from the risk aversion of individual decision-making agents within...
firms, the use of risk mark-ups on the expected return on investment, the use of risk-averse probabilistic metrics by the institutions that finance new projects, and other factors. There is evidence that, separately from the increase in energy investment risk, investor risk aversion itself is increasing as a result of the participation of less traditional actors, such as institutional investors, in energy markets (Salm 2018). Therefore, the literature on transmission and generation planning has begun to include risk-averse objectives in planning models (e.g. Fan et al. 2010; Ehrenmann and Smeers 2011; Delgado and Claro 2013; Munoz et al. 2017; Ambrosius et al. 2020. Although the exact impacts of risk aversion differ according to the specifics of the settings analysed and the types of uncertainty considered, most of these studies show that risk aversion significantly changes optimal transmission and generation expansion plans.

These insights are useful. However, the existing literature has several gaps that we aim to address in this paper. Most importantly, previous studies have tended to analyse current electricity markets, which feature only limited deployment of flexibility elements, such as energy storage, demand response and international integration. In all likelihood, future electricity markets will significantly increase the deployment of these flexibility elements. This is especially important in the context of risk aversion. These sources of flexibility will enable the more efficient integration of low-carbon generation technologies, allowing fuel price and carbon price risk to be addressed at lower cost. They can also reduce demand-side risk by decreasing demand peaks. Finally, flexible technologies can reduce spatial risks by allowing electricity to be transported more efficiently. Therefore, the risk profiles of future electricity markets are likely to differ substantially from those of current markets; by extension, the effects of risk aversion will change as well.

A second, closely related gap is that the existing literature not only tends to analyse relatively inflexible electricity markets, it also generally does not explicitly include investment in flexible technologies such as storage or interconnection. In addition to their different risk profiles, flexible systems offer a wider set of investments that can be undertaken to mitigate risk exposure. These may include investment decisions in flexible technologies in addition to generation capacity.

Third, the existing literature on risk aversion includes renewable investment as an endogenous variable. Since renewable investment is an effective hedge against fuel and carbon price risk, as has been shown in the literature (e.g. Munoz et al. 2017), it often drives model results; suggesting a higher amount of investment in renewables when decision-makers are risk averse. In many jurisdictions, however, renewable investment is driven more by policy and central planning than by market forces. Therefore, such investment might not serve as a relatively inexpensive hedge against high fuel or carbon prices.

In this paper, we explicitly analyse the interactions between risk aversion and flexibility. Since international interconnection is one of the most widely recognised elements of flexibility, we cannot simply focus on a single electricity market but instead consider a series of linked markets. This simultaneously addresses a fourth gap in the existing literature on risk aversion, which typically focuses on individual markets even though investors often operate across markets. Our case study focuses on the European electricity market, which consists of several linked but independent national markets. Using an integrated planning model applied to a simplified representation of the European electricity grid, we consider three types of flexible technologies: increasing interconnection between national markets, energy storage investment and demand flexibility. As mentioned above, increasing interconnection provides flexibility because it allows the movement of electricity – especially low-cost renewable electricity – in space. Energy storage can move electricity in time. Finally,
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Demand flexibility allows consumers to more efficiently signal their valuation of electricity, allowing scarce resources to be allocated more efficiently and reducing the need for investment in peak-load capacity with low utilisation rates.

We analyse the impact of each of these sources of flexibility on the system in turn and then also consider the interactions between them. Of particular importance are the interactions between increasing interconnection and demand flexibility. Since each country has its own distinct industry structure, with different levels of willingness to pay between industries and between countries, increasing flexibility can increase overall efficiency but also significantly affect the spatial distribution of investment and net demand. Unlike earlier studies, we consider renewable investment to be exogenous (i.e. determined by existing long-term national renewable expansion plans rather than by electricity market prices) but stochastic (i.e. there is uncertainty about how successful current plans will be). We also consider demand, fuel price and carbon price uncertainty using an inter- and extrapolation of the widely used ENTSOs Ten-Year Network Development Plan (TYNDP) scenarios (ENTSOs 2018).

This approach allows us to address the four gaps identified above. In addition to contributing to the literature on risk-averse planning by generalising it to flexible energy systems, we also advance the literature on the value of flexibility elements by including the value of energy storage, interconnection and demand response. We generalise this literature by including the value of flexibility in terms of risk reduction, which, as we will see, is important if decision-makers are risk averse.

In line with the previous literature, we find that risk aversion significantly affects investments in transmission and generation capacity. Although we include uncertainty in demand, renewable capacity and fuel prices, we find that carbon price uncertainty generates the highest level of investment risk in the European context. In response, risk aversion decreases investment incentives especially for high-emission technologies despite the risk of failing to meet electricity demand. Conversely, risk aversion increases investment in international interconnection capacity when this option is available. Risk aversion also increases incentives to invest in energy storage and to utilise demand flexibility. Finally, there are important nonlinear interactions between these flexibility elements. In particular, when all flexibility options are available at low cost, risk-averse system planners increasingly use the interconnection expansion option, reducing the reliance on demand flexibility and storage expansion. When flexibility options are available but more expensive, the opposite happens.

The next section briefly reviews the existing literature on risk aversion in electricity markets. Section 3 sets out the details of our modelling methodology. Section 4 provides all our assumptions regarding the scenarios and data. Our results are presented in Section 5 and discussed in Section 6. Section 7 concludes.

2. Literature review

Questions concerning optimal or expected generation and transmission capacity expansions have been a subject of research for decades. A wide range of models have been developed to help determine optimal transmission expansion plans, simulate prices and investment incentives under different future scenarios, determine the impact of market design changes, among others. Early models were deterministic and often tailored towards either generation or transmission expansion in isolation. Currently, the most common approach integrates transmission and generation expansion into a multi-level partial equilibrium model of the electricity sector. If markets are assumed to be perfectly competitive, which is the usual approach, and transmission planners are assumed to maximise social surplus, the problem can be condensed into a single-level optimisation model (Garces et al. 2009).
One key finding that has been shown repeatedly is that explicitly considering uncertainty is important when modelling generation and transmission expansion. Models that rely on the heuristic application of deterministic models lead to a significant cost of ignoring uncertainty, as shown by Riepin et al. (2021), who investigate the expected costs of ignoring uncertainty for investments in an integrated electricity and gas market model. In response to this, and to rapid decreases in the computational cost of large-scale models, stochastic capacity expansion models have become more common (e.g. van der Weijde and Hobbs 2012; Pozo et al. 2013; Ambrosius et al. 2020).

Most stochastic studies use simple expected-value optimisation models. While such models are useful, they do not account for the fact that real-world investors are risk averse and therefore under- or overestimate investment incentives for particular technologies or locations. In response, risk-averse objectives have been included using either nonlinear utility functions (e.g. Fan et al. 2010) or, more recently, coherent risk metrics (e.g. Munoz et al. 2017). These studies show that, like uncertainty, risk aversion changes investment strategies. Generally, higher levels of risk aversion lead to more investment in renewables (Tietjen et al. 2016; Inzunza et al. 2016; Diaz et al. 2019) complemented by lower-cost thermal capacity (Ehrenmann and Smeers 2011), although the precise implications depend heavily on the types and relative magnitudes of the uncertainties considered.

At the same time, scholars have shown increasing interest in considering investment options other than straightforward transmission and generation capacity. Studies have examined storage investment (e.g. Fernández-Blanco et al. 2017; Boffino et al. 2019), investment in the presence of demand response (Devine et al. 2019) investment in power plant flexibility (Garðarsdóttir et al. 2018), market-participating residential microgeneration (Calvillo et al. 2016), as well as other demand-side flexibility options (Moreno et al. 2017).

So far, however, little attention has been paid to the interactions between risk aversion and flexibility in electricity markets. These interactions are clearly important. Diaz et al. (2019) use a risk-averse stochastic planning model to show that electricity storage reduces price risk and is therefore more attractive as part of a risk-averse portfolio. The same is likely to be true for other flexibility options. There are also obvious interactions between different types of flexibility. For instance, Cepeda et al. (2009) use a simple statistical model to demonstrate that interconnection and load shedding, which can be thought of as a last-resort type of demand flexibility, are substitutes. Cepeda et al. (2009) also show that in connected asymmetric markets, the effects of adding flexibility options will also be asymmetric, with some markets benefiting more than others.

Therefore, there is a gap in the existing literature, which we aim to address in this paper. We consider the interactions between risk aversion and three types of flexibility: demand response, international interconnection and energy storage. As we are interested in empirical results in addition to theoretical effects, we employ a large stochastic model of the European electricity system combined with a widely used set of scenarios and a detailed representation of demand flexibility. Instead of the common approach, which uses continuous direct demand functions which are often difficult to parameterise, we approximate the real-world flexibility of demand by constructing piecewise linear demand functions based on the different components of electricity demand in each market and their estimated value of lack of adequacy (VoLA). We exogenously vary the amount of these flexible options to determine

---

1CEPA (2018) defines this as the equivalent of the value of lost load (VoLL) when notice is provided one day ahead of the supply interruption.
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their individual and joint effects, but also consider cases where investment in storage and interconnection is endogenous.

3. Methods

In this section, we first present a general form of the stochastic optimisation problem that we apply. Second, we introduce our approach to modelling the risk aversion of market participants. Third, we explain how we translate this approach to a large-scale optimisation model of the European electricity market. Fourth, we discuss the input data for the model.

3.1. Two-stage stochastic optimisation. Consider a linear optimisation problem (LP) where \( x \) represents a vector of variables, \( c \) and \( b \) are vectors of parameters, \( A \) is a matrix of parameters and \( T \) is a matrix transpose. The inequalities specify a convex polytope that constrains the objective function. The optimal deterministic solution (DS) is to find a vector \( x \) that minimises the objective function given a set of constraints:

\[
\text{DS} := \min_x c^T x \\
\text{s.t. } Ax \geq b, x \geq 0
\]  

(1)

Deterministic linear problems of this type can be scaled to large optimisation problems with high levels of empirically relevant detail for the energy sector. They can then be solved with efficient linear solvers such as CPLEX and Gurobi.

However, whenever energy planners attempt to construct a model of a real-world electricity market, they are faced with multiple parametric uncertainties. This is true irrespective of the application domain. These uncertainties include (market-driven) prices for energy carriers, the future development of demand levels and CO\(_2\) prices, structural changes in the energy sector (e.g. nuclear phase-outs), regulation (e.g. decolonisation policies and the subsidisation of renewable generation) and many more factors.

In the literature, this parametric uncertainty is typically addressed reactively – through sensitivity analyses – or proactively – through stochastic programming formulations (Mulvey et al. 1995). The aim of the first approach is to reveal the impact of data perturbations on a model’s recommendations. Such an exercise is reactive in that it only discovers the impact of data uncertainty on model outputs and requires a predefined heuristic rule to make a decision that is good enough given all the scenarios under consideration.

The aim of the (proactive) approach is to explicitly incorporate uncertainty as part of the optimisation problem. This can be done by formulating a two-stage stochastic linear optimization problem that uses a probability distribution or scenario set to describe the uncertain parameters. In such a problem, the optimal first-stage decisions must be made before the information about uncertain parameters is revealed, while the second-stage decisions are made after it is revealed. The general form of a two-stage stochastic LP as described in Birge and Louveaux (2011) is as follows:

\[
\text{SS} := \min_x c^T x + \mathbb{E}_s[Q(x, s)] \\
\text{s.t. } Ax \geq b, x \geq 0
\]

where

\[
Q(x, s) := \min_y q^T y \\
\text{s.t. } T_s x + W_s y \geq d_s, y \geq 0
\]  

(2)

(3)
where \( x \) denotes the vector of first-stage variables, \( y \) is the vector of second-stage variables and \( s \) is the vector of uncertain data (i.e. the discrete set of scenarios that include a finite number of scenarios with differences regarding the uncertain parameters). Each scenario \( s \in S \) occurs with a probability \( \sum_s \pi_s = 1 \). The first-stage parameters \((c^T, A, b)\) in Eq. (2) are assumed to be known with certainty. The second-stage decisions in Eq. (3) are restricted by the first-stage decisions \( x \), and the parameters \((q, T, W, d)\) are actual realisations of uncertain data (i.e. the solution must be feasible for every scenario \( s \in S \)). Overall, the first-stage problem seeks to minimise the sum of the costs of the first-stage decisions and the expected costs of the second-stage decisions. The second-stage problem accordingly seeks to minimise the second-stage costs.

In the context of our electricity market application, solving problem (2–3) implies finding both (i) the optimal first-stage investment decisions for power generation and transmission capacities \( \hat{x} \) under uncertainty by considering the probability of the uncertain events\(^2\) and (ii) the optimal second-stage dispatch decisions (generation, storage and demand response) for each realisation of \( s \in S \) (i.e. after market agents have full knowledge of the uncertain parameters).

### 3.2. Modelling risk aversion

As discussed above, individual decision-making agents in the electricity markets are usually risk averse. Hence, we include risk aversion in the objectives of the mathematical models when modelling investment decisions and system development. In general, this involves replacing the expectation operator in Eq. (2) with a risk measure. In line with the previous literature (e.g. Munoz et al. 2017), we use a convex combination of the second-stage expected value and the conditional value at risk (CVaR) (Rockafellar, Uryasev, et al. 2000). The CVaR is a coherent risk measure that effectively increases the weight on the \( 1 - \alpha\% \) worst outcomes, where ‘worst’ is defined endogenously. Since it is the solution to a linear optimisation problem, it can easily be integrated into the stochastic framework described above. Increasing the weight of a discrete set of worst outcomes is also consistent with the use of P90 percentiles and threshold values in energy finance (Mora et al. 2019), which is one reason why investors are often risk averse.

### 3.3. The stochastic optimization problem for European electricity markets with risk aversion

Following the model structure outlined above, we develop and apply a stochastic large-scale optimisation model of the European electricity sector considering risk-averse decision-makers. The model results include spatial and temporal decisions about investments in electricity generation, transmission and storage capacities, as well as decisions about the generation, trade and storage of electricity.

The geographic scope of the model includes most EU27 member states\(^3\), Norway, Switzerland and the United Kingdom. The single market zones are connected through net transfer capacities (NTCs). A list of the regions considered is presented in Appendix B. The temporal scope of the model includes three representative years: 2020, 2025 and 2030; each year is modelled by 350 representative operational hours. This approach ensures the inclusion of both long-term investment dynamics and the short-term dispatch of infrastructure elements. Investment decisions are made once, at the beginning of the modelled period.

In the following, we present our optimisation model. We first establish a nomenclature and then provide all relevant model formulations.

---

\(^2\)Note that investment decisions must hold for all realisations of \( s \in S \)

\(^3\)Cyprus, Ireland, Iceland and Malta are not included
3.3.1. **Nomenclature.** Note that we use capital letters for all sets and parameters except for the parameters $\alpha$, $\eta_i$, $\rho_s$ and $\omega$.

### Sets and indices
- **HR(I)**: Hydro reservoirs as subset of $I$
- **PSP(I)**: Pump storage plants as subset of $I$
- **SEC**: Industry sector
- **I**: Technology
- **M**: Month
- **N, NN**: Node
- **S**: Scenario
- **T**: (Representative) hours
- **Y**: Year

### Parameters
- $\alpha$: Confidence level on CVar
- $\eta_i$: Efficiency rate of a generation technology
- $AF_{i,n,t,y}$: Availability factor for conventional and renewable generation capacities
- $CAP_{i,n,y}$: Confidence level on CVar
- $CX_{i,n,y}$: Annualised investment costs power generation capacity [€/MW$_{el}$]
- $CY_{n,nn,y}$: Annualised investment costs net transfer capacity [€/MW$_{el}$]
- $CZ_y$: Annualised investment costs PSP capacity [€/MW$_{el}$]
- $DF_y$: Discounting factor
- $VC_{i,n,y,s}$: Variable generation costs [€/MWh$_{el}$]
- $VOLA_{sec,n,y}$: Value of lost adequacy [€/MWh$_{el}$]
- $\omega$: Weight on CVar
- $\rho_s$: Probability of scenario $s$
- $D_{n,t,y,s}$: Electricity demand [MWh$_{el}$/h]
- $X_{i,n}^{max}$: Upper limit for generation capacity investments [MW$_{el}$]
- $Z_{n}^{max}$: Upper limit for storage capacity investments [MW$_{el}$]

### Variables
- $c_{var}$: Conditional value at risk
- $IC$: Total first-stage investment costs [€]
- $OC$: Total second-stage operation costs [€]
- $TC$: Total system costs [€]
- $\zeta$: Value at risk
- $a_s$: Auxiliary variable for CVaR
- $g_{i,n,t,y,s}$: Electricity generation [MWh$_{el}$/h]
- $s_{i,n,t,y,s}$: Storage level of PSP [MWh$_{el}$]
- $x_{i,n,y}$: Investments in electricity generation capacity [MW$_{el}$]
- $y_{n,nn,y}$: Investments in net transfer capacity [MW$_{el}$]
- $z_{psp,n,y}$: Investments in pump storage capacity [MW$_{el}$]

3.3.2. **Model formulation.** The objective function in Eq. 4 minimises total system costs considering the costs of all first-stage investments $IC$ and second-stage operation costs $OC$. With increasing risk aversion, decision-makers give a higher weight $\omega$ to the riskiest scenarios considered in $c_{var}$.

$$\min TC = IC + (1-\omega)\sum_s \rho_s OC_s + \omega c_{var}$$  

(4)

The investment costs $IC$ include all discounted annualised investments in power generation capacities $x_{i,n,y}$, cross-border transmission capacities $y_{n,nn,y}$ and pumped-storage plant (PSP) capacities $z_{psp,n,y}$. 
\[ IC = \sum_y DF_y \left( \sum_{i,n} CX_{i,y}x_{i,n,y} + \sum_n CY_{n,nn,y}y_{n,nn,y} + \sum_n CZ_{y,psp,n,y} \right) \] (5)

Note that the investments made are irreversible. Therefore, the annuities for the investments made at the beginning of the model period must be taken into account in all subsequent years.

\[ x_{i,n,y} - x_{i,n,y+1}, y_{n,nn,y} - y_{n,nn,y+1}, z_{psp,n,y} - z_{psp,n,y+1} \leq 0 \quad \forall i \in I, n, nn \in N, y \in Y \] (6)

Eqs. 7 and 8 take into account the country-specific technical and political restrictions that limit investments in power generation and storage capacity. For example, countries with a nuclear phase-out strategy cannot invest in nuclear power plants.

\[ x_{i,n,y} \leq X_{i,n}^{max} \quad \forall i \in I, n \in N, y \in Y \] (7)

\[ z_{psp,n,y} \leq Z_{n}^{max} \quad \forall n \in N, y \in Y \] (8)

In the second stage, the operational decisions are made depending on the scenario realisation \( s \). Therefore, the second-stage operational costs \( OC \) include discounted costs of electricity production and demand response.

\[ OC_s = \sum_y DF_y \left( \sum_{i,n,t} VC_{i,n,y,s}g_{i,n,t,y,s} + \sum_{sec,n,t} VOLA_{sec,n,y,shed_{sec,n,t,y,s}} \right) \] (9)

∀ \( s \in S \)

To define the CVaR, we apply the approach used in Munoz et al. 2017.

\[ \zeta + \frac{1}{1-\alpha} \sum_{s \in S} \rho_s a_s \leq cvar \] (10)

\[ a_s \geq OC_s - \zeta \quad \forall s \in S \] (11)

Eq. 12 ensures efficient market clearing, where demand \( D_{n,t,y,s} \) always equals the sum of generation \( g_{i,n,t,y,s} \) of all conventional, renewable and storage technologies, increased by imports \( flow_{nn,n,t,y,s} \) and reduced by exports \( flow_{n,nn,t,y,s} \) and the energy withdrawal of storage facilities \( psp_{pump_{p,n,t,y,s}} \).

\[ D_{n,t,y,s} = \sum_i g_{i,n,t,y,s} - \sum_{pump} psp_{pump_{p,n,t,y,s}} + \sum_{nn} (flow_{nn,n,t,y,s}) - flow_{n,nn,t,y,s} + \sum_{sec} shed_{sec,n,t,y,s} \quad \forall n \in N, t \in T, y \in Y, s \in S \] (12)

Electricity generation is constrained by the existing capacities \( CAP_{i,n,y} \), new investment \( x_{i,n,y} \) and availability factors \( AF_{i,n,t,y} \). Note that neither intermittent nor dispatchable renewables are subject to investment decisions since the expansion path for these technologies is implemented exogenously and is subject to uncertainty. Curtailment occurs in cases where renewable generation is lower than available capacity. Penalty payments for renewable curtailment are not considered.

\[ g_{i,n,t,y,s} \leq (CAP_{i,n,y} + x_{i,n,y})AF_{i,n,t,y} \quad \forall i \in I, n \in N, t \in T, y \in Y, s \in S \] (13)

We model demand response through a supply function derived from sector-specific values of lost adequacy (VoLAs), as explained in more detail below. Therefore,
hourly sector-specific demand reductions in each sector are limited to the sectoral electricity consumption in the respective hour.

\[
\text{shed}_{\text{sec},n,t,y,s} \leq D_{n,t,y,s} \times \text{SHARE}_{\text{sec},n} \\
\forall \text{sec} \in \text{SEC}, n \in N, t \in T, y \in Y, s \in S
\]  

Our model also considers energy storage. For this purpose, we exclusively consider PSPs. The hourly pumping capacity of PSPs \( \text{pump}_{\text{psp},n,t,y,s} \) is restricted by their existing and newly built capacity. Note that turbine generation is already addressed in Eq. 13.

\[
\text{pump}_{\text{psp},n,t,y,s} \leq (\text{CAP}_{\text{psp},n,y} + z_{\text{psp},n,y}) \times \text{AF}_{\text{psp},n,t,y} \\
\forall \text{psp} \in I, n \in N, t \in T, y \in Y, s \in S
\]  

The storage level \( s_{\text{psp},n,t,y,s} \) defines the water level in the upper basin of a PSP. It increases due to pumping activities and decreases due to the PSP’s electricity generation. Efficiency losses \( \eta_{\text{psp}} \) are also considered.

\[
s_{\text{psp},n,t,y,s} = s_{\text{psp},n,t-1,y,s} + \text{pump}_{\text{psp},n,t,y,s} \times \eta_{\text{psp}} - g_{\text{psp},n,t,y,s} \\
\forall \text{psp} \in I, n \in N, t \in T, y \in Y, s \in S
\]  

The storage level is restricted to the maximum capacity of the upper basin of a PSP, which is linked to the installed generation capacity and a capacity–power factor. The capacity–power factor can be understood as the number of full load hours a PSP can run until it is fully discharged.

\[
s_{\text{psp},n,t,y,s} \leq (\text{CAP}_{\text{psp},n,y} + z_{\text{psp},n,y}) \times \text{CPF} \\
\forall \text{psp} \in I, n \in N, t \in T, y \in Y, s \in S
\]  

Eq. 18 introduces a monthly water budget for hydro reservoirs that cannot be exceeded due to the electricity generation of these power stations.

\[
\sum_{t \in \text{m}} g_{\text{hr},n,t,y,s} \leq \text{CAP}_{\text{hr},n,y} \times \text{budget}_{\text{hr},n,m} \\
\forall \text{hr} \in I, n \in N, m \in M, y \in Y, s \in S
\]  

The cross-border flow of electricity is constrained by the existing NTCs \( NTC_{n,nn,y} \) and newly built transfer capacities \( y_{n,nn,y} \).

\[
\text{flow}_{n,nn,t,y,s} \leq NTC_{n,nn,y} + y_{n,nn,y} \\
\forall n \in N, nn \in N, t \in T, y \in Y, s \in S
\]  

Non-negativity:

\[
a_{s}, b_{i,n,t,y,s}, \text{flow}_{n,nn,t,y,s}, \text{pump}_{\text{psp},n,t,y,s}, \text{shed}_{\text{sec},n,t,y,s}, s_{\text{i},n,t,y,s}, x_{i,n,y}, \\
y_{n,nn,y}, z_{\text{psp},n,y}, \geq 0 \ \forall i \in I, \text{sec} \in \text{SEC}, n, nn \in N, t \in T, y \in Y, s \in S
\]  

4. Scenarios and Data

In this section, we explain the development of our scenarios and provide the assumptions for the data used in our model.

4.1. Scenarios. We parametrise our model primarily based on the widely used Ten-Year Network Development Plan (TYNDP) report published by ENTO-E (ENTSOs 2018). For the year 2030, the TYNDP presents three scenarios describing possible energy futures: distributed generation (DG), sustainable transition (ST) and the European Commission’s core policy scenario (EUCO).

In the context of these scenarios, we identify four key parameters in the electricity sector that are subject to uncertainty: electricity demand, installed intermittent renewable energy source (RES) capacities (such as onshore wind, offshore wind and photovoltaics), fuel prices and CO\(_2\) prices. In the following, we briefly describe the scenarios and highlight their assumptions.
The DG scenario assumes the development of a decentralised energy system with a strong focus on end-user technologies. As a result, electric vehicles and hybrid heat pumps see their highest penetration in this scenario, and photovoltaics and battery systems are widely used. Of the three scenarios, DG assumes the highest levels of electricity consumption (both peak and cumulative) and the highest deployment of solar power.

The ST scenario assumes very high CO\textsubscript{2} prices intended to achieve a sustainable reduction of CO\textsubscript{2}, resulting in the replacement of hard coal and lignite by gas-fired power plants. The electrification of other sectors, such as heat and transportation, develops rather slowly. In comparison to the other scenarios, ST shows the highest price for CO\textsubscript{2} certificates (89.9 €2020/t in 2030) and the lowest electricity demand.

Finally, EUCO represents the 2016 EU Reference Scenario. The scenario represents a pathway to achieve the 2030 climate and energy targets agreed upon by the European Council in 2014. Compared to the other scenarios, EUCO shows the highest prices for lignite and hard coal and the lowest prices for natural gas and oil. Additionally, EUCO assumes the lowest price for CO\textsubscript{2} certificates (28.8 €2020/t in 2030).

Since we use the CVaR to analyse the effect of risk aversion, we must consider more than three scenarios to meaningfully differentiate a small percentage of tail scenarios from the others. We address this requirement by generating a range of scenarios that are linear inter- and extrapolations of the TYNDP scenarios. We also compute the expected value (EV), which we calculate as the average of the three TYNDP scenarios. This allows us to generate three additional scenarios by interpolating between the EV and each TYNDP scenario. As a result, we define 22 scenarios for 2030. We assume that these scenarios have equal probabilities of realisation. Figure 1 (left) illustrates the construction of these 22 scenarios. We inter- and extrapolate each pair of scenarios by weighting them with factors of -10%, 33%, 50%, 67% and 110%, thus obtaining five new scenarios. The interpolation between a TYNDP scenario and the EV is conducted using the mean of the two scenarios.

As mentioned before, our model horizon contains three representative years: 2020, 2025 and 2030. The year 2020 is assumed to be subject to no uncertainty. Hence, all scenario paths begin with the same assumptions. These are based on the ‘best estimate’ scenario, which also is provided by the TYNDP and represents an intermediate step to the scenarios introduced. The uncertainty regarding the four key parameters thus only occurs from 2025 onwards. The investment decisions are made in the first stage and must hold for all scenario realisations in the second stage. The scenario paths with the highest (endogenous) operational costs form the CVaR and drive the investments of risk-averse decision-makers.

Figure 1. Scenario generation (left) and scenario paths (right) based on TYNDP scenarios.
4.2. Data. As mentioned above, scenario-specific assumptions regarding the uncertain input parameters of electricity demand, installed capacities of RES and the prices of fuel and CO₂ are defined by the TYNDP report from ENTSOs (2018). A detailed overview of the scenario data is provided in Appendix A.

Fuel prices that are not scenario-specific (e.g. prices for nuclear power plants) are based on Schröder et al. (2013). Node-specific thermal and hydro generation capacity, efficiency and decommission pathways are derived from Schröder et al. (2013), Gerbaulet and Lorenz (2017), European Commission (2016) and Open Power System Data (2019).

Investment costs for new electricity generation and storage capacities are derived from Schröder et al. (2013), and investment costs for transfer capacities are based on Gerbaulet and Lorenz (2017). Since we identify optimal investment decisions using three representative years, we compute annualised capital costs and allocate them to the respective year using an interest rate of 6%. Lifetime assumptions regarding electricity generation and storage technologies are provided by Schröder et al. (2013) and can be found in the supplementary material (https://github.com/BTU-EnerEcon/RiskAv). For transfer capacities, we assume a lifetime of 50 years.

In reality, minimum capacity requirements ensure that new power plants are economically viable; our model, however, excludes these requirements. Instead, the model allows investment in marginal amounts of generation capacity, which are grouped into capacity clusters. However, we consider political and technical constraints on investments in generation capacities (e.g. the installation of nuclear, lignite or hard coal plants is only possible in countries without phase-out plans). Given the long planning horizon for most generation technologies, we assume that a capacity expansion in 2020 is feasible only for open cycle gas turbines. Run-of-river stations, hydroelectric reservoirs, biomass and waste-to-energy are not subject to an endogenous investment decision and follow a pre-defined expansion plan derived from European Commission (2016).

As storage technology, we consider only hydroelectric PSPs. These are modelled with their turbine and pumping capacity as well as their storage capacity. We connect these components assuming a capacity-power factor of nine, which is defined as the number of hours a fully charged storage system can produce at full load. Generation by hydroelectric reservoirs is constrained by the installed capacities and a monthly water budget. To determine the water budget, we use empirical electricity generation data; both empirical electricity generation data and installed capacities are taken from ENTSO-E Transparency Platform (2020).

Electricity generation from intermittent renewable capacities is not dispatchable and depends on meteorological conditions. We implement hourly feed-in profiles derived from ENTSO-E Transparency Platform (2020) for onshore wind, offshore wind and photovoltaics. Despite the existence of different ‘wind-years’, we assume that the hourly feed-in profiles do not vary within our model horizon. For the years considered (including their scenario variations), we adjust only the capacity levels.

We allow for endogenous cross-border trade within the model’s geographical scope. Electric power transmission between nodes is restricted by NTCs. We apply current NTC values for the year 2020 and implement the currently planned expansions until 2030. Hence, the endogenous investments in transfer capacities are always additional to the current expansion plan. Both current installations and currently planned expansions are taken from ENTSOs (2018). We neglect intranational limitations on electricity flows.

We model demand response with a location-specific supply function for demand reduction. Demand response activities, which are driven by a scarcity of power plant capacity, are assumed to be remunerated by the value of lack of adequacy.
(VoLA), which is individually determined for each industry sector and each European country by CEPA (2018). For each country, we identify the sector-specific share of electricity consumption EUROSTAT 2020 and link it to the hourly demand, constructing a stepwise supply function for load shedding activities. The resulting values are made available in the supplementary material (https://github.com/BTU-EnerEcon/RiskAv). When we apply these supply functions, we implicitly assume that each sector can perfectly signal its value of electricity to the market, such that if the costs of meeting (sectoral) demand exceed the (sectoral) valuation of electricity, the market outcomes include a reduction in demand. In what follows, we use the terms demand reduction’ and ‘load shedding’ as synonyms since all load shedding in our model is planned rather than a result of unexpected contingencies. Note that while domestic electricity consumption is included as one of the sectors, it is unlikely to be called upon since it has a much higher VoLA than most others.

Since our optimisation model minimises the present value of the electricity system’s total cost, all future costs are discounted. We apply a discount rate of 6% per year.

5. Results

This section is structured as follows. First, we illustrate the impact of risk aversion on investments in our base case, with all flexibility options (demand response, international trade and storage) at their current levels. Second, we vary the availability and cost of individual flexibility options to examine their impact on the risk mitigation measures taken by risk-averse planners. Finally, we analyse the effects of the interplay between flexibility elements.

5.1. Base case.

Result 1. Risk-averse decision-makers consider the combined effect of all uncertainties. Since uncertainties are correlated and have different levels of impact, this can lead to counterintuitive effects. In our case, risk aversion has little impact on overall generation investment despite the presence of demand uncertainty. This effect occurs because uncertain CO$_2$ prices have a larger impact on investment decisions than other uncertainties, and CO$_2$ prices correlate negatively with demand levels in the framework of the TYNDP scenarios.

Risk-averse investment planning aims to avoid the very worst outcomes. Hence, investment decisions in a system with risk-averse agents differ from those made under risk-neutral decision-making. Assuming a hypothetical naïve approach in which a risk-averse planner addresses each uncertainty individually, one can derive the following principles for the four key uncertainties considered in our paper:

1. Demand uncertainty would be addressed by installing more peak-load capacity, reducing costly load shedding in times of demand spikes.
2. Like demand uncertainty, uncertainty about RES capacities would be addressed by installing more peak-load capacity, reducing the costly use of demand flexibility in times of low RES feed-in.
3. CO$_2$ price uncertainty would be addressed by favouring investments in low-carbon technologies.
4. Fuel price uncertainty would be addressed by favouring investments in technologies with lower price uncertainty.

Assuming that the naïve approach is applied to mitigate the combined risk of the four uncertain parameters, a risk-averse planner could be expected to reduce risk by installing more generation capacity consisting of more low-carbon generators and generators with less variation in fuel costs.
Figure 2 presents the aggregated European capacity investments through 2030 for different levels of risk aversion, from risk neutrality in $\omega_1$ to very strong risk aversion in $\omega_6$. Notably, risk-averse planning produces results within the framework of the TYNDP scenarios that deviate from the intuitions derived above. As risk aversion increases, we observe no increase in secured capacities, while aggregated European load shedding activities increase by roughly 30% and the shedding costs increase by 70%. This highlights that risk-averse system planners do not focus on installing more capacity.

Furthermore, the investment mix has a clear trend in $\omega$. Figure 2 shows that, in a risk-neutral setting, significant investments are made in lignite-fired generation capacity. With increasing risk aversion, lignite disappears from the energy mix, while nuclear technology enters it. This highlights the significant influence of CO$_2$ price uncertainty on decisions made by risk-averse planners. The risk of very high CO$_2$ prices pushes risk-averse planners to invest in more capital-intensive but emission-free nuclear power plants. The trend depicted in Figure 2 shows that higher risk aversion corresponds to more emission-free nuclear capacity. In addition, we observe no open cycle gas turbine (OCGT) investment in $\omega_6$. This can be explained by the scenarios with high CO$_2$ prices, which receive a very high weight if decision-makers are extremely risk averse, and the relatively low efficiency of the OCGT technology.
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**Figure 2.** Aggregated European capacity investments until 2030 (left) and aggregated European load shedding activities and load shedding costs in 2030 (right) in risk-aversion scenario

To further examine these results, we plot the parametric assumptions of each of our 22 scenarios in Figure 3. Note that the demand and RES deployment scenarios can be illustrated together by plotting maximum hourly residual values. The scenarios that risk-averse planners consider as particularly risky and/or difficult to mitigate (i.e. those that are endogenously included in the CVaR tail and receive a higher weight) are highlighted.

As Figure 3 shows, the tail scenarios are exclusively the scenarios with the highest CO$_2$ prices. Because the TYNDP scenarios are internally consistent, the highlighted scenarios also have the lowest maximum residual loads, which means that they do not require extensive capacity investments to meet demand. Moreover, in the tail scenarios, lignite and hard coal prices tend to be low, while gas and oil prices tend to be high. Despite low lignite prices, risk-averse planners prefer to invest in nuclear capacity to hedge against the risk of high CO$_2$ prices.

Thus, the interplay of parameters leads to (i) more investment in a less emission-intensive energy system if planners are risk averse (hedging against CO$_2$ price uncertainty) and (ii) constant total installed capacity, regardless of the level of risk aversion (planners do not hedge against demand and RES deployment uncertainties).
5.2. Risk aversion and flexibility elements. Usually, more flexibility in electricity markets reduces investment risk, since flexibility options both reduce short-term price variability within scenarios and allow the electricity system to more efficiently adapt to long-term uncertainty between scenarios. Therefore, we would expect the availability of flexibility options to reduce the cost of risk mitigation in risk-averse system planning, thus reducing the effects of risk aversion. In this section, we investigate the impact of flexibility elements on a system in which decision-makers are endowed with different levels of risk aversion. We focus our discussion on three key flexibility elements of electricity markets: demand response, cross-border trade and energy storage.

Each flexibility element has its own mechanism and dynamics. Demand response allows consumers to react to price spikes by reducing demand, receiving the sector-specific load shedding supply cost (VoLA\(^4\)) in return. Cross-border trade enables spatial transfers of electricity between regions with price differences and is limited by the availability of NTCs. Energy storage enables temporal transfers between periods with different prices.

In sections 5.2.1–5.2.3, we examine the effects of the individual flexibility elements in isolation. Finally, in section 5.2.4 we analyse the interplay of the three flexibility elements.

In our discussion, we refer to the ex-post expectation of total system costs, which is the sum of all first-stage investment costs for generation, storage and cross-border transmission capacity expansion, plus a risk-neutral expectation of the second-stage operating costs. We use this metric instead of the ex-ante risk-averse expectation of total costs because the latter, by definition, increases with risk aversion since higher weights are placed on the costliest scenarios. Therefore, it would be difficult to disentangle the effects on total costs of a change in first-stage decisions from the effects of a simple change in scenario weights. Using a risk-neutral ex-post expectation isolates the effect on costs of a change in investment. Nevertheless, it is important to keep in mind that this metric is a mathematical construct and not the model objective. This means that, unlike the model objective, it can decrease even if we give the model more flexibility options to invest in.

5.2.1. The isolated effect of demand response.

\(^4\)The value of lack of adequacy (VoLA) is described in section 4.2
Result 2. The value of demand flexibility generally increases with higher levels of risk aversion, implying that demand response has a risk-reduction value in addition to its expected-value efficiency benefit.

Result 3. Risk aversion has the largest impact on the overall system for low and intermediate levels of demand flexibility. If demand is highly flexible, the overall need for capacity – and consequently the investment risk – is reduced, so levels of risk are also low. If demand is inflexible, investment is driven purely by peak-load hours rather than by uncertain operating costs, so risk aversion also has a smaller effect on optimal decisions.

In this section, we investigate the impact of demand response on an electricity system with different levels of risk aversion. Aiming to isolate the effect of demand responsiveness, we create a European merit order of load shedding potential. As described above, we (i) average the sector-specific costs provided by CEPA 2018 and (ii) couple the resulting load shedding cost with sector-specific shares of electricity consumption for each country.

In this analysis, we model four settings:

1. **No demand responsiveness**: demand is inelastic and load shedding is not possible.
2. **Low demand responsiveness**: load shedding is possible at high costs. The cost values of the merit order for load shedding are increased by a factor of five.
3. **Intermediate demand responsiveness**: load shedding is possible at estimated costs. The cost values of the merit order for load shedding are not scaled.
4. **High demand responsiveness**: load shedding is possible at low costs. The cost values of the merit order for load shedding are halved.

In Table 1, we list the defined model settings and show the resulting ex-post expected total system costs and European load shedding activities. Naturally, a system with no demand responsiveness has the highest ex-post expected total system cost. When demand responsiveness increases from low to high, we observe decreasing costs. The differences quantify the value of the additional demand responsiveness. For all four settings, ex-post expected total system costs increase with risk aversion. This increase is a result of the nonzero cost of risk mitigation.

Table 1 also lists the aggregated quantities of European load shedding activities. In the ‘no demand responsiveness’ setting, shedding does not occur and the system invests in enough generation capacity to satisfy peak net demand in all scenarios. With increasing demand responsiveness, more shedding occurs. However, the increasing load shedding does not lead to certain sectors being permanently shut down. At its maximum, the proportion of hours in a year in which load shedding occurs ranges from 1.7% in Sweden and Norway to 17.4% in the UK.

Note also that shedding activities increase at higher risk-aversion levels – that is, risk-averse decision-makers use the load shedding option to mitigate risk. However, the relative increase in load shedding activities from risk-neutral to risk-averse system planning differs across demand responsiveness settings. The increase is stronger for the low and intermediate levels (88% and 84%, respectively) compared to high demand responsiveness (30%). This result illustrates that risk aversion has the largest impact on the energy system for intermediate levels of demand flexibility.
Table 1. Ex-post expectation of total system costs at different levels of demand elasticity in bn. € and aggregated European load shedding activities in GWh

| Demand Responsiveness | $\omega_1=0$ | $\omega_2=0.2$ | $\omega_3=0.4$ | $\omega_4=0.6$ | $\omega_5=0.8$ | $\omega_5=0.99$ |
|-----------------------|--------------|----------------|----------------|----------------|----------------|----------------|
| [1] No demand responsiveness | 186.9 | 187.2 | 187.3 | 187.3 | 187.5 | 189.4 |
| [2] Low demand responsiveness | 186.4 | 186.6 | 186.7 | 186.8 | 186.9 | 188.6 |
| [3] Intermediate demand responsiveness | 184.3 | 184.5 | 184.6 | 184.8 | 186.8 | 187.0 |
| [4] High demand responsiveness | 183.2 | 183.4 | 183.5 | 183.6 | 183.8 | 185.6 |

Load shedding at [1] | - | - | - | - | - | - |
Load shedding at [2] | 563 | 657 | 810 | 908 | 1,005 | 1,059 |
Load shedding at [3] | 6,031 | 6,703 | 7,191 | 8,144 | 8,851 | 11,084 |
Load shedding at [4] | 17,200 | 17,954 | 18,399 | 18,949 | 19,903 | 22,277 |

5.2.2. The isolated effect of trade.

Result 4. Cross-border transmission capacity expansion has a higher value for risk mitigation when decision-makers are risk averse.

Result 5. Investment in cross-border capacity additional to the ENTSO-E TYNDP expansion plan has a negligible impact on the ex-post expected total system costs. This result, at least from the perspective of energy trading, indicates that the existing system, in combination with the currently planned expansions, can theoretically achieve most of the efficiency gains of cross-border trading if this trading is frictionless.

In this section, we investigate the impact of trade within an energy system with different levels of risk aversion. Hourly demand and renewable generation patterns vary between European countries. In times of low residual load (i.e., when supply is not scarce), free production capacities can be exported to neighbouring markets. In times of high residual load (i.e., when supply is scarce), electricity can be imported from neighbouring markets. Thus, trade ensures the efficient utilisation of generation capacities. However, both importing and exporting electricity require available transmission capacity between markets. Hence, increasing transmission capacity increases system flexibility.

In this analysis, we model three settings:

1. **No endogenous NTC expansion**: The TYNDP expansion plan is implemented in full, but further endogenous transmission expansion is not possible.
2. **Endogenous NTC expansion**: Further endogenous transmission expansion is possible at the current CAPEX estimate.
3. **Endogenous NTC expansion at reduced costs**: Further endogenous transmission expansion is possible at 50% of the current CAPEX estimate.

Note that the TYNDP expansion plan for 2030 is implemented exogenously in all three settings. Hence, the NTC investments derived from the model are to be understood as additional to the current expansion plan. For example, the 50% CAPEX assumption in the third setting can be seen as the result of political efforts to intensively interconnect European energy markets.

Table 2 depicts the ex-post expected total system costs and selected transmission capacities. It reveals several insights into the role of cross-border energy trade in risk-averse planning.
First, although the value of additional investments in cross-border capacity is non-negative in our model setup, we find that the actual changes in ex-post expected total system costs are small (columns in Table 2). This result indicates that the currently planned system can theoretically achieve most of the efficiency gains of cross-border trading, assuming that this trading is frictionless. Naturally, cross-border transmission has additional benefits beyond straightforward arbitrage, which we do not consider here.

Second, both the ex-post expected total system costs and the investment quantities increase with higher levels of risk aversion in all three settings (rows in Table 2). The positive correlation between invested capacity and risk-aversion levels indicates that flexibility from transmission expansion has a higher value for risk-averse system planning; its deployment for risk mitigation increases with risk aversion.

Overall, an interconnected energy system aims to exploit synergies between the residual load patterns in different nodes and to optimise the utilisation of generation capacities. Since risk-averse planning does not address uncertainty in peak demand by increasing installed generation capacities (see 5.1), efficient capacity utilisation is especially important. This drives the need for additional transmission capacity, which strengthens the interconnection across Europe. A detailed list of newly build interconnectors is presented in Appendix C.

### Table 2. Ex-post expectation of total system costs with and without the possibility of trading electricity and building interconnectors in bn. € and endogenous investments in transfer capacities in MW

|                | $\omega_1=0$ | $\omega_2=0.2$ | $\omega_3=0.4$ | $\omega_4=0.6$ | $\omega_5=0.8$ | $\omega_6=0.99$ |
|----------------|--------------|----------------|----------------|----------------|----------------|-----------------|
| [1] no endogenous NTC expansion | 186.9        | 187.2          | 187.3          | 187.3          | 187.5          | 189.4           |
| [2] endogenous NTC expansion   | 186.9        | 187.1          | 187.2          | 187.4          | 187.7          | 188.4           |
| [3] endogenous NTC expansion at reduced costs | 186.7        | 187.0          | 187.1          | 187.3          | 187.3          | 188.0           |
| Endogenous NTC investments at [2] | 6,459       | 7,447          | 8,763          | 10,214         | 14,586         | 15,601          |
| Endogenous NTC investments at [3] | 15,479       | 15,107         | 17,021         | 24,402         | 26,086         | 27,789          |

5.2.3. The isolated effect of energy storage.

**Result 6.** Like demand response and cross-border trading, the value of storage increases with the level of risk aversion in the market.

In this section, we investigate the impact of energy storage on systems with different risk-aversion levels.

Storage units withdrawal electricity from the system at a certain point in time and re-inject it at any later point, reduced by efficiency losses. Thus, storage provides the flexibility needed to reduce imbalances between supply and demand. While energy storage technology has various forms, we focus exclusively on pumped-storage plants (PSPs) to avoid unnecessary complexity.

In this analysis, we model three settings:

1. *No endogenous PSP expansion*: Endogenous storage expansion is not possible.
2. *Endogenous PSP expansion*: Endogenous storage expansion is possible at the current CAPEX estimate.
(3) **Endogenous PSP expansion at reduced costs**: Endogenous storage expansion is possible at 50% of the current CAPEX estimate.

Note that the existing storage capacities are present in all three settings. Hence, PSP investments derived from the model are to be understood as an extension of currently installed capacities. Similar to the assumption made in section 5.2.2, a 50% CAPEX setting could be interpreted as a future in which an increased political effort is made to promote storage investment in Europe; it could also simply be a result of unexpected technological progress.

Table 3 reports the ex-post expected total system costs and realised storage investments. First, we find a minor decrease in ex-post expected total system costs as the availability of storage investments increases (columns in Table 3).

Second, we observe no storage investments at current cost levels (row [2]), which means that the price spread between base and peak times does not compensate for additional storage investments. Note, however, that we do not consider any revenue streams for storage except for the energy-only market. In the reduced CAPEX scenario (row [3]), we observe significant storage investments.

Third, the quantity of storage investments follows an interesting pattern under different levels of risk aversion. Storage investments remain constant for the first three steps ($\omega_1$–$\omega_3$); the investments increase at higher values of risk aversion. At lower levels of risk aversion (and indeed, in the risk-neutral setting), the entire potential storage capacity in France and the Iberian Peninsula is exploited; these regions have high price spreads because of the composition of the local generation mix. Only if risk aversion is high enough to overcome the significant costs of PSPs further investments are made in Belgium.

### Table 3. Ex-post total system costs with and without the option to invest in storage in bn. € and PSP investments in MW

|          | $\omega_1=0$ | $\omega_2=0.2$ | $\omega_3=0.4$ | $\omega_4=0.6$ | $\omega_5=0.8$ | $\omega_6=0.99$ |
|----------|--------------|----------------|----------------|----------------|----------------|----------------|
| [1] no endogenous PSP expansion | 186.9 | 187.2 | 187.3 | 187.3 | 187.5 | 189.4 |
| [2] endogenous PSP expansion | 186.9 | 187.2 | 187.3 | 187.3 | 187.4 | 189.1 |
| [3] endogenous PSP expansion at reduced costs | 186.8 | 187.0 | 187.1 | 187.2 | 187.4 | 188.1 |
| PSP investments at [2] | - | - | - | - | - | - |
| PSP investments at [3] | 15,964 | 15,964 | 15,964 | 15,964 | 16,358 | 17,256 |

#### 5.2.4. Interplay of flexibility elements.

**Result 7.** Different sources of flexibility can be complements or substitutes depending on the level of risk aversion.

In the following section, we analyse the interplay of flexibility elements under different risk-aversion levels. This is done by including all three flexibility elements in the model's formulation. In this analysis, we apply two settings that differ with respect to system flexibility:

1. **Moderately flexible system**: includes the European merit order for load shedding, as well as the options to invest in NTCs and storage at current cost levels.
2. **Highly flexible system**: replicates the setting above, but cost levels are reduced by 50%. Thus, we combine ‘flexible’ settings from sections 5.2.1–5.2.3.
Table 4 shows the results for the moderately flexible system setting. This table depicts the utilisation of the three flexibility elements under different risk-aversion levels (rows 1–3) and the differences between these values and the values observed in sections that consider respective flexibility elements in isolation (5.2.1–5.2.3, rows 4–6). Hence, a negative value in the ‘Delta load shedding [GWh]’ row indicates a decrease in load shedding in a setting if all three elements are available. Conversely, a positive value indicates an increase. Similarly, Table 5 presents the results for the highly flexible system setting.

In the moderately flexible system, load shedding activities and NTC investments increase with higher risk aversion, but storage facilities are not built. However, the delta rows show small differences in utilisation for the flexibility elements (i.e. load shedding volumes and investments in NTCs and storage) when compared to settings in which each element is implemented in isolation. Hence, although the different flexibility elements are substitutes or complements at different levels of risk aversion, these effects are very small and exhibit no clear patterns.

In the highly flexible system, the picture is different. Load shedding activities increase moderately at higher values of risk aversion. The investments in NTCs increase remarkably from 19.3 to 53.7 GW. In contrast, the investments in PSPs decline from 1.5 to 0 GW with higher risk aversion. When compared to model settings with isolated flexibility elements, this analysis shows significant differences. In particular, (i) PSP investments are significantly lower, (ii) load shedding activities increase moderately at lower levels of risk aversion but considerably decline when risk aversion is high and (iii) investments in NTCs are always higher than in model settings with isolated flexibility elements and increase progressively with higher levels of risk aversion.

This result implies that transmission expansion becomes the dominant flexibility element when the three elements are modelled together, in particular when system planners are more risk averse. In such a setting, storage units are no longer an efficient option to mitigate risk, independently of the risk preference. In general, flexibility options can be complements at low levels of risk aversion and substitutes at high levels, as is the case with energy storage here.

Table 4. Utilisation of flexibility elements as the difference between a moderately flexible system and the system with the respective isolated element in 5.2.1 – 5.2.3

|                        | $\omega_1 = 0$ | $\omega_2 = 0.2$ | $\omega_3 = 0.4$ | $\omega_4 = 0.6$ | $\omega_5 = 0.8$ | $\omega_6 = 0.99$ |
|------------------------|----------------|------------------|------------------|------------------|------------------|------------------|
| Aggregated load shedding [GWh] | 5,946          | 6,701            | 7,165            | 8,093            | 8,884            | 11,299           |
| Endogenous NTC investments [MW]   | 6,722          | 7,521            | 8,925            | 9,813            | 11,866           | 15,639           |
| Endogenous PSP investments [MW]    | -              | -                | -                | -                | -                | -                |
| Delta load shedding [GWh]          | -85            | -1               | -26              | -51              | 32               | 215              |
| Delta NTC investments [MW]         | 263            | 74               | 162              | -401             | -2,720           | 38               |
| Delta PSP investments [MW]         | -              | -                | -                | -                | -                | -                |
Table 5. Utilisation of flexibility elements as the difference between a highly flexible system and the system with the respective isolated element 5.2.1 – 5.2.3

|                              | $\omega_1=0$ | $\omega_2=0.2$ | $\omega_3=0.4$ | $\omega_4=0.6$ | $\omega_5=0.8$ | $\omega_6=0.99$ |
|------------------------------|--------------|----------------|----------------|----------------|----------------|----------------|
| Aggregated load shedding [GWh]| 17,851       | 18,375         | 18,748         | 19,027         | 19,001         | 19,451         |
| Endogenous NTC investments [MW]| 19,257       | 18,658         | 21,346         | 30,040         | 39,901         | 53,718         |
| Endogenous PSP investments [MW]| 1.476        | 2.026          | 1.571          | 594            | 98             | -              |
| Delta load shedding [GWh]    | 651          | 421            | 349            | 78             | -902           | -2,826         |
| Delta NTC investments [MW]   | 3,778        | 3,551          | 4,325          | 5,638          | 13,815         | 25,929         |
| Delta PSP investments [MW]   | -14,488      | -13,938        | -14,393        | -15,370        | -16,260        | -17,256        |

6. Discussion

The above results show several interesting effects. First of all, we find that risk aversion has a minimal effect on overall investment in electricity generation capacity but increases investments in low-carbon capacity. This is in line with the previous literature (e.g. Munoz et al. 2017), but since we have taken renewable investment to be exogenous, the increase applies mostly to nuclear capacity. In particular, investing in nuclear generation capacity is not optimal under a strictly risk-neutral objective but is only selected if market participants are assumed to be risk averse. This finding shows that nuclear generation capacity has additional value in mitigating risk despite its high costs. It may also help to explain why countries such as the UK are actively pursuing new nuclear investments even though they appear to be a sub-optimal solution from a cost-based perspective. Finally, these results suggest that estimates of endogenous renewable investments in the previous literature have not unduly under- or overstated the effects of risk aversion.

The reason that low-carbon capacity is especially attractive to risk-averse planners is, of course, the fact that CO$_2$ price uncertainty is both the single largest uncertainty in our model and the costliest to hedge against. Again, this is consistent with previous findings. Our results illustrate that policymakers must consider risk aversion in order to accurately predict the impact of policy measures such as carbon markets. In addition, when sets of scenarios are being generated, considerable attention is normally paid to their internal consistency based on estimated or perceived correlations between uncertain parameters. This can cause unexpected results when these scenarios are used for, for example, long-term system planning. In particular, if high-impact uncertainties correlate negatively with low-impact uncertainties, low-impact uncertainties can appear to have the opposite impact on model outcomes than what their isolated impact would be. Any type of scenario-based work should consider this effect. In general, it is well-known that the outcomes of stochastic planning models depend to a great extent on the most extreme scenarios; in our case, the outcomes of risk-averse planning models depend to a great extent on the scenarios that are costliest to mitigate.

As expected, flexibility elements have more value in a risk-averse world; in other words, risk aversion has less impact in a flexible electricity system. This is good news for developers of flexible technologies because it implies that the risk-neutral models that have often been used to evaluate new investments have understated their benefits. Nonetheless, the results should also encourage more analysis of risk.

However, flexibility options are not equal. Demand response, which can reduce demand, more effectively reduces risk than technologies that only shift demand in
space or time, such as transmission or storage. Therefore, demand response has
long-term risk-reduction value in addition to short-term flexibility and operational
efficiency. In most current electricity markets, consumers have a very limited ability
to signal their willingness and adjust their demand; our results provide all the more
reason to change this.

This is particularly important in the medium term since there are (perhaps
counterintuitively) nonlinearities in the relationship between flexibility and risk. In
particular, the effects of risk are most pronounced at medium levels of demand
flexibility. This occurs because, in a very inflexible system, generation investment is
driven by the highest level of demand. As a result, the utilisation factors of peak-load
capacity are low, and uncertainty about their marginal costs is less important. In
a highly flexible system, less overall capacity is necessary, which also reduces risk.
This implies that, in the energy transition, the coming decade will perhaps see the
highest level of risk and the largest impact of risk aversion. This means that financial
markets and other methods to mitigate or hedge risk are more important now than
ever and that further investments in flexibility elements will have significant benefits.

Our results also show interesting interactions between flexibility elements. At
the current cost levels for flexibility and for all risk-aversion levels, our results do
not show synergies or substitution effects that significantly affect shedding activities
or decisions about investment in transmission or storage capacity. However, this
picture changes significantly when flexibility options become cheaper. Transmission
expansion becomes the dominant flexibility element, replacing storage investments
in particular, and this effect increases with higher risk aversion. This means that
in future electricity markets, flexibility provided by efficient electricity trading
will create more system value than ever. This value is realised through arbitrage
opportunities across time and space to the extent permitted by the transmission
infrastructure. This effect creates a system benefit of further integration of the
current European energy system and supports additional research on improving
transmission infrastructure. On the contrary, risk-averse system planners will most
likely not make additional storage capacity investments if they are optimising
arbitrage revenues alone. Despite political efforts, this could inhibit both the
expansion of storage technologies and the development of storable energy carriers,
such as hydrogen.

Naturally, our approach has limitations. First, we use a linear model that assumes
completeness and perfect competition in both electricity and financial markets and
does not include some of the nonlinearities that are present in real-world power
system operations. In reality, incomplete financial markets will lead to an inefficient
distribution of risk among market participants, increasing the cost of uncertainty
and the effects of risk aversion. Moreover, nonlinearities in power plant operations
can increase the need for flexible generation capacity, possibly reducing the amount
of nuclear energy in an optimal generation mix.

Second, our operationalisation of demand response, which is based on published
values of lost adequacy, is a very rough approximation of real demand response
potential and cost. Likewise, our NTC-based approach to transmission and transmis-
sion investment only approximates real-world network constraints and investment
opportunities.

Third, we only consider the value of generation capacity and flexibility elements
in the electricity market. Naturally, most of these technologies and options have
value in other applications, including ancillary services markets and secure power
systems operation. Indeed, the current storage capacity in Europe derives a large
part of its revenue from non-electricity services.
Finally, as in all stochastic risk-averse models, our results depend to a large extent on the scenarios we have used. Scenarios are subjective by definition and any set of scenarios describes only a limited range of possible futures. Our study is based on the TYNDP scenarios, which are a widely consulted and used set of scenarios that we consider representative of the scenarios that actual decision-makers use; in a Bayesian sense, they are therefore one of the best subjective scenario sets. However, individual decision-makers will use different scenarios with different probabilities, which we cannot capture.

All of this means that our quantitative results may vary with model assumptions and parameters. Nevertheless, we expect our qualitative results to carry over to a wide range of model formulations and, indeed, to the real world. In particular, our qualitative results demonstrate the interplay between investment risk and flexibility. This is clearly an important dimension of energy systems planning and modelling that should receive increased attention in future research.

7. Conclusion

In this paper, we investigate risk-averse decision-making in the context of long-term system planning. We develop a pan-European stochastic electricity market model that accounts for the risk-averse decision-making behaviour of its agents. We apply a set of risk-aversion levels and analyse 1) the impact of risk aversion on investments and 2) the use of flexibility options including demand response, storage and interconnection in such a system. In doing so, we generalise the literature on risk-averse planning to a setting that much more closely resembles future, flexible electricity markets. We also generalise the literature on the value of flexibility to settings where planners are risk-averse.

We find that risk aversion decreases investment incentives, especially for high-emission technologies. However, since risk-averse decision-makers consider all uncertainties in combination such that these uncertainties correlate with each other and have a different level of impact, we observe counterintuitive effects. In particular, we show that risk aversion does not lead to an overall increase in capacity investment despite the presence of demand uncertainty.

Although we implement a variety of parameters that are subject to uncertainty, we find that in the European context, carbon price uncertainty generates the highest investment risk. Hence, as risk aversion increases, we see a shift in the investment mix from emission-intensive to emission-free technologies. This may explain why some countries are actively pursuing new nuclear investments even though this appears to be sub-optimal from a cost-based perspective.

Furthermore, we find that flexible technologies have a higher value for risk-averse decision-makers – that is, mitigating risk is easier in a flexible electricity system. This implies that models that use risk neutrality as a central assumption, which have often been used to evaluate investment decisions, have underestimated the benefits of system flexibility. However, the impacts of risk are nonlinear; we observe an especially large impact of risk aversion on model outcomes for intermediate levels of flexibility.

Finally, we investigate the interplay between the flexibility elements. At the current cost levels for flexibility and for all risk-aversion levels, our results do not reveal significant synergies or substitution effects among flexibility elements. However, once flexibility is available at lower cost, transmission expansion becomes the dominant flexibility element, replacing storage investments; this effect increases at higher levels of risk aversion.

Further research on this topic is necessary and could address the limitations discussed above. Our model is formulated as a linear cost minimisation problem and
considers demand flexibility only with the value of lack of adequacy. Future studies could form a nonlinear welfare maximisation problem that allows a more detailed representation of demand elasticity. Research on the extent to which nonlinearities in power plant operation increase the need for flexibility could also provide new and interesting insights. Finally, further analysis could extend the time period considered in this study to map the transformation of the European energy system to 2050 and beyond.
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### APPENDIX

**Appendix A: Scenario Data**

**Table 6.** Projections for installed RES capacities in GW

|        | 2020 | 2025 | 2025 | 2025 | 2030 | 2030 | 2030 |
|--------|------|------|------|------|------|------|------|
| Onshore wind | 161.8 | 201.3 | 193.5 | 193.5 | 240.7 | 225.1 | 225.1 |
| Offshore wind | 28.1 | 34.3 | 46.1 | 46.1 | 40.5 | 64.2 | 64.0 |
| PV | 98.2 | 138.0 | 186.4 | 191.6 | 299.7 | 230.5 | 238.3 |

**Table 7.** Fuel and CO₂ prices. Monetary values are in €/ton CO₂

|        | 2020 | 2025 | 2025 | 2025 | 2030 | 2030 | 2030 |
|--------|------|------|------|------|------|------|------|
| CO₂ price (€/ton CO₂) | 18.00 | 22.50 | 51.15 | 34.00 | 27.00 | 84.30 | 50.00 |
| Nuclear (€/MWh) | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 |
| Lignite (€/MWh) | 3.96 | 6.12 | 3.96 | 3.96 | 8.27 | 3.96 | 3.96 |
| Hard coal (€/MWh) | 8.27 | 11.87 | 8.99 | 8.99 | 15.47 | 9.71 | 9.71 |
| Oil (€/MWh) | 55.76 | 64.75 | 67.09 | 67.09 | 73.74 | 78.42 | 78.42 |
| Biomass (€/MWh) | 9.0 | 9.90 | 9.90 | 9.90 | 10.80 | 10.80 | 10.80 |

**Table 8.** Characteristic demand levels in 2030 cumulative for all model regions in GWh

|        | EUCO | ST  | DG  |
|--------|------|-----|-----|
| Peak   | 586.6 | 563.0 | 587.4 |
| Mean   | 393.1 | 389.3 | 404.0 |
| Minimum | 241.2 | 242.7 | 249.5 |
Appendix B: Geographical Scope

Below, we list the countries and regions included in our model’s geographical scope. Note that the model structure consists of a network of nodes. A node represents one country or a group of several countries from one region. The geographical scope covers EU member states, European countries that are not part of the EU. We elicit node names as defined by the two-letter ISO 3166 international standard. In cases where countries are represented by a compound region with aggregated data, we set the node name in line with the name of the region.

Table 9. Model regions

| Country                  | Node   |
|--------------------------|--------|
| **Nodes representing states** |        |
| Austria                  | (AT)   |
| Belgium                  | (BE)   |
| Czech Republic           | (CZ)   |
| Denmark                  | (DK)   |
| France                   | (FR)   |
| Finland                  | (FI)   |
| Germany                  | (DE)   |
| Hungary                  | (HU)   |
| Italy                    | (IT)   |
| Netherlands              | (NL)   |
| Norway                   | (NO)   |
| Poland                   | (PL)   |
| Romania                  | (RO)   |
| Slovakia                 | (SK)   |
| Sweden                   | (SE)   |
| Switzerland              | (CH)   |
| United Kingdom           | (UK)   |
| **Nodes representing regions** |        |
| Bulgaria                 | (Balkan) |
| Greece                   | (Balkan) |
| Croatia                  | (Balkan) |
| Slovenia                 | (Balkan) |
| Serbia                   | (Balkan) |
| Estonia                  | (Baltic) |
| Latvia                   | (Baltic) |
| Lithuania                | (Baltic) |
| Spain                    | (Iberia) |
| Portugal                 | (Iberia) |
Appendix C: Supplementary Material

Table 10. Newly built NTCs in MW at currently estimated CAPEX

| from | to   | $\omega_1=0$ | $\omega_2=0.2$ | $\omega_3=0.4$ | $\omega_4=0.6$ | $\omega_5=0.8$ | $\omega_6=0.99$ |
|------|------|-------------|--------------|---------------|----------------|----------------|----------------|
| NL   | DK   | -           | -            | -             | -              | 52             | 232            |
| DE   | BE   | -           | -            | 634           | 1,116          | 1,356          |                |
| FR   | CH   | 6,459       | 7,447        | 8,763         | 9,580          | 10,148         | 10,282         |
| UK   | NO   | -           | -            | -             | 2,018          | 2,595          |                |
| Baltic | FI  | -           | -            | -             | 215            | 165            |                |
| DK   | SE   | -           | -            | -             | 1,037          | 815            |                |
| SE   | NO   | -           | -            | -             | -              | 156            |                |
| SUM  |      | 6,459       | 7,447        | 8,763         | 10,214         | 14,586         | 15,601         |

Table 11. Newly built NTCs in MW at 50% of current CAPEX

| from | to   | $\omega_1=0$ | $\omega_2=0.2$ | $\omega_3=0.4$ | $\omega_4=0.6$ | $\omega_5=0.8$ | $\omega_6=0.99$ |
|------|------|-------------|--------------|---------------|----------------|----------------|----------------|
| NL   | UK   | 437         | -            | -             | -              | -              | -              |
| NL   | DK   | -           | -            | 559           | 615            | 648            |                |
| DE   | BE   | -           | -            | 1,058         | 1,957          | 2,021          | 2,165          |
| FR   | BE   | 250         |              |               |                |                |                |
| FR   | CH   | 12,753      | 12,723       | 11,670        | 13,021         | 13,825         | 14,461         |
| IT   | CH   | -           | -            | 1,414         | 2,051          | 2,925          |                |
| AT   | SI   | 708         | -            | 139           | 35             | -              | -              |
| CZ   | PL   | -           | -            | 36            | 47             | 20             |                |
| UK   | NO   | 538         | 1,591        | 2,745         | 4,720          | 5,087          | 5,353          |
| Baltic | FI  | 793         | 793          | 793           | 793            | 793            | 793            |
| SE   | DK   | -           | 234          | 1,580         | 1,423          | 1,167          |                |
| SE   | NO   | -           | 382          | 287           | 224            | 257            |                |
| SUM  |      | 15,479      | 15,107       | 17,021        | 24,402         | 26,086         | 27,789         |