Abstract

Strategic behavior is a fundamental problem in a variety of real-world applications that require some form of peer assessment, such as peer grading of assignments, grant proposal review, conference peer review, and peer assessment of employees. Since an individual's own work is in competition with the submissions they are evaluating, they may provide dishonest evaluations to increase the relative standing of their own submission. This issue is typically addressed by partitioning the individuals and assigning them to evaluate the work of only those from different subsets. Although this method ensures strategyproofness, each submission may require a different type of expertise for effective evaluation. In this paper, we focus on finding an assignment of evaluators to submissions that maximizes assigned expertise subject to the constraint of strategyproofness. We analyze the price of strategyproofness: that is, the amount of compromise on the assignment quality required in order to get strategyproofness. We establish several polynomial-time algorithms for strategyproof assignment along with assignment-quality guarantees. Finally, we evaluate the methods on a dataset from conference peer review.

1 Introduction

Many applications require evaluation of certain submissions. When the number of submissions is large enough to make independent expert evaluations of all of them infeasible, the individuals who submitted are each asked to evaluate submissions made by their peers. In education, peer grading of homework has become increasingly prevalent in Massive Open Online Courses (MOOCs) [2–4] and conventional classrooms. In scientific research, peer review is used for grant proposals and conference paper submissions [5–7]. In the workplace, peer evaluation is frequently used to assess employee performance and determine employee promotions and bonuses [8,9].

In many of these applications, peer assessment is competitive, meaning that the eventual outcome of a submission is impacted by the evaluations of other submissions. Examples include a class graded on a curve such that only a certain percentage receives an ‘A’ grade, a conference that intends to accept some fixed fraction of the papers, an agency awarding grants under a certain budget, or a company with a limited number of promotions on offer.

A key challenge in competitive peer assessment is that agents behave strategically: an agent may give low scores to the submissions they evaluate, in the hope that by hurting the chances of those submissions, they increase the relative chance of a good outcome for their own submission. A controlled experiment [10] found that people indeed behave in such a strategic manner in competitive peer assessment. Furthermore, the work [11] shows that even a small fraction of agents behaving strategically in scientific peer review can
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significantly lower the average quality of the accepted papers. It is thus vital to ensure the fairness and integrity of the process by developing mechanisms to prevent such strategic behavior.

By far the most well-studied way of ensuring strategyproofness is the partitioning method introduced in [12] and studied further in [13–19]. Under the partitioning method, submissions are partitioned into some number of subsets, and no agent is assigned a submission from the same subset as their own. The individual agent evaluations are then aggregated separately for each subset, so that any agent’s evaluations cannot influence the final outcome for their own submission.

Apart from strategyproofness, another key aspect in assigning evaluators to submissions is matching based on expertise. For instance, in peer review of papers or proposals, not all agents have expertise for all papers or proposals. Similarly, in peer assessment within an organization, the peer assessors for any employee must be chosen to have a suitable understanding of that employee’s work. In peer grading of essays or projects, the assessors must have the relevant background to do a suitable evaluation. Since the goal of peer assessment is to evaluate each submission as competently as possible, it is important to ensure that each submission is assigned evaluators with suitable expertise, or in other words, to maximize the quality of the assignment of evaluators to submissions.

While both strategyproofness and assignment quality are crucial in many applications, prior works primarily deal with only one or the other aspect. Our work studies the problem of finding a strategyproof assignment with maximum assignment quality. The key question we ask is: what is the price paid by strategyproofing in terms of assignment quality? As a metric of evaluation, we use the ratio of the quality we obtain with strategyproofness to the maximum quality achievable without the strategyproofness constraint.

The prior work closest to ours is [18], which considers the partitioning mechanism specifically for conference peer review. They provide an algorithm that utilizes partitioning and conduct empirical analysis on its quality. However, they provide no theoretical guarantees on their algorithm’s assignment quality.

With that background, we now list our main contributions:

1. We establish fundamental limits on the amount of compromise that must be made on the assignment quality in order to impose strategyproofness via partitioning.
2. We present polynomial-time computable algorithms that are optimal in the worst case.
3. We show that the problem of instance-wise optimal strategyproof assignment via partitioning is NP-hard.
4. We conduct experimental evaluations on data from the peer-review process of the ICLR 2018 conference, where we find that our algorithms achieve high-expertise assignments while producing fair partitions of papers.

We accomplish these goals using various techniques: applying combinatorial methods, drawing a connection to equitable graph coloring, and formulating our problem as a max-cut problem.

Apart from considering strategyproofness and assignment quality together, we note two points of contrast of our work as compared to the literature. First, previous works on strategyproof partitioning consider a uniform random partition in order to ensure fairness: that is, to ensure that no partition contains disproportionately strong or disproportionately weak submissions. In our work, we analyze the random partition approach and use it as a baseline for the rest of our results. Moreover, we conduct experiments using data from the ICLR conference, which reveal that the non-random partition output by our algorithms does not result in any substantial unfairness. Second, the work [18], which deals with both assignment quality and strategyproofing, considers arbitrary authorships where each submission may have multiple authors and each agent may have authored multiple submissions. In contrast, our theoretical analysis restricts attention to each agent having authored one submission and each submission being authored by one agent. Such one-to-one authorship occurs often in peer grading, peer assessment of employees, or peer review of certain proposals and is equivalent to common settings in the strategyproofing literature [13–17]. In Appendix A, we further provide an extension and empirical evaluation that handles arbitrary authorships.

All of the code for our algorithms and our empirical results is freely available online at https://github.com/sjecmen/optimal_strategyproof_assignment.
2 Background and Problem Formulation

We consider a setting of peer assessment between agents, where each agent first submits some work for evaluation and is then assigned to evaluate other agents’ submissions. After evaluations have been completed, submissions can be compared based on the evaluation scores in order to determine any competitive outcomes, such as relative grades (in a classroom setting), accept/reject decisions (in conference peer review), or employee bonuses and promotions (in an organization).

2.1 Preliminaries

Let $\mathcal{A} = \{a_1, \ldots, a_n\}$ be the set of agents and let $\mathcal{P} = \{p_1, \ldots, p_n\}$ be the set of submissions from the agents. We assume that each agent $a_i$ ($i \in [n]$) authors exactly one submission $p_i$. (This is equivalent to common settings in the strategyproofing literature [13–17]. Furthermore, we handle arbitrary authorships in Appendix A.)

A key focus of our work is the assignment of agents to submissions for review. Constructing a high-quality assignment for peer assessment (in the absence of strategyproofing requirements) is a well-studied problem, and is conducted in two phases. The first phase involves computing a “similarity” between every agent-submission pair, a number between 0 and 1 where a higher value indicates a better match in terms of expertise. Similarities are computed in various ways [20–23]. Our work is agnostic to the method used to compute similarity scores. We assume we are given a matrix $S \in [0, 1]^{n \times n}$ of ‘similarity scores’ for each agent-submission pair that capture the expertise of each agent to evaluate each submission. For any $i \in [n], j \in [n]$, the $(i, j)^{th}$ entry of matrix $S$, denoted by $s_{i,j}$, represents the similarity between agent $a_i$ and submission $p_j$, where a higher value means that one expects a better quality of evaluation.

2.2 Assignments

The second phase of the assignment process then uses the similarities to assign submissions to agents. For a predefined value $k \in \mathbb{Z}_+$, an assignment with loads of $k$ is defined as a set $\mathcal{M} \subseteq \mathcal{A} \times \mathcal{P}$ of assigned agent-submission pairs where each submission is assigned exactly $k$ agents, each agent is assigned to exactly $k$ submissions, and no agent is assigned to their own submission. It is important to note that in our applications of interest, the “load” $k$ is typically a small constant independent of $n$, and we will assume so throughout this paper.

The assignment is chosen by maximizing a specified objective subject to the load constraints. By far the most common choice of objective is to maximize the sum of the assigned similarities [20, 24–28], and this approach is widely used in practice: for instance, in IJCAI, NeurIPS, AAAI and other conferences. Formally, for any assignment $\mathcal{M} \subseteq \mathcal{A} \times \mathcal{P}$, the total similarity is given by $\sum_{(a_i, p_j) \in \mathcal{M}} s_{i,j}$. Fixing some $k$, define $\mathcal{M}_S^*$ as the maximum-similarity assignment

\[ \mathcal{M}_S^* = \arg \max_{\mathcal{M} \subseteq \mathcal{A} \times \mathcal{P}} \sum_{(a_i, p_j) \in \mathcal{M}} s_{i,j} \]

subject to

\[ \sum_{a_i \in \mathcal{A}} [ (a_i, p_j) \in \mathcal{M} ] = k \quad \forall p_j \in \mathcal{P} \]  

\[ \sum_{p_j \in \mathcal{P}} [ (a_i, p_j) \in \mathcal{M} ] = k \quad \forall a_i \in \mathcal{A} \]  

\[ (a_i, p_i) \notin \mathcal{M} \quad \forall a_i \in \mathcal{A}. \]

The optimal assignment (without strategyproofness) $\mathcal{M}_S^*$ can be found efficiently via standard methods such as min-cost flow algorithms or linear programming. Let $\text{Opt}_S$ be the similarity of $\mathcal{M}_S^*$ (leaving dependence on $k$ implicit in the notation); that is, $\text{Opt}_S$ is the maximum value of the aforementioned objective under the stated constraints. When unambiguous, the subscript $S$ may be omitted.

While we consider the aforementioned popular objective in most of our analysis, we note that another objective that is sometimes used is the lexicomin or max-min fairness of the assignment [29, 30], which we examine in Section 3.7.
2.3 Strategyproofness via Partitioning

Our goal in this paper is to find maximum-similarity strategyproof assignments. A strategyproof assignment is one in which no agent can improve the outcome of their own submission by changing the evaluation they provide.

As introduced earlier, a standard method for constructing strategyproof assignments begins by partitioning the agents into two subsets. An assignment of agents to submissions is then found, where agents can only be assigned to submissions authored by agents in the other subset. After evaluations are completed, any relative grading (e.g., classroom grading or accept/reject decisions) is done independently within each subset. Thus, the evaluation provided by any agent cannot influence the final outcome of their own submission.

In this paper, we use the term “strategyproof-via-partitioning” specifically to describe assignments produced in this way.

**Definition 1.** An assignment \( \mathcal{M} \) is **strategyproof-via-partitioning** if there exists a partition of \( \mathcal{A} \) into two subsets \( \mathcal{A}_1, \mathcal{A}_2 \) such that
\[
(a_i, p_j) \notin \mathcal{M} \quad \forall a_i, a_j \in \mathcal{A}_t; \forall t \in \{1, 2\}
\]
\[
\mathcal{A}_1 \cup \mathcal{A}_2 = \mathcal{A}; \quad \mathcal{A}_1 \cap \mathcal{A}_2 = \emptyset.
\]

In Section 3.6, we extend this definition to allow for partitioning into more than two subsets. Our goal is to find a maximum-similarity strategyproof-via-partitioning assignment
\[
\operatorname{argmax}_{\mathcal{A}_1, \mathcal{A}_2 \subseteq \mathcal{A}; \mathcal{M} \subseteq \mathcal{A} \times \mathcal{P}} \sum_{(a_i, p_j) \in \mathcal{M}} s_{i,j}
\]
subject to (1b) - (1d), (2a), (2b).

If an assignment satisfies (2a) for some partition, we say that assignment “respects” the partition; we say that a pair \((a_i, p_j)\) respects the partition if \(a_i\) and \(a_j\) are in different subsets. Note that the load constraints imply \(|\mathcal{A}_1| = |\mathcal{A}_2|\) for any feasible solution, so we assume that \(n\) is even in all of our results; we also assume that \(k \leq \frac{n}{2}\) for feasibility.

Given a partition \((\mathcal{A}_1, \mathcal{A}_2)\), finding the maximum-similarity assignment can be done via standard methods by additionally disallowing any pairs violating constraint (2a). Thus, the primary question we consider in this paper is how to optimally choose the partition in order to maximize the similarity of the resulting assignment.

### 2.4 Evaluation Metric

We evaluate a strategyproof-via-partitioning assignment algorithm in terms of the ratio between the similarity of the assignment it produces and \(\operatorname{Opt}_S\), the similarity of the optimal non-strategyproof assignment. Specifically, consider any assignment algorithm that, given input similarities \(S\), produces a strategyproof-via-partitioning assignment denoted by \(\mathcal{M}_S\). We evaluate its performance in terms of the worst-case input similarities as:
\[
\min_{S: \operatorname{Opt}_S > 0} \frac{\sum_{(a_i, p_j) \in \mathcal{M}_S} s_{i,j}}{\operatorname{Opt}_S}.
\]

### 3 Theoretical Results

In this section, we present our main theoretical results.

### 3.1 Baseline: Random Partitioning

We begin with a result that provides a simple baseline for comparison: Algorithm 1 chooses a partition uniformly at random. This is the approach taken by most prior literature on partitioning-based mechanisms. It is easy to show that such a uniformly random partition can attain at least half of the optimal similarity.
Algorithm 1 Random Partition

Input: $A$, $P$, $S$, $k$
1: Sample $A_1$ uniformly at random from $\{A' : A' \subseteq A, |A'| = |A|/2\}$
2: $A_2 \leftarrow A \setminus A_1$
3: $M \leftarrow \text{max-similarity assignment with loads } k \text{ respecting } (A_1, A_2)$
4: return assignment $M$ and partition $(A_1, A_2)$

Proposition 1. For any $k$ and any $S$, Algorithm 1 finds a strategyproof-via-partitioning assignment with similarity at least $\frac{1}{2} \text{Opt}_S$ in expectation.

Proof. Since it is feasible to assign all pairs in $M^*_S$ that respect the partition, Algorithm 1 achieves expected similarity

$$\mathbb{E}_M \left[ \sum_{(a_i, p_j) \in M} s_{i,j} \right] \geq \sum_{(a_i, p_j) \in M^*_S} s_{i,j} \left( P[a_i \in A_1, a_j \in A_2] + P[a_j \in A_1, a_i \in A_2] \right)
= \sum_{(a_i, p_j) \in M^*_S} s_{i,j} \left( \frac{n}{n-1} \right) \frac{1}{2}
\geq \frac{1}{2} \text{Opt}_S.
$$

Note that this bound on the expected performance of random partitioning is tight in the limit as $n$ grows: in the worst-case over similarities, Algorithm 1 achieves exactly $\left( \frac{n}{n-1} \right) \frac{1}{2} \text{Opt}$ similarity. This occurs when all agent-submission pairs assigned by $M^*$ have similarity 1, and all other pairs have similarity 0.

3.2 Worst-Case Upper Bound

Since $\frac{1}{2} \text{Opt}$ is easily attainable, the next natural question is: how much better is achievable? We establish an upper bound of $\frac{k+1}{2k+1} \text{Opt}$ on the worst-case performance of any strategyproof-via-partitioning assignment algorithm.

Theorem 1. For any $k$ and any $n$, there exist similarities $S$ for $n$ agents such that no strategyproof-via-partitioning assignment has similarity greater than $\frac{k+1}{2k+1} \text{Opt}_S$.

Proof. Place the agents into groups of size $2k + 1$, leaving any remaining agents out. Within each complete group, number the agents from 0 to $2k$. For all $i$ from 0 to $2k$, set the similarity of $a_i$ and $p_{i+1}, \ldots, p_{(i+k+1) \mod 2k+1}$ to 1. Set all other similarities to 0. On these similarities, $M^*$ can assign every similarity-1 pair, for a total of $k(2k+1)$ per group. The optimal partition splits each group into subsets of size $k$ and $k+1$, allowing at most $k(k+1)$ similarity-1 pairs to be assigned in each group.

3.3 Cycle-Breaking Algorithm

In this section, we present a simple algorithm that meets the upper bound of Theorem 1 when $k = 1$.

Define a “cycle” $\gamma$ of length $\ell$ in an assignment as an ordered list of indices $\gamma_1, \ldots, \gamma_{\ell}$ such that agent $a_{\gamma_1}$ is assigned to submission $p_{\gamma_{\ell+1}}$ (defining $\gamma_{\ell+1} = \gamma_1$). In any assignment with loads $k = 1$, the full set of indices $[n]$ can be uniquely partitioned into such cycles, since each agent is assigned to one submission and each submission is assigned one agent.

Algorithm 2 works by splitting each cycle in the optimal $k = 1$ assignment across the partition in the way that maximizes similarity. The following theorem shows a lower bound on the similarity of the strategyproof-via-partitioning assignment produced by this algorithm when $k = 1$. 
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Algorithm 2 Cycle-Breaking Algorithm

**Input:** Agents $A$, papers $P$, similarities $S$, load $k$

1. $M^*_S \leftarrow$ max-similarity assignment with loads 1
2. $A_1 \leftarrow \emptyset; A_2 \leftarrow \emptyset$
3. **for** cycle $\gamma$ of length $\ell$ in $M^*_S$ **do**
4. $y \leftarrow \min_{i \in [\ell]} S_{\gamma_i, \gamma_{i+1}}$
5. $A \leftarrow \emptyset; B \leftarrow \emptyset$
6. **for** $i \in [\ell]$ **do**
7. $j \leftarrow y + i \mod \ell$
8. **if** $i$ odd **then**
9. $A \leftarrow A \cup \{a_{\gamma_j}\}$
10. **else**
11. $B \leftarrow B \cup \{a_{\gamma_j}\}$
12. **end if**
13. **end for**
14. **if** $|A_1| \leq |A_2|$ **then**
15. $A_1 \leftarrow A_1 \cup A; A_2 \leftarrow A_2 \cup B$
16. **else**
17. $A_1 \leftarrow A_1 \cup B; A_2 \leftarrow A_2 \cup A$
18. **end if**
19. **end for**
20. $M \leftarrow$ max-similarity assignment with loads $k$ respecting $(A_1, A_2)$
21. **return** assignment $M$ and partition $(A_1, A_2)$

Theorem 2. When $k = 1$, for any $S$, Algorithm 2 finds a strategyproof-via-partitioning assignment with similarity at least $\frac{2}{3} \text{Opt}_S$ in polynomial time.

**Proof.** $(A_1, A_2)$ is a partition of $A$ since each agent is included in exactly one cycle in $M^*_S$. Further, $|A_1| = |A_2|$ since agents are added to the partition to keep it as balanced as possible and we assume $n$ is even.

We bound the value of the returned assignment $M$ when $k = 1$. By construction, at most one agent-submission pair in each cycle of $M^*_S$ does not respect the partition. Any cycle containing such a disallowed pair must be of length at least three, and the disallowed pair must have the minimum similarity among all assigned pairs in the cycle. Since it is feasible to assign all pairs in $M^*_S$ that respect the partition, the value of the strategyproof-via-partitioning assignment must be at least $\frac{2}{3} \text{Opt}_S$.

The partitioning step can be done in $O(n)$ time, since each agent is considered once, and finding the two maximum-similarity matchings can be done with high probability in $\tilde{O}(n^3)$ time [31].

3.4 Coloring Algorithm

In this section, we present another algorithm for strategyproof peer assessment, which meets the upper bound of Theorem 1 for any $k$. The algorithm begins by constructing a directed graph $G_{M^*}$ representing the optimal assignment $M^*$. This graph contains one vertex $v_i$ for all $i \in [n]$, and an edge $(v_i, v_j)$ if $(a_i, p_j) \in M^*$. We then find an equitable coloring of this graph, which is defined as follows.

**Definition 2.** For any $\alpha \in \mathbb{Z}_+$, an equitable $\alpha$-coloring of a directed graph $G = (V, E)$ is a function $f : V \rightarrow [\alpha]$ such that $f(v_i) \neq f(v_j) \forall (v_i, v_j) \in E$ and $|\{v : f(v) = x\}| - |\{v : f(v) = y\}| \leq 1 \forall x, y \in [\alpha]$.

The following well-known result shows that an equitable coloring of limited size can be found in polynomial time.

**Theorem 3.** [32, 33] A graph $G = (V, E)$ with maximum degree at most $\Delta$ has an equitable $\Delta + 1$-coloring that can be found in $O(\Delta |V|^2)$ time.
Therefore, Line 3 can be implemented using Theorem 3 as a subroutine. Further, since $\binom{n}{k}$ is divisible by $2k+1$, all colors have exactly $\frac{n}{2k+1}$ vertices and so $|A_1| = |A_2|$.

Algorithm 3 uses this result as a subroutine to find an equitable coloring of $G_{M^*}$. It then partitions the colors in the way that maximizes the total similarity of pairs in $M^*$ split by the partition. The following result proves that this algorithm is worst-case optimal.

**Theorem 4.** For any $k$ and any $S$, if $n$ is divisible by $2k+2$, Algorithm 3 finds a strategyproof-via-partitioning assignment with similarity at least $\frac{k+1}{2k+1} \text{Opt}_S$ in polynomial time.

**Proof.** Each vertex in $G_{M^*}$ has in-degree and out-degree $k$, so the maximum (total) degree is at most $2k$. Therefore, Line 3 can be implemented using Theorem 3 as a subroutine. Further, since $n$ is divisible by $2k+2$, all colors have exactly $\frac{n}{2k+1}$ vertices and so $|A_1| = |A_2|$. 

Next, we bound the value of the returned assignment $M$. Suppose we modify Line 4 to choose $T$ uniformly at random from the set. Then, the expectation of $x_T$ in Line 7 is $E[x_T] = \sum_{(a_i,p_j) \in M_S^*} s_{i,j} \left( \frac{k+1}{2k+1} \frac{k+1}{2k+1} \right) = \frac{k+1}{2k+1} \text{Opt}_S$. Therefore, $x_{T^*} \geq \frac{k+1}{2k+1} \text{Opt}_S$. Since it is feasible to assign all pairs whose similarity is counted in $x_{T^*}$, the assignment $M$ has similarity at least $x_{T^*}$.

Assuming $k$ is constant, the time complexity of the partitioning step is dominated by the $O(n^2)$ time taken to find the equitable coloring. Finding the two maximum-similarity matchings can be done with high probability in $O(n^3)$ time [31].

Algorithm 3 uses this result as a subroutine to find an equitable (2k + 1)-coloring of $G_{M^*}$. Theorem 4 proves that this algorithm is worst-case optimal. The proof is omitted due to space constraints.

### 3.5 Hardness

Although our algorithms are optimal on the worst-case input, one might hope for algorithms that can guarantee optimal performance on all inputs. However, the following result shows that when $k \geq 2$, this is
NP-hard.

**Theorem 5.** For any \( k \geq 2 \), it is NP-hard to find the optimal strategyproof-via-partitioning assignment, even when similarities are binary (that is, when \( S \in \{0,1\}^{n \times n} \)).

**Proof Sketch.** The proof is by reduction from the “Simple Max Cut on Cubic Graphs” problem [34]. We construct an instance of the strategyproof-via-partitioning assignment problem where each agent corresponds to a vertex. For some orientation of the input graph, we set \( s_{ij} = 1 \) for each directed edge \((v_i, v_j)\), and set similarities to zero elsewhere. These edges could all be assigned by \( \mathcal{M}^* \) when \( k \geq 2 \), but the optimal strategyproof-via-partitioning assignment is limited to the max-cut value in the original graph.

The complete proof is provided in Appendix B.

### 3.6 Partitions With More Than Two Subsets

We now relax the definition of “strategyproof-via-partitioning” given in Definition 1. Rather than requiring that agents be partitioned into two subsets, we allow them to be partitioned into any constant (i.e., not depending on \( n \)) number of subsets. This slight relaxation of our problem formulation allows us to obtain a strategyproof-via-partitioning assignment that achieves total similarity \( \text{Opt}_S \) for any \( S \).

**Theorem 6.** For any \( k \geq 1 \) and any \( S \), Algorithm 4 finds a partition of agents into \( 2k + 1 \) subsets, where each subset contains either \( \lfloor \frac{n}{2k+1} \rfloor \) or \( \lceil \frac{n}{2k+1} \rceil \) agents, and a strategyproof-via-partitioning assignment respecting this partition in polynomial time. This assignment has total similarity \( \text{Opt}_S \).

**Proof.** Each vertex in \( G_{\mathcal{M}^*} \) has in-degree and out-degree \( k \), so the maximum (total) degree is at most \( 2k \). Therefore, by Theorem 3 we can find an equitable \((2k+1)\)-coloring of \( G_{\mathcal{M}^*} \) in \( O(n^2) \) time. By Definition 2, the entirety of \( \mathcal{M}^*_S \) respects the partition induced by the coloring and so is strategyproof-via-partitioning with respect to this partition. Also by Definition 2, all color classes differ in size by at most 1.

Algorithm 4 constructs a directed graph representing \( \mathcal{M}^* \) as described in Section 3.4. It then finds an equitable \((2k+1)\)-coloring using Theorem 3 and uses this coloring as the partition.

Although we can recover the entire optimal similarity with this method, increasing the number of subsets comes at the cost of reliability in determining the post-evaluation outcomes, since all relative outcomes must be chosen independently in each subset. In Section 4, we experimentally examine this cost.

### 3.7 Fairness Objective

So far we have analyzed the objective of maximizing total similarity (1) due to its widespread use. However, this objective has been found to result in imbalanced or unfair assignments [30]. An alternative proposed in the literature is to optimize the max-min fairness objective, which maximizes the total similarity assigned to the submission with minimum assigned similarity [29, 30, 35]. Formally, the problem of finding the optimal strategyproof-via-partitioning assignment under this objective is:

\[
\arg\max_{A_1, A_2 \subseteq A, \mathcal{M} \subseteq A \times P} \min_{p_j \in P} \sum_{a_i \in A} s_{i,j} I[(a_i, p_j) \in \mathcal{M}]
\]

subject to (1b) - (1d), (2a), (2b).

Assignment algorithms optimizing this objective have been used in venues such as ICML 2020 and implemented in conference management platforms such as OpenReview.net.

In this section, we analyze the price of strategyproofing under this max-min objective. The following result shows that unfortunately, we cannot hope to do well on this objective in the worst-case.

**Theorem 7.** For any \( k \) and any \( n \geq 6 \), there exist similarities \( S \) on \( n \) agents such that the optimal non-strategyproof assignment has max-min objective value strictly greater than 0 while no strategyproof-via-partitioning assignment has a max-min objective value greater than 0.
Proof. Split the agents into two groups such that both groups have an odd number of agents at least 3; this is possible since we assume \( n \) is even. Within each group \( \{a_{\gamma_1}, \ldots, a_{\gamma_\ell}\} \) of size \( \ell \), set similarities \( s_{\gamma_i, \gamma_{i+1}} = 1 \) for all \( i \in [\ell - 1] \) and \( s_{\gamma_\ell, \gamma_1} = 1 \). Set similarities to 0 elsewhere. On these similarities, the optimal non-strategyproof assignment can assign every similarity-1 pair for a max-min fairness of 1. However, since the number of reviewers in each group is odd, any partition of \( A \) into two subsets must place two agents \( a_{\gamma_i}, a_{\gamma_{i+1}} \) (or \( a_{\gamma_1}, a_{\gamma_\ell} \)) from each group in the same subset. Therefore, some submission \( p_{\gamma_{i+1}} \) from each group will have an assigned similarity of 0.

4 Experimental Results

In this subsection, we experimentally examine the performance of algorithms for strategyproof-via-partitioning assignment.

4.1 Setup

We evaluate our algorithms on data from the peer-review process at ICLR 2018. We use similarities recreated in [18]. To evaluate the partition quality, we also use the actual review scores and the accept/reject decisions at the ICLR 2018 conference [36].

Since our algorithms require that each agent authors exactly one submission, we find a maximum one-to-one matching on the real authorship graph and use this as the authorship for our experiments. This resulted in matching 883 out of the 911 papers. We then discarded any reviewers and papers not included in the authorship graph. Any additional reviewers required for feasibility (due to the divisibility of \( n \)) have zero similarity with all papers.

We evaluate four partitioning algorithms: random partitioning (Algorithm 1), the cycle-breaking algorithm (Algorithm 2), the coloring algorithm (Algorithm 3), and the multi-partition algorithm (Algorithm 4). Since each paper received 3 reviews at ICLR 2018, we test values of \( k \in \{1, 2, 3\} \).

Additional experimental results are available in Appendix C.

4.2 Assignment Similarity

We first examine the similarity of the strategyproof-via-partitioning assignments produced by each algorithm. In Figure 1, we report the price of strategyproofness: the difference in total similarity between the proposed algorithm’s assignment and the optimal non-strategyproof assignment, as a fraction of the optimal assignment’s total similarity. Results for the random partitioning algorithm are averaged over 100 trials,

Figure 1: Assignment similarity lost on data from ICLR 2018.
with error bars representing standard error of the mean. As expected from our theoretical results, the multi-partition algorithm achieves the full similarity of the optimal non-strategyproof assignment. On all values of \( k \), the cycle-breaking algorithm performs very well: it loses less than 1% of the optimal similarity when \( k = 1 \), and furthermore, it outperforms the coloring algorithm even for higher values of \( k \) (where it does not have theoretical guarantees). The coloring algorithm loses around 12% of the optimal similarity for all values of \( k \). The baseline of random partitioning still loses less than 20% of the optimal similarity, but is outperformed by the other algorithms. Overall, on real data our algorithms perform quite well in terms of the quality of the assignment as compared to the optimal non-strategyproof assignment.

4.3 Partition Quality

We next examine whether the partitions produced by these algorithms place similar-quality papers into each subset, since under the partition-based method, the final accept/reject decisions for papers are performed independently in each subset. In Figures 2a and 2b, we display the number of papers receiving each decision (oral presentation, poster presentation, invitation to workshop track, or rejection) in each subset of the partitions. For each algorithm, each bar displays the decisions for the papers in one subset of the partition. Across all algorithms and values of \( k \), the partitions constructed have very similar numbers of papers receiving each decision in each subset.

Further, in Figures 2c, 2d, and 2e, we show the mean review scores given to each paper for the case of \( k = 1 \). In Figures 2c and 2d, the red and blue histograms correspond to the scores given to the papers in the two subsets of the algorithm’s partition, with the purple section indicating their overlap; in Figure 2e, the third subset is additionally indicated in yellow. For all algorithms, the distributions of scores appear very
Table 1: Results of the Kolmogorov-Smirnov test of whether the review scores in the two partitioned subsets are drawn from the same distribution.

| Algorithm      | k | p   | D    |
|---------------|---|-----|------|
| Cycle-breaking | - | 0.9007 | 0.0373 |
| Coloring      | 1 | 0.8902 | 0.0379 |
|               | 2 | 0.6445 | 0.0487 |
|               | 3 | 0.5389 | 0.0530 |
| Multi-partition | 1 | 0.4282 | 0.0702 |
|               | 2 | 0.6805 | 0.0742 |
|               | 3 | 0.3457 | 0.1142 |

similar across subsets of the partition. Formally, we test the difference between the score distributions of different subsets via the two-sample Kolmogorov-Smirnov test, a non-parametric test of the null hypothesis that the two samples came from the same distribution. Each sample is the set of scores given to the papers in one subset of the partition. We report the results of the test in Table 1, which contains the p-values of the test along with the effect size $D$, defined as the maximum difference between the empirical cdfs of the two samples. For the multi-partition algorithm, we test each pair of subsets and we report results for the pair with highest $D$. In all cases, the $p$-values are high, meaning that the test cannot reject the hypothesis that the subsets were drawn from the same distribution.

These experiments provide evidence that the partitions created by our algorithms do not have any substantial difference in the quality of papers in each subset.

5 Discussion

We jointly considered two key aspects of the peer-assessment process—strategyproofing and assignment quality—and derived fundamental limits as well as designed computationally-efficient algorithms that achieve these limits. Our theoretical and empirical contributions lead to several directions of future work.

A first key direction of future work is to extend these theoretical results to arbitrary authorship graphs, as in conference peer review. We present a heuristic algorithm with an empirical evaluation in Appendix A, but the problem of establishing fundamental limits and optimal algorithms is open. Second, most of our work considered worst-case guarantees, while showing that it is NP-hard to attain instance-wise optimality. However, our experimental results showed that our algorithms perform much better than worst-case on real-world instances. This suggests a theoretically interesting and practically useful direction of future work: designing algorithms with approximately-optimal instance-wise guarantees. Third, in contrast to past work, our partitions are non-random. Building on our experimental results revealing that these non-random partitions still result in subsets with roughly equal submission strengths, future work could dig deeper into this phenomenon both theoretically and empirically. Fourth, recent work [37] provides a strategyproof algorithm with theoretical guarantees that does not rely on partitioning. Even though partitioning is by far the dominant way of strategyproofing, it is of interest to extend our results to such strategyproofing methods that may not employ partitioning. Finally, there are various other types of strategic or dishonest behavior in peer assessment [38–46] and the design of computational methods to mitigate such behavior is vital. More generally, peer assessment is an important application with a broad set of challenges including subjectivity [47,48], miscalibration [49,50], biases [6,51,52], and others [7,22,23,53,54].
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Algorithm 5: Heuristic Algorithm for Arbitrary Authorship

Input: agents $A$, papers $P$, similarities $S$, authorship graph $U$, paper load $k_p$, maximum agent load $k_a$

1: $\overline{M}$ ← max-similarity assignment with loads $(k_a, k_p)$
2: $\{V_1, \ldots, V_N\}$ ← vertices of the connected components of $U$
3: $A' \leftarrow \{a'_i : i \in [N] \}$; $P' \leftarrow \{p'_i : i \in [N] \}$
4: for $i, j \in [N]$ do
5: $s'_{ij} \leftarrow \sum_{a_a \in V_i, p_b \in V_j} s_{ab}[(a_a, p_b) \in \overline{M}] + \sum_{a_a \in V_j, p_b \in V_i} s_{ab}[(a_a, p_b) \in \overline{M}]$
6: end for
7: $M', (A'_1, A'_2) \leftarrow$ output of Algorithm 2 on input $(A', P', S', k' = 1)$
8: $T_1 \leftarrow \bigcup_{i:a'_i \in A'_1} V_i$; $T_2 \leftarrow \bigcup_{i:a'_i \in A'_2} V_i$
9: $\overline{M}$ ← max-similarity assignment with loads $(k_a, k_p)$ respecting $(T_1, T_2)$
10: return assignment $\overline{M}$ and partition $(T_1, T_2)$

Appendices

A. Heuristic Algorithm for Arbitrary Authorship

In this section, we propose an algorithm for strategyproof-via-partitioning assignment that can accommodate arbitrary authorship of submissions, as opposed to the one-to-one authorship that we assume in our problem formulation (Section 2). This algorithm is closely based on the cycle-breaking algorithm (Algorithm 2) from Section 3.3. We do not have any theoretical guarantees for this algorithm, but we provide evaluations on the ICLR 2018 dataset introduced in Section 4.

A.1 Algorithm

Arbitrary authorship can be represented as a graph $U$ where each agent and each submission are represented as vertices, and an edge between an agent and submission indicates that the agent authored that submission. Since authorship is not one-to-one, the number of agents and submissions may differ and the agent and submission loads need not be the same. Define $k_p$ as the paper load and $k_a$ as the maximum agent load. A strategyproof-via-partitioning assignment algorithm in this setting will produce a partition of both agents and submissions, along with an assignment that respects this partition by assigning each submission only agents from the other subset.

Algorithm 5 works by taking a problem instance with arbitrary authorship, using it to construct a (fake) problem instance with one-to-one authorship, and running Algorithm 2 on this fake instance to find a partition. Each agent in the fake instance corresponds to a connected component of the authorship graph $U$. Similarities between fake agents are set equal to the total similarity of pairs in the optimal non-strategyproof assignment that are split between the respective components.
We slightly modify Algorithm 2 to encourage more balanced partitions in this setting before calling it in Line 7. In Lines 14-18 of Algorithm 2, we take the larger of $A$ and $B$ and add it to the smaller of $A_1$ and $A_2$ as measured by the total size of the connected components represented within each set. In addition, we iterate through vertices (when finding cycles) in the order of largest connected component to smallest.

**A.2 Experimental Results**

We test Algorithm 5 on the ICLR 2018 dataset, using the full authorship graph from the conference. We set loads of $k_p = 3$ and $k_a = 6$, since these are standard conference loads [18]. As a baseline for comparison, we also test 100 trials of random partitioning, which chooses half of the connected components at random for each subset.

First, we see in Figure 3a that Algorithm 5 outperforms random partitioning in terms of similarity. Our algorithm loses less than 12% of the non-strategyproof optimal similarity, whereas the random partitioning loses 17.6% of optimal on average.

Finally, we examine the partition quality in a similar manner as in Section 4. In Figure 3b, we plot the proportion of papers within each subset of the partition produced by Algorithm 5 that received each decision. We see that the subsets have similar proportions of papers receiving each decision. In Figure 3c, we see that the two subsets also have similar distributions of paper scores, although the number of papers does differ.

Our results are highly comparable to those of [18], who provide a different partitioning algorithm and show that it loses 11.4% of the optimal similarity on the ICLR 2018 data with the same loads.

**B Proof of Theorem 5**

We first prove the following supplementary lemma.

**Lemma 1.** Any graph $G = (V, E)$ with maximum degree at most 4 can be oriented in polynomial time such that the in-degree and out-degree of all vertices are at most 2.

**Proof.** Consider the following procedure, which takes any arbitrary orientation of $G$ and modifies it so that it obeys the desired properties. For a vertex $v \in V$, denote the out-degree of $v$ by $\delta_o(v)$ and the in-degree of $v$ by $\delta_i(v)$.

On each iteration, choose $v_o$ such that $\delta_o(v_o) \geq 3$. Consider the set $S$ of all vertices reachable on a directed path from $v_o$. There cannot be any edges from $S$ to vertices outside of $S$, so $\sum_{v \in S} \delta_o(v) \leq \sum_{v \in S} \delta_i(v)$. Since $\sum_{v \in S} \delta_i(v) + \delta_o(v) \leq |S|$, we have $\sum_{v \in S} \delta_o(v) \leq 2|S|$. Therefore, there exists $v' \in S$ such that $\delta_o(v') \leq 1$. Reversing the direction of all edges on the path from $v_o$ to $v'$ reduces $\delta_o(v_o)$ by 1 and increases $\delta_i(v_o)$ by 1, increases $\delta_o(v')$ by 1 and decreases $\delta_i(v')$ by 1, and does not change the in- or out-degree of any other vertices. Since $\delta_o(v') \leq 1$ and $\delta_i(v_o) \leq 1$ originally, this change does not cause any additional constraints to
be violated. Therefore, this step can be repeated until all vertices satisfy \( \delta_o(v) \leq 2 \). Reversing the direction of all edges and repeating the entire procedure ensures that all vertices satisfy \( \delta_i(v) \leq 2 \) as well.

Each iteration takes \( O(|V|) \) time to find a path to an appropriate \( v' \). The number of iterations is \( O(|V|) \), since each vertex is visited at most twice.

We now prove the main result, showing that it is unlikely that an instance-optimal algorithm for strategyproof-via-partitioning assignment exists if \( k \geq 2 \). We reduce from the “Simple Max Cut on Cubic Graphs” problem, which is NP-complete [34]. An instance of this problem consists of an unweighted, undirected graph \( G = (V, E) \) where all vertices have degree 3 and an integer \( K \). The question is: is there a partition of \( V \) that cuts at least \( K \) edges?

Fix any \( k \geq 2 \). We reduce this problem to a decision variant of our problem, defined as follows. Given agents \( \mathcal{A} \), submissions \( \mathcal{P} \), similarities \( S \), and a number \( x \), does there exist a strategyproof-via-partitioning assignment with loads of \( k \) such that the total similarity is at least \( x \)? If it is NP-hard to determine if there is a strategyproof-via-partitioning assignment with similarity at least \( x \), finding the strategyproof-via-partitioning assignment with maximum similarity must also be NP-hard.

Consider any instance of the max cut problem \( G = (V, E), K \). Construct a graph \( G' \) by adding \( |V| \) disconnected vertices to \( G \). By Lemma 1, we can find an orientation of \( G' \) in polynomial time to get a directed graph \( \hat{G} = (\hat{V}, \hat{E}) \) such that all out-degrees and in-degrees are at most 2. For each vertex \( v_i \in V \), construct one agent \( a_i \) and their submission \( p_i \). For each directed edge \( (v_i, v_j) \in \hat{E} \), set similarity \( S_{ij} = 1 \); set all other similarities to 0. Set \( x = K \).

Suppose that \( V \) has a partition \((V_1, V_2)\) that cuts at least \( K \) edges. Add the disconnected vertices to the subsets so that \( |V_1| = |V_2| = |V| \). Partition the corresponding agents in the same way. Assign the agent \( a_i \) to submission \( p_j \) for each directed edge \((v_i, v_j) \in \hat{E} \) cut by the partition. Each agent has an edge to at most 2 submissions and each submission has an edge to at most 2 agents, so these can all be assigned since \( k \geq 2 \). Assign the remaining agents and submissions arbitrarily, which can be done since the partitions are balanced. This assignment has similarity at least \( x \) and is strategyproof-via-partitioning.

Suppose that \( V \) does not have a partition that cuts at least \( K \) edges. This means that there does not exist a partition of agents such that at least \( x \) agent-submission pairs with non-zero similarity can be assigned respecting the partition.

### C Additional Experimental Results

In this section, we display additional experimental results regarding the partition quality of our algorithms on the data from ICLR 2018 (introduced in Section 4).

In Figure 4a, we display the number of papers receiving each decision in each subset of the partitions for \( k = 2 \), where each bar displays the decisions for the papers in one subset of the partition. The partitions constructed by all algorithms have very similar numbers of papers receiving each decision in each subset.

In Figures 4b-4e, we show the mean review scores given to each paper for the cases of \( k = 2 \) and \( k = 3 \). As before, the red and blue histograms correspond to the scores given to the papers in each subset of the algorithm’s partition, with the purple section indicating their overlap. For all algorithms, the distribution of scores appear very similar across subsets of the partition. Results for the multi-partition algorithm are not shown, as there are too many subsets for the histogram to be readable.
(a) Partitioned paper decisions, $k = 2$

(b) Partitioned paper scores for the cycle-breaking algorithm, $k = 2$

(c) Partitioned paper scores for the coloring algorithm, $k = 2$

(d) Partitioned paper scores for the cycle-breaking algorithm, $k = 3$

(e) Partitioned paper scores for the coloring algorithm, $k = 3$

Figure 4: Additional experimental results on data from ICLR 2018.