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Abstract During the last decade, Speech Emotion Recognition (SER) has emerged as an integral component within Human-computer Interaction (HCI) and other high-end speech processing systems. Generally, an SER system targets the speaker's existence of varied emotions by extracting and classifying the prominent features from a preprocessed speech signal. However, the way humans and machines recognize and correlate emotional aspects of speech signals are quite contrasting quantitatively and qualitatively, which present enormous difficulties in blending knowledge from interdisciplinary fields, particularly speech emotion recognition, applied psychology, and human-computer interface. The paper carefully identifies and synthesizes recent relevant literature related to the SER systems' varied design components/methodologies, thereby providing readers with a state-of-the-art understanding of the hot research topic. Furthermore, while scrutinizing the current state of understanding on SER systems, the research gap's prominence has been sketched out for consideration and analysis by other related researchers, institutions, and regulatory bodies.
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I. INTRODUCTION

We humans have a unique ability to convey ourselves through speech. These days alternative communication methods like text messages and emails are available. Further, instant messages are aided by emojis that have paved the way for visual communication in this digital world. However, speech is still the most significant part of human culture and is data-rich. Both paralinguistic and linguistic information is contained in the speech.

Classical automatic speech recognition systems focused less on some of the essential paralinguistic information passed on by speech like gender, personality, emotion, aim, and state of mind [1]. The human mind utilizes all phonetic and paralinguistic data to comprehend the utterances' hidden importance and has efficacious correspondence [2]. The superiority of communication gets badly affected if there is any meagerness in the cognizance of paralinguistic features. There have been some arguments regarding children who can not comprehend the speaker's emotional conditions evolve substandard social skills. In certain instances, they manifest psychopathological manifestations [3], which accentuates the significance of perceiving speech's emotional conditions leading to ineffective communication. Therefore, creating coherent and human-like communication machines that comprehend paralinguistic data, for example, emotion, is essential [4].

Emotion recognition has been the subject of exploration for quite a long time. The fundamental structure of research in emotion recognition was formed by detecting emotions from facial expressions [5]. Emotion recognition from speech signals has been studied to a great extent during recent times. In human-computer interaction, emotions play an essential role [6]. In recent times, speech emotion recognition (SER), which expects to investigate the emotion states through speech signals, has been drawing increasing consideration. Nevertheless, SER remains a challenging task, with the question of how to extract effective emotional features.
A classification of methodologies that process and at the same time characterize speech signals to identify emotions embedded in them is an SER system. An SER system needs a classifier, a supervised learning construct, programmed to perceive any emotions in new speech signals. \[7\]. A supervised system like that introduces the need for labeled data with emotions embedded in it. Before any processing can be done on the data to extract the features, it needs preprocessing. For this reason, the sampling rate across all the databases should be consistent. The classification process essentially requires features. They help reduce raw data into the most critical characteristics only, regardless of whether it suffices to utilize acoustic features for displaying emotions or if it is mandatory to cooperate with different kinds of features like linguistic, facial features, or speech information.

Classifiers’ performance can be said to depend mainly on the techniques of feature extraction and those features that are viewed as salient for a particular emotion \[8\]. If additional features can be consolidated from different modalities, for example, linguistic and visual, it can strengthen the classifiers. However, this relies on the significance and accessibility. These features are then permitted to pass to the classification system with a broad scope of classifiers at its disposal. All have been analyzed to classify emotions according to their acoustic correlation in speech utterances from numerous machine learning algorithms. Linear discriminant classifiers, Gaussian Mixture Models (GMM), Hidden Markov Models (HMM), k-nearest neighborhood (kNN) classifiers, Support Vector Machines (SVM), decision tree, and artificial neural networks (ANN) are a few models that have been generally used to classify emotions dependent on their acoustic features of intrigue \[9\]. The feature extraction techniques used by these classifiers are the determining factor for the performance of these classifiers. To date, numerous acoustic features and classifiers have been put through experimentation to test their credibility, but the accuracy still needs to be improved. In recent times, deep learning classifiers have become common such as Deep Belief Networks, Deep Neural Network, Deep Boltzmann Machine, Convolution Neural Network, Recurrent Neural Network, and Long Short-Term Memory.

The rest of the paper is organized as follows. Section 2 discusses the SER system with different databases, speech processing, feature extraction techniques, and different classification methods used for SER. Some of the recent works using different databases and different classifiers and their contribution and future direction are shown in Section 3. Different challenges faced by SER are discussed in Section 4, while Section 5 concludes the paper.

II. SPEECH EMOTION RECOGNITION SYSTEM

The development of machines that communicate with humans through interpreting speech leads us down the way for the development of systems designed with human-like intelligence. In Artificial Intelligence, the automatic speech recognition field has been actively involved in generating the machines that communicate with human beings via speech. Human speech is the most common and expedient way of communication, and understanding speech is one of the complex mechanisms that the human brain performs. From a speech signal, numerous amounts of information can be gathered like gender, words, dialect, emotion, and age that could be utilized for various applications. In speech processing, one of the most arduous tasks for the researchers is speech emotion recognition. SER is of most interest while studying human-computer recognition. It implies that the system must understand the user’s emotions, which will define the system’s actions accordingly. Various tasks such as speech to text conversion, feature extraction, feature selection, and classification of those features to identify the emotions must be performed by a well-developed framework that includes all these modules \[10\]. The task of classification of features is yet another challenging work, and it involves the training of various emotional models to perform the classification appropriately.

Now comes the second aspect of emotional speech recognition, the database used for training models. It involves selecting only the features that happen to be salient to depict the emotions accurately. Merging all the above modules in the desired way provides us with an application that can recognize a user’s emotions and further provide it as an input to the system to respond appropriately. When we take a superior view, it may be isolated into a few fields, as depicted in Figure 1. The enhancement of the classification process can be attributed to a better understanding of emotions.

Numerous approaches are present to display emotions. Still, it is an open issue. In any case, the dimensional and discrete models are ordinarily utilized. Subsequently, emotional models have been reviewed.

A. EMOTIONAL MODELS

Human beings are known for an uncountable set of emotions that can be expressed in multidimensional ways. Some of the commonly used ways are writing, speech, facial expression, body language, and gesture \[11\]. Now, since these emotions pertain to a human’s different aspects, they can likewise be arranged with various emotion models. If we intend to determine and further analyze emotions from any content, it needs to be studied using an appropriate emotion model. For the problem, such an emotion model should determine the applicable set of emotions correctly.

The grouping of human emotions is different from a psychological point of view based on emotion intensity, emotion type, and various parameters boundaries, which could be consolidated and acknowledged into emotion models \[10\]. When categorized and defined based on some scores, ranks, or dimensions, various human emotions give us the emotion models. These models define various emotions as understood from the name itself, based on duration, behavioral impact, synchronization, rapidity of change, intensity, appraisal elicitation, and event focus.
We can sum up that in light of various emotion hypotheses, existing emotion models can be separated into two categories: Attributes and Categorical [12]. Attribute emotion models describe some dimensions with individual variables, determine emotions as per given dimensions, and categorical emotion models characterize a rundown of classes of disjunctive emotions from each other.

B. DATABASES
Facial emotions are said to be a universal feature by various researchers. Nevertheless, the other emotions that include vocal signatures show variations in features like the emotion anger. If we consider the fundamental frequency values, it is known that anger typically has a high fundamental frequency compared to the low fundamental frequency of sadness. One simple reason for this variation is the difference between the actual data and the simulated data [13]. However, other causes of variations are differences in culture, language, gender, and situations. Since emotions are a set of complex input variables, any evaluation that they are put through must have a set degree of naturalness so that the assessed performance is closer to reality [14].

If the quality of the database is compromised, the conclusions are deemed to be incorrect. Also, the design of a database is still significant, given the importance of the classification task. Moreover, the database’s design is critically important to the classification task being considered to evaluate the frameworks’ implementation. The purposes and strategies for gathering speech corpora differ profoundly as per the inspiration driving the improvement of speech frameworks. Speech corpora utilized for creating emotional speech frameworks can be organized into three kinds, specifically.

1) SPONTANEOUS SPEECH
The most claimed of the databases is spontaneous speech, which contains the most natural and authentic emotions. In this case, hidden mechanisms are used to record the speaker’s exact emotional conditions, allowing the subject to react naturally, unaware that his reactions are being monitored [15]. Nevertheless, the technology used for the data collection of emotions has never been an easy task. At times, the emotional expressions tend to be spontaneous. They are collected as multimodal samples. Some ways of collecting these are from TV chat shows, interviews, and other environments of such kinds.

2) ACTED SPEECH
Creating the acted speech database is not faced by those difficulties that the natural database faces, making it easier to control. As stated by Cao et al., acted speech is merely conforming the type of emotion [15]. Some collections of acted speech might also be composed of recordings with professional actors or mature artists.

3) ELICITED SPEECH
Elicited speech uses the procedure of evoking a specific emotion by inducing certain emotions [16]. It is quite possible to put a subject into such a situation that evokes a certain kind of emotion. This speech is then recorded. However, the introduced emotions face a general problem of being significantly mild. However, the induction method gives some control over the stimulus. There are various datasets utilized for emotion recognition. A portion of the conspicuous datasets is summarized in Table 1.
### TABLE 1. Prominent databases in speech emotion recognition system.

| NO. | DATABASE                          | LANGUAGE  | TYPE        | SIZE                                                | EMOTIONS                                                                 |
|-----|-----------------------------------|-----------|-------------|-----------------------------------------------------|--------------------------------------------------------------------------|
| 1   | Berlin Emotional Database [EMO-DB] [18] | German    | Acted      | 7 emotions, 10 utterances, 10 speakers (5 male and 5 female) | Neutral, anger, sadness, fear, boredom, happiness, disgust, boredom.     |
| 2   | Surrey Audio-Visual Expressed Emotion (SAVEE) [19] | English   | Acted      | 7 emotions, 4 speakers (male), 120 utterances        | Surprise, anger, fear, disgust, sadness, neutral, happiness.             |
| 3   | RECOLA Speech Database [20]         | French    | Natural    | 7 hours of speech, 46 speakers (27 females, 19 males) | 5 social behaviors (engagement, performance, agreement, rapport, dominance); valence and arousal. |
| 4   | SAMAINE Database [21]              | English   | Natural    | 959 conversation, 150 speakers                       |                           | power, valence, expectation, activation, overall emotional intensity.    |
| 5   | eINTERFACE'05 Audio-Visual Emotion Database [22] | English   | Elicited   | 1116 video sequences, 8 females, 34 males, a total of 42 speakers, from 14 different countries. |                           |                           |                           | Surprise, disgust, happiness, fear, anger, sadness.                    |
| 6   | Interactive Emotional Motion Capture (USC-IEMOCAP) [23] | English   | Elicited   | Five sessions where each session includes the conversation between two people (one male and one female) and its corresponding labelled speech text |                           |                           |                           | Anger, happiness, sadness, frustration, neutral.                      |
| 7   | FAU Aibo Emotion Corpus [24]       | German    | Natural    | 51 children talking to robot dog Aibo, 9 hours of speech | Bored, joyful, helpless, touchy, anger, reprimanding, emphatic, surprised, neutral, motherese, rest. |
| 8   | BAUM-1 Speech Database [25]        | Turkish   | Acted      | 1222 spontaneous video clip, 288 acted, 31 speakers (15 female, 18 male) |                           |                           |                           | Anger, surprise, sadness, disgust, contempt, fear, concentration, bothered, being thoughtful, unsure, happiness, boredom, interest. |
| 9   | Oriya Emotion Speech Dataset [26]  | Odia/Oriya| Elicited   | 35 speakers (12 female and 23 male) recorded 748 utterances from Oriya Drama Radio Emotional Corpus (PDREC) |                           |                           |                           | Astonish, sadness, fear, anger, happiness, neutral.                   |
| 10  | Persian Emotion Speech Dataset [27] | Persian   | Simulated  | 35 native speakers (15 females and 18 males) recorded 748 utterances from Persian Drama Radio Emotional Corpus (PDREC) |                           |                           |                           | Happiness, anger, sadness, surprise, fear, boredom, neutral, disgust. |
| 11  | Assamese Emotion Speech Dataset [28] | Assamese  | Simulated  | 30 students and faculty members (3 males and 3 females per language) recorded 140 utterances of 5 native languages of Assam. |                           |                           |                           | Happiness, surprise, sadness, anger, fear, disgust, neutral.          |
| 12  | Chinese Emotion Speech Dataset [29] | Chinese   | Simulated  | A professional actress of a Reader's Digest Collection recorded 3649 phases and 1500 utterances |                           |                           |                           | Happiness, anger, fear, anger, neutral.                                |
| 13  | Situation Analysis in a Fictional and Emotional corpus (SAFE) [30] | English | Elicited | 4724 segments of speech were recorded by students. 400 sequences of audio/visual taken from 30 movies of 7 hours duration. |                           |                           | Positive, negative, neutral.                                           |
| 14  | Multilingual Database [31]          | Japanese, English, German | Natural and Simulated | Four emotional databases, 1. LEGO emotion database (English), 2. EMO-DB (GERMAN database), 3. UUDB (The Utsumomiya University Spoken Dialogue Database for paralinguistic information studies), and 4. SAVEE (Surrey Audio-Visual Expressed Emotion) corpus in (English). | 1. Angry, slightly angry, very angry, neutral, friendly, and nonspeech (critical noisy recordings or just silence) 2. Neutral, anger, fear, joy, sadness, boredom, or disgust 3. Happy-exciting, angry, anxious, sad, bored, relaxed, serene. 4. Anger, disgust, fear, happiness, sadness, surprise, and neutral. |
| 15  | Multilingual Database [32]          | Indian English Malayalam and Tamil | Simulated | 10 speakers Emotionally biased utterances | Angry, sad, happy.                                                      |

### C. SPEECH PROCESSING

The recoded audio signals contain the target speaker’s speech and background noise, non-target speakers’ voices, and reverberation. To automatically suppress such interference signals, various speech enhancement technologies are employed, such as speech processing. Speech processing
involves manipulating signals to change the signal’s essential characteristics or extract vital information from it. Speech processing consists of the following steps.

1) PREPROCESSING

The first step after collecting the data is preprocessing. The collected data would be utilized to prepare the classifier in an SER system. While few of these preprocessing procedures are utilized for feature extraction, others take care of the normalization of the features so that the variations in the recordings of the speakers do not affect the recognition process [17].

2) FRAMING

The next step is known as signal framing. It is also alluded to as speech segmentation and is the way toward apportioning constant speech signals into fixed length sections to surpass a few SER difficulties. Emotions often tend to vary during a speech as a result of the signals being non-stationary. Despite this fact, the speech remains invariant even though it is for a very short period, such as 20 to 30 milliseconds. Speech signal, when framed, helps to estimate the semi-fixed and local features [33]. We can also retain the connection and data between the frames by intentionally covering 30% to 40% of these segments. The utilization of processing methods, for example, Discrete Fourier Transform (DFT) for feature extraction, SER can be controlled by persistent speech signals. Accordingly, fixed size frames are appropriate for classifiers, for example, ANNs, while holding the emotion data in speech.

3) WINDOWING

Once the framing in a speech signal is conducted, the frame is subject to the window function. During Fast Fourier Transform (FFT) of information, leakages occur due to discontinuities at the edge of the signals, henceforth reduced by the windowing function [34]. Generally, one of the sorts of the windowing function is Hamming window as defined in Eq. (1),

\[ w(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{M - 1} \right) \]  \tag{1}

where the frame is \( w(n) \), the window size is \( M \), and \( 0 \leq n \leq M - 1 \).

4) VOICE ACTIVITY DETECTION

Three sections are included in utterance: unvoiced speech, voiced speech, and silence. If vocal cords play an active role in sound production, voiced speech is produced [10]. On the contrary, the speech is unvoiced if vocal cords are inactive. Voiced speech can be distinguished and extricated because of its periodic behavior. A voice activity detector could be used to detect voiced/unvoiced speech and silence in a speech signal.

5) NORMALIZATION

It is a methodology for adjusting the volume of sound to a standard level [17]. For normalization, the maximum value of the signal is obtained, and then the whole signal sequence is divided by the calculated maximum to estimate that every sentence has a similar level of volume. Z-normalization is generally used for normalization and is calculated as

\[ z = \left( \frac{x - \mu}{\sigma} \right) \]  \tag{2}

where \( \mu \) is the mean, and \( \sigma \) is the standard deviation of the given speech signal.

6) NOISE REDUCTION

The environment is full of noises, and these noises are also encapsulated with every speech signal. Critically, the accuracy will be affected by the presence of noise in the speech signal. Therefore, for reducing this noise, several noise reduction algorithms can be utilized, like minimum mean square error (MMSE) and log-spectral amplitude MMSE (LogMMSE) [35].

The crucial phases in emotion recognition are feature selection and dimension reduction. Speech consists of numerous emotions and features, and one cannot state with certainty which set of features must be modeled and thus making a requirement for the utilization of feature selection techniques [36]. It is essential to do as such to preclude that the classifiers are not confronted with the scourge of dimensionality, incremented training time, and over-fitting that profoundly influence the prediction rate.

D. SPEECH FEATURES

The most predominant characteristics of SER are speech features. The recognition rate is enhanced by each precisely made arrangement of features that effectively describe every emotion. Different features have been utilized for SER frameworks. However, there is no commonly acknowledged arrangement of features for exact and particular classification [14]. To date, the existed studies have all been experimental. As we know, speech is practically a continuous signal but of varying length carrying both information and emotion. Thus, depending upon our needs, we may extract both global and local features or both. The comprehensive statistics like maximum and minimum values, standard deviation, and mean are represented by global features, also known as supra-segmental or long-term features.

On the contrary, the temporal dynamics are represented by local features, also called segmental or short-term features, to imprecise a fixed state [37]. The significance of these fixed features originates from the certitude that emotional features are not consistently appropriated over all the points of the speech signal. SER frameworks’ global and local features are examined in the four classes, prosodic features, spectral features, voice quality features, and Teager Energy Operator (TEO) based features.
1) **PROSODIC FEATURES**
Several features like rhythm and intonation that human beings can recognize are known as prosodic features, or para-linguistic features as these features manage the components of speech that are properties of massive units as in sentences, words, syllables, and expressions and sentences [14]. Prosodic features are extricated from massive units and, thus, are long-term features. These features are the ones passing on unique properties of emotional substance for speech emotion recognition. Energy, duration, and fundamental frequency are some characteristics on which broadly utilized prosodic features are based.

2) **SPECTRAL FEATURES**
The vocal tract filters a sound when produced by an individual. The shape of the vocal tract controls the produced sound. An exact portrayal of the sound delivered and the vocal tract is resulted by precisely simulated shape. The vocal tract features are competently depicted in the frequency domain [38]. Fourier transform is utilized for obtaining the spectral features transforming the time domain signal into the frequency domain signal.

3) **MEL FREQUENCY CEPSTRAL COEFFICIENTS**
The most widely used spectral feature in automatic speech recognition is Mel Frequency Cepstral Coefficient (MFCC). MFCCs represent the envelope of the short-time power spectrum, which represents the shape of the vocal tract. The utterances are split into various segments before converting into the frequency domain using short-time discrete Fourier transform to obtain MFCC. Mel filter bank is utilized to calculate several sub-band energies. After that, the logarithm of respective sub-bands is computed. Lastly, MFCC is determined by applying the inverse Fourier transform [39].

4) **LINEAR PREDICTION CEPSTRAL COEFFICIENTS**
Linear prediction cepstral coefficients (LPCC) captures the emotion-specific information expressed through vocal tract characteristics. There are differences between the characteristics and emotions. Linear Prediction Coefficient (LPC) is primarily equivalent to the even envelope of the log spectrum of the speech, and the coefficients of all the pole-filters are used for obtaining the LPCC by a recursive method. The speech signal is flattened before processing to avoid additive noise error as LPCCs are more exposed to noise than MFCCs [40].

5) **GAMMATONE FREQUENCY CEPSTRAL COEFFICIENTS**
Gammatone frequency cepstral coefficients (GFCC) is computed by a method similar to that of MFCC, except that Gammatone filter-bank is applied in place of Mel filter bank to the power spectrum [3].

6) **VOICE QUALITY FEATURES**
Irrespective of other spectral features, the voice quality features define the qualities of the glottal source. The impact of the vocal tract is expiated to a large extent by inverse filtering. Some of the automatic changes might deliver a speech signal that may distinguish between various emotions utilizing the features like harmonics to noise ratio (HNR), shimmer, and jitter. The emotional content and voice quality of the speech have a compelling correlation between them [41].

7) **TEAGER ENERGY OPERATOR BASED FEATURES**
Teager energy operator (TEO) was introduced by Teager [42] and Kaiser [43]. TEO was framed on the confirmation that the hearing process is responsible for energy detection. It has been perceived that under stressful conditions, there is a change in fundamental frequency and critical bands because of the distribution of harmonics. A distressing circumstance affects the speaker’s muscle pressure, resulting in modifying the airflow during the sound creation. Kaiser recorded the operator created by Teager to quantify the energy from a speech by this nonlinear process in Eq. (3), where $\Psi$ is TEO and $x(n)$ is the sampled speech signal.

$$\Psi [x(n)] = x^2(n) - x(n-1)x(n+1) \quad (3)$$

Normalized TEO auto-correlation envelope area, TEO-decomposed frequency modulation variation, and critical band-based TEO auto-correlation envelope area are the three new TEO-based features introduced by [44].

**E. CLASSIFIERS**
For any utterance, the underlying emotions are classified using speech emotion recognition. Classification of SER can be carried out in two ways: (a) traditional classifiers and (b) deep learning classifiers. Numerous classifiers have been utilized for the SER system, but determining which works best is difficult. Therefore the ongoing researches are widely pragmatic.

SER systems generally utilize several traditional classification algorithms. The learning algorithm predicted a new class input, which requires the labeled data that recognizes the respective classes and samples by approximating the mapping function [45]. After the training process, the remaining data is utilized for testing the classifier performance. Examples of traditional classifiers include Gaussian Mixture Model, Hidden Markov Model, Artificial Neural Network, and Support Vector Machines. Some other traditional classification techniques involve k-Nearest Neighbor, Decision Trees, Naïve Bayes Classifiers [46], and k-means are preferred. Additionally, an ensemble technique is used for emotion recognition, which combines various classifiers to acquire more acceptable results.

1) **GAUSSIAN MIXTURE MODEL (GMM)**
GMM is a probabilistic methodology that is a prodigious instance of consistent HMM, consisting of just one state. The main aim of using mixture models is to template the data in a mixture of various segments, where every segment has an elementary parametric structure, like a Gaussian. It is presumed that every information guide alludes toward one of...
the segments, and it is endeavored to infer the allocation for each portion freely [47].

GMM was contemplated for determining the emotion classification on two different speech databases, English and Swedish [48]. The outcome stipulated that GMM is an expedient method on the frame level. The two MFCC methods show similar performance, and MFCC low features outperformed the pitch features.

A semi-natural database GEU-SNESC (GEU Semi Natural Emotion Speech Corpus), was proposed [49]. Five emotions: happy, sad, anger, surprise, and neutral, were considered for the classification using the GMM classifier. For the characterization of emotions, the linear prediction residual of the speech signal was incorporated. The recognition percentage was discerned to be 50–60%.

2) HIDDEN MARKOV MODEL (HMM)

HMM is a usually utilized technique for recognizing speech and has been effectively expanded to perceive emotions[50]. HMM is a statistical Markov model in which the system is assumed to be a Markov process with an unobserved state. The term “hidden” indicates the ineptitude of seeing the procedure that creates the state at an instant of time. It is then possible to use a likelihood to foresee the accompanying state by referencing the current situation’s target realities with the framework.

In [51], the authors demonstrated that HMM performs better on log frequency power coefficient features than LPCC and MFCC. The emotion classification was done based on text-independent methods. They attained a recognition rate of 89.2% for emotion classification and human recognition of 65.8%.

Hidden semi-continuous Markov models were utilized to construct a real-time multilingual speaker-independent emotion recognizer [52]. A higher than 70% recognition rate was obtained for the six emotions comprising anger, sadness, fear, joy, happiness, and disgust. INTERFACE emotional speech database was considered for the experiment.

3) SUPPORT VECTOR MACHINE (SVM)

An SVM classifier is supervised and preferential. The classifier is generally described for linearly separable patterns by splitting hyperplane. SVM makes use of the kernel trick to model nonlinear decision boundaries. The SVM classifier aims to detect that hyperplane having a maximum margin between two classes’ data points. The original data points are mapped to a new space if the given patterns are not linearly separable by utilizing a kernel function [53].

SVM has been used as a classifier in [54] and was trained over Berlin Emo-DB and Chinese emotional databases (self-built). Only three emotions were considered sad, happy, and neutral. The investigated features included MFCC, energy, LPCC, Mel-energy spectrum dynamic coefficients, and pitch. The Chinese emotional database’s overall accuracy rate was 91.3%, and for Berlin emotional database 95.1%.

The SVM classifier was compared with several other classifiers like radial basis function neural network, k-nearest-neighbor, and linear discriminant classifiers to check the accuracy rate for SER [55]. All the four classifiers were trained on emotional speech Chinese corpus. SVM performed best among all the classifiers with an 85% accuracy because of its good discriminating ability.

4) ARTIFICIAL NEURAL NETWORKS (ANN)

ANNs have been typically used for several kinds of issues linked with classification. It essentially consists of an input layer, at least one hidden layer, and an output layer. Since the layers consist of several nodes, the nodes present in an input and output layer depend upon the characterization of labeled class and data, while a similar number of nodes can be present in the hidden layer as per the requirement. The weights are arbitrarily chosen and are related to each layer. The qualities of a picked sample from training data are staked to the information layer and later forwarded to the next layer. The backpropagation algorithm is used for updating the weights at the output layer. The weights are foreseen to be able to classify the new data once the training has finished.

Two models are formulated to recognize emotions from speech based on ANN and SVM in [56], where the effect of feature dimensionality reduction to accuracy was evaluated. The features are extracted from CASIA Chinese Emotional Corpus. Initially, the ANN classifier showed 45.83% accuracy, but after the principal component analysis (PCA) over the features, ANN resulted in 75% improvement while SVM showed slightly better results, i.e., 76.67% of accuracy.

5) K-NEAREST NEIGHBOR (KNN)

k-NN is an uncomplicated supervised algorithm. The implementation of k-NN is easy and is utilized for solving both regression and classification problems. The algorithm is based on proximity, i.e., the data having similar characteristics near each other with a small distance. The calculation of distance depends upon the problem that is to be solved. Typically, Euclidean distance is used, as shown in Eq. (4).

$$d(x, y) = \sqrt{\sum_{i=1}^{N} (x_i - y_i)^2}$$

where \(x\) and \(y\) are two points in Euclidean space, while \(x_i\) and \(y_i\) are Euclidean vectors and \(N\) is the N-th space.

In the case of classification, the data is classified based on the vote of its neighbor. The data is assigned to the most common class among its k-nearest neighbors. If the value of \(k\) is 1, the data is assigned to the class of that single nearest neighbor.

In [57], kNN and ANN were utilized as classifiers, and Hurst parameters and LPCC features were extracted from speech recordings of the Telegu and Tamil languages. The evaluation results showed that the combination of features yielded better results than individual features with an accuracy of 75.27% for ANN and 69.89% for kNN.
6) DECISION TREE
A decision tree is a nonlinear classification technique based on the divide and conquers algorithm. This method can be considered a graphical representation of trees consisting of roots, branches, and leaf nodes. Roots indicate tests for the particular value of a specific attribute, and from where decision alternative branches originate, edges/branches represent the output of the text and connects to the next leaf/ node, and leaf nodes represent the terminal nodes that predict the output and assign class distribution or class labels. Decision Tree helps in solving both regression and classification problems. For regression problems, continuous values, which are generally real numbers, are taken as input. In classification problems, a Decision Tree takes discrete or categorical values based on binary recursive partitioning involving the fragmentation of data into subsets, further fragmented into smaller subsets. This process continues until the subset data is sufficiently homogenous, and after all the criteria have been efficiently met, the algorithm stops the process.

A binary decision tree consisting of SVM classifiers was utilized to classify seven emotions in [58]. Three databases were used, including EmoDB, SAVEE, and Polish Emotion Speech Database. The classification done was based on subjective and objective classes. The highest recognition rate of 82.9% was obtained for EmoDB and least for Polish. The objective and objective classes. The highest recognition rate of 97.1% and then for three emotions, resulting in a 96.4% recognition rate. Only the MFCC feature was considered for the experiment.

7) NAÏVE BAYES CLASSIFIER
Naïve Bayes Classifier is a decent supervised learning method. The classification is based on Bayes theorem as given in Eq. (5).

\[ P(x|y) = \frac{P(y|x) P(x)}{P(y)} \]

(5)

where \(x\) represents a class variable and \(y\) represents the features/parameters.

Naïve Bayes Classifier is a probabilistic algorithm that utilizes the joint probabilities assuming that the existence of a particular feature in a class is independent of the existence of any other feature. This independence allows the features to be learned separately, simplifying and increasing the computation operations [59].

Naïve Bayes Classifier was trained on EmoDB for emotion recognition in [60]. The authors combined the spectral (MFCC) and prosodic (pitch) features to enhance the SER system’s performance. The evaluation result was divided into four classes based on speakers and emotions considered. The highest accuracy of 95.23% was obtained for the class, consisting of one male speaker’s speech samples.

Deep learning algorithms usually allude to deep neural networks, and the vast majority are dependent on ANN. Though a traditional neural network consists of two or three few hidden layers, there could be hundreds of hidden layers in neural networks. Thus the expression “deep” originates from the hidden layers. Generally, the deep learning algorithms’ execution outperforms the traditional machine learning algorithms, thus emphasizing their application to SER [9]. A portion of these algorithms’ benefit is that there is no requirement for feature extraction and selection steps. Deep learning algorithms select all the features automatically. Most generally utilized deep learning algorithms in the SER area are Deep Neural Networks, Deep Belief Networks, Deep Boltzmann Machine, Recurrent Neural Networks and Long-Short Term Memory.

8) DEEP NEURAL NETWORKS
Deep Neural Networks (DNN) is a neural network with multiple layers and multifaceted nature to process data in complex ways. It can be described as networks with a data layer, an output layer, and one hidden layer in the center. Each layer performs precise types of organizing and requisites in a method that some suggest as “feature hierarchy.” One of the keys implementations of these refined neural networks is overseeing unlabeled or unstructured data.

A custom-made database was proposed in [61]. For the recognition of emotions, DNN was utilized. First, the network was optimized for four emotions, giving the recognition rate of 97.1% and then for three emotions, resulting in a 96.4% recognition rate. Only the MFCC feature was considered for the experiment.

An amalgam of the traditional classification approach – GMM with the neural network was utilized to recognize emotions [62]. A total of four distinct algorithms were used for the classification process: DNN, GMM, and two different variations of Extreme Machine Learning (EML). It was found that the DNN-EML approach outshined the GMM-based algorithms in terms of accuracy.

9) DEEP BELIEF NETWORKS
Deep Belief Networks (DBN) is an unsupervised generative model that mixes the directed and undirected connections between the variables that constitute either the visible layer or all hidden layers [63], as shown in Fig. 2.
DBN is not a feedforward network. It is a specific model where the hidden units are binary stochastic random variables. Figure 2 depicts the basic architecture of DBN with three hidden layers and one visible layer. There are undirected interactions between \( h^{(3)} \) and \( h^{(2)} \) and directed connections between \( h^{(2)} \) and \( h^{(1)} \), and \( h^{(1)} \) and \( x \). The top layers in DBN form a restricted Boltzmann machine, while the other layers form Bayesian Network with directed interactions. The conditional distribution of a layer in Figure 2 is shown in Eq. (6).

\[
p(h^{(1)} = 1|h^{(2)}) = \text{sigm}(b^{(1)} + W^{(2)T}h^{(2)})
\]

\[
p(x_i = 1|h^{(1)}) = \text{sigm}(b^{(0)} + W^{(1)T}h^{(1)}) \tag{6}
\]

where \( h^{(1)} \) and \( h^{(2)} \) are the first and second hidden layer respectively, \( h_j \) and \( x \) are the hidden and inputs, respectively, \( b \) is the bias, and \( W^{(2)} \) is the connection between \( h^{(2)} \) and \( h^{(1)} \) and \( W^{(1)} \) is the connection between \( h^{(1)} \) and \( x \). The probability of either of the units to be equal to 1. The sigmoid is applied on the linear transformation of the layer above it, e.g., for \( h^{(1)} \), the linear transformation of \( h^{(2)} \) is taken. This type of interaction is referred to as Sigmoid Belief Network (SBN) [64].

In [65], several features were fused to explore the relationship between the emotion recognition performance and feature combination. For the classification process, DBN was utilized and was trained on the Chinese Academy of Science emotional speech database. Along with the DBN, the classification experiment was performed using SVM. The evaluation results revealed that DBN performed better than SVM with an accuracy of 94.6%, while SVM achieved 84.54% accuracy.

A novel classification technique consisting of the combination of DBN and SVM was proposed in [66]. The evaluation process was carried on the Chinese speech emotion dataset. DBN was utilized to extract features and was trained by the conjugate gradient method, while as classification process was carried by SVM. The results showed that the proposed method worked well for small training samples and achieved an accuracy of 95.8%.

### 10) DEEP BOLTZMANN MACHINE

Deep Boltzmann Machine (DBM) is a probabilistic unsupervised generative model. DBM is a network of symmetrically connected two stochastic binary units, consisting of visible units and multiple hidden layers, as shown in Fig. 3. The network has undirected connections between the neighboring layers. The units within the layers are independent of each other but are dependent on the neighboring layers. The basic architecture of DBM is shown in Figure 3. The probability of the visible/hidden units is achieved by marginalizing the joint probability [63] defined in Eq. (7).

\[
p(v, h) = \frac{e^{-E(v, h)}}{\sum_{m, n} e^{-E(m, n)}} \tag{7}
\]

where \( v \) and \( h \) are the visible and hidden units respectively and \( E(v, h) \) is the Boltzmann Machine’s energy function defined in Eq. (8).

\[
E(v, h) = \sum_i v_i b_i - \sum_{n=1}^{N-1} \sum_{k} h_{n,k} b_{n,k} - \sum_{i,k} v_i w_{i,k} h_k + \sum_{n=1}^{N-1} \sum_{k,l} h_{n,k} w_{n,k,l} h_{n,l} \tag{8}
\]

where \( b \) is the bias and \( w \) are the connections between visible and hidden layer, and \( N \) is the number of hidden layers.

### 11) RESTRICTED BOLTZMANN MACHINE

Restricted Boltzmann Machine (RBM) is a particular case of Boltzmann Machine, having the restrictions in terms of connections either between hidden units or between visible units as depicted in Fig. 4. The model becomes a bipartite graph by removing the connections between hidden and visible units [63]. The energy function \( E(v, h) \) of RBM is defined in Eq. (9).

\[
E(v, h) = \sum_i v_i b_i - \sum_k h_k b_k - \sum_{i,k} v_i h_k w_{i,k} \tag{9}
\]

where \( v \) and \( h \) are the visible and hidden units respectively, \( b \) is the bias, and \( w \) is the connections between visible and hidden layers.
12) RECURRENT NEURAL NETWORKS

Recurrent Neural Networks (RNN) is designed for capturing information from sequence/time series data and are generally utilized for temporal problems like natural language processing, image capturing, and speech recognition. They are eminent by the “memory” as they take data from previous inputs to influence the current input and output. RNNs work on the recursive formula given in Eq. (10).

\[ S_t = F_W (S_{t-1}, X_t) \]  
\[ Y_t = W_s S_t \]  

where \( X_t \) is the input at time \( t \), \( S_t \) (new state), and \( S_{t-1} \) (previous state) is the state at time \( t \) and \( t-1 \), respectively, and \( F_W \) is the recursive function. The recursive function is a \( \tanh \) function. The equation is simplified as given in Eq. (11), where \( W_t \) and \( W_s \) are weights of the previous state and input, respectively, and \( Y_t \) is the output.

\[ S_t = \tanh (W_s S_{t-1} + W_t X_t) \]
\[ Y_t = W_s S_t \]  

Figure 5(a) shows the simple RNN structure, while Figure 5(b) depicts the unrolled structure of RNN. Unfortunately, the gradient in deep neural networks is unstable as they tend to either increase or decrease exponentially, which is known as the vanishing/exploding gradient problem [67]. This problem is much worse in RNNs. When we train RNNs, we calculate the gradient through all the different layers and through time, which leads to many more layers, and thus the vanishing gradient problem becomes much worse. This problem is solved by Long Short-Term Memory architecture.

An efficient approach based on RNN for emotion recognition was presented in [68]. The evaluation was done in terms of weighted accuracy and unweighted accuracy and contemplated the long-range contextual effects. The proposed framework resulted in 62.85% and 63.89% of weighted and unweighted accuracies measures, respectively.

In [69], it was depicted that RNN can learn temporal aggregation and frame-level characterization over a long period. Besides, a different procedure for feature pooling using RNN with local attention showed robust accuracy in classification compared to the traditional SVM approach.

13) LONG SHORT-TERM MEMORY

Long Short-Term Memory (LSTM) is precisely designed to solve vanishing gradient by adding extra network interactions. LSTM consists of three gates (forget, input and output) and one cell state. The forget gate decides what information from previous inputs to forget, the input gate decides what new information to remember, and the output gate decides which part of the cell state to output. Therefore, LSTM, as shown in Fig. 6, can forget and remember the information in the cell state using gates and retain the long-term dependencies by connecting the past information to the present [70].

The governing equations of forget gate, input gate, output gate, and cell state are presented in Eq. (12).

\[ f_t = \sigma (W_f S_{t-1} + W_i X_t) \]
\[ i_t = \sigma (W_i S_{t-1} + W_i X_t) \]
\[ o_t = \sigma (W_o S_t + W_o X_t) \]
\[ c_t = (i_t * \tilde{C}_t) + (f_t * c_{t-1}) \]  

where \( f_t, i_t, o_t \) and \( c_t \) are the forget gate, input gate, output gate, and cell gate, respectively, \( \sigma \) is the sigmoid activation function, \( S_{t-1} \) is the previous states, \( X_t \) is the input at time \( t \), \( W_f, W_i \) and \( W_o \) are a respective set of weights of the forget gate, input gate, and output gate. \( \tilde{S}_t \) is the intermediate cell state defined in Eq. (13), and the new next state is obtained using Eq. (14).

\[ \tilde{C}_t = \tanh (W_c S_{t-1} + W_c X_t) \]  
\[ S_t = o_t * \tanh (c_t) \]  

where \( W_c \) is the weight of the cell state and \( S_t \) is the new state. All the multiplications are element-wise multiplication.
14) CONVOLUTIONAL NEURAL NETWORKS
Convolutional Neural Networks (CNN) is the systematic neural network that consists of various layers sequentially. Generally, the CNN model consists of various convolution layers, pooling layers, fully connected layers, and a SoftMax unit. This sequential network forms a feature extraction pipeline modeling the input in the form of an abstract. CNN is mainly used for analyzing image/data classification problems. The basis of CNN is convolutional layers, which constitute filters. These layers perform a convolutional operation and pass the output to the pooling layer. The pooling layer’s main aim is to reduce the resolution of the output of convolutional layers, therefore reducing the computational load. The resulting outcome is fed to a fully connected layer, where the data is flattened and is finally classified by the SoftMax unit, which extends the idea of a multiclass world.

In [71], deep CNN is utilized for emotion classification. The input of the deep CNN were spectrograms generated from the speech signals. The model consisted of three convolution layers, three fully connected layers, and a SoftMax unit for the classification process. The proposed framework achieved an overall accuracy of 84.3% and showed that a freshly trained model gives better results than a fine-tuned model.

III. REVIEW OF SPEECH EMOTION RECOGNITION
For the last two decades, the field of SER has been studied extensively. Numerous speech features and various techniques for their extraction have been explored and implemented. Different supervised and unsupervised classification algorithms have been evaluated for effective emotion recognition. However, there is no common consensus on how to measure or categorize emotions as they are subjective. The SER system’s crucial aspect is selecting the speech emotion corpora (database), recognizing various features inherited in speech, and a flexible model for the classification of those features.

In recent times, deep learning techniques have shown some promising results for emotion recognition. They are considered best suited for the SER system over traditional techniques because of their advantages like scalability, all-purpose parameter fitting, and infinitely flexible function. On the other hand, traditional classifiers are fast as they need less data for training. Table 2 gives a brief comparison of traditional classifiers and deep learning classifiers. A survey of various databases and different classifiers that have been implemented in recent years has been presented in Table 3. Moreover, their contributions in terms of novelty and recognition rates are provided, and some future work recommendations.

GMM and KNN are implemented in [72] and used three features: wavelet, pitch, and MFCC. GMM classifier performed better than the KNN classifier in terms of precision and F-score. A traditional classifier requires a minimum dataset for the training process. Taking this advantage in [73], the authors used the Naïve Bayes classifier to classify four emotions. Four different statistical features have been extracted, including pitch, zero-crossing rate (ZCR), MFCC, and energy from the created dataset of 200 utterances. The highest recognition accuracy of 81% is obtained for anger emotion and least for sad with 76%. The results revealed that the presented system is capable of real-time emotion recognition.

For the representation of speech signals, random forest and decision tree are used for classification [81]. The feature vector is selected with a reasonable length of 14 for less time usage. A two-stage classification technique using the decision tree and SVM is used in [87]. Firstly, a rough classification is performed, and then a fine classification for eliminating redundant parameters and improvement in performance.

Various features like MFCC, log power, delta MFCC, double delta MFCC, LPCC, and LPFC have been used with HMM and SVM to classify seven different emotions [76]. MFCC obtained the best accuracy of 82.14% for SVM and performed consistently with less computational complexity. The model could be used in call center applications for recognizing emotions over the telephone. Binary classification is implemented in [74] instead of a single multiclass classifier for emotion recognition.

A hierarchical binary tree framework is built where the easy task of classification is performed at the top level, and more challenging tasks are solved at the end level. Bayesian Logistic Regression and SVM are used for preventing the overfitting and finding enough separation between the two classes, respectively. The proposed method achieves unweighted and weighted accuracy of 58.46% and 56.38%, respectively, for the USE-IEMOCAP database.

The Fisher criteria are used for feature selection, and an average recognition rate of 83.75% is obtained. The preprocessing technique involving sampling, normalization, segmentation, and feature extraction are implemented [101]. Commonly used features are extracted by fixing an initial and endpoint detection algorithm to infer the speech signal’s initial and last sample point. The training process is tested several times to get desirable results using ANN. The overall accuracy of 86.87% is obtained for neutral, happy, angry, and sad.

Feature extraction is one of the most critical tasks in speech emotion recognition. Because of the presence of numerous features in the speech signal, there is no prominent set of

| TABLE 2. Comparison between traditional and deep learning classifiers. |
|---------------------------------|---------------------------------|
| **Deep-Learning Classifiers**   | **Traditional Classifiers**     |
| Unsupervised algorithms        | Supervised Algorithms           |
| Scalable                        | Non-scalable                    |
| No need for feature engineering | Feature engineering is crucial   |
| Larger datasets are required for training | Fewer data required for training |
| Expensive                       | Financially cheap               |
| Hard to interpret              | Easier to interpret             |
| Libraries: TensorFlow, Pytorch, Keras, Theans, Caffe | Libraries: Scikit-learn |
| S. No | Paper | Database | Emotions Considered | Classifier | Contribution | Future Recommendation |
|-------|-------|----------|---------------------|------------|--------------|-----------------------|
| 1.    | C. Chun Lie et al. (2011) [74] | AIBO and USC IEMOCAP | Angry, rest, positive, negative, and empathetic. | SVM and BLR | A hierarchical computational structure is proposed to identify emotions. The method achieved an improvement of 3.37% for AIBO and 7.44% for USC IEMOCAP. DNN-HMM is implemented with RBM. Based on unsupervised pre-training, an accuracy of 74.28% is obtained and 77/92% for discriminative pre-training. MFCC with SVM is computationally more efficient. Better results are obtained for speaker-independent using HMM at 78.81% and SVM, with 82.14% accuracy for the Sambalpuri language. Enhancement of computational speed using K-NN. GMM technique recognizes the 'angry' emotion with 92% accuracy, while the K-NN technique detects the 'happy' emotion with a 90% rate. | An automatic hierarchical structure can be generated that would decrease the number of iterations. | |
| 2.    | L. Li et al. (2013) [75] | eNTERFACE and EmoDB | Happy, sad, angry, disgust, fear, and surprise. | DNN-HMM, RBM | The method can be evaluated for audio-video and facial action emotion recognition. | |
| 3.    | M. Swain et al. (2015) [76] | Multilingual database consisting of two native languages of Odisha (Sambalpuri and Cuttacki). | Happiness, disgust, sadness, fear, neutral and surprise | HMM and SVM | Hierarchical classification of emotion can be utilized for enhancing the performance of the system. | |
| 4.    | Rahul B. et al. (2015) [72] | Berlin Emotional Database (EmoDB) | Angry, happy, sad, surprised, neutral, and fearful | GMM and K-NN | The two techniques can be fused for effective emotion recognition. | |
| 5.    | Sagar K et al. (2016) [73] | Self-created database, consisting of male utterances. Age group 18-30. | Angry, happy, sad, and neutral | Naïve Bayes Classifier | Voice quality features and prosodic features can be used to enhance the performance of the system. | |
| 6.    | Akash Shaw et al. (2016) [77] | A batch of self-recorded speech | Happy, angry, sad, and neutral | ANN | The system can be designed to recognize the images also. | |
| 7.    | Wootaek Lim et al. (2017) [78] | Berlin Emotional Database (EmoDB) | Neutral, anger, fear, disgust, sadness, boredom, and happy | CNN, time distributed CNN and LSTM | Better results expected by utilizing concatenated CNNs. | |
| 8.    | Parvol H. et al. (2017) [79] | Berlin Emotional Database (EmoDB) | Angry, sad, and neutral | CNN, time distributed CNN and LSTM | The approached method achieves 96.67% of accuracy on testing data and 69.55% for prediction data. | |
| 9.    | Guihua Wen et al. (2017) [80] | EmoDB, SAVEE, CASIA, and FAU-AIBO | Happy, anger, sadness, fear, disgust, neutral, and surprise | RDNN, RBF-SVM, L-SVM, SOFTMAX, KNN | An ensemble of RDNN’s technique is presented. RBF-SVM obtained the highest accuracy for 3 databases with 48.50%, 53.60%, and 82.32% for CASIA, SAVEE, and EmoDB. | |
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|   | Authors (Year) | Database | Emotion Characteristics | Algorithm | Classification | Recognition Rate | Comments |
|---|---------------|----------|-------------------------|-----------|----------------|------------------|----------|
| 10. | F. Noroozi et al. (2017) [81] | SAVEE | Happiness, sadness, surprise, fear, disgust, and fear. | Random forest and Decision tree | 78% | Different features like MFCC and FBE can be utilized for improving the performance of the system. |
| 11. | Po-W. Hsiao et al. (2018) [82] | FAU-Aibo | Anger, neutral, emphatic, rest, and positive | RNN and LSTM | 37.0% | Better performance can be achieved by utilizing deeper network architecture. |
| 12. | L. Kerkeni et al. (2018) [83] | Berlin Emo-DB and Spanish Database | Anger, disgust, joy, fear, surprise, sadness, and neutral | RNN and MLR | 46.3% | The system can be improved for real-time speech emotion recognition. |
| 13. | Zhen-Tao Liu et al. (2018) [84] | CASIA, SAVEE, FAU-Aibo and INTERSPEECH 2009 | Happy, sad, angry, fear, surprise and neutral | GA-BEL | 70.28%, 71.05%, and 76.40% for CASIA, FAU-Aibo, and SAVEE. |
| 14. | Gang Liu et al. (2018) [85] | CASIA | Normal, happy, sad, fear and surprise | CNN and DNN | 86.58% | The proposed method can be used in the Artificial Intelligence area and can be applied to multi-model-based human-robot interaction. |
| 15. | Alghifari et al. (2018) [61] | EmoDB | Happy, sad, angry, and neutral | DFNN | 96.3% | Time-domain signal and the frequency-domain signal can be implemented for a robust SER system. |
| 16. | M. Neumann et al. (2019) [86] | IEMOCAP and MSP-IMPROV | Angry, sad, happy, and neutral. | ACNN | Obtained for 3 emotions and 97.1% for 4 emotions. |
| 17. | L. Sun (2019) [87] | CASIA and Berlin Emo-DB | Angry, happy, boring, neutral, sad, fear and disgust | Decision tree SVM with Fisher feature selection | SVM, DNN-SVM, DNN-SVM, SVM decision tree SVM | More experiments with various variants of autoencoders. |
| 18. | Mohammad Mehdizadeh et al. (2019) [88] | DEAP (A Dataset for Emotional Analysis using Physiological signals) | Sad, relaxed, happy, neutral, and disgust | Deep Belief Network (DBN) and FGSVM | 89.53% of accuracy. |
| 19. | Linhui Sun et al. (2019) [89] | Chinese Academy Sciences Emotional Corpus | Anger, happy, sad, fear, neutral, and surprise | SVM, DNN-SVM | A new feature fusion of PPG, EDA, and eEMG is put forward. DBM and FGSVM architecture achieve 89.53% of accuracy. |
| 20. | SeungHyun Yoon et al. (2019) [90] | IEMOCAP | Happy, sad, angry, and neutral | Dual Recurrent neural network (RNN) | 68.8% to 71.8%. | More effective feature selection methods and feature parameters for feature selection to be found. |
features that could be efficiently utilized in the SER system to recognize emotions. However, recent researches have used the features fusion, which has enhanced the SER system in terms of recognition accuracy [85], [107]–[109]. The fusion is not limited to the features but has been implemented in classification techniques as well. Many traditional classifiers have been fused with each other to enhance the recognition rate of models. Likewise, many deep learning classifiers with other deep learning classifiers and many traditional classifiers have been assimilated with deep learning methods, showing some good results.

Many speech variations are mainly due to different speakers, their speaking styles, and speaking rate. The other reason being the environment and culture in which the speaker expresses certain emotions. The multiple levels of speech signals are easily discovered by Deep Belief Networks (DBN).
This significance is well exploited in [80] by proposing an assembly of random deep belief networks (RDBN) algorithm for extracting the high-level features from the input speech signal. Feature fusion was used in [88], in which statistical features of Zygomaticus Electromyography (zEMG), Electro-Dermal Activity (EDA), and Pholophrismogram (PPG) were fused to form a feature vector. This feature vector is combined with DBN features for classification. For the nonlinear classification of emotions, a Fine Gaussian Support Vector Machine (FGSVM) is used. The model successfully implemented and archived an accuracy of 89.53%.

Deep learning classifiers have been tremendously utilized in recent times. A feedforward neural network with multiple hidden layers and many hidden variables is utilized to recognize emotions [61]. DNN is trained on Emo-DB. Only four emotions have been considered, including happy, sad, angry, and neutral. An optimum configuration of 13 MFCC, 12 neurons, and two hidden layers have been used for three emotions, and an accuracy of 96.3% is achieved. For four emotions, 97.1% is obtained with the optimum configuration of 25 MFCC, 21 neurons, and four layers. DNN is widely preferred for the feature extraction of deep bottleneck features used to classify emotions.

In [89], DNN decision trees SVM is presented where initially decision tree SVM framework based on the confusion degree of emotions is built, and then DNN extracts the bottleneck features used to train SVM in the decision tree. The evaluated results revealed that the proposed method of DNN-decision tree outperforms the SVM and DNN-SVM in terms of recognition rates. DNN with convolutional, pooling and fully connected layers are trained on Emo-DB [79], where Stochastic Gradient Descent is used to optimize DNN. Silent segments are removed using voice activity detection (VAD), and an accuracy of 96.67% is achieved. A multimodal text and audio system using a dual RNN is proposed in [90]. Different auto-encoder, including Audio Recurrent Encoder, to predict the class of given audio signal.

Text Recurrent Encoder to process textual data for predicting emotions is used to evaluate the system’s efficiency and performance. Two novel architectures are put forward, Multi Dual Recurrent Encoder and Multimodal Dual Recurrent Encoder with Attention (MDREA), to focus on the particular piece of transcripts to encode information from audio and textual inputs independently. The MDREA method solved the problem of inaccuracies in predictions. Ant lion optimization and multiclass SVM are utilized to select the feature set and train the modal, respectively [93]. The modal efficiently imposes the signal-to-noise ratio (SNR), and a recognition rate of 97% is achieved.

MFCC is widely used to analyze any speech signal and had performed well for speech-based emotion recognition systems compared to other features. In [92], MFCC feature extraction is used, and 39 coefficients are extracted. Long Short-Term Memory (LSTM) is implemented for emotion recognition. The ROC curve determines the recognition accuracy. The training data achieves less accuracy than the test data and the average test data accuracy obtained is 84.81%. Gammatone frequency cepstral coefficients have been used for feature extraction. A concatenated CNN and RNN architecture is employed without utilizing the traditional handcrafted features [78], and a time-distributed CNN network is proposed. Besides, a framework is combined with LSTM network layers for emotion recognition. The highest accuracy of 86.65% is obtained for time-distributed CNN. A coarse fine classification model is presented using the CNN block module RNN, attention module, and feature fusion module to classify fine classes in specific course types [98].

SER system provides an efficient mechanism for systematic communication between humans and machines by extracting the silent and other discriminative features. CNN has been used for extracting the high-level features using spectrograms [71], [97], [102]. A different framework of CNN, referred to as Deep Stride Convolutional Neural Network (DSCNN), using strides in place of pooling layers, has been implemented in [97], [103] for emotion recognition. The proposed model in [91] uses parallel convolutional layers of CNN to control the different temporal resolutions in the feature extraction block and is trained with LSTM based classification network to recognize emotions. The presented model captures the short-term and long-term interactions and thus enhances the performance of the SER system.

An essential sequence segment selection based on a radial basis function network (RBFN) is presented in [96], where the selected sequence is converted to spectrograms and passed to the CNN model for the extraction of silent and discriminative features. The CNN features are normalized and fed to deep bi-directional long short-term memory (Bi-LSTM) for learning temporal features to recognize emotions. An accuracy of 72.25%, 77.02%, and 85.57% is obtained for IEMOCAP, RAVDEES, and EmoDB, respectively.

An integrated framework of DNN, CNN, and RNN is developed in [95]. The utterance level outputs of high-level statistical functions (HSF), segment-level Mel-spectrograms (MS), and frame-level low-level descriptors (LLDs) are passed to DNN, CNN, and RNN, respectively, and three separate models HSF-DNN, MS-CNN, and LLD-RNN are obtained. A multi-task learning strategy is implemented in three models for acquiring the generalized features by operating regression of emotional attributes and classification of discrete categories simultaneously. The fusion model obtained a weighted accuracy of 57.1% and an unweighted accuracy of 58.3% higher than individual classifier accuracy and validated the proposed model’s significance.

A neural network attention mechanism is inspired by the biological visual attention mechanism found in nature. The attention mechanism increases the computational load of the model, but it enhances the accuracy rates as well as the model’s performance. In [86], the authors utilized unlabeled speech data for emotion recognition. Autoencoder is incorporated with CNN to improve the performance of the SER system. Attention-based Convolutional Neural Network (ACNN) is used as the baseline structure and
trained on USE-IEMOCAP and tested on MSP-IMPROV and ACNN-AE on Tedium. The ACNN-AE approach achieves better results than the baseline ACNN. Additionally, the t-distributed stochastic neighbor embeddings (t-SNE) have been utilized for 2D projections of speech data, and autoencoder significantly separates the respective high and low arousal speech signals.

In [94], RNN, SVM, and MLR (multivariable linear regression) are compared. RNN performed better than SVM and MLR with 94.1% accuracy for Spanish databases and 83.42% for Emo-DB. The research concluded that SVM and MLR perform better on fewer data than RNN, which needs a more significant amount of training data. In [82], RNN obtained an unweighted accuracy of 37%, and LSTM-attention achieves 46.3% on the dynamic modeling structure of FAU Aibo tasks. A multi-head self-attention method proposed in [100] implemented five convolutional layers and an attention layer using MFCC for emotion recognition. The model is trained on IEMOCAP, and only four emotions, happy, sad, angry, and neutral, are considered. Around 76.18% of weighted accuracy and 76.36% of unweighted accuracy is obtained.

The brain emotional learning model (BEL) [107] is a simple structure algorithm in modeling the brain’s limbic system and is contemplated as a significant part of the emotional process. BEL model has lower complexity than other conventional neural networks and hence is utilized in the prediction [108] and classification process [109]. The genetic algorithm (GA) is an adaptive algorithm having superior parallel processing ability and is used with the BEL model (GA-BEL) for the optimization of weights of the BEL model in the SER system [84]. The Low-Level Descriptors (LDDs) of MFCC related features are extracted. PCA, LDA, and PCA+LDA have been utilized for dimension reduction of the feature set. Additionally, the BEL model and GA-BEL model’s performance is compared, and the BEL model acquired lower accuracy than the GA-BEL model suggesting the latter is feasible for the SER system.

IV. CHALLENGES
As we might have thought lately, SER is no longer a peripheral issue. In the last decade, the research in SER had become a significant endeavor in HCI and speech processing. The demand for this technology can be reflected by the enormous research being carried out in SER. Human and machine speech recognition have had large differences since, which presents tremendous difficulty in this subject, primarily the blend of knowledge from interdisciplinary fields, especially in SER, applied psychology, and human-computer interface.

One of the main issues is the difficulty of defining the meaning of emotions precisely. Emotions are usually blended and less comprehensible. The collection of databases is a clear reflection of the lack of agreement on the definition of emotions. However, if we consider the everyday interaction between humans and computers, we may see that emotions are voluntary. Those variations are significantly intense as these might be concealed, blended, or feeble and barely recognizable instead of being more prototypical features. Discussing the above facts, we may conclude that additional acoustic features need to be scrutinized to simplify emotion recognition.

One more challenge is handling the regularly co-occurring additive noise involving convolute distortion (emerging from a more affordable receiver or other information obtaining devices) and meddling speakers (emerging from background). The various methodology utilized to record elicited emotional speech, enacted emotional speech, and authentic, spontaneous emotional speech must be unique to each other. Recording certified emotion raises a moral issue, just as challenges control recording circumstance and emotional labeling. A broadly acknowledged recording convention is a deficit for the recording of elicited emotion.

Another challenge is in applying a reduction in dimensionality and feature selection. Feature selection is costlier and unfeasible because of the enhancement’s intricacy that focuses on an appropriate feature subset between the large set of features, particularly when utilizing the wrapper techniques. There is an elective strategy that can be utilized, known as filter-based component determination techniques. They are not founded on classification decision however consider different qualities like entropy and correlation. The filter has been recently proved to be more helpful for high-resolution data. It comes with a setback; however, these are not appropriate for a wide range of classifiers. Likewise, the feature selection cut-off points may prompt ignoring some “significant” data involved in un-selected features like in CNN.

The problems arise at various stages, including at the time of labeling the utterances. After the utterances are recorded, the speech data is labeled by human annotators. However, there is no doubt that the speaker’s actual emotion might vary from the one perceived by the human annotator. Even for human annotators, the recognition rates stay lower than 90%. It is believed that it also depends on both context and content of speech, what the human annotators can infer. SER is affected by culture and language also. Various works have been put forward on cross-language SER that show the ongoing systems and features’ insufficiency.

classification is one of the crucial processes in the SER system as it depends on the classifier’s ability to interpret the results accurately generated by the respective algorithm. There are various challenges related to the classifiers, like the deep learning classifier CNN is significantly slower due to max-pooling and thus takes a lot of time for the training process. Traditional classifiers such as kNN, Decision Tree, and SVM take a larger amount of time to process the larger datasets.

Additionally, during the neural network training, there are chances that neurons become co-dependent on each other, and as a result of which their weights affect the organization process of other neurons. It causes these neurons to get specialized in training data, but the performance gets degraded when test data is provided. Hence, resulting in an overfitting
problem. Classifiers like CNN, RNN, and DNN are very notorious for overfitting problems.

We have already discussed various challenges, but not the most ignored challenge, of multi-speech signals. The SER system itself must choose the signal on which the focus should be done. Despite that, this could be controlled by another algorithm, which is the speech separation algorithm at the preprocessing stage itself. The ongoing frameworks nevertheless fail to recognize this issue.

V. CONCLUSION
The capability to drive speech communication using programmable devices is currently in research progress, even if human beings could systematically achieve this errand. The focus of SER research is to design proficient and robust methods to recognize emotions. In this paper, we have offered a precise analysis of SER systems. It makes use of speech databases that provide the data for the training process. Feature extraction is done after the speech signal has undergone preprocessing. The SER system commonly utilizes prosodic and spectral acoustic features such as formant frequencies, spectral energy of speech, speech rate and fundamental frequencies, and some feature extraction techniques like MFCC, LPCC, and TEO features. Two classification algorithms are used to recognize emotions, traditional classifiers, and deep learning classifiers, after the extraction of features. Even if there is much work done using traditional techniques, the turning point in SER is deep learning techniques.

Although SER has come far ahead than it was a decade ago, there are still several challenges to work on. Some of them are highlighted in this paper. The system needs more robust algorithms to improve the performance so that the accuracy rates increase and thrive on finding an appropriate set of features and efficient classification techniques to enhance the HCI to a greater extend.
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