Active learning for image preparation of automatic vending machine (AVM) employing transfer learning method

Fang Li\(^{1a}\), Min Zeng\(^{2b}\), Jia Xiao\(^{3c}\), Xiaojun Li\(^{4d}\), Yuanyuan Li\(^{5e}\), Guosheng Hu\(^{6f}\)

\(^{1,2,3,4,5,6}\)Communications and Information Dept. Shanghai Technical Institute of Electronics & Information Shanghai, P. R. China

\(^{a}\)lfang@stiei.edu.cn, \(^{b}\)zengmin@stiei.edu.cn, \(^{c}\)xiaojia@stiei.edu.cn, \(^{d}\)lixiaojun@stiei.edu.cn, \(^{e}\)liyuanyuan@stiei.edu.cn, \(^{f}\)huguosheng@stiei.edu.cn

Abstract— In this paper, we employed active learning methods to prepare annotated images for our training of automatic vending machine (AVM) system, in order to minimize human annotation cost. Due to the tiny data of our system, transfer learning approach is used by implementing the already trained Yolov3-tiny model for COCO dataset as our training start. Also, we evaluated the effectiveness of 3 annotation strategies: smallest annotation area (SAA), largest annotation area (LAA) and moderate annotation area (MAA), for photos of top views from above. The results show that the idea of employing active learning methods to prepare annotated data is feasible. Also, the annotation strategy of MAA demonstrates the superior performance, for its enough object area and the least background area.

1. INTRODUCTION

There are many types of payments for automatic vending machine (AVM), such as non-mobile involved methods, like the traditional paper money or coin payment [1], credit card payment, and mobile-involved methods, like the short message payment [2], quick response (QR) code mobile payment, infrared (IR) connection payment [3], and price push payment. The mobile-involved payments are replacing the non-mobile payments, for the rapid development of multiple mobile functions.

Active learning approach has been used to reduce the effort of manual labeling for annotation [4][5][6][7]. It has been applied to image/video classification [8][9], text/web classification [10][11], and image/video retrieval [12][13]. Researchers proposed a high-order label correlation driven active learning approach to select the informative example-label pairs from which it learns, so as to learn an accurate classifier with less annotation efforts [14]. Ref [15] presented an approach for live learning of object detectors, in which the system autonomously refines its models by actively requesting crowdsourced annotations on images crawled from the Web.

Transfer learning is the method aiming to solve the problem that the training and data are not in the same feature space and don’t have the same distribution in machine learning [16][17]. Researchers proposed a transfer learning framework to transfer cross-domain image knowledge for the new computer vision tasks [18]. Ref [19] presented a dimensionality reduction method to find a latent space, in which the distance between distributions of the data in different domains in a latent space is minimized.

In this paper, we presented the process of data preparation for our AVM system, using active learning and transfer learning methods. To reduce human labor of labelling, the active learning
approach was employed by repeating the process of training 11 labeled photos and 33 unlabeled photos, checking the obviously wrongly labeled photos, for 3 times. Due to the limited item photos, we employed the already trained Yolov3-tiny mode for CO-CO data set as the training start to train our data. We evaluated the performance of 3 types of annotation strategies: smallest annotation area (SAA), largest annotation area (LAA) and moderate annotation area (MAA), respectively. The results show that the method of employing active learning and transfer learning to prepare labeled data is feasible, and the annotation strategy of MAA demonstrates best performance.

In the next section, the AVM system is introduced. Then, the data preparation is demonstrated. There are four parts: image composition, annotation strategy, active learning methods and transfer learning methods. In the end, the results and conclusion are given.

2. THE AVM SYSTEM

2.1. AVM system flowchart
The flowchart of our AVM systems is shown in Fig. 1: A client sent the door opening request on an APP, then the request is sent to the AVM, so the door can be opened. After picking items and closing the door, the photos are taken and sent to the clouds. The picked items are recognized by comparing photos before and after the door opening. In the end, the priced are pushed and charged to the original cell.

2.2. Structure of AVM
To minimize the cost, we employed the general freezer without traditional mechanical motion equipment in our AVM, as shown in Fig. 1. The cooling space is divided into 5 parts vertically, and there is a camera at each ceiling center. Each cooling space can hold up to 42 can drinks (7 columns, 6 rows). The photo captured by the cameras record real time item changes, and all the on-cloud transaction data make the refined management and analysis possible. With the transparent glass door, it’s easy for consumers and goods staffs to see all the items, make pick and place items easy.

2.3. Selling items of AVM
Our AVM is designed to be deployed in the office building, so the categories of the items are limited to drinks and snakes. Considering the compact packing and uniformed volume of can drinks, we choose types of can drinks as our items in our earlier experiments, such as Cola, Fanta, Sprite and etc, in order to make sure that the fixed AVM inner space can be efficiently used and is occupied with maximal items.

3. DATA PREPARATIONS FLOWCHART
The learning flowchart is composed of two parts: image preparation and model training, as shown in Fig. 2. To reduce the cost of annotation, we employed active learning method to enlarge the quantity of the labeled photos. Also, we used the transfer learning approach to train model for recognizing items.
3.1. Image compositions
To evaluate the feasibility of the learning system, we simplify the item categories to only 3 in the learning. In order to obtain the maximum learning performance, we should provide the photos as many as possible. Therefore, we investigate the possible photos that the camera could take in real situations for the proposed 3. We arrange the can drinks in the following steps: Firstly, we located the cans in various orientations, leaving the ring pulls pointing to up, right, down and left alternatively, as shown in Fig. 3, in which the arrows denoting the orientations. The four orientations are chosen to represent possible location orientations. Secondly, we placed the cans of one item on different locations, such as full placement and not full placement alternatively, to simulate possible situations, as shown in Fig. 4. Thirdly, all three types of cans are presented, as shown in Fig. 5. Lastly, we presently possible placements with three types of cans altogether, as shown in Fig. 6.

With the considerations of four aspects mentioned above, we took 44 photos for 3 types of cans, in total.

3.2. Different annotation strategy
For the AVM system, items often block the view of each other when they are fully placed. Blocking, makes our object annotation containing background. When more the blocking, the more background will be annotated to the object, which will reduce the learning performance. To investigate the influence of annotation area to the system, we evaluated the performance of 3 types of annotations strategies. They are smallest annotation area (SAA), largest annotation area (LAA) and moderate annotation area (MAA), respectively.

SAA means the bounding box only contains the top silver area of the can and not any background at all, as shown in Fig. 7 (a). LAA is the annotation method that the object is fully contained within the bounding box, which induces the most background area, as shown in Fig. 7 (b). MAA contains not only the top silver area but also more of its top, especially the colorful upper area, as shown in Fig. 7 (c). In fact, MAA is implemented by the principle that taking the maximum area of the object, in the meanwhile, the minimum area of the background.

3.3. Active learning
To reduce annotation cost, we employed active learning approach to provide enough labeled data for our final comparison and recognition, as depicted in Fig. 2. That is, we labeled a part of our data, then sent them to the model to label the rest of the data. By selecting and checking the results of the learning manually, we re-annotated the wrongly labeled and unlabeled cans by human annotator, and put them into the train data, then resent them back to the model again. After repeating the process for about 3 times, the output 44 photos are all labeled, which can be used as labeled train data for latter recognitions.

We only labeled 11 photos, among the total 44 photos. Be noted that, although only 11 photos are labeled, there are multiple labeled tags in one photo, and there are up to 42 labeled tags in one labeled photo when cans are fully placed.
3.4. Transfer learning

As each camera is set on the middle of the ceiling for each vertically separated space and the positions of the camera remain unchanged, so the photos taken are views from above of each individual cooling space, as shown in Fig. 1. Also, in order to minimize the empty area, we installed several thin and short division plates and then each item shelf contains 7 columns, so the cans are placed on the fixed positions of shelf. The identical visual angle of the camera and the stable position of the cans, makes the limited picture numbers of the selling items top views, and thus induce the limited dataset for our learning model.

![Figure 3: one item placements for various orientations: (a) up, (b) right, (c) down, (d) left](image1)

![Figure 4: one item placements for various situations: (a) fully, (b) not fully, (c) not fully, (d) not fully](image2)

![Figure 5: three items placements: (a) Fanta, (b) Soda, (c) Cola](image3)

![Figure 6: three items mixed placements: (a) placement_1, (b) placement_2, (c) placement_3, (d) placement_4](image4)

![Figure 7: Different annotation strategies: (a) SAA (smallest annotation area), (b) LAA (largest annotation area), (c) MAA (moderate annotation area)](image5)
Since the dataset for our AVM is little, we employed transfer learning approach in our system. Transfer learning uses a model which is already trained for one task, to another task. It makes the learning model possible when the training data are little. For example, in the area of computer vision, transfer learning only re-trains the later layers which are relative to task-specific feathers, in the meanwhile leaves the earlier and middle layer untrained which are edges and shapes feathers. It is realized by transferring the weights that trained for one problem, as the train beginning for another problem.

We employed the pretrained YOLOv3-tiny model for COCO dataset as our training beginning. The COCO (common objects in context) dataset contains 80 categories with over 80 thousand training images and over 40 thousand validation images. It is a large-scale dataset for object detection, segmentation, person detection, stuff segmentation, and caption. Yolov3 is a real-time object detection model, which uses convolutional neural networks to classify and locate objects. Since the GPU capacity of our system, we chose the Yolov3-tiny version in our training.

4. EXPERIMENTAL RESULTS
We employed the Yolov3-tiny as the learning model, with the uniform parameters. we re-trained the Cloud service of Tencent company to implement the learning. The hardware is GPU computing type of GN7, and it has capacity of 4 cores, 20GB RAM and 4GB VRAM.

The learning results of MAA, SAA, and LAA are depicted as follows. The F1 parameter of MAA exhibits better performance than the SAA and LAA situation for all the epochs, as illustrated in Fig. 8 (a), and F1 of MAA reaches to 0.85 for the final 300 epochs. Also, the mAP_0.5 parameter of MAA demonstrates superior performance than the SAA and MAA case for epoch lower than 200, and the gap between them gets smaller for epoch larger than 250, as shown in Fig. 8 (b). The precision shows similar characteristics with the F1: the MAA demonstrates better performance than SAA and LAA for all epochs, as shown in Fig. 8 (c). The recall of MAA exhibits superior performance than the SAA and LAA situation when epoch is lower than the 150, and they get close when epoch is larger than 200, as depicted in Fig. 8 (d).

In all, the MAA demonstrates overall superior characteristics than SAA and LAA, for the reason that MAA presents enough object, in the meanwhile avoids background as much as possible.

5. CONCLUSION
The learning results show that the idea of employing active learning for data preparation is practicable. By training Yolov3-tiny model with only 11 photos are manually annotated, 44 labeled photos are available after the learning. Also, the annotation strategy of MAA demonstrates superior performance than SAA and LAA. The parameters of F1, mAP_0.5, precision and recall show that the training model are effective for epoch larger than 200.
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