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Abstract
Prediction methods for the estimation of the resilient modulus ($M_R$) of unbound granular materials continue to be fraught with challenges associated with the in situ dependency of the existing methods, which makes them unreliable when considering the spatial variability of soil properties. Moreover, the artificial intelligence methods, which prove to be superior for $M_R$ prediction, indicate that more recent and hybrid machine learning methods are more apt. Consequently, a comparative analysis was executed in the present study using advanced statistical approaches and a simple routine method for the prediction of the $M_R$ of coarse-grained soils used as unbound granular materials in highway pavements. This study considered also the spatial variability of the routine soil properties based on the long-term pavement performance database. The result of the descriptive analysis conducted using principal component analysis revealed that the variation in $M_R$ is due to three principal factors, which include the effect of moisture on the fines content, effect of coarse particles on the compaction characteristics and the effect of the soil stress state. Subsequently, prediction of the $M_R$ using multiple linear regression was unreliable based on residual analysis and multi-collinearity problems. Thus, predictive modeling of $M_R$ was then executed using artificial neural network (ANN) and ensemble techniques (random forest and gradient boosting machine), which resulted in very high $R^2$ values above 0.9, considered apt for MEPD. The ANN model was found to provide a superior prediction performance than the ensemble techniques.
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Introduction

In pavement engineering, the subbase and base course layers of highway pavements are very crucial components that ensure the safe transfer of traffic loads to the subgrade. Their major constituents are typically in form of unbound granular materials, which could be soils or other borrow materials considered to be of adequate strength to ensure safe load bearing throughout the design life of the pavement. The soils used as unbound granular materials are typically the coarse-grained soils. The suitability of these coarse-grained soils for load transmission to the subgrade is realistically measured by an elastic modulus, known as the resilient modulus ($M_R$). The expression for the $M_R$ of soil materials is shown in Eq. 1

$$M_R = \frac{\sigma_d}{\varepsilon_r}$$

where the respective $\sigma_d$ and $\varepsilon_r$ denote the average deviator stress and resilient strain in the last few cycles of the repeated load triaxial test (RLTT).

Interestingly, a lot of research has been done to determine the factors that significantly influence the $M_R$ of coarse-grained soils. Detailed information is reported in the literature. The upshots of studies on the influential factors affecting the $M_R$ show that aggregate gradation/morphology, density, stress state and moisture content are all crucial for granular materials [1, 2]. These aforementioned factors...
are from routine laboratory soil properties and the idealized stress state the soil is subjected to in situ. These factors have been shown to have significant influence on the $M_R$ of unbound granular materials. More specifically, soil gradation is known to affect the stiffness response with higher $M_R$ occurring in much coarser aggregates (>5 mm), while in terms of the morphology, higher stiffness is prevalent in aggregates with irregular shapes [3–6]. Also, in terms of the density, it has been shown that the variation of the compaction energy that changes the compaction density has a considerable effect on the $M_R$ of unbound granular materials [7, 8]. The moisture sensitivity of unbound granular materials has been suggested to impact the stiffness behavior, which is mainly attributed to the influence of moisture on fines and the workability [9, 10].

Furthermore, the already highlighted factors which affect the $M_R$ of soils have been found to be very useful in the predictive modeling of the $M_R$. The place of the factors affecting the $M_R$ of soils in pavement design cannot be overemphasized because more often than not, the $M_R$ used for mechanistic-empirical design are based on predictions since the laboratory method of determining $M_R$ through RLTT is cumbersome. The methods presented in the literatures for the prediction of the $M_R$ of soils include the stress-dependent models, models based on correlations from alternative in situ testing (like those of dynamic cone penetration, light weight deflectometer, geo-gauge, etc.), correlations with routine soil properties, predictions based on artificial intelligence particularly the artificial neural network (ANN) and predictions based on numerical modeling [11–17].

It is imperative to note that stress-dependent models require the calibration of the regression constants from the routine properties of the soil samples at a particular site, and therefore the spatial variability of soil properties cannot be accounted for. This is a major limitation to wide adoption. In the case of methods based on in situ testing, some significant advancements have been made in recent years to overcome some of the limitations including the assumption of constants (such as Poisson’s ratio and shape factor) in the light weight deflectometer test [18] and the estimation of $M_R$ only at a single stress state in the dynamic cone penetration methods [19]. However, these improvements were only achieved for particular soil types and site conditions, thereby limiting the applicability for wider use. In the attempt to assuage the effect of spatial variability, Liu et al. [20] used data from different sites based on cone penetration test for model calibration and employed an advanced multivariate technique. Unfortunately, the $M_R$ predictions were found to be biased when a different dataset was applied. This pinpoints the limitations of in situ methods for $M_R$ estimation when considering the spatial variability in soil properties. Likewise in numerical models, there are still fundamental challenges associated with the simulation and prediction of $M_R$ using the discrete element method. Some of these include irreproducibility of particle morphology (shapes and size), anisotropy and mineralogy as well as inability to capture moisture regime in granular materials [15, 17, 21–23]. All these limitations subsist under varying in situ conditions, and thus, the problem of spatially varying soil properties remains a major concern.

However, the adoption of AI models, particularly the ANN, provides a promising approach to assuage the problem of soil spatial variability. Typically, the prediction of $M_R$ based on AI models is a back-calculation technique as explicitly described by Ikeagwuani et al. [24], which makes the calibration of the mechanistic empirical pavement design (MEPD) model constants independent of site specific data. Thus, the MEPD model constants can easily be recalibrated for any new site data, given the routine soil properties. Consequently, the accuracy of the prediction is dependent on the robustness of the AI method adopted for the initial computation of the $M_R$ prior to implementation in the MEPD. The most recent studies on $M_R$ prediction based on various AI methods strongly highlight the need for hybrid and more thorough AI approaches to improve the prediction accuracy in comparison with routine AI methods, like the ANN. This is pertinent because the spatial variability of soil properties has been shown to have a great influence on the predictions of the $M_R$ of coarse-grained soils [25]. Heidarabadizadeh et al. [26] applied two AI methods, which include the hybrid support vector machine and colliding bodies optimization for the prediction of the $M_R$ of unbound subbase materials. The outcome of the study highlighted a superior performance of the hybrid method, surpassing the ANN method and ultimately culminated in excellent $R^2$ values above 0.97. Another study by Ghorbani et al. [27] utilized a hybrid technique based on genetic algorithm (GA) and ANN for the estimation of pavement subgrade $M_R$. The obtained results clearly indicated that the hybrid method resulted in excellent prediction with $R^2$ of 0.97 and grossly outperformed other methods which include the GA, genetic programming and nonlinear regression. In a related study, predictions of $M_R$ of fine-grained subgrade soils were executed using various machine learning methods and the upshots of the study clearly show that hybrid adaptive neuro-fuzzy inference system prevailed over gradient boosting regression and ANN with excellent $R^2$ above 0.98 for both the training and testing set [24]. Similar outcomes have also been widely reported [28–31]. Instructively, these AI models seem to be highly reliable, but their performance when considering the spatial variability of soil properties for predicting the $M_R$ of unbound granular materials has not been properly addressed.

In view of the foregoing discussion, the novelty of the present study is in the comparative evaluation of advanced statistical approaches and simple routine methods for the prediction of the $M_R$ of coarse-grained soils used as unbound...
granular materials in highway pavements. Moreover, the analysis captured the performance when considering the spatial variability in the soil properties. The first approach involves the descriptive analysis of the $M_R$ of the coarse-grained soils using principal component analysis (PCA). In addition, the predictive modeling of the $M_R$ was executed using multi-linear regression (MLR), ANN and ensemble techniques (random forest and gradient boosting) with the routine soil properties of long-term pavement performance (LTPP) data.

**Innovation of the study**

The present work is relevant to infrastructure systems because the resilient modulus provides the strength parameter for pavement design as per the Mechanistic Empirical Pavement Design Guide. The innovative aspect of the study is the identification of the influential factors for the resilient modulus for coarse-grained soils using multivariate statistics, which has not been previously reported. Moreover, the consideration of the resilient modulus based on these influential factors for predictive modeling using machine learning and evaluating the performance of ensemble techniques. The study result shows that traditional ANN method is still superior to the newer ensemble techniques.

**Principal component analysis**

When presented with a large array of data, it is often very difficult, if not impossible, to make meaningful deductions from the data by mere inspection or simple evaluation. Fortunately, very robust data analysis methods have been developed in recent years to handle large datasets. One of such methods, which is very potent for dimension reduction is a multivariate statistical technique known as principal component analysis (PCA), developed by Pearson and Hotelling [32, 33]. The method uses the principles of eigenvector analysis and coordinate transformation to reduce a set of $m$ by $n$ multidimensional data into a smaller subset known as principal components (PCs). The PCs are as a matter of fact, a set of linear combinations of the original $n$ correlated variables, which have been transformed into uncorrelated variables. Interestingly, these new set of variables (PCs) possess the ability to explicate the majority of the variance within the original dataset in the first few PCs. This is because the PCs are generated from the orthogonal directions that have the maximum variance in the original dataset. The reduction in dimension assists greatly in visualization and interpretation of the original dataset [34–36]. The beneficial and alluring feature of the PCA is the reduction in dimension of a set of multidimensional data. This feature has encouraged its widespread utilization across several disciplines [37–39].

**Multi-linear regression**

Multi-linear regression is a simple method of regressing a set of predictors on an outcome variable, which is based on the principle of ordinary least squares (OLS). The OLS, which is a method of line fitting, originally proposed by Legendre and Gauss [40] is used for the minimization of ensuing errors, associated with the representation of a predictor and its outcome variable with a simple linear relationship. The OLS estimator thrives on conformance to certain basic assumptions, which include normality and independence in the distribution in the errors, homoscedasticity of the errors and the preclusion of errors in the measurement of the predictors [41]. Within the confines of these assumptions, the OLS purportedly produces the best estimators. The solution of a MLR problem requires the extension of the OLS procedure for an array of data and subsequently solving the resulting system of equations.

**Random forest**

Random forest (RF) is an ensemble machine learning technique that integrates numerous decision trees (classification and regression trees) to achieve desired and accurate output. It was originally proposed by Amit and Geman [42] but was later developed significantly by Breiman [43]. It is an effective and reliable nonparametric method suitable for prediction of both classification and regression-based problems. It combines bootstrap aggregation method and random subspace method to each classification and regression tree (CART) to achieve effective prediction of output [44, 45]. The bootstrap aggregation method and the random subspace method were, respectively, introduced by Breiman [46–50] and Ho [51, 52].

Bootstrap aggregation, which is popularly called bagging, ensures that there is uniqueness of each decision tree made in random forest. In addition, each decision tree undergo parallel training on various subset of the dataset used for training by using several subsets of the variables that are available. Thus, bootstrap reduces prediction variance to the barest minimum and also prevents overfitting of a model. On the hand, the random subspace method, which is the second technique used in random forest machine learning technique, is used to significantly reduce prediction error as it has been shown that the output from combined decision trees using random subspace technique is better than that of individual decision tree as regards prediction error [42, 52].

It is worth stating at this point that decision tree methodology, on its own, is a viable machine learning technique when used as a prediction model but it has a limitation which is that it suffers frequently from low bias and high variance when used alone as prediction model. Interestingly, in machine learning methods, there is a balance between bias
and variance, and it is usually referred to as bias-variance tradeoff. The bias-variance tradeoff is done so that effective and reliable model for prediction can be obtained particularly when the model is to be used for an entirely new dataset not used for training the model.

Remarkably, since the introduction of random forest methodology by Breiman [43], several researchers have developed different variants of the originally developed random forest. The developed variants, which include multivariate random forest [53], random survival forests [54], quantile regression forests [55], enriched random forest [56] and so on, deal either with several problem contexts or invented with different resampling fitting approaches that result in the generalization of random forest technique. These variants of random forest methodology have been widely utilized in different disciplines by most researchers, and the results obtained have been found to be impressive in terms of its predictive performance. Some of the disciplines in which random forest methodology have been utilized include in health setting where Yesilkanat [57], in a study, utilized random forest methodology to predict cases of epidemic like novel COVID-19 in the near future. The result obtained from the study proved that random forest methodology can be employed as a predictive tool because of the impressive performance gotten from the result. In a related setting, Khalilia et al. [58] predicted disease risks from an imbalanced dataset using random forest methodology and reported with concrete evidence that random forest methodology had a better predictive ability than support vector machine, which is another machine learning technique it was compared with in the study.

In another development, Yao et al. [59], in the field of atmospheric science, used random surface methodology to forecast hail across Shandong Peninsula and reported that random forest model gave excellent results in terms of its ability to forecast hail in the aforementioned studied area. Similarly, Pham et al. [60], in a study, evaluated the efficacy of utilizing random forest to forecast rainfall as well snowmelt which are driven by watersheds which concluded that random forest was superior, in terms of performance, to other machine learning techniques used in the study. In construction and building technology, Han et al. [61] utilized random forest to predict high-performance concrete compressive strength, and the result obtained showed that random forest was highly effective in the prediction of the strength of the aforementioned concrete. In the same vein, Chun et al. [62] employed random forest technique to evaluate internal damage present in a reinforced concrete and also reported that random forest was highly effective for the evaluation.

There are other numerous fields such as remote sensing, genetic analysis, financial forecasting and so on where random forest technique has also been successfully utilized [63–66]. As discussed in the foregoing literature on the application of random forest, it is widely reported that random forest has shown immense performance as prediction model. It uses a defined and well-built algorithm to achieve this impressive performance.

### Random forest algorithm

Consider an $n$ dataset for training which has $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ in $p$-dimensional space, where $x_i (i = 1, \ldots, n)$ and $y_i (i = 1, \ldots, n)$ represents the input vector and the corresponding output, respectively. To utilize the random forest on the training dataset for regression, as in the case in this study, the following outlined steps are executed:

1. The training dataset $D$ is sampled with replacement to generate a bootstrap sample $E_1, \ldots, E_M (i = 1, \ldots, M)$. Each of the bootstrap samples has the same sample size, $n$, as the training dataset. However, it has to be said that sometimes researchers, primarily due to computational efficiency, often use fewer sample size than $n$ sample size for the bootstrap samples. The use of $n$ sample size for the bootstrap sample size was originally suggested by Breiman [46].

2. Decision tree $T_{E_i}(i = 1, \ldots, M)$ are grown for each of the bootstrap samples $E_m$ using the following modification:

   (a) At every node, the best split is selected from a randomly chosen subset of $m_{try}$ (in lieu of the entire) predictors from the $p$ predictors.

   (b) Decision trees in random forest, unlike in CART where trees are pruned, are grown to their maximum size such that no further splitting of the any node is possible. Or put more succinctly, the decision trees in random forest are grown such that every node contain samples which are not more than a pre-specified parameter known as maximal terminal nodesize (MTN).

   Note that $M$, which is sometimes represented as $ntree$, signifies the number of trees present in the forest. $m_{try}$ denotes the number of randomly selected predictors from $p$ predictors. Both $M$ and $m_{try}$ are user-specified tuning parameters in random forest.

3. The above steps are repeated until a sufficiently large $M$ is grown.

4. After steps 1–3 have been executed, the output are then predicted by finding the mean of the aggregate of the prediction of the individual decision trees using the expression given in Eq. (9).

\[
\hat{y}_m(x) = \frac{1}{M} \sum_{1}^{m} y_m(x)
\]  

(9)

where $\hat{y}_m(x)$ represents the prediction of the random forest prediction which is obtained from the summation of the $mth$
individual trees. $y_m(x)$ denotes the prediction of the $m$th individual tree for the input vector $x$.

**Error rate evaluation of random forest**

Random forest has two different ways in which the error rate can be evaluated in order to ascertain the validity or performance of a model developed with random forest [67]. One of the ways is the conventional method of splitting the entire dataset into training dataset and testing dataset. The training dataset is used to develop the random forest model, while the testing dataset is used to evaluate the reliability of the model developed with the training dataset, which is done by comparing the error rates of both the training dataset and the testing dataset. The other way of ascertaining the validity or performance of a model developed using random forest is to use the so-called out-of-bag error.

Out-of-bag (OOB) error is a form of cross-validation performed in random forest. It is executed in parallel with the steps involved during the training process. Specifically, when using the training dataset to develop a model, some of the dataset are not used up during the bootstrap sampling stage. This is because the sampling is performed with replacement which gives room for some samples to be extracted more than once thereby leaving out some samples in the process. The extracted samples are used to grow the decision tree, which are subsequently used for the development of the model. On the other hand, the samples that are not extracted or are “left out” are known as the OOB samples. These OOB samples are later used to test the performance of the model developed with random forest. The predictions made with the OOB samples are referred to as OOB predictions, while the error obtained using the OOB samples are described as OOB prediction error. The OOB prediction for an $ith$ input vector is aggregated and the average value determined. Equation (10) shows the expression used for determining the OOB prediction.

$\hat{y}_{i,OOB}^{\text{OOB}} = \frac{1}{k} \sum_{m=1}^{k} (y_{i,m}^{\text{OOB}})$

where $y_{i,m}^{\text{OOB}}$ represents the $ith$ OOB prediction of the $m$th tree; $k$ denotes the total number of trees used for the prediction of the OOB sample.

If a loss function $L(.)$ is used, then the OOB prediction error, $L_{y}^{\text{OOB}}$, can be obtained using the expression:

$L_{y}^{\text{OOB}} = \frac{1}{n} \sum_{i=1}^{n} L(y_{i}, \hat{y}_{i}^{\text{OOB}})$

**Gradient boosting**

Gradient boosting machine (GBM) was invented by Freund and Schapire [68–71]. It is a prediction model whose principle is based on the concept of integrating numerous regression trees to achieve a desired output. The regression trees, which are often described as base learners, have sizes that are fixed in GBM. Specifically, the regression trees are themselves prediction algorithm that are widely known to suffer from the limitation of high variance and low bias errors when the trees are fully grown. Similarly, they also suffer from low variance and high bias errors when the trees are shallow. In order to circumvent this problem so that the errors will be minimized, two groups of algorithms that apply a combination of several regression trees to generate their output have been developed [72]. The two groups are random forests, which uses the principle of bagging as explained earlier, and gradient boosting which uses the principle of boosting. GBM, which relies on boosting principle, uses a combination of models that has low variance and high bias error to effectively whittle the high bias while ensuring that the variance is kept low. In other word, GBM utilizes several shallow trees which are trained in the same input–output data to improve the output of the prediction. This improvement in the output by GBM has promoted its widespread in numerous disciplines [70, 73–75].

Notably, some of the disciplines in which GBM have been utilized successfully include economics where Zhou et al. [76] used GBM for the prediction of movements of short-horizon price. The predicted results were reported to be better than other results from other boosting algorithms that were used for comparison in the study. Also in economics discipline, Sun et al. [77] utilized GBM for the prediction of unidentified entities type of bitcoin and also reported that GBM was highly effective for prediction. In a related development, Herrema et al. [78], in transportation engineering, employed GBM for the prediction of the exit of a runway located at Vienna airport and equally noted that GBM was effective for prediction. In addition, they concluded that GBM performed better than other machine learning techniques, and it was compared with in the study. In another study, Barua et al. [79] used GBM for the investigation of factors that contribute to taxiway and runway pavement deterioration from an airport. In construction and building engineering, GBM was utilized by Nguyen et al. [80] to predict the strength of concrete, and it was shown to have impressive performance, while Thai et al. [81] evaluated the effect of employing GBM for the prediction of failure modes of concrete panels that are reinforced under impact loads and established that the GBM was effective for the failure modes prediction of the reinforced concrete panel. In all the aforementioned investigations, the results indicate that predictions using GBM outperformed other machine
learning methods. Remarkably, the formulation of GBM was limited to problems related to classification but it was subsequently extended to problems related to regression by Friedman [82, 83]. The GBM extended to regression problems is aptly described as gradient boosting regression, and it employs the steepest-descent approach for analysis.

**Gradient boosting regression**

Gradient boosting regression (GBR) is algorithm that searches for an additive model which reduces or minimizes a defined or specific loss function. The loss function, which is usually defined before it is applied to train a dataset, is chosen on the discretion of the user. The dataset usually comprised of input variables in $t$—dimensions and $v$ data point. It is frequently denoted as $(x_i, y_i)$, where, $x_i = (x_{i1}, x_{i2}, \ldots, x_{it})$ represents the input variable of the dataset, while $y$ symbolizes the target or output variable of the dataset. It is germane to point out that GBR seek to establish an approximate function which can conveniently map an input variable $X$ to the output variable $y$ in a manner where the prior defined function, $L(y, F(x))$, is reduced.

$$y = F^*(x)$$

$$F^*(x) = \arg\min_{F(x)} L(y, F(x))$$ \hspace{1cm} (12)

There are several loss functions available for the GBR algorithm. Typical among the loss functions are absolute error (Eq. 13), squared-error (Eq. 14) and the Huber loss function (Eq. 15). Interestingly, the most widely used of these aforementioned loss functions is the squared-error function because it is computationally friendly and can be differentiated easily [82, 84]. Furthermore, the square-error function is simply the residual $y - F$, i.e., it denotes that the GBR performs simply residual refitting [84, 85].

$$L(y, F)_{L_1} = |y - F|$$ \hspace{1cm} (13)

$$L(y, F)_{L_2} = \frac{1}{2} (y - F)^2$$ \hspace{1cm} (14)

$$L(y, F)_{\text{Huber,}\delta} = \begin{cases} \frac{1}{2} (y - F)^2 & |y - F| \leq \delta \\ \delta (|y - F| - \delta/2) & |y - F| > \delta \end{cases}$$ \hspace{1cm} (15)

where $\delta$ denotes the threshold in which the loss function changes from squared-error function to absolute error function.

Notably, once an adequate loss function is defined in the algorithm of GBR, the following described procedure is executed shortly after:

1. Firstly, the model is initialized by using a constant value which is obtained from Eq. (16):

$$F_0(x) = \arg\min_\rho \sum_{i=1}^v L(y_i, \rho) \hspace{1cm} (16)$$

2. With successive boosts say from $m = 1, 2, \ldots, M$, steps i to iii are carried out:

   i. The negative gradient is evaluated using:

   $$g_i = -\left[ \frac{\partial L(y_i, F(x_i))}{\partial F(x_i)} \right] \bigg|_{F(x)=F_{m-1}(x)} \hspace{1cm} i = 1, 2, \ldots, v \hspace{1cm} (17)$$

   ii. The negative gradient evaluated in step i together with the input variables is used to fit a regression tress $h(x,a_m)$ which is subsequently utilized to determine the regression tree parameter, $a_m$ with the following expression:

   $$a_m = \arg\min_{a, \beta} \sum_{i=1}^v [g_i - \beta h(x_i, a)]^2 \hspace{1cm} (18)$$

   iii. The negative gradient is later replaced with the $h(x_i,a_m)$ obtained in the steepest-descent approach and used to calculate the best gradient descent step size, $\rho_m$. This is executed with the expression:

   $$\rho_m = \arg\min_\rho \sum_{i=1}^v L(y_i, F_{m-1}(x_i) + \rho h(x_i,a_m)) \hspace{1cm} (19)$$

3. The model is updated using this equation:

$$F_m(x) = F_{m-1}(x) + \varnothing \rho_m h(x,a_m) \hspace{1cm} (20)$$

where $\varnothing \in (0, 1]$ symbolizes the shrinkage parameter whose function is to control the contribution of each base learner $h(x,a_m)$ to $F_m(x)$. $\varnothing$ is usually introduced to prevent overfitting the model [82].

For brevity, the GBR algorithm can rightly be summarized as follows:

| GBR Algorithm |
|---------------|
| **1** | **Initialize:** |
| | $F_0(x) = \arg\min_\rho \sum_{i=1}^v L(y_i, \rho)$ |
| **2** | For $m = 1, 2, \ldots, M$, perform: |
| i | $g_i = -\left[ \frac{\partial L(y_i, F(x_i))}{\partial F(x_i)} \right] \bigg|_{F(x)=F_{m-1}(x)}$, $i = 1, 2, \ldots, v$ |
| ii | $a_m = \arg\min_{a, \beta} \sum_{i=1}^v [g_i - \beta h(x_i, a)]^2$ |
| iii | $\rho_m = \arg\min_\rho \sum_{i=1}^v L(y_i, F_{m-1}(x_i) + \rho h(x_i,a_m))$ |
Artificial neural network

Artificial neural network (ANN) is a computation system built to simulate the working principle of the human nervous system and the brain [86]. It is regarded as the foundation of artificial intelligence, and it is used to provide solutions to problems that would otherwise prove a difficult nut to crack when solved manually. ANNs are endowed with excellent self-learning ability, which assist them to churn out desired output, as more data are made available. ANNs are loosely described as neural networks and they rely on a family of connected units or nodes known as artificial neurons or simply neurons for effective computation. There are different types of ANN that have been developed and are used currently to solve either classification or regression based problems. Some of the developed ANNs include the convolutional neural network, recurrent neural network, and the widely utilized feedforward neural network. The feedforward neural network either consist of just one layer or more than one layer in its architecture. The feedforward neural network with one layer is usually called single-layer perceptron (SLP), while the one which consists of more than one layer is described aptly as multi-layers perceptron (MLP) [87, 88].

SLP has only one flow direction without a single cycle. The flow direction is basically from the input neuron to the output neuron. SLP can only be utilized for computational problems that can be separated linearly. It consists of one or several input neurons. The input neurons, whose only function is simply to transmit inputs to the output layer, are fully connected to the weighted synapses present in the SLP structure. The weighted synapses are also connected to the output neuron where the entire computation is performed. The computation performed in the output neuron is done by transforming the inputs into a combination that is linear in form through the utilization of input weights. Often times, a nonlinear activation function is used during the computation to obtain a weighted output, \( y \) in a SLP. The output is usually expressed as shown in Eq. (21).

\[
y = \varphi \left( \sum_{i=1}^{n} w_i x_i + b \right) = \varphi \left( w^T x + b \right) \tag{21}
\]

where \( w \) denotes the weights vector; \( x \) represents the inputs vector, \( \varphi \) signifies the nonlinear activation function, and \( b \) denotes the bias.

On the other hand, MLP, as explained earlier, comprised of more than one layer which are made up of the input, hidden and output layers. In the MLP architecture, the hidden layer could be present. The flow direction of MLP, like the SLP, is in one direction. In addition, the input layer in MLP architecture receives the incoming signals and transmits it to the hidden layer. From the hidden layer, the signals are transferred to the output layer. Frequently, the numbers of neurons present in the hidden layer are the same in number. Specifically, MLP is often employed to solve problems that cannot be separated linearly to obtain the output, \( O_k \) (Eq. 22). To solve such problems, nonlinear activation function is utilized in the MLP. Typical examples of such activation function are the hyperbolic tangent function (Tanh), sigmoid function, rectified linear unit (ReLU), softmax function, among others.

\[
O_k^i = g(a_i^k \langle i = 1 \ldots r^k \rangle k = 1 \ldots m) \tag{22}
\]

where \( a_i^k \) represents the weighted sum of the \( i \)th neuron in the \( k \)th layer; \( r^k \) symbolizes the total number of neurons present in the \( k \)th layer; \( m \) is the total number of layers present in the MLP; \( g \) denotes the hidden layer neurons activation function; and \( O_k \) signifies the output of the \( i \)th neuron in the \( k \)th layer.

The expression for \( a_i^k \) in Eq. (22) is given as:

\[
a_i^k = b_i^k + \sum_{j=1}^{r^{k-1}} w_{ij}^k o_j^{k-1} (k = 1 \ldots m) \tag{23}
\]

Equation (23) can further be simplified. The simplification is performed by converting the bias, \( b_i^k \) into weights as \( w_{0i}^k \) and then making the output, \( o_j^{k-1} \) value unity. Thus, Eq. (23) becomes:

\[
a_i^k = \sum_{j=0}^{r^{k-1}} w_{ij}^k o_j^{k-1} \tag{24}
\]

where \( w_{ij}^k \) denotes the \( j \)th weight of the \( i \)th neuron in the \( k \)th layer; \( b_i^k \) is the bias of the \( i \)th neuron in the \( k \)th layer; \( r^{k-1} \) is the number of neuron present in the \( (k - 1) \)th layer; and \( o_j^{k-1} \) represents the output of the \( j \)th neuron in \( (k - 1) \)th layer.

Furthermore, the MLP utilizes a supervised learning technique known as backpropagation algorithm for the training of an input–output dataset, which involves the tuning of the parameter [89–93]. The tuning of the parameters, which are the weights and biases, are performed so that the error in the analysis can be minimized in the development of the model. Different types of training algorithms can be applied for the training of an input–output dataset in backpropagation neural network. Some of the commonly used training algorithms are Levenberg–Marquardt, Bayesian regularization, batch training with weight

---

**GBR Algorithm**

1. **Initialize:**
   \[ F_0(x) = \arg\min_{\rho} \sum_{i=1}^{L(y, \rho)} \]

3. \[ F_m(x) = F_{m-1}(x) + \tau h(x; a_m) \]

   **End for**
and bias learning rules, resilient propagation, etc. [94, 95]. Moreover, there are several error metrics that can be utilized in MLP for the evaluation of the reliability of a developed model in backpropagation algorithm. They include mean squared error (MSE), root-mean-squared error (RMSE), mean absolute error (MAE), etc. The error metrics depend on learning algorithm, which include Hebb with decay weight learning rule, gradient descent with momentum weight/bias, gradient descent strategy, etc., for the successful minimization of the error in a model.

**Cross-validation**

Cross-validation is described as a machine learning approach whose function is to seek the maximization of the capability of a machine learning model to effectively predict an output, with less error, when an entirely new dataset is attempted. It is used for the prevention of over-fitting of a model, which is often caused through fitting noise into the model. It is also used for the prevention of bias selection when training a set is often caused through fitting noise into the model. Cross-validation method comes in different types. The most widely used cross-validation methods are the hold-out, leave-one-out, k-fold, bootstrap and Monte Carlo cross-validation methods [99, 100].

In the present study, the k-fold cross-validation, which involves the random division of a dataset into equal parts known as k folds, was utilized because it has little or no selection bias. In the k-fold cross-validation procedure, the training dataset and the validation dataset are merged together. The merged dataset are divided randomly into k subsets. Then k-1 folds are used as training dataset, while the remaining fold is used as validation dataset. The procedure is repeated by selecting another dataset from the k folds as validation dataset and the remainder as training dataset until every fold is used once as validation dataset [98, 100–102]. The widely used k value is 10, which is termed as “tenfold cross-validation” [96]. The same value of k was used in the present study.

**Methodology**

**Data acquisition and descriptive analysis**

In the present study, the analysis was performed using long-term pavement performance (LTPP) data acquired from the InfoPave database [103]. In order to reasonably represent unbound granular materials, the required information was derived from the subbase and base layers denoted with layer numbers 2 and 3, respectively. Furthermore, the class of soils from which the data was obtained includes the American Association of State Highway and Transportation Officials (AASHTO) soil classes A1 to A3, which represent the coarse-grained soils used as unbound granular materials for road pavements. The spatial variability in the extracted soil properties was incorporated by considering different strategic highway research program numbers as reported in a previous study [25]. The spatial variability was ensured within each of the different US counties that include Wisconsin, Iowa, Delaware, Kansas, Oklahoma, Michigan, Louisiana, Utah, North Dakota and Washington, from which the data were acquired. The soil information acquired includes the clay content (C), silt content (Si), fines fraction (F), sand content (Sa) and gravel content (G). The compaction characteristics include the moisture content (Φ) and dry density (γ), while the stress state are the nominal maximum axial stress σa and confining pressure (σc). The data were manually sorted and pruned before usage to minimize the occurrence of data errors often associated with the LTPP data [25]. The basic descriptive statistics of the soil data is given in Table 1.

The descriptive analysis, which was done using PCA was executed in Minitab software. During the analysis, the correlation matrix was adopted because of the wide variation in the units of the soil properties involved. Subsequently, the eigenvector analysis was executed, and the factor loadings were obtained. The obtained factor loadings were then rotated based on the varimax rotation method, which is known to maximize the loading of the variables on the extracted principal components [104] and also helps to achieve reasonable communalities. This facilitates the interpretation of the resulting principal components.

| Table 1  | Descriptive statistics of the soil data |
|----------|----------------------------------------|
| Soil property | No of observation | Minimum | Maximum | Mean | Standard Deviation |
| LL (%) | 384 | 13.0 | 36 | 16.3 | 5.1 |
| PL (%) | 384 | 13.0 | 21 | 16.1 | 1.7 |
| G (%) | 384 | 0 | 45.6 | 10.5 | 12.7 |
| Sa (%) | 384 | 22.0 | 88.0 | 70.1 | 15.5 |
| Si (%) | 384 | 4.5 | 52.3 | 12.6 | 10.0 |
| C (%) | 384 | 2.5 | 23.1 | 6.8 | 4.8 |
| F (%) | 384 | 8.0 | 75 | 19.3 | 14.0 |
| γ (g/cm³) | 384 | 1644.4 | 2059.2 | 1865 | 100.0 |
| Φ (%) | 384 | 5.8 | 14.8 | 9.1 | 2.0 |
| σa (kPa) | 384 | 12.4 | 69.5 | 40.0 | 11.3 |
| σc (g/cm³) | 384 | 13.2 | 41.4 | 28.0 | 19.5 |
| Mr(MPa) | 384 | 37 | 143 | 68.6 | 20.1 |
Predictive modeling

Multiple linear regression

The statistical predictive modeling using the MLR method was done using Minitab software. The resulting variables from the PCA, which explained the majority of the variation in the data, were used for the regression analysis. The stepwise regression method was adopted to further facilitate the inclusion of variables with higher influence on the $M_R$ in the resulting model. The adequacy of the resulting regression model was evaluated based on the residual information and the collinearity diagnostics to ascertain if they are tenable for use in $M_R$ prediction.

Random forest model

The random forest model was developed in MATLAB (2020a) software. The hyperparameters used for the development of the model were $m_{try}$ and the number of regression tree, $M$. Three values were selected for $M \in \{500; 800; 1000\}$. The three values were selected simply for the purpose of comparison. In the case of $m_{try}$, four values were selected. The four values of $m_{try} \in \{2; 3; 4; 5\}$ were also selected for the purpose of comparison. It is often recommended that the first value to be selected should be the value obtained after determining the square root of the predictor.

GBR model

The development of the GBR model was executed in MATLAB (2020a) software using the input–output dataset which comprises 11 input and one output variables. Least-squared error index was initially defined as the error function to be used for the development of model during the stage of initialization in the GBR algorithm. Shortly after defining the error function, the maximum number of iteration, which is the same as the maximum number of trees, $M$, was selected. Two values of $M \in \{100; 200\}$ were selected simply for comparison sake. It has to be stated that there is no defined rule that stipulates the value of $M$ to be selected for the development of a model using GBR algorithm. In this study, however, the values of $M$ that were selected was based on the recommendations by Friedman [82]. Friedman [82], in a study on the use of GBR algorithm, submitted that $M$ values between 100 and 200 are suited for GBR model. It was reported that a larger of $M$, say when $M$ is greater than 200, could render a model complex notwithstanding that the model could be well-fitted. Similarly, a smaller value of $M$ might result in a poorly fitted model.

In addition, after the selection of $M$, the shrinkage parameter, $\varnothing$, was chosen. Four shrinkage parameter ($\varnothing \in \{0.25; 0.5; 0.75; 1.0\}$) were selected for comparison sake. Subsequently, the maximum size of the regression tree was selected. The values selected were 8. According to a study by Hastie et al. [85] and Persson et al. [75], values between 4 and 8 are well-suited for boosting techniques and which is why 8 was chosen. Thereafter, after the selection of the maximum size of the regression tree, cost complexity was used to prune the trees in order to determine the actual size of the regression tree in this study.

ANN model

The ANN model, just like the GBR and random forest model, was developed using the 11 input variables and one output variable in the study. The model was developed in MATLAB (2020a) software. The multi-layer feedforward neural network in the MATLAB software was employed. Levenberg–Marquardt training algorithm was utilized to train the dataset because it is computation friendly and consume less time during computation. In addition, when training the dataset, just one hidden layer was used and five values, chosen simple for comparison sake, were used for the hidden layer in the ANN model. The five values are 12, 13, 14, 15 and 16. Finally, the activation function employed for computation in the hidden is tan-sigmoid function, while in the case of the output layer, pure linear function was employed as the activation function.

Remarkably, to avoid the problem of overfitting during the development of the ANN model, early stopping was utilized. Early stopping is one of the techniques that is frequently used to avoid the development of overfitting problem when building ANN model. Interestingly, there are quite a few developed techniques that can also be utilized to avoid the development of overfitting problem. Some of these techniques are network reduction method, drop-out technique, expansion of training dataset technique, etc. [88, 89].

Results and discussion

Descriptive analysis

The result of the PC extraction of the original eleven variables considered in this study is displayed in the scree plot of Fig. 1. The scree plot provides a rough guide as to the number of components required to explicate the variance in the data. The scree plot is typically used alongside the Kaiser’s criterion, to provide an apt means of selecting the required number of components to explain the data variance
Based on the scree plot, the point of minimum slope in the curve corresponds to component 3. Moreover, the eigenvalues for PCs 1 to 3 are all greater than one and as such, satisfies the Kaiser’s criterion.

Furthermore, explication of the variance in the data proceeds through the loading plot of the rotated factor loadings as summarized in Table 2. The result of the rotated factor loadings for PCs 1 and 2 is represented by the plot in Fig. 2. It can be inferred from the plot that PC1 had high positive loading on the variables LL, Si, C, F and Φ. This component reveals an interaction between moisture content and the fines content of the coarse-grained soils, which had an influence on the liquid limit. As such, moisture induced changes significantly affect the MR of coarse-grained soils, based on the fines content. Therefore, PC 1 signifies the variation in MR due to the effect of moisture on the fines content.

More so, for PC 2, high loadings for G, Sa, γ and Φ resulted from the PCA. This shows that the coarse fraction present in the soils influences the moisture-density relationship of the soil, which in turn has a significant impact on the MR of the coarse-grained soils. Hence, PC 2 can be denoted as the variation in MR due to the effect of the coarse particles on the compaction behavior. The last PC, which is PC 3, had high negative loading on σc and σa simply delineates the effect of the soil stress state on the MR.

It is noteworthy that one of the variables, which is the PL, appeared not to have a significant effect on the MR variation for the coarse-grained soils based on the factor loadings and the communalities in Table 3, which shows that PL is poorly represented in the three selected PCs. Each of the PCs with individual percentage variances of 44% (PC 1), 22% (PC 2) and 9.8% (PC 3) explained a total variance of 77.8% in the data. The distribution of the data is roughly represented in the score plot of Fig. 3 for PC 1 and PC 2, which suggests that there is a pattern in the data. This preclusion of a random distribution is an indication of heterogeneity of variances in the MR data, which is a common observation for the LTPP data utilized in this study [25]. This lends credence to the adoption of a multivariate method for the descriptive analysis, which is independent of any prior data conformance in the original data.

### Table 2 Rotated factor loadings and communalities

| Soil property | PC 1     | PC 2     | PC 3     | Communality |
|---------------|----------|----------|----------|-------------|
| LL            | 0.965    | 0.137    | −0.012   | 0.950       |
| PL            | −0.307   | 0.517    | 0.038    | 0.364       |
| G             | −0.288   | −0.871   | 0.037    | 0.842       |
| Sa            | −0.650   | 0.688    | −0.029   | 0.897       |
| Si            | 0.954    | 0.015    | 0.014    | 0.911       |
| C             | 0.901    | 0.047    | −0.034   | 0.815       |
| F             | 0.993    | 0.027    | −0.002   | 0.987       |
| γ             | −0.288   | −0.885   | 0.010    | 0.866       |
| Φ             | 0.751    | 0.638    | −0.017   | 0.970       |
| σa            | −0.023   | 0.042    | −0.694   | 0.484       |
| σc            | 0.035    | −0.034   | −0.734   | 0.541       |
| Total variance (%) | 44.4 | 24.7 | 9.3 | 78.4 |

### Predictive modeling

#### MLR technique

The predictive model obtained from the MLR analysis is shown in Eq. 25, in which the MR is a function of LL, G, Sa, C, γ, σc and σa. Based on the ANOVA result in Table 3, all the factors had a statistically significant effect on the MR.
Fig. 2  Factor loading plot for PC1 and PC 2

Table 3  ANOVA and collinearity diagnostic

| Variance source | Adj SS  | Adj MS  | F-value | P-value | VIF  | $R^2$ | Adj $R^2$ | Pred $R^2$ |
|-----------------|---------|---------|---------|---------|------|-------|-----------|------------|
| Regression      | 99,274  | 14,182.1| 96.46   | 0.000   | –    | 0.642 | 0.636     | 0.626      |
| LL              | 618     | 617.8   | 4.20    | 0.041   | 27.52|       |           |            |
| G               | 9274    | 9274.3  | 63.08   | 0.000   | 15.06|       |           |            |
| Sa              | 6661    | 6660.6  | 45.30   | 0.000   | 13.19|       |           |            |
| C               | 2588    | 2588.2  | 17.60   | 0.000   | 19.23|       |           |            |
| $\gamma$       | 467     | 467.2   | 3.18    | 0.075   | 8.76 |       |           |            |
| $\sigma_c$     | 76,847  | 76,847.2| 522.69  | 0.000   | 1.01 |       |           |            |
| $\sigma_u$     | 1626    | 1625.8  | 11.06   | 0.001   | 1.00 |       |           |            |
| Lack-of-fit     | 55,211  | 165.3   | 99.89   | 0.000   | –    |       |           |            |

Fig. 3  Score plot for PC 1 and PC 2
with P-values < 0.05, excluding the γ. The coefficient of determination ($R^2$) value show that the variables accounted for about 64% variance in the $M_R$. However, the reliability of the predictive model based on the MLR is somewhat questionable. The collinearity diagnostic, which is the variance inflation factor (VIF) suggests multi-collinearity in the variables LL, G, Sa and C. This typically imparts spurious variations to the MLR, which renders the model unreliable. Moreover, analysis of the residuals is done based on the residual matrix plot in Fig. 4. The normal probability plot indicates non-normality in the data, as similarly shown by the histogram. Furthermore, the residual versus fits plot also indicate a pattern in the data which is an indication of heteroscedasticity in the data. It can also be seen from the residual values that residuals as high as 50 MPa were present in the fitted $M_R$ values. In recap, based on the residual analysis, the basic assumptions of the OLS were violated, in addition to the multi-collinearity in the predictors. These issues associated with the MLR model render it unreliable for the $M_R$ prediction and further analysis with the MLR is discontinued.

$$M_R = -31.4 + 1.295LL + 1.504G + 0.976Sa + 2.373C - 0.0327\gamma + 1.2603\sigma_c + 0.1057\sigma_a$$ (25)

**Ensemble techniques**

**Random forest**

The model performance indices including $R^2$, RMSE, MSE, MAE and mean absolute percentage error (MAPE) are summarized in Table 4 for the different tuning parameters considered (ntree and mtry). It can be clearly seen that the ntree considered were 500, 800 and 1000. The variation in the ntree appeared not to have a prominent effect on the performance indices for both the training and testing set. However, the different mtry, which include 2, 3, 4 and 5 affected the model performance indices. The best mtry value was 4 for ntree of 500, 800 and 1000 with $R^2$ value of 0.967 in all cases. Similarly, the $R^2$ values for the testing set in the respective ntree of 500, 800 and 1000 were 0.938, 0.936 and 0.936. The overall best random forest model can be considered to be the one with ntree of 500 and mtry of 4. More so, the random forest model can be considered to be reliable since the difference in the performance indices between the testing and training set is trivial. The $M_R$ prediction from the random forest model can be considered to be reliable with $R^2$ value greater than 0.9 [106, 107].
Table 4  Model performance indices for the random forest model

| Mtry | MSE   | RMSE  | MAE   | MAPE  | $R^2$  | Mtry | MSE   | RMSE  | MAE   | MAPE  | $R^2$  |
|------|-------|-------|-------|-------|--------|------|-------|-------|-------|-------|--------|
|      |       |       |       |       |        |      |       |       |       |       |        |
|      |       |       |       |       |        |      |       |       |       |       |        |
|      |       |       |       |       |        |      |       |       |       |       |        |
| 2    | 67.1  | 8.2   | 6.4   | 10.3  | 0.833  | 2    | 104.2 | 10.2  | 8.1   | 13.0  | 0.741  |
| 3    | 15.3  | 3.9   | 2.8   | 4.3   | 0.962  | 3    | 27.5  | 5.2   | 3.7   | 5.6   | 0.932  |
| 4    | 13.1  | 3.6   | 2.5   | 3.8   | 0.967  | 4    | 24.9  | 5.0   | 3.4   | 5.2   | 0.938  |
| 5    | 61.3  | 7.8   | 5.9   | 8.9   | 0.848  | 5    | 104.6 | 10.2  | 7.9   | 12.0  | 0.740  |

| Mtry | MSE   | RMSE  | MAE   | MAPE  | $R^2$  | Mtry | MSE   | RMSE  | MAE   | MAPE  | $R^2$  |
|------|-------|-------|-------|-------|--------|------|-------|-------|-------|-------|--------|
|      |       |       |       |       |        |      |       |       |       |       |        |
|      |       |       |       |       |        |      |       |       |       |       |        |
|      |       |       |       |       |        |      |       |       |       |       |        |
| 2    | 72.8  | 8.5   | 6.8   | 11.0  | 0.819  | 2    | 110.8 | 10.5  | 8.6   | 13.7  | 0.725  |
| 3    | 14.2  | 3.8   | 2.7   | 4.1   | 0.965  | 3    | 25.4  | 5.0   | 3.5   | 5.4   | 0.937  |
| 4    | 13.1  | 3.6   | 2.5   | 3.8   | 0.967  | 4    | 25.6  | 5.1   | 3.5   | 5.3   | 0.936  |
| 5    | 56.2  | 7.5   | 5.6   | 8.5   | 0.860  | 5    | 95.1  | 9.8   | 7.6   | 11.5  | 0.764  |

| Mtry | MSE   | RMSE  | MAE   | MAPE  | $R^2$  | Mtry | MSE   | RMSE  | MAE   | MAPE  | $R^2$  |
|------|-------|-------|-------|-------|--------|------|-------|-------|-------|-------|--------|
|      |       |       |       |       |        |      |       |       |       |       |        |
|      |       |       |       |       |        |      |       |       |       |       |        |
|      |       |       |       |       |        |      |       |       |       |       |        |
| 2    | 70.7  | 8.4   | 6.6   | 10.7  | 0.824  | 2    | 107.9 | 10.4  | 8.4   | 13.4  | 0.732  |
| 3    | 15.6  | 3.9   | 2.8   | 4.3   | 0.961  | 3    | 27.7  | 5.3   | 3.7   | 5.6   | 0.931  |
| 4    | 13.3  | 3.6   | 2.5   | 3.8   | 0.967  | 4    | 25.6  | 5.1   | 3.4   | 5.2   | 0.936  |
| 5    | 72.0  | 8.5   | 6.8   | 11.0  | 0.821  | 5    | 109.7 | 10.5  | 8.5   | 13.7  | 0.727  |

Bold values represent best model in each sub group, while bold and italicized represent the overall best model
**Table 5** Model performance indices for the GBR model

| TRAINING ERROR | TRAINING ERROR |
|----------------|----------------|
| ITERATION NUMBER = 100 | ITERATION NUMBER = 200 |
| LR   | MSE | RMSE | MAE | MAPE | $R^2$ | LR   | MSE | RMSE | MAE | MAPE | $R^2$ |
| 0.25 | 12.6 | 3.5  | 2.2 | 3.2  | 0.965 | 0.25 | 9.5  | 3.1  | 2.0  | 3.0  | 0.974 |
| 0.5  | 15.1 | 3.9  | 2.4 | 3.6  | 0.958 | 0.5  | 14.7 | 3.8  | 2.5  | 3.7  | 0.959 |
| 0.75 | 13.1 | 3.6  | 2.5 | 3.8  | 0.963 | 0.75 | 11.1 | 3.3  | 2.3  | 3.6  | 0.969 |

| TRAINING ERROR | TRAINING ERROR |
|----------------|----------------|
| ITERATION NUMBER = 100 | ITERATION NUMBER = 200 |
| LR   | MSE | RMSE | MAE | MAPE | $R^2$ | LR   | MSE | RMSE | MAE | MAPE | $R^2$ |
| 0.25 | 23.5 | 4.8  | 3.5 | 5.5  | 0.954 | 0.25 | 17.8 | 4.2  | 3.0  | 4.9  | 0.965 |
| 0.5  | 22.2 | 4.7  | 3.2 | 5.2  | 0.956 | 0.5  | 22.1 | 4.7  | 3.2  | 4.8  | 0.957 |
| 0.75 | 27.7 | 5.3  | 3.7 | 6.1  | 0.946 | 0.75 | 16.7 | 4.1  | 3.1  | 5.3  | 0.967 |
| 1    | 33.0 | 5.7  | 4.3 | 6.9  | 0.935 | 1    | 31.5 | 5.6  | 4.0  | 6.4  | 0.938 |

*Bold values represent best model*
The model performance indices for the GBR is summarized in Table 5 for the various learning rate (LR) and iteration number considered. The result suggests that increase in the iteration number has a slight effect on the GBR model prediction performance. In a similar way, selection of various LR (0.25, 0.5, 0.75 and 1.0) had a small impact on the GBR model performance. In the GBR model with an iteration number of 100, the best model in the training set had a learning rate of 0.25, while the best model in the testing set was achieved with a LR of 0.5. This presents a little difficulty in the selection of the optimal parameters for the $M_R$ prediction using an iteration number of 100. However, for the prediction done with an iteration number of 200, the LR of 0.25 was optimal in both the training and testing set, which makes the model more stable. Moreover, the GBR model with iteration number of 200 and LR

Table 6  Model performance indices for the ANN model

| TRAINING ERROR | HL | MSE | RMSE | MAE | MAPE | $R^2$ |
|----------------|----|-----|------|-----|------|-------|
| 12             | 3.1| 1.8 | 1.3  | 2.1 | 0.991|
| 13             | 6.3| 2.5 | 1.6  | 2.5 | 0.982|
| 14             | 2.5| 1.6 | 0.9  | 1.5 | 0.993|
| 15             | 20.8| 4.6 | 3.4  | 5.2 | 0.942|
| 16             | 4.5| 2.1 | 1.5  | 2.4 | 0.987|

| TESTING ERROR  | HL | MSE | RMSE | MAE | MAPE | $R^2$ |
|----------------|----|-----|------|-----|------|-------|
| 12             | 16.2| 4.0 | 3.1  | 5.4 | 0.968|
| 13             | 16.6| 4.1 | 2.9  | 4.6 | 0.967|
| 14             | 6.8 | 2.6 | 2.1  | 3.3 | 0.987|
| 15             | 35.1| 5.9 | 4.7  | 7.5 | 0.931|
| 16             | 21.9| 4.7 | 3.3  | 5.1 | 0.957|

Bold values represent the best model

Fig. 5  Comparative analysis of the models. (a) Training set for MSE, RMSE, MAE and MAPE. (b) Testing set for MSE, RMSE, MAE and MAPE. (c) $R^2$ values
of 0.25 produced the best model based on all the model performance indices in Table 5 for both the training and testing set. The $R^2$ values of 0.974 and 0.965 obtained for the respective training and testing set are considered to be highly reliable for $M_R$ prediction since the values were above 0.90 recommended for the predictive modeling of $M_R$ [106, 107].

ANN technique

Prediction performance indices of the $M_R$ based on ANN modeling, which is one of the most common machine learning methods for $M_R$ prediction is shown in Table 6. Different numbers of hidden layers (HL) were considered for the modeling, which include 12, 13, 14, 15 and 16. It can be inferred from the results that the selection of the HL has a little influence on the ANN model performance, albeit not critical. Furthermore, a HL of 14 is optimal for the $M_R$ prediction, recording very high $R^2$ values of 0.993 and 0.987 in the respective training and testing set. Apparently, the ANN is a very potent technique for $M_R$ prediction, and there are no issues of overfitting due to stability in performance for both the training and the testing dataset. As such, the cross-validation technique, which is the stopping criterion adopted to prevent overfitting in the machine learning methods applied in the present study is very efficient for checkmating model overfitting. Also, based on the $R^2$ values which were well-above 0.9, the ANN model prediction is laudable.

Comparative analysis of the $M_R$ prediction models

Comparison of the three machine learning techniques, which were used for the $M_R$ prediction is displayed in Fig. 5. The best model can be clearly seen in Fig. 5a and b to be the ANN model, followed by the GBR and then the RF for the respective training and testing data. Furthermore, the ANN and GBR can be considered to be more stable since the $R^2$ in the training and testing set had very minimal difference in comparison with that of the RF (Fig. 5c). The outcome of this study is consistent with that of Khasawneh et al. [29] that reported excellent $M_R$ prediction from LTPP data for fine-grained soils using the ANN technique. The three models, however, are considered apt for $M_R$ prediction since the $R^2$ values were generally above the threshold of 0.9 recommended for level two design of the mechanistic empirical pavement design guide (MEPDG) [106, 107].

Conclusion

The main objective of the present study was to evaluate the predictive capability of the prediction models for estimation of $M_R$ of unbound granular materials, while considering the spatial variability of the soil properties. The upshots of the study revealed a very poor predictive capability of MLR method in comparison with the machine learning methods. Among the machine learning methods, the ANN was found to be superior followed by the gradient boosting regression, and then the random forest technique, which all resulted in reliable $R^2$ values. The following highlights some notable findings of this study:

1. Descriptive analysis based on PCA revealed that three components, which explained a total variance of 77.8%, were required to explain the variation in $M_R$ due to spatial variability of routine soil properties. These include $M_R$ variation due to the effect of moisture-induced changes on the fines content, $M_R$ variation due to the effect of coarse particles on the compaction characteristics and the effect of the soil stress state on the $M_R$.

2. Predictive modeling of the $M_R$ using MLR produced unreliable results based on violation of the OLS assumptions in the model and the problem of multi-collinearity, in addition to low $R^2$ values of about 0.64. Hence, the MLR method is not recommended for the $M_R$ prediction.

3. Variation in the tuning parameter, ntree for the RF model, was not influential on the predictive performance of the RF model; however, the mtry had a significant influence. The best RF model was achieved with ntree of 500 and mtry of 4 and produced $R^2$ of 0.967 and 0.938 in the respective training and testing set.

4. The effects of iteration number and LR in the $M_R$ prediction performance of the GBR model were minimal. Optimal prediction for the GBR model, which achieved $R^2$ values of 0.974 and 0.964 in the respective training and testing dataset, was achieved at an iteration number of 200 and LR of 0.25.

5. Changes in the HL had a trifling effect on the prediction performance of the ANN model. The ANN model was found to produce very high $R^2$ values of 0.993 and 0.987 in the respective training and testing set with 14 HL.

6. All the three machine learning methods were very effective for the $M_R$ prediction based on $R^2$ values above 0.9. However, the ANN was the best model, followed by the GBR and then the RF. Moreover, the ANN and GBR can be considered to be more reliable than the RF based on comparison of the error indices in the training and testing set.
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