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Abstract. We prove that for any oriented cusped hyperbolic 3-manifold $M$ and any compact oriented 3-manifold $N$ with tori boundary, there exists a finite cover $M'$ of $M$ that admits a degree-8 map $f : M' \to N$, i.e. $M$ virtually 8-dominates $N$.

1. Introduction

In this paper, we assume all manifolds are compact, connected and oriented, unless otherwise indicated. By a cusped hyperbolic 3-manifold, we mean a compact 3-manifold with nonempty tori boundary, such that its interior admits a complete hyperbolic structure with finite volume, unless otherwise indicated.

For two closed oriented $n$-manifolds $M, N$ and a map $f : M \to N$, a natural quantity associated to $f$ is its mapping degree. The mapping degree of $f$ is $d \in \mathbb{Z}$ if $f_*(\lbrack M \rbrack) = d \lbrack N \rbrack$ for oriented fundamental classes $\lbrack M \rbrack \in H_n(M; \mathbb{Z})$ and $\lbrack N \rbrack \in H_n(N; \mathbb{Z})$. The notion of mapping degree can be generalized to proper maps between manifolds with boundary. For two compact oriented $n$-manifolds $M$ and $N$ with boundary, a map $f : M \to N$ is proper if $f^{-1}(\partial N) = \partial M$ holds. The mapping degree of a proper map $f : M \to N$ is $d \in \mathbb{Z}$ if $f_*([M, \partial M]) = d[N, \partial N]$ for oriented relative fundamental classes $[M, \partial M] \in H_n(M, \partial M; \mathbb{Z})$ and $[N, \partial N] \in H_n(N, \partial N; \mathbb{Z})$. In either of the above cases, $f$ is a non-zero degree map if the degree of $f$ is not zero. If the mapping degree $d \neq 0$, we say that $M$ d-dominates $N$, and we say that $M$ dominates $N$ if $M$ d-dominates $N$ for some non-zero integer $d$. In this paper, we will work on 3-manifolds with nonempty boundary, and all maps $f : M \to N$ between such 3-manifolds are proper, unless otherwise indicated.

Roughly speaking, if $M$ dominates (or 1-dominates) $N$, then $M$ is topologically more complicated than $N$. For certain invariants of manifolds, e.g. ranks of fundamental groups, betti numbers, simplicial volumes, representation volumes, etc, this impression on behavior of topological invariants under non-zero degree maps (or degree-1 maps) are classical results. However, for some other invariants, e.g. Heegaard genera and Heegaard Floer homology of 3-manifolds, it is unknown whether the above impression is correct.

In [CT], the authors asked the following question: Whether there is an easily described class $\mathcal{C}$ of closed oriented $n$-manifolds, such that any closed oriented $n$-manifold is dominated by some $M \in \mathcal{C}$. In [Gai], Gaifullin proved that, for any positive integer $n$, there exists a closed oriented $n$-manifold $M_0$, such that any closed oriented $n$-manifold is dominated by a finite cover of $M_0$ (virtually dominated by
$M_0$), i.e. we can take $\mathcal{C}$ to be the set of all finite covers of $M_0$. In [Sun2, LS, Sun5], the author and Liu proved the following result.

**Theorem 1.1.** [Sun2, LS, Sun5] For any closed oriented 3-manifold $M$ with positive simplicial volume and any closed oriented 3-manifold $N$, there exists a finite cover $M'$ of $M$ that admits a degree-1 map $f : M' \to N$.

So for any closed oriented 3-manifold $M$ with positive simplicial volume, we can take $\mathcal{C}$ to be the set of all finite covers of $M$.

Note the condition that $M$ has positive simplicial volume is necessary for Theorem 1.1, since a manifold with zero simplicial volume does not dominate any manifold with positive simplicial volume, and the simplicial volume has the covering property.

In this paper, we generalize the above virtual domination result from closed 3-manifolds to 3-manifolds with tori boundary. The following theorem is the main result of this paper.

**Theorem 1.2.** For any oriented cusped hyperbolic 3-manifold $M$ and any compact oriented 3-manifold $N$ with tori boundary, there exists a finite cover $M'$ of $M$ that admits a proper map $f : M' \to N$ with $\deg(f) = 8$.

The proof of Theorem 1.2 can also be applied to prove a similar result on certain mixed 3-manifolds. Here a mixed 3-manifold is a compact oriented irreducible 3-manifold with empty or tori boundary, such that it has nontrivial JSJ decomposition and at least one hyperbolic JSJ piece.

**Theorem 1.3.** For any compact oriented mixed 3-manifold $M$ with tori boundary such that a hyperbolic piece of $M$ intersects with $\partial M$, and any compact oriented 3-manifold $N$ with tori boundary, there exists a finite cover $M'$ of $M$ that admits a proper map $f : M' \to N$ with $\deg(f) = 8$.

At first, we can not prove virtual 1-domination for Theorems 1.2 and 1.3. Although we can prove virtual 1-, 2, or 4-domination in certain special cases, we do need to state our result as virtual 8-domination.

For technical reason, we can not prove Theorem 1.3 for other mixed 3-manifolds with tori boundary, although we do expect the virtual domination result still holds in that case. To fully resolve this problem, it remains to study mixed 3-manifolds such that all of their boundary components are contained in Seifert pieces.

**Question 1.4.** Let $M$ be a compact oriented 3-manifold with nonempty tori boundary and positive simplicial volume. Does $M$ virtually (1-)dominate all compact oriented 3-manifolds with tori boundary?

For a statement as Theorem 1.2, we do not have to restrict to compact oriented 3-manifolds with tori boundary, and we ask what happens for all compact oriented 3-manifolds with nonempty (possibly higher genus) boundary.

**Question 1.5.** Which compact oriented 3-manifold $M$ with boundary virtually dominates all compact oriented 3-manifolds with boundary?

Two necessary conditions for Questions 1.5 are: $M$ has a boundary component of genus at least 2, and the double of $M$ has positive simplicial volume. If the boundary of $M$ only consists of 2-spheres and tori, so does any finite cover $M'$ of $M$. Then $M'$ does not dominate any 3-manifold with higher genus boundary,
by considering the restriction map on the boundary. Moreover, if $M$ virtually dominates $N$ and both manifolds have boundary, then $D(M)$ virtually dominates $D(N)$. Since we can choose $N$ so that $D(N)$ has positive simplicial volume, then so does $D(M)$.

Before we sketch the proof of Theorem 1.2, let’s first recall the proof of virtual domination results (Theorem 1.1) of closed 3-manifolds in [Sun2], [LS] and [Sun5]. All these three proofs roughly follow the same circle of ideas, and we sketch the proof of the most general result in [Sun5] here. At first, by [BW], we can assume the target manifold $N$ is a closed hyperbolic 3-manifold, and we take a geometric triangulation of $N$. Since $M$ has positive simplicial volume, let $M_0$ be a hyperbolic JSJ piece of a prime summand of $M$. Then we construct a map $j^1 : N^{(1)} \to M_0$ from the 1-skeleton $N^{(1)}$ of $N$ to $M_0$, such that $j^1$ maps the boundary of each triangle $\Delta$ in $N$ to a null-homologous closed curve in $M_0$. For each triangle $\Delta$ in $N$, we construct a compact orientable surface $S_\Delta$ with connected boundary and a map $S_\Delta \hookrightarrow M_0$ that maps $\partial S_\Delta$ to $j^1(\partial \Delta)$, so that $S_\Delta$ is mapped to a nearly geodesic subsurface in $M_0$. Then the maps $j^1 : N^{(1)} \to M_0$ and $\{S_\Delta \hookrightarrow M_0\}$ together give a map $j : Z \hookrightarrow M_0$ from a 2-complex $Z$ to $M_0$. If we construct the maps $\{S_\Delta \hookrightarrow M_0\}$ carefully enough, $j : Z \hookrightarrow M_0$ induces an injective homomorphism on $\pi_1$. Since $j_*(\pi_1(Z)) < \pi_1(M_0) < \pi_1(M)$ is a separable subgroup in $\pi_1(M)$ (by [Sun3], which generalizes Agol’s celebrated result on LERFness of hyperbolic 3-manifold groups in [Agol2]), the map $j : Z \hookrightarrow M$ lifts to an embedding $j' : Z \to M'$ into a finite cover $M'$ of $M$. A neighborhood of $Z$ in $M'$ is a compact oriented 3-manifold $Z$ with boundary, and is homeomorphic to the manifold obtained from a neighborhood $\mathcal{N}(N^{(2)})$ of $N^{(2)}$ in $N$, by replacing each $\Delta \times I$ by $S_\Delta \times I$. Then there is a proper degree-1 map $g : Z \to \mathcal{N}(N^{(2)})$ that maps each $S_\Delta \times I \subset Z$ to $\Delta \times I \subset \mathcal{N}(N^{(2)})$. This proper degree-1 map $g : Z \to \mathcal{N}(N^{(2)})$ extends to a degree-1 map $f : M' \to N$, by mapping each component of $M' \setminus Z$ to the union of some components of $N \setminus \mathcal{N}(N^{(2)})$ (each component is a 3-ball) and a finite graph in $N$.

In the context of manifolds with boundary, the above proof fails in the last step, but we need to fix it from the very first step. For example, if we apply the above approach to manifolds with boundary, it is possible that some component $C$ of $M' \setminus Z$ does not intersect with $\partial M'$, but a component of $N \setminus \mathcal{N}(N^{(2)})$ intersecting $g(\partial C)$ may contain some component of $\partial N$. In this case $g : Z \to \mathcal{N}(N^{(2)})$ does not extend to a proper map $f : M' \to N$. Moreover, even if each component $C$ of $M' \setminus Z$ intersects with $\partial M'$, it is also difficult to construct the desired extension $f : M' \to N$. So we need to take a more careful construction for proving Theorem 1.2, which is sketched in the following.

In Section 4, we reduce the proof of Theorem 1.2 to 3-manifolds $M$ and $N$ satisfying the following extra assumptions.

- $M$ has two components $T_1, T_2$, such that the kernel of $H_1(T_1 \cup T_2 ; \mathbb{Z}) \to H_1(M; \mathbb{Z})$ contains an element with nontrivial components in both $H_1(T_1; \mathbb{Z})$ and $H_1(T_2; \mathbb{Z})$.
- $N$ is a finite volume hyperbolic 3-manifold with a single cusp.

In Section 5.1, we take a geometric cellulation of a compact core $N_0$ of $N$ which has extra edges than a geometric triangulation, such that each triangle contained in $\partial N_0$ is almost an equilateral triangle. In Section 5.2, we construct two maps $j_s^{(1)} : N^{(1)} \to M$ for $s = 1, 2$ such that the following hold:
For each triangle $\Delta$ of $N_0$ contained in $\partial N_0$, $j_1^{(1)}(\partial \Delta)$ bounds a geodesic triangle in $M$.

(2) For each $s = 1, 2$, the union of geodesic triangles in $M$ bounded by $j_1^{(1)}(\partial \Delta)$ in item (1) gives a mapped-in torus $T \to M$ homotopic into $T_s$.

(3) For each triangle or bigon $\Delta$ of $N_0$ not contained in $\partial N_0$, $j_1^{(1)}(\partial \Delta) \cup j_2^{(1)}(\partial \Delta)$ is null-homologous in $M$.

For each triangle $\Delta$ of $N_0$ as in item (3), we construct a compact orientable surface $S_\Delta$ and a nearly geodesic immersion $S_\Delta \looparrowright M$ bounded by two copies of $j_1^{(1)}(\partial \Delta) \cup j_2^{(1)}(\partial \Delta)$. Then two copies of $j_1^{(1)} : N^{(1)} \to M$ with $s = 1, 2$, two copies of the tori in item (2) and the maps $\{ S_\Delta \looparrowright M \}$ together give a 2-complex $Z$ and a map $j : Z \looparrowright M$. In Section 6, we prove that if the construction is done carefully, $j : Z \looparrowright M$ is $\pi_1$-injective. After this step, the construction of the virtual domination (proper) map is similar to the closed manifold case. We first use Agol’s result ([Agol2]) that $\pi_1(Z)$ is a quasi-isometric embedding.

This key property implies that $g^{-1}(T')$ is a torus in $M'$ parallel to a component of $\partial M'$.

Note that the $\pi_1$-injectivity of $j : Z \looparrowright M$ can not be proved by exactly the same way as in [Sun2, LS, Sun5]. In [Sun2, LS, Sun5], we equipped $Z$ with a natural metric and proved that the map $\tilde{j} : \tilde{Z} \to \tilde{M} = \mathbb{H}^3$ on universal covers is a quasi-isometric embedding. However, in the current case, $\tilde{j} : \tilde{Z} \to \tilde{M}$ is not a quasi-isometric embedding anymore, since $\tilde{j}(Z)$ contains some tori homotopic into $\partial M$. To prove the $\pi_1$-injectivity of $j$, we modify $Z$ as following. For each torus $T$ in $Z$ as in item (2) above (that is homotopic into a horotorus in $M$), we add the cone of $T$ to $Z$ with the cone point deleted, and get an ideal 3-complex $Z^3$ (a 3-complex with certain vertices deleted). The map $j : Z \looparrowright M$ extends to a map $j_1 : Z^3 \looparrowright M$ that maps ideal vertices of $Z^3$ to corresponding ends of $M$. In Section 6, we prove the $\pi_1$-injectivity of $j : Z \looparrowright M$ by proving that $j_1 : Z^3 \to \mathbb{H}^3$ is a quasi-isometric embedding.
Now we summarize the organization of this paper. In Section 2, we review the good pants construction in closed and cusped hyperbolic 3-manifolds, including works in [KM, LM, KW, Sun4]. In Section 3, we review and prove some elementary geometric estimates in hyperbolic geometry. In Section 4, we prove preparational results that reduce the domain and target manifolds in Theorems 1.2 and 1.3. The technical heart of this paper is in Sections 5 and 6. In Section 5, we construct the mapped-in 2-complex $j : Z \mapsto M$ and the virtual domination map from $M$ to $N$, modulo the $\pi_1$-injectivity of $j : Z \mapsto M$ (Theorem 5.17). The $\pi_1$-injectivity of $j$ will be proved in Section 6.

2. Preliminary on the good pants construction

In this section, we review the good pants construction on finite volume hyperbolic 3-manifolds, including constructions of nearly geodesic subsurfaces ([KM] and [KW]), works on panted cobordism groups ([LM] and [Sun4]) and the connection principle of cusped hyperbolic 3-manifolds ([Sun4]).

2.1. Constructing nearly geodesic subsurfaces in finite volume hyperbolic 3-manifolds. In [KM], Kahn and Markovic proved the following surface subgroup theorem. This work initiates the development of the good pants construction, and it was the first step of Agol’s proof of Thurston’s virtual Haken and virtual fibering conjectures ([Agol2]).

**Theorem 2.1 (Surface subgroup theorem [KM]).** For any closed hyperbolic 3-manifold $M$, there exists an immersed closed hyperbolic subsurface $f : S \mapsto M$, such that $f_* : \pi_1(S) \to \pi_1(M)$ is injective.

The immersed subsurface of Kahn and Markovic is geometrically nice, and it is built by pasting a large collection of $(R, \epsilon)$-good pants along $(R, \epsilon)$-good curves in a nearly geodesic way. These terminologies are summarized in the following.

We fix a closed oriented hyperbolic 3-manifold $M$, a small number $\epsilon > 0$ and a large number $R > 0$.

**Definition 2.2.** An $(R, \epsilon)$-good curve is an oriented closed geodesic in $M$ with complex length satisfying $|l(\gamma) - 2R| < 2\epsilon$. The (finite) set consisting of all such $(R, \epsilon)$-good curves is denoted by $\Gamma_{R, \epsilon}$.

Here the complex length of $\gamma$ is defined by $l(\gamma) = l + i\theta \in \mathbb{C}/2\pi i\mathbb{Z}$, where $l \in \mathbb{R}_{>0}$ is the length of $\gamma$, and $\theta \in \mathbb{R}/2\pi \mathbb{Z}$ is the rotation angle of the loxodromic isometry of $\mathbb{H}^3$ corresponding to $\gamma$. In this paper, we adopt the convention in [KW] that good curves have length close to $2R$, instead of the convention in [KM] that good curves have length close to $R$.

**Definition 2.3.** We use $\Sigma_{0,3}$ to denote the oriented topological pair of pants. A pair of $(R, \epsilon)$-good pants is a homotopy class of immersion $\Sigma_{0,3} \mapsto M$, denoted by $\Pi$, such that all three cuffs of $\Sigma_{0,3}$ are mapped to $(R, \epsilon)$-good curves $\gamma_1, \gamma_2, \gamma_3 \in \Gamma_{R, \epsilon}$, and the complex half length $hl_{\Pi}(\gamma_i)$ of each $\gamma_i$ with respect to $\Pi$ satisfies $|hl_{\Pi}(\gamma_i) - R| < \epsilon$.

We use $\Pi_{R, \epsilon}$ to denote the finite set of all $(R, \epsilon)$-good pants.
Here the complex half length $\text{hl}_\Pi(\gamma_i)$ measures the complex distance between two vectors $\vec{v}_{i-1}, \vec{v}_{i+1}$ along $\gamma_i$, where $\vec{v}_{i-1}$ and $\vec{v}_{i+1}$ are tangent vectors of oriented common perpendicular segments (seams) from $\gamma_i$ to $\gamma_{i-1}$ and $\gamma_{i+1}$ respectively. See Section 2.1 of [KM] for the precise definition of complex half length. If $\gamma \in \Gamma_{R,\epsilon}$ is a cuff of $\Pi \in \Pi_{R,\epsilon}$, then $\text{hl}_\Pi(\gamma)$ is uniquely determined by $l(\gamma)$, and we denote this value by $\text{hl}(\gamma)$ if no confusion is caused.

For $\gamma \in \Gamma_{R,\epsilon}$, we can identify its unit normal bundle as $N^1(\gamma) = \mathbb{C} / (\text{hl}(\gamma)\mathbb{Z} + 2\pi i\mathbb{Z})$, then its half-unit normal bundle is defined to be

$$N^1(\sqrt{\gamma}) = \mathbb{C} / (\text{hl}(\gamma)\mathbb{Z} + 2\pi i\mathbb{Z}).$$

Given $\Pi \in \Pi_{R,\epsilon}$ with one cuff $\gamma = \gamma_i$, the pair of normal vectors $\vec{v}_{i-1}, \vec{v}_{i+1}$ used to define $\text{hl}_\Pi(\gamma)$ gives a unique vector $\text{foot}_\gamma(\Pi) \in N^1(\sqrt{\gamma})$, called the formal foot of $\Pi$ on $\gamma$.

In [KM], to obtain the nearly geodesic subsurface, $(R, \epsilon)$-good pants are pasted along $(R, \epsilon)$-good curves with nearly 1-shifts, rather than exactly matching seams along common cuffs. More precisely, in the nearly geodesic subsurface $S \leftrightarrow M$, for any two $(R, \epsilon)$-good pants $\Pi_1 \in \Pi_{R,\epsilon}, \Pi_2 \in \Pi_{R,\epsilon}$ in $S$ pasted along $\gamma \in \Gamma_{R,\epsilon}$, such that $\gamma$ is an oriented boundary of $\Pi_1$, after identifying $N^1(\sqrt{\gamma})$ with $N^1(\sqrt{\gamma})$ naturally, it is required that

$$|\text{foot}_\gamma(\Pi_1) - \text{foot}_\gamma(\Pi_2) - (1 + \pi i)| < \frac{\epsilon}{R} \text{ in } N^1(\sqrt{\gamma}).$$

This nearly 1-shift is a crucial condition to guarantee the injectivity of $f_* : \pi_1(S) \to \pi_1(M)$. Kahn and Markovic showed that, for any $(R, \epsilon)$-good curve $\gamma$, the formal feet of $(R, \epsilon)$-good pants with cuff $\gamma$ are nearly evenly distributed along $\gamma$. So $M$ contains a large collection of $(R, \epsilon)$-good pants, and they can be pasted together by nearly 1-shifts. Therefore, the asserted $\pi_1$-injective immersed closed subsurface can be constructed.

In [KW], Kahn and Wright generalized Kahn and Markovic’s surface subgroup theorem in closed hyperbolic 3-manifolds (Theorem 2.1) to cusped hyperbolic 3-manifolds.

**Theorem 2.4.** (Theorem 1.1 of [KW]) Let $\Gamma < \text{PSL}_2(\mathbb{C})$ be a Kleinian group and assume that $\mathbb{H}^3/\Gamma$ has finite volume and is not compact. Then for all $K > 1$, there exists $K$-quasi-Fuchsian (closed) surface subgroups in $\Gamma$.

The main difficulty for proving Theorem 2.4 is that, for cusped hyperbolic 3-manifolds, good pants are not evenly distributed along good curves, especially for those good curves that run into cusps very deeply (with high heights).

We first define the height function on a cusped hyperbolic 3-manifold $M$. By the Margulis lemma, there exists $\epsilon_0 > 0$, such that the subset of $M$ consisting of points of injectivity radii at most $\epsilon_0$ is a disjoint union of solid tori and cusp neighborhoods of ends (simply called cusps). For any point in $M$ not belonging to any cusps, we define its height to be 0. For any point $p$ in a cusp $C \subset M$, we define the height of $p$ to be the distance between $p$ and the boundary of $C$. For a compact geodesic segment or a closed geodesic in $M$, we define its height to be the maximal height of points on it. For a pair of $(R, \epsilon)$-good pants in $M$, we define its height to be the maximal height of its three cuffs.
For any $h > 0$, we use $\Gamma^{\leq h}_{R,\epsilon}(\Pi^{\leq h}_{R,\epsilon})$ to denote the set of all $(R,\epsilon)$-good curves (the set of all $(R,\epsilon)$-good pants) in $M$ with height less than $h$. We can define $\Gamma^{> h}_{R,\epsilon}$ and $\Pi^{> h}_{R,\epsilon}$ similarly.

To construct nearly geodesic subsurfaces in cusped hyperbolic 3-manifolds, Kahn and Wright introduced a new geometric object called $(R,\epsilon)$-good hamster wheel. For a positive integer $R$, let $Q_R$ be the oriented hyperbolic pants with cuff lengths $2, 2$ and $2R$. The $R$-perfect hamster wheel $H_R$ is the cyclic $R$-sheet regular cover of $Q_R$ with $R + 2$ boundary components, such that all cuffs of $H_R$ have length $2R$. An $(R,\epsilon)$-good hamster wheel (or simply an $(R,\epsilon)$-hamster wheel) $H$ is a map $f : H_R \to M$ up to homotopy, such that the image of each cuff of $H_R$ lies in $\Gamma_{R,\epsilon}$, and $f$ is approximately a totally geodesic immersion. For each $(R,\epsilon)$-good hamster wheel $H$ and each cuff $\gamma \in \Gamma_{R,\epsilon}$ of $H$, a foot $\text{foot}_{\gamma}(\Pi) \in N^1(\sqrt{\gamma})$ can be defined that approximates the tangent direction of $H$. See Section 2.9 of [KW] for the precise definition of $(R,\epsilon)$-hamster wheels and their feet.

In [KW], Kahn and Wright defined the $(R,\epsilon)$-well-matched condition for pasting finitely many $(R,\epsilon)$-good pants and $(R,\epsilon)$-good hamster wheels together in a nearly geodesic manner. A good assembly in a cusped hyperbolic 3-manifold is a compact oriented subsurface (possibly with boundary) obtained by pasting finitely many $(R,\epsilon)$-good pants and $(R,\epsilon)$-good hamster wheels according to the $(R,\epsilon)$-well-matched condition. Then Kahn and Wright proved that an immersed subsurface in a cusped hyperbolic 3-manifold arised from a good assembly is $\pi_1$-injective.

To construct a closed subsurface in a cusped hyperbolic 3-manifold arised from a good assembly, Kahn and Wright defined a more complicated geometric object called an umbrella. An umbrella $U$ consists of a compact planar surface $U$ decomposed as a finite union of subsurfaces homeomorphic to $H_R$ and a map $f : U \to M$, such that the restriction of $f$ on each $H_R$ subsurface (under the decomposition) gives an $(R,\epsilon)$-good hamster wheel, and these $(R,\epsilon)$-good hamster wheels are $(R,\epsilon)$-well-matched with each other. For each umbrella $U$ and each cuff $\gamma \in \Gamma_{R,\epsilon}$ of $U$, we define $\text{foot}_{\gamma}(U) \in N^1(\sqrt{\gamma})$ to be the foot of the $(R,\epsilon)$-hamster wheel in $U$ containing $\gamma$. Umbrellas are used to take care of the non-desired property that feet of good pants are not evenly distributed on $N^1(\sqrt{\gamma})$ for some $\gamma \in \Gamma_{R,\epsilon}$, especially when $\gamma$ has high height.

In [KW], Kahn and Wright took constants $h_T \geq 6 \log R$ and $h_c \geq h_T + 44 \log R$. Then they considered the collection of all $(R,\epsilon)$-good pants $\Pi$ with at least one cuff of height less than $h_c$. For any $(\Pi, \gamma)$ such that $\Pi \in \Pi^{\leq h_c}_{R,\epsilon}$ and $\gamma \in \Gamma^{< h_c}_{R,\epsilon}$ is a cuff of $\Pi$, in Theorem 4.15 of [KW], Kahn and Wright constructed a $\mathbb{Q}_+$-combination of umbrellas $\hat{U}(\Pi, \gamma)$ with coefficients sum to 1 such that the following hold:

1. As a $\mathbb{Q}_+$-linear combination of umbrellas, the boundary of $\hat{U}(\Pi, \gamma)$ contains one copy of $\gamma$, and all of its other boundary components have height less than $h_T$.
2. $\hat{U}(\Pi, \gamma)$ is $(R,\epsilon)$-well-matched with any $(R,\epsilon)$-good pants that is $(R,\epsilon)$-well-matched with $\Pi$ along $\gamma$.

Then they used $\hat{U}(\Pi, \gamma)$ to replace $\Pi$ in the above collection of good pants.

After the above replacement process, we obtain two finite linear combinations of $(R,\epsilon)$-good objects. The first one is the sum of all $(R,\epsilon)$-good pants in $\Pi^{\leq h_c}_{R,\epsilon}$, and the second one is the sum of $\mathbb{Q}_+$-linear combinations of umbrellas constructed
above:

\[ A_0 = \sum_{\Pi \in \Pi_{R,\epsilon}^{hc}} \Pi, \quad A_1 = \sum_{\gamma \in \Gamma_{R,\epsilon}} \sum_{\Pi \subseteq \partial \hat{U}(\Pi,\gamma)} \hat{U}(\Pi,\gamma). \]

Then Kahn and Wright proved that, for any \( \gamma \in \Gamma_{R,\epsilon} \), the feet of \((R,\epsilon)\)-pants and umbrellas in \( A = A_0 + A_1 \) are evenly distributed on \( N^1(\sqrt{\gamma}) \). After eliminating denominators in \( A \) by multiplying a large integer, they could paste good pants and umbrellas in \( A \cup \bar{A} \) (\( \bar{A} \) denotes the orientation reversal of \( A \)) to get the desired nearly geodesic closed subsurface.

2.2. Panted cobordism groups of finite volume hyperbolic 3-manifolds. In [LM], Liu and Markovic introduced panted cobordism groups of closed oriented hyperbolic 3-manifolds and computed these groups. In [Sun4], the author generalized some results in [LM] to oriented cusped hyperbolic 3-manifolds. In this section, we review these results and their consequence Proposition 2.11, which is the main input from the good pants construction to this work.

We first fix a closed oriented hyperbolic 3-manifold \( M \), a small number \( \epsilon > 0 \) and a large number \( R > 0 \). Let \( \mathbb{Z} \Gamma_{R,\epsilon} \) be the free abelian group generated by \( \Gamma_{R,\epsilon} \), modulo the relation \( \gamma + \bar{\gamma} = 0 \) for all \( \gamma \in \Gamma_{R,\epsilon} \). Here \( \bar{\gamma} \) denotes the orientation reversal of \( \gamma \). Let \( \mathbb{Z} \Pi_{R,\epsilon} \) be the free abelian group generated by \( \Pi_{R,\epsilon} \), modulo the relation \( \Pi + \bar{\Pi} = 0 \) for all \( \Pi \in \Pi_{R,\epsilon} \). By taking the oriented boundary of \((R,\epsilon)\)-good pants, we get a homomorphism \( \partial: \mathbb{Z} \Pi_{R,\epsilon} \to \mathbb{Z} \Gamma_{R,\epsilon} \). The panted cobordism group \( \Omega_{R,\epsilon}(M) \) is defined as the following in [LM].

**Definition 2.5.** The panted cobordism group \( \Omega_{R,\epsilon}(M) \) is defined to be the cokernel of the homomorphism \( \partial \), i.e. \( \Omega_{R,\epsilon}(M) \) fits into the following exact sequence

\[ \mathbb{Z} \Pi_{R,\epsilon} \xrightarrow{\partial} \mathbb{Z} \Gamma_{R,\epsilon} \to \Omega_{R,\epsilon}(M) \to 0. \]

To state the result in [LM], we need the following definition.

**Definition 2.6.** For an oriented hyperbolic 3-manifold \( M \) and a point \( p \in M \), a special orthonormal frame (or simply a frame) of \( M \) at \( p \) is a triple of unit tangent vectors \( (\vec{t}_p, \vec{n}_p, \vec{t}_p \times \vec{n}_p) \) such that \( \vec{t}_p, \vec{n}_p \in T^1_p M \) with \( \vec{t}_p \perp \vec{n}_p \), and \( \vec{t}_p \times \vec{n}_p \in T^1_p M \) is the cross product with respect to the orientation of \( M \). We use \( \text{SO}(M) \) to denote the frame bundle of \( M \) consisting of all special orthonormal frames of \( M \).

For simplicity, we denote each element in \( \text{SO}(M) \) by its basepoint and the first two vectors of the frame, as \((p, \vec{t}_p, \vec{n}_p)\), since the third vector is determined by the first two. We call \( \vec{t}_p \) and \( \vec{n}_p \) the tangent vector and the normal vector of this frame, respectively.

In [LM], Liu and Markovic proved the following result on \( \Omega_{R,\epsilon}(M) \).

**Theorem 2.7.** (Theorem 5.2 of [LM]) For any closed oriented hyperbolic 3-manifold \( M \), small enough \( \epsilon > 0 \) depending on \( M \) and large enough \( R > 0 \) depending on \( \epsilon \) and \( M \), there is a natural isomorphism

\[ \Phi: \Omega_{R,\epsilon}(M) \to H_1(\text{SO}(M); \mathbb{Z}). \]

In [Sun4], the author generalized Theorem 2.7 to oriented cusped hyperbolic 3-manifolds. The corresponding result in [Sun4] has some height conditions on involved curves and pants, and we need the following definition.
For any \( h' > h > 0 \), \( \mathbb{Z} \mathcal{G}_{R,e}^{<h'} \) is naturally a subgroup of \( \mathbb{Z} \mathcal{G}_{R,e}^{<h} \). For the boundary homomorphism \( \partial : \mathbb{Z} \mathcal{M}_{R,e}^{<h'} \rightarrow \mathbb{Z} \mathcal{G}_{R,e}^{<h} \), we use \( \mathbb{Z} \mathcal{K}_{R,e}^{h,h'} \) to denote the \( \partial \)-preimage of \( \mathbb{Z} \mathcal{G}_{R,e}^{<h} < \mathbb{Z} \mathcal{G}_{R,e}^{<h'} \) in \( \mathbb{Z} \mathcal{M}_{R,e}^{h,h'} \). We first recall the following definition in [Sun4].

**Definition 2.8.** For an oriented cusped hyperbolic 3-manifold \( M \) and any \( h' > h > 0 \), we define the \((R,\epsilon)-panted\) cobordism group of height \( (h, h') \), denoted by \( \mathcal{O}_{R,e}^{h,h'}(M) \), to be the cokernel of the homomorphism \( \partial : \mathbb{Z} \mathcal{K}_{R,e}^{h,h'} \rightarrow \mathbb{Z} \mathcal{G}_{R,e}^{<h} \). Thus \( \mathcal{O}_{R,e}^{h,h'}(M) \) fits into the following exact sequence

\[
\mathbb{Z} \mathcal{K}_{R,e}^{h,h'} \xrightarrow{\partial} \mathbb{Z} \mathcal{G}_{R,e}^{<h} \rightarrow \mathcal{O}_{R,e}^{h,h'}(M) \rightarrow 0.
\]

In [Sun4], the author proved the following analogy of Theorem 2.7 for oriented cusped hyperbolic 3-manifolds.

**Theorem 2.9.** (Theorem 1.1 of [Sun4]) For any oriented cusped hyperbolic 3-manifold \( M \), any numbers \( \beta > \alpha \geq 4 \) with \( \beta - \alpha \geq 3 \) and any \( \epsilon \in (0,10^{-2}) \), there exists \( R_0 = R_0(M,\epsilon) > 0 \), such that for any \( R > R_0 \), we have a natural isomorphism

\[
\Phi : \mathcal{O}_{R,e}^{\alpha \log R, \beta \log R}(M) \rightarrow H_1(SO(M);\mathbb{Z}).
\]

Moreover, for Theorem 2.9 (and Theorem 2.7), if we compose the isomorphism \( \Phi : \mathcal{O}_{R,e}^{\alpha \log R, \beta \log R}(M) \rightarrow H_1(SO(M);\mathbb{Z}) \) with the homomorphism \( \pi_* : H_1(SO(M);\mathbb{Z}) \rightarrow H_1(M;\mathbb{Z}) \) induced by the bundle projection, \( \pi_* \circ \Phi \) maps the equivalent class of each \((R,\epsilon)-multicurve\) to its homology class in \( H_1(M;\mathbb{Z}) \).

To give the geometric meaning of \( \mathcal{O}_{R,e}^{h,h'}(M) \), we define the following two types of subsurfaces in an oriented cusped hyperbolic 3-manifold \( M \).

**Definition 2.10.** For any small \( \epsilon > 0 \) and large number \( R > 0 \), we define the following terms.

1. An \((R,\epsilon)-panted\) subsurface in a hyperbolic 3-manifold \( M \) consists of a (possibly disconnected) compact oriented surface \( F \) with a pants decomposition and an immersion \( i : F \looparrowright M \), such that the restriction of \( j \) to each pair of pants in the pants decomposition of \( F \) gives a pair of \((R,\epsilon)-good\) pants.

2. If \( R \) is also an integer, an \((R,\epsilon)-nearly\) geodesic subsurface in a cusped hyperbolic 3-manifold \( M \) consists of a compact oriented surface \( F \) decomposed as pants and \( R\)-hamster wheels (by a family of disjoint essential curves \( C \)), and an immersion \( i : F \looparrowright M \), such that the following hold. The restriction of \( i \) on each pants or \( R\)-hamster wheel subsurface of \( F \) is an \((R,\epsilon)-good\) pants or an \((R,\epsilon)-good\) hamster wheel respectively, and these \((R,\epsilon)-good\) components are pasted together by the \((R,\epsilon)-well-matched\) condition.

The \((R,\epsilon)-panted\) subsurface was originally defined by Liu and Markovic in [LM], and it does not require any feet-matching condition when two \((R,\epsilon)-good\) pants are pasted along an \((R,\epsilon)-good\) curve. Geometrically, an \((R,\epsilon)-multicurve\) \( L \in \mathbb{Z} \mathcal{G}_{R,e}^{<h} \) represents the trivial element in \( \mathcal{O}_{R,e}^{h,h'}(M) \) if and only if it bounds an \((R,\epsilon)-panted\) subsurface of height at most \( h' \). The definition of an \((R,\epsilon)-nearly\) geodesic subsurface is same as an \((R,\epsilon)-good\) assembly in [KW], but we stick to this terminology since we have been using it throughout [Sun2, LS, Sun5]. Theorem 2.2 of [KW] implies that, if \( \epsilon > 0 \) is small enough and \( R > 0 \) is large enough, an \((R,\epsilon)-nearly\) geodesic subsurface is \( \pi_1\)-injective.
In Proposition 3.11 of [Sun5], the author proved the following result, which generalizes Corollary 2.11 of [Sun2].

**Proposition 3.11.** (Proposition 3.11 of [Sun5]) Let $M$ be an oriented cusped hyperbolic 3-manifold. Then for any constant $\alpha \geq 4$, any small $\epsilon > 0$ depending on $M$ and any large real number $R \geq 0$ depending on $M$ and $\epsilon$, the following statement holds. For any null-homologous oriented $(R, \epsilon)$- multicurve $L \in \mathbb{Z} \Gamma \leq \alpha \log R$, there is a nontrivial invariant $\sigma(L) \in \mathbb{Z}_2$ such that $\sigma(L_1 \cup L_2) = \sigma(L_1) + \sigma(L_2)$ and the following hold.

If $\sigma(L) = 0$, for any integer $R' \geq R$, $L$ is the oriented boundary of an immersed subsurface $f : S \rightarrow M$ satisfying the following conditions.

1. If we write $L$ as a union of its components $L = \bigcup_{i=1}^{k} L_i$, then $S$ is decomposed as oriented subsurfaces $S = (\bigcup_{i=1}^{k} \Pi_i) \cup S'$ with disjoint interior, such that $\bigcup_{i=1}^{k} \Pi_i \cap \partial S$ is a single curve $c_i$ that is mapped to $L_i$.

2. The restriction $f|_{\Pi_i} : \Pi_i \rightarrow M$ is a pair of pants such that $|\text{hl}_{\Pi_i}(L_i) - R| < \epsilon$, and $|\text{hl}_{\Pi_i}(s) - R'| < \epsilon$ holds for any other component $s \subset \partial \Pi_i$.

3. If we fix a normal vector $\vec{v}_i \in N^1(\sqrt{L_i})$ for each component $L_i$ of $L$, then we can make sure $|\text{foot}_{L_i}(\Pi_i) - \vec{v}_i| < \epsilon$ holds for all $i$.

4. The restriction $f|_{S'} : S' \rightarrow M$ is an oriented $(R', \epsilon)$-nearly geodesic subsurface.

5. For any component $s \subset S' \cap \Pi_i$ that is mapped to $\gamma \in \Gamma_{R', \epsilon}$, we take its orientation induced from $\Pi_i$, then we have

$$|\text{foot}_{\gamma}(\Pi_i) - \text{foot}_{\gamma}(S') - (1 + \pi i)| < \frac{\epsilon}{R'}$$

We call the immersed pants in condition (2) $(R, R', \epsilon)$-good pants, and we call the immersed subsurface $f : S \rightarrow M$ constructed in Proposition 2.11 an $(R', \epsilon)$-nearly geodesic subsurface with $(R, \epsilon)$-good boundary. We can also assume that $S$ has no closed component.

**Remark 2.12.** For the immersed subsurface $S \rightarrow M$ constructed in Corollary 2.11, the collection of curves $C \subset S$ (giving the decomposition of $S$) gives a graph-of-space structure on $S$ with dual graph $\Gamma$: each component of $S \setminus C$ gives a vertex of $\Gamma$, and each component of $C$ gives an edge of $\Gamma$. Let $v_i$ be the vertex of $\Gamma$ corresponding to $\Pi_i \subset S$. We can further modify the nearly geodesic subsurface $S \rightarrow M$ as in Section 3.1 Step IV of [Sun1], such that the combinatorial length of any topological essential path in $\Gamma$ from $v_i$ to $v_j$ (possibly $i = j$) is at least $R'\epsilon^\frac{\sqrt{R}}{\epsilon}$.

Moreover, if we endow $S$ a hyperbolic metric such that all $\partial$-curves of $S$ have length $2R$ and all curves in $C$ have length $2R'$. Since all seams (shortest geodesic segments between boundary components) have lengths at least $e^{-\frac{R'}{\epsilon}}$ and each geodesic segment in a pair of pants or a hamster wheel from a cuff to itself has length at least $R$, any proper essential path in $S$ from $L_i$ to $L_j$ (possibly $i = j$) has length at least $R$.

### 2.3. The connection principle of finite volume hyperbolic 3-manifolds.

The connection principle is a fundamental tool that constructs geometric segments and $\partial$-framed segments in finite volume hyperbolic 3-manifolds. The idea of connection principle was initiated in [KM], and the first officially stated connection principle is given in Lemma 4.15 of [LM]. In [Sun4], the author proved a version of connection principle for oriented cusped hyperbolic 3-manifolds, which is
the connection principle will be used in this paper. In [Liu] and [Sun5], connection principles with homological control in frame bundles are obtained for oriented closed and cusped hyperbolic 3-manifolds respectively.

At first, we recall the definition of oriented \( \partial \)-framed segments and associated objects (Definition 4.1 of [LM]). They are the geometric objects constructed by our connection principle.

**Definition 2.13.** An oriented \( \partial \)-framed segment in \( M \) is a triple

\[ s = (s, \vec{n}_{\text{ini}}, \vec{n}_{\text{ter}}), \]

such that \( s \) is an immersed oriented compact geodesic segment (simply called a geodesic segment), \( \vec{n}_{\text{ini}} \) and \( \vec{n}_{\text{ter}} \) are unit normal vectors of \( s \) at its initial and terminal points respectively.

We have the following objects associated to an oriented \( \partial \)-framed segment \( s \):

- The **carrier segment** of \( s \) is the (oriented) geodesic segment \( s \), and the **height** of \( s \) is the height of \( s \).
- The **initial endpoint** \( p_{\text{ini}}(s) \) and the **terminal endpoint** \( p_{\text{ter}}(s) \) are the initial and terminal points of \( s \) respectively.
- The **initial framing** \( \vec{n}_{\text{ini}}(s) \) and the **terminal framing** \( \vec{n}_{\text{ter}}(s) \) are the unit normal vectors \( \vec{n}_{\text{ini}} \) and \( \vec{n}_{\text{ter}} \) respectively.
- The **initial direction** \( \vec{t}_{\text{ini}}(s) \) and the **terminal direction** \( \vec{t}_{\text{ter}}(s) \) are the unit tangent vectors in the direction of \( s \) at \( p_{\text{ini}}(s) \) and \( p_{\text{ter}}(s) \) respectively.
- The **initial frame** and the **terminal frame** of \( s \) are \( (p_{\text{ini}}(s), \vec{t}_{\text{ini}}(s), \vec{n}_{\text{ini}}(s)) \) and \( (p_{\text{ter}}(s), \vec{t}_{\text{ter}}(s), \vec{n}_{\text{ter}}(s)) \) respectively.
- The **length** \( l(s) \in (0, \infty) \) of \( s \) is the length of its carrier \( s \), the **phase** \( \varphi(s) \in \mathbb{R}/2\pi\mathbb{Z} \) of \( s \) is the angle from the parallel transport of \( \vec{n}_{\text{ini}} \) along \( s \) to \( \vec{n}_{\text{ter}} \).
- The **orientation reversal** of \( s = (s, \vec{n}_{\text{ini}}, \vec{n}_{\text{ter}}) \) is defined to be

\[ \bar{s} = (s, \vec{n}_{\text{ter}}, \vec{n}_{\text{ini}}). \]

- For any angle \( \phi \in \mathbb{R}/2\pi\mathbb{Z} \), the frame rotation of \( s \) by \( \phi \) is defined to be

\[ s(\phi) = (s, \cos \phi \cdot \vec{n}_{\text{ini}} + \sin \phi \cdot (\vec{t}_{\text{ini}} \times \vec{n}_{\text{ini}}), \cos \varphi \cdot \vec{n}_{\text{ter}} + \sin \varphi \cdot (\vec{t}_{\text{ter}} \times \vec{n}_{\text{ter}})). \]

Now we state the connection principle in Theorem 3.7 of [Sun5]. Since we do not need a homological statement in frame bundles, we only state a weaker version of condition (3) here.

**Theorem 2.14.** (Theorem 3.7 of [Sun5]) Let \( M \) be an oriented cusped hyperbolic 3-manifold, and let \( p = (p, \vec{t}_p, \vec{n}_p), q = (q, \vec{t}_q, \vec{n}_q) \in \text{SO}(M) \) be two frames based at \( p, q \in M \) respectively. Let \( \xi \in H_1(M, \{p, q\}; \mathbb{Z}) \) be a relative homology class with boundary \( \partial \xi = [q] - [p] \).

Then for any \( \delta \in (0, 10^{-2}) \), there exists \( T = T(M, \xi, \delta) \) depending on \( M, \xi \) and \( \delta \), such that for any \( t > T \), there is a \( \partial \)-framed segment \( s \) from \( p \) to \( q \) such that the following hold.

1. The heights of \( p, q \) are at most \( \log t \), and the height of \( s \) is at most \( 2\log t \).
2. The length and phase of \( s \) are \( \delta \)-close to \( t \) and \( 0 \) respectively. The initial and terminal frames of \( s \) are \( \delta \)-close to \( p \) and \( q \) respectively.
3. The relative homology class of the carrier of \( s \) equals \( \xi \in H_1(M, \{p, q\}; \mathbb{Z}) \).
3. Preliminary on hyperbolic geometry

In this section, we give some geometric estimates on $\partial$-framed segments and geodesic segments, by using elementary hyperbolic geometry. Most of these results can be found in Section 3 of [Sun4], while some of them were originally proved in [LM]. We have a new result (Proposition 3.5) that estimates the length of a consecutive chain of geodesic segments (see definition below), where some involved geodesic segments can be short.

We first need a few geometric definitions on $\partial$-framed segments from Section 4 of [LM].

**Definition 3.1.** Let $0 < \delta < \frac{\pi}{2}$, $L > 0$ and $0 < \theta < \pi$ be three constants.

1. Two oriented $\partial$-framed segments $s$ and $s'$ are $\delta$-consecutive if the terminal point of $s$ is the initial point of $s'$, and the terminal framing of $s$ is $\delta$-close to the initial framing of $s'$. The bending angle between $s$ and $s'$ is the angle between the terminal direction of $s$ and the initial direction of $s'$.

2. A $\delta$-consecutive chain of oriented $\partial$-framed segments is a finite sequence $s_1, \ldots, s_m$ such that each $s_i$ is $\delta$-consecutive to $s_{i+1}$ for $i = 1, \ldots, m - 1$. It is a $\delta$-consecutive cycle if furthermore $s_m$ is $\delta$-consecutive to $s_1$. A $\delta$-consecutive chain or cycle is $(L, \theta)$-tame if each $s_i$ has length at least $2L$ and each bending angle is at most $\theta$.

3. For an $(L, \theta)$-tame $\delta$-consecutive chain $s_1, \ldots, s_m$, the reduced concatenation, denoted by $s_1 \cdots s_m$, is the oriented $\partial$-framed segment defined as the following. The carrier segment of $s_1 \cdots s_m$ is homotopic to the concatenation of carrier segments of $s_1, \ldots, s_m$, with respect to endpoints. The initial and terminal framings of $s_1 \cdots s_m$ are the closest unit normal vectors to the initial framing of $s_1$ and the terminal framing of $s_m$ respectively.

4. For an $(L, \theta)$-tame $\delta$-consecutive cycle $s_1, \ldots, s_m$, the reduced cyclic concatenation, denoted by $[s_1 \cdots s_m]$, is the oriented closed geodesic freely homotopic to the cyclic concatenation of carrier segments of $s_1, \ldots, s_m$, assuming it is not null-homotopic.

Without considering initial and terminal framings, we can also talk about the following terms on geodesic segments: consecutive geodesic segments and their bending angles, a consecutive chain and a consecutive cycle of geodesic segments and their $(L, \theta)$-tameness, the reduced concatenation of a consecutive chain of geodesic segments, and the reduced cyclic concatenation of a consecutive cycle of geodesic segments.

The following lemma from [LM] is very useful for estimating length and phase of a concatenation of oriented $\partial$-framed segments. The function $I(\cdot)$ is defined by $I(\theta) = 2 \log \left(\sec \frac{\theta}{2}\right)$.

**Lemma 3.2.** (Lemma 4.8 of [LM]) Given any positive constants $\delta, \theta, L$ with $0 < \theta < \pi$ and $L \geq I(\theta) + 10 \log 2$, the following statements hold in any oriented hyperbolic 3-manifold.

1. If $s_1, \ldots, s_m$ is an $(L, \theta)$-tame $\delta$-consecutive chain of oriented $\partial$-framed segments, denoting the bending angle between $s_i$ and $s_{i+1}$ by $\theta_i \in [0, \theta)$, then

$$\left|l(s_1 \cdots s_m) - \sum_{i=1}^{m} l(s_i) + \sum_{i=1}^{m-1} I(\theta_i)\right| < \frac{(m - 1)e^{(-L + 10 \log 2)/2} \sin (\theta/2)}{L - \log 2}$$
and

\[ |\varphi(s_1 \cdots s_m) - \sum_{i=1}^{m} \varphi(s_i)| < (m - 1)(\delta + e^{(-L+10\log 2)/2} \sin(\theta/2)), \]

where \(|\cdot|\) on \(\mathbb{R}/2\pi\mathbb{Z}\) is understood as the distance from zero valued in \([0, \pi]\).

(2) If \(s_1, \ldots, s_m\) is an \((L, \theta)\)-tame \(\delta\)-consecutive cycle of oriented \(\partial\)-framed segments, denoting the bending angle between \(s_i\) and \(s_{i+1}\) by \(\theta_i\in[0, \theta]\) with \(s_{m+1}\) equal to \(s_1\) by convention, then

\[ |l([s_1 \cdots s_m]) - \sum_{i=1}^{m} l(s_i) + \sum_{i=1}^{m} I(\theta_i)| < \frac{me^{(-L+10\log 2)/2} \sin(\theta/2)}{L - \log 2} \]

and

\[ |\varphi([s_1 \cdots s_m]) - \sum_{i=1}^{m} \varphi(s_i)| < m(\delta + e^{(-L+10\log 2)/2} \sin(\theta/2)), \]

where \(|\cdot|\) on \(\mathbb{R}/2\pi\mathbb{Z}\) is understood as the distance from zero valued in \([0, \pi]\).

For an \((L, \theta)\)-tame \(\delta\)-consecutive chain of \(\partial\)-framed segments \(s_1, \ldots, s_m\), we need the following lemma in [Sun5] to bound the difference between initial frames of \(s_1\) and \(s_1 \cdots s_m\).

**Lemma 3.3.** (Lemma 3.4 of [Sun5]) Let \(\delta, \theta, L\) be positive constants with \(0 < \theta < \pi\) and \(L \geq I(\theta) + 10\log 2\). If \(s_1, \ldots, s_m\) is an \((L, \theta)\)-tame \(\delta\)-consecutive chain of oriented \(\partial\)-framed segments, then the distance between the initial frames of \(s_1\) and \(s_1 \cdots s_m\) in \(SO(M)_{p,\theta}(s_1)\) is at most \(8e^{-L}\).

The following lemma in [Sun4] bounds the distance between a \(\delta\)-consecutive cycle of geodesic segments and the corresponding closed geodesic, which is useful for bounding heights of closed geodesics arised from geometric constructions.

**Lemma 3.4.** (Lemma 3.7 of [Sun4]) Given any positive constants \(\theta, L\) where \(0 < \theta < \pi\) and \(L \geq 4I(\theta) + 10\log 2\), the following statement holds in any oriented hyperbolic 3-manifold. If \(s_1, \ldots, s_m\) is an \((L, \theta)\)-tame cycle of geodesic segments with \(m \leq L\), and the bending angle between \(s_i\) and \(s_{i+1}\) lies in \([0, \theta]\) for each \(i\), with \(s_{m+1}\) equal to \(s_1\) by convention, then the closed geodesic \([s_1 \cdots s_m]\) lies in the 1-neighborhood of the union \(\cup_{i=1}^{m} s_i\).

The following result generalizes Lemma 3.2 (1), which estimates the length of a consecutive chain of geodesic segments where some involved geodesic segments are short.

**Proposition 3.5.** Given any positive constants \(\theta, L\) with \(0 < \theta < \frac{\pi}{2}\) and

\[ L \geq \max\{12I(\pi - \theta) + 80\log 2, 24\log 2 - 16\log \left(\frac{\pi}{2} - \theta\right)\}, \]

the following statement holds in any hyperbolic 3-manifold. Let \(s_1, \ldots, s_m\) be a consecutive chain of geodesic segments such that one of the following hold for each \(i = 1, \ldots, m - 1\).

1. Either both \(s_i\) and \(s_{i+1}\) have length at least \(L\), and the bending angle between \(s_i\) and \(s_{i+1}\) lies in \([0, \pi - \theta]\).
2. Or exactly one of \(s_i\) and \(s_{i+1}\) has length at least \(L\), and the bending angle between \(s_i\) and \(s_{i+1}\) lies in \([0, \frac{\pi}{2} - \theta]\).
Then we have
\[ l(s_1 \cdots s_m) \geq \frac{1}{2} \sum_{i=1}^{m} l(s_i). \]

**Proof.** At first, we lift the consecutive chain of geodesic segments \( s_1, \ldots, s_m \) to the universal cover, and work on a consecutive chain of geodesic segments in \( \mathbb{H}^3 \). If \( m = 1 \) or 2, the result follows directly from the cosine law of hyperbolic geometry (see also estimates below), so we assume that \( m \geq 3 \).

Let \( x_1 \) be the initial point of \( s_1 \) and let \( x_{m+1} \) be the terminal point of \( s_m \). For any \( i = 2, \ldots, m \), let \( x_i \) be the terminal point of \( s_{i-1} \), which is also the initial point of \( s_i \). Let \( y_1 = x_1, y_m = x_{m+1} \), and let \( y_i \) be the middle point of \( s_i \) for each \( i = 2, \ldots, m-1 \). For any \( i = 1, \ldots, m-1 \), let \( t_i \) be the geodesic segment from \( y_i \) to \( y_{i+1} \). We will use Lemma 3.2 (1) to estimate \( l(t_1 \cdots t_{m-1}) = l(s_1 \cdots s_m) \).

We need to estimate lengths of \( t_i \) and bending angles between \( t_i \) and \( t_{i+1} \). At first, we claim that
\[
(3.1) \quad l(t_i) \geq \frac{2}{3} (d(y_i, x_{i+1}) + d(x_{i+1}, y_{i+1})) \geq \frac{1}{3} L.
\]

**Case I.** Both \( l(s_i) \) and \( l(s_{i+1}) \) are at least \( \frac{L}{4} \). Then \( d(y_i, x_{i+1}), d(x_{i+1}, y_{i+1}) \geq \frac{L}{2} \) and by assumption at least one of them is greater than \( \frac{L}{2} \). By Lemma 4.10 (2) of [LM], we have
\[
l(t_i) = d(y_i, y_{i+1}) \geq d(y_i, x_{i+1}) + d(x_{i+1}, y_{i+1}) - l(\pi - \angle y_ix_{i+1}y_{i+1}) \geq d(y_i, x_{i+1}) + d(x_{i+1}, y_{i+1}) - \frac{2}{3} (d(y_i, x_{i+1}) + d(x_{i+1}, y_{i+1})) \geq \frac{1}{3} L.
\]

**Case II.** Otherwise, one of \( l(s_i) \), \( l(s_{i+1}) \) is at most \( \frac{L}{4} \), and we assume that \( l(s_i) \leq \frac{L}{4} \). By assumption of this lemma, we have \( l(s_{i+1}) > L \) and \( \angle y_ix_{i+1}y_{i+1} > \frac{\pi}{2} + \theta \). So we have \( d(y_i, x_{i+1}) \leq l(s_i) \leq \frac{L}{4} \) and \( d(x_{i+1}, y_{i+1}) \geq \frac{1}{2} l(s_{i+1}) \geq \frac{L}{2} \). Since \( \angle y_ix_{i+1}y_{i+1} > \frac{\pi}{2} \), we have
\[
l(t_i) = d(y_i, y_{i+1}) \geq d(x_{i+1}, y_{i+1}) \geq \frac{2}{3} (d(y_i, x_{i+1}) + d(x_{i+1}, y_{i+1})) \geq \frac{1}{3} L.
\]
So equation (3.1) holds in both cases.

Then we claim that \( \angle y_iy_{i+1}x_{i+1} < \frac{\pi}{2} - \theta \). In Case I above, we apply Lemma 4.10 (1) of [LM] to get
\[
\angle y_iy_{i+1}x_{i+1} < e^{(-\frac{\pi}{4}+3\log 2)/2} < \frac{\pi}{2} - \theta.
\]

In Case II above, \( \angle y_iy_{i+1}y_{i+1} > \frac{\pi}{2} + \theta \) implies \( \angle y_iy_{i+1}x_{i+1} < \frac{\pi}{2} - \theta \) directly.

The same argument implies \( \angle y_{i+2}y_{i+1}x_{i+2} < \frac{\pi}{2} - \theta \). So we get
\[
(3.2) \quad \angle y_iy_{i+1}y_{i+2} \geq \pi - \angle y_iy_{i+1}x_{i+1} - \angle y_{i+2}y_{i+1}x_{i+2} \geq \pi - 2(\frac{\pi}{2} - \theta) = 2\theta.
\]

For the consecutive chain of geodesic segments \( t_1, \ldots, t_{m-1} \), by equations (3.1) and (3.2), each segment has length at least \( \frac{1}{3} L \) and each bending angle is at most...
For any oriented cusped hyperbolic 3-manifold $M$, Proposition 4.1 holds:

$$l(s_1 \cdots s_m) = l(t_1 \cdots t_{m-1}) \geq \sum_{i=1}^{m-1} l(t_i) - (m - 2)I(\pi - 2\theta) - (m - 2)\frac{e^{(-\frac{b}{6} + 10 \log 2)/2}}{\pi}$$

$$\geq \sum_{i=1}^{m-1} l(t_i) - (m - 2)(I(\pi - 2\theta) + 1) \geq \frac{3}{4} \sum_{i=1}^{m-1} l(t_i).$$

Here the last inequality holds since $\frac{1}{4}l(t_i) \geq \frac{1}{12}L \geq I(\pi - 2\theta) + 1$ for each $t_i$, by equation (3.1). By equation (3.1) again, we have

$$l(s_1 \cdots s_m) \geq \frac{3}{4} \sum_{i=1}^{m-1} l(t_i) \geq \frac{1}{2} \sum_{i=1}^{m-1} (d(y_i, x_{i+1}) + d(x_{i+1}, y_{i+1}))$$

$$= \frac{1}{2} (d(y_1, x_2) + \sum_{i=2}^{m-1} (d(x_i, y_i) + d(y_i, x_{i+1})) + d(x_m, y_m)) = \frac{1}{2} \sum_{i=1}^{m} l(s_i).$$

\[\square\]

4. Reduction of the domain and target in Theorem 1.2

In this section, we prove a few preparational results that reduce the domain and target manifolds $M$ and $N$ in Theorem 1.2 to some convenient form. Recall that when talking about a cusped hyperbolic 3-manifold, we mean a compact 3-manifold with tori boundary whose interior admits a complete hyperbolic metric with finite volume, unless otherwise indicated.

4.1. Reducing the domain manifold $M$. At first, we prove that any cusped hyperbolic 3-manifold $M$ has a finite cover that satisfies a convenient homological condition.

**Proposition 4.1.** For any oriented cusped hyperbolic 3-manifold $M$, it has a finite cover $M'$ with two distinct boundary components $T_1, T_2 \subset \partial M'$, such that the kernel of

$$H_1(T_1 \cup T_2; \mathbb{Z}) \rightarrow H_1(M'; \mathbb{Z})$$

contains an element $\alpha_1 + \alpha_2 \in H_1(T_1 \cup T_2; \mathbb{Z})$ such that $0 \neq \alpha_1 \in H_1(T_1; \mathbb{Z})$ and $0 \neq \alpha_2 \in H_1(T_2; \mathbb{Z})$.

Note that we do need at least two boundary components of $M'$ in Proposition 4.1. If all boundary components of $M$ are $H_1$-injective (e.g. $M$ is the complement of a two-component hyperbolic link with non-zero linking number), then any boundary component of any finite cover of $M$ is $H_1$-injective.

**Proof.** We take a boundary component $T$ of $M$, a slope $c$ on $T$, and a slope $l$ on $T$ that intersects $c$ once.

By Proposition 4.6 of [PW] and its proof, there is a geometrically finite $\pi_1$-injective connected oriented immersed subsurface $i: S \rightarrow M$, such that the following hold:

- $S$ has exactly two oriented boundary components $C_1, C_2$.
- $i$ maps both $C_1$ and $C_2$ to $T$, and $i_*[C_1] = -i_*[C_2] = d[c]$ for some positive integer $d$. 

For any positive integer $D$, let $T_D$ be the covering space of $T$ corresponding to \(<dc, DL| < (c, l) \cong \pi_1(T)\). Let $S_D$ be the 2-complex obtained by pasting $S$ and two copies of $T_D$ (denoted by $T_{D,1}$ and $T_{D,2}$), such that $C_1, C_2 \subset \partial S$ are pasted with curves in $T_{D,1}, T_{D,2}$ corresponding to $\pm dc$, respectively. Then the map $i : S \to M$ and covering maps $T_{D,1}, T_{D,2} \to T \subset M$ together induce a map $i_D : S_D \to M$. By Theorem 1.1 of [MP], when $D$ is large enough, $i_D$ is a $\pi_1$-injective map.

Since hyperbolic 3-manifold groups are LERF ([Agol12]) and $S_D$ embeds into the covering space of $M$ corresponding to $(i_D)_*(\pi_1(S_D)) < \pi_1(M)$, there is a finite cover $M'$ of $M$, such that $i_D : S_D \to M$ lifts to an embedding $i_D : S_D \to M'$. Since $i_D$ is an embedding, $T_1 = i_D(T_{D,1})$ and $T_2 = i_D(T_{D,2})$ are two distinct boundary components of $M'$. Since $i_D|_S : S \to M'$ gives an embedded oriented subsurface of $M'$ whose boundary consists of a pair of essential curves on $T_1$ and $T_2$ respectively,

$$H_1(T_1 \cup T_2; \mathbb{Z}) \to H_1(M'; \mathbb{Z})$$

is not injective. Let $\alpha_1$ be the intersection of $\partial S \cap T_1$, and let $\alpha_2$ be the intersection of $\partial S \cap T_2$, then $\alpha_1 + \alpha_2 \in H_1(T_1 \cup T_2; \mathbb{Z})$ is an element in the kernel with the desired form.

$\square$

A similar argument as in Proposition 4.1 proves a similar result on certain mixed 3-manifolds.

**Proposition 4.2.** Let $M$ be an oriented mixed 3-manifold with tori boundary such that $\partial M$ intersects with a hyperbolic piece $M_0$ of $M$. Then $M$ has a finite cover $M'$ with a hyperbolic piece $M'_0$ of $M'$, such that $M'_0 \cap \partial M'$ contains two components $T_1, T_2$, and the kernel of

$$H_1(T_1 \cup T_2; \mathbb{Z}) \to H_1(M'_0; \mathbb{Z})$$

contains an element $\alpha_1 + \alpha_2 \in H_1(T_1 \cup T_2; \mathbb{Z})$ such that $0 \neq \alpha_1 \in H_1(T_1; \mathbb{Z})$ and $0 \neq \alpha_2 \in H_1(T_2; \mathbb{Z})$.

**Proof.** Let $T$ be a component of $M_0 \cap \partial M$. By the proof of Proposition 4.1, there is a $\pi_1$-injective 2-complex $i_D : S_D \to M_0 \to M$, such that $S_D$ is a union of three surfaces $S, T_{D,1}, T_{D,2}$, and both $T_{D,1}, T_{D,2}$ are mapped to $T$ via covering maps.

Since $i_D : S_D \to M$ is mapped into a hyperbolic piece $M_0$ of $M$, by [Sun3], $(i_D)_*(\pi_1(S_D))$ is a separable subgroup of $\pi_1(M)$. Since $S_D$ embeds into the covering space of $M$ corresponding to $(i_D)_*(\pi_1(S_D)) < \pi_1(M)$, there is a finite cover $M'$ of $M$, such that $i_D : S_D \to M$ lifts to an embedding $i_D : S_D \to M'$. Since $S_D$ is connected, the image of $i_D$ is contained in a hyperbolic piece $M'_0 \subset M'$. Since $i_D$ is an embedding, $\tilde{T}_1 = i_D(T_{D,1})$ and $\tilde{T}_2 = i_D(T_{D,2})$ are two distinct boundary components of $M'_0$ and they are both contained in $M'_0 \cap \partial M'$. Similar to the proof of Proposition 4.1, the existence of the subsurface $i_D|_S : S \to M'$ implies that

$$H_1(T_1 \cup T_2; \mathbb{Z}) \to H_1(M'; \mathbb{Z})$$

is not injective, and the kernel contains an element in the desired form. $\square$
4.2. Reducing the target manifold \( N \). To reduce the target manifold \( N \), we first need to prove two topological lemmas. The first one is quite elementary, while the second one uses results on branched coverings between 3-manifolds.

**Lemma 4.3.** For any compact oriented 3-manifold \( N \) with nonempty tori boundary, there exists a proper map \( g : N \to D^2 \times S^1 \) such that the following hold.

1. The degree of \( g \) is at least 3.
2. \( g \) induces a surjective homomorphism on \( \pi_1 \).
3. The restriction of \( g \) to each boundary component of \( N \) is a covering map to \( S^1 \times S^1 \subset D^2 \times S^1 \) of positive degree.

Conditions (2) and (3) in this lemma imply that \( g \) is an “allowable primitive map”, according to the terminology in [Edm].

**Proof.** Let the boundary components of \( N \) be \( T_1, \ldots, T_k \). For each \( i = 1, \ldots, k \), let \( j_i : T_i \to N \) be the inclusion map, then the free rank of the image of \( (j_i)_* : H_1(T_i; \mathbb{Z}) \to H_1(N; \mathbb{Z}) \) is at least 1. So there exists a surjective homomorphism \( \alpha : H_1(N; \mathbb{Z}) \to \mathbb{Z} \) such that \( \alpha \circ (j_i)_* : H_1(T_i; \mathbb{Z}) \to \mathbb{Z} \) is nontrivial for all \( i \).

We consider \( \alpha \) as an element in \( \text{Hom}(H_1(N; \mathbb{Z}); \mathbb{Z}) \cong H^1(N; \mathbb{Z}) \), then the dual of \( \alpha \) in \( H_2(N, \partial N; \mathbb{Z}) \) is represented by a compact oriented (possibly disconnected) proper subsurface \( \Sigma \subset N \). By doing surgery, we can assume that for each \( i \), \( \Sigma \cap T_i \) consists of parallel essential circles with consistent orientation. By our choice of \( \alpha \), \( \Sigma \) intersects with each \( T_i \) nontrivially.

We take a proper map \( h_0 : \Sigma \to D^2 = D^2 \times \{pt\} \) of degree at least 3, such that for any \( T_i \), the restriction of \( h_0 \) to \( \Sigma \cap T_i \to S^1 = \partial D^2 \) on each component of \( \Sigma \cap T_i \), has the same positive degree \( d_i \). This map \( h_0 \) can be constructed by first pinching \( \Sigma \setminus N(\partial \Sigma) \) to a point, with the resulting space being a one-point union of discs, then each disc is mapped to \( D^2 \) by a branched cover of positive degree.

The restriction \( h_0|_i : \Sigma \cap T_i \to S^1 = S^1 \times \{pt\} \) can be extended to a covering map \( h_i : T_i \to S^1 \times S^1 \) of positive degree as following. Since each component \( A \) of \( T_i \setminus (\Sigma \cap T_i) \) is an annulus, and its two boundary components are mapped to \( S^1 \times \{pt\} \) with the same degree \( d_i \), we define \( h_i|_A \) to be a (orientation preserving) covering map to \((S^1 \times S^1) \setminus (S^1 \times \{pt\})\) of degree \( d_i \). Then we have \( h_i^{-1}(S^1 \times \{pt\}) = \Sigma \cap T_i \) and \( \text{deg}(h_i) = \text{deg}(h_0|) : \Sigma \cap T_i \to S^1 \).

The maps \( h_0 \) and \( h_i \), \( i = 1, \ldots, k \) together give a map

\[
h : \Sigma \cup (\cup_{i=1}^k T_i) \to (D^2 \times \{pt\}) \cup (S^1 \times S^1) \subset D^2 \times S^1.
\]

The map \( h \) extends to a proper map \( g : N \to D^2 \times S^1 \), since it extends to a neighborhood of \( \Sigma \cup (\cup T_i) \subset N \) and \((D^2 \times S^1) \setminus ((D^2 \times \{pt\}) \cup (S^1 \times S^1)) \) is a 3-ball.

By construction, we have \( \text{deg}(g) = \sum_{i=1}^k \text{deg}(h_i) = \text{deg}(h_0) \geq 3 \), thus condition (1) holds. For the composition \( N \xrightarrow{g} D^2 \times S^1 \to S^1 \), the preimage of \( pt \in S^1 \) is exactly \( \Sigma \), so the induced homomorphism \( H_1(N; \mathbb{Z}) \to H_1(S^1; \mathbb{Z}) \) is same with \( \alpha : H_1(N; \mathbb{Z}) \to \mathbb{Z} \). Since \( \alpha \) is surjective, \( g \) induces a surjective homomorphism on both \( H_1 \) and \( \pi_1 \), thus condition (2) holds. Since \( g : N \to D^2 \times S^1 \) is an extension of \( h_i : T_i \to S^1 \times S^1 \), condition (3) holds.

\[ \square \]

**Lemma 4.4.** For any compact oriented 3-manifold \( N \) with nonempty torus boundary, there exists a compact oriented 3-manifold \( M \) with connected torus boundary, such that \( M \) virtually properly 2-dominates \( N \).
Lemma 4.3. These conditions make Theorem 4.1 of [Edm] applicable, so \( g : N \to D^2 \times S^1 \) is homotopic to a branched covering map relative to boundary. By Theorem 6.5 of [BE], \( g : N \to D^2 \times S^1 \) is further homotopic to a simple branched covering, and we still denote this map by \( g \). Here by simple branched covering, we mean that \( g \) is a branched covering of degree \( d \in \mathbb{Z}_{>0} \), such that for any \( p \in D^2 \times S^1 \), \( g^{-1}(p) \) consists of at least \( d - 1 \) points.

Note that if \( g : N \to D^2 \times S^1 \) is a non-branched cover, then \( N = D^2 \times S^1 \) and we can simply take \( M = D^2 \times S^1 \). So we can assume that \( g \) is a genuine branched cover.

Let \( L \subset D^2 \times S^1 \) be the branched locus of the simple branched covering \( g : N \to D^2 \times S^1 \), and we write \( L = L_1 \cup \cdots \cup L_k \) as a union of its components. We take a tubular neighborhood \( N(L) = N(L_1) \cup \cdots \cup N(L_k) \) of \( L = L_1 \cup \cdots \cup L_k \). On the torus \( \partial N(L_i) \), we take an oriented meridian \( m_i \) that bounds the meridian disk of \( N(L_i) \), and take an oriented longitude \( l_i \) that intersects with \( m_i \) exactly once. For each \( L_i \), we take \( M_i \) to be a copy of \( \Sigma_{1,1} \times S^1 \), and take a linear homeomorphism
\[
\phi_i : \partial M_i = \partial \Sigma_{1,1} \times S^1 \to \partial N(L_i)
\]
that maps oriented curves \( \partial \Sigma_{1,1} \times \{\ast\} \) and \( \{\ast\} \times S^1 \) to \( m_i \) and \( l_i \) respectively. Then we take \( M \) to be
\[
M = (D^2 \times S^1 \setminus N(L)) \cup \bigcup_{i=1}^k (\cup_{j=1}^{n_i} M_i).
\]
Now we need to construct a finite cover \( M' \to M \) and a degree-2 map \( M' \to N \).

Let \( L = g^{-1}(L) \subset N \). Since \( g : N \to D^2 \times S^1 \) is a branched covering, there is a tubular neighborhood \( N(L) \) of \( L \) in \( N \), such that the restriction map \( g| : N \setminus N(L) \to D^2 \times S^1 \setminus N(L) \) is a covering map of degree \( d = \deg(g) \).

Let \( L_i = g^{-1}(L_i) \). Since \( g : N \to D^2 \times S^1 \) is a simple branched covering, there is a unique component \( L_i^0 \) of \( L_i \) such that \( g \) is locally a 2-to-1 map near \( L_i^0 \), and \( g \) is a local homeomorphism near any point in \( L_i \setminus L_i^0 = \bigcup_{j=1}^{n_i} L_i^j \). The restriction of \( g \) to \( \partial N(L_i^0) \to \partial N(L_i) \) is a finite cover corresponding to a subgroup of \( \pi_1(\partial N(L_i)) \) in one of the following two types:

1. \( (2m_i, k_l l_i) < \pi_1(\partial N(L_i)) \) or
2. \( (2m_i, k_l l_i + m_i) < \pi_1(\partial N(L_i)) \)

for some positive integer \( k_i \). For any \( j \in \{1, \cdots, n_i\} \), the restriction of \( g \) to \( \partial N(L_i^j) \to \partial N(L_i) \) is a finite cover corresponding to subgroup
\[
(3) \quad (m_i, k^j_l l_i) < \pi_1(\partial N(L_i))
\]
for some positive integer \( k^j_l \).

In case (3), let \( \tilde{m}_i^j \), \( \tilde{l}_i^j \subset \partial N(L_i^j) \) be one (oriented) component of the preimage of \( m_i, l_i \subset \partial N(L_i) \), respectively. Then \( \tilde{m}_i^j \to m_i \) and \( \tilde{l}_i^j \to l_i \) are covering maps of degree 1 and \( k^j_l \) respectively, and these two curves intersect once on \( \partial N(L_i^j) \). We take \( M_i^j = \Sigma_{1,1} \times S^1 \) and a degree-\( k^j_l \) covering map
\[
p_i^j : M_i^j = \Sigma_{1,1} \times S^1 \to M_i = \Sigma_{1,1} \times S^1,
\]
that is the product of \( id : \Sigma_{1,1} \to \Sigma_{1,1} \) and the degree-\( k^j_l \) covering map \( S^1 \to S^1 \).

Let
\[
\psi_i^j : \partial M_i^j = \partial \Sigma_{1,1} \times S^1 \to \partial N(L_i^j)
\]
be the linear homeomorphism that maps oriented curves $\partial \Sigma_{1,1} \times \{*\}$ and $\{*\} \times S^1$ to $\tilde{m}_i$ and $\tilde{l}_i$ respectively. Then we have the following commutative diagram

$$\partial M_i = \partial \Sigma_{1,1} \times S^1 \xrightarrow{\psi} \partial N(L_i) \subset N \setminus N(L)$$

(4.1)

$$\partial M_i = \partial \Sigma_{1,1} \times S^1 \xrightarrow{\phi} \partial N(L_i) \subset D^2 \times S^1 \setminus N(L).$$

In case (1) above, let $\tilde{m}_i^0, \tilde{l}_i^0 \subset \partial N(L_i^0)$ be one (oriented) component of the preimage of $m_i, l_i \subset \partial N(L_i)$, respectively. Then $\tilde{m}_i^0 \to m_i$ and $\tilde{l}_i^0 \to l_i$ are covering maps of degree 2 and $k_i$ respectively, and these two curves intersect once on $\partial N(L_i^0)$. We take $M_i^0 = \Sigma_{2,2} \times S^1$, and take a degree-4 covering map $p_i^0 : M_i^0 = \Sigma_{2,2} \times S^1 \to M_i = \Sigma_{1,1} \times S^1$.

It is the product of the degree-4 covering map $\Sigma_{2,2} \to \Sigma_{1,1}$ that factors through $\Sigma_{1,2}$ (which restricts to a degree-2 cover on each boundary component), and the degree-$k_i$ covering map $S^1 \to S^1$. Let

$$\psi_i^0 : \partial M_i^0 = \partial \Sigma_{2,2} \times S^1 \to \partial N(L_i^0)$$

be a linear map that restricts to a homeomorphism on each component of $\partial M_i^0$, such that it maps each oriented boundary component of $\partial \Sigma_{2,2} \times \{*\}$ to $\tilde{m}_i^0$, and maps oriented curves $\{*\} \times S^1$ on both components of $\partial M_i^0$ to $\tilde{l}_i^0$. Then we have the following commutative diagram

$$\partial M_i^0 = \partial \Sigma_{2,2} \times S^1 \xrightarrow{\psi_i^0} \partial N(L_i^0) \subset N \setminus N(L)$$

(4.2)

$$\partial M_i = \partial \Sigma_{1,1} \times S^1 \xrightarrow{\phi} \partial N(L_i) \subset D^2 \times S^1 \setminus N(L).$$

In case (2) above, let $\tilde{m}_i^0, \tilde{l}_i^0 \subset \partial N(L_i^0)$ be one (oriented) component of the preimage of $m_i, l_i \subset \partial N(L_i)$, respectively. There is actually a unique $\tilde{l}_i^0$. Then $\tilde{m}_i^0 \to m_i$ and $\tilde{l}_i^0 \to l_i$ are covering maps of degree 2 and $2k_i$ respectively, and these curves intersect (algebraically) twice on $\partial N(L_i^0)$. Here $\tilde{l}_i^0$ corresponds to $2(k_i l_i + m_i) - (2m_i) = 2k_i l_i \in \pi_1(\partial N(L_i))$. We take $M_i^0 = \Sigma_{2,2} \times I/(x,0) \sim (\phi(x),1)$, where $\phi : \Sigma_{2,2} \to \Sigma_{2,2}$ is the nontrivial deck transformation of the double cover $q : \Sigma_{2,2} \to \Sigma_{1,2}$. Note that $q$ restricts to a degree-2 cover on each boundary component of $\Sigma_{2,2}$. Then we take the degree-4$k_i$ covering map $p_i^0 : M_i^0 = \Sigma_{2,2} \times I/ \sim \to M_i = \Sigma_{1,1} \times S^1$ that is a composition $\Sigma_{2,2} \times I/ \sim \to \Sigma_{1,2} \times S^1 \to \Sigma_{1,1} \times S^1$. Here the first map takes the double covering map $q : \Sigma_{2,2} \to \Sigma_{1,2}$ on each fiber and takes the identity map on the base $S^1$, the second map is the product of the double cover $\Sigma_{1,2} \to \Sigma_{1,1}$ and the degree-$k_i$ covering map $S^1 \to S^1$. Then each oriented component of the $p_i^0$-preimage of $\partial \Sigma_{1,1} \times \{*\}$ is a component of $\partial \Sigma_{2,2} \times \{*\}$. Each oriented component of the $p_i^0$-preimage of $\{*\} \times S^1$ is a flow line of $M_i^0$ along the $I$-direction, and it intersects the corresponding component of $\partial \Sigma_{2,2} \times \{*\}$ algebraically twice.

There exists a linear map

$$\psi_i^0 : \partial M_i^0 = \partial \Sigma_{2,2} \times I/ \sim \to \partial N(L_i^0)$$
that restricts to a homeomorphism on each component of $\partial M^0$, such that it maps each oriented boundary component of $\partial \Sigma_{2,2} \times \{\ast\}$ to $\tilde{m}_i^0$, and maps an $I$-flow line on each component of $\partial M^0$ to $\tilde{r}_i^0$. Then we have the following commutative diagram

\[
\begin{array}{ccc}
\partial M^0 & \xrightarrow{\psi^0} & \partial N(L_i^0) \subset N \setminus N(L) \\
p_i^0 | & & \downarrow \sigma_i \\
\partial M_i & \xrightarrow{\phi} & \partial N(L_i) \subset D^2 \times S^1 \setminus N(L).
\end{array}
\]

(4.3)

Now we take two copies of $N \setminus N(L)$ and denote them by $(N \setminus N(L))_1$ and $(N \setminus N(L))_2$ respectively. For any $i = 1, \cdots, k$ and $j = 1, \cdots, n_i$, we take two copies of $M_i^j$ and denote them by $(M_i^j)_1$ and $(M_i^j)_2$. For any $i = 1, \cdots, k$, $M^0_i$ has two boundary components, and we denote them by $(\partial M^0_i)_1$ and $(\partial M^0_i)_2$ respectively. Then we take $M'$ to be the union of following manifolds

\[
(N \setminus N(L))_1, (N \setminus N(L))_2, (M_i^j)_1, (M_i^j)_2, M^0_1 \text{ for } i = 1, \cdots, k, \ j = 1, \cdots, n_i,
\]

by pasting maps

\[
(\psi^0_i)_1 : (\partial M^0_i)_1 \to (\partial N(L^0_i)_1) \subset (N \setminus N(L))_1, \ (\psi^0_i)_2 : (\partial M^0_i)_2 \to (\partial N(L^0_i)_2) \subset (N \setminus N(L))_2,
\]

\[
(\psi^0_i)_1 : (\partial M^0_i)_1 \to (\partial N(L^0_i)_1) \subset (N \setminus N(L))_1, \ (\psi^0_i)_2 : (\partial M^0_i)_2 \to (\partial N(L^0_i)_2) \subset (N \setminus N(L))_2.
\]

The homeomorphisms $(\psi^0_i)_1, (\psi^0_i)_2$ denote copies of the map $\psi^0_i$ on the corresponding copy of $\partial M^0_i$, while $(\psi^0_i)_1$ and $(\psi^0_i)_2$ denote the restriction of $\psi^0_i$ on the corresponding component of $\partial M^0_i$.

The covering map $\pi : M' \to M$ is defined by the following covering maps on pieces of $M'$:

- $g_i |$ maps $(N \setminus N(L))_1, (N \setminus N(L))_2 \subset M'$ to $D^2 \times S^1 \setminus N(L) \subset M$,
- $p_i^j$ maps $(M_i^j)_1, (M_i^j)_2 \subset M'$ to $M_i \subset M$ for $i = 1, \cdots, k$ and $j = 1, \cdots, n_i$,
- $p_i^0$ maps $M^0_i \subset M'$ to $M_i \subset M$ for $i = 1, \cdots, k$.

Here $\pi$ is a well-defined map because of three commutative diagrams (4.1), (4.2), (4.3).

The degree-2 map $f : M' \to N$ is defined by the following maps on pieces of $M'$:

- The identity map that maps $(N \setminus N(L))_1, (N \setminus N(L))_2 \subset M$ to $N \setminus N(L) \subset N$.
- A pinching map that maps $(M_i^j)_1, (M_i^j)_2 = \Sigma_{1,1} \times S^1 \subset M'$ to $N(L^0_i)_1 = D^2 \times S^1 \subset N$. This is the product of a degree-1 pinching map $\Sigma_{1,1} \to D^2$ and the identity map $S^1 \to S^1$.
- A pinching map that maps $M^0_i = \Sigma_{2,2} \times I/ \sim \subset M'$ to $N(L^0_i) = D^2 \times S^1 \subset N$, here $\sim$ is induced by the identity map of $\Sigma_{2,2}$ or the nontrivial deck transformation of $\Sigma_{2,2} \to \Sigma_{1,2}$. Here we take a fixed degree-2 pinching map $\Sigma_{2,2} \to D^2$ on each fiber, such that it commutes with monodromy homeomorphisms of $M^0_i$ and $N(L^0_i)$, and restricts to a homeomorphism on each boundary component.

Then $f$ is a degree-2 proper map from $M'$ to $N$.  

\[\square\]

Now we are ready to prove the following result.
Proposition 4.5. For any compact oriented 3-manifold $N$ with nonempty tori boundary, there exists a one-cusped oriented hyperbolic 3-manifold $M$, such that $M$ virtually properly 2-dominates $N$.

Proof. At first, by Lemma 4.4, $N$ is virtually 2-dominated by a compact oriented 3-manifold $N'$ with connected torus boundary. By Lemma 4.1 of [Sun5], $N'$ is 1-dominated by a compact oriented irreducible 3-manifold $N''$ with connected torus boundary.

This result follows from the proof of Proposition 3.2 of [BW], although the result in [BW] is only stated for closed 3-manifolds. By Theorem 7.2 of [Mye], there exists a hyperbolic knot $K \subset N''$ that is null-homotopic in $N''$. We take $M$ to be a hyperbolic Dehn-filling of $N'' \setminus N(K)$, then $M$ is a one-cusped hyperbolic 3-manifold. The proof of Proposition 3.2 of [BW] constructs a degree-1 map $f : M \to N''$. More precisely, the map $f$ is identity on $N'' \setminus N(K)$, it extends to the meridian disc of the filled-in solid torus since $K$ is null-homotopic in $N''$, and it extends to the whole solid torus since $N''$ is irreducible. \hfill \square

5. Topological construction of virtual domination

In this section, we give the topological part of the proof of Theorem 1.2, and we also point out how to modify the works to prove Theorem 1.3.

To prove Theorem 1.2, it suffices to prove the following result.

Theorem 5.1. Let $M$ be a compact oriented hyperbolic 3-manifold, such that $\partial M$ has two components $T_1, T_2$ and the kernel of $H_1(T_1 \cup T_2; \mathbb{Z}) \to H_1(M; \mathbb{Z})$ contains an element $\alpha_1 + \alpha_2 \in H_1(T_1 \cup T_2; \mathbb{Z})$ with $0 \neq \alpha_1 \in H_1(T_1; \mathbb{Z})$ and $0 \neq \alpha_2 \in H_1(T_2; \mathbb{Z})$. Let $N$ be a compact oriented hyperbolic 3-manifold with connected torus boundary. Then $M$ has a finite cover $M'$, such that there is a proper map $f : M' \to N$ with $\deg(f) \in \{1, 2, 4\}$.

We first prove that Theorem 5.1 implies Theorem 1.2.

Proof of Theorem 1.2 (by assuming Theorem 5.1). Let $M$ be a compact oriented cusped hyperbolic 3-manifold, and let $N$ be a compact oriented 3-manifold with tori boundary, as in Theorem 1.2. By Lemmas 4.1 and 4.5, there are compact oriented 3-manifolds $M_1$ and $N_1$ with tori boundary, such that the following hold:

1. $M_1$ is a finite cover of $M$ and $\partial M_1$ contains two components $T_1, T_2$, such that the kernel of $H_1(T_1 \cup T_2; \mathbb{Z}) \to H_1(M_1; \mathbb{Z})$ contains an element $\alpha_1 + \alpha_2 \in H_1(T_1 \cup T_2; \mathbb{Z})$ with $0 \neq \alpha_1 \in H_1(T_1; \mathbb{Z})$ and $0 \neq \alpha_2 \in H_1(T_2; \mathbb{Z})$.
2. $N_1$ is an oriented one-cusped hyperbolic 3-manifold that admits a finite cover $p : N_2 \to N_1$ and a degree-2 map $g : N_2 \to N$.

Theorem 5.1 implies that $M_1$ has a finite cover $M_2$ and there is a proper map $h : M_2 \to N_1$ such that $\deg(h) \in \{1, 2, 4\}$.

Let $q : M_3 \to M_2$ be the covering space of $M_2$ corresponding to $(h_*)^{-1}(p_*(\pi_1(N_2)))$, then we have the following commutative diagram:

$$
\begin{array}{ccc}
M_3 & \xrightarrow{h'} & N_2 \\
q \downarrow & & \downarrow p \\
M_2 & \xrightarrow{h} & N_1.
\end{array}
$$
Here
\[
\deg(q) = [\pi_1(M_2) : q_*(\pi_1(M_3))] = [\pi_1(M_2) : (h_*)^{-1}(p_*(\pi_1(N_2)))]
\]
is a factor of \(\deg(p) = [\pi_1(N_1) : p_*(\pi_1(N_2))]\). Since \(\deg(h) \cdot \deg(q) = \deg(p) \cdot \deg(h')\),
\(\deg(h')\) is a factor of \(\deg(h)\) in \(\{1, 2, 4\}\). So \(f' = g \circ h' : M_3 \xrightarrow{h'} N_2 \xrightarrow{g} N\) is a map
such that \(\deg(f') \in \{2, 4, 8\}\).

Since \(M_3\) has tori boundary, \(b_1(M_3) \geq 1\) holds. So \(M_3\) has a cyclic cover \(r : M' \to M_3\) of degree \(\frac{8}{\deg(f')}\). Then \(f = f' \circ r : M' \to N\) is a proper map of degree 8, as desired.

The following three subsections are devoted to prove Theorem 5.1, modulo a \(\pi_1\)-injectivity result (Theorem 5.17). We always assume that \(M\) and \(N\) satisfy the assumption of Theorem 5.1.

5.1. Initial data of the construction. In this section, we first give some geometric data deduced from \(N\), then we give some related geometric notions on \(M\).

We first prove the following lemma on triangulation of flat tori. The resulting triangulation will be the restriction of our desired triangulation of a cusped hyperbolic 3-manifold to its horotorus.

Lemma 5.2. For any flat torus \(T\), any primitive closed geodesic \(l\) on \(T\), and any \(\epsilon \in (0, 0.1)\), \(T\) has a geometric triangulation such that the following hold.

1. \(l\) is contained in the 1-skeleton of this triangulation.
2. There exists \(r \in (0, \epsilon)\), such that all edges have length in \([r, (1 + 2\epsilon)r]\).
3. Any inner angle of any triangle is \(\epsilon\)-close to \(\frac{\pi}{3}\).

Proof. Up to scaling, we can assume that \(T\) is isometric to \(\mathbb{C}/\mathbb{Z} \oplus \mathbb{Z} z_0\) for some complex number \(z_0 \in \mathbb{C}\) with \(\text{Im}(z_0) > 0\), and the closed geodesic \(l\) corresponds to the edge from 0 to 1.

We consider the lattice \(\Lambda_0 = \mathbb{Z} \oplus \mathbb{Z} \omega_0\) of \(\mathbb{C}\) for \(\omega_0 = \frac{1 + \sqrt{3}i}{2}\). For large \(N \in \mathbb{N}\), we take \(\omega\) to be the point in \(\Lambda_0\) closest to \(Nz_0\). Note that \(\text{Im}(\omega) > 0\) holds if \(N > \frac{1}{\text{Im}(z_0)}\).

Let \(T : \mathbb{C} \to \mathbb{C}\) be the linear transformation that maps \(N, \omega \in \Lambda_0\) to \(N, Nz_0 \in \mathbb{Z} \oplus \mathbb{Z} z_0\) respectively. Then \(\frac{1}{N}T\) maps \(\Lambda_0\) to a lattice of \(\mathbb{C}\) that contains \(\mathbb{Z} \oplus \mathbb{Z} z_0\). The equilateral triangulation of \(\mathbb{C}\) corresponding to \(\Lambda_0\) induces a triangulation of \(T\), and \(l\) is contained in the 1-skeleton.

It is straightforward to check that, if \(N\) is large enough (say \(N > \frac{6}{\text{Im}(z_0)}\)), then all inner angles of the above triangulation of \(T\) are \(\epsilon\)-close to \(\frac{\pi}{3}\). So we get an \(\epsilon\)-almost-equilateral geodesic triangulation of \(T\), such that all triangles are isometric to each other.

For each triangle in this triangulation of \(T\), we take middle points of its edges and divide it into four smaller triangles, to get a finer \(\epsilon\)-almost-equilateral geodesic triangulation, such that all smaller triangles are similar to the original ones. We do this process repeatedly so that all edges have length at most \(\epsilon\). Let \(r\) be the length of the shortest edge, then the Euclidean sine law implies that all edges have length in \([r, (1 + 2\epsilon)r]\).

Let \(c_0 > 0\) be a constant smaller than the 3-dimensional Margulis constant. For the one-cusped hyperbolic 3-manifold \(N\) as in Theorem 5.1 (considered as an open complete Riemannian manifold), let \(N_c\) be the complement of the cusp end with
injectivity radius at most $\frac{\epsilon}{100}$, and let $T_c$ be the boundary of $N_c$. By a classical application of the Lefschetz duality, there is a primitive closed geodesic $l$ on $T_c$ that spans ker$(H_1(T_c; \mathbb{R}) \to H_1(N_c; \mathbb{R}))$.

**Construction 5.3.** We construct a geometric triangulation of a compact submanifold of $N$ containing $N_c$, whose geometry near $\partial N_c$ is quite special. Let $\epsilon \in (0, \frac{\epsilon}{100})$ be a constant smaller than the injectivity radius of $N_c$.

1. By Lemma 5.2 (applied to $\frac{\epsilon}{100}$), the horotorus $T_c$ has a geometric triangulation, such that $l$ is contained in the 1-skeleton, all edges have length in $[r, (1 + 2\frac{\epsilon}{100})r]$ for some $r \in (0, \frac{\epsilon}{100})$, and all inner angles of triangles are $\frac{\epsilon}{100}$-close to $\frac{\pi}{3}$.

2. Let $T'_c$ be the horotorus in $N_c$ that has distance $\frac{\sqrt{3}}{\pi}r$ from $T_c$. For any triangle $\Delta$ in $T_c$, we take its circumcenter, and let $v_\Delta$ be its closest point on $T'_c$. For any vertex $n$ of the triangulation of $T_c$, let its closest point on $T'_c$ be $v_n$.

3. We connect $v_\Delta$ to the three vertices of $\Delta$ and obtain a (hyperbolic) tetrahedron in $N$. All inner angles of all triangles on the boundary of this tetrahedron are $\epsilon$-close to $\frac{\pi}{3}$. Note that the triangle $\Delta$ contained in $T_c$ is not a face of this tetrahedron, since $\Delta$ is only a Euclidean triangle but not a hyperbolic one.

4. For any two triangles $\Delta_1, \Delta_2$ contained in $T_c$ that share an edge, we add an edge connecting $v_{\Delta_1}$ and $v_{\Delta_2}$. This edge and the edge $\Delta_1 \cap \Delta_2$ together give a hyperbolic tetrahedron in $N$.

5. For any vertex $n$ and two triangles $\Delta_1, \Delta_2$ contained in $T_c$, such that $\Delta_1 \cap \Delta_2$ is an edge containing $n$, we get a hyperbolic tetrahedron with vertices $n, v_n, v_{\Delta_1}, v_{\Delta_2}$. A picture of the tetrahedron we have constructed can be found in Figure 1, which gives a triangulation of a compact submanifold containing $T_c$.

6. Let $N_{\text{collar}}$ be the union of tetrahedra (with disjoint interior) constructed in previous steps, and let $N_0$ be the union of $N_c$ and $N_{\text{collar}}$, which is compact and is a deformation retract of $N$. Then we extend the above triangulation of $N_{\text{collar}}$ to a geometric triangulation of $N_0$.

For the above geometric triangulation of $N_0$, we use $V_N = \{n_1, n_2, \ldots, n_l\}$ to denote the set of vertices, and let $V_{N, \partial} = V_N \cap \partial N_0$. If there is an oriented edge from $n_i$ to $n_j$, we denote it by $e_{ij}$ and denote its orientation reversal by $e_{ji}$. For each triangle with vertices $n_i, n_j, n_k$, we denote the corresponding marked triangle by $\Delta_{ijk}$ (with an order on its vertices). We can naturally identify $\partial N_0$ with $\partial N_c = T_c$, and identify their triangulations.

Instead of directly working with the above geometric triangulation of $N_0$, we add more edges to get a cellulation of $N_0$.

**Construction 5.4.** For any triangle $\Delta_{ijk}$ that only intersects with $\partial N_0$ along an edge $e_{ij}$, we add an oriented path $e_{ijk}$ in $\Delta_{ijk}$ from $n_i$ to $n_j$ of constant geodesic curvature, such that the tangent vector of $e_{ijk}$ at $n_i$ is $\frac{\epsilon}{100}$-close to the average of tangent vectors of $e_{ij}$ and $e_{ik}$, and the same for the tangent vector of $e_{ijk}$ at $n_j$. See Figure 2 for a picture of $e_{ijk}$. After this construction, there are two edges from $n_i$ to $n_j$.

The new edge $e_{ijk}$ divides $\Delta_{ijk}$ to a bigon and a triangle. We denote the bigon by $B_{ijk}$, and abuse notation to denote the new triangle by $\Delta_{ijk}$. For a triangle $\Delta_{ijk}$
obtained by this modification process, it is called a modified triangle. The original triangle $\Delta_{ijk}$ (defined in Construction 5.3) will not be used anymore.

After adding these edges to the triangulation of $N_0$ in Construction 5.3, we get a cellulation of $N_0$, which is called a geometric cellulation.

We use $N^{(1)}$ and $N^{(2)}$ to denote the 1- and 2-skeletons of the above geometric cellulation of $N$ respectively. This cellulation also gives a handle structure of a neighborhood of $N_0$ in $N$, and we use $N^{(1)}$ and $N^{(2)}$ to denote the union of 0-, 1-handles, and 0-, 1-, 2-handles.
Let $m$ be a simple closed curve on $T_c$ that intersects with $l$ exactly once. We isotopy $m$ to a curve $\gamma$ in $N_0 \setminus \text{Novar}$, so that it is disjoint from $N^{(1)}$, and intersects with all triangles in $N^{(2)}$ transversely. Let $\mathcal{N}(\gamma)$ be the union of all tetrahedra that intersect with $\gamma$, then we can assume that $\mathcal{N}(\gamma)$ is a neighborhood of $\gamma$ homeomorphic to the solid torus. Let $N_\gamma$ be $N_0 \setminus \text{int}(\mathcal{N}(\gamma))$. The above cellulation of $N_0$ induces a cellulation of $N_\gamma$, and we denote the 2-skeleton of $N_\gamma$ by $N^{(2)}_\gamma$.

Since the 2-skeleton carries the first homology group, we have the following commutative diagram:

\[
\begin{array}{ccc}
H_1(N^{(2)}_\gamma; \mathbb{Z}) & \rightarrow & H_1(N_\gamma; \mathbb{Z}) \\
\downarrow & & \downarrow \\
H_1(N^{(2)}; \mathbb{Z}) & \rightarrow & H_1(N_0; \mathbb{Z}) & \rightarrow & H_1(N; \mathbb{Z}).
\end{array}
\]

(5.1)

Here all homomorphisms are induced by inclusions, and all horizontal homomorphisms are isomorphisms.

The following lemma provides some elementary properties of vertical homomorphisms in diagram (5.1).

**Lemma 5.5.** Let $i : N^{(2)}_\gamma \rightarrow N$ be the inclusion map, and let $c$ be the meridian of $\mathcal{N}(\gamma)$, then the following hold.

1. $i_* : H_1(N^{(2)}_\gamma; \mathbb{Z}) \rightarrow H_1(N; \mathbb{Z})$ is surjective.
2. The kernel of $i_*$ is spanned by a non-torsion element $[c] \in H_1(N^{(2)}_\gamma; \mathbb{Z})$, and $[c] - [l]$ is a torsion element in $H_1(N^{(2)}_\gamma; \mathbb{Z})$.
3. The inclusion $\partial N_0 \rightarrow N^{(2)}_\gamma$ induces an injective homomorphism on $H_1(\cdot; \mathbb{Z})$.

**Proof.** Since horizontal homomorphisms in diagram (5.1) are isomorphisms, it suffices to study the inclusion $N_\gamma \rightarrow N_0$. We consider the M-V sequence given by $N_0 = N_\gamma \cup \mathcal{N}(\gamma)$:

\[H_1(\partial \mathcal{N}(\gamma); \mathbb{Z}) \rightarrow H_1(N_\gamma; \mathbb{Z}) \oplus H_1(\mathcal{N}(\gamma); \mathbb{Z}) \rightarrow H_1(N_0; \mathbb{Z}) \rightarrow 0.\]

Item (1) follows from the surjectivity of $H_1(N_\gamma; \mathbb{Z}) \oplus H_1(\mathcal{N}(\gamma); \mathbb{Z}) \rightarrow H_1(N_0; \mathbb{Z})$ and the surjectivity of $H_1(\partial \mathcal{N}(\gamma); \mathbb{Z}) \rightarrow H_1(\mathcal{N}(\gamma); \mathbb{Z})$.

Now we prove item (2). By the M-V sequence, the kernel of $H_1(N_\gamma; \mathbb{Z}) \rightarrow H_1(N_0; \mathbb{Z})$ is spanned by the meridian $c$ of $\mathcal{N}(\gamma)$. Since $[l]$ spans ker($H_1(\partial N_0; \mathbb{R}) \rightarrow H_1(N_0; \mathbb{R})$), we take the minimal $d \in \mathbb{Z}_{>0}$ such that $d[l] = 0 \in H_1(N_0; \mathbb{Z})$. So $dl$ bounds a compact oriented surface $S$ in $N_0$, and the algebraic intersection number between $m \subset \partial N_0$ and $S$ is $d$. Since $\gamma$ is isotopic to $m$ in $N_0$, the algebraic intersection number between $\gamma$ and $S$ is $d$. So $S \cap N_\gamma$ is a compact oriented surface in $N_\gamma$ and it implies that $d[l] - d[c] = 0 \in H_1(N_\gamma; \mathbb{Z})$, so $[c] - [l]$ is a torsion element in $H_1(N^{(2)}_\gamma; \mathbb{Z})$. Moreover, the above argument also shows that $kl$ does not bound a compact oriented surface in $N_\gamma$ for any $k \in \mathbb{Z}_{>0}$. So $[l]$ is not a torsion element in $H_1(N_\gamma; \mathbb{Z})$, and $[c]$ is not a torsion element either.

For the composition $H_1(\partial N_0; \mathbb{Z}) \rightarrow H_1(N_\gamma; \mathbb{Z}) \rightarrow H_1(N_0; \mathbb{Z})$, its kernel is spanned by a multiple of $[l]$. Since item (2) implies that $[l]$ is not an torsion element in $H_1(N_\gamma; \mathbb{Z})$, the homomorphism $H_1(\partial N_0; \mathbb{Z}) \rightarrow H_1(N_\gamma; \mathbb{Z})$ is injective. \[\square\]

Recall that $M$ has two boundary components $T_1, T_2$, such that the kernel of $H_1(T_1 \cup T_2; \mathbb{Z}) \rightarrow H_1(M; \mathbb{Z})$ contains $\alpha_1 + \alpha_2 \in H_1(T_1 \cup T_2; \mathbb{Z})$ with $0 \neq \alpha_1 \in$
$H_1(T_1; \mathbb{Z})$ and $0 \neq \alpha_2 \in H_1(T_2; \mathbb{Z})$. Now we treat $M$ as a non-compact open hyperbolic 3-manifold, and consider $T_1$ and $T_2$ as two horotori of $M$. The following lemma gives some data that will instruct us to construct the mapped-in 2-complex $j : Z \rightarrow M$.

**Lemma 5.6.** For any $\epsilon \in (0, 10^{-2})$, there exist $R_0 > 0$, such that for any $R > R_0$, there exist the following maps and homomorphisms:

- Up to rechoosing the horotori $T_1$ and $T_2$ in $M$ (by changing their heights), we have maps $i_{0,1} : \partial N_0 \rightarrow T_1$ and $i_{0,2} : \partial N_0 \rightarrow T_2$.
- $i_1 : H_1(N^{(2)}_\gamma; \mathbb{Z}) \rightarrow H_1(M; \mathbb{Z})$ and $i_2 : H_1(N^{(2)}_\gamma; \mathbb{Z}) \rightarrow H_1(M; \mathbb{Z})$.
- $i : H_1(N; \mathbb{Z}) \rightarrow H_1(M; \mathbb{Z})$.
- $i_1, i_2 : N^{(1)}_\gamma \rightarrow M$ (note that $N^{(1)} = N^{(1)}_\gamma$ holds),

such that the following properties hold.

1. For any $s = 1, 2$, $i_{0,s}$ maps each triangle in $\partial N_0$ to a geometric triangle in $T_s$ such that each inner angle is $\epsilon$-close to $\frac{\pi}{3}$, and the length of each edge lies in $[R, (1 + \epsilon)R]$.
2. For any $s = 1, 2$, the following diagram commutes

$$
\begin{array}{c}
H_1(\partial N_0; \mathbb{Z}) \xrightarrow{(i_{0,s})} H_1(N^{(2)}_\gamma; \mathbb{Z}) \\
\downarrow i_1 \downarrow \\
H_1(T_s; \mathbb{Z}) \xrightarrow{i} H_1(M; \mathbb{Z}).
\end{array}
$$

3. The following diagram commutes

$$
\begin{array}{c}
H_1(N^{(2)}_\gamma; \mathbb{Z}) \xrightarrow{i_1 + i_2} H_1(M; \mathbb{Z}) \\
\downarrow i \\
H_1(N; \mathbb{Z}).
\end{array}
$$

4. For any $s = 1, 2$, $i_{s}|_{N^{(1)}_s}$ is an embedding, $i_{s}|_{\partial N^{(1)}_s} = i_{0,s}|_{\partial N^{(1)}_0}$, and the following diagram commute

$$
\begin{array}{c}
H_1(N^{(1)}_s; \mathbb{Z}) \xrightarrow{(i_{s})} H_1(M; \mathbb{Z}) \\
\downarrow i_1 \\
H_1(N^{(2)}_\gamma; \mathbb{Z}).
\end{array}
$$

Here all undefined homomorphisms are induced by inclusions.

**Proof.** At first, by Lemma 5.5 (3), the inclusion induced homomorphism $H_1(\partial N_0; \mathbb{Z}) \rightarrow H_1(N_c; \mathbb{Z})$ is injective. So $H_1(N_c; \mathbb{Z})$ has a direct summand $H \cong \mathbb{Z}^2$ that contains $H_1(\partial N_0; \mathbb{Z})$ as a finite index subgroup, with $H_1(N_c; \mathbb{Z}) \cong H \oplus H'$ and let $[H : H_1(\partial N_0; \mathbb{Z})] = k$.

Recall that by Lemma 5.2, $\partial N_0$ is equipped with a triangulation induced by a geometric triangulation of the Euclidean torus $\partial N_c$, such that each triangle of $\partial N_c$ is almost an equilateral triangle with length at most $2\epsilon$. We identify $\partial N_0$ and $\partial N_c$ with the quotient of $\mathbb{R}^2$ by a lattice

$$
\Lambda = AZ + (B + C\omega_0)\mathbb{Z},
$$
such that each triangle in \( \partial N_0 \) and \( \partial N_c \) corresponds to an equilateral triangle in \( \mathbb{R}^2 \) of edge length 1 (this identification is not an isometry). Here \( A, B, C \in \mathbb{Z} \) with \( A, C \neq 0 \) and \( \omega_0 = \frac{1 + \sqrt{3}}{2} \). Moreover, we can assume that the \( \mathbb{R} \)-coefficient null-homologous curve \( l \subset \partial N_0 \) corresponds to \( A \in \Lambda \).

Similarly, by Lemma 5.2, for any \( s = 1, 2, T_s \) has a geodesic triangulation such that the following hold.

- Any inner angle of a triangle is \( \frac{3}{10} \)-close to \( \frac{\pi}{3} \).
- There exists \( r_s \in (0, \frac{\pi}{16}) \), such that all edges of triangles have length in \([r_s, (1 + \frac{\pi}{3})r_s]\).
- The homology class \( \alpha_s \in H_1(T_s; \mathbb{Z}) \) is represented by the \( d_s \)-th power of a simple closed geodesic \( l_s \) for some \( d_s \in \mathbb{Z}_{>0} \), and \( l_s \) is contained in the 1-skeleton of this triangulation.

By the same process as above, we identify \( T_s \) with the quotient of \( \mathbb{R}^2 \) by a lattice

\[
\Lambda_s = \Lambda_s \mathbb{Z} + (B_s + C_s \omega_0) \mathbb{Z},
\]

with \( \Lambda_s \) as \( \Lambda_s \mathbb{Z} \), and \( l_s \) corresponds to \( A_s \in \Lambda_s \). By sub-dividing triangles, we can assume that \( A_1 d_1 = A_2 d_2 \) holds. Moreover, by rechoosing horotori parallel to \( T_1 \) and \( T_2 \), respectively, we can assume that \( r_1 = r_2 \), and let \( r = r_1 = r_2 \).

Let \( D \) be the least common multiple of \( A_1 C_1 d_1 \) and \( A_2 C_2 d_2 \). For any \( a \in \mathbb{Z}_{>0} \), we construct a map \( i_{\partial,s} : \partial N_0 \to T_s \) as following. At first, we have

\[
\Lambda_s = \Lambda_s \mathbb{Z} + (B_s + C_s \omega_0) \mathbb{Z} > akD \cdot \Lambda = (akDA) \mathbb{Z} + (akD(B + C\omega_0)) \mathbb{Z},
\]

since

\[
(5.2) \quad akDA = (akA \frac{D}{A_s})A_s
\]

and

\[
(5.3) \quad akD(B + C\omega_0) = (akA \frac{D}{A_s} - akCB \frac{D}{A_s} \frac{D}{A_s})A_s + (akC \frac{D}{A_s})(B_s + C_s \omega_0).
\]

So the scaling by \( akD \) gives a map from \( \mathbb{R}^2 / \Lambda \) to \( \mathbb{R}^2 / \Lambda_s \), and it maps each equilateral triangle of length 1 to an equilateral triangle of length \( akD \). Since we identified \( \partial N_0 \) and \( T_s \), with \( \mathbb{R}^2 / \Lambda \) and \( \mathbb{R}^2 / \Lambda_s \) respectively, the \( akD \)-scaling map induces \( i_{\partial,s} : \partial N_0 \to T_s \), such that it maps each triangle in \( \partial N_0 \) to a triangle in \( T_s \) of inner angle \( \epsilon \)-close to \( \frac{\pi}{3} \), and with edge length contained in \([akDr, (1 + \frac{\pi}{3})akDr]\). If \( R > R_0 = \frac{2kD\epsilon}{\epsilon} \), there exists a positive integer \( a \), such that \([akDr, (1 + \frac{\pi}{3})akDr] \subset [R, (1 + \epsilon)R] \).

So we can choose a such that item (1) holds for both \( i_{\partial,1} \) and \( i_{\partial,2} \).

Note that the simple closed curve \( l \) in \( \partial N_0 \) corresponds to \( A \in \Lambda \), which is mapped to \( akDA \) via the \( akD \)-scaling map. Since \( \alpha_s \) is \( d_s \)-th power of \( \alpha_s \in \alpha_s \mathbb{Z} \), \( (i_{\partial,s})_\ast \) maps \( l \) to \((akA \frac{D}{A_s})_\ast \alpha_s \in H_1(T_s; \mathbb{Z}) \). Since we assumed \( A_1 d_1 = A_2 d_2 \) and \( \alpha_1 = \alpha_2 = 0 \in H_1(M; \mathbb{Z}) \), we have

\[
(5.4) \quad (i_{\partial,1,2})_\ast(l) = (i_{\partial,2})_\ast(l) = akA \frac{D}{A_1 A_2}(\alpha_1 + \alpha_2) = 0 \in H_1(M; \mathbb{Z}).
\]

Now we define \( i_s : H_1(N_s^2; \mathbb{Z}) \to H_1(M; \mathbb{Z}) \) for \( s = 1, 2 \). At first, by equations (5.2) and (5.3), \( (i_{\partial,s})_\ast : H_1(\partial N_0; \mathbb{Z}) \to H_1(T_s; \mathbb{Z}) \) maps each element to a \( k \)-multiple of an element in \( H_1(T_s; \mathbb{Z}) \). Since \( H_1(N_s^2; \mathbb{Z}) \cong H_1(N_s^2; \mathbb{Z}) = H \oplus H' \) for some \( H \) containing \( H_1(\partial N_0; \mathbb{Z}) \) with \([H : H_1(\partial N_0; \mathbb{Z})] = k \), the homomorphism \( (i_{\partial,s})_\ast : H_1(\partial N_0; \mathbb{Z}) \to H_1(T_s; \mathbb{Z}) \) uniquely extends to a homomorphism
\[ h_s : H \to H_1(T_s ; \mathbb{Z}) \], and we define \( i_s : H_1(N_{\gamma}^{(2)} ; \mathbb{Z}) \to H_1(M ; \mathbb{Z}) \) to be
\[ H_1(N_{\gamma}^{(2)} ; \mathbb{Z}) \to H \xrightarrow{h} H_1(T_s ; \mathbb{Z}) \to H_1(M ; \mathbb{Z}). \]

Here the first homomorphism is the projection to the direct summand \( H \), and the third homomorphism is induced by inclusion. It is straightforward to check that the commutative diagram in item (2) holds.

Note that \( N \) deformation retracts to \( N_0 = N_\gamma \cup N(\gamma) \) and \( N(\gamma) \) is a solid torus. Once we prove that the meridian \( c \) of \( N(\gamma) \) lies in the kernel of \( i_1 + i_2 : H_1(N_{\gamma}^{(2)} ; \mathbb{Z}) \to H_1(M ; \mathbb{Z}) \), then \( i_1 + i_2 \) induces a homomorphism \( i : H_1(N ; \mathbb{Z}) \to H_1(M ; \mathbb{Z}) \) and the commutative diagram in item (3) holds. Recall that Lemma 5.5 (2) implies that \( \partial \mathcal{D} - \partial \mathcal{C} \) is a torsion element in \( H_1(N_{\gamma}^{(2)} ; \mathbb{Z}) = H \oplus H' \). Since \( H \cong \mathbb{Z}^2 \), we have \( [c] - [\ell] \in H' \). By the definition of \( i_1 \) and \( i_2 \) above, \( i_1([c] - [\ell]) = i_2([c] - [\ell]) = 0 \) holds. So we have
\[(i_1 + i_2)([c]) = (i_1 + i_2)([\ell]) + (i_1 + i_2)([c] - [\ell]) = (i_1 + i_2)([\ell]) = (i_1 + i_2)([\ell]) = 0. \]

Here the third equation follows from item (2) and the fourth equation follows from equation (5.4).

To define \( i_s : N_{\gamma}^{(1)} \to M \), we first define \( i_s|_{\partial N_{\gamma}^{(1)}} = i_{\partial s}|_{\partial N_{\gamma}^{(1)}} \), and arbitrarily extend \( i_s \) to a maximal subcomplex \( K \) of \( N_{\gamma}^{(1)} \) that deformation retracts to \( \partial N_0 \). Then since edges in \( N_{\gamma}^{(1)} \setminus K \) form a basis of \( H_1(N_{\gamma}^{(1)} ; \mathbb{Z})/H_1(\partial N_{\gamma}^{(1)} ; \mathbb{Z}) \), we can extend \( i_s \) to \( N_{\gamma}^{(1)} \) so that the commutative diagram in item (4) holds. Finally, we slightly perturb \( i_s \) if necessary, so that \( i_s|_{N(0)} \) is an embedding.

Now we give some notations on the geometry of \( N \). Most of the items (except item (3)) are similar to the notations in Notation 4.4 of [Sun5].

**Notation 5.7.**

1. For any oriented edge \( e_{ij} \) (or \( e_{ijk} \)) in \( N^{(1)} \), let \( \tilde{v}_{ij} (\tilde{v}_{ijk}) \) be the unit tangent vector of \( e_{ij} (e_{ijk}) \) based at \( n_i \). By Construction 5.4, \( \tilde{v}_{ijk} \) lies in the plane in \( T_v M \) containing \( \tilde{v}_{ij} \) and \( \tilde{v}_{ik} \), and is \( \frac{\pi}{200} \)-close to \( \frac{\tilde{v}_{ij} + \tilde{v}_{ik}}{|\tilde{v}_{ij} + \tilde{v}_{ik}|} \). For any marked geodesic triangle \( \Delta_{ijk} \) in \( N^{(2)} \), let
\[ \tilde{n}_{ijk} = \frac{\tilde{v}_{ij} \times \tilde{v}_{ik}}{|\tilde{v}_{ij} \times \tilde{v}_{ik}|}, \]
then it is a normal vector of \( \Delta_{ijk} \) at \( n_i \), and we have a frame
\[ F_{ijk} = (n_i, \tilde{v}_{ij}, \tilde{n}_{ijk}) \in SO(N)_{n_i}. \]

For any marked modified triangle \( \Delta_{ijk} \) defined in Construction 5.4, with \( e_{ij} \) contained in \( \partial N_0 \) (which is not an edge of \( \Delta_{ijk} \), the frames \( F_{kji} \) and \( F_{kji} \) are defined as in the previous case. For \( F_{ijk} \), let
\[ \tilde{n}_{ijk} = \frac{\tilde{v}_{ijk} \times \tilde{v}_{ik}}{|\tilde{v}_{ijk} \times \tilde{v}_{ik}|} = \frac{\tilde{v}_{ij} \times \tilde{v}_{ik}}{|\tilde{v}_{ij} \times \tilde{v}_{ik}|}, \]
and we get a frame
\[ F_{ijk} = (n_i, \tilde{v}_{ijk}, \tilde{n}_{ijk}) \in SO(N)_{n_i}. \]

For each frame \( F_{ijk} \), we denote \( -F_{ijk} = (n_i, -\tilde{v}_{ij}, -\tilde{n}_{ijk}) \), then we have a finite collection of frames in \( N \):
\[ \mathcal{F}_N = \{ \pm F_{ijk} \mid \Delta_{ijk} \text{ is a marked triangle in } N^{(2)} \}. \]
Throughout this section, we fix a small number \( Z \) and construct the 0-, 1-, 2-skeletons of \( \partial N_T \) with connected torus boundary is trivial, there may not be a trivialization of \( SO(\mathbb{R}^3) \). Since the degree of virtual domination by a half.

We define \( \{v_{1,1}, v_{1,2}, v_{2,1}, v_{2,2}, \ldots, v_{l,1}, v_{l,2}\} \), whose cardinality doubles the cardinality of \( V_N = N^{(0)} \). Then we define \( j^0 : Z \to M \) by \( j^0(v_{k,s}) = m_{k,s} = i_s(n_k) \in M \) for any \( k \in \{1, 2, \ldots, l\} \) and \( s \in \{1, 2\} \).
Here we take two copies of $N^{(0)}$ since we work with two boundary components $T_1$ and $T_2$ of $M$. Now we construct the 1-complex $Z^1$ of $Z$.

**Construction 5.11.** For any unoriented edge $e_{ij}$ (or $e_{ijk}$) in $N^{(1)}$, it gives two edges $e^Z_{ij,1}, e^Z_{ij,2}$ (or $e^Z_{ijk,1}, e^Z_{ijk,2}$) in $Z^1$, such that $e^Z_{ij,s}$ (or $e^Z_{ijk,s}$) connects $v_{i,s}$ and $v_{j,s}$ for $s = 1, 2$. So $Z^1$ consists of two isomorphic components $Z^1_1$ and $Z^1_2$, and each of them is isomorphic to $N^{(1)}$. For the vertices and edges of $Z^1$ corresponding to vertices and edges in $N^{(1)} \cap \partial N_0$, they form a subcomplex of $Z^1$ and we denote it by $\partial_p Z^1$.

A picture of $Z^1$ near a vertex of $\partial_p Z^1$ is shown in Figure 1.

The indices of vertices induce a total order on the set of vertices in $N^{(0)}$, and also induce total orders on the vertex set of $Z^1_1$ and the vertex set of $Z^1_2$. Any edge $e_{ij}$ (or $e_{ijk}$) in $N^{(1)}$ between $n_i$ and $n_j$ with $i < j$ has an orientation that goes from $n_i$ to $n_j$, and we always fix such a preferred orientation. Edges of $Z^1_1$ and $Z^1_2$ have identical orientations.

The map $j^1 : Z^1 \to M$ on 1-skeleton is given in the following construction, which consists of two maps $j^1_1 : Z^1_1 \to M$ and $j^1_2 : Z^1_2 \to M$ on the two (identical) components of $Z^1$.

**Construction 5.12.** For any $s = 1, 2$, we do the following construction.

1. For each oriented edge $e^Z_{ij,s} \subset Z^1_s$ with $i < j$ contained in $\partial_p Z^1_s$, we map it to the oriented geodesic segment homotopic to $i_s(e_{ij})$ relative to endpoints, via a homeomorphism. Note that these geodesic segments have length contained in $[2 \log R, 2 \log R + 4\epsilon]$ (by Lemma 5.6 (1)).

2. For each oriented edge $e^Z_{ij,s} \subset Z^1_s$ with $i < j$ not contained in $\partial_p Z^1_s$, we apply Theorem 2.14 to construct a $\partial$-framed segment $s_{ij,s}$ in $M$ from $m_{i,s}$ to $m_{j,s}$ such that the following conditions hold, and we map $e^Z_{ij,s}$ to the carrier of $s_{ij,s}$ via a homeomorphism.

   a. The length and phase of $s_{ij,s}$ are $\frac{\epsilon}{10}$-close to $2R$ and 0 respectively, and the height of $s_{ij,s}$ is at most $2 \log R + 2$.

   b. Let $k$ be the smallest index so that $n_i, n_j, n_k$ form a triangle in $N^{(2)}$, the initial and terminal frames of $s_{ij,s}$ are $\frac{\epsilon}{10}$-close to $F^M_{ij,k,s}$ and $-F^M_{ij,k,s}$ respectively.

   c. The relative homology class of the carrier of $s_{ij,s}$ in $H_1(M, \{m_{i,s}, m_{j,s}\}; \mathbb{Z})$ equals the relative homology class of $i_s(e_{ij})$.

3. For any oriented edge $e^Z_{ijk,s} \subset Z^1_s$ with $i < j$ that corresponds to $e_{ijk} \subset N^{(1)}$, we apply Theorem 2.14 to construct a $\partial$-framed segment $s_{ijk,s}$ in $M$ from $m_{i,s}$ to $m_{j,s}$ such that the following conditions hold, and we map $e^Z_{ijk,s}$ to the carrier of $s_{ijk,s}$ via a homeomorphism.

   a. The length and phase of $s_{ijk,s}$ are $\frac{\epsilon}{10}$-close to $2R$ and 0 respectively, and the height of $s_{ijk,s}$ is at most $2 \log R + 2$.

   b. The initial and terminal frames of $s_{ijk,s}$ are $\frac{\epsilon}{10}$-close to $F^M_{ijk,s}$ and $-F^M_{ijk,s}$ respectively.

   c. The relative homology class of the carrier of $s_{ijk,s}$ in $H_1(M, \{m_{i,s}, m_{j,s}\}; \mathbb{Z})$ equals the relative homology class of $i_s(e_{ijk})$.

Figure 1 shows the geometry of $j^1(Z^1)$ near a vertex $v_{i,s}$ corresponding to $n_i \in \partial N_0$. 


Remark 5.13. (1) In Construction 5.12 (1), the tangent vector of $j^1(e_{ij,s}^Z)$ at $m_{ik,s}$ is almost $(0,0,1)$ (with respect to the preferred coordinate system), while the tangent vector of $F_{ij,k,s}^M$ is almost $(1,0,0)$. This is the crucial reason why we need extra edges ($e_{ijk}$ and $e_{ijk,s}^Z$) in $N(1)$ and $Z^1$, which takes care of this difference. We map $e_{ij,s}^Z \in \partial_jZ_{0,s}$ to the geodesic segment in the relative homotopy class of $i_k(e_{ij})$, instead of prescribing its tangent vectors at initial and terminal points, since we need to construct proper maps between 3-manifolds with tori boundary.

(2) In Construction 5.12 (2), if we take another vertex $n_{kl}$ of $N$ such that $n_i,n_j,n_k$, also form a triangle in $N(2)$, then we can rechoose frames of $s_{ij,s}$ so that it still satisfies item (2), with respect to $F_{ij,k,s}^M$ and $-F_{ijk}^M$ in item (2) (b). The reason is that $F_{ij} = F_{ijk} \cdot A$ and $-F_{jk} = (-F_{jk}) \cdot A$ for the same $A \in SO(3)$, while $t_4$ is $SO(3)$-equivariant.

(3) In Construction 5.12 (3), by our construction of the triangulation of $N$ near $\partial N_0$ in Construction 5.3 (1), the third coordinate of $\nu_{ij,s}^M$ is at most $\frac{1}{100}$. Up to changing coordinate, we assume that $\nu_{ij,s}^M$ has trivial second coordinate, then it is $\frac{1}{100}$-close to $(1,0,0)$. We suppose that $n_k$ lies to the left of $e_{ij}$, as shown in Figure 2, then $\nu_{ij,s}^M$ is $\frac{1}{20}$-close to $(\frac{1}{2}, \frac{\sqrt{3}}{3}, -\frac{\sqrt{7}}{3})$, and the initial frame of $s_{ijk,s} \in \text{SL}(3)$ is $\frac{1}{5}$-close to $((\frac{3}{4},0), (-1, \frac{\sqrt{3}}{2}, 0), (\frac{1}{2}, 0, \frac{1}{3}))$. See also Remark 5.8.

Moreover, the common perpendicular vector of $j^1(e_{ij,s}^Z)$ and $j^1(e_{ijk,s}^Z)$ at $m_{ik,s}$ is $\frac{1}{5}$-close to $(-\frac{1}{2\sqrt{7}}, \frac{3\sqrt{3}}{2\sqrt{7}}, 0)$. If we consider Figure 2 as a picture of $j^1(Z)$ in $M$, the dihedral angle between the hyperplane determined the above vector and the geodesic triangle homotopic to $T_{jk}$ (relative to vertices) is $\epsilon$-close to $\text{arccos}(((-\frac{1}{2\sqrt{7}}, \frac{3\sqrt{3}}{2\sqrt{7}}, 0) \cdot (-\frac{1}{2}, -\frac{1}{2}, 0)) = \text{arccos}(-\frac{\sqrt{3}}{2}) \approx 0.606\pi$.

Note that this computation will be crucial for our proof of Theorem 5.17 in Section 6.

Before we construct the 2-complex $Z$, we need the following lemma that proves certain closed curves arisen from Construction 5.12 are good curves.

Lemma 5.14. Under the conditions in Construction 5.12, if $R$ is large enough, we have the following good curves.

(1) For any bigon $B_{ijk}$ in $N(2^1)$, the concatenation of $j^1(e_{ij,s}^Z),j^1(e_{ijk,s}^Z)$ is homotopic to a null-homologous $(R_{ij},\epsilon)$-good curve $\gamma_{ijk,s}$ of height at most $2 \log R + 3$ in $M$, with $R_{ij} = R + \log l_{ij} - \log \frac{6}{3+\sqrt{2}}$. Here $l_{ij}$ denotes the length of the Euclidean geodesic segment $i_{\partial,s}(e_{ij})$ and $l_{ij} \in [R, (1+\epsilon)R]$.

(2) For any triangle $\Delta_{ijk}$ in $N(2^1)$ with vertices $n_i,n_j,n_k$, the concatenation of $j^1(e_{ij,s}^Z),j^1(e_{ijk,s}^Z),j^1(e_{kl,s}^Z)$ is an $(R_{ijk},\epsilon)$-good curve $\gamma_{ijk,s}$ of height at most $2 \log R + 3$ in $M$, with

$$R_{ijk} = 3R - (I(\pi - \theta_{ijk} + I(\pi - \theta_{kl} + I(\pi - \theta_{ki}))).$$

(Here $j^1(e_{ij,s}^Z)$ is replaced by $j^1(e_{ijk,s}^Z)$ if $\Delta_{ijk}$ is a modified triangle.) Here $\theta_{ijk}$ is the inner angle of the triangle $\Delta_{ijk}$ at vertex $n_i$. Moreover, if $\Delta_{ijk}$ is
Proof. (1) Note that \( \gamma_{i,j,k,s} \) is null-homologous in \( M \); if \( \Delta_{ij,k} \) is not contained in \( N_{ij}^{(2)} \), then \( \gamma_{i,j,k,1} \cup \gamma_{i,j,k,2} \) is null-homologous in \( M \).

Note that if \( R \) is large enough, all good curves in this lemma have length contained in \([2R, 6R]\).

(2) We prove this result in the case that \( \Delta_{ij,k} \) is a modified triangle. The case of modified triangles can be proved similarly.

The height of \( \gamma_{i,j,k,s} \) is not contained in \( N_{ij}^{(2)} \), so \( \gamma_{i,j,k,1} \cup \gamma_{i,j,k,2} \) is null-homologous in \( M \).

For \( R \) large enough, all good curves in this lemma have length contained in \([2R, 6R]\).

By our constructions of \( \gamma_{i,j,k,s} \), \( \gamma_{i,j,k,1} \) and \( \gamma_{i,j,k,2} \) in Construction 5.12 (2), we equip them with initial and terminal frames as following to get three \( \partial \)-framed segments.
Lemma 5.14. Construction 5.15. We take \( Z \) but we still call it the 1-skeleton of \( Z \).

Now we construct the 2-complex \( Z \).

(1) Recall that \( Z \) consists of two copies of \( Z^1 \), so we have \( Z^1 = Z_1 \) and \( Z_2 \), and for any \( s = 1, 2 \), the restriction of \( j \) to \( Z_s^1 \) equals \( j_s^1 \). We denote the two copies of \( \partial Z^1 \) in \( Z^1 \) by \( \partial_{p} Z^1 \).

(2) For any triangle \( \Delta_{ijk} \) in \( \partial N_0 \) with vertices \( n_i, n_j, \) and any component \( Z_s^1 \) of \( Z^1 \) with \( s, t \in \{1, 2\} \), we paste a triangle \( \Delta_{ijk} \) to \( Z_s^1 \) along the concatenation of edges \( e_{ij}^1, e_{ks}^1, e_{kt}^1 \) in \( Z_s^1 \). Since \( e_{ij}^1 \) is mapped to a path homotopic to \( i_s(e_{ij}) \) (Construction 5.12 (1)) and \( i_s|_{\partial N_0^1(\Delta_{ijk})} \) extends to \( i_{\partial N_0^1} : \partial N_0 \to T_s \) (Lemma 5.6 (4)), the \( j^1 \)-image of this concatenation is null-homotopic in \( M \), and we map the triangle \( \Delta_{ijk} \) to the corresponding totally geodesic triangle in \( M \).

(3) For any bigon \( B_{ijk} \) in \( N_0^2 \) containing an edge \( e_{ij} \subset \partial N_0 \) and for \( s = 1, 2 \), we do the following construction.

By Lemma 5.14 (1), the concatenation of \( j^1(e_{ijk}^1) \) is homotopic to a null-homologous \((R_{ij}, e)\)-good curve \( \gamma_{ijk,s} \) in \( M \) via a nearly geodesic...
two-cornered annulus $A_{ijk,s}$ (see Figure 3 (a)). Let $\vec{w}_{ijk,s}$ be the tangent vector of the shortest geodesic in $A_{ijk,s}$ from $\gamma_{ijk,s}$ to $m_{i,s}$, and let $\vec{v}_{ijk,s} = \vec{w}_{ijk,s} + (1 + \pi i) \in N^1(\sqrt{\gamma_{ijk,s}})$. By Proposition 2.11 and Remark 2.12, two copies of $\gamma_{ijk,s}$ bound an $(R_{ij}, R', \epsilon)$-nearly geodesic subsurface $S_{ijk,s} \cong M$, such that the following hold.

(a) The two feet of $S_{ijk,s}$ on two copies of $\gamma_{ijk,s}$ are both $\frac{\epsilon}{R}$-close to $\vec{v}_{ijk,s}$.

(b) Any essential path in $S_{ijk,s}$ with end points in $\partial S_{ijk,s}$ must have combinatorial length (with respect to the decomposition of $S_{ijk,s}$) at least $R' \epsilon \frac{\pi}{\sqrt{2}}$.

We identify the two boundary components of $S_{ijk,s}$ with the two copies of the nearly geodesic 2-cornered annulus $A_{ijk,s}$ and the above $(R_{ij}, R', \epsilon)$-nearly geodesic subsurface $S_{ijk,s} \cong M$.

(4) For any triangle $\Delta_{ijk}$ in $N^2$ not contained in $\partial N_0$ and any $s = 1, 2$, we do the following construction.

By Lemma 5.14 (2), the concatenation of $j^1(\epsilon_{ij,s}^Z), j^1(\epsilon_{jk,s}^Z), j^1(\epsilon_{ki,s}^Z)$ is homotopic to a null-homologous $(R_{ij,k}, \epsilon)$-good curve $\gamma_{ijk,s}$ via a nearly geodesic three-cornered annulus $A_{ijk,s}$ (see Figure 3 (b)). Let $\vec{w}_{ijk,s}$ be the tangent vector of the shortest geodesic in $A_{ijk,s}$ from $\gamma_{ijk,s}$ to $m_{i,s}$, and let $\vec{v}_{ijk,s} = \vec{w}_{ijk,s} + (1 + \pi i) \in N^1(\sqrt{\gamma_{ijk,s}})$. By Proposition 2.11 and Remark 2.12, two copies of $\gamma_{ijk,s}$ bound an $(R_{ijk}, R', \epsilon)$-nearly geodesic subsurface $S_{ijk,s} \cong M$, such that conditions (a) (b) in item (3) hold.

We identify the two boundary components of $S_{ijk,s}$ with the two copies of the nearly geodesic 3-cornered annulus $A_{ijk,s}$ and the above $(R_{ij,k}, R', \epsilon)$-nearly geodesic subsurface $S_{ijk,s} \cong M$.

(5) Up until now, the 2-complex we have constructed has (at least) two components, one containing $Z_1^{1,1} \cup Z_2^{1,1}$ and one containing $Z_1^{2,2} \cup Z_2^{2,2}$. For any triangle $\Delta_{ijk}$ in $N^2$ not contained in $N^2(\gamma)$, we do the following construction.

By Lemma 5.14 (3), for any $s = 1, 2$, the concatenation $j^1(\epsilon_{ij,s}^Z), j^1(\epsilon_{jk,s}^Z), j^1(\epsilon_{ki,s}^Z)$ is homotopic to an $(R_{ij,k}, \epsilon)$-good curve $\gamma_{ijk,s}$ via a three-cornered annulus $A_{ijk,s}$ in $M$, and $\gamma_{ijk,1} \cup \gamma_{ijk,2}$ is null-homologous in $M$. Let $\vec{w}_{ijk,s}$ be the tangent vector of the shortest geodesic in $A_{ijk,s}$ from $\gamma_{ijk,s}$ to $m_{i,s}$, and let $\vec{v}_{ijk,s} = \vec{w}_{ijk,s} + (1 + \pi i) \in N^1(\sqrt{\gamma_{ijk,s}})$. By Proposition 2.11 and Remark 2.12, two copies of $\gamma_{ijk,1} \cup \gamma_{ijk,2}$ bound an $(R_{ijk}, R', \epsilon)$-nearly geodesic surface $S_{ijk} \cong M$, such that conditions (a) (b) in item (3) hold, with $S_{ijk,s}$ replaced by $S_{ijk}$.

We identify the four boundary components of $S_{ijk}$ with two copies of concatenations of $\epsilon_{ij,1}^Z, \epsilon_{ij,2}^Z, \epsilon_{ki,1}^Z, \epsilon_{ki,2}^Z$ in $Z_1^{1,1} \cup Z_1^{2,2}$ and $Z_2^{1,1} \cup Z_2^{2,2}$ respectively. The restriction of $j$ on $S_{ijk}$ is naturally defined by two copies of the nearly geodesic 3-cornered annuli $A_{ijk,1} \cup A_{ijk,2}$, and the above $(R_{ijk}, R', \epsilon)$-nearly geodesic subsurface $S_{ijk} \cong M$.

Note that the surfaces $S_{ijk,s}$ and $S_{ijk}$ in Construction 5.15 (3), (4), (5) may not be connected, so $Z$ may not be connected and has at most four connected
components. One can actually work harder as in \cite{LM} to make sure these surfaces are connected, but we choose to save some work here.

Alternatively, \( Z \) is obtained from four copies of \( N^{(2)} \), denoted by \( N_1^{(2),1}, N_2^{(2),1}, N_1^{(2),2}, N_2^{(2),2} \) respectively, by making the following modifications.

1. Each triangle in \( N^{(2)} \cap \partial N_0 \) is not modified.
2. For any bigon \( B_{ijk} \) or triangle \( \Delta_{ijk} \) in \( N^{(2)} \gamma \setminus \partial N_0 \) and any \( s = 1, 2 \), the two copies of \( B_{ijk} \) or \( \Delta_{ijk} \) in \( N_s^{(2),1}, N_s^{(2),2} \) are replaced by a compact orientable surface \( S_{ijk,s} \) with two boundary components.
3. For each triangle \( \Delta_{ijk} \) in \( N^{(2)} \) not contained in \( N^{(2)}_\gamma \), its four copies are replaced by a compact orientable surface \( S_{ijk} \) with four boundary components.

5.3. Contraction of virtual proper domination. In this section, we construct the desired finite cover \( M' \) of \( M \) and the proper non-zero map \( f : M' \to N \), modulo a \( \pi_1 \)-injectivity result (Theorem 5.17).

Recall that the 1-skeleton \( Z^{(1)} \) of \( Z \) has four identical components. So \( Z \) has at most four components, and we take a component of \( Z \) that contains the least number (one, two or four) of components of the 1-skeleton. We abuse notation and still denote this component by \( Z \), and we still denote the restriction of \( j \) on this component by \( j \).

The next section is devoted to prove the \( \pi_1 \)-injectivity of \( j : Z \leftrightarrow M \) and some further refinements. To state this result, we first need to define a compact 3-manifold \( Z \) with boundary.

Recall that the cellulation of \( N_0 \) in Construction 5.4 induces a handle structure on a compact neighborhood \( \mathcal{N}(N_0) \) of \( N_0 \). Let \( \mathcal{N}^{(1)} \) be the union of 0- and 1-handles of this handle structure. Then we define a compact oriented 3-manifold \( Z \) as following.

Contraction 5.16. (1) We start with four copies of \( \mathcal{N}^{(1)} \), denoted by \( \mathcal{N}_1^{(1),1}, \mathcal{N}_2^{(1),1}, \mathcal{N}_1^{(1),2}, \mathcal{N}_2^{(1),2} \) respectively.

(2) For any triangle \( \Delta_{ijk} \) contained in \( N^{(2)} \cap \partial N_0 \), the corresponding 2-handle is pasted to \( \mathcal{N}^{(1)} \) along an annulus \( L_{ijk} \). Then for each copy of \( \mathcal{N}^{(1)} \), we attach a 2-handle along the same annulus \( L_{ijk} \).
(3) For any bigon $B_{ijk}$ or triangle $\Delta_{ijk}$ in $N_{1}(2) \setminus \partial N_{0}$, the corresponding 2-handle is pasted to $N(2)$ along an annulus $L_{ijk}$. For any $s = 1, 2$, we take the surface $S_{ijk,s}$ constructed in Construction 5.15 (3) or (4), which has two boundary components. Then we attach $S_{ijk,s} \times I$ to $N_{s}^{(1),1} \cup N_{s}^{(1),2}$ via an orientation reversing homeomorphism from $\partial S_{ijk,s} \times I$ to copies of $L_{ijk}$ in $N_{s}^{(1),1} \cup N_{s}^{(1),2}$.

(4) For any triangle $\Delta_{ijk}$ in $N(2)$ not contained in $N_{1}(2)$, the corresponding 2-handle is pasted to $N(1)$ along an annulus $L_{ijk}$. We take the surface $S_{ijk}$ constructed in Construction 5.15 (5), which has four boundary components. Then we paste $S_{ijk} \times I$ to the four copies of $N(1)$ via an orientation reversing homeomorphism from $\partial S_{ijk} \times I$ to the four copies of $L_{ijk}$.

Then we take $\mathcal{Z}$ to be the component of the resulting manifold containing the least number $(1, 2$ or $4)$ of components of $N^{(1)}$.

In the construction of $\mathcal{Z}$ (Construction 5.16), after the second step, we obtain four copies of the same 3-manifold, which is homeomorphic to the union of $N^{(1)}$ and a neighborhood of $\partial N_{0}$. Here each copy has a unique boundary component homeomorphic to the torus. Since further constructions in Construction 5.16 do not affect these four tori, we obtain at most four tori components of $\partial \mathcal{Z}$ and we denote their union by $\partial_{\mathcal{Z}} \mathcal{Z}$.

Now we can state the result to be proved in Section 6.

**Theorem 5.17.** For any small $\epsilon \in (0, 10^{-2})$, there exists $R_{0} > 0$ depending on $M$ and $\epsilon$, such that the following statement holds for any $R > R_{0}$. If the construction of $j : \mathcal{Z} \hookrightarrow M$ satisfies all conditions in Constructions 5.11, 5.12, 5.15 (involving $\epsilon$ and $R$), then $j : \mathcal{Z} \hookrightarrow M$ is $\pi_{1}$-injective and the $\pi_{1}$-image $j_{*}(\pi_{1}(\mathcal{Z})) < \pi_{1}(M)$ is a geometrically finite subgroup.

Moreover, the convex core of the covering space $\tilde{M}$ of $M$ corresponding to $j_{*}(\pi_{1}(\mathcal{Z})) < \pi_{1}(M)$ is homeomorphic to the 3-manifold $\mathcal{Z} \setminus \partial_{\mathcal{Z}} \mathcal{Z}$ as oriented manifolds, and the cusp ends of $\mathcal{Z}$ corresponding to $\partial_{\mathcal{Z}} \mathcal{Z}$ are mapped to $T_{1} \cup T_{2} \subset \partial M$ via the covering map.

The proof of Theorem 5.17 is more complicated than proofs of corresponding $\pi_{1}$-injectivity results in [Sun2] and [Sun5], since the construction of the mapped-in 2-complex $j : \mathcal{Z} \hookrightarrow M$ is more complicated. The proof of Theorem 5.17 is more geometric, which is in different flavor from other constructions in this section, so we defer its proof to Section 6.

For $N(2)$, it has a unique boundary component homeomorphic to the torus, and we denote it by $\partial_{\mathcal{Z}} N(2)$. The following elementary property of $\mathcal{Z}$ is important for the construction of virtual domination.

**Lemma 5.18.** There exists a proper map $g : (\mathcal{Z}, \partial \mathcal{Z}) \to (N(2), \partial N(2))$ of $\deg(g) \in \{1, 2, 4\}$, such that $g^{-1}(\partial_{\mathcal{Z}} N(2)) = \partial_{\mathcal{Z}} \mathcal{Z}$, and the restriction of $g$ on each component of $\partial_{\mathcal{Z}} \mathcal{Z}$ is an orientation preserving homeomorphism to $\partial_{\mathcal{Z}} N(2)$.

**Proof.** We construct $g$ by following the steps in Construction 5.16 that constructs $\mathcal{Z}$.

At first, $g$ maps one, two or four copies of $N(1)$ in $\mathcal{Z}$ to $N(1) \subset N(2)$ by identity. Then $g$ maps each 2-handle in $\mathcal{Z}$ corresponding to $\Delta_{ijk} \subset \partial N_{0}$ to the corresponding 2-handle in $N(2)$ by homeomorphism. So $g$ maps $\partial_{\mathcal{Z}} \mathcal{Z}$ to $\partial_{\mathcal{Z}} N(2)$, and the restriction
of $g$ on each component of $\partial_p Z$ is an orientation preserving homeomorphism to $\partial_p N^{(2)}$.

In steps (3), (4) of Construction 5.16, each 2-handle in $N^{(2)}$ not contained in $\partial N_0$ corresponds to a bigon $B_{ijk}$ or triangle $\Delta_{ijk}$, and it gives $(S_{ijk,1} \times I) \cup (S_{ijk,2} \times I)$ or $S_{ijk} \times I$ in $Z$. Then each component of $(S_{ijk,1} \times I) \cup (S_{ijk,2} \times I)$ or $S_{ijk} \times I$ in $Z$ is mapped to the corresponding 2-handle $B_{ijk} \times I$ or $\Delta_{ijk} \times I$ in $N^{(2)}$, via the product of a pinching map on surfaces and the identity on $I$. Then we get a proper map $g : (Z, \partial Z) \to (N^{(2)}, \partial N^{(2)})$ that maps $\partial Z \setminus \partial_p Z$ to $\partial N^{(2)} \setminus \partial_p N^{(2)}$.

We have $\text{deg}(g) \in \{1, 2, 4\}$ since $g^{-1}(N^{(1)})$ consists of 1, 2 or 4 copies of $N^{(1)}$, and the restriction of $g$ on each such component is identity.

$$\Box$$

Now we are ready to prove Theorem 5.1.

**Proof of Theorem 5.1.** At first, we consider $M$ as a noncompact 3-manifold with cusp ends. We take small $\epsilon > 0$ and large enough $R > 0$ such that Constructions 5.12, 5.15 and Theorem 5.17 hold, and we construct a mapped in 2-complex $j : Z \mapsto M$. By Theorem 5.17, $j_* : \pi_1(Z) \to \pi_1(M)$ is injective and the convex core of $j_*(\pi_1(Z)) < \text{Isom}_+ (\mathbb{H}^3)$ is homeomorphic to $Z \setminus \partial_p Z$. Let $\tilde{M}$ be the covering space of $M$ corresponding to $j_*(\pi_1(Z)) < \pi_1(M)$, then it contains a submanifold homeomorphic to $Z \setminus \partial_p Z$, such that ends of $Z \setminus \partial_p Z$ correspond to cusp ends of $\tilde{M}$.

Now we chop off cusp ends of $\tilde{M}$ and consider it as a compact 3-manifold with boundary. As a manifold with boundary, $\tilde{M}$ contains a compact submanifold homeomorphic to $Z$ such that $Z \cap \partial M = \partial_p Z$.

By Agol’s celebrated result that hyperbolic 3-manifold groups are LERF ([Agol2]), the covering map $\tilde{M} \to M$ factors through a finite cover $M'$ of $M$, such that $Z$ is mapped into $M'$ via embedding, we have $Z \cap \partial M' = \partial_p Z$.

Recall that we have a handle decomposition of a neighborhood $N(N_0)$ of $N_0$, and we can identify $N(N_0)$ with $N$. By Lemma 5.18, there is a proper map $g : (Z, \partial Z) \to (N^{(2)}, \partial N^{(2)})$ such that $g^{-1}(\partial_p N^{(2)}) = \partial_p Z$ and $\text{deg}(g) \in \{1, 2, 4\}$. Note that each component of $\partial N^{(2)} \setminus \partial_p N^{(2)}$ is the boundary of a 3-cell, which is homeomorphic to $S^2$. Then we extend $g$ to a proper map $f : M' \to N$ as following.

Let $K$ be a component of $M' \setminus Z$, then $K$ is disjoint from $\partial_p Z$ and $\partial K$ is the union of $\partial_1 K = K \cap \partial M'$ and $\partial_0 K = K \cap \partial Z$. Then $\partial_1 K$ has a neighborhood $\partial_1 K \times I$ in $K$. Since $g$ maps each component of $\partial_1 K \subset \partial Z$ to an $S^2$-component of $\partial N^{(2)}$ that bounds a 3-cell, we first map $\partial_1 K \times I \subset K$ to a union of 3-cells in $N_0$ that maps $\partial_1 K \times 0 = \partial_0 K$ via $g$ and maps $\partial_1 K \times 1$ to centers of 3-cells. Then we map $K \setminus (\partial_1 K \times I)$ to a graph in $N(N_0)$ such that each component of $\partial_1 K \times 1$ is mapped to the corresponding center of 3-cell and each component of $\partial_0 K$ is mapped to a point in $\partial(N(N_0))$. Moreover, we can assume that this graph misses $N^{(1)}$. By the above definition of $f$ on components of $M' \setminus Z$, we get a proper map $f : (M', \partial M') \to (N(N_0), \partial N(N_0)) = (N, \partial N)$.

For any point $p \in N^{(1)}$, we have $f^{-1}(p) = g^{-1}(p)$, while $f$ and $g$ have the same local mapping degree at $f^{-1}(p)$. So $\text{deg}(f) = \text{deg}(g) \in \{1, 2, 4\}$ holds.  $$\Box$$
5.4. **Proof of Theorem 1.3.** The proof of Theorem 1.3 is similar to the proof of Theorem 1.2, and we sketch the proof in the following.

We start with a compact oriented mixed 3-manifold $M$ with tori boundary such that its boundary intersects with a hyperbolic JSJ piece, and a compact oriented 3-manifold $N$ with tori boundary.

At first, Propositions 4.2 and 4.5 imply the following hold.

- $M$ has a finite cover $M'$ with two boundary components $T_1, T_2$ contained in the same hyperbolic JSJ piece $M'_0 \subset M'$, such that the kernel of $H_1(T_1 \cup T_2; \mathbb{Z}) \to H_1(M'_0; \mathbb{Z})$ induced by inclusion contains an element that has nontrivial components in both $H_1(T_1; \mathbb{Z})$ and $H_1(T_2; \mathbb{Z})$.
- $N$ is virtually 2-dominated by a one-cusped oriented hyperbolic 3-manifold $N'$.

By the argument at the beginning of Section 5 (Theorem 5.1 implies Theorem 1.2), it suffices to prove that $M'$ virtually dominates $N'$ with virtual mapping degree in $\{1, 2, 4\}$. By abusing notation, we still use $M$ and $N$ to denote $M'$ and $N'$ respectively, and use $M_0$ to denote the hyperbolic piece of $M$ containing $T_1, T_2 \subset \partial M$.

Then we take a geometric cellulation of $N$ as in Constructions 5.3 and 5.4, and construct instructional maps and homomorphisms as in Lemma 5.6, with $M$ replaced by $M_0$. Then we choose small enough $\epsilon > 0$ and large enough $R > 0$, and follow Constructions 5.10, 5.11, 5.12 and 5.15 to construct a map $j : Z \to M_0$.

By Theorem 5.17 (to be proved in Section 6), if $R$ is large enough, $j : Z \to M_0$ is $\pi_1$-injective, and the convex core of $\pi_1(Z) < \pi_1(M_0) < \text{Isom}_+ (\mathbb{H}^3)$ is homeomorphic to $Z \setminus \partial_p Z$.

So the covering space $\tilde{M}_0$ of $M_0$ corresponding to $j_*(\pi_1(Z)) < \pi_1(M_0)$ contains a submanifold homeomorphic $Z \setminus \partial_p Z$, and $\partial_p Z$ corresponds to cusp ends of $\tilde{M}_0$. Now we chop off cusp ends of $\tilde{M}_0$ and consider it as a compact 3-manifold with tori boundary, the corresponding $\tilde{M}_0$ contains a compact submanifold homeomorphic to $Z$ such that $\partial M_0 \cap Z = \partial_p Z$, and $\partial M_0 \cap Z$ is mapped to $T_1 \cup T_2 \subset \partial M_0 \cap \partial M$.

Let $\tilde{M}$ be the covering space of $M$ corresponding to $j_*(\pi_1(Z)) < \pi_1(M_0) < \pi_1(M)$, then it contains a submanifold homeomorphic to $\tilde{M}_0$. Since $\partial M$ contains the tori boundary components $T_1, T_2$ of $M_0$, $Z \subset \tilde{M}_0$ is also a compact submanifold of $\tilde{M}$ such that $\partial \tilde{M} \cap Z = \partial_p Z$. Since $j : Z \to M$ maps into a JSJ hyperbolic piece $M_0 \subset M$, by [Sun3] (which heavily relies on [Agol2]), $j_*(\pi_1(Z))$ is a separable subgroup of $\pi_1(M)$. Then by [Sco], there is an intermediate finite cover $M'$ of $\tilde{M} \to M$, such that $Z$ is mapped into $M'$ via embedding, and $Z \cap \partial M' = \partial_p Z$ holds.

Again, we identify $N$ with a neighborhood $\mathcal{N}(N_0)$ of $N_0$, which has an induced handle structure. By Lemma 5.18, there is a proper map $g : (Z, \partial Z) \to (\mathcal{N}(2), \partial \mathcal{N}(2))$ such that $g^{-1}(\partial_p \mathcal{N}(2)) = \partial_p Z$ and $\deg(g) \in \{1, 2, 4\}$. Then we extend $g$ to a proper map $f : (M', \partial M') \to (\mathcal{N}(N_0), \partial \mathcal{N}(N_0))$. For each component $K$ of $M' \setminus Z$, the map $f$ can be defined exactly as in the proof of Theorem 5.1, which maps each component of $K \cap \partial M'$ to a point in $\partial \mathcal{N}(N_0)$. Then we have $\deg(f) = \deg(g) \in \{1, 2, 4\}$. 

6. Proof of $\pi_1$-injectivity

In this section, we devote to prove the $\pi_1$-injectivity result Theorem 5.17, and the proof is more difficult than the $\pi_1$-injectivity results in [Sun2] and [Sun5]. One reason is that our constructions of $Z$ and $j : Z \to M$ are more complicated. The more important reason is that the induced map $j : \tilde{Z} \to M = \mathbb{H}^3$ on universal covers is not a quasi-isometric embedding.

We sketch the structure of this section in the following. In Section 6.1, we define a (ideal) 3-complex $Z^3$ that contains $Z$ as a deformation retract, then we define a family of representations $\rho_t : \pi_1(Z^3) \to \text{Isom}(\mathbb{H}^3)$ and a family of maps $\tilde{j}_t : \tilde{Z}^3 \to \mathbb{H}^3$ that is $\rho_t$-equivariant, such that $\tilde{j}_1|_Z = j$ and $\rho_1 = j_*$. In Section 6.2, we prove that $\tilde{j}_0 : \tilde{Z}^3 \to \mathbb{H}^3$ is a quasi-isometric embedding and some further details, via a more complicated definition of modified sequence than in [Sun2]. In Section 6.3, we prove that any $\tilde{j}_1$ is a quasi-isometric embedding, and finish the proof of Theorem 5.17.

6.1. An extension of $Z$ and a family of maps. By Construction 5.15 (2), for any $s, t \in \{1, 2\}$, each triangle $\Delta_{ijk} \subset \partial N_0$ gives a triangle $\Delta_{ijk,s}^{Z,t}$ in $Z$ with $s, t \in \{1, 2\}$. If we fix $s$ and $t$, then the union of all such $\Delta_{ijk,s}^{Z,t}$ gives a torus $T^s \subset Z$. Each $T^s \subset Z$ is combinatorially isomorphic to $\partial N_0$, and the restriction of $j$ on $T^s$ is homotopic to a covering map to $T_s \subset M$. Since both $T_1$ and $T_2$ are peripheral tori in $M$, the lifting of $j : T^s \to M$ to the universal cover is not a quasi-isometric embedding, so neither is $j : \tilde{Z} \to M = \mathbb{H}^3$. To treat this undesired situation, we extend $Z$ to an ideal 3-complex $Z^3$ as following.

**Definition 6.1.** For each triangulated torus $T^s \subset Z$ with $s, t = 1, 2$, we take a cone over $T^s$ and delete the cone point, and denote the resulting ideal 3-complex by $C(T^s)$. We define $Z^3$ to be the union of $Z$ and all these $C(T^s)$.

It is clear that $Z^3$ deformation retracts to $Z$. For any vertex $v_{i,s}^t$, edge $e_{ij,s}^t$ and triangle $\Delta_{ij,s}^{Z,t}$ (copies of $v_i, e_{ij}, \Delta_{ij} \subset T^s$) contained in $T^s$, their cones give an edge, a triangle and a tetrahedron in $Z^3$ respectively, with the cone point deleted. We denote these cones by $e_{ij,s}^{Z,t}$, $\Delta_{ij,s}^{Z,t}$ and $T_{ij}^{Z,t}$, respectively.

We define $j_1 : Z^3 \to M$ as following, which is an extension of $j : Z \to M$. We require that $j_1$ maps $e_{i\infty,s}^{Z,t}$ to the geodesic ray from $j(v_{i,s}^t)$ to the ideal point corresponding to the cusp end $T_s$ of $\partial M$, maps $\Delta_{ij,s}^{Z,t}$ to the ideal triangle given by $j(e_{ij,s}^{Z,t})$ and the ideal point, and maps $T_{ij}^{Z,t}$ to the ideal tetrahedron given by $j(\Delta_{ij,s}^{Z,t})$ and the ideal point. To prove Theorem 5.17, the main step is to prove that the lifting $\tilde{j}_1 : \tilde{Z}^3 \to \tilde{M} = \mathbb{H}^3$ of $j_1 : Z^3 \to M$ to the universal cover is a quasi-isometric embedding.

Now we define a family of maps $\{\tilde{j}_t : \tilde{Z}^3 \to \mathbb{H}^3 \mid t \in [0, 1]\}$ (the map given by $t = 1$ is the above $\tilde{j}_1$) and a family of representations $\{\rho_t : \pi_1(Z^3) \to \text{Isom}(\mathbb{H}^3) \mid t \in [0, 1]\}$, such that $\tilde{j}_0$ is $\rho_t$-equivariant. We also have the property that $\tilde{j}_0$ maps each component of the preimage of $Z \setminus Z^{(1)}$ in $\tilde{Z}^3$ to a totally geodesic subsurface of $\mathbb{H}^3$.

The map $\tilde{j}_1 : \tilde{Z}^3 \to \tilde{M}$ gives us the following parameters. All parameters are similar to the ones given in Parameter 5.4 of [Sun5], except items (3) and (4).
Parameter 6.2. (1) For each vertex \( v_{1,s} \) \( \in Z(0) \) and each edge \( e_{ij,s}^{Z,t} \subset Z(1) \setminus \partial_pZ(1) \) (or \( e_{ij,k,s}^{Z,t} \) adjacent to \( v_{i,s} \)), the initial frame of \( s_{ij,s} \) (or \( s_{ij,k,s} \)) equals \( F_{ijk} \cdot A_{ij,s} \) (or \( F_{ijk} \cdot A_{ij,k,s} \) for some \( A_{ij,s} \in SO(3) \) (or \( A_{ij,k,s} \)) that is \( \frac{1}{\nu} \)-close to \( id \in SO(3) \) (see Construction 5.12 (2) (b) and (3) (b)).

(2) For each edge \( e_{ij,s}^{Z,t} \subset Z(1) \setminus \partial_pZ(1) \) (or \( e_{ij,k,s}^{Z,t} \)), the complex length of the associated \( \partial \)-framed segment \( s_{ij,s} \) (or \( s_{ij,k,s} \)) equals \( 2R + \lambda_{ij,s} \) (or \( 2R + \lambda_{ij,k,s} \)) for some complex number \( \lambda_{ij,s} \) (or \( \lambda_{ij,k,s} \)) with modulus at most \( \frac{1}{\nu} \) (see Construction 5.12 (2) (a) and (3) (a)).

(3) For each edge \( e_{ij,s}^{Z,t} \subset \partial_pZ(1) \), \( j(e_{ij,s}^{Z,t}) \) is homotopic to an Euclidean geodesic segment \( g_{ij,s} \) in the horotorus \( T_{s} \subset M \) of length \( (1 + \tau_{ij,s})R \) with \( |\tau_{ij,s}| < \epsilon \), (see Construction 5.12 (1) and Lemma 5.6 (1).)

(4) For each vertex \( v_{1,s} \subset \partial_pZ(1) \), we take a preferred edge \( e_{ij,s}^{Z,t} \subset \partial_pZ(1) \), and let \( u_{k} \) be the vertex of \( N \) such that \( u_{i},u_{j},u_{k} \) form a triangle in \( N^{(2)} \) not contained in \( \partial N_{0} \), and \( u_{k} \) lies to the left of the edge \( e_{ij} \) (as in Figure 2). Let \( F_{i,s} = (j(v_{i,s}^{k}),\vec{v}_{ij,s},\bar{n}_{i,s}) \) be the frame based at \( j(v_{i,s}^{k}) \) such that \( \vec{v}_{ij,s} \) is tangent to \( g_{ij,s} \) (in item (3)) and \( \bar{n}_{i,s} \) is tangent to \( j_{1}(v_{i,s}^{k}) \). Then we have \( F_{ij,s}^{M} = F_{i,s} \cdot X \cdot B_{i,s} \), where \( X \in SO(3) \) satisfies \( (\vec{v}_{2},\vec{v}_{3},(\vec{v}_{2} \times \vec{v}_{3})^{T}) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix} \cdot X \) for vectors \( \vec{v}_{2},\vec{v}_{3} \) in Remark 5.8 and \( B_{i,s} \in SO(3) \) is \( \epsilon \)-close to \( id \in SO(3) \).

(5) For each decomposition curve \( C \) of some surface \( S_{ijk,s} \) (or \( S_{ijk} \)) and is not an inner cuff of any hamster wheel, the corresponding good curve has complex length \( 2R' + \xi_{C}, \) for some complex number \( \xi_{C} \) with \( |\xi_{C}| < 2\epsilon \) (the condition of \( (R',\epsilon) \)-good curves).

(6) For each hamster wheel \( H \) in some \( S_{ijk,s} \) or \( S_{ijk} \), it has \( R' \) rungs (common perpendicular segments of its two outer cuffs) \( r_{H,1},\ldots,r_{H,R'} \), and these rungs divide both outer cuffs \( \epsilon,c' \) to \( R' \) geodesic segments \( s_{H,1},\ldots,s_{H,R'} \) and \( s'_{H,1},\ldots,s'_{H,R'} \) respectively. Then for any \( i = 1,\ldots,R' \), the complex distance between \( c \) and \( c' \) along \( r_{H,i} \) is \( R'-2 \log \sinh 1+\mu_{H,i} \) with \( |\mu_{H,i}| < \frac{1}{\nu} \) (equation (2.9.1) of [KW]); and for any \( i = 1,\ldots,R'-1 \), the complex distance between \( r_{H,i} \) and \( r_{H,i+1} \) along \( s_{H,i} \) and \( s'_{H,i} \) are \( 2+\nu_{H,i} \) and \( 2+\nu'_{H,i} \) respectively, with \( |\nu_{H,i}|,|\nu'_{H,i}| < \frac{1}{\nu} \) (equation (2.9.3) of [KW]).

(7) For each decomposition curve \( C \) of some surface \( S_{ijk,s} \) (or \( S_{ijk} \)), the feet of its two adjacent good components differ by \( 1+\pi i+\eta_{C}, \) for some complex number \( \eta_{C} \) with \( |\eta_{C}| < 100\epsilon \) (the \( (R,\epsilon) \)-well-matched condition in Section 2.10 of [KW]) and \( |\eta_{C}| < \frac{1}{\nu} \) if formal feet are defined on both sides of \( C \). Here if \( C \) is contained in \( \partial S_{ijk,s} \), the foot from the three-cornered annulus (or two-cornered annulus) \( A_{ijk,s} \) is the foot of the shortest geodesic segment from \( \gamma_{ijk,s} \) to a preferred vertex \( v_{1,s} \), as in Construction 5.15 (3) (4) (5).

So we have parameters

\[ A_{ij,s},A_{ijk,s},B_{i,s} \in SO(3), \]
\[ \lambda_{ij,s},\lambda_{ijk,s},\xi_{C},\eta_{C},\mu_{H,i},\nu_{H,i},\nu'_{H,i} \in \mathbb{C}, \quad \tau_{ij,s} \in \mathbb{R} \]

associated to \( j_{1} : Z^{3} \triangleright M \), and these parameters are very small with respect to metrics of \( SO(3), \mathbb{C} \) and \( \mathbb{R} \), respectively.
Note that the data in Parameter 6.2 (5) and (6) determine shapes of all \((R', \epsilon)\)-good components, as in the discussion after Parameter 5.4 of [Sun5].

For any \(t \in [0, 1]\), we take parameters

\[
\begin{align*}
    & tA_{ij,s}, tA_{ijk,s}, tB_{i,s} \in SO(3), \\
    & t\lambda_{ij,s}, t\lambda_{ijk,s}, t\xi_C, t\nu_{H,i}, t\nu_{H,s}, t\nu'_{H,i} \in \mathbb{C}, \quad t\tau_{ij,s} \in \mathbb{R}.
\end{align*}
\]

Here for any \(A \in SO(3)\) close to id, \(tA\) denotes the image of \(t \in [0, 1]\) under the shortest geodesic \([0, 1] \to SO(3)\) from id to \(A\). These parameters give rise to a map \(\tilde{j}_t : \tilde{Z}^3 \to \mathbb{H}^3\) that is equivariant with respect to a representation \(\rho_j : \pi_1(Z^3) \to Isom_+ (\mathbb{H}^3)\), and \(\tilde{j}_t\) can be defined by a developing argument as following.

We use \(Z'\) to denote the subcomplex of \(Z^3\) consisting of following pieces:

- \(Z^{(1)} \subset Z\) (as in Construction 5.11),
- all triangles \(\Delta_{ijk,s} \subset Z\) corresponding to triangles \(\Delta_{ijk} \subset \partial N_0\),
- all ideal edges \(e_{ij,s} \subset Z\), ideal triangles \(\Delta_{ij,\infty,s}\), and ideal tetrahedra \(T_{ijk,\infty,s}\).

We define \(Z''\) to be the union of \(Z'\) and all decomposition curves and boundary components of \(S_{ijk,s}\) and \(S_{ijk}\). The inclusion \(Z'' \to Z^3\) is \(\pi_1\)-injective on each component. We further define \(Z'''\) to be the union of \(Z''\) and following pieces:

- For each two-cornered or three-cornered annulus \(A_{ijk,s} \subset Z \subset Z^3\), take an edge from a vertex \(v^1_{i,s}\) to the corresponding good curve \(\gamma_{ijk,s}\).
- For each pair of pants in \(Z \subset Z^3\), take all of its short seams between adjacent inner cuffs, and \(2R'\) seams from two outer cuffs to all inner cuffs.
- For each hamster wheel in \(Z \subset Z^3\), take its three seams.

Let \(\pi : \tilde{Z}^3 \to Z^3\) be the universal cover of \(Z^3\), then each component of \(\pi^{-1}(Z') = \tilde{Z}' \subset \tilde{Z}^3\) is the universal cover of a component of \(Z'\). We also use \(\pi_M : \mathbb{H}^3 \to M\) to denote the universal cover of \(M\). The construction of \(\tilde{j}_t : \tilde{Z}^3 \to \mathbb{H}^3\) is given in the following.

Construction 6.3. We will first define \(\tilde{j}_t : \tilde{Z}^3 \to \mathbb{H}^3\) on \(\tilde{Z}''' = \pi^{-1}(Z'') \subset \tilde{Z}^3\), by the following steps.

1. We start with a vertex \(\tilde{v}^{1,1}_{i,j} \in \tilde{Z}^3\) such that \(\pi(\tilde{v}^{1,1}_{i,j}) = v^{1,1}_{i,j}\), and a point \(p \in \mathbb{H}^3\) such that \(\pi_M(p) = j(v^{1,1}_{i,j}) \in M\). Then we have an isometry of tangent spaces \((d\pi_M)_p : T_p \mathbb{H}^3 \to T_{\pi_M(p)}(M)\), and we define \(\tilde{j}_t(\tilde{v}^{1,1}_{i,j}) = p\).

2. Let \(\tilde{e}^{Z,1}_{ij,1} \subset Z\) be an edge from \(\tilde{v}^{1,1}_{i,j}\) to another vertex \(\tilde{v}^{1,1}_{i,j}\) such that it projects to \(e^{Z,1}_{ij,1} \subset Z\) \(\partial_p Z\). We map \(\tilde{e}^{Z,1}_{ij,1}\) to a geodesic segment in \(\mathbb{H}^3\) of length \(R + t \text{Re}(\lambda_{ij,1})\) from some \(q \in \mathbb{H}^3\), such that its tangent vector at \(p\) is the tangent vector of \(F^M_{ij,1}(t) := (d\pi_M)^{-1}_p (F^M_{ij,k,1} \cdot tA_{ij,1})\).

We parallel transport \(-F^M_{ij,1}(t)(t\text{Im} \lambda_{ij,1}) \cdot (tA_{ij,1})^{-1}\) along this geodesic segment to get a frame \(F^M_{ij,k,1}(t) \in SO_q(\mathbb{H}^3)\). Here \(F^M_{ij,k,1}(t)(t\text{Im} \lambda_{ij,1})\) denotes the frame rotation of \(F^M_{ij,1}(t)\) by angle \(t\text{Im} \lambda_{ij,1}\). Then we take an isometry \(T_q \mathbb{H}^3 \to T_q(\tilde{v}^{1,1}_{i,j}) M\) that identifies \(F^M_{ij,k,1}(t)\) with \(F^M_{ij,k,1} \in SO_q(\tilde{v}^{1,1}_{i,j})\)(M). Under this identification, we can further define the map \(\tilde{j}_t\) on edges adjacent to \(\tilde{v}^{1,1}_{i,j}\) that do not project to \(\partial_p Z\), as in item (1).
(3) If \( v^{1}_{i,1} \) corresponds to a vertex \( n_{i} \in \partial N_{0} \), then \( v^{1}_{i,1} \) is contained in the torus \( T_{1} \subset \partial_{p}Z \) and let \( \hat{T}_{1}^{3} \) be the component of \( \pi^{-1}(T_{1}) \subset \hat{Z}^{3} \) containing \( \hat{v}^{1}_{i,1} \), then we do the following construction. Let \( \hat{v}^{Z,1}_{i,j,1} \subset \hat{Z}^{(1)} \) be the edge of \( \hat{Z}^{(1)} \) adjacent to \( \hat{v}^{1}_{i,1} \) corresponding to the preferred edge \( e_{ij} \in \partial N_{0} \) as in Parameter 6.2 (4), and let \( n_{k} \) be the vertex of \( N^{(0)} \) as in Figure 2. The geodesic ray starting from \( p = \hat{j}_{i}(\hat{v}^{1}_{i,1}) \) and tangent with the normal vector of 
\[
(d\pi_{M})_{p}^{-1}(F^{M}_{ijk,1} \cdot (X \cdot tB_{1,1})^{-1})
\]
gives an ideal point \( b \in \partial \mathbb{H}^{3} \), and it determines a horoplane \( P \) going through \( p \). Then we take an Euclidean geodesic segment in \( P \) tangent to the tangent vector of \( (d\pi_{M})_{p}^{-1}(F^{M}_{ijk,1} \cdot (X \cdot tB_{1,1})^{-1}) \) with length \( (1 + t_{r_{ij,1}})R \) and map \( \hat{v}^{1}_{i,1} \) to its endpoint. The parameters \( t_{r_{ij,1}} \) (in Parameter 6.2 (3)) inductively give triangles in \( P \) with edge length \( (1 + t_{r_{ij,1}})R \). In this way, we get a map 
(4) For \( \hat{i}_{t} : \hat{T}_{1}^{3} \rightarrow P \) defined in (3), we homotopy each edge in \( \hat{T}_{1}^{3} \) to a geodesic segment in \( \mathbb{H}^{3} \) (relative to endpoints) and each triangle in \( \hat{T}_{1}^{3} \) to the corresponding totally geodesic triangle, to get the desired map \( \hat{j}_{i} : \hat{T}_{1}^{3} \rightarrow \mathbb{H}^{3} \).

(5) For any vertex \( \hat{v}^{1}_{i,1} \) in \( \hat{T}_{1}^{3} \) that corresponds to \( v^{1}_{i,1} \in T_{1}^{3} \), there is a preferred edge \( \hat{v}^{3,1}_{i,j,k,1} \) adjacent to \( \hat{v}^{1}_{i,1} \) in \( \hat{T}_{1}^{3} \). Then we get a frame \( \hat{F}_{ij,k,1} \) based at \( \hat{j}_{i}(\hat{v}^{1}_{i,1}) \) such that its tangent vector is tangent to \( \hat{i}_{t}(\hat{v}^{3,1}_{i,j,k,1}) \) and its normal vector points to \( b \in \partial \mathbb{H}^{3} \). We take the isometry \( T_{\hat{j}_{i}(\hat{v}^{1}_{i,1})} : \hat{F}_{ij,k,1} \rightarrow \mathbb{H}^{3} \) that maps \( \hat{F}_{ij,k,1} \) to \( F^{M}_{ijk,1} \cdot X \cdot (tB_{1,1}) \). Then we construct \( \hat{j}_{i} \) on edges of \( \hat{Z}^{(1)} \) adjacent to \( \hat{v}^{1}_{i,1} \) in \( \hat{T}_{1}^{3} \) as in item (2).

(6) By applying the construction in items (2), (3), (4), (5) inductively, we define \( \hat{j}_{i} \) on the component \( \hat{W} \) of \( \hat{Z'} \subset \hat{Z}^{3} \) containing \( \hat{v}^{1}_{i,1} \), and let \( \hat{W} \) be the image of \( W \) in \( Z' \). Note that when \( t = 0 \), for any triangle \( \Delta_{ijk} \) (or bigon \( B_{ijk} \)) in \( N_{0} \setminus \partial N_{0} \), the \( \hat{j}_{0} \)-image of any component of \( \pi^{-1}(e^{Z,1}_{ijk} \cup e^{Z,1}_{ijk} \cup e^{Z,1}_{ijk}) \) (or \( \pi^{-1}(e^{Z,1}_{ijk} \cup e^{Z,1}_{ijk}) \)) lies in a hyperbolic plane in \( \mathbb{H}^{3} \). For \( \Delta_{ijk} \), this claim follows from item (2) since the normal vector of \( \hat{F}_{ijk,1}(0) \) is parallel transported to the normal vector of \( \hat{F}_{ijk,1}(0) \), and the same holds if \( i, j, k \) are permuted. For \( B_{ijk} \), this claim follows from Remark 5.8 that the \( t = 0 \) case is modeled by an equilateral tessellation of the horoplane.

When \( t = 1 \), \( \hat{j}_{i} \) is exactly the restriction of \( \hat{j} : \hat{Z} \rightarrow \mathbb{H}^{3} \) on \( \hat{W} \). Since \( \hat{j}_{i}|_{\hat{W}} \) is defined by geometric parameters, it induces a representation \( \rho_{t}^{W} : \pi_{1}(\hat{W}) \rightarrow \text{Isom}_{+}(\mathbb{H}^{3}) \), such that \( \hat{j}_{i}|_{\hat{W}} \) is \( \rho_{t}^{W} \)-equivariant.

(7) Now we work on \( \hat{Z}'' \). For any line component \( l \subset \hat{Z}'' \) of the preimage of some \( C \subset \partial S_{ijk,1} \) that is adjacent to \( \hat{W} \), it corresponds to a bi-infinite concatenation of edges in \( \hat{W} \), and \( \hat{j}_{i} \) maps this concatenation to a bi-infinite quasi-geodesic in \( \mathbb{H}^{3} \). We map \( l \) to the bi-infinite geodesic that share end points with the above quasi-geodesic, equivariant under the
Proof. We take $H \tilde{\subset} \text{unit disc of } H^3$. Here $H$ is a subsurface of $H$ on the above metric. These estimates may not be optimal.

Lemma 6.4. If $R > 0$ is large enough, the following estimates hold for $\tilde{Z}^3$, with respect to the above metric.

1. For any vertex $v \in \tilde{Z}^3$ and any edge $e \in \tilde{Z}^{(1)}$ not containing $v$, $d_{\tilde{Z}^3}(v,e) \geq \log R$.
2. For any two distinct 3-dim pieces of $\tilde{Z}^3$, their distance is at least $\frac{9}{10} \log R$.
3. For any two distinct edges $e_1, e_2 \in \tilde{Z}^{(1)}$ that do not share a vertex and do not lie in the same 3-dim piece of $\tilde{Z}^3$, we have $d_{\tilde{Z}^3}(e_1, e_2) \geq \frac{1}{4} \log R$.
4. For any two distinct vertices $v_1, v_2 \in \tilde{Z}^3$, we have $d_{\tilde{Z}^3}(v_1, v_2) \geq \log R$.

\textbf{Proof.} We take $R > 0$ large enough such that $\log R \geq \max \{4, 2I(\pi - \phi_0) + 10, -10 \log (\sin \phi_0)\}$. 

\footnote{Note that $\tilde{Z}^3 \backslash Z'$ is a totally geodesic subsurface of $H^3$, maps each ideal tetrahedron in $\tilde{Z}^3$ to an ideal tetrahedron in $H^3$, and the union of these pieces is $\tilde{Z}^3$. Then $\tilde{j}_0$ pulls back the hyperbolic metric on $H^3$ to metrics on aforementioned pieces of $\tilde{Z}^3$, and further induces a path metric on $\tilde{Z}^3$. Each component of $\tilde{Z}^3 \backslash \tilde{Z}^{(1)}$ is a 2-dim piece or a 3-dim piece of $\tilde{Z}^3$, according to its dimension.}
Figure 4. The shortest path in a piece of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ from $v$ to $e$, without intersecting $\tilde{S}_{ijk,s}$ of $\tilde{S}_{ijk}$.

At first, note that all edges of $\tilde{Z}^{(1)}$ that project to $\partial_p Z$ have length at least $2 \log R$ (Construction 5.12 (1)), and all other edges have length at least $2R - 1 > 2 \log R$ (Construction 5.12 (2)(3)).

(1) Let $e$ be an edge of $\tilde{Z}^{(1)}$, let $v$ be a vertex of $\tilde{Z}^3$ not contained in $e$, and let $\gamma$ be the shortest oriented path in $\tilde{Z}^3$ from $v$ to $e$.

If $v$ and $e$ do not lie in the closure of the same component of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$, then the interior of $\gamma$ intersects with $\tilde{Z}^{(1)}$ at finitely many edges, and let $e'$ be the first such edge. Then $e'$ and $v$ lie in the same component of the closure of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ and $v$ is not a vertex of $e'$. So it suffices to assume that $v$ and $e$ lie in the closure $C$ of the same component of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$.

(a) We first suppose that $C$ is a 3-dim piece. Let the ideal point corresponding to $C$ be $\infty$, then the projection of $C$ gives a tessellation of $\mathbb{R}^2$ consisting of equilateral triangles of length $R$. A computation in hyperbolic geometry gives $d_{\tilde{Z}^3}(v,e) > \log R$. So we can assume that $C$ is a 2-dim piece.

(b) If $\gamma$ intersects with the preimage of some surface piece $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, Remark 2.12 implies that $d_{\tilde{Z}^3}(v,e) = l(\gamma) \geq R > \log R$. So $\gamma$ does not intersect with any $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, and is homotopic to a concatenation of subsegments of edges in $\tilde{Z}^{(1)}$ relative to endpoints, as shown in Figure 4.

(c) There must be $k \geq 2$ edges in Figure 4, and all edges have length at least $2 \log R$ except the last one. Since $v$ lies in a 2-dim piece, each inner angle between edges is at least $\phi_0$. If the last edge has length at least $\frac{1}{4} \log R$, then Lemma 3.2 (1) implies

$$d_{\tilde{Z}^3}(v,e) = l(\gamma) \geq (k - 1) \cdot 2 \log R + \frac{1}{4} \log R - (k - 1)(I(\pi - \phi_0) + 1) \geq \log R.$$ 

If the last edge has length less than $\frac{1}{4} \log R$, then Lemma 3.2 (1) implies

$$d_{\tilde{Z}^3}(v,e) = l(\gamma) \geq (k - 1) \cdot 2 \log R - (k - 2)(I(\pi - \phi_0) + 1) - \frac{1}{4} \log R \geq \log R.$$
Let $C_1, C_2$ be two distinct 3-dim pieces of $\tilde{Z}^3$, then $C_1 \cap C_2 = \emptyset$ holds. Let $\gamma$ be the shortest path in $\tilde{Z}^3$ between $C_1$ and $C_2$. We call intersections of $\gamma$ with 3-dim and 2-dim pieces of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ as 3-dim subsegments and 2-dim subsegments of $\gamma$. We can assume that $\gamma$ does not have any 3-dim subsegment, otherwise the proof can be reduced to a subsegment of $\gamma$. So we can assume that $\gamma$ only has 2-dim subsegments.

(a) If $\gamma$ intersects with some component of $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, then $d_{\tilde{Z}^3}(v,e) = l(\gamma) \geq R > \log R$ as in (1) (b). So we assume that $\gamma$ does not intersect with any such $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, and the intersection of $\gamma$ with 2-dim pieces of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ are as shown in Figure 5 (a) and (b).

(b) If a 2-dim subsegment of $\gamma$ is homotopic to a concatenation of $k \geq 3$ subsegments of edges of $\tilde{Z}^{(1)}$ relative to endpoints, as in Figure 5 (a), then all such subsegments have lengths at least $2 \log R$ except the first and last one. We divide into three cases. If both the first and last subsegments of edges have length at least $\frac{1}{4} \log R$, by Lemma 3.2 (1), we have

$$l(\gamma) \geq \frac{1}{4} \log R + (k-2)2 \log R - (k-1)(I(\pi - \phi_0) + 1)$$

$$= \frac{3}{2} \log R + (2k - 5)(\log R - 2I(\pi - \phi_0) - 2) + (3k - 9)(I(\pi - \phi_0) + 1) \geq \log R.$$

If exactly one of the first and last subsegment of edges has length at least $\frac{1}{4} \log R$, we have

$$l(\gamma) \geq \frac{1}{4} \log R + (k-2)2 \log R - (k-2)(I(\pi - \phi_0) + 1) - \frac{1}{4} \log R$$

$$= \frac{3}{2} \log R + (2k - 11)(\log R - 2I(\pi - \phi_0) - 2) + (3k - 9)(I(\pi - \phi_0) + 1) \geq \log R.$$

If both the first and last subsegments of edges have length at most $\frac{1}{4} \log R$, we have

$$l(\gamma) \geq (k-2)2 \log R - (k-3)(I(\pi - \phi_0) + 1) - 2 \cdot \frac{1}{4} \log R$$

$$= \frac{5}{4} \log R + (2k - 23)(\log R - 2I(\pi - \phi_0) - 2) + (3k - 17)(I(\pi - \phi_0) + 1) \geq \log R.$$

(c) By (2) (b) above, we can assume that only Figure 5 (b) shows up. If all subsegments of edges in Figure 5 (b) have length less than $\log R$, since all edges of $\tilde{Z}^{(1)}$ have length at least $2 \log R$, the vertices in each occurrence of Figure 5 (b) must be the same vertex, contradicting with the fact that $\gamma$ connects two distinct 3-dim pieces. So some subsegment of edge in Figure 5 (b) must have length at least $\log R$. Since the angle in Figure 5 (b) is at least $\phi_0$, a computation in hyperbolic geometry gives $\sinh(l(\gamma)) \geq \sinh(\log R) \cdot \sin \phi_0$, thus

$$l(\gamma) \geq \log R + \log(\sin \phi_0) > \frac{9}{10} \log R.$$
(3) Let $e_1, e_2$ be two distinct edges of $\tilde{Z}^{(1)}$ that do not share a vertex and do not lie in the same 3-dim piece of $\tilde{Z}^3$. Let $\gamma$ be the shortest path in $\tilde{Z}^3$ between $e_1$ and $e_2$. If $\gamma$ intersects with a component of $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, then $l(\gamma) \geq \log R$ as in (1) (b) above. So we assume that $\gamma$ does not intersect with any such $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, and we consider the intersection of $\gamma$ with components of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$, as the following cases.

(a) If $\gamma$ has a 2-dim subsegment as shown in Figure 5 (a), with $k \geq 3$ edges in $\tilde{Z}^{(1)}$ show up in the picture. Then (2) (b) implies $l(\gamma) \geq \log R$ holds. So we can assume that all 2-dim subsegments of $\gamma$ are as shown in Figure 5 (b).

(b) If some subsegment of edge in Figure 5 (b) has length at least $\frac{2}{3} \log R$, then the argument as in (2) (c) implies $l(\gamma) > \frac{2}{3} \log R + \log (\sin \phi_0) > \frac{1}{4} \log R$. So we can assume that, for any 2-dim subsegment of $\gamma$ as in Figure 5 (b), all subsegments of edges have length smaller than $\frac{1}{4} \log R$.

(c) We call concatenations of adjacent 2-dim subsegments of $\gamma$ as 2-dim pieces of $\gamma$, and we also call 3-dim subsegments of $\gamma$ as 3-dim pieces. Note that by (3) (b), each 2-dim piece of $\gamma$ lies in the link of a vertex of $\tilde{Z}^3$. In particular, $\gamma$ can not be a single 2-dim piece, since $e_1$ and $e_2$ do not share a vertex of $\tilde{Z}^3$, thus $\gamma$ must contain at least one 3-dim piece.

(d) If $\gamma$ contains two 3-dim pieces, since each 3-dim piece of $\tilde{Z}^3$ is convex (as a subset of $\mathbb{H}^3$), these two 3-dim pieces of $\gamma$ must be contained in two distinct 3-dim pieces of $\tilde{Z}^3$. Then item (2) implies that $l(\gamma) \geq \frac{9}{10} \log R$ holds. So we can assume that $\gamma$ has at most one 3-dim piece.

(e) So $\gamma$ is a concatenation of one 2-dim piece, one 3-dim piece and one 2-dim piece. It is possible that one 2-dim piece of $\gamma$ may degenerate, but these 2-dim pieces can not both degenerate, since $e_1$ and $e_2$ do not lie in the same 3-dim piece of $\tilde{Z}^3$.

If exactly one of the two 2-dim pieces of $\gamma$ degenerates, we assume that the degenerated edge contains the terminal point of $\gamma$. The unique 2-dim piece of $\gamma$ lies in the the $(\frac{1}{4} \log R)$-neighborhood of a vertex $v$.

Then $v$ is a vertex of $e_1$, and is contained in a 3-dim piece $C$ of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$. Since $e_1$, and $e_2$ do not share a vertex, $e_2$ is contained in $C$ and does not have $v$ as its vertex. By (1), $d_{\tilde{Z}^3}(e_2, v) \geq \log R$ holds. So we have $l(\gamma) \geq \log R - \frac{3}{4} \log R = \frac{1}{4} \log R$.

If neither two 2-dim pieces of $\gamma$ degenerate, then there are two vertices $v_1$ and $v_2$ of the same 3-dim piece $C$ of $\tilde{Z}^3$, such that the two 2-dim pieces of $\gamma$ lie in $(\frac{3}{4} \log R)$-neighborhoods of $v_1$ and $v_2$ respectively. Since $e_1$ and $e_2$ do not share a common vertex, $v_1$ and $v_2$ are two distinct vertices of $C$. Since $d_{\tilde{Z}^3}(v_1, v_2) = d_C(v_1, v_2) \geq 2 \log R$ holds, we have $l(\gamma) \geq 2 \log R - 2 \cdot \frac{3}{4} \log R = \frac{1}{4} \log R$.

(4) Let $v_1, v_2$ be two distinct vertices of $\tilde{Z}^3$, and let $\gamma$ be the shortest path in $\tilde{Z}^3$ between $v_1$ and $v_2$. If $\gamma$ intersects with some component of $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, or if $\gamma$ intersects with some 2-dim piece of $\tilde{Z}^3$ as in Figure 5 (a) with $k \geq 3$, then (1)(b) and (2)(b) imply $l(\gamma) \geq \log R$ hold, respectively. So we assume that each 2-dim subsegment of $\gamma$ is as shown in Figure 5 (b).
Figure 5. Intersection of $\gamma$ and components of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$.

(a) If the initial point $v_1$ of $\gamma$ is contained in a 2-dim subsegment of $\gamma$, as in Figure 5 (b), then the subsegment of edge containing $v_1$ has length at least $2 \log R$. So as in (2)(c), we have $l(\gamma) \geq \log R$.

(b) If the initial point $v_1$ of $\gamma$ is contained in a 3-dim subsegment of $\gamma$, then the other end point of this 3-dim subsegment is contained in an edge not containing $v_1$. Then by (1), we have $l(\gamma) \geq \log R$.

6.2. Estimation on the ideal model of $Z$. In this section, we prove the following result on the map $\tilde{j}_0 : \tilde{Z}^3 \to \mathbb{H}^3$ defined in the last section.

**Proposition 6.5.** Given the metric on $\tilde{Z}^3$, for large enough $R > 0$, the following statements hold.

1. The map $\tilde{j}_0 : \tilde{Z}^3 \to \mathbb{H}^3$ is a quasi-isometric embedding.
2. The representation $\rho_0 : \pi_1(Z^3) \to \text{Isom}_+(\mathbb{H}^3)$ is injective.
3. The map $\tilde{j}_0 : \tilde{Z}^3 \to \mathbb{H}^3$ is an embedding.
4. The convex core of $\mathbb{H}^3 / \rho_0(\pi_1(Z^3))$ is homeomorphic to the 3-manifold $Z \setminus \partial pZ$ in Theorem 5.17, as oriented manifolds.

The idea of the proof of Proposition 6.5 is similar to proofs of corresponding results in [Sun2] and [Sun5], but the actual proof is more complicated, since the construction of the 3-complex $Z^3$ is more involved. In particular, we will have a more complicated definition of the modified sequence.

We take large enough $R$ so that there is an $L$ satisfying the following inequality:

$$(6.1) \quad \max \{1000, 2I(\pi - \phi_0)\} \leq L \leq \frac{1}{320} \log R.$$ 

Here $\phi_0$ is defined in Notation 5.7 (3).

For any two points $x, y \in \tilde{Z}'' = \tilde{Z}''/\tilde{Z}^3$, we will estimate $d_{\mathbb{H}^3}(\tilde{j}_0(x), \tilde{j}_0(y))$. Let $\gamma$ be the shortest path in $\tilde{Z}^3$ from $x$ to $y$, and we will assume that $\gamma$ intersects with $\tilde{Z}^{(1)}$ nontrivially in its interior. Let $x_1, x_2, \cdots, x_n$ be the intersection points of $\gamma \cap \tilde{Z}^{(1)}$ that follow the orientation of $\gamma$. If $\gamma$ contains a subsegment of an edge in $\tilde{Z}^{(1)}$, we only record the endpoints of this subsegment. This sequence $x_1, x_2, \cdots, x_n$ is called the intersection sequence of $\gamma$, and let $x_0 = x$ and $x_{n+1} = y$. We use $\gamma_i = x_ix_{i+1}$ to denote the subsegment of $\gamma$ (and the geodesic segment) from $x_i$ to $x_{i+1}$. Such a $\gamma_i$ is called a 3-dim piece of $\gamma$ if it is contained in the union of ideal tetrahedra of $\tilde{Z}^3$.

Now we make the following assumption on $\gamma$. 

Assumption 6.6. For the segment \( \overline{x_1y} \), we assume the following hold.

1. Either \( x \) is a vertex of \( \mathbb{S}^3 \), or \( x \) lies on an edge of \( \mathbb{S}^{(1)} \) and its distance to any vertex of \( \mathbb{S}^3 \) is at least \( L \), or the distance between \( x \) and any vertex of \( \mathbb{S}^3 \) is at least \( L + \frac{1}{100} \log R \).
2. If \( \overline{x_1y} \) is not a 3-dim piece, then \( d(x, x_1) \geq \frac{1}{100} \log R \).

We also assume the same condition holds for \( \overline{yn} \).

If \( \gamma \) satisfies Assumption 6.6, we construct the modified sequence of \( \gamma \) as following.

Construction 6.7. For any \( i = 1, \cdots, n \), we do the following modification.

1. If neither \( \gamma_{i-1} \) nor \( \gamma_i \) are 3-dim pieces and both of following hold:
   - \( d(x_i, v_i) < L \) holds for some vertex \( v_i \neq x_i \) (then \( x_i \) and \( v_i \) lie on the same edge of \( \mathbb{S}^3 \) and \( v_i \) is unique, by Lemma 6.4 (1)(4)).
   - \( d(x_{i-1}, x_i) < \frac{1}{100} \log R \) or \( d(x_i, x_{i+1}) < \frac{1}{100} \log R \).
   Then we replace \( x_i \) by \( v_i \).

2. If \( \gamma_{i-1} \) or \( \gamma_i \) is a 3-dim piece, then exactly one of them is. Without loss of generality, we assume \( \gamma_i \) (from \( x_i \) to \( x_{i+1} \)) is a 3-dim piece, and \( \gamma_{i-1} \) is not. Then we do the following two steps.
   a. If \( d(x_i, v_i) < L \) for some vertex \( v_i \neq x_i \) and \( d(x_{i-1}, x_i) < \frac{1}{100} \log R \), we replace \( x_i \) by \( v_i \). Similarly, if \( d(x_{i+1}, v_{i+1}) < L \) for some vertex \( v_{i+1} \neq x_{i+1} \), then \( x_{i+1} \neq y \) and \( x_{i+2} \) exists by Assumption 6.6 (1). In this case, if \( d(x_{i+1}, x_{i+2}) < \frac{1}{100} \log R \), we replace \( x_{i+1} \) by \( v_{i+1} \).
   b. If the modification in Step I is done for \( x_i \) but not for \( x_{i+1} \) and \( d(x_{i+1}, v_i) < L \), then by Lemma 6.4 (1), \( v_i \) is contained in an edge containing \( x_{i+1} \), and we replace \( x_{i+1} \) by \( v_i \). We do a similar process if the modification in Step I is done for \( x_{i+1} \) but not for \( x_i \).

Note that during the modification process, if some \( x_i \) is replaced by \( v_i \), then they lie on the same edge of \( \mathbb{S}^{(1)} \) and we must have \( d(x_i, v_i) < L \).

After doing the above process, by replacing certain \( x_i \) by corresponding vertices of \( \mathbb{S}^3 \), we get the modified sequence \( x = y_0, y_1, \cdots, y_m, y_{m+1} = y \) of \( \gamma \). Note that a few points in the intersection sequence might be replaced by the same point \( y_i \). Then \( y_i \) and \( y_{i+1} \) lie in the same component of \( \mathbb{S}^3 \setminus \mathbb{S}^{(1)} \). Each component of \( \mathbb{S}^3 \setminus \mathbb{S}^{(1)} \) is either a simply connected convex hyperbolic surface with piecewise geodesic boundary, or a convex hyperbolic 3-manifold obtained by an infinite union of ideal tetrahedra. Let \( \gamma_i' = \overline{y_i y_{i+1}} \) be the shortest path in the piece of \( \mathbb{S}^3 \setminus \mathbb{S}^{(1)} \) from \( y_i \) to \( y_{i+1} \), and we say that \( \gamma_i' \) is a 2-dim or a 3-dim piece if it lies in a 2-dim or a 3-dim piece of \( \mathbb{S}^3 \setminus \mathbb{S}^{(1)} \), respectively. We define the modified path \( \gamma' \) of \( \gamma \) to be the concatenation of \( \gamma_0', \gamma_1', \cdots, \gamma_m' \).

Any \( y_i \) that also lies in the intersection sequence of \( \gamma \) is called an unmodified point, otherwise it is called a modified point. Any \( \gamma_i' \) that is also a piece of \( \gamma \) is called an unmodified piece of \( \gamma' \).

We will prove a few properties of the modified path in the following.

Lemma 6.8. If \( \gamma \) satisfies Assumption 6.6, then for any \( i = 0, 1, \cdots, m \), \( \gamma_i' \) is either an unmodified 3-dim piece or satisfies \( l(\gamma_i') \geq L \).

Proof. Case I. If both \( y_i \) and \( y_{i+1} \) are modified points, by Lemma 6.4 (4), we have \( l(\gamma_i') = d(y_i, y_{i+1}) \geq \log R \geq L \).
The next job is to estimate the angle $\angle y_{i-1} y_i y_{i+1}$. To obtain this estimate, we first prove the following lemma.

**Case II.** If both $y_i$ and $y_{i+1}$ are unmodified points, we divide into following sub-cases.

- If $\gamma'_i$ is a 3-dim piece, then it is unmodified and the result trivially holds. So we assume that $\gamma'_i$ is not a 3-dim piece in the following.

- If $y_i = x$ of $y_{i+1} = y$, we assume $y_i = x$ without loss of generality. Then Assumption 6.6 (2) implies $l(\gamma'_i) = d(y_i, y_{i+1}) \geq \frac{1}{100} \log R > L$. So we assume that $y_i$ and $y_{i+1}$ are not $x$ and $y$ respectively.

- If $\gamma'_i$ intersects with any component of $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, then $l(\gamma'_i) \geq R > L$, by Remark 2.12.

- If $\gamma'_i$ does not intersect with $\tilde{S}_{ijk,s}$ or $\tilde{S}_{ijk}$, we have two cases. If $l(\gamma'_i) \geq \frac{1}{100} \log R$, then the result trivially holds. If $l(\gamma'_i) < \frac{1}{100} \log R$, then by Lemma 6.4 (3), $y_i$ and $y_{i+1}$ must lie on two adjacent edges of $\tilde{Z}^{(1)}$, with a common vertex $v$. Then we must have $d(y_i, v), d(y_{i+1}, v) \geq L$, otherwise $y_i$ or $y_{i+1}$ should be modified in Construction 6.7 (1) or (2)(a). Since we have $\angle y_i v y_{i+1} \geq \phi_0$ (Notation 5.7 (3)), we get

$$d(y_i, y_{i+1}) \geq d(y_i, v) + d(y_{i+1}, v) - I(\pi - \phi_0) \geq 2L - I(\pi - \phi_0) \geq L.$$  

**Case III.** If exactly one of $y_i$ and $y_{i+1}$ is modified, we assume that $y_i$ is unmodified and $y_{i+1}$ is modified. Then there are $x_i$ and $x_{i+1}$ in the intersection sequence of $\gamma_i$ such that $x_i = y_i$ and $x_{i+1}$ is modified to $y_{i+1}$ (in Construction 6.7). If $y_i = x_i = x$, then since $y_{i+1}$ is a vertex of $\tilde{Z}^3$ and distinct from $y_i$, Assumption 6.6 (1) implies $d(y_i, y_{i+1}) \geq L$. So we assume that $y_i \neq x$ in the following, thus it lies on an edge of $\tilde{Z}^{(1)}$.

If $y_i$ and $y_{i+1}$ do not lie on the same edge of $\tilde{Z}^{(1)}$, since $y_{i+1}$ is a vertex of $\tilde{Z}^{(1)}$, Lemma 6.4 (1) implies $d(y_i, y_{i+1}) \geq \log R > L$.

So $y_i$ and $y_{i+1}$ lie on the same edge, and the picture is shown in Figure 6. Suppose that $d(y_i, y_{i+1}) < L$ holds. Since $x_{i+1}$ is modified to $y_{i+1}$, we have $d(x_i, x_{i+1}, y_{i+1}) < L$. Since $x_i = y_i$, we have $d(x_i, x_{i+1}) < 2L < \frac{1}{100} \log R$. If $\gamma_{i}^{x_i x_{i+1}}$ is not a 3-dim piece, then $x_i$ should be modified, according to Construction 6.7 (1) or (2)(a), and we get a contradiction. If $\gamma_{i}^{x_i x_{i+1}}$ is a 3-dim piece, then the fact that $x_{i+1}$ is modified implies that $x_i$ should be modified, according to Construction 6.7 (2)(b), which is impossible. So we must have $d(y_i, y_{i+1}) \geq L$.

The proof is done. \qed
Lemma 6.9. We suppose that $\gamma$ satisfies Assumption 6.6. Let $x_i, x_{i+1}$ be two consecutive points in the intersection sequence of $\gamma$ with $x_i \neq x$, such that when producing the modified sequence, $x_i$ is not modified (thus $y_i = x_i$) and $x_{i+1}$ is replaced by $y_{i+1}$, then the following hold.

1. If $\overline{x_i x_{i+1}}$ is not a 3-dim piece, then $\angle x_{i+1} y_i y_{i+1} \leq 2e^{-\frac{\eta}{2}}$.
2. If $\overline{x_i x_{i+1}}$ is a 3-dim piece, while $x_i$ and $y_{i+1}$ do not lie in the same edge of $\hat{Z}^{(1)}$, then $\angle x_{i+1} y_i y_{i+1} \leq 2e^{-\frac{\eta}{2}}$.
3. If $\overline{x_i x_{i+1}}$ is a 3-dim piece, while $x_i$ and $y_{i+1}$ lie in the same edge of $\hat{Z}^{(1)}$, then $\angle x_{i+1} y_i y_{i+1} < \frac{\pi}{2}$.

Proof. Since $x_{i+1}$ is replaced by $y_{i+1}$, by Construction 6.7, we have $d(x_{i+1}, y_{i+1}) < L$. Since $y_i y_{i+1}$ is a piece of the modified sequence and is not an unmodified 3-dim piece, Lemma 6.8 implies $d(x_i, y_{i+1}) = d(y_i, y_{i+1}) \geq L$.

Case I. Suppose that $y_i = x_i$ does not lie in any edge of $\hat{Z}^{(1)}$ containing $y_{i+1}$. Since $y_{i+1}$ is a vertex of $\hat{Z}^{(1)}$, by Lemma 6.4 (1), we have $d(y_i, y_{i+1}) \geq \log R$. Then we get

$$\angle x_{i+1} y_i y_{i+1} \leq 2 \sin \angle x_{i+1} y_i y_{i+1} \leq 2 \left( \frac{d(y_i, y_{i+1})}{d(y_i, y_{i+1})} \right) \leq 2e^{-\frac{\eta}{2}}.$$

So the proof of (2) is done.

Case II. Suppose that $y_i = x_i$ lies in an edge of $\hat{Z}^{(1)}$ containing $y_{i+1}$, the picture is shown in Figure 6.

(a) Suppose that $\overline{x_i x_{i+1}}$ is not a 3-dim piece. Then the triangle in Figure 6 does not lie in a 3-dim piece of $\hat{Z}^{(1)} \setminus \hat{Z}^{(1)}$, we have $\gamma(y_i y_{i+1} x_{i+1}) \geq \phi_0$, and

$$d(y_i, x_{i+1}) \geq d(y_i, y_{i+1}) + d(y_{i+1}, x_{i+1}) - I(\pi - \phi_0) \\
\geq d(y_i, x_{i+1}) + (L - I(\pi - \phi_0)) \geq d(y_{i+1}, x_{i+1}) + \frac{L}{2}.$$  

So we have

$$\angle x_{i+1} y_i y_{i+1} \leq 2 \sin \angle x_{i+1} y_i y_{i+1} \leq 2 \left( \frac{d(y_{i+1}, x_{i+1})}{d(y_i, x_{i+1})} \right) \leq 2e^{-\frac{\eta}{2}}.$$ 

Then equations (6.2) and (6.3) together imply (1).

(b) Suppose that $\overline{x_i x_{i+1}}$ is a 3-dim piece. Then since $x_i$ is not modified, by Construction 6.7 (2)(b), we have $d(y_i, y_{i+1}) \geq L > d(x_{i+1}, y_{i+1})$. So $\angle x_{i+1} y_i y_{i+1} < \frac{\pi}{2}$ holds, and the proof of (3) is done.

The next technical lemma estimates the angle $\angle y_{i-1} y_i y_{i+1}$ in the modified path.

Lemma 6.10. There exists $\eta_0 > 0$ (only depend on the geometry of the triangulation of $N$) such that for large enough $L > 0$ (depending on $\eta_0$) and large enough $R > 0$ (depending on $L$), the following statements hold for any $\gamma$ satisfying Assumption 6.6.

1. If neither $\gamma_{i-1}'$ nor $\gamma_i'$ are unmodified 3-dim pieces, then $\angle y_{i-1} y_i y_{i+1} \geq \eta_0$.
2. If either $\gamma_{i-1}'$ or $\gamma_i'$ is an unmodified 3-dim piece, then $\angle y_{i-1} y_i y_{i+1} \geq \frac{\pi}{2} + \eta_0$.

Note that it is impossible that both $\gamma_{i-1}'$ and $\gamma_i'$ are unmodified 3-dim pieces.
Proof. Recall that the constant $\phi_0 > 0$ defined in Notation 5.7 (3) is a lower bound of all inner angles of triangles in $N$ and all dihedral angles between intersecting totally geodesic triangles in $N$. We take a smaller $\phi_0$ if necessary, such that $\phi_0 \in (0, \frac{\pi}{20})$.

For any vertex $v^Z$ of $\tilde{Z}^3$, we have a subspace $S_{v^Z} \subset T^1_{\tilde{y}(v^Z)} = S^2$, consisting of all unit tangent vectors at $v^Z$ tangent to $\tilde{y}_0$-images of pieces of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ that are adjacent to $v^Z$. If $v^Z$ corresponds to a vertex $v$ in $N_0 \setminus \partial N_0$, $S_{v^Z}$ is a union of finitely many geodesic arcs in $S^2$, and it is determined by the geometry of $N$ near $v$. If $v^Z$ corresponds to a vertex in $\partial N_0$, $S_{v^Z}$ is a union of finitely many geodesic arcs and one hexagon in $S^2$ (corresponding to a 3-dim component of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$, see Figure 1). Moreover, in the second case, $S_{v^Z}$ also depends on $R$. The hexagon degenerates to a point when $R$ goes to infinity, and the limit geometry only depends on the geometry of $N$. The metric on $S^2$ induces a path metric on each $S_{v^Z}$. For fixed $R$, we only have finitely many isometric classes of $S_{v^Z}$, since the vertex set of $\tilde{Z}^{(1)}$ is a finite union of $\pi_1(Z)$-orbits. So there exists $R_0 > 0$ and a constant $\theta_0 > 0$, such that for any $R > R_0$, any vertex $v^Z$ of $\tilde{Z}^3$ and any two vectors $v_1, v_2 \in S_{v^Z} \subset S^2$, if their distance under the path metric of $S_{v^Z}$ is at least $\phi_0$, then the angle between them is at least $\theta_0$.

We take $\eta_0 = \min \{ \frac{\pi}{20}, \frac{\theta_0}{2} \}$. We also take large $L$ and $R$ such that $L > 2 \log \frac{2}{\eta_0} \cdot R > (\frac{\pi}{\eta_0})^{640}$ and equation (6.1) holds. Since the definition of the modified sequence is complicated, we need to run a case-by-case argument.

Case I. We first assume that $y_i$ is an unmodified point.

1. Both $y_{i-1}$ and $y_{i+1}$ are unmodified points. Then the concatenation of $\overline{y_{i-1}y_i}$, $\overline{y_iy_{i+1}}$ is the shortest path in $\tilde{Z}^3$ from $y_{i-1}$ to $y_{i+1}$.

(a) We first suppose that neither of $\overline{y_{i-1}y_i}$, $\overline{y_iy_{i+1}}$ are 3-dim pieces. Since the dihedral angle between corresponding totally geodesic subsurfaces in $\mathbb{H}^3$ is at least $\phi_0$ (Notation 5.7 (3)), we have

$$\angle x_{i-1}x_i x_{i+1} = \angle y_{i-1}y_i y_{i+1} \geq \phi_0 > \eta_0.$$  

(b) We suppose that one of $\overline{y_{i-1}y_i}$, $\overline{y_iy_{i+1}}$ is a 3-dim piece. By the explicit vectors in Remark 5.13 (3), the dihedral angle between the boundary of an ideal tetrahedron and an adjacent geodesic subsurface (not the boundary of an ideal tetrahedron) in $\tilde{Z}^3$ is at least $\arccos\left(-\frac{3}{2}\sqrt{2}\right) > \frac{3}{5}\pi$. So we have

$$\angle x_{i-1}x_i x_{i+1} = \angle y_{i-1}y_i y_{i+1} > \frac{3}{5}\pi > \frac{\pi}{2} + \eta_0.$$ 

Note that equations (6.4) and (6.5) will be repeatedly used in the remainder of this proof.

2. Exactly one of $y_{i-1}$ and $y_{i+1}$ is a modified point, and we assume that $y_{i-1}$ is unmodified and $y_{i+1}$ is modified. Then we have $y_{i-1} = x_{i-1}$, $y_i = x_i$, and $y_{i+1}$ is replaced by $x_{i+1}$ as in Construction 6.7. In particular, we have $d(x_{i+1}, y_{i+1}) < L$ holds.

(a) We first suppose that $\overline{x_{i}x_{i+1}}$ is not a 3-dim piece. Then Lemma 6.9 (1) implies that $\angle x_{i+1}y_{i}y_{i+1} \leq 2 e^{-\frac{L}{2}} < \frac{\pi}{2}$. By equations (6.4) and (6.5) respectively, $\angle y_{i-1}y_{i}x_{i+1}$ is at least $\phi_0$ or $\frac{3}{5}\pi$ in the two cases of this lemma. So we get that $\angle y_{i-1}y_{i}y_{i+1}$ is at least $\eta_0$ or $\frac{\pi}{2} + \eta_0$ in these two cases.
(b) Now we suppose that $\overline{x_ix_{i+1}}$ is a 3-dim piece, then $\overline{x_{i-1}x_i}$ is not a 3-dim piece. So neither $\overline{y_{i-1}y_i}$ nor $\overline{y_iy_{i+1}}$ are unmodified 3-dim pieces, and $d(y_{i-1}, y_i), d(y_i, y_{i+1}) \geq L$ holds by Lemma 6.8.

(i) If $y_i$ and $y_{i+1}$ do not lie on the same edge of $\tilde{Z}^{(1)}$, then Lemma 6.9 (2) implies $\angle x_{i+1}y_iy_{i+1} \leq 2e^{-\frac{\phi}{2}}$, and equation (6.4) implies $\angle y_{i-1}y_1y_{i+1} \geq \eta_0$.

(ii) If $y_i$ and $y_{i+1}$ lie on the same edge of $\tilde{Z}^{(1)}$, then Lemma 6.9 (3) implies $\angle x_{i+1}y_iy_{i+1} \leq \frac{\pi}{2}$. Since $\gamma$ is the shortest path in $\tilde{Z}^3$, equations (6.5) implies

$$\angle y_{i-1}y_iy_{i+1} = \angle x_{i-1}x_iy_{i+1} \geq \angle x_{i-1}x_iy_{i+1} \geq \frac{3}{5} \pi - \frac{\pi}{2} > \eta_0.$$ 

(3) Both $y_{i-1}$ and $y_{i+1}$ are modified points. So $y_i = x_i$, while $y_{i-1}$ and $y_{i+1}$ are modified from $x_{i-1}$ and $x_{i+1}$ respectively. In this case, neither $\overline{y_{i-1}y_i}$ nor $\overline{y_iy_{i+1}}$ are unmodified 3-dim pieces, and $d(y_{i-1}, y_i), d(y_i, y_{i+1}) \geq L$ hold by Lemma 6.8.

(a) Neither $\overline{x_{i-1}x_i}$ nor $\overline{x_iy_{i+1}}$ are 3-dim pieces. By Lemma 6.9 (1), we have $\angle x_{i-1}y_iy_{i+1}, \angle x_{i+1}y_iy_{i+1} \leq 2e^{-\frac{\phi}{2}}$. Then by equation (6.4), we have $\angle x_{i-1}y_iy_{i+1} \geq \phi_0$, so

$$\angle y_{i-1}y_iy_{i+1} \geq \phi_0 - 4e^{-\frac{\phi}{2}} \geq \frac{\phi_0}{2} \geq \eta_0.$$ 

(b) Both $\overline{x_{i-1}x_i}$ and $\overline{x_iy_{i+1}}$ are 3-dim pieces. It is impossible.

(c) Exactly one of $\overline{x_{i-1}x_i}$ and $\overline{x_iy_{i+1}}$ is a 3-dim piece. We assume that $\overline{x_{i-1}x_i}$ is not a 3-dim piece and $\overline{x_iy_{i+1}}$ is a 3-dim piece. By Lemma 6.9 (1), we have $\angle x_{i-1}y_iy_{i+1} \leq 2e^{-\frac{\phi}{2}}$.

- If $y_i$ and $y_{i+1}$ do not lie on the same edge of $\tilde{Z}^{(1)}$, then Lemma 6.9 (2) implies $\angle x_{i+1}y_iy_{i+1} \leq 2e^{-\frac{\phi}{2}}$. Since $\angle x_{i-1}y_iy_{i+1} \geq \phi_0$ (equation (6.4)), we have $\angle y_{i-1}y_iy_{i+1} \geq \phi_0 - 4e^{-\frac{\phi}{2}} \geq \frac{\phi_0}{2} \geq \eta_0$.

- If $y_i$ and $y_{i+1}$ lie on the same edge of $\tilde{Z}^{(1)}$, then Lemma 6.9 (3) implies $\angle x_{i+1}y_iy_{i+1} \leq \frac{\pi}{2}$. Since $\angle x_{i-1}y_iy_{i+1} \geq \frac{3}{5} \pi$ (equation (6.5)), we get

$$\angle y_{i-1}y_iy_{i+1} \geq \angle x_{i-1}y_iy_{i+1} - \angle x_{i-1}y_iy_{i+1} - \angle x_{i+1}y_iy_{i+1} \geq \frac{3}{5} \pi - 2e^{-\frac{\phi}{2}} - \frac{1}{2} \pi \geq \eta_0.$$ 

So the proof of Case I is done.

**Case II**. Now we assume that $y_i$ is a modified point. In this case, there might be several consecutive points $x_1, \cdots, x_{i+k}$ in the intersection sequence of $\gamma$ that are modified to $y_i$, then we have $d(y_i, x_i), \cdots, d(y_i, x_{i+k}) < L$. Note that neither $\overline{y_{i-1}y_i}$ nor $\overline{y_iy_{i+1}}$ are unmodified 3-dim pieces in this case.

(1) Both $y_{i-1}$ and $y_{i+1}$ are unmodified points.

(a) We assume that $k = 0$ holds, then the picture is shown as in Figure 7 (a). This figure shows a flattened picture of $\tilde{Z}^3$ in a hyperbolic plane, while the actual picture is bended in $\mathbb{H}^3$. By Construction 6.7, at least one of $d(x_{i-1}, x_i)$ and $d(x_i, x_{i+1})$ is smaller than $\frac{1}{100} \log R$ and we assume $d(x_{i-1}, x_i) < \frac{1}{100} \log R$. Then we have $d(x_{i-1}, y_i) \leq d(x_{i-1}, x_i) + d(x_i, y_i) < \frac{1}{100} \log R + L$. By Assumption 6.6 (1), even if $x_{i-1} = x$ holds, we know that $x_{i-1}$ lies on an edge of $\tilde{Z}^{(1)}$. Since
(a) We assume that $i$ is not a 3-dim piece, then $\angle x_{i-1}y_{i-1}x_{i} \geq \phi_0$ holds by the definition of $\phi_0$ in Notation 5.7 (3).

(b) We assume that $x_i$ is a modified point and $y_{i-1} = x_{i-1}$ and $y_{i+1} = x_{i+k+1}$ are not.

$$(x_{i-1}, y_i) < \frac{1}{160} \log R + L < \frac{1}{80} \log R,$$ by Lemma 6.4 (1), $x_{i-1}$ and $y_i$ must lie on the same edge of $\hat{Z}^{(1)}$.

- If $\overrightarrow{x_{i-1}x_i}$ is not a 3-dim piece, then $\angle x_{i-1}y_{i-1}x_i \geq \phi_0$ holds by the definition of $\phi_0$.
- If $\overrightarrow{x_{i-1}x_i}$ is a 3-dim piece, then $\overrightarrow{x_{i}x_{i+1}}$ is not a 3-dim piece. Since $x_i$ is a modified point and $x_{i-1}$ is not, by Construction 6.7 (2), we have $d(x_i, x_{i+1}) < \frac{1}{160} \log R$. The same argument as above implies $\angle x_iy_i x_{i+1} \geq \phi_0$.

Let $S$ be the subset of $S^2$ corresponding to vertex $y_i$ given in the beginning of this proof, and let $\overrightarrow{y_{i-1}}$ and $\overrightarrow{y_{i+1}}$ be points in $S$ given by tangent vectors of $\overrightarrow{y_{i-1}}$ and $\overrightarrow{y_{i+1}}$ respectively. The above inequalities on $\angle x_{i-1}y_{i-1}x_i$ and $\angle x_iy_i x_{i+1}$ imply $d_S(\overrightarrow{y_{i-1}}, \overrightarrow{y_{i+1}}) \geq \phi_0$, otherwise the concatenation $\overrightarrow{x_{i-1}x_i} \overrightarrow{x_i x_{i+1}}$ is not the shortest path in $\hat{Z}^3$ from $x_{i-1}$ to $x_{i+1}$. The choice of $\theta_0$ implies $\angle y_{i-1}y_i y_{i+1} = \angle x_{i-1}y_{i-1}x_{i+1} \geq \theta_0 \geq \eta_0$ holds. This argument will be used repeatedly in the following part of this proof, referred as “the argument in Case II (1)(a)”.

(b) We assume that $k = 1$ holds, then the picture is shown in Figure 7 (b).

- If $\overrightarrow{x_{i-1}x_i}$ is not a 3-dim piece, then we have $\angle x_{i-1}y_{i-1}x_{i+1} \geq \phi_0$. The argument in Case II (1)(a) implies $\angle y_{i-1}y_i y_{i+1} = \angle x_{i-1}y_{i-1}x_{i+1} \geq \theta_0 \geq \eta_0$.
- If $\overrightarrow{x_{i}x_{i+1}}$ is a 3-dim piece, then by Construction 6.7 (2), either $d(x_{i-1}, x_i) < \frac{1}{160} \log R$ or $d(x_{i+1}, x_{i+2}) < \frac{1}{160} \log R$ holds. We assume that $d(x_{i-1}, x_i) < \frac{1}{160} \log R$ holds. By Assumption 6.6 (1) and Lemma 6.4 (1) again, even if $x_{i-1} = x$ holds, $x_{i-1}$ lies on an edge of $\hat{Z}^{(1)}$ containing $y_i$. Since $\overrightarrow{x_{i-1}x_i}$ is not a 3-dim piece, we have $\angle x_{i-1}y_{i-1}x_i \geq \phi_0$. The argument in Case II (1)(a) implies $\angle y_{i-1}y_i y_{i+1} = \angle x_{i-1}y_{i-1}x_{i+1} \geq \theta_0 \geq \eta_0$.

(c) We assume that $k \geq 2$ holds, then the picture is shown in Figure 7 (c). Here either $\overrightarrow{x_{i-1}x_{i+1}}$ or $\overrightarrow{x_{i+1}x_{i+2}}$ is not a 3-dim piece, thus either $\angle x_{i-1}y_{i-1}x_{i+1} \geq \phi_0$ or $\angle x_{i+1}y_{i+1}x_{i+2} \geq \phi_0$ holds. Again, the argument in Case II (1)(a) implies $\angle y_{i-1}y_i y_{i+1} = \angle x_{i-1}y_{i-1}x_{i+1} \geq \theta_0 \geq \eta_0$.

(2) Exactly one of $y_{i-1}$ and $y_{i+1}$ is a modified point, and we assume $y_{i-1}$ is modified (from $x_{i-1}$) and $y_{i+1}$ is unmodified (equals $x_{i+k+1}$). Since $y_{i-1}$ and $y_i$ are distinct vertices of $\hat{Z}^{(1)}$, by Lemma 6.4 (4), we have $d(y_{i-1}, y_i) \geq \log R$. Since $x_{i-1}$ and $x_{i}$ are modified to $y_{i-1}$ and $y_i$ respectively, we have
Figure 8. \(y_{i-1}\) and \(y_i\) are modified points, while \(y_{i+1} = x_{i+k+1}\) is not.

\[
d(x_{i-1}, y_{i-1}), d(x_i, y_i) < L. \text{ So we have}
\]

\[
\angle x_{i-1}y_iy_{i-1} \leq 2 \sin \angle x_{i-1}y_iy_{i-1} \leq 2 \frac{\sinh d(x_{i-1}, y_{i-1})}{\sinh d(y_{i-1}, y_i)} \leq 2e^{-\frac{g}{2}}.
\]

Moreover, we have

\[
d(x_{i-1}, x_i) \geq d(y_{i-1}, y_i) - d(x_{i-1}, y_{i-1}) - d(x_i, y_i) \geq \log R - 2L \geq \frac{1}{2} \log R.
\]

Now we claim that \(\angle x_{i-1}y_i x_{i+k+1} \geq \theta_0\) holds, and the proof divides into following cases.

(a) We first assume that \(k = 0\) holds, then the picture is shown in Figure 8 (a). Since \(x_i\) is modified to \(y_i\), by Construction 6.7, \(x_ix_{i+1}\) can not be a 3-dim piece, and we must have \(d(x_i, x_{i+1}) < \frac{1}{100} \log R\). By Assumption 6.6 (1) and Lemma 6.4 (1), even if \(x_{i+1} = y\) holds, \(x_{i+1}\) lies on an edge of \(\tilde{Z}\) containing \(y_i\), and we have \(\angle x_iy_ix_{i+1} \geq \phi_0\). By the argument in Case II (1)(a), we have \(\angle x_{i-1}y_i x_{i+k+1} \geq \theta_0\).

(b) We assume that \(k = 1\) holds, then the picture is shown in Figure 8 (b).

- If \(x_ix_{i+1}\) is not a 3-dim piece, then we have \(\angle x_iy_ix_{i+1} \geq \phi_0\). The argument in Case II (1)(a) implies \(\angle x_{i-1}y_i x_{i+2} \geq \theta_0\).
- If \(x_ix_{i+1}\) is a 3-dim piece, then \(x_{i+1}x_{i+2}\) is not a 3-dim piece. Since \(d(x_{i-1}, x_i) \geq \frac{1}{2} \log R\), by Construction 6.7 (2), we must have \(d(x_{i+1}, x_{i+2}) < \frac{1}{100} \log R\). By Assumption 6.6 (1) and Lemma 6.4 (1), even if \(x_{i+2} = y\) holds, \(x_{i+2}\) lies on an edge of \(\tilde{Z}\) containing \(y_i\), and \(\angle x_{i+1}y_ix_{i+2} \geq \phi_0\) holds. Again, the argument in Case II (1)(a) implies \(\angle x_{i-1}y_i x_{i+2} \geq \theta_0\).

(c) We assume that \(k \geq 2\) holds, then the picture is shown in Figure 8 (c). Then either \(x_ix_{i+1}\) or \(x_{i+1}x_{i+2}\) is not a 3-dim piece, thus either \(\angle x_{i}y_{i}x_{i+1} \geq \phi_0\) or \(\angle x_{i+1}y_{i}x_{i+2} \geq \phi_0\) holds. Again, the argument in Case II (1)(a) implies \(\angle x_{i-1}y_i x_{i+k+1} \geq \theta_0\).

So the claim is established, and we have

\[
\angle y_{i-1}y_iy_{i+1} = \angle y_{i-1}y_i x_{i+k+1} \geq \angle x_{i-1}y_i x_{i+k+1} - \angle x_{i-1}y_{i-1} \geq \theta_0 - 2e^{-\frac{g}{2}} \geq \eta_0.
\]

(3) Both \(y_{i-1}\) and \(y_{i+1}\) are modified points. Then \(y_{i-1}\) and \(y_{i+1}\) are obtained by modifying \(x_{i-1}\) and \(x_{i+k+1}\) respectively. Since \(y_{i-1}, y_i, y_{i+1}\) are distinct vertices of \(\tilde{Z}\), by Lemma 6.4 (4), we have \(d(y_{i-1}, y_i), d(y_i, y_{i+1}) \geq \log R\). By the modification process in Construction 6.7, we have

\[
d(x_{i-1}, y_{i-1}), d(x_i, y_i), \ldots, d(x_{i+k}, y_i), d(x_{i+k+1}, y_{i+1}) < L.
\]
By the computation at the beginning of Case II (2), we have
\[ \angle x_{i-1}y_iy_{i+1}, \angle x_{i+k+1}y_iy_{i+1} \leq 2e^{-\frac{R}{2}}; \quad d(x_{i-1}, x_i), d(x_{i+k}, x_{i+k+1}) > \frac{1}{2} \log R. \]
As in Case II (2), we claim that \( \angle x_{i-1}y_iy_{i+k+1} \geq \theta_0 \), and the proof divides into following cases.

(a) We first assume that \( k = 0 \) holds, then the picture is shown in Figure 9 (a). Since \( d(x_{i-1}, x_i), d(x_i, x_{i+1}) > \frac{1}{2} \log R \), Construction 6.7 implies that \( x_i \) should not be modified. This case is impossible.

(b) We assume that \( k = 1 \) holds, then the picture is shown in Figure 9 (b).

- If \( x_i, x_{i+1} \) is not a 3-dim piece, then we have \( \angle x_{i-1}y_iy_{i+1} \geq \phi_0 \). The argument in Case II (1)(a) implies \( \angle x_{i-1}y_iy_{i+2} \geq \theta_0 \).
- If \( x_i, x_{i+1} \) is a 3-dim piece, then \( d(x_{i-1}, x_i), d(x_{i+k}, x_{i+k+1}) > \frac{1}{2} \log R \). Construction 6.7 (2) implies that \( x_i \) and \( x_{i+1} \) should not be modified. This case is impossible.

(c) We assume that \( k \geq 2 \) holds, then the picture is shown in Figure 9 (c). Then either \( x_i, x_{i+1} \) or \( x_{i+1}, x_{i+2} \) is not a 3-dim piece, thus either \( \angle x_{i-1}y_iy_{i+1} \geq \phi_0 \) or \( \angle x_iy_{i+1}y_{i+2} \geq \phi_0 \) holds. Again, the argument in Case II (1)(a) implies \( \angle x_{i-1}y_iy_{i+k+1} \geq \theta_0 \).

So the claim is established, and we have

\[ \angle y_{i-1}y_iy_{i+1} \geq \angle x_{i-1}y_iy_{i+k+1} - \angle x_{i-1}y_{i+1}y_{i+1} - \angle x_{i+k+1}y_{i+1}y_{i+1} \geq \theta_0 - 4e^{-\frac{R}{2}} \geq \eta_0. \]

The proof of Case II is done and the proof of this lemma is finished. \( \square \)

Now we are ready to prove Proposition 6.5.

**Proof of Proposition 6.5.** We first take \( \eta_0 > 0 \) in Lemma 6.10, and take \( L > 0 \) such that \( \frac{L}{4} \) satisfies the assumption of Proposition 3.5 with respect to \( \frac{\eta_0}{2} \). Then we enlarge \( L \) and take large \( R > 0 \) so that equation (6.1) and Lemma 6.10 hold.

1. \( \tilde{j}_0 : \tilde{Z}^3 \to \mathbb{H}^3 \) is a quasi-isometric embedding. Since \( \tilde{Z}' \) (defined before Construction 6.3) is 2-dense in \( \tilde{Z}^3 \), we only need to prove that the restriction \( \tilde{j}_0 : \tilde{Z}' \to \mathbb{H}^3 \) is a quasi-isometric embedding. More precisely, for any \( x, y \in \tilde{Z}' \), we will prove that

\[
\frac{1}{2} d_{\tilde{Z}^3}(x, y) - \frac{3}{40} \log R - 4L \leq d_{\mathbb{H}^3}((\tilde{j}_0(x), \tilde{j}_0(y))) \leq d_{\tilde{Z}^3}(x, y) + \frac{3}{40} \log R + 4L.
\]
We first do the following two-step modification on \( x \) and \( y \).

**Modification I.** If \( x \) or \( y \) lie in the \( (L + \frac{1}{40} \log R) \)-neighborhood of some vertex of \( \tilde{Z}^3 \) (which is unique by Lemma 6.4 (4)), we replace it by the corresponding vertex. So we can assume that \( x \) and \( y \) are either vertices of \( \tilde{Z}^3 \) or do not lie in the \( (L + \frac{1}{40} \log R) \)-neighborhood of any vertex of \( \tilde{Z}^3 \). Under this assumption, we only need to prove the following estimate, which implies (6.6).

\[
\frac{1}{2}d_{\tilde{Z}^3}(x, y) - \frac{1}{40} \log R \leq d_{\tilde{Z}^3}(\tilde{\gamma}_0(x), \tilde{\gamma}_0(y)) \leq d_{\tilde{Z}^3}(x, y) + \frac{1}{40} \log R. \tag{6.7}
\]

Let \( \gamma \) be the shortest path in \( \tilde{Z}^3 \) from \( x \) to \( y \). If the interior of \( \gamma \) is contained in \( \tilde{Z}^3 \setminus \tilde{Z}^{(1)} \), then \( \tilde{\gamma}_0(\gamma) \) is a geodesic segment in \( \mathbb{H}^3 \), thus \( d_{\tilde{Z}^3}(x, y) = d_{\mathbb{H}^3}(\tilde{\gamma}_0(x), \tilde{\gamma}_0(y)) \) holds and (6.7) holds. So we can assume that \( \gamma \) is not contained in \( \tilde{Z}^3 \setminus \tilde{Z}^{(1)} \).

**Modification II.** We take the intersection sequence \( x_1, \ldots, x_n \). If \( d(x, x_1) < \frac{1}{160} \log R \) or \( d(x, y) < \frac{1}{160} \log R \), we replace \( x \) or \( y \) by \( x_1 \) or \( x_n \), respectively. We still denote the new initial and terminal points by \( x \) and \( y \), and still denote the new shortest path between \( x \) and \( y \) by \( \gamma \). Then we only need to prove the following estimate, which implies (6.7).

\[
\frac{1}{2}d_{\tilde{Z}^3}(x, y) \leq d_{\mathbb{H}^3}(\tilde{\gamma}_0(x), \tilde{\gamma}_0(y)) \leq d_{\tilde{Z}^3}(x, y). \tag{6.8}
\]

We claim that the path \( \gamma \) obtained by Modifications I and II satisfies Assumption 6.6. We will only argue for the initial point \( x \), and the proof for the terminal point \( y \) is the same.

- If we did Modification I for \( x \), then the new \( x \) is a vertex of \( \tilde{Z}^3 \) and its distance to any edge of \( \tilde{Z}^{(1)} \) not containing \( x \) is at least \( \log R \) (by Lemma 6.4 (1)). So Modification II is not applied to \( x \), and Assumption 6.6 holds.
- If we did not do Modification I but did Modification II for \( x \), then the new \( x \) lies on an edge of \( \tilde{Z}^{(1)} \) and its distance to any vertex of \( \tilde{Z}^3 \) is at least \( (L + \frac{1}{80} \log R) - \frac{1}{160} \log R = L + \frac{1}{160} \log R \). After Modification II, if \( \tilde{\pi}x1 \) is not a 3-dim piece and \( d(x, x_1) < \frac{1}{160} \log R \), then the edges of \( \tilde{Z}^{(1)} \) containing \( x \) and \( x_1 \) share a vertex \( v \) (by Lemma 6.4 (3)) and \( \angle xvx_1 \geq \phi_0 \) holds. So we have \( d(x, x_1) \geq d(x, v) + d(v, x_1) - I(\pi - \phi_0) \geq (L + \frac{1}{160} \log R) - I(\pi - \phi_0) > \frac{1}{160} \log R \), which is impossible. So Assumption 6.6 holds in this case. If \( \tilde{\pi}x1 \) is a 3-dim piece, Assumption 6.6 trivially holds.
- If we neither do Modification I nor Modification II for \( x \), then the distance between \( x \) and any vertex of \( \tilde{Z}^3 \) is at least \( L + \frac{1}{80} \log R \) for \( \tilde{\pi}x1 \), and we have \( d(x, x_1) \geq \frac{1}{160} \log R \). So Assumption 6.6 holds.

Now we take the modified sequence \( y_1, \ldots, y_m \) of \( \gamma \), and let \( \gamma'_i \) be the shortest path (in a piece of \( \tilde{Z}^3 \setminus \tilde{Z}^{(1)} \)) from \( y_i \) to \( y_{i+1} \). The modified path \( \gamma' \) is the concatenation of \( \gamma'_0, \gamma'_1, \ldots, \gamma'_m \).

For each consecutive \( \gamma'_i \) and \( \gamma'_{i+1} \) in the modified path \( \gamma \), we have the following possibilities.

- If neither of them are unmodified 3-dim pieces, then Lemma 6.8 implies \( l(\gamma'_i), l(\gamma'_{i+1}) \geq L \), and Lemma 6.10 (1) implies the bending angle is at most \( \pi - \eta_0 \).
• If either $\gamma_i$ or $\gamma_{i+1}$ is an unmodified 3-dim piece, exactly one of them is.

Then Lemma 6.8 implies that one of $l(\gamma_i), l(\gamma_{i+1})$ is at least $L$, and Lemma 6.10 (2) implies the bending angle is at most $\frac{\pi}{2} - \eta_0$.

Then Proposition 3.5 implies

\[(6.9)\]
\[
d_{l^3}(\tilde{j}_0(x), \tilde{j}_0(y)) = l(\gamma_0' \gamma_1' \cdots \gamma_m') \geq \frac{1}{2} \sum_{i=0}^{m} l(\gamma'_i) = \frac{1}{2} \sum_{i=0}^{m} d_{l^3}(y_i, y_{i+1}) \geq \frac{1}{2} d_{l^3}(x, y).
\]

On the other hand, since the metric on $\hat{Z}^3$ is a path metric induced by the metric of $\mathbb{H}^3$, we always have $d_{l^3}(\tilde{j}_0(x), \tilde{j}_0(y)) \leq d_{\hat{Z}^3}(x, y)$. So equation (6.8) holds for the path $\gamma$ obtained after Modifications I and II, thus equation (6.6) holds for any $x, y \in \hat{Z}''$. This implies that

\[(6.10)\]
\[
\frac{1}{2} d_{\hat{Z}^3}(x, y) - \frac{3}{40} \log R - 4L - 8 \leq d_{l^3}(\tilde{j}_0(x), \tilde{j}_0(y)) \leq d_{\hat{Z}^3}(x, y) + \frac{3}{40} \log R + 4L + 8
\]
holds for any $x, y \in \hat{Z}''$, by the 2-denseness of $\hat{Z}'' \subset \hat{Z}^3$. So $\tilde{j}_0 : \hat{Z}^3 \rightarrow \mathbb{H}^3$ is a quasi-isometric embedding.

(2) $\pi_0$-injectivity of $\tilde{j}_0$. Since $\pi_1(Z) \cong \pi_1(\hat{Z}^3)$ is torsion-free and $\tilde{j}_0 : \hat{Z}^3 \rightarrow \mathbb{H}^3$ is $\rho_0$-equivariant, the fact that $\tilde{j}_0$ is a quasi-isometric embedding implies that $\rho_0$ is injective.

Moreover, since $\pi_1(\hat{Z}^3)$ is neither a surface group nor a free group, the covering theorem ([Can]) implies that $\rho_0(\pi_1(\hat{Z}^3)) < \text{Isom}_1(\mathbb{H}^3)$ is a geometrically finite subgroup.

(3) Injectivity of $\tilde{j}_0$. Now we prove that $\tilde{j}_0 : \hat{Z}^3 \rightarrow \mathbb{H}^3$ is injective. For $x, y \in \hat{Z}^3$ such that $d_{\hat{Z}^3}(x, y) > \frac{1}{10} \log R > \frac{3}{20} \log R + 8L + 16$, the left hand side of equation (6.10) implies $\tilde{j}_0(x) \neq \tilde{j}_0(y)$. Moreover, if $x$ and $y$ lie in the same component of $\hat{Z}^3 \setminus \hat{Z}^{(1)}$, then since $\tilde{j}_0$ restricts to an embedding on this component, we have $\tilde{j}_0(x) \neq \tilde{j}_0(y)$.

So we can assume that $d_{\hat{Z}^3}(x, y) \leq \frac{1}{10} \log R$ holds, while $x$ and $y$ lie in different components of $\hat{Z}^3 \setminus \hat{Z}^{(1)}$. We take the shortest path $\gamma$ in $\hat{Z}^3$ from $x$ to $y$ and take the intersection sequence $x_1, \cdots, x_n$. Let $x = x_0$ and $y = x_{n+1}$, and we denote the subpath of $\gamma$ from $x_i$ to $x_{i+1}$ by $\gamma_i$. Then we have $l(\gamma_i) \leq \frac{1}{10} \log R$ for all $i = 0, \cdots, n$.

So for any $\gamma_i$ with $i = 1, \cdots, n - 1$, one of the following hold.

(i) Either $\gamma_i$ is a 3-dim piece.

(ii) Or $\gamma_i$ is a 2-dim piece, and by Lemma 6.4 (3), the two edges of $\hat{Z}^{(1)}$ containing $x_i$ and $x_{i+1}$ share a vertex $v_i$. Moreover, since $\angle x_i, v_i, x_{i+1} \geq \phi_0$, we have $d(x_i, v_i), d(x_{i+1}, v_i) < \frac{1}{20} \log R$.

Moreover, $\gamma$ contains at most one 3-dim piece, since by Lemma 6.4 (2), any two different 3-dim components of $\hat{Z}^3 \setminus \hat{Z}^{(1)}$ have distance at least $\frac{1}{50} \log R$.

Now we prove $\tilde{j}_0(x) \neq \tilde{j}_0(y)$ by dividing into following cases.

(a) If $\gamma$ contains no 3-dim pieces, then all vertices $v_i$ in item (ii) above must be the same vertex, thus $x$ and $y$ lie in two 2-dim pieces of $\hat{Z}^3 \setminus \hat{Z}^{(1)}$ that share a vertex. Since $\tilde{j}_0$ maps these two pieces to two totally geodesic subsurfaces in $\mathbb{H}^3$ that are disjoint except at the common edge or vertex, we have $\tilde{j}_0(x) \neq \tilde{j}_0(y)$. So we can assume that $\gamma$ contains exactly one 3-dim piece in the following.
(b) If $\gamma_0$ or $\gamma_n$ is a 3-dim piece, we assume that $\gamma_0$ is. Then by item (ii) again, the 3-dim piece of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ containing $x$ and the 2-dim piece of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ containing $y$ share a vertex. Then as in case (a), the geometry of $\tilde{j}_0$ implies $\tilde{j}_0(x) \neq \tilde{j}_0(y)$. So we further assume that neither $\gamma_0$ nor $\gamma_n$ are 3-dim pieces, and $n \geq 2$ holds in the following.

(c) If $n = 2$, then $\gamma_1$ is a 3-dim piece. By the proof of Proposition 6.10 Case 1 (1)(b), the bending angle at $y_1$ and $y_2$ are both at most $\frac{2\pi}{3}$, so we have $\tilde{j}_0(x) \neq \tilde{j}_0(y)$. So we can further assume that $n \geq 3$ in the following.

(d) So $n \geq 3$ for some $1 \leq i \leq n - 1$, $\gamma_i$ is the unique 3-dim piece of $\gamma$. Then $x_i$ is $(\frac{2}{3} \log R)$-close to a vertex $v_i$ of $\tilde{Z}^{(1)}$, and $x_{i+1}$ is $(\frac{2}{3} \log R)$-close to a vertex $v_{i+1}$. We must have $v_i = v_{i+1}$, otherwise $d_{\tilde{Z}^3}(v_i, v_{i+1}) \geq \log R$ by Lemma 6.4 (4) and $d_{\tilde{Z}^3}(x_i, x_{i+1}) \geq \frac{1}{2} \log R$, which is impossible. So both $x_i$ and $x_{i+1}$ lie on edges of $\tilde{Z}^{(1)}$ containing $v_i$, and by item (ii), the 2-dim pieces of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$ containing $x$ and $y$ share the vertex $v_i$. So we obtain $\tilde{j}_0(x) \neq \tilde{j}_0(y)$ as in case (a).

The proof of the injectivity of $\tilde{j}_0 : \tilde{Z}^3 \to \mathbb{H}^3$ is finished.

(4) **Homeomorphic type of the convex core.** Since $\tilde{j}_0 : \tilde{Z}^3 \to \mathbb{H}^3$ is injective and is $\rho_0$-equivariant, the image $\tilde{j}_0(\tilde{Z}^3)$ has a closed $\rho_0(\pi_1(\tilde{Z}^3))$-equivariant neighborhood $\mathcal{N}(\tilde{Z}^3)$ in $\mathbb{H}^3$. By the construction of $\tilde{Z}$, we can see that $\mathcal{N}(\tilde{Z}^3)/\rho_0(\pi_1(\tilde{Z}^3))$ is homeomorphic to $\tilde{Z} \setminus \partial_\rho \tilde{Z}$, as oriented manifolds.

Also note that $\mathcal{N}(\tilde{Z}^3)/\rho_0(\pi_1(\tilde{Z}^3))$ is a finite volume submanifold of $\mathbb{H}^3/\rho_0(\pi_1(\tilde{Z}^3))$ such that the inclusion induces an isomorphism on $\pi_1$. Since all boundary components of $\tilde{Z}$ are incompressible, by tameness of open hyperbolic 3-manifolds ([Agol1, CG]), each component of

$$
(\mathbb{H}^3/\rho_0(\pi_1(\tilde{Z}^3))) \setminus (\mathcal{N}(\tilde{Z}^3)/\rho_0(\pi_1(\tilde{Z}^3)))
$$

is homeomorphic to the product of a surface and $(0, \infty)$. So $\mathbb{H}^3/\rho_0(\pi_1(\tilde{Z}^3))$ is homeomorphic to $\tilde{Z} \setminus \partial_\rho \tilde{Z}$.

Since $\rho_0(\pi_1(\tilde{Z}^3)) < \text{Isom}_+(\mathbb{H}^3)$ is a geometrically finite subgroup and $\partial_\rho Z$ corresponds to cusp ends of $\mathbb{H}^3/\rho_0(\pi_1(\tilde{Z}^3))$, the convex core of $\mathbb{H}^3/\rho_0(\pi_1(\tilde{Z}^3))$ is homeomorphic to $\tilde{Z} \setminus \partial_\rho Z$. Note that all above homeomorphisms preserve natural orientations on involved manifolds.

\[\blacksquare\]

6.3. **Proof of quasi-isometric embedding.** The following proposition is the main result of this subsection, which is the last technical piece of the proof of Theorem 5.17.

**Proposition 6.11.** For any $t \in [0, 1]$, $\tilde{j}_t : \tilde{Z}^3 \to \mathbb{H}^3$ is a quasi-isometric embedding.

To prove Proposition 6.11, we need the following two lemmas. The first lemma appeared as Lemma 5.7 of [Sun5], which estimates the geometry of $\tilde{j}_t$ on 2-dim pieces of $\tilde{Z}^3 \setminus \tilde{Z}^{(1)}$.

**Lemma 6.12.** For any $\delta \in (0, 10^{-6})$, there exists $\epsilon_0 > 0$ and $R_0 > 0$, such that for any positive numbers $\epsilon \in (0, \epsilon_0)$, $R > R_0$ and any positive integer $R'$ greater than all of the $R_{ij}$ and $R_{ijk}$ in Lemma 5.14, the following statement holds.
If \( \{ \tilde{j}_t : \tilde{Z}^3 \rightarrow \mathbb{H}^3 \mid t \in [0,1] \} \) is constructed with respect to \( \epsilon, R \) and \( R' \), then for any \( t \in [0,1] \) and any \( x, y \) lying in the closure of a 2-dim piece \( C \subset \tilde{Z}^3 \setminus \tilde{Z}^{(1)} \) such that \( x \in \partial C \), we have:

\[
\frac{1}{2} d_{\mathbb{H}^3}(\tilde{j}_t(x), \tilde{j}_t(y)) \leq d_{\mathbb{H}^3}(x, y) \leq 2d_{\mathbb{H}^3}(\tilde{j}_t(x), \tilde{j}_t(y)).
\]

Moreover, let \( e \) be an edge in \( \tilde{Z}^{(1)} \) containing \( x \) (with a preferred orientation), if \( d(x, y) \geq 100 \), then we have

\[
d_{\mathbb{S}^2}(\Theta(x, y, e), \Theta(\tilde{j}_t(x), \tilde{j}_t(y), \tilde{j}_t(e))) < 10\delta.
\]

Here \( \Theta(x, y, e) \) denotes the point in \( \mathbb{S}^2 \) determined by the tangent vector of \( xy \) in \( \mathbb{H}^3 \), with respect to a coordinate of \( T_x(\mathbb{H}^3) \) given by a frame \( p = (x, \vec{v}, \vec{n}) \), where \( \vec{v} \) is tangent to \( e \) and \( \vec{n} \) is tangent to \( C \) (points inward). Similarly, \( \Theta(\tilde{j}_t(x), \tilde{j}_t(y), \tilde{j}_t(e)) \) is defined with respect to a frame based at \( \tilde{j}_t(x) \), with the first vector tangent to \( \tilde{j}_t(e) \), and the second vector is \( \epsilon \)-close to be tangent to \( \tilde{j}_t(C) \) (points inward).

The second lemma estimates the geometry of \( \tilde{j}_t \) on 3-dim pieces of \( \tilde{Z}^3 \setminus \tilde{Z}^{(1)} \). Since this lemma only concerns 3-dim pieces of \( \tilde{Z}^3 \), actually we do not need the \( R_{ij}, R_{ijk} \) and \( R' \) part of \( \tilde{Z}^3 \), but we still state them in the following lemma, so that its statement is parallel with the statement of Lemma 6.12. We will only give a sketch of the proof of this lemma and some computations are skipped.

**Lemma 6.13.** For any \( \delta \in (0, 10^{-6}) \), there exists \( \epsilon_0 > 0 \) and \( R_0 > 0 \), such that for any positive numbers \( \epsilon \in (0, \epsilon_0) \), \( R > R_0 \) and any positive integer \( R' \) greater than all of the \( R_{ij} \) and \( R_{ijk} \) in Lemma 5.14, the following statement holds.

If \( \{ \tilde{j}_t : \tilde{Z}^3 \rightarrow \mathbb{H}^3 \mid t \in [0,1] \} \) is constructed with respect to \( \epsilon, R \) and \( R' \), then for any \( t \in [0,1] \), the following hold. For any \( x, y \) lying in the closure of a 3-dim piece \( C \subset \tilde{Z}^3 \setminus \tilde{Z}^{(1)} \), we have:

\[
(1 - \delta)d_{\mathbb{S}^2}(\tilde{j}_t(x), \tilde{j}_t(y)) \leq d_{\mathbb{S}^2}(x, y) \leq (1 + \delta)d_{\mathbb{S}^2}(\tilde{j}_t(x), \tilde{j}_t(y)).
\]

Moreover, if \( x \) belongs to an oriented edge \( e \subset \tilde{Z}^{(1)} \) contained in the boundary of \( C \), then we have

\[
d_{\mathbb{S}^2}(\Theta(x, y, e), \Theta(\tilde{j}_t(x), \tilde{j}_t(y), \tilde{j}_t(e))) < 10\delta.
\]

Here \( \Theta(x, y, e) \) denotes the point in \( \mathbb{S}^2 \) determined by the tangent vector of \( xy \) in \( \mathbb{H}^3 \), with respect to a coordinate of \( T_x(\mathbb{H}^3) \) given by a frame \( p = (x, \vec{v}, \vec{n}) \), where \( \vec{v} \) is tangent to \( e \) and \( \vec{n} \) is tangent to a face of \( C \) (points inward). \( \Theta(\tilde{j}_t(x), \tilde{j}_t(y), \tilde{j}_t(e)) \) is defined by a similar frame based at \( \tilde{j}_t(x) \), given by \( \tilde{j}_t(e) \) and \( \tilde{j}_t(C) \).

**Proof.** At first, note that we did not give a precise definition of \( \tilde{j}_t \) on ideal tetrahedra of \( \tilde{Z}^3 \) in Construction 6.3 (4), so it suffices to prove this lemma for some choice of \( \tilde{j}_t \).

We can use the Klein model of the hyperbolic space to (non-canonically) identify each ideal tetrahedron in \( \tilde{Z}^3 \) with a 3-simplex in the 3-ball (with one vertex on the boundary). Then we use the linear structure of the 3-simplex to define the \( \tilde{j}_t \) map on each tetrahedron, which is piecewisely smooth on \( C \). Moreover, if \( \epsilon > 0 \) is small enough, the restriction of \( \tilde{j}_t \) on each ideal tetrahedron is very close to an isometry, up to the second derivative, in the following sense.
(1) for any two unit tangent vectors \( \vec{v}_1, \vec{v}_2 \) based at the same point \( z \in C \), we have

\[
(6.15) \quad |\langle \vec{v}_1, \vec{v}_2 \rangle - \langle D\tilde{j}_1(\vec{v}_1), D\tilde{j}_1(\vec{v}_1) \rangle| < \delta^3.
\]

Here if \( z \) lies in the boundary of an ideal tetrahedron, then \( \vec{v}_1 \) and \( \vec{v}_2 \) point toward the same ideal tetrahedron.

(2) For any geodesic \( \gamma \) contained in an ideal tetrahedron contained in \( C \), the geodesic curvature of \( \tilde{j}_i \circ \gamma \) is always bounded above by \( \delta^3 \).

At first, equation (6.15) implies that \( \tilde{j}_i|_C \) is a (1+\( \delta \))-bi-Lipschitz map, so equation (6.13) holds.

Now we work on the angle estimate, and we identify both \( C \) and \( \tilde{j}_i(C) \) with convex subsets of the upper half space model of \( \mathbb{H}^3 \), such that all vertices have \( z \)-coordinate 1. We take projections of \( x \) and \( y \) to \( \mathbb{R}^2 \), and let the Euclidean distance between these projections by \( d \).

**Case I.** We first suppose that \( d \geq \frac{4R}{\delta} \). Since the \( z \)-coordinate of \( x \) is at most \( \sqrt{\left(\frac{R}{\delta}\right)^2 + 1} \) (by construction 6.3 (3)), an elementary computation implies that the tangent vector of \( \gamma \) at \( x \) is at most \( \delta \) away from \((0,0,1)\). Since \( \tilde{j}_i|_C \) is induced by an almost isometry of the equilateral tessellation of \( \mathbb{R}^3 \), the Euclidean distance between the projections of \( j_i(x) \) and \( j_i(y) \) is at least \( \frac{20R}{\delta} \). So the tangent vector of \( j_i(x)j_i(y) \) at \( j_i(x) \) is at most \( 2\delta \) away from \((0,0,1)\). Since the geometry of \( C \) and \( \tilde{j}_i(C) \) are close on their boundaries, equation (6.14) holds in this case.

**Case II.** Now we suppose that \( d \leq \frac{4R}{\delta} \). Since the equilateral tessellation of \( \mathbb{R}^2 \) has side length \( R \), an elementary area estimate implies that \( \gamma \) intersects with \( m \leq \frac{20}{\delta} \) ideal tetrahedra of \( C \). Let \( \gamma_1, \gamma_2, \cdots, \gamma_m \) be the intersections of \( \gamma \) with these tetrahedra such that their concatenation gives \( \gamma \). Then \( \tilde{j}_i \circ \gamma_1, \tilde{j}_i \circ \gamma_2, \cdots, \tilde{j}_i \circ \gamma_m \) are smooth curves in tetrahedra of \( \tilde{j}_i(C) \) such that their concatenation is homotopic to \( j_i(x)j_i(y) \), and their geodesic curvatures are always bounded above by \( \delta^3 \).

For each \( i = 1, 2, \cdots, m - 1 \), by equation (6.15), the angle between the terminal tangent vector of \( j_i(\gamma_i) \) and the initial tangent vector of \( j_i(\gamma_{i+1}) \) is at most \( 4\delta^3 \).

Let \( \gamma'_i \) be the geodesic segment that share endpoints with \( j_i(\gamma_i) \). The condition on geodesic curvatures implies that the initial tangent vectors of \( \gamma'_i \) and \( j_i(\gamma_i) \) differ by at most \( 2\delta^3 \), and the same hold for their terminal tangent vectors. So the angle between the terminal tangent vector of \( \gamma'_i \) and the initial tangent vector of \( \gamma'_{i+1} \) is at most \( 10\delta^3 \).

Since we have \( m \leq \frac{20}{\delta} \) geodesic segments \( \gamma'_i \), then initial tangent vectors of \( \gamma'_1 \) and \( j_i(x)j_i(y) \) differ by at most \( 10\delta^3 \cdot \frac{20}{\delta} = 200\delta^2 \leq \delta \). Since the tangent vector of \( \gamma'_1 \) is \( 2\delta^3 \)-close to the tangent vector of \( j_i \circ \gamma_1 \), equation (6.14) holds in this case. So the proof is done.

Given these two lemmas, we are ready to prove Proposition 6.11.

**Proof of Proposition 6.11.** For \( \eta_0 \) given in Lemma 6.10, we take \( \delta \in (0, \frac{R}{40}) \). Then we take small \( \epsilon > 0 \) and large \( R > 0 \) satisfying Lemmas 6.12 and 6.13.
To prove \( \tilde{\gamma} \) is a quasi-isometric embedding, for any two points \( x, y \in \tilde{Z}^3 \), we want to prove the following inequality:

\[
\frac{1}{4} \cdot d_{\tilde{Z}^3}(x, y) - 5(L + \frac{3}{160} \log R + 2) \leq d_{\tilde{Z}^3}(\tilde{\gamma}(x), \tilde{\gamma}(y)) \leq 4d_{\tilde{Z}^3}(x, y) + 12(L + \frac{3}{160} \log R + 2).
\]

As in the proof of Proposition 6.5, we replace \( x \) and \( y \) by two 2-close points in \( \tilde{Z}'' \) and then do Modifications I and II. After this modification process, the shortest path \( \gamma \) in \( \tilde{Z}^3 \) from \( x \) to \( y \) satisfies Assumption 6.6.

Recall that the modification process moves both \( x \) and \( y \) by distance at most \( L + \frac{1}{160} \log R + 2 \). Lemmas 6.12 and 6.13 imply that \( \tilde{\gamma}(x) \) and \( \tilde{\gamma}(y) \) are moved by distance at most \( 2(L + \frac{3}{160} \log R + 2) \). So to prove equation (6.16), it suffices to prove the following inequality for points \( x, y \in \tilde{Z}'' \) satisfying Assumption 6.6:

\[
\frac{1}{4} \cdot d_{\tilde{Z}^3}(x, y) \leq d_{\tilde{Z}^3}(\tilde{\gamma}(x), \tilde{\gamma}(y)) \leq 4d_{\tilde{Z}^3}(x, y).
\]

For the new \( x \) and \( y \), we take the shortest path \( \gamma \) in \( \tilde{Z}^3 \) from \( x \) to \( y \), take the modified sequence \( y_1, \cdots, y_n \). Let \( \gamma'_i \) be the shortest path in \( \tilde{Z}^3 \) from \( y_i \) to \( y_{i+1} \) (in the closure of a component of \( \tilde{Z}^3 \setminus \tilde{Z}^{(1)} \)), and let \( \gamma' \) be the concatenation of \( \gamma'_i \) for \( i = 0, 1, \cdots, n \). Since \( \gamma \) satisfies Assumption 6.6, Lemmas 6.8 and 6.10 imply the following hold:

- Each \( \gamma'_i \) is either an unmodified 3-dim piece, or \( l(\gamma'_i) \geq L \) holds.
- If neither \( \gamma'_{i-1} \) nor \( \gamma'_i \) are unmodified 3-dim pieces, then \( \angle y_{i-1}y_iy_{i+1} \geq \eta_0 \).
- If \( \gamma'_{i-1} \) or \( \gamma'_i \) is an unmodified 3-dim piece, then \( \angle y_{i-1}y_iy_{i+1} \geq \frac{\pi}{2} + \eta_0 \).

Let \( z_i = \tilde{\gamma}(y_i) \), and let \( \delta_i \) be the geodesic segment in \( \tilde{H}^3 \) from \( z_i \) to \( z_{i+1} \). Then we have \( z_0 = \tilde{\gamma}(x) \) and \( z_{n+1} = \tilde{\gamma}(y) \). By Lemmas 6.12 and 6.13, since \( \delta < \frac{\eta_0}{2} \), the following conditions hold for \( \delta_i \):

1. For any \( i = 0, \cdots, n \), we have \( \frac{1}{2} l(\gamma'_i) \leq l(\delta_i) \leq 2l(\gamma'_i) \). Moreover, if \( \gamma'_i \) is not an unmodified 3-dim piece, \( l(\delta_i) \geq \frac{L}{2} \) holds.
2. If neither \( \gamma'_{i-1} \) nor \( \gamma'_i \) are unmodified 3-dim pieces, then \( \angle z_{i-1}z_iz_{i+1} \geq \frac{\pi}{2} + \eta_0 \).
3. If \( \gamma'_{i-1} \) or \( \gamma'_i \) is an unmodified 3-dim piece, then \( \angle z_{i-1}z_iz_{i+1} \geq \frac{\pi}{2} + \frac{\eta_0}{2} \).

On one hand, we have

\[
d_{\tilde{H}^3}(\tilde{\gamma}(x), \tilde{\gamma}(y)) \leq \sum_{i=0}^{n} l(\delta_i) \overset{\text{(1)}}{\leq} 2 \sum_{i=0}^{n} l(\gamma'_i) \overset{\text{(6.9)}}{\leq} 4d_{\tilde{Z}^3}(\tilde{\gamma}(x), \tilde{\gamma}(y)) \leq 4d_{\tilde{Z}^3}(x, y).
\]

On the other hand, since \( L \) is large with respect to \( \eta_0 \), items (2) (3) and Proposition 3.5 imply that

\[
d_{\tilde{H}^3}(\tilde{\gamma}(x), \tilde{\gamma}(y)) \overset{\text{Prop 3.5}}{\geq} \frac{1}{2} \sum_{i=0}^{n} l(\delta_i) \overset{\text{(1)}}{\geq} \frac{1}{4} \sum_{i=0}^{n} l(\gamma'_i) \geq \frac{1}{4} d_{\tilde{Z}^3}(x, y).
\]

We have proved equation (6.17) holds for the modified endpoints \( x \) and \( y \), thus equation (6.16) holds for any \( x, y \in \tilde{Z}^3 \). So \( \tilde{\gamma} : \tilde{Z}^3 \to \tilde{H}^3 \) is a quasi-isometric embedding.

\[\square\]

Now we finish the proof of Theorem 5.17.
Proof of Theorem 5.17. By Proposition 6.11, each $\tilde{j}_t : \hat{Z}^3 \to \mathbb{H}^3$ is a quasi-isometric embedding. Moreover, since $\pi_1(Z^3)$ is torsion free and $\tilde{j}_t$ is $\rho_t$-equivariant, each representation $\rho_t : \pi_1(Z^3) \to \text{Isom}_+ (\mathbb{H}^3)$ is injective. Again, since $\tilde{j}_t : \hat{Z}^3 \to \mathbb{H}^3$ is a quasi-isometric embedding and $Z^3 = \hat{Z}^3 / \pi_1(Z^3)$ is compact after truncating cusp ends, $\rho_t(\pi_1(Z^3)) < \text{Isom}_+ (\mathbb{H}^3)$ is a geometrically finite subgroup.

So $\{\rho_t(\pi_1(Z^3)) \mid t \in [0, 1]\}$ forms a continuous family of geometrically finite subgroups of $\text{Isom}_+ (\mathbb{H}^3)$. Then the convex core of $\mathbb{H}^3 / j_\ast(\pi_1(Z^3)) = \mathbb{H}^3 / \rho_0(\pi_1(Z^3))$ is homeomorphic to the convex core of $\mathbb{H}^3 / \rho_1(\pi_1(Z^3))$, which is homeomorphic to $Z \setminus \partial_p Z$ (as oriented manifolds) by Proposition 6.5 (4).

□
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