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Abstract: The main objective of Ambo university is to provide quality education and improve the overall performance of an students by looking at individual students’ problems cases. One way to analysis students’ cases personally is to identify the problems causes and guide the students to solve the problems. Following this, the department Academic council and Academic Commission is whole authorized people to make the decision manually so this will consume more time and energy. This research focused to learning classification models for predicting students problems cases using support vector classification techniques. Finally, performance of the model evaluated using precision, recall and F-measure evaluation parameters.
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I. INTRODUCTION

Ambo University is one of government University found in Ambo town, Oromia, Ethiopia and It located on West direction on 111KM from Addis Ababa [1]. It was opened as University in May 2011 by Ethiopian Government. Today, Ambo University is hosting Undergraduate and Graduate Programs in Extension and Regular mode. Students in Ambo University faced with different challenges that have to be solved by University concerned body like Department Academic council, Academic Commission (AC) and even University Senate at Large depending on the problem of students. To get immediate help/service students applied applications to concerned body in Ambo University. Law highly connected with life of society in any organization [2]. Concerned body in University has to discuss on the case of students as rule and regulation of University and Ministry of Science and Higher education laws. In Ambo University there is principle by which students case reviewed by department Academic Council (DAC), and Academic Commission (AC) to give decision to student case. To give right decision on students’ cases each committee considered and used working principle of University, even if, the decision maker used already set rule and regulation to give accurate, efficient and high-speed decision they faced various challenges such as inconsistent decision, resources consumption and tedious. those challenges raised due to the decision making is manual ways.

As a solution, it is essential to apply advantages of machine learning approach to build student case prediction model to automate student’s case decision making tasks. As indicate in work of [3].

A support vector machine is machine learning algorithm used to design prediction model and score good result. To accomplish building the prediction model researcher aimed to prepare student case prediction data set, design Architecture of model that predict result of student’s case application, to design model that predict student case result depend on provided case and evaluate performance of model and forward for future work. As described in section (II) data manually collected and prepared by researcher from Ambo University Registrar, Departments, Legislation and Policy/laws of Ministry of Science and Higher Education. Data collected were in only Text document and not include other type video, audio, image data and etc. The Experiment of conducted by loading data set into python programming Language. Researcher collected on Text data that excluded data informs of video, audio or image. After experimented conducted and model generated the accuracy of model displayed in precision, recall and F-measure evaluation parameters. In this experiment the F-measure/f-score resulted with 98 % average Value.

II. METHODOLOGY

Methodology is series of techniques used by researcher to achieve research objectives [4]. Some researches methodologies utilized in particular research works are literature review. The literature review used in this work include some Wikipedia and rule and Regulation of University whereas most of references used were collected from journal Articles relevant to this work. Data collection and Data set Preparation techniques also used as main part of methodology in research. As indicated in section… data were collected from Ambo University Registrar office, Ministry of Higher education of Ethiopia and Ambo University Legislation. Data collected were in word format. After data collected, its different tasks performed on it and data set prepared to conduct experiment. After experiment conducted, it is essential to evaluate the performance of built model using evaluation Techniques. As indicated in section (II) precision, recall and f-measure parameters were used to evaluate model. Student case prediction Model was developed to check the output of this research.

A. Data collection and Data set Preparation

There is no standard data set prepared to predict students’ case in Ambo University. Due to this, researcher manually prepared data set by collecting data from Ambo University Registrar records, Ministry of Science and Higher education of Ethiopia and Ambo University Legislation.
Data collected in word format. Researcher does not collect video, image, audio and graphics information about students. After data collected, data converted to CSV format that suitable to apply machine learning approach. All data collected are not equally important, some features are important and others are not important. To obtain clean data from unimportant data from collected data researcher applied feature extraction and feature Selection technique. Author of [2] used Vectorization approach to extract feature. In this research Vectorization techniques used to discover important feature. Before loading our data set into Python Programming language program for experiment identify the three main label as class. Accepted, Pending and Rejected case are three main labels nominated as a class in data set. Accepted case replaced by “0”, pending case replaced by “1” and Rejected case replaced by “2”. After data set preparation finalized, data set loaded into python for experiment. Prepared data set also split into training and test set. As elaborated by [2] data set split into 80% or 70% training set and 20% or 30% test set. Increasing volume training data set increase accuracy, the accuracy of the prediction Model, in this work data set divided into train set (80%) and test set (20%) to train model and test its performance. Researcher used Python Language to build student case result prediction model.

**Evaluation**

Evaluating the performance of built model is one step in this research. In this work the performance of student case prediction model using evaluation precision, recall and f-measure are evaluation parameters used to evaluate model. F-measure is the most accurate since F-measure/score is average of it is average of precision and recall [5]. As it indicated in [5] it represented by 

\[ F_1 = \frac{2pr}{p+r} \]. Since it is the average of precision and recall researcher used F1-score to examine the accuracy of built model.

**Support Vector Machine (SVM)** is “linear or nonlinear classifier” that used to classify two objects [6]. It is well known supervised machine learning algorithm that widely used to build classifier model. In this research after data set divided into train and test set, SVM algorithm applied on train set to train model.

```
[[102  8  2]
 [  0  2  0]
 [  0  0 20]]

precision recall f1-score support
0 1.00 1.00 1.00 184
1 1.00 1.00 1.00 1
2 0.83 1.00 0.93 20

accuracy 0.88 121
macro avg 0.88 0.88 0.88 121
weighted avg 0.88 1.00 0.88 121
```

**Figure 2 student case Prediction model result Using SVM**

**III. EXPERIMENTAL RESULT**

The implementation of student case prediction using Support Vector machine in Python Language.

![Student case Result Prediction Model Designing Architecture](image)

**Support Vector Machine**
```python
In [196]: %matplotlib inline
import pandas as pd
import matplotlib.pyplot as plt

In [197]: ST = pd.read_csv('C:/Users/Mine/Desktop/Publication - 1/Naol publication - 1/ST-D-28-F-CSV.csv')
ST.head()

Out[197]:

In [199]: print(ST['class'].unique())
[1 2 0]

In [200]: print(ST.groupby('Yields').size())

Yields    Accepted  Pending  Rejected
100        10        500       400
75         250       200       300
50         250       200       300
37.5       500       200       300
25         500       200       300
12.5       500       200       300
0          500       200       300

In [201]: import seaborn as sns
sns.countplot(ST['Yields'], label='Count')
plt.show()

In [202]: ST.describe()

Out[202]:

|            | S.N  | score  | score_1 | score_2 | Total | STD  | class |
|------------|------|--------|---------|---------|-------|------|-------|
| count      | 524  | 524    | 524     | 524     | 524   | 524  | 524   |
| mean       | 262.5| 21.45  | 27.53   | 61.77   | 113.7 | 37.93| 0.438 |
| std        | 101.4| 9.72   | 14.13   | 33.57   | 42.60 | 14.19| 0.816 |
| min        | 1.00 | 0.00   | 0.00    | 0.00    | 0.00  | 0.00 | 0.00  |
| 25%        | 31.75| 20.00  | 20.00   | 20.00   | 20.00 | 20.00| 20.00 |
| 50%        | 262.5| 20.00  | 20.00   | 20.00   | 20.00 | 20.00| 20.00 |
| 75%        | 393.25| 40.00  | 40.00   | 40.00   | 40.00 | 40.00| 40.00 |
| max        | 524  | 524    | 524     | 524     | 524   | 524  | 524   |

In [203]: from pandas.tools.plotting import scatter_matrix
from pandas.plotting import autocorrelation_plot
from matplotlib.pyplot import*

In [204]: ST.drop('class', axis=1).plot(subplots=True, sharex=False, sharey=False, title='Student status')

Out[204]: array([<matplotlib.axes._subplots.AxesSubplot at 0x0000000013DD0DA8>,
<matplotlib.axes._subplots.AxesSubplot at 0x0000000013DE0DA8>,
<matplotlib.axes._subplots.AxesSubplot at 0x0000000013DF0DA8>,
<matplotlib.axes._subplots.AxesSubplot at 0x0000000013ED0DA8>,
<matplotlib.axes._subplots.AxesSubplot at 0x0000000013DF0DA8>,
<matplotlib.axes._subplots.AxesSubplot at 0x0000000013ED0DA8>],
dtype=object)

In [209]: import matplotlib.pyplot as plt
ST.drop('class', axis=1).hist(bins=30, figsize=(9,9))
plt.suptitle('Histogram for each numeric input variable')
plt.savefig('fruits_hist.png')
plt.show()
```
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In [215]: #from pandas.tools.plotting import scatter_matrix
from pandas.plotting import autocorrelation_plot
from matplotlib import cm
#feature_names = ['score', 'score_1', 'score_2', 'Total', 'STD']
#feature_names = X = ST[['score', 'score_1', 'score_2', 'Total', 'STD']]
y = ST['class']

In [220]: #from pandas.tools.plotting import scatter_matrix
from pandas.plotting import autocorrelation_plot
from matplotlib import cm
feature_names = ['score', 'score_1', 'score_2', 'Total', 'STD']
X = ST[feature_names]
y = ST['class']

In [221]: from sklearn.model_selection import train_test_split
X_train, X_test, y_train, y_test = train_test_split(X, y, random_state=0)

In [222]: from sklearn.preprocessing import MinMaxScaler
scaler = MinMaxScaler()
X_train = scaler.fit_transform(X_train)
X_test = scaler.transform(X_test)

In [228]: from sklearn.svm import SVC
svm = SVC()
svm.fit(X_train, y_train)
print('Accuracy of SVM classifier on training set: {:.2f}
'.format(svm.score(X_train, y_train)))
print('Accuracy of SVM classifier on test set: {:.2f}
'.format(svm.score(X_test, y_test)))

In [229]: from sklearn.metrics import classification_report
from sklearn.metrics import confusion_matrix
pred = knn.predict(X_test)
print(confusion_matrix(y_test, pred))
print(classification_report(y_test, pred))
IV. CONCLUSION AND RECOMMENDATION

This work explores the potential of machine learning algorithms in deciding general cause of students problems and education problems. It is found that support vector classification performance is best than that of different algorithms employed in the study. Finally, system tested using Test data Scored 98% accuracy. This study is going to be terribly useful for the educational institutions. In future, it is doable to increase the analysis by using different clustering techniques and association rule mining for the students’ dataset.
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