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Abstract

For a 2-dimensional map representing an expanding geometric Lorenz attractor we prove that the attractor is the closure of a union of as long as possible unstable leaves with ending points. This allows to define the notion of good measures, those giving full measure to the union of these open leaves.

Then, for any Hölder continuous potential we prove that there exists at most one relative equilibrium state among the set of good measures. Condition yielding existence are given.
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1 Introduction and statement of results

1.1 Background

The Lorenz attractor was introduced in [13] to develop a simplified mathematical model for atmospheric convection. It turns out that this system of differential equations became a famous example of chaotic dynamical system. Perhaps one of the most spectacular fact, at least from the mathematical point of view, is that the true proof of the existence of the attractor is computer assisted (see [22]) and, as far as we know, there is no other proof.

The system of differential equations actually generates a partially hyperbolic flow in $\mathbb{R}^3$. It has been extended (see e.g. [21]) to Lorenz-like attractors. There exists a large literature concerning their topological dynamical properties (see e.g. [11, 16, 7, 9, 14, 15, 24]).

The present paper focus on the ergodic properties, more precisely on the thermodynamic formalism. For this topic, the literature is less abundant, and usually focus on physical measures and/or more generally on conformal measures with respect to
the uc-Jacobian (see e.g. \cite{11, 18}). Here we work with general Hölder continuous potentials.

It is now a classical way to consider induction for studying the thermodynamic formalism for non-uniformly hyperbolic dynamical systems. Several relatively different methods exist (see e.g. \cite{12, 19, 3, 20}). But for all them, the main problem is that they may exist measures which are not seen by the induction; therefore, it is always needed to check if the maximum obtained is the global one. In other words, liftable measures are “good” measures and it is hoped that they will be relevant with respect to the thermodynamic formalism.

Here also, we define a notion of “good” measures, and they turn out to be the ones which can be lifted by our induction scheme. However, and we guess this is a novelty, a good (ergodic) measure is not defined by this property but by the locus of its ergodic component. Actually, we describe the attractor and identify a “good” locus which much have full measure for any “good” measure (see Definition 1.1). The “good” measures carry the relevant part of the dynamics\footnote{in fact all the dynamics except the singularities} and we prove here the uniqueness of the equilibrium state among the set of good measures (see Theorem D).

Our description of the “good” locus is a consequence of a sensibly different approach for the study of the dynamics. Indeed, a classical way to study Lorenz-like attractors is to consider the return map into a transversal Poincaré section (see Fig. 2), and then, the associated one-dimension dynamics. In that approach, the existence of the unstable direction and then the unstable leaves is a direct consequence of the global definition as a partially hyperbolic flow with an invariant splitting

$$\mathbb{R}^3 = E^u \oplus E^c \oplus E^s.$$ 

Our approach is here different. We start with a dynamics on a two-dimensional square (which should play the role of the Poincaré section) and recover the existence of the unstable direction (see Theorem A) and the unstable leaves. For that we use classical tools as the graph transform theory. As a by-product, we get the description of the “good” part of the attractor (see Theorem C) and then the definition of “good” measures.

### 1.2 Settings

The map $F$ maps $[-1,1]^2$ into itself. It is a fibered map of the form $F(x,y) := (f(x), g(x,y))$. The map $f$ has a discontinuity at 0 and is defined by two branches. Each branch is an increasing $C^{1+}$-diffeomorphism respectively from $[-1,0[\, \cup \, ]1,1[\, \cup \, ]1,v_r[\, \cup \, ]v_l,-1[\, \cup \, ]-1,0[\, \cup \, ]0,1[\, \cup \, ]-1,1[\, \cup \, ]v_l,1[\, \cup \, ]1,v_r[\, \cup \, ]v_r,1]$ with $-1 < v_l < 0 < v_r < 1$ (see Figure 1). It is expanding and for simplicity we assume that

$$f' \geq \sqrt{2}$$
At 0, $f$ is thus bi-valued: $f(0^-) = 1$ and $f(0^+) = -1$. In addition of being a discontinuity point, 0 is also a non-flat critical point for the derivative: $f'(x)$ is of the form $\frac{1}{|x|^{1-\rho}}$ for $\rho \in (0, 1)$ and $x$ close to 0. Consequently, $\lim_{x \to 0^\pm} f'(x) = +\infty$.

The map $g$ is the continuation in $[-1, 1]^2$ of a $C^1$-map defined on $[-1, 0) \cup (0, 1] \times [-1, 1] \to [-1, 1]$. It satisfies $g(0^-, y) = y_+ > 0$ and $g(0^+, y) = y_- < 0$, for every $y$, where $y_\pm$ are in $]-1, 1[$. Moreover, $\left| \frac{\partial g}{\partial y} \right| \leq \frac{1}{2}$ and there exists some positive real number $M$ such that $\left| \frac{\partial g}{\partial x} \right| \leq M$.

Consequently, $F$ maps $[-1, 1]^2$ strictly into itself, and maps each left and right part of the square onto two disjoint “triangles” as on Figure 2. It is thus one-to-one, except on the vertical line $\{0\} \times [-1, 1]$.

The attractor is by definition the set $\Lambda := \bigcap_{n \geq 0} F^n([-1, 1]^2)$. In $[-1, 1]$ the point 0 is referred to as the critical point for the dynamics of $f$. The post-critical orbits are the respective forward orbits of 1 and $-1$. They are denoted by $\mathcal{O}_{f}^+(0)$.

\footnote{The same work could be done with $f' > 1 + \epsilon > 1$.}
Assumption. In all the paper we assume that 0 is neither periodic for \( f \), nor pre-periodic.

In \( \Lambda \) all the segment with first coordinate 0 is referred to as the critical set. This segment has two images by \( F \), the point \((-1, y_-)\) and the point \((1, y_+)\). The forward orbits of these two points (by iteration of \( F \)) define the post-critical orbits. They are denoted by \( O_F^+ \).

We emphasize that for \((x, y) \in \Lambda\), the preimages \( F^{-n}(x, y) \) can be defined (for every \( n \)) only for points in \( \Lambda \setminus O_F^+ \).

Our first results deal with hyperbolicity of \( F \):

**Theorem A.** For every \((x, y) \in \Lambda \setminus O_F^+\) there exists a \( DF \)-invariant unstable direction \( E^u(x, y) \).

As a by-product of Theorem A we recover the next result:

**Corollary B.** Every invariant measure \( \mu \) in \( \Lambda \) is hyperbolic. The two Lyapunov exponents are

\[
\int \log \left| \frac{\partial g}{\partial y} \right| \, d\mu < 0 < \int \log |f'| \circ \pi_1 \, d\mu \leq +\infty, \text{ where } \pi_1(x, y) = x.
\]

Corollary B allows to talk about the stable Lyapunov exponent and the unstable Lyapunov exponent for an invariant measure \( \mu \). They will be denoted by \( \lambda^s_\mu \) and \( \lambda^u_\mu \).

It is a priori not forbidden that a measure \( \mu \) satisfies \( \lambda^u_\mu = +\infty \). Few results exist in the literature concerning measures with infinite Lyapunov exponent. Our strategy is here to split the set of measures; on the one hand we get the good measures and on the other hand these measures difficult to control. The definition of good measure follows from the next property of \( \Lambda \):

**Theorem C.** There exists an increasing sequence of compact sets, \( \Lambda_n \) such that \( \Lambda = \bigcup \Lambda_n \). The connected components of \( \bigcup \Lambda_n \) are integral curves of the vector field \( E^u \).

A point belongs to \( \Lambda_n \) if and only if it admits a (local) unstable manifold; this unstable manifold is then the connected component of \( \bigcup \Lambda_n \) containing the point.

Moreover, for every ergodic \( F \)-invariant probability \( \mu \), \( \mu(\bigcup \Lambda_n) = 0 \) or 1.

We refer to Fig. 3 for a picture of the long integral curves of the unstable vector field.

**Definition 1.1.** A \( F \)-invariant ergodic probability \( \mu \) is said to be a good measure if \( \mu(\bigcup \Lambda_n) = 1 \).

**Remark 1.** It is a priori not forbidden that a good measure has infinite unstable Lyapunov exponent. But due to Pesin Theory, every “bad” measure (i.e. a measure which is not good) must have infinite unstable Lyapunov exponent. ■
1 INTRODUCTION AND STATEMENT OF RESULTS

Considering \( A_0 : [-1, 1]^2 \to \mathbb{R} \) Hölder continuous, we recall that an equilibrium state for the potential \( A_0 \) is any \( F \)-invariant probability measure \( \mu \) such that

\[
h_\mu(F) + \int A_0 \, d\mu = \sup_\nu \left\{ h_\nu(F) + \int A_0 \, d\nu \right\},
\]

where the supremum is taken over \( F \)-invariant probabilities. The value of the supremum is called the pressure of \( A_0 \) and shall be denoted by \( P(A_0) \). Expansiveness of the one-dimensional dynamics \( f \) yields that the supremum is attained (see Corollary 2.5), hence, it is a maximum. The question is thus to study uniqueness of this equilibrium state. Nevertheless, due to potential existence of “bad” measures, even the existence among good measures is not guarantied. We address this problem now:

**Definition 1.2.** A \( F \)-invariant ergodic good probability measure \( \mu \) is said to be a relative equilibrium state among the set of good measures if

\[
h_\mu(F) + \int A_0 \, d\mu = \sup_{\nu \text{ good}} \left\{ h_\nu(F) + \int A_0 \, d\nu \right\}.
\]

We give partial answer to the question of uniqueness of the equilibrium state:

**Theorem D.** For every Hölder potential \( A_0 : [-1, 1]^2 \to \mathbb{R} \), there exists at most one relative equilibrium state for \( A_0 \) among the set of good measures.

We refer the reader to Fig. 7 p. 31 for existence or non-existence of the relative equilibrium state.

Figure 3: The unstable curves and the beaks
1.3 Plan of the paper

The paper proceeds as follows. In Section 2 we prove Theorem A and Corollary B. The construction of the unstable direction follows from the construction of an unstable cone fields.

In Section 3 we prove Theorem C. As it is said above, we use tools from the Pesin theory to construct a local unstable manifold under the assumption that the point satisfies the past-stabilization property (see Def. 3.1). Then we define the sets Λn and prove that the connected component of \( \bigcup \Lambda_n \) are “as long as possible” unstable manifolds.

In Section 4 we construct a nice set with the Markov property. It is called a mille-feuilles. Then, we adapt the theory of local thermodynamic formalism introduced in [12] and then developed in further works of the author.

In Section 5 we finish the proof of Theorem D. We define the restricted notion of relative equilibrium state associated to a given mille-feuilles. We prove that the pressure is the relative maximum of the free energies among the good measures. Then we prove that there exists at most a unique equilibrium state and gives condition for existence.

In Appendix A we discuss some condition where the relative equilibrium state is also a global equilibrium state.

2 Proofs of Theorem A and Corollary B

2.1 Construction of an unstable cones field

Let \( \alpha \) be a positive real number such that

\[
\alpha M < \frac{1}{2}. \tag{1}
\]

We define the cone field \( C^u := \{ (u, v) \in \mathbb{R}^2, |u| \geq \alpha |v| \} \)

**Lemma 2.1.** There exists an integer \( N = N(\alpha) \) such that for every \( (x, y) \in \Lambda \) there exists \( 0 < n \leq N \) satisfying

\[
DF^n(x, y). C^u \subset C^u.
\]

**Proof.** Let \((x, y)\) be in \( \Lambda \). We set for every \( n \geq 0 \), \( F^n(x, y) := (x_n, y_n) \). We also set \( g_{n,x} := \frac{\partial g}{\partial x}(x_n, y_n) \) and \( g_{n,y} := \frac{\partial g}{\partial y}(x_n, y_n) \). We pick \((u, v)\) in \( C^u \).

The proof is done by induction. We get \( DF(x, y). \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} f'(x_0)u \\ g_{0,x}u + g_{0,y}v \end{pmatrix} \).

Assuming the second component of this last vector is not zero the slope of the vector satisfies

\[
\frac{|f'(x_0)u|}{|g_{0,x}u + g_{0,y}v|} \geq \frac{|f'(x_0)u|}{|g_{0,x}|u| + |g_{0,y}|v|} \geq \frac{|f'(x_0)|}{|g_{0,x}|\alpha + |g_{0,y}|\alpha}, \tag{2}
\]
where we use $\alpha |v| \leq |u|$ to get the last inequality.

If

$$|f'(x_0)| \geq \frac{|g_{0,x}|(\alpha + |g_{0,y}|)}{|g_{0,x}|(\alpha + |g_{0,y}|)} > 1,$$

then we get $DF(x, y)C^u \subset C^u$. If (3) is false, then we compute $DF^2(x, y)\left(\begin{array}{c} u \\ v \end{array}\right) = .$

We get

$$DF^2(x, y)\left(\begin{array}{c} u \\ v \end{array}\right) = \left(\begin{array}{c} f'(x_1)f'(x_0)u \\ g_{1,x}f'(x_0)u + g_{1,y}g_{0,x}u + g_{1,y}g_{0,y}v \end{array}\right).$$

Then we get

$$\frac{|f'(x_1)f'(x_0)u|}{g_{1,x}f'(x_0)u + g_{1,y}g_{0,x}u + g_{1,y}g_{0,y}v} \geq \frac{|f'(x_1)f'(x_0)|}{\alpha(|g_{1,x}||f'(x_0)| + |g_{1,y}||g_{0,x}|) + |g_{1,y}||g_{0,y}|} > 1,$$

Again, if

$$\frac{|f'(x_1)f'(x_0)|}{\alpha(|g_{1,x}||f'(x_0)| + |g_{1,y}||g_{0,x}|) + |g_{1,y}||g_{0,y}|} > 1,$$

then we get $DF^2(x, y)C^u \subset C^u$. If (4) is false, we set $R_0 := |g_{0,x}|$ and $R_1 := |g_{1,x}||f'(x_0)| + |g_{1,y}g_{0,x}|$. We use the fact that (3) is false and the bounds $|g_{i,x}| \leq M$ and $|g_{i,y}| \leq \frac{1}{2}$ to obtain

$$R_1 \leq \left(\frac{1}{2} + \alpha M\right)R_0 + \frac{1}{2}M.$$

Now, we iterate our process and compute a lower bound for the slope for $DF^2\left(\begin{array}{c} u \\ v \end{array}\right) = (u_3, v_3)$. Note that (4) is false, thus we get

$$|f'(x_0)f'(x_1)| \leq \alpha R_1 + |g_{1,y}g_{0,y}|.$$

This yields

$$\frac{|u_3|}{|v_3|} \geq \alpha.\frac{|(f^3)'(x_0)|}{\alpha(|g_{2,y}|R_1 + |g_{2,x}|(\alpha R_1 + |g_{1,y}g_{0,y}|)) + |g_{2,y}g_{1,y}g_{0,y}|}.$$

Setting $R_2 := |g_{2,y}|R_1 + |g_{2,x}|(\alpha R_1 + |g_{1,y}g_{0,y}|)$, we get

$$R_2 \leq \left(\frac{1}{2} + \alpha M\right)R_1 + |g_{2,x}||g_{1,y}g_{0,y}| \leq \left(\frac{1}{2} + \alpha M\right)R_1 + \frac{1}{2}M.$$

Iterating this process, as long as we do not get $DF^n(x, y)\left(\begin{array}{c} u \\ v \end{array}\right) \in C^u$, we can construct a sequence of terms $R_n$, satisfying

$$R_{n+1} \leq \left(\frac{1}{2} + \alpha M\right)R_n + \frac{M}{2}.$$
Our assumption on $\alpha$ (see (1)) yields that the sequence is bounded by some constant $K$. Now, we set $DF^n(x, y)(u, v) := (u_n, v_n)$, and we let the reader check that we have

$$
\frac{u_n}{v_n} \geq \alpha \cdot \frac{(f^n)'(x_0)}{aR_n + (\frac{1}{2})^n} \geq \alpha \cdot \frac{\sqrt{2}^n}{\alpha K + 1}.
$$

The last term in the right hand side goes to $+\infty$ as $n$ increases. This proves that for some $N = N(\alpha)$ it is bigger than 1. The Lemma is proved.

**Remark 2.** Note that inequality (6) implies that there exists some positive constant $\kappa$ such that for every $(\xi, \eta) \in \Lambda$ and for every $n$, $DF^n(\xi, \eta)C^u$ is included in the cone

$$
\hat{C}^u_\kappa := \{(u, v) \in \mathbb{R}^2, |v| \leq \kappa |u|\}.
$$

**Lemma 2.2.** Let $(x, y)$ be in $\Lambda$ and $w := (u, v)$ be a vector in $C^u$. Then for every $n \geq 0$,

$$
||DF^n(x, y).w|| \geq \frac{(\sqrt{2})^n}{\sqrt{1 + \frac{1}{\alpha^2}}} ||w||.
$$

Moreover, for $w := (u, v)$ in $\hat{C}^u_\kappa$ and for every $n \geq 0$,

$$
||DF^n(x, y).w|| \geq \frac{(\sqrt{2})^n}{\sqrt{1 + \kappa^2}} ||w||.
$$

**Proof.** We set $DF^n(x, y).w := (u_n, v_n)$. As the matrix of $DF^n$ is lower-triangular, we get

$$
u_n = (f^n)'(x)u.$$

Moreover the Euclidean norm $||DF^n(x, y).w||$ is larger than $|u_n|$. This yields $||DF^n(x, y).w|| \geq (\sqrt{2})^n |u|$.

On the other hand, $w$ belongs to $C^u$, hence $||w|| \leq \sqrt{1 + \frac{1}{\alpha^2}} |u|$. The first part of the Lemma is proved. The second inequality is obtained in the same way.

**Lemma 2.3.** Let $(x, y)$ be in $\Lambda$ and $n$ be an integer. Then the angle of $DF^n(x, y).C^u$ is smaller than $\frac{C}{(2\sqrt{2})^n}$ for some $C > 0$.

**Proof.** We consider the two ”border” vectors of $C^u$, $w_+ := (1, \alpha)$ and $w_- := (1, -\alpha)$.

Note that $w_+ - w_- = (0, 2\alpha)$ and remember that the vertical direction is invariant by $DF$. Hence

$$
||DF^n(x, y).(w_+ - w_-)|| \leq 2\alpha \frac{1}{2^n}.
$$

On the other hand, $C^u$ is the set of vectors of the form $aw_+ + bw_-$, with $ab \geq 0$. Then $DF^n(x, y).w_+$ and $DF^n(x, y).w_-$ are border vectors of $DF^n(x, y).C^u$. Lemma
proves that their norm are greater than \( \sqrt{1 + \frac{1}{\alpha^2}} \). Then, we use Thales theorem, the fact that the line joining the extremities of \(DF^n(x, y)_w\) and \(DF^n(x, y)_w\) is vertical, and that the axe of the cone \(DF^n(x, y)_C^u\) has slope lower than \(\frac{1}{\alpha}\). \(\square\)

Let us now prove Theorem A. We pick some point \((x, y)\) in \(\Lambda \setminus \mathcal{O}_F^+\). For a fixed \(n\), we can apply Lemma 2.1. More precisely, we can apply Lemma 2.1 by induction to get a sequence of points of the form \((x - n_k, y - n_k)\), with \(0 < -n_k + n_{k+1} \leq N = N(\alpha)\) and \(DF^{n_{k+1} - n_k}(x - n_{k+1}, y - n_{k+1})_C^u \subset C^u\).

Starting from \((x_n, y_n)\) we construct the sequence by induction and stop when the next point of the sequence is in the forward orbit of \((x, y)\). For the last point of the sequence, say \((x_{-n_0}, y_{-n_0})\) we thus get \(-n_0 \in [-N + 1, 0]\). In that case we say that the sequence of hyperbolic jumps starting at \(-n\) arrives at \(-n_0\) (see Figure).

\[\begin{array}{c}
\text{Figure 4: Sequence of hyperbolic jumps}
\end{array}\]

Conversely, for \(k \in [-N + 1, 0]\), we denote by \(N(k)\) the set of integers \(n\) such that the sequence of hyperbolic jumps starting at \(-n\) arrives at \(k\).

**Claim:** there exists at least one \(k\) in \([-N + 1, 0]\) such that \(N(k)\) is infinite.

This claim is a simple consequence of the fact that \(N\) is infinite and \([-N + 1, 0]\) is finite! However, we point out that if \(n > m\) are in \(N(k)\), this does not necessarily mean that the sequence of jumps starting at \((x_n, y_n)\) contains the point \((x_m, y_m)\). This is a source of difficulties we shall control to define the unstable direction. In particular, we emphasize that it is not clear at all that the images of the unstable cones at \((x_k, y_k)\) form a decreasing sequence.

We consider some integer \(k\) in \([-N + 1, 0]\) such that \(N(k)\) is infinite. For \(n\) in \(N(k)\) the cone \(DF^{n-k}(x_n, y_n)_C^u\) seen in the projective space \(\mathbb{P}^2\) is an interval \([a_n, a_n + a.\theta^n]\) with \(\theta \leq \frac{1}{(2\sqrt{2})}\) and \(a := \sqrt{1 + \frac{1}{\alpha^2}}\) (see Figure).

We can thus define accumulation points for these segments. Now, we prove that all these accumulation points are equal.
Note that such an accumulation point is a direction, and can thus been pushed forward in $T_{(x,y)}M = \mathbb{R}^2$. We consider two accumulation points, possibly for two different $k’s$ in $\mathbb{P}\mathbb{R}^2$, say $e_1$ and $e_2$. We assume that $e_1$ is the accumulation point for a sequence $(m_j)$ and $e_2$ is the accumulation point for the sequence $(n_k)$. We pick $n$ very large. The sequence of cones $DF^{-n}(x_n, y_n).\mathcal{C}^u$ converges, for $l = m_1, m_2, m_3, \ldots$ to $DF^{-n}(x, y).e_1$, and for $l = n_1, n_2, n_3, \ldots$ to $DF^{-n}(x, y).e_2$.

Note that by Remark 2 both directions $DF^{-n}(x, y).e_1$ and $DF^{-n}(x, y).e_2$ are in the cone $\hat{\mathcal{C}}^u$. Choosing two representative vectors of these two directions which coincide on the first coordinate, and then applying $DF^l(x, y).e$ to these two vectors, Lemma 2.2 proves that the distance (in $\mathbb{P}\mathbb{R}^2$) between $e_1$ and $e_2$ is smaller than $\sqrt{1 + \kappa^2/2^n}$. This is true for every $n$, hence $e_1 = e_2$.

### 2.2 Proof of Corollary B

Let $\mu$ be a $F$-invariant probability measure. We denote by $\nu$ the push-forward $\pi_{1,*}\mu$. It is a $f$-invariant probability measure on $[-1, 1]$.

**Lemma 2.4.** The measure $\nu$ satisfies $\nu(\{0\}) = 0$.

**Proof.** Assume by contradiction that $\nu(\{0\}) > 0$. Then, for every $\varepsilon > 0$, $\nu(]-\varepsilon, \varepsilon[) > 0$. For $\varepsilon$ sufficiently small, $f$ is a bijection from $]-\varepsilon, 0]$ onto $]1 - \rho(\varepsilon), 1]$ and from $[0^+, \varepsilon]$ onto $[-1, -1 + \rho'(\varepsilon)]$, with $\rho(\varepsilon)$ and $\rho'(\varepsilon)$ going to 0 as $\varepsilon \to 0$.

One (at least) of these two intervals has a $\nu$-measure bigger than $\frac{\nu(0)}{2}$ for every $\varepsilon$ (recall that $\nu$ is $f$-invariant). Say it is $]1 - \rho(\varepsilon), 1]$. Doing $\varepsilon \to 0$ this shows $\nu(\{1\}) > 0$. Now, $\nu(\{f(1)\})$ is bigger than $\nu(\{1\})$ because $\nu$ is $f$-invariant. Doing this by induction, we prove $\nu(f^k(1)) \geq \nu(1) > 0$ for every $k$, and $\nu$ should be infinite. This contradicts the fact that it is a probability. \qed

**Corollary 2.5.** The metric entropy $\mu \mapsto h_\mu$ is upper-semi continuous.

**Proof.** There is a canonical semi-conjugacy between a subshift in $\{0, 1\}^\mathbb{N}$ and $([-1, 1], f)$. For $x$ which is not a preimage of 0, $f^k(x)$ always belongs either to $[-1, 0[$ or to $]0, 1]$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{cones.png}
\caption{Cones in the projective space}
\end{figure}
We associate to \( x \) the itinerary coding, assigning 0 if \( f^k(x) \) belongs to \([-1,0[\) and 1 if it belongs to \([0,1[\).

Itinerary of -1 and 1 are well defined because 0 is not periodic. Then, we associate to 0 two codes, one which is 0-and the coding sequence of -1 and one which is 1 and the coding sequence of 1.

If \( x \) is a preimage of 0, its coding sequence is well determined up to it “falls” on 0. Then we just concatenate any of the coding sequence of 0.

This yields a set of admissible codes say \( \mathbb{K} \subset \{0,1\}^\mathbb{N} \). The inclusion is strict because, e.g., the codes 000\ldots or 111\ldots are not eligible. As \( f \) is expanding, the map which assigns to a code in \( \mathbb{K} \) the associated point is one-to-one except on the codes mapped on preimages of 0 \( \in [-1,1[\); it is actually two-to-one for preimages of 0 (including 0). Expansion also shows that the map is continuous, actually Hölder continuous.

The main consequence of Lemma 2.4 is that any \( f \)-invariant probability can be lifted into \( \mathbb{K} \) by a \( \sigma \)-invariant probability. Upper semi-continuity of \( h_{\mu} \) is \( \{0,1\}^\mathbb{N} \) yields upper semi-continuity in \([-1,1[\).

Note that by Lemma 2.4, for any \( \mu F \)-invariant, \( \mu \)-almost every \( (x,y) \in \Lambda \) has an unstable direction \( E^u(x,y) \).

On the other hand, for such a point \( (x,y) \), \( DF^n(x,y) \) is of the form

\[
\begin{pmatrix}
(f^n)'(x) & 0 \\
0 & \frac{\partial g^n}{\partial y}
\end{pmatrix},
\]

where \(|U_n| \leq C \sum_{k=0}^{n-1}|(f^k)'(x)|\) for some constant \( C \). This implies that the vertical direction is invariant. The asymptotic logarithmic expansion in that direction is

\[
\int \log \left| \frac{\partial g}{\partial y} \right| d\mu.
\]

It is a negative number.

Moreover, computing the largest Lyapunov exponent \( \lambda^u_\mu \), we get for a.e. \( (x,y) \)

\[
\lambda^u_\mu := \lim_{n \to +\infty} \frac{1}{n} \log ||DF^n(x,y)||,
\]

and (7) shows that \( \lambda^u_\mu = \lim_{n \to +\infty} \frac{1}{n} \log |(f^n)'(x)|\). By Birkhoff theorem, this last limit is \( \int \log |f'| d\nu \). Hence, Osseledec theorem insures that there exists a \( DF \)-invariant direction associated to this positive Lyapunov exponent. This direction must coincide with \( E^u(x,y) \) (for \( \mu \)-a.e. \( (x,y) \)) otherwise we would get three invariant directions in a 2-dimension space.
3 Proof of Theorem C

3.1 Construction of the unstable manifold

Let \((x, y)\) be in \(\Lambda\). For simplicity, we set \(F^{-n}(x, y) := (x_{-n}, y_{-n})\).

Pick an interval \(I\) in \([-1, 1]\). We consider the sequence of iterates of the interval, \(f(I), f^2(I), \ldots, f^k(I)\). As long as these image intervals do not contain zero their image are still an interval (whose length increases in \(k\)). Hence, there eventually exists some minimal \(k\) such that \(f^k(I) \ni 0\). The image \(f^{k+1}(I)\) is a union of two intervals, and we say that the interval is cut.

Notation: for simplicity we shall consider intervals \([x_{-n}, 0]\) but they could also denote \([0, x_{-n}]\) if \(x_{-n} > 0\).

**Definition 3.1.** Let \((x, y)\) be a point in \(\Lambda \setminus O_F^+\). We say that a point \((x, y)\) has the past-stabilization property if there exist \(\delta = \delta(x, y) > 0\) and \(N = N(x, y)\) such that for every \(n \geq N\), if the iterates of interval, say \(f^k([x_{-n}, 0])\) are never cuts, for \(k \leq n\), then the length of \(f^n([x_{-n}, 0])\) is bigger than \(\frac{\delta}{2}\).

**Notation.** For \(M = (x, y)\) in \(\Lambda \setminus O_F^+\), we call the inverse branches of \(x\) following \(M\) the sequence of points \((x_{-n})\) in the interval \([-1, 1]\). They satisfied \(f^n(x_{-n}) = x\).

We left it to the reader to check the following equivalent definition for the past-stabilization property:

**Definition 3.2.** The point \(M = (x, y)\) has the past-stabilization property if there exists some \(\varepsilon > 0\) such that the preimages of the interval \([x - \varepsilon, x + \varepsilon]\) following the inverse branches defined by \(F^{-n}(x, y)\) are intervals which never contain 0.

**Remark 3.** This later definition shows that if \(M\) has the past-stabilization property, then it also holds for \(F^{-k}(M), k \in \mathbb{N}\). ■

If \(\delta\) is a positive real number and \(z\) in \([-1, 1]\), \(||z||_\delta\) denotes \(\max(1, \frac{|z|}{\delta})\).

**Definition 3.3.** Let \((x, y)\) be a point in \(\Lambda \setminus O_F^+\). We say that a point \((x, y)\) has the backward slow recurrence property if for every \(\varepsilon > 0\), exists \(\delta > 0\) such that

\[
\limsup_{n \to +\infty} \frac{1}{n} \sum_{k=0}^{n-1} |\log ||\pi_1 \circ F^{-k}(x, y)||_\delta| \leq \varepsilon.
\]

In abridge way we shall say \((x, y)\) satisfies the b.s.r.p. or equivalently \((x, y)\) is backward slow recurrent (b.s.r. in abridge way).

**Lemma 3.4.** Assume that \((x, y)\) is b.s.r.. Then, it has the past-stabilization property.
Proof. Pick $0 < \varepsilon < \frac{1}{4} \log 2$ and then pick $\delta$ associated as in Definition 3.3.

Assume the Lemma is false. Then, for every $N$, there exists $n \geq N$ such that the interval $[x_n, 0]$ or $[0, x_n]$ is never cut and

$$|f^n(x_n) - f^n(0)| \leq \frac{\delta}{2}. \quad (8)$$

Here $f(0)$ is either 1 or -1 depending on $x_n$'s sign.

As $f$ is expanding, the last inequality certainly implies $|x_n| < \frac{\delta}{2}(\sqrt{2})^n$. However, we want a thinner estimate for $|x_n|$.

We can always assume that $\delta$ is sufficiently small such that

$$\forall \ z, |z| \leq \frac{\delta}{2} \implies |f'(z)| \geq \frac{C}{|z|^{1-\rho}},$$

with $C > 0$ and $\rho \in (0, 1]$. Moreover, the norm of derivative is decreasing with respect to the distance to 0. This means that for every $z$ in $[x_n, 0]$ (or $[0, x_n]$),

$$|f'(z)| \geq |f'(x_n)|.$$ 

For the rest of the orbit, we simply use expansion. Then, (8) yields,

$$(\sqrt{2})^{n-1}C|x_n|^\rho \leq \frac{\delta}{2},$$

which is equivalent to

$$\frac{1}{n+1} \log \frac{|x_n|}{\delta} \geq \frac{n-1}{2(n+1)\rho} \log 2 - \frac{1}{(n+1)\rho} \log \frac{\delta^{1-\rho}}{2} - \frac{1}{(n+1)\rho} \log C.$$

Note that $\frac{|x_n|}{\delta} = ||x_n||_\delta$. Then we get

$$\frac{1}{n+1} \sum_{k=0}^{n} \log ||x_k||_\delta \geq \frac{n-1}{(n+1)\rho} \varepsilon - \frac{1}{(n+1)\rho} \log \frac{\delta^{1-\rho}}{2} - \frac{1}{n+1} \log C.$$

As $n$ is as big as wanted, this is in contradiction with the b.s.r.p.

Theorem 3.5. If $(x, y)$ has the past-stabilization property, then it admits a local unstable manifold, $W_{loc}^u(x, y)$; $W_{loc}^u(x, y)$ satisfies the following properties:

1. $W_{loc}^u(x, y)$ is a $\frac{1}{\alpha}$-Lipschitz continuous graph over an horizontal interval $]x - \eta(x, y)/2, x + \eta(x, y)/2[$ for some $\eta(x, y) > 0$, and $\alpha$ is defined in Inequality (1).

2. The function $(x, y) \mapsto \eta(x, y)$ is Borel.
3. For every \( n \), \( \pi_1 \circ F^{-n}(W^u_{\text{loc}}(x,y)) \neq 0 \) and \( \eta(x,y) \) is maximal with this property.

**Remark 4.** The Theorem shows that if \( M = (x,y) \) belongs to \( \Lambda \setminus \mathcal{O}_F^+ \), then \( W^u_{\text{loc}}(x,y) \subset \Lambda \setminus \mathcal{O}_F^+ \).

**Proof of Theorem 3.5.** We consider \( \delta = \delta(x,y) \) as in Lemma 3.4. For every \( n \), we consider the horizontal segment \( [x_n - \frac{\delta}{2}, x_n + \frac{\delta}{2}] \times \{y_n\} \).

We study each half of this interval in a similar way. The map \( F \) is expansive. The lengths of intervals \( F^k ([x_n, x_n + \frac{\delta}{2}] \times \{y_n\}) \) increase in \( k \), unless one interval is “cut” by the discontinuity at 0 (i.e. one of the interval contains 0). If the intervals are not cut, expansivity shows that the image interval overlaps all the half-ball \( [x, x + \frac{\delta}{2}] \).

If one interval is cut, say at some iterates \( k \), then the new interval to consider is of the form \( [x_k, 0] \) or \( [0, x_k] \). If the images of this interval are never cut, then Lemma 3.4 shows that if \( k > N(x,y) \) the final image interval has length bigger than \( \delta/2 \). If not, we induces this process until we get an interval say \( [x_j, 0] \) with \( j \leq N(x,y) \).

But then, we only have to consider a finite number of intervals, and can consider the intersection of the connected components of the \( f^j([x_{-j}, 0]) \)'s which contain \( x \).

We do this for both side (the left hand side and the right hand side) of \( x \) considering the \( F^k ([x_n - \frac{\delta}{2}, x_n]) \)'s.

This gives some positive \( \eta \) such that for every \( n \), the connected component which contains \( (x, y) \) of the image by \( F^n \) of \( [x_n - \frac{\delta}{2}, x_n + \frac{\delta}{2}] \times \{y_n\} \) is a graph (at least) over the interval \( [x - \frac{\eta}{2}, x + \frac{\eta}{2}] \), say of a map \( \varphi_n \).

Contraction in the vertical direction, and the fact that the map \( F \) has a fibered structure \( (F(x,y) = (f(x), g(x,y)) \) and thus maps verticals into verticals) show that the sequence of graphs \( (\varphi_n) \) converge uniformly to a limit graph, say \( \varphi_{u,x,y} \).

Uniform expansion and contraction yield (this is a standard computation) that these maps \( \varphi_n \) are all \( \frac{1}{\alpha} \)-Lipschitz continuous because they must have slope in the unstable cone field.

It remains to prove that \( \eta \) is a Borel map. This follows from the fact that for each \( (x,y) \), there exists \( n \), such that \( \eta/2 = \min_{k \leq n} \{|f^k(x_k) - f^k(0)|\} \).

By construction, for every \( n \), \( \pi_1 \circ F^{-n}(\text{graph}(\varphi_{u,x,y})) \) is never cut by iterating \( f^k \) \( (k \leq n) \). We can then consider the maximal \( \eta \) with this property. It is again a Borel map. \( \Box \)

By construction, the \( \eta \) is maximal. This means that on the left or on the right there is a cutting point, i.e. a point whose first coordinate is an image of 0. At that point the unstable leaf stops or has a “beak”.

### 3.2 Proof of Theorem C

We define \( \Lambda_n \) as the set of points \( M = (x,y) \) in \( \Lambda \) whose unstable local manifold contains a graph over the interval \( [x - \frac{1}{n}, x + \frac{1}{n}] \).

**Lemma 3.6.** The set \( \Lambda_n \) is compact.
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Proof. It is sufficient to prove that $\Lambda_n$ is closed. We consider a sequence of points $M_k := (\xi_k, \zeta_k)$ converging to $(x, y)$ and all in $\Lambda_n$. Fix $\varepsilon$ very small. There exists $k_\varepsilon$ such that for every $k \geq k_\varepsilon$, $|x - \xi_k| < \varepsilon$. Then, for $k \geq k_\varepsilon$, $W^u_{\text{loc}}(\xi_k, \zeta_k)$ contains a graph over the interval $]x - \frac{1}{n} + \varepsilon, x + \frac{1}{n} - \varepsilon[\cup [\zeta_k - \frac{1}{n}, \zeta_k + \frac{1}{n}].$

Fix some integer $j$ bigger than $k_\varepsilon$. Then, consider $k$ sufficiently big such that the inverse branches of $F$ for $M$ and for $M_k$ coincide at least until $j$. The interval $]x - \frac{1}{n} + \varepsilon, x + \frac{1}{n} - \varepsilon[\cup [\zeta_k - \frac{1}{n}, \zeta_k + \frac{1}{n}]$ is never cut by $f^{-i}$, $i \leq j$ (following the $F^{-i}(M)$'s) because it is contained in the interval $]\xi_k - \frac{1}{n}, \xi_k + \frac{1}{n}[$ which is never cut following the $F^{-i}(M_k)$'s and these inverse branches coincide.

As $j$ can be chosen as big as wanted, Definition 3.2 shows that $M$ has the past stabilization property. Furthermore, the local unstable manifold $W^u_{\text{loc}}(M)$ contains a graph over the interval $]x - \frac{1}{n} + \varepsilon, x + \frac{1}{n} - \varepsilon[$. Letting $\varepsilon \to 0$ this proves that $M$ belongs to $\Lambda_n$. \hfill\qed

Proposition 3.7. The set $\cup \Lambda_n$ is dense in $\Lambda$.

Proof. Let $M = (x, y)$ in $\Lambda \setminus \cup \Lambda_n$. Theorem 3.5 shows that $M$ cannot get the past-stabilization property. Thus, there exists an increasing sequence $(k_n)$ such that for each $n$, the intervals $f^j([x_{-k_n}, 0])$ are never cut (for $0 \leq j \leq k_n$) and the sequences $\text{diam} (f^{k_n}([x_{-k_n}, 0]))$ decreases\footnote{Following the above proofs, for simplicity we consider the $x_{-k_n}$ are negative} to 0.

It is known (see [23]) that there exists a SRB measure for $F$. The projection on $[-1, 1]$ of its support is the whole interval $[-1, 1]$. Therefore, for every $n$, there exists some point $Q_n = (\xi_n, \eta_n)$, generic for this SRB-measure such that $x_{-k_n} < \xi_n < 0$.

The point $Q_n$ is “generic” for the measure, and we can assume it has a local unstable manifold $W^u_{\text{loc}}(Q_n)$ (in the sense of Pesin theory). Moreover, for every $k$, $F^k(Q)$ belongs to some $\Lambda_j$. By definition of $k_n$, $F^{k_n}(Q_n)$ belongs to the vertical band $\pi^{-1}(f^{k_n}([x_{-k_n}, 0]))$. It also belongs to the horizontal stripe $[-1, 1] \times [y - 2^{k_n} \frac{a}{n}, y + 2^{k_n} \frac{a}{n}]$. Therefore the sequence of points $F^{k_n}(Q_n)$ converges to $M$ as $n$ goes to $+\infty$. \hfill\qed

Definition 3.8. We call $u$-curve in $[-1, 1]$ any integration curve for the vector field $E^u$: $F^u$ is an $u$-curve if and only if for every $M \in F^u$, $T_M F^u = E^u(M)$.

Remark 5. Beaks do not belong to $u$-curves. \■

Existence of $u$-curves directly follows from Theorem 3.5. Note that inclusion defines a relative order relation between $u$-curves. Then, Zorn’s lemma shows that maximal element exist. For $M$ in $\cup \Lambda_n$, we write $W^u_{\text{loc}}(M)$ a maximal (for the inclusion) $u$-curve which contains $M$.

Lemma 3.9. For every $M$ in $\cup \Lambda_n$ there exists a unique maximal $u$-curve $W^u_{\text{loc}}(M)$. It is called the maximal local unstable manifold for $M$. Moreover, for every $j \geq 0$, $F^{-j}(W^u_{\text{loc}}(M))$ is well defined, connected and does not intersect the critical set.
Remark 6. Actually, adapting the proof of Lemma 3.9 we get that $W^u(M)$ is a graph over an interval. The two extreme points of $W^u(M)$ (meaning with extreme $x$-coordinates) are beaks and $W^u(M)$ is an open embedded submanifold.

Proof. Let $M = (x, y)$ in $\bigcup \Lambda_n$. Let $W^u_L(M)$ be any maximal $u$-curve containing $M$. By definition any point in $W^u_L(M)$ belongs to $\Lambda \setminus \mathcal{O}^+_f$. Then, $F^{-j}(W^u_L(M))$ is well-defined and does not intersect the critical set. It is connected because otherwise $W^u_L(M)$ would contain a beak, hence would intersect $\mathcal{O}^+_f$.

Assume that there exists two maximal $u$-curves, say $W^u_1$ and $W^u_2$ containing $M = (x, y)$. Both $W^u_1$ and $W^u_2$ are graphs over two intervals $I_1$ and $I_2$ containing $x$ in their interior. We set $W_i := \text{graph}(g_i)$. Both graphs coincide for some interval (at priori possibly containing only $M$) say $I$. The left extremal point of $I$ is denoted by $x_l$ and the right extremal point is denoted by $x_r$. By continuity we can define $g_i(x_j)$ with $i = 1, 2$ and $j = l, r$. Necessarily $g_1(x_l) = g_2(x_l)$ and $g_1(x_r) = g_2(x_r)$.

Assume $M_i := (x_l, g_i(x_l))$ is in $\bigcup \Lambda_n$. There are only three possibilities:

- $M_l$ is a beak.
- $M_l$ is a limit point just for one $W^u_i(M)$.
- $M_l$ is not a limit point and $W^u_1$ and $W^u_2$ split at that moment and go further.

We claim that only the first alternative is possible. Indeed, the second would contradict maximality for the shortest $W^u_i$ (the one which stopped at $M_l$), because it could be continued with a piece of the other one. The third alternative is also impossible for the following reason. Both $W^u_i(M)$ split at $M_l$ and continue a little bit further on the left. As they have bounded slope, they necessarily exits $x' < x_l$ such that $g_1(x')$ and $g_2(x')$ exist and are different. Now, $F^{-j}(W^u_1(M))$ and $F^{-j}(W^u_2(M))$ are connected; they must be in the same connected component of $F([-1, 1]^2)$ because they have an non-empty intersection. On the other hand, $F^{-j}$ expands in the vertical direction. Thus, there exists some $j$ such that $F^{-j}((x', g_1(x'))) = F^{-j}((x', g_2(x'))) = \Lambda_n$. This is a contradiction with connectivity.

The same reasoning shows that the other extremal point $M_r := (x_r, g_i(x_r))$ is also a beak. Consequently $W^u_1 = W^u_2$ because they coincide into the “interval” $[M_l, M_r]$ and these two extremal points are not in $\bigcup \Lambda_n$. 

\[ \square \]

Remark 6. Actually, adapting the proof of Lemma 3.9 we get that $W^u_L(M)$ is a graph over an interval. The two extreme points of $W^u_L(M)$ (meaning with extreme $x$-coordinates) are beaks and $W^u_L(M)$ is an open embedded submanifold.

Proposition 3.10. The equivalent classes for $\sim_u$ are the connected components of $\bigcup \Lambda_n$.

Proof. An equivalence class is a maximal $u$-curve. It is thus connected. Moreover $\bigcup \Lambda_n$ is included into $\bigcup_{M \in \bigcup \Lambda_n} W^u_L(M)$. 


3 PROOF OF THEOREM C

It remains to prove that every $W^u_L(M)$ is included in $\bigcup \Lambda_n$ and that they indeed are the connected components of $\bigcup \Lambda_n$.

Let $M'$ be in some $W^u_L(M)$. We will show that $M'$ has the past-stabilization property. The set $W^u_L(M)$ is connected does not contain points of $O^+_F$. Then for every integer $k$, $F^{-k}(W^u_L(M))$ is a connected curve. It contains $F^{-k}(M')$. Consequently, $\pi_1(F^{-k}(W^u_L(M)))$ is an interval in $[-1, 1]$ which is never cut by $f^j$, $0 \leq j \leq k$ which contains $x'_k := \pi_1(F^{-k}(M'))$. This shows that $M'$ has the past stabilization property.

Therefore we get $\bigcup \Lambda_n = \bigcup_{M \in \bigcup \Lambda_n} W^u_L(M)$.

Consider $M \in \bigcup \Lambda_n$ and $W$ the connected component of $\bigcup \Lambda_n$ which contains $M$. As $W^u_L(M)$ is connected, $W^u_L(M) \subset W$. Now assume that there exists $M' \in W \setminus W^u_L(M)$ and $M'' \in W^u_L(M)$ such that $\pi_1(M') = \pi_1(M'')$. Again, for every $k$, $F^{-k}(W)$ is a connected set (otherwise there would be a beak in $W$). But $F^{-1}$ expands in the vertical direction and $F^{-k}(M')$ and $F^{-k}(M'')$ cannot always be in the same connected component of $F([-1, 1]^2)$.

This shows that if $W$ is (or contains) an union of different maximal unstable local manifolds, these manifolds cannot overlaps in the vertical direction. On the other hand, $\pi_1$ is a continuous function and $\pi_1(W)$ has to be a connected set (thus an interval) in $[-1, 1]$. Nevertheless if $W$ contains several maximal local unstable manifolds, their projections on $[-1, 1]$ are disjoint intervals because the manifolds cannot overlaps (in $x$-direction). Over a junction point, there should be another maximal local unstable manifold and there should be overlapping. On the other hand, connectedness shows that an open interval cannot be written as the union of disjoints intervals. This proves that $W$ cannot contain more than one maximal local unstable manifold, hence $W = W^u_L(M)$.

\begin{proposition}
Let $\mu$ be a $F$-invariant ergodic measure. Assume $\mu(\Lambda_j) > 0$ for some integer $j$. Then $\mu(\bigcup \Lambda_n) = 1$.
\end{proposition}

\begin{proof}
We claim that for $\mu$ a.e. $M$, $F(M)$ belongs to some $\Lambda_j$. Actually, if $M$ belongs to $\Lambda_n$ and $\pi_1(F(M)) \neq 0$, then $F(M)$ again belongs to some $\Lambda_j$ because it has the past-stabilization property. Conversely, if $\pi_1(F(M)) = 0$, $F(M)$ clearly does not belong to any $\Lambda_j$.

Now Lemma 2.4 shows that $\mu(\pi_1^{-1}(0)) = 0$ and then $\mu(F^{-1}(\pi_1^{-1}(0))) = 0$ (note that $F^{-1}(\pi_1^{-1}(0))$ is well defined).

This shows that the following inclusion holds $\mu$-a.e. :

$$F(\bigcup \Lambda_n) \subset \bigcup \Lambda_n.$$ 

As the measure $\mu$ is ergodic and $\mu(\Lambda_j) > 0$, then $\mu(\bigcup \Lambda_n) = 1$. 
\end{proof}
4 Rectangle and induced sub-system

4.1 mille-feuilles

The periodic orbits for the one-dimensional system \([[-1, 1], f]\) are dense. We pick some positive \(\tilde{\delta}\) very small such that the set of points \((x, y)\) satisfying

\[
\eta(x, y) > 2\tilde{\delta}
\]

is non-empty\(^4\). We also assume

\[
f(\tilde{\delta}) < -\tilde{\delta} \text{ and } f(-\tilde{\delta}) > \tilde{\delta}.
\]

Then, we pick a \(\tilde{\delta}\)-dense periodic orbit for \([-1, 1], f\), and consider two consecutive points of the orbit (for the relation of order \(\leq\)) in \([-1, 0]\) or \([0, 1]\). We call them \(P_l < P_r\). Remember that 0 is neither periodic (for \(f\)) nor pre-periodic. Therefore, the periodic orbit \(P_l, f(P_l), \ldots, P_r, f(P_r), \ldots\) does not belong to the forward orbit of 0.

We consider the vertical band \(B\) in the two dimension system

\[
B = \{(x, y), \ P_l \leq x \leq P_r, \ -1 \leq y \leq 1\}.
\]

The interior of the band denotes points with in \(B\) with first coordinate in \([P_l, P_r]\]. Then, we consider all the pieces of local unstable manifolds going as a graph over \([P_l, P_r]\) from the left border of \(B\) to the right border of \(B\). We only consider pieces of manifolds without “beak” over the whole interval \([P_l, P_r]\). We get a set called mille-feuilles and denoted \(M_0\). By construction, the set is laminated. Each element of the lamination is called an (unstable) leaf of the mille-feuilles.

**Lemma 4.1.** The mille-feuilles \(M_0\) is closed.

**Proof.** We consider a family of manifolds converging. All these manifolds are \(\frac{1}{\alpha}\)-Lipschitz continuous graphs over \([P_l, P_r]\]. As they form a lamination, up to a subsequence, we can always assume that the sequence is monotone. It converges to a \(\frac{1}{\alpha}\)-Lipschitz graph over \([P_l, P_g]\).

It could happen that every (or only infinitely many) graph in the monotone considered sequence has a beak on one side of the band \(B\), and that this sequence of beaks converges to a point. The limit point cannot be a beak and belong to the boundaries of the band, \(i.e.\) to the vertical over \(P_l\) or \(P_r\) because the periodic orbit \(P_l, f(P_l), \ldots\) does not belong to the forward orbit of 0.

The unique other possibility is that no beaks converge to the borders, thus they stay at a positive distance to the borders.

Therefore, the limit graph is admissible and \(M_0\) is closed. \(\Box\)

\(^4\)Remind \(\eta(x, y)\) was defined in Theorem 3.5
Definition 4.2. Let \((x, y)\) be in the interior of the band \(B\) and in \(M_0\). Assume that \(F^n(x, y)\) also belongs to the interior of \(B\) and to \(M_0\) \((n > 1)\). Then the connected component of \(F^{-n}(B) \cap B\) which contains \((x, y)\) is called the vertical band associated to \((x, y)\) and time \(n\).

We left it to the reader to check that contraction in the vertical direction shows that the connected component of \(F^{-n}(B) \cap B\) which contains \((x, y)\) is indeed a vertical band of the form \([a, b] \times [-1, 1]\).

Lemma 4.3. Let \((x, y)\) be in the interior of the band \(B\) and in \(M_0\). Let \(B' := [a, b] \times [-1, 1]\) be the vertical band associated to \((x, y)\) and time \(n\). Then for every \((\xi, \zeta)\) in \(B' \cap M_0\), \(F^n(W^u_{loc}(\xi, \zeta) \cap B')\) is a complete unstable leaf of the mille-feuilles \(M_0\).

Proof. Consider \((\xi, \zeta) \in B' \cap M_0\) and the associated piece of unstable leaf intersected with the mille-feuilles \(W := W^u_{loc}(\xi, \zeta) \cap B'\). This piece of unstable leaf has no beaks. Remember that \(F\) lets verticals invariant and contracts them. Therefore, \(F^n(\xi, \zeta)\) also belongs to \(B\). The image \(F^n(W)\) is a one-dimensional manifold which joins the left hand side of \(B\) to the right hand side.

We want to check that \(F^n(W)\) is a leaf of the mille-feuilles \(M_0\). This holds if and only if \(F^n(W)\) is a piece of local unstable manifold and has no beaks (even on the borders). By construction, it is a piece of global unstable manifold. We thus just have to check that it contains no beaks.

Assume, by contradiction, it has some beak over the interval \([P_l, P_r]\). This beaks cannot be the image of some “previous” beak in \(W\). Indeed, the dynamics expands the unstable direction (unless it creates discontinuity) and by definition there were no beaks in \(W\). A fortiori there is no beak in \(W \cap B'\).

This shows that the unique possibility is that the beak is created in \(W \cap B'\) while taking the image by some \(F_j\) with \(0 \leq j \leq n - 1\). Seeing this in the one-dimensional system \(([−1, 1], f)\), this means that \(F_j([a, b])\) contains 0. This would also create a beak in the whole vertical, thus in \(W^u_{loc}(x, y) \cap B'\) too. This would be in contradiction with \(F^n(x, y) \in M_0\). □

Remark 7. Due to Lemma 4.3, we say that the mille-feuilles has the Markov property.

This last lemma shows that the first-return map into \(M_0\) has good dynamical properties inherited from the Markov property: considering \((x, y)\) in \(M_0\) and in the interior of \(B\), we say that \(n\) is the first return-time into \(M_0\) if \(F^n(x, y) \in M_0\) and

- either \(F^n(x, y)\) belongs to the interior of \(B\),
- or it is in the border for the topology in the unstable manifolds of such points.

This means that \(F^n(x, y')\) is accumulated by points \(F^n(x', y') \in M_0\) which are in the interior of \(B\) and such that \((x', y') \in W^u_{loc}(x, y) \cap M_0\).
For the rest of the paper we denote by \( \tau(x, y) \) the first return-time. If it does not exists, we simply say \( \tau(x, y) = +\infty \). As the first return-time is constant on verticals, we shall also write \( \tau(x) \) if there is no ambiguity.

For \( (x, y) \in \mathcal{M}_0 \) and in the interior of \( \mathcal{B} \) and \( n \) its first return-time, we denote by \( \mathcal{B}(x, y, n) \) the vertical band associated to \( (x, y) \) and time \( n \).

The first return map \( (x, y) \mapsto F^{\tau(x,y)}(x, y) \) is denoted by \( \Phi \).

**Remark 8.** Two different vertical bands \( \mathcal{B}(x, y, n) \) and \( \mathcal{B}(x', y', n') \) have empty interior intersection; more precisely, they can coincide only on one single vertical (respectively border from the left hand side and from the right hand side). ☐

The set of points in \( \mathcal{M}_0 \) with finite first return-time may be empty. It is however possible to ensure this set is non-empty. Pick some periodic point \( P = (x, y) \). It satisfies the past-stabilization property, thus has a piece of local unstable manifold \( W^u_{loc}(P) \) with length \( \delta(P) \). Then, adjust the length \( \delta \ll \delta(P) \) in the construction of the mille-feuilles such that two consecutive periodic points of the \( f \)-orbits define an interval which contains \( \pi_1(P) \). The assumption \( \delta \ll \delta(P) \) shows that \( P \) belongs to the mille-feuilles. As \( P \) is periodic, it returns into it by iterations of \( F \). For the rest of this section, we assume that the set of points with finite first return-time into the mille-feuilles is non-empty.

The different first-returns generate countably many vertical bands, say \( V_0, V_1, \ldots \) with disjoint interiors. This defines a “partition” called \( \mathcal{V} \): each band \( V_i \) is associated to an integer \( n_i \), and \( F^{n_i}(V_i) \) is a horizontal stripe in \( \mathcal{B} \). We denote it by \( G_i \). By definition of the first return-time, these stripes \( G_i \) have disjoint interior in \( \mathcal{B} \). We denote by \( \mathcal{G} \) the collection of stripes \( G_i \). Moreover Lemma 4.3 yields

\[
F^{n_i}(V_i \cap \mathcal{M}_0) = G_i \cap \mathcal{M}_0.
\]

We can thus consider the induced partitions, \( \bigvee_{k=0}^{+\infty} \Phi^{-k} \mathcal{V} \) and \( \bigvee_{k=0}^{+\infty} \Phi^{-k} \mathcal{G} \). Formally, the dynamics \( \Phi \) on \( \bigvee_{k=0}^{+\infty} \Phi^{-k} \mathcal{V} \times \bigvee_{k=0}^{+\infty} \Phi^{-k} \mathcal{G} \) is orbit-equivalent to the shift on \( \{0, 1, \ldots, \}^\mathbb{Z} \).

The one dimensional dynamics \( \pi_1 \circ \Phi \) on \( \bigvee_{k=0}^{+\infty} \Phi^{-k} \mathcal{V} \) is orbit-equivalent to the one-side shift \( \{0, 1, \ldots, \}^\mathbb{N} \). We develop now this later point.

## 4.2 One dimensional sub-system

We define a dynamics \( \phi \) on \( [P_l, P_r] \cap \bigvee_{k=0}^{+\infty} \Phi^{-k} \mathcal{V} \) by

\[
\phi(x) = \pi_1 \circ \Phi(x, y),
\]
where $y$ is any point such that $(x, y) \in \mathcal{M}_0$. Equivalently we have $\phi(x) = f^{n_i}(x)$ if $(x, y)$ belongs to $V_{n_i}$. This can also be written

$$\phi(x) = f^{\tau(x)}(x).$$

We point out that $\tau(x)$ is not necessarily the first return-time in $[P_l, P_r]$ by iterations of $f$, even if it is the first return-time in $\mathcal{M}_0$ by iterations of $F$ for $(x, y)$. Indeed, it may happen that $F^k(x, y)$ belongs to $\mathcal{B}$ but not to $\mathcal{M}_0$.

The partition in vertical band generates a trace on $[P_l, P_r]$: $K_{n_1} := V_{n_i} \cap [P_l, P_r]$. This new partition is denoted by $\mathcal{K}$.

**Lemma 4.4.** The set $[P_l, P_r] \cap \bigcup_{k=0}^{+\infty} \Phi^{-k}\mathcal{V}$ is dense in $[P_l, P_r]$.

**Proof.** Consider a vertical band $\mathcal{V}_{n_i}$ and its image $\mathcal{G}_{n_i}$ by $\Phi$. These two sets intersect themselves and there is a unique $n_i$-periodic point in this intersection (with convention $\Phi_{\mathcal{V}_{n_i}} = F^{n_i}$).

This proves that there exists periodic points in $\mathcal{M}_0$.

Hence, consider some $p$-periodic point, say $P = (x_P, y_P)$, in $\mathcal{M}_0$. The set $\cup_j f^{-j}([x_P])$ is dense in $[-1, 1]$. Consider $j$ and $x$ in $[P_l, P_r]$ such that $f^j(x) = x_P$. Pick any $Q$ in $\Lambda$ satisfying $\pi_1(Q) = x$. Hence, $F^j(Q)$ is in the same vertical line than $P$ (see Figure 6).

Now, consider for some integer $n$ (supposed very big) the connected component of $\Phi^{-np}(\mathcal{B})$ which contains $P$. This is a vertical band, say $V$. This set also contains $F^{-j}(Q)$. Then, consider the connected component of $F^{-j}(V)$ which contains $Q$. This is a vertical band, say $V'$. We adjust the integer $n$ such that $V' \subset \mathcal{B}$. This is possible because $x$ belongs to $[P_l, P_r]$. We also assume that $n$ is sufficiently big such that $f^k(V' \cap [P_l, P_r])$ never contains 0 for $0 \leq k \leq j$. In other words, this interval is never cut (by iteration of $f$) and its image by $f$ is the whole interval $V \cap [P_l, P_r]$. Finally consider any $M$ in $V' \cap \mathcal{M}_0$. The unstable local leaf $W^u_{\text{loc}}(M)$ overlaps $V'$ in both sides (because it overlaps $\mathcal{B}$). Our assumptions on $n$ show that $F^j(W^u_{\text{loc}}(M) \cap V')$ is a piece of unstable leaf which overlaps in both sides $V$. Moreover $F^j(M)$ is in the band $V$. Say $\Phi^{np}(P) := F^{k_n}(P)$; then the image by $F^{k_n}$ of $F^j(W^u_{\text{loc}}(M) \cap V')$ is a piece of unstable manifold which overlaps $\mathcal{B}$ and $F^{j+k_n}(M)$ is in the band $\mathcal{B}$. Consequently $j + k_n$ is a return-time for $M$ into $\mathcal{M}_0$.

We fix some unstable leaf $\mathcal{F}_0$ of the mille-feuilles and consider it as the reference leaf. The projection $\pi_{\mathcal{F}_0}$ on $\mathcal{F}_0$ is defined by

$$\pi_{\mathcal{F}_0}(x, y) = (x, y_0),$$

where $y_0$ is such that $(x, y_0) \in \mathcal{F}_0$. To simplify the notations, and if it does not make difficulties to be understood, we shall also write $\pi_{\mathcal{F}_0}(x) = y_0$, to mean that $(x, \pi_{\mathcal{F}_0}(x))$ belongs to $\mathcal{F}_0$. 

If $x$ and $x'$ are in $[P_l, P_r]$, we set

$$d(x, x') = \frac{1}{2\max\{n, |f^n(x) - f^n(x')| \leq \tilde{\delta}\}},$$

where $\tilde{\delta}$ is defined in (9) and is bigger than the size of the band $B$. As $f$ is expanding, if $x \neq x'$, eventually, $|f^n(x) - f^n(x')| > \tilde{\delta}$ if the interval $[x, x']$ is not cut by 0. If it is cut by 0 (with length smaller than $\tilde{\delta}$) at some iterate, say $n_0$, condition (10) shows that one point is sent to $[-1, -\tilde{\delta}]$ and the other one to $[\tilde{\delta}, 1]$. At that moment $n_0 + 1$, $|f^n(x) - f^n(x')| > \tilde{\delta}$. In both cases, $\max\{n, |f^n(x) - f^n(x')| \leq \tilde{\delta}\} < +\infty$.

As $f$ is expanding by a factor at least $\sqrt{2}$, for every $x$ and $x'$

$$|x - x'| \leq 2^{\log \frac{\tilde{\delta}}{\log 2} + \frac{1}{2}} \sqrt{d(x, x')}.$$  \hfill (11)

**Definition 4.5.** We define the set $C^\gamma$ of continuous functions $\varphi : [P_l, P_r] \to \mathbb{R}$ satisfying

$$\sup_{x \neq x'} \frac{|\varphi(x) - \varphi(x')|}{d^\gamma(x, x')} < +\infty.$$  

For $\varphi$ in $C^\gamma$, we set

$$||\varphi||_\gamma := \sup_{x \neq x'} \frac{|\varphi(x) - \varphi(x')|}{d^\gamma(x, x')} + ||\varphi||_\infty.$$
Clearly a function in $C^\gamma$ is continuous because $d(x,x')$ goes to 0 if $x$ goes to $x'$.
Then $|||\varphi|||_\infty$ and $|||\varphi|||_\gamma$ are well defined.
We let the reader check the next result:

**Proposition 4.6.** $|||\cdot|||_\gamma$ is a norm. The normed space $(C^\gamma,|||\cdot|||_\gamma)$ is a Banach space.

## 5 Proof of Theorem D

**Notation.** In this section we will consider several dynamical systems: $(\Lambda,F)$, $(\mathcal{M}_0,\Phi)$, and $([P_l,P_r],\phi)$. Then, for each Birkhoff sum we shall write with respect to which dynamics it is considered. Namely we will write $S_n^F$, $S_n^\Phi$ and $S_n^\phi$.

### 5.1 Local equilibrium state for induced map

#### 5.1.1 Reduction to a one-dimensional dynamics

Let $A_0$ be a Hölder continuous function on $[-1,1]^2$. We set

$$\omega(x,y) = +\sum_{k=0}^{+\infty} A_0 \circ F^k(x,y) - A_0 \circ F^k \circ \pi_{F_0}(x,y).$$

Assume $\tau(x,y) = n$ and set $\pi_{F_0}(x) = y_0$. Then we have

$$\omega(x,y) = \sum_{k=0}^{+\infty} A_0 \circ F^k(x,y) - A_0 \circ F^k \circ \pi_{F_0}(x,y)$$

$$= S_n^F(A_0)(x,y) - S_n^F(A_0)(x,y_0) + \sum_{k=0}^{+\infty} A_0 \circ F^k(F^n(x,y)) - A_0 \circ F^k(F^n(x,y_0))$$

$$= S_n^F(A_0)(x,y) - S_n^F(A_0)(x,y_0) + \omega(\Phi(x,y)) - \sum_{k=0}^{+\infty} A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x,y) - A_0 \circ F^k(F^n(x,y_0)).$$

This yields

$$S_n^F(A_0)(x,y) = S_n^F(A_0)(x,y_0) - \sum_{k=0}^{+\infty} (A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x,y) - A_0 \circ F^k(F^n(x,y_0))) + \omega(x,y) - \omega \circ \Phi(x,y).$$

Note that $A(x) := S_n(A_0)(x,y_0) - \sum_{k=0}^{+\infty} (A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x,y) - A_0 \circ F^k(F^n(x,y_0)))$
does not depend on $y$. We have

$$S_n^F(A_0)(x,y) = A(x) + \omega \circ \Phi(x,y) - \omega(x,y).$$

Let $Z$ be a real number. The last equality shows that it is equivalent to find an equilibrium state for $(x,y) \mapsto S_n^F(A_0)(x,y) - \tau(x,y)Z$ (and for the dynamical system $(\bigvee_{k=0}^{+\infty} \Phi^{-k}G \times \bigvee_{k=0}^{+\infty} \Phi^{-k}\mathcal{G},\Phi)$) or for $(x,y) \mapsto A(x) - \tau(x).Z$. 

(12)
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5.1.2 Study of the one-dimensional dynamics

Lemma 5.1. There exists a positive $\gamma$ and a constant $C_A$ such that for every $x$ and $x'$ in the same $K_n$,

$$|A(x) - A(x')| \leq C_A d'(\phi(x), \phi(x')).$$

Proof. We pick $x$ and $x'$ in the same $K_n$. By definition we have $\tau(x) = \tau(x') = n$. Then

$$\max\{k, \ |f^k(x) - f^k(x')| \leq \delta\} = n + m,$$

for some non-negative integer $m$. We have $d(\phi(x), \phi(x')) = 2^{-m}$.

We have to compute the difference

$$\sum_{k=0}^{+\infty} A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x, \pi_{F_0}(x)) - A_0 \circ F^k \circ \Phi(x, \pi_{F_0}(x)) - \sum_{k=0}^{+\infty} A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x', \pi_{F_0}(x')) - A_0 \circ F^k \circ \Phi(x', \pi_{F_0}(x')).$$

It is well-known that this is done by cutting the sum in two parts.

On the one hand, we compute bound for

$$\sum_{k=0}^{m} A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x, \pi_{F_0}(x)) - A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x', \pi_{F_0}(x'))$$

and

$$\sum_{k=0}^{m} A_0 \circ F^k \circ \Phi(x, \pi_{F_0}(x)) - A_0 \circ F^k \circ \Phi(x', \pi_{F_0}(x')).$$

On the other hand we compute bound for

$$\sum_{k=\frac{m}{2}+1}^{+\infty} A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x, \pi_{F_0}(x)) - A_0 \circ F^k \circ \Phi(x, \pi_{F_0}(x))$$

and

$$\sum_{k=\frac{m}{2}+1}^{+\infty} A_0 \circ F^k \circ \pi_{F_0} \circ \Phi(x', \pi_{F_0}(x')) - A_0 \circ F^k \circ \Phi(x', \pi_{F_0}(x')).$$

For both primary terms, we use that $f^k(x)$ and $f^k(x')$ are close. For both secondary terms we use that $F^k \circ \pi_{F_0} \circ \Phi(x, \pi_{F_0}(x))$ is close to $F^k \circ \Phi(x, \pi_{F_0}(x))$ and $F^k \circ \pi_{F_0} \circ \Phi(x', \pi_{F_0}(x'))$ is close to $F^k \circ \Phi(x', \pi_{F_0}(x'))$. We then use the Hölder regularity of $A_0$. The unstable leave is a Lipschitz graph, hence $\pi_{F_0}$ is Lipschitz continuous.

All this allows to get a bound of the form $C_A \theta^m$, for some $0 < \theta < 1$ and $C_A$ which only depends on $A_0$. The quantity $\theta^m$ is equal to $d'(\phi(x), \phi(x'))$ with

$$\gamma = \frac{|\log \theta|}{\log 2}.$$
Definition 5.2. We define the transfer operator with parameter $Z$ by

$$\mathcal{L}_Z(\psi)(x) = \sum_{\phi(\xi) = x} e^{A(\xi) - \tau(\xi)Z} \psi(\xi).$$

Proposition 5.3. There exists a critical $Z_c$ such that for every $Z > Z_c$, for every continuous $\psi = [P_l, P_r] \rightarrow \mathbb{R}$, for every $x$ in $[P_l, P_r]$, the quantity $\mathcal{L}_Z(\psi)(x)$ is well defined.

$Z_c$ is critical in the sense that it is the minimal value with this property.

For $Z > Z_c$, $\mathcal{L}_Z$ is a linear operator acting on the set $\mathcal{C}^0$ of continuous function on $[P_l, P_r]$.

Proof. The proof can be found in [12] Subsec. 4.1.

Using Lemma 5.1, we show that convergence for $Z$, for every $\psi$ and every $x$ is equivalent to convergence for $Z$, $1$ and just one $x$. Then we get

$$Z_c = \limsup_{n \rightarrow +\infty} \frac{1}{n} \log \left( \sum_{\phi(\xi) = x, \tau(\xi) = n} e^{A(\xi)} \right). \quad (13)$$

Then, $\mathcal{L}_Z$ acts on continuous functions because even if $\phi$ is not defined for every $x$, the inverse branches are well-defined and the operator is Markov: for any $x$ and $x'$ we can associate by pair the pre-images $\xi$ and $\xi'$. Moreover, there is contractions iterating backward. □

Proposition 5.4. There exists a positive constant $C_A$ which only depends on $A_0$ such that for every $Z > Z_c$, for every $x$ and $x'$ in $[P_l, P_r]$,

$$e^{-C_A} \leq \frac{\mathcal{L}^n_Z(\mathbb{1})(x)}{\mathcal{L}^n_Z(\mathbb{1})(x')} \leq e^{C_A}.$$

Proof. This is a direct consequence of Lemma 5.1. If $\xi$ satisfies $\phi^n(\xi) = x$, then there exists $\xi'$ in the same element $\bigvee_{k=0}^{n} \phi^{-k}(\mathcal{K})$ satisfying $\phi^n(\xi') = x'$. Lemma 5.1 yields

$$|S_n^\phi(A)(\xi) - S_n^\phi(A)(\xi')| \leq C_A,$$

where $S_n^\phi(A) = A + A \circ \phi + \ldots + A \circ \phi^{n-1}$ and $C_A$ is a constant only depending on $A_0$. □

Results following [12]. We can use a theorem from Ionescu-Tulcea & Marinescu [10] and we get for every $Z > Z_c$:

- There is an eigen- probability measure $\nu_Z$ for $\mathcal{L}_Z^*$. The eigenvalue $\lambda_Z$ is the spectral radius of $\mathcal{L}_Z$ and $\mathcal{L}_Z^*$.
- On $\mathcal{C}^\gamma$, the spectrum of $\mathcal{L}_Z$ is a single and simple dominated eigenvalue $\lambda_Z$, and the rest of the spectrum included into a disk of radius $\rho_Z \lambda_Z$ with $\rho_Z < 1.$
• The Hölder inequalities show that $Z \mapsto \log \lambda_Z$ is convex. It is also decreasing and analytic on $]Z_c, +\infty[$.

• The unique (up to a multiplicative constant) eigen-function is

$$H_Z := \lim_{n \to +\infty} \frac{1}{n} \sum_{k=0}^{n-1} \frac{L_Z^k(\mathbb{I})}{\lambda_Z^k}.$$ 

It is a positive function in $C^\gamma$.

• The measure defined by $d\mu_Z := H_Z d\nu_Z$ is the unique equilibrium state for $([P_l, P_r], \phi)$ associated to $A - Z \tau$. It is an exact measure, hence mixing, hence ergodic (mixing yields uniqueness of the dominated eigenvalue for $L_Z$).

• Uniqueness of the dominated eigenvalue and [8] chap. 3 yield that $Z \mapsto \lambda_Z$ is real analytic on $]Z_c, +\infty[$.

• For every $x$, the set of pre-images by $\phi$ is dense in $\bigcup_{K \in \mathcal{K}} K$. Moreover, Lemma 4.4 shows that $\bigcup_{K \in \mathcal{K}} K$ is dense in $[P_l, P_r]$.

• All these results are valid as soon as $L_Z(\mathbb{I})$ converges. This holds for $Z = Z_c$ if $L_{Z_c}(\mathbb{I})$ converges (see [12] subset. 6.3).

### 5.1.3 Extensions to the two-dimensional dynamics

Copying [12], we claim that $(\mathcal{M}_0, \Phi)$ is the natural extension for $([P_l, P_r], \phi)$. Indeed, and by construction of $\mathcal{M}_0$, the discontinuity generated by the line $\{x = 0\}$ is not seen by $\phi$ and the Markov partition $\mathcal{K}$. Therefore, for every $Z$, there exists an unique $\Phi$-invariant measure $\hat{\mu}_Z$ such that $\pi_1 \ast \hat{\mu}_Z = \mu_Z$. It satisfies

$$h_{\hat{\mu}_Z}(\Phi) + \int A - Z \tau d\hat{\mu}_Z = \log \lambda_Z.$$

and it is the unique equilibrium state for $(\mathcal{M}_0, \Phi)$ and the potential $A - Z \tau$.

By Equality [12], $\hat{\mu}_Z$ is also an equilibrium state for $S^F_r(A_0) - Z \tau$.

Moreover, for every $Z > Z_c$, we recall that $F$ lets verticals invariant (and contracts them). Moreover the density function $H_Z$ is bounded from below away from 0. Therefore, the condition $\int \tau d\hat{\mu}_Z < +\infty$ is equivalent to $\int \tau d\mu_Z < +\infty$ and is also equivalent to $\int \tau d\nu_Z < +\infty$.

Now, $\int \tau d\nu_Z < +\infty$ holds if $Z > Z_c$ because Lemma 5.1 shows

$$\int \tau d\nu_Z = -e^{+c_A} \frac{\partial L_Z(\mathbb{I})(x)}{\partial Z},$$

for any $x$.

Then, following [5], there exists $m_Z$, a $F$-invariant probability, such that

$$\hat{\mu}_Z = \frac{m_Z(\cdot \cap \mathcal{M}_0)}{m_Z(\mathcal{M}_0)}.$$
In that case we get
\[ h_{mZ}(F) + \int A_0 \, dm_Z = Z + m_Z(\mathcal{M}_0) \log \lambda_Z. \]  
(14)

Moreover
\[ \frac{d \log \lambda_Z}{dZ} = -\frac{1}{m_Z(\mathcal{M}_0)}. \]  
(15)

Again, these results hold, if \( \mathcal{L}_Z(\mathbb{1}) \) converges for \( Z = Z_c \) and the existence of \( m_Z \) from the convergence of \( \frac{\partial \mathcal{L}_Z(\mathbb{1})(x)}{\partial Z} \) for \( Z = Z_c \) (and \( x \) is any point).

### 5.2 Relative equilibrium associated to \( \mathcal{M}_0 \)

**Definition 5.5.** We call relative pressure for \( A_0 \) associated to \( \mathcal{M}_0 \) the quantity:
\[ \mathcal{P}(A_0, \mathcal{M}_0) := \sup \left\{ h_{mZ}(F) + \int A_0 \, dm, \ m(\mathcal{M}_0) > 0 \right\}. \]

Any \( F \)-invariant measure giving positive weight to \( \mathcal{M}_0 \) and realizing this supremum is called a relative equilibrium state associated to \( \mathcal{M}_0 \).

The goal of this subsection is to prove the next proposition and to make precise condition yielding existence (and uniqueness) of a relative equilibrium state associated to \( \mathcal{M}_0 \).

**Proposition 5.6.** \( \mathcal{P}(A_0, \mathcal{M}_0) := \sup \left\{ h_{mZ}(F) + \int A_0 \, dm, \ Z > Z_c \right\}. \)

### 5.2.1 Key estimation for \( Z_c \)

Here, follows the key estimation for the proof of Theorem D.

**Proposition 5.7.** Inequality \( Z_c \leq \mathcal{P}(A_0, \mathcal{M}_0) \) holds.

**Proof.** Let \( n \) be an integer, and consider the finite vertical bands \( \mathcal{V}_i \) associated to the return time \( \tau = n \) in the mille-feuilles \( \mathcal{M}_0 \). The Markov intersection yields in each such band the existence and uniqueness of a \( \phi \) periodic point with period (exactly) equal to \( n \).

Denote by \( M_{n,j} \) such periodic point and \( K_{n,j} \) the associated cylinder. We set \( A_{n,j} := A(M_{n,j}) \) and consider the Bernoulli measure \( \mu_n \) with weight
\[ p_{n,j} := e^{A_{n,j}} \sum_j e^{A_{n,j}}. \]

Bernoulli means here \( \mu_n(\cap_{j=0}^p \phi^{-j} \mathcal{V}_{i_j}) = \prod_{j=0}^p p_{n,i_j}. \)

\(^5\text{for the dynamics of } \phi.\)
Therefore, $h_{\mu_n}(\phi) = - \sum p_{n,j} \log p_{n,j} = - \sum_j A_{n,j} e^{A_{n,j}} + \log \sum_j e^{A_{n,j}}$. Lemma 5.1 shows $\int A \, d\mu_n = \pm C_A + \sum_j A_{n,j} p_{n,j}$, and then

$$h_{\mu_n}(\phi) + \int A \, d\mu_n = \log \left( \sum_j e^{A_{n,j}} \right) \pm C_A.$$

Note that $\int \tau \, d\mu_n = n$, hence there exists a $F$-invariant probability $m_n$ such that

$$\mu = \pi_{1*} \left( \frac{m_n(\cdot \cap M_0)}{m_n(M_0)} \right).$$

Furthermore $m_n(M_0) = \frac{1}{n}$. Consequently the free energy of $A_0$ for $m_n$ satisfies

$$\mathcal{P}(A_0, M_0) \geq h_{m_n}(F) + \int A_0 \, d\mu_n = \frac{1}{n} \log \left( \sum_j e^{A_{n,j}} \right) \pm \frac{1}{n} C_A.$$

This yields:

$$\frac{1}{n} \log \left( \sum_j e^{A_{n,j}} \right) \leq \mathcal{P}(A_0, M_0) + \frac{1}{n} C_A. \tag{16}$$

On the other hand, let $x$ be any point in $[P_l, P_r]$. There exists a unique preimage $\xi_j$ of $x$ in $K_i$ (for $\phi$). We recall Equality (13) with these notations:

$$Z_c = \limsup_{n \to +\infty} \frac{1}{n} \log \left( \sum_j e^{A(\xi_j)} \right).$$

Lemma 5.1 shows that each $A(\xi_j)$ can be replaced by $A(M_{n,j}) = A_{n,j}$.

Hence, considering a subsequence of $n$’s such that $\frac{1}{n} \log \left( \sum_j e^{A_{n,j}} \right)$ converges to $Z_c$ and doing $n \to +\infty$, Inequality (16) shows that $Z_c \leq \mathcal{P}(A_0, M_0)$ holds. \hfill \qed

### 5.2.2 Existence and uniqueness for relative equilibrium

Here we prove Proposition 5.6 and state condition yielding existence or not of a relative equilibrium state for $A_0$ associated to the mille-feuilles $M_0$.

---

6Remember that $A$ is up to a coboundary for the first return into $M_0$ the induced potential $S_{\tau(\cdot)}(A_0)(\cdot)$
Let $A_0$ and $\mathcal{M}_0$ be as above. Set
\[
P(\beta, \mathcal{M}_0) := \sup \left\{ h_m(F) + \int A_0 \, dm + \beta \cdot m(\mathcal{M}_0), \ m(\mathcal{M}_0) > 0 \right\}.
\] (17)

We show a relation between $\beta$ and $Z$.

**Lemma 5.8.** For $Z > Z_c$, $m_Z$ realizes the maximum in Equality (17) with $\beta := -\log \lambda_Z$. This maximal value is equal to $Z$.

**Proof.** Pick $Z > Z_c$. Set $\beta := -\log \lambda_Z$ and consider some measure $m$, $F$-invariant such that $m(\mathcal{M}_0) > 0$. We denote by $\hat{\mu}$ the conditional measure
\[
\hat{\mu} := \frac{m(\cdot \cap \mathcal{M}_0)}{m(\mathcal{M}_0)}.
\]
It is a $\Phi$-invariant probability.

We recall that $\hat{\mu}_Z$ is the local equilibrium state for $(\mathcal{M}_0, \Phi)$ and the potential $S^{F}_{\tau(\cdot)}(A_0) - Z \tau(\cdot)$. This yields
\[
h_{\hat{\mu}}(\Phi) + \int S^{F}_{\tau(\xi)}(A_0)(\xi) - Z \tau(\xi) \, d\hat{\mu} \leq \log \lambda_Z = -\beta
\]
with equality iff $\hat{\mu} = \hat{\mu}_Z$
\[
\Downarrow
\]
\[
h_m(F) + \int A_0 \, dm + \beta \cdot m(\mathcal{M}_0) \leq Z
\]
with equality iff $m = m_Z$.

The main consequence of Lemma 5.8 is the formula
\[
P(-\log \lambda_Z, \mathcal{M}_0) = Z.
\] (18)

We let the reader check that $\beta \mapsto P(\beta, \mathcal{M}_0)$ is increasing and convex, thus continuous. Moreover, $Z \mapsto \log \lambda_Z$ is decreasing. Therefore $\lim_{Z \downarrow Z_c} \log \lambda_Z$ exists. Let us denote it by $-\beta_c \leq +\infty$. Hence, Equality (18) also holds for $Z = Z_c$ and $-\beta_c$ instead of $\log \lambda_Z$. We recall that by Proposition 5.7, $Z_c \leq P(A_0, \mathcal{M}_0) = P(0, \mathcal{M}_0)$. Hence we have
\[
P(-\beta_c, \mathcal{M}_0) = Z_c \leq P(0, \mathcal{M}_0),
\]
which implies $\beta_c \leq 0$. In other words,
\[
\lim_{Z \downarrow Z_c} \log \lambda_Z \geq 0.
\] (19)

We let the reader check the next technical result.
Lemma 5.9. Let $\varphi$ be a convex and decreasing continuously differentiable function defined on $]a, b[$. Then $\psi : z \mapsto z - \frac{\varphi(z)}{\varphi'(z)}$ attains its maximal value, either on the unique $z_0$ such that $\varphi(z_0) = 0$ or on $a$ (by continuity) if $\varphi < 0$ on $]a, b[$.

Equality (15) can be re-written

$$hm_z(F) + \int A_0 \, dm_z = Z - \frac{\log \lambda}{d\log \lambda},$$

(20)

setting $\varphi(Z) := \log \lambda$. As $\lim_{Z \to +\infty} \varphi(Z) = -\infty$, Equality (19) shows that either there exists a unique $Z > Z_c$ such that $\lambda Z = 1$ (i.e. $\varphi(Z) = 0$), or $\lim_{Z \downarrow Z_c} \lambda Z = 1^-$. Note that the function $\psi$ in Lemma 20 is continuous, thus $P(A_0, M_0) = P(0, M_0) = \sup \{hm_z(F) + \int A_0 \, dm_z, \, \lambda Z < 1\}$.

This finishes the proof of Proposition 5.6.

Now, we state conditions yielding existence uniqueness and/or non-existence of a relative equilibrium state associated to $M_0$.

Theorem 5.10. Then, there exists a relative equilibrium state for $A_0$ associated to $M_0$ if and only if the right derivative for $\beta \mapsto P(\beta, M_0)$ at $0$ is positive.

Proof. The function $\beta \mapsto P(\beta, M_0)$ is non-decreasing and convex. It thus admits a left and right derivative at any point. They are non-negative.

Let us first assume that there exists some relative equilibrium state for $A_0$ associated to $M_0$, say $m$. Then, for every $\beta > 0$, $P(\beta, M_0) \geq P(A_0, M_0) + \beta \cdot m(M_0)$. This yields that the right derivative for $P(\beta, M_0)$ at $0$ is at least $m(M_0) > 0$.

Let us prove the converse. Assume that the left derivative at $0$ is $\alpha > 0$. For every $\varepsilon > 0$ and $\beta > 0$, we can find $m_{\varepsilon, \beta}$ such that $m_{\varepsilon, \beta}(M_0) > 0$ and

$$hm_{\varepsilon, \beta}(F) + \int A_0 \, dm_{\varepsilon, \beta} + \beta \cdot m_{\varepsilon, \beta}(M_0) > P(\beta, M_0) - \varepsilon.$$

The assumption on the left derivative and the convex property yield

$$P(\beta, M_0) \geq P(0, M_0) + \beta \alpha.$$

Hence, we can choose $\varepsilon = \beta^2$ and assume that $\beta$ is sufficiently small such that

$$hm_{\varepsilon, \beta}(F) + \int A_0 \, dm_{\varepsilon, \beta} + \beta \cdot m_{\varepsilon, \beta}(M_0) > P(0, M_0) + \beta \frac{\alpha}{2}$$

(21)

holds. Now, by definition $hm_{\varepsilon, \beta}(F) + \int A_0 \, dm_{\varepsilon, \beta} \leq P(0, M_0) = P(A_0, M_0)$. Thus we get for every $\beta > 0$

$$\beta m_{\beta^2, \beta}(M_0) \geq \beta \frac{\alpha}{2}.$$
Therefore, for every sufficiently small positive $\beta$, $m_{\beta^2, \beta}(\mathcal{M}_0) > \frac{\alpha}{2}$.

Let us consider any accumulation point $m$ for $m_{\beta^2, \beta}$ as $\beta \to 0$. We claim that $m(\mathcal{M}_0)$ is positive. Indeed, either $m(\partial \mathcal{M}_0) = 0$ and then a standard computation yields

$$m(\mathcal{M}_0) \geq \frac{\alpha}{2},$$

or $m(\partial \mathcal{M}_0) > 0$ and then $m(\mathcal{M}_0) > 0$ because $\mathcal{M}_0$ is compact, thus $\partial \mathcal{M}_0 \subset \mathcal{M}_0$.

We have seen above (see Corollary 2.5) that the entropy is upper semi-continuous. Therefore, doing $\beta \to 0$, (21) implies

$$h_m(F) + \int A_0 \, dm \geq \mathcal{P}(A_0, \mathcal{M}_0).$$

Hence, $m$ is a relative equilibrium state for $A_0$ associated to $\mathcal{M}_0$. \qed

Consequently, and according to Subsubsection 5.1.2 we get 3 possible cases (see Fig. 7):

1. $Z_c < \mathcal{P}(0, \mathcal{M}_0)$ and $m_Z$ with $Z = \mathcal{P}(0, \mathcal{M}_0)$ is the unique relative equilibrium state for $A_0$ associated to $\mathcal{M}_0$. In that case $\lambda_Z = 1$.

2. $Z_c = \mathcal{P}(0, \mathcal{M}_0)$ and $\left| \frac{d \log \lambda_Z}{dZ} \right| < +\infty$. Then, $m_Z$ with $Z = Z_c$ is the unique relative equilibrium state for $A_0$ associated to $\mathcal{M}_0$. In that case $\lambda_{Z_c} = 1$.

3. $Z_c = \mathcal{P}(0, \mathcal{M}_0)$ and $\left| \frac{d \log \lambda_Z}{dZ} \right| = +\infty$. Then, there is no relative equilibrium state for $A_0$ associated to $\mathcal{M}_0$. In that case $\lambda_{Z_c} = 1$.

![Figure 7: 3 possibles cases](image)

### 5.3 Existence and uniqueness of the relative equilibrium among good measures

**Definition 5.11.** We say that a $F$-invariant measure $m$ is fat if every mille-feuilles has positive weight.
Proposition 5.12. The supremum of the free energies among good measures is also the supremum among fat measures:

\[
\sup \left\{ h_m(F) + \int A_0 \, dm, \ m \text{ is good} \right\} = \sup \left\{ h_m(F) + \int A_0 \, dm, \ m \text{ is fat} \right\}.
\]

Proof. Actually, we shall prove that any measure of the form \( m_Z \) is fat. Remember that \( m_Z \) gives positive weight to any open vertical band in \( \mathcal{M}_0 \).

Then, we just copy the proof of Lemma 4.4. We pick another mille-feuilles, say \( \mathcal{M}_1 \) and consider some periodic point inside \( \mathcal{M}_1 \) (see Figure 8).

Then we consider a very thin vertical band \( \mathcal{V} \) whose size will be specified later. We consider some preimage of the \( x \)-coordinate of the periodic point which belongs to the interior of the vertical band defining \( \mathcal{M}_0 \) and such that the vertical band \( \mathcal{V}' \) mapped onto \( \mathcal{V} \) (in the horizontal direction) is also inside the vertical band defining \( \mathcal{M}_0 \) (here we adjust the size of \( \mathcal{V} \)). This vertical band \( \mathcal{V}' \) has positive \( \hat{\mu}_Z \)-measure, hence positive \( m_Z \)-measure. It is mapped by the good iterate of \( F \) into the vertical band \( \mathcal{V} \) and then into some horizontal stripe \( \mathcal{G} \) in \( \mathcal{M}_1 \). This proves that \( \mathcal{M}_1 \) has positive \( m_Z \)-measure.

As an immediate consequence of Proposition 5.12 we get

Proposition 5.13. Let \( \mathcal{M}_0 \) and \( \mathcal{M}_1 \) be two mille-feuilles. Then \( \mathcal{P}(A_0, \mathcal{M}_0) = \mathcal{P}(A_0, \mathcal{M}_1) \).
Proof. Any fat measure gives positive weight to any mille-feuilles. Then,

\[ \mathcal{P}(A_0, \mathcal{M}_0) = \sup \left\{ h_m(F) + \int A_0 \, dm, \ m \text{ is fat} \right\} = \mathcal{P}(A_0, \mathcal{M}_1). \]

Then, the description of the 3 possible cases at the end of Subsubsection 5.2.2 concludes the proof of Theorem D.

## A Relative and global equilibrium state

Even if we presented here a way to be somehow emancipated from the question of global equilibrium state, the question still remains. In particular, when is the relative equilibrium state among good measure also a/the global equilibrium?

At that point, and to complete the panorama on the thermodynamic formalism for Lorenz map, we mention the existence of two others works on that topic ([17, 16]) we are aware on. As far as we know, both also deal with that question of global equilibrium state. Nevertheless, they are not yet published nor exist as preprints. For that reason we shall not comment more on these works.

To compare relative and global equilibrium states, one strategy is obviously to find conditions on the potential ensuring that any equilibrium state must be a good measure.

Following [4], a “bad” measure is exactly a measure shadowed by the critical set. Then Lemma 7.3 in [4] shows that any bad measure must have zero entropy.\(^7\)

Obviously, a simple condition is to work with potentials such that

\[ \max A_0 - \min A_0 < h_{top}(F). \]

This ensures that any equilibrium state must have positive entropy, thus be a good measure. Nevertheless such a condition is very restrictive because it forbids to deal with \( \beta A_0 \), letting \( \beta \to +\infty \).

We present here another way to ensure that a relative equilibrium is also a global one. If \( \mu \) is a bad measure and an equilibrium state for \( A_0 \), then it is also a \( A_0 \)-maximizing measure:

\[ \int A_0 \, d\mu = \max \{ \int A_0 \, d\nu \}. \]

Therefore, a way to ensure that the relative equilibrium state among good measures is also a/the global equilibrium state, is to find conditions on \( A_0 \) yielding that any maximizing measure is a good measure.

\(^7\)the proof is done with \( f'(0) = 0 \) but the main ingredient is \( |Df(0)| = +\infty \)
We remind that it is conjectured for uniformly hyperbolic dynamical systems that any generic potential in Lipschitz (or Hölder) norm admits a unique maximizing measure and it has periodic support\(^8\). Obviously any \(F\)-invariant measure with periodic support is a good measure. Therefore, the goal is to find reasonable conditions on \(A_0\) such that it admits an unique maximizing measure, and it has periodic support.

It is very easy to construct potentials \(A_0\) with this property. But then, the question is to describe how big this set of potential is. This question cannot be solved so easily, but we can however give some elements of answer.

We remind (see the proof of Corollary 2.5) that there is a canonical semi-conjugacy between a subshift \(\mathcal{K}\) in \(\{0, 1\}^\mathbb{N}\) (not of finite type) and \((-1, 1), f\). Any point, except the pre-critical orbit has a unique coding, any preimage of 0 has two. Moreover, expansivity yields that the lift of the potential \(A_0\) in that subshift is again Hölder.

We remind that Hölder or Lipschitz functions are the same in the shift (up to a change of the definition of the distance). The lifted potential, say \(\tilde{A}_0\) is only defined on the associated subshift but it can be extended (in a Lipschitz way) such that any maximizing measure for the extension is also a maximizing measure for \(\tilde{A}_0\). This can be done setting

\[
\tilde{A}_{\text{ext}}(x) := \min\{A(y) - d(x, y), \ y \in \mathcal{K}, d(x, y) = d(x, \mathcal{K})\}.
\]

Then, we use the result in [2] saying that generically for the Walters norm (weaker than the Lipschitz but stronger than the \(C^0\) norms) a potential admits a unique maximizing measure and it has periodic support.

Nevertheless, this result does not immediately yields that the set of potentials for \((-1, 1), f\) which admit a unique maximizing and with periodic support measure is generic in the sense of the Walters norm for \((-1, 1), f\). Indeed a perturbation in the subshift \(\mathcal{K}\) may change the potential in such a way that it cannot be seen as the lifted of a potential in \([-1, 1]\). However, this result indicates that it is highly probable that potentials with a single maximizing measure and with periodic support form a big set of potentials. For these potentials, there exists a unique global equilibrium state.
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