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Abstract
Temperature scaling has been widely used as an effective approach to control the smoothness of a distribution, which helps the model performance in various tasks. Current practices to apply temperature scaling assume either a fixed, or a manually-crafted dynamically changing schedule. However, our studies indicate that the individual optimal trajectory for each class can change with the context. To this end, we propose contextual temperature, a generalized approach that learns an optimal temperature trajectory for each vocabulary over the context. Experimental results confirm that the proposed method significantly improves state-of-the-art language models, achieving a perplexity of 55.31 and 62.89 on the test set of Penn Treebank and WikiText-2, respectively. In-depth analyses show that the behaviour of the learned temperature schedules varies dramatically by vocabulary, and that the optimal schedules help in controlling the uncertainties. These evidences further justify the need for the proposed method and its advantages over fixed temperature schedules.

Introduction
Temperature scaling is often used along with the Softmax layer in various tasks, such as knowledge distillation, model calibration, and natural language generation (Krizhevsky, Sutskever, and Hinton 2012; Bahdanau, Cho, and Bengio 2014; Hinton, Vinyals, and Dean 2014; Guo et al. 2017; Hu et al. 2017; Caccia et al. 2018). A widely adopted technique is to apply a temperature as a denominator to the logits of the Softmax layer. Specifically, given a temperature $\tau$, when $\tau \to \infty$, the distribution becomes more uniform, thus increasing the uncertainty. Contrarily, when $\tau \to 0$, the distribution collapses to a point mass. Although temperature scaling has been justified to achieve great success, existing methods use temperature scaling in extremely limited ways. They either assume a constant temperature throughout the training (Norouzi et al. 2016; Ma et al. 2017; Chen et al. 2019), or use a fixed schedule to control the temperature (Hu et al. 2017). Most importantly, none of them studies the effects on different vocabulary tokens when the temperature changes. We propose contextual temperature, a generalized temperature scaling method which takes both the history of a sequence and a particular word token into consideration.

Through optimizing the use of temperature scaling by the change of contexts, contextual temperature is able to generate an unique temperature for each token.

Figure 1(a) shows the optimized temperature for each token during the course of training. As shown in the figure, some certain words have a distinct heating-up temperature scaling, while the majority of words have a scaling that gradually cooling down the temperature. We argue that existing methods limit themselves to some fixed schedules, and thus have great difficulty to generalize. In addition, another example can be observed in Figure 1(b), which indicates that the average of the temperature drops, as the length of the context increases. This suggests that the temperature mechanism helps promote stochasticity in the beginning of a sentence, then gradually suppressing the uncertainty until the end. All of these suggest the use of a more generalized temperature mechanism with the advantage of being able to deal with these phenomena.

Experiments on language modeling exhibit significantly improved performances on both Penn Treebank and WikiText-2 datasets. Consistent improvements are shown on both validation and testing splits. In addition, we conduct comprehensive analyses and ablation studies to confirm the improvements. We observe that the proposed method is capable of controlling the uncertainties as the patterns of contexts change, allowing language models to achieve much better performances. To the best of our knowledge, this work is the first systematic work that studies the role of temperature changing over context for training language models on a per token basis. The experiment results suggest a new way of training sequential models with discrete outputs, that is, using parameterized temperatures. We have also established the link between the control of model uncertainty and the use of temperatures, paying the way for extensions on tasks that require such long-term control.

Related Work

Language Modeling

Language modeling aims at predicting the next word $x_t$ in a sentence given a sequence of history $x_{1:t-1} = x_1, \ldots, x_{t-1}$. A language model factorizes $P(x_{1:t})$, the joint probability of $x_{1:t}$, as the product of a series of conditional probabilities,
Modern neural language models are comprised of two parts: a mapping function and a probability function over tokens. A mapping function \( \theta^{emb} \) maps a token \( x_t \) into a real-value vector \( x_t^{emb} \in \mathbb{R}^d \), where \( d \) is the dimension of the vector and \( |V| \) is the size of vocabulary. A probability function converts a \( d \) dimensional vector into a \(|V|\) dimensional vector using a weight matrix \( \sigma^{model} \in \mathbb{R}^{d \times |V|} \). Afterwards, a Softmax function \( \sigma \) is used to obtain a probability distribution over tokens. That is, at timestep \( t \), we have

\[
P(x_t|\theta^{emb} \cup \sigma^{model}) = \sigma(f(x_{t-1}; \theta^{emb} \cup \sigma^{model}))
\]

where \( f \) is a nonlinear mapping parameterized by \( \theta^{emb} \) and \( \sigma^{model} \). Current language models adopt various architectures as \( \sigma^{model} \), including the earlier feed-forward networks \( \text{[Bengio et al. 2003]} \), recent recurrent-based ones \( \text{[Hochreiter and Schmidhuber 1997]} \), \( \text{[Mikolov et al. 2010]} \), \( \text{[Zilly et al. 2017]} \), convolutional-based ones \( \text{[Dauphin et al. 2017]} \), and attention-based ones \( \text{[Dai et al. 2019]} \).

### Softmax Layer

A Softmax layer \( \sigma \) normalizes a \(|V|\) dimension, real-value vector \( z \) to make it sum to 1. Here, \( z = f(x_{t-1}; \theta^{emb} \cup \sigma^{model}) \) following Equation 2 and \( z_i \) is the \( i \)-th element in \( z \).

\[
\sigma(z)_i = \frac{z_i}{\sum_j z_j}
\]

Recent progress suggests that Mixture of Softmaxes (MoS) \( \text{[Yang et al. 2018]} \) significantly improves the performance by first computing multiple Softmax distributions, and summing them up through a set of weights to provide the final probability distribution. Specifically, a set of \( M \) matrices \( W_m \) is applied to \( z \), yielding \( z_m = z^T \cdot W_m \), where \( W_m \in \mathbb{R}^{d \times |V|} \). On the other hand, the weights of \( M \) Softmaxes, denoted \( \pi \), are parameterized by \( W_p \in \mathbb{R}^{h \times M} \), \( h \) the dimension of RNN output. The probability distribution under the MoS model is thus

\[
P_{MoS}(x_t|x_{t-1}; \Theta) = \sum_{m=1}^{M} \pi_m \cdot \sigma(z_m)
\]

where \( \Theta = \bigcup_{m=1}^{M} W_m \cup \theta^{emb} \cup \sigma^{model} \).

### Temperature Scaling

Temperature, denoted \( \tau \), often serves as a hyper-parameter in the Softmax layer to control the smoothness of the distribution. Applying temperature scaling on \( z \) gives

\[
P(x_t|x_{t-1}; \theta^{emb}, \sigma^{model}, \tau) = \sigma(z/\tau)
\]

Here \( \tau \) is a vector with dimension \(|V|\) same as \( z \), and is normally \( \tau \) is set to 1.

Various usages of temperature scaling have been explored in recent progresses, breaking the limit of treating temperature as a hyper-parameter. Below we divide related works into three categories: (a) constant temperature, where each element in \( \tau \) has the same value, so each element \( z_i \) in \( z \) is divided by the same temperature, (b) dynamic temperature over training iterations, where \( \tau \) is constant in one single iteration, but has different value in every iteration, and (c) dynamic temperature over word position, where \( \tau \) is dynamic.
in one iteration, i.e., each element \( z_i \) in \( z \) has its own temperature value, and besides, \( \tau \) could change in every iteration.

**Constant Temperature.** Earlier works can be traced back to model distillation (Hinton, Vinyals, and Dean 2014), where \( \tau \) is a hyper-parameter and chosen empirically. Constant temperature is also used during training (Norouzi et al. 2016; Ma et al. 2017) to control the degree of augmentation. Other works incorporating \( \tau \) at inference time include model confidence calibration (Guo et al. 2017), and controlling trade-off between quality and diversity in text generation tasks (Caccia et al. 2018).

**Dynamic Temperature Over Training Iterations.** Most works adopt dynamic temperature through a manually-crafted schedule. Notably, Hu et al. (2017) use an approximation based on Softmax with a decreasing temperature to enable gradient propagation. Similar techniques are adopted in gumbel-softmax (Jang, Gu, and Poole 2017) to allow gradients to pass through discrete sampling objectives. In addition, studies show that with a heating up temperature scaling, embedding vectors are more compact (Zhang et al. 2018).

**Dynamic Temperature Over Word Position.** Another work that is closely related to our work is the adaptive temperature over an attention model (Lin et al. 2018). At each timestep, the model learns to output a dynamic temperature to control the softness of the attention, based on the information of decoding at the current step as well as the attention in previous steps. We note that contextual temperature further learns the temperature for each vocabulary in the output distribution.

**Methods**

**Contextual Temperature**

Contextual temperature is a mechanism that chooses the optimal temperature by considering the “context” of a word \( x_t \). A context of a word includes not only the history \( x_{1:t−1} \), but also the specific vocabulary \( k \) that we calculate the probability on. Such a mechanism allows us to parameterize the temperature vector \( \tau \) using a deep neural network and adapt the softness of the Softmax layer.

Our temperature vector \( \tau \in \mathbb{R}^{|V|} \) is generated from the non-linear mapping function \( f \) as described in Section 2. Although \( f \) can be any sequential models, we parameterize it by AWD-LSTM (Merity, Keskar, and Socher 2018). We then multiplying the output of \( f \) by \( W_\tau \). Please note that using a single matrix can increase the number of parameters significantly, and thus in practice one can choose to factorize it into two matrices. Finally, we scale the temperature vector using a Softmax layer over the dimension of vocabulary, bounding its range in \( \{ \frac{1}{\tau}, \frac{1}{\tau} \} \).

\[
\tau = \frac{\sigma(f(x_{1:t−1}; \theta_{model})^T \cdot W_\tau) + \alpha}{\beta}
\]

**Contextual Temperature MoS**

We use the Contextual Temperature Mixture of Softmaxes architecture (CT-MoS) for language modeling. The CT-MoS model extends Equation 4 by adding contextual temperature in Equation 6.

\[
P_{CT-MoS}(x_t = k | x_{1:t−1}; \Theta) = \sum_m \pi_m \cdot \sigma(z_m \odot \tau) \quad (7)
\]

where \( \odot \) represents element-wise division, \( \Theta = \bigcup_{m=1}^M W_m \cup \theta_{model} \cup W_{\tau_1} \cup W_{\tau_2} \) denotes the total parameters of CT-MoS, and \( W_\tau = W_{\tau_1} \cup W_{\tau_2} \).

Compared to prior works, the proposed method is not only dynamic over training iterations, but also dynamic over word positions at current timestep. Most importantly, for the same token but at different position of context, the proposed method learns a different temperature vector dependent on its history context. The detailed architecture is illustrated in Figure 2, which highlights the difference between the proposed CT-MoS model and the MoS model.

![Figure 2: The architecture of the proposed CT-MoS model.](image)

Black components are those the same as the MoS model, while the blue ones are the newly added ones in the proposed approach.

We adopt the same regularization techniques in MoS and AWD-LSTM. Our loss function thus consists of four terms: Cross Entropy (\( \mathcal{H} \)), Activation Regularization (AR), Temporal Activation Regularization (TAR), and Weight Decay (WD). AR penalizes high values of outputs, TAR is used to prevent outputs from changing drastically between time steps, and WD prevents the model from overfitting. Here \( \gamma_1, \gamma_2 \), and \( \gamma_3 \) are constants to scale regularization terms, and \( m \) is the dropout mask.

\[
\mathcal{L}(\Theta) = \frac{1}{K} \sum_{k=1}^K \mathcal{H}(y_k^*, y_k) + \gamma_1 L_2(m \odot f(x_{1:t−1}; \theta)) + \gamma_2 L_2(f(x_{1:t−1}; \theta) - f(x_{1:t}; \theta)) + \gamma_3 L_2(\Theta) \quad (8)
\]

The uniqueness in our setting is the Loss Scaling term (LS). Using temperature scaling makes gradients of \( \mathcal{H} \) disproportional to that of the other three terms, since the three
terms do regularization on parameters before temperature scaling. This difference leads to the unbalance between four objectives. Therefore, we scale $H$ in order to redress the balance. A similar phenomenon is reported by [Hinton, Vinyals, and Dean]. We empirically find that scaling $H$ with the average of the temperature vector works well in our setting.

Effects of Contextual Temperature
In this section, we discuss how the proposed method effects the logits $z$ and the temperature itself $\tau$, through illustrating their corresponding gradients. We consider a language modeling task with a small vocabulary of only two words, i.e., $|V| = 2$. In this setting, the dimensionality of logits $z$ is 2 and so is that of the temperature vector $\tau$. The range of $\tau$ is set to $[0, 1]$, that is, $(\alpha, \beta) = (0, 1)$.

Gradient of the logit. At a given input, assume that the ground-truth token is $i = 0$, thus the cross-entropy loss is $L = -\ln p_0$, where $p_0$ is the model’s output probability for word token $i = 0$. In this case, the gradients of logits $z$ are illustrated in Figure 3 (the derivation of the gradients is in Appendix). In Figure 3(a), we consider the gradient of $z_0$ of token $i = 1$. When no temperature mechanism is applied, it can be seen that the magnitude of the gradient is bounded within $[0, 1]$ (as shown by the red mesh), with the largest magnitude 1 (most aggressive update) happens when the probability $p_1$ is closer to 1 (note that the ideal value for $p_1$ should be close to 0, as the other token $i = 0$ is assumed to be the ground truth).

On the other hand, when the contextual temperature is applied, the gradient can now be set to a much more substantial magnitude by setting a smaller temperature value $\tau_1$ (as shown by the blue mesh). The additional flexibility of magnifying the gradient by temperature enables the model to be more efficient (or aggressive) in adjusting the parameters to reduce the training loss.

Gradient of the temperature. Next, we analyze how the model with contextual temperature updates the value of the temperature. We recall that Equation 6 defines the formulation of the temperature. We leave the detailed derivation of the gradient of the temperature in Appendix. Figure 4 visualizes the gradients $\frac{\partial L}{\partial z_0}$ and $\frac{\partial L}{\partial z_1}$ when $z_0$ is either positive or negative.

We will use the case in Figure 4(a) (where $z_0 \in \mathbb{R}^−$) as an example to explain the effect of the gradient on the temperature. In this case, if $p_0$ is close to 0, then we expect that the model should be more aggressive to update the parameters (since we assume that the ground-truth class is $i = 0$, meaning that $p_0$ should ideally be close to 1). This aggres-
sive response is indeed visible in the figure, showing values of larger magnitude when $p_0 \to 0$.

The amount of update on the temperature $\tau_0$ also depends on its current value. In the same Figure 4(a), let’s consider a fixed $p_0$, say, $p_0 = 0.1$. In this case, as described above, the model wants to increase the value of $p_0$ to closer to 1. To do that, the model will attempt to increase the term $e^{p_0/\tau_0}$. Since $\tau_0$ is a positive value in $[0, 1]$ and $x_0 < 0$ in this case, to maximize $z_0/\tau_0$, the optimal is to have the temperature value $\tau_0 \to 1$. When the model is updating the value of $\tau_0$, if its current value is already close to 1, then the gradient will be small, since it is already close to the optimal value. On the other hand, if the temperature $\tau_0$ is still far from 1, then the gradient will update it’s value more aggressively. This behavior is exactly visualized in the figure.

Experiments

Experimental Setups

We evaluate the proposed method on two widely-used datasets for language modeling: Penn Treebank (PTB) [Marcus et al. 1993; Mikolov et al. 2011] and WikiText-2 (WT2) [Merity et al. 2017]. The PTB dataset contains 929k training, 73k validation and 82k test tokens. The vocabulary size is capped at 10,000 most frequent unique tokens, while the rest of tokens are replaced with the <unk> token. We follow common practices to pre-process the dataset (Mikolov et al. 2011): (a) words are lower-cased, (b) numbers are replaced with “N”, (c) newlines are replaced with <eos> and (d) punctuation is removed. WikiText-2 is derived from Wikipedia articles and released as a popular option to train language models. WT2 contains 2M training tokens and a vocabulary of around 33k tokens. Compared to PTB, WT2 is roughly two times larger in sample size and three times larger in vocabulary size.

We conduct experiments on PTB and WT2 using one and four 1080 Ti GPUs, respectively. The environment we use is PyTorch (Paszke et al. 2017). We follow the training configurations as reported in the MoS paper and their github.

For both PTB and WT2, we use the same number of parameters as MoS. That is, we use three layers of LSTM with embedding sizes of 960-960-620 on PTB; and for WT2, we use three layers of LSTM with embedding sizes of 1150-1150-650. The regularization terms, $\gamma_1$, $\gamma_2$, and $\gamma_3$ are 2.0, 1.0 and 1.2$e^{-6}$, respectively. The number of Softmaxes to be mixed is $M = 15$. Furthermore, we perform normalization described in Equation 6 to ensure each element in $\tau$ is positive. We have tried several different values for $\alpha$ and $\beta$, and find that $(\alpha, \beta) = (1, 0.5)$ work best in all experiments.

Results

We first show the results on the Penn Treebank dataset in Table 1. We compare the proposed method with MoS and AWD-LSTM, and the performance is compared both with and without fine-tuning and dynamic evaluation (Krause et al. 2017). Since the original MoS model has approximately 22M parameters, to make a fair comparison, we augment its number of parameters to have 24M parameters. We increase the size of each layer proportionally, giving the word embedding size $d = 300$, and making the sizes of the three LSTM layers be $1030$, $1030$ and $670$. We denote this augmented model as MoS+. We show that our CT-MoS model outperforms AWD-LSTM, MoS and MoS+ models on both validation and test sets. The conclusion holds for the default setting with fine-tuning, the one without fine-tuning, and the one with dynamic evaluation. Our best model achieved 48.12 perplexity on the validation set and 47.42 on the test set, beating the best state-of-the-art model of MoS with a great margin.

We also present Table 2 to provide the results on the WikiText-2 dataset. Here we see a similar pattern with the PTB dataset that CT-MoS outperforms the state-of-the-art models. Note that when using dynamic evaluation, our model achieves comparable improvements (32%) to MoS (33% improvement) and AWD-LSTM (32% improvement).

Table 1: Performance comparison on the Penn Treebank (PTB) dataset. † indicates using dynamic evaluation.

| Model                | #Param | Validation | Test  |
|----------------------|--------|------------|-------|
| AWD-LSTM w/o finetune| 24M    | 60.7       | 58.8  |
| AWD-LSTM             | 24M    | 60.0       | 57.3  |
| AWD-LSTM †           | 24M    | 51.6       | 51.1  |
| MoS w/o finetune     | 22M    | 58.08      | 55.97 |
| MoS                  | 22M    | 56.54      | 54.44 |
| MoS †                | 22M    | 48.33      | 47.69 |
| MoS+ w/o finetune    | 24M    | 59.72      | 57.43 |
| MoS+                 | 24M    | 58.54      | 56.36 |
| MoS+ †               | 24M    | 50.49      | 49.81 |
| CT-MoS w/o finetune  | 24M    | 56.95      | 54.69 |
| CT-MoS               | 24M    | 55.31      | 53.2  |
| CT-MoS†              | 24M    | 48.12      | 47.42 |

Table 2: Performance comparison on the WikiText-2 (WT2) dataset. † indicates using dynamic evaluation.

| Model                | #Param | Validation | Test  |
|----------------------|--------|------------|-------|
| AWD-LSTM w/o finetune| 33M    | 69.1       | 66.0  |
| AWD-LSTM             | 33M    | 68.6       | 65.8  |
| AWD-LSTM †           | 33M    | 46.4       | 44.3  |
| MoS w/o finetune     | 35M    | 66.01      | 63.33 |
| MoS                  | 35M    | 63.88      | 61.45 |
| MoS †                | 35M    | 42.41      | 40.68 |
| MoS+ w/o finetune    | 35M    | 65.33      | 62.66 |
| MoS+                 | 35M    | 63.71      | 61.28 |
| MoS+ †               | 35M    | 42.73      | 40.74 |
| CT-MoS w/o finetune  | 45M    | 65.25      | 62.21 |
| CT-MoS               | 45M    | 62.89      | 60.13 |
| CT-MoS†              | 45M    | 42.88      | 40.96 |
Ablation Studies

Model size. We conduct ablation studies to control the number of parameters between models in order to eliminate the effects of the parameter size on the performance. As mentioned before, we have augmented the original MoS model to have the same parameter size with our model. We have tried two different ways of augmentation. One is increasing only the size of word embedding, while the other is increasing the size of each layer proportionally. Since the latter approach performs better, we only report its performance, and denote it as MoS+. Results are illustrated in Table 1 and Table 2. Here we notice that MoS+ has a similar perplexity compared to MoS, indicating that directly increasing model parameters cannot improve the performance. Similar observation and results are also reported by Yang et al. This ablation study shows that the improvements brought by CT-MoS are more than the mere growth of parameters.

Context-Awareness of Temperature. To further illustrate the effects of the proposed method, we compare it with conventional temperature scaling methods, that is, using a constant temperature. We experiment with different constant values \( \{0.5, 1.0, 4.0\} \) on the MoS model. Results in Table 3 show that employing contextual temperature provides better performance than the conventional method. This indicates that the proposed method indeed has merits on adjusting the model parameters, by considering the context and providing a dynamic and optimized temperature value for each token.

| Model   | Validation | Test  |
|---------|------------|-------|
| MoS (\(\tau = 0.5\)) | 60.73 | 58.38 |
| MoS (\(\tau = 1.0\)) | 58.08 | 55.97 |
| MoS (\(\tau = 4.0\)) | 57.39 | 55.21 |
| CT-MoS  | 56.95 | 54.69 |

Table 3: Effects of context-awareness. Experiments are conducted on the Penn Treebank dataset without fine-tuning.

Temperature Normalization Methods. Apart from using the Softmax layer to normalize the temperature, we have considered some alternative normalization methods: (a) \(\lambda^\text{Tanh}(\mu)\), which is used in Lin et al. 2018, and gives the range of temperature \((\frac{1}{\lambda}, \lambda)\). And (b) \(\text{Tanh}(\mu) + \lambda\), which gives the range \((-1 + \lambda, 1 + \lambda)\). (c) Softmax, which gives the range \((\sigma(\mu) + \alpha)/\beta\), and is used in our all experiments. Here, \(\mu\) denotes the logits of the temperature, that is, \(\mu = f(x_{t, t-1}; \theta)^T \cdot W_1 \cdot W_2\). Results are illustrated in Table 4. All three methods are evaluated on PTB, and in this ablative study the experiments are conducted without either fine-tuning or dynamic evaluation for conciseness. The experimental results show that applying Softmax as normalization methods outperforms other methods.

| Model   | hyper-parameter | Validation | Test  |
|---------|-----------------|------------|-------|
| \(\lambda^\text{Tanh}(\mu)\) | \(\lambda = 4\) | 65.11 | 62.21 |
| \(\text{Tanh}(\mu) + \lambda\) | \(\lambda = 3\) | 61.35 | 58.89 |
| \((\sigma(\mu) + \alpha)/\beta\) | \(\alpha = 1, \beta = 0.5\) | 56.95 | 54.69 |

Table 4: Different methods for temperature normalization on the Penn Treebank dataset.

Analysis

Changes of Temperature During Training. Early in the Introduction section, we have illustrated the change of contextual temperature during the training process, in Figure 1(a). We see that contextual temperature is capable of learning and tuning itself on a per-token basis, as training proceeds. Hence, each token has a flexible temperature schedule that is optimal for the model.

Besides, we observe that tokens with high temperature values are frequently used, such as “to”, “in”, and “the”, indicating that the model is more confident in predicting them, and thus gives high logit values. However, since these common words don’t convey much information in general, the proposed method learns to give them high temperature values so as to rein in their influence when we apply a Softmax layer. In conclusion, our method has the advantage of determining the schedule automatically on a per-token basis, which is difficult to achieve in traditional constant temperature scheduling methods.

Language Uncertainties. Another interesting observation of the proposed contextual temperature is the correlation between a word’s relative position in a sentence and its temperature. The formulation of contextual temperature makes it capable to change based on not only the property of the token itself, but also the context around that token. Therefore, a same word might have different temperature values, since it may be in different positions and with different context.

Figure 1(b) shows the statistics in terms of means and confidence intervals of temperature vectors at different positions in a sentence. To eliminate the effects of samples being too long or too short, we analyze sentences that are longer than 15 words and shorter than 25 words. For each of these sentences, we divide it into three disjoint segments: the first 5 words, the middle 5 words and the last 5 words. Then, the three segments are reconstructed to form a “normalized” sentence. Such a pre-processing ensures positions of a token only have relative effects to the analysis, and will not be effected by the sentence length.

In Figure 1(b) we can see that the temperature value is high at beginning positions of a sentence. As the position gets further away from the head of the sentence, the temperature value first has a sharp decrease, followed by another decrease at the positions near the end of the sentence. Our intuition on this observation is as the following: the beginning positions are the region where the model has little confidence, since there is limited information in the history. The model captures this fact, and learns to utilize high tem-
temperature values to smooth the probabilities. As the history builds up at later positions, the model becomes more confident about the next token and outputs a probability distribution that is more spiky on the plausible tokens. The formation of the spiky distribution is done by having a lower, or say cooler, temperature.

A final observation on this analysis is that the confidence intervals of temperature vectors are wider at the beginning but become narrower at the end generally.

**Case Studies: Effectiveness.** We present case studies on the PTB dataset to visualize the effect of contextual temperature. Table 5 shows one of the samples, illustrating the differences between the Reference, outputs by CT-MoS, and outputs by MoS. Other samples can be found in Appendix.

We highlight two differences in red and blue colors, respectively. At the location highlighted in red, we see that both CT-MoS and MoS fail to predict the correct answer “single-a-1”, which refers to a rating for securities. Instead, the CT-MoS model predicts “triple-a”, referring to the highest rating for securities. Though it is not the same as the reference, it is much closer to the answer. MoS, on the other hand, predicts <unk>, which deviates too much from the ground truth. Taking a closer look at the temperature, the word “triple-a” has a temperature of \( 2 + 8.34e^{-5} \), which is a bit smaller than that of the word <unk>, whose temperature is \( 2 + 8.6e^{-5} \). This contributes to the result that the model chooses “triple-a” over <unk>.

Another highlight in this sample, using blue color, is the prediction of the word “standard”. In this case, the temperature of “standard” is smaller than that of “s&amp;p”, making the CT-MoS model more likely to predict the word “standard”.

**Case Study: Temperature and Token Position.** Another aspect to examine how contextual temperature works is to look at the change of the temperature from a specific token across different positions in a sentence. In Table 6, we take a sample from the PTB dataset, and highlight the occurrences of the word “mortgage” in red. We examine its temperature values at each occurrence. As the position changes, the proposed method chooses a different temperature value, adjusting its confidence of the model’s belief. As we have analyzed in Figure [10], a general trend is that words appearing early in a sentence get larger temperature values, while those appearing near the end get smaller temperature values. In this case, the temperature at the third occurrence of “mortgage” is \( 2 + 20.1e^{-5} \), and gradually decreases at subsequent occurrences. Such decrease indicates that the model gains more confidence in making the prediction, most likely due to richer information from the longer history context.

| Reference | the bonds are rated single-a-1 by moody’s investors service inc. and single-a by standard & poor’s corp. ... |
| CT-MoS | the bonds are rated triple-a by moody’s and service inc. and <unk> by standard & poor’s corp. ... |
| MoS | the bonds are rated <unk> by moody’s and service inc. and <unk> by s&amp; p & poor’s corp. ... |
| **CT-MoS top-4** | **triple-a 0.34** |
| **MoS top-4** | **<unk> 0.28** |
| **Temperature** | **triple-a \( \tau = 2 + 8.34e^{-5} \)** |
| **CT-MoS top-4** | **standard 0.53** |
| **MoS top-4** | **s&amp;p 0.4** |
| **Temperature** | **standard \( \tau = 2 + 11.2e^{-5} \)** |
| **CT-MoS top-4** | **triple-a 0.34** |
| **MoS top-4** | **<unk> 0.28** |
| **Temperature** | **<unk> \( \tau = 2 + 8.60e^{-5} \)** |
| **CT-MoS top-4** | **single-a-2 0.2** |
| **MoS top-4** | **single-a 0.24** |
| **Temperature** | **single-a 0.1** |
| **CT-MoS top-4** | **single-a-3 0.11** |
| **MoS top-4** | **single-a-1 0.15** |
| **Temperature** | **single-a-2 0.24** |

Table 5: Analysis of model performance on a sample from the PTB dataset. \( \tau \) denotes the temperature of a certain token, or say element, in the temperature vector.

| Reference | mortgage(1) corp freddie mac posted posted yields on 30-year mortgage(2) commitments for delivery within N days <eos> N N standard conventional fixed-rate mortgages(3) N N rate rate capped one-year adjustable rate mortgages(4) <eos> source telerate systems inc <eos> federal national mortgage(5) association fannie mae posted posted yields on N year mortgage(6) commitments for delivery within N days priced at par N N N standard conventional fixed-rate mortgages(7) N ... |
| **CT-MoS** | (1) 2 + 18.9e^{-5} |
| **Temperature \( \tau \)** | (3) 2 + 20.1e^{-5} |
| | (5) 2 + 18.9e^{-5} |
| | (7) 2 + 18.2e^{-5} |

Table 6: Analysis of the temperature value for one specific word but at different positions in a sentence.

**Conclusion and Future Work**

In this paper, we have proposed the **contextual temperature** for training language models. The proposed model is parameterized using a deep neural network, and learns an optimal temperature for each individual class, i.e., each token in vocabulary, based on the history of the context of each token. Experiments on language modeling datasets show that the proposed models achieve significantly better performances.
than state-of-the-art models. Additionally, our model is capable of generating text that has a higher semantic representation. In the future, our work opens up new research directions along the line of fully automated temperature mechanism to explore the implementation of context-aware temperature in various NLP tasks, such as summarization, machine translation, and dialogue generation.

Appendix

Partial Derivatives of Loss to Logits

Take the case of two classes as example, assume that the ground-truth class is \( i = 0 \). In this case, the loss \( L = -\ln p_0 \), where \( p_0 \) is the probability of class 0 output by the model. The probabilities of the two classes are \( p = \sigma(z \otimes \tau) = [p_0, p_1] \). Let \( u = z \otimes \tau = [u_0, u_1] \), and \( u_i = z_i/\tau_i \). Then, we have

\[
p_i = e^{u_i + e^{\tau_i}},
\]

\( \tau \) is defined in Equation \( \text{(6)} \) and is essentially \( \sigma(z) \). So,

\[
\tau_i = \frac{e^{z_i}}{e^{z_{\tau_0}} + e^{z_i}}.
\]

The gradients of the loss with respect to logits \( z_0 \) and \( z_1 \) are

\[
\frac{\partial L}{\partial z_i} = \begin{cases} \frac{(p_i - 1) \frac{1}{\tau_i}}{p_i \frac{1}{\tau_i}} & i = 0 \\ 0 & i \neq 0 \end{cases}
\]

The gradient of \( z_{\tau_0} \) is calculated as below

\[
\frac{\partial L}{\partial z_{\tau_0}} = \frac{\partial L}{\partial z_0} \frac{\partial z_0}{\partial z_{\tau_0}} + \frac{\partial L}{\partial z_1} \frac{\partial z_1}{\partial z_{\tau_0}}
\]

\[
= -p_1 \frac{z_0}{\tau_0^2} (e^{z_{\tau_0}} + e^{z_1})^2 + p_1 \frac{z_1}{\tau_1^2} (e^{z_0} + e^{z_1})^2
\]

\[
= \frac{1}{\tau_0} p_1 z_0 \tau_1 + \frac{1}{\tau_1} p_1 z_1 \tau_0
\]

Similarly, the gradient of \( z_{\tau_1} \) is calculated as

\[
\frac{\partial L}{\partial z_{\tau_1}} = \frac{\partial L}{\partial z_0} \frac{\partial z_0}{\partial z_{\tau_1}} + \frac{\partial L}{\partial z_1} \frac{\partial z_1}{\partial z_{\tau_1}}
\]

\[
= -p_1 \frac{z_0}{\tau_0^2} (e^{z_{\tau_0}} + e^{z_1})^2 + p_1 \frac{z_1}{\tau_1^2} (e^{z_0} + e^{z_1})^2
\]

\[
= -\frac{1}{\tau_0} p_1 z_0 \tau_1 - \frac{1}{\tau_1} p_1 z_1 \tau_0
\]

Case Studies: Effectiveness

In Table 7, we provide with more examples on the PTB dataset. The difference between CT-MoS and MoS are highlighted in red. In the first sample, we see from the red positions that, by appropriately learning the temperature values, the proposed CT-MoS model correctly predicts the token “results”, while the MoS model predicts “treasury”, which differs from the ground truth.

In the second example, we illustrate outputs of a specific token for both the CT-MoS and MoS model. As shown in the example, CT-MoS predicts the same token “loss” as the reference sentence. Temperature analysis shows that “loss” has a slightly smaller temperature than “S”, scaling its probability to much larger.

We can see similar patterns in the third example. CT-MoS predicts the same token “nine” as the reference sentence, while MoS predicts “first”. Temperature analysis shows that “nine” has a slightly smaller temperature than “first”, scaling its probability to much larger. This helps CT-MoS achieve a better performance in this example.

| Reference | CT-MoS top-2 | MTOS top-2 | MoS top-2 | Reference of the monady ... | Reference of the tuesday ... |
|---|---|---|---|---|---|
| these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills <eos> results of the tuesday ... | these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results results of the monday ... | these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results treasury of the monday ... |
| Reference | CT-MoS top-2 | MoS top-2 | Reference of the tuesday ... | Reference of the moray ... |
| a share compared with a net loss of $ N million last year after a loss from discontinued operations ... | a share <eos> with $ loss loss of $ N million or year <eos> the loss of the operations ... | a share <eos> with $ loss of $ N million or year <eos> the loss of the operations ... |
| Reference | CT-MoS top-2 | MoS top-2 | Reference of the tuesday ... | Reference of the moray ... |
| these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results treasury of the monday ... | these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results results of the monday ... | these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results results of the monday ... |
| Reference | CT-MoS top-2 | MoS top-2 | Reference of the tuesday ... | Reference of the moray ... |
| a share <eos> with $ loss of $ N million or year <eos> the $ of the operations ... | a share <eos> with $ loss of $ N million or year <eos> the $ of the operations ... | a share <eos> with $ loss of $ N million or year <eos> the $ of the operations ... |
| Reference | CT-MoS top-2 | MoS top-2 | Reference of the tuesday ... | Reference of the moray ... |
| these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results results of the monday ... | these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results results of the monday ... | these rate indications are n’t directly comparable lending practices vary widely by location <eos> treasury bills results results of the monday ... |

Table 7: More samples from PTB.
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