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ABSTRACT

Most person re-identification methods artificially assume that each person’s clothing is stationary in space and time. Since the average person often changes clothes even within a single day, this condition primarily holds true in situations involving short-term re-identification scenarios. Some recent studies have investigated re-identification of clothing changes based on supervised learning to reduce this limitation. In this paper, we remove the necessity for personal identity labels, which makes this new problem dramatically more challenging than conventional unsupervised short-term Re-ID. To surmount these obstacles, we introduce a novel approach known as the Curriculum Person Clustering (CPC) method, which exhibits the ability to dynamically modify the clustering criterion based on the clustering confidence in the clustering process. Experimental results on DeepChange show that CPC surpasses other unsupervised re-id method and even close to supervised methods.
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1. INTRODUCTION

Person re-identification aims to associate the identity of an individual with images acquired from various camera perspectives. The majority of re-id methods in use today [1, 2] are based on general scenarios without clothing changes. This presents a limitation since the majority of individuals alter their attire on a daily basis. Consequently, their efficacy remains confined to shot-term re-identification task. This constraint has sparked a burgeoning research interest in long-term person re-id, particularly concerning variations in clothes [3, 4]. However, the collection and annotation of personal identity labels is extremely difficult under conditions of unconstrained clothing change. As shown in Figure 1, due to the diversity of pedestrian appearance, the largest and most realistic clothes change dataset DeepChange [5] was created at great expense.

Recognizing the profound importance of long-term person re-identification and the substantial financial investments required for dataset acquisition, our study centers on addressing the unsupervised long-term person re-identification predicament, effectively obviating the necessity for arduous personal identity labeling. Unsupervised long-term is more challenging because of the complexity of different people having similar appearance, while the same person wears different clothes leading to very different appearances. Consequently, the current methodologies[6, 7] relying on pseudo-labels would confront formidable dilemmas, ultimately culminating in suboptimal resolutions.

To address these obstacles, we introduce a novel Curriculum Person Clustering (CPC) method. In order to reduce the accumulation of negative effects of labelling errors throughout the training process, we introduce a pseudo label generating strategy, called curriculum learning clustering. Specifically, to regulate the labeling process, we formulate a confidence metric by establishing the correlation between samples within each cluster. During the training process, only a fraction of the samples will be involved in the training based on the selection of the confidence index, which also means that these samples are currently confident enough to provide correct information for the training of the model. Also, the confidence index is updated as the training progresses. In this way, the damage caused by incorrect labelled samples for model training can be greatly reduced and the accuracy of the samples used for model training can be improved.

The contributions of our CPC as: (1) To solve unsupervised long-term person re-id challenge, we propose the Curriculum Person Clustering (CPC), which aims to redi-
rect the labelling error that affects propagation in the training process. (2) Extensive experiments demonstrate that CPC surpasses existing unsupervised methods by a substantial margin, rivaling the performance of fully supervised models on DeepChange, the most larges re-identification benchmark available to date.

2. RELATED WORK

2.1. Long-Term Person Re-id

Some person re-id methods use fully supervised training to tackle the effects of changing clothes [4]These articles essentially try to find other supervisory information in addition to general supervisory information, such as person silhouette, to prompt the model learning cloth independent features. To make use of the potential information in the body shape, Hong [8] extracts pose-specific features and estimates the person’s silhouette to effectively utilize the fine-grained features. These clothes-changing re-id methods provide inspiring ideas based under supervised training but inevitably need to rely on auxiliary information. Henceforth, in this paper, our primary emphasis lies in surmounting the hurdles posed by clothing changing with unsupervised setting.

2.2. Curriculum Learning

Curriculum Learning [9] inspired by the human learning curriculum, that allows the model to have a better understanding of the samples by learning from easy to hard. Based on the CL, the model can gain better the generalization ability. Thus, the curriculum learning technique has gained widespread adoption in the train processing of deep learning[10]. We propose a CL strategy with unsupervised training for long-term re-id task.

3. METHODOLOGY

We present a novel method known as the Curriculum Person Clustering (CPC) approach to address the intricate challenge of unsupervised long-term person re-identification. Illustrated in Figure 2, our CPC framework comprises two modules: (1) the module for acquiring feature representations, and (2) the module dedicated to curriculum-learning-based person clustering. Within the representation learning module, the outcomes of person clustering through a curriculum learning serve as the supervision information for network training. As training continues, the encoder’s image representation grows in power. In the curriculum person clustering module, we propose an adaptive CL training strategy to automatically optimize the clustering process. This makes the stage-specific clustering select samples based on dynamic criteria. In CPC, we use ResNet50 [11] as the encoder network. We us the penultimate network layer of the model to extract the person image features. Once we have obtained the clustering results, we use only the clustered samples in the subsequent stage of representation learning. By leveraging this approach, it becomes possible to mitigate the introduction of errors stemming from pseudo labels, thus reducing their impact to a minimum.

3.1. Clustering-based Unsupervised Re-id

In the absence of supervision information, our focus lies upon training a model using an unlabeled dataset $X = \{x_n\}_{n=1}^N$. In the beginning, we use the network to extract the features $F = \{f_n\}_{n=1}^N$, where $f_n = \varphi(x_n, \Theta) \in \mathbb{R}^D$, where $\varphi(\cdot, \Theta)$ is the feature encoder with parameters $\Theta$, where $D$ is the feature dimension. Then, we cluster $F = \{f_n\}_{n=1}^N$ by DBSCAN[12] to generate pseudo label. After clustering, there will be some single samples not fall in any cluster. Assuming that $Z$ of $N$ samples are clustered together and we denote the pseudo labels as $L = \{l_z\}_{z=1}^Z$, and the unclustered $N - Z$ samples will be excluded from this training iteration. According to the pseudo label $L$, we contrast the cluster center bank $M = \{m_c\}_{c=1}^C \in \mathbb{R}^{D \times C}$, where $C$ is cluster number, $m_c$ is defined as:

$$m_c = \frac{1}{P_c} \sum_{l_z = c} f_z,$$

(1)

$P_c$ is the size of cluster $c$, and $f_z$ is the sample features in cluster $c$.

In the training process, we can update the encoder $f$ with parameter set $\Theta$ through the cross-entropy loss function:

$$\mathcal{L}(\Theta, x_n) = -\ln \frac{\exp(m_{\omega(x_n)}^T f(x_n, \Theta) / \tau)}{\sum_{c=1}^C \exp(m_c^T f(x_n, \Theta) / \tau)},$$

(2)

where $\omega(x_n)$ is pseudo label index of image $x_n$, $\tau$ is the temperature parameter. Subsequently, the cluster center bank undergoes an update during the $t$-th iteration in the following manner:

$$m_{\omega(x_n)}^{(t)} \leftarrow \alpha m_{\omega(x_n)}^{(t-1)} + (1 - \alpha) f(x_n),$$

(3)

where $\alpha$ is the update parameter to control the memory updating. Then, we perform the clustering algorithm $CLUSTER(\cdot, \Psi)$.
on all $N$ samples to generate new pseudo labels for further training iteration:

$$L = CLUSTER(F, Ψ),$$  \quad (4)$$

where $Ψ$ denotes image clustering algorithm parameters. $L = \{l_z\}_{z=1}^Z$ is the pseudo label and is generated by the clustering algorithm, where $Z \leq N$. Again, the clustering method will produce a proportion of unclustered images. These samples will not be included in the representation learning in the current iteration.

3.2. Curriculum Person Clustering

The inherent limitation of the baseline approach lies in its inflexibility to accommodate the diverse range of clothing variations inherent to individual identities. The clustering criterion employed fails to effectively capture these nuanced differences. To surmount this constraint, we present a novel approach in this section: a dynamic clustering strategy that possesses the ability to dynamically modify the clustering criterion based on the cluster’s internal property. We use the cluster density index to quantify the difficulty of clustering, such as clustering confidence, as the measure of the difficulty of learning the curriculum, called the Relaxing Index (RI):

$$RI = \frac{1}{Z} \sum_{z=1}^Z S(f(x_z), m_{l_z}),$$  \quad (5)$$

the similarity score $S(\cdot)$ measures the similarity between sample $x$ and its cluster center, which defined as:

$$S(f(x_z), m_{l_z}) = \frac{\sum_{d=1}^D (f_{d,x} - \bar{f}_{d,x})(m_{l_d,x} - \bar{m}_{l_d,x})}{\sigma_{f_{d,x}} \cdot \sigma_{m_{l_d,x}}},$$  \quad (6)$$

where $\bar{f}_{d,x}$ denotes the $f_{d,x}$ dimension mean value, and the $f_{d,x}^{<d>}$ is the $d$-th dimension of feature $f_{d,x}$. $\sigma_{f_{d,x}}$ and $\sigma_{m_{l_d,x}}$ are respectively defined as:

$$\sigma_{f_{d,x}} = \sum_{d=1}^D || f_{d,x}^{<d>} - \bar{f}_{d,x} ||_2,$$  \quad (7)$$

$$\sigma_{m_{l_d,x}} = \sum_{d=1}^D || m_{l_d,x}^{<d>} - \bar{m}_{l_d,x} ||_2.$$  \quad (8)$$

According to Eq.(6), a higher cluster density will lead to a larger $RI$, and a significantly pronounced value of the $RI$ indicates that the current cluster consists of only a solitary item or a small number of clothes. This also implies that the present cluster possesses a promising potential for expansion, enabling it to accommodate and incorporate a greater number of samples. We use $RI$ as an indicator parameter to scheduling model training, the training scheduler $\delta$ in curriculum learning is defined as:

$$\delta = 1(RI > T),$$  \quad (9)$$

Algorithm 1 Curriculum Person Clustering (CPC).

Input: Long-term Re-ID Dataset $X = \{x_n\}_{n=1}^N$.

1. Initialization: Encoder Model.
2. while epoch $\leq 50$ do
3. Extract features $F$.
4. Cluster through Eq. (4) and get $L = \{l_z\}_{z=1}^Z$.
5. Update $M$ through Eq. (3);
6. Train encoder network through Eq. (2) and update parameter $Θ$.
7. Update $RI$ through Eq. (5).
8. Update $CLUSTER(\cdot, Ψ)$ through Eq. (10).
9. end while

Output: Encoder parameters: $Θ$.

where $T$ is a threshold value.

Then, we introduce an update scheme for $Ψ$ the parameters of person image clustering:

$$\psi^{(t)} = \psi^{(t-1)} + \beta \cdot \delta, \quad \forall \psi^{(t-1)} \in Ψ^{(t-1)},$$  \quad (10)$$

$β$ is a hyper-parameter. Based on the Eq. (10), the model has the capability to gradually expand the level of clustering, progressing from simpler instances such as identical clothes to more challenging scenarios involving diverse clothing items, by gradually perceiving the latent clothes-independent patterns. Please see our supplementary materials for visualization evaluation. The summarize of Curriculum Person Clustering (CPC) are shown in Algorithm 1.

4. EXPERIMENT

4.1. Experimental Setting

Datasets Within this section, we assess the performance of CPC on the DeepChange [5], which currently stands as the most largest long-term person re-identification dataset. It contains 178, 407 images of people with 1, 121 identities from 17 camera views, collected over 12 months.

Protocols and metrics To evaluate the performance of the model, we employ two commonly-used metrics for retrieval accuracy: CMC and mAP. Nevertheless, in contrast to short-term re-id, long-term re-id requires a more intricate consideration, the true matches for a given probe image should originate from the same camera but captured at distinct time points, featuring individuals who is adorned in dissimilar clothes.

Competitors Certain approaches have shown promising results in addressing unsupervised short-term reid, and these methods often utilize clustering-based models. To the best of our understanding, no existing methodologies have been specifically designed and tailored for the purpose of addressing unsupervised scenarios on the DeepChange. In particular, we have selected two commonly used short-term methods as our main competitors: self-paced contrastive learning
Table 1. Comparison with the state-of-the-art unsupervised re-identification models on the DeepChange dataset. † denotes no fine tuning on DeepChange. “Clustering Base” means the use original clustering result. The best results are indicated in red.

| Model               | Rank-1 | Rank-5 | mAP   | Backbone        |
|---------------------|--------|--------|-------|-----------------|
| #1 ResNet50 [11] † | 15.3   | 27.3   | 02.1  | ResNet50        |
| #2 ViT [21] †      | 11.1   | 21.7   | 01.4  | ViT             |
| #3 Clustering Base | 35.5   | 45.1   | 09.6  | ResNet50        |
| #4 Clustering Base | 38.0   | 47.6   | 10.5  | ViT             |
| #5 SpCL [13]        | 32.9   | 42.2   | 08.6  | ResNet50        |
| #6 CC [14]          | 37.5   | 45.7   | 10.7  | ResNet50        |
| #7 SpCL             | 37.2   | 46.6   | 10.5  | ViT             |
| #8 CPC              | 45.9   | 54.0   | 14.6  | ResNet50        |

Table 2. Comparison with supervised method on DeepChange.

| Network/Model       | Rank     | mAP     |
|---------------------|----------|---------|
| #9 ResNet50 [11]    | 36.6     | 49.8    | 55.4   | 61.9   | 09.6  |
| #10 MobileNetv2 [15]| 33.7     | 46.5    | 52.7   | 59.4   | 07.9  |
| #11 DenseNet121 [17]| 38.2     | 50.2    | 55.9   | 62.4   | 09.1  |
| #12 Inceptionv3 [23]| 35.0     | 47.7    | 53.9   | 60.6   | 08.8  |
| #13 BNNect re-id ResNet50 [20] | 47.4 | 59.4 | 65.1 | 71.1 | 12.9 |
| #14 ReIDCaps [18] (ResNet50) | 39.4 | 52.2 | 58.8 | 64.9 | 11.3 |
| #15 ViT B16 [21]    | 49.7     | 61.8    | 67.3   | 72.9   | 14.9  |
| #16 CPC (Ours, unsupervised) | 45.9 | 54.0 | 58.5 | 63.3 | 14.6  |

Table 3. Ablation study on DeepChange.

| CPC | Rank-1 | Rank-5 | mAP |
|-----|--------|--------|-----|
| #17 | ×      | 41.8   | 51.1 | 54.1 | 59.2 | 12.4 |
| #18 | ✓      | 45.9   | 54.0 | 58.5 | 63.3 | 14.6 |

We retested both methods SpCL [13] and CC [14] on DeepChange and compared our methods, as shown in Table 1. Our approach demonstrates good performance compared to other methods, achieving mAP 14.6% and a Rank-1 45.9% on the DeepChange dataset. Both SpCL and CC rely on training the model by utilizing high-quality pseudo labels, an efficient strategy for unsupervised methods in the absence of clothes changes[23]. However, it also means that both of these methods heavily depend on the color feature. Our method can effectively improve this situation without using any auxiliary information. In particular, CPC still has clear advantages over SpCL even with a stronger ViT encoder. This further proves that our method is effective in solving the clothing change challenge.

Comparison with supervised methods In order to further highlight the strengths of our approach in clothing change scenarios, we conducted a comprehensive comparison with numerous supervised competitors. As shown in Table 2, even the supervised baselines struggle to effectively address long-term re-identification with low retrieval accuracies. This performance proves that the clothes changing is also very challenging for supervised training. However, our unsupervised model outperforms almost all of the above supervised training methods and achieves a minimal gap to the strongest baseline. Ablative studies To further demonstrate the superiority of CPC, we have conducted a series of ablation studies. The results are shown in Table 3. The Model (#17) which excludes the inclusion of the CPC, exhibits performance metrics of only 12.40% and 41.80% for mAP and rank-1, respectively. These results fall short when compared to the performance demonstrated by CPC in Model (#18). This gap demonstrates the effectiveness of CPC for the clothes change challenge.

5. CONCLUSION

We pay attention to the formidable challenge of unsupervised long-term person re-id in the presence of diverse clothing patterns, because individuals may possess similar attire, while the same person can exhibit a wide range of outfit selections that clearly distinguish them. To surmount this intricate obstacle, we propose a novel method called Curriculum Person Clustering (CPC). This method dynamically adjusts the unsupervised clustering criteria based on the density of the clusters, which can effectively merge images of individuals undergoing clothing changes into the same cohesive clusters. Experiments on the most current and long-term person re-id datasets demonstrate the significant superiority of CPC, even comparable to the supervised re-id models.
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