Assessing \textit{in vivo} mutation frequencies and creating a high-resolution genome-wide map of fitness costs of Hepatitis C virus
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Abstract

Like many viruses, Hepatitis C Virus (HCV) has a high mutation rate, which helps the virus adapt quickly, but mutations come with fitness costs. Fitness costs can be studied by different approaches, such as experimental or frequency-based approaches. The frequency-based approach is particularly useful to estimate \textit{in vivo} fitness costs, but this approach works best with deep sequencing data from many hosts are. In this study, we applied the frequency-based approach to a large dataset of 195 patients and estimated the fitness costs of mutations at 7957 sites along the HCV genome. We used beta regression and random forest models to better understand how different factors influenced fitness costs. Our results revealed that costs of nonsynonymous mutations were three times higher than those of synonymous mutations, and mutations at nucleotides A or T had higher costs than those at C or G. Genome location had a modest effect, with lower costs for mutations in HVR1 and higher costs for mutations in Core and NS5B. Resistance mutations were, on average, costlier than other mutations. Our results show that \textit{in vivo} fitness costs of mutations can be site and virus specific, reinforcing the utility of constructing \textit{in vivo} fitness cost maps of viral genomes.

Author summary

Understanding how viruses evolve within patients is important for combatting viral diseases, yet studying viruses within patients is difficult. Laboratory experiments are often used to understand the evolution of viruses, in place of assessing the evolution in natural populations (patients), but the dynamics will be different. In this study, we aimed to understand the within-patient evolution of Hepatitis C virus, which is an RNA virus that
replicates and mutates extremely quickly, by taking advantage of high-throughput next generation sequencing. Here, we describe the evolutionary patterns of Hepatitis C virus from 195 patients. We analyzed mutation frequencies and estimated how costly each mutation was. We also assessed what factors made a mutation more costly, including the costs associated with drug resistance mutations. We were able to create a genome-wide fitness map of within-patient mutations in Hepatitis C virus which proves that, with technological advances, we can deepen our understanding of within-patient viral evolution, which can contribute to develop better treatments and vaccines.

Introduction

Understanding the fitness costs of mutations in pathogenic viruses is critically important to improve strategies to prevent viral adaptation to host immune systems or to antiviral therapies [1–3], and for effective vaccine design. Viruses also provide an opportunity to study entire genomes to test hypotheses about the fitness costs of various types of mutations, allowing us to learn more about the process of evolution more generally. However, most studies on the fitness costs of mutations in viruses have been conducted in vitro [4–7]. Although studying viruses in vitro is often more practical than studying them in vivo, especially for viruses that infect humans, the results obtained may not reflect fitness costs in the real world. For example, viruses studied in vitro do not have to contend with the strong, multifarious selection imposed by a host’s immune response, resulting in a fitness landscape that may differ from the in vivo landscape in dramatic and important ways. Selective bias can also exist with culturing viruses itself [8]. In this study, we overcame the usual barriers to in vivo studies by analyzing clinical data obtained from 195 patients infected with the hepatitis C virus (HCV). We used these in vivo data to create a fitness cost map of the HCV genome.

To determine the in vivo fitness costs of mutations across the genome, we used information about (1) the HCV mutation rate and (2) a given mutation’s average frequency across multiple populations (i.e., patient samples) to determine the selection pressure against a given mutation at a given site. This ‘frequency-based’ approach [9] is based on a model of mutation-selection balance. As an RNA virus, HCV is especially well suited for this approach, and thus for testing hypotheses about how selection operates on the genome. Each patient infected with a long-lasting RNA virus infection harbors a diverse viral population that is almost perfectly independent of those in other patients [10]; thus, each patient sample in our study could be treated as a different viral population, as required in the frequency-based approach [9,11]. In addition, RNA viruses have mutation rates three to four orders of magnitude higher than those of bacteria and eukaryotes, due to the lack of proofreading activity in viral RNA-dependent RNA polymerases [12]. This allowed us to gather a great deal of information on fitness costs from a relatively compact genome.

The frequency-based approach has successfully been applied to estimate the in vivo fitness costs in RNA viruses: Theys et al. [9] showed fitness costs are higher for CpG creating mutations in the pol gene of HIV using data from 160 patients. Zanini et al. [11] reported genome wide in vivo fitness costs of mutations in HIV from nine patients, showing consistent estimated costs across patients, further validating the approach. However, the sample sizes were limited in both studies. In Theys et al. [9], the number of patients was relatively large (160) but the number of viral sequences was limited to about 20 per patient, totaling approximately 3000 data points per site. Deep-sequencing was used in Zanini et al. [11] with coverage per site in the order of thousands and higher, but the number of patients were limited to nine, totaling in
the order of tens of thousands of data points per site. Using NGS data from a large number (195) of patients, our study overcame the sample size limitation by providing over 800,000 datapoints per site.

Estimating site-level fitness costs using the frequency-based approach requires mutation rates for each base substitution. The overall HCV mutation rate \( \text{in vivo} \) has been estimated to be around \( 10^{-4} \) to \( 10^{-5} \) base substitutions per site per replication cycle \([7,13,14]\), though this was inferred from limited genome regions, and nucleotide-specific substitution rates were not available. To overcome this limitation, Geller et al. \([15]\) estimated the genome-wide HCV mutation rate using ultradeep sequencing \( \text{in vitro} \), and found the overall rate to be \( 3.5 \times 10^{-5} \) nucleotide mutation per replication cycle. Although the estimation was done on a modified replicon system with fragmented cistrons based on three cell lines, the rate estimated from their study was relatively consistent with previous \( \text{in vivo} \) estimates. Their ultradeep sequencing approach also generated the data that allowed us to calculate nucleotide-specific mutation rates. Since no other base substitution rates are available for HCV, we applied the \( \text{in vitro} \) mutation rates from Geller et al. \([15]\) to infer fitness costs.

By elucidating the \( \text{in vivo} \) fitness costs of point mutations in the coding regions of the HCV genome, we aimed to test several important hypotheses about fitness costs in general, as well as in HCV specifically. Using the HCV subtype 1a, first, we tested whether CpG-creating mutations are costly in HCV, as previous studies have shown that CpG usage tends to be under-represented in RNA viruses \([16,17]\) and are highly costly in HIV \([9]\). Second, we determined how costly mutations are that result in drastic amino acid changes (i.e., the mutations that result in amino acid changes from one major group to another [positively charged, negatively charged, uncharged, hydrophobic and special cases]). Third, we assessed whether mutations that result in drug resistance are costly, and how prevalent the known resistance-associated variants are in pre-treatment patients.

### Results

1. **Mutation frequencies within the HCV genome**

First, we assessed \( \text{in vivo} \) mutation frequencies along the HCV1a genome using next-generation sequencing of samples from 195 HCV1a infected patients. 'Mutation frequency' in this study refers to the frequency of the resulting mutant (i.e., 'mutant' frequency). However, since 'mutant frequency' is commonly used in cell biology as the proportion of mutated cells in a population, the term 'mutation frequency' is used to refer to the frequency of mutated nucleotides. We started by calculating genome-wide averages of mutation frequencies. The overall average genome-wide mutation frequency was \( 5.8 \pm 1.3 \times 10^{-3} \) per nucleotide, and transition mutations were around five times more common than transversion mutations (\( 4.8 \times 10^{-3} \) vs. \( 9.7 \times 10^{-4} \)) (Fig 1A and Table 1). For both transitions and transversions, the average frequency of synonymous mutations (transition: \( 8.1 \times 10^{-3} \), transversion: \( 1.4 \times 10^{-3} \)) was approximately twice as high than that of nonsynonymous mutations (transition: \( 3.3 \times 10^{-3} \), Mann-Whitney test, corrected \( P = 0 \), transversion: \( 7.8 \times 10^{-4} \), Mann-Whitney test, corrected \( P = 4.7 \times 10^{-155} \)). For transitions, the average frequency of nonsense mutations (\( 2.0 \times 10^{-4} \)) was significantly lower than that of nonsynonymous mutations (Mann-Whitney test, corrected \( P = 3.9 \times 10^{-41} \)), but this was not the case for transversions. This suggests that the frequencies of nonsynonymous (\( 7.8 \times 10^{-4} \)) and nonsense (\( 6.9 \times 10^{-5} \)) transversions (i.e., approximately 7~8 \( \times 10^{-4} \)) may reflect the lowest detection limit of our dataset (see Methods). Since transitions mutations are observed at higher frequencies than transversions (likely because of their higher mutation rate), they offer greater statistical power and we decided to focus on transition mutations in all our subsequent analysis.
Next, we looked for trends in transition mutation frequencies across the genome. As expected, synonymous mutations generally had higher frequencies than nonsynonymous mutations. Nonsense mutations on the other hand were not clearly separated from the nonsynonymous mutations (Fig 1B). Throughout the genome, mutations at nucleotides A/T (i.e., transition mutations) were much higher for every class of mutation. ** denotes statistical significance with adjusted P-values <0.001 by the Holm correction. (B) Genome-wide transition mutation frequencies, ordered by mutation frequency and colored by mutation type, show that synonymous mutations are more common than nonsynonymous mutations, as expected. Each dot represents the average mutation frequency at a nucleotide position, across the 195 viral populations. The line represents the sliding window average of 100 bases. The regions with the highest (HVR1) and the lowest (Core) average mutation frequencies were highlighted in yellow.

https://doi.org/10.1371/journal.pgen.1010179.g001

Table 1. Genome-wide average estimated frequencies of different types of mutation in the HCV1a genome.

| Mutation type     | Average    | S.E.     |
|-------------------|------------|----------|
| Transition        | 4.8 x 10^-3| ± 8.3 x 10^-5 |
| Synonymous        | 8.1 x 10^-3| ± 9.1 x 10^-5 |
| Nonsynonymous     | 3.3 x 10^-3| ± 2.8 x 10^-5 |
| Nonsense          | 2.0 x 10^-3| ± 9.2 x 10^-5 |
| Transversion      | 9.7 x 10^-4| ± 9.4 x 10^-6 |
| Synonymous        | 1.4 x 10^-3| ± 2.5 x 10^-5 |
| Nonsynonymous     | 7.8 x 10^-4| ± 9.2 x 10^-6 |
| Nonsense          | 6.9 x 10^-4| ± 2.0 x 10^-5 |

S.E. = Standard error of the mean

https://doi.org/10.1371/journal.pgen.1010179.t001
A→G / T→C had higher frequencies on average than those at C/G (i.e. C→T / G→A) (Fig 1C). The Hypervariable Region 1 (HVR1), the most variable section of the HCV genome [18,19], had the highest estimated average mutation frequency of all HCV genes (7.52 x 10^{-3}, Mann-Whitney test (against each gene), corrected \( P = 1.1 \times 10^{-5} - 0.014 \), indicated in light yellow in Fig 1C, Table 1), whereas the Core gene, the genome’s most conserved gene [18,19], had the lowest average mutation frequency (4.07 x 10^{-3}, statistically significant in 7 out of 10 genes, Mann-Whitney test, corrected \( P = 1.1 \times 10^{-10} - 9.3 \times 10^{-4} \), indicated in light yellow in Fig 1C, also see Fig 2). The high average mutation frequency of the HVR1 region is due to higher nonsynonymous mutation frequencies than in other genes. Also, HVR1 was the only genic region with nonsynonymous mutation frequencies as high as synonymous frequencies (Fig 2).

1.1. Beta regression and random forest models show large effects of nonsynonymous mutations, nucleotide types, and genome location on mutation frequencies in HCV. In order to simultaneously assess the effects of multiple factors at the same time on HCV mutation frequencies, such as mutations that create drastic amino acid change or CpG sites, we used 1) a beta regression model since parameters of a beta regression are interpretable and they allow us to quantitatively assess the effects of specific factors, and 2) a random forest regression since the predictive machine learning (ML) approach allows us to investigate much larger numbers of factors (i.e. 'features' in ML) simultaneously and a random forest can give the relative importance of assessed features (but not the direction of the effects). A total of 83 features were include in our random forest regression analysis (S2 Table).

For the beta regression, we specifically explored the effects of the following factors; ancestral nucleotide, mutation type (synonymous/nonsynonymous mutations, CpG-creating mutations, mutations that result in a drastic amino acid change), genomic location (i.e., genes), RNA...
structure, and the interactions between the ancestral nucleotides and the synonymous or nonsynonymous mutation type on transition mutation frequencies. The results of the best-fit model, based on AIC, contained 18 variables and are shown in Fig 3A and S3 Table. Of the 18 variables, 17 had significant effects on mutation frequencies. The ancestral nucleotide had a large effect on mutation frequencies, with G→A and C→T mutations having 41–51% lower frequencies than A→G and T→C mutations (P < 0.0001) (Fig 3B). Nonsynonymous changes were also associated with a large reduction in mutation frequency of over 53% (P < 0.0001).

Fig 3. Various factors that affect the frequency of mutations in HCV, based on analysis of 195 viral populations, each derived from a different patient. (A) Predicted effects of ancestral nucleotide (T, C, or G, vs. A); CpG-creating status (vs. non-CpG-creating status); nonsynonymous (Nonsyn; vs. synonymous); amino acid-changing (AAChange; vs. non-amino acid-changing); presence in the Core, HVR1, E2, NS1, NS2, NS4A, and NS5B genes (vs. the NS3/NS4B/NS5A regions) on mutation frequencies in the HCV genome. Beta regression models were used to determine the effects of the different factors on mutation frequencies across the genome, and this figure reflects the results of the best-fit model based on AIC. (B) Estimated average transition mutation frequencies from the beta regression model (black dots with standard errors) and the actual observed frequencies from 195 patients infected with HCV (in colors). (C) Top 8 important features identified from the predictive random forest regression model on mutation frequencies (for all features tested, see S1 Table).

https://doi.org/10.1371/journal.pgen.1010179.g003
relative to synonymous changes. Our model also suggested relatively modest effects of genomic location when assessed by gene; the best-fit model included eight genes out of 11, of which seven had significant effects. The largest locational effect was with the HVR1 region, which had a frequency increase of 27% \( (P < 0.0001) \), whereas being located in Core was associated with a frequency reduction of 20% \( (P < 0.0001) \). CpG-creating mutations and mutations that cause a drastic amino acid change were associated with modest reductions in mutation frequency of 7% \( (P < 0.0001) \) and 12% \( (P < 0.0001) \), respectively. Mauger et al. [20] identified 15 regions that likely form secondary structures and are functionally conserved in HCV genotype 1a, 1b, and 2a. We tested the aggregate effects of the 15 regions (‘RNA structure’) and found no significant effect on \textit{in vivo} mutation frequencies. RNA structure was associated with an increase of \( \sim 1.1\% \) in mutation frequency \( (P = 0.39) \) and was not selected in the best fit-model. The interactions assessed showed modest effects sizes \(-17–9.7\%\).

The results of the random forest regression model were highly congruent with the beta regression results, even though the predictability of our model reached a modest \( R^2 \) score of 0.597. The top features identified from the model were, in the order of importance, nonsynonymous changes, drastic amino acid changes, nonsense mutations (stop codons), ancestral nucleotide A and T, gene Core, NS5B and HVR1 (Figs 3C and S1).

\section*{1.2. \textit{In vivo} vs. \textit{in vitro} comparison reveals similar trends at the nucleotide-level, but different genome-wide patterns.}

We compared observed \textit{in vivo} mutation frequencies with a study of \textit{in vitro} mutation frequencies [15] (for transition mutations). Patterns of \textit{in vivo} mutation frequencies were congruent with the trends observed in \textit{in vitro} mutation frequencies [15] at the nucleotide level, but differed at the gene level. The \textit{in vivo} estimated mutation frequencies were an order of magnitude higher than those found in \textit{in vitro}. Mutation frequencies for A→G and T→C mutations were higher both \textit{in vivo} and \textit{in vitro} than C→T and G→A mutations (S2A Fig). At the gene level, genome location was found to have very little effect (0.5%) on \textit{in vitro} mutation frequencies [15], while our regression model results suggest that seven out of 11 genes have significant effects on \textit{in vivo} mutation frequencies (Fig 3B and S1 Table). The difference was most prominent in HVR1; the mutation frequency peak observed in HVR1 \textit{in vivo} was not seen \textit{in vitro} (S2B Fig). The \textit{in vitro} study [15] also found clusters of six highly mutable and 13 less mutable sites along the HCV genome, but in our \textit{in vivo} study, we found no clear trends in mutation frequencies at the corresponding sites (S3 Fig). Similarly, the \textit{in vitro} study [15] reported sites that had higher transversion than transition mutation frequencies at over 1000 sites (12.4% of the total sites), but far less such sites were observed \textit{in vivo} (206 sites, 2.6%). The most salient site \textit{in vitro} (genome position C4080) again did not show a higher frequency of transversion mutations than transition mutations \textit{in vivo}.

\section*{2. Genome wide fitness landscape of HCV}

\subsection*{2.1 Estimated selection coefficients reveal high costs of A→G and T→C mutations, nonsynonymous mutations, and mutations in NS5B.}

Based on the observed mutation frequencies, we next estimated selection coefficients (\( s \)) for each site in the HCV1a genome. Selection coefficients can quantitatively reveal fitness consequences of new mutations. We estimated \( s \) for each site based on the equation \( f = \mu/s \) (see Methods), using the mutation frequencies (\( f \)) from our data and the HCV mutation rates (\( \mu \)) calculated from the datasets of Gel-ler et al. [15]. The genome-wide average selection coefficient for transition mutations in coding regions, using the best available mutation rates [15], was \( 2.0 \times 10^{-3} \pm 1.4 \times 10^{-5} \) per replication cycle. The average selection coefficient for nonsynonymous mutations (\( 2.5 \times 10^{-3} \pm 1.6 \times 10^{-5} \)) was three times higher than that for synonymous mutations (\( 8.9 \times 10^{-4} \pm 1.0 \times 10^{-5} \)) (Fig 4A).
Selection coefficients for each nucleotide also revealed interesting patterns. The selection coefficients ($s$) and mutation frequency ($f$) generally have an inverse relationship (equation: \( f = \mu / s \)); that is, higher $f$ implies lower $s$ (i.e., a lower cost). However, if mutation rates ($\mu$) at different nucleotides vary widely, the inverse relationship may not hold when assessed at a nucleotide level, which was observed in our results. The average mutation frequency at nucleotides A and T sites ($A \rightarrow G$ and $T \rightarrow C$ mutations) was higher than at C and G sites ($C \rightarrow T$ and $G \rightarrow A$ mutations), leading one to expect that selection coefficients for A and T sites would be lower than those for C and G sites. In reality, however, for A and T sites, average selection coefficient values were higher despite the higher average mutation frequencies because the mutation rates based on Geller’s dataset [15] were so much higher ($1.1\text{–}1.3 \times 10^{-5}$ for $A \rightarrow G$ and $T \rightarrow C$ vs. $3.2\text{–}4.2 \times 10^{-6}$ for $C \rightarrow T$ and $G \rightarrow A$) (Fig 4B and 4C). The differences in selection coefficients between nucleotides (excluding CpG-creating mutations) were all statistically significant, with the values of selection coefficients in descending order being $A \rightarrow G$ ($1.5 \times 10^{-5}$) > $T \rightarrow C$ ($1.3 \times 10^{-3}$) > $G \rightarrow A$ ($8.4 \times 10^{-4}$) > $C \rightarrow T$ ($8.1 \times 10^{-6}$) (Mann-Whitney test, corrected $P$-values = 0–3.5 x 10^{-6}). It is, however, important to note that the degree of accuracy in estimating fitness costs ($s$) inevitably depends on the accuracy of estimated mutation rates. Therefore, we confirmed that $A \rightarrow G$ and $T \rightarrow C$ mutations have a higher mutation rate than $C \rightarrow T$ and $G \rightarrow A$ mutations.
in the Geller data through a statistical test (Mann-Whitney test, all corrected $P$-values $= 0.0$), as well as calculating the 95% confidence intervals (S4 Fig).

When comparing average selection coefficients for sites in different genes, the average selection coefficient for sites in NS5B (RNA dependent RNA polymerase) was the highest among all genes (statistically significant in 7 out of 9 genes, S5A Fig, Mann-Whitney test, corrected $P$-values $= 1.2 \times 10^{-11}$. 0.077), despite the fact that Core’s average mutation frequency was the lowest among all genes (Table 2). This finding may reflect the higher genomic AT content of NS5B relative to Core (S5 Fig), since higher AT content can lead to a higher average selection coefficient due to A$\rightarrow$G and T$\rightarrow$C mutations having higher selection coefficients. Therefore, we also quantified the effects of different factors on selection coefficients using the two statistical models used for mutation frequencies; a beta regression and a random forest model.

2.2. Beta regression and random forest models reveal nonsynonymous mutations, drastic amino acid changes, ancestral nucleotides, and key gene regions as determinant factors of fitness costs. We first applied a beta regression in a similar manner as to mutation frequencies, which followed highly similar trends as the mutation frequency results, except for the effects of ancestral nucleotide C and G for the reason described in the previous paragraph (Fig 5A and S4 Table). Model results also indicated that the effects of Core alone on selection coefficients was slightly larger than those of NS5B (+6.1% vs. +5.7%), likely reflecting the effects of higher AT content. As expected, sites in HVR1, which had the highest in vivo mutation frequencies, had the largest effect (-36.7%) out of all genes.

We also applied the RF regression models to further elucidate contributing factors for selection coefficients in the same manner as for mutation frequencies. Features identified as important for predicting selection coefficient values were in agreement with our beta regression outcomes. The results identified ‘nonsynonymous mutation’ as the most determinant factor (Fig 5B), followed by drastic amino acid changes, nonsense mutations, ancestral nucleotide G. Gene locations of Core, NS5B and HVR1 were also in the top eight features of importance. We then compared the features that ranked top 20 in both RF models for mutation frequency and selection coefficients, which showed highly consistent results, revealing the three most important determinants as nonsynonymous mutations, drastic amino acid changes and nonsense mutations in both models (Fig 5C).

Table 2. Average estimated selection coefficients per genic region of the HCV1a genome.

| Gene | $s$ | 95% C.I. |
|------|-----|---------|
| Core | $2.11 \times 10^{-3}$ | $\pm 1.0 \times 10^{-4}$ |
| E1   | $1.85 \times 10^{-3}$ | $\pm 9.5 \times 10^{-5}$ |
| HVR1 | $1.39 \times 10^{-3}$ | $\pm 2.8 \times 10^{-4}$ |
| E2   | $1.85 \times 10^{-3}$ | $\pm 7.5 \times 10^{-5}$ |
| NS1  | $1.66 \times 10^{-3}$ | $\pm 1.5 \times 10^{-4}$ |
| NS2  | $1.78 \times 10^{-3}$ | $\pm 9.4 \times 10^{-5}$ |
| NS3  | $2.03 \times 10^{-3}$ | $\pm 6.0 \times 10^{-5}$ |
| NS4A | $2.00 \times 10^{-3}$ | $\pm 2.1 \times 10^{-4}$ |
| NS4B | $2.01 \times 10^{-3}$ | $\pm 9.3 \times 10^{-5}$ |
| NS5A | $1.97 \times 10^{-3}$ | $\pm 6.8 \times 10^{-5}$ |
| NS5B | $2.21 \times 10^{-3}$ | $\pm 8.3 \times 10^{-5}$ |

$s$ = Selection coefficient; C.I. = Estimated confidence interval.
2.3. Distribution of fitness effects and gamma parameter estimation. Based on the estimated fitness costs ($s$) for each nucleotide in our study, we assessed the distribution of fitness effects (DFEs) of synonymous and nonsynonymous transition mutation for each nucleotide (S6 Fig). All synonymous mutations and 99.7% of nonsynonymous mutations had fitness costs $<0.01$. Parameters for the gamma distribution were also estimated for the entire DFEs. The scale ($k$) and shape ($\theta$) parameters were estimated to be $8.32 \times 10^{-4}$ (95% confidence interval [CI] = 8.11–8.55 x $10^{-4}$) and 2.378 (95% CI = 2.318–2.436), respectively, which can be applied to future population simulation studies of HCV.

2.4. High fitness costs of drug resistance sites. A number of direct-acting antiviral agents have been developed for HCV, all of which specifically target the NS3, NS5A, or NS5B proteins. Drug resistance often develops in patients, and many HCV resistance-associated variants have been reported [21–26]. Prevalence of baseline (pre-existing) resistance-associated variants in treatment naive patients (i.e. natural occurrence), as well as the fitness costs of these variants provide insights into the evolution of drug resistance traits, treatment outcome prediction, and durability of resistance phenotypes [27–29]. They can also help guide treatment options, such as combining antivirals for which resistance mutations have high fitness costs to lower the risk of developing drug resistance.
We assessed the natural occurrence of resistance-associated variants using our ‘unfiltered’ HCV datasets, which included sites with alternate majority nucleotides and transversion mutations, as opposed to the filtered datasets used to estimate in vivo fitness costs, which excluded the sites that were not in selection-mutation balance, including those with a nucleotide different from the reference (H77, AF011753, see Methods). Of 87 known resistance-associated variants across 26 sites we examined (S5 Table), natural occurrence was observed for all variants in our datasets, including the 51 variants previously not observed or reported [23] (Fig 6). The proportion of the samples with pre-existing resistance-associated variants varied from 3.6 to 99.5% (average 62%) depending on the resistance mutation (S7 Fig). The result highlights that many variants do occur naturally in treatment naive patients, making them more vulnerable to developing drug resistance. Additionally, 20 of the 87 resistance-associated variants were observed as a majority variant in one or more patients (S7 Fig, '% fixed sample'). The percentages of patients that had the resistant variant as the majority vary from 0.5% to 54.6%, depending on the variants, with Q80K in NS3 being most likely to be present as the majority. The average fitness costs of all resistance-associated variants examined was $4.7 \times 10^{-3}$, with $2.5 \times 10^{-3}$ for transition mutations and $6.8 \times 10^{-3}$ for transversion mutations. Estimated fitness costs of resistance-associated variants (at transition sites only) were compared to those of non-resistance-associated sites in the three genes, which revealed on average 21% higher fitness cost in resistance-associated variants of HCV (Mann-Whitney test, $P = 0.0021$).

3. Validation of our frequency-based approach

The frequency-based approach we used in this study assumes that site-level mutation frequencies are governed by consistent mutation rates and selection coefficients (mutation-selection equilibrium) across different viral populations (i.e., patients). To confirm this assumption, we ran simulations to generate site-based mutation frequencies and compared these to observed
frequencies. We also compared the patterns of *in vitro* mutation rates from the study of [15] with the patterns of *in vivo* mutation rates estimated using nonsense mutations in our study. Additional analyses that we performed to further validate the frequency based approach are summarized in S1 Text.

3.1. Simulated mutation frequencies based on the estimated selection coefficients are consistent with observed mutation frequency patterns. To confirm that the data are consistent with HCV populations being in mutation-selection balance, we created simulated datasets under the assumption of mutation-selection balance and found that simulated and observed distributions of mutation frequencies were highly similar. Specifically, we ran simulations to generate mutation frequencies using the nucleotide specific mutation rate estimates from [15], selection coefficient estimates from our dataset for each site, and a within-host viral population size of 100,000 using code written previously [9]. Using these input parameters, for each site separately, we simulated 195 viral populations (one for each patient). In these simulated populations, we follow a population of 100,000 virus-infected cells. For each simulated generation, 100,000 new cells are infected using a random sample of virus from the previous generation. Mutations occur during replication, and a virus with a mutation has a slightly lower probability to infect new cells in the next generation (quantified by the site-specific fitness cost (*s*)). We then “harvest” samples from these simulations of mutation-selection balance and determine how many cells carry mutated virus to calculate the mutation frequency for that site for that patient. For each of the 7957 sites, we compare the distribution of simulated mutation frequencies with the observed distribution of mutation frequencies using a Mann-Whitney test. We found that for 92.6% of the sites, the observed distribution of frequencies was not significantly different than the simulated distribution of frequencies (*i.e.*, adjusted P-values > 0.05 by Mann-Whitney Test with the Holm correction). The remaining 7.4% of sites showed a significant difference between observed and simulated data. This could be due to these sites not being in mutation-selection equilibrium, due to noise in the NGS data that is not reflected in the simulated data, or due to epistasis or patient-specific fitness effects. This result demonstrates that most of the data we used in this paper are consistent with a model of mutation-selection-equilibrium (S8 Fig and S1 Datafile).

3.2. Patterns of *in vitro* mutation rates correspond to those of *in vivo* estimates of mutation rates. The mutation rates used to obtain fitness costs in our study came from *in vitro* data [15], since *in vivo* nucleotide-specific mutation rates are not currently available. If *in vivo* and *in vitro* mutation rates differ drastically, it would affect our estimations of fitness costs. Therefore, we evaluated pseudo *in vivo* mutation rates using nonsense mutation frequencies observed in our dataset, assuming that the fitness cost (*s*) of a nonsense mutation is one [6]. There are nine base substitution combinations (out of 12) that can create stop codons; specifically, since there are no Cs in stop codons, A→C, T→C, or G→C cannot be nonsense mutations. All but G→T nonsense mutations were observed in our datasets. The pseudo mutation rates obtained from our *in vivo* nonsense mutation frequencies followed a similar pattern as *in vitro* rates. The Spearman’s rank correlation coefficient (*ρ*) was 0.79 with a 95% confidence interval of 0.57 to 1 (1.48 was the upper interval estimated by bootstrapping), clearly indicating that positive correlation exists between the two groups of mutation rate estimates. (S9 Fig).

Discussion

Genome-wide maps of fitness costs at each locus are key to understanding the evolutionary dynamics of pathogenic viruses, yet few such maps exist. Here we used deep sequencing data from 195 viral populations (*i.e.*, sequencing data from 195 infected hosts) and applied the frequency-based approach to estimate *in vivo* fitness costs. We present a high-resolution map of
inferred in vivo fitness costs for transition mutations at 7957 sites in the HCV1a genome. Our results revealed that whether a mutation is nonsynonymous, the ancestral nucleotide, and genic location are the most important factors that determine fitness costs.

Comparing to HIV

Previous studies on fitness costs of mutations in HIV found similar trends in site-level fitness costs, such as a clear difference in synonymous and nonsynonymous mutations and large effects of the ancestral nucleotide [9,11]. However, there are also clear differences between HIV and HCV. CpG-creating mutations and mutations that cause drastic amino acid changes have large effects on fitness costs in the HIV pol gene, have markedly smaller effects in HCV, suggesting that the magnitude of these effects likely vary between viruses. Specifically, CpG-creating mutations are 1.5 times more costly than non-CpG creating mutations in HIV, but only 1.07 times more costly than non-CpG creating mutations in HCV. Many RNA and DNA viruses display suppressed frequencies of CpG creating mutations, indicating that CpG creating mutations are costly to a variety of viruses [17], and the magnitude of such effects appear to vary greatly among viruses [16]. This may be due to different interactions of these viruses with our immune systems or differences in their replication cycles and merits further study.

Comparing in vivo mutation frequencies to in vitro mutation frequencies

In vitro studies conducted in tightly controlled environments allow us to obtain detailed information about viral evolutionary dynamics, including nucleotide level mutation rates. However, the use of cell-lines in an environment without selective pressures from hosts creates different dynamics from in vivo evolution. Understanding the difference and similarity between in vitro and in vivo evolution can offer crucial insights into which forces are important for viral evolution in vivo. Here we compare the in vivo mutation frequencies from our study with in vitro mutation frequencies from the study of [15].

The in vivo mutation patterns from our study highlighted the selective pressures exerted by the host immune system on different parts of the HCV genome, compared to those of in vitro. Significant location effects were observed in vivo, but not in vitro [15]. First, the prominent peak in mutation frequency in HVR1 was observed in vivo, while no such peak was observed in vitro. HVR1 plays an important role in immune escape through positive selective pressure [18,30], and we observed that HVR1 was the only genic region with similarly elevated nonsynonymous mutation frequency relative to synonymous frequency (Fig 2B). In addition to the effect of HVR1, we also observed location effects for seven other genic regions, which likely reflects selective pressures from the host, which are not present in the in vitro study. Lastly, the sites with high mutability identified by [15] in vitro did not show similar trends in vivo, suggesting that these sites are also under strong negative selection in vivo.

We found several important similarities between the in vivo and in vitro settings. There was no significant effects of RNA structure on either in vivo and in vitro mutation frequencies [15]. We found that mutation frequency patterns at the nucleotide-level appear to be consistent between in vivo and in vitro; A and T have higher mutation frequencies than G and C in both cases [15]. Mutation rates for each nucleotide were also correlated between in vivo and in vitro (i.e., relative rates of different nucleotides were consistent), where we used observed frequencies of nonsense mutations to estimate in vivo mutation rates (S9 Fig). This is important since it validates our application of in vitro mutation rates to estimate in vivo fitness costs. However, the in vivo mutation rates were two orders of magnitude higher than those of in vitro. We suspect that this is partly because the in vivo costs of nonsense mutations are not likely to be equal to one as we assume; defective viruses with premature stop codons can be rescued by other
defective or non-defective viruses [14,31–34] due to complex quasispecies dynamics in viruses [35,36]. This phenomenon may allow nonsense mutations to be observed at higher-than-expected frequencies in vivo viral populations. Second, frequencies of very low frequency mutations may be inflated due to sequencing errors. Also, how we calculated nonsense mutation frequencies was not based on counting actual stop codons; we calculated the site-level nonsense mutation frequencies, which would create stop codons if other two nucleotides in a codon were the same as the reference. This would slightly overestimate the actual nonsense mutation frequencies. Ribeiro et al. [14] estimated the in vivo mutation rate using a model and validated with nonsense mutations by counting all stop codons. Their estimation (2.5 x 10\(^{-5}\) mutations per nucleotide per replication cycle) aligned better with the in vitro mutation rate estimation [15], which may be due to their PCR-based sequencing, which cannot capture low frequency mutations and their stricter method of calculating stop codons (Text S1 in [14]).

Prevalence of drug resistance

Natural occurrence of resistance associated variants was more frequently and widely observed in our study than previously reported [23]. This highlights the importance of deep sequencing, since many variants occur at a low frequency and would not have been captured by traditional Sanger based methods. Although the fraction of patients in which the resistance-associated variant was fixed was fairly low (average 5.7% of patients), one variant Q80K was observed at an especially high prevalence (fixed in 54.6% of patients, the variant was observed in 94.3% of patients, S7 Fig). This is consistent with previous observations, as Q80K was already known to exist at a high prevalence (up to 48%) in strains from North America [21,23,37]. The results provide important insight into how common resistance associate variants are.

Strengths and limitations of this study

Deleterious mutations that occur at a low frequency indicate high fitness costs. However, our results suggest that inferring nucleotide-level fitness costs from mutation frequencies should be done cautiously: Lower mutation frequencies may not necessarily translate into higher fitness costs, if substantial differences in mutation rates exist at the nucleotide level along with biased base composition. In our dataset, mutations at A or T sites had higher fitness costs than mutations at C or G sites, even though their mutation frequencies were significantly higher. A similar trend was observed in a previous study on HIV’s pol gene; in vivo mutation frequencies were highest for G→A mutations even though fitness costs were also highest for G→A mutations, due to the high mutation rate at these sites [9]. Thus, without nucleotide-specific mutation rates, differences in fitness costs inferred from mutation frequencies at the nucleotide-level need to be interpreted carefully.

Our unique approach worked well, thanks to the fact that the average read depth at each site was > 6,200 after filtering, which resulted in an average of > 877,000 data points at each nucleotide site analyzed. Simulations of populations mutation-selection balance resulted in distributions of mutation frequencies similar to the observations, which supports our basic assumption that in vivo mutation patterns are largely dictated by intrinsic factors at selection-mutation equilibrium. Adding > 400 genomes from NCBI had little effect on the correlation between in vivo and among-host diversity, which suggests that we had more than adequate sample size to capture the true genetic diversity of HCV1a. Additionally, we have previously performed simulation studies to assess the optimal combination of sequencing depth and sample size, which showed that > 150 samples with at least 1,000X sequencing depth should yield reliable estimates (i.e., a high correlation coefficient, > 0.95, between real and estimated fitness.
costs, S10 Fig). Here, we had 195 samples with 6200X sequencing depth, more than enough to produce reliable data.

**Conclusion**

Despite HCV’s extremely high level of genetic variation, our detailed analysis of genome wide mutation patterns revealed *in vivo* mutations do not occur in a completely stochastic manner, illuminating the mutant spectrum complexity of HCV. Swarms of mutants, often termed viral quasispecies [35,36], are continuously generated in RNA virus populations. The mutation spectrum composition varies over time, producing transient equilibrium distributions that are affected by internal and external factors [31]. However, even with these ever-changing mutant spectra, our results showed that we could observe a situation close to mutation-selection equilibrium. RNA viruses are considered to replicate at a mutagenesis level close to the lethal threshold, at which the error rates exceed the tolerance limit of genetic information preservation [38]. A delicate balance between this threshold and host selective pressures is likely responsible for shaping the observed *in vivo* mutation patterns; approximately 50% of sites were highly conserved while the remaining variable sites contribute to continuous generation of variation [39]. From a clinical perspective, one of the most challenging aspects of the treatment and management of pathogenic RNA viruses is their high genetic diversity. Targeting the highly conserved, high-cost sites or regions may help improve treatment efficacy by hampering the development of drug resistance.

This study serves as an additional proof of concept for the frequency-based approach to understanding *in vivo* fitness costs. This opens the door to opportunities to investigate *in vivo* fitness costs of a wide variety of rapidly evolving pathogens, as deep sequencing of pathogen populations becomes more common with the steep decline in next generation sequencing costs. We showed that there are aspects of viral evolution that we cannot infer from *in vitro* studies, as well as from the between-host level of analysis. Practical applications of better understanding *in vivo* evolution and the fitness landscape of viruses include more targeted antiviral drug development, efficient treatment management, better treatment outcome prediction, and informative for vaccine design. By leveraging the technological advances and tremendous resources already available, we have the potential to deepen our understanding of *in vivo* evolution of viruses.

**Methods**

**Samples**

We obtained stored baseline plasma samples from a selection of HCV treatment naive and viremic HCV/HIV co-infected participants from sites in the Canadian Co-infection Cohort (CCC) [40]. Samples were collected between May 8, 2003 and November 20, 2014 from acute or chronically infected patients attending 18 different clinics across Canada. We used 195 samples identified as genotype 1a out of the dataset for our study.

**Viral RNA extraction and sequencing**

For each baseline sample, HCV RNA was extracted from 500 ul of plasma using a NucliSens easyMag (BioMerieux Inc.). Extracted RNA was eluted in 60 ul of elution buffer and stored at -20°C prior to amplification. Near full length amplicons were generated using an oligo d(A)20 primer for cDNA synthesis. Two nested PCR reactions using pangenotypic primers were utilized to generate an 8,991-bp amplicon spanning the HCV Core to NS5B regions. Subsequent to second round PCR amplification MiSeq sequencing libraries were generated using Nextera
XT DNA Sample Preparation Kits (Illumina, Inc.). Amplicons for each sample were tagged using Nextera XT Index Kits (Illumina, Inc.), multiplexed and sequenced on an Illumina MiSeq next-generation sequencing platform (Illumina, Inc.).

Data filtering and formatting steps
Sequence reads of virus isolates were quality filtered and trimmed using BBTools v38.38.00, following its suggested steps [41]. First, the adapters were removed. To increase our confidence in identifying minor variants, bases that had phred score <35 were all trimmed from both ends. Contaminants (PhiX) were then filtered out and reads with a <35 average score were also eliminated. Potential duplicates were identified and clumped using clumpify function of BBTools, and filtered reads were merged. To retain maximum read depths in order to confidently estimate minor variant frequencies, both merged and unmerged reads were mapped to a reference sequence using BWA 0.7.17 [42]. Mapped reads were hard clipped, and the resulting SAM files were imported into R and filtered further to eliminate potential contaminants and chimeric sequences. This was done using a custom script in which all reads with a harmonic distance >10 from their own consensus sequences were eliminated, as they likely represented contaminants or mis-mapped sequences. This cut off value was determined empirically; histograms of read counts per harmonic distance in each sample showed that the first peak mostly flattened out by 10, and the second peak, which represents mis-mapping, did not appear until past 10. Filtered reads were remapped to their own consensus sequences using BWA, and the resulting bam files were imported in R [43]. For each patient sample (i.e., viral population), frequency tables of nucleotides at each position were created with Rsamtools and custom scripts in R.

Each frequency table was processed to calculate the frequencies of transition and transversion mutations relative to the reference sequence (wildtype H77). Types of mutation (synonymous/nonsynonymous, CpG-creating, those causing drastic amino acid changes, etc.) were also identified for each site. To accurately estimate in vivo deleterious mutation frequencies at the selection-mutation-drift equilibrium, we applied rigorous filtering, removing sites with a mutation frequency >0.2 (i.e., those likely under active selection), sites that had a different majority nucleotide from the reference, and sites with <1000 read depth. Mutation frequencies of all samples were then compiled into one table, and sites that were present in less than one-third of the total sample (<65) were removed. The filtering steps produced 7,958 usable sites in the coding regions, and the averages of mutation frequencies were calculated for these sites. This process yielded a table containing the average transition mutation frequencies at each position across the HCV genome. To assess the natural occurrence of RAVs, the frequency tables were processed similar to the previous step, but further filtering steps were not performed except for removing sites with <1000 read depth. The 95% confidence intervals for the means of mutation frequencies, selection coefficients, and mutation rates were estimated using the z-interval based on calculated standard errors ($\frac{z}{\sqrt{n}}$).

Data validation
Since the sequencing error rate of the Illumina Miseq is reported to be around 0.1% [44], we took additional steps to validate our filtering methods and the resulting datasets. We were concerned that if our previous filtering steps did not remove the errors efficiently, mutations observed at low frequencies (<0.001) could actually represent sequencing errors. To evaluate whether this posed a problem, we replaced all mutation frequencies <0.001 with either NA or zero and assessed the resulting mutation frequency patterns. The results showed consistent patterns. Therefore, we used the original datasets for further analysis.
We have used the homogeneous sample of RNA virus (SIV) from a different study to estimate the error rates from our pipeline. Briefly, a section of SIV env was translated into cDNA, amplified by PCR, and cloned into E. coli. A single bacterial plasmid clone was then used to prepare a library and sequenced on MiSeq using the methods as described in [45]. Since this sample should have 0% mutation frequency in theory, any mutation frequencies observed represent errors by PCR (during library preparation) and/or sequencing. The estimated error rates estimated from two different SIV strains (SIVmac251 and SIVB670) were consistent with published previous MiSeq error rates: The average mutation frequencies of these ‘homogeneous viral samples’ were 0.00166–0.0020, and its median was 0.00148–0.0020. This confirms that our approach can estimate mutation frequency lower than these values since our transversion mutation frequencies were 0.00089, clearly lower than 0.001, and biologically makes sense. We also assessed whether viral load biased observed mutation frequencies by comparing the average mutation frequencies of patient samples with low and high viral loads (see S6 Table for viral load information). We found no difference in the average mutation frequencies between the two groups. Therefore, all samples were included in the analysis.

Lastly, we estimated amplification/sequencing efficiency and potential PCR biases using a similar RNA viral (SIVB670) templates using barcodes (Primer ID, [46]) from our different study. The estimated proportion of recovered unique barcoded sequences, in relative to the starting copy number of RNA templates, was 0.16–0.5% (adjusted for sequence length). The average starting viral copy number of this study was over 10,000,000 (per 500 μl reaction amount), which indicates that the amplification and sequencing efficiency was sufficient to capture mutation frequencies of ~0.001. We then compared the mutation frequencies of viral populations processed with and without barcodes using our pipeline to assess PCR biases. The mutation frequencies obtained with and without barcodes were highly congruent, which suggests minimal effects of PCR biases.

**Calculation of selection coefficients and other statistics**

To gain a fine-grained understanding of the in vivo fitness effects of mutations in HCV viruses, we used the in vivo frequency-based approach [9,11], in which fitness costs of mutations are estimated from their frequencies across multiple natural populations (i.e. multiple patients). This approach relies on translating in vivo mutation frequencies into fitness costs based on the principle of mutation-selection balance. In infinitely large populations, the opposing forces of mutation and selection cause costly mutations to be present at a constant frequency [47,48]. In haploid systems, it is expressed as:

\[ f = \frac{\mu}{s} \]  

(1)

where \( \mu \) is the mutation rate from wildtype to mutant and \( s \) is the negative fitness effect of the mutation (selection coefficient). In natural populations of finite size, the frequency of mutations is not constant but fluctuates around the expected frequency of \( \mu/s \), because of the stochastic nature of mutation and replication [49,31]. It is thus impossible to accurately infer the selection acting on individual mutations from a single observation of a single population. We solved this problem by averaging frequencies of each individual mutation from multiple populations (sampling vertically, rather than horizontally, S11 Fig). Note that the principle of mutation-selection balance holds even when bottlenecks or selective sweeps occur, because such events do not change the expected frequencies of mutations. Also, this method allows us to directly assess fitness costs at all sites in the genome and to calculate selection coefficients rather than relative rates [9].

Selection coefficients were estimated for each mutation at each nucleotide based on Eq (1) using estimated in vivo mutation frequencies and mutation rates calculated from raw datasets.
briefly, mutation rates for each nucleotide-specific mutation were obtained by dividing the total mutations observed during the experimental period by the generation cycle with adjustment for errors. The nucleotide-specific mutation rates are the keys for estimating selection coefficients using the frequency-based approach. Therefore, we assessed the validity of in vitro mutation rates from Geller et al. [15] using beta regression (see below), and found no major effects of selective pressures seen in in vivo data (see S2 Text). In vitro mutation frequencies used in comparison were also derived from the datasets of [15].

Statistical analyses were performed in R and Python. Beta regression model fitting was conducted using the R package betareg [50]: For predictor variables, we included ancestral nucleotide, types of mutations (synonymous vs. nonsynonymous, create a CpG site or not, cause a drastic amino acid change or not), location (11 genic regions), RNA structure (the aggregate effects of 15 regions that likely form secondary structure, identified by [20]), and interactions. AIC values were used as a criterion to select the best fit model. Parameters for DFEs were estimated using the R package nplr [51]. To assess the diversity between in vivo and among hosts, additional HCV1a genomes were downloaded from NCBI GenBank. Random forest regression analyses were conducted in Python 3.9 (Python Software Foundation, https://www.python.org/) using Scikit-learn [52] module. After constructing a matrix of all features to be used in RM (83 features including mutation types, nucleotides, amino acids, types of amino acids, location, and RNA structure, see S3 Table), highly correlated features were removed, and hyperparameter tuning was performed using the GridSearchCV and RandomizedSearchCV functions in Scikit-learn. Models fitted with the best hyperparameters reached R^2 of 0.597 for mutation frequencies and 0.623 for selection coefficients.

Simulations of site-specific mutation frequency distributions were performed using the nucleotide-specific mutation rates estimated from [15], site-specific selection coefficients estimated in our current study, and a population size of Ne = 100,000 to generate mutation frequency distributions for the total number of samples (N_sample) available for the particular site (ranged from 65 to 189). At each site, simulations were run for 5/s (five times of the time to purge a mutation with cost = s) and then sampled, which represented one population (patient). From this population, a mutation frequency was calculated by sampling the average read depths of each patient. This process was repeated N_sample times for each site. The simulation program is compiled in C++ and available at the GitHub repository, along with all coding scripts (https://github.com/kahot/HCV_FitnessCost). The resulting simulated sample frequencies and the observed frequencies were statistically compared using the Mann-Whitney test with the Holm correction.
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