ON THE CONTINUITY OF THE GEOMETRIC SIDE OF THE TRACE FORMULA

TOBIAS FINIS AND EREZ LAPID

Abstract. We extend the geometric side of Arthur’s non-invariant trace formula for a reductive group $G$ defined over $\mathbb{Q}$ continuously to a natural space $\mathcal{C}(G(\mathbb{A})^1)$ of test functions which are not necessarily compactly supported. The analogous result for the spectral side was obtained in [FLM11]. The geometric side is decomposed according to the following equivalence relation on $G(\mathbb{Q})$: $\gamma_1 \sim \gamma_2$ if $\gamma_1$ and $\gamma_2$ are conjugate in $G(\mathbb{Q})$ and their semisimple parts are conjugate in $G(\mathbb{Q})$. All terms in the resulting decomposition are continuous linear forms on the space $\mathcal{C}(G(\mathbb{A})^1)$, and can be approximated (with continuous error terms) by naively truncated integrals.
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1. Introduction

Let $G$ be a reductive group defined over $\mathbb{Q}$ and let $\mathbb{A} = \mathbb{R} \times \mathbb{A}_f$ be the ring of adeles. As usual, we write $G(\mathbb{A})^1 = \cap \text{Ker} |\chi|_{\mathbb{A}^\times}$, where $\chi$ ranges over the rational characters of $G$. The original (non-invariant) form of Arthur’s trace formula is an identity between two distributions $f \mapsto J(f)$ on $G(\mathbb{A})^1$, a geometric one and a spectral one. The geometric side can be split according to the following equivalence relation on $G(\mathbb{Q})$: $\gamma_1 \sim \gamma_2$ if $\gamma_1$ and $\gamma_2$ are conjugate in $G(\mathbb{Q})$ and their semisimple parts are conjugate in $G(\mathbb{Q})$. In other words, if $\mathcal{O}$ is the set of pertinent equivalence classes, then there is a decomposition

$$J(f) = \sum_{\sigma \in \mathcal{O}} J_\sigma(f), \quad f \in C_c^\infty(G(\mathbb{A})^1).$$
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element manifold (namely a countable disjoint union of copies of \(G\)) defines a left invariant differential operator \(\ast\) where the derived group of the space of smooth right \(K\)-invariant functions on \(G(\mathbb{A})^1\) which belong, together with all their derivatives, to \(L^1(G(\mathbb{A})^1)\). The space \(\mathcal{C}(G(\mathbb{A})^1; K)\) becomes a Fréchet space under the seminorms

\[
\|f \ast X\|_{L^1(G(\mathbb{A})^1)}, \quad X \in \mathcal{U}(g^1_\infty).
\]

We denote by \(\mathcal{C}(G(\mathbb{A})^1)\) the union of \(\mathcal{C}(G(\mathbb{A})^1; K)\) as \(K\) varies over the compact open subgroups of \(G(\mathbb{A}_f)\) and endow \(\mathcal{C}(G(\mathbb{A})^1)\) with the inductive limit topology.

The purpose of this paper is to show that the geometric side of Arthur’s trace formula (\(\Pi\)) extends continuously to the class \(\mathcal{C}(G(\mathbb{A})^1)\). More precisely, we show that

\[
\sum_{\omega \in \Omega} |J_\omega(f)|
\]

extends to a continuous seminorm on \(\mathcal{C}(G(\mathbb{A})^1)\) (see Corollary 7.2 below). The analogous result for the spectral side was obtained in [FLM11], so that the present paper establishes a trace formula for functions in the class \(\mathcal{C}(G(\mathbb{A})^1)\).

Moreover, we show that the distributions \(J_\omega\) can be computed using naive truncation. Namely, using the notation of \(\S 2.1\) below, there exist distributions \(f \mapsto J^T_\omega(f), \, \omega \in \Omega,\) on \(\mathcal{C}(G(\mathbb{A})^1)\), which are polynomial functions of the parameter \(T \in \mathfrak{a}_0\), and satisfy the following approximation property: for any \(K\) there exists a continuous seminorm \(\mu\) on \(\mathcal{C}(G(\mathbb{A})^1; K)\) (depending polynomially on the level of \(K\)) such that

\[
\sum_{\omega \in \Omega} \left| \int_{G(\mathbb{Q}) \backslash G(\mathbb{A})^1} \sum_{\gamma \in \Delta_0} f(x^{-1} \gamma x) \, dx - J^T_\omega(f) \right| \leq \mu(f) (1 + \|T\|)^r e^{-d(T)}
\]

for all \(f \in \mathcal{C}(G(\mathbb{A})^1; K)\) and \(T \in \mathfrak{a}_0\) with \(d(T) := \min_{\alpha \in \Delta_0} \langle \alpha, T \rangle > d_0\), where the constants \(d_0\) and \(r\) are independent of \(f\) and \(K\). The distribution \(J_\omega(f)\) is obtained by evaluating \(J^T_\omega(f)\) at a certain distinguished point \(T = T_0\) (see [Art81, §1]).

In a previous paper [FLM11] we proved similar results for the contribution of the semisimple conjugacy classes of \(G(\mathbb{Q})\). In fact, if we coarsen the relation \(\sim\) by only requiring that the semisimple parts are conjugate in \(G(\mathbb{Q})\) (obtaining the so-called coarse classes of Arthur), then the methods of [ibid.], combined with Arthur’s basic procedure in [Art78], yield the desired result for the coarse geometric expansion, as will be explained in \(\S 3\) below. The main result of this part of the paper is Theorem 5.1. To go further, we use

\footnote{In Remark 7.3 below we will consider a slight refinement of the equivalence relation \(\sim\) in the case where the derived group of \(G\) is not simply connected.}
recent work of Chaudouard–Laumon \[ CL16 \], which provides a suitable definition for the modified kernel pertaining to a class of \( \sim \). This definition, which has also been suggested by Hoffmann \[ Hof14 \], turns out to be very useful for our purpose. The continuity of the finer decomposition with respect to \( \sim \) is dealt with in \[ GL02 \], the main results being Theorem \[ 7.1 \] and Corollary \[ 7.2 \] We remark that our results extend earlier results by Hoffmann in this direction \[ Hof08 \]. In the Lie algebra case, Chaudouard proved very recently similar results for the space of Schwartz-Bruhat functions \[ Cha15 \].

One of the main reasons to consider the trace formula on the space \( C(G(\mathbb{A})^1) \) is the connection to automorphic \( L \)-functions (in a suitable right half-plane). Namely, fixing a model of \( G \) over \( \mathbb{Z} \), there exists a finite set \( S_0 \supset \{ \infty \} \) of places of \( \mathbb{Q} \) with the following property. Let \( \rho \) be a representation of the \( L \)-group \( LG \) of \( G \). Then for all \( p \not\in S_0 \) there exists a unique bi-\( G(\mathbb{Z}_p) \)-invariant function \( \phi_{\rho,p,s} \) on \( G(\mathbb{Q}_p) \) with \( \text{tr} \pi_p(\phi_{\rho,p,s}) = L_p(\pi_p, \rho, s) \) for all unramified representations \( \pi_p \) of \( G(\mathbb{Q}_p) \), where both sides are either considered as formal power series in \( p^{-s} \) or \( \text{Re} \, s \) has to be suitably large.

Let now \( S \supset S_0 \) be finite set of places of \( \mathbb{Q} \), \( \phi_p \in L^1(G(\mathbb{Q}_p)) \) for all \( p \in S \setminus \{ \infty \} \) and \( \phi_\infty \) be a \( C^\infty \)-function on \( G(\mathbb{R}) \) with \( \| f \ast X \|_{L^1(\mathbb{R})^G} < \infty \) for all \( X \in \mathcal{U}(\mathfrak{g}_\infty) \). Set

\[
\phi_{\rho,s}(g) = \prod_{v \in S} \phi_v(g_v) \prod_{p \not\in S} \phi_{\rho,p,s}(g_p), \quad g = (g_v) \in G(\mathbb{A}).
\]

Then for \( \text{Re} \, s \) large enough (depending on \( G \) and \( \rho \)) the function

\[
f_{\rho,s}(g) = \int_{S^*_Z(\mathbb{R})^G} \phi_{\rho,s}(ag) \, da,
\]

where \( S^*_Z \) is the maximal split torus contained in the center of \( G \), is an element of \( C(G(\mathbb{A})^1) \). The contribution of a discrete automorphic representation \( \pi \) of \( G(\mathbb{A}) \) to the spectral side of the trace formula for \( f_{\rho,s} \) will be non-zero only if \( \pi \) is unramified outside of \( S \), and in this case it will be equal to

\[
m(\pi) \prod_{v \in S} \text{tr} \pi_v(\phi_v) L^S(\pi, \rho, s),
\]

where \( m(\pi) \) is the multiplicity of \( \pi \) in the discrete spectrum and \( L^S(\pi, \rho, s) = \prod_{p \not\in S} L_p(\pi_p, \rho, s) \) is the (incomplete) automorphic \( L \)-function of \( \pi \) associated to \( \rho \).

A prototype case is \( G = GL(n) \) and \( \rho \) the standard representation. In this case one might more concretely take \( \phi \) to be the product of the restriction to \( G(\mathbb{A}) \) of a Schwartz-Bruhat function \( \Phi \) on the adelic Lie algebra \( \mathfrak{g}(\mathbb{A}) \) of \( G \) and of the function \( |\det|_{\mathbb{A}^\times}^{s+(n-1)/2} \).

The resulting function \( f_{\rho,s} \) will be an element of \( C(G(\mathbb{A})^1) \) for \( \text{Re} \, s > (n+1)/2 \). The contribution of a discrete automorphic representation \( \pi \) can be expressed in terms of the zeta integrals of Godement-Jacquet \[ GJ72 \], and it is therefore the product of a locally defined entire function of \( s \) (which depends on \( \Phi \) and \( \pi \)) and of the completed standard \( L \)-function of \( \pi \) at the point \( s \). This case and its connection to the trace formula for the Lie algebra have been studied by Jasmin Matz (see \[ Mat13 \] and work in preparation).

Although this is very far-fetched at this stage, the hope is that using the trace formula for generating functions of the above type will ultimately provide means to attack Langlands
functoriality conjectures beyond the very limited scope (however important) of the current methods. This general idea, and its variations were suggested by Langlands in \cite{Lan04, Lan07} with some subsequent analysis in \cite{FLN10, Lan13} – see also \cite{Ng14} and \cite{BCS14} for closely related themes. The humble purpose of the current paper is to provide one of the very first technical steps in this direction.

We are very grateful to Werner Hoffmann for spotting a mistake as well as a number of inaccuracies in an earlier version of this paper and for his suggestion to explicate the dependence of our estimates on the level of $K$. We also thank Laurent Clozel and Bao Châu Ngô for useful discussions.

2. Notation and preliminaries

2.1. For the rest of the paper let $G$ be a reductive group defined over $\mathbb{Q}$. Let $G^{\text{der}}$ be its derived group and $Z_G$ be the center of $G$. We fix a minimal parabolic subgroup $P_0$ defined over $\mathbb{Q}$ and a Levi decomposition $P_0 = M_0 \ltimes N_0$ of $P_0$. Let $S_0$ be the split part of the center of $M_0 \cap G^{\text{der}}$ and $X_*(S_0)$ the lattice of co-characters of $S_0$. Let $A_0$ be the identity component of the topological group $S_0(\mathbb{R})$ and $a_0 = X_*(S_0) \otimes \mathbb{R}$. We can identify the dual space $a_0^*$ with $X^*(M_0/Z_G) \otimes \mathbb{R}$, where $X^*(M_0/Z_G)$ is the lattice of rational characters of $M_0$ (or $P_0$) which are trivial on $Z_G$. We denote the set of simple roots of $S_0$ acting on $N_0$ by $\Delta_0$. Let $\rho_0 \in a_0^*$ be the element corresponding to $\delta_0^{1/2}$, where $\delta_0$ is the modulus function of $P_0$. We define the homomorphism

$$H_0 : M_0(\mathbb{A}) \to a_0$$

by $\langle \chi, H_0(m) \rangle = \log |\chi(m)|_{\mathbb{A}^*}$ for any $m \in M_0(\mathbb{A})$ and $\chi \in X^*(M_0/Z_G)$, where $|\cdot|_{\mathbb{A}^*}$ is the standard absolute value on $\mathbb{A}^*$.

Except otherwise mentioned, all parabolic subgroups considered are implicitly assumed to be defined over $\mathbb{Q}$. If $P$ is a standard parabolic subgroup, then we write $P = M_P \ltimes N_P$ (or simply $P = M \ltimes N$, if $P$ is clear from the context) for its standard Levi decomposition. The set of simple roots of $S_0$ in $N_0 \cap M_P$ is denoted by $\Delta_P^0$. It is a subset of $\Delta_0$. We write $a_P = X_*(S_M) \otimes \mathbb{R}$, where $S_M$ is the split part of the center of $M \cap G^{\text{der}}$, and view $a_P$ as a subspace of $a_0$ whose complement is $a_0^\nu = X_*(S_0 \cap M^{\text{der}})$. Thus, we may view the dual space $a_P^*$ as a subspace of $a_0^*$. We also write $A_M$ for the identity component of $S_M(\mathbb{R})$. We write $\Delta_P$ for the image of $\Delta_0 \setminus \Delta_P^0$ under the projection $a_0^* \to a_P^*$. More generally, if $Q$ is a parabolic subgroup containing $P$, then we write $\Delta_P^Q$ for the projection of $\Delta_0^Q \setminus \Delta_P^0$ under $a_0^* \to a_P^*$. Similarly, we have the set of coroots $\Delta_0^\vee$ and, more generally, for $Q \supset P$ the set $(\Delta_P^Q)^\vee$ which forms a basis of $a_P^Q := a_P \cap a_0^Q$. We denote the basis of $(a_P^Q)^*$ (resp., $a_P^Q$) dual to $(\Delta_P^Q)^\vee$ (resp., $\Delta_P^Q$) by $\Delta_P^Q$ (resp., $(\Delta_P^Q)^\vee$). As usual, we suppress the superscript if $Q = G$. We write $\tau_P^Q$ and $\bar{\tau}_P^Q$ for the characteristic functions of the sets

$$\{ X \in a_0 : \langle \alpha, X \rangle > 0 \text{ for all } \alpha \in \Delta_P^Q \}$$

and

$$\{ X \in a_0 : \langle \varpi, X \rangle > 0 \text{ for all } \varpi \in \hat{\Delta}_P^Q \},$$

respectively.
We fix a “good” maximal compact subgroup $K = K_\infty K_{\text{fin}}$ of $G(\mathbb{A})$ (i.e., we require $K$ to be admissible relative to $M_0$ in the sense of [Art81 §1]). We extend the left $M_0(\mathbb{A})^1$-invariant map $H_0 : M_0(\mathbb{A}) \to a_0$ to a left $P_0(\mathbb{A})^1$- and right $K$-invariant function

$$H_0 : G(\mathbb{A}) \to a_0.$$  

For $T_1 \in a_0$ let

$$\mathcal{G}_{T_1} = \{x \in G(\mathbb{A}) : \tau_0(H_0(x) - T_1) = 1\}$$

and more generally

$$\mathcal{G}^P_{T_1} = \{x \in G(\mathbb{A}) : \tau_0^P(H_0(x) - T_1) = 1\}$$

for any $P \supset P_0$. These sets are then evidently left $P_0(\mathbb{A})^1$-invariant. By reduction theory, there exists $T_1 \in a_0$ such that

$$P(Q)\mathcal{G}^P_{T_1} = G(\mathbb{A})$$

for all $P \supset P_0$, and in particular for $P = G$. Thus,

$$(2) \quad \int_{P(Q)\setminus G(\mathbb{A})^1} |f(x)| \, dx \leq \int_{K} \int_{N_0(Q)\setminus N_0(\mathbb{A})} \int_{A_0} \int_{M_0(Q)\setminus M_0(\mathbb{A})^1} |f(uamk)| \tau_0^P(H_0(a) - T_1) \delta_0(a)^{-1} \, dm \, da \, du \, dk$$

for any left $P(Q)$-invariant measurable function $f$ on $G(\mathbb{A})^1$. We fix $T_1$ as above once and for all.

Let

$$G(\mathbb{A})^1_{\leq T} = \{g \in G(\mathbb{A})^1 : \hat{\tau}_0(T - H_0(\gamma g)) = 1 \text{ for all } \gamma \in G(\mathbb{Q})\}.$$  

There exists $d_0 > 0$ (which depends only on $G$, $P_0$ and $K$, and which we may therefore fix once and for all) such that

$$G(\mathbb{A})^1_{\leq T} \cap \mathcal{G}_{T_1} = \{g \in G(\mathbb{A})^1 : \tau_0(H_0(g) - T_1) \hat{\tau}_0(T - H_0(g)) = 1\}$$

provided that $d(T) := \min_{\alpha \in \Delta_0} \langle \alpha, T \rangle > d_0$. More generally, for any $P \supset P_0$ let $F^P(x, T)$ be the characteristic function of the set

$$\{g \in G(\mathbb{A}) : \hat{\tau}_0^P(T - H_0(\gamma g)) = 1 \text{ for all } \gamma \in P(Q)\}.$$  

By Arthur’s partition lemma [Art78 Lemma 6.4], we have

$$(3) \quad \sum_{P \supset P_0} \sum_{\gamma \in P(Q)\setminus G(\mathbb{Q})} F^P(\gamma g, T) \tau_P(H_P(\gamma g) - T) = 1, \quad x \in G(\mathbb{A}),$$

provided that $d(T) > d_0$.

Let $W = N_{G(Q)}(M_0)/M_0$ be the Weyl group of $G$. For any $w \in W$ we fix a representative $n_w \in G(\mathbb{Q})$ (it is determined up to multiplication by an element of $M_0(\mathbb{Q})$) and set

$$(4) \quad Q(w) = \text{the smallest standard parabolic subgroup of } G \text{ containing } n_w.$$
2.2. Let $H$ be an algebraic subgroup of $G$ defined over $\mathbb{Q}$. We denote by $\delta_H$ the modulus function of the group $H(\mathbb{A})$. We will write $\mathfrak{h}$ for the Lie algebra of $H(\mathbb{R})$. (We will retain this typographic convention for other groups.) We recall the norms 

$$
\|f\|_{H,k} = \sum_i \|f \ast X_i\|_{L^1(H(\mathbb{A}))}, \quad k \geq 0,
$$

where $X_i$ ranges over a fixed basis of $U(\mathfrak{h})_{\leq k}$ with respect to the standard filtration. We write $\mu_{0}^{H}(f) = \|f\|_{H,\dim H}$. For any compact open subgroup $K$ of $H(\mathbb{A}_f)$ we consider the Fréchet space $C(H(\mathbb{A}); K)$ of right $K$-invariant smooth functions $f$ on $H(\mathbb{A})$ such that $\|f\|_{H,k} < \infty$ for all $k$, and define $C(H(\mathbb{A})^{1}; K)$ and $\mu_{0,1}^{H}(f) = \|f\|_{H(\mathbb{A})^{1}, \dim H - \text{rk} X^{*}(H)}$ analogously.

We recall a few useful facts about these norms. (See [FL11] §3. Note that the dependence on $K$ is not explicited in [ibid.], but it is easy to extract it from the argument. Also note that a factor $\delta_{H}(h)^{-1}$ is missing on the right-hand side of the second inequality of [FL11] Lemma 3.3.)

Henceforth, for non-negative quantities $A$ and $B$ we use the notation $A \ll B$ to mean that there exists some constant $c > 0$ such that $A \leq cB$. If $c$ depends on some additional parameters (such as $X$) we will write $A \ll_{X} B$.

**Lemma 2.1.**

1. For any $f \in C(H(\mathbb{A})^{1}; K)$ we have

$$
\sum_{\gamma \in H(\mathbb{Q})} |f(\gamma)| \ll_{H} \text{vol}(K)^{-1} \mu_{0,1}^{H}(f).
$$

2. Let $C \subset H(\mathbb{A})^{1}$ be a compact set and $\mu$ a continuous seminorm on $C(H(\mathbb{A})^{1}; K)$. Then $\sup_{x \in C} \mu(f(x))$ and $\sup_{x \in C} \mu(f(x^{-1} \cdot x))$ are continuous seminorms on the space $C(H(\mathbb{A})^{1}; \cap_{x \in C} x^{-1} K x)$ and $\|f(x^{-1} \cdot x)\|_{H(\mathbb{A})^{1}, k} = \|f(x)\|_{H(\mathbb{A})^{1}, k} \ll_{C,K} \|f\|_{H(\mathbb{A})^{1}, k}$ for all $f \in C(H(\mathbb{A})^{1})$, $k \geq 0$, $x \in C$.

3. For any $f \in C(G(\mathbb{A})^{1}; K)$ there exists $\tilde{f} \in C(G(\mathbb{A})^{1}; K_{\text{fin}})$ such that $\tilde{f}(x) \geq |f(x)|$ for all $x \in G(\mathbb{A})^{1}$, $\tilde{f}$ is right $K$-invariant, and $\|\tilde{f} \ast X\|_{L^{1}(G(\mathbb{A})^{1})} \ll_{X} \text{vol}(K)^{-1} \mu_{0,1}^{G}(f)$ for any $X \in U(g^{1})$.

4. Let $P$ be a standard parabolic subgroup of $G$. For any $f \in C(G(\mathbb{A})^{1}; K)$ define

$$
f_{P}(m) = \int_{K} \int_{N(\mathbb{A})} f(k^{-1}mnk) \, dn \, dk, \quad m \in M(\mathbb{A})^{1}.
$$

Then $f \mapsto f_{P}$ is a continuous map from the space $C(G(\mathbb{A})^{1}; K)$ to the space $C(M(\mathbb{A})^{1}; \cap_{k \in K} kK^{-1} \cap M(\mathbb{A}))$.

2.3. We fix a faithful $\mathbb{Q}$-rational representation $r_{0} : G \to \text{GL}(N_{0})$ such that $K_{\text{fin}} = \{ g \in G(\mathbb{A}_f) : r_{0}(g) \in \text{GL}(N_{0}, \hat{\mathbb{Z}}) \}$. For any positive integer $N$ let

$$
K(N) = \{ g \in G(\mathbb{A}_f) : r_{0}(g) \equiv 1 \pmod{N} \}
$$

be the principal congruence subgroup of level $N$, a factorizable normal open subgroup of $K_{\text{fin}}$. The groups $K(N)$ form a neighborhood base of the identity element in $G(\mathbb{A}_f)$.
Throughout the paper $K$ denotes a compact open subgroup of $G(\mathbb{A}_f)$. The level of $K$ is defined as the smallest positive integer $N$ with $K(N) \subset K$. We denote it by $\text{level}(K)$.

3. An estimate for truncated integrals

3.1. In this section, we prove a slight variant of the main result of [FL11], which is basic for all following estimates. For any parabolic subgroup $P$ of $G$ (defined over $\mathbb{Q}$) we define

$$G(\mathbb{Q})^P = G(\mathbb{Q}) \setminus \bigcup_{P \subset P' \subset G} P'(\mathbb{Q}).$$

The set $G(\mathbb{Q})^P$ is bi-$P(\mathbb{Q})$-invariant and $G(\mathbb{Q})^G = G(\mathbb{Q})$. For standard parabolic subgroups $P \subset Q$ we set

$$(6) \quad \xi_P^Q = \sum_{\alpha \in \Delta_0^Q \setminus \Delta_P^0} \alpha \in a_0^*.$$

**Theorem 3.1.** There exist an integer $r \geq 0$, depending only on $G$, and a continuous seminorm $\mu$ on $C(G(\mathbb{A})^1; K)$, such that for any standard parabolic subgroup $P$ of $G$ and any $l \geq 0$ we have

$$\int_{P(\mathbb{Q}) \setminus G(\mathbb{A})^1} F_P^P(g, T) \tau_P(H_P(g) - T) \|H_P(g) - T_P\|^l \sum_{\gamma \in G(\mathbb{Q})^P} \left| f(g^{-1} \gamma g) \right| \, dg \ll_l (1 + \|T\|)^r e^{-\langle \xi_P, T \rangle} \mu(f)$$

for any $f \in C(G(\mathbb{A})^1; K)$ and any $T \in a_0$ such that $\langle \alpha, T - T_1 \rangle \geq 0$ for all $\alpha \in \Delta_0$. Moreover, we can take $\mu = c \cdot \text{vol}(K)^{-1} \mu_{G,1}^{0}$ with a constant $c$ that does not depend on $K$.

For $P = P_0$, $T = T_1$ and $l = 0$ this specializes to one of the main intermediate results of [FL11] (which implies immediately the continuity of the regular elliptic contribution to the trace formula). For $P = G$ we obtain that

$$(8) \quad f \mapsto \sup_{T : d(T) > d_0} (1 + \|T\|)^{-r} \int_{G(\mathbb{Q}) \setminus G(\mathbb{A})^1} \sum_{\gamma \in G(\mathbb{Q})} \left| f(g^{-1} \gamma g) \right| \, dg$$

is a continuous seminorm on $C(G(\mathbb{A})^1)$.

(A more careful analysis shows that we can in fact take $r = \dim a_0$.)

In the remainder of this section we will prove Theorem 3.1. The proof follows the argument of [FL11] closely, but on the one hand it is possible to simplify the argument (cf. [ibid., Remark 3]), and on the other hand we need to keep track of the dependence on $T$.

As in [ibid.], the main intermediate step is an estimate for truncated integrals over the Bruhat cells of Weyl group elements $w \in W$ with $Q(w)P = G$. We state the necessary generalization of [ibid., Proposition 5.1] now, and postpone the proof to §3.2 below.
Proposition 3.2. Let $P$ be a standard parabolic subgroup of $G$ and $w \in W$ with $Q(w)P = G$. There exist an integer $r \geq 0$ and a continuous seminorm $\mu$ on $C(G(\mathbb{A})^1; K)$ such that for any $l \geq 0$ we have

$$
\int_{N_0(\mathbb{A})/N_w(\mathbb{A})} \int_{N_0(\mathbb{A})} \int_{M_0(\mathbb{A})^l} |f(a^{-1}u_2n_wau_1m)| \chi_{T,P,l}(a) \ dm \ da_1 \ du_2
\leq_K \mu(f)(1 + \|T\|)^r e^{-\langle \xi_P,T \rangle},
$$

where $N_w = N_0 \cap n_wN_0n_w^{-1}$ and

$$
\chi_{T,P,l}(a) = \tau_P(H_P(a) - T)\tau_P^0(H_0(a) - T_1)\tau_P^0(T - H_0(a)) \sum_{\alpha \in \Delta_P} \langle \alpha, H_P(a) - T \rangle^l.
$$

As usual, we also need to estimate sums over the unipotent radicals of standard parabolic subgroups by integrals.

Lemma 3.3. Let $P = M \ltimes N$ be a standard parabolic subgroup of $G$. Then there exist $X_1, \ldots, X_m \in U(n)$ such that for any compact open subgroup $K'$ of $N(\mathbb{A}_f)$ we have

$$
\sum_{n \in N(Q)} |f(a^{-1}na)| \leq \text{vol}(K')^{-1} \sum_i \int_{N(\mathbb{A})} |(f * X_i)(a^{-1}na)| \ dn
$$

for any $f \in C(N(\mathbb{A}); K')$, $u \in N(\mathbb{A})$ and $a \in A_0$ such that $\tau_0(H_0(a) - T_1) = 1$.

Proof. The special case $a = 1$ follows immediately from Lemma 2.1 parts 1 and 2 since $u$ can be taken in a compact set.

Moreover, we can take the differential operators $X_i$ to be a basis for $U(n)_{\leq \dim n}$ with $\text{Ad}(a)X_i = \chi_i(a)X_i$ for $a \in A_0$, where each $\chi_i$ is a character of $A_0$ which is a sum of positive roots. We therefore have $|\chi_i(a)|^{-1} \ll 1$ for $\tau_0(H_0(a) - T_1) = 1$. The lemma follows, since the function $f_a = f(a^{-1} \cdot a)$ on $N(\mathbb{A})$ satisfies

$$
f_a * X_i(n) = [f * \text{Ad}(a^{-1})X_i](a^{-1}na) = \chi_i(a)^{-1}(f * X_i)(a^{-1}na), \ n \in N(\mathbb{A}). \quad \square
$$

Proof of Theorem 3.1. Using (2), we first estimate the left-hand side of (7) by a constant multiple (which depends only on $l$) of

$$
\int_K \int_{N_0(\mathbb{Q})\backslash N_0(\mathbb{A})} \int_{A_0} \int_{M_0(\mathbb{Q})/M_0(\mathbb{A})} \sum_{\gamma \in G(\mathbb{Q})_P} |f((uakm)^{-1}\gamma uakm)| \chi(\gamma \delta_0(a)^{-1}) \ dm \ da \ dk,
$$

where for convenience we write $\chi(\gamma) = \chi_{T,P,l}(a)$. Note that $\chi(\gamma)$ is non-negative, and that under our assumption on $T$ the argument of [Art78, pp. 943–944] shows that

$$
\chi(a) > 0 \text{ implies } \tau_0(H_0(a) - T_1) = 1.
$$

Since $m$ and $k$ are integrated over compact sets, we can use Lemma 2.1 part 2 to reduce to bounding

$$
\int_{N_0(\mathbb{Q})\backslash N_0(\mathbb{A})} \int_{A_0} \sum_{\gamma \in G(\mathbb{Q})_P} |f(a^{-1}u^{-1}\gamma u\gamma)| \chi(\gamma \delta_0(a)^{-1}) \ da.
$$
Thus, we need to consider
\[ G(Q)^0_P = \bigcup_{w \in W : Q(w)P = G} N_0(Q)n_wP_0(Q). \]

Recall that \( G(Q)^0_P \) is bi-\( P(Q) \)-invariant and therefore a union of Bruhat cells. In fact,
\[ G(Q)^0_P = \bigcup_{w \in W : Q(w)P = G} N_0(Q)n_wP_0(Q). \]

Thus, we need to consider
\[ \int_{N_0(Q) \setminus N_0(A)} \int_{A_0} \sum_{\gamma \in N_0(Q)n_wP_0(Q)} |f(a^{-1}u^{-1}\gamma u_a)| \chi(a)\delta_0(a)^{-1} \, da \, du \]
for any \( w \in W \) with \( Q(w)P = G \). We write this as
\[ \int_{N_0(Q) \setminus N_0(A)} \int_{A_0} \sum_{u_2 \in N_w(Q) \setminus N_0(Q)} \sum_{m \in M_0(Q)} \sum_{u_1 \in N_0(Q)} |f(a^{-1}u^{-1}u_2^{-1}mn_wu_1u_a)| \chi(a)\delta_0(a)^{-1} \, da \, du. \]

Using (9), we can apply Lemma 3.3 and estimate the sum over \( u_1 \) by the integrals of the functions \( f \ast X \), \( X \) ranging over a fixed finite set of differential operators. Replacing \( f \) by one of these derivatives, we can reduce to
\[ \int_{N_0(Q) \setminus N_0(A)} \int_{A_0} \int_{N_0(A)} \sum_{u_2 \in N_w(Q) \setminus N_0(Q)} \sum_{m \in M_0(Q)} |f(a^{-1}u^{-1}u_2^{-1}mn_wu_1u_a)| \chi(a) \, du_1 \, da \, du, \]
i.e., to
\[ \int_{N_w(Q) \setminus N_0(A)} \int_{A_0} \int_{N_0(A)} \sum_{m \in M_0(Q)} |f(a^{-1}u^{-1}mn_wu_1u_a)| \chi(a) \, du_1 \, da \, du. \]

Note that as a function of \( u \), the inner integral is left \( N_w(A) \)-invariant, and hence we get
\[ \int_{N_w(A) \setminus N_0(A)} \int_{A_0} \int_{N_0(A)} \sum_{m \in M_0(Q)} |f(a^{-1}u^{-1}mn_wu_1u_a)| \chi(a) \, du_1 \, da \, du, \]
which is also
\[ \int_{N_w(A) \setminus N_0(A)} \int_{A_0} \int_{N_0(A)} \sum_{m \in M_0(Q)} |f(a^{-1}u^{-1}n_wu_1u_a)| \chi(a) \, du_1 \, da \, du. \]

Finally, using Lemma 2.1 part [1] we reduce to
\[ \int_{N_w(A) \setminus N_0(A)} \int_{A_0} \int_{N_0(A)} \int_{M_0(A)} |f(a^{-1}u^{-1}n_wu_1u_a)| \chi(a) \, dm \, du_1 \, da \, du, \]
which is continuous by Proposition 3.2. The assertion about \( \mu \) follows directly from Lemma 2.1 part [3]. \( \square \)
3.2. It remains to prove Proposition 3.2. Since the argument is very similar to the proof of [FL11 Proposition 5.1], we refer the reader to the earlier paper and only give the parts of the argument of [ibid.] that need to be modified. We remark that the case \( P = P_0, \ l = 0 \) and \( T = T_1 \) is already contained in [ibid., Proposition 5.1]. The main difference is that we now have to keep track of the dependence of \( T \).

To that end, we first recall [FL11 Proposition 3.1]. Let \( V \) be a finite-dimensional real vector space and let \( D(V) \) be the space of invariant differential operators on \( V \) with the standard filtration. Let \( C(V) \) be the Fréchet space of smooth functions \( f \) on \( V \) such that \( \| f * D \|_{L^1(V)} < \infty \) for any \( D \in D(V) \). For any \( f \in C_c^\infty(V) \) let \( \hat{f} \) be its Fourier-Laplace transform given by

\[
\hat{f}(\lambda) = \int_V e^{-(\lambda,v)} f(v) \, dv, \quad \lambda \in V^*_c,
\]

where \( V^*_c \) the complexified dual space of \( V \). Then \( \hat{f} \) is an entire function which is rapidly decreasing for \( \text{Re} \lambda \) in a compact set.

Fix a linearly independent set \( S \) in \( V \) and \( \mu_0 \in V^* \). Let \( h \) be a holomorphic function on the set of \( \lambda \in V^*_c \) with \( \text{Re} \lambda \in \mathcal{R} \), where \( \mathcal{R} \) is a bounded connected open subset of \( V^* \) containing \( \mu_0 \). Assume that \( h \) is majorized by a polynomial function and let \( \lambda_0 \in \mathcal{R} \) be with \( \langle \lambda_0 - \mu_0, u \rangle > 0 \) for all \( u \in S \). Then\n
\[
f \in C_c^\infty(V) \implies \int_{\text{Re} \lambda = \lambda_0} \frac{\hat{f}(\lambda - \mu_0) h(\lambda)}{\prod_{u \in S} \langle \lambda - \mu_0, u \rangle} \, d\lambda
\]

extends to a continuous functional on \( C(V) \). We now make this statement effective as follows.

**Proposition 3.4.** Let \( S, \mu_0, \lambda_0 \), and \( h \) be as above. For any \( n \geq 0 \) there exists a continuous seminorm \( \mu \) on \( C(V) \) such that

\[
\left| \int_{\text{Re} \lambda = \lambda_0} \frac{\hat{f}(\lambda - \mu_0) h(\lambda)}{\prod_{u \in S} \langle \lambda - \mu_0, u \rangle} \, d\lambda \right| \leq \sup_{\lambda_0} (1 + \| \lambda \|)^{-n} \left| (h * X_i)(\lambda) \right|,
\]

where \( (X_i)_i \) is a basis of \( D(V^*_c)_{\leq |S|} \).

**Proof.** We may assume without loss of generality that \( \mu_0 = 0 \). Following the proof of [FL11 Proposition 3.1], let \( \varpi_u \in V^*, \ u \in S \), be elements with \( \langle \varpi_u, u' \rangle = \delta_{u,u'} \) and define for any \( I \subset S \) the holomorphic function \( h_{S,I} \) by

\[
h_{S,I}(\lambda) = \sum_{I \subset J \subset S} (-1)^{|J| - |I|} h(\lambda - \sum_{u \in J} \langle \lambda, u \rangle \varpi_u).
\]

We then need to estimate \( (1 + \| \lambda \|)^{-n} |h_{S,I}(\lambda)| \) for \( \lambda \in iI^\perp \).

Let \( f \) be a smooth function on \( \mathbb{R} \) and \( g(x) = (f(x) - f(0))/x \). Then we have

\[
|g(x)| = \left| \int_0^1 f'(tx) \, dt \right| \leq \sup_{|t| \leq |x|} |f'(t)|
\]
for all $x \in \mathbb{R}$. Applying this to the independent variables $\langle \lambda, u \rangle$, $u \in S \setminus I$, we obtain the estimate
\[
|h_{S,I}(\lambda)| \ll \sum_i \sup_{\mu \in \mathbb{W}^* : \|\mu\|=\|\lambda\|} |(h * X_i)(\mu)|, \quad \text{Re} \, \lambda = 0,
\]
which finishes the proof.

Lemma 3.5. Let $P$ be a standard parabolic subgroup of $G$ and $w \in W$ with $Q(w)P = G$. Then the integral
\[
\phi_{T,P,l}(\lambda) = \int_{A_0} a^{w^{-1} - \lambda} \chi_{T,P,l}(a) \, da
\]
converges absolutely and uniformly for $\text{Re} \, \lambda$ in any compact subset of the positive Weyl chamber. Moreover, for $\text{Re} \, \lambda = \rho_0$ we have
\[
|\langle (\phi_{T,P,l} \ast D)(\lambda) \rangle| \ll_{D,l} (1 + \|T\|)^d \mu_0^\rho e^{-\langle \xi, T \rangle}
\]
for any differential operator $D \in \mathcal{D}(a_0^* \mathbb{P})$ of degree $d$.

Proof. Using the direct sum decomposition $a_0 = a_P \oplus a_0^P$, we first apply Fubini’s theorem formally to obtain $\phi_{T,P,l}(\lambda) = \psi_{T,P,l}(\lambda) \psi_T^P(\lambda)$ with
\[
\psi_{T,P,l}(\lambda) = \int_{a_P} e^{\langle w^{-1} - \lambda, X \rangle} \tau_P(X - T) \sum_{\alpha \in \Delta_P} \langle \alpha, X - T \rangle dX
\]
and
\[
\psi_T^P(\lambda) = \int_{a_0^P} e^{\langle w^{-1} - \lambda, Y \rangle} \tau_0^P(Y - T_1) \tau_0^P(T - Y) \, dY.
\]
The integrand in the definition of $\psi_T^P(\lambda)$ is compactly supported, and the integral therefore converges absolutely for any value of $\lambda$. For $\lambda = \lambda_0 \in a_0^*$, the integrands above are all non-negative real, and it remains to check the convergence of the integral defining $\psi_{T,P,l}(\lambda_0)$ for $\lambda_0$ in the positive Weyl chamber. By [FL11, Lemma 2.2], for such values of $\lambda_0$ we have $\lambda_0 - w^{-1} \lambda_0 = \sum_{\alpha \in \Delta_0^P} c_0^P \alpha$ with $c_0 > 0$ for all $\alpha \in \Delta_0^P$. Since $\Delta_0^Q(w) \cup \Delta_0^P = \Delta_0$ by our assumptions on $P$ and $w$, we have $\langle \lambda_0 - w^{-1} \lambda_0, \varpi^\vee \rangle > 0$ for all $\varpi^\vee \in \hat{\Delta}_P^\vee$. The convergence assertion follows.

Furthermore, in the range of absolute convergence for $\psi_{T,P,l}(\lambda)$ we can express $X$ in the basis $\hat{\Delta}_P^\vee$ and compute
\[
\psi_{T,P,l}(\lambda) = \text{vol}(a_P / Z \hat{\Delta}_P^\vee) e^{\langle w^{-1} - \lambda, T_P \rangle} \prod_{\varpi^\vee \{\Delta}_P^\vee} \frac{1}{\langle w^{-1} - \lambda, \varpi^\vee \rangle} \sum_{\varpi^\vee \aría{\Delta}_P^\vee} l! \frac{1}{\langle w^{-1} - \lambda, \varpi^\vee \rangle^l}.
\]

To estimate the derivatives of $\phi_{T,P,l}(\lambda)$ for $\text{Re} \, \lambda = \rho_0$, we may without loss of generality assume that $D = D_P D^P$ with $D_P \in \mathcal{D}(a_P^0)$ and $D^P \in \mathcal{D}((a_P^0)^*)$ of degree $d_P$ and $d^P$, respectively. It is then clear from the expression above that
\[
|\langle (\psi_{T,P,l} \ast D_P)(\lambda) \rangle| \ll_{D_P,l} (1 + \|T\|)^{d_P} e^{\langle w^{-1} - \rho_0, T_P \rangle}.
\]
On the other hand, the function \( \tau_0^P(Y - T_1)\tau_0^P(T - Y) \) is the characteristic function of the convex hull of the points \( \{T_0^P + T_0^Q : P_0 \subset Q \subset P \} \). Therefore,

\[
|\langle \psi_T^P \star D^P \rangle(\lambda)\rangle \leq \sum_{P_0 \subset Q \subset P} \left( 1 + \|T\| \right)^{d_P + \dim a_0^P} e^{\langle w^{-1}_0 \rho_0 - \rho_0, T_Q^P \rangle}.
\]

Since for any \( P_0 \subset Q \subset P \) we have \( \langle w^{-1}_0 \rho_0 - \rho_0, T_Q^P \rangle \leq -\langle \xi_P, T \rangle \), the required estimate follows. \( \square \)

It is of course possible to evaluate the integral \( \phi_{T,P,l}(\lambda) \) explicitly, since the factor \( \psi_T^P(\lambda) \) can be computed by applying [Art81, Lemma 2.2].

**Proof of Proposition 3.2.** Following [FL11 §5], we may assume \( f \in \mathcal{C}(G(A)^1) \) to be compactly supported, non-negative and right \( K \)-invariant, and write the integral as

\[
\int_{\text{Re } \lambda = \lambda_0} \phi_{T,P,l}(\lambda) m(w^{-1}, \lambda) \varphi(\lambda) \, d\lambda
\]

for \( \lambda_0 \in a_0^* \) such that \( \lambda_0 - \rho_0 \) lies in the positive Weyl chamber. Here, the scalar \( m(w^{-1}, \lambda) \) is the spherical intertwining operator (cf. [ibid., §3.3]) and

\[
\varphi(\lambda) = \int_{A_0} \int_{P_0(\lambda)^1} f(p a) a^{-\langle \lambda + \rho_0 \rangle} \, dp \, da.
\]

It remains to apply Proposition 3.4 with \( V = a_0^* \), \( \mu_0 = \rho_0 \) and \( S = \{ \alpha^\vee \in \Delta_0^\vee : w^{-1}(\alpha) < 0 \} \), and to invoke the estimate of Lemma 3.5. \( \square \)

4. Alternating sum-integrals over unipotent radicals

4.1. Let \( I \) be a finite set and \( L \geq 1 \) an integer parameter (which will eventually be taken to be essentially the level of \( K \)). For any \( I' \subset I \) let \([0, L]^I_{I', I'} \) be the face of the cube \([0, L]^I \) consisting of the vectors whose coordinates in \( I' \) vanish, endowed with the normalized Lebesgue measure. Using integration by parts it is easy to see that

\[
\int_{[0, L]^I_{I', I'}} \frac{\partial |I'|}{\prod_{i \in I'} \partial x_i} f(x) \prod_{i \in I'} (x_i - L) \, dx = \sum \frac{(-1)^{|I'| \setminus i'}}{|I'|} \int_{[0, L]^I_{I', I'}} f(x) \, dx,
\]

or equivalently,

\[
\int_{[0, L]^I_{I', I'}} f(x) \, dx = \sum \frac{\partial |I'|}{\prod_{i \in I'} \partial x_i} f(x) \prod_{i \in I'} (x_i - L) \, dx
\]

for any \( f \in \mathcal{C}[|I'|([0, L]^I)] \) and \( I' \subset I \). Thus, given any numbers \( c_{I'} \in \mathbb{C} \) indexed by the subsets \( I' \) of \( I \), we have

\[
\sum_{I' \subset I} c_{I'} \int_{[0, L]^I_{I', I'}} f(x) \, dx = \sum_{I' \subset I} d_{I'} \int_{[0, L]^I_{I', I'}} \frac{\partial |I'|}{\prod_{i \in I'} \partial x_i} f(x) \prod_{i \in I'} (x_i - L) \, dx,
\]

where \( d_{I'} = \sum_{I'' \supset I'} c_{I''} \). We single out a special case.
Lemma 4.1. Let $I_j$, $j \in J$, be a family of (not necessarily disjoint) non-empty subsets of $I$. For any $J' \subset J$ let $[0, L]_{J'}$ be the face of $[0, L]^I$ consisting of the vectors whose support is contained in the index set $\bigcup_{j \notin J'} I_j \subset I$, endowed with the normalized Lebesgue measure. Then for any $f \in C^{||I|}([0, L]^I)$ we have

$$
\sum_{J' \subset J} (-1)^{|J\setminus J'|} \int_{[0, L]_{J'}} f(x) \, dx = \sum_{J' \subset J} \prod'_{i \in I'} \frac{\partial |I'|}{\partial x_i} f(x) \prod_{i \notin I'} (x_i - L) \, dx,
$$

and in particular

$$
(11) \left| \sum_{J' \subset J} (-1)^{|J'|} \int_{[0, L]_{J'}} f(x) \, dx \right| \leq L^{|I|} \sum_{J' \subset J} \prod'_{i \in I'} \left| \frac{\partial |I'|}{\partial x_i} f(x) \right| \, dx,
$$

where the sums on the right-hand sides range over the subsets $I' \subset I$ such that $I' \cap I_j \neq \emptyset$ for all $j \in J$.

Proof. Indeed, we take

$$
c_{I'} = \sum_{J' \subset J: J \cup j \neq I \setminus I'} (-1)^{|J \setminus J'|},
$$

and note that

$$
d_{I'} = \sum_{I'' \supset I'} c_{I''} = \sum_{J' \subset J: J \cup j \neq I \setminus I'} (-1)^{|J \setminus J'|} = \sum_{\{j \in J: I \cap I' \neq \emptyset\} \subset J'} (-1)^{|J \setminus J'|},
$$

which is 1 if $I_j \cap I' \neq \emptyset$ for all $j \in J$, and 0 otherwise. \qed

As an immediate consequence we derive an adelic version as follows. Let $\mathcal{B}_{\text{fin}}(L)$ be the compact open subgroup

$$
\mathcal{B}_{\text{fin}}(L) = \prod_{p < \infty} p^{v_p(L)} \mathbb{Z}_p
$$

of $\mathbb{A}_f$ and let $\mathcal{B}(L)$ be the set

$$
\mathcal{B}(L) = [0, L] \times \mathcal{B}_{\text{fin}}(L),
$$

endowed with the product of the Lebesgue measure and the Haar measure, normalized such that $\text{vol}(\mathcal{B}(L)) = 1$. The set $\mathcal{B}(L)$ is a fundamental domain for $\mathbb{Q}\setminus \mathbb{A}$.

Lemma 4.2. Let $I_j$, $j \in J$, be as in Lemma 4.1. Then for any $f \in C^{||I|}(\mathbb{A}_I; \mathcal{B}_{\text{fin}}(L)^I)$ we have

$$
\left| \sum_{J' \subset J} (-1)^{|J'|} \int_{\mathcal{B}_{J'}(L)} f(x) \, dx \right| \leq L^{|I|} \sum_{J' \subset J} \prod'_{i \in I'} \left| \frac{\partial |I'|}{\partial x_i} f(x) \right| \, dx,
$$

where $\mathcal{B}(L)^I_{J'}$ is the subset of $\mathcal{B}(L)^I$ consisting of the vectors whose coordinates outside $\bigcup_{j \notin J'} I_j$ vanish (with the natural measure normalized by $\text{vol} = 1$).
4.2. We fix once and for all a basis \((e_\alpha)_{\alpha \in \Sigma_0}\) of \(n_0\), indexed by a set \(\Sigma_0\), such that \(\text{Ad}(a)\), \(a \in A_0\), acts on each basis vector \(e_\alpha\) by multiplication with a character. We simply write \(\text{Ad}(a)e_\alpha = \alpha(a)e_\alpha\) for all \(a \in A_0\), \(\alpha \in \Sigma_0\), i.e., we consider the index set \(\Sigma_0\) as the set of roots of \(A_0\) on \(N_0\), counting multiplicities. For \(\alpha, \beta \in \Sigma_0\) we write \(\alpha < \beta\) if \(\beta - \alpha = \sum_{\gamma \in \Delta_0} \lambda_\gamma\), where \(\lambda_\gamma > 0\) for all \(\gamma\). For any standard parabolic subgroup \(P \subset G\) we view the set \(\Sigma_P\) of roots of \(A_0\) on \(n\) as a subset of \(\Sigma_0\). The vectors \((e_\alpha)_{\alpha \in \Sigma_P}\) form then a basis of \(n\). Let \(c_P : A^{\Sigma_P} \to n(\mathbb{A})\) be the isomorphism given by \(c_P((x_\alpha)_{\alpha \in \Sigma_P}) = \sum x_\alpha e_\alpha\). We define

\[
B_P(L) = \exp(c_P(B(L)^{\Sigma_P})), \quad B_{P,\text{fin}}(L) = \exp(c_P(B_{\text{fin}}(L)^{\Sigma_P})).
\]

Note that there exists an integer \(L_0 \geq 1\), depending only on \(G\), such that \(B_{P,\text{fin}}(L)\) is a compact open subgroup of \(N(A_f)\) whenever \(L\) is divisible by \(L_0\). Also, \(B_P(L) = B_0(L) \cap N(A)\), and more generally \(B_Q(L) = B_P(L) \cap N_Q(A)\) for any \(P \subset Q\).

**Lemma 4.3.** The set \(B_P(L)\) is a fundamental domain for \(N(\mathbb{Q}) \setminus N(A)\).

**Proof.** Fix a linear order \(\leq\) on \(\Sigma_P\) which extends \(<\). Let \(N_{\geq \alpha}\) (resp., \(N_{> \alpha}\)) be the image under \(\exp\) of the linear span of \(e_\beta\), \(\beta \geq \alpha\) (resp., \(\beta > \alpha\)). Then \(N_{\geq \alpha}\) and \(N_{> \alpha}\) are normal subgroups of \(N\) defined over \(\mathbb{Q}\), and for all \(\alpha \in \Sigma_P\), \(N_{\geq \alpha}/N_{> \alpha}\) is one-dimensional and central in \(N/N_{> \alpha}\). Moreover, \(\exp(x + y) = \exp(x) \exp(y)\) for any \(x \in n\) and \(y\) in the linear span of \(e_\beta\), \(\beta \geq \alpha\). We show by induction on \(\alpha\) that

\[
N(\mathbb{Q})N_{\geq \alpha}(\mathbb{A}) \exp(\sum_{\beta < \alpha} x_\beta e_\beta : x_\beta \in B(L)) = N(\mathbb{A}).
\]

The case where \(\alpha\) is the minimal element of \(\Sigma_P\) is trivial. Assume that (12) holds for some \(\alpha \in \Sigma_P\). Then

\[
N(\mathbb{A}) = N(\mathbb{Q})N_{\geq \alpha}(\mathbb{A}) \exp(\sum_{\beta < \alpha} x_\beta e_\beta : x_\beta \in B(L)) = N(\mathbb{Q})N_{> \alpha}(\mathbb{A})N_{\geq \alpha}(\mathbb{Q}) \exp(\{x e_\alpha : x \in B(L)\}) \exp(\sum_{\beta < \alpha} x_\beta e_\beta : x_\beta \in B(L)) = N(\mathbb{Q})N_{> \alpha}(\mathbb{A}) \exp(\{x e_\alpha : x \in B(L)\}) \exp(\sum_{\beta < \alpha} x_\beta e_\beta : x_\beta \in B(L)) = N(\mathbb{Q})N_{> \alpha}(\mathbb{A}) \exp(\sum_{\beta \leq \alpha} x_\beta e_\beta : x_\beta \in B(L)).
\]

This yields the induction step. Also, for the maximal \(\alpha \in \Sigma_P\) we infer that \(N(\mathbb{Q})B_P(L) = N(\mathbb{A})\).

Suppose that \(\epsilon \neq \gamma \in N(\mathbb{Q})\) and write \(\gamma = \exp(c((\lambda_\alpha)_{\alpha \in \Sigma_P}))\) with \(\lambda_\alpha \in \mathbb{Q}\). Let \(\alpha\) be the smallest element of \(\Sigma_P\) such that \(\lambda_\alpha \neq 0\). Then \(\gamma \in N_{\geq \alpha}\) and we have

\[
N_{> \alpha}(\mathbb{A})\gamma B_P(L) = N_{> \alpha}(\mathbb{A}) \exp(\{\lambda_\alpha + \sum_{\beta \leq \alpha} x_\beta e_\beta : x_\beta \in B(L)\}).
\]

Thus, \(N_{> \alpha}(\mathbb{A})\gamma B_P(L) \cap N_{> \alpha}(\mathbb{A})B_P(L) = \emptyset\) and in particular, \(\gamma B_P(L) \cap B_P(L) = \emptyset\). □
In order to apply Lemma 4.2 to the alternating sum of constant terms, we will need to pass between partial derivatives of \( f \circ \exp \) and derivatives of \( f \) for any \( f \in C^\infty(N(\mathbb{A})) \). This is quite standard. For any \( x \in \mathfrak{n} \) consider the map \( \phi_x : \mathfrak{n} \to \mathfrak{n} \) given by \( \phi_x(y) = \log(\exp(-x) \exp(x + y)) \). For any \( y \in \mathfrak{n} \) we have
\[
\frac{\partial}{\partial y} (f \circ \exp)(x) = (f \ast D\phi_x(y))(\exp x),
\]
where \( D\phi_x \) is the differential of \( \phi_x \) at 0, considered as a linear transformation from \( \mathfrak{n} \) to itself. By the well-known formula for the differential of the exponential function we have
\[
D\phi_x = \sum_{k \geq 0} \frac{(-\text{ad}_x)^k}{(k + 1)!},
\]
where the sum is of course finite. In other words, if for any \( \beta \in \Sigma_P \) we write \( p_\beta(y) \) for the \( \beta \)-coordinate of \( y \) with respect to the basis \( (e_\alpha)_{\alpha \in \Sigma_P} \), and for any \( y \in \mathfrak{n} \) we denote by \( \varphi_\beta^\gamma \) the smooth function \( \varphi_\beta^\gamma(x) = p_\beta(D\phi_x(y)) \) on \( \mathfrak{n} \) (which is in fact a polynomial function of the archimedean component), then
\[
(13) \quad \frac{\partial}{\partial y} (f \circ \exp) = \sum_{\beta \in \Sigma_P} \varphi_\beta^\gamma \cdot (f \ast e_\beta) \circ \exp.
\]
Note that for any \( \alpha \in \Sigma_P \) and \( x \in \mathfrak{n} \), \( D\phi_x(e_\alpha) \) is contained in the span of \( e_\beta, \alpha \prec \beta \). Thus,
\[
(14) \quad \varphi_\beta^\gamma \equiv 0 \text{ if } \alpha \not\prec \beta.
\]
Moreover,
\[
\frac{\partial \varphi_\beta^\gamma}{\partial e_\alpha}(x) = \sum_{k \geq 0} \frac{(-1)^k}{(k + 1)!} \sum_{0 \leq j < k} (p_\beta \circ (\text{ad}_x)^{k-j-1} \circ \text{ad}_{e_\alpha} \circ (\text{ad}_x)^j)(y),
\]
and hence
\[
(15) \quad \frac{\partial \varphi_\beta^\gamma}{\partial e_\alpha} \equiv 0 \text{ if } \alpha \not\prec \beta.
\]
For any sequence \( J = (\beta_1, \ldots, \beta_m), \beta_i \in \Sigma_P, \) we write \( e_J = e_{\beta_1} \cdots e_{\beta_m} \in U(\mathfrak{n}) \).

**Lemma 4.4.** For any sequence \( I = (\alpha_1, \ldots, \alpha_l), \alpha_i \in \Sigma_P, \) we can write
\[
(16) \quad \frac{\partial^l (f \circ \exp)}{\prod_i \partial e_{\alpha_i}} = \sum_J \psi_I^J \cdot (f \ast e_J) \circ \exp
\]
for any \( f \in C^\infty(N(\mathbb{A})) \), where \( J \) ranges over the sequences \( (\beta_1, \ldots, \beta_m), \beta_i \in \Sigma_P, m \leq l, \) such that for every \( 1 \leq i \leq l \) there exists \( 1 \leq j \leq m \) such that \( \alpha_i \prec \beta_j \), and the \( \psi_I^J \) are certain smooth functions on \( \mathfrak{n} \), polynomial in the archimedean component, which are independent of \( f \).

**Remark 4.5.** The left-hand side of (16) is unchanged if we permute the \( \alpha_i \)'s. However, the individual functions \( \psi_I^J \) may depend on the order of the sequence \( I \).
Proof. Using induction on \( m \) and the identity (13) we have the relation (16), where
\[
\psi_0^0 \equiv 1, \quad \psi_J^0 \equiv 0 \text{ for } I \neq \emptyset, \quad \psi_J^I \equiv 0 \text{ for } J \neq \emptyset,
\]
and for \( I = (\alpha_1, \ldots, \alpha_l) \) and \( J = (\beta_1, \ldots, \beta_m) \), \( l, m > 0 \), \( \psi_I^J \) satisfy the recursion relations
\[
\psi_I^J = \frac{\partial \psi_J^{(\alpha_1, \ldots, \alpha_{l-1})}}{\partial \alpha_l} + \varphi_{e_{\alpha_l}} \cdot \psi_{(\alpha_1, \ldots, \alpha_{l-1})}^{(\beta_1, \ldots, \beta_{m-1})}.
\]

We first note that using induction on the length of \( I \) and property (15) we have
\[
\frac{\partial \psi_I^J}{\partial \alpha} \equiv 0 \text{ if } \alpha \neq \beta_j \text{ for all } 1 \leq j \leq m.
\]

Using this, we can now show by induction on \(|I|\) that \( \psi_I^J \equiv 0 \) unless for every \( 1 \leq i \leq l \) there exists \( 1 \leq j \leq m \) such that \( \alpha_i \prec \beta_j \). Indeed, for \( i < l \) this follows from the induction hypothesis and for \( i = l \) this follows from (14) and the claim above.

Let now \( P_1 \subset P_2 \) be standard parabolic subgroups. For brevity we write \( \xi_1^2 = \xi_{P_1}^2 \), where \( \xi_{P_1}^2 \) has been introduced in (5).

**Proposition 4.6.** There exist \( X_1, \ldots, X_m \in \mathcal{U}(n_1^2) \) such that for any compact open subgroup \( K_1 \) of \( N_1(\mathbb{A}_f) \) and any \( a \in A_0 \) satisfying \( \tau_0^2(H_0(a) - T_1) = 1 \) we have
\[
\left| \sum_{P: P_1 \subset P \subset P_2} (-1)^{\dim \alpha} \sum_{\nu \in N_1^P(\mathbb{Q})} \int_{N_P(\mathbb{A})} f(a^{-1} \nu a) \, dn \right| \ll_{K_1} e^{-\langle \xi_1^2, H_0(a) \rangle} \sum_{i=1}^m \int_{N_1(\mathbb{A})} |(f * X_i)(a^{-1} \nu a)| \, dn
\]
for any \( f \in \mathcal{C}(N_1(\mathbb{A}); K_1) \). Moreover, if \( K_1 \) contains \( \mathcal{B}_{P_1, \infty}(L) \), then we may take the implied constant to be \( L^s \), where \( s \) is a positive integer depending only on \( G \).

Proof. Upon replacing \( f \) by \( \int_{N_2(\mathbb{A})} f(n \cdot) \, dn \) and \( G \) by \( M_2 \), we may assume without loss of generality that \( P_2 = G \). We apply Lemma 4.2 taking the coordinates \( e_\alpha, \alpha \in \Sigma_{P_1} \). More precisely, let \( I = \Sigma_{P_1}, J = \Delta_0 \setminus \Delta_1^0 \), and for any \( \alpha \in J \) set \( I_\alpha = \Sigma_{P_\alpha} \), where \( P_\alpha \) is the maximal parabolic subgroup of \( G \) corresponding to \( \alpha \). Thus, \( \bigcup_{\alpha \not\in \Delta_0^0} I_\alpha = \Sigma_P \) for any \( P \supset P_1 \). Take \( L \) to be a multiple of \( L_0 \) so that \( K_1 \) contains \( \mathcal{B}_{P_1, \infty}(L) \). By Lemma 4.2 we have
\[
\left| \sum_{P: P_1 \subset P \subset P_2} (-1)^{\dim \alpha} \int_{B_P(L)} f(x) \, dx \right| = \sum_{P: P_1 \subset P \subset P_2} (-1)^{\dim \alpha} \int_{B(L)^{\Sigma_P}} f(\exp(\xi_P(x))) \, dx \leq L^{|I|} \sum_{\alpha \in \nu'} \int_{B(L)^{\Sigma_{P_1}}} \frac{\partial |\mathcal{P}|(f \circ \exp \circ \xi_{P_1}(x))}{\prod_{\alpha \in \nu'} \partial e_\alpha}(x) \, dx = L^{|I|} \sum_{\alpha \in \nu'} \int_{\log(B_{P_1}(L))} \frac{\partial |\mathcal{P}|(f \circ \exp)}{\prod_{\alpha \in \nu'} \partial e_\alpha}(x) \, dx.
\]
where the sum is over all \( I' \subset I \) such that for any \( \alpha \in \Delta_0 \setminus \Delta_0^1 \) there exists \( \beta \in I' \) with \( \alpha \prec \beta \). It follows from Lemma 4.4 that

\[
\left| \sum_{P:P_1 \subset P} (-1)^{\dim_P} \int f(x) \, dx \right| \ll L^s \sum_J \int \left| (f \ast e_J)(x) \right| \, dx,
\]

for a suitable integer \( s \) (depending only on \( G \)), where \( J \) ranges over all sequences \( (\beta_1, \ldots, \beta_m) \), \( m \leq |\Sigma_1| \), such that for any \( \alpha \in \Delta_0 \setminus \Delta_0^1 \) there exists \( 1 \leq j \leq m \) with \( \alpha \prec \beta_j \). Summing over all left translates of \( f \) by \( \nu \in N_1(\mathbb{Q}) \) and using Lemma 4.3 we obtain

\[
\left| \sum_{P:P_1 \subset P} (-1)^{\dim_P} \sum_{\nu \in N_1^I(\mathbb{Q})} \int_{N_P(\mathbb{A})} f(\nu n) \, dn \right| \ll L^s \sum_J \int_{N_1(\mathbb{A})} \left| (f \ast e_J)(x) \right| \, dx.
\]

Applying this to \( f_a = f(a^{-1} \cdot a) \) we obtain the required bound. Note that

\[
f_a \ast e_J(x) = (f \ast \Ad(a^{-1}) e_J)(a^{-1}x) = \prod_j \beta_j(a^{-1})(f \ast e_J)(a^{-1}xa),
\]

and that \( |\beta(a^{-1})| \ll 1 \) for all \( \beta \in \Sigma_P \) by the condition on \( a \). \( \square \)

**Corollary 4.7.** Let \( P_1 \subset P_3 \subset P_2 \) be standard parabolic subgroups. Then there exist an integer \( s \) and \( X_1, \ldots, X_m \in \mathcal{U}(g^1) \) such that

\[
(17) \quad \left| \sum_{P:P_1 \subset P \subset P_2} (-1)^{\dim_P} \sum_{\nu \in N_1^P(\mathbb{Q})} \int_{N_P(\mathbb{A})} f(g^{-1} \nu n) \, dn \right| \leq
\]

\[
\text{level}(K)^s e^{-\langle \xi^2, T \rangle} e^{-\langle (|\xi^2|)_{P_1}, H_0(g) - T \rangle} \sum_{i=1}^m \int_{N_3(\mathbb{A})} \left| (f \ast X_i)(g^{-1}n) \right| \, dn
\]

for any \( f \in \mathcal{C}(G(\mathbb{A})^1; K) \) and \( g \in G(\mathbb{A})^1 \) such that \( F^1(g, T) \tau^2_1(H_{P_1}(g) - T) = 1 \).

**Proof.** We follow the argument of [Art78] and [Art85, §3]. As a function of \( g \), both sides of (17) are left \( P_1(\mathbb{Q})^* N_2(\mathbb{A}) \) -invariant. Hence, we may assume that \( g \) is of the form \( g = n \alpha m k \), where \( k \in K \), and \( a \in A_0 \) satisfies

\[
(18) \quad \tau^1_0(H_0(a) - T_1) = 1,
\]

\( n \) is in a fixed compact subset of \( N_0^2(\mathbb{A}) \) and \( m \) is in a fixed compact subset of \( M_0(\mathbb{A})^1 \). As explained in [Art78, pp. 943–944], the condition \( F^1(g, T) \tau^2_1(H_{P_1}(g) - T) = 1 \) implies that

\[
(19) \quad \langle \alpha, H_0(a) - T \rangle = \langle \alpha, H_0(a) - T \rangle + \langle \alpha - \alpha_{P_1}, H_0(a) - T \rangle \geq \langle \alpha_{P_1}, H_0(a) - T \rangle > 0
\]

for all \( \alpha \in \Delta_0 \setminus \Delta_0^1 \). Hence, by (18), \( \tau^2_1(H_0(a) - T_1) = 1 \) and \( a^{-1}na \) lies in a fixed compact subset of \( N_0^2(\mathbb{A}) \) that is independent of \( T \) (and \( K \)). Therefore, by Lemma 2.1 part 2 we may assume that \( g = a \). This case follows from Proposition 1.6 (with \( P_1 = P_3 \)) since by (19) we have

\[
\langle \xi^2, T \rangle + \langle (|\xi^2|)_{P_1}, H_0(a) - T \rangle \leq \langle \xi^2, H_0(a) \rangle.
\]
The corollary follows. Note that $K \cap N_3(A_f)$ contains $B_{P_3, \text{fin}}(L)$ for $L = L_1$ level($K$), where $L_1$ is a positive integer depending only on $G$ and the representation $r_0$ fixed in §2.3.

4.3. For the application in the next section, we need another auxiliary result. As in [Art78, §6] let $\sigma_1^2$ be the function

$$\sigma_1^2 = \sum_{P_1 \subset P_3 \subset P_2} (-1)^{\dim a_3^2} \tau_1^3 \hat{\tau}_3$$

on $a_0$. This function is described in [ibid., Lemma 6.1 and Corollary 6.2]. In particular, $\sigma_1^2$ is the characteristic function of a certain subset of $a_0$, and if $\sigma_1^2(H) = 1$ then $\tau_1^3(H) = 1$ and $\|H\| \leq c(1 + \|H_1^2\|)$, where $H_1^2$ denotes the projection of $H$ to $a_0^2$ and the constant $c$ depends only on $G$.

**Lemma 4.8.** Let $P_1 \subset P_3 \subset P_2$ be standard parabolic subgroups. Then for any $X \in a_1^2$ we have

$$\int_{a_3} \sigma_1^2(X + X_1 - T)e^{-(\langle \xi_1^2 \rangle_{P_1}X + X_1 - T)} \, dX_1 \ll (1 + \|X - T_{P_1}\|)^{\dim a_2} \tau_1^3(X - T). \tag{20}$$

**Proof.** We write the left-hand side as

$$\int_{a_3} e^{-(\langle \xi_1^2 \rangle_{P_1}X + X_1 - T)} \left( \int_{a_2} \sigma_1^2(X + X_1 + X_2 - T) \, dX_2 \right) \, dX_1.$$

By the above-mentioned property of $\sigma_1^2$, the inner integral is bounded by a constant multiple of $\tau_1^3(X + X_1 - T)(1 + \|X + X_1 - T_{P_1}\|)^{\dim a_2}$.

Let $t_\beta = \langle \beta, X + X_1 - T \rangle$, $\beta \in \Delta_1^2$. In particular, $t_\beta = \langle \beta, X - T \rangle$ for $\beta \in \Delta_1^3$. The condition $\tau_1^3(X + X_1 - T) = 1$ means that $t_\beta > 0$ for all $\beta \in \Delta_1^2$, and in particular implies $\tau_1^3(X - T) = 1$. For convenience let $\Delta' = \Delta_1^2 \setminus \Delta_1^3$. Thus, the left-hand side of (20) is

$$\ll \tau_1^3(X - T) \int_{a_3^2} \prod_{\beta \in \Delta'} 1_{\geq 0}(t_\beta) e^{-\sum_{\beta \in \Delta'} t_\beta(1 + \sum_{\beta \in \Delta_1^2} |t_\beta|)} \, dX_1 \leq$$

$$(1 + \sum_{\beta \in \Delta_1^2} |t_\beta|)^{\dim a_2} \tau_1^3(X - T) \int_{a_3^2} \prod_{\beta \in \Delta'} 1_{> 0}(t_\beta) e^{-\sum_{\beta \in \Delta'} t_\beta(1 + \sum_{\beta \in \Delta'} t_\beta)} \, dX_1,$$

where $1_{> 0}$ is the characteristic function of the positive reals. The last integral converges since we can replace the integration variable $X_1$ by $t_\beta$, $\beta \in \Delta'$. The lemma follows.

**Remark 4.9.** We may obviously replace $(\xi_1^2)_{P_1}$ here by any positive multiple and obtain the same estimate (changing only the implicit constant).
5. Continuity of the coarse geometric expansion

We now prove the continuity of the coarse geometric expansion of Arthur’s trace formula \[\text{Art78}\]. We first recall Arthur’s derivation of this expansion. Let for the time being \(f \in C^\infty_c(G(\mathbb{A})^1)\). For any \(T \in a_0\) with \(d(T) > d_0\) let \(k^T(\cdot, f)\) be Arthur’s modified kernel

\[
k^T(x, f) = \sum_{P \supset P_0} (-1)^{\dim a_P} \sum_{\delta \in P(Q) \setminus G(Q)} k_P(\delta x) \hat{\tau}_P(H_P(\delta x) - T)
\]

with

\[
k_P(x) = \sum_{\gamma \in M_P(Q)} \int_{N_P(k)} f(x^{-1} \gamma n x) \, dn.
\]

The inner sum in (21) has only finitely many non-zero terms (and the possible values for \(\delta\) depend only on \(x\), not on \(f\)). Let

\[
J^T(f) = \int_{G(Q) \setminus G(\mathbb{A})^1} k^T(x) \, dx.
\]

Arthur shows that this integral is absolutely convergent for all \(T\) with \(d(T)\) large enough, the bound depending on the support of \(f\).

Following \[\text{Art78, §7}\], we can invoke Arthur’s partition lemma (3) to rewrite (21) as

\[
k^T(x) = \sum_{P_1 \subset P_2} \sum_{\delta \in P_1(Q) \setminus G(Q)} F^1(\delta x, T) \sigma^2_1(H_{P_1}(\delta x) - T) k_{1,2}(\delta x),
\]

where

\[
k_{1,2}(x) = \sum_{P_1 \subset P_2, P \subset P_2} (-1)^{\dim a_P} k_P(x).
\]

For \(\gamma_1, \gamma_2 \in G(\mathbb{Q})\) we write \(\gamma_1 \sim_w \gamma_2\) if the semisimple parts of \(\gamma_1\) and \(\gamma_2\) are conjugate in \(G(\mathbb{Q})\). The equivalence classes of \(\sim_w\) are called coarse classes. Let \(\mathcal{O}\) be the set of all coarse classes. Each \(\tilde{\sigma} \in \mathcal{O}\) contains a unique semisimple conjugacy class of \(G(\mathbb{Q})\). For any \(\tilde{\sigma} \in \mathcal{O}\) Arthur sets

\[
k_{\tilde{\sigma}}(x) = \sum_{\gamma \in \tilde{\sigma}} f(x^{-1} \gamma x)
\]

and

\[
k^T_{\tilde{\sigma}}(x) = \sum_{P \supset P_0} (-1)^{\dim a_P} \sum_{\delta \in P(Q) \setminus G(Q)} k_{\tilde{\sigma}, P}(\delta x) \hat{\tau}_P(H_P(\delta x) - T)
\]

with

\[
k_{\tilde{\sigma}, P}(x) = \sum_{\gamma \in M_P(Q) \cap \tilde{\sigma}} \int_{N_P(k)} f(x^{-1} \gamma n x) \, dn.
\]

A basic fact \[\text{Art78, p. 923}\] is that

\[
\tilde{\sigma} \cap P(\mathbb{Q}) = (\tilde{\sigma} \cap M(\mathbb{Q})) N(\mathbb{Q}).
\]
Clearly, we have
\[ k^T(x) = \sum_{\delta \in \mathcal{D}} k^T_\delta(x). \]

The integrals
\[ J^T_\delta(f) = \int_{G(\mathbb{A}) \setminus G(\mathbb{A})^1} k^T_\delta(x) \, dx \]
are again absolutely convergent for \( d(T) \) large enough (depending on the support of \( f \)) and we have the decomposition \( J^T(f) = \sum_{\delta \in \mathcal{D}} J^T_\delta(f) \) for all such \( T \).

Exactly as before, we can write
\[ k^T_\delta(x) = \sum_{P_1 \subset P_2} \sum_{\delta \in \mathcal{D} \setminus \mathcal{G}(\mathbb{Q})} F^1(\delta x, T) \sigma^2_1(H P_1(\delta x) - T) k_{\tilde{\delta},1,2}(\delta x), \]
where
\[ k_{\tilde{\delta},1,2}(x) = \sum_{P : P_1 \subset P \subset P_2} (-1)^{\dim a_P} k_{\tilde{\delta},P}(x). \]

We now extend Arthur’s convergence results as follows.

**Theorem 5.1.**

1. For any \( f \in \mathcal{C}(G(\mathbb{A})^1; K) \), \( \tilde{\delta} \in \tilde{\mathcal{D}} \) and \( T \in a_0 \) such that \( d(T) > d_0 \), the integrals defining \( J^T(f) \) and \( J^T_\delta(f) \) are absolutely convergent.
2. \( J^T(f) \) and \( J^T_\delta(f) \) are polynomials in \( T \) of degree \( \leq \dim a_0 \) whose coefficients are continuous linear forms in \( f \).
3. There exist \( r \geq 0 \) and a continuous seminorm \( \mu \) on \( \mathcal{C}(G(\mathbb{A})^1; K) \) such that
   \[ \sum_{\delta \in \mathcal{D}} \left| \int_{G(\mathbb{Q}) \setminus G(\mathbb{A})^1 \setminus T} k_\delta(x) \, dx - J^T_\delta(f) \right| \leq \mu(f)(1 + ||T||)^r e^{-d(T)} \]
   for any \( f \in \mathcal{C}(G(\mathbb{A})^1; K) \) and \( T \) such that \( d(T) > d_0 \).
4. \( J^T(f) = \sum_{\delta \in \mathcal{D}} J^T_\delta(f) \).

In addition, the absolute values of the coefficients in part 2 and the seminorm \( \mu \) of part 3 can be bounded by \( c \text{level}(K)^s \|f\|_{G(\mathbb{A})^1,t} \) for a constant \( c \) and positive integers \( s, t \) that do not depend on \( K \).

**Proof.** First note that each \( k_P(x) \), and hence the modified kernel \( k^T(x) \), is well-defined for any \( f \in \mathcal{C}(G(\mathbb{A})^1; K) \) by Lemma 2.1. Also, by 8 there exist \( r \geq 0 \) and a continuous seminorm \( \mu \) on \( \mathcal{C}(G(\mathbb{A})^1; K) \) such that
   \[ \sum_{\delta \in \mathcal{D}} \int_{G(\mathbb{Q}) \setminus G(\mathbb{A})^1 \setminus T} |k_\delta(x)| \, dx \leq \mu(f)(1 + ||T||)^r \]
for any \( f \in \mathcal{C}(G(\mathbb{A})^1; K) \) and \( T \) such that \( d(T) > d_0 \). It follows that part 3 implies the convergence of \( J^T(f) \) and \( J^T_\delta(f) \), as well as the relation \( J^T(f) = \sum_{\delta \in \mathcal{D}} J^T_\delta(f) \). Moreover, Arthur’s argument in [Art81] §2 shows that part 2 is valid for any \( f \) for which \( J^T(f) \) (or \( J^T_\delta(f) \)) is absolutely convergent.
Thus, it remains to prove part 3. Following [Art78, §7] (and recalling (2.21)) we can write
\[ k_{\delta,1,2}(x) = \sum_{P_1 \subset P_3 \subset P_2} k_{\delta,1,2,3}(x), \]
where
\[ k_{\delta,1,2,3}(x) = \sum_{\eta \in M_2(\mathbb{Q})_{1} \cap \mathfrak{a}} \sum_{P : P_3 \subset P \subset P_2} (-1)^{\dim \mathfrak{p}} \sum_{\nu \in N_\mathfrak{p}(\mathbb{A})} \int_{N_\mathfrak{p}(\mathbb{A})} f(x^{-1} \eta \nu x) \, dn \]
with the definition
\[ M_3(\mathbb{Q})_{1}^0 = M_3(\mathbb{Q}) \setminus \bigcup_{P : P_3 \subset P \subset P_2} P(\mathbb{Q}). \]

As a side remark, we note that Arthur shows in [ibid., pp. 943–944], that for compactly supported \( f \) only the terms with \( P_3 = P_1 \) contribute, provided that \( T \) is large with respect to the support of \( f \).

The function \( k_{\delta,1,2,3} \) is left \( P_1(\mathbb{Q})N_2(\mathbb{A}) \)-invariant, since the set \( M_3(\mathbb{Q})_{1}^0 \) is invariant under conjugation by \( P_1(\mathbb{Q}) \). Recall the decomposition (2.21) of \( k_{\delta}^T(x) \), and observe that \( \sigma_{\mathfrak{p}}^P \) vanishes identically unless \( P = \mathcal{G} \) and that the contribution from \( P_1 = P_2 = G \) to (2.21) is simply \( F(x, T)k_{\delta}(x) \). In order to prove part 3 it therefore suffices to show that there exist \( r \geq 0 \) and a continuous seminorm \( \mu \) on \( \mathcal{C}(G(\mathbb{A})^1; K) \) such that for any triplet \( P_1 \subset P_3 \subset P_2 \) with \( P_1 \neq P_2 \) we have
\[
\sum_{\delta} \int_{P_1(\mathbb{Q}) \setminus G(\mathbb{A})^1} F^1(x, T)\sigma_{\mathfrak{p}}^T(H_{P_1}(x) - T) \left| k_{\delta,1,2,3}(x) \right| \, dx \leq \mu(f)(1 + \|T\|)^r e^{-\langle \xi_{1,2}, T \rangle}.
\]

By Corollary 4.7 (applied to suitable left translates of \( f \)), we have
\[
\left| k_{\delta,1,2,3}(x) \right| \leq e^{-\langle \xi_{2}, T \rangle} e^{-\langle \xi_{2} - \langle \xi_{1,2}, P_1 \rangle, H_0(x) - T \rangle} \sum_{\eta \in M_3(\mathbb{Q})_{1}^0 \cap \mathfrak{a}} \int_{N_\mathfrak{p}(\mathbb{A})} \left| (f * X_{\mathfrak{a}})(x^{-1} \eta \nu x) \right| \, dn,
\]
provided that \( F^1(x, T)\sigma_{\mathfrak{p}}^T(H_{P_1}(x) - T) = 1 \). Since \( \xi_{2} = \xi_{2} + \xi_{2}^3 \), it remains to show that
\[
\int_{P_1(\mathbb{Q}) \setminus G(\mathbb{A})^1} F^1(x, T)\sigma_{\mathfrak{p}}^T(H_{P_1}(x) - T) e^{-\langle \xi_{2} - \langle \xi_{1,2}, P_1 \rangle, H_0(x) - T \rangle} \sum_{\eta \in M_3(\mathbb{Q})_{1}^0 \cap \mathfrak{a}} \int_{N_\mathfrak{p}(\mathbb{A})} \left| f(x^{-1} \eta \nu x) \right| \, dn \, dx
\]
\[
\leq \mu(f)(1 + \|T\|)^r e^{-\langle \xi_{2}, T \rangle}
\]
with a suitable continuous seminorm \( \mu \). At this point we note that using Lemma 2.1 part 3 we may assume without loss of generality that \( f \geq 0 \) and \( K = K_{finite} \). Using the Iwasawa decomposition with respect to \( P_3 \), we need to estimate
\[
\int_{P_1^0(\mathbb{Q}) \setminus M_3(\mathbb{A}) \cap G(\mathbb{A})^1} e^{-\langle \xi_{2} - \langle \xi_{1,2}, P_1 \rangle, H_0(x) - T \rangle} F^4(x, T)\sigma_{\mathfrak{p}}^T(H_{P_1}(x) - T) \sum_{\eta \in M_3(\mathbb{Q})_{1}^0 \cap \mathfrak{a}} f_{P_3}(x^{-1} \eta x) \, dx,
\]
where \( P_1^0 = P_1 \cap M_3 \), and \( f_{P_3} \) is as in (5). Splitting \( M_3(\mathbb{A}) \cap G(\mathbb{A})^1 \) as the direct product of \( A_{M_3} \) and \( M_3(\mathbb{A})^1 \), we may estimate the integral over \( A_{M_3} \) using Lemma 4.8. The above
Similarly, if

\begin{align*}
\int_{P_1^3(Q)\backslash M_3(A)} F^1(x,T)(1 + \|H_{P_1}(x) - T_{P_1}^0\|)^{\dim a_2} \tau_1^3(H_{P_1}(x) - T) \sum_{\eta \in M_3(Q)_1^2} f_{P_1}(x^{-1}\eta x) \,dx.
\end{align*}

We can now appeal to Theorem 3.1 (with $G = M_3$ and $P = P_1^3$) and Lemma 2.1 part 4 to finish the proof.

6. Modifications for the finer classes

In this section we will fine-tune the results of §4 to adapt the continuity argument to the decomposition of the trace formula with respect to the equivalence relation $\sim$ of the introduction instead of $\sim_w$. The goal is to prove Corollary 6.11 below, which is the main technical prerequisite for the continuity argument in §7.

6.1. We first go back to the situation of Lemmas 4.1 and 4.2. Namely, $I$ is a finite set and $I_j, j \in J$, is a family of (not necessarily disjoint) non-empty subsets of $I$. We also have an integer parameter $L \geq 1$. Recall that for any $J' \subset J$ we denote by $[0,L]_{J'}^I$, the face of $[0,L]^I$ consisting of the vectors whose support is contained in $\cup_{j \in J'} I_j$.

We say that a family $\mathcal{F}$ of subsets of $J$ is monotone if whenever $J' \in \mathcal{F}$ and $J' \subset J'' \subset J$, we also have $J'' \in \mathcal{F}$.

Lemma 6.1. Let $\mathcal{F}$ be a monotone family of subsets of $J$ and let $\mathcal{F}_{\text{min}}$ be the set of minimal elements of $\mathcal{F}$ with respect to inclusion. Then there exist coefficients $d_{I'} \in \mathbb{Z}$, depending only on $\mathcal{F}$, such that for any $f \in C^{[I]}([0,L]^I)$ we have

\begin{align}
\sum_{J' \in \mathcal{F}} (-1)^{|J \setminus J'|} \int_{[0,L]_{J'}^I} f(x) \,dx = \sum_{I'} d_{I'} \int_{[0,L]^I} \frac{\partial |I'|}{\partial x_i}(x) \prod_{i \in I'} (x_i - L) \,dx,
\end{align}

where the sum is over all $I' \subset I$ such that $I' \cap I_j \neq \emptyset$ for every $j \in J \setminus \cup \mathcal{F}_{\text{min}}$.

Proof. This is a special case of (10) with

\begin{align*}
c_{I'} = \sum_{J' \in \mathcal{F} : \cup_{j \notin J'} I_j = I \setminus I'} (-1)^{|J_0 \setminus J'|}.
\end{align*}

Note that

\begin{align*}
d_{I'} = \sum_{I'' \supset I'} c_{I''} = \sum_{J' \in \mathcal{F} : \cup_{j \notin J'} I_j \subset I \setminus I'} (-1)^{|J_0 \setminus J'|} = \sum_{\{j \in J : I_j \cap I' \neq \emptyset \} \subset J' \cup \{J_0\}} (-1)^{|J_0 \setminus J'|}.
\end{align*}

Observe that if $J_0 \in J \setminus \cup \mathcal{F}_{\text{min}}$ then for any $J' \subset J$, $J' \in \mathcal{F}$ if and only if $J' \cup \{J_0\} \in \mathcal{F}$. Similarly, if $I' \cap I_{J_0} = \emptyset$ then for any $J' \subset J$, $\{j \in J : I_j \cap I' \neq \emptyset \} \subset J'$ if and only if $\{j \in J : I_j \cap I' \neq \emptyset \} \subset J' \cup \{J_0\}$. Thus, $d_{I'} = 0$ if there exists $J_0 \in J \setminus \cup \mathcal{F}_{\text{min}}$ such that $I' \cap I_{J_0} = \emptyset$, as required.

Once again, an adelic version follows immediately.
Corollary 6.2. Let $I$, $I_j$, $j \in J$, and $\mathcal{F}$ be as in Lemma 6.1 above. Then we have (using the notation of Lemma 4.2)

$$\left| \sum_{J \in \mathcal{F}} (-1)^{|J'|} \int_{B(L)^{I_j}} f(x) \, dx \right| \ll_{\mathcal{F}} \sum_{I'}^m \int_{B(L)^{I_j}} \left| \prod_{i \in I_j'} \frac{\partial |f|}{\partial x_i} (x) \right| \, dx$$

for any $f \in C^{|I'|}(\mathbb{H}^I; \mathcal{B}_{\text{fin}}(L)^I)$.

We say that a non-empty family $\mathcal{P}$ of parabolic subgroups of $G$ is monotone if whenever $Q \in \mathcal{P}$ and $Q' \supset Q$, we also have $Q' \in \mathcal{P}$. For a monotone family $\mathcal{P}$ let $\mathcal{P}_{\text{min}}$ be the set of minimal elements of $\mathcal{P}$ (with respect to inclusion) and let $Q(\mathcal{P})$ be the parabolic subgroup generated by the elements of $\mathcal{P}_{\text{min}}$.

Corollary 6.3. Let $P$ be a standard parabolic subgroup. Let $\mathcal{P}$ be a monotone family of parabolic subgroups of $G$ which all contain $P$. Then there exist an integer $s$ and $X_1, \ldots, X_m \in \mathcal{U}(n)$ such that for any $L$ divisible by $L_0$ and $\alpha \in A_0$ satisfying $\tau_0(H_0(a) - T_1) = 1$ we have

$$\sum_{\nu \in N(Q)} \left| \sum_{Q \in \mathcal{P}} (-1)^{\dim Q} \int_{B(Q(L))} f\left(\alpha^{-1}\nu a\right) \, dn \right| \leq L e^{-\langle \xi(Q) \rangle H_0(a)} \sum_{s=1}^m \int_{N(\mathbb{A})} |(f \ast X_i)(\alpha^{-1}na)| \, dn$$

for every $f \in C(N(\mathbb{A}) \setminus \mathcal{B}_{\text{fin}}(L))^I$.

Proof. This follows from Corollary 6.2 exactly as in the proof of Proposition 4.6. Recall that $I = \Sigma_{P, J} \setminus \Delta_0^P$ and that $I_\alpha = \Sigma_{P_\alpha}$ for $\alpha \in J$, where $P_\alpha$ is the maximal parabolic subgroup of $G$ corresponding to $\alpha$. In the case at hand we have $\mathcal{F} = \{ \Delta_0^P \setminus \Delta_0^K : Q \in \mathcal{P}\}$ and $\mathcal{F}_{\text{min}} = \{ \Delta_0^P \setminus \Delta_0^K : Q \in \mathcal{P}_{\text{min}}\}$, and therefore $\Delta_0^{Q(\mathcal{P})} \setminus \Delta_0^P = \mathcal{F}_{\text{min}}$. \qed

6.2. The following is a version of [CL16 Proposition 5.3.1].

Lemma 6.4. Let $a_1, \ldots, a_n \in \mathbb{R}^*$ and let $\alpha : \mathbb{A}^n \to \mathbb{A}^n$ be the $\mathbb{A}$-linear transformation given by $\alpha(x_1, \ldots, x_n) = (a_1 x_1, \ldots, a_n x_n)$. Fix a constant $c > 0$ and assume that $|a_j| \leq c$ for all $j$. Then for a non-zero polynomial $\phi \in \mathcal{O}[x_1, \ldots, x_n]$ we have

$$\sum_{v \in \mathbb{Q}^n : \phi(v) = 0} |f(\alpha(v))| \ll_{c, n} L^n \deg \phi \max |a_j| \sum_{I \subseteq \{1, \ldots, n\}} \int_{\mathbb{A}^n} \left| \prod_{i \in I} \frac{\partial |f|}{\partial x_i} (\alpha(v)) \right| \, dv$$

for any $f \in C(\mathbb{A}^n; \mathcal{B}_{\text{fin}}(L)^n)$.

Proof. Note first that the bound

$$\sum_{v \in \mathbb{Q}^n} |f(\alpha(v))| \ll_{c, n} L^n \sum_{I \subseteq \{1, \ldots, n\}} \int_{\mathbb{A}^n} \left| \prod_{i \in I} \frac{\partial |f|}{\partial x_i} (\alpha(v)) \right| \, dv$$

follows already from Lemma 2.1 part 11.
Let $d = \deg \phi$. We prove the lemma by induction on $n$. In the case $n = 1$, (25) follows from the inequality
\[
\sup |f| \leq L(\|f\|_{L^1(\mathbb{A})} + \|f'\|_{L^1(\mathbb{A})}),
\]
and the fact that the number of roots of $\phi$ is at most $d$.

For the induction step, we write
\[
\phi(x_1, \ldots, x_n) = \sum_{i=0}^{d} \phi_i(x_1, \ldots, x_{n-1})x_n^i,
\]
where at least one of the polynomials $\phi_i$, say $\phi_{i_0}$, is non-zero. Let $p : \mathbb{Q}^n \to \mathbb{Q}^{n-1}$ be the projection to the first $n - 1$ coordinates. We split the sum on the left-hand side of (25) into two according to whether or not $\phi_{i_0}(p(v)) = 0$. The first sum is bounded by
\[
\sum_{v' \in \mathbb{Q}^{n-1}: \phi_{i_0}(v') = 0} \sum_{x_n \in \mathbb{Q}} |f(\alpha(v', x_n))|
\]
which is majorized by
\[
L \sum_{v' \in \mathbb{Q}^{n-1}: \phi_{i_0}(v') = 0} \int_A \left(|f(\alpha(v', x_n))| + \left| \frac{\partial f}{\partial x_n}(\alpha(v', x_n)) \right| \right) \, dx_n,
\]
to which we can apply the induction hypothesis. The second sum is
\[
\sum_{v' \in \mathbb{Q}^{n-1}: \phi_{i_0}(v') \neq 0} \sum_{x_n \in \mathbb{Q}: \phi(v', x_n) = 0} |f(\alpha(v', x_n))|.
\]
By the case $n = 1$, the inner sum is bounded by
\[
\ll_c Ld |a|_n \int_A \left(|f(\alpha(v', x_n))| + \left| \frac{\partial f}{\partial x_n}(\alpha(v', x_n)) \right| \right) \, dx_n,
\]
since $\phi(v', x_n)$ is a non-zero polynomial in $x_n$ of degree $\leq d$ if $\phi_{i_0}(v') \neq 0$. We can now use (26) for the first $n - 1$ variables to bound the sum over $v'$, no longer using the condition $\phi_{i_0}(v') \neq 0$.

\begin{corollary}
Let $P$ be a maximal parabolic subgroup of $G$ with $\Delta_0 \setminus \Delta^P_0 = \{\alpha\}$. Then there exist $X_1, \ldots, X_m \in \mathcal{U}(n)$ such that for any non-zero polynomial $\phi$ on $\mathfrak{n}$ of degree $\leq d$ and any compact open subgroup $K'$ of $N(\mathbb{A})$ we have
\[
\sum_{n \in N(\mathbb{Q}) : \phi(\log n) = 0} |f(a^{-1}na)| \ll_{K'} d e^{-\langle \alpha, H_0(a) \rangle} \sum_{i=1}^{m} \int_{N(\mathbb{A})} |(f * X_i)(a^{-1}na)| \, dn
\]
for any $f \in C(N(\mathbb{A}); K')$ and $a \in A_0$ such that $\tau_0(H_0(a) - T_1) = 1$. Moreover, if $K'$ contains $\mathcal{B}_{P, \text{fin}}(L)$, then we may take the implied constant to be $L^s$, where $s$ is a positive integer depending only on $G$.
\end{corollary}

\begin{proof}
This immediately follows from Lemma 6.4 and Lemma 4.4. Note that for any $\beta \in \Sigma_P$ we have $\langle \beta, H_0(a) \rangle \geq \langle \alpha, H_0(a) \rangle - C$ for some constant $C$ (depending on $T_1$).
\end{proof}
6.3. We recollect some known facts about the “parabolic induction” of conjugacy classes à la Lusztig-Spaltenstein [LS79]. In the current setup this notion was considered by Hoffmann [Hof12].

Let $P = M \ltimes N$ be a parabolic subgroup of $G$ (defined over $\mathbb{Q}$) and let $\gamma \in M$. As explained in [Hof12], there exists a unique conjugacy class $I_P(\gamma) = I_P^{\mathbb{Q}}(\gamma)$ of $G$ which intersects $\gamma N$ in a Zariski open dense set. This follows from the fact that there are only finitely many conjugacy classes of $G$ intersecting $\gamma N$ and that each conjugacy class is a locally closed subvariety. If $\gamma \in M(\mathbb{Q})$ then $I_P(\gamma)$ is defined over $\mathbb{Q}$ and we let $I_P(\gamma) = I_P(\gamma) \cap \delta_\gamma$ where $\delta_\gamma$ is the coarse class of $\gamma$ in $G(\mathbb{Q})$. Note that $I_P(\gamma)$ is non-empty (and consists of a union of conjugacy classes of $G(\mathbb{Q})$) since it contains the rational points of a dense Zariski open subset of $\gamma N$. (We recall that $\gamma N(\mathbb{Q}) \subset \delta_\gamma$. More generally, if $Q \supset P$ we will write $I_P^Q(\gamma) = I_{P \cap M_Q}(\gamma)$ and similarly for $I_Q^P(\gamma)$ (if $\gamma \in M_P(\mathbb{Q})$). It will also be convenient to set $I_P^Q(\gamma) = I_P^Q(\gamma_M)$ for any $\gamma \in P$, where $\gamma_M$ is the projection of $\gamma$ to $M$, and to define $I_P^Q(\gamma)$ similarly if $\gamma \in P(\mathbb{Q})$.

Let $\gamma \in P$ and suppose that $Q$ is a parabolic subgroup of $G$ containing $P$. Induction is transitive in the sense that if $Q \supset P$ and $\eta \in I_P^Q(\gamma)$ then $I_Q(\eta) = I_P(\gamma)$ (see [LS79]). Thus,

\[
\text{if } \gamma \in P(\mathbb{Q}) \text{ and } \eta \in I_P^Q(\gamma) \text{ then } I_Q(\eta) = I_P(\gamma).
\]

Another simple property is that if $\delta \in \overline{[\gamma]_M}$, where $[\gamma]_M$ is the conjugacy class of $\gamma$ in $M$, then

\[
I_P(\delta) \subset I_P(\gamma).
\]

Indeed, $I_P(\gamma) \supset \overline{[\gamma]_M N} \supset \overline{[\gamma]_M N} \supset \delta N$ and $I_P(\delta) \cap \delta N \neq \emptyset$. It follows from the two properties above that

\[
I_Q(\gamma) \subset I_P(\gamma) \text{ for } Q \supset P,
\]

since $\gamma \in I_P^Q(\gamma)$.

We will need an additional qualitative property pertaining to induced classes. By the definition of $I_P(\gamma)$, for each $\gamma \in M$ there exists a non-zero regular function $F_\gamma$ on $N$ which vanishes on the complement of $\gamma^{-1}I_P(\gamma)$ in $N$.

**Lemma 6.6.** We may choose $F_\gamma$ so that the degree of the polynomial function $F_\gamma \circ \exp$ on $n$ is bounded in terms of $G$ only.

Let $\gamma_s$ (resp., $\gamma_u$) be the semisimple (resp., unipotent) part of $\gamma$ in the Jordan–Chevalley decomposition. Denote by $N_{\gamma_s}$ the centralizer of $\gamma_s$ in $N$. In order to prove Lemma 6.6 we use the following result of Arthur on algebraic groups. (We have already used it implicitly when quoting relation (22).)

**Lemma 6.7.** ([Art78, Lemma 2.1]) For any $n \in N$ there exists $u \in N$, unique up to left translation by $N_{\gamma_s}$, such that $u\gamma nu^{-1} \in \gamma N_{\gamma_s}$. The map $n \mapsto u$ defines a morphism $q_\gamma : N \to N_{\gamma_s} \backslash N$ of affine varieties. Moreover, if $\gamma \in M(\mathbb{Q})$ then $q_\gamma$ is defined over $\mathbb{Q}$. 
We will need to know that in a suitable sense $q_\gamma$ is algebraic in $\gamma$. Before making this more precise we prove another lemma. Let $G_{\gamma_s}$ (resp., $P_{\gamma_s}$, $M_{\gamma_s}$) be the connected component of the identity of the centralizer of $\gamma_s$ in $G$ (resp., $P$, $M$). It is well known that $P_{\gamma_s}$ is a parabolic subgroup of $G_{\gamma_s}$ with Levi decomposition $P_{\gamma_s} = M_{\gamma_s} \ltimes N_{\gamma_s}$.

**Lemma 6.8.** Let $n \in N$ and suppose that there exists $u \in N$ such that $\gamma^{-1}u\gamma nu^{-1} \in N_{\gamma_s} \cap \gamma^{-1}P_{\gamma_s}^G(u)$. Then $n \in \gamma^{-1}I_P(\gamma)$.

**Proof.** The set $X_\gamma := \gamma^{-1}I_P(\gamma) \cap N_{\gamma_s}$ is non-empty and Zariski open in $N_{\gamma_s}$, since if $\gamma n \in I_P(\gamma)$ then by Lemma 6.7 there exists $u \in N$ such that $u^{-1}\gamma nu \in \gamma N_{\gamma_s}$. Therefore $X_\gamma$ intersects non-trivially the Zariski open and dense set $Y_\gamma := \gamma^{-1}I_{P_{\gamma_s}}^G(\gamma) \cap N_{\gamma_s}$ of $N_{\gamma_s}$. Let $z \in X_\gamma \cap Y_\gamma$. Then for any $y \in Y_\gamma$ there exists $g \in G_{\gamma_s}$ such that $\gamma ay = g^{-1}\gamma au$. Thus $\gamma y = g^{-1}\gamma zg$ and hence $y \in X_\gamma$. It follows that $Y_\gamma \subset X_\gamma$, hence the lemma. \hfill $\Box$

**Proof of Lemma 6.6.** Fix a Borel subgroup $B \subset P$ of $G$ (so that its unipotent radical $U$ contains $N$) and a maximal torus $S$ of $G$ contained in $B \cap M$. (Of course $S$, $B$ and $U$ are not necessarily defined over $\mathbb{Q}$.) Let $R(S, N)$ be the set of roots of $S$ in $N$. For any subset $I$ of $R(S, N)$ let $X_I$ be the affine subvariety of $B \cap M$ consisting of the elements $\gamma$ such that $\gamma_s \in S$ and $I = \{\alpha \in R(S, N) : \alpha(\gamma_s) = 1\}$. Also, let $N_I$ be the subgroup of $N$ generated by the root subgroups corresponding to the roots in $I$. Then $N_{\gamma_s} = N_I$ if $\gamma \in X_I$. The proof of [Art78] Lemma 2.1 shows that $(\gamma, n) \mapsto q_\gamma(n)$ defines a regular map

$$q_I : X_I \times N \to N_I \setminus N.$$ 

For completeness we provide the details, since the setup of [Art78] Lemma 2.1 is slightly different. Let $N = U_0 \supset \cdots \supset U_r = 0$ be a sequence of subgroups of $N$ normalized by $B$, such that for all $i = 0, \ldots, r - 1$, $U_i/U_{i+1} \simeq \mathbb{G}_a$ and $[U_i, U] \subset U_{i+1}$. We claim that for every $i$ there exists a morphism $q_i : X_I \times N \to U_i N_I \setminus N$ of affine varieties characterized by the property that

$$\gamma^{-1}q_i(\gamma, n)\gamma n q_i(\gamma, n)^{-1} \in U_i N_I$$

for any $\gamma \in X_I, n \in N$.

The case $i = r$ is then the sought-after result. We argue by induction on $i$. The assertion is trivial for $i = 0$. For the induction step, assume that $q_i$ is defined for some $i < r$. Let $\alpha_i$ be the root corresponding to $U_i/U_{i+1}$. If $\alpha_i \in I$ then $U_i N_I = U_{i+1} N_I$ and we simply take $q_{i+1} = q_i$. Otherwise, fixing $u \in N$ such that $x := \gamma^{-1}v\gamma nu^{-1} \in U_i N_I$ we need to show that there exists $v \in U_i$, uniquely determined modulo $U_{i+1}$, such that $y_v := \gamma^{-1}v\gamma nu^{-1}v^{-1} \in U_{i+1} N_I$. Note that

$$y_v = \gamma^{-1}v\gamma x v^{-1} = \gamma^{-1}v\gamma v^{-1}x[x^{-1}, v] = \gamma s^{-1} y_v \gamma s^{-1} v^{-1} \gamma s^{-1} [v^{-1}, \gamma u^{-1}] \gamma s^{-1} v^{-1} x[x^{-1}, v]$$

so that

$$y_v \in [\gamma s^{-1}, v] x U_{i+1}.$$ 

The map $v \mapsto [\gamma s^{-1}, v]$ induces an isomorphism of $U_i/U_{i+1}$ which under the identification with $\mathbb{G}_a$ is given by multiplication by $\alpha_i(\gamma) - 1$. Thus $q_{i+1}$ is defined and it is clearly a morphism (by choosing an algebraic section $U_i N_I \setminus N \to N$ for the quotient map). This finishes the construction of $q_I$. 


Fix an algebraic section $s_I : N_I \setminus N \to N$ for the canonical projection $N \to N_I \setminus N$ such that $s_I(N_I) = e$. Let

$$\kappa_I : X_I \times N \to N_I$$

be the regular map given by

$$\kappa_I(\gamma, n) = \gamma^{-1}s_I(q_I(\gamma, n))\gamma ns_I(q_I(\gamma, n))^{-1}.$$ 

For any $\gamma \in X_I$, the map $\kappa_I(\gamma, \cdot) : N \to N_I$ is surjective, since its restriction to $N_I$ is the identity map.

We can now conclude Lemma 6.6. For any subset $J$ of $R(S, U)$ let $Y_J$ be the subvariety of $B \cap M$ consisting of elements $\gamma$ such that $\gamma_s \in S$ and $J = \{\alpha \in R(S, U) : \alpha(\gamma_s) = 1\}$. Thus, $Y_J \subset X_I$ for $I = J \cap R(S, N)$. Upon conjugating $\gamma$ by an element of $M$ we may assume without loss of generality that $\gamma \in Y_J$ for some $J$. Let $G_J$ (resp., $P_J$; $M_J$) be the subgroup of $G$ (resp., $P$; $M$) generated by $S$ and the root subgroups corresponding to $J$ and $-J$ (resp., $J$ and $-(J \cap R(S, U \cap M))$). Thus, $G_J = G_{\gamma_s}$, $P_J = P_{\gamma_s}$, $M_J = M_{\gamma_s}$ and $P_J$ is a parabolic subgroup of $G_J$ with Levi decomposition $P_J = M_J \ltimes N_I$. (Recall that $N_I = N_{\gamma_s}$.) Since there are only finitely many unipotent conjugacy classes in $M_I$, we may regard $\gamma_u$ (as well as $J$) as fixed. By Lemma 6.8, $\gamma_n \in I_P(\gamma)$ if for some $u \in N$ we have $\gamma^{-1}u\gamma nu^{-1} \in N_I \cap \gamma_1^{-1}I_{P_J}(\gamma_u)$. Thus, $\gamma_n \in I_P(\gamma)$ if $\kappa_I(\gamma, n) \in (\gamma_u)^{-1}I_{P_J}(\gamma_u)$. Hence, if we choose a non-zero regular function $f$ on $N_I$ which vanishes on the complement of $(\gamma_u)^{-1}I_{P_J}(\gamma_u)$ in $N_I$ then we can take $F_\gamma = f \circ \kappa_I(\gamma, \cdot)$. Lemma 6.6 follows.

6.4. The following result is modeled after [CL16, §6]. For standard parabolic subgroups $P_1 \subset P_2$ of $G$ define

$$\xi_1^2 = \begin{cases} \frac{\xi_1^2}{\dim a_{P_1}}, & P_1 \subset P_2, \\ 0, & \text{otherwise.} \end{cases}$$

Proposition 6.9. Let $P_1 \subset P_2$ be standard parabolic subgroups of $G$. There exist $X_1, \ldots, X_m \in \mathcal{U}(n_1^2)$, such that for a closed subvariety $V$ of $G$, a compact open subgroup $K_1$ of $N_1(\mathbb{A}_f)$ and an element $\eta \in M_1(\mathbb{Q})$ we have

$$\sum_{P_1 \subset P_2} (-1)^{\dim a_{P_1}} \sum_{\nu \in N_1^\nu(\mathbb{Q}) : I_P(\eta \nu) \subset V} \int_{N_P(\mathbb{A})} f(a^{-1}\nu a) \ dn \ll_{K_1} \int_{N_1(\mathbb{A})} e^{-\langle \xi_1^2 H_0(a) \rangle} \sum_{i=1}^m \int_{N_i(\mathbb{A})} |(f * X_i)(a^{-1}na)| \ dn$$

for any $f \in C(N_1(\mathbb{A}); K_1)$ and $a \in A_0$ such that $\tau_2^2(H_0(a) - T_1) = 1$. Moreover, if $K_1$ contains $B_{P_2, \mathbb{A}_0}(L)$, then we may take the implied constant to be $L^s$, where $s$ is a positive integer depending only on $G$.

Proof. We first remark that the condition $I_P(\eta \nu) \subset V$ is equivalent to $I_{P_2}(\eta \nu) \subset V$, since for any $\gamma \in G(\mathbb{Q})$ the conjugacy class of $\gamma$ in $G(\mathbb{Q})$ is Zariski dense in the conjugacy class of $\gamma$ in $G$. Also, the condition $I_{P_2}(\eta \nu) \subset V$ is equivalent to $I_{P_2}(\eta \nu) \subset V'$, where

$$V' = \{ \delta \in M_2 : I_{P_2}(\delta) \subset V \},$$

where $I_{P_2}(\eta \nu) \subset V$. This can be done by using the properties of the trace formula and the compactness of $K_1$. Then, we can use the properties of the trace formula and the compactness of $K_1$ to conclude the proof.
which is a closed subvariety of $M_2$ by \[(28)\]. We may therefore, after replacing $f$ by $\int_{N_2(\alpha)} f(n \cdot) \ dn$, assume without loss of generality that $P_2 = G$.

For any $\nu \in N_1(\mathbb{Q})$ let

\[\mathfrak{P}(\nu) = \{P \supset P_1 : I_{P}(\eta \nu) \subset V\} = \{P \supset P_1 : I_{P}(\eta \nu) \subset V\}.\]

Note that by \[(29)\], $\mathfrak{P}(\nu)$ is monotone. Recall that in Lemma 4.3 we have constructed for any standard parabolic subgroup $P$ of $G$ a family of fundamental domains $\mathcal{B}_{P}(L)$ for $N_{P}(\mathbb{Q}) \setminus N_{P}(\mathbb{A})$. Let $L$ be a positive integer such that $\mathcal{B}_{P_{1}\text{-fin}}(L)$ is a subgroup of $K_1$. Let $\mathfrak{P}$ be a monotone family of parabolic subgroups of $G$ which contain $P_1$ and consider

\[A(\mathfrak{P}) = \sum_{\nu \in N_1(\mathbb{Q}) : \mathfrak{P}(\nu) = \mathfrak{P}} \sum_{P \in \mathfrak{P}} (-1)^{\dim A_P} \int_{\mathcal{B}_{P}(L)} f(a^{-1} \nu a) \ dn.\]

Then the left-hand side of \[(30)\] is equal to $|\sum A(\mathfrak{P})|$, where $\mathfrak{P}$ ranges over all monotone families. Thus, in order to prove the proposition it suffices to show that there exist suitable $X_i$ and $s$ such that

\[(31) \quad |A(\mathfrak{P})| \leq L^s e^{-\langle \alpha, H_0(\alpha) \rangle} \sum_{i=1}^{m} \int_{N_1(\mathbb{A})} \left| (f \ast X_i)(a^{-1} \nu a) \right| \ dn \]

for any $\alpha \in \Delta^2_0 \setminus \Delta^3_0$. Recall the notation $Q(\mathfrak{P})$ for the parabolic subgroup generated by the inclusion-minimal elements of $\mathfrak{P}$. To show \[(31)\], we distinguish two cases for $\alpha$. If $\alpha \notin \Delta^Q_0(\mathfrak{P})$ then \[(31)\] follows from Corollary 6.3. For $\alpha \in \Delta^Q_0(\mathfrak{P})$, we will show in fact that

\[(32) \quad \left| \sum_{\nu \in N_1(\mathbb{Q}) : \mathfrak{P}(\nu) = \mathfrak{P}} \int_{\mathcal{B}_{P}(L)} f(a^{-1} \nu a) \ dn \right| \leq L^s e^{-\langle \alpha, H_0(\alpha) \rangle} \sum_{i=1}^{m} \int_{N_1(\mathbb{A})} \left| (f \ast X_i)(a^{-1} \nu a) \right| \ dn \]

for all $P \supset P_1$. From this we obtain (with possibly different differential operators $X_i$) the estimate

\[(33) \quad \left| \sum_{\nu \in N_1(\mathbb{Q}) : \mathfrak{P}(\nu) = \mathfrak{P}} \int_{\mathcal{B}_{P}(L)} f(a^{-1} \nu a) \ dn \right| \leq L^s e^{-\langle \alpha, H_0(\alpha) \rangle} \sum_{i=1}^{m} \int_{N_1(\mathbb{A})} \left| (f \ast X_i)(a^{-1} \nu a) \right| \ dn,\]

which in turn implies \[(31)\] for such $\alpha$. To derive \[(33)\] from \[(32)\], we apply the latter for each $n \in \mathcal{B}_{P}(L)$ to the right translate $\hat{f}$ of $f$ by $a^{-1} \nu a$. The sets $a^{-1} \mathcal{B}_{P}(L)a$ for all possible $a$ are contained in a compact subset of $N_{P}(\mathbb{A})$ of the form $\Omega_{\infty} \mathcal{B}_{P_{1},\text{fin}}(L)$, where the coordinates of the elements of $\log(\Omega_{\infty})$ are bounded linearly in $L$. Therefore $\hat{f} \in C(N_1(\mathbb{A}) ; \mathcal{B}_{P_{1},\text{fin}}(L))$, and the coordinates of $\text{Ad}(a^{-1} \nu a)X_i$ with respect to a fixed basis of $\mathcal{U}(n)$ are bounded polynomially in $L$. Thus, \[(33)\] follows from \[(32)\].

To show \[(32)\], let $R \in \mathfrak{P}_{\text{min}}$ be such that $\alpha \in \Delta^R_0$ and let $S$ be the standard parabolic subgroup of $G$ such that $\Delta^S_0 = \Delta^R_0 \setminus \{\alpha\}$. Thus, $P_1 \subset S \subset R$. We claim that the left-hand side of \[(32)\] is majorized by

\[\sum_{\nu_1 \in N_1^R(\mathbb{Q})} \sum_{\nu_2 \in N_1^R(\mathbb{Q}) : \nu_1 \nu_2 \not\in \mathfrak{I}_S^R(\mathbb{Q})} \sum_{\nu_3 \in N_1(\mathbb{Q})} \left| f(a^{-1} \nu_1 \nu_2 \nu_3 a) \right|.\]
Indeed, if $\mathfrak{P}(\nu_1\nu_2\nu_3) = \mathfrak{P}$ then $\eta_1\nu_2 \notin I^G_S(\eta_1)$, for otherwise, by (27) we would have

$$I_S(\eta_1\nu_2\nu_3) = I_S(\eta_1) = I_R(\eta_1\nu_2) = I_R(\eta_1\nu_2\nu_3),$$

in contradiction to the minimality of $R$ (cf. [CL16, Lemme 6.7.5]).

Using Lemma 3.3, we bound the inner sum in (34) by

$$L^s1\sum_i \int_{N_R(\mathbf{A})} |(f * X'_i)(a^{-1}\nu_1\nu_2\eta_3a)| \ dn_3$$

for suitable $X'_1, \ldots, X'_m' \in \mathcal{U}(\mathfrak{n}_R)$. By Corollary 6.5 and Lemma 6.6 we can now bound the sum over $\nu_2$ in (34) by

$$L^s2e^{-(\alpha,H_0)(\mathfrak{n})}\sum_i \int_{N_S(\mathbf{A})} |(f * X''_{\nu})(a^{-1}\nu_1\eta_2a)| \ dn_2$$

for suitable $X''_1, \ldots, X''_{m''} \in \mathcal{U}(\mathfrak{n}_S)$. Using Lemma 3.3 once again, we bound (34) by the right-hand side of (32), as required.

The following corollary follows from this proposition exactly like Corollary 4.7 follows from Proposition 4.6.

**Corollary 6.10.** Let $P_1 \subset P_3 \subset P_2$ be standard parabolic subgroups of $G$. There exist an integer $s$ and $X_1, \ldots, X_m \in \mathcal{U}(\mathfrak{g}^1)$ such that for any closed subvariety $V$ of $G$ and $\eta \in M_3(\mathbb{Q})$ we have

$$\sum_{P,P_3 \subset P \subset P_2} (-1)^{\dim \mathfrak{p}_P} \sum_{\nu \in N_f(\mathfrak{q}); I_P(\eta\nu) \subset V} \int_{N_P(\mathbf{A})} f(g^{-1}\nu \eta g) \ dn \leq

\text{level}(K)^se^{-(\xi_3^1, T)}e^{-(\xi_3^1, H_0(g)-T)} \sum_{i=1}^m \int_{N_S(\mathbf{A})} |(f * X_i)(g^{-1}\nu g)| \ dn$$

for any $f \in \mathcal{C}(G(\mathbf{A})^1; K)$ and $g \in G(\mathbf{A})^1$ such that $F^1(g, T)\tau_1^2(H_{P_1}(g) - T) = 1$.

Recall the equivalence relation $\sim$ on $G(\mathbb{Q})$ introduced in the introduction: for $\gamma, \delta \in G(\mathbb{Q})$ we write $\gamma \sim \delta$ if $\gamma \sim_w \delta$ and $\gamma$ and $\delta$ are conjugate in $G(\mathbb{Q})$. Let $\mathfrak{O}$ be the set of equivalence classes of $\sim$.

Let $\mathfrak{o} = \mathfrak{o} \cap \mathfrak{C}$ be an equivalence class of $\sim$, where $\mathfrak{o}$ is a coarse class and $\mathfrak{C}$ is a geometric conjugacy class of $G$. and let $\mathfrak{C}$ be the Zariski closure of $\mathfrak{C}$. Applying Corollary 6.10 to the closed varieties $V = \overline{\mathfrak{C}}$ and $V = \mathfrak{C} \setminus \mathfrak{C}$ and subtracting, we obtain:
Corollary 6.11. Let $P_1 \subset P_3 \subset P_2$ be standard parabolic subgroups of $G$. There exist an integer $s$ and $X_1, \ldots, X_m \in \mathcal{U}(g^1)$ such that for any $\eta \in M_3(\mathbb{Q})$ and $\mathfrak{o} \in \mathcal{D}$ we have

$$
\sum_{P : P_1 \subset P \subset P_2} (-1)^{\dim \mathfrak{a}_P} \sum_{\nu \in N_P^1(\mathbb{Q}) : \eta_P(\nu) = \mathfrak{o}} \int_{N_P(\mathbb{A})} f(g^{-1} \nu) \ dn \leq \text{level}(K)^s e^{-\langle \xi_2^2, T \rangle} \sum_{i=1}^m \int_{N_P(\mathbb{A})} \left| (f \circ X_i)(g^{-1} \nu) \right| \ dn
$$

for any $f \in C(G(\mathbb{A})^1; K)$ and $g \in G(\mathbb{A})^1$ such that $F^1(g, T) \tau_1^2(H_{P_1}(g) - T) = 1$.

7. The main result

We are now ready to prove the continuity of the decomposition of the geometric side with respect to the equivalence relation $\sim$. Observe that if $\sigma \in G(\mathbb{Q})$ is semisimple then the equivalence classes with respect to $\sim$ in the coarse class of $\sigma$ are indexed by the geometric unipotent conjugacy classes of the centralizer of $\sigma$ containing a rational point. In particular, the number of equivalence classes of $\sim$ in a coarse class is bounded in terms of $G$ only.

Following [CL16, Hof14], we define for any $\mathfrak{o} \in \mathcal{D}$

$$
k_\mathfrak{o}(x) = \sum_{\gamma} f(x^{-1} \gamma x)
$$

and

$$
k_\mathfrak{o}^T(x) = \sum_{P \supset P_0} (-1)^{\dim \mathfrak{a}_P} \sum_{\delta \in P(\mathbb{Q}) \backslash G(\mathbb{Q})} k_{\mathfrak{o}, P}(\delta x) \tau_P(H_P(\delta x) - T),
$$

where

$$
k_{\mathfrak{o}, P}(x) = \sum_{\gamma \in M_P(\mathbb{Q}) : \eta_P(\gamma) = \mathfrak{o}} \int_{N_P(\mathbb{A})} f(x^{-1} \gamma n x) \ dn.
$$

Let

$$J_\mathfrak{o}^T(f) = \int_{G(\mathbb{Q}) \backslash G(\mathbb{A})^1} k_\mathfrak{o}^T(x) \ dx.
$$

Exactly as before, we can write

$$k_\mathfrak{o}^T(x) = \sum_{P_1 \subset P_2} \sum_{\delta \in P_1(\mathbb{Q}) \backslash G(\mathbb{Q})} F^{P_1}(\delta x, T) \sigma^2_1(H_{P_1}(\delta x) - T) k_{\mathfrak{o}, 1, 2}(\delta x),
$$

where

$$k_{\mathfrak{o}, 1, 2}(x) = \sum_{P : P_1 \subset P \subset P_2} (-1)^{\dim \mathfrak{a}_P} k_{\mathfrak{o}, P}(x).
$$

Clearly,

$$k^T(x) = \sum_{\mathfrak{o} \in \mathcal{D}} k_\mathfrak{o}^T(x).$$
Theorem 7.1. The analogue of Theorem 5.1 holds for the integrals $J_{\emptyset}^T(f)$, $\emptyset \in \mathfrak{D}$, instead of $J_{\tilde{\emptyset}}^T(f)$, $\tilde{\emptyset} \in \mathfrak{D}$.

Proof. The proof is very similar to that of Theorem 5.1. The main task is to prove the analogue of part 3 for the integrals $J_{\emptyset}^T(f)$. We write as before

$$k_{\emptyset,1,2}(x) = \sum_{P_1 \subset P_3 \subset P_2} k_{\emptyset,1,2,3}(x),$$

where $k_{\emptyset,1,2,3}$ is the left $P_1(Q)N_2(\mathbb{A})$-invariant function given by

$$k_{\emptyset,1,2,3}(x) = \sum_{\eta \in M_3(Q)\mathfrak{T}} \sum_{P \subset P_2} (-1)^{\text{dim} \mathfrak{p}} \sum_{\nu \in N_3^P(Q):I(P(\nu))=\emptyset} \int_{N_3(\mathbb{A})} f(x^{-1} \eta \nu x) \, d\nu.$$

We show that there exist $r \geq 0$ and a continuous seminorm $\mu$ on $C(G(\mathbb{A})^1; K)$, such that for any triplet $P_1 \subset P_3 \subset P_2$ with $P_1 \neq P_2$ we have

$$\sum_{\emptyset} \int_{P_1(Q)\backslash G(\mathbb{A})} F^1(x, T) \sigma_2^2(H_{P_1}(x) - T) \left| k_{\emptyset,1,2,3}(x) \right| \, dx \leq \mu(f)(1 + \|T\|)^r e^{-d(T)}.$$

For that we use Corollary 6.11 (applied to suitable left translates of $f$) to obtain

$$\left| k_{\emptyset,1,2,3}(x) \right| \leq e^{-\langle \tilde{\xi}_3, T \rangle} e^{-\langle \tilde{\xi}_3 \eta_\emptyset, H_0 - T \rangle} \sum_{\eta \in M_3(Q)\mathfrak{T}} \sum_{\emptyset \mathfrak{c} \subset \mathfrak{a}} \int_{N_3(\mathbb{A})} \left| (f \ast X_{\nu})(x^{-1} \eta \nu x) \right| \, d\nu,$$

provided that $F^1(x, T) \sigma_2^2(H_{P_1}(x) - T) = 1$, where $\emptyset$ is the coarse class containing $\emptyset$. Taking into account Remark 4.9 and (37), the rest of the argument proceeds as in the proof of Theorem 5.1. \qed

We continue to write $J_{\emptyset}^T(f)$ for the value at $T$ of the polynomial $J_{\emptyset}^T(f)$, even if $d(T) \leq d_0$.

Corollary 7.2. For any $T \in \mathfrak{a}_0$,

$$f \mapsto \sum_{\emptyset \in \mathfrak{D}} \left| J_{\emptyset}^T(f) \right|$$

is a continuous seminorm on $C(G(\mathbb{A})^1)$. On $C(G(\mathbb{A})^1; K)$ this seminorm is bounded by $c(T) \text{level}(K)^s \| \cdot \|_{G(\mathbb{A})^1,t}$ for a constant $c(T)$ and positive integers $s, t$ that do not depend on $K$.

Proof. By extrapolation, it is enough to prove this for $d(T) > d_0$. The claim follows immediately from Theorem 7.1 and the fact (see (3)) that

$$\sum_{\emptyset \in \mathfrak{D}} \int_{G(Q)\backslash G(\mathbb{A})_{T \geq T}} \left| k_{\emptyset}(x) \right| \, dx$$

is a continuous seminorm on $C(G(\mathbb{A})^1; K)$. \qed
Remark 7.3. Motivated by [Art86, §8], we may consider instead of the equivalence relation $\sim$ on $G(\mathbb{Q})$, the slightly finer relation $\sim'$ if $\delta = g\gamma g^{-1}$ for some $g \in G(\mathbb{Q})G_{\sigma}(\mathbb{Q})$. Thus, the $\sim'$-classes in the coarse class of a semisimple element $\sigma \in G(\mathbb{Q})$ are indexed by the geometric unipotent classes of $G_{\sigma}$ containing a rational point. In particular, in the case where $G^\der$ is simply connected, $\sim'$ coincides with $\sim$, since the centralizers of semisimple elements are then connected (cf. [Kot82, pp. 788–789]). In general, Theorem 7.1 continues to hold for the classes of $\sim'$. The proof is identical except that in the case at hand $I^u_P(\gamma)$ will be defined to be the $\sim'$-class of an element of $\gamma_s I^u_P \gamma_s (\gamma_u)$. In practice, this refinement is not very essential, since in most applications of the trace formula we can reduce to the case where $G^\der$ is simply connected by considering a $z$-extension of $G$.
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