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ABSTRACT

**Motivation:** The precise diagnosis of the major subtypes, lung adenocarcinoma and lung squamous cell carcinoma, of non-small-cell lung cancer is of practical importance as some treatments are subtype-specific. However, in some cases diagnosis via the commonly-used method, that is staining the specimen using immunohistochemical markers, may be challenging. Hence, having a computational method that complements the diagnosis is desirable. In this paper, we propose a gene signature for this purpose.

**Results:** We developed an expression-based method that systematically suggests a huge set of candidate gene signatures and finds the best candidate. By applying this method to a training set, the optimal gene signature was found by considering close to 765 billion candidate signatures. The 8-gene signature found for classifying the 2 aforementioned subtypes comprises TP63, CALML3, KRT5, PKP1, TESC, SPINK1, C9orf152, and KRIT7. The signature achieved a high overall prediction accuracy of 0.936 when tested using 34 independent gene expression datasets obtained using different technologies and comprising 2556 adenocarcinoma and 1630 squamous cell carcinoma samples. Additionally, the signature performed well in clinically challenging cases, that is poorly differentiated tumors and specimens obtained from biopsies. In comparison with 2 previously reported signatures, our signature performed better in terms of overall accuracy and especially accuracy of classifying lung squamous cell carcinoma.

**Conclusions:** Our signature is easy to use and accurate regardless of the technology used to obtain the gene expression profiles. It performs well even in clinically challenging cases and thus can assist pathologists in diagnosis of the ambiguous cases.
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Introduction

Lung cancer has been historically divided into 2 main types: small-cell lung carcinoma and non-small-cell lung carcinoma (NSCLC), which accounts for approximately 80% of lung cancers.1 NSCLC has 2 major subtypes, that are lung adenocarcinoma (LUAD) and squamous cell carcinoma (LUSC).2 Over the past decade or so several therapeutic options have been discovered that can only be used to treat patients with specific NSCLC subtypes.3 This has elevated the importance of precise diagnosis of LUAD and LUSC. Such diagnoses are usually done using immunohistochemistry.1,4 However, since in most cases a small specimen obtained using a biopsy is used for diagnosis,2 precise classification of these subtypes may be difficult in some patients, especially in poorly differentiated cases.5 Thus, having a computational tool to complement diagnosis through immunohistochemistry can be beneficial. Additionally, such a computational method may be helpful in discovering new markers for immunohistochemical diagnosis of LUAD/LUSC6 and possibly even shed light on the differences of the 2 subtypes at the molecular level. For these reasons, several expression-based methods have recently been proposed to find gene signatures that can be used to distinguish LUAD and LUSC samples. In the following paragraphs we briefly summarize some of the previously published studies on this topic.

Employing differential gene expression analysis, Hou et al7 identified a 50-gene signature for LUAD/LUSC classification and tested it on one independent dataset. Using a method based on the nearest shrunken centroid classification algorithm, Charkiewicz et al8 discovered a 53-gene signature for LUAD/LUSC classification and tested it on a single dataset. Huang et al9 employed 3 different methods and reported high classification accuracies for the 3 methods. Employing a machine learning algorithm and using microarray data for training, Wu et al10 discovered a 5-gene signature and tested their method/signature on RNA-Seq data from The Cancer Genome Atlas (TCGA). Su et al11 used a few machine learning algorithms and discovered different signatures with different numbers of genes. They showed that a 13-gene signature, found using a random forest algorithm, performed best and had a good performance when applied to the TCGA data.

The methods mentioned above tested their signatures on 1 or 2 independent datasets. However, a signature obtained using a particular dataset may not perform well when applied to others. This is because, due to batch effects, the expression data obtained using different platforms/technologies are generally
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not comparable to each other. Fortunately, the within-sample relative gene expression orderings are not expected to be affected by the batch effects. Thus, one can discover a gene signature with a robust performance consisting of a pair of genes whose expression levels switch ordering between LUAD and LUSC. Using this idea, Li et al found a signature comprising 2 genes KRT5 and AGR2, and classified a sample as LUAD (LUSC) if the expression level of KRT5 was lower (higher) than that of AGR2. Li et al discovered their signature by considering sets of 2 oppositely regulated genes, that is 1 significantly up- and 1 significantly down-regulated genes. (Here, and in the rest of the paper, down/up-regulated means lower/higher expression level in LUAD in comparison with LUSC). Girard et al also proposed a signature consisting of 21 pairs of oppositely regulated genes. However, they used a correlation-based scoring system to classify LUAD versus LUSC, that is they classified a sample as LUAD if its 42-gene expression profile had a higher correlation with the mean expression profile of LUAD than with that of LUSC (a nearest neighbor approach). The 42-gene signature of Girard et al performed well when tested on many datasets.

Some of the aforementioned methods have achieved high classification accuracy (ACC), defined as the number of correct diagnoses divided by the total number of patients. However, improvement is still desirable and helpful as even a modest increase in diagnosis accuracy could have major implications for some patients in terms of treatment. On the other hand, signatures with fewer genes (but with the same high accuracy) are more helpful for finding new drug targets because they narrow down the candidate genes. Therefore, it is desirable to find a new signature with high accuracy and a smaller number of genes.

In this paper we report a simple gene selection approach for discovering a more accurate signature that comprises the same number of highly up- and down-regulated genes. The method of discovery, which is explained in detail in Methods, is summarized as follows. First, using a training set, we identified the list of highly differentially expressed genes (HDEGs) between LUAD and LUSC. We then ranked the \( N \) identified HDEGs, in ascending order, based on their false discovery rates (FDRs). To find the optimal \( 2n \)-gene signature, that is consisting of \( n \) up- and \( n \) down-regulated genes, the top \( n \) genes in the list were then chosen as the first half of the signature. To identify the second half, we considered the set of \( N-n \) genes ranked lower than \( n \) th, and found all of its \( n \)-gene subsets whose members were oppositely regulated with respect to the top \( n \) genes. Each of these \( n \)-gene subsets were then added to the top \( n \) genes, creating a candidate \( 2n \)-gene signature. Using a correlation-based scoring system equivalent to that of Girard et al (see Methods for details), we then calculated the ACC for all the resulting candidate \( 2n \)-gene signatures and identified the one with maximum ACC. The most accurate \( 2n \)-gene signature was identified for each possible value of \( n \). We found that, among these signatures, the one corresponding to \( n = 4 \) gave the best results while having the lowest number of genes, that is we found an 8-gene signature.

We tested our 8-gene signature using 34 additional datasets (including the TCGA data; see Table 1) comprising 2556 (1630) LUAD (LUSC) samples and observed an overall high classification accuracy of 0.936. The signature performed well in cases that might be clinically difficult to classify, that is poorly differentiated samples and specimens obtained from biopsies. A comparison between our signature with those of Girard et al and Li et al indicated that our signature outperforms both signatures in terms of overall prediction accuracy and especially prediction accuracy of LUSC, while having a smaller number of genes in comparison with the signature of Girard et al. Based on these results we believe our signature can assist pathologists in diagnosis of LUAD/LUSC.

### Methods

**Experimental data**

TCGA\textsuperscript{12,13} data (raw counts) for LUAD and LUSC primary tumors were downloaded from the data portal of the Genomic Data Commons (https://portal.gdc.cancer.gov/) of the National Cancer Institute.\textsuperscript{14} For very rare cases in which multiple tumor samples were available for the same patient, we used only one of the tumor samples. Genes with zero counts across all samples were removed. However, since the data still contained many zeros, a pseudocount of 1 was added to the raw counts before normalization (using DESeq\textsuperscript{215} and log-transformation).

Additional LUAD/LUSC datasets were found by either searching the Gene Expression Omnibus (GEO) database\textsuperscript{16} directly, or by searching the previously published literature on this topic. Initially, we searched for datasets including at least 10 samples of each of the 2 subtypes. However, since the identified datasets included insufficient poorly differentiated samples to draw a reliable conclusion, datasets containing poorly differentiated samples from only one of the subtypes were also included in the study. Our search identified 34 GEO datasets that are given in Table 1. For these datasets, the normalized expression levels were downloaded from the GEO. If not already in log scale, the expression levels were log-transformed. For each platform, the mapping between probe-set IDs and gene IDs (or symbols) were performed using the corresponding annotation file in GEO. If more than 1 probe-sets mapped to a gene, the expression level of the gene was computed by averaging those of the corresponding probe-sets. Also, to be able to compare the TCGA data with those from GEO, Ensembl IDs were mapped to Entrez gene IDs using BioMart\textsuperscript{17} as implemented in R. If more than 1 Ensembl IDs were mapped to an Entrez ID, their expression levels were averaged.

The dataset GSE41271\textsuperscript{18} was employed for training and the rest of the datasets were used for testing. We chose GSE41271 as the training set because it is the largest dataset (containing
Table 1. Datasets used in this study.

| Dataset      | $N_{LUAD}^*$ | $N_{LUSC}^*$ | $N^*$ |
|--------------|--------------|--------------|-------|
| GSE10245     | 40           | 18           | 58    |
| GSE115457    | 40           | 30           | 70    |
| GSE11969     | 90           | 35           | 125   |
| GSE14814     | 71           | 52           | 123   |
| GSE16534     | 21           | 22           | 43    |
| GSE17710     | 0            | 56           | 56    |
| GSE18842     | 14           | 31           | 45    |
| GSE19188     | 45           | 27           | 72    |
| GSE2109      | 35           | 39           | 74    |
| GSE21933     | 11           | 10           | 21    |
| GSE26939     | 116          | 0            | 116   |
| GSE28571     | 50           | 28           | 78    |
| GSE29013     | 30           | 25           | 55    |
| GSE30219     | 85           | 61           | 146   |
| GSE31546     | 16           | 0            | 16    |
| GSE3157      | 30           | 0            | 30    |
| GSE31799     | 29           | 20           | 49    |
| GSE33532     | 40           | 16           | 56    |
| GSE37745     | 106          | 66           | 172   |
| GSE41271     | 183          | 80           | 263   |
| GSE42127     | 133          | 43           | 176   |
| GSE43580     | 77           | 73           | 150   |
| GSE44170     | 0            | 38           | 38    |
| GSE4573      | 0            | 130          | 130   |
| GSE50081     | 127          | 42           | 169   |
| GSE5828      | 0            | 59           | 59    |
| GSE5843      | 48           | 0            | 48    |
| GSE58661     | 38           | 36           | 74    |
| GSE60644     | 77           | 22           | 99    |
| GSE68465     | 443          | 0            | 443   |
| GSE8569      | 30           | 36           | 66    |
| GSE8894      | 61           | 72           | 133   |
| GSE94601     | 102          | 30           | 132   |
| TCGA          | 513          | 501          | 1014  |

*a* $N_{LUAD}$ and $N_{LUSC}$ are respectively the numbers of the LUAD and LUSC samples. $N$ denotes the total number of samples.

b*GSE41271 was used for training.

cThese datasets include information regarding the degree of differentiation of at least some of the samples.

dSamples obtained from biopsies.

Sample scoring and classification

This section describes how we score and classify samples provided a gene signature is given. The gene selection procedure, that is the method we used for discovering the optimal $2n$-gene signature, is explained in the next section. Suppose a $2n$-gene signature, containing $n$ up- and $n$ down-regulated genes, and a training dataset containing LUAD/LUSC samples are given. Let $E_{ij}$ be a $2n \times 1$ vector whose $j$th element, $E_{ij}$, is the log-transformed expression value of the $j$th gene in the sample $i$. The score of sample $i$ is defined as $S_i = r(E_i, E_{AD}^0) - r(E_i, E_{SC}^0)$.

Here $E_{AD}^0$ and $E_{SC}^0$ are respectively the average expression vectors of the $2n$ genes in LUAD and LUSC calculated using the training dataset, and $r(X,Y)$ denotes the correlation between $X$ and $Y$. We classify sample $i$ as LUSC if $S_i < 0$, otherwise the sample is classified as LUAD. In other words, to classify the sample, we use a nearest neighbor approach.

The score defined above can be calculated in a simpler manner. To this end, let us also introduce the centered expression vector $\bar{E}_i$ whose elements are given by $\bar{E}_i = E_i - \bar{E}_{AD}$, where $E_{AD}$ denotes the average of expression levels of the $2n$ genes in LUAD and LUSC. We note that $r(\bar{E}_i, E_{AD}^0) = (\bar{E}_i, \bar{E}_{AD}^0)/(|\bar{E}_i||\bar{E}_{AD}^0|)$. Here $|\cdot|$ denotes the norm of $\cdot$.

Here $\langle \cdot, \cdot \rangle$ is the dot product of $\bar{E}_i$ and $E_{AD}^0$, and $\bar{E}_{AD}^0$ is the centered vector corresponding to $E_{AD}^0$. Considering a similar relation for $r(\bar{E}_i, E_{SC}^0)$, one can show the alternative score $s_i$ defined below, is proportional to $S_i$.

$$s_i = r(E_i, E_{AD}^0)^T (\bar{E}_{AD}^0 E_{AD}^0)^{-1} S_i,$$  \hspace{1cm} (1)

where

$$E_0 = \frac{E_{AD}^0}{||E_{AD}^0||} - \frac{E_{SC}^0}{||E_{SC}^0||}.$$  \hspace{1cm} (2)

both LUAD and LUSC samples) among the GEO datasets we found. Since, among the identified 34 datasets, TCGA is the only one containing samples obtained from RNA-Seq, we did not use it as the training set to be able to test our signature on RNA-Seq as well as microarray data. Consisting of 183 LUAD and 80 LUSC samples, our training set may seem too small compared to the testing set (comprising 2556 LUAD and 1630 LUSC samples). However, classifiers trained on too-small datasets are usually overfitted, that is their prediction accuracy for the testing set is significantly lower than that for the training set. As we show in the Results section, we observed almost equal accuracies for the training and testing sets, indicating the appropriateness of the size of the training set. To provide further support for the suitability of our training set, we also note that the previously published signatures (that have been tested on a large number of samples) have used the same, or a smaller training set.
In other words, equation (1) is equivalent to the scoring method of Girard et al. However, it has the advantage of introducing only one reference expression ($E_0$) rather than 2 ($E_{AD}^0$ and $E_{SC}^0$).

Finding the gene signature

A 2-step gene selection procedure was employed to find the optimal gene signature. The required steps, which are explained below, are depicted in Figure 1.

Identifying and ranking HDEGs. Given the expression profiles of LUAD and LUSC samples in the training dataset, a gene was considered an HDEG if: (1) there was a statistically significant difference between the log-transformed expression levels of the gene in LUAD and LUSC and (2) the absolute value of this difference was larger than 2 (ie, there was a larger than 4 fold change). Specifically, for each gene, we first used the Wilcoxon rank-sum test to assess the statistical significance of differential expression (comparing the log-transformed expression levels of the gene in the LUAD samples with those in LUSC samples). The Benjamini–Hochberg procedure was then employed to correct for multiple hypotheses testing with an FDR cutoff of 0.01. For each gene, we then calculated the average log-transformed expression level of the gene in the LUAD samples and the LUSC samples (using the Wilcoxon rank-sum test). The identified HDEGs were then ranked, in ascending order, based on their FDRs. In rare cases 2 or more genes had the same FDRs. To break the tie, we used the fold change, that is, we ranked the tied genes, in descending order, based on their fold changes.

Finding the gene signature with the highest ACC. The most statistically significant HDEGs are expected to have the most discriminative power. Thus, we chose the top $n$ genes in the ranked list of HDEGs as the first half of the signature. To find the second half, we considered all possible subsets of the remaining $N - n$ genes that contained $n$ genes oppositely regulated relative to the top $n$. In other words, if the first half of the signature (the top $n$) contained $k$ up- and $m$ down-regulated genes, among the bottom $N - n$ we found all sets of $n$ genes comprising $m$ up- and $k$ down-regulated genes. We then added the top $m$ genes to each of these subsets to find all possible $2n$-gene signatures containing the top $n$ genes, which resulted in $\binom{K-k}{m} \binom{M-m}{k}$ candidate signatures. Here $K$ is the number of up-regulated and $M$ is the number of down-regulated HDEGs ($K + M = N$). Using each candidate signature and employing Eq. 1, the samples in the training set were then scored and classified as LUAD (LUSC) if their scores were non-negative (negative). Finally, the ACC for each candidate signature was computed and the best-performing $2n$-gene signature was identified as the one with the highest ACC. This procedure was performed for all possible values of $n$, that is $n = 1, 2, \ldots, \min(K, M)$, where $\min(K, M)$ is the smaller of $K$ and $M$. The best performing $2n$-gene signatures were then compared to each other to find the optimal $n$ and so the optimal gene signature.

Figure 1. The signature discovery procedure. The steps taken to find the best performing $2n$-gene sets are depicted. The optimal gene signature is then identified by finding the $n$ for which ACC is maximized.
Results
Finding the gene signature
We employed the approach described in Methods for discovering a gene signature comprising equal numbers of up- and down-regulated genes. Using GSE41271 dataset as the training set, we first identified $N = 121$ HDEGs consisting of $M = 90$ down- and $K = 31$ up-regulated genes. The HDEGs were then ranked based on their FDRs, generating a ranked list of genes (Supplemental Table S1). All possible $2^n$-gene signatures ($n = 1, 2, …, 31$) were then identified (close to 765 billion candidate gene signatures). Using each candidate signature the samples in the training set were classified and $\text{ACC}_{\text{AD}}$, sensitivity (fraction of LUAD samples classified correctly; denoted by $\text{ACC}_{\text{AD}}$), and specificity (fraction of LUSC samples classified correctly; denoted by $\text{ACC}_{\text{SC}}$) were calculated. Given the large number of gene combinations considered when $n > 5$, we noticed that more than 1 $2^n$-gene signatures achieved the maximum $\text{ACC}$, that is some signatures were tied. For a given $n > 5$, among the tied $2^n$-gene signatures, we picked the one with the lowest difference between $\text{ACC}_{\text{AD}}$ and $\text{ACC}_{\text{SC}}$ to have a more balanced prediction accuracy. If there were still tied signatures, we chose the one whose members had the lowest sum of ranks, that is we summed the ranks (Supplemental Table S1) of the genes in each signature and picked the one corresponding to the smallest sum.

The maximum achieved ACC (for the training dataset) is plotted as a function of $n$ in Figure 2. Also shown in the figure are plots of $\text{ACC}_{\text{AD}}$ and $\text{ACC}_{\text{SC}}$ as functions of $n$. The optimal point is $n = 4$ that is the lowest $n$ for which the ACC is maximized and $\text{ACC}_{\text{AD}} - \text{ACC}_{\text{SC}}$ is minimized.

Biological relevance of the signature
To provide evidence supporting the relevance of the identified 8 genes to lung cancer, we first conducted a literature search trying to find publications relating these genes to this cancer. We found that 5 out of the 8 genes (TP63, KRT5, CALML3, PKP1, and SPINK1) were among the list of known lung cancer genes reported by Girard et al.\textsuperscript{5} On other hand, KRT7 has been found to be a biomarker of LUAD.\textsuperscript{20} Additionally, it has been reported that elevation of TESC in NSCLC intensifies cancer stem cell properties and inactivation of TESC has been suggested as a way to improve current therapeutic strategies for lung cancer.\textsuperscript{21} Also, 2 of the genes (KRT5 and TP63) are routinely used for immunohistochemical diagnosis of LUAD/LUSC,\textsuperscript{5} and CALML3 has been recently shown to perform as well as the commonly used immunohistochemical markers.\textsuperscript{4} We did not find literature support for involvement of C9orf152 in NSCLC. However, this does not mean that C9orf152 has no role in this cancer. Our method/signature suggests C9orf152 as a potentially new lung cancer gene to be investigated experimentally.

As an indirect evidence of biological relevance of our signature, we looked at the relation between the scores of the samples and their degrees of differentiation (tumor grades). Among datasets used in this study (Table 1), there are 15 datasets reporting tumor grades for some or all samples. Since these datasets have too few samples with certain grades, to increase statistical power, we pooled the data together and formed 2 combined datasets one for LUAD and one for LUSC. Numerical values were then assigned to the tumors based on their grades, that is 1 for “poorly differentiated,” 2 for...
Table 2. The 8 genes in the signature and their corresponding weights, FDRs, and fold changes.

| Gene symbol | Weight   | FDR        | Fold change |
|-------------|----------|------------|-------------|
| TP63        | -0.662   | 1.8×10^-24 | 44.2        |
| CALML3      | -0.683   | 2.5×10^-24 | 126.1       |
| KRT5        | -0.872   | 2.5×10^-24 | 58.3        |
| PKP1        | -0.138   | 2.5×10^-24 | 5.6         |
| TESC        | 0.597    | 6.7×10^-18 | 10.2        |
| SPINK1      | 0.768    | 5.6×10^-17 | 8.1         |
| C9orf152    | 0.534    | 3.0×10^-16 | 21.2        |
| KRT7        | 0.456    | 5.8×10^-12 | 32.0        |

The top-4 (bottom-4) genes are down-regulated (up-regulated).

“moderate to poorly differentiated,” 3 for “moderately differentiated,” 4 for “moderately well differentiated,” and 5 for “well differentiated.” For LUAD and LUSC respectively the number of samples in each category is given in Supplemental Tables S2 and S3. We then calculated the rank correlation, measured by Kendall’s τ, between the sample scores and their numerical grades for each subtype. The results, τ = 0.15 for LUAD (p = 2×10^-9) and τ = -0.10 for LUSC (p = 7×10^-3), indicated weak, but statistically significant, correlations. Note that τ > 0 for LUAD and τ < 0 for LUSC, indicating that in both subtypes the correctly classified samples with higher scores, in terms of absolute value, are more likely to have higher degrees of differentiation, an observation also made by Girard et al.5

The overlap between our signature and those reported in the literature (see Introduction) was also investigated. We found that our signature shares KRT5/TP63/PKP1/CALML3/TESC/SPINK1 with the 42-gene signature of Girard et al,5 KRT5 with the 2-gene signature of Li et al,6 KRT5/TESC/KRT7 with the 53-gene signature proposed by Charkiewicz et al,8 KRT5 with the 5-gene signature of Wu et al,10 CALML3 with the 13-gene signature discovered by Su et al,11 and CALML3/PKP1/TP63 with the 50-gene signature of Hou et al.7

Testing the gene signature

The 8-gene signature was tested on 34 independent datasets, that is all datasets in Table 1 except for GSE41271 that was used for training. Specifically, we employed our signature (Table 2) in conjunction with equation (1) to score all samples in the 34 testing datasets. In some samples, the expression values for some of the 8 genes were missing. Thus, we ignored such genes when calculating the score of samples with missing expression values. In other words, the correlations were calculated using only genes in the signature that were also present in the sample being classified. The scores were then used to classify the samples and the 3 performance measures, that is ACC, ACC<sup>AD</sup>, and ACC<sup>SC</sup>, were calculated. In this section we first discuss how our signature did overall and then focus on its performance in special cases, that is poorly differentiated samples, specimens obtained using biopsies, and formalin fixed paraffin-embedded (FFPE) specimens.

Overall performance. The 3 performance measures, plotted in Figure 3, and given in Supplemental Tables S4-S6, indicate overall good performance across all datasets, although some variability in the performance measures is observed (we address this issue below). To get a better sense of the overall performance of the signature, we pooled the scores of all samples from all testing datasets. Such integration, which has also been done by Girard et al1 and Li et al,6 is possible because the scores are correlation-based, and so they are comparable across different datasets. The distributions of LUAD and LUSC scores of all samples in the testing data are shown in Figure 4. The figure shows that a threshold of zero generally works well although the 2 distributions have long tails. The pooled scores were used to compute the overall performance measures that were ACC<sub>all</sub> = 0.936, ACC<sub>all</sub><sup>AD</sup> = 0.951, and ACC<sub>all</sub><sup>SC</sup> = 0.912, demonstrating overall good performance. In comparison, for the training set we obtained ACC<sub>train</sub> = 0.939, ACC<sub>train</sub><sup>AD</sup> = 0.956, and ACC<sub>train</sub><sup>SC</sup> = 0.900.

Although Figure 3 shows good performance across all datasets, some variability in ACC<sup>AD</sup> and ACC<sup>SC</sup> is observed from dataset to dataset. To argue that this level of variability is acceptable we note that:

1. Variability in the results has also been reported by other studies that have tested their signature on multiple datasets.5,6 In fact, the variability in our results is smaller than those reported in these studies (see Girard et al5 and Li et al6 and the “Performance comparison” section).
2. All ACC<sup>AD</sup> s are larger than 0.80 and the vast majority of them (83%) are larger than ACC<sub>all</sub><sup>AD</sup> = 0.05, where ACC<sub>all</sub><sup>AD</sup> = 0.951 is the overall ACC<sup>AD</sup> reported above. Similarly, all ACC<sup>SC</sup> s are larger than 0.80 and 79% of them are larger than ACC<sub>all</sub><sup>SC</sup> = 0.05, indicating that in most cases the variability is small.
3. For datasets containing a small number of samples, low accuracy may be just due to chance. For example, GSE21933 contains only 11 LUAD samples. Our signature correctly classified 9 out of 11 resulting in ACC<sup>AD</sup> = 0.818, one of the lowest reported in Figure 3. However, if ACC<sub>all</sub><sup>AD</sup> = 0.951 is truly the prediction accuracy, there is an 8.4% chance (calculated using binomial distribution) that randomly picking 11 LUAD samples will result in ACC<sup>AD</sup> = 0.818. Thus, we cannot reject the hypothesis that the low accuracy in this case is due to chance.
Poorly differentiated cases. Poorly differentiated samples are sometimes difficult to classify using immunohistochemistry, and so it is particularly important to assess the performance of our signature when these samples are concerned. We used the 15 aforementioned datasets containing tumor grade information for this assessment (see Table 1 and Supplemental Tables S2 and S3). Specifically, we partitioned the samples in these datasets into 2 groups with the poorly differentiated samples in the first group (containing 326 / 174 LUAD/LUSC samples), and the rest of the samples in the second group (containing 560 / 268 LUAD/LUSC samples). The proposed signature was then employed to classify the samples in both groups. The results, shown in Figure 5, indicate lower ACC_AD and ACC_SC in poorly differentiated samples compared to those in not-poorly differentiated samples. However, the differences are not large (only a 3% decrease in ACC_AD and a 9% decrease in ACC_SC ) and the overall accuracy of ACC = 0.890 still indicates good performance.

Among the poorly differentiated samples, the 23 (19 LUAD and 4 LUSC) samples from GSE94601 are of particular interest because they were reclassified (from large cell lung carcinoma) as LUAD/LUSC according to WHO2015 criteria, whereas the rest of the samples were classified using WHO2004 criteria. Thus, the performance of the signature was also assessed specifically for these 23 samples. The signature correctly classified all 19 LUAD samples (ACC_AD = 1.000), but misclassified 2 of the 4 LUSC samples (ACC_SC = 0.500). The low ACC_SC, however, may be due to chance because
the number of LUSC samples (4) is too small. To examine this hypothesis, we calculated the probability of obtaining $\text{ACC}_{SC} = 0.5$ if 4 samples were randomly picked from the 170 LUSC samples classified using WHO2004 criteria (all poorly differentiated LUSC samples but the 4 from GSE94601). This probability ($p = 0.14$) was well above the commonly used thresholds (0.01 or 0.05) for statistical significance assessment, indicating that the hypothesis that the bad performance was due to chance cannot be rejected. Simply, a larger number of samples is needed to draw a conclusion regarding the performance of our method when it comes to poorly differentiated LUSC samples classified according to WHO2015.

**Specimens obtained from biopsies.** Specimens obtained from biopsies are sometimes difficult to classify clinically. We found only one publicly available dataset containing such samples that is GSE58661. The rest of datasets have been obtained using surgical resection. As seen from Figure 3 and Supplemental Tables S4-S6, the signature performed well in classifying these samples with $\text{ACC}_{AD} = 0.947$ and $\text{ACC}_{SC} = 0.889$ that are only slightly lower than the overall values $\text{ACC}_{all} = 0.951$ and $\text{ACC}_{SCall} = 0.912$ mentioned above. In fact, in comparison with GSE58661, many datasets used for testing have lower $\text{ACC}_{AD}$ and/or $\text{ACC}_{SC}$ (Supplemental Tables S5 and S6). Thus we conclude that the performance of the signature does not significantly depend on whether the specimen has been obtained using a biopsy or surgical resection.

**FFPE specimens.** Two of the datasets included in this study contain FFPE samples: GSE29013 and GSE44170. Our signature performed very well when applied to GSE29013 with $\text{ACC} = 0.964$, $\text{ACC}_{AD} = 0.967$, and $\text{ACC}_{SC} = 0.960$. For GSE44170, containing only LUSC samples, we obtained $\text{ACC}_{SC} = 0.921$ that is larger than the overall $\text{ACC}_{SCall} = 0.912$.

(Figure 3 and Supplemental Tables S4-S6).

**Discrepant cases**

Our 8-gene signature achieved an overall high ACC when applied to the testing set. However, there were some discrepant cases for which classification using our signature did not agree with the reported classification by pathologists. To understand how the discrepant (misclassified) samples differ from the correctly classified ones, we looked at the expression levels of the LUAD markers NKX2-1 and NAPSA as well as those of the LUSC markers KRT5 and TP63. These genes were chosen because they are among the best markers for immunohistochemical diagnosis of LUAD/LUSC.5,22,23 Note that since the expression levels of a gene in different datasets may not be comparable, the samples from different datasets were not pooled for this analysis, that is each dataset was analyzed separately. For each of the 34 testing datasets, the samples were grouped in 4 sets: (1) correctly classified LUAD samples (LUAD-confirmed), (2) misclassified LUAD samples (LUAD-missed), (3) correctly classified LUSC samples (LUSC-confirmed), and (4) misclassified LUSC samples (LUSC-missed). In all datasets (except TCGA) at least one of the misclassified sets included too few (fewer than 10) samples for a reliable analysis. Thus, to have a reliable statistical significance assessment, we limited this analysis to the TCGA data with 20 LUAD and 29 LUSC misclassified samples. Specifically, the expression levels of the aforementioned 4 marker genes were compared in the 4 groups formed from the TCGA data. The results of these comparisons are given in Figure 6 and the corresponding $p$-values, calculated using the Wilcoxon rank-sum test, are given in Supplemental Table S7.
As expected, Figure 6 shows that the expression levels of LUAD markers (NKX2-1, NAPSP) are higher in the LUAD-confirmed set than those in the LUSC-confirmed set. Conversely, the figure indicates LUSC markers (KRT5, TP63) have higher expression levels in the LUSC-confirmed set compared with those in the LUAD-confirmed set. Expectedly, these differences are highly statistically significant with the \( P \)-values being smaller than \( 10^{-100} \) (Supplemental Table S7). If the samples in the LUAD-missed and LUSC-missed sets are truly misclassified by our signature, one expects to observe significantly higher expression levels of LUAD (LUSC) markers in the LUAD-missed (LUSC-missed) set. However, the figure shows the opposite pattern, that is, it indicates significantly higher expression levels for LUSC markers (KRT5 and TP63) in the LUAD-missed set when compared with those in the LUSC-missed set (\( P(KRT5) = 1 \times 10^{-3} \) and \( P(TP63) = 5 \times 10^{-8} \); see Supplemental Table S7). Given these results and the fact that these 2 genes are among the 8 genes in the signature, it is not surprising that our method has classified the LUAD-missed samples as LUSC and the LUSC-missed samples as LUAD. The figure also indicates unexpected higher expression levels of LUAD markers (NKX2-1, NAPSP) in the LUSC-missed set compared with the LUAD-missed set, although these differences are not statistically significant (Supplemental Table S7). These observations suggest that some of the discrepant samples may have been misdiagnosed by the pathologists and that the ACC of our signature may be higher than what was reported in the previous section. The possibility of misdiagnosis by pathologists is exactly why a signature like ours may be helpful.

It is important to note that, although KRT5, TP63, NKX2-1, and NAPSP are among the best markers for immunohistochemical diagnosis, the expression level of any one of these genes cannot be individually used as a computational tool for reliable classification. This is because: (1) as shown in the figure, there are many outliers (circles in the figure), and more importantly (2) classification requires a cutoff, and a universal cutoff that works well for different datasets is not possible to find because of batch effects. That is why our approach uses a signature comprising multiple pairs of oppositely regulated genes.

Performance comparison

We compared the performance of our 8-gene signature with those of the signatures proposed by Girard et al. and Li et al. These 2 signatures were chosen for a couple of reasons. First, they are the only ones among signatures cited in this paper that have been tested on multiple datasets. Second, the signature (and classification method) of Girard et al. is the most accurate we have seen and that of Li et al. uses the lowest number of genes reported in the literature. Finally, like our signature, these 2 contain the same number of up- and down-regulated genes. We used the 34 testing datasets and computed the ACCs, \( \text{ACC}_{\text{AD}} \), and \( \text{ACC}_{\text{SC}} \), for the 3 signatures. The results, given in Supplemental Tables S4-S6, show that none of the 3 signatures outperforms the others in all datasets. Thus, to evaluate the overall performance of the 3 signatures, we decided to compare them using the previously mentioned pooled scores. To assess the statistical significance of the differences between the performance measures the McNemar’s test was used, that is all \( P \)-values mentioned in this section were calculated using this test.

Comparison with the signature of Girard et al. The performance measures for both signatures were calculated for all samples as well as all poorly differentiated samples using the pooled scores.
Table 3. Comparison with the signature of Girard et al.

|      | Signature | ACC  | ACCAD | ACCSC |
|------|-----------|------|-------|-------|
| All  | Our sig.  | 0.936| 0.951 | 0.912 |
|      | Girard    | 0.927| 0.951 | 0.888 |
| PD   | Our sig.  | 0.890| 0.936 | 0.805 |
|      | Girard    | 0.854| 0.896 | 0.776 |
| Biopsy | Our sig. | 0.919| 0.947 | 0.889 |
|      | Girard    | 0.919| 0.974 | 0.861 |
| FFPE | Our sig.  | 0.946| 0.967 | 0.936 |
|      | Girard    | 0.935| 0.933 | 0.936 |

Abbreviation: PD, poorly differentiated.

For each category, the number of LUAD and LUSC samples are respectively given in parentheses.

and the results are given in Table 3. As the table indicates, when considering all samples, our signature performs better than Girard’s in terms of ACCSC (\( p = 4.3 \times 10^{-5} \)) and ACC (\( p = 5.6 \times 10^{-3} \)), while having the same ACCAD. In the clinically important case of poorly differentiated samples, on the other hand, we achieve higher ACCAD (\( p = 1.6 \times 10^{-5} \)) and ACC (\( p = 2.0 \times 10^{-5} \)). In this case our ACCSC is also higher, but the difference is not statistically significant (\( p = 3.3 \times 10^{-1} \)). For completeness, in Table 3 we have also compared the performance measures for the pooled FFPE samples (GSE29013 GSE44170) and biopsy samples (GSE58661). Although there are some differences between some of the performance measures, they are not statistically significant (all \( p \geq 0.5 \)), indicating that the 2 signatures perform comparably in these 2 cases (FFPE and biopsy samples).

The improvements reported in Table 3 are modest, but one should keep in mind that: (1) given the large number of lung cancer patients, even a modest improvement can help some patients in terms of getting the right treatment, and (2) our signature includes significantly fewer genes than that of Girard’s (8 vs 42). Additionally, when applied to individual datasets, our signature performs more robustly than Girard’s, resulting in less variable ACCSC (Supplemental Tables S4-S6). To demonstrate this, we calculated the standard deviations of the 3 performance measures and found \( \sigma(\text{ACC}_{\text{SC}}) = 0.121 \), \( \sigma(\text{ACC}_{\text{AD}}) = 0.047 \), \( \sigma(\text{ACC}_G) = 0.108 \), \( \sigma(\text{ACC}_{\text{SC}}) = 0.062 \), \( \sigma(\text{ACC}_{\text{AD}}) = 0.055 \), and \( \sigma(\text{ACC}) = 0.045 \). Here \( \sigma \) denotes standard deviation, and subscript \( G \) shows that the value has been calculated using the Girard signature. These values indicate a comparable \( \sigma \) for ACCAD, but a larger variability in ACCSC (and consequently in ACC) when the Girard’s signature is used.

Comparison with the signature of Li et al. We followed the same procedure to compare the performance of our signature with that of Li et al. However, since GSE30219 and GSE18842 were used by Li et al. to train their model, these datasets were excluded. Three additional samples were excluded because Li’s signature was not able to classify them due to missing expression values. The performance comparison results are given in Table 4. As indicated in the table, there are no differences in the performance measures for FFPE and biopsy samples. Considering all samples, however, the signature proposed in this paper outperforms Li’s signature in terms of ACCSC (\( p = 4.2 \times 10^{-10} \)) and ACC (\( p = 1.0 \times 10^{-6} \)), while having a comparable ACCAD. In the case of poorly differentiated samples, Table 4 again indicates our signature achieves significantly higher ACCSC (\( p = 1.2 \times 10^{-2} \)) and ACC (\( p = 1.4 \times 10^{-2} \)). (In this case our ACCAD is also slightly higher, but the difference is not statistically significant with \( p = 3.4 \times 10^{-1} \)). Additionally, our signature is more robust when applied to individual datasets (Supplemental Tables S4-S6) with \( \sigma(\text{ACC}_{\text{SC}}) = 0.062 \), \( \sigma(\text{ACC}_{\text{AD}}) = 0.055 \), and \( \sigma(\text{ACC}) = 0.045 \) compared with \( \sigma(\text{ACC}_{\text{SC}}) = 0.115 \), \( \sigma(\text{ACC}_{\text{AD}}) = 0.080 \), and \( \sigma(\text{ACC}_L) = 0.107 \). Here, the subscript \( L \) refers to Li’s signature.

Discussion

Although in most cases pathologists can easily distinguish LUAD from LUSC, the classification is sometimes difficult especially in poorly differentiated tumors and when biopsy is used to obtain the specimen. As a result many patients are not diagnosed with a specific subtype or are misdiagnosed. The fact that re-examination of the specimens sometimes results in re-classification provides evidence for possible misdiagnoses.5 Since proper treatment depends on precise classification, such misdiagnoses can have important implications for many patients. A computational method to help pathologists better classify the NSCLC subtypes (in challenging cases) is thus beneficial.

To accurately distinguish LUAD from LUSC, in this paper we propose an 8-gene signature identified using a simple gene selection method in conjunction with a correlation-based nearest neighbor classification approach. The approach is based on the observation that the relative orderings of expression levels
genes from a list of HDEGs, genes that are oppositely regulated with respect to the genes (in the ranked HDEG list) as the first half. Our results show that this overtraining can be avoided by applying the constraint that, in a \( 2n \)-gene signature, the first half must be the top \( n \) genes in the ranked HDEGs list, which guarantees the highest-ranking, most discriminating genes are included in the signature.

In this approach the two-halves of the signature are treated differently, that is the first half is fixed while the second half is chosen assuming the first half is present in the signature. To explain why this approach works, we note that the expression level of each high-ranking gene in a ranked list of HDEGs can be used to classify the samples (by ranking the samples using the expression levels, and applying an appropriate cutoff). With this approach even a single high-ranking gene can have a high discriminative power. However, such a 1-gene signature is not ideal, because in practice the cutoff is generally dataset-dependent due to batch effects. The remedy is to add a highly oppositely regulated gene, making a 2-gene signature, and to use correlation-based scores rather than expression levels to rank the samples. However, one should note that in this scenario the second gene has a secondary role of introducing a natural cutoff of zero that is not expected to be dataset-dependent.

The generalization of the approach mentioned in the previous paragraph is to use a \( 2n \)-gene signature by choosing the top \( n \) genes (in the ranked HDEG list) as the first half. An alternative approach to discovering such \( 2n \)-gene signatures is to consider all possible combinations of \( n \) up- and \( n \) down-regulated genes. However, this approach may result in signatures that are overtrained. (Additionally, this approach is prohibitively computationally expensive except for small values of \( n \).) To demonstrate this problem, we considered all possible combinations of 4 up- and 4 down-regulated genes in our HDEG list, treating the two-halves equally. We then found the 8 genes that maximized ACC in our training dataset (using the same tie breaker as before). The resulting 8-gene set had higher performance measures (when applied to the training set) than those of our 8-gene signature given in Table 2 (\( \text{ACC} = 0.951, \text{ACC}^{\text{AD}} = 0.962, \text{ACC}^{\text{SC}} = 0.925 \) compared with \( \text{ACC}_{\text{train}} = 0.939, \text{ACC}^{\text{AD}}_{\text{train}} = 0.956, \text{ACC}^{\text{SC}}_{\text{train}} = 0.900 \)). However, when this 8-gene set was applied to the testing data, the performance measures were lower than the ones obtained using our signature (\( \text{ACC} = 0.905, \text{ACC}^{\text{AD}} = 0.948, \text{ACC}^{\text{SC}} = 0.839 \) compared with \( \text{ACC}_{\text{all}} = 0.936, \text{ACC}^{\text{AD}}_{\text{all}} = 0.951, \) and \( \text{ACC}^{\text{SC}}_{\text{all}} = 0.912 \)). Our results show that this overtraining can be avoided by applying the constraint that, in a \( 2n \)-gene signature, the first half must be the top \( n \) genes in the ranked HDEGs list, which guarantees the highest-ranking, most discriminating genes are included in the signature.

Our signature is easy to use. Given a sample, the correlation between its 8-gene expression profile and the vector \( \mathbf{E}_q \) (Table 2) is calculated and the sample is classified as LUAD (LUSC) if the correlation is non-negative (negative). In addition to its ease of use, the extensive testing of our 8-gene signature demonstrated good performances across many datasets, obtained using different technologies/platforms. For example, although we used microarray data for training and discovery, good performance measures were observed when our signature was applied to RNA-seq (TCGA) data. Our signature performed well in clinically challenging cases including poorly differentiated samples and specimens obtained from biopsies. Most of the genes in our signature turned out to be known lung cancer genes and almost all of them were also included in other gene signatures published previously. However, in comparison with 2 of the most accurate signatures previously proposed, our signature had a better performance.

Table 4. Comparison with the signature of Li et al.

| Signature | ACC | ACC^{\text{AD}} | ACC^{\text{SC}} |
|-----------|-----|----------------|----------------|
| All (2456, 1536) | Our sig. | 0.935 | 0.951 | 0.910 |
| | Li | 0.918 | 0.948 | 0.869 |
| PD (321, 159) | Our sig. | 0.888 | 0.935 | 0.792 |
| | Li | 0.850 | 0.919 | 0.712 |
| Biopsy (38, 36) | Our sig. | 0.919 | 0.947 | 0.889 |
| | Li | 0.919 | 0.947 | 0.889 |
| FFPE (30, 63) | Our sig. | 0.946 | 0.967 | 0.936 |
| | Li | 0.946 | 0.967 | 0.936 |

Abbreviation: PD, poorly differentiated.
For each category, the number of LUAD and LUSC samples are respectively given in parentheses.

are not affected by batch effects, which suggests a signature containing both highly up- and down-regulated genes in conjunction with the correlation-based scoring is likely to perform well across different datasets. On the other hand, genes with more statistically significant fold changes are expected to be more discriminative for classifying LUAD versus LUSC. Thus, we devised a discovery method in which the signature has \( 2n \) genes, half of which are the top \( n \) genes from a list of HDEGs, ranked based on the statistical significance of their fold changes. The second half is found by examining a huge number of sets of \( n \) genes that are oppositely regulated with respect to the genes in the first half. For a given \( n \), the optimal gene signature is then chosen among these candidate \( 2n \)-gene sets based on their calculated ACCs.

In this approach the two-halves of the signature are treated differently, that is the first half is fixed while the second half is chosen assuming the first half is present in the signature. To explain why this approach works, we note that the expression level of each high-ranking gene in a ranked list of HDEGs can be used to classify the samples (by ranking the samples using the expression levels, and applying an appropriate cutoff). With this approach even a single high-ranking gene can have a high discriminative power. However, such a 1-gene signature is not ideal, because in practice the cutoff is generally dataset-dependent due to batch effects. The remedy is to add a highly oppositely regulated gene, making a 2-gene signature, and to use correlation-based scores rather than expression levels to rank the samples. However, one should note that in this scenario the second gene has a secondary role of introducing a natural cutoff of zero that is not expected to be dataset-dependent.
A limitation of this study is that it focuses on only the 2 major subtypes of NSCLC. Of course, there are other NSCLC subtypes and also small-cell lung carcinoma, which have not been considered in this study and cannot be classified using the 8-gene signature. (Any sample from subtypes other than LUAD and LUSC would be classified as either LUAD or LUSC). As an important note, we emphasize that the signature proposed here is not meant to replace pathologists, that is it is to be used as a tool to assist pathologists classify challenging cases that are known to be either LUAD or LUSC. Additionally, it should be noted that all studies cited in this paper have also limited their scope to these subtypes. Given the prevalence of LUAD and LUSC, gene signatures focusing on only these subtypes can still be helpful to pathologists to achieve a more accurate classification. Another limitation of this paper, and others cited here, is that most samples used for testing the signature have been classified according to WHO2004 criteria. This is because few samples classified according to WHO2015 criteria are publicly available. We tested our signature using the samples (19 LUAD and 4 LUSC) in GSE94601 that were reclassified (according to WHO2015) to either LUAD or LUSC. Our signature was 100% accurate in classifying the 19 LUAD samples. However, the number of LUSC samples is just too small to draw a conclusion in the case of the LUSC (only 4 samples). Despite these limitations, which are shared by other studies cited, the good results obtained here suggest our signature can be useful to pathologists.
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