Energy Efficient NoC design through Supervised Machine Learning
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Abstract. 3D NetworkOnChip (NoC) will provide high multi-core data processing with the minimal amount of energy consumption. It is necessary to consider the architectural limits of three-dimensional NoCs. A deep reinforced framework is proposed that uses router-less NoC for evaluation in the case study. The framework uses prior approaches that may be unreliable because of the difficulties with the design and search process, and the inflexibility that results because of space restrictions. The framework has better loop placements for networking chips with various design constraints. A Monte Carlo search tree is used to develop a Deep Neural Network that searches in parallel for a NoC design.

1. Introduction
The 3D chips are capable of providing good performance, packaging density and function at low costs, which are characteristics of 3D chips. Nocc's are integrated circuits which enable the integration of a number of cores on a chip. The building shapes comply the benefits of paradigms for unprecedented performance. While the architectures of NoC were previously prohibitive because of the wiring in planar IC’s, these were then out excelled by 3D variants of this methodology. This 2D NoC usually follows straight forward extensions of 2D NoC architectures, which does not generates all of the benefits from NoC 3D architecture technology. We've selected a topology where connections are such as vertical and horizontal. This is often difficult to get optimum performance. To maximize this objective, functions like machine learning and communication cost are used to explore a 3D Sw element architecture of NoC. Thus it reduces both latency and energy consumption. New Architecture for Cloud Computing performs the best among the other NoC platforms in terms of the state of the art of NoC architectures.

Many conventional three-dimensional meshes[1] have been used in NoC applications. One of the disadvantages of meshed based architectures is the delay and more energy consumption. The Nocc-bus hybrid architecture is a way to meet the needs of the lower classes of the 3D Interconnect, which uses Dynamic Time Division Multiple Access (DTDMA) for lower latency. DimDe is used in keeping energy consumption to a minimum. 3D NoC is improved by decreasing the number of port of input. The buses of all the types are of Z-dimension. As the number of nodes increases the latency of the system increase since the high traffic injection increases will increase. The recent developments like 3D printing bear the manufacturing defects and wearing out needs [9]. This resulted in development of vertical [9]. Both NoC architecture with vertical links and fault tolerant router are proposed to avoid performance loss in case of load shedding or other disasters. In addition, the results in greater capital expense, Application-specific NoC architectures are investigated in [12]. The network spanners used here uses ILP based algorithm in order to develop long link deployment network. The whole project aims to stabilize energy consumption in Singapore. This paper offers novel deep reinforcement
learning framework for design space exploration, and presents a research implementation example for routerless NoC. The Monte-Carlo Tree Search (MCTS) algorithm produces some data to a neural network, which, in turn, guides the search. Loop positions within constraints of designed design rules are learned automatically by the framework.

2. NoC Architecture
A ring of nodes manages one node. ring-directed injection Single-ring NoC follows: Single-ring designs are simple to build, but they restrict the amount of data they can process. The network network overload occurs quickly when nodes are added. Single-ring designs scale to a relatively small number of processors[2]. Router-based NoCs have the potential to change the future. Network routers monitor resource availability before packets are transferred between nodes via these routers[2]. Most network architectures use mesh architecture.

Table 1: Difference between Bus-based chips and NoC

| Factor           | Bus                  | NoC                  |
|------------------|----------------------|----------------------|
| High Frequency   | 250MHz               | >750MHz              |
| A ring of nodes  | directed injection   | ring NoC             |
| manages one      | Single               | follows: Single      |
| node. ring       |                      |                      |
| Low Latency of   | 6                    | 6                    |
| Cluster          | Cycles@250MHz        | Cycles@250MHz        |
| Low Delay of     | 14-18 cycles         | 12 cycles            |
| inter Latency    | @250MHZ              | @250MHZ              |
| Dynamic Power    | High                 | Low                  |
| Static Power     | High                 | Low                  |
| Gate Count       | 400k                 | 210k                 |

Figure 1(b) illustrates a basic 2D grid of nodes, with a router at every node. This solution incurs 11% of the total chip area [12] and can see a maximum of 28% of total chip power overhead [5][7][15][19][30].

3. Optimization of 3D-NoC
The design problem was first described, and then the high level overview of machine learning proposed in this paper was presented. Then key details of NoC optimization are provided. A computer that needs to communicate in a high-performance, low-power way needs to use low-power hardware and software to send and receive data. For this scenario, NoC networks which are based on CSP designs are good. SW calculations are done with values inserted to a regular grid. In order to achieve better performance, power, and other resources, using power law SW connectivity is better than regular multi hop mesh networks. NoC structures are similar to those found in our home. A NoC 3D configuration must support the complete design which is a long range shortcut network. There should be proper placement of long range links that are along the vertical dimension. Thus, the objective is to design the best interconnection architecture that accomplishes the link selection criteria by the complete interconnection architecture.

The probability of a direct link is a function of the number of links, and as such changes exponentially with respect to link length. The connectivity coefficient ($\alpha$) decides the connectivity nature, i.e., for examples consider a larger $\alpha$ means which is locally connected with few or no long-range links. The number of connections per unit area between the neurons of the network is assumed to be independent of the distance between the neurons, even if their actual distance is very large. An intermediate network is in between two totally connected networks. There is a topological randomness. SW graphs contain average paths that are the total number of hops between all the nodes. The total number of nodes in the graph is used in the SW graph. This graph feature can be used to communicate with very little resources.

![Figure 2. High-Level view of optimization algorithm.](image)

If communication costs are optimized, then the cost per hop is lowered, as well as the consumption of energy. Also, the latency between nodes is lowered. The space of SW graph which involves a combinatorial design "D" based on clusters is a complex space. The goal is to find the minimal X that would minimize O. Hill climbing and simulated annealing can be used to select the community. We use machine learning which significantly improves the efficiency of the many algorithms for exploring design space. The optimization process is undertaken before implementation of the NoC.

### 4. Optimization using machine learning

We employ a recent methodology called STAGE [1]. Online random-restart combinatorial optimization algorithms have been developed to significantly improve performance via local search (for e.g., hill climbing). STAGE aims to offer additional features $\sigma(d) \in R$ where m is the total number of features of the optimization problem to find an improvised function of evaluation, known as a "starting point" in local search process. A. E selects states that help A make progress. locally optimal sites appear to be convex and globally optimal in the middle (2). Compared to other popular algorithms, Stage learns the structure and design of the space. In this method, design space is extended through the use of available space. This is the first time a NoC application is using STAGE.
4.1 Instantiation of complex no-cubes dynamics:
Here, all the information pertaining to the STAGE 3D NoC strategies is outlined.

4.2 The Design Sphere:
The design space of network depends mainly on the resources of a particular network, which are used as the input to an optimization algorithm. A communication cost arising from the use of a 3D NoC that is the product of frequency of communication, hop count, link length.

4.3 Network Constraints:
Enforcement of constraints on to the placement of router configuration and vertical links is performed to explore feasible 3dimensional NoC designs.

5. Instructional Leadership
Reinforcement learning is one of several forms of machine learning where researchers explore multiple actions in an environment in order to maximize cumulative rewards. A central issue in this paper is the nature of the environment where software agents act. The environment is represented by a single-hop routed NoC design [11].

Learning approximations to optimal looping mechanisms is difficult due to a high need for training data. In AlphaGo[3][6], the policy function selected one move at each of several hundred steps, but required over 30 million data samples. To address the challenge mentioned earlier, you must utilize data efficiency and threading. State must include all information for the template to determine optimal loop placement, and must be compatible with Angular’s input/output structure. The hopping needs to be known in order to average the number of hops. Information quality also influences learning efficiency because incorrect information necessitates inferential work. The decision tree structure is also fixed throughout the design process. Returns and their impact on NoC performance must be disclosed to all involved.

Figure 3. Multi-agent system for NoC design.

Figure 4. Proposed deep learning framework for router less NoC designs reinforcement.
The key metrics of embedded machine learning are throughput/latency, accuracy, and cost and energy consumption. Machine learning algorithm accuracy is calculated for a larger dataset. There are large datasets in big numbers which are publicly available for anyone like Image Net. It is important to update the weights in applications or environment using programmability. In deep neural networks, the processor should support various networks which have variable number of layers, channels, filter sizes and filters.
6. Conclusions

By combining machine learning and SW networks, a design optimization method is proposed that Improvises the energy efficiency to explore design space. It is shown that the 3D SW graph of NoC architecture performs better than the regular 3D NoC. The optimized 3D NoC which has SW architecture gets a 35% EDP reduction compared to 3D mesh. The proposed methodology performs better than fully connected 3D mesh in terms of robustness and efficiency with a minimal number of vertical links. In the case of reduction of vertical links up
to 50%, we achieved a 25% EDP reduction compared to 3D mesh. Fixed connectivity of 1.3% is converged to 9 epochs with the help of network training and also with the accuracy of 96.6% in classification, for the test set given in fig 7. There is 1.6% below the performance of the baseline of 98.2% which is obtained by a fully connected network which could not be trained on to a chip. To compare another network on chip is trained in which the connections of the network are initialized from the similar or same distribution which is identified by DEEP R bud was not re-wired the connections in the period of training. The classification accuracy of the network reached only to 81.3%. Thus, the comparison projects that the rewiring during on-line is very important for a good performance of a network. On 4 core setup (4PA case) 1.3% of connectivity uses very less memory, but it fully utilizing the memory in the available four processors. This way, it could be up to 9.3% of connectivity and also achieves 97.7% of accuracy on the assigned test set.
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