SUPERVISED ATTENTION IN SEQUENCE-TO-SEQUENCE MODELS
FOR SPEECH RECOGNITION

Gene-Ping Yang, Hao Tang

Centre for Speech Technology Research, School of Informatics, University of Edinburgh

ABSTRACT

Attention mechanism in sequence-to-sequence models is designed to model the alignments between acoustic features and output tokens in speech recognition. However, attention weights produced by models trained end to end do not always correspond well with actual alignments, and several studies have further argued that attention weights might not even correspond well with the relevance attribution of frames. Regardless, visual similarity between attention weights and alignments is widely used during training as an indicator of the models’ quality. In this paper, we treat the correspondence between attention weights and alignments as a learning problem by imposing a supervised attention loss. Experiments have shown significant improved performance, suggesting that learning the alignments well during training critically determines the performance of sequence-to-sequence models.

Index Terms— Supervised attention, Attention mechanism, Speech recognition, Sequence-to-sequence models

1. INTRODUCTION

Sequence-to-sequence models are extensively used in automatic speech recognition [1][2][3]. The goal of the model is to take sequences of acoustic features as input and transform them into output sequences of phone, character or word tokens. The model consists of three components: an encoder, a decoder and an attention mechanism that bridges the information between the encoder and the decoder. Given a sequence of acoustic features, the encoder computes a sequence of hidden vectors, each of which is assigned a weight by the attention mechanism. The decoder takes the weighted sum of the hidden vectors and its own hidden vector to generate the output token.

The attention mechanism plays an important role in sequence-to-sequence models as it allows the models to weight the encoded input acoustic features at different decoding steps. The attention mechanism is designed to model alignments, the natural correspondence between acoustic features and output tokens in speech recognition [4][5][1]. However, given how little attention is typically constrained during end-to-end training, the attention weights do not always behave like alignments [6][7]. Several studies have shown that different attention weights can lead to similar outputs and the attention weights might not correspond well with the relevance attribution of frames [7]. This paper studies this problem and attempts to understand if this is a problem at all.

It is a common belief that how well attention weights correspond to alignments is a good indicator of model performance [8]. In fact, many have used this heuristic during model training or for hyperparameter tuning [8][9]. In this paper, we frame this common belief as a scientific question: Does having a strong correspondence between attention weights and alignments lead to better performance? Is it necessary to have a strong correspondence to achieve good performance? We introduce a distance between attention weights and alignments to measure the correspondence and provide supervision signal to the attention during training. Finding the correspondence between attention weights and alignments becomes a learning problem, and whether we can faithfully interpret attention becomes a question of generalization.

Owing to the common belief that model performance is better when attention behaves like alignments, many approaches have been proposed to tighten the correspondence [8][10][11][12]. It is in fact a common practice to supervise attention against an alignment where the duration is equally divided among the output tokens [13]. This alignment is obviously incorrect, but it serves to encourage monotonicity, especially early during training. The supervision is then turned off after a few epochs [13]. These approaches assume that the correspondence between attention and alignments critically depends on how well the models discover alignments early during training. If the assumption is correct, we would observe a faster convergence if we supply the supervision signal with better alignments. In this paper, we further study this assumption with curriculum training [14], turning off the supervision midway through training.

Our results support the common believes. In addition, supervised attention and curriculum training both significantly improve the performance of sequence-to-sequence models.

2. PROPOSED APPROACH

We first review the formulation of sequence-to-sequence models in this section, and will discuss the options of converting alignments into attention weights and the loss of
supervised attention.

2.1. Sequence-to-Sequence Models

Given an input sequence \( x_1, x_2, \ldots, x_T \) of length \( T \) and target sequence \( y_1, y_2, \ldots, y_K \) of length \( K \), the conditional probability of the output sequence given the input sequence can be factorized as

\[
P(y_1:K|x_1:T) = \prod_{k=1}^{K} P(y_k|x_1:T, y_{1:k-1}),
\]

where \( x_1:t \) stands for \( x_1, \ldots, x_t \) and similarly for \( y_1:k \). A sequence-to-sequence model defines the probability distribution \( P(y_k|x_1:T, y_{1:k-1}) \), i.e., the probability of the next output token given all the inputs and the past output tokens.

First, the encoder transforms the input sequence into a sequence of hidden vectors \( h_1, h_2, \ldots, h_T \) of length \( T' \).

\[
h_{1:T'} = \text{Enc}(x_{1:T})
\]

Note that \( T' \) and \( T \) do not necessarily need to be the same. It is common to subsample the hidden vectors, for example, by a factor of four, \([3, 15, 16]\). In that case, \( T' = \lceil T/4 \rceil \).

For the \( k \)-th output token, the decoder first encodes the past output tokens into a vector

\[
d_k = \text{Dec}(y_{1:k-1}).
\]

The attention weights represented as a vector \( \alpha_k \) are defined as

\[
\alpha_{k,t} = \frac{\exp(d_k^T h_t)}{\sum_{j=1}^{T'} \exp(d_k^T h_j)}.
\]

In other words, each attention weight is computed based on the similarity of a hidden vector \( h_t \) and \( d_k \), followed by a softmax, which constrains the weights to sum to one. The attention weights are then used to compute a context vector

\[
c_k = \sum_{j=1}^{T'} \alpha_{k,j} h_j.
\]

Finally, the context vector \( c_k \) and the decoder hidden vector \( d_k \) are used for prediction, i.e.,

\[
P(y_{k,i}|x_1:T, y_{1:k-1}) = \frac{\exp(\phi_k[i])}{\sum_{v=1}^{V} \exp(\phi_k[v])}
\]

where \( \phi_k = W \left[ c_k \atop d_k \right] \) and \( V \) is the size of the output token set.

To train the model, for each pair of \( x_{1:T} \) and \( y_{1:K} \) in the training set, we optimize the loss function

\[
L_{\text{ce}} = -\ln P(y_{1:K}|x_{1:T}),
\]

which is commonly known as teacher forcing \([17, 18]\).

2.2. Supervised Attention

The attention weights \( \alpha \) can be represented as a matrix, where each element \( \alpha_{k,j} \) is the similarity score of the encoder hidden vector \( h_i \) and the decoder hidden vector \( d_k \).

An alignment is a sequence of 3-tuples \( (s_k, e_k, y_k) \), where \( s_k \) is the start time and \( e_k \) is the end time, indicating the time span of a segment \( y_k \). In this paper, we convert an alignment into the attention weights \( \alpha^* \) by assigning uniform weights to the vectors within the corresponding start time and end time. Formally,

\[
\alpha_{k,t}^* = \frac{1}{e_k - s_k} \mathbb{1}_{s_k \leq t < e_k},
\]

where \( \mathbb{1}_c \) is 1 if \( c \) is true, and 0 otherwise. When subsampling is involved, say by a factor of \( r \), we simply sum the corresponding weights together. Specifically, the attention weight at \( k, t' \) after subsampling is \( \sum_{r'|r'\leq r-1} \alpha_{k,r'}^* \).

Although it is intuitive to assign uniform weights within a segment, peaky attention weights are often observed where only a few encoder hidden vectors are considered during decoding. Instead of assigning uniform weights within a segment, we explore alternatives such as assigning a point mass at the first, center, and last frame of a segment. For example, \( \alpha_{k,t}^* = \mathbb{1}_{t=(s_k+e_k)/2} \) if a point mass is assigned at the center of a segment.

We can also write the alignment where the duration is equally divided among segments using our notation. With input sequence of length \( T \) and output sequence of length \( K \),

\[
\alpha_{k,t}^* = \frac{1}{d} \mathbb{1}_{kd \leq t < (k+1)d},
\]

where \( d = T/K \) is the average duration of each segment.

Once an alignment is converted into attention weights, we use the Frobenius norm to measure the distance between \( \alpha \) and \( \alpha^* \), and introduces an additional loss

\[
L_{\text{attn}} = \| \alpha^* - \alpha \|_F^2
\]

as additional objective to train the model. The overall loss function is

\[
L = L_{\text{ce}} + \gamma L_{\text{attn}},
\]

where \( \gamma \) is a hyperparameter.

The hyperparameter \( \gamma \) can change during the course of training. We explore two cases, one where \( \gamma \) is set to a positive value throughout, and the other where we change \( \gamma \) from a fixed positive value to zero, disabling supervised attention, halfway through training.

3. RELATED WORK

Supervised attention against evenly divided alignments has been used for encouraging monotonicity early during training. This is a common practice, though seldom mentioned...
in studies, except in [13]. Supervised attention against forced alignments has been explored in speech recognition, with various distances to measure the correspondence between attention and alignments, and with various representation of alignments [19]. Our focus is on the analysis of how the correspondence relates to model performance, and of how various design decisions change the behavior of the model. We also make connections to the common believes, common practices, and curriculum training [14].

More broadly, supervised attention has been applied in text classification [20] and neural machine translation [21, 22, 23]. These prior work also shares similar concerns and believes that attention mechanism is too flexible under end-to-end training and prone to having unintuitive and unfaithful interpretation. Similar ideas has also been explored in text-to-speech synthesis [24, 25]. In addition to applying supervised attention, the study [24] also showcases that tuning models based on the outcome of attention has become a common practice, and further strengthens the common belief that tight correspondence between attention and alignments implies good model performance.

There is an ongoing debate whether attention can be interpreted as alignments [17, 6, 26]. If attention mechanism were trustworthy, it would not have spawned the variants [10, 12, 11] and other techniques [13, 8] to improve the mechanism. Regardless, attention has been used for word segmentation [27, 28], though the robustness of this approach has been questioned [29]. Our approach sidesteps this problem by turning the correspondence between attention and alignments as a learning problem. Whether we can obtain faithful interpretation becomes a question of generalization.

4. EXPERIMENTS

We design phonetic recognition experiments on the Wall Street Journal dataset to understand how the correspondence between attention weights and alignments relates to model performance. The training set si284 is split into training and development set with a ratio of 9 : 1. We map words into their canonical pronunciations according to cmudict. The label set, with stress markers removed, includes 39 phones and three special tokens for silence (sil) and noise (spn and nsn). Forced alignments produced by a speaker-adaptive GMM-HMM are used for supervised attention. We tune the hyperparameters on the development set and report the final numbers on dev93 and eval92. We use 40-dimensional log Mel spectrograms as input, without the first and second-order derivatives. Global (instead of speaker-dependent) mean and variance normalization is applied to the input features.

Table 1: Phone error rates (%) on dev93 and eval92. s2s denotes the cross entropy loss. The loss uni-attn puts uniform weights within a segment. The losses f-attn, c-attn, and l-attn put a point mass at the first, center, and last frame of a segment, respectively. The loss even-attn divides the duration evenly for all segments. The last row is a CTC baseline.

| Models               | dev93 | eval92 |
|----------------------|-------|--------|
| s2s                  | 24.8  | 20.9   |
| s2s + uni-attn       | 12.1  | 8.7    |
| s2s + dropout        | 15.3  | 11.8   |
| s2s + dropout + uni-attn | 10.4  | 7.7    |
| s2s + dropout + f-attn | 13.5  | 9.7    |
| s2s + dropout + c-attn | 11.3  | 9.4    |
| s2s + dropout + l-attn | 12.4  | 9.5    |
| s2s + dropout + even-attn | 11.9  | 8.7    |
| ctc + dropout        | 9.5   | 6.7    |

Our model architecture follows [8]. The encoder is a 4-layer bidirectional LSTM, with 320 cells in each direction and each layer. Subsampling of factor two is done twice, one after the 2nd layer and another after the 3rd layer of the encoder, resulting in 1/4 of the original frame rate. The decoder consists of a phone embedding layer, a 1-layer unidirectional LSTM, and 2 fully connected layers after the LSTM. We use teacher forcing throughout training and greedy decoding during testing. We tune the value of \( \gamma \) and the dropout rate on the validation set and choose \( \gamma = 0.5 \) and a dropout rate of 0.4 throughout all experiments. Following [8], all models are trained with Adadelta [32] for 30 epochs.

4.1. Supervised attention improves performance

In Table 1 we show the performance of supervised attention. Adding dropout produces a stronger baseline. However, merely using supervised attention without dropout already outperforms the stronger baseline, and the improvement is still observed with dropout. Improvements are also observed regardless of how forced alignments are represented, with putting uniform weights within segments performs the best. CTC is included here for completeness. It is not surprising that CTC outperforms all sequence-to-sequence models on this task, a result consistent with prior work [33, 1].

As an aside, we successfully train models that produces peaky attention while performing well (f-attn, c-attn, l-attn in Table 1). This refutes the common belief that peaky attention is generally undesirable. What is surprising is that using incorrect alignments for supervised attention (even-attn in Table 1) can still lead to an improvement. This gives a counter example and refutes the hypothesis that a tight correspondence between attention and alignments is necessary for good model performance.

1 Phonetic recognition on WSJ has been explored in [30, 31], but there are no consensus as to what label sets to use. None of the results to be presented are directly comparable to prior work, hence the additional baseline numbers provided later in this section.
Table 2: Phone error rates (%) with curriculum training (CT) and the CTC loss. The loss uni-attn puts uniform weights within a segment, while the loss even-attn divides the duration evenly for all segments.

| Models                          | dev93 | eval92 |
|---------------------------------|-------|--------|
| s2s + dropout + uni-attn       | 10.4  | 7.7    |
| s2s + dropout + uni-attn + CT   | 9.5   | 7.3    |
| s2s + dropout + even-attn       | 11.9  | 8.7    |
| s2s + dropout + even-attn + CT  | 10.8  | 8.0    |
| s2s + dropout + ctc             | 12.7  | 7.8    |
| s2s + dropout + ctc + uni-attn  | 9.4   | 6.6    |
| s2s + dropout + ctc + uni-attn + CT | 10.3 | 6.5    |

4.2. Supervised attention improves convergence

In Fig[1] we show (a) the cross-entropy loss and (b) the distance between predicted attention weights and forced alignments on the development set along the course of training. Models using forced alignments (uni-attn) converge faster in terms of cross entropy, suggesting that supervised attention significantly eases the learning of the task. However, with the attention weights where duration of segments is evenly divided (even-attn), the cross entropy converges slower, worse than the baseline. We also show that the model trained with attention that puts uniform weights within segments generalize well in terms of the supervised attention loss, producing a model that adheres to faithful interpretation.

4.3. Curriculum training further improves performance

To study whether supervised attention continues to have an impact beyond the early stage of training, we adopt curriculum training, enabling supervised attention for the first 15 epochs and disabling it for the rest of the 15 epochs. We study the best performing setting where attention weights are put uniformly within segments (uni-attn) and where the duration is evenly divided for all segments (even-attn). The latter (even-attn) is meant to reproduce the common practice used in [13]. The results are shown in the top half of Table[2]. Both cases show further performance gain when paired with curriculum training. This confirms the usefulness of the common practice, while using forced alignments in supervised attention still performs better than the others.

In Fig[1](b), we show how the supervised attention loss changes during the course of training. The loss first decreases but starts to go up once the supervised attention loss is turned off, ending at a loss value higher than the initial loss value. Given that the model performs better in the end, this result suggests that supervised attention might be too strong a constraint. This result also suggests that the model might have an inherent preference over other shapes of attention weights than having uniform weights within segments.

4.4. Supervised attention and CTC are complementary

CTC has also been used as a loss to tighten the correspondence between attention and alignments, because CTC only considers monotonic alignments [8]. We first reproduce the joint training approach proposed in [8], and include supervised attention. The results are shown in the bottom half of Table[2]. Supervised attention with forced alignments is still better than the joint training approach. In addition, adding supervised attention to the joint training approach further reduces the phone error rates, suggesting that the two losses might be complementary. We do not get any gain by adding curriculum learning on top of the combination of the two. Tuning all combination becomes tedious and does not show any further insights even if we obtain a better performance.

5. CONCLUSION

Supervised attention provides a simple yet effective step towards understanding the attention mechanism in sequence-to-sequence models. In addition, faster convergence and better performance have been observed. The experiments in this paper assume we have access to accurate forced alignments, a requirement that can be overly stringent. Nevertheless, obtaining accurate forced alignments is a simpler task than automatic speech recognition. Several obvious extensions have been proposed, for example, in [19]. The next step is to move beyond phonetic recognition, though it is nontrivial to align characters or word pieces. Syllables and words are better candidates, where boundaries are more consistent. In terms of analysis, more effort should be put into what information is attended and why other frames are not attended, especially when the attention is peaky.
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