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SUMMARY Text sentiment classification aims to automatically classify subjective documents into different sentiment-oriented categories (e.g., positive/negative). Given the high dimensionality of features describing documents, how to effectively select the most useful ones, referred to as sentiment-bearing features, with a lack of sentiment class labels is crucial for improving the classification performance. This paper proposes an unsupervised sentiment-bearing feature selection method (USFS), which incorporates sentiment discriminant analysis (SDA) into sentiment strength calculation (SSC). SSC applies traditional linear discriminant analysis (LDA) in an unsupervised manner without losing local sentiment information between documents. We use SSC to calculate the overall sentiment strength for each single feature based on its affinities with some sentiment priors. Experiments, performed using benchmark movie reviews, demonstrated the superior performance of USFS.
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1. Introduction

With the rapid development of web technology, huge amount of documents containing opinions and emotions have emerged on the Internet. They provide a large volume of opinionated data for consumer preferences, stored in online reviews, web forums, blogs, etc. For mining knowledge contained in these documents, sentiment analysis has been developed. Document-level sentiment classification aims to automatically judge the type of sentiment orientation, positive (‘thumbs up’) or negative (‘thumbs down’) of a subjective document, by mining and analyzing the subjective information. It has been applied in review mining, product reputation analysis, multi-document summarization, multi-perspective question answering, etc. [1]–[4].

One major challenge in document-level sentiment classification is how to deal with the high dimensionality of features used to describe documents. Feature selection is thus regarded as a crucial technique. Unfortunately, to our knowledge, state-of-the-art feature selection techniques for sentiment classification are much less mature than those for topic-oriented classification. As a main reason, topics are always represented by keywords objectively and explicitly, while the sentiments are expressed in an implicit manner.

In addition, sentiments are usually hidden in a large amount of subjective information in the documents, which reflects the author’s standpoint, view, attitude, mood and so on. Therefore, document-level sentiment classification requires deeper analysis and understanding of textual statement information and thus sentiment-bearing feature selection is more challenging.

Furthermore, unsupervised feature selection for sentiment analysis has received more and more attentions recently [5]–[9]. It is even more difficult to select sentiment-bearing features in an unsupervised manner. As a key reason, it is intractable to assess the relevance of a feature without resorting to class labels. Although there are some materials annotating sentiment labels on movie reviews, product reviews and news articles [10]–[13], the annotation is quite domain dependent and it is time-consuming and costly to obtain labeled data for new resources.

In view of questions mentioned above, we devise an unsupervised sentiment-bearing feature selection algorithm (USFS) in the hope of improving the accuracy of document-level sentiment classification, which is implemented by the support of the following innovations:

- Applying sentiment discriminant analysis (SDA), the unsupervised variation of Linear Discriminant Analysis, to select the most sentiment-bearing features without losing local sentiment information between documents.
- Conducting sentiment strength calculation (SSC) for each single feature. A unique link-weighting scheme, which can preserve overall structural data information, is utilized to measure features’ sentiment affinities with some pieces of sentiment prior knowledge.

The rest of this paper is organized as follows. We introduce the related work in Sect. 2 and detail the USFS algorithm in Sect. 3. The evaluation results are shown and analyzed in Sect. 4, and finally, Sect. 5 concludes the paper.

2. Related Work

2.1 Feature Reduction

In general, feature dimension reduction techniques are broadly classified into two types: feature selection and feature extraction [14].

Feature selection algorithms reduce the dimension of
the feature space by selecting a subset of the most effective features from the original set. Existing feature selection techniques mainly fall into one of the three categories: filter, wrapper and embedded. Filter methods select the best features according to some feature evaluation metrics and use the selected features directly in the classifier. Information gain (IG), mutual information (MI), Chi-square statistic (CHI), etc. are widely-used evaluation metrics [15]. Wang et al. [16] utilized an improved Fisher discriminant ratio to realize filter feature selection for text sentiment classification. Wrapper methods evaluate feature subsets in a real classifier and select features according to their classification performance. Abbasi et al. [17] proposed a wrapper selection method for opinion classification in Web forums by incorporating IG into genetic algorithm. In embedded methods, the search process of the optimal feature subset is built into the classifier construction.

Feature extraction transforms an existing feature space to a lower dimensional space. Principal component analysis (PCA) [18] and linear discriminant analysis (LDA) [19] are the most commonly used techniques for feature extraction. PCA transforms data into a new space by combining original features into a group of uncorrelated variables and selecting some of them which can reflect original information as much as possible. LDA uses the class information to perform a projection of the features which best separate two or more classes. Sugiyama [20] improved traditional LDA through retaining local structure of data. Yang et al. [21] further modified their work to an unsupervised variation.

Different from the previous work, our proposed USFS algorithm focuses on selecting the most sentiment-bearing features from the original ones by analyzing local sentiment information between documents and calculating feature sentiment strength simultaneously. It belongs to the scope of unsupervised filter feature selection method.

2.2 Document-Level Sentiment Classification

Document-level sentiment classification researches have fallen into two categories, i.e., score-based approaches and machine learning techniques.

Score-based sentiment classification generally classify message sentiments based on the total sum of comprised positive or negative sentiment features. [22], [23] and [24] conducted pattern phrase matching to assign positive phrases a “+1” while negative ones a “−1”. Turney [25] predicted semantic orientation of a phrase according to its differential PMI (pointwise mutual information) value with two seeds “excellent” and “poor”. User reviews were then classified by the average semantic orientation of phrases. On the basis of Turney’s method, Gamon and Aue [26] further mined sentiment terms by using an additional assumption that sentiment terms of opposite orientation tend not to co-occur at the sentence level, which yielded a higher classification recall. Subasic and Huettner [27] have also applied score-based methods to affect analysis, where the affect features are scored based on their degree of intensity for a particular emotion class.

Machine learning techniques train a sentiment classifier based on features learned in the training documents. Great bulk of work has been focused on the problem of document-level sentiment classification using machine learning techniques. Pang et al. [10] used various features such as N-grams and Part-of-Speech tags to examine whether it suffices to treat sentiment classification simply as a special case of topic-based classification. As a result, they found that sentiment classification requires deeper understanding. They further improved the classification accuracy by extracting the subjective sentences of the movie reviews using minimum cuts [28]. Abbasi et al. [9] constructed a feature relation network to efficiently enable the inclusion of extended sets of heterogeneous N-gram features to enhance sentiment classification. Lin and He [7] proposed a fully unsupervised probabilistic modeling framework, called joint sentiment/topic model, based on Latent Dirichlet Allocation (LDA) for movie review sentiment classification. Li et al. [8] extended their work and designed a framework of dependency-sentiment-LDA on the assumption that sentiments are related to the topic in the document and are dependent on local context.

In the study of document-level sentiment classification problems, SVMs have been extensively used for movie reviews [5], [6], [9], [10], [28], [29]. Moreover, SVMs have outperformed other classification methods such as Naïve Bayes, centroid classifier, K-nearest neighbor, Winnow classifier [10], [30]. Therefore, in our experiment we also use SVMs as our main classification approach.

3. Unsupervised Sentiment-Bearing Feature Selection

The proposed algorithm starts from capturing sentiment priors according to an existing sentiment lexicon. Then it conducts sentiment discriminant analysis (SDA) and sentiment strength calculation (SSC) simultaneously. Finally, it integrates SDA and SSC by a linear combination, and ranks and selects top sentiment-bearing features in light of their final sentiment scores. The algorithm performs in an unsupervised manner such that no sentiment polarity labels are needed.

3.1 Defining Sentiment Priors

Sentiment priors can be obtained from a sentiment lexicon. We utilized the MPQA subjectivity lexicon†, which is a widely used knowledge base in the field of sentiment analysis, to generate the sentiment priors in the experiments. MPQA consists of 2,718 positive and 4,911 negative entries. The lexicon is domain-independent and thus does not bear any supervision to a specific context which may influence feature sentiment orientations. To avoid such ambiguous sentiment information, we kept only the entries which have attributes of strong subjectivity strength in the lexicon.

†http://www.cs.pitt.edu/mpqa/
Then we matched the remaining entries with the vocabulary of our dataset and removed the ones occurred fewer than 10 times. As a result, 731 subjective (383 positive and 348 negative) words were retained, which finally formed the sentiment prior knowledge set $S$. The detailed information of the dataset will be given in Sect. 4.1.

3.2 Sentiment Discriminant Analysis

Linear discriminant analysis (LDA) [19] is a popular method for linear dimensionality reduction, which maximizes between-class scatter matrix $S^b$ and minimizes within-class scatter matrix $S^m$. It works well for topic-based document classification problem. However, traditional LDA does not consider sentiment information expressed in documents. Moreover, LDA needs class labels to compute the scatter matrices, which violates the goal of our unsupervised algorithm. To alleviate these bottlenecks, we present sentiment discriminant analysis (SDA), which is an unsupervised variant of LDA suitable for selecting sentiment-bearing features.

Let $X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{d \times n}$ be the data matrix, where $d$ is the original feature dimensionality. In spite of the lack of class labels, we assume a linear classifier $W \in \mathbb{R}^{d \times c}$ such that $Y = W^T X \in \{0, 1\}^{c \times n}$, where $c$ is the class number and $||Y(:, j)||_0 = 1$. For the ease of computation, SDA replaces $S^m$ with the mixture scatter matrix $S^m$ according to the equality $S^m = S^b + S^p$. That is to say, SDA aims at maximizing $S^b$ while minimizing $S^m$. The definitions of $S^b$ and $S^m$ are shown as follows:

$$S^b = \sum_{i=1}^{c} \sum_{j=1}^{n} y_{ij}(\mu_i - \mu)(\mu_i - \mu)^T = \hat{X} R^T R \hat{X}^T,$$

(1)

$$S^m = \sum_{j=1}^{n} (x_j - \mu)(x_j - \mu)^T = \tilde{X} \tilde{X}^T,$$

(2)

where $\mu$ and $\mu_i$ are the means of all samples and the i-th class samples respectively. $\hat{X}$ is the centered data matrix which can be realized as $\hat{X} = X H_n$ where $H_n = I_n - \frac{1}{n} n_1 n_1^T$. And $R = Y(Y^T Y)^{-1/2}$ is the scaled label matrix.

Recently, Sugiyama [20] and Yang et al. [21] demonstrated that local discriminative information is more important than the global one. Inspired by this, SDA tries to keep nearby sample pairs close in the reducing feature space without losing local sentiment information for each document. We denote $x_i$ as the i-th sample represented in the sentiment prior space $S$. Then the sentiment similarity between $x_i$ and $x_j$ can be computed by their cosine similarity. For each sample $x_i$, we gather its $k$ nearest sentiment neighbors $x_{i1}, \ldots, x_{ik}$ and $x_i$ itself to form $X(i) = [x_i, x_{i1}, \ldots, x_{ik}]$, which is called as the local sentiment region of $x_i$. Now the local sentiment scatter matrix $S_{i}^{b}$ and $S_{i}^{m}$ are defined as follows:

$$S_{i}^{b} = \tilde{X}(i) R_{i}^{T} R_{i} \tilde{X}(i)^{T},$$

(3)

$$S_{i}^{m} = \hat{X}(i) R_{i}^{T} R_{i} \hat{X}(i)^{T},$$

(4)

where $X(i) = X_{i1} H_{k+1}$ and $R_{i} = [R_{i1}, R_{i2}, \ldots, R_{ik}]$. We define the sentiment discriminative score $SD_{i}$ of $x_i$ as:

$$SD_{i} = Tr[(S_{i}^{m} + \sigma I)^{-1} S_{i}^{b}].$$

(5)

where $\sigma I$ is added to make the matrix invertible. SDA intends to obtain an optimal linear classifier $W$ with the highest sentiment discriminative scores for all samples, which leads to the following objective function:

$$\arg \min_{W} \sum_{i=1}^{n} [Tr[R_{i} H_{k+1} R_{i}^{T} - S D_{i}] + \alpha ||W||_{2,1}$$

(6)

\[s.t. ||Y(:, j)||_0 = 1, \quad 0 \leq j \leq n,\]

where $R_{i} H_{k+1} R_{i}^{T}$ is added to avoid overfitting. $||W||_{2,1}$, the $l_{2,1}$-norm of $W$, controls the capacity of $W$ and also ensures that $W$ is sparse in rows, making it particularly suitable for feature selection. For the ease of representation, we define a selection matrix $L(i) = \{0, 1\}^{n \times (k+1)}$ as follows:

$$(L(i))_{pq} = \begin{cases} 1, & \text{if } p = N_{i}(q); \\ 0, & \text{otherwise}, \end{cases}$$

where $N_i = \{i_1, i_2, \ldots, i_k\}$ is the indicator set of the sentiment neighbors of sample $x_i$. Then we have $R_{i} = W^{T} X L(i)$. Now we can rewrite the first term in our objective function as follows:

$$\sum_{i=1}^{n} [Tr[R_{i} H_{k+1} R_{i}^{T} - S D_{i}]$$

$$= \sum_{i=1}^{n} Tr(W^{T} X L(i) H_{k+1} L(i)^{T} X^{T} W -$$

$$W^{T} X L(i) \tilde{X}(i) \tilde{X}(i)^{T} (\tilde{X}(i) \tilde{X}(i)^{T} + \sigma I)^{-1} \tilde{X}(i) L(i)^{T} X^{T} W)$$

$$= Tr(W^{T} X \sum_{i=1}^{n} L(i) H_{k+1} -$$

$$\tilde{X}(i) \tilde{X}(i)^{T} (\tilde{X}(i) \tilde{X}(i)^{T} + \sigma I)^{-1} \tilde{X}(i) L(i)^{T} X^{T} W)$$

$$= Tr(W^{T} A W),$$

(7)

where $A = X^{T} \sum_{i=1}^{n} L(i) H_{k+1} (\tilde{X}(i) \tilde{X}(i)^{T} + \sigma I)^{-1} L(i)^{T} X^{T}$. The constraint in Eq. (6) makes the objective function difficult to solve. According to common relaxation for label indicator matrix [31], the constraint on $Y$ is relaxed to orthogonality, i.e., $Y Y^{T} = I_c$. With this relaxation, Eq. (6) can be reformulated:

$$\arg \min_{W} Tr(W^{T} A W) + \alpha ||W||_{2,1}$$

(8)

\[s.t. W^{T} X X^{T} + \sigma I) W = I_c,\]

where $\sigma I$ is added to make $(X X^{T} + \sigma I)$ nonsingular.

We describe the detailed procedure of our SDA algorithm in Algorithm 1. Line 1 and line 2 construct the local sentiment regions based on the sentiment prior knowledge $S$. From line 3 to line 7, SDA computes the matrices defined
in Eq. (8). The iterative procedure from line 8 to line 14 is an effective way to solve the $l_{2,1}$-norm minimization problem, which monotonically decreases the objective function and converges to the optimal $W$. The detailed proof is referred to [32]. SDA outputs a $d$-dimensional vector $\text{SCORE}_{SDA}$, whose elements equal to the $l_2$-norm of the corresponding rows in $W$. In fact, $\text{SCORE}_{SDA}$ records the sentiment discriminative score for each original feature.

### 3.3 Sentiment Strength Calculation

Guo et al. [33] presented a powerful tool to model complex relationships in real world and build large-scale networks from source data. In the context of their modeling method, we design a weighting scheme to measure activation forces between features in our source corpus and then calculate the sentiment strength for each feature based on its summing affinities with the sentiment priors in $S$. We name this model SSC for short.

#### 3.3.1 Feature Activation Force

Guo et al. pointed out that features associate with each other in a manner of intricate clusters. The activation strength from one feature to another forges and accounts for the latent structures of the feature network. Specifically, for a given pair of features $f_i$ and $f_j$, the strength of the link from $f_i$ to $f_j$ is called feature activation force (FAF) and defined as follows:

$$ FAF_{ij} = (c_i/c_j) \cdot (c_{ij}/c_j)/d^2 $$

where $c_i$ and $c_j$ are the occurrence count of $f_i$ and $f_j$ respectively, $c_{ij}$ is the co-occurrence count of $f_i$ coming before $f_j$, and $d_{ij}$ is the average distance between the two features.

#### 3.3.2 Feature Sentiment Strength

With FAF described above, we can formulate the sentiment affinity, $SA_{ij}$, between each feature $f_i$ and a sentiment prior $s_j$ in $S$ as follows:

$$ SA_{ij} = \frac{1}{|K_{ij}|} \sum_{k \in K_{ij}} \text{OR}(FAF_{ki}, FAF_{kj}). $$

$$ \frac{1}{|L_{ij}|} \sum_{l \in L_{ij}} \text{OR}(FAF_{il}, FAF_{jl}). $$

$$ \text{OR}(x, y) = \min(x, y)/\max(x, y), $$

where $K_{ij} = \{|k|FAF_{ki} \geq 0$ or $FAF_{kj} > 0\}$, $L_{ij} = \{|l|FAF_{il} > 0$ or $FAF_{jl} > 0\}$. We can see that $K_{ij}$ and $L_{ij}$ are the out-links and in-links of $f_i$ and $s_j$ respectively. $\text{OR}(x, y)$ is an overlap rate function of $x$ and $y$. So $SA_{ij}$ is the geometric average of the mean overlap rates of the in-links and out-links of the inquired two features. It is deemed that $SA$ measures the semantic sentiment affinity between a feature and a sentiment prior without losing their overall structural information in the data set. Then the whole sentiment strength for a feature is summed over its affinities with all sentiment priors:

$$ \text{SCORE}_{SSC}(i) = \sum_{s_j \in S} SA_{ij}. $$

Similar to $\text{SCORE}_{SDA}$, we denote $\text{SCORE}_{SSC} \in \mathbb{R}^d$ to record the sentiment strength for each feature.

### 3.4 USFS Algorithm

SDA aims to maximize the between-class scatter and minimize mixture scatter for documents via keeping their local sentiment structure. On the other hand, SSC focuses on capturing sentiment strength for each feature by summing up sentiment affinities. We suggest that SDA and SSC are complementary to each other and thus incorporate them into USFS. As shown in line 5 of Algorithm 2, we combine two scores, $\text{SCORE}_{SDA}$ and $\text{SCORE}_{SSC}$, to calculate the final sentiment score for each feature. The parameter $w$ controls

### Algorithm 1 SDA

Input: $X$, $S$, $\alpha$, $\sigma$, $c$, $k$.
Output: $\text{SCORE}_{SDA} \in \mathbb{R}^d$.

1: Calculate similarities in the sentiment prior subspace defined by $S$.
2: Select $k$ nearest sentiment neighbors for each sample $x_i$ and construct local sentiment region $X(i)$.
3: for $i = 1$ to $n$ do
4: $A_{(i)} = L_{(i)}^{-1}H_{(i)}X(i)X^T(i) + \sigma I$.
5: end for
6: $A = \sum_{i=1}^n A_{(i)}X^T(i)$.
7: $B = XX^T + \sigma I$.
8: set $t = 0$ and initialize $Q_0$ as an identity matrix.
9: while not converged do
10: $P_t = B^{-1}(A + \sigma Q_t)$.
11: $W_t = [e_1, \ldots, e_c]$ where $e_1, \ldots, e_c$ are the eigenvectors of $P_t$ corresponding to the first $c$ smallest eigenvalues.
12: Update the diagonal matrix $Q_{t+1}$, where the $i$-th diagonal element is $\sum W_{t(i,:)}$.
13: $t = t + 1$.
14: end while.
15: for each original feature $f_i$ do
16: $\text{SCORE}_{SDA}(i) = \|W(i,:)\|_2$.
17: end for.

### Algorithm 2 USFS

1: Construct sentiment prior knowledge $S$ based on an existing sentiment lexicon.
2: Calculate $\text{SCORE}_{SDA}$ using Algorithm 1.
3: Calculate $\text{SCORE}_{SSC}$ using Eq. (12).
4: for each feature $f_i$ do
5: $\text{SCORE}(i) = w \times \text{SCORE}_{SDA}(i) + (1 - w) \times \text{SCORE}_{SSC}(i)$.
6: end for.
7: Sort each feature according to $\text{SCORE}(i)$ in descending order and select the top ranked ones on the ratio of $r$. Obviously, FAF models a directed and weighted feature network and defines a unique link-weighting scheme which determines the strength of the links according to the conditions of the feature occurrences in the given training data set.
the importance of the two. Then the original features can be ranked in descending order. The parameter $r$ is the ratio of the selected sentiment-bearing features to the original ones.

4. Experiments

4.1 Experimental Setup

Since extensive work [5]–[7], [9], [17], [28], [29] has used a benchmark movie review dataset† developed by Pang et al. [10]. For the ease of comparison, our experiments were also conducted over this dataset, which consists of 1,000 positive and 1,000 negative reviews taken from the IMDb movie review archives. The detailed information is shown in Table 1.

To prepare the documents, we automatically removed the rating indicators and extracted the textual information from the original HTML document format, treating punctuation as separate lexical items. Each document was further decapitalized. After these preprocessing steps, there are 50,920 terms in total. Then we discarded the punctuation and stop words. Considering the effect of negation (i.e. “good” and “not very good” indicate opposite sentiment orientations), we added the tag “NOT,” to the first noun, verb or adjective following a negation term (“not”, “no”, “never”, etc.). The final feature set contains 16,453 individual terms.

We treat document-level sentiment analysis as a binary classification problem (classifying each document as either positive or negative). For the purpose of investigating whether feature selection methods can improve classification performance, we used the LibSVM toolset†† with linear kernel as our classifier and used the classification accuracy as the evaluation metric. The results reported in the following sections were averaged on 10-fold-cross-validation. The parameter values for USFS are: $\alpha = 0.1, \sigma = 0.01, c = 2, k = 5, w = 10$. The investigation on the last two parameters will be provided later.

4.2 Evaluations on Baselines and USFS

We explored several baselines consisting of different feature sets to demonstrate the viability of our proposed USFS algorithm.

- $B_{ori}$: the original feature set described in the above section, which is comprised of 16,453 features.
- $B_{sp}$: the 731 sentiment priors defined in $S$.
- $B_{SDA}$: the feature set selected by SDA ($w = 1$).
- $B_{SSC}$: the feature set selected by SSC ($w = 0$).

Figure 1 shows the evaluation results. $B_{ori}$ and $B_{sp}$ were evaluated on all of their corresponding features while $B_{SDA}$, $B_{SSC}$ and USFS were tested on the ratio of selected features. We can conclude the following observations from Fig. 1:

- The results of $B_{ori}$ and $B_{sp}$ are 84.4% and 78.0% respectively, so $B_{sp}$ falls far behind $B_{ori}$. This may be attributed to the fact that documents express their sentiment orientations in a complex and implicit way. The sentiment prior knowledge cannot hold enough sentiment information.
- Neither $B_{SDA}$ nor $B_{SSC}$ improves classification accuracy drastically. But they achieve their best accuracy scores of 84.3% and 84.5%, which are close to the one of $B_{ori}$, when only using 50 and 60 percent of the original features respectively. This demonstrates that SDA and SSC are effective to select sentiment-bearing features, but it is not desirable to utilize any of them alone.
- Our proposed USFS algorithm obtains 86.8% accuracy and performs the best on most of the selected feature ratios. This is consistent with our expectation that combining SDA and SSC is promising to select the most sentiment-bearing features. The key to success in USFS is to leverage both the analysis of local sentiment information between documents and the calculation of overall sentiment strength for individual features.
- The USFS algorithm improves sentiment classification performance when $r$ is as small as 0.3, peaks at $r = 0.4$ and keeps performing well when $r$ continues to increase. This observation reveals that USFS is truly suitable for sentiment-bearing feature selection regardless of the number of selected features.

4.3 Comparison with Unsupervised Feature Reduction Methods

In this section, we compare the USFS algorithm with several classical unsupervised feature extraction methods:

- Principal component analysis (PCA) [18] is a mathematical procedure that uses an orthogonal transformation to project a set of samples with possibly correlated
features into a new space of linearly uncorrelated variables called principal components.

- Latent semantic indexing (LSI) [34] uses a mathematical technique called Singular Value Decomposition (SVD) to correlate semantically related terms that are latent in a text collection.
- Probabilistic latent semantic indexing (PLSI) [35], evolved from LSI, is a novel approach to automated document indexing which is based on a statistical latent class model for factor analysis of count data. PLSI can derive a low-dimensional representation of the observed samples in terms of their affinity to certain hidden topics.
- Latent Dirichlet allocation (LDA) [36], another widely used topic model, is a generative probabilistic model which models each sample as a finite mixture over an underlying set of topics. So samples can be represented in a low-dimensional topic-level space.

The comparison results between USFS and these four approaches are shown in Fig. 2, where LSI and PCA achieved the best accuracies when the dimensionality of the embedded space was set to 300 and 1997 (the rank of the data matrix) respectively, and the topic numbers in PLSI and LDA were fixed on 8 and 90 respectively.

We can clearly see that USFS is significantly better than the other unsupervised methods. This is because that USFS considers the latent factors affecting sentiment orientations in both document and feature levels while the other four conduct feature reduction on basis of document content or latent topics. It is notable that all the four unsupervised feature extraction methods even worsen the classification accuracy of Bori. In addition, topic models (PLSI and LDA) perform worse than LSI and PCA, because they lay emphasis on mining the latent topics generating samples and may not be effective for the sentiment classification problem. Although PLSI falls far behind the rest, it acts on a very low feature dimensionality due to its small number of topics.

In the previous section, we have demonstrated that the sentiment prior set holds insufficient sentiment information. We now expand the set using two common methods, pointwise mutual information (PMI) and Markov random walks (MRW). Turney [25] applied a specific unsupervised learning technique based on PMI between document phrases and the words “excellent” and “poor”. Hassan and Radev [37] utilized MRW to a word relatedness graph, producing a polarity estimate for any given word. In our experiments, the entire positive and negative sentiment priors were regarded as two seed sets. The weights of other features were computed by the average differential PMI values (for PMI) or first-passage times (for MRW) between the seed sets. These two feature selection approaches can be seen as either unsupervised or semi-supervised.

The best performances of PMI and MRW are also shown in Fig. 2, where the selected feature ratios were fixed to 0.7 and 0.6 respectively. We notice that, comparing to Bori in Fig. 1, PMI and MRW greatly improve the classification accuracy from 78% to nearly 85%, indicating that expanding sentiment priors is indeed helpful to document-level sentiment classification. However, both PMI and MRW perform worse than USFS in spite of their larger feature sets. This further demonstrates the effectiveness of USFS for sentiment-bearing feature selection. In fact, similar to SSC, PMI and MRW only calculate global sentiment strength for each feature, and neither of them capture local sentiment information between documents. Therefore, PMI, MRW and SSC yield comparable results (84.7%, 84.6% and 84.5% respectively).

4.4 Comparison with Supervised Feature Selection Methods

In order to further illustrate the effectiveness of the proposed USFS algorithm, we also investigate the following popular supervised feature selection methods:

- Information gain (IG) [38], a commonly used metric for feature ranking, takes into account the belongingness of a feature in a category as well as its absence in the category.
- Mutual information (MI) [39] is a statistical concept in information theory, which measures dependency between a feature and a particular category.
- Chi-square statistic (CHI) [15] measures the lack of independence between feature and class and can be compared to $\chi^2$ distribution with one degree of freedom to judge extremeness.
- Expected cross entropy (ECE) [40] reflects the probabilistic distributions of categories and their distances given a feature. Different to IG, ECE does not consider the absence of features.
- Contextual merit function (CMF) [41] captures relative importance of features in distinguishing the classes in the context of other features. The main idea is to assign the contextual merit based on the component distance of a feature weighted by the degree of similarity between examples in different classes.

Figure 3 shows the evaluation results. For comparison, the line of Bori is also figured. It can be seen that the presented USFS algorithm still performs the best. Although
CMF is rather unstable to $r$, it performs better in its middle range than the first four methods, which are on par with each other. This further verifies the theory that ranking features by their own correlations to the classes is generally not effective when there is a strong feature interaction in discriminating the classes. Nevertheless, CMF is inferior to USFS on almost all the selection ratios, which may be ascribed to the lack of analysis for feature’s global sentiment strength. In addition, CHI seems to be marginally better than IG, MI and ECE and is less sensitive to $r$. It can be also concluded that the supervised methods are generally better than the unsupervised ones reported in the previous section and can be applied to improve the sentiment classification performance, which is consistent with the observations in [10].

4.5 Comparison with Existing Approaches

For comparison, document-level sentiment classification results on the movie review data set from previous studies are listed in Table 2.

The first three works conducted feature learning in a supervised manner and the following three can be considered as unsupervised approaches. On the basis of the study in [10], Pang and Lee [28] improved classification accuracy to 87.2% by applying SVMs on the subjective portions of the movie reviews which were extracted using a subjectivity detector. Abbasi et al. [17] incorporated IG with an entropy weighted genetic algorithm. By wrapping the SVM accuracy as the fitness function, the best accuracy can achieve 91.7%. Maas et al. [29] presented a model that uses a mix of unsupervised and supervised techniques to learn word vectors capturing semantic term-document information as well as rich sentiment content.

As for the unsupervised ones, Whitelaw et al. [5] used SVMs to train on the combination of different types of appraisal group features and bag-of-words features for sentiment analysis. The reported best accuracy is 90.2% based on 48,314 features. Riloff et al. [6] devised a method to automatically identify features that are subsumed by a simpler feature but that are better opinion indicators. By applying SVMs as the classifier, the reported accuracy is 82.7%. Based on the traditional topic model LDA described in Sect. 4.3, Lin and He [7] proposed a fully unsupervised probabilistic modeling framework called joint sentiment/topic model (JST), which detects sentiment and topic simultaneously. The document sentiment is classified according to the probability of sentiment label given document. Incorporating a prior subjectivity lexicon, the classification accuracy is 82.8% which is much higher than the performance of LDA reported in Sect. 4.3.

USFS outperforms two unsupervised approaches in [6] and [7]. The good performance reported in [5] may be attributed to the fact that the appraisal groups were constructed semi-automatically by generating candidate features with the help of WordNet and online thesauri. We believe that the additional resources make this research perform in supervision and yield a high accuracy comparable to supervised learning. As for the supervised methods, the results of USFS is only 0.4% and 2.1% lower than the results reported in [28] and [29]. Even for the state-of-the-art result in [17], the accuracy achieved by USFS is only 4.9% lower.

4.6 Parameter Selection

The parameters involved in USFS include: $\alpha$ (controlling $l_{2,1}$-norm regularization), $\sigma$ (ensuring matrices nonsingular), $c$ (the number of sentiment class labels), $k$ (the number of sample sentiment neighbors), $w$ (the coefficient controlling the weights of SDA and SSC) and $r$ (the ratio of selected features to original ones). Actually, $\alpha$ effects little on the evaluation results and will not be investigated due to the limited space. $\sigma$ can be set to a small positive number empirically. $c$ was fixed on 2 since the document-level sentiment classification is binary. We set $r$ to 0.4, because it is reasonable that the number of selected features is neither too small nor too large. In a word, we will study the effect of the remaining two important parameters $k$ and $w$ while setting $[\alpha = 0.1, \sigma = 0.01, c = 2, r = 0.4]$. The results are shown in Fig. 4.

Most of the time, with the increasing value of both $k$ and $w$, the performance first increases, reaches its peak value and degrades. The peak accuracy value is achieved when $k = 5$ and $w = 0.4$, indicating the importance of retaining local sentiment structure and combining SDA and SSC. Moreover, the low performance on the two edges of $w$ suggests further that utilizing SDA or SSC separately is not enough for sentiment-bearing feature selection.

| Table 2 | Results of USFS and previous studies. |
|---------|--------------------------------------|
|         | Feature learning methods | Accuracy   |
| Pang and Lee [28] | Subjectivity detector | 87.2% |
| Abbasi et al. [17] | Incorporating IG with GA | 91.7% |
| Maas et al. [29] | Learning word vectors | 88.9% |
| Whitelaw et al. [5] | Appraisal groups | 90.2% |
| Riloff et al. [6] | Subsumption hierarchy | 82.7% |
| Lin and He [7] | JST | 82.8% |
| USFS | Combining SDA and SSC | 86.8% |
5. Conclusions and Future Work

In this paper, we presented an unsupervised sentiment-bearing feature selection method (USFS) which conducts sentiment discriminant analysis (SDA) and sentiment strength calculation (SSC) simultaneously. It is believed that USFS is able to preserve both local sentiment information between documents and overall sentiment strength of features. In the experiments conducted on the benchmark movie review dataset, USFS significantly outperformed the no feature selection baseline and some classical feature selection and extraction methods.

Despite the good performance, it is necessary to further demonstrate the efficiency of the proposed USFS algorithm on much more and larger datasets. One of the limitations of our model is that it represents each document as a bag of words and thus ignores the word ordering. In the future, we plan to extend our work to include higher-order information (e.g., N-grams). In addition, how to determine automatically the important parameters involved in our algorithm is another important issue.
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