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This thesis first introduces the basic principles of model-based image sequence coding technology, then discusses in detail the specific steps in various implementation algorithms, and proposes a basic feature point calibration required in three-dimensional motion and structure estimation. This is a simple and effective solution. Aiming at the monocular video image sequence obtained by only one camera, this paper introduces the 3D model of the sculpture building into the pose tracking framework to provide initial depth information. The whole posture tracking framework can be divided into three parts, namely, the construction of the initial sculpture model, the posture tracking between frames, and the robustness processing during continuous tracking. In order to reduce the complexity of calculation, this paper proposes a new three-dimensional mesh model and a moving image restoration algorithm based on this model. At the same time, the influence of the intensity and direction factors in the scene is added, the simulation results are given, and the next step is discussed. The optimization work that needs to be done.

1. Introduction

The data acquisition and 3D modeling of sculpture buildings are important contents of the construction of digital cities and smart cities. The 3D modeling method based on close-range image sequences uses ordinary digital cameras as image acquisition equipment, which has low cost, high efficiency, and low labor intensity. It reflects the geometric details of the building surface and has realistic texture information, which provides an effective way to quickly, accurately, and truly reproduce 3D city information [1]. However, the ground close-up images often use wide baselines and large angles of intersection, resulting in serious occlusion, large perspective distortion between images, and problems such as single building texture and multiple repetitions, which bring difficulties to the extraction and matching of image information. The accuracy and automation of 3D reconstruction of buildings need to be improved [2]. In the image information, the point feature is accurately positioned, which can effectively restore the mapping relationship between the two-dimensional image and the three-dimensional geometry, and the straight line feature is the main contour feature of the building, which controls the entire building structure [3].

In the process of point cloud reconstruction of sparse image sequence images, automatic sculpture point cloud generation technology is used to improve the ability to distinguish and recognize sparse images of multilayer sculpture points. Through image information processing and analysis methods, analyze sparse images of multilayer sculpture points, and improve the ability of reconstruction and output detection of sparse images of multilayer sculpture points. Research on the 3D reconstruction method of sparse image sequence, combined with image adaptive feature reconstruction and the point cloud data analysis method, realizes the adaptive structure reorganization of sparse image sequence and improves the automatic recognition and detection ability of sparse image. In traditional methods, the sparse image contour reconstruction techniques of sculpture points mainly include the following, which are based on RGB image reconstruction method, block size reconstruction method, point distribution model method, etc. [4]. The traditional three-dimensional 3D model theory can accurately restore the 3D model of the object and can also adjust the light intensity and the selection of texture features artificially, so it has been widely used in mechanical manufacturing, construction engineering, game animation, etc. [5]. However, using this technology requires
people who are very mature in the technology to perform manual operations, and the operability is poor, and it takes a long time to obtain three-dimensional information. When obtaining three-dimensional information of many irregular objects, the results obtained are often true. The information differs greatly, and the expected results are not achieved [6]. The 3D model scanning equipment is expensive and limited for personal use and can only reconstruct a single object. For images with irregular characteristics such as remote sensing images, the 3D reconstruction effect is very poor, and the object is often not obtained. The color distribution information of the surface has been explained. However, multiple images of different angles of the object are used to recover the three-dimensional information of the object through computer vision theory [7]. From the beginning of the research, it has attracted people’s attention. This method only requires multiple images of different angles to recover the three-dimensional model. The traditional analysis method carries out the 3D reconstruction of the sparse sculptural point cloud data; use sharp template feature matching and block segmentation technology to realize automatic 3D reconstruction of sculpture point cloud, and conduct simulation experiment analysis. In view of the importance of straight line features to the three-dimensional geometric structure of buildings, a strategy of extraction, matching, and reconstruction of straight line features is designed. On the basis of linear feature extraction, a multiconstrained linear feature matching method is proposed to solve the matching difficulties caused by broken lines and incomplete extraction. The feature of this method is to use the local affine invariance between points and lines. Searching for candidate matching sets improves the accuracy of matching straight line search. Combine epipolar constraint and straight line angle and the similarity measure of support domain grayscale to perform straight line feature matching. Experimental results show that this method has a higher correct matching rate.

By converting the three-dimensional color information of the real world into digital signals that can be directly processed by the computer, it can provide an effective means for the digitization of physical objects. It is very different from traditional flatbed scanners, cameras, and graphic capture cards. The scanned object is not a flat pattern, but a three-dimensional object. Secondly, through scanning, the three-dimensional space coordinates of each sampling point on the surface of the object can be obtained, and the color of each sampling point can also be obtained by color scanning. Some scanning devices can even obtain the internal structure data of the object. Finally, it does not output two-dimensional images but contains a digital model file of the three-dimensional space coordinates and the color of each sampling point on the surface. This can be used directly for CAD or 3D animation. The color scanner can also output the color texture map of the surface of the early coordinate measuring machine (CMM) used for three-dimensional measurement. The probe is installed on a servo device with three degrees of freedom (or more degrees of freedom), and the driving device drives the probe to move in three directions. When the probe touches the surface of the object and measures its movement in three directions, the three-dimensional coordinates of the point on the surface of the object can be known. Control the movement and touch of the probe on the surface of the object to complete the three-dimensional measurement of the entire surface. Its advantages are high measurement accuracy; its disadvantages are expensive, complicated control when the object shape is complex, slow speed, and no color information. The rangefinder sends the signal to the surface of the measured object and can estimate the spatial position of the surface of the object according to the reflection time or phase change of the signal.

2. Related Work

The so-called image-based 3D reconstruction generally refers to the use of images to restore the 3D geometric model of
an object. For the reconstruction of geometric models, it can be summed up as follows: single-image-based methods, stereo vision methods, motion restoration structure methods, silhouette contour-based methods, etc. [9].

Adamopoulos et al. [10] proposed that the camera projection transformation is a projective transformation from a three-dimensional space to a two-dimensional plane. It is impossible to obtain its geometric structure from a single image of a space scene. Although the shape is restored from light and dark, the method supports the reconstruction of a three-dimensional model from a single image. However, this is always an ill-conditioned problem. The assumption that the surface reflectance of the object is known is usually not true. Gherardini et al. [11] studied the shading method and optimized it in combination with the image contour. It is mainly aimed at specific illumination, with relatively simple structure and ignoring texture. Feature images are difficult to apply to actual images. The general method of 3D reconstruction based on a single image is to use the known geometric characteristics of parallel, vertical, coplanar, vanishing point, and vanishing line in the scene and realize the 3D reconstruction of the object in an interactive manner. Lanteri et al. [12] interactively marked the key points and parallel lines of the objects in the scene for a single image with at least two vanishing points and used the vanishing points to calculate camera parameters to establish a geometric model. Barrile et al. [13] proposed a method of measuring distance from a single image of the shape. The three-dimensional reconstruction method based on stereo vision is used to reconstruct the geometric model of the scene from two or more calibrated images. For the biological vision system, when two eyes are used to observe an object, there will be a sense of distance or depth. Stereoscopic movies imitate the principle of seeing the world with the human eye, producing a realistic sense of depth. The research of Suciati et al. [14] showed that when shooting, the two cameras shoot at the same time, imitating the perspective of the human eye, and during projection, the images captured by the two cameras are projected onto the same screen at the same time, and the principle of polarized light is used. So that each eye can only see the corresponding polarized light image; that is, the left eye can only see the image taken by the left camera, and the right eye can only see the image taken by the right camera, so that people feel the real three-dimensional scene. Adamopoulos et al. [15] in computer vision systems and digital photogrammetry systems also simulate the way that human eyes observe the scene. The stereo vision method generally obtains two different perspective images of the same space scene by a stereo camera system and calculates the points in the space. The time difference between the two images is used to obtain the three-dimensional coordinates. The stereo vision method focuses on how to accurately determine the dense pixel correspondence between the matching views. Delpietra et al. [16] started from the matching similarity measurement model, epipolar constraint, parallax constraint, etc. and studied the method of dense matching of stereo pairs. Liang Bojun used the matching diffusion method to generate the dense disparity map and then get dense depth information. Zhang et al. [17] proposed a strategy for camera calibration and single-image modeling through prior knowledge of planes, parallel lines, and angular structures and merged the local models corresponding to each image in multiple image sequences. Complete the unification of multiscene models. Traditional 3D reconstruction methods all need to calibrate the camera in advance. In recent years, more and more researchers have devoted themselves to the research of camera self-calibration work, only through two or more uncalibrated images to recover the geometric structure of the scene and the motion parameters of the camera at the same time. For the 3D reconstruction of uncalibrated images, the most commonly used method is the motion recovery structure method. This method uses numerical methods to detect and match feature point sets in the image, at the same time, recover the camera motion parameters and scene geometry, and obtain the 3D model of the object [18]. When shooting the target, you can freely move the position of the camera and adjust the focal length of the camera as needed; since there is no need to calibrate the camera parameters in advance, the reconstruction result will not be affected by factors such as inaccurate calibration information or slight changes in camera parameters during the shooting process. Because the method calculates only the three-dimensional coordinates of all matching feature points, only sparse three-dimensional spatial feature points can be reconstructed, so it is generally necessary to further reconstruct the three-dimensional model with the help of unique matching between images [19].

Although some domestic research teams in the field of 3D reconstruction have only achieved theoretical breakthroughs and have not fully translated into practical applications, more and more institutions are still investing a lot of energy and funds to achieve expectations breakthrough. Correspondingly, the content studied in this paper is based on consulting a large number of domestic and foreign documents, improving related algorithms, and centering on the three-dimensional reconstruction algorithm based on sequence images and in-depth research based on two images and the multiple reconstruction algorithm. Based on the modeling method of silhouette contour line, the three-dimensional model of the object is obtained by analyzing the contour image or silhouette contour line of the object in multiple perspectives. When observing a space object from multiple perspectives, a silhouette contour line of the object will be projected on the screen of each perspective. This silhouette contour line and the corresponding perspective projection center together determine a cone in the three-dimensional space. The outline of the object can be obtained by viewing the shell. When enough contour images are used, the visual shell is considered a reasonable approximation of the three-dimensional model of the object. Since the intersection calculation of three-dimensional cone shells is a problem of intersecting complex polyhedrons in three-dimensional space, the calculation complexity is high, so the contour method mainly solves the problem of rapid intersection of three-dimensional cone shells. The earliest method of using contours for 3D reconstruction is to discretize the 3D space where the object is located into voxels,
except for the voxels projected outside the contour area to obtain a 3D model of the object [20, 21]. The modeling method based on silhouette contour line is mainly suitable for convex objects, but some concave areas on the surface of the object cannot be obtained from the silhouette contour information, so this method is not suitable for all shapes of entities [22–25]. The more silhouette contours, the closer the generated visual shell is to reality. Therefore, contour-based methods generally require a larger number of pictures and have higher algorithm complexity. The experimental results in this paper show that the point cloud reconstructed by the image 3D reconstruction algorithm based on region growth in this paper show that the point cloud reconstructed by the image 3D reconstruction algorithm based on region growth system, the size of each pixel in the axial direction can be obtained. If the coordinates are in the pixel coordinate system, then in the image coordinate system, taking the upper left corner of the image as the origin of the coordinate system, increasing in the horizontal direction to the right, and increasing in the vertical direction. The coordinates of each pixel are the row and column number of the pixel in the array. The pixel coordinate system only indicates the number of rows and columns of the pixel in the array, while the image coordinate system uses physical units (such as millimeters) to indicate that the pixel is in the image. The origin of the image coordinate system is the intersection point of the optical axis of the camera and the image plane. This point is generally located at the center of the image. If the coordinates are in the pixel coordinate system, then in the image coordinate system, the size of each pixel in the axial direction can be obtained. The formulae (1)-(2) are as follows:
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Let \( F \) be a domain, the members of the vector space \( V \) are called vectors, and the members of \( F \) are called scalars. If \( F \) is a real number field \( R \), \( V \) is called a real vector space; if \( F \) is a complex number field \( C \), \( V \) is called a complex vector space; if \( F \) is a finite field, \( V \) is called a finite field vector space. The vector space \( V \) is a set on \( F \). Let \( 0 \) be the zero vector in the vector space \( V \), and the \( k \) vectors in \( V \) are linearly related, if and only if there are \( k \) scalars that are not all zeros satisfying.

\[
f(x, y, z) = u(x, y, kz) - u(x, y, z),
\tag{3}
\]

\[
g(x, y, z) = \sum f(x, y, z) \ast f(x, y, z)^T.
\tag{4}
\]

Among them, \( x \) represents the grid cell density, \( y \) represents the optimal threshold value of the density histogram, \( z \) represents the relative density of the two cells, and \( f \) represents the pixel point in the histogram.

The collected original 3D sculpture point sparse image adopts the local mean value noise reduction method to separate the noise, as shown in formula (5), determine the threshold value of the feature point, and perform the noise separation processing according to the threshold judgment result, and the formed feature point set is

\[
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On the reconstructed surface of key feature points, the Harris corner detection method is used to smooth the sparse image of sculpture points. As shown in formula (6), \( f(x, y) \) represents the gray value of the feature point clustering of the sparse image of sculpture points at \((x, y), g(x, y, z)\) represents the Taubin smoothing operator, and \( h(x, y, z) \) is the seed point array distribution of the table image. The block matching method is used for feature registration, and the degree of clustering coincidence is calculated. Determine the main direction of the current seed point \( P \) of the sparse image of the sculpture point, and perform the spatial neighborhood decomposition according to the Euclidean distance \( E(d(x, y)) \) of the corresponding feature vector to obtain the spatial neighborhood decomposition coefficient. \( p \) represents the decomposition scale of the approximately convex part of the sparse image of the sculpture point. The three-dimensional point cloud model is fused and clustered by the principal component segmentation method, and the distance between the cluster centers is \( d(x, y) \). Based on the voxel feature segmentation method, the feature segmentation output is obtained. According to the above analysis, set the vector quantization feature quantity of the sparse image of sculpture points, extract the gray pheromone of the image, and obtain the first \( i \)-dimensional feature template of the sparse image of sculpture points:

\[
d(x, y, z) = |f(x, d(x, y), y) - f'(x, y)|^2.
\tag{6}
\]

In the formula, \( f \) represents the reference template image and \( f' \) represents the image to be reconstructed. According
to the above analysis, information fusion processing is performed on the point cloud data of the detected sparse images of sculpture points, and the gradient operation method is used for feature decomposition to realize the information enhancement and fusion filtering of the sparse images of sculpture points.

3.2. Detection of Feature Points of Image Sculpture Buildings. Because the feature points are accurately positioned and can provide effective three-dimensional information, establishing the correspondence between feature points in different views has become a necessary prerequisite for restoring the three-dimensional structure of the target object. For the ground close-up images of buildings, because the wide baseline and large angle of intersection are often used, problems such as serious occlusion, brightness changes between images, and large perspective distortion will occur. In addition, the surface texture of the building is single and repetitive. These make it difficult to automatically recognize and correct the local shape of the corresponding neighborhood window. Therefore, it is necessary to develop a feature point detection and matching strategy for the building ground close-up image. The common feature point detection and matching algorithms are summarized. The specific 3D model hierarchy process is shown in Figure 1, and after analyzing their advantages and disadvantages, combined with the characteristics of the building ground close-up image, a multifaceted complementary local affine invariant feature point detection and matching method is proposed. In the process of 3D reconstruction, it is necessary to acquire a large number of points in the image, but not all of these points can be helpful to the reconstruction during reconstruction. Only the points that are significantly different from the surroundings are the points that are needed. These points are called feature points. If the two-dimensional coordinates of these feature points can be obtained in the two images, respectively, then three-dimensional reconstruction can be carried out. The traditional algorithm needs to locate the local extreme points in the scale space and the two-dimensional plane space at the same time to determine the location of the local extreme points, and use the selected local extreme points as the key points. Finally, according to the key points The position information of the key point is calculated, and the gradient direction of all points in the neighborhood of the key point is calculated to determine the main direction of the key point, and then the invariance of the operator to the geometric transformation and rotation can be completed. The standardization of multi-functional local areas can be further realized by feature point local area description and feature point matching and verified by comparison experiments with other algorithms.

After the target is imaged, for each point on the target, the internal and external parameters of the camera are the same, which can be regarded as a known constant, but because the coefficient matrix of the affine transformation is related to the sum, the pixels of the two images do not obey the same affine transformation model shows that the geometric relationship between all pixels of two images can be represented by the same affine transformation model. Since the two cameras, respectively, represent the axis coordinates of the same target along the respective optical axis directions, that is, the depth in the projection direction, for practical applications, the following cases are constant or can be approximated as constant. As shown in formula (7), the second-order central moment is a more generalized concept of covariance. The second-order central moment based on the vector representation is constructed using the pixel information of the irregular feature area, which is used to adjust the irregular feature area. The irregular area can be adjusted to an elliptical area using the following formula:

$$\sum (u) = \frac{1}{|u|} \sum \sum (u - f(\mathbf{u}))^T (u - f(\mathbf{u})).$$

(7)

The affine transformation between images can be understood as the mapping between sets, and the affine invariant feature can be considered as an invariant subspace in the feature space that is not affected by this mapping. Affine invariant features are divided into global affine invariant feature extraction methods and local affine invariant feature extraction methods. Among them, because of local affine invariant features, only the information of the local area of the target is used. Since these local regions may be scattered in different positions of the target, when features are extracted independently for each region, even if there is some occlusion in the environment of the target, partial information of the target can still be obtained through local feature extraction, so as to realize the recognition and recognition of the target. The most stable extreme value area sets a threshold for the image, analyzes the relationship between the gray value of the image pixel point and the given threshold, and constructs a four-connected area. The gray value of the pixels inside the area is all grayer than the gray value of the boundary pixels. The degree value is large (maximum value area), or the gray value of the pixels inside the area is smaller than the gray value of the boundary pixels (minimum value area). The method is specifically described as follows: set a threshold for a given image, and set the points whose grayscale is less than the threshold to “black,” otherwise set to “white.” The image is initially set to completely white, then black appears. When gradually increasing, the “black” points representing the local minimum value appear one after another. In this way, as new local points are gradually produced, the old local “black” points gradually merge. When the maximum is reached, the image becomes completely black. Similarly, if the process is reversed, the image will change from all black at the beginning to all white at the end. In the threshold change process, the continuous area composed of the local “black” points (or the “white” points in the reverse process) that have appeared is called the extreme value area. The gray values of the pixels in this area are all less than (or greater than) the gray value of boundary pixels. The detection operator detects homogeneous regions in the image, which depends on the structure of the image itself, so it has the characteristics of covariation with the image affine transformation and linear illumination transformation. The basic principle is to start from the extreme
gray value of the image and find the boundary point outward along the direction of the fortune ray. The boundary point is the pixel point that has the largest grayscale difference from the extreme point and is closest to the extreme point, and then the grayscales of the boundary points of the extreme neighborhood are sequentially connected to form an irregular area. Therefore, it is called the affine invariant region. Among them, the boundary points can be a gray value function is obtained by seeking extreme values. The geometric positioning accuracy is high, the number of detected features is the largest, and a good match can still be obtained in the presence of occlusion, but the performance of the detection operator for illumination and viewing angle changes is not good; although the performance is the best, the detected features are less, and too few features will cause instability in the matching result due to mismatching.

Through the principle of the above local feature detection algorithm, it can be seen that the detected features are stable local blocks, which are more suitable for scenes with obvious texture features, while feature detection based on corner areas is obvious for structures such as buildings. The specific point algorithm of the sculpture model is shown in Figure 2. The scene performs better, and the two features have fewer regions of the same feature. The feature region itself has scale and affine invariance. After the descriptor is used to describe the feature region in vector, the resulting descriptor adds rotation invariance. Since the algorithm makes full use of the neighborhood information when calculating the direction of feature points and uses the idea of histogram statistics and Gaussian weighting when calculating the gradient direction at the feature points, this provides better matching of feature points with positioning deviations. The description operator first takes the neighborhood with the feature point as the center as the sampling window, calculates the gradient direction of each pixel, then uses the gradient histogram (column) to calculate the main direction of the window, and uses the center of the feature area as the origin of the coordinate axis. Rotation is the direction of the feature point to ensure rotation invariance. Divide the feature area into subregions, and calculate the gradient direction histogram of each direction of each subregion. In order to highlight the role played by the center of the region, Gaussian weighting is performed on the center of the region to make the closer to the center. The greater the contribution of the pixel gradient direction information, the final one-dimensional feature vector is obtained.

3.3. Image Sequence Parameter Estimation and Three-Dimensional Coordinate Calculation. In the process of 3D reconstruction of target based on image sequence, camera parameter estimation is a necessary condition for establishing the mapping relationship between 2D image and 3D target, and it is also the core of motion recovery structure. The narrow sense of camera parameter estimation only refers to the internal parameter matrix. The camera parameter estimation in this article refers to the generalized camera parameters. In the form of a projection matrix, it can directly establish a correspondence between the three-dimensional world coordinate system and the two-dimensional image coordinate system. The relationship between is the implicit representation of the camera’s internal and external parameters. The use of the projection matrix can further realize the calculation of the three-dimensional space point coordinates, and its calculation accuracy directly determines the accuracy of the model. The camera parameters and three-dimensional space point solution method are based on the beam adjustment optimization model. First, the singular value decomposition of the essential matrix is used to obtain the parameters of the “quasi” European model of the two images (the initial camera internal and external parameters and the three-dimensional space coordinates of the characteristic points), as the initial parameters of the beam adjustment; then, use the beam adjustment model to nonlinearly optimize the internal and external camera parameters of the two images and the spatial coordinates of the points to be fixed; for each new image, according to the calculated three-dimensional points, add the corresponding relationship of the image feature points, solve the projection matrix of the image and solve the matching feature point pairs that have not been reconstructed, and optimize all the current images using the beam adjustment model; finally, the global beam adjustment optimization is performed to obtain the camera. The optimal solution of parameters and three-dimensional point coordinates is obtained. The distribution of image sequence...
parameter estimates is shown in Figure 3. It can be seen that several sets of samples all show good accuracy. After modeling and optimization, the estimated values of image sequence parameters in the data set show higher correlation, and their distribution is more uniform.

In the three-dimensional coordinate calculation, the antiprojection line of the matching point and the baseline of the two cameras form a triangle. The vertex of this triangle is the intersection of the optical centers of the two cameras and the two antiprojection lines. This intersection is the space point to be determined. However, in practical applications, due to the existence of various noises, for a certain spatial point, the back-projection rays of the imaging point generally do not exactly intersect, as shown in the figure, so it is necessary to define an appropriate cost function and use the beam level. The difference optimization model estimates the best “intersection point” of the spatial point coordinates. The beam adjustment optimization model uses the camera projection matrix to back-project a given initial three-dimensional point cloud. Generally, the sum of the squares of the distance error between the back-projected point and the original image point is minimized to optimize the point cloud structure and camera parameters. The pinhole camera model is simply described as follows: among them, there is the three-dimensional point in the world coordinate system and the point projected on the image by the three-dimensional point, representing each image and its corresponding camera parameters. The standard beam adjustment algorithm contains a series of input information.

The iterative method is used, by constructing the objective function, and then the optimization theory is used to minimize the objective function to obtain the optimal solution. Due to the large change in the viewing angle of the close-up image, a large distortion occurs at the feature point. Because the extraction accuracy of feature points depends on the gray information of the neighborhood, because each view has different perspective distortions, the neighborhood gray mode of the feature points of the same target 3D point on different images is very different, and it has a strong directionality; assuming that the noise at the feature points of the image is isotropic, the solution obtained by optimizing the objective function is also the maximum likelihood optimal estimation under this assumption; that is, the solution of the model is only available under this assumption. Considering the influence and effect of the neighborhood distortion of feature points on the objective function, the anisotropy of noise is incorporated into the reprojection
error by using the principle of affine transformation between images, and the objective function that takes into account the local anisotropy is constructed to make the feature points. When the noise is anisotropic, the camera parameter solution obtained by minimizing the objective function is the optimal solution in this case.

The affine transformation is essentially the transformation between geometric coordinates, which changes the spatial change of the grayscale mode of the feature point neighborhood, and does not affect the overall grayscale information of the feature neighborhood. Therefore, affine geometry can be used to find the affine. The stable feature points under transformation are affine invariant feature points. However, the gray mode changes in the neighborhood of different feature points and the gray mode changes in the neighborhood of the same pair of feature points have great differences on different images, making the error distribution an anisotropic distribution. The anisotropic distribution of errors can be described by an elliptical local affine invariant region centered on a feature point. The specific 3D model architecture is shown in Figure 4. The first step is to construct a Gaussian pyramid of the image to detect local extrema in the scale space. When a set of 5-layer Gaussian pyramids is built, another set of Gaussian pyramids underneath is built using the following method: first downsample the third layer of the 5-layer Gaussian pyramid, and then use the downsampling results. Take it as the base layer image in the next group, then use this image to perform Gaussian filtering, and finally, get other layer images. When determining the spatial local extremum, it is necessary to compare each pixel with all neighboring points around it, and the highest and lowest point in the scale space should be excluded first; observe the difference between it and its image domain and scale domain. The system can be divided into 3 modules, which are connected to each other. For different types of affine transformations, the affine invariant region is an ellipse with the center of the circle. The direction and length of the minor axis, respectively, represent the direction and size of the uncertainty of the error distribution at this point.

4. Application and Analysis of Sculpture 3D Modeling Based on Image Sequence

4.1. Image Expression of Three-Dimensional Model of Sculpture Building. In order to verify the effectiveness and robustness of the method in this paper, four sets of test images published by a machine vision research group are selected for experiments. These four sets of test images are all close-range image pairs related to buildings, with rotation, scale, illumination, and affine transformation, as shown in the figure. In the process of surface reconstruction based on two views, the weighted texture extraction method based on the center of gravity coordinates is adopted. By mapping the refined discrete grid to the image, the texture information of a certain pixel of the four adjacent pixels is obtained. The texture information of the points is converted by a specific formula to form a texture image. The texture information of the image is stored in a rectangular manner. The discrete grid of the object surface can be used to project the grid points on it into the image, and the texture information of this point in the image is extracted, so that a texture image in the form of a grid is formed. However, because these grid points are too sparse and the texture information obtained is not enough, the resulting texture image is too blurred. Therefore, the discrete grid needs to be refined first to obtain more grid points. The grid point corresponds to a pixel of the texture image, so that there is enough texture information.

In accordance with the technical requirements of first-class wire and second-class leveling, the Leica TS30 model automatic total station and the Tianbao DiNi11 model electronic level are used to accurately measure the plane and elevation coordinates of the measuring points of the ground sculpture building. The measurement accuracy is better than ±3 mm. The control point sign is made of a flag cloth with a length of 1 m. A black and white radial pattern and number are printed on the flag cloth. A hole with a diameter of 3 mm is reserved in the center of the pattern, which is convenient for aligning the center experiment of the stainless steel sign. In the process, the algorithm is used to match the feature points of each close-range image pair, and the straight line extraction algorithm in this paper is used to extract the straight line. The measuring points (control points and check points) are measured by Swiss Leica TS30 automatic total station. The nominal accuracy of precise ranging is 0.6 mm + 1 ppm, and the nominal accuracy of prism-free ranging is 2 mm + 2 ppm. The nominal accuracy of the angle measurement is ±0.5″. And the Trimble DiNi12 electronic level is used to recheck the elevation of the measuring point, and its nominal accuracy is ±0.3 mm for the standard error of the round-trip observation per kilometer. For the evaluation of the matching result, the correct matching pair of the straight line feature is adopted. As shown in Figure 5, the matching results under different geometric changes are counted and compared with the matching results of representative algorithms to compare the pros and cons of the method in this paper. Due to the speed global smoothing constraint, this leads to the propagation of errors, and when multiple objects in the scene move in different directions, there will be an average speed offset problem. Therefore, in the program, this article divides the image into small areas in the horizontal and vertical directions and restricts the speed smoothing constraints to blocks. Although the occlusion or incomplete line extraction is caused by the discontinuity of the image, these factors lead to inconsistent line attributes, and the method in this paper can still be used to obtain the correct matching. At the same time, for the extracted line breaks, the method in this paper will cause “one more match.” For the real image sequence sampled by the camera, this article cannot accurately know in advance the speed of the object in the sampled scene moving on the projection plane, so there is no way to compare the calculated velocity field with the real velocity field. The average variance method is used to analyze the test results. In this experiment, the average variances corresponding to the optical flow constraint and the velocity smoothing constraint are calculated: gray variance and velocity variance (because the velocity is a vector, it is represented by the modulus variance and the
The test uses standard video, and the image size of each frame is $352 \times 288$. From the experimental data in Figure 6, it can be seen that the recursive refinement of the grayscale change and the calculation method make the displacement size and direction more accurate.

It can be seen from the comparison that the improved algorithm is much better than the original algorithm of the calculation result, which shows the stability and accuracy of the velocity field. The effect of the LK algorithm and the improved algorithm is roughly the same, but the LK algorithm will have calculation errors when the object moves a large distance. For example, the rolling of the ball at the bottom right of the image does not perform well. Through many experiments, it is shown that the LK algorithm analyzes optical flow only when the projection of the object moves less than one pixel on the projection surface, and the improved HS algorithm through grayscale interpolation can...
more accurately analyze the projection movement distance less than two pixels. The movement of each pixel makes the image sequence more accurate.

4.2. **Accuracy Analysis of the 3D Model of Sculpture Building.**

In the environment of Matlab R2009a, this paper simulates the calibration algorithm of the flat template camera based on the homography matrix. The main functions of the program include the following: feature point extraction, calibration, error analysis, and scene recovery. Sculpture buildings are used as the calibration template, the camera position is fixed, the calibration templates are placed in 12 different positions to shoot them, and 12 images of the calibration template are obtained, which are used as the input of the algorithm. The program first extracts the characteristic points of the calibration points of each image and then obtains the internal and external parameters of the camera by solving linear equations and nonlinear optimization problems. On a noisy image, search for similar blocks in a local area and stack them. In the transform domain (DCT domain and FFT domain), use the hard threshold denoising method to denoise the stacked image blocks to obtain the estimated value of the stacked similar blocks. Perform aggregation according to the mean weight, then obtain the preliminary estimated image, and perform aggregation of similar blocks on the preliminary estimated image; then, use Wiener collaborative filtering to perform image denoising, thereby obtaining the final denoising result and the resulting image. The sequence simulation situation is shown in Figure 7.

Control points and check points can be divided into two groups. The first group is distributed on the ground in the 300 m × 300 m experimental sculpture area, with a total of 25 measuring points used for the construction of the 3D model in the area and its accuracy evaluation; the second group is distributed in the area. There are 98 measuring points on the exterior surface of the sculpture building, which are used for the construction of the refined model of the single building and its accuracy evaluation. The first group of 25 measuring points are evenly distributed in the test area of 300 m × 300 m, with a diameter of 1 cm and a length of 1 cm. A measurement mark was made on 7 cm stainless steel. We have designed 4 different 3D model construction schemes. According to the principle of uniform distribution control, 3, 6, 9, and 12 measuring points are selected as control points, and the remaining points are accuracy check points. The points are evenly distributed in the test area. The 98 measuring points in the second group are distributed on the outer surface of the library building, arranged in layers at 3 different heights of 10 m, 20 m, and 30 m, taken at the heights of 10 m and 30 m on the 4 sides of the sculpture building. 2 measuring points are used as control points, a total of 16 control points, and the remaining measuring points are used as check points. Select the points with strong reflectivity and obvious characteristics on the exterior surface of the sculpture building as the measuring points. There is no need to paste additional reflective signs. The prism-free function of Leica TS30 automatic total station is used for three-dimensional coordinate measurement, and the accuracy of plane and elevation measurement is better than ±5 mm. For the 3D model of the 300 m × 300 m survey area, 5 flying heights and 4 control points were set up in this test, and a total of 20 3D models were reconstructed. For the refined model of the sculptured single building, this test uses flying A refined 3D model was constructed for an image sequence with a height of 80 m, and a 3D model was reconstructed. First, image preprocessing, image area network joint adjustment, control points, and coordinates were imported; then, dense 3D points were generated according to aerial triangulation. A 3D white cloud model was generated, the surface mesh was reconstructed to generate a triangulation, and texture mapping was performed to generate a real 3D model.

The accuracy of the 3D model constructed under different number of control points is shown in Figure 8. When the number of control points is 3, the plane root mean square error of elevation is 12.1 cm, 14.4 cm, 15.8 cm, 16.4 cm, and 10.9 cm. For the 3D model of the 300 m × 300 m survey area, the errors are 5.8 cm, 9.0 cm, 10.1 cm, 10.9 cm, and 14.9 cm, and the root mean square errors of elevation are 12.1 cm, 14.4 cm, 15.8 cm, 16.4 cm, and 16.5 cm. When the number of control points is 12, the error will be different for different flying heights. The root mean square error of the plane corresponding to the height is 3.4 cm, 4.8 cm, 6.2 cm, 6.8 cm, and 10.6 cm, and the root mean square error of the elevation is 3.1 cm, 5.4 cm, 6.7 cm, 6.9 cm, and 7.0 cm. With the control point as the number increases, the plane and elevation errors of the 3D model are gradually reduced, and the accuracy is getting higher and higher. Therefore, the more the number of control points, the higher the plane and elevation accuracy of the model. When the number of control points increases from 3 to 6 and when the height root mean square error is significantly reduced, the number of control points has a significant

![Figure 6: Variance distribution of image sequence in different experimental groups.](image-url)
Figure 7: Amplitude frequency response of image sequence signal after filtering.

Figure 8: 3D fitting curve of control points and check points in image sequence.

Figure 9: Satisfaction survey of the sculpture 3D model based on image sequence.
5. Conclusion

This paper proposes a method of 3D reconstruction of sculpture based on image sequence, combined with image adaptive feature reconstruction and the point cloud data analysis method, to realize the adaptive structure reorganization of sparse image sequence and improve the automatic recognition and detection of sparse image ability. Based on the 3D reconstruction of sparse scattered points and the feature matching method of sharpened template, the image 3D reconstruction is carried out. The improved algorithm is used to perform feature point matching. Compared with the traditional method, this method can quickly solve the eigenspace and reduce the computational complexity and does not need to occupy more storage space, and the improved algorithm is more stable, accurate, and fast; the reconstruction results are more prominent in details, more realistic, and closer to real objects. At the same time, 3D corner detection and edge contour feature extraction methods are used to detect the 3D point cloud feature of the sparse image of sculpture points, and the detected sculpture points are sparse. The image point cloud data are processed by information fusion to realize the information enhancement and fusion filtering of the sparse image of the sculpture point; the sharp template feature matching and block segmentation technology are used to realize the automatic 3D reconstruction of the sculpture point cloud. The surface reconstruction method based on two views has been researched and explored, and the deficiencies of its linear constraint mechanism have been analyzed and discussed. On this basis, it has been improved and optimized, and better results have been verified by experiments.
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