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Abstract
The acquisition of a dialogue corpus is a key step in the process of training a dialogue model. In this context, corpora acquisitions have been designed either for open-domain information retrieval or slot-filling (e.g. restaurant booking) tasks. However, there has been scarce research in the problem of collecting personal conversations with users over a long period of time. In this paper we focus on the types of dialogues that are required for mental health applications. One of these types is the follow-up dialogue that a psychotherapist would initiate in reviewing the progress of a Cognitive Behavioral Therapy (CBT) intervention. The elicitation of the dialogues is achieved through textual stimuli presented to dialogue writers. We propose an automatic algorithm that generates textual stimuli from personal narratives collected during psychotherapy interventions. The automatically generated stimuli are presented as a seed to dialogue writers following principled guidelines. We analyze the linguistic quality of the collected corpus and compare the performances of psychotherapists and non-expert dialogue writers. Moreover, we report the human evaluation of a corpus-based response-selection model.

1 Introduction
The idea of developing conversational agents as Personal Healthcare Agents (PHA) (Riccardi, 2014) has gained growing attention in recent years for various domains including mental health (Fitzpatrick et al., 2017; Abd-alrazaq et al., 2019; Ali et al., 2020). Most of the conversational agents in the mental health domain are created using rule-based and simple predefined tree-based dialogue flows, resulting in limited understanding of the user input and repetitive responses by the agent. These limitations lead to shallow conversations and weak user engagement (Abd-Alrazaq et al., 2021).

The major reasons for such limitations are the complexity of conversations, the lack of dialogue data and domain knowledge. The conversations about mental state issues are very complex because they usually encompass personal feelings, user-specific situations, different spaces of entities, and emotions. In this domain, the state-of-the-art data-driven frameworks are not applicable and domain knowledge is very scarce. The two main approaches to collect dialogue data for the purpose of developing data-driven dialogue agents are either acquiring user interaction data via user simulators and hand-designed policies (Li et al., 2016), or to collect large sets of human-human conversations in different user-agnostic settings (Budzianowski et al., 2018; Gopalakrishnan et al., 2019; Zhang et al., 2018). These approaches have been used for goal-oriented agents (e.g. reservations of restaurants) or open-domain agents answering questions about a finite set of topics (e.g. news, music, weather, games etc.). However, neither of the above approaches can address the need for personal conversations which include user-specific recollections of events, objects, entities and their relations. Last but not least, state-of-the-art conversational agents cannot carry out engaging and appropriate single-user multi-session conversations. However, personal conversations’ requirements include the ability of carrying out multi-session conversations over several weeks or months.

In this paper, we propose a novel methodology to collect corpora of follow-up dialogues for the mental health domain (or domains with the similar characteristics). Psychotherapists deliver interventions over a long period of time and need to monitor or react to patients’ input. In this domain, dialogue follow-ups are a critical resource for psychotherapists to learn about the life events of the narrator as well as his/her corresponding thoughts and emotions in a timely manner. In Figure 1 we describe the proposed workflow for the
acquisition of personal dialogue data aimed at training dialogue models. We first collect a dataset of personal narratives written by the users who are receiving Cognitive Behavioral Therapy (CBT) to handle their personal distress more effectively. In the next step, the narratives are used to generate stimuli for the follow-up conversations with an automatic algorithm. The first part of the stimulus, the common-ground statement, contains the summary of the narrative the user has previously left and the associated emotions and the second part is a follow-up question aimed at reviewing the users’ life events. In the last step, the stimuli are presented to writers and they are asked to generate a conversation based on the provided stimulus by impersonating themselves as both sides of the conversation, an approach introduced firstly by Krause et al. (2017), where in our setting the sides are the PHA and the patient.

The main contributions of this paper can be summarized as follows:

- We present a methodology for data collection and elicitation of follow-up dialogues in the mental health domain.
- We present an algorithm for automatically generating conversation stimuli for follow-up dialogues in the mental health domain from a sequence of personal narratives and recollections, with a similar structure that psychotherapists use when reviewing the progress with the patient.
- We evaluate the collected dialogue corpus in terms of the quality of the obtained data, as well as the impact of domain expertise on writing the follow-up dialogues.
- We investigate the suitability of the collected corpus for developing conversational agents in the mental health domain by automatic and human evaluation of a baseline response-selection model.

2 Literature Review

Knowledge grounded dialogue corpora

Previously published research have addressed the problem of collecting dialogue data starting from world knowledge facts or predefined persona descriptions. In this regard, Zhang et al. (2018) collected a dataset of conversations conditioned on synthetic persona descriptions for each side of the dialogue using Amazon Mechanical Turk (AMT) workers. Gopalakrishnan et al. (2019) collected a dataset of dialogues grounded in world knowledge by pairing AMT workers to have a conversation based on selected reading sets from Wikipedia and The Washington Post over various topics. Furthermore, Rashkin et al. (2019) have crowdsourced a dataset...
of conversations with implied user feelings in the context, using AMT workers where a worker writes a personal situation associated to an emotion and in the next step is paired with another worker to have a conversation about the mentioned situation. While useful for chitchat and open-domain conversations, unfortunately these resources are not a good fit to address the needs of the mental health support domain.

Mental health support dialogue corpora

The research in this domain is very recent and resources are scarce. “Counseling and Psychotherapy Transcripts” published by Alexander Street Press is a dataset of 4000 therapy session transcriptions on various topics, used as a resource for therapists-in-training. Pérez-Rosas et al. (2016) collected a dataset of 277 Motivational Interviewing (MI) session videos and obtained the transcriptions for each session either directly from the data source, or by recruiting AMT workers. Guntakandla and Nielsen (2018) conducted a data collection process of therapeutic dialogues in Wizard of Oz manner where the therapists were impersonating a Personal Healthcare Agent. The authors recorded 324 sessions of therapeutic dialogues which were then manually transcribed. Furthermore, in the physical health coaching domain, Gupta et al. (2020) collected a dataset of conversations where the expert impersonates a PHA that engages the users into a healthier life style. For this purpose, a certified health coach interacted with 28 patients using a messaging application.

3 Dialogue Follow-Up Generation Methodology

The type of dialogues that we aim at obtaining is different from what has been reported in the literature. While previous works attempted to collect in-the-field therapeutic interactions and convert them into dialogue datasets, we present an elicitation methodology to generate a dataset of follow-up dialogues in the mental health domain, grounded in the personal narratives and with the same conversational structure that the psychotherapists use in order to review the events with the patients in a timely manner.

3.1 Collection of Personal Narratives

A group of 20 Italian native speakers who were receiving Cognitive Behavioral Therapy (CBT) were asked to write notes about the daily events that activated their emotional state. CBT is a psychotherapy technique based on the intuition that it is not the events that directly generate certain emotions but how these events are cognitively processed and evaluated and how irrational or dysfunctional beliefs influence this process (Oltean et al., 2017). A technique commonly used in CBT treatment is the ABC (Antecedent, Belief, Consequences). In this technique, the psychotherapist tends to identify the event that has caused the patient a certain emotion by a set of questions to define A) what, when and where the event happened, B) the patient’s thoughts and beliefs about the event and C) the emotion the patient has experienced regarding the event. Once dysfunctional thoughts are identified, the patient is guided on how to change them or find more rational and/or functional thoughts (Sarracino et al., 2017).

We recruited 20 users who would meet with their human psychotherapists one session a week and asked them to write notes about the day-life events that caused them an emotional arousal between one
session and the following one. For this purpose, a mobile application was designed that the users could interact with for a period of three months, to answer the questions designed by the psychotherapists for the ABC technique, and assign an emotion to the note if possible. The emotions could be selected from a predefined set, equal for all users, including the six basic emotions used in psychological experiments (Happiness, Anger, Sadness, Fear, Disgust and Surprise) (Ekman, 1992), and two other complex emotional states (Embarrassment and Shame) that were considered relevant for this setting. Figure 2 shows the user interface of the application designed for this purpose.

By the end of this step, 224 ABC notes were obtained from 20 users of which 92 notes (written by 13 different subjects) are complete, i.e. the users has answered all the questions completely, and are selected for the generation of the stimuli. Considering the fact that each note, that is the answers to the ABC questions, is about a unique real-life event, we concatenate the answers in each note under the psychotherapists’ supervision to convert the notes into personal narratives of one piece. Out of the 92 complete narratives, 18 narratives are assigned an emotion by the user, and 74 notes are not labeled by any emotions. A lexicon-based sentiment analyzer developed by The OpeNER project\(^3\) is used to detect the polarity of the 74 narratives without any expressed emotions, which labeled 61 narratives as either negative or positive and 13 of them as neutral.

Lexical analysis on the selected narratives demonstrates that the language and vocabulary used in the narratives are user-specific. Figure 3 plots the recurrence of the 5 most frequent nouns used by each user in the notes, translated into English. As the figure shows, each word has been used frequently by one user and seldom by other users, indicating the personal space of entities and characteristics of the conversations in the mental health domain since the topic of these conversations, i.e. the life events and situations, varies from one patient to the other.

### 3.2 Generation of Personal Stimuli

We extracted one sentence from each of the 92 selected narratives using an out-of-the-shelf extractive summarizer\(^4\), and under the supervision of the psychotherapists, designed 5 templates to convert each summary and its assigned emotion or automatically detected sentiment into a coherent stimulus consisting of a common ground and a follow-up question. For each 18 one-line narrative summaries [Summary] with an assigned emotion [Emotion] by the user, two templates are defined as:

\[
\text{In the notes you left previously, I read [Summary]. You told me you felt [Emotion] for that. Do you still feel [Emotion]?}
\]

\[
\text{I remember you told me that you felt [Emotion] because of [Summary]. How do you feel now?}
\]

while, for the 61 one-line narrative summaries with automatically determined polarity [Sentiment], two templates are defined as:

\[
\text{In the notes you left previously, I read [Summary].}
\]

\[
\text{[Emotion]}\]

\[
\text{I remember you told me that you felt [Emotion] because of [Summary]. How do you feel now?}
\]

---

\(^3\)https://www.opener-project.eu/

\(^4\)sumy Automatic text summarizer, https://pypi.org/project/sumy/
Previously, you had a [Sentiment] feeling about what I read in your note [Summary]. How do you feel about it now?

I remember you had a [Sentiment] feeling about what I read in your note [Summary]. Do you have any new thoughts or considerations about it now?

and, for the 13 one-line narrative summaries without any assigned emotion or determined polarity, one template is defined as;

I read in your note about [Summary]. Do you want to tell me more about it now?

Using this methodology, we obtained 171 stimuli from the 92 selected narratives, of which 150 stimuli are used as the grounding and conversation context for follow-up dialogue generation while 21 stimuli (approximately equal to 10% of the set) are selected by stratified sampling, as a reserved subset. Table 1 shows the statistics regarding the distribution of the stimuli type used for the dialogue generation process.

### 3.3 Generation of Dialogue Follow-Ups

Two dialogue writer groups were recruited for the dialogue generation. The first group included 4 psychotherapists experienced in ABC therapy technique, and the second group included 4 non-expert writers. Each writer was presented with a detailed guideline including the task description as well as several examples of correct and incorrect annotation outcomes. For each provided stimulus, the writers were asked to firstly review and validate the stimulus for possible “Grammatical Error” or “Inter-sentence Incoherence” and in case of an invalid stimulus, to apply necessary modifications to correct it. Following the validation, the writers were asked to write a short dialogue follow-up based on the stimulus, assuming that the stimulus was asked by a Personal Healthcare Agent (PHA) to a user about his/her previous narrative.

The writers were asked to respect three mandatory requirements while generating the dialogues as 1) The conversation must be based on and consistent with the stimulus; 2) The flow of the conversation must be such that the user elaborates about the event introduced in the stimulus and provides more information about the event and its objects (person, location etc.) or his/her emotion to the PHA; and 3) The conversation must contain a closure turn by the PHA. The closure turn is an important part of the generated dialogue because these sentences play the role of the acknowledgment and grounding of the dialogue between the user and the PHA, and at the same time may increase the user willingness to use the PHA. The number of turns for the dialogues was not fixed. However, the dialogue writers were suggested to write 4 dialogue turns for each stimulus, resembling 2 turns for the user and 2 turns for the PHA (excluding the stimulus) with the last turn as the closure by the PHA. Furthermore, in order to minimize cognitive workload, the writers were suggested to distribute the work by taking a break after each 10 stimuli.

Initially, 10 stimuli were selected by stratified sampling as the Qualification Batch and were provided to all the writers for the purpose of training and resolving possible misunderstandings. The outcome of the Qualification Batch was then manually controlled and few adjustments were made with 2 of the writers. Afterwards, the rest of the stimuli were distributed such that 30% of the stimuli are annotated by all 8 writers and the rest of the stimuli are annotated by two psychotherapists and two non-expert writers.

| Stimulus Type | Category | Count | Total Count |
|---------------|----------|-------|-------------|
| with Emotion  | Fear     | 2     |             |
|               | Happiness| 9     |             |
|               | Sadness  | 10    |             |
|               | Anger    | 7     |             |
|               | Disgust  | 2     |             |
|               | Surprise | 2     |             |
| with Valence  | Positive | 57    | 107         |
|               | Negative | 50    |             |
| Neutral       | -        | -     | 11          |

Table 1: The distribution of the stimuli used for follow-up dialogue collection, obtained by the automatic aggregation of extracted one-line summaries, the templates and the assigned emotion or automatically detected sentiment valence.

4 Evaluation

Using the introduced elicitation methodology, we collected a corpus of follow-up conversations from the two writer groups\(^5\). We then performed an analysis on the obtained conversations to evaluate the patients’ privacy and deontological requirements.

\(^5\)We are currently applying for further funds to anonymize the corpus and publish a version of the corpus that respects patients’ privacy and deontological requirements.
elicitation methodology and to investigate the impact of domain expertise on the collected dialogues by comparing the performances of psychotherapists and non-expert writers.

4.1 Validation of the Generated Stimuli

In the first subtask, while 34.2% of the provided stimuli to the non-expert writers were labeled as invalid, this percentage by the psychotherapist group was 44.5%. Furthermore, the inter-annotator agreement measured by Fleiss $\kappa$ coefficient (Fleiss, 1971) was higher in the latter group (0.26) as opposed to the non-expert group (0.06). This discrepancy in the validation subtask suggests that the assessment of the stimuli by each writer is affected by their level of competence in the domain and a more precise assessment of the stimuli as an effect of domain expertise. Therefore, domain expertise seems to be an important requirement for the quality of validation annotation in the mental health domain. Nevertheless, by representing each writer group by their consensus vote over the subset of stimuli for which we have a consensus decision, the inter-group agreement over this subset of 27 stimuli was 0.6639, measured by Cohen’s $\kappa$ coefficient (Cohen, 1960), suggesting that even though domain knowledge and expertise results in a fine-grained assessment, it is still feasible to obtain a course-grained validation over the generated stimuli with a group of non-expert writers with appropriate guidelines.

While the expert group labeled 60% of the invalid stimuli due to “Inter-sentence Incoherence” with respect to the automatic generation and combination of the stimuli elements (the summary, the sentiment, and the template), “Grammatical Error” was the assigned error in most of the stimuli labeled as invalid, 69%, by the non-expert group. Regarding the corrections applied to the invalid stimuli, modifications were mostly about the automatically extracted summary and detected polarity. The modifications on the summary sentence included refactoring the structure, re-positioning sections of the summary or restoring the punctuation. As for the modifications on the detected sentiment, while the modifications done by the non-expert writers were about changing negative and positive polarity with one another, the experts tended to be more conservative in expressing a sentiment for the stimuli as they mostly changed the stimuli with detected sentiment to neutral ones without any polarity.

In less than 10% of the cases the writers, mostly the psychotherapists, modified the template and specifically the follow-up question. In these cases, the questions were changed to a more summary-specific ones such as “...What was the distorted thought that came to your mind?”.

4.2 Analysis of the Dialogue Data Collection

As the result of elicitation process, we collected a dataset of follow-up dialogues in the mental health domain, presented in Table 2, consisting of 800 dialogues written by both groups. The number of turns and the number of unique tokens for each group indicate that the experts tended to write shorter conversations while they used a wider range of vocabulary in writing the conversations compared to the non-expert group. Regarding the length of the generated dialogues, in 627 conversations the writ-
ers respected the suggestion of writing 4 turns per dialogue, with exceptions of 90 dialogues written in two turns where the user replies to the stimulus and the PHA ends the conversation with a closure turn, and 83 dialogues where the user and the PHA discuss further about the event and the user’s thoughts before ending the conversation.

4.2.1 Linguistic Analysis

In order to gain insights about the differences in the dialogues written by each group, we looked into the vocabulary of the nouns and entities used by each writer. Figure 4 shows the frequency heatmap of the 20 most frequent nouns used by each writer in generated dialogues, translated into English. The results indicate that the language and vocabulary used in the expert group is specific for each therapist and varies from one expert to the other, while non-expert writers have a more combined vocabulary with less inter-annotator novelty in lexicon, suggesting that the domain expertise has an influence on language and the use of vocabulary in generating conversations for the mental health domain.

Furthermore, we developed a Dialogue Act tagger to compare the conversations by their set of Dialogue Acts (DA). For this purpose, we annotated 370 of the collected dialogue follow-ups (1514 turns, approximately equal to 45% of the dataset) with the ISO standard DA tagging in Italian (Roccabruna et al., 2020) and trained an encoder–decoder model (Zhao and Kawahara, 2019) to segment each turn to its functional units and label them by their DAs. The results, presented in Table 3, show that despite the similarity in the use of the top 6 frequent DAs (inform, answer, auto-positive, question, request and suggest), there is a diversity in the type and the frequency of the DAs used by non-expert group (such as offer, address-suggest and other less relevant DAs to the domain) with respect to the professionals, suggesting that the professionals hold a more structured conversation with respect to the other group.

4.2.2 Response-Selection Baseline

We investigated the appropriateness of the collected dialogue corpus for developing conversational agents in the mental health domain by training a TF-IDF response-selection baseline model. The model was trained on 90% of the collected conversations with a similar training setting to Lowe et al. (2015), and evaluated on the remaining 10% of the data as test set using Recall@k family of metrics, presented in Table 4. The model was then integrated in the application introduced in subsection 3.1 to select the correct PHA response for each user turn. 10 test users were recruited to interact with our application and write narratives about their life events by answering the ABC questions for 50 days. Each narrative was then automatically converted to a personal dialogue stimuli after one day, using the introduced methodology in subsection 3.2, to initiate a follow-up dialogue with the test user for two exchanges (4 turns) with natural language responses from the users and retrieved responses from the system. Regarding the evaluation of the dialogues, we asked the test users to assess the appropriateness and coherence of each system turn (including the stimulus) during the conversation with thumbs-up (appropriate) or thumbs-down (inappropriate) for each turn, and to evaluate the quality of the conversation as-a-whole by voting.
Through an analysis of the collected resource following our proposed methodology, it emerged that the task of validating responses and generating dialogues in the mental healthcare domain can be performed both by using psychotherapists and non-expert dialogue writers. Therefore, it suggests the possibility of training a larger number of non-expert dialogue writers using appropriate guidelines to obtain a valid dataset with less cost while ensuring consistency in the results.

Furthermore, we investigated the appropriateness of the collected corpus for developing conversational agents in the mental health domain. We reported automatic and human evaluation of a corpus-based response-selection baseline. We found that the test users who interacted with the model over a long-term period (50 days) considered on average 91% of system turns as appropriate and coherent, resulting into 72% of dialogues with acceptable quality.

We believe the proposed methodology can be used to tackle the problem of resource scarcity in the mental health domain. In particular, our methodology can be used to obtain corpora of dialogues grounded in personal recollections for developing dialogue models in the mental health domain.
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