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Abstract

Mini-batch stochastic gradient descent (SGD) is the state of the art in large scale parallel machine learning, but its scalability is limited by a communication bottleneck. Recent work proposed local SGD, i.e. running SGD independently in parallel on different workers and averaging only once in a while. This scheme shows promising results in practice, but eluded thorough theoretical analysis.

We prove concise convergence rates for local SGD on convex problems and show that it converges at the same rate as mini-batch SGD in terms of number of evaluated gradients, that is, the scheme achieves linear speed-up in the number of workers and mini-batch size. Moreover, the number of communication rounds can be reduced up to a factor of $T^{1/2}$—where $T$ denotes the number of total steps—compared to mini-batch SGD.

1 Introduction

Stochastic Gradient Descent (SGD) \[20\] consists of iterations of the form

$$x_{t+1} := x_t - \eta_t g_t,$$

for iterates $x_t, x_{t+1} \in \mathbb{R}^d$, stepsize (or learning rate) $\eta_t > 0$, and stochastic gradient $g_t$ with the property $\mathbb{E} g_t = \nabla f(x_t)$, for a loss function $f: \mathbb{R}^d \to \mathbb{R}$. This scheme can easily be parallelized by replacing $g_t$ in (1) by an average of stochastic gradients that are independently computed in parallel on separate workers (parallel SGD). This simple scheme has a major drawback: in each iteration the results of the local computations have to be shared with the other workers in order to compute the next iterate $x_{t+1}$. Communication has been reported to be a major bottleneck for many large scale deep learning applications, see e.g. [3, 11, 24, 31].

Mini-batch parallel SGD addresses this issue by increasing compute before communication. Each worker now computes a mini-batch of size $b$ before communication. This scheme is implemented in state-of-the-art distributed deep learning frameworks [1, 17, 23]. Recent work in [7, 30] explores the current limitations of this approach, as in general it is reported that performance degrades for too large mini-batch sizes [2].

As a remedy, [13, 35] propose to parallelize SGD in a different way: instead of keeping the sequences on different machines in sync, let them evolve locally on each machine, independent from each other, and only average the solutions at the end. Zhang and coauthors [33] show statistical convergence (see also [6]), but the analysis restricts the algorithm to at most one pass over the data, which is in general not enough for the training error to converge. Current work explores the benefits of more frequent averaging of the parallel sequences [4, 32], but thus far the question of how often communication rounds need to be initiated has eluded a concise theoretical answer. Indeed, the lack in the theoretical understanding of local SGD is astounding: the literature does not even resolve the question whether averaging helps, i.e. concretely, whether running local SGD on $K$ workers is $K$ times better than running just a single instance of SGD on one worker.

We fill this gap in the literature and provide a concise convergence analysis of local SGD. We show that averaging helps, i.e. by frequently synchronizing $K$ local sequences, the convergence rate increases by a factor of $K$, i.e. a linear speed-up can be attained. This shows that local SGD is as efficient as parallel mini-batch SGD, but the communication cost can be drastically reduced.

1On convex functions, the average of the $K$ local solutions can of course only decrease the objective value, but convexity does not imply that the averaged point is $K$ times better.
1.1 Contributions

We consider finite-sum convex optimization problems $f: \mathbb{R}^d \to \mathbb{R}$ of the form

$$f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x), \quad x^* := \arg\min_{x \in \mathbb{R}^d} f(x), \quad f^* := f(x^*),$$

where $f$ is $L$-smooth\footnote{$f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L}{2} \|y - x\|^2, \forall x, y \in \mathbb{R}^d.$} and $\mu$-strongly convex\footnote{$f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \|y - x\|^2, \forall x, y \in \mathbb{R}^d.$} We consider $K$ parallel mini-batch SGD sequences with mini-batch size $b$ that are synchronized after at most every $H$ iterations. For appropriate chosen stepsizes and an averaged iterate $\hat{x}_T$ after $T$ steps, we show convergence

$$\mathbb{E} f(\hat{x}_T) - f^* = O \left( \frac{1}{\mu KT} + \frac{\kappa + H}{\mu KT^2} \right) \sigma^2 + O \left( \frac{\kappa H^2}{\mu T^2} + \frac{\kappa^3 + H^3}{T^3} \right) G^2,$$

for $\kappa = \frac{L}{\mu}$, variance bound $\sigma^2 \geq \text{Var}(\nabla f_i(x))$ and second moment bound $G^2 \geq \mathbb{E} \|\nabla f_i(x)\|^2$. For $T$ large enough, the very first term is dominating and we see that both, increasing the number of parallel workers $K$ and increasing the mini-batch size $b$, yield a linear reduction in the number of iterations. This holds for communication rounds as few\footnote{Convergence can be shown even for larger $H$, but at a slower rate. See discussion in Section \ref{section:related_work}.} as every $H = O(T^{1/2} K^{-1/2} b^{-1/2})$ steps. Thus we see that compared to parallel mini-batch SGD the communication rounds can be reduced by a factor $O(T^{1/2} K^{-1/2} b^{-1/2})$ without hampering the asymptotic convergence.

Our proof is simple and straightforward, and we imagine that—with slight modifications of the proof—the technique can also be used to analyze other variants of SGD that evolve sequences on different worker that are not perfectly synchronized. For instance as it is the case in sparsified gradient methods \cite{2, 5, 24, 26} that aim to reduce the communication cost by sharing only a few coordinates of the stochastic gradients in each communication round.

Although we do not yet provide convergence guarantees for the non-convex setting we feel that the positive results presented here will spark further investigation of local SGD for this important application.

1.2 Related Work

A parallel line of work reduces the communication cost by compressing the stochastic gradients before communication. For instance by limiting the number of bits in the floating point representation \cite{8, 15, 22}, or random quantization \cite{3, 29}. The ZipML framework applies this technique also to the data \cite{31}. Sparsification methods reduce the number of non-zero entries in the stochastic gradient \cite{3, 28}.

A very aggressive—and promising—sparsification method is to keep only very few coordinates of the stochastic gradient by considering only the coordinates with the largest magnitudes \cite{2, 3, 11, 24, 26, 27}.

Asynchronous updates provide an alternative solution to disguise the communication overhead to a certain amount \cite{16, 22}.

Convergence proofs for SGD \cite{20} typically rely on averaging of the iterates \cite{14, 18, 21}, tough also convergence of the last iterate can be proven \cite{25}. For our convergence proof we rely on averaging techniques that give more weight to more recent iterates \cite{10, 13, 25}. The first steps in the proof were inspired by the the perturbed iterate framework from Mania et al. \cite{12}.

1.3 Outline

We formally introduce local SGD in Section \ref{section:local_sgd} and sketch the convergence proof in Section \ref{section:convergence}. The proof of the technical results are deferred to Appendix \ref{section:technical_results}.\footnote{Convergence can be shown even for larger $H$, but at a slower rate. See discussion in Section \ref{section:related_work}.}
2 Local SGD

The algorithm local SGD (depicted in Algorithm 1) generates in parallel $K$ sequences $\{x^k_t\}_{t=0}^T$ of iterates, $k \in [K]$. Here $K$ denotes the level of parallelization, i.e. the number of distinct parallel sequences and $T$ the number of steps (i.e. the total number of stochastic gradient evaluations is $TK$). Let $\mathcal{I}_T \subseteq [T]$ with $T \in \mathcal{I}_T$ denote a set of synchronization indices. Then local SGD evolves the sequences $\{x^k_t\}_{t=0}^T$ in the following way:

$$x^k_{t+1} := \begin{cases} x^k_t - \eta_t \nabla_i^k f(x^k_t), & \text{if } t+1 \notin \mathcal{I}_T \\ \frac{1}{K} \sum_{k=1}^K (x^k_t - \eta_t \nabla_i^k f(x^k_t)) & \text{if } t+1 \in \mathcal{I}_T \end{cases}$$

(4)

where indices $i^k_t \sim \text{a.a.r.} \ [n]$ and $\{\eta_t\}_{t \geq 0}$ denotes a set of stepsizes. If $\mathcal{I}_T = [T]$ then the synchronization of the sequences is performed every iteration. In this case, (4) amounts to parallel or mini-batch SGD with mini-batch size $K$. On the other extreme, if $\mathcal{I}_T = \{T\}$, the synchronization only happens at the end, which is known as one-shot averaging.

**Algorithm 1 Local SGD**

1: Initialize variables $x^k_0 = x_0$ for $k \in [K]$
2: for $t$ in $0, \ldots, T-1$ do
3: \hspace{1em} parallel for $k \in [K]$ do
4: \hspace{2em} Sample $i^k_t$ uniformly in $[n]$
5: \hspace{2em} $x^k_{t+1} \leftarrow x^k_t - \eta_t \nabla f(x^k_t)$ \quad \triangleright \text{local update}
6: \hspace{1em} end parallel for
7: \hspace{1em} if $t+1 \in \mathcal{I}_T$ then
8: \hspace{2em} $x^k_{t+1} \leftarrow \frac{1}{K} \sum_{k=1}^K x^k_t$ \quad \triangleright \text{global synchronization}
9: \hspace{1em} end if
10: end for

In order to measure the longest interval between subsequent synchronization steps, we introduce the gap of a set of integers.

**Definition 2.1 (gap).** The gap of a set $\mathcal{P} := \{p_0, \ldots, p_t\}$ of $t+1$ integers, $p_i \leq p_{i+1}$ for $i = 0, \ldots, t-1$, is defined as

$$\text{gap}(\mathcal{P}) := \max_{i=1, \ldots, t} p_i - p_{i-1}.$$  

(5)

2.1 Variance reduction in local SGD

Before jumping to the convergence result, we first discuss a guiding example.

**Parallel SGD.** For carefully chosen stepsizes $\eta_t$, SGD converges at rate $\mathcal{O}(\sigma^2/T)$ on strongly convex and smooth functions $f$, where $\sigma^2 \geq \mathbb{E}||\nabla f(x^k_t) - \nabla f(x^k_t)||^2$ for $t > 0, k \in [K]$ is an upper bound on the variance, see for instance [34]. By averaging $K$ stochastic gradients—such as in parallel SGD—the variance decreases by a factor of $K$, and we conclude that parallel SGD converges at a rate $\mathcal{O}(\sigma^2/K)$, i.e. achieves a linear speed-up.

**Towards local SGD.** For local SGD such a simple argument is elusive. For instance, just capitalizing the convexity of the objective function $f$ is not enough: this will show that the averaged iterate of $K$ independent SGD sequences converges at rate $\mathcal{O}(\sigma^2/K)$, i.e. no speed-up can be shown in this way. Thus, it seems local SGD cannot profit from parallelization.

---

5For the ease of presentation, we assume here that each worker in local SGD only processes a mini-batch of size $b = 1$. This can be done without loss of generality, as we discuss later in Remark 2.3.
The variance by a factor of \(b\) gradient. In mini-batch local SGD, each worker computes a mini-batch of size \(\hat{\sigma}\) where \(W \in \mathbb{R}\). We now discuss the savings in communication compared to parallel SGD and mini-batch SGD. We omit the dependency on \(\sqrt{G}\) and \(\sigma\) for stepsizes \(\eta\) and \(\mu\). Indeed, we will make this statement precise in the proof below. By synchronizing the sequences sufficiently often, their diversity can be controlled.

### 2.2 Convergence Result and Discussion

**Theorem 2.2.** Let \(f\) be \(L\)-smooth and \(\mu\)-strongly convex, \(\mathbb{E}_i \|\nabla f_i(x^k) - \nabla f(x^k)\|^2 \leq \sigma^2\), \(\mathbb{E}_i \|\nabla f_i(x^k)\|^2 \leq G^2\), for \(t = 0, \ldots, T - 1\), where \(\{x^k\}_{i=0}^T\) for \(k \in [K]\) are generated according to (4) with gap \(\mathcal{I}_T \leq H\) and for stepsizes \(\eta = \frac{1}{\mu(a + t)}\) with shift parameter \(a > \max\{16\kappa, H\}\), for \(\kappa = \frac{2}{\mu}\). Then

\[
\mathbb{E} f(x_T) - f^* \leq \frac{\mu^3}{25T} \|x_0 - x^*\|^2 + \frac{4T(T + 2a)}{\mu K S_T} \sigma^2 + \frac{256T}{\mu^2 S_T} G^2 H^2 L,
\]

where \(x_T = \frac{1}{K S_T} \sum_{k=1}^K \sum_{t=0}^{T-1} w_t x^k\), for \(w_t = (a + t)^2\), and \(S_T = \sum_{t=0}^{T-1} w_t \geq \frac{1}{3} T^3\).

We were not especially careful to optimize the constants (and the lower order terms) in (6), so we now state the asymptotic result.

**Corollary 2.3.** Let \(x_T\) be as defined in Theorem 2.2 for parameter \(a = \max\{16\kappa, H\}\). Then

\[
\mathbb{E} f(x_T) - f^* = O \left( \frac{1}{\mu KT} + \frac{\kappa + H}{\mu KT^2} \right) \sigma^2 + O \left( \frac{\kappa H^2}{\mu T^2} \right) G^2 + O \left( \frac{\mu(\kappa + H)^3}{T^3} \right) \|x_0 - x^*\|^2
\]

\[
= O \left( \frac{1}{\mu KT} + \frac{\kappa + H}{\mu KT^2} \right) \sigma^2 + O \left( \frac{\kappa H^2}{\mu T^2} + \frac{\kappa^3 + H^3}{\mu T^3} \right) G^2.
\]

For the last estimate we used \(\mathbb{E} \mu \|x_0 - x^*\| \leq 2G\) for \(\mu\)-strongly convex \(f\), as derived in [19, Lemma 2].

**Remark 2.4** (Mini-batch local SGD). So far we assumed that each worker only computes a single stochastic gradient. In mini-batch local SGD, each worker computes a mini-batch of size \(b\) in each iteration. This reduces the variance by a factor of \(b\), and thus Theorem 2.2 gives the convergence rate of mini-batch local SGD when \(\sigma^2\) is replaced by \(\frac{\sigma^2}{b}\).

We now state some consequences of equation (7). For the ease of the exposition we omit sometimes the dependency on \(L\) and \(H\) below.

**Convergence rate.** For large \(T\), i.e. \(T = \Omega \left( \kappa + H + \frac{\mu KT^2}{\sigma^2} + \frac{(\kappa^3 + H^3) K^{1/2} G}{\sigma} \right)\) the very first term is dominating in (7). For constant \(K, H\), local SGD converges at the rate \(O\left(\frac{\sigma^2}{\mu KT}\right)\). That is, local SGD achieves a linear speed-up in the number of workers.

**Global synchronization steps.** It needs to hold \(H = O(T^{1/2} G)\) to attain the \(O\left(\frac{\sigma^2}{\mu KT}\right)\) convergence rate.

Yet, local SGD converges for any \(H = o(T)\), though at a lower rate.

We now discuss the savings in communication compared to parallel SGD and mini-batch SGD. We omit the dependency on \(\sigma^2\) and \(G^2\), but depict the dependency on the local mini-batch size \(b\). That is, we assume both, mini-batch SGD and local SGD use a batch size of \(b\) per worker (see Remark 2.3).

**Saving in communication.** It suffices to set \(H = O\left(\frac{T^{1/2} G}{\sqrt{K} b} \right)\) to attain the same convergence rate as parallel mini-batch SGD. The number of global synchronization rounds, \(\frac{T}{\sqrt{b}}\), can therefore be as small as \(o\left((TKb)^{1/2}\right)\). This yields a reduction of the number of communication rounds by a factor \(O\left(T^{1/2} K^{-1/2} b^{-1/2}\right)\) compared to parallel mini-batch SGD without hurting the convergence rate.
Extreme Cases. We have not optimized the result for extreme settings of $H$, $K$, $L$ or $\sigma$. For instance, we do not recover convergence for the one shot averaging, i.e. the setting $H = T$ (though convergence for $H = o(T)$). For large $K$ or small $\sigma^2$ we get the rate $O\left(\frac{K^2}{T^2}\right)$. However, this is not optimal, as for $\mu > 0$ gradient descent (with constant stepsize) converges linearly.

3 Proof Outline

We now give the outline of the proof. The proofs of the lemmas are given in Appendix A.

Perturbed iterate analysis. Inspired by the perturbed iterate framework in [12] we first define a virtual sequence $\{\bar{x}_t\}_{t \geq 0}$ in the following way:

$$\bar{x}_0 = x_0, \quad \bar{x}_t = \frac{1}{K} \sum_{k=1}^{K} x_t^k, \tag{8}$$

where the sequences $\{x_t^k\}_{t \geq 0}$ for $k \in [K]$ are the same as in (4). Notice that this sequence never has to be computed, it is just a tool that we use in the analysis. Further notice that $\bar{x}_t = x_t^k$ for $k \in [K]$ whenever $t \in \mathcal{I}_T$. Especially, when $\mathcal{I}_T = [T]$, then $\bar{x}_t \equiv x_t^k$ for every $k \in [K], t \in [T]$.

It will be useful to define

$$g_t := \frac{1}{K} \sum_{k=1}^{K} \nabla f_t(x_t^k), \quad \bar{g}_t := \frac{1}{K} \sum_{k=1}^{K} \nabla f(x_t^k). \tag{9}$$

Observe $\bar{x}_{t+1} = \bar{x}_t - \eta_t g_t$ and $E g_t = \bar{g}_t$.

Lemma 3.1. Let $\{x_t\}_{t \geq 0}$ and $\{\bar{x}_t\}_{t \geq 0}$ for $k \in [K]$ be defined as in (4) and (8) and let $f$ be $L$-smooth and $\mu$-strongly convex and $\eta_t \leq \frac{4}{\mu L T}$. Then

$$E \|\bar{x}_{t+1} - \bar{x}^*\|^2 \leq (1 - \mu \eta_t) E \|\bar{x}_t - \bar{x}^*\|^2 + \eta_t^2 E \|g_t - \bar{g}_t\|^2 - \frac{1}{2} \eta_t E(f(\bar{x}_t) - f^*) + 2\eta_t L \frac{1}{K} \sum_{k=1}^{K} E \|x_t - x_t^k\|^2. \tag{10}$$

Bounding the variance. From equation (10) it becomes clear that we should derive an upper bound on $E \|g_t - \bar{g}_t\|^2$. We will relate this to the variance $\sigma^2$.

Lemma 3.2. Let $\sigma^2 \geq E \|\nabla f_t(x_t^k) - \nabla f(x_t^k)\|^2$ for $k \in [K], t \in [T]$. Then $E \|g_t - \bar{g}_t\|^2 \leq \frac{\sigma^2}{T^2}$.

Bounding the deviation. Further, we need to bound $\frac{1}{K} \sum_{k=1}^{K} E \|x_t - x_t^k\|^2$. For this we impose a condition on $\mathcal{I}_T$ and an additional condition on the stepsize $\eta_t$.

Lemma 3.3. If $\text{gap}(\mathcal{I}_T) \leq H$ and $\eta_t := \frac{c}{a+t}$ for $a \geq H$, $c > 0$, (i.e. $H \leq \frac{c}{\eta_t}, \forall t \geq 0$), then

$$\frac{1}{K} \sum_{k=1}^{K} E \|x_t - x_t^k\|^2 \leq 4\eta_t^2 G^2 H^2, \tag{11}$$

where $G^2$ is a constant such that $E \|\nabla f_t(x_t^k)\|^2 \leq G^2$ for $k \in [K], t \in [T]$. 
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We prove convergence of local SGD and are the first to show that local SGD attains linear as speed-up when parallelized among K workers. We show that local SGD saves up to a factor of $O(T^{1/2})$ in global communication rounds compared to mini-batch SGD, while still converging at the same rate in terms of total stochastic gradient computations. This result shows that averaging helps in the convex setting, as observed in [32]. However, convergence results for the non-convex setting are still absent. We feel that the positive results shown here motivate to intensify the research in this direction—that could in turn have major impacts on the distributed training of neural networks—and suppose that the analysis presented here can serve as a guide for the first steps. Moreover, the presented proof techniques seem to be applicable to analyze other variants of SGD where the iterates are not entirely synchronized, for instance as it happens to be the case in sparsified gradient methods [2, 5, 24, 26].

**Optimal Averaging.** Similar as discussed in [10, 19, 25] we have to define a suitable averaging scheme for the iterates $\{\bar{x}_t\}_{t \geq 0}$ to get the optimal convergence rate. In contrast to [10] that use linearly increasing weights, we use quadratically increasing weights, as for instance [25].

**Lemma 3.4.** Let $\{a_t\}_{t \geq 0}$, $a_t \geq 0$, $\{e_t\}_{t \geq 0}$, $e_t \geq 0$ be sequences satisfying

$$a_{t+1} \leq (1 - \mu \eta_t) a_t - \eta_t e_t A + \eta_t^2 B + \eta_t^3 C,$$

for $\eta_t = \frac{4}{\mu (a+t)}$ and constants $A > 0$, $B, C \geq 0$, $\mu > 0$, $a > 1$. Then

$$\frac{A}{S_T} \sum_{t=0}^{T-1} w_t e_t \leq \frac{\mu a^3}{4S_T} a_0 + \frac{2T(T+2a)}{\mu S_T} B + \frac{16T}{\mu^2 S_T} C,$$

for $w_t = (a + t)^2$ and $S_T := \sum_{t=0}^{T-1} w_t = \frac{T}{6} (2T^2 + 6aT - 3T + 6a^2 - 6a + 1) \geq \frac{1}{3} T^3$.

**Proof of Theorem 2.2.** The proof of the theorem immediately follows from the four lemmas that we have presented and convexity of $f$, i.e. we have $\mathbb{E} f(\bar{x}_T) - f^* \leq \frac{1}{S_T} \sum_{t=0}^{T-1} w_t e_t$ in [13], for constants $A = \frac{2}{3}$, (Lemma 3.1), $B = \frac{a^2}{2}$, (Lemma 3.2) and $C = 8G^2 H^2 L$, (Lemma 3.3).

We now state a few observations that become clear after inspecting the proof.

**Weighted Averaging.** Uniform averaging of the local sequences in [4] is not in particular important. A weighted average would yield the same result.

**Conditions on $a$.** The dependence of $a_t$ and thus the initial stepsize, on $L$ is due to a technical condition in Lemma 3.1 that requires $\eta_t \leq \frac{1}{4T}$, $\forall t > 0$. As the sequence $\eta_t$ is decreasing the condition $\eta_t \leq \frac{1}{4T}$ will eventually hold for $t$ large enough, without imposing a condition on $\eta_0$. Thus, it is possible to revoke this condition by treating the first iterates separately.

**Adaptive communication frequency.** The literature discusses schemes with adaptive communication frequency, i.e. it is suggested to communicate more frequently at the beginning of the optimization [32]. We did not consider such schemes here, but we observe that for small $T$, the estimate in (7) suffers from choosing $H$ too large, as the third term depends on $\frac{H^2}{T^2} G^2$. Thus, adaptively increasing $H$ seems to be a good strategy for the first few epochs.

**4 Conclusion**

We prove convergence of local SGD and are the first to show that local SGD attains linear as speed-up when parallelized among $K$ workers. We show that local SGD saves up to a factor of $O(T^{1/2})$ in global communication rounds compared to mini-batch SGD, while still converging at the same rate in terms of total stochastic gradient computations. This result shows that averaging helps in the convex setting, as observed in [32]. However, convergence results for the non-convex setting are still absent. We feel that the positive results shown here motivate to intensify the research in this direction—that could in turn have major impacts on the distributed training of neural networks—and suppose that the analysis presented here can serve as a guide for the first steps. Moreover, the presented proof techniques seem to be applicable to analyze other variants of SGD where the iterates are not entirely synchronized, for instance as it happens to be the case in sparsified gradient methods [2, 5, 24, 26].
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A Proofs

Proof of Lemma 3.1. Using the update equation (8) we have
\[ \|\bar{x}_{t+1} - x^*\|^2 = \|\bar{x}_t - x^* - \eta_t g_t\|^2 = \|\bar{x}_t - x^* - \eta_t g_t + \eta_t g_t\|^2 \]
\[ = \|\bar{x}_t - x^*\|^2 + \eta_t^2 \|g_t\|^2 + 2\eta_t \langle \bar{x}_t - x^*, g_t \rangle. \tag{14} \]

Observe that
\[ \|\bar{x}_t - x^*\|^2 = \|\bar{x}_t - x^*\|^2 + \eta_t^2 \|g_t\|^2 - 2\eta_t \langle \bar{x}_t - x^*, \nabla f(x_t^\gamma) \rangle \]
\[ = \|\bar{x}_t - x^*\|^2 + \eta_t^2 \frac{1}{K} \sum_{k=1}^{K} \|\nabla f(x_t^\gamma)\|^2 \]
\[ - 2\eta_t \frac{1}{K} \sum_{k=1}^{K} \langle \bar{x}_t - x_t^\gamma + x_k^\gamma - x^*, \nabla f(x_t^\gamma) \rangle \]
\[ = \|\bar{x}_t - x^*\|^2 + \eta_t^2 \frac{1}{K} \sum_{k=1}^{K} \|\nabla f(x_t^\gamma) - \nabla f(x^*)\|^2 \]
\[ - 2\eta_t \frac{1}{K} \sum_{k=1}^{K} \langle x_k^\gamma - x^*, \nabla f(x_t^\gamma) \rangle - 2\eta_t \frac{1}{K} \sum_{k=1}^{K} \langle \bar{x}_t - x_k^\gamma, \nabla f(x_t^\gamma) \rangle, \tag{15} \]

where we used the inequality \( \sum_{i=1}^{K} a_i \|^2 \leq K \sum_{i=1}^{K} \|a_i\|^2 \).

By L-smoothness,
\[ \|\nabla f(x_t^\gamma) - \nabla f(x^*)\|^2 \leq 2L \langle f(x_t^\gamma) - f^* \rangle, \tag{20} \]
and by \( \mu \)-strong convexity
\[ - \langle x_t^k - x^*, \nabla f(x_t^\gamma) \rangle \leq - (f(x_t^\gamma) - f^*) - \frac{\mu}{2} \|x_t^k - x^*\|^2. \tag{21} \]

To estimate the last term in (19) we use 2 \( \langle a, b \rangle \leq \gamma \|a\|^2 + \gamma^{-1} \|b\|^2 \), for \( \gamma > 0 \).
\[ -2 \langle \bar{x}_t - x_k^\gamma, \nabla f(x_t^\gamma) \rangle \leq 2L \|\bar{x}_t - x_k^\gamma\|^2 + \frac{1}{2L} \|\nabla f(x_t^\gamma)\|^2 \]
\[ = 2L \|\bar{x}_t - x_k^\gamma\|^2 + \frac{1}{2L} \|\nabla f(x_t^\gamma) - \nabla f(x^*)\|^2 \]
\[ \leq 2L \|\bar{x}_t - x_k^\gamma\|^2 + (f(x_t^\gamma) - f^*), \tag{22} \]
where we have again used (20) in the last inequality.

By applying these three estimates to (19) we get
\[ \|\bar{x}_t - x^* - \eta_t g_t\|^2 \leq \|\bar{x}_t - x^*\|^2 + 2\eta_t \frac{1}{K} \sum_{k=1}^{K} \|\bar{x}_t - x_k^\gamma\|^2 \]
\[ + 2\eta_t \frac{1}{K} \sum_{k=1}^{K} \left( \left( \eta_t L - \frac{1}{2} \right) (f(x_t^\gamma) - f^*) - \frac{\mu}{2} \|x_k^\gamma - x^*\|^2 \right). \tag{25} \]
For $\eta_t \leq \frac{1}{\mu}$ it holds $(\eta_t L - \frac{1}{4}) \leq -\frac{1}{4}$. By convexity of $a(f(x) - f^*) + b\|x - x^*\|^2$ for $a, b \geq 0$:

$$-\frac{1}{K} \sum_{k=1}^{K} \left( a(f(x^k) - f^*) + b\|x^k - x^*\|^2 \right) \leq - \left( a(f(\bar{x}_t) - f^*) + b\|\bar{x}_t - x^*\|^2 \right),$$

hence we can continue in (25) and obtain

$$\|\bar{x}_t - x^* - \eta_t \bar{g}_t\|^2 \leq (1 - \mu \eta_t) \|\bar{x}_t - x^*\|^2 - \frac{1}{2} \eta_t (f(\bar{x}_t) - f^*)$$

$$+ 2\eta_t L \frac{1}{K} \sum_{k=1}^{K} \|\bar{x}_t - x^k\|^2 .$$

(27)

Finally, we can plug (27) back into (15). By taking expectation we get

$$E \|\bar{x}_{t+1} - x^*\|^2 \leq (1 - \mu \eta_t) E \|\bar{x}_t - x^*\|^2 + \eta_t^2 E \|\bar{g}_t - \bar{g}_t\|^2$$

$$- \frac{1}{2} \eta_t E(f(\bar{x}_t) - f^*) + 2\eta_t L \frac{1}{K} \sum_{k=1}^{K} E \|\bar{x}_t - x^k\|^2 .$$

□

**Proof of Lemma 3.2.** By definition of $\bar{g}_t$ and $\bar{g}_t$ we have

$$E \|\bar{g}_t - \bar{g}_t\|^2 = E \left[ \left( \frac{1}{K} \sum_{k=1}^{K} (\nabla f_{i(t)}(x_k^t) - \nabla f(x_k^t)) \right)^2 \right] = \frac{1}{K^2} \sum_{k=1}^{K} E \left( \nabla f_{i(t)}(x_k^t) - \nabla f(x_k^t) \right)^2 \leq \frac{g^2}{K},$$

(28)

where we used $\text{Var}(\sum_{k=1}^{K} X_k) = \sum_{k=1}^{K} \text{Var}(X_k)$ for independent random variables. □

**Proof of Lemma 3.3.** As the gap $(\mathcal{I}_T) \leq H$, there is an index $t_0$, $t - t_0 \leq H$ such that $\bar{x}_{t_0} = x_k^k$ for $k \in [K]$. Observe, using $E\|X - E X\|^2 = E\|X\|^2 - \|E X\|^2$ and $\|\sum_{i=1}^{H} a_i\|^2 \leq H \sum_{i=1}^{H} \|a_i\|^2$,

$$\frac{1}{K} \sum_{k=1}^{K} E \|\bar{x}_t - x^k\|^2 = \frac{1}{K} \sum_{k=1}^{K} E \|x^k_t - \bar{x}_t - (\bar{x}_t - x^k_{t_0})\|^2$$

$$= \frac{1}{K} \sum_{k=1}^{K} E \|x^k_t - x^k_{t_0}\|^2$$

$$\leq \frac{1}{K} \sum_{k=1}^{K} H \eta_{t_0}^2 \sum_{h=t_{k_0}}^{t-1} E \|\nabla f_{i(h)}(x_k^h)\|^2$$

$$\leq \frac{1}{K} \sum_{k=1}^{K} H^2 \eta_{t_0}^2 G^2 ,$$

(29)

(30)

(31)

(32)

where we used $\eta_t \leq \eta_{t_0}$ for $t \geq t_0$ and the assumption $E\|\nabla f_{i(h)}(x_k^h)\|^2 \leq G^2$. Finally, the claim follows by $\frac{\eta_{t_0}}{\eta_t} \leq \frac{a + H}{a} \leq 2$. □

**Proof of Lemma 3.4.** Observe

$$(1 - \mu \eta_t) \frac{w_t}{\eta_t} = \left( \frac{a + t - 4}{a + t} \right) \frac{\mu(a + t)^3}{4} = \frac{\mu(a + t - 4)(a + t)^2}{4} \leq \frac{\mu(a + t - 1)^3}{4} = \frac{w_{t-1}}{\eta_{t-1}},$$

(33)

where the inequality is due to

$$(a + t - 4)(a + t)^2 = (a + t - 1)^3 + 1 - 3a - a^2 - 3t - 2at - t^2 \leq (a + t - 1)^3,$$

(34)

$\leq 0$.
for $a \geq 1, t \geq 0$.

We now multiply equation (12) with $\frac{w_t}{\eta_t}$, which yields

$$a_{t+1} \frac{w_t}{\eta_t} \leq a_t \left(1 - \mu \eta_t\right) \frac{w_t}{\eta_t} - w_t \eta_t A + w_t \eta_t B + w_t \eta_t^2 C.$$ (35)

and by recursively substituting $a_t \frac{w_t}{\eta_{t-1}}$ we get

$$a_T \frac{w_{T-1}}{\eta_{T-1}} \leq \left(1 - \mu \eta_0\right) \frac{w_0}{\eta_0} a_0 - \sum_{t=0}^{T-1} w_t \eta_t A + \sum_{t=0}^{T-1} w_t \eta_t B + \sum_{t=0}^{T-1} w_t \eta_t^2 C,$$ (36)

i.e.

$$A \sum_{t=0}^{T-1} w_t \eta_t e_t \leq \frac{w_0}{\eta_0} a_0 + B \sum_{t=0}^{T-1} w_t \eta_t + C \sum_{t=0}^{T-1} w_t \eta_t^2 .$$ (37)

We will now derive upper bounds for the terms on the right hand side. We have $\frac{w_0}{\eta_0} = \frac{\mu a^3}{4}$,

$$\sum_{t=0}^{T-1} w_t \eta_t = \sum_{t=0}^{T-1} \frac{4(a + t)}{\mu} = \frac{2T^2 + 4aT - 2T}{\mu} \leq \frac{2(T + 2a)}{\mu},$$ (38)

and

$$\sum_{t=0}^{T-1} w_t \eta_t^2 = \sum_{t=0}^{T-1} \frac{16}{\mu^2} = \frac{16T}{\mu^2}.$$ (39)

Let $S_T := \sum_{t=0}^{T-1} \frac{w_t}{\nu} \left(2T^2 + 6aT - 3T + 6a^2 - 6a + 1\right)$. Observe

$$S_T \geq \frac{1}{3} \left[ T^3 + aT^2 - \frac{1}{2} T^2 + a^2 T - aT \right] = \frac{1}{3} T^3 .$$ (40)

for $a \geq 1, T \geq 0$. \qed