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Human-AI collaboration for decision-making strives to achieve team performance that exceeds the performance of humans or AI alone. However, many factors can impact success of Human-AI teams, including a user’s domain expertise, mental models of an AI system, trust in recommendations, and more. This article reports on a study that examines users’ interactions with three simulated algorithmic models, all with equivalent accuracy rates but each tuned differently in terms of true positive and true negative rates. Our study examined user performance in a non-trivial blood vessel labeling task where participants indicated whether a given blood vessel was flowing or stalled. Users completed 140 trials across multiple stages, first without an AI and then with recommendations from an AI-Assistant. Although all users had prior experience with the task, their levels of proficiency varied widely.

Our results demonstrated that while recommendations from an AI-Assistant can aid in users’ decision making, several underlying factors, including user base expertise and complementary human-AI tuning, significantly impact the overall team performance. First, users’ base performance matters, particularly in comparison to the performance level of the AI. Novice users improved, but not to the accuracy level of the AI. Highly proficient users were generally able to discern when they should follow the AI recommendation and typically maintained or improved their performance. Mid-performers, who had a similar level of accuracy to the AI, were most variable in terms of whether the AI recommendations helped or hurt their performance. Second, tuning an AI algorithm to complement users’ strengths and weaknesses also significantly impacted users’ performance. For example, users in our study were better at detecting flowing blood vessels, so when the AI was tuned to reduce false negatives (at the expense of increasing false positives), users were able to...
reject those recommendations more easily and improve in accuracy. Finally, users’ perception of the AI’s performance relative to their own performance had an impact on whether users’ accuracy improved when given recommendations from the AI. Overall, this work reveals important insights on the complex interplay of factors influencing Human-AI collaboration and provides recommendations on how to design and tune AI algorithms to complement users in decision-making tasks.
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1 INTRODUCTION

Recent advances in artificial intelligence (AI) have inspired promising applications of AI as assistants to people during complex decision-making tasks, including legal, medical, and financial scenarios. In such scenarios, there is an expectation that AI recommendations will help in improving human decisions [30, 31] and furthermore in forming complementary Human-AI teams. In complementary Human-AI teams, it is expected that team performance is better than if the human and the AI each were to operate alone. However, when AI systems and models are trained from historical data, their performance and behavior are rarely optimized or even planned with such collaborative goals in mind and therefore, team performance may be inferior to the performance of the AI alone [6, 8, 10]. For example, if a model is used to give diagnostic recommendations to a medical professional, would it be best if the model is tuned to flag a disease more often than not (even when likelihood is lower) to draw the attention of the human? Or is it best if it only flags a disease when the likelihood is significantly high? Would these behavioral dynamics change if the medical professional had more or less experience in diagnosing the disease?

Answering these questions prior to deployment or potentially even training of an AI system could help stakeholders choose the right model for deployment—the one that is the best fit for the human collaborator. While for many autonomous applications, the most accurate AI is also the best fit for deployment, this is not always the case for Human-AI collaborative applications. In fact, several studies on Human-AI decision making have presented counterexamples where a less accurate AI may be a better collaborator for the human or when an equally accurate AI may have a variable impact on team performance depending on the predictability of AI mistakes, changes in the AI behavior over time, or the availability and form of algorithmic explanations (e.g., [4, 11, 26]). Despite the fact that most models today are optimized with accuracy in mind, these studies indicate that other factors and algorithmic properties may be equally important for Human-AI teams.

In this article, we set out to expand the understanding of how AI recommendations can maximize Human-AI team performance by exploring the impact of (1) algorithmic tuning and (2) human expertise. We consider algorithmic tuning (i.e., true positive vs. true negative rates) as this is one of the most common control points that AI practitioners have to tune the bias of a trained model. Such adjustments can be implemented in practice either by oversampling positive or negative examples [27], assigning different costs to different examples during learning [20], or simply by
assigning different confidence thresholds for detection depending on whether the goal is to reduce the number of false positives or false negatives (i.e., generally, the higher the confidence threshold, the lower the number of false positives when confidence is reliable). We intersect the study of algorithmic tuning impact with parallel dimensions of human expertise and perceptions of AI to further develop our findings. When the goal is to enable complementary teams, the extent of human expertise and potential tuning that might have happened over time due to application requirements or incentive structures may also impact how human decision-makers make use of an AI assistant. For example, would a human decision maker that has a high (but imperfect) true positive rate (TPR) work best with a high-precision algorithm? Or would they benefit more from a partner with a high (but imperfect) true negative rate (TNR)?

In summary, this article investigates the following research questions:

**RQ1:** What is the impact of tuning the true positive and true negative rates of an AI system on overall Human-AI team performance?

**RQ2:** What is the role of human expertise and predictive tuning in enabling complementary Human-AI teams?

**RQ3:** What strategies do users employ when working with an AI-Assistant in a decision making task, and how do users’ perceptions of an AI-Assistant impact Human-AI team performance?

Our study utilized Stall Catchers, a citizen-science platform, to explore a complex decision-making task. The goal of Stall Catchers is to produce high-quality label data to accelerate research on Alzheimer’s disease. More specifically, on the platform, citizen science participants are presented with a video clip of blood flow derived from in vivo 2-photon excitation microscopy in a mouse brain. The analytic task is to decide whether an indicated blood vessel segment is flowing or stalled [42, 45], and if stalled, indicate the location of the stall in the vessel.

The Stall Catchers platform was selected for three main reasons. First, the Stall Catchers task is complex for both humans and learned models. This makes the expectation of complementary Human-AI performance more realistic and useful in practice as a future AI system could be deployed to further improve team performance. Second, the task reflects a domain where people have varying degrees of expertise, allowing us to study the influence of varying human expertise. Finally, operating in a citizen-science domain enables us to approximate a real-world decision-making task since the main participant incentive for the project is acceleration of Alzheimer’s disease research and participants are aware that their decisions will be used for this purpose.

Our contributions are as follows:

1. We demonstrate how users’ baseline expertise significantly impacts Human-AI team performance, and that users who demonstrate performance levels similar to that of AI are particularly sensitive to algorithmic tuning.
2. We illustrate how users’ perceptions of the AI (relative performance, trust, and usefulness) significantly impact the utility of an AI-Assistant.
3. We show that tuning an algorithm’s properties (such as adjusting the TPR and TNR) must take into account characteristics of the users in order to positively impact Human-AI team performance.
4. We highlight opportunities to develop human-centered algorithms that complement the limitations of human expertise and user perceptions of AI.

This article is organized as follows. Section 2 situates the work in the context of prior studies and provides background on the Stall Catchers citizen-science project. Section 3 details the
experimental setup along with the different conditions and input data leveraged for the study. Next, Section 4 presents the study results across the dimensions of different algorithmic tuning and human expertise levels. Parallel to the quantitative analysis, this section also provides a rich set of qualitative insights on how participants perceived and used the AI assistance. Section 5 discusses the presented results, their significance, and known limitations. Finally, we conclude with a set of recommendations and implications for future work in Section 6.

2 RELATED WORK

2.1 Human AI Collaboration for Decision Making

A growing research area in AI involves developing systems that can partner with people to accomplish tasks that exceed the capabilities of the AI alone or the human alone [25, 30, 52, 56, 57]. For example, Steiner et al. [52] explored the impact of computer assistance in the field of pathology to improve interpretation of images and clinical care. They found that algorithm-assisted pathologists demonstrated higher accuracy than either the algorithm or the pathologist alone and that pathologists considered image review to be significantly easier when interpreted with AI assistance. Wang et al. also demonstrated how deep learning led to a significant improvement in accuracy of pathological diagnoses [56]. In a later work, Wang et al. built an AI system that detects pneumonia and COVID-19 severity from chest X-rays, and compared system performance to that of radiologists in routine clinical practice [57]. They found that the system helped junior radiologists perform close to the level of a senior, and that average weighted error decreased when the AI system acted as a second reader as opposed to an “arbiter” between two radiologists.

On the other hand, there is also a set of work where the AI assistance did not lead to any team performance improvements. Lehman et al. measured the diagnostic accuracy of screening mammography with and without a computer-assisted diagnostic (CAD) tool [36]. In their work, they reported sensitivity (true positive) and specificity (true negative) rates before and after the implementation of CAD. They found that CAD was associated with decreased sensitivity and no changes in overall performance or specificity.

In the following sections, we will highlight prior research exploring the impact of tuning different properties of the AI and human expertise on overall performance of Human-AI teams.

2.1.1 Findings on the Impact of AI and AI Properties on Team Performance.

Prior work has demonstrated that overall AI accuracy (both stated and observed) impacts human trust. In this work, Yin et al. found that the effect of stated accuracy, or the model accuracy chosen by researchers, can change depending on the observed model accuracy by participants [61]. Stated accuracy, however, may not always correctly represent an algorithm’s performance, especially in real-world deployments with domain shifts. Mismatches between factual and stated algorithmic scores were investigated by De Arteaga et al., who showed that humans are less likely to follow the AI recommendation when the stated score is an incorrect estimate of risk [13].

AI tuning was later explored by Kocielnik et al. whose work explored two versions of an AI-based scheduling assistant with the same level of 50% accuracy but with a different emphasis on the types of errors made (avoiding false positives vs. false negatives) [33]. Interestingly, the study finds that these different modifications can impact humans’ perception of accuracy and acceptance of the AI system by exploring techniques for setting expectations including an accuracy indicator, example based explanations, and performance control. However, prior work has not yet investigated the impact of such tuning on the overall team performance or the ability to support complementary teams, which is one of the central research questions we address in this study.

On a related topic, Bansal et al. [4, 5] show that other AI properties beyond AI accuracy also impact team performance, including the predictability of errors and whether the model errors
remain backward compatible over updates. These findings showcase that outside of tuning for TPR or TNR, there may exist other types of algorithmic tuning that can better support humans.

2.1.2 Findings on the Impact of Human Perception on Team Performance. A parallel line of work has explored the impact of human perception, such as the role of trust and mental models of the AI, on the overall team performance.

Dzinolet et al. conducted a series of studies to determine whether people rely on automated and human group members differently [18]. Their self-reported data indicated a bias toward automated aids over human aids, but performance data revealed that humans were more likely to disuse automated aids than to disuse human aids. Schaffer et al. [50] studied the effect of explanations on users’ trust in a modified version of the prisoner’s dilemma game. They found that explanations not only swayed people who reported very low task familiarity, but showing explanations to people who reported more task familiarity led to automation bias. This finding is further supported by a series of work at the intersection of human–computer interaction and machine learning interpretability, which highlights concerns around the phenomenon of increased, but not appropriate, reliance on automation [6, 9, 34, 46, 58].

Moreover, Zhang et al. [62] discuss trust calibration in AI in detail, as well as the importance of users having a correct mental model of the AI’s error boundaries. By definition, the error boundary of a decision-maker (either human or AI) separates the cases for which the decision-maker is correct from the incorrect ones [4]. Experimental design in [62] includes exposure to an AI that is comparable in performance to humans. Post-experimental observations highlighted that the error boundaries of the AI and the human were largely aligned (i.e., the humans and the AI were making the same types of mistakes), which limited the ability of AI confidence information to improve Human-AI decision-making outcomes. Earlier work [54] investigating similar questions in a recidivism prediction domain found that differences between algorithmic and human error boundaries were not sufficient to be leveraged in a way that could significantly improve hybrid decision-making. Recent work accounts for the differences in error types between people and AI and targets training ML models that are more complementary to human skills [59]. Our work instead looks at the differences in human and AI error boundaries from the simple but widely used lens of true positive and negative rates and then draws conclusions for achieving complementarity in these dimensions.

2.1.3 Algorithmic Aversion and Appreciation. Gaube et al. ran a study where physicians and radiologists were given chest X-rays and diagnostic advice [24]. All advice was generated by human experts, but for some participants, this advice was labeled as generated from an AI system. In this work, they found that radiologists rated the advice as lower quality when it came from an AI system, but physicians, who had less task expertise, did not. This work highlights the phenomena of algorithmic aversion and algorithmic appreciation for users of different expertise.

Algorithmic aversion is the phenomenon where people tend to rely more on human advice than algorithmic advice, even when the algorithm proves to be more accurate than the humans [14]. Prior research has found that factors such as algorithmic error and domain of judgment may cause algorithmic aversion. Dietvorst et al. find that people are averse to algorithmic forecasts after seeing them make an error, even when they notice that the algorithm model outperforms human forecast [14]. This is potentially due to human beliefs that people are more likely to be better than algorithms and that humans are able to be perfect, which leads to a desire for perfect forecasts [12, 19, 28]. Another aspect is the error rate, as humans are inclined to overestimate a machine’s perceived error rate even if it is wrong only occasionally [18, 29]. Consequently, people have less tolerance for errors caused by algorithmic systems than error caused by humans [14].
Another factor that potentially causes algorithmic aversion is the domain of judgment. People want to understand where a recommendation is coming from, and find that they have more in common with human-based recommendations as opposed to algorithms \[12, 47, 60\]. This has led to development of algorithms that are programmed to act more like humans \[41\].

There is also increasing work on potential strategies to overcome algorithmic aversion, such as the human-in-the-loop strategy. This strategy suggests that individuals are more likely to use and rely on algorithms when they have the opportunity to possibly correct and minimize errors in their decision-making judgement, even when the algorithmic-assistance is imperfect \[15\]. In a parallel line of work, recent research has shown that individuals are not always averse to algorithms \[38\]. Algorithm appreciation, also known as automation bias, refers to when people rely on equivalent forecasts made by an algorithm more heavily than one made by a human \[38\]. Various factors that cause algorithmic appreciation outlined below.

Dijkstra et al. found that individuals believe algorithmic systems represent a more objective and rational perspective than a human being \[16, 17\]. Additionally, environmental influences, such as time-critical situations, can influence an individual’s reliance on algorithmic advice over humans \[49\]. Yeomans et al. found that individuals are more likely to rely on algorithmic decision aides when the algorithm is transparent \[60\]. Moreover, additional information from other users, such as their prior experience with the model, also has a positive effect on an individual’s adoption of algorithms, helping users reduce their hesitancy toward algorithms and better able to assess the reliability of a decision aid \[2, 15\].

Misuse of algorithms is described as the failure that results when individuals incorrectly rely on algorithms. This behavior is salient when an individual’s trust surpasses the algorithm’s real capabilities \[5, 9, 11, 35\]. While algorithmic trust can lead to positive outcomes when the algorithmic aid provides the right advice, this misuse of algorithms can result in negative outcomes when the AI is incorrect.

### 2.2 Stall Catchers

Citizen science is a collaboration between scientists and volunteers to support advancement of scientific research. A citizen science project can involve one person or millions collaborating toward a common goal, and public involvement is typically in data collection, analysis, or reporting. Some long-term citizen science platforms and projects include eBird \[53\], Zooniverse \[51\], and iNaturalist \[44\].

Stall Catchers is an online citizen science game created by the Human Computation Institute that crowdsources the analysis of Alzheimer’s disease research data generated by Schaffer-Nishimura Laboratory at Cornell University’s Biomedical Engineering department. Volunteers are tasked to watch and analyze video clips generated from in vivo images of mouse brains in order to classify vessels as flowing or stalled (clogged blood vessels) as seen in Figure 1. In these videos, a single blood vessel segment is designated for analysis with a colorful boundary generated by a preprocessing algorithm. As users search for and “catch” stalls, they accumulate points. As users build up their scores, they advance in levels, compete for leaderboard spots, and may receive digital badges for their achievements in the game. The crowd-analyzed dataset reduces the number of blood vessel segments that lab-experts need to analyze for advancing Alzheimer’s disease research by a factor of 20. Stall Catchers employs a so-called “wisdom of the crowd” algorithm to sensibly aggregate several judgements about the same vessel segment to produce a single, expert-like answer, which has been validated to be at least as accurate as that of a trained laboratory technician. Today, Stall Catchers has over 42,000 registered users who have collectively contributed over 12 million individual annotations, resulting in 1.4 million crowd-based labels. Several Alzheimer’s research results enabled by Stall Catchers analysis have been published in top tier journals \[21, 42\] and...
where possible, have listed “Stall Catchers players” as a co-author with a hyperlink to the list of usernames corresponding to Stall Catchers volunteers who specifically contributed to the results being published, in a rank-ordered list based on volume of relevant annotations (e.g., [7, 21]). Stall Catchers data has also been used to support a **machine learning (ML)** competition created in partnership with DrivenData and MathWorks which engaged over nine hundred participants and resulted in more than fifty ML models that can analyze Stall Catchers data [37]. As with human Stall Catchers players, none of the resultant ML models achieved expert-like performance. These models did, however, exhibit a range of true positive and negative rates, which raises the possibility of Human-AI collaboration in the manner explored by research questions in the present study.

In this work, we utilize a codeless experimentation toolkit developed by the Human Computation Institute, which executes an experimental design utilizing a sandbox version of Stall Catchers. This experimentation platform provides a proxy for problems relating to Human-AI interaction in medical decision-making. Several modifications were made to the experimental version of the Stall Catchers interface: (1) all gamification accoutrements (e.g., leaderboard, score, in-game chat) were stripped from the interface to reduce bias that might originate from point incentives, (2) a progress bar was added to the top of the interface to indicate the current stage and their progression through that stage (Figure 2), (3) the requirement and interface for indicating the location of an identified stall was removed, and (4) a small icon of a robot, with a hand pointing to either the “Flowing” or “Stalled” button, indicated the AI-Assistant’s recommendation (Figure 3). We describe the details of these changes and setup in the following section.

3 STUDY

3.1 Participants

Recruitment of participants was done in compliance with the Human Computation Institute’s IRB policies. We recruited 58 remote participants located in the USA, aged 18 years or older from the existing pool of players on the Stall Catchers citizen science platform [1]. This recruiting method ensured that all players were familiar with the task. Participants had varying levels of expertise from novice to expert users and ranged in age from 18 to 82 years of age (mean = 49, sd = 17.2).
Fig. 2. Stall Catcher interface showing feedback after a decision was made during Stage 1 and 3.

No other user demographic data was collected on the Stall Catchers platform. Each participant completed the task in four stages, details of which are explained in Section 3.3. In each stage, participants watched videos of blood flowing through vessels of mice brains to identify if the vessels were flowing or clogged ("stalled"). Each participant was only allowed to participate in the task once to avoid any learning bias across different conditions. As an incentive for their voluntary participation, all participants received 5X Stall Catchers points for every correct answer, which were then added to their overall Stall Catchers player points.

3.2 Videos
A total of 140 videos were sampled from a database with a validation set of 7,693 videos containing ground truth labels verified by expert players (i.e., players whose sensitivity was 1) not involved in the study. Each video contained cross-sectional views of blood flowing through vessels in mice brains (Figure 2). Each video also had an associated difficulty metric (0,1) which was defined based on average response classification accuracy from historical Stall Catchers data.

3.3 Task Stages
The 140 videos were split across the four stages (20, 40, 40, 40) of the task, balanced by difficulty metric. Each stage contained equal proportions of stalled and flowing vessels. Details of each of the four stages are discussed below.

3.3.1 Stage 1: No AI, With Feedback. In this stage, participants were shown 20 videos (10 flowing, 10 stalled) and asked to make a decision on each. Participants did not receive any form of assistance. After providing a response to a video, participants were shown the correct answer (Figure 2). This stage served as a practice stage. Additionally, in the original Stall Catchers game, players are 4 times more likely to be shown a flowing video than a stalled video. Hence, this stage also aimed to override such prior biases that users may have had from playing the original game.
3.3.2 Stage 2: No AI, No Feedback. In this stage, participants were shown 40 videos (20 flowing, 20 stalled) in randomized order and asked to make a decision alone. Participants were not shown the correct answers after their selections. Responses from this stage were used to study the performance and skill level of participants when no AI assistance is present.

3.3.3 Stage 3: With AI, With Feedback. In this stage, participants were shown 40 videos (20 flowing, 20 stalled) with randomized ordering alongside a recommendation from an AI assistant (Figure 3). Participants were required to make a final decision and could choose whether to incorporate the AI assistant’s recommendation or ignore it. After participants indicated their decision, they were immediately given feedback on the correct answer. Stage 3 allowed for users to practice decision-making with the AI-Assistant and gauge the performance of the AI-Assistant.

3.3.4 Stage 4: With AI, No Feedback. Stage 4 was the test stage where participants were shown 40 videos (20 flowing, 20 stalled) with randomized ordering alongside the AI-Assistant’s recommendation and asked to make a decision. Participants were not shown the correct answers after their selections. Responses from this stage were used to assess the Human-AI team performance.

3.4 Experimental Design

A mixed factor design was used, with one between subjects variable (each participants was randomly assigned to different AI tuning conditions) and one within subjects variable (each participant was required to complete the task with and without AI assistance). The 58 unique participants were randomly assigned to one of three experimental conditions—Balanced condition, High TNR condition, or High TPR condition—while ensuring that each condition had similar numbers of participants. However, participants were not balanced across their prior expertise levels on the main Stall Catchers site.
3.4.1 Experimental Conditions. The AI-Assistant in this study was simulated to enable specific control over the AI-Assistant’s performance. Participants were randomly assigned to one of three experimental conditions varying how the AI-Assistant was simulated: Balanced, High TNR, and High TPR. In all three conditions, the AI-Assistant’s accuracy was kept constant at 75% while the true positive and negative rates of the AI-Assistant changed in each condition. Table 1 summarizes the number of true negatives and positives for each condition along with accuracy, TPRs, and TNRs. We simulated the AI performance rather than tuning it for different true positive and negative rates so that we could exactly control these rates for experimentation across stages. While precise control in the AI tuning may not always be realistic or feasible in small samples, in this study, we aim at understanding the broad influence of different tuning factors.

In the Balanced condition, users interacted with an AI-Assistant that made an equal number of errors on each type of video (stalled or flowing). The AI-Assistant made five false positive errors, suggesting that a flowing video was stalled, and five false negative errors, suggesting that a stalled video was flowing, in each stage it appeared in. This resulted in the AI-Assistant having a TPR of 75% and TNR of 75%.

In the High TNR condition, the AI-Assistant was more likely to miss stalled videos. The AI-Assistant suggested that videos were flowing more frequently, resulting in a TNR of 95% and TPR of 55% for the AI-Assistant.

In the High TPR condition, the AI-Assistant was more likely to miss flowing videos. The AI assistant suggested that videos were stalled more frequently, resulting in the AI-Assistant having a TNR of 55% and TPR of 95%.

As described in Section 3.3, each participant completed the task in four stages, where responses from Stage 2 were used to determine participants’ skill levels, and responses from Stage 4 were used to assess the Human-AI team performance. Thus, the set of videos in Stage 2 and Stage 4 were counterbalanced to help minimize any effects from task difficulty, i.e., half the participants received one set of videos in Stage 2, while the other half of the participants experienced that same set of videos in Stage 4.

3.5 Data Collection and Procedures

At the start of the experiment, participants were shown an instruction page and a participation consent form. After providing consent, each participant completed the video labeling task in each of the four stages in Section 3.3. Participants were allowed to take multiple 2-min breaks, but were expected to complete the experiment within one sitting. Data collected included the participant’s decision for each video shown, along with the AI-Assistant’s recommendation (in Stages 3 and 4), and the ground truth for that video. Additional data recorded included the instant at which the user submitted their labels for each video (with one-second precision) and the response time (in seconds), i.e., the time from when video loaded until user clicked a response button.

After each stage, participants completed a short survey to assess their self-rated performance in that stage and to assess the perceived utility of the AI-Assistant in that stage (if present) on a scale from 1 to 5. These questions were adapted from the study by Kocielnik et al. [33]. After
Table 2. Users’ Performance in Terms of Accuracy for Stage 1 (Without AI + Feedback), Stage 2 (Without AI + No Feedback), Stage 3 (With AI + Feedback), and Stage 4 (With AI + No Feedback)

|                  | Stage 1 | Stage 2 | Stage 3 | Stage 4 |
|------------------|---------|---------|---------|---------|
| Balanced         | 70%     | 66%     | 78%     | 72%     |
| High TNR         | 61%     | 66%     | 72%     | 72%     |
| High TPR         | 69%     | 68%     | 76%     | 77%     |
| TOTAL            | 67%     | 66%     | 75%     | 73%     |

Users’ accuracy increased significantly with the addition of AI recommendations (Stage 2 to Stage 4, \( p < .001 \)), but there was no significant main effect of experimental condition (\( p = .562 \)). There did not seem to be learning effects over time as there were no significant differences between Stage 1 and Stage 2 (\( p = .979 \)), or between Stage 3 and Stage 4 (\( p = .054 \)).

Stage 3 and 4, participants were also asked to indicate what types of errors they thought the AI was making (more false positives, more false negatives, or equal). At the end of Stage 4, users answered eight questions related to their use, perceptions, and trust of the AI-Assistant. Users indicated their agreement with these questions on a 5-point Likert scale.

A modification was made to the survey questions early in the study. As a result, some survey data are missing for the first 10 participants.

4 RESULTS

4.1 Overall Impact of the AI-Assistant on Performance

**Result 1: AI-Assistant recommendations significantly improved users’ accuracy regardless of the AI-tuning.**

Users’ accuracy in each condition is shown in Table 2. Accuracy was measured as the percentage of correct answers (\( \frac{TP+TN}{TN+FP+TP+FN} \)). Results from Stage 2 and Stage 4 (the two non-feedback conditions) were used to assess the impact of the AI-Assistant on users’ accuracy for the Stall Catchers task. A mixed-model, repeated measures ANOVA was used with users’ performance in Stage 2 and Stage 4 as the within subjects factor and tuning of the AI model (experimental condition) as the between subjects variable. A significant difference was found between Stage 2 and Stage 4, with users achieving higher accuracy alongside the AI-Assistant’s recommendations in Stage 4 (\( F_{1,55} = 24.61, p < .001, \eta^2 = .31, 1 - \beta = 1.00 \)). Additionally, all three tunings of the AI had a positive impact on users’ accuracy and there were no significant differences between the experimental conditions (\( F_{2,55} = .61, p = .55, \eta^2 = .02, 1 - \beta = .15 \)).

We also examined users’ performance in Stage 1 and Stage 3 to determine if the improvements could have been attributed to a learning effect. Paired samples t-tests revealed no significant differences between Stage 1 and Stage 2 (\( t_{1,57} = .001, p = .87 \)) or Stage 3 and Stage 4 (\( t_{1,57} = 1.86, p = .068 \)), which suggests that users performance did not significantly change between stages, except when the AI-Assistant recommendations were added.

4.1.1 Baseline Performance Clusters. A Pearson correlation coefficient was calculated to examine the performance gains made between Stage 2 (without AI) and Stage 4 (with AI). Across all users, there was a significant negative correlation (\( r(57) = -.59, p < .001 \)) between Stage 2...
baseline accuracy and gains made in Stage 4. Users with lower levels of accuracy made higher gains in performance when working with the AI-assistant compared to users with higher levels of accuracy. Figure 4 illustrates the accuracy of participants in both stages. The diagonal line indicates the boundary at which participants would be equally accurate in both stages. Visually, improvements in Stage 4 result in data points above the diagonal line. Improvements above the accuracy of the AI-Assistant result in data points above the 75% horizontal line.

Due to the interaction effect between baseline accuracy and improvement with AI, a two-step cluster analysis was used to group users based on their baseline accuracy in Stage 2. This resulted in three distinct performance clusters with a silhouette measure of cohesion of 0.7 (good), and cluster centers (means): Cluster 1 ($\bar{x} = 51\%$), Cluster 2 ($\bar{x} = 68\%$), and Cluster 3 ($\bar{x} = 88\%$).

One-sample t-tests were used to compare mean accuracy of each cluster in Stage 2 to the constant 75 percent accuracy of the AI-Assistant. The first cluster ($n = 16$), termed the low-performer group, had significantly lower accuracy than the AI-Assistant ($t_{15} = -19.62, p < .001$). The second cluster ($n = 33$), termed the mid-performer group, was closer to, but still significantly below the accuracy of the AI ($t_{32} = -7.96, p < .001$). The third cluster ($n = 9$), termed the high-performer group, had a significantly higher baseline accuracy than the AI-Assistant ($t_{8} = 5.22, p < .001$). These resulting clusters were used for all subsequent analyses.

4.2 Impact of AI-Assistant by Performance Cluster

| Result 2a: Regardless of AI-Assistant tuning, the accuracy of low-performers significantly increased, though not to the level of the AI-Assistant. |
| --- |
| Result 2b: Recommendations from the AI-Assistant had a mixed impact on mid-performers, with some users improving significantly and others getting worse. The High TPR condition was significantly better for mid-performers and resulted in more users achieving higher accuracy than the level of the AI-Assistant. |
| Result 2c: High-performers maintained their high levels of accuracy, regardless of AI-Assistant presence or subsequent tuning. |

The effects of the AI-tuning were examined for each performance cluster (see Table 3). Mixed repeated measures ANOVAs were conducted for each cluster. Users’ performance in Stage 2 and Stage 4 was the within subjects factor, and tuning of the AI model (experimental condition) was the between subjects variable. In addition, single-sample t-tests with a reference value equal to the accuracy of the AI-Assistant (75 percent) were used to analyze each cluster’s Stage 4 accuracy relative to the accuracy of the AI-Assistant. Figure 5 shows users’ accuracy results for Stage 2 and Stage 4, by performance cluster and experimental condition.

4.2.1 Low-Performers. Recommendations from the AI-Assistant significantly improved low-performers’ accuracy ($F_{1,13} = 50.08, p < .001, \eta^2 = .79, 1 - \beta = 1.00$). Of the 16 low-performers, 15 improved their accuracy, 1 stayed the same, and there were no low-performers whose accuracy degraded. Low-performers still performed significantly worse in Stage 4 than the AI-Assistant ($t_{15} = -5.15, p < .001$). No significant effect of experimental condition (AI-tuning) was found for the accuracy of low-performers ($F_{2,13} = 0.41, p < .674, \eta^2 = .06, 1 - \beta = 0.10$).

4.2.2 Mid-Performers. Recommendations from the AI-Assistant significantly improved mid-performers’ accuracy ($F_{1,30} = 8.77, p = .006, \eta^2 = .23, 1 - \beta = .82$), raising them to a comparable level of accuracy to the AI-Assistant in Stage 4 ($t_{32} = -1.14, p = .261$).
Fig. 4. Accuracy of users in Stage 2 (without AI) and Stage 4 (with AI), clustered by users’ accuracy in Stage 2 as a measure of human performance. Points above the diagonal line represent users who improved in accuracy, while points below the diagonal line represent users whose performance decreased. The horizontal line at 75% accuracy represents the accuracy of the AI-Assistant. Data points above the horizontal line represent users who performed better than the AI-Assistant in Stage 4 and data points below the horizontal line represent users who performed worse than the AI-Assistant in Stage 4.

Table 3. Users’ Performance in Terms of Accuracy for Stage 1 (Without AI + Feedback), Stage 2 (Without AI + No Feedback), Stage 3 (With AI + Feedback), and Stage 4 (With AI + No Feedback) by Performance Cluster

| Accuracy      | Stage 1 | Stage 2 | Stage 3 | Stage 4 |
|---------------|---------|---------|---------|---------|
| Low-performers| 53%     | 51%     | 70%     | *67%    |
| Mid-performers| 68%     | 68%     | 74%     | *74%    |
| High-performers| 83%     | 88%     | 89%     | 88%     |

Low-performers significantly improved in accuracy from Stage 2 to Stage 4 ($p < .001$). Mid-performers also significantly improved in accuracy from Stage 2 to Stage 4 ($p < .01$).

Although there was a significant overall effect, improvements in accuracy were highly variable for mid-performers with some users improving and others falling below their baseline Stage 2 accuracy level. In Stage 4, 20 out of the 33 mid-performers improved their accuracy, 2 stayed the same, and 11 degraded in accuracy compared to their Stage 2 accuracy. Of the 20 users that improved in accuracy, 13 improved above the level of the AI-Assistant, 5 improved to the level of the AI-Assistant, and 2 improved but were still below the accuracy of the AI-Assistant.
A significant main effect was also found for experimental condition for mid-performers ($F_{2,30} = 3.52, p = .043, \eta^2 = .19, 1 - \beta = 0.61$). We examined each AI tuning condition separately using paired t-tests. In both the Balanced condition and the High TNR condition, overall mean accuracy rates increased when the users were given recommendations from the AI-Assistant, but this difference was not statistically significant given the high variance ($t_{11} = -1.087, p = .30$, and $t_{12} = -1.175, p = .26$, respectively). In the Balanced condition, mean accuracy rates rose from 66% in Stage 2 to 70% in Stage 4. In the High-TNR condition, mean accuracy rose from 68% in Stage 2 to 72% in Stage 4. However, the AI-Assistant recommendations did significantly improve mid-performers’ accuracy in the High TPR condition (70% to 80%, $t_{7} = -3.188, p = .015$).

Examining mid-performer performance in Stage 4, we also see interesting trends across experimental conditions. Performance was mixed in the Balanced condition, where five users improved their accuracy from Stage 2 to Stage 4, two performed similarly, and five fell below their Stage 2 score. The High TNR condition was similar, where eight users improved in Stage 4 and five whose performance degraded. However, in the High TPR condition, all of the users ($n = 7$) improved in accuracy, except one whose performance degraded.

To understand what conditions maximized Human-AI team performance, we examined which mid-performers were able to increase their accuracy above the level of the AI-Assistant. Of all mid-performers, 17% ($n = 2$) improved their accuracy above the level of the AI-Assistant in the Balanced condition, 38% ($n = 5$) improved above the level of the AI-Assistant in the High TNR condition, and 75% ($n = 6$) increased their accuracy above the level of the AI-Assistant in the High TPR condition. These results suggest that mid-performers saw the biggest gains in accuracy when working with an AI-Assistant that was tuned for High TPR (i.e., an AI-Assistant that erroneously suggests more stalls). Given these results, we conduct further analyses in Section 4.3 to understand whether human baseline performance interacted with the AI tuning experimental condition in a complementary manner to influence the accuracy rates of mid-performers.
### Table 4. Users’ Performance in Terms of TPR and TNR for Stage 2 (Without AI) and Stage 4 (With AI)

|               | True Negative Rate | True Positive Rate |
|---------------|--------------------|--------------------|
|               | Stage 2 | Stage 4 | Stage 2 | Stage 4 |
| Balanced      | 75%     | 79%     | 57%     | *66%    |
| High TNR      | 75%     | *84%    | 56%     | 60%     |
| High TPR      | 77%     | 81%     | 59%     | *72%    |
| TOTAL         | 75%     | *81%    | 57%     | *66%    |

In the Balanced and High TPR conditions, users’ TPR increased significantly from Stage 2 to Stage 4 (Balanced: $p < .001$, High TPR: $p < .004$). In the High TNR condition, users’ TNR increased significantly from Stage 2 to Stage 4 ($p < .001$).

#### 4.2.3 High-Performers

The AI-Assistant did not significantly change high-performers’ accuracy between Stage 2 and Stage 4 ($F_{1.6} = 0, p = 1, \eta^2 = .0, 1 - \beta = .05$). High-performers continued to perform at levels above the AI-Assistant’s accuracy in Stage 4 ($\bar{x} = 88\%, t_8 = 5.22, p < .001$). Experimental condition also did not significantly affect the accuracy of high performers ($F_{2.6} = .29, p = .76, \eta^2 = .09, 1 - \beta = 0.08$). We would like to note that access to experts was limited so the number of high-performers in our study was low. This may have limited the statistical power to detect significant differences for this group of users.

#### 4.3 Complementarity: The Impact of Algorithmic Tuning

**Result 3**: Users benefited most from the AI assistance when the AI was tuned to be more complementary to human expertise. Users only increased significantly in a performance measure when their initial baseline was below the AI-Assistant’s level for that performance measure.

As mid-performers benefited most from a High TPR assistant in Section 4.2.2, we examined users’ baseline TPR and TNR to better understand the inherent strengths of users and the types of errors they make, as well as the impact of tuning an AI-Assistant for one of these measures. The TPR is the percentage of stalled videos detected correctly ($\frac{TP}{TP+FN}$). The TNR is the percentage of flowing videos detected correctly ($\frac{TN}{TN+FP}$). Mean TPR and TNR scores within experimental conditions for Stage 2, Stage 3, and Stage 4 are shown in Table 4.

#### 4.3.1 Human Tuning

We examined users’ baseline true positive and negative rates from Stage 2 to determine if the users themselves were balanced in the errors they made, or if they were biased toward one of the metrics. Paired t-tests comparing users’ scores in Stage 2 indicated that mid- and high-performers were better at detecting when vessels were flowing, leading them to have higher TNR compared to TPR ($mid: t_{32} = -7.33, p < .001; high: t_8 = -2.92, p = .019$). This can be seen in Figure 6 where more of the data points from low and high-performers fall above the diagonal. Low-performers did not display a statistically significant bias toward either of the performance metrics ($low: t_{15} = -0.72, p = .485$).

#### 4.3.2 A Balanced AI-Assistant

In the balanced condition, the AI-Assistant’s true positive and negative rates were equal (75% each) and therefore, made equal numbers of errors on stalled and flowing videos. Users in this condition had a baseline TNR of 75% (not significantly different that the AI-Assistant, $t_{19} = -.069, p = .946$) and a baseline TPR of 57% (significantly below the level of the AI, $t_{19} = -4.346, p < .001$). Paired t-tests were used to examine users’ improvement in both scores from Stage 2 to Stage 4. Users’ TNRs did not change significantly ($79% t_{19} = -1.182, p =$.
Fig. 6. True positive and negative rates of all users in Stage 2. Points above the diagonal line represent users who were biased toward true negatives (better at detecting flowing) and points below the diagonal line represent users who were biased toward true positives (better at detecting stalled).

.252); however, users’ TPRs significantly increased (66%, $t_{19} = -2.275, p = .035$), though still remained below the level of the AI-Assistant ($t_{19} = -3.383, p = .003$).

4.3.3 A High TNR AI-Assistant. In the High TNR condition, the AI-Assistant was tuned to have a TNR of 95% and a TPR of 55%. The AI-Assistant was highly accurate when it predicted a stall, but was also more likely to suggest that a video was flowing and therefore, missed more stalls. The users in this condition had a baseline TNR of 75% (significantly below the AI-Assistant, $t_{19} = -4.251, p < .001$) and a baseline TPR of 56% (not significantly different from the AI-Assistant, $t_{19} = 0.383, p = .706$). Paired t-tests used to examine user improvement in Stage 4 revealed that users’ TNR significantly increased (84%, $t_{19} = -2.132, p = .047$), albeit still below the level of the AI-Assistant ($t_{19} = -3.222, p = .004$). Users’ TPR in Stage 4 did not change significantly (60%, $t_{19} = -0.892, p = .384$).

4.3.4 A High TPR AI-Assistant. In the High TPR condition, the AI-Assistant had a 95% TPR and 55% TNR. The AI-Assistant was highly accurate when it predicted a vessel was flowing, but was more likely to suggest that a video is stalled and therefore missed more flowing vessels. The users in this condition had a baseline TNR of 77% (which was significantly better than the AI-Assistant, $t_{18} = 4.813, p < .001$) and a baseline TPR of 59% (which was significantly below the level of the AI-Assistant, $t_{18} = -4.073, p < .001$). Paired t-tests used to examine user changes in TNR and TPR in Stage 4 revealed that users’ TNR did not increase significantly ($t_{18} = -1.222, p = .238$). Users’ TPR in Stage 4 did significantly increase (72%, $t_{18} = -3.222, p = .004$) although was still below the level of the AI-Assistant ($t_{18} = -6.724, p < .001$).
Table 5. User Agreement with the AI-Assistant by Experimental Condition

|                | Overall | AI Correct | AI Incorrect |
|----------------|---------|------------|--------------|
|                | Agreement | Agree (ideal = 75%) | Disagree (ideal = 0%) | Agree (ideal = 0%) | Disagree (ideal = 25%) |
| Balanced       | 69%     | 58%        | 17%          | 11%          | 14%          |
| High TNR       | 73%     | 60%        | 15%          | 13%          | 12%          |
| High TPR       | 68%     | 60%        | 15%          | *8%          | *17%         |

The shaded columns indicate a beneficial action (user agreement when the AI was correct and user disagreement when the AI was incorrect). Significantly more users disagreed with an incorrect AI recommendation in the High TPR condition compared to the High TNR condition ($p < .017$).

4.4 Agreement with AI-Assistant

**Result 4:** Users were more likely to disagree with an incorrect recommendation (that flowing videos were stalled) in the High TPR condition. Additionally, users with higher baseline accuracy were more likely to agree with correct recommendations and disagree with incorrect recommendations.

We were also interested in studying user agreement with the AI-Assistant both when the AI is correct (i.e., both the human and the AI are correct) and when the AI is incorrect (i.e., both the human and the AI are incorrect). In the former case, agreement is beneficial to the Human-AI team, but in the latter case, inappropriate agreement would lead to lower team performance. Non-parametric statistics were used to assess differences in agreement since the normality assumption was violated. Kruskal–Wallis Tests were used to examine differences in agreement between the experimental conditions with Mann–Whitney U tests for post-hoc pairwise comparisons of significant main effects.

4.4.1 Agreement by Condition. Table 5 shows the percentage of time users were in agreement with the AI-Assistant’s recommendation for each experimental condition. No significant difference was found in terms of the overall level of user-AI agreement across experimental conditions ($\chi^2 = 3.213, p = .201$).

In each experimental condition, the AI-Assistant was correct 75% of the time and made incorrect recommendations 25% of the time. Optimal Human-AI team performance occurs when users agree with the AI-Assistant when it is correct (75% of the time) and disagree with the AI-Assistant when it is incorrect (25% of the time). When the AI-Assistant was correct, the experimental condition had no significant impact on the level of agreement users had with those recommendations ($\chi^2 = 1.605, p = .448$). However, when the AI-Assistant was incorrect, experimental condition had a significant impact on user agreement with incorrect recommendations ($\chi^2 = 7.498, p = .024$). Post-hoc pairwise analyses revealed that users were less likely to agree with an incorrect recommendation (that “flowing” videos were “stalled”) in the High TPR condition compared to the High TNR condition ($Z = −2.605, p = .009$).

4.4.2 Agreement by Performance Cluster. Table 6 shows the percentage of time that users were in agreement with the AI-Assistant’s recommendation by users’ base-level performance. No significant difference was found in terms of the overall level of agreement across different levels of performance ($\chi^2 = 5.820, p = .054$). However, whether or not users accepted the correct AI recommendations or rejected the incorrect AI recommendations varied based on the user’s performance cluster.

Regardless of whether the AI-Assistant was correct or incorrect, the base-level performance of the user had a significant impact on the level of agreement users had with each of these
Table 6. User Agreement with the AI-Assistant by Baseline Performance

|                | Overall Agreement | AI Correct | AI Incorrect |
|----------------|-------------------|------------|--------------|
|                | Agreed (ideal = 75%) | Disagreed (ideal = 0%) | Agreed (ideal = 0%) | Disagreed (ideal = 25%) |
| Low-Performers | 74%                | 58%        | 17%          | 16%         | 9%          |
| Mid-Performers | 67%                | 58%        | 17%          | 10%*        | 15%*        |
| High-Performers| 73%                | 68%        | 17%          | 5%*         | 20%*        |

The shaded columns indicate a beneficial action (agreement when the AI was correct and disagreement when the AI was incorrect). Significantly more high-performers agreed with the AI when it was correct than either mid- or low-performers (p < .017). Significantly more high-performers disagreed with an incorrect AI recommendation than low- and mid-performers (p < .017). Significantly more mid-performers disagreed with an incorrect AI recommendation than low-performers (p < .017).

4.5 Users’ Perception of the AI-Assistant

**Result 5a:** Users who perceived that the AI-Assistant’s performance was better than their own were more likely to improve, while users who rated themselves higher than the AI-Assistant tended to degrade in their performance when provided with AI recommendations.

**Result 5b:** Users who improved with the AI-Assistant’s recommendations rated the helpfulness and satisfaction of the AI-Assistant higher than those whose performance degraded. They also rated the AI-Assistant higher in terms of improving their ability to detect stalls.

Users were asked to rate their own performance as well as the AI-Assistant’s performance on a five-point scale after Stage 2 (without AI), Stage 3 (with AI + feedback), and Stage 4 (with AI + no feedback) (see Table 7).² Users’ self-ratings of their own performance did not change significantly across the stages (Friedman test: $\chi^2 = 4.59, p = .101$), however, their rating of the AI-Assistant’s performance increased significantly from Stage 3 to Stage 4 (Wilcoxon: $Z = -5.26, p < .001$). These results were consistent across all of the experimental conditions.

We also examined users’ relative ranking of their own performance in comparison to the AI-Assistant’s performance in Stage 3 and Stage 4 (see Figure 7). After Stage 3, when users were first introduced to the AI-Assistant and were also given feedback after every decision, users rated the AI-Assistant’s performance significantly lower than their own performance (Wilcoxon: $Z = -4.325, p < .001$). However, after further interaction with the AI-Assistant in Stage 4, users’ rating of the AI performance increased significantly such that there was no significant difference between users’ rating of themselves and the AI-Assistant at the end of Stage 4 ($Z = -1.766, p = .077$).

²Note: A total of 11 users did not fill out the survey so we report on data for the remaining 47 users.
Table 7. Users’ Ratings of Their Own Performance, and Performance of the AI-Assistant for Stage 2 (No AI), Stage 3 (With AI + Feedback), and Stage 4 (With AI No Feedback) by Experimental Condition

| Experimental Condition | User Self-Ratings | AI Ratings |
|------------------------|-------------------|------------|
|                        | Stage 2 | Stage 3 | Stage 4 | Stage 3 | Stage 4 |
| Balanced               | 2.90    | 3.53    | 3.12    | 2.47    | *3.35   |
| High TNR               | 2.80    | 2.81    | 2.88    | 2.38    | *3.31   |
| High TPR               | 2.94    | 3.21    | 3.21    | 2.50    | *3.29   |
| TOTAL                  | 2.88    | 3.19    | 3.06    | 2.45    | *3.32   |

Rating were on a 5-point scale with 1 being low and 5 being high. User ratings of the AI-Assistant increased significantly from Stage 3 to Stage 4 (p < .001), while ratings of their own performance did not change significantly (p = .101).

Fig. 7. User’ ratings of the AI-Assistant’s performance compared to their own performance by stage.

Fig. 8. User comparisons of personal and AI performance based on accuracy improvements between Stage 2 and Stage 4.

The perceived performance level of the AI-Assistant may have impacted users’ trust or reliance on the AI-Assistant’s recommendations during Stage 4. Figure 8 shows user ratings of the AI-Assistant for users whose performance improved from Stage 2 to Stage 4 versus users whose performance degraded from Stage 2 to Stage 4. Of the 11 users whose performance degraded, 5 rated the AI-Assistant performance similarly to themselves, 5 rated the AI-Assistant lower, and 1 rated the AI-Assistant higher. This resulted in a mean rating of their own performance (\( \bar{x} = 3.55 \)) that
was not significantly different than the mean rating of the AI-Assistant’s performance ($\bar{x} = 3.09$) (Wilcoxon: $Z = -1.186, p = .236$). In contrast, for the 30 users who improved their accuracy from Stage 2 to Stage 4, 11 rated the AI-Assistant similarly to themselves, 3 rated the AI-Assistant lower, and 16 rated the AI-Assistant higher. This resulted in a mean rating of their own performance ($\bar{x} = 2.87$) which was significantly lower than the mean rating of the AI-Assistant’s performance ($\bar{x} = 3.43$) (Wilcoxon: $Z = -3.038, p = .002$).

After Stage 4, users also rated the AI-Assistant’s performance on a 5-point Likert agreement scale in terms of: (1) how helpful it was; (2) how satisfied they were with it; (3) how much it improved their ability to catch stalls; and (4) whether they would recommend the AI-Assistant to others. Responses to these questions were favorable, as 54% reported that the AI-Assistant was helpful, 47% were satisfied with it, 34% felt that it improved their ability to find stalls, and 47% would recommend it to others. A smaller percentage (29%) indicated that they would use the AI-Assistant if it was available. Examining user ratings of the AI in terms of helpfulness, satisfaction, and improved ability, we again see a significant difference between users who improved in accuracy and those whose accuracy decreased. Users who improved in accuracy in Stage 4 rated the AI-Assistant higher in terms of being helpful (Mann–Whitney U: $Z = -2.27, p = .023$), being satisfied with it (Mann–Whitney U: $Z = -2.43, p = .015$), and feeling like it improved their ability to catch stalls (Mann–Whitney U: $Z = -2.917, p = .004$).

### 4.6 User Mental Models of AI-Assistant’s Errors

After Stage 4, when users were asked if they had a good understanding of how the Stall Catchers assistant decided whether a video contained stalled vessels or not, most users (72%) said they disagreed or were unsure. Similarly, when asked if they knew what types of errors the AI-Assistant was making, most users (72%) disagreed or were unsure. When asked whether the AI-Assistant was making more errors on “stalled” or “flowing” vessels after Stage 4, the majority of users (62%) felt that the AI-Assistant made equal number of errors on both flowing and stalled vessels (Table 8), regardless of the experimental condition. These results all suggest that users struggled with forming a mental model of the AI-Assistant and seemed unable to discern what types of errors the AI-Assistant was making.

### 4.7 Self-Reported Use of AI

After Stage 4, users were asked “How did you use the Stall Catchers assistant’s recommendations (if at all)?” Although the question was optional, all participants responded. Two researchers coded all of the comments, using a bottom-up open-coding approach (85% inter-rater reliability) followed by Axial coding to cluster related comments. Four key categories were identified: (1) follow recommendations if unsure, (2) take a second look/verify, (3) ignore, and (4) check stalled videos. The remaining comments were labeled “other.”

### 4.7.1 Follow Recommendations if Unsure

The most common way people used the AI-Assistant was when they were unsure with their decision. A total of 19 users indicated that they consulted...
or followed the AI-Assistant in instances where they were unsure of what they viewed in the blood vessel video by themselves. For example, User 120 (high-performer, High TPR) responded “I used the assistant to help me make a choice when I wasn’t able to decide which appropriate answer to choose,” and User 158 (mid-performer, High TPR) said “I only used the assistant if I couldn’t decide if there was a stall or not, or if the image was too grainy to see one way or another.” Users incorporating this strategy would likely benefit from a complementary AI where the AI is tuned to have higher accuracy in areas where users are weaker. There is support for this hypothesis in our data through examination of the 11 mid-performers who used this strategy. Five were in the non-complimentary Balanced condition, and four of these users performed worse in Stage 4. Two users were in the High TNR condition and both improved (one of whom improved above the level of the AI-Assistant). The final four users were in the High TPR condition, which was the most complimentary condition based on initial human tuning, and all four users significantly increased their accuracy above the level of the AI-Assistant.

4.7.2 Take a Second Look/Verify. A total of 10 users indicated that they would use the AI-recommendation to verify their decisions or re-visit the video if the AI-Assistant recommendation disagreed with their initial assessment. User 166 (low-performer, High TNR) responded “I tried to ignore them and make my own choices and then look again if I disagreed.” User 182 (low-performer, High TPR) wrote “If it disagreed with my findings I would re-evaluate the movie. Sometimes it changed my mind and sometimes it didn’t.” This approach would also benefit from a complementary AI. If users and the AI both tend to make mistakes in the same areas, teams would not improve in performance after users took a second look in areas where they were weak. A complementary AI could be exploited by tuning the AI to prompt users to scrutinize or put more cognitive effort into their areas of weakness.

4.7.3 Ignore. Six users reported that they ignored the AI-Assistant’s recommendation, all of which were mid-performers, and four of these users’ accuracy went down in Stage 4. User 169 (mid-performer, High TNR, accuracy dropped from 60% to 55%) shared “After several movies I stopped paying attention to assistant’s opinion.” User 170 (mid-performer, High TPR, accuracy dropped from 75% to 70%) also disregarded the AI-Assistant and said “I didn’t look at the recommendation until after I viewed the movie and decided for myself. I didn’t really rely on the assistant.” These results indicate that mid-performers struggled with whether or not to use the AI-Assistant, and those that chose to ignore it often degraded in performance.

4.7.4 Check Stalled Videos. Five users indicated that they mostly acted on information from the AI-Assistant when it recommended a stall. User 110 (mid-performer, High TNR) wrote “If the assistant recommended a stall, I usually would go back over the movie a few more times to try and catch it, just to figure out what it saw to flag it as a stall. Often, this helped me catch a stall I missed, simply by suggesting it was a stall after all.” User 107 (mid-performer, High TNR) wrote “Only if I felt I could confirm them with my own eyes. Each time the assistant caught a stall that I didn’t, I went back to find it.” Feedback from these users reinforces the utility of High TPR tuning (which is complementary to the users), as it suggests more stalls.

5 DISCUSSION
Consistent with findings from prior work [25, 30, 52, 56, 57], providing users with recommendations from an AI-Assistant significantly improved team performance on the Stall Catchers task. However, various experimental factors in our study influenced the extent of these gains such that some users had marginal improvements, some saw more significant improvements, and others degraded in performance. Although any improvements in performance are beneficial, performance
gains that fall short of the level of the AI are common in prior work [6, 22, 34, 40]. Our goal was to understand how we can maximize Human-AI team performance such that it is significantly better than the level of the AI or the human alone. In this section, we reflect on the study results to provide insights and guidance on ways to maximize Human-AI team performance.

5.1 Baseline Expertise

The largest determining factor for superior Human-AI team performance was the base level expertise of the users. Benefits obtained from use of the AI-Assistant systematically varied with users’ baseline expertise on the task. Individuals with low expertise significantly improved their performance by working with an AI-Assistant, though never to accuracy levels at or above the AI. In these cases, AI recommendations helped, but users lacked the knowledge or understanding of when they should accept or reject an AI recommendation. Studies that primarily recruit novice users (such as Mechanical Turk studies) likely experience similar issues. Conversely, the performance of individuals with high expertise was not impacted by the AI-Assistant, and these users continued to perform at accuracy levels well above the AI-Assistant. For individuals with mid-level performance the results were mixed, some improved above the level of the AI, and others performed worse. Understanding the performance gains and losses for this class of users provides important insights on how to effectively support Human-AI collaboration.

5.2 Tuning for Complementarity

A second determining factor of success was related to tuning the AI algorithm for complementarity. Too often, the focus for an AI model is overall algorithmic performance or accuracy. As our work shows, even in situations when the overall accuracy level remains constant, different tunings of an algorithm can produce significantly different results. Differential tuning for false positives or false negatives reinforced or complemented users’ strengths and weak spots. For example, in our study, mid-performing users benefited significantly when the algorithm was tuned for a high TPR as it complemented users’ natural bias toward a high TNR. As a result, the High TPR condition produced more consistent improvements and resulted in more users achieving accuracy results above the level of the AI.

The relative performance of the AI compared to the users also influenced gains obtained from working with the AI. Across all our experimental conditions, significant increases in a specific performance measure only occurred when the users’ score started below the AI-assistant’s tuning for that measure. For example, if users had a lower TPR, then an AI tuned for a high TPR would improve users’ TPR as well as their overall accuracy. This finding suggests that tuning an algorithm to complement a user’s weakness can improve user performance on that measure and increase overall Human-AI team performance.

At the same time, tuning for complementarity must not sacrifice trust from the user in an AI tool. Lu and Yin find that human reliance on a model is significantly influenced by their agreement with an AI during task instances when they have high confidence in their own decision [39]. Thus, if an AI tuned to complement a user’s weaknesses makes too many incorrect recommendations in the area of a user’s strengths, human trust and reliance on the AI may decrease. As a result, there is likely a balance to be struck between complementary tuning and trust, which is discussed in the next section.

Another important consideration related to algorithmic tuning includes users’ strengths in identifying or overriding positive or negative cases. Optimal Human-AI team performance comes from users being able to accept instances when the AI is correct, and override instances when the AI is incorrect. By examining when users aligned with and ignored AI recommendations, we found that users in each experimental tuning condition were equally likely to agree with the AI when it was
correct. However, when the AI was incorrect, users in the High TPR condition were more likely to override AI recommendations, likely because of an inherent strength in detecting flowing vessels.

The Selective Accessibility (SA) model—a social cognition concept that attempts to explain the influence of anchor values and comparative judgements during human-decision making—might explain why our study found that the High TPR condition increased user performance [43]. The SA model posits that when users are given an anchor value during a task (in this case, the AI recommendation), users engage in hypothesis-consistent testing, actively retrieving knowledge and their personal framework related to the judgement they are being asked to make. Given incorrect stall recommendations in the High TPR condition, users might have activated hypotheses related to whether the video was stalled, rather than using their standard decision-making framework to decide if a video is stalled or flowing. Since users were better at detecting flowing videos, it is possible that users had more robust evidence for factors that characterized a certain video. This prior may give them more success in rejecting stalled recommendations at the correct instances compared to flowing recommendations. If users had a stronger hypothesis or evidence requirements for one type of video, the SA model could explain why participants struggled to disagree with incorrect flowing AI suggestions in the High TPR condition. The SA model and the idea of hypothesis-consistent testing support our findings that complementary AI systems can enhance performance by nudging characteristics of a video to be more salient, accessible, or relevant to the user during decision-making.

Klayman and Ha also find that the most critical way to test hypotheses is a “positive test strategy,” where participants examine cases with the target characteristic and retrieve knowledge from their memory related to the assumption provided by an anchor [32]. In our study, this strategy would involve users examining videos where the AI suggested a stall, and evaluating the video with their past memories and expectations. This finding is consistent with users who chose to focus their attention on positive AI suggestions and qualitatively reported their AI-usage workflow as “checked stalled videos.”

5.3 Perceived Performance, Trust, Helpfulness, Satisfaction

The third determining factor of superior performance for users in our study was the perceived performance of the AI-Assistant relative to their own performance. As shown in prior work [9, 35, 62], trust is a critical factor related to Human-AI team performance; however, its impacts are not well understood and can be difficult to measure reliably. For example, when a human agrees with the AI, it is difficult to distinguish whether they agreed because the human trusted the AI or because they independently solved the task without AI help and happened to agree. Many studies rely either on proxy measurements of trust (e.g., agreement, time of completion, usage, stickiness) or self-reported scores (e.g., satisfaction, perceived accuracy, recommending the assistant to others). We examined users’ self-ratings of their own performance and performance of the AI to gauge users’ perception of, and possibly trust in the AI-Assistant.

Regardless of the absolute ranking, users who rated the AI performance above their own were more likely to benefit significantly from the AI recommendations, while users who rated the AI-Assistant and their own performance similarly tended to degrade in performance. It is possible that users who felt that the AI was performing better than themselves inherently trusted the AI-Assistant more, resulting in more adherence to the recommendations and superior performance. In addition, users’ ratings of the helpfulness of the AI-Assistant and satisfaction with the AI-Assistant were also found to be positive indicators of success.

This result is also supported by the Technology Acceptance Model (TAM), which suggests that when users are presented with new technology, factors including perceived usefulness (PU) and perceived ease-of-use (PEOU) influence their decision about when and how they use the
new technology [55]. Ranking the AI-Assistant high in terms of performance, helpfulness, and satisfaction all suggest that users perceived the AI-Assistant to be useful, which would contribute to their acceptance of the AI-Assistant and its recommendations.

5.4 Mental Model Formation
Mental models can help users form trust and accept recommendations from an AI [5, 62]; however, our findings suggest that users were unable to create an accurate mental model of the AI-Assistant’s recommendations for the Stall Catchers task. Most users believed that the AI-Assistant made equal errors on “stalled” and “flowing” videos regardless of experimental condition. This suggests that the complementary tuning of the AI-Assistant may have been less effective in supporting mental model creation.

Our study intentionally did not present any information to users about how the algorithm was tuned or its overall accuracy so that we would be able to observe the presented effects without biasing their perception. However, for real-world deployments, when reliable tuning scores are available, presenting them to users may support creation of a mental model about the AI. Previous work has emphasized the importance of providing such information in order to set expectations on performance [3, 33, 61]. However, further innovation is needed to detail these summaries beyond aggregate scores of performance (e.g., aggregate accuracy, TPR, TNR) potentially with interactive and on-demand visualizations that explain to users when and how the AI fails and what it is able to do for them.

An accurate mental model alone will not always lead to better Human-AI team performance. Even when a human understands when the AI is not reliable, they still need to solve the task accurately. This problem is even more relevant for multi-class predictions or content generation where the domain space of the solution is of a higher dimension. Again, other forms of assistance may be needed in such cases that can guide the team toward more detailed and informed reasoning (e.g., similar historical examples, outlier analysis, data exploration capabilities).

5.5 Role of the AI-Assistant
While the TAM suggests that perceived usefulness and ease-of-use can predict acceptance/usage of technology, it is also important to examine how users are working with and perceiving the AI system. Our data indicated that users incorporated a variety of strategies when working with an AI-Assistant. These self-reported strategies may have implications for user performance with AI, as prior work has shown performance differences when users view the AI system as a second reader versus an arbitrator [57]. In our study, some users provided feedback that they followed the AI if they were unsure, hinting at its role as an arbitrator. Meanwhile, other users indicated that they would double check the video if the AI disagreed with them, hinting at the possibility that they used the AI as a second reader in the task. Two other users indicated that confidence in their decisions increased when the AI agreed with them.

We also observed users who blindly followed the AI recommendations, suggesting overreliance on the AI. Algorithmic appreciation is generally correlated with overreliance, but it is also important to understand why users are displaying a certain behavior. For example, one user indicated that they followed the AI “out of laziness,” which has more to do with their own effort as opposed to appreciation for the AI. We also had many users who indicated that they ignored or did not rely on the AI-Assistance, which could be a product of general algorithmic aversion or a result of the AI’s individual performance. In either of these cases, methods to foster trust or increase reliance on the AI in complementary instances might be dependent on how or why the user is using the AI in a certain way.
Since users in our study were not instructed to use the AI in any specific manner, these results indicate yet another factor that can influence Human-AI team performance. Users can have the same expertise level and mental models and end up with completely different results based on how they work with the AI, such as a colleague, an assistant, a tool, a distractor, and so on. More work is needed to better understand the impact of these different strategies, which may also change as users become more comfortable working with AI systems.

5.6 Tuning for Tasks/Scenarios or Users

Often, the ideal tuning for an AI model will depend on the task or scenario. For example, in a criminal justice situation, the model may be tuned to minimize false positives so innocent people don’t get put in jail, while in a medical context, a model may be tuned to minimize false negatives so a cancer diagnosis is not missed. However, as we have seen from this study, if both the users and the AI have the same tuning, performance gains from the Human-AI team may be stifled. In our study, an AI tuning that complemented users resulted in the largest performance gains. Additionally, sacrificing accuracy on a measure that users had strengths in, did not cause a degradation in that measure.

There are several potential directions for improvement inspired by these findings differentiating AI impact based on the algorithmic tuning. First, these findings can inform model selection prior to deployment. Furthermore, since different users may have different levels of expertise and inherent biases, further benefits can be achieved by personalizing the AI tuning based on the human preference and expertise to deploy algorithms that are most complementary to the user.

One potential challenge in tuning for user complementarity is that AI models are often trained via human annotations, and therefore, approximate user behaviors in aggregate. While recent work has aimed at training more complementary models [59], often there may not exist enough complementarity in the available labels themselves to train models with these properties. Therefore, other forms of assistance to human experts may be needed such as providing additional information instead of offering a recommendation. Examples of additional information may include digested summaries of data distributions or presenting historical examples.

Tuning AI systems for complementarity with human users may prove to be more complicated for tasks that extend beyond multi-choice classification, including text generation or information retrieval. As tasks become more complex, factors such as efficiency, productivity, and cognitive effort may influence optimal human-AI team performance. For example, in the context of text generation, there may be tradeoffs in satisfaction and productivity between providing a long output or translation that the user can edit and a shorter, more precise output that requires more user input. Given the various ways in which users can incorporate AI recommendations into their decision making, the success of an AI tool for a more complex task may rest on its ability to complement an individual’s decision making framework or workflow. Future studies should explore the role of human expertise and algorithmic tuning as it relates to more complex tasks, such as retrieval, ranking, translation, and image/text generation.

5.7 Limitations

While the results from this study provide important insights related to Human-AI decision making, there are several limitations which may have influenced our findings. First, given that we wanted to examine a complex, real-world task that users had experience with, the available population of users was limited. This resulted in smaller sample sizes, particularly for high performing users, and an unequal distribution of participant expertise across experimental conditions. This potentially constrains some of our conclusions since the overall statistical differences observed may have been
influenced by the larger sample size in the mid- and low-performing clusters. We are also missing some survey data from the first 11 participants due to minor changes introduced in the survey after deployment.

Since recommendations from the AI-Assistant were shown at the beginning of each task, it was difficult to fully understand how much the AI-Assistant’s recommendations influenced users. It is possible that in many instances where the user “agreed” or aligned with the AI, the user was going to select the response regardless of the AI’s recommendation. At the same time, fully decoupling anchoring bias effects from intentional agreement [48] would require experimentation with other types of workflows where the human takes a temporary decision first and then has a chance to revise it after getting assistance from the AI [23]. The challenge still remains valid even for such workflows, however, given that humans could still anchor to second opinions, which calls for further analytical methods encouraging self-reflection and explicit argumentation on why the decision maker may or may not agree with the AI.

The presentation of the task in the citizen science Stall Catchers platform frames the task as “finding stalled vessels.” This framing may have biased users toward focusing on stalled vessels, and also focusing on stalled recommendations from the AI-Assistant. There is some evidence for this in the qualitative survey data, as some users indicated that a stalled recommendation from the AI-Assistant made them take a second look to see if a stall was actually there. We did not receive reciprocal comments regarding users trying to verify flowing recommendations from the AI-Assistant.

6 CONCLUSION AND FUTURE WORK

This work examined the impact of algorithmic tuning and human expertise in Human-AI team performance, as well as the influence of user perceptions of AI. Our study centered around a real-world citizen science platform, Stall Catchers, to understand the impact of assisting users in a complex decision-making task. Our results highlight how degrees of human expertise can significantly impact the potential value of AI assistance, as benefits from AI assistance are highly variable for users whose individual performance is similar to that of the AI. Furthermore, the work showed that there are opportunities to boost team performance by deploying models that are complementary to human capabilities and fostering Human-AI interactions that help users develop appropriate mental models, as well as trust and confidence in AI systems.

Informed by these findings, we envision several directions for future work. The differential impact of human expertise and algorithmic tuning suggests that different types of AI could be beneficial for different users. Personalization techniques have been extensively studied in the context of content or item recommendation but not sufficiently for customizing AI partners to users. Such techniques will require learning and updating user models over time and adjusting AI deployments to those changes. While historical data for users may be initially sparse, possible avenues can be explored to apply these approaches to groups of individuals based on their expertise, similar to the clusters of users that we explored in this study. Considering the challenges of assisting human experts posed in our findings, personalizations of AI assistants may even need to go beyond measures of true positive and negative rates—instead considering more fine-grained definitions of error boundaries to build models whose main goal is to provide assistance for problems and examples that are most difficult to experts based on input characteristics. For such an audience, productivity is another aspect of improvement. Even if the human remains equally accurate with AI assistance, assistance that helps users make accurate decisions faster can still be beneficial for particular use cases. Overall, we hope that these findings inspire efforts to improve AI systems with human-centered considerations in ways that best augment and complement users.
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