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Abstract—A major hurdle in machine learning is scalability to massive datasets. One approach to overcoming this is to distribute the computational tasks among several workers. Gradient coding has been recently proposed in distributed optimization to compute the gradient of an objective function using multiple, possibly unreliable, worker nodes. By designing distributed coded schemes, gradient coded computations can be made resilient to stragglers, nodes with longer response time comparing to other nodes in a distributed network. Most such schemes rely on operations over the real or complex numbers and are inherently unstable. We present a binary scheme which avoids such operations, thereby enabling numerically stable distributed computation of the gradient. Also, some restricting assumptions in prior work are dropped, and a more efficient decoding is given.

I. INTRODUCTION

In modern day machine learning the curse of dimensionality has been a major impediment to solving large scale problems, which require heavy computations. Recently, coding-theoretic ideas have been adopted in order to accommodate such computational tasks in a distributed manner, under the assumption that straggler workers are present [11–12]. Stragglers are workers whose tasks may never be received, due to delay or outage, and can significantly increase the computation time. These failures translate to erasures in the context of coding theory when the computational tasks are encoded. The authors of [13] proposed gradient coding, a scheme for exact recovery of the gradient when the objective loss function is additively separable. Gradient coding requires the central server to receive the subtasks of a fixed fraction of any of the workers. The exact recovery of the gradient is considered in several prior works, e.g., [13–16], while the numerical stability issue is studied in [17]. There are also several works involving gradient coding for approximate recovery of the gradient [15], [18–25].

In this paper, we propose a scheme for gradient coding that is numerically stable. More specifically, the proposed scheme avoids any division or multiplication of real or complex numbers, often represented by floating point. Furthermore, the encoding matrix is binary, simplifying the encoding process. Also, the scheme is deterministic, i.e., it does not require generating random numbers. Our scheme is similar in spirit to the fractional repetition scheme introduced in [13], [26], where we also drop the strict assumption that \( s + 1 \) divides \( n \), where \( n \) is the number of workers and \( s \) is the number of stragglers that the scheme tolerates.

The main advantage of considering encoding and decoding real-valued data using binary matrices, consisting of 0’s and 1’s, is that it does not introduce further instability, possibly adding to the computational instability of the associated computation tasks, which was also considered for matrix-vector multiplication in [27]. The fact that the encoding matrix is over \( \{0, 1\} \) allows us to view the encoding as task assignments. This also gives more efficient online decoding which avoids searching though an exponentially large table in terms of \( n \), as in the scheme in [13].

The paper is organized as follows. In section III we overview the “straggler problem” in gradient coding [13]. In sections IV and V the proposed encoding and decoding processes are discussed, respectively. In section VI we discuss the optimality of our scheme. Finally, in section VII we consider scenarios with heterogeneous workers. The main contributions are:

- A new binary gradient coding scheme — both in the encoding and decoding, that is robust to stragglers;
- Elimination of the assumption \( (s + 1) \mid n \);
- Theoretically showing that perfect gradient recovery occurs, and that the unbalanced assignment is optimal assuming homogeneous worker setting;
- Comparison with another binary scheme [13], justifying ours is more efficient, for large \( n \);
- Determining task assignments for heterogeneous workers.

II. PRELIMINARIES

A. Straggler Problem

Consider a single central server that has at its disposal a dataset \( \mathcal{D} = \{(x_i, y_i)\}_{i=1}^{N} \subseteq \mathbb{R}^p \times \mathbb{R} \) of \( N \) samples, where \( x_i \)'s represent the features and \( y_i \) denotes the label of the \( i \)-th sample. The central server distributes the dataset \( \mathcal{D} \) among \( n \) workers to facilitate the solution of the optimization problem:

\[
\theta^* = \arg \min_{\theta \in \mathbb{R}^p} \left\{ \sum_{i=1}^{N} \ell(x_i, y_i; \theta) \right\}
\]

in an accelerated manner, where \( L(\mathcal{D}; \theta) = \sum_{i=1}^{N} \ell(x_i, y_i; \theta) \) is a predetermined differentiable loss-function. The objective function in (1) can also include a regularizer \( \lambda R(\theta) \) if necessary. A common approach to solving (1) is to employ gradient descent. Even if closed form solutions exist for (1), gradient descent can still be advantageous for large \( N \).

The central server is assumed to be capable of distributing the dataset appropriately, with a certain level of redundancy, in order to recover the gradient based on the full dataset \( \mathcal{D} \).
As a first step, we partition $D$ into $k$ disjoint parts $\{D_j\}_{j=1}^k$, each of size $N/k$. The gradient is the quantity

$$g = \nabla_\theta L(D; \theta) = \sum_{j=1}^k \nabla_\theta \ell(D_j; \theta) = \sum_{j=1}^k g_j.$$ 

We refer to the terms $g_j := \nabla_\theta \ell(D_j; \theta)$ as partial gradients.

### B. Gradient Coding

In the distributed setting each worker node completes its task by returning a certain encoding of its assigned partial gradients. There can be different types of failures that may occur during the computation or the communication process. These failures are what we refer to as stragglers, which are discarded by the main server. More specifically, the server only receives $f := n - s$ completed tasks. Let $I \subseteq \mathbb{N}_n := \{1, \ldots, n\}$ denote the set of indices of the $f$ fastest workers who complete their tasks. Once any set of $f$ tasks is received, the central server should be able to decode the received encoded partial gradients and recover the full gradient $g$.

Gradient coding, proposed in [13], is a procedure comprised of an encoding matrix $B \in \mathbb{R}^n \times k$, and a decoding vector $a_I \in \mathbb{R}^n$; determined by $I$. Schemes over $\mathbb{C}$ are also studied in [14], [15]. Assuming that the workers have the same computational power, the same number of tasks is assigned to each of them. However, we deviate from this restriction in this paper in order to drop the assumption $(s + 1) \mid n$. Each row of $B$ corresponds to an encoding vector, also regarded as a task allocation, and each column corresponds to a data partition $D_j$.

Each worker node is assigned a number of gradients from the partition, indexed by $J_i \subseteq \mathbb{N}_k$. The worker is tasked to compute an encoded version of the partial gradients $g_j \in \mathbb{R}^p$ corresponding to its assignments. Let

$$g := \begin{pmatrix} g_1 \\ g_2 \\ \vdots \\ g_k \end{pmatrix}^T \in \mathbb{R}^{k \times p}$$

denote the matrix whose rows constitute the transposes of the partial gradients, and the received encoded gradients are the rows of $B g$, for $B_I \in \{0, 1\}^{f \times n}$ the submatrix of $B$ consisting of the rows corresponding to $I$. The full gradient of the objective (1) on $D$ can be recovered by applying $a_I$:

$$g^T = a_I^T (Bg) = 1_{1 \times k} g = \sum_{j=1}^k a_I^T g_j,$$

provided that the encoding matrix $B$ satisfies $a_I B = 1$ for all $\binom{\ell}{\ell-1}$ possible index sets $I$. Note that every partition is sent to at least $s + 1$ servers, and each server will receive at least $k \frac{n}{n}(s + 1)$ distinct partitions. In sections III and IV we explain the design of our encoding matrix $B$ and decoding vector $a_I$, respectively. These may then be used for recovering the gradient $g$ at each iteration by the central server.

In (13), for a balanced assignment, i.e., when all the workers are assigned the same number of tasks, the number of tasks corresponds to the support of the corresponding row of $B$, and is lower bounded by $\|B_{\alpha\beta}\|_0 \geq \frac{k}{n}(s + 1)$. When this is met with equality at all rows of $B$, the scheme is maximum distance separable (MDS). The restriction $(s + 1) \mid n$ boils down to satisfying this bound, as $\frac{n}{s+1}$ needs to be an integer.

### III. Binary Gradient Coding — Encoding Matrix

The main idea is to work with congruence classes mod $(s + 1)$ on the set of the workers’ indices $\mathbb{N}_n$, in such a way that the workers composing a congruence class are roughly assigned the same number of partitions, while all partitions appear exactly once in each class. By congruence class we simply mean the set of integers $i \in \mathbb{N}_n$ which are equivalent mod $(s + 1)$. The classes are denoted by $\{[i]_{s+1}\}$. One could use a random assignment once it has been decided how many partitions each worker is allocated. However, to get a deterministic encoding matrix, we assign the partitions in “blocks”, i.e., submatrices consisting of only $1$’s. To simplify the presentation we will assume that $n = k$, though the idea can be easily adapted when $n \neq k$.

Define parameters $\ell$ and $r$ by performing Euclidean division, i.e., $n = \ell \cdot (s + 1) + r$ such that $\ell = \left\lfloor \frac{n}{s+1} \right\rfloor$ and $r = n - \ell \cdot (s + 1) \equiv n \mod (s + 1)$. Similarly, for the integers $\ell, r$ we have $r = t \cdot \ell + q$. Therefore, $n = \ell \cdot (s + r + 1) + q$. In a particular case, we will also need the parameters defined by the division of $n$ and $(\ell + 1)$, which we define by $n = \lambda \cdot (\ell + 1) + \tilde{r}$ (if $\ell = s - r$, then $\lambda = s$). To summarize, we have

- $n = \ell \cdot (s + 1) + r$, $0 \leq r < s + 1$, 
- $r = t \cdot \ell + q$, $0 \leq q < \ell$, 
- $n = \lambda \cdot (\ell + 1) + \tilde{r}$, $0 \leq \tilde{r} < \ell + 1$,

where all terms are nonnegative integers.

In our proposed scheme, the encoding is identical for the classes $\mathcal{C}_1 := \{[i]_{s+1}\}_{i=0}^{\ell-1}$ and is also identical for the classes $\mathcal{C}_2 := \{[i]_{s+1}\}_{i=\ell}^{n-1}$. We refer to each disjoint set of consecutive $s + 1$ rows of $B$ as a block, and the submatrix comprising of the last $r$ rows as the remainder block. Note that in total we have $\ell + 1$ blocks, and that each of the first $\ell$ blocks have workers with indices forming a complete residue system. We will present the two assignments (for $\mathcal{C}_1$ and $\mathcal{C}_2$) separately. Also, a certain numerical example, where $n = k = 11$ and $s = 3$ is presented for clarification.

### A. Repetition Assignment for Classes 0 to $r - 1$ — $\mathcal{C}_1$

In our construction each of the first $r$ residue classes also have an assigned row in the remainder block, such that we could assign $r$ partitions to the last worker of each class in $\mathcal{C}_1$, and evenly assign $s + 1$ to all other workers corresponding to $\mathcal{C}_1$. We also want to distribute the $n$ tasks among workers corresponding to $\ell + 1$ blocks as evenly as possible, for the congruence classes corresponding to $\mathcal{C}_1$, in such a way that homogeneous workers have similar loads.

Note that $n = (\ell + 1) \cdot s + (\ell + r - s)$, which implies that when $\ell > s - r$ we can assign $s + 1$ tasks to each worker in the first $\ell + r - s$ blocks, and $s$ tasks to the remaining $s + 1 - r$ blocks. In the case where $\ell \leq s - r$, we assign $\lambda + 1$ tasks to the first $\tilde{r}$ blocks and $\lambda$ tasks to the remaining $\ell + 1 - \tilde{r}$ blocks. It is worth pointing out that $\lambda = s$ and $\tilde{r} = 0$ when
\( \ell = s - r \), which means that every worker corresponding to \( \mathcal{C}_1 \) is assigned \( \lambda = s \) tasks, as \( n = (\ell + 1) \cdot s \).

For example, for parameters \( n = 11 \) and \( s = 3 \) we get \( \ell = 2, r = 3, t = 1, q = 1 \), thus \( \ell > r - s \); and the task allocation for \( \mathcal{C}_1 \) is described by \( \mathbf{B}_{\mathcal{C}_1} \in \{0, 1\}^{(\ell + 1) \cdot r \times n} \):

\[
\mathbf{B}_{\mathcal{C}_1} = \begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{bmatrix},
\]

where each congruence class is represented by a different color and font. The indicated dimensions are for the case where \( r > 0 \), i.e., the remainder block is not empty. An explicit implementation is described (using matlab notation) in algorithm [1] where \( \mathbf{B}_{\mathcal{C}_1} \) is obtained from \( \mathbf{B}_{\mathcal{C}_1} \) by properly appending zero vectors. For coherence, we index the rows by \( i \) starting from 0, and the columns by \( j \) starting from 1.

**Algorithm 1: Determining \( \mathbf{B}_{\mathcal{C}_1} \) — \( \mathcal{C}_1 = \{[i]_{s+1}\}_{i=0}^{\ell} \)**

**Input:** number of workers \( n \) and stragglers \( s \), where \( s, n \in \mathbb{Z}_+ \)

**Output:** encoding matrix \( \mathbf{B}_{\mathcal{C}_1} \in \{0, 1\}^{n \times n} \) ⊳ assume \( n = k \)

\( \mathbf{B}_{\mathcal{C}_1} \leftarrow 0_{n \times n} \) use division algorithm to get parameters:

\( r = t \cdot \ell + q \) \( n = \lambda \cdot (s + 1) + \tilde{r} \)

for \( i = 0 \) to \( r - 1 \) do

if \( \ell + r > s \) then

for \( j = 1 \) to \( \ell + r - s \) do

\( \mathbf{B}_{\mathcal{C}_1}[(j - 1)(s + 1) + i, (j - 1)(s + 1) + 1 : j(s + 1)] = 1_{s+1} \)

end

for \( j = \ell + r - s + 1 \) to \( \ell + 1 \) do

\( \mathbf{B}_{\mathcal{C}_1}[(j - 1)(s + 1) + i, (j - 1)s + (\ell + r - s) + 1 : (j - 1)s + \ell + r] = 1_s \)

end

end

else if \( r + s \leq s \) then

for \( j = 1 \) to \( \tilde{r} \) do

\( \mathbf{B}_{\mathcal{C}_1}[(j - 1)(s + 1) + i, (j - 1)(\lambda + 1) + 1 : j(\lambda + 1)] = 1_{\lambda+1} \)

end

for \( j = \tilde{r} + 1 \) to \( \ell + 1 \) do

\( \mathbf{B}_{\mathcal{C}_1}[(j - 1)(s + 1) + i, (j - 1)(\lambda + \tilde{r} + \lambda) + 1 : (j - 1)(\lambda + \tilde{r} + \lambda)] = 1_{\lambda} \)

end

end

end

end

return \( \mathbf{B}_{\mathcal{C}_1} \).

**B. Repetition Assignment for Classes \( r \) to \( s - \mathcal{C}_2 \)**

For the workers corresponding to \( \mathcal{C}_2 \), we first check if \( q = 0 \).

If this is the case, we distribute evenly the \( n \) partitions between the workers to each \( i \in \mathcal{C}_2 \), i.e., each worker is assigned \( (s + t + 1) \) partitions; as \( n = \ell \cdot (s + t + 1) \) and here we are only considering \( \ell \) blocks. When \( 0 < q < r \), we assign \( (s + t + 2) \) tasks to each worker of \( \mathcal{C}_2 \) in the first \( q \) blocks, and \( (s + t + 1) \) to the workers in the remaining \( \ell - q \) blocks.

In the numerical example considered, we have \( q = 1 \) and \( \mathbf{B}_{\mathcal{C}_2} \) is obtained from \( \mathbf{B}_{\mathcal{C}_2} \) by properly appending zero vectors.

**Algorithm 2: Determining \( \mathbf{B}_{\mathcal{C}_2} \) — \( \mathcal{C}_2 = \{[i]_{s+1}\}_{i=q}^{\ell} \)**

**Input:** number of workers \( n \) and stragglers \( s \), where \( s, n \in \mathbb{Z}_+ \)

**Output:** encoding matrix \( \mathbf{B}_{\mathcal{C}_2} \in \{0, 1\}^{n \times n} \)

\( \mathbf{B}_{\mathcal{C}_2} \leftarrow 0_{n \times n} \) use division algorithm to get parameters:

\( n = \ell \cdot (s + 1) \) \( r = t \cdot \ell + q \) \( n = \lambda \cdot (s + 1) + \tilde{r} \)

for \( i = r \) to \( r + q \) do

if \( q = 0 \) then

for \( j = 1 \) to \( \ell \) do

\( \mathbf{B}_{\mathcal{C}_2}[(j - 1)(s + 1) + i, (j - 1)(s + t + 1) + 1 : j(s + t + 1)] = 1_{s+t+1} \)

end

end

else if \( q > 0 \) then

for \( j = 1 \) to \( q \) do

\( \mathbf{B}_{\mathcal{C}_2}[(j - 1)(s + 1) + i, (j - 1)(s + t + 2) + 1 : j(s + t + 2)] = 1_{s+t+2} \)

end

for \( j = q + 1 \) to \( \ell \) do

\( \mathbf{B}_{\mathcal{C}_2}[(j - 1)(s + 1) + i, (j - 1)(s + t + 1) + q + 1 : j(s + t + 1) + q] = 1_{s+t+1} \)

end

end

end

end

return \( \mathbf{B}_{\mathcal{C}_2} \).

The final step is to **combine** the two matrices to get \( \mathbf{B} \). One could merge the two algorithms into one, or run them separately to get \( \mathbf{B} = \mathbf{B}_{\mathcal{C}_1} + \mathbf{B}_{\mathcal{C}_2} \), demonstrated as follows:

\[
\mathbf{B} = \begin{bmatrix}
1 & 1 & 1 & 1 \\
/ & / & / & / \\
1 & 1 & 1 & 1 \\
/ & / & / & / \\
1 & 1 & 1 & 1 \\
/ & / & / & / \\
1 & 1 & 1 & 1
\end{bmatrix} \in \{0, 1\}^{n \times n}
\]

The encoding matrix \( \mathbf{B} \) is also the adjacency matrix of a bipartite graph \( G = (\mathcal{L}, \mathcal{R}, \mathcal{E}) \), where the vertices \( \mathcal{L} \) and \( \mathcal{R} \) correspond to the \( n \) workers and the \( k \) partitions, respectively.

We can also vary the number of stragglers \( s \) the scheme can tolerate for a fixed \( n \), by trading the sparsity of \( \mathbf{B} \). In other words, if \( \mathbf{B} \) is designed to tolerate more stragglers, then more
overall partial gradients need to be computed; as \( \|B\|_F^2 = |\text{supp}(B)| = k \cdot (s + 1) \).

IV. BINARY GRADIENT CODING — DECODING VECTOR

Another drawback of the binary scheme in [13] is that it computes and stores all scenarios for decoding vectors in a matrix \( A \in \mathbb{R}^{(s)}_{\ell \times n} \), which requires a matrix inversion. This matrix needs to be stored and searched through at each iteration of the gradient descent. We propose a more efficient online decoding algorithm.

In any straggler scenario, since there is no rescaling of the partial gradients encoding with \( B \) as the coefficients are 1 or 0, decoding is nothing but summing a certain subset of the received encoded tasks, while making sure that no partial gradient is added more than once. Hence, among any \( f \) workers who send back their computed sum of partial gradients, there should be \( \ell \) workers for \( \ell = \frac{n}{s + 1} \in \mathbb{Z}_+ \) (or \( \ell + 1 \) where \( \ell = \frac{n}{s + 1} \)), if \( (s + 1) \not| n \) which have no common assigned partitions. This is shown next.

If \( r = 0 \), for the decoding vector \( a_I \) we traverse through the \( s + 1 \) classes in order, to detect one which is a complete residue system (algorithm 5). In the case where \( r > 0 \), we first traverse through the last \( s + 1 - r \) congruence classes; checking only the first \( \ell \) blocks. If there is not a complete residue system from the received workers, we proceed to the first \( r \) classes; checking also the remainder block. This extra step is to make the scheme more efficient. In both cases, by the pigeonhole principle we are guaranteed to have a complete residue system when \( f \) tasks are received.

The next step is to show a decoding vector for each of the \( \binom{n}{s} \) different straggler scenarios \( I \). We associate each \( \ell \)-tuple with a decoding vector \( a_i \)

\[
a_i \coloneqq \sum_{j \in [\ell]} e_j \in \{0, 1\}^{1 \times n},
\]

for \( i \in \mathbb{N}_e - 1 \), where \( e_j \) denotes the \( j^{th} \) standard basis vector of \( \mathbb{R}^n \). Also, note that \( \|a_i\|_0 = \ell + 1 \) for the decoding vectors corresponding to the first \( r \) classes, and \( \|a_i\|_0 = \ell \) for the remaining classes. In both cases, \( a_{s+1} \) is a cyclic shift of \( a_s \).

At each iteration the gradient is computed once \( f \) worker tasks are received. Define the received-indicator vectors

\[
\text{rec}_I = \begin{cases} 
1 & \text{if } i \in I \\
0 & \text{if } i \not\in I
\end{cases}
\]

for each possible \( I \), where \( \|\text{rec}_I\|_0 = f \) and \( n - \|\text{rec}_I\|_0 = s \). Thus, there is at least one \( i \in \mathbb{N}_e \) for which \( \text{supp}(a_i) \subseteq \text{supp}(\text{rec}_I) \). If there are more than one \( a_i \) satisfying this property, any of them can be picked. The pseudocode is presented in algorithm 6.

**Theorem 1.** The gradient coding scheme comprised of \( B \) and \( a_k \) based on algorithms [12][2] is robust to \( s \) stragglers.

**Proof.** By the pigeonhole principle we require

\[
\nu \coloneqq \ell \cdot r + (\ell - 1) \cdot [(s + 1) - r] + 1
= \ell \cdot (s + 1) - s + r = [\ell \cdot (s + 1) + r] - s = n - s
\]

workers to send their task, which implies the scheme is robust to \( s \) stragglers.

Note that the total number of task assignments is \( n \cdot (s + 1) \), for any pair \((s, n)\) where \( s < n \), as expected. This is the same total load required in the MDS based schemes, which directly relates to the bound mentioned in [13-B].

We point out that a similar decoding appears in [10], which deals with approximating the gradient. The runtime of algorithm 5 is \( O((\ell + 1) \cdot (s + 1)) \). With the modification of breaking out of the for-loop early by only traversing through the first \( s \) classes, and assigning \( a_I \leftarrow a_{s+1} \) if none was selected, this is reduced to \( O((\ell + 1) \cdot s) \). This is significantly faster than the decoding algorithm of [13], as the size of the decoding matrix \( A \) from [13] grows exponentially in \( n \) (unless \( s \) is fixed, for which \( \binom{n}{s} \) is polynomial in \( n \)).

V. CLOSE TO UNIFORM ASSIGNMENT DISTRIBUTION

A drawback of the proposed scheme is that the load assignments can have a wide range depending on how small \( r \) is compared to \( s + 1 \). This is due to the lighter load assigned to workers in the remainder block of size \( r \). This can be regarded as the cost for dropping the assumption \((s + 1) \not| n \), which does not often hold for a pair of two random positive integers \( n \) for fixed \( n \) and random \( s < n \); it holds with probability \( \frac{\sigma_0(n) - 2}{n} \), where \( \sigma_0 \) the divisor function of the \( 0^{th} \) power.

By our construction, we assign tasks to the servers such that the difference in the load assigned to any two workers within the same set of classes \( C_1 \) or \( C_2 \) is at most one. This is evident in algorithms 1 and 2.

**Definition 2.** Define \( d_s(B) \coloneqq \sum_{i=1}^{n} \|B_i\|_0 - \frac{k}{n}(s + 1) \) for \( B \in \mathbb{N}_{\ell \times k} \), where \( n_0 = \{0, 1, 2, \cdots\} \). This distance measures how far the task allocations \{\|B_i\|_0\}_{i=1}^{n} \) are from being uniform, i.e., \( \|B_i\|_0 = \frac{k}{n}(s + 1) + \frac{1}{2} \) for all \( i \in \mathbb{N}_n \).
Furthermore, \(|\|B_{i*}\|_0|_{i=1}^n|\) is a uniform distribution; i.e., all entries are equal, if and only if \(d_s(B) = 0\).

**Proposition 3.** The task allocation through \(B\) resulting from algorithms \(1\) and \(2\) is a solution to the optimization problem:

\[
(IP) \quad \min_{B \in N_0 \times k} \{d_s(B)\},
\]

such that \(\sum_{i=1}^n ||B_{i*}||_0 = k \cdot (s + 1)\).

Proposition 3 holds for permutations of the columns of \(B\), or a random assignment of tasks per class contrasted to repeating blocks — as long as all partitions are present only once in a single worker of each congruence class. The decoding in either of these cases remains the same. Furthermore, the solution to \((IP)\) is unique up to a permutation of rows and columns.

**A. Distribution of Assignments for \(n \geq s^2\)**

Using the identities in Section III it can be observed that for \(\ell > r\) we have \(t = 0\) and \(r = q\). Furthermore, when \(\ell = s\) we have \(n = s \cdot (s + 1) + r \simeq s^2\), and in the regime \(n \geq s^2\), there are only three values for \(n\) for which \(t = 1\). Consequently, for \(\ell + r > s\), the difference in the number of allocated partitions to each worker will not exceed 3.

**Lemma 4.** Let \(n = s^2 + a\), for \(a \in N_0\) and \(s < n\). Then we have \(t = 1\) only when \(a = s - 2, s - 1\) or 2s. Otherwise, \(t\) is 0.

**Proof.** We break up the proof into three cases:

- **Case a \(\in N_0\).** Equivalently, for \(a = s - a \in \{3, 4, \ldots, s\}\

\[
n = s \cdot (s + 1) - a = (s - 1) \cdot (s + 1) + (s + 1 - a),
\]

and \(\ell > r\) for any \(a\). Thus, \(t = 0\) and \(r = q\).

- **Case a \(\in \{s, \ldots, 2s - 1\}\).** Let \(n = s^2 + a = s^2 + (s + \beta)\) for \(\beta \in \{0, \ldots, s - 1\}\). Then \(n = s \cdot (s + 1) + \beta\) implies \(\ell = s\) and \(r = \beta\). Since \(r < \ell\), it follows that \(t = 0\) and \(r = q\).

- **Case a \(\geq 2s\).** The final case to consider is \(a = 2s + \gamma\), where \(\gamma \in Z^+.\) The resulting parameters are \(r = q = \text{rem}(\gamma, s + 1)\) and \(\ell = (s^2 + 2s + \gamma - r)/(s + 1)\) and \(t = 0\), where \(\text{rem}(\cdot, \cdot)\) is the remainder function.

When \(a = 1\) it follows that \(r = s\) and \(\ell = s - 1\), thus \(t = 1\) and \(q = 1\). For \(a = 2\) we get \(r = \ell = s - 1\), hence \(t = 1\) and \(q = 0\). For both \(a = 1\) and \(a = 2\); \(t = 1\) is a consequence of \(r \geq \ell\). In addition, when \(\beta = s\) we have \(r = \ell = s\); thus \(t = 1\) and \(q = 0\).

**VI. ALLOCATION FOR HETEROGENEOUS WORKERS**

For homogeneous workers the same computational power, i.e., independent and identically distributed statistics for computing time of similar tasks, is assumed. Therefore, we allocate the partitions as uniform as possible, according to Definition 2. In this section we discuss how to allocate the partitions when the workers are of heterogeneous nature, i.e., when they have different computational power. This should be done in such a way that all workers have the same expected execution time; as the stragglers are assumed to be uniformly random. We present the case where we have two groups of machines, each consisting of the same type. The analysis for more groups can be carried out similarly.

The two types of workers are denoted by \(T_i\); with a total of \(\tau_i\) machines, and their expected execution for computing \(g_j\) (for equipotent \(D_j\)’s) by

\[
t_i := E[\text{time for } T_i \text{ to compute } g_j],
\]

for \(i \in \{1, 2\}\), where \(t_1 \leq t_2\); i.e., machines \(T_1\) are faster. Let \(|\mathcal{J}_{T_i}|\) denote the number of partitions each worker of the group \(T_i\) is assigned. The goal is to find \(|\mathcal{J}_{T_1}|\) and \(|\mathcal{J}_{T_2}|\) such that

\[
E[\mathcal{J}_{T_1} \text{ compute their task}] = E[\mathcal{J}_{T_2} \text{ compute their task}],
\]

implying \(t_1 \cdot |\mathcal{J}_{T_1}| = t_2 \cdot |\mathcal{J}_{T_2}|\), for which \(|\mathcal{J}_{T_1}| \geq |\mathcal{J}_{T_2}|\) as \(t_1 \leq t_2\). Let \(\tau_1 = \frac{\alpha}{\beta} \cdot t_2\) for \(\frac{\alpha}{\beta} \in \mathbb{Q}^+\) in reduced form. Since \(\tau_1 + \tau_2 = n\), it follows that

\[
\tau_1 = \frac{\alpha}{\alpha + \beta} n \quad \text{and} \quad \tau_2 = \frac{\beta}{\alpha + \beta} n.
\]

To simplify the presentation of the task assignments, we assume \((s + 1) \mid n\). If \((s + 1) \nmid n\), one can follow a similar approach to that presented in Section III to obtain a close to uniform task allocation; while approximately satisfying (2).

The main idea is to fully partition the data across the workers, such that each congruence class is comprised of roughly \(\frac{s}{s + 1} \cdot \frac{k}{t + 1}\) workers of type \(T_1\), and \(\frac{\beta}{\alpha + \beta} \cdot \frac{k}{t + 1}\) workers of type \(T_2\). We want \(\frac{s}{s + 1} \cdot \frac{n}{t + 1}\) many workers for each congruence class, and

\[
|\mathcal{J}_{T_1}| \cdot \frac{\tau_1}{s + 1} + |\mathcal{J}_{T_2}| \cdot \frac{\tau_2}{s + 1} = k
\]

partitions to be assigned to each class. That is, the dataset \(D\) is completely distributed across each congruence class, and our gradient coding scheme is performed accordingly.

Putting everything together, the following conditions determine \(|\mathcal{J}_{T_1}|\) and \(|\mathcal{J}_{T_2}|\)

(i) \(t_1 \cdot |\mathcal{J}_{T_1}| = t_2 \cdot |\mathcal{J}_{T_2}|\) \iff \(|\mathcal{J}_{T_1}| = \frac{t_1}{t_2} \cdot |\mathcal{J}_{T_2}|\)

(ii) \(|\mathcal{J}_{T_1}| \cdot \tau_1 + |\mathcal{J}_{T_2}| \cdot \tau_2 = (s + 1) \cdot k\)

(iii) \(\tau_2 = \frac{\beta}{\alpha + \beta} \cdot \tau_1 \iff \tau_1 = \frac{\beta}{\alpha + \beta} \cdot \tau_2\).

By substituting (iii) into (ii) to solve for \(|\mathcal{J}_{T_2}|\), and then plugging it into (i) to solve for \(|\mathcal{J}_{T_1}|\), we get

- \(|\mathcal{J}_{T_1}| = (s + 1) \cdot k \cdot \left(\frac{\alpha t_1}{\alpha t_1 + \beta t_2}\right) \cdot \frac{1}{\tau_1}\)

- \(|\mathcal{J}_{T_2}| = (s + 1) \cdot k \cdot \left(\frac{\beta t_1}{\alpha t_1 + \beta t_2}\right) \cdot \frac{1}{\tau_2}\)

which we round to get appropriate numbers of assignments.

This framework may be generalized to any number of different groups of machines. Under the same assumptions, for \(T_1, \ldots, T_m\) different groups with \(t_i \leq t_{i+1}\) for all \(i \in N_{m-1}\), the equalities

(i) \(t_1 \cdot |\mathcal{J}_{T_1}| = t_2 \cdot |\mathcal{J}_{T_2}| = \cdots = t_m \cdot |\mathcal{J}_{T_m}|\)

(ii) \(|\mathcal{J}_{T_1}| \cdot \tau_1 + \cdots + |\mathcal{J}_{T_m}| \cdot \tau_m = (s + 1) \cdot k\)

(iii) \(\tau_1 = \frac{\alpha t_1}{\alpha t_1 + \beta t_2} \cdot \tau_2 = \cdots = \frac{\beta t_1 t_2}{\alpha t_1 + \beta t_2} \cdot \tau_m\), for \(\frac{\alpha t_1}{\alpha t_1 + \beta t_2} \in \mathbb{Q}^+\) need to be met. This gives us a system of \(2(m-1)+1 = 2m-1\) equations with \(m\) unknowns \(|\mathcal{J}_{T_i}|\) for \(i = 1, \ldots, m\), which is solvable.
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