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We show that there is a fermionic minimal model, i.e. a 1+1d conformal field theory which contains operators of half-integral spins in its spectrum, for each \( c = 1 - 6/m(m + 1), \) \( m \geq 3 \). This generalizes the Majorana fermion for \( c = 1/2, m = 3 \) and the smallest \( \mathcal{N} = 1 \) supersymmetric minimal model for \( c = 7/10, m = 4 \). We provide explicit Hamiltonians on Majorana chains realizing these fermionic minimal models.

INTRODUCTION AND SUMMARY

The classification of the unitary minimal models of conformal field theory in 1+1 dimensions [1–6] is one of the triumphs of theoretical physics in the late 20th century. It was a milestone in our understanding of universality of critical phenomena in certain 2d classical statistical models [7–9] and 1+1d quantum systems [10, 11].

As is well known, the central charge is of the form \( c = 1 - 6/m(m + 1) \) for an integer \( m \geq 3 \). The simplest case \( m = 3 \) is the critical Ising model with \( c = 1/2 \) and the next case \( m = 4 \) is the tricritical Ising model with \( c = 7/10 \). Starting from \( m = 5 \), there are at least two distinct models, called the A-type (or the diagonal) modular invariant and the D-type modular invariant; for \( m = 5 \), they are the tetracritical Ising model and the critical 3-state Potts model, respectively. Finally, there are exceptions when \( m = 11, 12, 17, 18, 29 \) and 30. The operators of these models have integer spins. In this sense they can all be called bosonic.

Let us recall that the critical Ising model can be transformed to a free massless Majorana fermion via the Jordan-Wigner transformation [12]. They are almost the same, so much so that careful distinctions were not routinely made in the old literature. We stress that they are distinct: The theory of Majorana fermion has an operator of spin 1/2, while the Ising model does not. Similarly, the unitary minimal models with \( \mathcal{N} = 1 \) supersymmetry were classified, and the smallest nontrivial example has the central charge \( c = 7/10 \), the same as the tricritical Ising model [2, 13]. It is also known that this supersymmetric minimal model is obtained from the tricritical Ising model by the Jordan-Wigner transformation and can appear in a strongly interacting Majorana chain [14].

We can summarize these old observations as saying that we have fermionic minimal models when \( m = 3 \) and 4. It is then a natural question to ask whether there are fermionic minimal models with higher \( m \). The purpose of this Letter is to answer this question positively.

The existence of fermionic minimal models as 1+1d theories in the continuum should not really come as a surprise, although it was not widely appreciated [15]. This is because there is a general method developed a few years ago [16, 17] which allows us to turn any 1+1d bosonic model with non-anomalous \( \mathbb{Z}_2 \) symmetry into a fermionic model, and the bosonic minimal models have such a \( \mathbb{Z}_2 \) symmetry. The method, however, is quite abstract. The main result of this Letter then is to make this construction more concrete by providing explicit lattice realizations of fermionic minimal models by presenting a systematic construction of Majorana chains from quantum spin chains which give rise to bosonic minimal models at criticality.

ANALYSIS IN THE CONTINUUM

General analysis

We will review the argument of \([16, 17]\), which allows us to turn a 1+1 dimensional bosonic theory with non-anomalous \( \mathbb{Z}_2 \) symmetry into a fermionic theory. This method is a simplified version of the ideas developed in 2+1 dimensions \([18, 19]\), and can be considered as a variant of orbifolding by the \( \mathbb{Z}_2 \) symmetry. As such, we are going to recall the ordinary \( \mathbb{Z}_2 \) orbifolding procedure first, and then discuss the fermionization procedure.

Let us consider a 1+1d quantum field theory \( A \) with a non-anomalous \( \mathbb{Z}_2 \) symmetry. We would like to study the Hilbert space of states on \( S^1 \), which can be either untwisted or twisted, depending on whether we introduce a twist by the \( \mathbb{Z}_2 \) symmetry around the spatial \( S^1 \). The untwisted and the twisted states can then each be decom-
posed into states even and odd under the $\mathbb{Z}_2$ symmetry. We present this decomposition in Table I, where $S$, $T$, $U$ and $V$ are generic symbols for states in the respective sectors.

Let us consider the theory $D$ obtained by taking the orbifold, or performing the gauging, by this $\mathbb{Z}_2$ symmetry. The untwisted sector of the theory $D$ consists of the even sector of the original theory $A$, coming from both the untwisted and the twisted sector of $A$. We can also assemble the odd sector of the original theory $A$, from both the untwisted and twisted sector of $A$, into the twisted sector of the theory $D$. This means that the states on $S^1$ of the theory $D$ are as shown in Table I. We easily see that the theory $D$ also has a $\mathbb{Z}_2$ symmetry, and the orbifold of the theory $D$ by this $\mathbb{Z}_2$ regenerates the theory $A$ [20]. This $\mathbb{Z}_2$ gauging is known to be a generalized abstract version of the Kramers-Wannier transformation.

The next operation, which is a generalized abstract version of the Jordan-Wigner transformation, uses the low-energy limit of the nontrivial topological phase of the Kitaev chain [21]. This is a fermionic chain whose lowest energy state on $S^1$ is non-degenerate. Denoting the fermion parity as $(-1)^F$, the ground state has $(-1)^F = +1$ when the fermion is antiperiodic around $S^1$, and has $(-1)^F = -1$ when the fermion is periodic around $S^1$ [22]. For brevity, we call this topological phase of the Kitaev chain simply "the Kitaev chain".

We now consider the theory $A \times \text{Kitaev}$ obtained by stacking the Kitaev chain to the original model $A$. We then take the orbifold by $\mathbb{Z}_2$, where the $\mathbb{Z}_2$ action on the Kitaev chain is given by the fermion parity. The result is the fermionic model we denote by $F$.

To find the decomposition of states of this theory, we study the four sectors of $A \times \text{Kitaev}$, depending on whether it is untwisted ($u = +1$) or twisted ($u = -1$), and whether the fermion in the final theory $F$ is periodic ($s = +1$) or antiperiodic ($s = -1$). It is important to keep in mind that the actual periodicity of the fermion of the Kitaev chain is given by the product $su$, since the $\mathbb{Z}_2$ symmetry we use in the twisting also involves the fermion parity of the Kitaev chain. This means that $(-1)^F = -su$, due to the property of the Kitaev chain.

Let us denote the $\mathbb{Z}_2$ charge of $A$ by $Q_A = \pm 1$. Then the total $\mathbb{Z}_2$ charge is $Q := Q_A(-1)^F$. The theory $F$ is obtained by keeping only the states with $Q = +1$. This means that, to find that the decomposition of states of $F$ for each $s = \pm 1$, we simply consider both possibilities $u = \pm 1$ and take the states with $Q_A = -su$, which also equals $(-1)^F$. The result is summarized in Table I.

There, we refer to states with $(−1)^F = +1$ as bosonic and those with $(−1)^F = −1$ as fermionic.

We can also perform the same operation against the theory $D$, by considering the $\mathbb{Z}_2$-orbifold of $D \times \text{Kitaev}$. The decomposition of states of the resulting theory, which we call $\tilde{F}$, is also shown in Table I. In the table, we note that $F$ and $\tilde{F}$ are related simply by exchanging the assignment of $(−1)^F$ in the periodic sector. Or equivalently, we have $\tilde{F} = F \times \text{Kitaev}$.

We can summarize the relation of four theories $A$, $D$, $F$ and $\tilde{F}$ in the following diagram:

\[
\begin{array}{ccc}
A & \xleftarrow{\mathbb{Z}_2 \text{ orbifold} = \text{Kramers-Wannier}} & D \\
\downarrow & \downarrow & \downarrow \\
F \times \text{Kitaev} & \text{Jordan-Wigner} & \tilde{F} \text{ (Jordan-Wigner)} \quad (1)
\end{array}
\]

Application to the unitary minimal models

Let us now recall the well-known fact that the D-type modular invariants are obtained by a $\mathbb{Z}_2$ orbifold, or equivalently a $\mathbb{Z}_2$-gauging, of the A-type modular invariants. This means that we can apply the general method explained above to produce fermionic minimal models. Explicitly, these models have the following operator content.

We denote the irreducible Virasoro characters at $c = 1 - \frac{6}{m(m+1)}$ by $\chi_{r,s}$. We set $p = m + 1$ and $q = m$ when $m$ is even, and $q = m + 1$ and $p = m$ when $m$ is odd. This is to make $p$ always odd and $q$ always even. We then let $1 \leq r \leq q - 1$ and $1 \leq s \leq p - 1$. The conformal weight $L_0$ of $\chi_{r,s}$ is then given by $L_0 = \frac{(p-r-q)(p+r-q)}{4pq}$, and even this is a redundant because of the two-fold identification $\chi_{r,s} = \chi_{q-r,p-s}$. We remove this redundancy by restricting $s \leq (p-1)/2$. We then have

\[
\begin{align*}
S &= \sum_{r \equiv 1 \bmod s} \sum_s \chi_{r,s} \chi_{r,s}, \\
T &= \sum_{r \equiv 0 \bmod s} \sum_s \chi_{r,s} \chi_{r,s}, \\
U &= \sum_{r \equiv \frac{p}{2} \bmod s} \sum_s \chi_{r,s} \chi_{q-r,s}, \\
V &= \sum_{r \equiv \frac{p+1}{2} \bmod s} \sum_s \chi_{r,s} \chi_{q-r,s}.
\end{align*}
\]

where we abused the notation and identified a state space and its character; $a \equiv b$ is the equality modulo 2. We note that the parity of $r \equiv q/2$ for $U$ and $r \equiv q/2 + 1$ for $V$ is correlated to the spin of the states being integral or half-integral.
The pattern repeats itself. We find that the chiral algebra of the D-type model for \( m = 5, 6 \) mod 4 has a W-generator of integer spin, and that the chiral algebra of the fermionic model for \( m = 3, 4 \) mod 4 has a W-generator of half-integral spin, as was mentioned in Ref. [25].

### ANALYSIS WITH THE SPIN CHAIN

#### General analysis

Let us begin by recalling the Jordan-Wigner transformation of a spin-1/2 chain [26]. We consider a circular chain with sites labeled by a positive integer \( i \), each hosting the local Hilbert space \( \mathbb{C}^2 \). We denote the local Pauli matrices as \( \sigma_z^{(i)} \), and consider the on-site \( \mathbb{Z}_2 \) symmetry generated by \( \sigma_z \), so that the global \( \mathbb{Z}_2 \) charge is given by \( \prod \sigma_z^{(i)} \).

The Jordan–Wigner transformation is given by the following relation

\[
\psi^{(2i-1)} := \prod_{1 \leq j < i} \sigma_z^{(j)} \sigma_x^{(i)},
\]

\[
\psi^{(2i)} := \prod_{1 \leq j < i} \sigma_y^{(j)} \sigma_x^{(i)}. \tag{3}
\]
This is a non-local transformation, but maps local operators to local operators when restricted to $\mathbb{Z}_2$-even and/or bosonic operators. To see this, we note that any $\mathbb{Z}_2$-even operator can be generated from $\sigma_x^{(i)}$ and $\sigma_x^{(i+1)}$, and that they are mapped by the Jordan-Wigner transformation as follows:

$$
\sigma_x^{(i)} = -i\psi^{(2i-1)}\psi^{(2i)},
\sigma_x^{(i+1)} = -i\psi^{(2i)}\psi^{(2i+1)}.
$$ (4)

Let us now show that this mapping reproduces the general analysis in continuum theory when we consider a circular chain of $N$ sites. If we impose the boundary condition $\psi^{(2N+1)} = s\psi^{(1)}$ where $s = \pm 1$, then the relation (4) is slightly modified when $i = N$ to

$$
- i\psi^{(2N)}\psi^{(2N+1)} = -s(\prod_i \sigma_x^{(i)})\sigma_x^{(N)}\sigma_x^{(1)}.
$$ (5)

The right-hand side should equal $\sigma_x^{(N)}\sigma_x^{(N+1)}$. This means that the periodicity of the original spin chain is given by $\sigma_x^{(N+1)} = (-st)\sigma_x^{(1)}$, where $s$ is the sign determining the periodicity of the fermion chain as above and $t$ is the global $\mathbb{Z}_2$ charge $\prod_i \sigma_x^{(i)}$. It is also clear that the global $\mathbb{Z}_2$ charge agrees with the fermion parity $\prod_i (-i\psi^{(2i-1)}\psi^{(2i)})$. This explains the mapping of states between the original theory $A$ and the fermionized theory $F$.

We now note that the relation between the theory $F$ and the theory $\bar{F}$ can be realized at the level of the fermion chain by the shift $\psi^{(i)} \rightarrow \psi^{(i+1)}$. Indeed, when the boundary condition is given by $\psi^{(2N+1)} = s\psi^{(1)}$ where $s = \pm 1$, the fermion number operator after the shift is

$$
\psi^{(2)} \cdots \psi^{(2N)}\psi^{(2N+1)} = -s\psi^{(1)}\psi^{(2)} \cdots \psi^{(2N)}.
$$ (6)

This means that the fermion number assignment gets reversed only in the periodic sector.

**Application to the unitary minimal models**

To obtain a Majorana chain realizing the fermionic minimal models, we simply need to take a realization of ordinary bosonic minimal models on the spin-1/2 chain with the manifest $\mathbb{Z}_2$ symmetry, and perform the Jordan-Wigner transformation.

This method is well known to work for the Ising model and the tricritical Ising model. There are two apparent obstacles to generalize this construction to higher minimal models: i) Some of these known bosonic models do not have manifest $\mathbb{Z}_2$ symmetry, while the $\mathbb{Z}_2$ symmetry emerges only in the long-range limit (see, e.g., [27]). ii) Most of the known bosonic models realizing the ordinary minimal models higher than these are defined on a chain of “spins” larger than 1/2. That is, they are realized on a generalized spin chain such that each site has the state space $\mathbb{C}^k$ with $k > 2$. While we currently do not have any solutions to the first point, the second point can be easily circumvented.

Suppose we are given a spin-chain Hamiltonian realizing a higher minimal model with an explicit $\mathbb{Z}_2$ symmetry [28] such that the state space at each site is $\mathbb{C}^k$. We pick an integer $\ell$ so that we can embed $\mathbb{C}^k \subset (\mathbb{C}^2)^{\otimes \ell}$, i.e. we represent one site of the original spin chain in terms of a unit cell consisting of $\ell$ sites of the spin-1/2 chain. It is clear that this can be done in a way preserving the $\mathbb{Z}_2$ symmetry. When $k$ is not a power of two, we have $2^\ell - k$ unnecessary states after the embedding, but they can be removed by adding to the Hamiltonian a local term which gives a very large energy to these unnecessarily states. Then the low-lying states before and after the embedding into the spin-1/2 chain are effectively the same, and eventually we will have a local Hamiltonian on the spin-1/2 chain with a manifest $\mathbb{Z}_2$ symmetry realizing the higher minimal model.

Let us illustrate this procedure by taking the 3-state Potts model. The standard Hamiltonian realization of the 3-state Potts model is on a spin chain with each site having $\mathbb{C}^3$, with the basis $|A\rangle$, $|B\rangle$, and $|C\rangle$, acted on by the clock and shift operators

$$
Z : |A\rangle \rightarrow |A\rangle, |B\rangle \rightarrow \omega |B\rangle, |C\rangle \rightarrow \omega^2 |C\rangle,
X : |A\rangle \rightarrow |B\rangle \rightarrow |C\rangle \rightarrow |A\rangle
$$ (7)

where $\omega = e^{2\pi i/3}$. The Hamiltonian is then

$$
H_{Potts} = -\sum_i (JZ_{(i)}Z_{(i+1)}^{-1} + f X_{(i)} + h.c.)
$$ (8)

where $J$ and $f$ are parameters, and the $\mathbb{Z}_2$ symmetry is generated by $|A\rangle \rightarrow |A\rangle, |B\rangle \leftrightarrow |C\rangle$ at every site. The model becomes critical when $J = f$.

We now embed $\mathbb{C}^3$ to $(\mathbb{C}^2)^{\otimes \ell}$ by choosing

$$
|A\rangle_i = |\uparrow\rangle_{2i-1} |\uparrow\rangle_{2i},
|B\rangle_i = \frac{1}{\sqrt{2}} (|\downarrow\rangle_{2i-1} (+ |\uparrow\rangle_{2i} + |\downarrow\rangle_{2i}),
|C\rangle_i = \frac{1}{\sqrt{2}} (|\downarrow\rangle_{2i-1} (- |\uparrow\rangle_{2i} + |\downarrow\rangle_{2i}),
$$ (9)
This preserves the $\mathbb{Z}_2$ symmetry. We also note that we have one unnecessary state $|D\rangle_i := |\uparrow\rangle_{2i-1} |\downarrow\rangle_{2i}$. This state can be removed by adding to the Hamiltonian

$$
|D\rangle_i \langle D|_i = \frac{1}{4}(1 + \sigma_z^{(2i-1)})(1 - \sigma_z^{(2i)}) \quad (10)
$$

with a huge positive coefficient $U$.

Using (9) and (10), we can rewrite $H_{\text{Potts}}$ in terms of Pauli matrices. The 3-state Potts model is thus translated to a model on a spin-1/2 chain constructed from $\sigma_z$ and bilinears of $\sigma_{x,y}$, which can be Jordan-Wigner transformed into a chain of interacting Majorana fermions, with the following Hamiltonian

$$
H = J H_1 + f H_2 + U H_3,
$$

$$
H_1 = -\frac{1}{8} \sum_i \left[ (2i\psi^{(4i-3)}\psi^{(4i-2)} + i\psi^{(4i-1)}\psi^{(4i)} + \psi^{(4i-3)}\psi^{(4i-2)}\psi^{(4i-1)}\psi^{(4i)})
\right.
$$

$$
\cdot \left( 2i\psi^{(4i+1)}\psi^{(4i+2)} + i\psi^{(4i+3)}\psi^{(4i+4)} + \psi^{(4i+1)}\psi^{(4i+2)}\psi^{(4i+3)}\psi^{(4i+4)} \right)
$$

$$
+ 3(1 + i\psi^{(4i-3)}\psi^{(4i-2)}i\psi^{(4i)}(4i+1)(1 - i\psi^{(4i+1)}\psi^{(4i+2)}i\psi^{(4i+3)}\psi^{(4i+4)})),
$$

$$
H_2 = -\frac{1}{2} \sum_i (1 + i\psi^{(4i-3)}\psi^{(4i-2)}i\psi^{(4i-1)}\psi^{(4i)}) + \frac{1}{\sqrt{2}} \sum_i (i\psi^{(4i-2)}\psi^{(4i-1)} - i\psi^{(4i-3)}\psi^{(4i)}),
$$

$$
H_3 = -\frac{1}{4} \sum_i (1 - i\psi^{(4i-3)}\psi^{(4i-2)})(1 + i\psi^{(4i-1)}\psi^{(4i)}).
$$

(11)

As the critical 3-state Potts model gives the $m = 5$ D-type modular invariant, the Majorana chain (11) at criticality will give the $m = 5$ fermionic minimal model [29]. We numerically checked that the Hamiltonian (11) does give a conformal field theory with $c = 4/5$ when $J = f$ [30]. It would also be interesting to study in detail e.g. the two-point functions of the fermionic operators, from which we could identify their scaling dimensions which have been indicated in TABLE II for the $m = 5$ fermionic minimal model. We leave it to a future work.
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Supplemental Material

Kramers-Wannier transformation on a circular chain

Here, we discuss the Kramers-Wannier transformation on a circular chain. One point to be aware of is that the often-found expressions
\[
\tilde{\sigma}_z^{(i)} := \sigma_x^{(i)} \sigma_x^{(i+1)}, \quad \tilde{\sigma}_x^{(i)} := \prod_{j < i} \sigma_x^{(j)}
\]  
(12)
do not reproduce the $\mathbb{Z}_2$-odd states, since the expressions above imply $\prod \tilde{\sigma}_z^{(i)} = 1$. A consistent transformation is given as follows:
\[
\tilde{\sigma}_z^{(i)} := \sigma_x^{(i)} \sigma_x^{(i+1)}, \quad \tilde{\sigma}_z^{(N)} := u \sigma_x^{(N)} \sigma_x^{(1)} \prod_{j < i} \sigma_x^{(j)},
\]
(13)
\[
\tilde{\sigma}_x^{(i)} := i \sigma_x^{(1)} \prod_{j < i} \sigma_x^{(j)}, \quad \tilde{\sigma}_x^{(N)} := i \sigma_x^{(1)} \prod_{j < i} \sigma_x^{(j)}
\]  
(14)
where $i < N$ and $u = \pm 1$ is a sign we will choose later. We can then deduce
\[
\tilde{\sigma}_z^{(i-1)} \tilde{\sigma}_z^{(i)} = \sigma_z^{(i)}, \quad \tilde{\sigma}_z^{(N)} \tilde{\sigma}_x^{(1)} = \sigma_z^{(1)} \prod_{j < i} \sigma_x^{(j)}
\]  
(15)
where $i \geq 2$ for the first equation. We also have
\[
\prod \tilde{\sigma}_z^{(i)} = u \prod \sigma_x^{(i)}. 
\]  
(16)

In order for the Hamiltonian eigenvalues to be unchanged under the Kramers-Wannier transformation, we would like to keep the mapping
\[
\tilde{\sigma}_z^{(N)} := \sigma_x^{(N)} \sigma_x^{(N+1)}, \quad \tilde{\sigma}_x^{(N)} := \sigma_x^{(1)} \sigma_x^{(N+1)} = \sigma_z^{(1)}. 
\]  
(17)
Expressing the boundary conditions of the original chain and the dual chain by two signs $s, t = \pm 1$ as
\[
\sigma_x^{(N+1)} := s \sigma_x^{(1)}, \quad \tilde{\sigma}_x^{(N+1)} := t \tilde{\sigma}_x^{(1)},
\]  
(18)
we find that the required relation (17) can be achieved if we restrict the Hilbert spaces to the sectors satisfying
\[
u = s \prod \sigma_x^{(i)}, \quad 1 = t \prod \sigma_x^{(i)}.
\]  
(19)
Combining with (16), we find
\[
s = \prod \tilde{\sigma}_z^{(i)}, \quad t = \prod \sigma_x^{(i)},
\]  
(20)
reproducing the mapping between the theory A and the theory D discussed in the main text.

Numerical check of $c$ of the critical point of (11)

Here we outline our numerical check that the interacting Majorana chain (11) at the critical point $J = f$ has $c = 4/5$. Recall that the Hamiltonian (11) before the Jordan-Wigner transformation is a chain of spin-1/2 sites with the following Hamiltonian (the converted 3-state Potts model):
\[
H = \sum_i \left( \frac{U}{4} \left( 1 + \sigma_z^{(2i-1)}(1 - \sigma_z^{(2i)}) \right) - f \left( \frac{1}{2} \sigma_z^{(2i-1)} \sigma_z^{(2i)} + \frac{1}{\sqrt{2}} \left( \sigma_x^{(2i-1)} \sigma_x^{(2i)} - \sigma_y^{(2i-1)} \sigma_y^{(2i)} \right) \right) \right)
\]
We used the ITensor library [33] to find numerically the ground state wavefunction on a periodic chain of $N = 100$ pairs of spin-1/2 sites. We chose $J = f = 1$ to have the critical chain, and chose the coefficient $U$ to project out the unnecessary state $|D\rangle \langle D|$ to be $U = 10^4$. We then computed the entanglement entropy of the sites $1, 2, \ldots, 2i-1, 2i$ for $i = 1, \ldots, N$ with respect to the complement.

We note that our ITensor code is written in terms of the Hamiltonian (21) using the spin variables, rather than the fermionized version (11). Still, thanks to our general analysis given in the main text, the spectrum of the untwisted even sector of (21) is completely the same as the spectrum of the antiperiodic bosonic sector of (11), which contains the vacuum. Therefore, our numerical computation does study the property of the fermionic chain.

The result is plotted in Fig. 1, against the theoretical result [34, 35]

$$\frac{c}{3} \log(\sin \frac{\pi x}{N}) + d$$

where $d$ is a UV regularization-dependent constant. We see a good agreement with the theoretical value $c = 4/5$, where the constant part was fitted numerically.

Before presenting the ITensor code, we would like to point out a few caveats in the numerical computation:

- The coefficient $U$ in front of $|D\rangle \langle D|$ can theoretically be taken to be $U \to +\infty$. Numerically this needs to be avoided, because this leads to heavy loss of significance in the floating-point computation. A reasonable choice is as follows. Assuming $J$ and $f$ to be order 1, the energy due to the $J$ and $f$ terms is of order $\sim O(1)N$, where $N$ is the length of the chain. We would like to make a single occupancy of $|D\rangle$ costs more energy than that. This motivates us to take $U \sim 100N$, where 100 is a safety factor we somewhat randomly chose.

- The constant term $1/4$ in the expression (10) of $|D\rangle \langle D|$ does not affect the physics but should also be kept in the code. Otherwise, the ground state energy is dominated by terms of order $UN$, which confuses the DMRG solver.

- It is better to choose the initial wavefunction to have no overlap with $|D\rangle \langle D|$, so randomMPS(sites) should better be avoided. In our case we can simply use MPS(InitState(sites,"Up").

The ITensor code is given at the end of the Supplemental Material. It is a simple modification of a combination of the sample codes available on the ITensor website [33].
Low-lying spectrum of the converted 3-state Potts model

Here we show that the low-lying spectrum of the converted 3-state Potts model is exactly equal to that of the original 3-state Potts model, for a sufficiently large $U$. To see this, we note that the operator $|D⟩_i ⟨D|$, for each $i$, commutes with the converted Hamiltonian $H$ (21). Therefore we can simultaneously diagonalize $H$ together with all of $|D⟩_i ⟨D|$. The sector where $k$ of $|D⟩_i$ ($i = 1, ..., N$) are occupied has energy of order $Uk + O(1)N$. Now we take $U \gg N$. Then, all states whose energy is of order at most $N$ have all $|D⟩$ states unoccupied. For these states the Hamiltonian (21) reduces to the Hamiltonian of the original 3-state Potts model, and therefore have exactly the same energy eigenvalues.

The ITensor code

```cpp
#include "itensor/all.h"
using namespace itensor;

inline int mod(int x, int N){
    if(x>N)
        return x-N;
    return x;
}

int main(){
    int N = 100;
    auto sites = SpinHalf(2*N, {"ConserveQN="}, false));
    //
    // Factors of 8, 4 and 2 are to rescale
    // spin operators into Pauli matrices
    //
    Real U=10000;
    Real f=1;
    Real J=1;
    auto ampo = AutoMPO(sites);
    for(int j = 1; j <= N; ++j){
        int i=2*j-1;
        ampo+=f*0.5*2,"Sz",mod(i+1,2*N);
        ampo+=f*0.7071067811865475*4,"Sx",i,"Sx",mod(i+1,2*N);
        ampo+=f*0.7071067811865475*4,"Sy",i,"Sy",mod(i+1,2*N);
        ampo+=-f*0.5*4,"Sz",i,"Sz",mod(i+1,2*N);

        ampo+=-J*0.375*4,"Sx",mod(i+1,2*N),"Sx",mod(i+3,2*N);
        ampo+=J*0.375*8,"Sx",mod(i+1,2*N),"Sx",mod(i+2,2*N),"Sx",mod(i+3,2*N);
        ampo+=J*0.125*4,"Sz",mod(i+1,2*N),"Sz",mod(i+3,2*N);
        ampo+=J*0.25*4,"Sz",mod(i+1,2*N),"Sz",mod(i+2,2*N);
        ampo+=J*0.125*8,"Sz",mod(i+1,2*N),"Sz",mod(i+2,2*N),"Sz",mod(i+3,2*N);
        ampo+=J*0.25*4,"Sz",i,"Sz",mod(i+3,2*N);
        ampo+=J*0.5*4,"Sz",i,"Sz",mod(i+2,2*N);
        ampo+=J*0.25*8,"Sz",i,"Sz",mod(i+2,2*N),"Sz",mod(i+3,2*N);
        ampo+=J*0.375*16,"Sz",i,"Sx",mod(i+1,2*N),"Sx",mod(i+2,2*N),"Sx",mod(i+3,2*N);
        ampo+=J*0.125*8,"Sz",i,"Sz",mod(i+1,2*N),"Sx",mod(i+2,2*N),"Sx",mod(i+3,2*N);
        ampo+=J*0.25*8,"Sz",i,"Sx",mod(i+1,2*N),"Sx",mod(i+2,2*N),"Sx",mod(i+3,2*N);
        ampo+=J*0.125*16,"Sx",i,"Sz",mod(i+1,2*N),"Sx",mod(i+2,2*N),"Sx",mod(i+3,2*N);
        ampo+=-U*0.25*2,"Sz",mod(i+1,2*N);
        ampo+=U*0.25*2,"Sz",i;
    }
}
```
ampo+=-U*0.25*4,"Sz",i,"Sz",mod(i+1,2*N);
ampo+=U*0.25*4,"Sz",i,"Sz",i;
}
auto H = toMPO(ampo);
//
// Set the parameters controlling the accuracy of the DMRG
// calculation for each DMRG sweep.
//
auto sweeps = Sweeps(60);
sweeps.maxdim() = 10,20,100,100,200,200,300,300,400;
sweeps.cutoff() = 1E-10;
sweeps.niter() = 2;
sweeps.noise() = 1E-7,1E-8,0.0;
//
// Begin the DMRG calculation
// for the ground state
//
auto [en,psi] = dmrg(H,MPS(InitState(sites,"Up")),sweeps,{"Quiet=",true});
//
// Compute the entanglement entropy
//
for(auto b=1;b<=2*N;b++){
  psi.position(b);
  // SVD this wavefunction to get the spectrum
  // of density-matrix eigenvalues
  auto l = leftLinkIndex(psi,b);
  auto s = siteIndex(psi,b);
  auto [U,S,V] = svd(psi(b),{l,s});
  auto u = commonIndex(U,S);
  // Apply von Neumann formula
  // to the squares of the singular values
  Real SVN = 0.;
  for(auto n : range1(dim(u)))
    {
      auto Sn = elt(S,n,n);
      auto p = sqr(Sn);
      if(p > 1E-12) SVN += -p*log(p);
    }
  printf("{%d," %.10f},",b,SvN);
}
return 0;