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A B S T R A C T

Amid the COVID-19 pandemic, universities are implementing various prevention and mitigation measures. Identifying and isolating infectious individuals by using screening testing is one such a measure that can contribute to reducing spread. Here, we propose a hybrid stochastic model for infectious disease transmission in a university campus with screening testing and its surrounding community. Based on a compartmental modeling strategy, this hybrid stochastic model represents the evolution of the infectious disease and its transmission using continuous-time stochastic dynamics, and it represents the screening testing as discrete stochastic events. We also develop, in a Bayesian framework, the identification of parameters of this hybrid stochastic model, including transmission rates. These parameters were identified from the screening test data for the university population and observed incidence counts for the surrounding community. We implement the exploration of the Bayesian posterior using a machine-learning simulation-based inference approach. The proposed methodology was applied in a retrospective modeling study of a massive COVID-19 screening conducted at the University of Liège in Fall 2020. The emphasis of the paper is on the development of the hybrid stochastic model to assess the impact of screening testing as a measure to reduce spread. The hybrid stochastic model allows various factors to be represented and examined, such as interplay with the surrounding community, variability of the transmission dynamics, the rate of participation in the screening testing, the test sensitivity, the test frequency, the diagnosis delay, and compliance with isolation. The application in the retrospective modeling study suggests that a high rate of participation and a high test frequency are important factors to reduce spread.

1. Introduction

Amid the COVID-19 pandemic universities are implementing various prevention and mitigation measures. Screening tests for SARS-CoV-2 are intended to identify occurrence at the individual level, even if there is no reason to suspect infection, e.g., there is no known exposure: they are intended to identify infected individuals, without symptoms or prior to development of symptoms, who may be contagious, so that measures can be taken to prevent further transmission [1]. Screening of the university population can take different forms, such as one-time entry testing or periodic screening, and there can be different ways of selecting individuals who participate, such as mandatory participation of certain cohorts or testing randomly selected groups of individuals [2].

Mathematical modeling and numerical simulation can help investigate the efficacy of screening. A number of mathematical modeling and numerical simulation studies have already been carried out to investigate the effects of periodic screening on the spread of SARS-CoV-2 in university environments. Paltiel et al. [3] used a compartmental model to investigate effects of several periodic screening strategies, with different scenarios for the frequency and the sensitivity and specificity of the test, on the number of infections that could occur. Hill et al. [4] used a more detailed compartmental model on a network to capture details of household, study group, student association and sport club, and other contacts. Gressmann and Peck [5] used a stochastic agent-based model that captures patterns of academic, classroom, professional, environmental, and residential contacts. Using a compartmental model, Larremore et al. [6] found that periodic screening should...
The University of Liège conducted a massive COVID-19 screening test program, which relied on pooled testing of saliva samples. This program stood out by its massive scope, with the capability to process about 10,000 tests per day (in pools of 3 samples, thus corresponding to about 3300 PCR evaluations). Starting on Monday 28 September, all students, faculty, and staff were offered the possibility to take a test, once a week, on a voluntary basis, anonymously, and with the

prioritize accessibility, frequency, and turnaround time, more than the sensitivity of the test. Sturniolo et al. [7] proposed a methodology for incorporating representations of contact tracing and isolation in compartmental models. Enright et al. [8] bring together research carried out by multiple research groups on mathematical modeling of SARS-CoV-2 transmission in UK higher education settings. Using multiple mathematical modeling approaches, including statistical data analysis, compartmental modeling, and network modeling, they investigate within-institution spread, interplay with the wider community, and the impact of control measures, including repeat screening testing.

Paltiel et al. [3] had adopted for both the transmission dynamics and the periodic screening a continuous-time representation, according to which changes in infectiousness status happen and cases are detected continuously at rates that are constant in time. In previous work [9], we had extended Paltiel et al.’s model by including a larger surrounding community, which we had endowed with its own compartments to study the transmission in the surrounding population and its interaction with the transmission in the university population and the screening. However, important aspects of periodic screening, such as the temporally discrete nature of consecutive tests and the interplay between the duration of the infectious period and the period between consecutive tests, can be difficult to capture with a continuous-time representation of the periodic screening. In addition, Paltiel et al.’s model is essentially deterministic, and it does not take into account variability in the epidemic process (although Paltiel et al. ran several scenarios).

Here, we revisit the mathematical modeling and numerical simulation of infectious disease transmission in a university campus with periodic screening and in its surrounding community. We develop a hybrid stochastic model, which is hybrid in that it combines continuous-time and discrete-time parts. We model the evolution of the infectious disease and its transmission using continuous-time stochastic dynamics, and we model the effects of the screening as discrete stochastic events.

More specifically, we develop a continuous-time deterministic compartmental model of the infectious disease and its transmission, with which, following [10,11], we associate a stochastic counterpart in the form of a stochastic jump Markov model, which we finally approximate with a stochastic diffusion model. Following [12,13], we subdivide the compartments of infectious individuals into multiple subcompartments, as a mathematical device to control the probability distribution of the duration of the infectious period and its amount of dispersion. We model the effects of the periodic screening as discrete stochastic events that occur periodically in time and result in changes whose probability distribution accounts for the test sensitivity and the participation rate. Finally, we introduce waiting compartments that serve to account for the diagnosis delay.

We also develop, in a Bayesian framework, the identification of parameters of the hybrid stochastic model, including transmission rates. These parameters were identified from the screening data for the university population and observed incidence counts for the surrounding community. We implement the exploration of the Bayesian posterior with a machine-learning simulation-based inference approach [14].

It should be noted that SARS-CoV-2 screening has also been considered for contexts other than university campuses, such as screening of very large populations, such as an entire country’s population [15]. Libin et al. [16] have investigated the effectiveness of periodic screening for such very large populations by using an agent-based model. The way in which Libin et al. [16] incorporate periodic screening in an agent-based model shares some aspects with how we incorporate screening in a stochastic compartmental model, notably, Libin et al. [16] also model the effects of the screening as discrete stochastic events whose probabilistic description accounts for properties such as the test sensitivity (false negative rate), the participation rate (testing compliance), the diagnosis delay (reporting delay), and other properties.

The mathematical model described in this paper has been developed in the context of a massive COVID-19 screening that has been conducted at the University of Liège in Belgium since Fall 2020. We apply the proposed hybrid stochastic model in a retrospective modeling study of this massive COVID-19 screening conducted at the University of Liège, specifically using screening data collected during the Fall 2020 wave.

This paper is organized as follows. First, in Section 2, we present the context of the massive COVID-19 screening at the University of Liège. Then, in Sections 3 and 4, we describe the novel hybrid stochastic model and its Bayesian identification. Subsequently, in Section 5, we describe the implementation of the Bayesian identification using the simulation-based inference method. Finally, in Section 6, we provide the application to the retrospective modeling study of the massive COVID-19 screening at the University of Liège.

2. Context of massive COVID-19 screening at University of Liège

The University of Liège is a public and multidisciplinary university of the French Community of Belgium. The university has about 24,383 students and 5961 faculty and staff members. The university’s activities span four campuses, two of which are located in or nearby the city of Liège, namely, the city center campus, home to the central administration, two faculties, and the management school, and the Sart-Tilman campus, the largest campus, home to 7 faculties and the university hospital, located in a wooded area on the outskirts of the city of Liège, about 10 km from the city center. The Gembloux campus, home to the Agro-Bio Tech faculty, and the Arlon campus, home to the department of environmental science and management, are located about 70 and 130 km from Liège, respectively.

Students returned to the university for the Fall 2020 term on Monday 14 September (the beginning of week 38) under a so-called yellow sanitary code, which involved measures such as a face mask requirement (in classrooms), increased physical distancing (distance of 1 m or occupation of 1 place out of 2 in classrooms), and increased ventilation. For many lectures, students had the choice to either attend in person or follow online though live streaming or podcasts. Confronted with rising new infections, the University of Liège adopted on Monday 19 October the orange sanitary code, and then on Monday 26 October (the beginning of week 44) the red sanitary code, which entailed all lectures to transition to an online format only, although certain laboratory sessions were allowed to continue on campus. Later in this paper, we will apply the proposed hybrid stochastic model in a retrospective modeling study relevant to the period from Monday 14 September (the beginning of week 38) (the return of students) to Monday 26 October (the beginning of week 44) (the transition to online lectures only). Please see also Fig. 1(b) for a schematic overview of the moments at which the aforementioned policy decisions were taken during this period of time.

In Belgium, several restrictions were in place in early September, including a mask requirement in shops and restrictions on social contacts defined in terms of household bubbles. Seeing rising infections, the government decided on 6 October that bars must close at 23:00, on 19 October a curfew from 0:00 to 6:00, a work-from-home mandate, the closure of bars and restaurants, and tightened limitations on social contacts, and on 24 October a curfew from 22:00 to 6:00 in the Wallonia region, in which Liège is located. Amid alarming signals of the hospital system and intensive care units reaching capacity, the country went into a new lockdown from November 2 onwards. Please see also Fig. 1(a) for a schematic overview of the moments at which the aforementioned policy decisions were taken in the studied period of time.

The University of Liège conducted a massive COVID-19 screening test program, which relied on pooled testing of saliva samples. This program stood out by its massive scope, with the capability to process about 10,000 tests per day (in pools of 3 samples, thus corresponding to about 3300 PCR evaluations). Starting on Monday 28 September, all students, faculty, and staff were offered the possibility to take a test, once a week, on a voluntary basis, anonymously, and with the
Fig. 1. Context of massive COVID-19 screening at University of Liège: (a) weekly aggregated observed incidence counts for the city of Liège extracted from data made available by Belgium’s public health institute Sciensano and (b) weekly aggregated screening counts (number of individuals tested positive) for the city center and Sart-Tilman campuses included in the University of Liège's massive COVID-19 screening test program. In the schematic representations of the time period under consideration, the bullets indicate the moments at which the policy decisions described in Section 2 were taken.

Table 1
Context of massive COVID-19 screening at University of Liège: Data for the period under study from the students returning to the university on Monday 14 September (the beginning of week 38) until the university adopted the red sanitary code and switched to fully online lectures (the end of week 43). The dash symbols in the table under (b) indicate that there was no screening in weeks 38 and 39.

(a) Observed incidence counts for the city of Liège.

| Week | M | T | W | T | F | S | S | Weekly count |
|------|---|---|---|---|---|---|---|--------------|
| 38   | 46| 39| 53| 58| 48| 18| 10| 272          |
| 39   | 30| 50| 59| 33| 23| 31| 10| 236          |
| 40   | 68| 87| 71| 89| 98| 57| 15| 485          |
| 41   | 125| 158| 178| 171| 173| 147| 34| 986          |
| 42   | 285| 394| 331| 327| 385| 294| 116| 2132        |
| 43   | 394| 486| 467| 586| 356| 84| 84| 2898        |

(b) Screening test data for the combination of the University of Liège’s city center and Sart-Tilman campuses.

| Week | Participation rate | Positivity rate |
|------|-------------------|----------------|
| 38   | –                 | –              |
| 39   | –                 | –              |
| 40   | 22.76%            | 1.70%          |
| 41   | 27.41%            | 3.19%          |
| 42   | 37.06%            | 4.66%          |
| 43   | 29.21%            | 6.92%          |

3. Hybrid stochastic model

In the context of the massive COVID-19 screening conducted at the University of Liège since Fall 2020, we have developed a mathematical model of the transmission dynamics of an infectious disease in a university campus with periodic screening situated within a larger surrounding community. Even though this development was motivated by the specific context of the massive COVID-19 screening at the University of Liège, the mathematical model is general and applicable to other contexts. It allows various factors to be represented and examined, such as interplay with the surrounding community, variability of the transmission dynamics, rate of participation in the screening test program, test sensitivity, test frequency, and diagnosis delay.

3.1. Hybrid deterministic model

The model describes the transmission dynamics of an infectious disease in a university campus with periodic screening situated within a larger surrounding community. The combined population is split into two subpopulations, namely, one subpopulation of \( n \) individuals that represents the university population with the screening test program, and another subpopulation of \( \tilde{n} \) individuals that represents the surrounding community. Here, and in the following, the tilde is used to refer to the surrounding community.
The model adopts a compartmental modeling approach that further subdivides each susceptible into disjoint compartments that track the number of susceptible (s), exposed, that is, infected but not yet infectious, (e), infectious (i₁, . . . , iₙ), and removed due to recovery (r) individuals. The subdivision into m subcompartments serves to control the shape of the probability distribution of the duration of the infectious period and its dispersion, namely, it serves to mimic an infectious period that is gamma distributed, as explained later in Section 3.3. The university population is subdivided into compartments that track the number of individuals categorized as susceptible (s), exposed (e), pre-symptomatically infectious (iₐ, . . . , iₐ,ₚ, . . . , iₐ,ₙ, . . . , iₐ,ₙ), symptomatically infectious (iₐ, . . . , iₐ,ₚ, . . . , iₐ,ₙ, . . . , iₐ,ₙ), and removed (r). The compartments of pre-symptomatically and symptomatically infectious concern infectious individuals who develop symptoms during the course of their disease. The pre-symptomatically infectious individuals are those who, early in the course of the disease, have already become infectious but have not developed symptoms yet, and the symptomatically infectious individuals are those who, later during the course of the disease, have developed symptoms and are still infectious. The compartments of symptomatically infectious individuals concern infectious individuals who do not develop symptoms during the course of their disease. A number of additional compartments are created to track individuals with a positive screening test: the compartments ̃i₁, . . . , ̃iₚ, . . . , ̃iₑ, ̃iₖ, . . ., ̃iₙ and ̃i₁, . . . , ̃iₚ, . . . , ̃iₑ, ̃iₖ, . . ., ̃iₙ are “waiting” compartments that serve to account for diagnosis delay, and the compartments ̃i₁, . . . , ̃iₚ, . . . , ̃iₑ, ̃iₖ, . . ., ̃iₙ and ̃i₁, . . . , ̃iₚ, . . . , ̃iₑ, ̃iₖ, . . ., ̃iₙ are “quarantine” compartments that serve to track the number of positively tested pre-symptomatically and symptomatically infectious individuals who have isolated themselves after receiving their positive diagnosis and who remain infectious. The subdivisions into mₚ, mₑ, and mᵣ subcompartments serve to control the shapes of the probability distributions of the durations of the pre-symmetrically, symptomatically, and asymptotically infectious periods and their dispersion. The subdivisions into c subcompartments serve to allow for a possible subdivision of the university population into c cohorts with a different screening testing policy, such as a weekly screening test for the first cohort on Mondays, a weekly screening test for the second cohort on Tuesdays, and so forth, as explained later in this section.

The model is then obtained by defining transitions of individuals from one compartment to another. The model combines a continuous-time representation of the dynamics of the infectious disease and its transmission (arrows in the figure) with a discrete-time representation of the screening testing (dashed lines in the figure). The equations for the deterministic continuous-time dynamics are

\[
\frac{ds}{dt} = -\beta_0 s i_1 + \cdots + i_n - \beta_1 s \left( i_1 + \cdots + i_n + \sum_{i_m} u_{i_1} + \cdots + u_{i_n} \right)
+ \frac{i_1 + \cdots + i_n + u_{i_1} + \cdots + u_{i_n}}{n},
\]

\[
\frac{de}{dt} = \beta_0 s i_1 + \cdots + i_n - \beta_1 s \left( i_1 + \cdots + i_n + \sum_{i_m} u_{i_1} + \cdots + u_{i_n} \right)
+ \frac{i_1 + \cdots + i_n + u_{i_1} + \cdots + u_{i_n}}{n} - \gamma e,
\]

\[
\frac{di_1}{dt} = \gamma e - \mu d i_1,
\]

\[
\frac{di_{\ell}}{dt} = \mu d i_{\ell-1} - \mu d i_{\ell}, \quad \ell = 2, \ldots, n,
\]

\[
\frac{dp}{dt} = \mu d p.
\]

In the surrounding community, the force of infection reads

\[
\beta_0 i_1 + \cdots + i_n + \beta_1 \left( i_1 + \cdots + i_n + \sum_{i_m} u_{i_1} + \cdots + u_{i_n} \right).
\]

The first term represents endogenous transmission and is given by the product of the transmission rate \( \beta_0 \) and the prevalence \( i_1 + \cdots + i_n \) within the surrounding community, whereby the transmission rate \( \beta_0 \) captures the combined effect of the probability of infection as a result of a contact and the rate of contacts of an individual in the surrounding community with other individuals within the surrounding community. The second term represents exogenous transmission due to contacts with the university population and is given by the product of the transmission rate \( \beta_1 \) and the prevalence \( i_1 + \cdots + i_n + \sum_{i_m} u_{i_1} + \cdots + u_{i_n} \) of non-isolated infectious individuals within the university population, whereby the factor \( \beta_1 \) captures the combined effect of the probability of infection as a result of a contact and the rate of contacts of an individual in the surrounding community with individuals from the university population. Pre-symptomatically
infectious individuals are taken to contribute to transmission with the same transmission rate as infectious individuals who do not develop symptoms. Exposed individuals become infectious at rate $\gamma$ (so that $1/\gamma$ can be interpreted as a characteristic duration of the latent period to the onset of infectiousness), and infectious individuals become removed at rate $\tilde{\omega}$ (so that $1/\tilde{\omega}$ can be interpreted as a characteristic duration of the infectious period).

In the university population, the force of infection is composed, analogously, of one term that represents endogenous transmission from contacts within the university population and another term that represents exogenous transmission due to contacts with the surrounding community. Among the exposed individuals, a fraction $f_s$ develops symptoms during the course of the disease. At a rate of $\gamma$, these exposed individuals become pre-symptomatically infectious. At a rate of $\omega_p$ (so that $\omega_p^{-1}$ can be interpreted as a characteristic duration of the pre-symptomatically infectious period from the onset of infectiousness to the onset of symptoms), pre-symptomatically infectious individuals become symptomatically infectious. Symptomatically infectious individuals are taken to isolate spontaneously at the onset of symptoms and not contribute to transmission. We will comment on imperfect compliance with isolation of symptomatically infectious individuals later in Section 7. The complementary fraction $(1 - f_s)$ of the exposed individuals does not develop symptoms during the course of the disease. At a rate of $\gamma$, these exposed individuals become asymptomatically infectious.

As already mentioned, the partitioning into $c$ cohorts is associated with different screening testing policies. The fractions $f_1, \ldots, f_c$, with $f_1 + \cdots + f_c = 1$, are the fractions of the total university population that these cohorts are composed of. Symptomatically and asymptomatically infectious individuals become removed at rates $\omega_s$ and $\omega_a$, respectively.

Because contacts are reciprocal by nature, the transmission rates $\beta_{01}$ and $\beta_{01}$ should satisfy the reciprocity property

$$\beta_{01} \delta = \beta_{01} n.$$  

(3)

These equations for the deterministic continuous-time dynamics of the infectious disease and its transmission can be written more concisely as follows. The compartment counts can be collected in a state vector

$$x(t) = (\tilde{s}(t), \tilde{e}(t), \tilde{i}_1(t), \ldots, \tilde{i}_m(t), \tilde{r}(t), s(t), \ldots, r(t)).$$  

(4)

The equations can be then described in terms of a matrix whose columns specify the changes in the compartment counts per transition,

$$S = \begin{bmatrix} 0 & 0 & \cdots & 0 & -1 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1 \end{bmatrix},$$  

(5)

and a vector that specifies the propensities of these transitions:

$$g(x) = \begin{bmatrix} \beta_{00} & \beta_{01} & \cdots & \beta_{0c} \\ \beta_{10} & \beta_{11} & \cdots & \beta_{1c} \\ \cdots & \cdots & \ddots & \cdots \\ \beta_{c0} & \beta_{c1} & \cdots & \beta_{cm} \end{bmatrix}.$$  

(6)

With this state vector, matrix, and vector, the deterministic continuous-time dynamics of the infectious disease and its transmission read
Let us now turn our attention to the periodic screening. The model considers that the screening results periodically in significant changes that happen over short periods of time, such as a large group of individuals taking a test over a short period of time, or a large group of individuals being informed of their diagnosis over a short period of time. Taking this behavior to the limit, the model considers that the screening results periodically in instantaneous changes in the state vector from a current value, denoted by \( x(t^-) \), to an updated value, denoted by \( x(t^+) \). In between these periodically recurring moments at which the effects of the screening testing manifest themselves, the evolution of the compartment counts consists of phases in which the state vector evolves continuously in accordance with (7).

As already mentioned, the university population is subdivided into \( c \) cohorts with a different screening testing policy. Let \( t_{k1} = t_{00} + r \), \( t_{k2} = t_{00} + 2r \), \ldots denote the times at which the individuals in the \( k \)th cohort take a test, with \( t_{00} \) a reference time for the \( k \)th cohort and \( r \) the period between any two consecutive tests. For each cohort, indexed by \( k \), at each testing time \( t_{kj} \), indexed by \( j \), a fraction \( r_k \) of individuals is taken to take a test, and, from among the pre-symptomatically and asymptotically infectious individuals, a fraction \( s_k \) of the tests is taken to return positive, with \( s_k \) the sensitivity of the test. Accordingly, at the testing times \( t_{kj} \), with \( k = 1, \ldots, c \) and \( j = 1, 2, \ldots \), the compartment counts are changed instantaneously as follows:

\[
\begin{align*}
\delta_k^p(t_{ki}^+) &= d_k^p(t_{ki}^-) - f_k^p(t_{ki}^-) \delta_k, \\
\delta_k^u(t_{ki}^+) &= f_k^u(t_{ki}^-) \delta_k.
\end{align*}
\]

(8)

\[
\begin{align*}
\delta_k^p(t_{ki}^+) &= d_k^p(t_{ki}^-) - f_k^p(t_{ki}^-) \delta_k, \\
\delta_k^u(t_{ki}^+) &= f_k^u(t_{ki}^-) \delta_k.
\end{align*}
\]

(9)

The pre-symptomatically and asymptotically infectious individuals testing positive are taken to still contribute to the transmission and their infectious status to evolve towards recovery while they await their positive diagnosis. In the model, this behavior is captured by moving these individuals from the compartments \( \tilde{S}_k \), \( \tilde{I}_k \), \( \tilde{E}_k \), \( \tilde{F}_k \), and \( \tilde{D}_k \) of pre-symptomatically and asymptotically infectious individuals to the associated “waiting” compartments \( u_k^p \), \( u_k^p \), and \( u_k^p \). After the diagnosis delay, denoted by \( d \), these individuals are taken to isolate themselves. Accordingly, at \( t_{kj} + d \), \( k = 1, \ldots, c \), \( j = 1, 2, \ldots \), the compartment counts are changed instantaneously as

\[
\begin{align*}
\delta_k^p(t_{kj} + d^+) &= 0, \\
\delta_k^u(t_{kj} + d^+) &= d_k^u(t_{kj} + d^-) + u_k^p(t_{kj} + d^-), \quad \ell = 1, \ldots, m_p, \\
\delta_k^u(t_{kj} + d^+) &= 0, \\
\delta_k^u(t_{kj} + d^+) &= d_k^u(t_{kj} + d^-) + u_k^p(t_{kj} + d^-), \quad \ell = 1, \ldots, m_u.
\end{align*}
\]

(10)

(11)

Individuals in the “quarantine” compartments \( d_k^q \), \( d_k^q \), and \( d_k^q \) are taken to have isolated themselves and no longer transmit. In summary, in the hybrid deterministic model, the trajectory of the compartment counts is partitioned into several time intervals. These time intervals are separated by the times at which the effects of the screening periodically manifest themselves and the state vector changes its value discontinuously in accordance with (9)–(11). Within these time intervals, the state vector evolves continuously in accordance with (7).

### 3.2. Stochastic Markov jump process model

Following [10,11], deterministic compartmental models are associated with stochastic compartmental models formulated in the framework of Markov jump processes. Markov jump processes are continuous-time stochastic processes that take their values in a finite or countably infinite set, see, for instance, [17–20], for reference texts. Because the set of values is finite or countably infinite, the trajectories must remain constant for a while in each new state, thus leading to jumps. For a homogeneous Markov jump process, that is, for a Markov jump process for which the probability laws governing the transitions are invariant under translation in time, the holding times, namely, the times between the consecutive jumps, are exponentially distributed. The correspondence between the deterministic compartmental model and its associated stochastic compartmental model is that the random fractions of individuals occupying the compartments in the stochastic compartmental model converge to the corresponding deterministic fractions in the deterministic compartmental model in the large-population limit.

These concepts are described for general compartmental models and applied to the classical SIR and other models in [10,11]. Here, we apply these concepts to our model. Thus, we associate the equations described above for the deterministic continuous-time dynamics of the infectious disease and its transmission with a Markov jump process.

\[
\begin{align*}
\{X(t), t \geq 0 \} \quad \text{with values in} \quad \{0, 1, 2, \ldots \}^c \times \{0, 1, 2, \ldots \}^n,
\end{align*}
\]

(12)

with

\[
\begin{align*}
X(t) = (\tilde{S}(t), \tilde{I}(t), \tilde{E}(t), \tilde{F}(t), \tilde{D}(t), \tilde{R}(t), S(t), E(t), F(t), D(t), R(t)),
\end{align*}
\]

(13)

in which uppercase regular letters denote scalar-valued random variables and uppercase boldface letters denote vector-valued random variables, a system of notation that we will seek to use throughout the remainder of the paper.

This Markov jump process is described by a probability distribution for the initial value and by a family of probability distributions governing the transitions defined in terms of the probabilities in the equations above:

\[
\begin{align*}
\mathbb{P}(X(t + \Delta t) = x + s_i | X(t) = x) = f_i(x) \Delta t + o(\Delta t), \quad i = 1, \ldots, \zeta,
\end{align*}
\]

(14)

in which \( \mathbb{P} \) denotes the probability and \( s_1, \ldots, s_\zeta \) are the \( \zeta \) columns of the matrix \( [S] \) defined in (5), namely,

\[
\begin{align*}
&\mathbb{P} \left( (\tilde{S}(t + \Delta t), \tilde{E}(t + \Delta t), \ldots) = (\tilde{s} - 1, \tilde{e} + 1, \ldots) | (\tilde{S}(t), \tilde{E}(t), \ldots) \right) \\
&= \left( -\rho_{00} - \frac{\tilde{s} + \tilde{e}}{\tilde{n}} \right) \left( -\rho_{01} - \frac{\tilde{s} + \tilde{e}}{\tilde{n}} + \rho_{0p} + \ldots + \rho_{mp} + \ldots + u_{w_1} + \ldots + u_{w_a} \right) \Delta t \\
&\quad + o(\Delta t),
\end{align*}
\]

(15)

If the parameters involved in the probabilities are independent of time, the Markov jump process is homogeneous, and an equivalent description is that it stays in state \( x \) during a holding time that is exponentially distributed with rate parameter \( \sum_{j=1}^{m_p} f_j(x) \) and then jumps to a new state selected from the \( x + s_i \) with probabilities \( f_i(x) / \sum_{j=1}^{m_p} f_j(x) \).

#### 3.3. Role of the subdivisions into \( m_c, m_p, m_u, \) and \( m_a \) subcompartments

If the subdivisions into multiple subcompartments are not used, that is, if \( m_c, m_p, m_u, \) and \( m_a \) are set equal to 1, then, in the stochastic model, the duration of the infectious period of infected individuals in the surrounding community, the durations of the pre-symptomatically and symptomatically infectious periods of infected individuals in the university population who develop symptoms, and the duration of the asymptomatic infectious period of infected individuals in the university population who do not develop symptoms are exponentially distributed with mean values \( 1/\beta_0, 1/\alpha_0 \), and \( 1/\omega_b \), respectively. By contrast, with the subdivision into multiple subcompartments, these durations are obtained instead as the sum of...
As in the previous section, these concepts are described for general compartmental models and applied to the classical SIR and other models in [10,11], and, here, we apply these concepts to our model. Thus, we approximate the Markov jump process defined above with a stochastic diffusion process

\[ \{X(t), t \geq 0\} \] with values in \( \mathbb{R}^k \times \mathbb{R}^k \),

that solves a stochastic differential equation written as

\[ dX(t) = b(X(t))dt + [A(X(t))]dW(t). \]

Please note that we do not distinguish in our system of notation between the Markov jump process \( \{X(t), t \geq 0\} \) in (12) and the stochastic diffusion process \( \{X(t), t \geq 0\} \) in (16). We will use the stochastic diffusion process throughout the remainder of this paper, so that the use of uppercase letters for the state vector and the compartment counts will always refer to the stochastic diffusion model throughout the remainder of this paper. In (17), \( \{W(t), t \geq 0\} \) is a normalized Wiener process indexed by \([0, +\infty)\) with values in \( \mathbb{R}^k \), the drift vector \( b(x) \) is given by

\[ b(x) = \sum_{j=1}^{c} f_j(x)s_j = [S]f(x), \]

and \( [A(x)] \) is a square root of the diffusion matrix \( [\Sigma(x)] \) given by

\[ [\Sigma(x)] = \sum_{j=1}^{c} f_j(x)s_j \otimes s_j = [S][\text{Diag}(f_1(x), \ldots, f_c(x))][S]^T; \]

here, we choose the square root

\[ [A(x)] = [S][\text{Diag}(\sqrt{f_1(x)}, \ldots, \sqrt{f_c(x)})], \]

such that indeed \( [\Sigma(x)] = [A(x)][A(x)]^T \). Please note that \( [A(x)] \) is rectangular, and the dimension of \( W(t) \) is different from the dimension of \( X(t) \).

The Euler–Maruyama method is a well-known method to numerically simulate trajectories of the solution to a stochastic differential equation. For a discretization of time with a constant time step \( \Delta t \),

\[ \sigma_0 < \sigma_1 = \Delta t < \sigma_2 = 2\Delta t < \ldots, \]

it leads to a time-stepping method of the form:

\[ X_{\sigma_{i+1}} = X_{\sigma_i} + b(X_{\sigma_i})\Delta t + [A(X_{\sigma_i})]dW_{\sigma_i}, \quad i = 0, 1, \ldots, \]

with an initial value that must be specified. In (22), the components of the random vectors \( dW_{\sigma_0}, dW_{\sigma_1}, \ldots \) are independent and identically distributed Gaussian random variables with zero mean and variance \( \Delta t \).

3.5. Stochastic discrete events

In the stochastic model, at \( t_{kj}, k = 1, \ldots, c, j = 1, 2, \ldots, \) the numbers of pre-symptomatically and asymptotically infectious individuals identified by the screening are sampled from binomial probability distributions:

\[ Y^p_{kj} \sim \text{Binomial} \left( \left[ f_p \sum_{\ell=1}^{m_p} I^\ell \rho_{kj}(t^\ell_i), \right], \sigma_i \right), \]

\[ Y^a_{kj} \sim \text{Binomial} \left( \left[ f_a \sum_{\ell=1}^{m_a} I^\ell \rho_{kj}(t^\ell_i), \right], \sigma_i \right), \]

where \( \lfloor \cdot \rfloor \) denotes the operation of rounding to the nearest integer below the argument, and the compartment counts are changed instantaneously as

\[ I^\ell \rho_{kj}(t^\ell_i) = I^\ell \rho_{kj}(t^\ell_i) - Y^p_{kj} I^\ell \rho_{kj}(t^\ell_i) \sum_{\ell=1}^{m_p} I^\ell \rho_{kj}(t^\ell_i), \]

\[ W^\ell_{kj}(t^\ell_i) = Y^a_{kj} I^\ell \rho_{kj}(t^\ell_i) \sum_{\ell=1}^{m_a} I^\ell \rho_{kj}(t^\ell_i). \]

3.4. Stochastic diffusion model

Following [10,11], Markov jump processes can be approximated with stochastic diffusion processes. The approximation is in that a measure of a distance between the random fractions of individuals occupying the compartments in the Markov jump process and the random fractions of individuals occupying the compartments in the approximating stochastic diffusion process decrease with an increase in the size of the population. Thus, for the approximation to be good, the population size must be sufficiently large. It is much more computationally efficient to numerically simulate trajectories from a stochastic diffusion process than from a Markov jump process [11].
We circumvent this issue by fitting the hybrid stochastic model to the data in such a way that the fit between the model predictions and the data is evaluated on coarser time scales that smoothen out such patterns. Thus, for the surrounding community, we define aggregate counts
\[
\tilde{y}_1^\text{obs}, \tilde{y}_2^\text{obs}, \ldots, \tilde{y}_6^\text{obs}
\]
that sum the raw counts,
\[
y_i^\text{obs} = \sum_{t_{i-1} < t_i} y_i^\text{obs}
\]
over longer periods of time
\[
I_i = [t_{i-1}, t_i], \quad i = 1, \ldots, s.
\]
Likewise, for the university population, we thus define aggregate counts
\[
y_i^\text{obs}, \tilde{y}_2^\text{obs}, \ldots, \tilde{y}_6^\text{obs}
\]
that sum the raw counts,
\[
y_i^\text{obs} = \sum_{t_{i-1} < t_i} y_i^\text{obs}
\]
over the periods of time defined in (34). We set the periods of time in (34) to weekly intervals in the case history in Section 6. For later reference, we collect the aggregate counts into vectors
\[
y^\text{obs} = (y_1^\text{obs}, y_2^\text{obs}, \ldots, y_6^\text{obs}) \quad \text{and} \quad \tilde{y}^\text{obs} = (\tilde{y}_1^\text{obs}, \tilde{y}_2^\text{obs}, \ldots, \tilde{y}_6^\text{obs}).
\]

4.3. Observation model

Because the data for the surrounding community are not directly related to a quantity in the hybrid stochastic model, we need an observation model to relate the observed variables to the evolution of the compartment counts. We consider that the incidences over the periods of time defined in (34) are linked to the evolution of the compartment counts as follows:
\[
\tilde{y}_i(t) = \int_{t_{i-1}}^{t_i} \gamma \tilde{e}(t) dt = \int_{t_{i-1}}^{t_i} \gamma \tilde{e}(t) dt, \quad i = 1, \ldots, s.
\]
Alternatively, the incidences could be taken as a similar time integral of the transition rate from the susceptible to the exposed compartment. Only a fraction of the incidences are observed, and we consider this fraction to vary about a case detection rate of \(p\), a parameter of the observation model. We model this variation in the observation process using a Poisson probability distribution. For a Poisson probability observation model, we have
\[
\tilde{y}_i(t) = \int_{t_{i-1}}^{t_i} \gamma \tilde{e}(t) dt, \quad i = 1, \ldots, s.
\]

4.4. Bayesian inference

We will now address the inference of parameters of the hybrid stochastic model from data (and prior information, if any) in a Bayesian framework.

4.4.1. Data

For the surrounding community, we consider that the data consist of observed incidence counts
\[
y^\text{obs}_{[1, t_i]}, y^\text{obs}_{[t_i, t_{i+1}]}, \ldots
\]
reported by a public health institute for periods of time
\[
[t_{i-1}, t_i], \quad l = 1, 2, \ldots
\]
The counts in (29) reflect a fraction of the number of (new) infections over the periods of time in (30). They represent only a fraction because of limitations of public health testing (limited detection rate; observation variability; \ldots). We consider the periods of time in (29) as daily intervals, and they will be in the case history in Section 6, but the representation here is sufficiently general to represent other types of time intervals.

For the university population, we consider that the data gathered from the screening consist of counts,
\[
y^\text{obs}_j, \quad k = 1, \ldots, c, \quad j = 1, 2, \ldots
\]
of the numbers of individuals who test positive from the cohorts 1, \ldots, c, indexed by \(k\), at the times \(t_{k1}, t_{k2}\), indexed by \(j\).

4.4.2. Coarsened temporal aggregation

Data gathered from observed incidence counts and periodic screening can exhibit patterns on finer time scales due to features of, and variations in, testing practices [21]. For example, lower incidence counts may be observed on weekends, followed by higher values on Mondays. In addition, the infection and transmission dynamics can itself exhibit patterns, such as work contacts dominating on weekdays and family contacts dominating on weekends.
4.4. Bayesian posterior

A Bayesian identification begins with specifying for the unknown parameters a prior probability distribution that represents the state of knowledge about them before collecting the data. Then, the prior is updated by accounting for the data using a likelihood function in accordance with Bayes’s formula. The result is a posterior probability distribution that represents the post-data state of knowledge of the plausibility of parameter values, as it arises from all the available information. Let us collect in a vector $\theta$ the parameters that must be identified. For a given set of parameter values and given initial conditions, we can use the hybrid stochastic model to generate sample paths of the compartment and screening counts. In turn, given a sample path of the compartment counts, we can use the observation model to generate samples of the observed incidence counts for the surrounding community. Thus, given a value $\theta$ of the parameters, the hybrid stochastic model, completed with the initial condition, and together with the observation model, determines a probability mass function for the aggregated counts, which we denote by $\pi_{\tilde{Y} \cdot Y}(\cdot \mid \theta)$. With this probability mass function, the Bayesian posterior is obtained as

$$
\pi_{\tilde{Y} \cdot Y}(\cdot \mid \theta) \propto \pi_{\tilde{Y} \cdot Y}(\cdot \mid \theta) \times \pi_{\theta}(\theta)$$

(41)

5. Implementation of the Bayesian inference

In problems of Bayesian inference, the exploration of the posterior is implemented most often by using a Markov chain Monte Carlo method. However, Markov chain Monte Carlo methods require explicit evaluations of the likelihood function. In the problem under study, an expression for the likelihood function is not immediately available because the system is only partially observed. Here, as an alternative approach, we adopt for the exploration of the posterior a machine-learning simulation-based inference method that does not require explicit evaluations of the likelihood function. This method has been recently introduced in [23], with related work, for instance, in [14,24–27]. Thus, we formulate the model inference as a Bayesian inference involving a likelihood function characterizing the screening test program for the university population and the surrounding community, and asymptotically infectious in the university population at the initial time.

We applied the Bayesian identification method described in Sections 4 and 5 to infer the parameters $\theta = (\tilde{f}_1, \tilde{f}_2, \tilde{R}_0, \tilde{R}_1, \tilde{R}_0)$, that is, the fractions of individuals infectious in the surrounding community and asymptotically infectious in the university population at the initial time and the transmission rates within and between the surrounding community and the university population. We took $\tilde{R}_0$, $\tilde{R}_1$, and $\tilde{R}_0$ to be constant (independent of time) in our simulations.

As data, we used as observed incidence counts $y_{\tilde{Y} \cdot Y}^{obs}$ for the surrounding community the weekly aggregated observed incidence counts of 236, 485, 986, and 2132 for the city of Liège for weeks 39, 40, 41, 42, and 43, respectively, and we used as weekly aggregated counts $y_{\tilde{Y} \cdot Y}^{obs}$ of asymptomatic infectious individuals identified by the screening test program for the university population weekly aggregated counts of 0, 0, 110, 248, 490, 573 for the city center and Sart-Tilman campuses for weeks 38, 39, 40, 41, 42, 43, respectively (as per Table 1). We did not use the weekly aggregated observed incidence count for week 38 for the city of Liège because students had only just returned and it may thus not yet fully reflect the interaction of the university population and the surrounding community, and we did not use the weekly aggregated observed incidence count for week 43 due to the testing policy change.

We used uniform prior probability distributions, with lower bounds of 0 and upper bounds sufficiently large so that they do not significantly influence the posterior probability distribution. This choice corresponds to a use of non-informative prior probability distributions, reflecting that no information other than the data is taken into account. Specifically, we used uniform priors restricted to $[0,0.032]$ for $\tilde{f}_1$, $[0,0.064]$ for $\tilde{f}_2$, $[0,0.4]$ day$^{-1}$ for $\tilde{R}_0$, $[0,0.6]$ day$^{-1}$ for $\tilde{R}_1$, and $[0,0.8]$ day$^{-1}$ for $\tilde{R}_0$.
In the numerical time integration of the stochastic dynamics, we used a time step of $\Delta t = 0.25$ day.

### 6.2. Bayesian posterior

We will begin the discussion of the results with discussing the identification of parameters $f_1$, $f_3$, $\rho_{00}$, $\rho_{11}$, $\rho_{10}$ from the data. Then, in the next sections, we will use the identified model to provide some insight into the hybrid stochastic modeling and interpretations for the case history.

To sample from the Bayesian posterior, we applied the machine-learning simulation-based inference method described in Appendix A in the Supplementary material. With reference to the implementation details provided in Appendix A in the Supplementary material, we obtained the results to follow with $\mu = 100000$ training samples, the sbi toolbox's default architecture for the normalizing flow using piecewise polynomial transformations, and the sbi toolbox's default architecture for the deep neural network; once the training complete, we used the normalizing flow representation to draw $n = 100000$ samples from the Bayesian posterior.

From among the parameter samples drawn from the posterior, the most plausible parameter sample is the maximum-a-posteriori estimate. We found

$$\rho_{\text{MAP}} = (f_1, f_3, \rho_{00}, \rho_{11}, \rho_{10}) = (0.00052, 0.00057, 0.226 \text{day}^{-1}, 0.243 \text{day}^{-1}, 0.10 \text{day}^{-1}).$$

The parameter samples drawn from the posterior provide not only this optimal parameter value, but also insight into the extent to which, even though less likely, other parameter values are still plausible and still fit the data well. Thus, the Bayesian identification provides insight into the extent to which the parameters are constrained by the data, that is, the extent to which uncertainty still remains in the parameter values after having accounted for the data. To convey such insight, Fig. 4 shows the one- and two-dimensional density plots of the parameter samples drawn from the posterior.

It can be observed that the parameter values carry significant uncertainty. For the transmission rates $\rho_{00}$, $\rho_{11}$, and $\rho_{10}$, the posterior is not concentrated specifically about the maximum-a-posteriori estimate, but spread out in a narrow region of the parameter space, including the maximum-a-posteriori estimate, with a clear dependence structure. This observation reflects a compensation effect: based on the available data, it is not possible to uniquely ascertain the rate $\rho_{10}$ of the transmission between the university population and the surrounding community as compared with the rates $\rho_{11}$ and $\rho_{00}$ of the transmission within the university population and the surrounding community. Instead, the available data allow a range of parameter values to be identified that ranges from parameter values that combine smaller transmission rates within the university population and the surrounding community with larger transmission rates between them to values of the parameters that combine larger transmission rates within the university population and the surrounding community with smaller transmission rates between them.

It can also be observed that the parameter samples tend to combine a larger value of $f_1$, the initial fraction of asymptotically infectious individuals in the university population, with a smaller value of $f_3$, the initial fraction of individuals infectious in the surrounding community. Thus, it is considered more consistent with the data that the prevalence in the university population, predominantly students, was higher than the prevalence in the surrounding community at the beginning of the Fall term.

Fig. 5 compares the data with the corresponding predictions of the identified model. We ran the hybrid deterministic model using the best estimate of the parameter values, that is, the maximum-a-posteriori estimate in (44), and we show the predictions using the rounded markers connected with the thick solid lines. We also ran for each parameter sample drawn from the posterior a sample of the hybrid stochastic model, using, for each parameter sample, a new, independent, sample path of the Wiener process and new, independent, samples from the binomial distributions. Based on these simulations, we determined the 2.5% and 97.5% percentiles for the predictions, which we show as the darkly shaded regions. Thus, the darkly shaded regions quantify the combined impact of the parameter uncertainty, the variability in the epidemic process, and the variability in the case detection efficacy of the screening, on the predictions. For the surrounding community, the lightly shaded region adds the impact of the uncertainty contributed by the variability in the observation process. The lightly shaded and darkly shaded regions largely overlap, thus indicating that the added uncertainty contributed by the variability in the observation process is small compared with the other uncertainty contributions. As a manifestation of the aforementioned compensation effect, the uncertainty ranges are relatively smaller for the predictions (Fig. 5) than for the parameter values (Fig. 4).

### 6.3. Some insight into the hybrid stochastic modeling

We computed the evolution of the number of non-isolated presymptomatically and asymptptomatically infectious individuals in the first cohort, that is, among those who, if they participate, take a weekly test on Mondays (Fig. 6). As in Fig. 5, the thick solid line was
Fig. 4. Bayesian posterior: One- and two-dimensional density plots of the parameter samples drawn from the posterior.

Fig. 5. Bayesian posterior: Comparison of the observed counts (orange rounded markers) with the predicted counts obtained with the identified model (best estimate provided by the hybrid deterministic model in blue rounded markers, uncertainty margins provided by the hybrid stochastic model in blue shaded regions; please see also the text in Section 6.2 for more details) for (a) the surrounding community and (b) the university population. The dashed lines serve to recall that the identification does not take into account the observed incidence counts for the city of Liège for weeks 38 and 43.

Fig. 6. Some insight into the hybrid stochastic modeling: Evolution of the number of non-isolated pre-symptomatically and asymptomatically infectious individuals in the first cohort, that is, among the individuals, who, provided that they participate, take a weekly test on Mondays (best estimate provided by the hybrid deterministic model in thick solid line, a few sample paths provided by the hybrid stochastic model in thin solid lines, and uncertainty margins provided by the hybrid stochastic model in shaded region; please see also the text in Section 6.3 for more details).

obtained with the hybrid deterministic model using the maximum-a-posteriori estimate in (44) and is the best estimate; the shaded region was obtained with the hybrid stochastic model and quantifies the combined impact of the parameter uncertainty, the variability in the epidemic process, and the variability in the case detection efficacy of the screening; and the thin solid lines are a few sample paths simulated with the hybrid stochastic model. This figure highlights that the hybrid stochastic model represents the evolution of the infectious disease and its transmission as a continuous-time stochastic dynamics, with the screening periodically resulting in a number of infectious individuals being removed.

6.4. Illustration of the identified model informing a retrospective study

We used the identified model to simulate aspects of the transmission dynamics that were not amenable to direct observation.

We computed the daily number of new infections in the university population due to contacts within the university population, the daily number of new infections in the university population due to
contacts with the surrounding community, and we compared these daily numbers with the daily number of individuals predicted to test positive in the screening test program (Fig. 7). Here too, the thick solid lines represent the best estimate, and the shaded regions quantify the combined impact of the parameter uncertainty, the variability in the epidemic process, and the variability in the case detection efficacy of the screening. The results suggest that exogenous infections due to contacts with the surrounding community may have been a significant factor, even though, again, as a manifestation of the aforementioned compensation effect, the assessment of their significance is subject to significant uncertainty. For parameter samples that combine a larger value of the rate $\beta_{10}$ of the transmission between the university population and the surrounding community with smaller values of the rates $\beta_{11}$ and $\beta_{00}$ of the transmission within the university population and the surrounding community, the number of new infections due to contacts within the university population is smaller, and the number of new infections due to contacts with the surrounding community is larger.

The results suggest that the screening test program had an important and valuable impact, having allowed a significant number of symptomatically infectious individuals to be identified and isolated and thus prevent further transmission. However, the results indicate that the daily number of infectious individuals identified by the screening test program was significantly smaller than the daily number of new infections, thus leading to the assessment that the transmission rates were too high and the participation rate of about 30% and the test frequency of once-a-week tests not enough to contain the spread.

We also used the identified model to simulate two hypothetical scenarios in which the initial condition and the transmission rates were those that we identified, but we used different values for the participation rate, the test frequency, and the diagnosis delay. The use of the identified transmission rates represents, in the hybrid stochastic model, contact patterns and transmissibility similar to those present in the period in which the data were collected. In the first hypothetical scenario, there is no screening testing (Fig. 8(a)). The comparison of the results obtained for the real scenario (Fig. 8(b)) with those for this hypothetical scenario (Fig. 8(a)) leads to the estimate that the screening testing allowed about 628 infections to be avoided. In the second hypothetical scenario, the participation rate is higher (90%), the test frequency higher (twice-a-week tests), and the diagnosis delay shorter (1 day), and, rather than after two weeks as in the real scenario, the screening testing starts at the beginning of the semester (Fig. 8(c)). The comparison of the results obtained for the hypothetical scenario without screening testing (Fig. 8(a)) with those for this hypothetical scenario with intensified screening testing (Fig. 8(c)) leads to the estimate that with the higher participation rate, the higher test frequency of twice-a-week tests, the shorter diagnosis delay, and the start at the beginning of the semester, the screening test program might have allowed significantly more, namely, about 7597 infections to be avoided, thus suggesting key importance of a high participation rate, a high test frequency, and a short diagnosis delay.

7. Discussion of limitations and hypotheses

The proposed model, the proposed Bayesian identification, and their application to the massive COVID-19 screening at the University of Liège involve simplifications and hypotheses. Here, we will discuss some of the main simplifications and hypotheses.

7.1. Imperfect compliance with isolation in the university population

The model does not account explicitly for potentially imperfect compliance with isolation in the university population. To address this limitation, the model can be enriched. Such a model enrichment can be achieved by modifying the model by replacing the equations in the first two lines in (1) with

\[ \frac{d\tilde{E}}{dt} = -\beta_{10} \frac{1}{\tilde{n}} \sum_{i} + \beta_{11} \frac{1}{\tilde{n}} \sum_{i} \left( \frac{i_{11}^{\tilde{p}} + \cdots + i_{\tilde{k}}^{\tilde{p}} \beta_{m_{11}}^{\tilde{p}} + u_{11}^{\tilde{p}} + \cdots + u_{\tilde{k}}^{\tilde{p}} \beta_{m_{11}}^{\tilde{p}}}{n} \right) - f_{ic} \beta_{11} \frac{1}{\tilde{n}} \sum_{i} \left( \frac{i_{11}^{\tilde{p}} + \cdots + i_{\tilde{k}}^{\tilde{p}} \beta_{m_{11}}^{\tilde{p}}}{n} \right) \]  

and by modifying the equations in the first two lines in (2) analogously. Thus, in this modified model, instead of not contributing to transmission, symptomatically infectious individuals and isolated pre-symptomatically and asymptomatic individuals contribute to transmission, and the imperfect compliance renders the screening test program less impactful.

7.2. Other limitations and hypotheses

- The interplay of the university population with the broader community is complex. The choice of which population size to use for the surrounding community and which data to use as observed incidence counts for it in the Bayesian identification is difficult (city, agglomeration, province, ...). We chose the population size of the surrounding community after the one of the city of Liège, and we used as observed incidence counts the ones reported by Belgium's Public Health Institute Sciensano for the city of Liège. Our choice was based on the consideration that many students live in student housing in the city of Liège.
Fig. 8. Illustration of the identified model informing a retrospective study: Evolution of the number of individuals who remain susceptible (blue), are non-isolated pre-symptomatically or asymptomatically infectious (purple), and are symptomatically infectious (red) in the university population in (a) a hypothetical scenario without screening testing, (b) the real scenario, and (c) a hypothetical scenario with a higher participation rate of 90%, a higher test frequency of 2/7 day$^{-1}$, and a shorter diagnosis delay of 1 day (best estimate provided by the hybrid deterministic model in thick solid lines and uncertainty margins provided by the hybrid stochastic model in shaded regions; please see also the text in Section 6.4 for more details).

Fig. 9. Discussion of limitations and hypotheses: Results obtained with the model modified as in (45)–(46) to provide some insight into the impact of accounting explicitly for imperfect compliance with isolation in the university population.

- The way we formulated the model and its Bayesian identification entails an assumption of statistical homogeneity. Loosely speaking, the formulation will tend to extrapolate from the positivity rate observed among the individuals who participated in the screening test program that those who did not participate were positive with a similar rate. However, this assumption may not be adequate. For example, individuals who did not participate in the on-campus screening test program may have isolated themselves more stringently and been less exposed, so that the identified model may overestimate the number of infections.
- In the case history, we took the transmission rates to be constant (independent of time). In doing so, we sought a model able to explain the data with a minimal number of parameters (there were 5 parameters to be identified). However, the transmission rates may have changed over time, notably towards the end of the period under study, as more interventions were taken.
- In the case history, we used deterministic, fixed values for the parameters characterizing the dynamics of the disease and the states of infectiousness and for the parameters characterizing the screening test. Although their values were selected with reference to the state of the art, these parameters carry their own uncertainty, whose impact adds to the uncertainty ranges that we obtained for the parameters and the predictions. Uncertainty in the parameter $f_s$, which describes for the university population the fraction of infected individuals who develop symptoms, and uncertainty in the sensitivity $s_e$ of the screening test are particularly notable. If the sensitivity of the screening test was higher than what we assumed ($s_e = 85\%$), the identified model would overestimate the number of infected individuals, since a smaller total number of infections would have sufficed to explain the numbers of asymptotically infectious individuals who tested positive.
- In the case history, because the screening test program was set up in a way whereby testing kits were retrieved and returned anonymously, it is possible that some tests may not have been used for their intended purpose. Individuals who tested positive may have used a testing kit of an acquaintance a short while later to know whether they still tested positive. And weakly symptomatic individuals from the surrounding community suspecting infection may have used a testing kit of an acquaintance from the university population to know whether they were infected. Due to such possible unintended use of the screening tests, the identified model may overestimate the number of infections.
- In the case history, we found that owing to a compensation effect, the transmission rates, inferred only from the screening test data and observed incidence counts, carry significant uncertainty (data limitation). Information from contact surveys, demographic and other social data could help constrain the parameter values. Such information could be integrated through the prior in the Bayesian identification.
- The transmission rates identified in the case history are relevant to the restrictions and the variants prevalent at the time the data was collected. Transmission rates are likely to change in accordance with the restrictions and the prevalent variants.

8. Conclusion

We proposed a hybrid stochastic model for infectious disease transmission in a university campus with periodic screening situated within
a larger surrounding community. This hybrid stochastic model repre-
seats the evolution of the infectious disease and its transmission using
continuous-time stochastic dynamics, and it represents the screening
testing as discrete stochastic events. The stochastic model of these
discrete stochastic events takes into account the number of individuals
who participate in the screening test program, the frequency of the
periodic screening, and the properties of the test, including the sensitiv-
ity and the diagnosis delay. We proposed a Bayesian methodology for
the identification of parameters of the hybrid stochastic model, along
with a characterization of their uncertainty, from the screening test
data for the university population and observed incidence counts for
the surrounding community. We applied the proposed methodology
to a massive COVID-19 screening conducted at the University of Liège in
Fall 2020. The application in the retrospective modeling study suggests
that a high rate of participation and a high test frequency are important
to reduce spread.
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