Supplementary material S2. Infection related quantities

Basic reproduction ratio, $R_0$, viral growth rate, $r_0$, and generation time, $T_g$. The basic reproduction ratio, $R_0$, characterises the early stage of infection. In the context of viral dynamics this is defined as the average number of newly infected cells that arise from an infected cell during its infectious period when introduced into a population of entirely susceptible cells. This is a crucial quantity which determines whether virus will grow and establish an infection, which happens when $R_0 > 1$. Note that $R_0$ is a composite parameter with all the reproduction and infection processes in the numerator and all the loss terms in the denominator. As such its important role in the dynamics of viral growth and decay underlies the close associations between parameters and hence the concomitant difficulty in their estimation from measures only of changes in viral load over time post infection in individual patients.

The initial viral growth rate, $r_0$, characterises the speed of initial viral load expansion.

Another interesting quantity is the generation time within an individual host, which is defined as the mean time between the infection of a cell and the infection of secondary cases by that cell. The basic reproduction ratio, the initial viral growth rate and the generation time within host dictate the speed at which the virus disseminates within the human host (and concomitantly, symptom appearance plus associated morbidity) and therefore the speed at which therapeutic interventions should be applied to reduce the amount of viral shedding. The three quantities are related [1]. In this paper we are particularly interested in deriving and estimating the generation time at the population level $T_g$ from viral load data. $T_g$ is defined as the mean time interval between an individual becoming infected and the infection of the other persons that individual infects [2].

Area under the viral load curve, $A_V$. This is the total amount of virus shed during the infection course and reflects the infectiousness of the host. In particular, a person is thought to be infectious when the viral load is above a given threshold, and the area under the viral load curve is defined as the area between the curve of the viral load and that threshold [3, 4]. Reducing $A_V$ with treatment will not only help the patient but will also reduce the probability of the disease spreading between people. This quantity has been frequently used as the primary endpoint measure in clinical trials of candidate anti-viral therapies.

Peak viral load, $P_V$. This is thought to be correlated with symptoms scores such as body temperature.

Time to peak viral load, $t_{V_{peak}}$. This quantity can be used for assessing infection progression and designing interventions with antiviral drugs. When antiviral drugs (at least those currently available, e.g. neuraminidase inhibitors) are administered after the peak viral load, they are likely to have a limited effect. Thus this time point can be used as an estimation of the time limit by which the use of therapeutic interventions would be most effective (see [5, 6]). In [7] it has been shown that the highest total symptoms score occurs approximately one day after the peak of viral shedding.

Viral decay rate, $r_d$. This is the rate of viral clearance and it is an important indicator of the impact of any treatment given after the peak viral load has occurred.

Duration of infection, $t_d$. This is defined as the time interval in which the viral load is above a critical value, which is the value below which the virus cannot be detected (virus detection limit). This quantity helps to distinguish short-lived infections from more severe or chronic infections where other factors (e.g. immunodeficiency) may determine the course of viraemia [4]. It can also be used
as a measure of the time a patient is infectious, and the time required in isolation or quarantine to prevent onward infection.

**Fraction of dead cells at the end of the infection, \( D \).** This can be used to assess the likelihood of clinical symptoms and associated morbidity. This quantity indicates the damage to the tissue caused by the infection, and therefore the complications that patients may experience, the occurrence of some respiratory symptoms that result from direct cytopathic effects of the virus \([6, 8]\), and the time required for the recovery of the patient \([4]\). \( D \) is difficult to measure and experimental data to support the estimation of this quantity is limited \([9-12]\).
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