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ABSTRACT The fifth generation (5G) networks and internet of things (IoT) promise to transform our lives by enabling various new applications from driver-less cars to smart cities. These applications will introduce enormous amount of data traffic and number of connected devices in addition to the current wireless networks. Thus 5G networks require many researches to develop novel telecommunication technologies to accommodate these increase in data traffic and connected devices. In this paper, novel power constraint optimization and optimal beam tracking schemes are proposed for mobile mmWave massive MIMO communications. A recently published novel channel model that is different from other widely used ones is considered. The channel model considers the number of clusters and number of rays within each cluster as varying due to user mobility. The proposed power constraint optimization scheme harmonizes conventional total power constraint (TPC) and uniform power constraint (UPC) schemes into a new one called allied power constraint (APC) that can significantly improve the system performance in 5G networks while achieving fairness among users. TPC and UPC have major drawbacks with respect to fairness and achieving quality-of-service (QoS) for users in dense networks. Thus APC aims to harmonize TPC and UPC by adjusting each antenna element’s constraint to adapt for some power resilience to a specific antenna element, hence proposing an intermediate solution between the two extreme case power constraint optimization schemes. Three optimal beam tracking schemes: (i) conventional exhaustive search (CES), (ii) multiobjective joint optimization codebook (MJOC), and (iii) linear hybrid combiner (LHS) scheme, have been provided for the mobile mmWave massive MIMO system with the proposed APC scheme. For the proposed APC scheme a comprehensive performance analysis is provided and compared with TPC and UPC. Spectral efficiency (SE), bit-error-rate (BER), Jain’s fairness index, channel occupancy ratio (COR) and instantaneous interfering power metrics are investigated. It has been shown that the proposed scheme can significantly outperform conventional schemes.

INDEX TERMS Power Constraint Schemes; Beam Tracking Schemes; Signal to Interference plus Noise ratio (SINR); Channel Occupancy Ratio (COR); Bit Error Rate (BER); Channel State Information (CSI); Multiple-Input-Multiple-Output (MIMO); 5G
I. INTRODUCTION

Internet of Things (IoT) and Cloud-based services have lead to a tremendous increase in wireless data traffic and it is expected that the total number of mobile subscribers will reach 5.7 billion by 2023 (which is 71 percent of current global population) [1,2]. In order to handle this increase in traffic, novel communication technologies that can work in harmony and significantly improve system capacity are needed at every protocol layer of communication systems. The fifth generation (5G) networks promise to provide these novel technologies. 5G technology is driven by eight specification requirements, which are up to 100× data rate improvement, 1000× bandwidth increase per unit area, 100× number of connected devices per unit area and 90% reduction in network energy usage compared to the fourth generation (4G) networks, 1 millisecond latency, up to 10 year battery life for low power IoT device, 100% coverage and 99.999% availability. With the aim to achieve these requirements and as a fundamental and enabling layer to all the higher layers, researches at physical layer technologies for next generation of communications gain a big trajectory. Millimeter wave (mmWave) technology is both a major research area and an enabling technology for the physical layer of future telecommunication systems. This is because, by significantly decreasing the wavelength of transmitted signals, mmWave technology enables the realization of massive MIMO communications. Beamforming in MIMO systems is a technique that is employed to focus a wireless signal towards a specific receiving device. This can increase overall system’s energy efficiency and reduce cost due to lower power consumption and amplifier costs of massive MIMO systems [3]. Multi-beamforming techniques are popular research topics that many researches study to enhance the performance gain by single-beamforming technology [4]. Since today’s end users are highly mobile, beams that are formed needs to be able to track mobile users so that wireless signals can be focused onto the users’ latest position accurately. In [5], it has been shown that when the beam handoff due to users’ mobility is not appropriately handled there is significant degradation in the quality of service (QoS) users’ perceive. Accordingly a beam tracking technique with link robustness was introduced in this paper to deal with the issue of beam handoff in mmWave communications in order to provide optimal beam coverage for mobile users. Further, with the user mobility the mmWave channel undergoes Doppler frequency shift and the number of clusters and number of rays generated from each cluster varies. This mmWave channel model has only been considered recently by [6] that is novel and different from other widely used models. In this paper we studied and proposed schemes for this novel channel model.

Another crucial aspect in multi-user beamforming communications is the transmission power management to achieve reliable and ultra-high speed communications [7]. Conventional power constraint based optimization, total power constraint (TPC) and uniform power constraint (UPC) schemes, have major drawbacks such as UPC not being able to satisfy users’ QoS when the network become densely populated and TPC not being able to achieve fairness among users while maximizing the system throughput [8,9]. Therefore to address these open challenges this paper proposes a novel power constraint optimization and optimal beam tracking schemes for mobile mmWave massive MIMO communications with a recently proposed channel model.

A. RELATED WORK:

To overcome the limitation of narrowband systems design with hybrid precoding, authors in [10] proposed a novel beam tracking scheme suitable for wideband systems by incorporating delay-phase precoding and applying the beam zooming concept. This scheme not only decreases beam training overhead, but also offers multiple user tracking rather than tracking only one user in a time slot. Researchers in [11] and [12] showed work on extended Kalman filter (EKF) to track channel state based on the linearization mechanism subject to the channel state estimation and the covariance magnitude. But as it is well known that in most of the cases the channel models are nonlinear to match with practical scenarios and the Jacobian matrices correspond to directional sounding beam, hence minimum deviation from main design limitations in the EKF operation may cause unstable performance with large computational overhead. For this reason, [13] proposed unscented Kalman filter (UKF) with the intractability of recursive Bayesian estimation that does not depend on a Jacobian matrix and presented that the UKF is a better tracking scheme compared to that of the EKF. According to [14], based on extended Kalman filter (EKF) incorporating a monopulse signal is an effective beam tracking scheme for the moving object in the unmanned aerial vehicles (UAVs) to manage the challenges of mobility and frequent channel disconnection and also shown that it is even better compared to other conventional schemes [15-17]. By considering UAV position and attitude estimation with machine learning (ML), an efficient beamwidth control based beam tracking approach was proposed in [18,19] for optimal beam pair selection. Besides this, [20] presented a beam tracking scheme based on KF with the use of monopulse signal, rather than a beam-formed signal, that can compute accurate angular estimation to deal with the issue of vehicle perturbations in UAV communication. There are two algorithms that can be seen in the literature based on imperfect angle-of-arrival (AoA) and angle-of-departure (AoD) such as least mean squares (LMS) and bidirectional LMS (BiLMS) algorithms, and LMS is shown to be the better choice compared to the comprehensively used EKF algorithm. Thereafter, by following the results demonstration BiLMS proved to be the best compared to both LMS and EKF according to [21]. As shown in [22], a useful blind beam tracking approach with particle filter can be an effective scheme to address the challenges of excessive overhead due to consideration of more training sequences according to IEEE 802.11 ad and beam misalignment, respectively. Authors in [23] proposed an advanced beam tracking algorithm which does not require
spatial scanning at the time of data transmission.

According to [24], the spectral occupancy measurement can be done by assuming channel based occupancy and frequency based occupancy. Authors in [25] showed that frequency based occupancy estimation has higher value compared to channel based occupancy estimation. Although, frequency based occupancy technique is recommended only for estimating in the field of sensing, but needs to be improved with the help of multiple tools to achieve higher values. So far occupancy was generally measured by assuming the received signal strength (RSS) at the time of observation whether to go higher or lower than the threshold and it can be expressed as a percentage [26]. These days spectrum utilization is generally done with the consideration of duty cycle (DC) and channel occupancy ratio (COR) metrics. The COR signifies that a channel is considered to be occupied if the energy measured by energy detector is higher than the threshold and it also provides an indication that a channel is occupied if small portion of the channel is already shared with other users. Even though the property of the COR has a great potential in reducing interference and help protect existing users, as of today most of the work done on spectrum utilization is based on considering the metric DC. The modern days traffic can be handled by considering wireless local area network (WLAN) COR estimation scheme which signifies the channel occupancy with sweep time in time domain [27]. However, [28] proposed that spectral sweeping energy detection (ED) scheme based on fast fourier transform (FFT) for the low RSS is better in terms of accuracy compared to WLAN COR estimation.

The sparse vector coding (SVC) is recently considered as one of the strong candidates for improving ultra-reliable low-latency (URLL) communication. Nowadays SVC utilizes index modulation (IM) that helps to pass on extra information bits, whereas earlier SVC was used with the utilization of virtual digital domain (VDD) and compressed sensing (CS) algorithms. Authors in [29] with the help of simulation results showed that IM-SVC can provide much better BER performance compared to the algorithm based SVC. The BER upper bound is derived analytically for orthogonal frequency division multiplexing (OFDM) with index modulation (OFDM-IM) in [30] and maximum likelihood (ML) detection OFDM-IM in [31], respectively. Although non-iterative neural network decoder (NND) is also very effective for higher-order modulation with more than 85% improved BER and accuracy of mean-squared error (MSE) lesser than $10^{-4}$. A new BER expression for smart utility networks (SUN) with WLAN interferers is developed in [48] and shown to be time dependent. The data-aided joint superimposed pilot (J-SIP) scheme for mmWave MIMO-OFDM channel model had been investigated in [49] for beam tracking and channel state information (CSI) acquisition through the multiple measurement vector (MMV) sparse Kalman filtering and the joint Kalman filtering respectively, which turned out to provide better MSE of the channel estimation and BER.
Furthermore, since the impact of multipath-fading creates difficulty in producing low-latency links, MIMO can offer low-latency links by reducing fading effects in the air interface. However, large antenna arrays used in massive MIMO makes its implementation computationally expensive with high energy consumption due to requirement of large RF chains. Although, beamforming technology at massive MIMO can improve the spectral efficiency even more through optimizing training sequences to maximize the carrier-to-interference power ratio. The use of analog/digital beamformers that reduces the size of up/down conversion chains are emerging as a promising solution to such challenges. For digital architecture, beamforming can be achieved with beam training. Exhaustive search algorithm (ESA) [50] searches all the possible beam combinations to identify the optimum beam pair. As the codebook size increases, the complexity of ESA increases exponentially and the computational complexity becomes prohibitive. Thus, ESA can only be used for small codebooks. [51] proposed a low complexity beam tracking method for mobile mmWave communications that requires to train only one beam pair to track a propagation path. In fast changing environments [51] achieved better performance than full scan beam training systems. [50] proposed a beam training technique that uses a simplex-based global direct search optimization method to track strong beam stream for mmWave communications. The performance has been shown to be near-optimal with lower search complexity compared to ESA. [52] proposed a Kronecker-separable extension to the linearly constrained minimum variance (LCMV) filter beamformers to significantly improve the computational efficiency. It has been shown that the proposed scheme outperforms classical LCMV beamformers especially in the low signal to noise ratio (SNR) regime. [53] proposed a near-optimal codebook-based beam training technique for mmWave communication systems that uses a variant of global direct search algorithm where the searching algorithm tracks the strong beam by using expansive, rotational, or shrinkage translation of the solution simplex. It has been shown that in multipath channels there are multiple local optima and this scheme may converge to a local optima. This problem was addressed by [54] through iterating their algorithm multiple times in which each iteration starts from the previous solution. This may increase the computational complexity and latency of the searching algorithm.

The literature review discussed above have led a research momentum at a recent time turning into investigation in throughput and spectral efficiency (SE) of massive MIMO downlink transmissions with low mean squared deviation (MSD) receiver. In [55], potential of massive MIMO are discussed from different transceiver design aspects, and two hybrid precoding transceiver architectures are proposed as cost-effective alternatives for combining a digital precoder and an analog precoder. A follow-up study in [56] compares the performance of massive MIMO and cooperative MIMO in a multi-cell environment. Promising results demonstrated by these researches have recently attracted more research interest into massive MIMO systems with low mean-squared deviation (MSD) receivers. Propagation environments with slow and fast fading, different levels of channel coherence and interference have been studied in [57]. Despite interesting researches for mmWave mobile communication, the channel model considered at aforementioned researches does not consider the effect of Doppler shift due to the end users’ mobility. Doppler shift can cause crucial disturbances to the received signal and, if not addressed, can greatly degrade communications performance [58]. Therefore [6] introduced a novel channel model with the incorporation of Doppler shift considering a time-domain correl relative channel and its related effects on mmWave propagation channel.

B. MAJOR CONTRIBUTIONS:
A novel channel model for mobile mmWave massive MIMO systems have been proposed by [6], where the number of clusters and rays generated from each cluster is taken as variables due to the mobility of users. Such channel model have not been studied for mmWave massive MIMO communications before. In the existing literatures, power constraint optimization (PCO) was studied with respect to two conventional schemes that are total power constraint (TPC) and uniform power constraint (UPC). However TPC and UPC have major drawbacks with respect to fairness and achieving QoS for users in dense networks. Thus this paper proposes a novel PCO technique, called as allied TPC and UPC (APC), that aims to harmonize TPC and UPC to achieve optimum system performance with preserving fairness. Further APC considers the novel mmWave channel model proposed by [6]. To handle the user mobility, three optimal beam tracking schemes, conventional exhaustive search (CES), multiobjective joint optimization codebook (MIOC) and linear hybrid combiner (LHS) scheme, have been provided for the mobile mmWave massive MIMO system with the proposed APC scheme. COR and BER performance analysis for the proposed schemes have been provided. These analyses can be very useful for practical applications and radio engineering since they can be used to obtain performance projections easily for various scenarios. The major contributions of this paper can be listed as follows:

- To achieve optimum data rate, a lemma with proof for the solution of the optimization problem in the context of APC is presented with the closed-form expression of the optimal covariance matrix. We also verify the performance of the proposed joint power constraint scheme for the SE and the instantaneous interfering power by comparing the results with the conventional TPC and UPC based optimization respectively. For the proposed APC, the closed form expressions of BER metric analysis have been derived, and then analyzed theoretically and computationally for PCSI and IPCSI case studies.
- The COR analysis mainly important in today’s heterogeneous network model due to its potential to safeguard
co-existing users no matter even if any part of the channel is already shared to other users. Most of the literature review and research work on the utilization of spectrum have been done based on duty cycle (DC) rather than exploring COR regardless of its importance and potential. Hence we examined COR by proposing DC based COR estimation analysis for the first time in this work and the results showed that COR estimation with DC selection is more effective than both the traditional estimation and the probabilistic model estimation.

- We extend the investigation of beam tracking schemes for mobile mmWave MIMO communications, presented in [6], by introducing conventional exhaustive search (CES) along with multi-objective joint optimization codebook (MJOC) scheme and linear hybrid combiner (LHC) scheme for the proposed APC optimization. Compared to [6], the analytical part of the MJOC scheme is extended with a theorem for the necessary and sufficient condition to hold the inequality and an algorithm for joint optimization codebook design. The performance comparison of three schemes has been performed for the SE and the instantaneous interfering power respectively.

The rest of the paper is organized as follows. Section II describes use of proposed APC scheme in the system model. Section III is presenting channel COR estimation analysis, where three schemes such as traditional COR estimation, probabilistic model based COR estimation and duty cycle (DC) based COR estimation have been compared. Section IV is one of the most important technical parts of this paper, where analytical part of the BER performance for imperfect and perfect CSI is established. Section V is introduced in order to compare and track the performance of various codebook-based schemes. Furthermore, numerical and simulation results are analyzed and discussed in Section VI. Finally, the entire work is concluded in section VII to increase the readability. The key notations and their descriptions used in the paper are listed in Table I.

### II. SYSTEM MODEL

Suppose the end users are not static and undergo a high speed mobility. The downlink (DL) signal from BS to the receivers will undergo a Doppler shift due to the receiver’s mobility. Doppler shift effects have been extensively studied by widely used channel models. However, at massive MIMO systems user mobility will also have considerable effect on the number of clusters and number of rays generated from each cluster for a transmission. For a multi-antenna system with $B$ antenna elements and the separation distance of $d_2$ between two neighboring antenna elements, denote $Z(t)$ as the number of discovered clusters at time $t$ and $z \in \{1, 2, \cdots , Z(t)\}$ as the index of the cluster. The Doppler frequency shift due to velocity $v$ in the context of antenna element $a \in \{1, 2, \cdots , B\}$ can be expressed by [6],

$$f(a, t, z) = \frac{f_c v}{c_s} \cos \theta(a, t, z), \quad (1)$$

where $f_c$ denotes carrier frequency at which signal modulation occurs, $c_s$ denotes speed of light, $\theta(a, t, z)$ is the angle between arriving wave via the $z^{th}$ cluster at the $a^{th}$ antenna element and the direction of motion, given by (see 3GPP TS36.104)

$$\cos \theta(a, t, z) = \frac{d_1 + ad_2 + \Delta z-vt}{\sqrt{(d_1 + ad_2 + \Delta z-vt)^2 + d_2^2}} \approx \frac{d_1 + \Delta z-vt}{\sqrt{(d_1 + \Delta z-vt)^2 + d_2^2}}$$

for $d_1 >> ad_2$ which shows that $\cos \theta(a, t, z)$ will be almost same for all $a$ in such a case. $\Delta z$ is the $z^{th}$ cluster’s angle of arrival offset with respect to an arriving wave with a single cluster that is taken as a per-

| Symbol | Description |
|--------|-------------|
| $B_T$  | Number of antenna elements at $T_s$ |
| $H_{Rc}$ | Number of antenna elements at $R_c$ |
| $d_1$  | Distance between the user and the first antenna element in a row |
| $d_2$  | The separation distance between two neighboring antenna elements |
| $Z(t)$ | Number of discovered clusters at time $t$ |
| $v$    | Velocity |
| $f_c$  | Carrier frequency |
| $c_s$  | Speed of light |
| $\theta(a, t, z)$ | The angle between arriving wave and and the direction of motion |
| $\Delta z$ | $z^{th}$ cluster’s angle of arrival offset |
| $d_3$  | Distance between the user and the BS |
| $f$    | The expected value of Doppler frequency shift with respect to $z$ |
| $T_s$  | Sampling period |
| $M$    | Number of symbols in a single data frame |
| $\alpha$ | Path-loss exponent |
| $K$    | Shape parameter |
| $h_a$  | Rician fading effect |
| $\beta_0$ | Arbitrary phase shift |
| $I$    | Taps in the mmWave channels |
| $C$    | Number of sub-carriers |
| $\tau$ | Delay |
| $\xi$  | Spatial streams |
| $b$    | Number of beams |
| $x$    | Number of clusters in each beam |
| $W$    | Allocated transmission spectrum to each of the spatial streams |
| $R_{sum}$ | Sum-rate |
| $H_{il}\{c\}$ | The channel matrix between the $i^{th}$ antenna element and the $j^{th}$ user at subcarrier $c$ |
| $J$    | Number of users |
| $P$    | Power allocation matrix |
| $P[c]$ | Baseband precoding matrix |
| $F_{RF}[C]$ | RF precoding matrix |
| $G[c]$ | Combining matrix |
| $G_{RF}[c]$ | RF combining matrix |
| $Q$ and $Q_0$ | Input covariance matrix and optimal covariance matrix respectively |
| $P_{tot}$ | Total power budget |
| $P_i$  | Allocated power to each of the elements at $T_s$ |
| $I$    | Identity matrix |
| $\lambda$ | Lagrangian multiplier |
| $A$    | Diagonal matrix |
| $c_c$  | Observation count |
| $\mu$  | Discrete relaxation parameters, given by $40.(a)$ and $40.(b)$ respectively |
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pendicular wave, \( \Delta z \sim \mathcal{U}(1, 2\pi) \), where \( \mathcal{U} \) denotes uniform distribution. \( d_1 \) denotes distance between the user and the first antenna element in a row, \( d_q \) denotes distance between the user and the BS. Note that at (2), parameters \( a, t, \) and \( z \) are independent of each other and Doppler frequency shift can be averaged over them one by one. For the mathematical tractability of the analysis, without loss of generality, let \( f = \mathbb{E}[f(a, t, z)] \) be the expected value of Doppler frequency shift with respect to \( z \).

All the antenna elements apart from multi-antenna arrangement system can be simultaneously capable of receiving the signal, hence the message signal can be modulated with the sampling period \( T_s \) resulting \( M_s \) symbols in a single data frame. Therefore, MIMO channel with Rician fading effect at the \( m^{th} \) symbol can be modelled as [6]:

\[
\mathcal{H}_{i,j}(m) = \frac{1}{B} \sum_{a=1}^{B} \frac{h_a}{d_a^\alpha} e^{j2\pi f m T_s} H_{i,j}(\tau, t), \quad \forall m = \{1, 2, \ldots, M\},
\]

where \( B = B_{T_x} \) which signifies a BS denoted as \( T_x \) is equipped with \( B_{T_x} \) number of antennas, \( \alpha \) denotes Path-loss exponent, \( d_a = d_1 + a d_2 + \frac{1}{d_a} \) denotes path-loss, \( h_a = \sqrt{\frac{K}{K+1}} e^{j\varphi_a} + \sqrt{\frac{K}{K+1}} u_a = r_a e^{j\beta_a} \) in which \( u_a \sim \mathcal{CN}(0, 1) \) and \( K \) denotes shape parameter. \( r_a \) follows the Rician distribution with the centre 1 and arbitrary phase shift \( \beta_a \) due to propagation of the signal is uniformly distributed over \([0, 2\pi]\).

Based on the MIMO channel response given in [6], the channel matrix between the \( i^{th} \) antenna element and the \( j^{th} \) user at subcarrier \( c \) can be expressed as,

\[
H_{i,j}[c] = \sum_{\tau=0}^{l-1} \mathcal{H}_{i,j}(\tau) \exp \left\{ -j \left( \frac{2\pi c}{C} \right) \tau \right\}, \quad (3)
\]

where \( l \leq L_c + 1 \) is the \( l^{th} \) tap in the mmWave channels, \( C \) denotes total number of sub-carrriers.

At MIMO communications the cross-beam interference can be fully avoided subject to the condition that the total number of antennas at the transmitter is greater than or equal to the total number of antennas at the receiver. In order to compute the maximum throughput, the throughput of a beam is generally estimated as a function of \( \epsilon \) spatial streams. The MIMO channel throughput from the \( i^{th} \) antenna element to the \( j^{th} \) user at subcarrier \( c \) in DL \( \forall j = \{1, 2, \ldots, J\} \) belongs to \( p^{th} \) \( \forall p = \{1, 2, \ldots, x\} \) cluster of \( q^{th} \) \( \forall q = \{1, 2, \ldots, b\} \) beam, can be expressed as (in 4), where \( b \) stands for the total number of beams, \( x \) is the number of clusters in each beam, \( J \) represents the number of users. \( W \) is the allocated transmission spectrum to each of the spatial streams, and \( b_q \) denotes beamforming vector associated with the \( j^{th} \) user. \( P_{i,j}[c] \) is the power allocated for the transmission over the \( e^{th} \) subcarrier from the \( i^{th} \) antenna element to the \( j^{th} \) user. Then \( R_{j} = \sum_{c=1}^{C} \sum_{i=1}^{B_{R_x}} R_{i,j}[c] \) is the total data rate achieved by the \( j^{th} \) user and the total channel sum-rate and transmission power can be given as,

\[
R_{\text{sum}} = \sum_{j=1}^{J} R_{j}, \quad \text{and} \quad P_{\text{tot}} = \sum_{j=1}^{J} P_{j}, \quad (5)
\]

where \( P_{j} = \sum_{i=1}^{B_{T_x}} \sum_{c=1}^{C} P_{i,j}(c) \) represents the total power allocated for the \( j^{th} \) user.

The data rate of far user (FU) is an important concern in practice that cannot be guaranteed in most of the cases. Hence to address this issue and guarantee the fairness among all users we consider Jain’s fairness index \(^1\) [67] which represents a normalized quantity and used to measure the fairness of the resource allocation across different areas of the cell in a comprehensive manner. It can be expressed as below,

\[
J_{FI} = \frac{\sum_{j=1}^{J} R_{j}^2}{\sum_{j=1}^{J} R_{j}}, \quad R_{j} \geq 0, \quad (6)
\]

The optimization problem formulation for the multi-user MIMO channel throughput can be expressed as below, subject to:

- \( \sum_{j=1}^{J} H_{i,j}[c] F[c] F_{RF}[C] \leq P_{\text{tot}}, \) when total power constraint (TPC) is assumed at the transmitting end, \( \ref{7.(a)} \);
- \( \sum_{j=1}^{J} H_{i,j}[c] Q_{ij} F[c] F_{RF}[C] \leq \frac{P_{\text{tot}}}{B_{T_x}}, \) when uniform power constraint (UPC) is assumed at the transmitting end, where \( F[c] \) stands for a baseband precoding matrix with the dimension \( B_{RF} \times B_{x} \), and \( F_{RF}[C] \in \mathbb{C}^{B_{T_x} \times B_{RF}} \) is used to denote the RF precoding matrix, \( Q_{ij} = 0 \forall j, i \neq j \), denotes constraint for \( i^{th} \) transmit antenna element and it also signifies that other than \( i^{th} \) transmit antenna element, i.e. \( Q_{ij} = 1 \), all the other elements are zero of dimension \( J \times J \). If uniform power allocation is considered to all the \( B_{T_x} \) antenna elements, then \( P_{i} = \frac{P_{\text{tot}}}{B_{T_x}} \forall i; \ref{7.(b)} \).

In addition, each antenna element constraint can be adjusted to adapt for some power resilience to a specific antenna element, hence proposing an intermediate solution between the two extreme case power constraint optimization schemes. By combining \( \ref{7.(a)} \) and \( \ref{7.(b)} \), an APC based optimization problem formulation can be proposed as follows:

For the considered multi-user MIMO system, the mutual information as a function of an input covariance matrix, i.e. \( Q_{i,j} \), can be expressed by [59].

\(^1\)The Jain’s fairness index ranges between 0 and 1. When \( J_{FI} \) approaches to 1 the resource allocation in view of users is fair, while values approaching to \( << 1 \) correspond unfair resource allocation.
$R_{i,j}[c] = \epsilon W \log_2 \left( 1 + \frac{|P_{i,j}[c]H_{i,j}[c]b_i|^2}{\sum_{q=1}^{n} \sum_{j=1}^{n} \sum_{u=j+1}^{n} |P_{i,u}[c]H_{i,u}[c]b_i|^2 + \sigma^2} \right)$, \hspace{1cm} (4)

$M(s; X_j) = \log_2 \det(I + H_{i,j}[c]Q_{i,j}H_{i,j}^H F[c]F_{RF}[C])$, \hspace{1cm} (8)

where $s \sim CN(0, Q)$.

The optimum data rate under APC is given by,

$$
\max_{\{Q_{i,j} \geq 0, \ \text{tr}(Q_{i,j}) \leq P_{tot}, \ \text{diag}(Q_{i,j}) \leq \frac{P_{tot}}{B_{r,t}}\}} \log_2 det(I + H_{i,j}[c]Q_{i,j}H_{i,j}^H F[c]F_{RF}[C]),
$$

\hspace{1cm} (9)

where $det$ denotes determinant to capture the associated information about the matrix.

The solution of the optimization problem (9) under $\text{rank}(H) = B_{r,t}$ can be established complying with the proposed lemma 1.

**Lemma 1:** In order to achieve optimum data rate with the proposed joint optimization constraint, the optimal covariance matrix, i.e., $Q_o$, can be written by,

$$Q_o = L^{-1}(L\hat{A}oL - I_{B_{r,t}}) + L^{-1},$$

\hspace{1cm} (10)

where $L = \sqrt{H_{i,j}[c]H_{i,j}^H}$ and $\hat{A}_o$ can be obtained from the solution of optimization problem as given below,

$$\max \log_2 det[I_{B_{r,t}} + (L\hat{A}L - I_{B_{r,t}})\]$, \hspace{1cm} (11)

subject to: $\hat{A} > 0$

$tr[L^{-1}(L\hat{A}L - I_{B_{r,t}}) + L^{-1}] = P_{tot}$

$\text{diag}[L^{-1}(L\hat{A}L - I_{B_{r,t}}) + L^{-1}] \leq \frac{P_{tot}}{B_{r,t}}$

**Proof:** In general, Lagrangian multipliers are applied to derive the sensitivity of the problem formulation for the data rate optimization with respect to the equality and inequality constraints. Thus,

$$\mathcal{L}(Q_{i,j}) = \log_2 det[I_{B_{r,t}} + H_{i,j}[c]Q_{i,j}H_{i,j}^H G[c]G_{RF}[c])]
+ \lambda[tr(Q_{i,j}) + P_{tot}] + tr(E(Q_{i,j} - P_i))]
- tr(DQ_{i,j}),$$

\hspace{1cm} (12)

where $tr$ is used to denote trace of a square matrix.

The Karush–Kuhn–Tucker (KKT) conditions can be written as follows,

$$H^H(I_{B_{r,t}} + H_{i,j}[c]Q_{i,j}H_{i,j}^H G[c]G_{RF}[c])^{-1}H
= \lambda I_{B_{r,t}} + E - D,$$

\hspace{1cm} (13)

Subject to: $\lambda \geq 0$,

Diagonal $E \geq 0$,

Hermitian $D, Q_{i,j} \geq 0$,

$DQ_{i,j} = 0$.

$E(\text{diag}(Q_{i,j} - P_i)) = 0,$

$\lambda[tr(Q_{i,j}) - P_{tot}] = 0,$

$\text{diag}(Q_{i,j}) \leq P_i,$

$tr(Q_{i,j}) \leq P_{tot},$

where $(\lambda I_{B_{r,t}} + E)$ denotes the positive-definite diagonal matrix as

$$(\lambda I_{B_{r,t}} + E)_{ii} = \lambda + \lambda_i
= \Psi_i^H(I_{B_{r,t}} + H_{i,j}[c]Q_{i,j}H_{i,j}^H G[c]G_{RF}[c])^{-1}\Psi_i + (D)_{ii}
\geq \Psi_i^H(I_{B_{r,t}} + H_{i,j}[c]Q_{i,j}H_{i,j}^H G[c]G_{RF}[c])^{-1}\Psi_i
> 0.$$  \hspace{1cm} (14)

Some of the inequality properties can be presented as follows:

$D_{ii} \geq 0$, as $D \geq 0$

$I_{B_{r,t}} + H_{i,j}[c]Q_{i,j}H_{i,j}^H G[c]G_{RF}[c] > 0$, as $Q_{i,j} \geq 0.$

Thereafter, the diagonal matrix can be expressed as,

$$A \triangleq \lambda I_{B_{r,t}} + E > 0$$

\hspace{1cm} (15)

The second inequality property hold for $\Psi_i \neq 0$.

From (13), we get

$$H_{i,j}^H(I_{B_{r,t}} + H_{i,j}[c]Q_{i,j}H_{i,j}^H G[c]G_{RF}[c])^{-1}H_{i,j}Q_{i,j} = AQ_{i,j},$$

\hspace{1cm} (16)

Subject to: $\text{Diagonal}A > 0$, \hspace{1cm} (16.(a))

$\text{diag}(Q) \leq P_i,$ \hspace{1cm} (16.(b))

$tr(Q_{i,j}) \leq P_{tot},$ \hspace{1cm} (16.(c))

In order to meet the necessary conditions that 16.(c) and $Q_o$ must satisfy equality and inequality (i.e. $tr(Q_o) < P_{tot}$), respectively, the covariance matrix $(Q(\Phi))_{i,j}$ can be expressed by

$$(Q(\Phi))_{i,j} \triangleq \left( \frac{P_i}{(Q_o)_{ii}} \right) \Psi_i \left( \frac{P_j}{(Q_o)_{jj}} \right) \Phi.$$  \hspace{1cm} (17)

The following properties can be observed,

$(Q(\Phi))_{i,j} \geq 0$

$(Q(0))_{i,j} \equiv Q_o$ and $(Q(1))_{i,j} > Q_o$ as $(Q_o)_{ii} < P_i$ for

$1 \leq i \leq B_{r,t}$, else $tr(Q_o) = \sum_{i=1}^{B_{r,t}} Q_{ii} = \sum_{i=1}^{B_{r,t}} P_i \geq P_o$ as $(Q_o)_{ii} = P_i, \ \forall i \in \{1,2,\cdots,B_{r,t}\}$. Therefore, the following can be defined,

$$\delta(\Phi) \triangleq tr[Q(\Phi)] = \sum_{i=1}^{B_{r,t}} \left( \frac{P_i}{(Q_o)_{ii}} \right) \Phi.$$  \hspace{1cm} (18)

It can be noticed that $\delta(\Phi)$ is a monotonic function of $\Phi$ and also strictly increasing for $\Phi \geq 0.$
Furthermore, \(\delta(0) = \text{tr}(Q_\alpha) < P_{t_{\text{tot}}}\) and \(\delta(1) = \sum_{i = 1}^{B_{r_2}} P_i > P_{t_{\text{tot}}}\) by the considerations. Thus, \(\delta(\hat{\Phi}) = P_{t_{\text{tot}}}\) and \(Q(\hat{\Phi}) > Q_\alpha\) for \(\hat{\Phi} \in \{0, 1\}\) meet the TPC with equality and which in turn help to achieve a higher mutual information,\[
\log \det(I_{B_{r_2}} + H_{i,j}[c]Q_{i,j}[\hat{\Phi}]H_i^*G[c]G_{RF}[c]) > \log \det(I_{B_{r_2}} + H_{i,j}[c]Q_\alpha H_i^*G[c]G_{RF}[c]).
\]

(19)

Thereby, to find the data rate, the problem formulation in (16) can be expressed by\[
H_{i,j}^*(I_{B_{r_2}} + H_{i,j}[c]Q_{i,j}[\hat{\Phi}]H_i^*G[c]G_{RF}[c])^{-1}H_{i,j}Q_{i,j} = AQ_{i,j},
\]

(20)

Subject to: \(\text{Diagonal} A > 0,\)
\(\text{diag}(Q) \leq P_t,\)
\(tr(Q_{i,j}) \leq P_{t_{\text{tot}}},\)
\(\text{where } Q_{i,i} < P_i\) must be satisfied for only one index from the given range, \(1 \leq i \leq B_{r_2}.\)

However, (20) can further extend as follows,
\[H_{i,j}^2(I_{B_{r_2}} + H_{i,j}[c]Q_{i,j}[\hat{\Phi}]H_i^*G[c]G_{RF}[c])^{-1}H_{i,j}Q_{i,j}^2 = AQ_{i,j}H^2\]
\(\text{a) }= HQ_{i,j}^2[I_{B_{r_2}} + H_{i,j}[c]Q_{i,j}[\hat{\Phi}]H_i^*G[c]G_{RF}[c]]SP + P^2,\)

(21)

The notation (a) is used to denote the following equivalence,\[L \triangleq \sqrt{H_{i,j}[c]H_{i,j}[c]^H}\]
\(\hat{A} \triangleq A^{-1} \)
\(S \triangleq LAL\)
\(P \triangleq LQ_{i,j}L\)

According to [60, Th.1.3.12], we can have,
\(S = LAL = UE_SU^H,\)
\(P = LQ_{i,j}L = UE_PU^H,\)

where \(U\) stands for unitary matrix, whereas \(E_S\) and \(E_P\) are used to denote diagonal matrices.

Hence, (21) can be further be expressed as\[E_SE_P = E_P + E_P.\]

(22)

Now, \(E_P = (E_S - I_{B_{r_2}})^+\) can be computed for the known \(E_S.\)

The diagonal position can be chosen anywhere for the given equation,
\[\lambda_S = \lambda_P + \lambda_P^2 = (1 + \lambda_P)\lambda_P.\]

(23)

Thus, \(\lambda_S \geq 0\) and \(\lambda_P \geq 0\) as \(Q_{i,j} \geq 0\) and \(A > 0.\)

As we are optimizing the mutual information, we have considered \(\lambda_S > 1\) as it provides the solution \(\lambda_P = \lambda_S - 1\) and ignored \(\lambda_S \leq 1\) as it can provide \(\lambda_P = 0\) only that is not viable at all. Hence, the feasible solution is \(\lambda_P = (\lambda_S - 1)_{+}.\)

As \(L\) is non-singular, we get
\[Q_\alpha = L^{-1}U(E_S - I_{B_{r_2}}) + U^HL^{-1}\]
\[= L^{-1}(S - I_{B_{r_2}}) + L^{-1}\]
\[= L^{-1}(LAL - I_{B_{r_2}}) + L^{-1}.\]

(24)

This confirms that (10) belongs to Lemma 1 and which in turn helps to conduct optimization problem given in (11).

III. CHANNEL OCCUPANCY RATIO (COR) ESTIMATION ANALYSIS:

The measurement for COR estimation is corresponding to how near the chair case values are to the true values. Besides, it is beneficial to signalize the unoccupied of white space for cognitive radio (CR) networks. False alarm probability, denoted by \(P_f\), is considered here as a design parameter that has great impact on the estimation, hence it is important to be incorporated for better COR estimation. The performance of the COR estimation is followed by the samples of Y observations. The notations \(\phi\) and \(\hat{\phi}\) are used to denote the true COR and the estimated COR, respectively.

A. TRADITIONAL COR ESTIMATION:

The traditional COR estimation is computed based on the ratio of observation count, denoted by \(c\), that is higher than the threshold to the total sample number, denoted by \(Y\) and can be given by
\[\hat{\phi} = \frac{c}{Y}.\]

(25)

B. PROBABILISTIC MODEL BASED COR ESTIMATION:

For the given signal to interference plus noise ratio (SINR) and unity probability of detection (i.e., \(P_d = 1\)) one can compute the maximum likelihood estimator (MLE) of \(\phi\). It is worth-noting that higher value of \(P_f\) due to instantaneous COR may cause higher \(P_d\). We have considered \(P_d = 1\) only for the analytical derivation of MLE, although it has been again computed by the input signal with unknown \(P_d\).

Therefore, MLE with the assumption \(P_d = 1\) can be expressed by
\[\hat{\phi}(c) = \frac{c}{Y}.\]

(26)

Now, by \(\frac{d\phi(c)}{dc} = 0\) we get
\[\hat{\phi}(c) = \frac{c}{1 - P_f} - \frac{P_f}{1 - P_f}.
\]

(27)

To avoid negative value of \(\hat{\phi}\), the following hypotheses are assumed.
\[ \hat{\varphi}(c_c) = \begin{cases} \frac{c_c - P_f}{1 - P_f}, & c_c \geq YP_f \\ 0, & c_c < YP_f, \end{cases} \]  

(28)

The above assumption is treated as instantaneous COR approach. In order to obtain maximum allowable \( P_f \), we can have the coefficients for the truncated Gaussian variables as below,

\[ a_1 = -\frac{1}{YP_f - 1}, \]  

(29)

\[ a_0 = \frac{P_f}{YP_f - 1}. \]  

(30)

According to [61], the coefficients for the truncated Gaussian variables are as follows, \( a_1 = \frac{1}{Yf} \) and \( a_0 = 0 \)

C. DUTY CYCLE (DC) BASED COR ESTIMATION:

Detecting the existence of the wanted signal can be represented as a binary decision, by \( \beta_{t,b}^c \), which can be evaluated based on the comparison between strength of the received signal, \( P_{t,b}^c \), and the detection threshold, \( \gamma_{t,b}^c \). Thus,

\[ \beta_{t,b}^c = \begin{cases} 1; & P_{t,b}^c > \gamma_{t,b}^c \\ 0; & \text{else}, \end{cases} \]  

(31)

where, \( t = \{1,2,\cdots ,T_s\} \) denotes the sweep time index, \( b = \{1,2,\cdots ,n\} \) denotes the frequency bin index. The DC estimation at \( b \) can be defined by [62]

\[ \Psi_b^c = \frac{1}{T_s} \sum_{t=1}^{T_s} \beta_{t,b}^c. \]  

(32)

The detection probability can be measured with the help of the probability mass function (PMF) of \( T_s \Psi_b^c \), which signifies the binomial random variable with probability of success. The PMF for \( \max_{b \in \Omega_b} T_s \Psi_b^c \) can be calculated by the process of taking away a CDF value from the successive CDF value. Hence, by applying the ratio of success count \( (t_{sc}) \) to \( T_s \) as a weight to the PMF, we can define the COR as

\[ \hat{\varphi}(\omega, \Omega_h) = \sum_{t_s=1}^{T_s} \frac{t_s}{T_s} \left( \prod_{c \in \Omega_h} F(t_x, T_p, \tilde{P}_h^c, b) - F(t_x - 1, T_p, \tilde{P}_h^c, b) \right), \]  

(33)

where \( \omega \) corresponds to single threshold or double-threshold approaches, \( \Omega_h \) denotes number of frequency bins in each channel, \( F \) is used to denote PMF and \( T_p = \varphi T_s \).

IV. BIT ERROR RATE (BER) PERFORMANCE ANALYSIS FOR IMPERFECT AND PERFECT CHANNEL STATE INFORMATION (CSI):

For the assumption of maximal ratio combining (MRC) at the receiving end, the decision parameter can be given by

\[ \xi_{i,j,c} = \sum_{i=1}^{B_{R_s}} \left( \frac{G_s^i[c]G_{RF}^i[c]H_{i,j,c}[c]F[c]F_{RF}^c[\tilde{H}_{i,j,c}[c]s[c]}{||\tilde{h}[c]||^2} + \left( \frac{G_s^i[c]G_{RF}^i[c][\omega[c]]\tilde{H}_{i,j,c}[c]}{||\tilde{h}[c]||^2} \right) \right), \]  

(34)

where \( \tilde{h}[c] \) denotes channel estimation at the \( c^{th} \) subcarrier, \( \tilde{H}_{i,j,c} \) is the Gaussian error and also independent and identically distributed (i.i.d.), and has a zero-mean with variance \( \sigma_e \). Therefore, BER at the \( c^{th} \) subcarrier can be defined by

\[ p_e = P_r \{ \text{Re}\{\xi_{i,j,c}\} > 0 \} = -\sqrt{E_s}, \]  

(35)

where \( E_s \) denotes energy per modulation symbol. Therefore, the quadratic form (QF) of a random variable (RV) \( Y \) can be expressed by

\[ V_r = \sum_{i=1}^{B_{R_s}} S_{i,j,c} M_q S_{i,j,c}^H, \]  

(36)

where QF matrix \( M_q \) and RV vector \( S_{i,j,c} \) can be expressed as follows,

\[ S_{i,j,c} = \begin{bmatrix} X_{i,j,c} \end{bmatrix}, \quad M_q = \begin{bmatrix} 0 & -1 \\ -1 & 0 \end{bmatrix}. \]  

(37)

By using (36) and (37), we can further extend (35) to

\[ p_e = P_r \left\{ \sum_{i=1}^{B_{R_s}} \left( X_{i,j,c} \tilde{H}_{i,j,c} + X_{i,j,c}^H \tilde{H}_{i,j,c} \right) < 0 \right\} \]  

(38)

By considering the mean vector \( v_{i,j} = \mathbb{E}\{S_{i,j,c}\} \) and the covariance matrix \( Q_{i,j} = \mathbb{E}\{ (S_{i,j,c} - v_{i,j}) (S_{i,j,c} - v_{i,j}^H) \} \), we can further have

\[ v_{i,j} = \epsilon_d c \kappa(\varsigma) U, \]  

(39)

\[ Q_{i,j} = \begin{bmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{bmatrix} = \begin{bmatrix} |s[c]|^2 + \sigma_w^2 & (1 - \sigma_e^2) s[c] \\ (1 - \sigma_e^2)^2 s[c] & 1 - \sigma_e \end{bmatrix}, \]  

where \( \epsilon_d \) denotes complex-valued direct current (DC) offset, \( \kappa(\varsigma) = \sqrt{\frac{\sin(\varsigma\pi)}{\sin(\frac{\varsigma\pi}{2})}} \exp \left\{ -\frac{j \pi (c + \varsigma) (c - 1)}{e} \right\}, \sin(\varsigma y) = \frac{\sin(\pi y)}{\pi y}, \quad U = \begin{bmatrix} 1 & 0 \end{bmatrix}. \]
A. CASE STUDY I:
Under the non-ideal condition, the closed form expression of the BER for imperfect CSI (IPCSI) can be determined by [64],

\[ p_e = \frac{1}{2} + \sum_{i=0}^{B_R-1} q_i(\mu) J_{1/2}(\tilde{c}_e^2 \delta^2) e^{-\tilde{c}_e^2 \delta^2}, \tag{40} \]

where \( J_{1/2}(\cdot) \) denotes the \( \frac{1}{2} \)th order hyperbolic Bessel functions of the \( \frac{1}{2} \)nd kind, \( \tilde{c}_e = \sqrt{\sum_{i=1}^{B_R} |\epsilon_{deK}(\varsigma)|^2} \), and \( \mu, \delta \) and \( q_i(\mu) \) are given by,

\[ \mu = \left( \frac{\text{tr}(Q_{1,i}M_q) + \sqrt{\text{tr}(Q_{1,i}M_q)^2 - 4\text{det}(Q_{1,i}M_q)}}{\text{tr}(Q_{1,i}M_q) - \sqrt{\text{tr}(Q_{1,i}M_q)^2 - 4\text{det}(Q_{1,i}M_q)}} \right), \tag{40(a)} \]

\[ \delta = \sqrt{\frac{1}{2} \text{tr}(Q_{1,i}M_q^2) - 4\text{det}(Q_{1,i}M_q)}, \tag{40(b)} \]

\[ q_i(\mu) = \frac{a}{(1 + \mu)^{2B_R-1}} \sum_{x=0}^{B_R-1-i} \left( 2B_R - 1 \right) \times \left[ \mu^x - \mu(2B_R - 1 - x) \right]; a = \begin{cases} \frac{1}{2}, & i = 0 \\ 1, & i \neq 0 \end{cases}. \tag{40(c)} \]

B. CASE STUDY II:
Under the ideal condition, the closed form expression of the BER for perfect CSI (PCSI) can be determined by [65],

\[ p_e = \frac{1}{2} \left[ 1 - \sum_{i=0}^{B_R-1} \Gamma J_0 \left( \frac{\Gamma^2 |\epsilon_{deK}(\varsigma)|^2}{2E_s} \right) \exp \left\{ -\Gamma^2 \frac{|\epsilon_{deK}(\varsigma)|^2}{2E_s} \right\} \right], \tag{41} \]

where \( \Gamma = \sqrt{\frac{1}{1+\bar{\gamma}}} \) and \( \bar{\gamma} = \frac{E_s}{\gamma} \).

Now, assuming \( \bar{\gamma} \rightarrow \infty, \frac{|\epsilon_{deK}(\varsigma)|^2}{2E_s} < E_s \) and by the linear approximation of \( p_e \) with the help of the first-order Taylor polynomial we can simplify (40) as below,

\[ p_e \approx \frac{|\epsilon_{deK}(\varsigma)|^2}{4E_s}. \tag{42} \]

According to [65, refer to (13.3-7)], we can have another simplified form of expression for BER as

\[ p_e = \frac{1}{2} \left( 1 - \Gamma \right) \tag{43} \]

By substituting (43) into (42), we get

\[ |\epsilon_{de}|^2 = \frac{4E_s}{|\epsilon(\varsigma)|^2}(1 - \Gamma). \tag{44} \]

V. CODEBOOK-BASED BEAM TRACKING SCHEMES:
In the framework of beamspace based massive MIMO communication with mobile users, UEs’ locations in the orthogonal subspace is the main criterion in order to achieving the optimum response. The UEs’ channels which, although literally correlated in the radio propagation, are nevertheless requiring advanced beam tracking schemes to deal with channel correlation in optimizing the performance of the wireless communication systems. The object of this investigation in this section has evolved into the analysis of quantitative assessment with the commonly used design performance metrics, namely sum-rate, for comparing and tracking the performance of various codebook-based schemes.

A. CONVENTIONAL EXHAUSTIVE SEARCH (CES) SCHEME:
A spatial Fourier transform matrix (SFTM) can be used to represent the conventional antenna space as a beamspace. Let’s denote \( M_1 \) and \( M_2 \) as the SFTM for \( T_x \) and \( R_x \), respectively. \( M_1 \) and \( M_2 \) are an orthogonal set of steering vectors and can be expressed as,

\[ M_1 = [g(\Psi_1), \cdots, g(\Psi_{B_{Rx}})], \]

\[ M_2 = [g(\Psi_1), \cdots, g(\Psi_{B_{Rx}})], \tag{45} \]

\[ \forall \psi_n \in \{ \psi_1, \cdots, B_{Rx} \} \] and \( g(\Psi_n) \) are the steering vectors that can be expressed as,

\[ g(\Psi_n) = \frac{1}{\sqrt{B_{Tx}}} \exp(-j\pi \Psi_n), \tag{46} \]

where \( \Psi_n = \frac{1}{B_{Tx}} (n - (B_{Rx} + 1) / 2) \) and \( \psi_n \) are pre-defined spatial directions.

The beamspace channel matrix can be expressed as,

\[ \tilde{H} = M^H H_{i,j} = [M^H H_{i,1}, \cdots, M^H H_{i,B_{RF}}] \tag{47} \]

\[ \forall j \in \{ 1, \cdots, B_{RF} \}, \]

where \( M = M_1 M_2 \) and \( H_{i,j} \) is the beamspace channel vector of the \( j \)th UE.

At training phase a reduced dimension matrix \( \tilde{H}_w \in \mathbb{C}^{B_{RF} \times B_{RF}} \) is formed for a BS with \( B_{RF} \) UEs, needs to be rebuilt, where \( K = [I_1, \cdots, I_{B_{RF}}] \) represents the preferred beams cardinality and \( I_{B_{RF}} = \{mnm^H\} \) for the signal vector to \( B_{RF} \) UEs denoted by \( m \in \mathbb{C}^{B_{RF} \times 1} \). Hence after dividing by \( s[c], (1) \) in [6] can again be re-expressed as,

\[ X^E[c] = G^E[c] \tilde{H}_w^H[c] F^E[c] + \omega^E[c] \tag{48} \]

where \( (.)^E \) denotes the result matrix from conventional exhaustive search (CES) algorithm. Further, \( \gamma_j \) and \( R_j \) given by (4) can be updated accordingly. By exploiting the channel
sparsity, the sum-rate can be optimized with the beam selection as follows, let

$$\hat{H}_{k}^{opt} = \arg \max_{K} R_{sum},$$  \hspace{1cm} (49)$$

by linear mapping (49) can be

$$\hat{H}_{k}^{opt} = \arg \max_{K} tr\left( (\hat{H}(b,:)\hat{H}(b,:)\hat{H}(b,:)\cdots)^{-1} \right).$$  \hspace{1cm} (50)$$

The greatest absolute entry in (48) results in optimum beams. Substituting (50) into (48), the best beam-pair can be determined and the optimal solution to CES is found. It should be noted that channel sparsity at MIMO cannot be available at all scenarios. The considered case of mmWave channel and massive MIMO beamforming helps with channel sparsity since at mmWave channel there are generally only a few reflected path that prevents a rich scattering environment and are from a limited subset of all angular directions, i.e. small angular spread. Also the large antenna array of massive MIMO helps with differentiating directions with signals and directions without signals that in turn helps with utilizing spatial sparsity. [68] studied the sparsity property of wireless channels through real-world measurement and pointed out that using the assumption that wireless channels are widely sparse has pitfalls and should be done only for appropriate scenarios. Although CES provides a direct-forward approach to find optimal beams, it becomes computationally infeasible as the codebook size increases. Thus we propose MJOC and LHC schemes to provide computationally feasible solutions for optimal beam tracking.

**B. MULTI-OBJECTIVE JOINT OPTIMIZATION CODEBOOK (MJOC) SCHEME:**

Multiobjective joint optimization with the novel proposed power optimization constraint, APC, is a challenging problem that needs a number of problem transformations to become computationally feasible. Inequality theorem, sparse signal approximation for best problem matching and iterative optimization algorithm is introduced in this section to achieve a feasible solution. This leads to the following theorem.

**Theorem:** A necessary and sufficient condition to hold the desired inequality, i.e., $|Q_{s_1,s_2}| \leq |Q_{s_1,s_1}|$, $s_1 \neq s_2$, is the optimal solution of max$\mu_j, \delta_j, Q_{s_1,s_2}$ $\sum_{j=1}^{n} \delta_j R_j + \Xi||F||_{\infty}$ [refers to (20) in [6]], i.e., $\{ \mu_j, \delta_j, Q_{s_1,s_2} \}$.

**Proof:** Suppose that $Q_j = Q_{j,j}, \forall j$ and $V(x,y) = \max_j \{Q_j(x,y)\}, \forall x,y$. The condition, $\text{rank} \ (Q_{s_1,s_2}) = 1, \forall s_1, s_2$ [refers to (20b) in [6]] is non-convex according to [66], hence given problem formulation can be extended with the exclusion of non-convex condition to

$$\max_{\{ \mu_j, \delta_j, Q_j \}} \sum_{j=1}^{n} \delta_j R_j + \Xi tr\left( 1_{B_{T_{x}} \times B_{T_{x}}} V \right),$$  \hspace{1cm} (51)$$

Subject to:

$$1 + \mu_j \geq e^{\delta_j} \sum_{j=1}^{n} tr\left( \hat{F}_{RF} Q_{j,j} \right) \leq P_{max}, \hspace{1cm} (51.a)$$

$$\gamma_j \geq \mu_j, \gamma_j \geq \delta_j, Q_j \geq 0, V \geq |Q_j|, \forall j. \hspace{1cm} (51.b)$$

In order to transform the non-convex condition $\gamma_j \geq \mu_j, \gamma_j \geq \delta_j, \forall j$, we further reformulate (51) with the inclusion of additional metrics $\eta_j$ and $\Theta_j$ into

$$\max_{\{ \mu_j, \delta_j, Q_j, \eta_j, \Theta_j \}} \sum_{j=1}^{n} \delta_j R_j + \Xi tr\left( 1_{B_{T_{x}} \times B_{T_{x}}} V \right),$$  \hspace{1cm} (52)$$

Subject to:

$$\eta_j^2 \leq tr(\hat{X}_j), \hat{Q}_j \geq 0, 1 + \mu_j \geq e^{\delta_j}, \forall j, \hspace{1cm} (52.a)$$

$$\sum_{u=1,u \neq j}^{n} tr(\hat{X}_u) + \sigma^2 \leq \Theta_j, \sum_{j=1}^{n} tr\left( \hat{F}_{RF} Q_{j} \right) \leq P_{max}, \forall j, \hspace{1cm} (52.b)$$

$$\sum_{u=1,u \neq j}^{n} \delta_j \left( tr(\hat{X}_u) + \sigma^2 \right) \leq tr(\hat{X}_j), \frac{\eta_j^2}{\Theta_j} \geq \mu_j, \forall j, \hspace{1cm} (52.c)$$

where $\frac{\eta_j^2}{\Theta_j} \geq \mu_j$ is a non-convex constraint. The successive convex approximation (SCA) technique [2] is used to decompose this inequality and express it as follows,

$$\frac{\eta_j^2}{\Theta_j} \geq \Lambda_j^{(f)}(\eta_j, \Theta_j) \geq 2 \frac{\eta_j^{(f)}}{\Theta_j^{(f)}} \eta_j - \left( \frac{\eta_j^{(f)}}{\Theta_j^{(f)}} \right)^2 \Theta_j, \forall j, \hspace{1cm} (53)$$

where the notation $(\cdot)^{(f)}$ is used to represent the $f^{\text{th}}$ iteration of the SCA technique. In order to achieve a convex solution, (52) is re-expressed as,

$$\max_{\{ \mu_j, \delta_j, Q_j, \eta_j, \Theta_j \}} \sum_{j=1}^{n} \delta_j R_j + \Xi tr\left( 1_{B_{T_{x}} \times B_{T_{x}}} V \right),$$  \hspace{1cm} (54)$$

Subject to:52.(a), 52.(b), $\sum_{u=1,u \neq j}^{n} \delta_j \left( tr(\hat{X}_u) + \sigma^2 \right) \leq tr(\hat{X}_j), \forall j$ and $\Lambda_j^{(f)}(\eta_j, \Theta_j) \geq \mu_j, \forall j$.

This concludes the proof. Algorithm 1 provides the optimal codebook design by keeping $\Xi$ constant and setting $\Theta$ as the objective function. Suppose $\Upsilon^{(f)}$ defines the cardinality of all the metrics used in (54) at the $f^{\text{th}}$ iteration. Algorithm 1 is given as:

**Algorithm 1:** Joint optimization codebook design

1. Initialization: $f = 0$, generate feasible initial points $\Upsilon^{(f)}$ and evaluate $\varnothing^{(f)}$, $\varnothing^{(f)}$
2. for $|\varnothing^{(s)} - \varnothing^{(f)}| \leq \Xi$ do
3. Convexify the problem (54) with $\Upsilon^{(f)}$ and evaluate $\Upsilon^{(s)} \leftarrow \Upsilon^{(f)}$
4. Update: $f \leftarrow f + 1$, $\varnothing^{(s)} \leftarrow \varnothing^{(f)}$, $\Upsilon^{(s)} \leftarrow \Upsilon^{(f)}$
In order to improve the performance at the short training blocks regime keeping the target of lower-complexity receivers design in mind, we require a hybrid combiner with low mean squared deviation (MSD) between the transmitted and received signals.

\[
(G^*, G_{RF}^*) = \arg \min_{G \in \mathbb{C}^{B_{RF} \times B_s}, G_{RF} \in \mathbb{C}^{B_{Rx} \times B_{RF}}} \left\{ \text{tr}\{\xi||E[XX^H]^\frac{1}{2} \right. \\
\left. \left( G^H_{MSD} - G_{RF}^H \right)^2 \right\} - \log_2 \xi \right.
\]

where \( || \cdot ||_F^2 \) denotes the standard Frobenius norm and (55) indicates to observe the prediction of \( G_{MSD} \) without a limitation over the cardinality of \( G_{RF}^H \) for \( G_{RF} \in \mathbb{C}^{B_{Rx} \times B_{RF}} \). The MSD estimation problem is a joint estimation problem of multiple signal realizations, especially when the signal samples have a joint sparse support over a given constraint. Hence, address the problem by the product of \( F \) and \( F_{RF} \) as an optimal precoder and determine \( GG_{RF} \). The sparse signal approximation for the best matching projection is given by an algorithm named as ‘sparse signal approximation for best matching projection’. The following optimization problem presents an algorithmic solution [6],
\[
\min_{\hat{G}} \left\| \sqrt{\xi} \left( G_{MSD} - \mathbb{E}[XX^H] G_{RF} \right) \right\|^2_F, \\
\text{subject to: } \left\| \text{diag}(\hat{G}^*) \right\|_0 = B_{RF} \text{ and } \left\| r_{R_x}^H \hat{G} \right\|_F^2 = P_{max}.
\]

Table II: The main simulation parameters [6]

| Parameter                  | Value       | Parameter                  | Value       |
|----------------------------|-------------|----------------------------|-------------|
| User’s velocity            | 20m/s       | Distance from BS to users  | 40m         |
| Data rate                  | 133 Mbps    | Number of BSs              | 32          |
| Wavelength                 | 0.15m       | Channel coherence          | 64 blocks   |
| Doppler frequency          | 133Hz       | Normalized doppler frequency| $10^{-6}$   |

Figure 4: Instantaneous interfering power versus iteration index for TPC, UPC and APC schemes.

VI. SIMULATION RESULTS AND DISCUSSION

In this section, numerical results are provided for the developed power constraint optimization, TPC and UPC, and beam tracking schemes. System performance has been evaluated based on the metrics given by (6) for the two conventional practices in power-constraint optimization and the novel proposed power allocation technique, APC.

The aim at optimization is to maximize $R_{total}$. Also the performance of these schemes with respect to the developed COR and BER analysis are investigated. Table II provides the details about the simulation parameters. As CSI is a crucial aspect of reliable high data-rate communications in MIMO channel, perfect CSI at $T_x$ and $R_x$ is assumed at the simulations denoted as PCSI, which serves as the benchmark performance. Also the more practical case of imperfect CSI, denoted as IPCSI, is investigated. In the simulation testbed, CES is established with an iterative linear mapping paradigm which methodically computes all the possible candidates for the optimal solution and decides the best beam-pair. The number of iterations is limited to 50 for the CES in order to keep the computation time and complexity low. MJOC Scheme is developed using a theorem to determine convex solution and then expanding into a multiple objective problem formulation with the application of a joint optimization codebook design algorithm. LHC scheme is obtained with joint estimation of multiple signal realizations and approaching the problem by compiling sparse signal approximation for best matching projection algorithm.

Figure 1 shows the SE performance of CES, MJOC and LHC schemes versus training blocks. Training blocks at beamforming is the number of beamforming vectors at the transmitter side multiplied with the number of combining vectors at the receiver side. CES scheme’s performance is
shown to be almost independent from the training block size. Although this seems to be an advantage for the cases where training block size is not known or changing during the systems deployment, CES’s performance is seen to be inferior to the other studied schemes at all scenarios. Thus CES is not a favorable scheme. It can be seen from the figure LHC scheme outperforms other schemes when training block size is less than 500, i.e. short block size. MJOCC scheme outperforms other schemes once the training block size is more than 500, in other words medium to large block size. It is expected that in future communication systems, the block size will be around this range. This is why we focus on the performance of MJOCC scheme at the rest of this paper.

Figure 2 shows the SE performance versus number of users at the system for TPC, UPC and APC schemes. It can be seen that APC and TPC schemes performance increases as the number of users in the network increases. This is due to multi-user gain. However, for UPC scheme the performance quickly degrades and becomes zero when the network becomes densely populated, i.e. number of users is 40 or more. The reason for this is because UPC scheme tries to provide an equal share of power to all users within the power budget, but the allocated power for each user gets to a level where no users can achieve successful data transmission. This is a major disadvantage of UPC. APC scheme outperforms other schemes for all the considered cases of network density and SINR. This is due to the proposed joint power optimization constraint where the optimal covariance matrix is obtained and solved and the allocation is done accordingly instead of performing the allocation solely with respect to a total or uniform power constraint.

Figure 3 shows the Jain’s fairness index [66] with respect to the SINR threshold for TPC, UPC and APC schemes. Employing a scheme that can achieve fairness among user is vital for systems where users are geographically distributed and mobile, and the coverage area have many obstacles, such as high-rise building in an urban area. In case fairness is not addressed, users that have good channel conditions may have high performance where users with worse channel conditions suffer low performance continuously. It can be seen that APC provides better fairness among users for the whole SINR threshold regime of the simulation. Together with performance shown on figure 2, it can be seen that APC can provide better SE while achieving more fairness among users compared to the conventional TPC and UPC schemes. These are crucial performances for a scheme to be employed in practice at future communication networks.

Figure 4 shows the instantaneous interfering power versus iteration index for TPC, UPC and APC schemes. It can be seen that the performance of all the schemes depends on the iteration index, so that in case APC is employed as the scheme for a system, the iteration index can be adjusted to minimize the instantaneous interfering power.

Figure 5 shows the COR estimation versus iteration index for traditional, probabilistic and DC based estimation analysis. The figure shows that highest COR can be obtained by DC based estimation which can help with reducing interference and protect co-channel users. With the higher value of COR, the detection probability for any other users occupying the interested channel is higher. It is expected that in next generation of communication networks there will be more non-orthogonal schemes employed. Thus detecting occupied channels with a high success rate will be even more important.

Figure 6 shows the BER versus averaged SNR per bit performance for PCSI and IPCSI cases. It can be seen that having a perfect CSI information can greatly improve the BER performance compared to IPCSI case and the performance gain increases as the SNR per bit increases. Data critical applications in current and future generation of communication systems may require BER to be as low as $10^{-6}$. The figure shows that in PCSI case this value can be achieved. However, when CSI is imperfect the required BER for data critical applications cannot be achieved even with SNR per bit equal to 25 dB. Thus having perfect or highly accurate CSI is crucial in data critical applications of future mobile mmWave massive MIMO based networks. Another advantage of having PCSI is that for a given BER threshold the required SNR per bit will be much less compared to IPCSI case. This can significantly help with the overall system’s energy efficiency and reduce cost due to lower power consumption and transceiver amplifier design.

**VII. CONCLUSION**

This paper proposes a novel power constraint optimization scheme called as APC where the optimal covariance matrix is obtained and the power allocation is done accordingly instead of performing the allocation solely with respect to conventional TPC or UPC. Three optimal beam-tracking schemes - CES, MJOCC and LHC - are proposed for mobile mmWave massive MIMO communications with APC. The channel model considered in this paper is new and different from widely used models in that the number of clusters and number of rays within each cluster are varying due to user mobility. Analysis for vital performance metrics BER and COR are provided. Beam-tracking schemes and mathematical derivations for BER and COR consider this new channel model. Three analysis methods are studied for COR metric estimation – traditional, probabilistic and DC based – and it has been shown that DC based estimation outperforms other analysis methods. BER analysis are provided for PCSI and IPCSI cases and it is noted that PCSI can improve the overall system’s energy efficiency and reduce cost due to lower power consumption and transceiver amplifier design. SE performance for the beam-tracking and power constraint optimization schemes are investigated. It is concluded that MJOCC scheme outperforms other beam-tracking schemes when the training block length is in medium to large scale. Employing MJOCC, it is shown that APC scheme can outperform the conventional TPC and UPC for all the considered simulation scenarios.
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