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Abstract

The reliability of wireless base stations in China Mobile is of vital importance, because the cell phone users are connected to the stations and the behaviors of the stations are directly related to user experience. Although the monitoring of the station behaviors can be realized by anomaly detection on multivariate time series, due to complex correlations and various temporal patterns of multivariate series in large-scale stations, building a general unsupervised anomaly detection model with a higher F1-score remains a challenging task. In this paper, we propose a General representation of multivariate time series for Anomaly Detection (GenAD). First, we pre-train a general model on large-scale wireless base stations with self-supervision, which can be easily transferred to a specific station anomaly detection with a small amount of training data. Second, we employ Multi-Correlation Attention and Time-Series Attention to represent the correlations and temporal patterns of the stations. With the above innovations, GenAD increases F1-score by total 9% on real-world datasets in China Mobile, while the performance does not significantly degrade on public datasets with only 10% of the training data.

Introduction

There are millions of wireless base stations (WBS) in China Mobile, serving hundreds of millions of cell phone users. The reliability of these stations is of vital importance because the users are directly connected to the stations, as shown in Fig. [1]. Once there is an anomaly with WBS-2, it will directly cause various problems to the users connected to it, including failed calls, slow access to the Internet, which will impact user experience and even lead to economic loss.

The behaviors of a WBS can be characterized by the multiple metrics, such as wireless connection rate, wireless drop rate, handover success rate, etc. When one of these metrics becomes anomalous, the WBS is likely to suffer from performance degradation, while in turn impacting user experience. These metrics are continuously collected at a predefined time interval and form a multivariate time series (MTS). Then the detection of WBSes’ anomalous behaviors is converted to MTS anomaly detection. Due to anomaly diversity and lack of training labels, only unsupervised methods can be used. Recently, a collection of unsupervised deep learning-based methods (Aytekin et al. 2018; Zhou and Paffenroth 2017) has been proposed for MTS anomaly detection. But there are two challenges in applying the methods in China Mobile. Challenge 1: Large-scale WBSes. The number of WBSes in China Mobile has reached a million level, while with the large-scale commercialization of 5G, the number of WBSes is rapidly increasing. Due to the limitations on storage resources for large-scale WBSes, only 480 training data can be used for each WBS. Although deep learning methods (Zong et al. 2018; Zhang et al. 2019; Su et al. 2019) perform superiorly for a single device after being carefully designed, it is impossible to deploy such methods on large-scale WBSes in China Mobile due to the huge overhead in training data. Moreover, as millions of stations behave in various patterns because of the various surrounding environment and different manufacturers, it is also inappropriate to train one anomaly detection model for all WBSes, which can not express the heterogeneity of each WBS and degrade the accuracy. Therefore, unsupervised MTS anomaly detection for large-scale and heterogeneous WBSes with a small amount of training data is challenging. Challenge 2: MTS of each WBS is difficult to express. The existing methods (Zong et al. 2018; Zhang et al. 2019; Su et al. 2019) perform superiorly for a single device after being carefully designed, it is impossible to deploy such methods on large-scale WBSes in China Mobile due to the huge overhead in training data. Moreover, as millions of stations behave in various patterns because of the various surrounding environment and different manufacturers, it is also inappropriate to train one anomaly detection model for all WBSes, which can not express the heterogeneity of each WBS and degrade the accuracy. Therefore, unsupervised MTS anomaly detection for large-scale and heterogeneous WBSes with a small amount of training data is challenging.
SMD Dataset training data size). Then the problem is: how to reconstruct time series well on a small amount of training data? GenAD first randomly selected 20% of N-dimensions to be masked with a fixed random series in each training epoch. After the sufficient number of training epochs, choosing 20% of MTS in future time points, i.e.,

\[ X = (x_1^{T_x}, x_2^{T_x}, \cdots, x_N^{T_x}) \in \mathbb{R}^{N \times T_x} \]  

we learn the complex correlations and various temporal patterns of X, then determine whether there are anomaly segments of X in future time points.

**Network Architecture and Pre-training**

**Core ideas** GenAD detects anomalies of MTS by evaluating the reconstruction error between the original series and the reconstructed series, so the effect of the reconstructed series determines the effect of anomaly detection. Moreover, in large-scale scenarios of WBS monitoring, there are only 480 data points of each WBS for model training (1/20 of the public SMD Dataset training data size). Then the problem is: how to reconstruct time series well on a small amount of training data? GenAD first randomly selected 20% of N-dimensions to be masked with a fixed random series in \( T_c \) as shown in Fig. 2 like Bert model (Devlin et al. 2018). Then the left 80% unmasked series in \( T_c \) and all N-dimensions in \( T_a \) to \( T_d \) are used to reconstruct the 20% masked series. As 20% of N-dimensions are selected randomly, GenAD does not know which series of N has been selected to be masked or have been used to be reconstructed during model training, which will force the model to learn correlations and temporal patterns of MTS to minimize loss after the sufficient number of training epochs. Choosing 20% of MTS in \( T_c \) here means reconstructing one series with four series in each training epoch.

**Network Architecture** Fig. 2 shows network architecture of GenAD. GenAD consists of three parts, which are four hidden-layers with Time-Series Attention and Multi-Correlation Attention in each layer, Linear-layer and Loss function.
function. Four hidden-layers and Linear-layer are introduced to reconstruct series. Loss is capture by \( \cosh \) between the reconstructed series and original series.

**More Details of Input Series** Input series is \( N \)-dimensions MTS with time length \( T_{all} \). Time length \( T_{all} \) is divided into \((0, T_1)\) and \((T_1, T)\), as shown in Fig. 2 while the length of \((0, T_1)\) is equal to 4 times the length of \((T_1, T)\). Given the length of \((T_1, T)\) is \( T_e \), the length of \((0, T_1)\) is sum of \( T_a, T_b, T_e, \) and \( T_d \), while length of \( T_a, T_b, T_e, \) and \( T_d \) are the same and all equal to \( T_e \). 20% of \( N \)-dimensions are randomly selected to be masked with a fixed random series in \( T_e \). Then, the left 80% original series and 20% masked series in \( T_e \), as well as all series in \( T_a \) to \( T_d \), are input series of GenAD.

**Pre-training GenAD** We pre-train GenAD based on 3000 real-world WBS Dataset (unlabeled data) with 18-dimensional MTS each station in China Mobile for learning the general correlations and temporal patterns. For each specific station, only a small amount of data are required to fine-tune the model, which empowers GenAD to be used in Large-scale WBSes monitoring.

**Multi-Correlation Attention and Time-Series Attention**

**Multi-Correlation Attention** Existing deep models use CNN, AE, or VAE, to represent correlations of MTS. Once model training has been completed offline, the correlations will not change during online inference. However, the MTS of WBS in China Mobile are not identically distributed. For example, there may exist strong correlation between \( x_i \) and \( x_j \) of \( X \) in \((0, T_1)\), but when distribution of \( x_i \) and \( x_j \) has changed, there will be weak or no correlation between \( x_i \) and \( x_j \) in \((T_1, T)\). Therefore, GenAD introduces Multi-Correlation Attention to capture the dynamic correlation, as well as non-linear, coupling, and high-order correlations.

The input of Multi-Correlation Attention is all the MTS in \((T_1, T)\) (including the masked and unmasked series), as shown in Fig. 3a. Assuming the original and masked series in \((T_1, T)\) is \( X^* \), and the reconstructed series by surroundings is \( \tilde{X}^{T_1} \) (only the masked series are reconstructed rather than the entire series). Given one of the masked series \( x^*_T \) in \( X^*_T \) as an example, the reconstructed series of \( x^*_T \) is \( \tilde{x}^*_T \). Multi-Correlation Attention is implemented by (2):

\[
\tilde{x}^*_i = \text{MultiCorrelationAttention}[x^*_i] = \sum_{j=(1, 2, \ldots, i-1, i+1, \ldots, N)} \text{softmax} \left( \frac{(Q_i^T x^*_e)^T \text{Transpose}}{\sqrt{d}} \right) V_j x^*_e
\]

where \( Q_i^T x^*_e \) is obtained through transformation of \( x^*_T \) in \((T_1, T)\). Transformation of \( x^*_i \) means that \( x^*_i \) is multiplied by the transition matrix, and transition matrix can be learned through model training. \( K_j^{T_e} \) and \( V_j^{T_e} \) are obtained through transforming of surrounding series of \( x^*_T \) in \((T_1, T)\). Transpose is the transpose of a matrix, \( d \) is the length of \( x^*_T \) in time \((T_1, T)\). Multi-Correlation Attention first obtains the correlations between \( Q_i^{T_e} \) and all \( K_j^{T_e} \) by \( (Q_i^{T_e})^T K_j^{T_e} \text{Transpose} \), then reconstructs \( x^*_i \) by a weighted sum of \( V_j^{T_e} \):

\[
\tilde{x}^*_i = \sum_{j=(1, 2, \ldots, i-1, i+1, \ldots, N)} \text{sim}_j V_j x^*_e
\]

**Figure 2: Model Architecture**
captures the higher-order correlation by stacking multiple layers. In summary, Multi-Correlation Attention consists of two layers at least. The first layer learns the dynamic, non-linear, and coupling correlation, and the second layer learns high-order correlations.

**Time-Series Attention**  Existing deep models use RNN, GRU, or LSTM, to represent temporal patterns of MTS. However, GRU or LSTM is difficult to capture the various temporal patterns (including dynamic, trend, delay, and periodicity) of N-dimensional series simultaneously, especially when N is large. GenAD employs Time-Series Attention to represent the various temporal patterns of MTS.

Given \( x_k \) in X as an example, and assuming \( x_k \) in time \((T_1, T)\) (denoted as \( x_k^{T_1} \)) is masked with a fixed random series. Then the input of Time-Series Attention is \( x_k \) in \((0, T)\), denoted as \( x_k^{T_0}, x_k^{T_0}, x_k^{T_0}, x_k^{T_0} \) and \( x_k^{T_0} \), as shown in Fig.3. The reconstructed series of \( x_k^{T_0} \) is \( \tilde{x}_k^{T_0} \) and Time-Series Attention is implemented by “4”.

\[
\tilde{x}_k^{T_0} = \text{TimeSeriesAttention}[x_k^{T_0}] = \sum_{t=(T_0, T_0, T_0, T_0)} \text{soft}(\langle Q_k, K_k^l \rangle^{\text{Transp}} / d) V_k^l
\]  

(4)

Where \( Q_k^{T_0} \) is the transformation of \( x_k \) in time \( T_0 \); \( K_k^l \) and \( V_k^l \) are the transformation of \( x_k \) in time \( T_0, T_0, T_0, T_0 \); Transpose is the transpose of a matrix; \( d \) is the length of \( x_k \) in time \( T_0 \). Equation “4” means that GenAD reconstructs \( x_k \) in time \( T_0 \) by learning the various temporal patterns of \( x_k \) in \( T_0, T_0, T_0, T_0 \).

After sufficient model training for Multi-head and Hidden layer of Time-Series Attention, GenAD can represent the various temporal patterns of MTS simultaneously. Attention mechanism, different from LSTM, also allows for parallelization, which is especially important at longer series lengths.

**Fusion of Two Attention**  GenAD introduces Time-Series Attention and Multi-Correlation Attention to capture the temporal patterns and correlations of MTS. We can set the first and third hidden-layers of GenAD to be Time-Series Attention, while the second and fourth hidden-layers to be Multi-Correlation Attention. However, such an independent architecture will artificially reduce the representation of GenAD, so we adopt the fusion of Time-Series Attention and Multi-Correlation Attention. Each layer captures both the temporal patterns of series and the correlations among series. The fusion can be implemented by concatenating two kinds of attention or adopting the general attention representations which can support two kinds of attention at the same time. GenAD chooses the latter and automatically learns the representation parameters.

**Method for Anomaly Detention**  As GenAD evaluates the reconstruction error between the original series and the reconstructed series to detect anomalies, we set a two-level dynamic threshold (denoted as metric-level threshold \( \text{Gate}_{\text{metric}} \) and entity-level threshold \( \text{Gate}_{\text{entity}} \)), which is derived from the anomaly rate. For the metric-level, if reconstruction error of one time series at time \( t \) is greater then \( \text{Gate}_{\text{metric}} \), the time series is declared as anomalous. For an N-dimensional entity at time \( t' \), if there are M time series (\( M > \text{Gate}_{\text{metric}} \)) that are anomalous, then the entity is declared as anomalous.

GenAD gets a dynamic anomaly threshold on different datasets by anomaly rate. Assuming that the anomaly rate is \( A_R \), the anomaly threshold is \( \text{Gate}_e \), and the reconstruction error of single-dimensional or multi-dimensional in \( T_e \) are \( E^{T_e} \), then

\[
P(E^{T_e} \leq \text{Gate}_e) = 1 - A_R
\]  

(5)

Assume that the probability density function of \( E^{T_e} \) is \( f(e) \), and the probability distribution function \( F(e) = \int_{-\infty}^{e} f(t)dt \), then “4” becomes

\[
F(\text{Gate}) = \int_{-\infty}^{\text{Gate}_e} f(t)dt = 1 - A_R
\]  

(6)

We need to get the probability distribution function \( F(e) \) of \( E^{T_e} \), and then calculate the dynamic anomaly threshold \( \text{Gate}_e \). The simple idea is to obtain \( F(e) \) by analyzing the statistical features of \( E^{T_e} \), for example, \( E^{T_e} \) obeys gaussian-distribution or t-distribution. However, this method is not available in large-scale service or equipment scenarios, as the statistical features of each service are different and there are few data of each service for analysis. Furthermore, OmniAnomaly(Su et al. 2019) applies Extreme Value Theory (EVT)(Siffer et al. 2017) to estimate the parameters of the distribution for \( E^{T_e} \). However, the complexity of this method is high, which makes it difficult to quickly obtain the anomaly threshold \( \text{Gate} \). Different from the above methods, we estimate the probability density function \( f(e) \) of \( E^{T_e} \) based on the data of \( E^{T_e} \),

\[
f(e) = \sum_{i=1}^{\text{Num_E}} e_i^{T_e} \times e_i^{T_e} = \begin{cases} 1, & \text{if } e - \Delta e \leq E_i^{T_e} < e \\ 0, & \text{else} \end{cases}
\]  

(7)

\( \text{Num_E} \) is the number of \( E_i^{T_e} \), \( e_i^{T_e} \) is \( i \)th sample data of \( E_i^{T_e} \), and \( \Delta e \) is the sample interval of \( E_i^{T_e} \). Then we integrate \( f(e) \) to get the probability distribution function \( F(e) = \sum_{e \in E^{T_e}} f(t) \), and get the dynamic threshold \( \text{Gate} \) by “4”.

It is worth noting that in order to reduce the error of parameter estimation through sampled data, we set \( A_R' = \eta + A_R \) and “4” becomes \( F(\text{Gate}) = \int_{-\infty}^{\text{Gate}_e} f(t)dt = 1 - A_R' \), where \( \eta \in [-0.01, 0.01] \) is set to maximize the F1-score during the validation period. Subsequent experimental results show that this threshold selection method is simple but effective.

**EXPERIMENTS**

In this section, we first introduce the experimental datasets, comparison methods and evaluation metrics. We further show the feasibility of our model in large-scale anomaly detection scenarios. In addition, we also conduct experiments to verify the contributions of each component in GenAD. Finally, we describe the Versatility of GenAD.
Experimental Setup

Datasets We evaluate the performance of GenAD on 3 Datasets.

(1) WBS Dataset. WBS datasets are collected from real-world WBSes in China Mobile, and are divided into unlabeled data and labeled data. As there are large-scale stations that need to be monitored, only 10-day-long MTS with 15-minute sample intervals (960 data points) were stored for each station. We first randomly select 3000 WBSes (unlabeled data) with 18-dimensional MTS in each station. The 3000 WBSes are lack training labels. Moreover, we randomly select three more areas denoted as WBS-Area1, WBS-Area2, WBS-Area3 respectively, and then randomly select 10 WBSes in each area (labeled data). The MTS of each station is divided into two parts of the same length, of which the training set size is 480 points (too small for existing deep models) and the testing set size is 480 points.

(2) Public Datasets. We use SMD (Server Machine Dataset) (Su et al. [2019]), MSL (Mars Science Laboratory rover) and SMAP (Soil Moisture Active Passive satellite) for experimental studies. (i) SMD is a 5-week-long dataset collected from a large Internet company, where each observation is equally spaced by 1 minute. SMD is collected from 28 machines classified into three groups (denoted as SMD-1, SMD-2, and SMD-3 respectively). Each machine subset contains approximately 28000 time points, the former 14,000 data points consist of the training set, and the latter forms the testing set. (ii) MSL has 132,046 time points, of which the training set size is 58317 and the testing set size is 73729. Compared with SMD, MSL contains more metrics, a higher anomaly rate and more types of anomalies. (iii) SMAP has 562,798 time points, of which the training set size is 135182 and the testing set size is 427616.

(3) Synthetic Dataset. We also use MSCRED Synthetic Dataset (Zhang et al. [2019]) and our synthetic dataset (GenAD Synthetic Dataset) for empirical studies. (i) MSCRED Synthetic Dataset simulates temporal patterns (Trend, Delay, and Periodicity) by Sin and Cos function. Two sinusoidal waves have high correlation when their frequencies are similar. (ii) GenAD Synthetic Dataset simulates various temporal patterns by Sin, Cos, Sawtooth wave and Square wave, while simulates complex correlations by linear, non-linear and higher-order inter-dependencies.

Baseline Methods We compare GenAD with the following baseline methods: LSTM-NDT (Hundman et al. [2018]), the state-of-the-art unsupervised method OmniAnomaly and MSCRED. Of these baselines, LSTM-NDT applies LSTM for MTS prediction, MSCRED detects anomalies based on reconstruction errors, and OmniAnomaly is based on reconstruction probability.

Evaluation Metrics We use 3 metrics of Precision, Recall, and F1-Score to evaluate the anomaly detection performance of GenAD and baseline methods. In practice, abnormal observations usually appear continuously to form an anomaly segment. Generally, operators care more about whether the anomaly detection model can detect a continuous anomaly segment, rather than finding every anomaly in the segment. Following the suggestion of (Su et al. [2019]), we adopt a point-adjust approach (Xu et al. [2018]) to calculate the evaluation metrics, that is, if any observation in the anomaly segment is detected, it is considered that the entire segment is correctly detected.

Model Architecture and Parameters All models in the experiment use the same architecture. The hyper-parameter of GenAD includes: MASK ratio (default=20%), Hidden layers (default=3), Attention heads (default=8) and Length of input series (default=32).

Model Description We use the general model of GenAD (denoted as GenAD(G)) to show the feasibility in large-scale scenarios. GenAD(G) is first pre-trained on the large-scale dataset, then is fine-tuned for each WBS-specific pattern. We also use GenAD without pre-training (denoted as GenAD (WP)) and...
GenAD without Time-Series Attention (denoted as GenAD (WT)) to evaluate the contributions of components.

Overall Performance
It is difficult to deploy existing deep learning models on large-scale WBSes in China Mobile, due to the huge overhead in training data for each WBS-specific pattern. Unlike these models, the general model of GenAD (denoted as GenAD(G)) is pre-trained on 3000 real-world unlabeled WBSes in China Mobile to learn the general representation of MTS. Then for the given labeled WBSes dataset, only 480 data points of each WBS are required to fine-tune the general model. After each WBS is fine-tuned for 10,000 steps, the loss is reduced to below 7, indicating that the model represents the complex correlations and various temporal patterns of WBS Datasets well. Table 1 lists the precision, recall, and F1-score of different WBSes, in which the best score is highlighted in bold. Note that the precision and recall are the average values of the datasets, and F1 is derived from the precision and recall. Although each of these methods provides an algorithm for calculating the anomaly threshold, they all need a parameter (e.g. the parameter 'level' in OmniAnomaly) that quantifies the degree of anomaly as input. Therefore, we conduct multiple experiments to choose parameters to get the best results for all the methods.

We can see that GenAD(G) performs better than all baseline methods, with F1-score increasing by 9% over the best baseline on the total WBS labeled dataset. Compared with other deep learning models(e.g. MSCRED and OmniAnomaly), GenAD(G) performs better on two steps framework of pre-training and fine-tuning. As 480 data points of each WBS are too small for training deep models, which affects the representations of correlations and temporal patterns. But GenAD(G) is fine-tuned on pre-training model, so the specific models can be easily transferred with a small amount of training data. We also observe that reconstruction-based models perform better than prediction-based models(e.g. LSTM-NDT). This is because the prediction-based method is more sensitive to noise, and some series in WBS are less predictable due to some uncontrollable factors (such as changes in the network environment).

Contributions of Components
To show the effects of three key techniques in GenAD, which are pre-training, Time-Series Attention and Multi-Correlation Attention, we reconfigure GenAD to create two models: GenAD without pre-training (denoted as GenAD (WP)) and GenAD without Time-Series Attention (denoted as GenAD (WT)).

Effect of Pre-training. To verify the effectiveness of pre-training, we train GenAD without pre-training (GenAD(WP)) on WBS datasets. We first train GenAD(WP) on each WBS for 10,000 steps like GenAD(G), but the reconstruction loss is only reduced to around 1000, indicating that GenAD(WP) is not converged well. So we increase the training steps of GenAD(WP) from 10,000 to 20,000, with training time increasing from 8 minutes to 16 minutes. As shown in Fig. 3, GenAD(G) achieves a higher F1-score on WBS Datasets with only 1/2 training time. This is understandable because GenAD(G) is pre-trained on 3000 real-world WBSes, which empowers GenAD(G) to represent the general correlations and temporal patterns of MTS. After only 10,000 fine-tuning steps, GenAD(G) can be transferred to a specific WBS anomaly detection. But 480 data points and 10,000 training steps of each station are too small to represent the MTS for GenAD(WP).

Effect of Time-Series Attention. We evaluate the performance of the GenAD without Time-Series Attention (GenAD (WT)) on WBS-Area1, and the results are shown in Fig. 5 which are WBS-Area1-total and three WBSes selected in WBS-Area1 datasets (denoted as WBS-Area1-1, WBS-Area1-2, and WBS-Area1-3). Due to the loss of various temporal patterns, the total performance (WBS-Area1-total) of GenAD (WT) decreases 4% compared with GenAD (G). This is because GenAD (WT) cannot represent the various temporal patterns of MTS in WBSes well.

Effect of Multi-Correlation Attention. We do not evaluate the performance of GenAD without Multi-Correlation Attention. As if we use GenAD without Multi-Correlation Attention, the model will detect each time series in isolation.
and lose the correlations among multivariate series, which results in lower performance of an entity.

**Versatility of GenAD**

**General Representation of MTS** To demonstrate the versatility of the GenAD(G), we also use SMD Dataset. We first use the data of the first 4 machines in each SMD-1, SMD-2, and SMD-3 (12 machines total) for pre-training, and fine-tune the general model based on only 10% of the training data in each test machine. Then we train 16 specific models of GenAD (GenAD(WP)) for SMD Dataset. As shown in Fig. 6, despite the reduction in training data, the performance of GenAD(G) does not significantly degrade. Interestingly, GenAD(G) performs better than GenAD on SMD-2. This is understandable because GenAD may be over-fitted on some specific training sets and thus sensitive to noise. On the contrary, GenAD(G) obtains fewer details of specific data, which can prevent overfitting and get a higher F1-score.

**Represent Inter-dependencies and Intra-dependencies.**

For further demonstrating the representations of complex correlations and various temporal patterns, we train GenAD without pre-training (GenAD(WP)) for each specific node on Public Datasets and Synthetic Dataset.

**Public Datasets.** We evaluate GenAD(WP) and baselines on 5 public datasets: SMD-1, SMD-2, SMD-3, MSL and SMAP. Table 2 shows GenAD(WP) performs better than all baseline methods, with F1-score increasing by 2.1% to 4.8% over the best baseline of each dataset and 4.3% of total datasets. So GenAD(WP) performs better on representations of complex correlations and various temporal patterns.

**Synthetic Dataset.** Table 3 shows GenAD(WP) performs better than all baseline methods, with F1-score increasing by 3.4% over the best baseline on total Synthetic Dataset. GenAD(WP) represents the various temporal patterns of each time series, including Sin, Cos, Sawtooth wave and Square wave, while represents complex correlations of MTS, including linear, non-linear and higher-order inter-dependencies.

**Validation of Design Choices**

**Impact of number of attention heads and hidden layers**

The number of attention heads and hidden layers is important for GenAD. Table 4 shows the F1-score of GenAD(WP) on SMD-1 by varying different attention head numbers and hidden layer numbers. We observe that by keeping the number of heads constant and changing the number of layers, the 4-layers perform best. The 2-layer *Multi-Correlation Attention* is weak in representing deep and high-order correlations, which leads to a decrease in F1-score; the 6-layer requires a higher amount of training data, and the model convergence is not as good as the 4-layer. In addition, we try the 12-layer attention, and the model can not converge, which further verifies the analysis results. Similarly, keeping 4-layers unchanged, and changing the number of heads, 12-head attention performs best. The 8-head *Multi-Correlation Attention* has a weak ability to capture dynamic, non-linear and coupling relationships, while *Time-Series Attention* has a decline in the ability to capture the number of periodic frequencies and trends, resulting in a decline in F1; 16-heads are consistent with the 6-layer analysis.

**How Results Vary If We Change The Ratio of MASK**

If the ratio of MASK selection is increased, for example, modified to 40%, *Multi-Correlation Attention* will learn less information with less input, which lowers the speed of model training. If the ratio of MASK selection is reduced, for example, modified to 10%, then each time series can be learned for reconstruction after at least 10 times in model training. While for 20%, each series can be learned after at least 5 times in model training. So the reduction in the ratio will increase the number of training epochs. Of course, 20% is not fixed and can be changed according to the actual datasets.

**RELATED WORK**

The existing unsupervised anomaly detection models for MTS can be categorized into the following types:
Table 2: Results of GenAD(WP) and baselines (Public Datasets)

| Method         | SMD-1 Pre | SMD-1 Rec | SMD-1 F1 | SMD-2 Pre | SMD-2 Rec | SMD-2 F1 | SMD-3 Pre | SMD-3 Rec | SMD-3 F1 | MSL Pre | MSL Rec | MSL F1 | SMAP Pre | SMAP Rec | SMAP F1 | Total Pre | Total Rec | Total F1 |
|----------------|-----------|-----------|----------|-----------|-----------|----------|-----------|-----------|----------|---------|---------|-------|---------|---------|-------|-----------|-----------|--------|
| LSTM-NDT       | 0.773     | 0.298     | 0.431    | 0.767     | 0.282     | 0.412    | 0.819     | 0.428     | 0.557    | 0.632   | 0.330   | 0.433  | 0.525   | 0.776   | 0.627 | 0.528     |
| MSCRED         | 0.869     | 0.853     | 0.861    | 0.922     | 0.898     | 0.910    | 0.839     | 0.908     | 0.872    | 0.892   | 0.934   | 0.912  | 0.866   | 0.982   | 0.920 | 0.896     |
| OmniAnomaly    | 0.894     | 0.926     | 0.908    | 0.829     | 0.994     | 0.904    | 0.858     | 0.875     | 0.866    | 0.916   | 0.854   | 0.884  | 0.936   | 0.547   | 0.690 | 0.862     |
| GenAD(WP)      | 0.924     | 0.941     | 0.933    | 0.941     | 0.964     | 0.952    | 0.884     | 0.903     | 0.893    | 0.929   | 0.966   | 0.947  | 0.965   | 0.970   | 0.968 | 0.939     |

Table 3: Results of GenAD(WP) and baselines (Synthetic Dataset)

| Method         | MSCRED Synthetic Pre | MSCRED Synthetic Rec | MSCRED Synthetic F1 | GenAD(WP) Synthetic Pre | GenAD(WP) Synthetic Rec | GenAD(WP) Synthetic F1 | Total Pre | Total Rec | Total F1 |
|----------------|----------------------|----------------------|----------------------|-------------------------|-------------------------|-------------------------|-----------|-----------|--------|
| LSTM-NDT       | 0.200                | 1.000                | 0.333                | 0.750                   | 0.600                   | 0.667                   | 0.475     | 0.800     | 0.596  |
| MSCRED         | 0.975                | 0.933                | 0.954                | 0.951                   | 0.999                   | 0.975                   | 0.963     | 0.966     | 0.964  |
| OmniAnomaly    | 0.369                | 0.695                | 0.482                | 0.709                   | 0.799                   | 0.752                   | 0.539     | 0.747     | 0.626  |
| GenAD(WP)      | 0.999                | 1.000                | 0.999                | 0.992                   | 1.000                   | 0.996                   | 0.996     | 1.000     | 0.998  |

Table 4: F1-score of GenAD(WP) with different number of attention heads and hidden layers

| Attention heads | Hidden layers | 12 | 12 | 12 | 8  | 16 |
|-----------------|---------------|----|----|----|----|----|
|                 | 2             | 6  | 4  | 4  | 4  |    |
| F1-score        | 0.913         | 0.927| 0.933| 0.923| 0.902|

(1) Anomaly detection can be implemented for each dimension of MTS, and the overall status of an entity is voted or weighed on the outputs of each dimension. Anomaly detection for each dimension can be realized by statistical principles or distance measurements, including 3sigma(Son et al. 2016), boxplot(Moumena and Guesoum 2015), HBOS(Goldstein and Dengel 2012), KNN, AvgKNN(Angiulli and Pizzuti 2002), OCSVM(Das et al. 2010), etc. These models obtain the distribution or the farthest distance of normal series, while anomaly is detected as outliers. These models require less training data, which are suitable for large-scale series. However, most of these models perform better for short-term abnormalities, while the performance will be attenuated for long-term abnormalities. Anomaly detection for each dimension can also be realized by prediction(ARIMA(Contras 2003), LSTM, Prophet(Medina et al. 2007)) or reconstruction (AE, VAE). These models learn the intra-dependencies of series and adapt well to time series. However, these models detect each time series in isolation and lose the correlations among multivariate series, which results in lower performance of an entity. Moreover, these models require large and different data for training, which limits the application for large-scale series.

(2) Anomaly detection can also be implemented at the Entity-level than for each dimension. PCA(Shyu et al. 2003), RPCA(Paffenroth, Kay, and Servi 2018), MCD(Rousseeuw and Diessen 1999) learn Inter-dependency patterns of multivariate series and detect anomalies based on changes in correlations, which requires less training data. But these models only represent the linear correlations. DEC(Xie, Girshick, and Farhadi 2016), DR+K-means(Yang et al. 2017), DAGMM reduce the dimension of multivariate series by DNN or AE, which solves the problem of representations of non-linear correlation. RSRAE(Lai, Zou, and Lerman 2019) combines AE and RSR to learn non-linear correlation, which also exhibits robustness to abnormal points in the training data. However, none of the above models is suitable for time series. MSCRED(Zhang et al. 2019) detected anomalies by calculating the differences between the reconstructed and the original correlation matrix. However, MSCRED only measures the correlation matrix and loses the intra-dependencies of the series itself. Moreover, the correlation matrix is obtained by a simple inner-product of two time series, which is impossible to find the deep higher-order correlation. Omni(Su et al. 2019) introduces VAE to mine the inter-dependencies and combines GRU to represent intra-dependencies of series, which achieves robust results. However, single-layer GRU is difficult to capture the various temporal patterns of N-dimensional series when N is large. Omni also lose dynamic correlation and requires large training data, which also limits the application in large-scale MTS.

Compared with the above approaches, GenAD can not only obtain dynamic, non-linear and deep higher-order correlations, but also represent various temporal patterns of time series. More importantly, GenAD proposes a pre-training algorithm on large-scale MTS, which can be easily transferred to a specific entity with only a small amount of training data.

**Conclusion**

In this paper, we propose a general pre-training algorithm on large-scale WBSes in China Mobile, which can be easily transferred to a specific AD task with only a small amount of training data. We also adopt **Multi-Correlation Attention** to represent the complex correlations among the MTS and employ **Time-Series Attention** to represent the various tem-
poral patterns of each time series. Through extensive experiments, GenAD increases F1-score by total 9% on real-world datasets in China Mobile, while the performance does not significantly degrade on public datasets with only 10% of the training data. We have applied GenAD in monitoring largescale WBS behaviors in China Mobile, which has improved operation efficiency by 30%-40%.
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