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Abstract

Positive semi-definite matrices commonly occur as normal matrices of least squares problems in statistics or as kernel matrices in machine learning and approximation theory. They are typically large and dense. Thus algorithms to solve systems with such a matrix can be very costly. A core idea to reduce computational complexity is to approximate the matrix by one with a low rank. The optimal and well understood choice is based on the eigenvalue decomposition of the matrix. Unfortunately, this is computationally very expensive.

Cheaper methods are based on Gaussian elimination but they require pivoting. We will show how invariant matrix theory provides explicit error formulas for an averaged error based on volume sampling. The formula leads to ratios of elementary symmetric polynomials on the eigenvalues. We discuss some new an old bounds and include several examples where an expected error norm can be computed exactly.

1 Introduction

The eigenvalue decomposition of a real symmetric semi-positive definite matrix $M \in \mathbb{R}^{n \times n}$ of rank $r$ is

$$M = Q \Lambda Q^T$$

(1)

where the factor $Q \in \mathbb{R}^{n \times r}$ has $r$ orthonormal columns and $\Lambda \in \mathbb{R}^{r \times r}$ is a diagonal matrix with elements $\lambda_1 \geq \cdots \geq \lambda_r > 0$. Such matrices are common in applications in machine learning and information retrieval among others [4]. The normal matrix $M = X^T X$ which occurs in least squares problems is one instance.
Often \( M \) is very large, dense and unstructured. If the rank \( r \) is small, however, the eigenvalue decomposition shows that it is possible to represent \( M \) using the \( nr + r \) matrix elements of the matrices \( Q \) and \( \Lambda \). If many of the eigenvalues \( \lambda_i \geq 0 \) are close to zero one may set these values to zero. So given a matrix \( M \) one then might compute the eigenvalue decomposition, remove small eigenvalues and their corresponding eigenvectors from the factors \( \Lambda \) and \( Q \) to get a good approximation \( M_k \) which is represented by \( nk + k \) real numbers. In fact, the Eckart-Young-Mirsky theorem states that the approximation \( M_k \) is optimal. Such an approximation leads to improved computational performance when used in algorithms requiring matrix vector products, leads to higher stability and is useful in data analysis (see principle component analysis). However, the computational cost of the eigenvalue decomposition is typically of order \( O(n^3) \) requiring the storage of \( n^2 \) numbers. Thus for large \( n \), this approach is often not feasible in practice.

Thus there is a need to have a faster algorithm which obtains close to optimal approximation of \( M \). Here we consider a popular example of such an algorithm which is often referred to CUR or pseudo-skeleton approximation. This algorithm selects \( k \) columns (or rows) of the symmetric matrix \( M \) and uses them to approximate \( M \). More specifically one may represent \( M \) by the equation

\[
M = P^T \begin{bmatrix} A & B^T \\ B & C \end{bmatrix} P^T \tag{2}
\]

where \( P \) permutes the columns such that the selected ones are moved to the top and \( A \in \mathbb{R}^{k,k} \). The CUR approximation then is of the form

\[
\hat{M}_k = P^T \begin{bmatrix} A & B^T \\ B & BA^{-1}B^T \end{bmatrix} P. \tag{3}
\]

One can show that this approximation is of rank \( k \) and in the following sections we will investigate the error of this approximation. For the CUR approximation \( \hat{M}_k \) to be defined, \( A \) needs to be invertible. One approach is to select the \( k \) columns for which the determinant of \( A \) is maximal. If the matrix \( M \) has a rank \( r \geq k \) this choice would guarantee that \( A \) is invertible. Here we consider an approach which selects the \( k \) columns at random with probability proportional to the determinant of \( A \). This choice has been termed volume sampling. In this case the probability of selecting \( k \) columns which lead to a non-invertible \( A \) is zero. For this method one can get an exact expression for the expectation of a suitable norm of the error. This is similar to the optimal case. In contrast to the optimal case, however, the determination of the error is computationally often not feasible even if all the eigenvalues are known. Here we will study this further and present upper bounds for these expected errors.
One suitable norm for the error analysis is the nuclear norm (also called trace norm or Schatten 1 norm). The nuclear norm of $M$ is the sum of its singular values. In the case of semi-definite symmetric matrices $M$ the singular values are equal to the eigenvalues and one has
\[ \|M\|_* = \sum_{i=1}^{n} \lambda_i \] (4)
where $\|M\|_*$ denotes the nuclear norm. As we will always assume that the eigenvalues are numbered in decreasing order ($\lambda_{i+1} \leq \lambda_i$), the nuclear norm of the error of the optimal approximation is
\[ \|M_k - M\|_* = \sum_{i=k+1}^{n} \lambda_i . \] (5)

In Section 2 the volume sampling CUR approach is discussed and a formula for the expected error in terms of matrix invariants is established. The errors as functions of the eigenvalues are further discussed in Section 3 and two special types of matrices are considered in more depth.

2 Rank k approximation and expected error in terms of matrix invariants

In order to establish the framework for volume sampling we introduce the sample space to be the symmetric group $\Omega = S_n$. Then any sample $\omega \in S_n$ is a permutation of a set with $n$ elements. The symmetric group is the structure of the set of permutation matrices of arrays with $n$ elements and we will denote the permutation matrix defined by some $\omega \in \Omega$ as $P_\omega$. The function mapping $\omega$ to the set of matrices defined by $M(\omega) = P_\omega M P_\omega^T$ is then a matrix valued random variable. We will denote the blocks defined in equation (2) of $M(\omega)$ by $A(\omega)$, $B(\omega)$ and $C(\omega)$ and for simplicity denote the corresponding variables by $M$, $A$, $B$, and $C$. Finally, we define the probability of some $\omega \in \Omega$ to be
\[ p_k(\omega) := \frac{\det A(\omega)}{\sum_{\xi \in \Omega} \det A(\xi)}. \] (6)

With this framework we can now define the expected error of the CUR approximation to be
\[ \mathcal{E} \left( \|\tilde{M}_k - M\|_* \right) := \sum_{p_k(\omega) \neq 0} p_k(\omega) \|C(\omega) - B(\omega) A(\omega)^{-1} B(\omega)^T\|_* \] (7)
i.e. the expectation is a sum over permutations \( \omega \) with nonzero probability.

The determinant \( \det A(\gamma) \) is a \( k \)-th order principle minor of the unpermuted matrix \( M \). On can see that each principle minor of \( M \) occurs \( k!(n-k)! \) times when cycling through all the elements of \( \gamma \in \Omega \). Let \( c_j(M) \) denote the sum all \( j \)-th principle minors of \( M \) in the following theorem.

**Theorem 1** (expected error of volume sampling CUR).

\[
E \left( \| \hat{M}_k - M \|_* \right) = (k + 1) \frac{c_{k+1}(M)}{c_k(M)}
\]

In the proof we will use the lemma:

**Lemma 2.** If \( \begin{bmatrix} A & b \\ b^T & \gamma \end{bmatrix} \) is positive semidefinite and \( \det A = 0 \) then

\[
\det \begin{bmatrix} A & b \\ b^T & \gamma \end{bmatrix} = 0.
\]

**Proof:** As \( \det A = 0 \) there exists an \( x \neq 0 \) such that \( Ax = 0 \). From the semi positive-definiteness one then gets for all \( \eta \in \mathbb{R} \)

\[
\begin{bmatrix} x^T & \eta \end{bmatrix} \begin{bmatrix} A & b \\ b^T & \gamma \end{bmatrix} \begin{bmatrix} x \\ \eta \end{bmatrix} = 2\eta x^T b + \eta^2 \gamma \geq 0
\]

and thus \( b^T x = 0 \). Thus \( \begin{bmatrix} x \\ 0 \end{bmatrix} \) is in the null space of \( \begin{bmatrix} A & b \\ b^T & \gamma \end{bmatrix} \). ♠

**Proof of Theorem 1** As each minor occurs \( k!(n-k)! \) times in the sequence \( A(\Omega) \) one has

\[
\sum_{\omega \in \Omega} \det A(\omega) = k!(n-k)!c_k(M)
\]

and consequently \( p_k(\omega) = \frac{\det A(\omega)}{k!(n-k)!c_k(M)} \). As \( C - BA^{-1}B^T \) is positive semidefinite one gets

\[
\|BA^{-1}B^T - C\|_* = \text{trace} \left( C - BA^{-1}B^T \right) = \sum_{i=1}^{n-k} c_{i,i} - b_i^{T} A^{-1} b_i = \sum_{i=1}^{n-k} \frac{\det \begin{bmatrix} A & b_i \\ b_i^T & c_{i,i} \end{bmatrix}}{\det A}
\]

where \( b_i^T \) is the \( i \)-th row of \( B \). Multiplying both sides with \( \det A \) then summing over all permutations and applying Lemma 2 gives

\[
\sum_{p(\omega) \neq 0} (\det A(\omega)) \| B(\omega) A(\omega)^{-1} B(\omega)^T - C(\omega) \|_* = \sum_{\omega \in \Omega} \sum_{i=1}^{n-k} \det \begin{bmatrix} A & b_i \\ b_i^T & c_{i,i} \end{bmatrix}
\]
interchanging the order of the double sum gives \((k + 1)!/(n - k)!c_{k+1}(M)\) and inserting \(p_k(A) = (\det A)/(k!(n-k)!c_k(M))\) from above completes the proof.

\[\text{Proposition 3}\]

3 The case of diagonal matrices or error and stability bounds in terms of the eigenvalues

The matrix invariants \(c_k(M)\) show up as coefficients of the characteristic polynomial (up to signs). Thus they are also invariant under orthogonal similarity transforms and thus

\[c_k(M) = c_k(\Lambda) = e_k(\lambda_1, \ldots, \lambda_n)\]

where \(e_k\) are the elementary symmetric polynomials. The evaluation of elementary symmetric polynomials is computationally very demanding in general. We will thus focus on upper bounds. A simple bound is given in Proposition 3. This bound is tight and gives a good indication of what the error is for spectra which are rapidly decreasing. For spectra like \(\lambda_i = 1/i^2\), however, this bound is highly overestimating the error. In this section we will discuss ways to get better bounds for these cases. First we demonstrate the performance of these methods with a computational experiment. Let \(\lambda_i = 1/i^2\) for \(i = 1, \ldots, n\). We then define a piecewise constant array \(\mu\) by

\[\mu_i = 1/i^4, \quad \text{where } i = 2^l + j, \ j = 1, \ldots, 2^l - 1 \quad \text{and} \quad l = 0, \ldots, l_{\text{max}} - 1.\]
One can show that \( \mu_i \geq \lambda_i \) for \( i = 1, \ldots, n \). From the monotonicity (Lemma 8) one sees that
\[
\frac{e_{k+1}(\lambda)}{e_k(\lambda)} \leq \frac{e_{k+1}(\mu)}{e_k(\mu)}.
\]
This is illustrated computationally in Figure 1 where the simple bound from Proposition 3 is also displayed to demonstrate the superiority of the new bound. While not as simple as the simple bound, the bound we give here is substantially more accurate and useful for error bounds. In contrast to the values for \( \lambda \) the upper bound can be computed even for very large \( n \) and medium sized \( k \) as explained below.

An upper bound for \( \frac{e_{k+1}}{e_k} \) which does not require any properties of the eigenvalues is obtained from Proposition 3 (simple bound). Let \( n, k \in \mathbb{N} \), \( n > k \) and \( \lambda_i \geq 0 \) for all \( i = 1, \ldots, n \). Then
\[
e_{k+1}(\lambda_1, \ldots, \lambda_n) \leq e_k(\lambda_1, \ldots, \lambda_n) e_1(\lambda_{k+1}, \ldots, \lambda_n).
\]

**Proof:** The proof is by induction where the main step is (the second line uses the induction assumption)
\[
e_{k+1}(\lambda_1, \ldots, \lambda_{n+1}) = e_k(\lambda_1, \ldots, \lambda_n) \lambda_{n+1} + e_{k+1}(\lambda_1, \ldots, \lambda_n)
\leq e_k(\lambda_1, \ldots, \lambda_n) \lambda_{n+1} + e_k(\lambda_1, \ldots, \lambda_n) e_1(\lambda_{k+1}, \ldots, \lambda_n)
= e_k(\lambda_1, \ldots, \lambda_n) e_1(\lambda_{k+1}, \ldots, \lambda_{n+1}).
\]

Thus \( \frac{e_{k+1}}{e_k} \) is bounded by the optimal error and by Theorem 1 the CUR error is bounded by \( k + 1 \) times the optimal error.

In the case where \( \lambda_i = q^i \) for some \( q \in (0, 1) \) one can compute the elementary symmetric polynomials explicitly as

**Proposition 4** (power eigenvalues).
\[
e_k(1, q, \ldots, q^{n-1}) = q^{k(k-1)/2} \prod_{i=1}^{k} \frac{1 - q^{n-i+1}}{1 - q^i}, \quad \text{for all } k, n \in \mathbb{N}. \quad (9)
\]

**Proof:** Let \( e_{k,n} := e_k(1, q, \ldots, q^{n-1}) \). We then use induction over \( n \) to show that equation (9) holds for all \( k \).

First, for \( n = 1 \) one has \( e_{0,1} = e_{1,1} = 1 \) and \( e_{k,1} = 0 \) by definition of \( e_k \). Thus the claimed result holds for \( n = 1 \).

We now have to show that if equation (9) holds for some \( n \) and all \( k \) it also holds when \( n \) is replaced by \( n + 1 \). For this we use the following recursion
for the symmetric elementary polynomials:

\[ e_{k,n+1} = q^n e_{k-1,n} + e_{k,n}. \]

Then one verifies that the claimed equation (9) is equivalent to

\[ e_{k,n} = \prod_{i=1}^{k} \frac{q^{i-1} - q^n}{1 - q^i}. \]

It follows that

\[ e_{k,n} = \frac{q^{k-1} - q^n}{1 - q^k} e_{k-1,n}. \]

One then gets

\[ e_{k,n+1} = q^n e_{k-1,n} + e_{k,n} = \left( q^n + \frac{q^{k-1} - q^n}{1 - q^k} \right) e_{k-1,n} \]
\[ = \frac{q^{k-1}(1 - q^{n+1})}{1 - q^k} e_{k-1,n} = \frac{1 - q^{n+1}}{1 - q^k} \prod_{i=1}^{k-1} \frac{q^i - q^{n+1}}{1 - q^i} \]
\[ = \prod_{i=1}^{k} \frac{q^{i-1} - q^{n+1}}{1 - q^i}. \]

The ratio \( e_{k+1}/e_k = \frac{q^k - q^n}{1 - q^n} \) obtained from this result then leads to the expected error

\[ (k+1) \frac{e_{k+1}}{e_k} = \frac{k+1}{1 + q + \cdots + q^k} (q^k + \cdots + q^n). \]

One sees that the CUR method is competitive for small \( q \) but not for \( q \approx 1 \).

We now derive some results which are useful in the derivation and computation of error bounds. First we pad the eigenvalue vectors with zeros so that \( \lambda \in \ell_0 \), the set of series which are nonzero for finitely many indices.

For any \( k \) we define the head of \( \lambda \) to be \( \lambda^h = (\lambda_1, \ldots, \lambda_k, 0, \ldots) \) and the tail \( \lambda^t = (\lambda_{k+1}, \ldots, \lambda_n, 0, \ldots) \). We introduce a concatenation of two spectra \( \lambda \) and \( \mu \) denoted by \([\lambda, \mu]\) where

\[ [\lambda, \mu] = (\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m, 0, \ldots) \]

which potentially is reordered for size but in the cases considered here we have \( \mu_1 \leq \lambda_n \). Thus \( \lambda = [\lambda^h, \lambda^t] \). The decrease of the tail is modelled by the sequence \( \rho \) with

\[ \rho_i = \lambda^t/\lambda_{k+1}. \]
We then introduce a function \( f : \mathbb{R}_0^\infty \to \mathbb{R}^{k+2} \) with components
\[
f_i(\lambda) = e_i(\lambda).
\]
We now introduce the \textit{convolution} of two elements of \( \mathbb{R}_0^m \) by
\[
(u * v)_i = \sum_{i+j=k} u_i v_j.
\]
As the \( e_i \) are coefficients of a characteristic polynomial one has

**Lemma 5** (convolution theorem).
\[
f([\lambda, \mu]) = f(\lambda) * f(\mu).
\]

The next lemma is a consequence of the fact that \( f_i \) is a homogeneous \( i - 1 \)st degree polynomial.

**Lemma 6** (scaling lemma). \textit{The \( i \)-th component} \( f_i \) \textit{of} \( f \) \textit{satisfies}
\[
f_i(s\lambda) = s^{i-1}f_i(\lambda).
\]

One then has

**Proposition 7.** \textit{Let} \( u^h = f(\lambda^h) \) \textit{and} \( w = f(\rho) \). \textit{Then}
\[
\frac{e_{k+1}(\lambda)}{e_k(\lambda)} = \gamma \lambda_{k+1},
\]
where
\[
\gamma = \frac{\sum_{i=0}^{k} \lambda_{k+1}^{k-i} w_{k+1-i} u_i^h}{\sum_{i=0}^{k} \lambda_{k+1}^{k-i} w_{k+1-i} u_i^h}.
\]

**Proof:** By the convolution theorem and the definition of \( \rho \) one has
\[
u = u^t * u^h
\]
where \( u = f(\lambda) \) and \( u^t = f(\lambda^t) = f(\lambda_{k+1}^t \rho) \).

Using the scaling lemma and \( u^h_{k+1} = 0 \) one then gets
\[
\frac{u_{k+1}}{u_k} = \lambda_{k+1} \frac{\sum_{i=0}^{k} \lambda_{k+1}^{k-i} w_{k+1-i} u_i^h}{\sum_{i=0}^{k} \lambda_{k+1}^{k-i} w_{k+1-i} u_i^h}.
\]

\( \spadesuit \)

We will now show results used to obtain bounds for the case of slowly decreasing \( \rho_i \). In these cases one observes that the sequence \( w_i / w_{i+1} \) first increases before it decreases. The main tool to obtain bounds is the monotonicity in of the ratios \( e_{k+1}(\lambda)/e_k(\lambda) \) in \( \lambda \).
Lemma 8 (monotonicity). Let $0 < \lambda \leq \mu$ component wise then
\[
\frac{e_{k+1}(\lambda)}{e_k(\lambda)} \leq \frac{e_{k+1}(\mu)}{e_k(\mu)}.
\]

This lemma can be proven directly but is also a consequence of a result by Marcus and Lopes [5]:
\[
\frac{e_{k+1}(\lambda + \mu)}{e_k(\lambda + \mu)} \geq \frac{e_{k+1}(\lambda)}{e_k(\lambda)} + \frac{e_{k+1}(\mu)}{e_k(\mu)}.
\]
This holds for $\mu$ and $\lambda$ being nonnegative.

A direct application of the convolution theorem gives the representation

**Proposition 9.**
\[
f(\lambda) = u^{l_{\max}} \ast \cdots \ast u^0
\]
where $u^j = f(q^j \epsilon_{2^j})$ has the components
\[
u^j = q^j \binom{2^k}{j-1}, \quad j = 1, \ldots, 2^l.
\]

This proposition is used to show that the ratio $e_{k+1}/e_k$ is computationally feasible for the piecewise spectrum $\mu$ used in Figure [1]. The complexity of computing the $l_{\max}$ convolutions of size $k+1$ is of order $O(l_{\max} (k+1)^2)$. Using this formula is typically much faster than using the standard recursions which results in a total complexity of $O(n(k+1))$ for very large $n$. One observes that often only a small number of components of the $u^j$ are substantially different from zero so that the complexity can be further reduced.

4 Conclusion

While the CUR method combined with volume sampling admits an explicit and exact formula for the expected approximation error of the computed rank $k$ approximation there is little known about the performance of the method for slowly decreasing eigenvalues. This paper provides new error bounds for the CUR method with volume sampling which shows that this approach is competitive with the optimal approach for slowly decreasing eigenvalues even for large approximation ranks.

reviews the basic theory and provides a framework and some simple examples which provide some insights on how the CUR method performs well in particular for these cases of slowly decreasing eigenvalues. Future work may consider the effect of the initial eigenvalues and the rate of decrease of the tail of the spectrum in more detail using the convolution formula provided here.
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