Comparison between genetic algorithm with Differential Evolution in study scheduling
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Abstract. This paper proposed to discuss the complexity of scheduling by comparing two optimization methods between genetic algorithms with differential Evolution. Genetic Algorithms can solve the simplest to complex problems as well. Therefore, the Genetic algorithm is precisely applied to the scheduling of subjects. Then another appropriate optimization method for completing optimization is the Differential Evolution (DE) algorithm. DE algorithm is a fast and effective search algorithm in solving numerical and finding optimal global solutions. The steps of the two algorithms are initialization, participation, mutation, crossover, and selection. The scheduling system produces non-optimal schedules for teacher conflicts and empty slot schedules. After the genetic algorithm and differential evolution are applied, an analysis of the results of the subject scheduling is then performed by comparing the fitness values and the execution speed of the two algorithms. the genetic algorithm found only 2 perfect schedules out of 10 experiments, whereas in the implementation of differential algorithms, there are 7 perfect schedules out of 10 experiments. Thus, it can be concluded that by determining the value of the producing parameters 5, generation 50, mutation 0.6, and crossover 0.2, the differential evolution produces better output or conformity values using genetics.

1. Introduction
Scheduling in an educational institution is a routine work carried out at every beginning of the new school academic year, Whether in school or college [1–4]. In a school institution, arranging a course schedule is a routine job done by the curriculum section of every coming new school academic year.

According to the English great dictionary, Schedule is a division of time-based on the plan of work arrangement, list, table of activities, or plan activities with a detailed implementation time distribution. The scheduling is the process, way, scheduling activities, or enter a schedule [5]. Scheduling is defined as the process of allocating resources to select a set of tasks within a certain period [6]. In detail, it can be explained that scheduling is a function of decision making, determining the most appropriate schedule, or is a theory containing a set of principles, model, techniques in decision making [7]. Scheduling issues often occur in time clashes, and in the process that takes a long time to Among the right ways to solve problems in scheduling are using optimization methods [8]. The optimization method will be able to provide good results. The method of optimization requires a good strategy in deciding to obtain optimum results [4,9].

Of the many optimization methods that can solve various problems optimization is the algorithm of genetics. The genetic algorithm can solve the simplest and most complex problems though. Therefore,
the genetic algorithm can be applied to the scheduling of subjects. The genetic algorithm is a search algorithm based on natural selection mechanisms and natural genetics [9–13]. Genetic algorithms have proved their efficiency in resolving Non-Polynomial problems [6].

Another algorithm included in the optimization algorithm is the Differential Evolution algorithm (DE). Algorithm DE is a search algorithm that has the capability of being the optimum global optimization method effective. Algorithm DE is a fast and effective search algorithm to solve numerical problems and find the optimum global solution [4,14–19]. Because the two methods of the above optimization algorithm can be effective to compile the scheduling, then research into the performance efficiency comparison of both algorithms against a system of subjects’ schedule.

2. Research method
Research activities depicted in Figure 1, Starting from data collection, data initialization, Understand the business process of making schedules, and Implementing it in Genetic and Differential evaluation methods, the latter test and compare both algorithms used.

![Figure 1. Research activity.](image)

2.1. Genetic algorithm
The Genetic algorithm performs optimal solution search, the search process is conducted among several optimal point alternative based on probabilistic function. The initial population is randomly generated while the next population of the evaluation results and the best chromosomal selection. The process of scheduling using a genetic algorithm consists of several processes that must be undertaken namely defining individuals, fitness value, early population generation, Conducting the selection and the cross-marriage process, and mutation of genes to be used [14].

The genetic algorithm in the first stage will generate the initial population, the next step calculates the value of the evaluation function resulting from population generation. If the value of the evaluation function matches the criteria, the process is complete. If not, a selection, mutation, and crossover process are carried out to find a value that meets the criteria.

2.2. Differential evolution algorithm
This algorithm uses several population size parameters (NP), mutation (F) operators, Crossover operators (CR), and iteration count (generation). These parameters are specified to be initialized. Then, the process of mutation, crossover, and selection. The calculation process occurs continuously until the number of iterations is determined. When the process is complete, the last schedule is a schedule that has a fitness value greater than every iteration made [15,19].

The Differential Evolution algorithm is the first to include the parameter data value, then generate the population, then process mutation, crossover, selection. When the value meets the criteria, the process is completed. Otherwise, it will re-enter the mutation, crossover, and selection process until it finds a value that meets the criteria.

3. Results and discussion
In this section, it is explained the results of research and at the same time is given the comprehensive discussion about Scheduling using genetic algorithms and differential evolution.
3.1. Implementation of genetic algorithm

The Implementation of the genetic algorithm begins with defining individual, fitness value, initial population generation, conducting selection and the cross-moving process and mutation of genes to be used.

3.1.1. Data initialization and determining the beginning population. The process of encoding input data on schedule is a unification of scheduling aspects itself or generations (teachers, space, time, and subjects) specified by the Admin user, early population generation is then done by initializing the possible solution into several chromosomes. The length of one chromosome is determined based on the problems examined.

The solution to be produced is to determine the time and space for teaching and learning activities. The length of the chromosome is based on the number of genes stating the number of classes is 9 classes.

3.1.2. Selection. The formation of individual structures in a new population is done using the Roulette-wheel selection method. As the name suggests, this method impersonates the game Roulette-wheel where each chromosome occupies a circular piece on the Roulette-wheel proportionally according to the value of the suit and obtained the best fitness value of each calculation test shown in the following table.

| Number of Test | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------------|---|---|---|---|---|---|---|---|---|----|
| The best fitness value | 1 | 1 | 0.25 | 0.5 | 1 | 0.25 | 0.33 | 0.2 | 0.125 | 0.25 |
| Gen           | 26 | 47 | 40 | 27 | 32 | 44 | 46 | 50 | 26 | 47 |

3.1.3. Crossover. Crossover is used as the individual cutting method randomly and is the merging of the first part of an individual parent 1 with the second part of an individual parent 2. Crossover can be performed only if a random number is raised for an individual less than the probability of a crossover (Pc) specified. Here are illustrations of the crossover algorithm genetic mechanisms:

| Individual Crossover Results |
|-----------------------------|
| M4 | A1c | N5 | H6 | L18 | P9 |
| B1b | K3 | J3 | M4 | B1b | M4 |
| O6 | L18 | J3 | C11 | O6 | K3 |
| K3 | M4 | L18 | H6 | M4 | J3 |
| L18 | L18 | O6 | E1b | C11 | H6 |

3.1.4. Mutation. The mechanism of mutation is to replace one or several genes from a chromosome into another gene that is randomly arranged. The mutation process will be possible when the mutation value qualifies as a mutation rate. The assumed mutation rate of 0.6. If the individual multiplier results are less than or equal to 0.6. Then the individual fulfills the requirements for mutation. If a chromosome qualifies, the next step is to randomize the location of the gene series. Compared to the result of the multiplier is the 2nd sequence, then the mutation treat is done for the gene with the 2nd column number. The gene sequence that is mutated will be removed and replaced with a new gene sequence.

3.2. Implementation of differential evolution algorithm

3.2.1. Population initializes. The first step in determining the initialization is determining parameters NP = 5, F = 0.6, Cr=0.2, JI=50, and then those parameters will be used in calculations. Once the
parameter is specified, determines the initial population perform the calculation, on this algorithm population size states the number of individuals. The individual in case of scheduling is a single piece of entity full of a schedule in a one-week cycle schedule, in each individual, there is a component that compiles an individual. The component itself consists of teacher data, subject data, spatial data, time data, and day data. Then selected a random schedule consisting of 5 individual pieces based on population size, of which there are 5 schedules of lessons searched randomly. For the generation of early population values are searched randomly as follows:

\[
\text{threshold} + \text{random numbers} \times (\text{Upper limit} – \text{threshold}) \\
\text{where: threshold} = 0 \text{ and Upper Limit} = 24
\]

The calculation is done by calculating each variable from Monday to Saturday so that the chromosome with the best fitness value is produced among the other chromosomes.

3.2.2. Mutation. The mutation process is the first step of the chromosome evolved, in this process is the difference in the value of the values or the difference between two random vectors (random vector r1 and random vector r2). Then both vectors are multiplied by the mutation operation (F) which is the value of input parameters. To perform a mutation calculation that will generate a mutant population that is looking for 3 random individuals who are not equal and are not equal to the selected individual. In this process is calculated by the formula:

\[
Y = \text{random vector r0} + F \times (\text{random vector r1} – \text{random vector r2}).
\]

3.2.3. Crossover. After the mutant population is established, the Next process is the establishment of a trial population. Each individual gene trial comes from a selected individual gene or a mutant population gene. To select a gene from a selected population of a mutant or individual gene, use a random number between 0 and 1 as well as a crossover operator of 0.2. If the selected random number is worth less than 0.2 then the gene value for the trial population is derived from the mutant population gene. However, if the random number value is more than 0.2 then the gene value for the trial population comes from the selected individual gene.

3.2.4. Selection. The selection process is performed between two vectors that are selected vector trials and individual vectors. If the trial vector has a fitness value greater than the selected individual vector, then the trial vector will replace the selected individual vector position in the population in the next generation. If otherwise, the selected individual vector will remain in position in the population.

3.3. Test performance of genetics and differential evolution algorithm.

Testing the performance was done by experimenting 10 times the test, with parameter input user.

| No | Generation | Chromosome | Crossover Rate | Mutation Rate | Fitness | Time/ seconds | Results      |
|----|------------|------------|----------------|---------------|---------|---------------|--------------|
| 1  | 50         | 5          | 0.6            | 0.2           | 0.5     | 28,26         | Not successful |
| 2  | 50         | 5          | 0.6            | 0.2           | 0.25    | 28,02         | Not successful |
| 3  | 50         | 5          | 0.6            | 0.2           | 1       | 35,47         | Successful    |
| 4  | 50         | 5          | 0.6            | 0.2           | 1       | 25,29         | Successful    |
| 5  | 50         | 5          | 0.6            | 0.2           | 0.5     | 28,16         | Not successful |
| 6  | 50         | 5          | 0.6            | 0.2           | 0.2     | 33,31         | Not successful |
| 7  | 50         | 5          | 0.6            | 0.2           | 0.5     | 31,40         | Not successful |
| 8  | 50         | 5          | 0.6            | 0.2           | 0.333   | 27,87         | Not successful |
| 9  | 50         | 5          | 0.6            | 0.2           | 0.25    | 26,42         | Not successful |
| 10 | 50         | 5          | 0.6            | 0.2           | 0.5     | 29,43         | Not successful |

Table 3. Test results of a genetic algorithm.
Table 4. Test results of a differential evolution algorithm.

| No | Generation | Chromosome | Crossover Rate | Mutation Rate | Fitness | Time/ seconds | Results     |
|----|------------|------------|----------------|--------------|---------|---------------|-------------|
| 1  | 50         | 5          | 0.6            | 0.2          | 0.5     | 67,42         | Not successful |
| 2  | 50         | 5          | 0.6            | 0.2          | 1       | 42,85         | Successful   |
| 3  | 50         | 5          | 0.6            | 0.2          | 1       | 64,32         | Successful   |
| 4  | 50         | 5          | 0.6            | 0.2          | 0.5     | 58,90         | Not successful |
| 5  | 50         | 5          | 0.6            | 0.2          | 1       | 65,00         | Successful   |
| 6  | 50         | 5          | 0.6            | 0.2          | 1       | 64,59         | Successful   |
| 7  | 50         | 5          | 0.6            | 0.2          | 0.5     | 60,09         | Not successful |
| 8  | 50         | 5          | 0.6            | 0.2          | 1       | 30,74         | Successful   |
| 9  | 50         | 5          | 0.6            | 0.2          | 0.25    | 26,42         | Not successful |
| 10 | 50         | 5          | 0.6            | 0.2          | 0.5     | 29,43         | Not successful |

Figure 2. Comparison of fitness values genetic algorithm with differential evolution.

4. Conclusion
In the implementation of the genetic algorithm only found 2 perfect schedules of 10 experiments, while in the implementation of the differential evolution algorithm, there are 7 perfect schedules of 10 experiments. Thus, it can be concluded that with the value of the population parameters 5, Generation 50, mutation 0.6, and crossover 0.2 then the differential evolution algorithm produces the output or fitness value better than the genetic algorithm.
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