Is Turbulence as Simple as Tossing a Coin?
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A large variety of problems in statistical physics use a Gaussian distribution as a starting point. For the problem of intermittency in fluid turbulence, the Gaussian approximation is not a useful beginning. We find that the Cramer’s rate function in the theory of large deviations as used in a simple coin toss is a promising starting point for giving an account of intermittency. In addition, it offers another view of Jarzynski equality.

PACS numbers: 47.27.Gs, 47.27.Jv

Large deviations play a significant role in many branches of non-equilibrium statistical physics. They are difficult to handle because their effects though small, are not amenable to perturbation theory. All the conventional perturbation theories in statistical physics are fashioned about a Gaussian distribution, which almost by definition, is the distribution with no large deviations. This can be seen in static critical phenomena, critical dynamics, dynamics of interfacial growth, statistics of polymer chain and myriad other problems. However, the Gaussian model fails to be a starting point while discussing intermittency in fluid turbulence. In the context of a coin toss experiment, Suppose we have a biased coin, such that the outcome “tail”, then the mean after \( N \) trials is:

\[
M_N = \frac{1}{N} \sum_{i=1}^{N} X_i
\]

As \( N \to \infty \), it is expected that \( M_N \to p \). The question is: For large \( N \), what is the probability that \( M_N \) differs from \( p \) by at least \( x \) (where \( x \) is any pre-assigned fraction less than unity)? The meaning of large deviation is that however large \( N \) may be this probability is nonzero and if the \( X_i \)’s are bounded, independent and identically distributed random variables, then Crammer’s theorem asserts that the tail of the probability distribution of \( X_i \) is given by:

\[
P(M_N > x) \approx e^{-N I(x)} \quad \text{for } x > p
\]

\[
P(M_N < x) \approx e^{-N I(x)} \quad \text{for } x < p
\]

To apply this result in different disciplines of statistical physics, we require \( P(M_N \approx x) \) and it is Varadhan’s theorem that ensures that the sequence \( M_N \) itself satisfies a large deviation principle i.e. \( P(M_N \approx x) \sim e^{-N I(x)} \).

For the coin toss under consideration, Chernoff’s formula gives the rate function \( I(x) \) as follows:

\[
I(x) = x \ln \frac{x}{p} + (1-x) \ln \frac{1-x}{1-p}
\]

and this is the central result that we will use.

Turning to turbulence, in 1941 Kolmogorov invoked the concept of Richardson’s cascade of eddies to propose a phenomenological model (K41) for three dimensional incompressible turbulence at high Reynolds number. Even today this is the cornerstone of our understanding of intermittency. Understanding turbulence is understanding the small scale behaviour of the velocity structure function \( S_q(l) \), where \( S_q(l) \equiv \langle |\Delta \vec{v}(\vec{l})| q \rangle \), with \( \Delta \vec{v} \equiv \vec{v}(\vec{r} + \vec{l}) - \vec{v}(\vec{r}) \) and ‘\( \vec{l} \)’ is a distance which is short compared to macroscopic length scales like the system size but is large compared to molecular scale where viscous dissipation takes place. The angular bracket denotes ensemble average (i.e. average over different values of ‘\( \vec{r} \)’). The observation is that \( S_q(l) \) has a scaling behaviour \( l^{\zeta_q} \) where \( l \) is in the range indicated (so called inertial range). Finding \( \zeta_q \) can be described as the holy grail of turbulence. K41 gives \( \zeta_q = q/3 \) — a result which is exact for \( q = 3 \) and very close to experimental findings for low value of \( q \). There is systematic departure from \( q/3 \) at relatively higher values of \( q \). This is the phenomenon of intermittency. Of particular interest is the case \( q = 6 \). Since \( |\Delta v|^3/l \) is a measure of the local energy transfer rate (same as energy input and energy dissipation rate in K41 and thus a constant), we expect \( \zeta_6 = 2 \). The deviation \( 2 - \zeta_6 \) is thus a very sensitive quantity and is often singled out for special treatment. The exponent \( \mu = 2 - \zeta_6 \) is formally
called the intermittency exponent and the experimental measurements agree on a value 0.2 for \( \mu \). It can be viewed as the co-dimension of dissipative structures.

The model of intermittency are usually constructed on a phenomenological basis by thinking of various ways of modifying the Richardson’s cascade picture. The \( \beta \)-model, the bifractal model and the multifractal model all belong to this class. The crucial hypothesis is that the daughter eddies produced from the mother eddies are not space filling and the active part of space is in general a multifractal. The velocity field has different scaling exponents on different fractal sets that form the multifractal structure. These scaling exponents can, in principle, yield \( \zeta_q \). This multifractality can also be defined and measured in terms of the fluctuations of the local dissipation rate rather than in terms of the fluctuations of the velocity increments \( \Delta v \). The key element, that is needed to define multifractality in terms of dissipation is the local space average of energy dissipation over a ball of radius \( l \) centered around a point at \( \overrightarrow{r} \): 

\[
\varepsilon_l(r) \equiv \frac{3\nu}{8\pi l^3} \int_{|\overrightarrow{r} - \overrightarrow{r}'| < l} d^3r' \sum_{i,j} [\partial_i v_i(r') + \partial_j v_j(r')]^2.
\]

If the dissipation is multifractal, \( \varepsilon_l \) follow a power law behaviour at small \( l \), i.e. \( \varepsilon_l^q \sim l^q \). Kolmogorov’s refined similarity hypothesis relates the statistical properties of fluctuation of velocity increment to those of the space averaged dissipation and yields: 

\[
\zeta_q = \frac{q}{3} + \frac{\eta_q}{3}.
\]

We now carry out the usual speculation that since the higher order velocity structure factors differ most strongly from K41, then the probability distribution for the velocity increments must differ most strongly from that appropriate to K41 in the tail of the distribution. The tail of a distribution involves rare events and this is how the theory of large deviations enters the picture. Following Landau’s observation on K41 [21], Kolmogorov [4] and Obukhov [5] introduced fluctuations in the dissipation rate. Careful experiments revealed the existence of these fluctuations. The fluctuations, however, occur rarely and these are the rare events of turbulence. This allows us to establish a quantitative bridge between turbulence and theory of large deviations.

More than a decade ago, Stolovitzky and Sreenivasan [15], in somewhat different approach tried to validate refined similarity hypothesis by viewing turbulence as a general stochastic process (fractional Brownian motion to be precise). While this was a very significant achievement, there was a shortcoming in that the theory ruled out the existence of correlation for the coin-toss with a biased coin and accordingly, we can hypothesize that 

\[
P(Z_T) \propto e^{-N(\Xi)}
\]

Here, \( N \) is number of random variables. This simple model yields value of \( \mu \approx 0.16 \) which is quite close to the presently accepted value. Also, a \( \zeta_q \) vs \( q \) plot has been obtained that is not only convex but also follows She-Leveque scaling [16] faithfully enough for a model as simple as this. Please refer to figure-1. In what follows we describe how these results are arrived at.

The one dimensional velocity derivative can be use to express the global average of the full energy dissipation if local isotropy exists [21] [22]. The velocity increment is given by

\[
\Delta v(l) = \int_r^{r+l} \frac{dv}{dr} dr
\]

and ergo, the energy dissipation rate is

\[
\varepsilon(l) = \frac{15\nu}{r} \int_r^{r+l} \left( \frac{dv}{dr} \right)^2 dr
\]

If we define \( D_i \equiv \frac{dv}{dr} \), \( \eta = \frac{15\nu}{\xi} \left( \frac{\nu}{\eta} \right)^{1/3} \) is Kolmogorov velocity scale and \( K \) is the number of Kolmogorov scales over which one obtains smoothness, then equation (11) may be rewritten, upon discretization, as:

\[
\varepsilon_l - \varepsilon = \frac{1}{N} \sum_{i=1}^{N} Y_i
\]

Here, \( Y_i \equiv D_i^2 - \varepsilon \). In the letter, we have assumed the relation (12) to be the parallel of equation (11). Owing to the contraction principle, the rate function for \( \varepsilon_l - \varepsilon \) and \( Z(\varepsilon_l) \) are same. Thus, using equations (13), (14) and (15), we can write:

\[
\langle |\varepsilon_l - \varepsilon|^q \rangle = \frac{1}{2} \left[ \int_0^l \ln \left( \frac{x}{x-1} \right) q \left\{ \left( \frac{x}{x-1} \right)^x \left( \frac{1-x}{x-1} \right)^{1-x} \right\}^N dx \right. \\
\left. - \int_0^l \left\{ \left( \frac{x}{x-1} \right)^x \left( \frac{1-x}{x-1} \right)^{1-x} \right\}^N dx \right]
\]

We assume that to the leading order \( \langle |\varepsilon_l - \varepsilon|^q \rangle \sim l^{\tau_q} \). By trial and error, we fix the inertial range as \( N = 30 \) to 60 and calculate numerically \( \mu(= -\tau_2) = 0.16 \). Similarly,
we calculate $\zeta_q = q/3 + \tau_q/3$ for various $q$. Note that to obtain the numerical solution for the integrals in equation (9), we have dropped the diverging terms from the finite series that represent the integrands as they are suitably discretized for their evaluation by Simpson’s one-third rule.

Our model’s inherent bias for the value 0.26 for the parameter $p$ in order to closely mimic the realistic turbulent fluid’s scaling properties would seem so natural when it is compared with a particular successful multifractal cascade model based on a generalized two-scale Cantor set. In that model, as the eddies breakdown into two new ones, the flux of kinetic energy into the smaller scales is hypothesized to be dividing into non-equal fractions $p = 0.3$ (quite close to our value of $p = 0.26$) and $1-p = 0.7$. It could fit remarkably well the entire spectrum of generalized dimensions and (equivalently) the singularity spectrum (the so-called $f - \alpha$ curve) for the energy dissipation field in many a turbulent flow.

We finally note that the large deviation result that we have used lends insight into yet another frontier of non-equilibrium statistical mechanics — that of the various fluctuation theorems. We will focus on one of them: Jarzynski equality. Here one begins with a system in equilibrium and then switches on a time dependent force for a period of $\tau$. We consider the different microstates corresponding to an initial equilibrium state and consider the time evolution of each initial condition. The work done $w$ over the time $\tau$ is calculated along each path and then average $e^{-w}$ over the ensemble of all possible initial conditions. This average is denoted by $\langle e^{-w} \rangle$. This gets related to the exponential of the free energy difference $\Delta F$ between initial and final states leading to Jarzynski’s equality. Defining $w_D \equiv w - \Delta F$, the equality can also be cast in the form:

$$\langle e^{-w_D} \rangle = 1$$

where $w_D$ is the dissipative work along a ‘given’ path and the fact that average is unity implies that there are paths for which $w_D < 0$ — a case of transient violation of the second law of thermodynamics. These violations can be portrayed as the rare events, which are highlighted by Jarzynski equality.

To verify Jarzynski equality i.e., in equation (10), we consider a system under the application of an explicitly time dependent force that causes the system to evolve from an initial equilibrium state to a final state. If we repeat the same process $M$ times keeping initial and final microstate fixed, then owing to the inherent stochasticity of the system, every time we get a different dissipative work $w_D^j$ along a single phase space trajectory ($j$th trajectory) of the ‘ensemble of $M$ trajectories’. Let’s define a sample mean over the $M$ trajectories as $W_D = \frac{1}{M} \sum_{j=1}^{M} w_D^j$. Now, $W_D$ can always be expressed as $w_D + \frac{1}{M} \sum_{j=1}^{M} \delta^j$ where $\delta^j$ is the fluctuation around the dissipative work along $j$th trajectory. As $M$ is large, the summation over all fluctuations will be negligibly small in comparison to the other term. Therefore, by showing $\langle e^{-w_D} \rangle = 1$, we can basically conclude that $\langle e^{-w_D} \rangle = 1$; hence, Jarzynski equality stands verified. Please refer figure-2. So, how exactly we prove it?

Well, coming on the technique employed to verify Jarzynski equality, first of all we observe that $W_D$ is a random variable measured over the ensemble of all microscopic states. We define a variable $Z_j(W_D)$ as,

$$Z_j(W_D) = \frac{1}{2} [1 - \tanh(W_D + c)]$$

with an arbitrary $c > 0$. We define: $p = \frac{1}{2}(1 - \tanh c)$ and assume that $Z_j(W_D)$ corresponds to a coin toss experiment with a biased coin, where the probability of getting tails is $p$. We notice that the probability of $W_D$ being negative is the same as $Z_j$ having value between $p$ and 1 while $W_D$ being positive covers the range 0 to $p$. The probability of finding a value of $Z_j$ between 0 and 1 is then given by equation (2) with the rate function given by the equation (3). The biased coin ensures that the negative values of $W_D$ — which basically are the rare events — are suppressed, as it should be. We note from the definition of $Z_j$ that $e^{-w_D} = e^{c \sqrt{\frac{Z_j}{1-Z_j}}}$ and hence
FIG. 2: Verification of Jarzynski equality. The solid, dotted, dashed and dot-dashed lines are respectively for $p = 0.15, 0.25, 0.35$ and 0.45. The curves in the figure are obtained by numerically integrating equation (12).

For different values of $p < 1/2$, we numerically evaluate the above integral for $N$ number of realizations to reach the conclusions discussed earlier in the letter.

In the closing, one would appreciate the simplicity of biased coin-toss experiments and its reasonably astonishing success in predicting $\mu$ renders the need for more complicated models redundant. We believe just by being able to find a more appropriate function $Z_T$, we can make big leaps in the rather complex theory of turbulence. Moreover, by showcasing that Jarzynski equality can be verified within the similar framework, we inject confidence into our contention that the simple coin toss is the “Gaussian model” of problems where rare events play significant role.
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\[ \langle e^{-W_D} \rangle = e^c \int_0^1 \frac{x}{1-x} \left( \frac{\mu}{x} \right)^N \left( \frac{1-x}{1-x} \right)^{N(1-x)} \, dx \]
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