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Abstract—As mobile robot capabilities improve and deployment times increase, tools to analyze the growing volume of data are becoming necessary. Current state-of-the-art logging, playback, and exploration systems are insufficient for practitioners seeking to discover systemic points of failure in robotic systems. This paper presents a suite of algorithms for similarity-based queries of robotic perception data and implements a system for storing 2D LiDAR data from many deployments cheaply and evaluating top-k queries for complete or partial scans efficiently. We generate compressed representations of laser scans via a convolutional variational autoencoder and store them in a database, where a light-weight dense network for distance function approximation is run at query time. Our query evaluator leverages the local continuity of the embedding space to generate evaluation orders that, in expectation, dominate full linear scans of the database. The accuracy, robustness, scalability, and efficiency of our system is tested on real-world data gathered from dozens of deployments and synthetic data generated by corrupting real data. We find our system accurately and efficiently identifies similar scans across a number of episodes where the robot encountered the same location, or similar indoor structures or objects.

I. INTRODUCTION

Modern robots are capable of extended deployments [3], during which they may gather large amounts of data. Often, this data is either thrown out after becoming obsolete with respect to the current task, or is stored in log files [27]. This data is crucial for discovering systemic failures in robot behavior, but current log technology is not conducive to such discoveries. Logs must be played back in (roughly) real-time, making analyzing weeks or months worth of deployment data infeasible. Furthermore, it may be easy for a human to tell qualitatively what is causing failures, but difficult to write precise definitions which flag the correct data. For instance, by playing a single log, a practitioner might see a robot getting lost at a particular hallway intersection when a human obstructs a salient feature. However, writing a script to process all previous data and check for this scenario is challenging if not impossible. Currently, the only way for a practitioner to check if such a failure is systemic is to watch every log file, or to write such a script.

Ideally, raw sensor data from a robot, with or without meta data, could be compressed and stored in a database such that fast, accurate, similarity-based queries could be used to explore log data for events indicative of systemic failures. This task can be broken down into three components. First, raw sensor data can be compressed while preserving information useful for future queries. Second, computing similarity between data instances requires a distance or similarity function. And third, depending on the algorithms used for compression and similarity calculation, returning high-quality top-k results in sub-linear time may require a non-trivial query evaluator. This paper proposes a suite of algorithms for these tasks and demonstrate their efficacy on a subset of robotic perception data, namely 2D LiDAR data.

Neural networks are both effective data compression tools as well as distance function approximators. Much like word2vec [18], we learn embedded representations of laser scans via neural networks, which are then stored in a database. A variational autoencoder is used to generate the embeddings, and a dense network is trained as a siamese network to compute similarity between embeddings at query time. Because the learned distance function is non-metric, we cannot employ query evaluation based on exact tree pruning. Instead, we use the empirically supported local continuity of the embedded space to opportunistically search the neighborhood of high-scoring tuples found during evaluation.

Our system answers top-k queries where, given a query scan \( q \), the \( k \) most similar scans in the database are returned. The query \( q \) may also be a contiguous subset of a scan, selected by the user. We provide both qualitative results, see Figure 1 and quantitative experiments designed to test the accuracy, robustness, scalability, and efficiency of the system.
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II. RELATED WORK

Various architectures have been proposed for generating embeddings, many of which are derivatives of the autoencoder [8] or convolutional networks such as AlexNet [15]. One popular regularization method in autoencoders is the variational autoencoder (VAE) [14]. In this paper, we use a convolutional variational autoencoder. Operating in embedding space has become an attractive way to deal with high-dimensional input, especially when similarity functions are difficult to define on the input space. Robotic sensors such as cameras and lasers have these traits, motivating an array of methods for visual retrieval [2], [24], and recognition [1], [29], [10]. Embedded representations for depth sensors in particular have been used to compute motor commands [23], estimate odometry [21], predict loop closure [17], and even predict the presence of glass [11]. The goal of Laser2Vec is not to outperform a network or embedding designed for a specific task. Rather, it is to encode representations of laser scans which support queries about the general similarity of scans or subsets of scans in support of data exploration.

Any robot deployed for an extended period of time will generate more data than may be stored and queried easily on the robot [20]. Thus, most robotic systems of the future will maintain associated databases storing past sensor data. The nascent interdisciplinary work between robotics and databases includes knowledge engines [25], failure provenance [22], and notably, Vroom [19], a project with similar ambitions. To handle robotic perception data, Vroom memoizes the incoming data using pre-existing classifiers, typically done onboard the robot. This has the advantage of vastly compressing the data, as well as transforming it into a format suitable for relational database systems. However, it assumes that A) pre-existing classifiers are accurate, which may or may not be true, and B) that all future questions can be answered by queries expressible in terms of the existing classes, which is almost certainly false. Our approach therefore attempts to learn a representation for raw perception data which can more flexibly support future queries.

One problem introduced by learning distance functions over embedded representations is that the distance functions are not guaranteed to be metric. The lack of a triangle inequality makes efficient query evaluation challenging. There has been substantial research on top-k queries [9], but the particular problem of real-valued non-metric search has not been researched as thoroughly. Related efforts include strategies for searching real-valued vectors under normed distances [32], increasing index efficiency in high-dimensional space by using subspace indexes that can span multiple dimensions [31], and strategies for computing top-k queries under arbitrary compositions of arbitrary similarity measures [16]. For tuples with categorical attributes, which may be the case for some meta-data generated by robot perception systems, the Attribute Level tree evaluates top-k [6] and RkNN [5] queries efficiently. Other approaches, such as [30], consider the best sub-trees in an indexing scheme to expand online, similar in spirit to the proposed method.

III. LASER2VEC OVERVIEW

The Laser2Vec system is composed of two components: a preprocessor, and a query evaluator. Data from a robot, in this case 2D LiDAR data, is preprocessed before being stored in a database, where it is accessed at runtime by the query evaluator. The preprocessing step first converts the depth scan into a bitmap representing the discretized cartesian coordinates of all laser returns and then passes the bitmap through a convolutional variational autoencoder. The intermediate representation of the laser scan bitmap is extracted and stored in the database. At query time, a query vector \( q \) is created from query scan \( s_q \) via the same network, and the query evaluator computes the similarity between \( q \) and all scans \( s_i \) in the database using a separate network. The order in which scans are compared (the selection of \( i \) at each step) is governed by a greedy Monte Carlo algorithm which adaptively samples parts of a sparse multi-graph representing the data items. The \( k \) most similar vectors are returned as the result of the query. In the following sections, we present the autoencoder used for compression, the network used to compute similarity, and the query evaluator in detail.

IV. LIDAR COMPRESSION

A. Architecture

We found that even deep, fully connected networks, and networks similar to 1D versions of inceptionNet [26] have difficulty learning consistent internal representations when given raw scans in polar coordinates, possibly since most features from indoor laser scans are rectilinear and thus highly non-linear in polar coordinates. Creating a bitmap of registered observations transforms scans to cartesian coordinates and allows the use of 2D convolutional networks, which have been shown to learn useful internal representations for a variety of tasks.

The architecture of our compression network is shown in Fig. 2. Four convolution layers with ReLU activation functions followed by two fully connected layers are applied in sequence to a 256x256 bitmap, resulting in an embedded vector in \( \mathbb{R}^{32} \). The decoder portion of the network is symmetric, with two fully connected layers followed by four deconvolution layers. A final HardTanh function is applied to the reconstructed output prior to computing the loss.

B. Training

The network is trained on roughly 50K laser scans, with 20% held out for validation, and 20% held out for testing. To increase the network’s ability to generalize, rotations,
flips and subset selections are applied to the inputs and reconstruction targets as they are loaded at training time. Subset selections artificially restrict the laser’s field of view to a random, contiguous subset of its original field of view.

Training loss is computed as the sum of the recreation loss and the KL-divergence between the latent vector and the standard Gaussian. Because most locations do not contain a laser return, the pixel-level classification in the reconstruction is unbalanced. To address this, the recreation loss weights failing to recreate an observation more heavily than erroneously labeling an empty pixel as containing an object. We find that weighting based on the proportion of observations to non-observations produces poor recreations, and instead achieve better performance using a weight ratio of 50:1. Inputs are fed to the network in shuffled batches of 128, and weight updates are computed using Adam [13].
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Training loss is computed as the sum of the recreation loss and the KL-divergence between the latent vector and the standard Gaussian. Because most locations do not contain a laser return, the pixel-level classification in the reconstruction is unbalanced. To address this, the recreation loss weights failing to recreate an observation more heavily than erroneously labeling an empty pixel as containing an object. We find that weighting based on the proportion of observations to non-observations produces poor recreations, and instead achieve better performance using a weight ratio of 50:1. Inputs are fed to the network in shuffled batches of 128, and weight updates are computed using Adam [13].

V. SIMILARITY LEARNING

A. Architecture

To compute the similarity between two embedding vectors, we use a second neural network. We find that learning a distance function in embedding space is easier, more robust, and more accurate than training the embedding vectors directly and using a simpler distance function such as Euclidean distance or cosine distance. The use of a function approximator instead of a closed-form distance metric allows us to train the compression procedure and the similarity calculation independently, which makes retraining on updated data faster and ablation testing and parameter searches simpler, due to the de-coupling of most hyper-parameters.

The architecture of our similarity network, shown in Fig. 3 uses three fully connected layers with ReLU activation functions which take as input two concatenated embedding vectors. The final layer outputs a scalar which is passed through a sigmoid activation function to produce a similarity score between 0 and 1.

B. Training

To train the similarity network we construct a siamese network [4]. We feed one sub-network with inputs q and s_A, the other with inputs q and s_B, and apply a form of margin ranking loss to the two resulting similarity scores. Because there is no a priori ground truth for this task, either in terms of real-valued scores or relative-score labels, we construct labeled data from real data via several methods.

In one method, q is a copy of s_A, a copy of s_B, or a combination of the two. Combinations are created by randomly generating a mask over a contiguous region of one input bitmap, say s_A, and then replacing the values in the masked area with values from the other bitmap, s_B. We call the masked area a subset selection. To avoid combinations which are equal parts s_A and s_B, subset selections near one half the field of view are rejected.

In a second method, s_A is copied twice and two different, random rotations are applied. The scans with the largest relative rotations become s_A and s_B, while the middle scan becomes q. The loss function then prefers a higher similarity score for the scan whose rotation relative to q is least.

In a third method, a subset of a scan is randomly injected into either s_A or s_B. q represents the injected subset, while s_A and s_B are full scans, one of which contains q. A variant of this method is to rotate q before insertion into s_A or s_B.

During training, these methods are applied to inputs as they are fed into the network according to a curriculum. Margin ranking loss requires setting a margin, and we find empirically that a value of 0.01 works well. We use shuffled batches of 256 and update weights with Adam.

VI. QUERY EVALUATION

Because the neural network trained to compute similarity (or distance) does not learn a proper distance metric, there is no straightforward way to prune items from consideration during query evaluation. The naive solution is to do a linear pass through the entire database in an arbitrary order, computing the similarity between q and every scan in the database and keeping track of the top k.

The proposed approach constructs a sparse multi-graph over the embedded vectors. Embedded vectors are nodes, and edge e_{ij} exists if ||v_i - v_j|| \leq \epsilon. We determine \epsilon empirically, based on the local continuity of the embedded space. To estimate \epsilon, we let scan s_i have an embedded representation \tilde{v_i} and let \epsilon be any vector with magnitude \epsilon. If decoding interpolations between \tilde{v_i} and \tilde{v_i} + \tilde{e} yields smoothly changing recreations, for any choice of \tilde{e}, then we say the embedded space is continuous in an \epsilon-ball around \tilde{v_i}.

At query time, nodes are initially randomly selected for evaluation. After an initial sampling period t, the random selection is paused and the neighbors of top-scoring nodes are immediately evaluated. Neighbors continue to be expanded until the results stop ending up in the top k. Since there are no guarantees on the distance function, the query evaluator must visit every node eventually to ensure completeness. However, the proposed query evaluator, defined in Algorithm 1, generates higher quality top-k results faster than the arbitrary linear scan.

VII. RESULTS

We evaluate the Laser2Vec system in three capacities: accuracy, robustness to noise, and efficiency. The first two subsections present qualitative and quantitative results for queries where q is a whole scan and a subset of a scan, respectively. The third subsection demonstrates Laser2Vec’s
invariance and stability to various sensor parameters. The last subsection shows the result quality versus time of the proposed query evaluator relative to the baseline linear scan.

A. Whole Scan Retrieval

Because ground truth labels on real data do not exist, we can only show qualitative results regarding the system’s ability to return specific scans for specific queries. However, one quantitative measure we do have is to play back all the log files and record how many times the robot visited topologically similar locations, such as T-junctions. We can then verify that the top-k results for a query with such a scan contain at least one scan from each such episode in the data. Indeed, this is the motivating use case, although this type of validation is only feasible for relatively small datasets.

Table II shows the results for the MNSS and SNMS experiments. In SNMS we expect ρ to decrease slightly as k increases, since the mapping between transformation and similarity may be non-trivial. Some of the baselines do well in SNMS, but are not as robust to noise and therefore do poorly in MNSS compared to Laser2Vec.

B. Subset Scan Retrieval

Unlike similarity for whole scans, we can construct datasets for subset scan retrieval which have ground truth labels. We do this with a method similar to that described in the neural network training sections. Ten templates, including items such as doorways, couches, humans, left turns, and convex corners are selected from raw scans and then injected into a subset of scans in the database. The database is then queried using the templates as input to generate q, and the results are analyzed for the percentage of the top-k scans
which also contain the template. We conduct two recall experiments, both shown in Table III. In the first experiment the subset scans are added to the database without any noise, and with the identical heading, and in the second experiment Gaussian noise and rotation are applied to the subset before insertion. In both cases, 500 templates were injected into a database with 10,000 vectors. $k$ was set to 200. In both experiments, Raw Scan similarity was computed by comparing only the depth readings for which the subset existed, since computing similarity over all possible moving window locations, essentially a 1D convolution, would be prohibitively expensive.

C. Invariance and Stability

The representation of scans as 2D bitmaps naturally creates invariance to the field of view (FOV) of the laser, provided the embeddings are trained on data which has at least as large a FOV as the data at hand. The discretization provided by the bitmap also promotes stability with respect to laser angular resolution. Of course, drastically undersampling can cause non-detection of informative features, and recovery from these scenarios is not guaranteed. However, if at least one observation registers in each pixel, laser resolution has no effect on the system’s performance. For example, our 256x256 bitmap representation is designed to represent laser scans with a maximum range of 10 meters. This produces pixel side-lengths of 8cm, which for most modern depth sensors far exceeds the expected noise.

Since every scan is placed at the center of the image, translational invariance within the image is not a property we are concerned with. The variance due to a robot translating around the world and moving closer to and farther from objects is necessary for the system to differentiate between different scenarios. Similarly, rotational invariance is something we explicitly train against, since we want the network to distinguish between scenes which have been rotated.

D. Query and Representation Efficiency

To test the efficiency of the proposed query evaluator, we compare the quality of the partial result to the expected result of the naive method, as a function of the number of items evaluated. Specifically, we measure the normalized residual aggregate distance between the top $k$ after $t$ scans are evaluated, and the top $k$ after all scans are evaluated. Suppose the result after $t$ evaluations is $S_t$, and suppose the final result is $S_T$, where $|S_t| = |S_T| = k$. Further, let the function $\delta(q,v) : \mathbb{R}^{32} \rightarrow (0,1)$ represent the network which computes similarity scores. The residual aggregate distance in the top $k$ result after $t \in \{k, \ldots, T\}$ evaluations is then

$$d_t = \sum_{v_i \in S_t} (1 - \delta(q,v_i)).$$

Figure 4 shows the mean and variance of the normalized residual aggregate distance $d_k$ for 100 random queries. Here, $d_k$ is the aggregate residual distance after the first $k$ evaluations. Selecting tuples for evaluation at random, produces linear top-k quality improvement over time, in expectation. The optimal curve would drop to zero after evaluating just $k$ tuples. The reason we use a normalized residual is that some queries may have vastly different raw aggregate distance values since $q$ may be similar to many items in the database or very few, and this fundamentally limits the quality of a given top-k result for specific queries.

The memory efficiency of the Laser2Vec system compares favorably to the other methods. Raw scans, FLIRT descriptors, and FALKO descriptors require 4324, 7800, and 8384 bytes per scan, respectively. Our embedded representations require only 128. A laser running at 20Hz could run over 60 hours before occupying 1GB of memory using Laser2Vec.

VIII. DISCUSSION

Laser2Vec is effective in terms of recall ability and efficiency per evaluation during query time. However, there are two main drawbacks, both of which stem from using neural networks as distance function approximators. First, the query times are comparatively slow - on the order of 1 sec per 100K items, since data must be sent from the database to the network. Possible optimizations include loading the weights into custom middleware written in a compiled language, or evaluating tuples concurrently. Additionally, meta data may be used to prune more items. For instance, each scan has a timestamp, and since the robot can only move so fast, in some cases evaluating both $s_t$ and $s_{t+1}$ may not be necessary, provided the distance function is robust enough.

The second drawback is that in order to guarantee optimal query results, every scan must be evaluated. However, practitioners probably do not need to know exactly which laser scan is the most similar to the query. Rather, they need to know roughly during which times signals resembling the query signal occurred in order investigate further. If the query result points them to one of the few dozen frames near the optimal solution, that is good enough. Allowing approximate results may make it possible to prune items more aggressively, further decreasing query times.
In this paper we presented Laser2Vec, a system for answering similarity-based top-k queries for robotic perception data. We demonstrated the query evaluator efficiency, accuracy, and robustness on real-world data, and introduced new experimental methods to evaluate such systems in the absence of ground truth. Future work includes the optimizations mentioned in §8, as well as extensions to the representation of the data that allow users to annotate results with data more readily usable by relational database systems.
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