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Abstract
This paper presents ClinIDMap, a tool for mapping identifiers between clinical ontologies and lexical resources. ClinIDMap interlinks identifiers from UMLS, SNOMED-CT, ICD-10 and the corresponding Wikipedia articles for concepts from the UMLS Metathesaurus. Our main goal is to provide semantic interoperability across the clinical concepts from various knowledge bases. As a side effect, the mapping enriches already annotated medical corpora in multiple languages with new labels. For instance, spans manually annotated with IDs from UMLS can be annotated with Semantic Types and Groups, and its corresponding SNOMED-CT and ICD-10 IDs. We also experiment with sequence labelling models for detecting Diagnosis and Procedures concepts and for detecting UMLS Semantic Groups trained on Spanish, English, and bilingual corpora obtained with the new mapping procedure. The ClinIDMap tool is publicly available.
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1. Introduction
Sequence labeling (SL)—a task which assigns a class or label to each span of text in a given input sequence—is a crucial first step to a number of natural language processing (NLP) tasks in the clinical domain, such as relation extraction, entity linking, and automatic clinical coding. In particular, the automatic clinical coding task consists of detecting an entity span, classifying the span, and linking it to a clinical knowledge base. This paper focuses on the first part of a clinical coding pipeline, entity detection and recognition.

Building supervised machine learning and deep learning models for this task require a large amount of manually annotated data. Manual annotation of a particular textual corpora is one of the most valuable and expensive part when building a new NLP system. The data in the biomedical domain is especially difficult to obtain because of two main reasons. First, clinical reports and other medical documents usually have privacy issues. Even after de-identification, it is complicated to obtain free access to this kind of medical data and, for this reason, there are very few clinical corpora freely available for research. Second, the process of manual annotation requires high level expertise which makes the use of crowd-sourcing platforms almost impossible, making it more expensive than general purpose NLP corpora. The problem is even more difficult in multilingual setting since very few resources are available for languages other than English.

Fortunately, most clinical concepts are transferable across the various knowledge bases and languages. The goal of our mapping tool is to align different types of clinical identifiers (IDs, codes) from different knowledge bases (KB) such as UMLS (Bodenreider, 2004), ICD-10 (World Health Organization (WHO), 2004) and SNOMED-CT (Donnelly and others, 2006). The alignment uses the actual IDs of the KBs from the official mapping resources developed by SNOMED-CT and UMLS authors.

The alignment allows us to enrich manually annotated corpora with extra clinical codes and to obtain multilingual inter-operable corpora annotated with various coding systems. For instance, if we have a corpus annotated in UMLS codes we can map each code to ICD-10-CM and ICD-10-PSC codes in order to derive automatically a new version of the corpus for training a new SL system. And vice versa, corpus annotated with ICD-10 codes can be used to derive automatically new corpora annotated with UMLS codes, semantic types or groups. Moreover, our tool enriches the annotated concepts with multilingual terms and descriptions of its available Wikipedia articles, which allows us to expand brief code descriptions to detailed information in multiple languages. For instance, a Spanish sentence annotated with a UMLS code is given in Example 1. The code C0011860 corresponding to the Spanish term diabetes tipo 2 can be mapped to the SNOMED CT code 44054006, to the ICD-10-CM E11.9 code, and to the ICD-10-CM E11.9 code, and to the corresponding Wikipedia articles in 51 languages.

Example 1. La paciente presentaba como antecedentes personales hipertensión y diabetes tipo 2 (C0011860) controladas mediante tratamiento médico convencional.

Translation: The patient had a history of hypertension and type 2 diabetes controlled by conventional medical
Concretely, in this paper we present a tool for mapping UMLS, SNOMED-CT, ICD-10 and Wikidata for Spanish and English. Using this tool, we derive multiple datasets annotated with different coding systems on the base of existing corpora (see Subsection 3.3). The resulting annotated corpus is prepared for training SL models to classify various concepts: semantic groups (high-level categories from UMLS notation), diagnosis and procedures (categories from ICD-10 notation), or unique codes. Finally, we provide a comparative study of classification models for clinical concept recognition trained on the gold-standard corpus and corpus annotated with the mapping method. The tool is publicly available.

The paper is organized as follows. Section 2 describes previous efforts mapping clinical codes. Section 3 describes the knowledge bases and mapping schemes used in our study; Section 4 presents the mapping algorithm and the experiments of sequence labeling; Section 5 report the results of the experiments and conclude that the mapping method can be useful for interoperable sequence labeling tasks in the clinical domain. Finally, in Section 6 we summarize our main contributions and future work.

2. Background

There are two main parts of clinical codes mapping: (1) concept alignment, or ontology alignment (also known as ontology matching); (2) applications which use the resulting concept mapping to process biomedical text. Ontology matching is usually performed to find semantically related entities in different knowledge bases (KB). For instance, OAEI Campaign (Ontology Alignment Evaluation Initiative) organizes a every year an ontology matching evaluation shared task. The applied methods combine multiple strategies such as lexical matching, structural matching and logical reasoning. Novel machine learning and deep learning methods are also applied to ontology alignment. In this research we use already aligned clinical KBs.

The majority of applications are designed to enrich clinical text with clinical concepts and relations. MetaMap (Aronson and Lang, 2010; Aronson, 2001) is an application for mapping biomedical text to the UMLS Metathesaurus or, equivalently, to discover UMLS concepts referred in the text. MetaMap uses knowledge-intensive approach based on symbolic, NLP and computational-linguistic techniques to provide a link between the text of biomedical literature and the KB, including synonymy relationships, embedded in the Metathesaurus. The input of the application is English text.

I-MAGIC is an application, implemented by US National Library of Medicine, that visualises clinical IDs mappings. A demo version of the application is also available. Using the rule-based SNOMED-CT to ICD-10-CM Mapping (Fung and Xu, 2012), the algorithm determines whether a valid ICD-10-CM code can be found based on the SNOMED-CT term and patient context information (age and gender). The application allows to search a term in SNOMED-CT. However, it is limited to a literal search. The tool does not consider synonyms, nor other language than English.

(Rahimi et al., 2020) proposes to match UMLS concepts to wikidata using a cross-lingual neural re-ranking model which is based on a pretrained contextual encoding. As the UMLS descriptions are brief and the medical entity pages in Wikipedia provide detailed descriptions (also enriched with the Wikidata knowledge graph), they use the UMLS concept description to query the Wikidata entity aliases to retrieve the best matching Wikipedia pages.

Instead, our approach exploits available manual mappings between the different lexical resources.

3. Resources and Data

3.1. Knowledge Bases

The following medical knowledge bases are used to build ClinIDMap. Each of them consists of a set of IDs in alphanumeric format and a brief description. The UMLS, or Unified Medical Language System, is a set of files and software that brings together 102 health and biomedical vocabularies and standards and includes 4 million terms to enable interoperability between computer systems. UMLS consists of three parts: the Metathesaurus, a Semantic Network and the SPECIALIST Lexicon. This database is our main source of mapping information.

Spanish SNOMED-CT is the Spanish translation of SNOMED-CT. It includes the National Extension for Spain, updated and maintained by the SNOMED CT National Reference Centre for Spain, Ministry of Health, Consumer Affairs and Social Welfare. Spanish SNOMED-CT contains 199,961 unique codes.

ICD-10-CM (International Statistical Classification of Diseases and Related Health Problems) establishes a standardized coding that allows the statistical analysis of mortality and morbidity of patients in healthcare services. It consists of 99,000 codes which are organized hierarchically. The corresponding Spanish version is

https://www.mscbs.gob.es/profesionales/hcadministracion/areaRecursosSem/snomed-ct/areaDescarga.htm

https://github.com/Vicomtech/ClinIDMap

http://oaei.ontologymatching.org/2021/
called CIE-10-ES. We use the official Spanish version of the CIE-10 from July 2020. ICD-10-PCS (Procedure Coding System) is an international system of medical classification used for procedural coding, it consists of 80,000 codes, organized hierarchically. ICD-10-PCS is a result of separation of a chapter from ICD-9 which contained procedures codification. We use the official Spanish version of the ICD-10-PCS from January 2020.

Wikipedia (Vrandečić and Krötzsch, 2014) is a free and open knowledge base that can be consulted and edited by both humans and machines. Wikidata acts as central repository for the structured data of its Wikimania sister projects including Wikipedia, Wikivoyage, Wiktionary, Wikisource, and others. The Wikidata repository consists mainly of items, each one having a label, a description and a number of aliases. Wikidata items related to clinical concepts are annotated with UMLS ID (CUI), Medical Subject Headings (MeSH) (Rogers, 1963) and other clinical taxonomies, so we can search items in Wikidata by these identifiers and extract the corresponding articles in all available languages.

Wikipedia is used in our application as a multilingual online encyclopedia of clinical concepts. Wikipedia provides extensive description of clinical concepts in many languages.

3.2. Mappings

To interconnect the different identifiers from the knowledge bases of interest we use already existing mappings created by clinical experts. The mapping schemes are the following:

UMLS Metathesaurus. The main database of our tool has been derived from the 2021AB UMLS Metathesaurus Files which contains approximately 4.54 million concepts from 220 source vocabularies, including ICD-10-CM, MeSH, and SNOMED-CT, Hierarchies, definitions, and other relationships and attributes. The Metathesaurus is the biggest component of the UMLS. It is organised as a set of Concept Unique Identifiers (CUI) which links all the names from all of the source vocabularies that have the same meaning (synonyms). A single CUI can have several definitions in different languages. The Metathesaurus assigns several types of unique, permanent identifiers to the concepts and concept names it contains, in addition to retaining all identifiers that are present in the source vocabularies. The Metathesaurus concept structure includes concept names, their identifiers, and key characteristics of these concept names (e.g., language, vocabulary source, name type). The entire concept structure appears in a single file in the Rich Release Format (MRCONSO.RRF).

The Semantic Network from UMLS is used to map semantic groups of each CUI. Examples of the semantic groups are Organisms, Anatomical structures, Biological function, Chemicals, Events, Physical objects, Concepts or Ideas. These types are suitable for corpus annotation and training sequence labeling models and further linking to UMLS.

SNOMED-CT to ICD-10-CM Mapping. The main purpose of the SNOMED-CT to ICD-10-CM mapping is to support semi-automated generation of ICD-10-CM codes from clinical data encoded in SNOMED-CT for reimbursement and statistical purposes. It is designed as a directed set of relationships from SNOMED-CT source concepts to ICD-10-CM target classification codes. This mapping is curated by trained terminology specialists, and it is more comprehensive than the Metathesaurus CUI linking. As shown in Table 1, about a third part of all active SNOMED-CT concepts are within the scope of the mapping, which means that about 125,000 SNOMED-CT codes from the international version are mapped to ICD-10-CM codes. About 57,000 codes from the Spanish SNOMED-CT are included in the mapping (around 30% of all Spanish SNOMED-CT codes). Due to the differences in granularity, emphasis and organizing principles between SNOMED-CT and ICD-10-CM, it is not always possible to have one-to-one mappings between a SNOMED-CT concept and an ICD-10-CM code. In addition, not all ICD-10-CM codes will appear as targets.

3.3. Corpora

We apply our mapping approach to various corpora. The following clinical datasets annotated with ICD-10 and UMLS CUI codes in Spanish and English have been used.

CodiEsp. In 2020, Task 1 of the CLEF e-Health included the CodiEsp track, which was the first shared task consisting of the automatic coding of clinical cases

| Task | Unique codes |
|------|--------------|
| SNOMED-CT to ICD-10 | 125,823 |
| SNOMED-CT Spanish to ICD-10 | 57,393 |
| SNOMED-CT International | 485,977 |

Table 1: Number of SNOMED-CT codes in SNOMED-CT to ICD-10CM mapping and the total number of concepts in SNOMED-CT.
Diagnosis Procedures Sentences
Train 17,408 6,235 9,762
Dev 1,584 630 931
Test 6,131 2,289 3,599
Total 24,125 8,777 14,292

Table 2: Number of tokens annotated in CodiEsp corpus.

in Spanish (Miranda-Escalada et al., 2020). CodiEsp is a corpus with 1,000 samples of clinical cases, manually curated by the organizers of the task. The CodiEsp-X subtask required the prediction of both ICD-10-CM-ES and ICD-10-PCS-ES codes together with the exact reference to the text segment that served as justification for the assignment of such codes. This last subtask became a sequence labeling and normalization task. In this task, the systems are expected to detect the span and predict if the detected term is a Diagnosis (Spanish diagnóstico) or a Proceeding (Spanish procedimiento).

We use the CodiEsp original train-test split: 500 documents for train set, and 250 documents for development and test sets respectively. We keep the test set intact for reference evaluation, but we combine train and development sets, obtaining 750 documents, 10% of this combined set is reserved for development. In Table 2, the dataset split and annotated tokens are shown.

E3C Corpus. E3C (Magnini et al., 2020) is a freely available multilingual corpus in English, French, Italian, Spanish, and Basque of semantically annotated clinical narratives. It consists of two types of annotations: clinical entities (e.g., pathologies, drugs, anatomy, etc.) and temporal information and factuality (e.g., events). The E3C corpus is organised into three layers: Layer 1 is manually annotated corpus which consists of about 25,000 tokens per language, Layer 2 is an automatically annotated corpus (silver standard) and Layer 3 is a collection of non-annotated clinical texts. We use the manually annotated Layer 1 with CUIs and semantic types in Spanish only.

CT-EBM-SP (Campillos-Llanos, 2019) is a collection of 1,200 texts in Spanish about clinical trials studies and clinical trials announcements: 500 abstracts from journals published under a Creative Commons license and 700 clinical trials. The corpus is annotated with UMLS CUI, semantic types and semantic groups.

MANTRA corpus (Kors et al., 2015) consists of text segments from different parallel corpora (Medline abstract titles, drug labels, biomedical patent claims) in English, French, German, Spanish, and Dutch. The Spanish part does not contain patient claims, it consists of 100 MedLine titles and 100 drug labels. Is is manually annotated with the biomedical concepts and CUIs, based on a subset of the UMLS and covering a wide range of semantic groups. We use the Spanish part of the corpus.

Table 3: Number of mapped identifiers in English UMLS Metathesaurus.

MedMentions (Mohan and Li, 2019) is a large English dataset identifying and linking entity mentions in PubMed abstracts to specific UMLS concepts. It consists of over 4,000 abstracts and over 350,000 linked mentions in English.

4. Methodology

In this section we describe (1) the methodology of the mapping tool and corpus enrichment and (2) the methodology of the classification models trained with this corpus.

4.1. Code Mapping

Our main goal is to exploit the existing mappings to enrich the annotated corpus with additional annotations from different lexical resources. The reference ID (concept) is usually annotated manually.

We combine the following mapping schemes manually created: UMLS Metathesaurus and SNOMED-CT to ICD-10 (see Subsection 3.2). Our tool allows searching in the following lexicons: SNOMED-CT, ICD-10-CM, ICD-10-PCS and UMLS CUIs.

The following steps are executed by our application.

1) Extract all CUIs mapped to SNOMED-CT, ICD-10-CM and ICD-10-PCS from the UMLS Metathesaurus. We use the English concepts of UMLS as it contains the largest representation of concepts. Table 3 presents the number of unique concepts present within the Metathesaurus. Every CUI also has synonyms of different types. For example, PN (Metathesaurus Preferred Name), or CD (Clinical Drug), or AC (Activities), etc. On average a unique CUI has 2.79 synonyms. In addition, one CUI can be mapped to various SNOMED-CT and ICD-10 codes, and vice versa, one ICD-10 code can be mapped to multiple CUIs and various SNOMED-CT IDs.

2) Extract the ICD-10-CM codes from the SNOMED-CT to ICD-10-CM Mapping.

3) Extract the definitions of the ICD-10-CM codes from the SNOMED-CT to ICD-10-CM Mapping.

4) Extract the definitions of the ICD-10-PCS codes from the Spanish version of ICD-10-CM. The ICD-10-PCS codes are extracted from the UMLS Metathesaurus as the ICD-10-PCS codes are not present in the SNOMED-CT to ICD-10 mapping. Finally, the definitions are extracted from the Spanish version of the ICD-10-PCS.
4) Extract all Wikidata items that contain the given CUI and corresponding MeSH codes by using the Wikidata Query Service. We use the Wikibase API to retrieve the Wikidata page of each CUI and the Wikipedia articles corresponding to these Wikidata items. As Wikidata is constantly being updated, by December 2020, we gathered 27,847 Wikidata items annotated with a CUI and 36,832 items annotated with MeSH codes. The tool also has the functionality of updating the list of Wikidata items with CUIs by demand. Wikipedia and Wikidata alignment may help for code description enriching, search and entity linking algorithms, or expand the language support for the UMLS terminology, which allows to extend the term descriptions in various languages.

The output of the mapping application is a JSON formatted list of IDs from the lexicons and the corresponding descriptions of each code in English and Spanish. An example of the output of final mapping is shown in Figure 1. In this example the source ID is UMLS CUI C0153458, which has six synonymous alias in UMLS ontology, two SNOMED-CT codes in Spanish version SNOMED-CT, two ICD-10-CM codes, and one Wikidata item annotated with this CUI, which links to 55 language specific Wikipedia articles.

We apply the mapping method to the corpora presented in Section 3.3 to derive new versions also annotated with ICD-10 codes. For instance, the CodiEsp corpus originally annotated with CUIs and semantic types from UMLS is used to derive a new corpora annotated with both, ICD-10 and UMLS CUI concepts. Although not all CUIs are mapped to ICD-10 identifiers, all ICD-10 codes from the corpora are mapped to UMLS CUIs. Table 4 shows that depending on the corpora, it is possible to map from 10% to 50% of the CUIs to ICD-10 codes.

Table 5 shows an example from the CodiEsp corpus annotated with the mapping method. This corpus is manually annotated with ICD-10 Diagnosis / Procedures. We annotate all the corpora with CUIs. We map them to ICD-10-CM and ICD-10-PCS and derive whether it is a Diagnosis or a Procedure concept. 80% of the corpus is used for training 10% development and 10% for test. We also test the model on the CodiEsp test set.

4.2. Sequence Labelling Models

We train two types of models: (1) the first one for the classification of Diagnosis and Procedures (SL-DP), according to ICD-10-CM and ICD-10-PSC notation, and (2) a second model for labelling the UMLS Semantic Groups (SL-SG), such as Anatomy, Disorder, Procedure, Chemical, etc. We train the sequence labeling models to predict the clinical concepts using BIO labels.

We fine-tuned a multilingual BERT-base for Spanish and the bilingual corpora, and BERT-base for the English corpora (Devlin et al., 2019). We perform the experiments with the mentioned datasets (Subsection 3.3). All models have been developed using HuggingFace 4.4 library and trained on a single GPU Nvidia GeForce RTX 2080 Ti with 11 Gb RAM, with learning rate 2e-5, batch size 8, and 100 epochs.

4.2.1. Sequence Labeling: Diagnosis and Procedures

Four SL-DP models are trained with the following corpora:

• CodiEsp is a manually annotated corpus with Diagnosis and Procedures. The model trained in this corpus is our reference model.

• Combined Corpus (Combined-es). After applying the mapping on the Spanish corpora (CodiEsp, MANTRA, E3C, CT-EBM-SP, see Subsection 3.3), we obtain 3,500 extra sentences and about 11,000 annotated tokens in Spanish to add to the reference corpus. We annotate all the corpora with ICD-10-CM and ICD-10-PCS and derive whether it is a Diagnosis or a Procedure concept. 80% of the corpus is used for training 10% development and 10% for test. We also test the model on the CodiEsp test set.

• MedMentions corpus is already annotated with CUIs. We map them to ICD-10-CM and ICD-10-PCS and obtain a corpus annotated with Diagnosis and Procedures: 48,435 sentences and 39,199 tokens annotated as Diagnosis and 565 tokens annotated as Procedures. The corpus is highly unbalanced because the purpose of this corpus was not to annotate Procedures.

• Bilingual Corpus. We also experiment training a bilingual model combining the Spanish and English corpora (using Combined Corpus and MedMentions corpus excluding the CodiEsp and MedMentions test sets for monolingual testing). The resulting bilingual corpus has 62,689 sentences. 10% of the corpus is reserved for development and 10% for the test set; 68,277 tokens are annotated as Diagnosis and 7,156 tokens are annotated as Procedures. The model is also tested on CodiEsp and MedMentions test sets.

4.2.2. Sequence Labeling: Semantic Groups

We also experiment with the corpus annotated by mapping the ICD-10 codes to CUIs. We train a SL model for labelling the UMLS Semantic Groups (SL-SG). After mapping the codes from the CodiEsp corpus to the UMLS CUIs, the semantic groups of each CUI are derived, using the Semantic Network from UMLS. As one ICD-10 code belongs to various semantic groups, we select the CUIs that occur most frequently in the
| Corpus          | Lang | Source                                      | Annotation Type                                                                 | Tokens | Tokens CUI | Tokens ICD-10 |
|----------------|------|---------------------------------------------|--------------------------------------------------------------------------------|--------|------------|---------------|
| CT-EBM-SP      | es   | Clinical trials studies and announcements  | CUI, semantic group, semantic type, PoS CUI, semantic types                    | 141.158 | 23.264     | 9.222         |
| MANTRA         | es   | Medline abstract titles, drug labels        | CUI, semantic types                                                             | 3.492  | 1.058      | 392           |
| E3C-Corpus     | es   | Medical narratives                          | CUI, semantic types, temporal information and factuality                        | 28.815 | 2.268      | 1.573         |
| CodiEsp        | es   | Clinical narratives                         | ICD-10, Diagnosis, Procedure                                                    | 401.010 | 32.902     | 32.902        |
| MedMentions    | en   | Biomedical papers                           | CUI, semantic type                                                              | 1,258,847 | 540,138    | 39.764        |

Table 4: Corpora annotated with CUIs and ICD-10 (both CM and PCS) using our mapping procedure.

| Token       | ICD-10 | Diagnosis / Procedures | CUI       | Semantic Type | Semantic Group |
|-------------|--------|------------------------|-----------|---------------|----------------|
| Se realiza  |        |                        | BT04ZZZ  | T060          | B-PROC         |
| una         |        |                        | BT04ZZZ  | T060          | I-PROC         |
| radiografía |        |                        | BT04ZZZ  | T060          | B-PROC         |
| reno-vesical|        |                        | BT04ZZZ  | T060          | I-PROC         |
| mostrando   |        |                        | N20.0    | T047          | B-DISO         |
| múltiples   |        |                        | N20.0    | T047          | B-DISO         |
| cálculos    |        |                        | N20.0    | T047          | B-DISO         |
| radiopacos  |        |                        | N20.0    | T047          | B-DISO         |
| localizados |        |                        | N20.0    | T047          | B-DISO         |
| en el       |        |                        | N20.0    | T047          | B-DISO         |
| riñón       |        |                        | N20.0    | T047          | B-DISO         |
| derecho     |        |                        | N20.0    | T047          | B-DISO         |

Table 5: Example of annotated sentence from CodiEsp corpus. Translation: *A reno-vesical X-ray shows multiple radio-opaque stones in the right kidney.* ICD-10 codes are mapped to UMLS CUIs and their associated Semantic Types and Semantic Groups from the Semantic Network. PROC stands for Procedure, DISO stands for Disorder semantic group.

corpus. Mantra, E3C, CT-EBM-SP and MedMentions corpora are already annotated with semantic types and semantic groups manually. The distribution of the classes across the corpora is shown in Table[6] Note that the resulting bilingual corpora is highly unbalanced, and the number of classes changes across the languages and corpora.

- CodiEsp. After mapping ICD-10 codes to UMLS semantic groups we obtain a corpus annotated with three classes: Concept, Disorder and Procedure. The corpus is unbalanced in the same proportion as the original dataset: Disorder labels mainly correspond to Diagnosis labels from the original dataset and Procedure labels correspond to Procedures annotation.

- The combined Spanish Corpus is labelled with 11 semantic groups. 80% of the corpus is reserved for training, 10% for development and 10% for test. We test the model on the corpus test and on the original CodiEsp test. When testing this model on CodiEsp test set, we calculate the performance of three classes in CodiEsp (Concept, Disorder and Procedure) which are present.

- MedMentions is manually annotated with 15 UMLS semantic types, which are mapped to semantic groups with the Semantic Network.

- The bilingual Corpus is a combination of the Spanish and English corpora, without including the original test sets. In total, the corpus is annotated in 15 semantic groups from UMLS. We test the bilingual model on Spanish test set (CodiEsp) and on the English test set (MedMentions).

5. Results

The performance of the models is shown in Table[7] It is worth mentioning that two classes are used in the SL-DP models and 15 classes in the SL-SG models.
In addition, the Combined-es test set contains Spanish corpora of different genres (clinical reports, scientific papers of the biomedical domain), while CodiEsp contains clinical reports only. Moreover, depending on the selected training and evaluation setting, the model can predict labels not represented in the test sets. For instance, the bilingual SL-SG models are learning to annotate 15 classes while only three classes appear in CodiEsp (es) and 11 classes in Combined-es (es). Also note that these results have not been averaged on several runs.

On SL-DP (2 classes), it seems that the additional examples from the rest of Spanish corpora are not helping to improve the results on the CodiEsp test (74.01 vs. 71.35 F1 score). The same phenomena seem to occur when including the additional examples from the English corpora (74.01 vs. 70.87 F1 score). Similarly, the additional Spanish examples are not helping to improve the results in MedMentions (89.50 vs. 87.18 F1 score). However, it seems that the results obtained when using the Combined-es corpora and MedMentions (en) using BERT are much higher and quite similar (88.87 vs. 89.50 F1 score).

A similar behavior seems to appear on SL-SG models when evaluating the different settings. Interestingly, we observe a small increase of performance when adding the Spanish corpus (Bilingual es+en with 86.59 F1 score) with respect to the English one (MedMentions with F1 85.39).

In summary, we can conclude that the new models and corpora are quite interoperable with respect the different coding systems and languages. None of these experiments across languages and corpora would have been possible without the new ClinIDMap resource.

6. Conclusions and future work

We have presented a mapping approach for clinical data interoperability, which allows to map codes from UMLS, SNOMED-CT and ICD-10 lexicons, in English and Spanish. We also experiment with Spanish, English and bilingual Sequence Labelling (SL) models trained on the corpora annotated with different coding systems. The SL models are trained for the detection and classification of Diagnosis and Procedures in ICD-10 notation, and for Semantic Groups in UMLS notation.

As a future work we plan to align CUI descriptions with Wikidata/Wikipedia items. Only less than 1% of the one million UMLS CUIs can be found in Wikidata. We plan to apply different deep learning meth-
ods for aligning UMLS concepts and Wikipedia pages (Rahimi et al., 2020). This will provide access to the Wikipedia knowledge base and increase the number of CUIs aligned with Wikipedia/Wikidata items. We focus on Spanish, although our method is applicable for any language having the appropriate resources, and may help to translate and enrich the knowledge bases in specific languages. Having an annotated corpus in a language, it is possible to map these annotations with codes from the other knowledge bases. In addition, it is possible to add more clinical taxonomies, such as NCBI or MeSH or BIOS.

Finally, we plan to develop new approaches for deriving more fine-grained and interoperable annotations.
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