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Abstract

In this paper, we use Fourier analysis to study the superconvergence of the semi-discrete discontinuous Galerkin method for scalar linear advection equations in one spatial dimension. The error bounds and asymptotic errors are derived for initial discretization by \( L_2 \) projection, Gauss-Radau projection, and other projections proposed by Cao et. al. \[1\]. For pedagogical purpose, the errors are computed in two different ways. In the first approach, we compute the difference between the numerical solution and a special interpolation of the exact solution, and show that it consists of an asymptotic error of order \( 2k + 1 \) and a transient error of lower order. In the second approach, as in Ref. \[2\], we compute the error directly by decomposition into physical and nonphysical modes, and obtain agreement with the first approach. We then extend the analysis to vector conservation laws, solved using the Lax-Friedrichs flux. We prove that the superconvergence holds with the same order. The error bounds and asymptotic errors are demonstrated by various numerical experiments for scalar and vector advection equations.

1 Introduction

Discontinuous Galerkin (DG) method is a class of finite element methods that uses discontinuous piecewise polynomials of order up to \( k \) as test functions. The DG scheme is used widely for solving linear and nonlinear partial differential equations. Reed and Hill \[3\] introduced the DG method for solving a steady-state linear hyperbolic equation in 1973. Cockburn et al. \[4–7\] applied it to time-dependent nonlinear conservation laws.

In the past two decades, various superconvergence properties of DG methods have been studied, which provided a deeper understanding of DG solutions. According to the error in the DG method, the superconvergence divides into the following three categories. The first category is superconvergence of the error in cell average and at Radau points, measured in the discrete \( L_2 \) norm (see, e.g., \[8–10\]). The second category is the superconvergence of the DG solution towards a particular projection of the exact solution, called the supercloseness, typically measured in the standard \( L_2 \) norm. Some of the results are available in \[11–15\]. The last category is the superconvergence of the post-processed solution. Negative-order norm estimates are a standard tool to derive superconvergent error estimates of the post-processed solution in the \( L_2 \) norm. The choice of negative-order norms is to detect the oscillatory behavior of a function around zero. Post-processing aims to obtain a better approximation by convolving the numerical solution by a local averaging operator. For more information, we refer the reader to \[16–20\].

Now we shall review some of the superconvergence results and some of the relevant methods used in our work. Adjerid et al. \[21\] was first to show that the DG solution is superconvergent at Radau points for solving ordinary differential equations and steady-state hyperbolic problems. Later, Yang and Shu in \[13\] studied superconvergence properties of the DG method for linear hyperbolic equations and proved that with suitable initial discretization, the error between the DG solution and the exact solution is \((k + 2)\)th order superconvergent at the downwind-biased Radau points. Around the same time, Guo, Zhong, Qiu \[22\] used the Fourier approach and decomposed the error. They symbolically computed eigenvalues and the corresponding eigenvectors of the DG method for low order approximations. Shortly after, Cao, Zhang, and Zou \[11\] showed that if the initial discretization is close enough to a particular reconstructed function, then the \( 2k + 1 \)th (or \( 2k + 1/2 \)th) superconvergence rate at the downwind points as well as the domain average, is achieved. Most studies have concentrated on the order of accuracy and neglected the role that the error coefficient plays in the estimates. Recently Frean and Ryan \[23\] used a similar approach and showed that the semi-discrete error has dissipation errors of order \( 2k + 1 \) and \( 2k + 2 \)
order of dispersion. They showed the critical role of the error constant in the dispersion and dissipation error for approximation polynomial degree $k$, where $k = 0, 1, 2, 3$.

Cao showed the $(2k + 1)$ order of convergence in [11] for the first time, using the correction function technique. The idea of this technique is to construct a suitable correction function to correct the error between the exact solution and its Radau projection. Many papers have used this technique to show the semi-discrete DG method’s superconvergence for one-dimensional problems. One of the recent papers done by Xu, Meng, Shu, Zhang [24] uses a slightly modified correction function and the $L_2$-norm stability to establish the superconvergence property of the Runge-Kutta discontinuous Galerkin method for solving a linear constant-coefficient hyperbolic equation. They show that under a $r + 1$ temporal and $2k + 2$ spatial smoothness assumption, and by choosing a specific initialization, the cell average and the numerical flux are $\min(2k + 1, r)$ superconvergent. They also prove a similar result for the post-processed solution, even if the initialization is the $L_2$ or Gauss-Radau projection.

Besides the Fourier analysis and the correction function technique, Pade approximation is another standard method for analyzing the DG method’s superconvergence. Krivodonova and Qiu [25] used Pade approximation to analyze the spectrum of the DG method when applied to the advection equation. They showed that for a uniform computational mesh of $N$ elements, the eigenvalues could be classified into $N$ physical modes and $kN$ non-physical modes. They also show a $2k + 2$ order of accuracy for the physical eigenvalue approximation. Later Chalmers and Krivodonova [2] used Pade approximation to show the $(k + 2)$th rate of superconvergence at the downwind points. They also proved that the $L_2$ projection of the numerical solution onto the $n$th Legendre polynomial is $2k + 1 - n$ accurate under certain initial conditions.

Most studies of the superconvergence for linear equations have been on single Fourier mode. The unphysical modes decay exponentially in time for each Fourier mode. However, the decay is exceedingly slow for high frequency modes. We analyze all modes as a whole, and prove the superconvergence in spite of the slow decay for high frequency modes. Fourier analysis and the correction function technique have been widely used to study the superconvergence of the numerical errors, yet the asymptotic error has not been given explicitly. The derivation of the asymptotic error can show the connection between Fourier analysis and the correction function technique, and clarify the effect of the initial discretization.

The research on superconvergence has been focused on scalar equations. We study the superconvergence of the DG method applied to vector linear advection equations. To avoid diagonalization, the Lax-Friedrichs flux is used as the numerical flux on cell boundaries. The error analysis is adapted for the method since it is not equivalent to the upwinding flux for each scalar wave. We obtain similar results on the superconvergence.

The remainder of this paper is organized as follows. In Section 2, we study the superconvergence of the DG method for scalar linear advection equations. We use Fourier analysis to derive the error bounds. Then we compute the asymptotic errors for various initial discretization in two different approaches. In Section 3, we compute the numerical error for the DG method with Lax-Friedrichs flux applied to vector advection equations. We show the superconvergence similar to that for scalar equations. The results are illustrated numerically in Section 4. Finally, conclusions and thoughts on future work are discussed in Section 5.

## 2 Scalar Equations

In this section we investigate the superconvergence of the Discontinuous Galerkin (DG) method for the one-dimensional scalar linear advection equation with periodic boundary condition.

### 2.1 Preliminary

The linear advection equation is

\[ u_t + au_x = 0, \quad (x, t) \in [0, 2\pi] \times [0, T], \]

\[ u(x, 0) = g(x), \quad u(0, t) = u(2\pi, t). \]  \hspace{1cm} (1)

Without loss of generality, the sound speed $a$ is set to 1. We solve the equation using $k$’th order DG method on a uniform grid of $N$ cells with cell size $h$, and denote the numerical solution by $u_h$. The solution $u_h \in V_h$, where

\[ V_h = \{ v : v|_{\tau_j} \in P_k(\tau_j), 1 \leq j \leq N \}, \]  \hspace{1cm} (2)
and satisfies

\[
((u_h)_1, v) = (u_h, v_x) + \sum_{j=1}^{N} ((v|u_h^-)|_{j+\frac{1}{2}})_j, \quad \forall v \in V_h,
\]  

(3)

where \([v] = v^+ - v^-\), and \(v^+_{j+\frac{1}{2}} \equiv v^+_{j+1}\). The initial discretization \(u_h(x, 0)\) is a projection of \(g(x)\) onto \(V_h\). To analyze the error \(e = u - u_h\), we follow Cao [1] to define the special interpolations of the exact solution,

\[
u_f = P_h^- u - \sum_{i=1}^{k} w_i,
\]  

(4)

where \(P_h^-\) is the Gauss-Radau projection, and in each cell \(\tau_j\), for \(1 \leq i \leq k\),

\[
(w_i, v_x) = (\partial_x w_{i-1}, v), \quad \forall v \in P_h(\tau_j),
\]  

(5)

\[w_i = 0,\]

with \(w_0 = u - P_h^- u\). Let \(\eta = u - u_f\), and \(e = \xi + \eta\). The equation for \(\xi\) is

\[
((\xi + w_k)_1, v) = (\xi, v_x) + \sum_{j=1}^{N} ((v|\xi^-)|_{j+\frac{1}{2}})_j, \quad \forall v \in V_h,
\]  

(6)

We can express \(e\), \(\eta\), and \(\xi\) in terms of orthogonal basis \(\{\phi_{j,n}\}\), Legendre polynomials [20] scaled to \(\tau_j\), as

\[
e|_{\tau_j}(t) = \sum_{n=0}^{\infty} c_{j,n}(t) \phi_{j,n}, \quad \eta|_{\tau_j} = \sum_{n=0}^{\infty} \eta_{j,n} \phi_{j,n}, \quad \xi|_{\tau_j}(t) = \sum_{n=0}^{\infty} \xi_{j,n}(t) \phi_{j,n}.
\]  

(7)

It has been proven by Cao [1] that for \(t \in [0, T]\) and \(0 \leq n \leq k\),

\[
\|\eta_{j,n}(t)\|_\infty \lesssim h^{2k+1-n} \|g^{(2k+1-n)}\|_\infty,
\]  

(8)

provided that \(g^{(2k+1)}(x)\) is bounded. Cao [1] also showed that if the initialization is chosen such that

\[
\|u_h(\cdot, 0) - u_f(\cdot, 0)\|_2 \lesssim h^{2k+1} \|g^{(2k+2)}\|_\infty,
\]  

(9)

then

\[
\|\xi(\cdot, t)\|_2 \lesssim h^{2k+1} \|g^{(2k+2)}\|_\infty,
\]  

(10)

for \(t \in [0, T]\), provided that \(g^{(2k+2)}(x)\) is bounded. Consequently, for \(t \in [0, T]\) and \(0 \leq n \leq k\),

\[
\|e_{j,n}(t)\|_2 \lesssim h^{2k+1-n} \|g^{(2k+2)}\|_\infty.
\]  

(11)

In addition, the downwind error,

\[
\xi_j^-(t) = u(x^-_{j+\frac{1}{2}}, t) - u_h(x^-_{j+\frac{1}{2}}, t),
\]  

(12)

is also of order \(2k + 1\),

\[
\|\xi^-(t)\|_2 \lesssim h^{2k+1} \|g^{(2k+2)}\|_\infty.
\]  

(13)

We will apply Fourier analysis to Eq. (11), and prove the we can obtain optimal superconvergence asymptotically by initializing \(u_h\) as the \(L_2\) projection of \(g\) onto \(P_h(\tau_j)\) on each cell.

### 2.2 Error estimation for initialization by \(L_2\) projection

For a discrete function \(f_j\), we denote the Fourier coefficients by \(\hat{f}_m\),

\[
\hat{f}_m = \frac{1}{N} \sum_{j=1}^{N} f_j e^{-imx_j}.
\]  

(14)

and define the norm,

\[
\|f\|_s = \sum_{m=0}^{N-1} |\hat{f}_m| m^s.
\]  

(15)

The next theorem bounds the error in \(u_h(x, t)\) for \(u_h(x, 0)\) close to the \(L_2\) projection of \(g(x)\).
Theorem 2.1. Suppose $g \in H_{2k+3}$, so that $\|g\|_{2k+2} < \infty$. Let $u_h$ be the solution to Eq. (3) with initial error
\[ \hat{e}_{m,n}(0) = O((mh)^{2k+1-n} \hat{g}_m), \quad 0 \leq n \leq k. \] (16)
There exists an $\alpha > 0$, such that for any $t \in [0,T]$,
\[ \|\xi(\cdot, t)\|_\infty \lesssim h^{2k+1}(\|g\|_{2k+1} + \|g\|_{2k+2} t) + h^{k+1} \|g\|_{k+1} e^{-\frac{\alpha t}{2}}. \] (17)
\[ \|\xi_0(\cdot, t)\|_\infty \lesssim h^{2k+1}(\|g\|_{2k+1} + \|g\|_{2k+2} t) + h^{k+2} \|g\|_{k+2} e^{-\frac{\alpha t}{2}}. \] (18)
Consequently,
\[ \|e_0(\cdot, t)\|_\infty \lesssim h^{2k+1}(\|g\|_{2k+1} + \|g\|_{2k+2} t) + h^{k+2} \|g\|_{k+2} e^{-\frac{\alpha t}{2}}; \] (19)
\[ \|e_-(\cdot, t)\|_\infty \lesssim h^{2k+1}(\|g\|_{2k+1} + \|g\|_{2k+2} t) + h^{k+1} \|g\|_{k+1} e^{-\frac{\alpha t}{2}}; \] (20)
and for $1 \leq n \leq k$,
\[ \|e_{-n}(\cdot, t)\|_\infty \lesssim h^{2k+1-n}(\|g\|_{2k+1-n} + h^{k+1} \|g\|_{k+1} e^{-\frac{\alpha t}{2}}. \] (21)

Proof. For each Fourier mode, Eq. (9) can be written as a matrix equation,
\[ \frac{d}{dt} \hat{\xi}_m = \frac{A_m}{h} \hat{\xi}_m - b_m(t), \] (22)
where $\hat{\xi}_m = (\hat{\xi}_{m,0}, \hat{\xi}_{m,1}, \ldots, \hat{\xi}_{m,k})^T$,
\[ b_m(t) = \frac{d}{dt} ((\hat{\omega}_k)_{m,0}, (\hat{w}_k)_{m,1}, \ldots, (\hat{w}_k)_{m,k})^T, \] (23)
and $A_m$ is a $(k+1) \times (k+1)$ matrix with indices from 0 to $k$,
\[ (A_m)_{st} = -(2s+1)(1 - (-1)^s e^{-imt}), \quad 0 \leq s \leq t \leq k; \] (24)
\[ (A_m)_{st} = -(2s+1)(-1)^{s+t} (1 - (-1)^t e^{-imt}), \quad 0 \leq t < s \leq k. \]
The solution is
\[ \hat{\xi}_m(t) = e^{A_m t} \hat{\xi}_m(0) - \int_0^t e^{A_m(t-\tau)} b_m(\tau) d\tau. \] (25)
Diagonalize $A_m$ as $A_m = \sum_{n=0}^k \lambda_n^{(m)} r_n^{(m)} t_n^{(m)}$, where $\lambda_n^{(m)}$, $r_n^{(m)}$, and $t_n^{(m)}$ are the eigenvalues and the associated right and left eigenvectors that satisfy $t_n^{(m)} r_n^{(m)} = 1$. Because
\[ \frac{(-1)^s (A_m)_{st}}{2s+1} = \frac{(-1)^t (A_m)_{ts}}{2t+1}, \] (26)
we can set
\[ (t_n^{(m)})_s = \frac{(-1)^t}{2s+1} (r_n^{(m)})_s, \quad 0 \leq s \leq k. \] (27)
It has been shown in Ref. [2] that $\lambda_0$ represents the physical mode,
\[ \lambda_0^{(m)} = -imh + O((mh)^{2k+2}), \] (28)
while other eigenvalues $(1 \leq n \leq k)$ represent nonphysical modes,
\[ \lambda_n^{(m)} = -\alpha_n + O(mh), \quad \Re \alpha_n > 0. \] (29)
In fact, $\Re \lambda_n^{(m)} < 0$ for $1 \leq n \leq k$. To prove that, notice that Eq. (3) can be written as
\[ ((u_h)_t + (u_h)_v, v) = -\sum_{j=1}^N |[u_h]_j|^2 |j + \frac{1}{2}|, \quad \forall v \in V_h. \] (30)
It implies the energy estimate,
\[ \frac{d}{dt} (u_h, \bar{u}_h) = -\sum_{j=1}^N |[u_h]_{j + \frac{1}{2}}|^2 \leq 0. \] (31)
Consequently, $\Re \lambda_n^{(m)} \leq 0$. If $\Re \lambda_n^{(m)} = 0$, $[u_n] = 0$ by Eq. (31). Then we have $(u_{k})_{t} + (u_{k})_{x} = 0$ by Eq. (30). As an eigenfunction in $P_{k}$, $u_{k}$ has to be a constant, and the associated eigenvalue is 0. But that is the physical eigenfunction for $m = 0$, so nonphysical eigenvalues have negative real parts. We can write

$$e^{A_{m}t} \hat{\xi}_{m}(0) = e^{\lambda_{r}^{(m)}t/h} \hat{\xi}_{m}(0) + \sum_{n=1}^{k} e^{\lambda_{n}^{(m)}t/h} r_{n}^{(m)} \hat{\xi}_{m}(0).$$

(32)

Express $e^{im(x-x_{0})}$ in terms of orthogonal basis $\{\phi_{j,n}\}$,

$$e^{im(x-x_{0})} = \sum_{n=0}^{\infty} p_{n}^{(m)} \phi_{j,n}(x).$$

(33)

For the physical mode, it has been shown in Ref. [2] that

$$(r_{0}^{(m)})_{n} = p_{n}^{(m)} + O((mh)^{2k+1-n}) = O((mh)^{n}), \quad 0 \leq n \leq k,$$

(34)

where we used

$$p_{n}^{(m)} = \frac{n!}{(2n)!} (imh)^{n} + O((mh)^{n+1}).$$

(35)

Then $(l_{0}^{(m)})_{n} = O((mh)^{n})$, and

$$l_{0}^{(m)} \hat{\xi}_{m}(0) = \sum_{n=0}^{k} (\hat{\xi}_{m,n}(0) - \hat{\eta}_{m,n}(0)) O((mh)^{n}).$$

(36)

By Eq. (30), $\hat{\eta}_{m,n}(0) = O((mh)^{2k+1-n} \hat{g}_{m})$. Combined with Eq. (19), we have

$$e^{\lambda_{r}^{(m)}t/h} l_{0}^{(m)} \hat{\xi}_{m}(0) = O((mh)^{2k+1} \hat{g}_{m}).$$

(37)

For nonphysical modes, by Eq. (29) there exists $\epsilon > 0$ such that for $mh \leq \epsilon$,

$$\Re \lambda_{n} \leq -\frac{\alpha}{2}, \quad 1 \leq n \leq k,$$

(38)

where

$$\alpha = \min_{1 \leq n \leq k} \Re \lambda_{n}.$$  

(39)

For $mh \leq \epsilon$,

$$e^{\lambda_{n}^{(m)}t/h} r_{n}^{(m)} \hat{\xi}_{m}(0) = r_{n}^{(m)} O(e^{-\frac{2\alpha}{\epsilon} (mh)^{k+1} \hat{g}_{m}}),$$

(40)

whose first entry is

$$e^{\lambda_{n}^{(m)}t/h} r_{n}^{(m)} \hat{\xi}_{m}(0) = O(e^{-\frac{2\alpha}{\epsilon} (mh)^{k+1} \hat{g}_{m}}).$$

(41)

because $(r_{n}^{(m)})_{0} = O(mh)$. For $mh > \epsilon$,

$$e^{\lambda_{n}^{(m)}t/h} r_{n}^{(m)} \hat{\xi}_{m}(0) = O((mh)^{k+1} \hat{g}_{m}).$$

(42)

For the second term in Eq. (25), by the definition of $w_{k}$ in Eq. (4), we have

$$b_{m} = O(m^{2k+2} h^{2k+1} \hat{g}_{m}).$$

(43)

and so

$$\int_{0}^{t} e^{A_{m}(t-\tau)} b_{m}(\tau) d\tau = O(m^{2k+2} h^{2k+1} \hat{g}_{m} t).$$

(44)

Summing over all Fourier modes, we obtain

$$\|\xi(\cdot, t)\|_{\infty} \leq \sum_{n=0}^{k} \|\xi_{n}(t)\|_{\infty} \leq \sum_{n=0}^{k} \sum_{m=0}^{N-1} |\hat{\xi}_{m,n}| \leq \sum_{n=0}^{k} \sum_{m=0}^{N-1} \|e^{A_{m}t} \hat{\xi}_{m}(0)\|_{n} + \|\int_{0}^{t} e^{A_{m}(t-\tau)} b_{m}(\tau) d\tau\|_{n},$$

(45)
Since for any $0 \leq s \leq k$,
\[
\left| \sum_{m=0}^{N-1} e^{A_{m} t} \xi_{m}(0) \right|_{s} \lesssim \sum_{m=0}^{N-1} (mh)^{k+1} |g_{m}| + \sum_{m=0}^{N-1} |(r_{m})_{s}| (mh)^{k+1} |g_{m}| e^{-\frac{\alpha t}{2}},
\]
\[
\lesssim \sum_{m=0}^{N-1} (mh)^{k+1} |g_{m}| + \sum_{m=0}^{N-1} |(r_{m})_{s}| (mh)^{k+1} |g_{m}| e^{-\frac{\alpha t}{2h}} + \sum_{m=0}^{N-1} \sum_{m=0}^{N-1} (mh)^{k+1} |g_{m}| e^{-\frac{\alpha t}{2h}}.
\]
and
\[
\left| \sum_{m=0}^{N-1} | \int_{0}^{1} e^{A_{m}((t-r)m+1)} b_{m}(r) dr | \right| = O(h^{2k+1} |g_{2k+1} + h^{k+1} |g_{k+1} e^{-\frac{\alpha t}{2h}}) .
\]
we obtain Eq. (17). For $s = 0$, by Eq. (11),
\[
\sum_{m=0}^{N-1} e^{A_{m} t} \xi_{m}(0)_{0} = O(h^{2k+1} |g_{2k+1} + h^{k+1} |g_{k+1} e^{-\frac{\alpha t}{2h}}) ,
\]
hence Eq. (18). Eq. (19) is a consequence of Eqs. (8) and (18). Since
\[
\left| c_{j}^{(s)}(t) = \xi_{j}^{(s)}(t) = \sum_{n=0}^{k} \xi_{j,n}(t) .
\]
hence Eq. (20). Eq. (21) is a consequence of Eqs. (5) and (17).

If we replace the norm $\|f\|_{s}$ by $\|f^{(s)}\|_{L_{2}}$, or equivalently,
\[
\|f\|_{s,2} = \sqrt{\sum_{m=0}^{N-1} |f_{m} m_{x}|^{2}} ,
\]
the proof of Theorem 2.1 can be carried out similarly, which gives the following error bound in $L_{2}$ norm.

**Theorem 2.2.** Suppose $g \in H_{2k+2}$, so that $\|g^{(2k+2)}\|_{L_{2}} < \infty$. Let $u_{h}$ be the solution to Eq. (5) with initial error
\[
\hat{e}_{m}(0) = O((mh)^{2k+1-n} g_{m}) , \quad 0 \leq n \leq k .
\]
There exists an $\alpha > 0$, such that for any $t \in [0, T]$,
\[
\|\xi^{(s)}(t)\|_{L_{2}} \lesssim h^{2k+1} (\|g(2k+1)\|_{L_{2}} + \|g^{(2k+2)}\|_{L_{2}} t) + h^{k+1} (\|g^{(k+1)}\|_{L_{2}} e^{-\frac{\alpha t}{2h}}) ,
\]
\[
\|\xi^{(0)}(t)\|_{L_{2}} \lesssim h^{2k+1} (\|g(2k+1)\|_{L_{2}} + \|g^{(2k+2)}\|_{L_{2}} t) + h^{k+1} (\|g^{(k+2)}\|_{L_{2}} e^{-\frac{\alpha t}{2h}}) .
\]
Consequently,
\[
\|e_{,0}(t)\|_{L_{2}} \lesssim h^{2k+1} (\|g(2k+1)\|_{L_{2}} + \|g^{(2k+2)}\|_{L_{2}} t) + h^{k+1} (\|g^{(k+2)}\|_{L_{2}} e^{-\frac{\alpha t}{2h}}) ,
\]
\[
\|e^{(s)}(t)\|_{L_{2}} \lesssim h^{2k+1} (\|g(2k+1)\|_{L_{2}} + \|g^{(2k+2)}\|_{L_{2}} t) + h^{k+1} (\|g^{(k+1)}\|_{L_{2}} e^{-\frac{\alpha t}{2h}}) ,
\]
and for $1 \leq n \leq k$,
\[
\|e^{(n)}(t)\|_{L_{2}} \lesssim h^{2k+1-n} (\|g(2k+1-n)\|_{L_{2}} + h^{k+1} (\|g^{(k+1)}\|_{L_{2}} e^{-\frac{\alpha t}{2h}}) .
\]

### 2.3 Asymptotic error

We derive the asymptotic error as $h \to 0$ for sufficiently small initial error.

**Theorem 2.3.** Let $u_{h}$ be the solution to Eq. (9) with initial error
\[
\hat{e}_{m}(0) = O((mh)^{2k+2-n} g_{m}) , \quad 0 \leq n \leq k .
\]
For any $t > 0$,
\[
\lim_{h \to 0} e_{,0}(t) = \frac{(-1)^{k}(k+1)k!}{(2k+2)!(2k+1)!} [t^{2k+1}(x_{j} - t) - t^{2k+2}(x_{j} - t)] .
\]
The last two terms are
\[ \lim_{h \to 0} e_j(t) = \frac{(-1)^k(k + 1)k!}{(2k + 2)!(2k + 1)!}[g_j(2k + 1)(x_j - t) - tg_j(2k + 2)(x_j - t)]. \tag{59} \]

The convergence is uniform if \( g \in H_{2k+3} \), or in \( L_2 \) norm if \( g \in H_{2k+2} \). For \( 1 \leq n \leq k \),
\[ \lim_{h \to 0} e_{j,n}(t) = \frac{(-1)^{k+1-n}(k + 1)k!(2n + 1)!}{(2k + 2)!(2k + 1)!n!} g_j(2k+1-n)(x_j - t). \tag{60} \]

The convergence is uniform if \( g \in H_{2k+2} \).

Proof. First we assume \( g \in H_{2k+3} \), so that \( \|g\|_{2k+2} < \infty \). By Eq. (57), the error vector in each cell is
\[ e_j(t) = \sum_{m=0}^{N-1} e^{imx_j} \left[ e^{A_{m,t}\xi_m(0)} - \int_0^t e^{A_{m,\tau}\eta_m(\tau)}d\tau + \eta_m(t) \right]. \tag{61} \]

By the construction of \( u_I \) in Eq. (4), for smooth \( g \),
\[ \eta_{i,k} = (w_0)_{i,k} + O(tk^{k+2})\|g(k+2)\|_\infty = \frac{(k + 1)!}{(2k + 2)!} h^{k+1}\eta_k + O(tk^{k+2})\|g(k+2)\|_\infty). \tag{62} \]

Similarly, for \( 0 \leq n \leq k - 1 \),
\[ \eta_{i,n} = (w_{0,n})_{i,n} + O(tk^{k+2-n})\|g(k+2-n)\|_\infty \]
\[ = -\frac{(k + 1)k!(2n + 1)!}{(2k + 2)!(2k + 1)!n!} h^{k+1-n}e^{i\eta_{k} + O(h^{2k+2-n})\|g(k+2-n)\|_\infty}. \tag{63} \]

Therefore, for each Fourier mode and \( 0 \leq n \leq k \),
\[ \eta_{m,n}(t) = -\frac{(k + 1)k!(2n + 1)!}{(2k + 2)!(2k + 1)!n!} h^{k+1-n}e^{i\eta_{k} + O(h^{2k+2-n} \eta_{m}). \tag{64} \]

By Eq. (57),
\[ \xi_{m,n}(0) = \frac{(k + 1)k!(2n + 1)!}{(2k + 2)!(2k + 1)!n!} h^{k+1-n}e^{i\eta_{k} + O(h^{2k+2-n} \eta_{m}). \tag{65} \]

By Eq. (64),
\[ e^{A_{m,t}\xi_m(0)} = e^{h^{i\eta_{k}}(r_{0,m})^{i\eta_{m}}(0) \xi_{m}(0)} + \sum_{n=1}^{k} e^{h^{i\eta_{k}}(r_{n,m})^{i\eta_{m}}(0) \xi_{m}(0). \tag{66} \]

By Eqs. (27) and (35),
\[ (r_{0,m})^{i\eta_{m}}(0) = \frac{(-1)^n}{2n+1}p_n + O((mh)^{2k+1-n}) = \frac{(-1)^n}{(2n+1)!} (imh)^n + O((mh)^{n+1}). \tag{67} \]

So
\[ r_{0,m}^{i\eta_{m}}(0) = (k + 1)k!(2k + 2)!n! (mh)^{2k+1}i\eta_{m} + O((mh)^{2k+2} \eta_{m}). \tag{68} \]

Since \( (r_{0,m})_{0} = 1 + O(mh) \), by Eq. (28),
\[ e^{h^{i\eta_{k}}(r_{0,m})^{i\eta_{m}}(0) \xi_{m}(0)} = e^{-i\eta_{k} + O(mh)mt} \left( \frac{(k + 1)k!(2k + 2)!n! (mh)^{2k+1}i\eta_{m} + O((mh)^{2k+2} \eta_{m}) \right) \]
\[ = e^{-i\eta_{k} + O(mh)mt} \left( (mh)^{2k+1}i\eta_{m} + O((mh)^{2k+2} \eta_{m}) + O((mh)^{2k+1} \eta_{m})e^{O(mh)mt - 1}. \tag{69} \]

The last two terms are \( O(h^{2k+1}) \) when summed over all Fourier modes, because
\[ \sum_{m=0}^{N-1} \frac{(mh)^{2k+2} \eta_{m}}{h^{2k+1}} \leq \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} m^{2k+1} |\eta_{m}| m h \leq \|g\|_{2k+1} \sqrt{N} + \sum_{m=1/\sqrt{N}}^{\infty} m^{2k+1} |\eta_{m}|, \tag{70} \]
which converges to 0 as \( h \to 0 \) since \( \|g\|_{2k+1} < \infty \), and as \( \Re \lambda_0 \leq 0 \),

\[
\frac{\sum_{m=0}^{N-1} (m)(2k+1) + \hat{m} e^{O(mhmt)} - 1)}{h^{2k+1}} \leq \sum_{m=0}^{1/\sqrt{\pi}} m^{2k+1} |\hat{g}_m| \mathcal{h} + \sum_{m=1}^{N-1} m^{2k+1} |\hat{g}_m| \leq \|g\|_{2k+1} \sqrt{\mathcal{h} + \sum_{m=1}^{\infty} m^{2k+1} |\hat{g}_m|},
\]

(71)

which also converges to 0 as \( h \to 0 \). For \( 1 \leq s \leq k \), since \((r_0^{(m)})_s = O(mh)^s \),

\[
\sum_{m=0}^{N-1} e^{\lambda_0^{(m)} t/h} (r_0^{(m)})_s \hat{m} \xi_m(0) = o(h^{2k+1}).
\]

(72)

Similar to Eq. (60), for \( 1 \leq n \leq k \) and \( 0 \leq s \leq k \), we have

\[
\frac{1}{h^{2k+1}} \left| \sum_{m=0}^{N-1} e^{\lambda_0^{(m)} t/h} (r_0^{(m)})_n \xi_m(0) \right| \leq \frac{\epsilon}{h} \sum_{m=0}^{\infty} m^{k+1+l} h^{-k} |\hat{g}_m| e^{-\frac{\epsilon}{h}} + \sum_{m=e/h}^{N-1} m^{k+1+l} h^{-k} |\hat{g}_m| \leq h^{-k} \|g\|_{k+1} e^{-\frac{\epsilon}{h}} + e^{-k} \sum_{m=e/h}^{N-1} m^{2k+1} |\hat{g}_m|,
\]

(73)

and \( \sum_{m=0}^{N-1} e^{\lambda_0^{(m)} t/h} \hat{m} \xi_m(0) = o(h^{2k+1}) \) for \( 1 \leq s \leq k \). For the integral in Eq. (71), we have Eq. (69). In particular, since for smooth \( g \),

\[
\frac{d}{dt}(w_k)_{j,k} = -(k+1)! \frac{(k+1)!}{(2k+2)!(2k+1)!} h^{k+1} \partial^k \partial_x^{k+1} u + O(h^{2k+2} \|g\|_{2k+3})\|\infty\|.
\]

(75)

we have

\[
(b_m)_{0}(\tau) = -(k+1)! \frac{(k+1)!}{(2k+2)!(2k+1)!} h^{k+1} (-im)^{k+1} (im)^{k+1} \hat{g}_m e^{-\im\tau} + O(m^{2k+3} h^{k+2} \hat{g}_m).
\]

(76)

Then

\[
e^{\lambda_0^{(m)} (t-r)/h} (r_0^{(m)})_m b_m(\tau) = e^{-\im\tau + O(mhmt)(t-r)} - \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+1} \hat{m} \xi_m + O((mh)^{2k+2} \hat{m} \xi_m)
\]

(77)

Similarly, the last two terms are \( o(h^{2k+1}) \) when summed over all Fourier modes because \( \|g\|_{2k+2} < \infty \), and for \( 1 \leq s \leq k \),

\[
\sum_{m=0}^{N-1} e^{\lambda_0^{(m)} (t-r)/h} (r_0^{(m)})_s \xi_m b_m(\tau) = o(h^{2k+1}).
\]

(78)

For \( 1 \leq n \leq k \),

\[
\frac{1}{h^{2k+1}} \left| \sum_{m=0}^{N-1} e^{\lambda_0^{(m)} (t-r)/h} (r_0^{(m)})_n \xi_m b_m(\tau) \right| \leq \sum_{m=0}^{N-1} m^{2k+3} \hat{g}_m,
\]

(79)

which converges to 0 as \( h \to 0 \). Therefore

\[
- \sum_{m=0}^{N-1} e^{\im x} \int_0^{t} e^{A_m(t-r)} b_m(\tau) d\tau = \sum_{m=0}^{N-1} e^{\im x} \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+1} \hat{m} \xi_m + o(h^{2k+1}).
\]

(80)
For $1 \leq s \leq k$,
\[
\left| \sum_{m=0}^{N-1} e^{imx_j} \int_0^t [e^{A_m(t-\tau)} b_m(\tau)] d\tau \right| \\
= \sum_{n=1}^k \sum_{m=0}^{N-1} e^{imx_j} \int_0^t e^{A_m(t-\tau)/h} (r_n^{(m)}) s l_n^{(m)} b_m(\tau) d\tau + o(h^{2k+1}) \\
\lesssim \sum_{n=1}^k \sum_{m=0}^{N-1} \int_0^t e^{-\alpha(t-\tau)/h} m^{2k+2} h^{2k+1} |g_m| d\tau \\
+ \sum_{m=0}^{N-1} \int_0^t m^{2k+2} h^{2k+1} |g_m| d\tau + o(h^{2k+1}) \tag{81}
\]
\[
\leq \sum_{n=1}^k h^{2k+1} \left[ \frac{2H}{\alpha} \sum_{m=0}^{N-1} m^{2k+2} |g_m| + t \sum_{m=0}^{N-1} m^{2k+2} |g_m| \right] + o(h^{2k+1}) \\
= o(h^{2k+1}).
\]
Lastly, by Eq. (61),
\[
\hat{\eta}_m(t) = -\frac{(k+1)!k!}{(2k+2)!(2k+1)!} (mh)^{2k+1} i g_m e^{-int} + O((mh)^{2k+2} \hat{g}_m), \tag{82}
\]
whose last term is $o(h^{2k+1})$ when summed over all Fourier modes as $\|g\|_{2k+1} < \infty$. Substituting Eq. (74), (80) and (82) into Eq. (61), we obtain
\[
\lim_{h \to 0} \frac{e_{j,0}(t)}{h^{2k+1}} = \lim_{h \to 0} \sum_{n=0}^{N-1} \left( \frac{(k+1)!k!}{(2k+2)!(2k+1)!} \right) \left[ k m^{2k+1} + t m^{2k+2} \right] \hat{g}_m e^{im(x_j-t)} \\
= \frac{(-1)^k (k+1)!k!}{(2k+2)!(2k+1)!} \left[ k g^{(2k+1)}(x_j-t) - tg^{(2k+2)}(x_j-t) \right]. \tag{83}
\]
For $g \in H_{2k+3}$, the Fourier series of $g^{(2k+2)}$ converges absolutely and uniformly. For $g \in H_{2k+2}$, the Fourier series of $g^{(2k+2)}$ converges in $L_2$ norm, and the proof is still valid so long as we replace all $\|g\|_s$ by $\|g\|_{s,2}$. To prove Eq. (59), we notice that $\hat{\eta}_j = 0$, so
\[
\hat{\eta}_j(t) = \sum_{n=0}^{k} \xi_j(t) = \xi_j(t) + o(h^{2k+1}). \tag{84}
\]
For $g \in H_{2k+2}$, we also have
\[
\|g\|_{2k+1} \lesssim \|g\|_{2k+2,2} < \infty. \tag{85}
\]
Substituting Eq. (59) into Eq. (61) we get
\[
e_{j}(t) = O(h^{2k+1} \|g\|_{2k+1}) + o(h^2 \|g\|_{2k+1}) + \sum_{m=0}^{N-1} e^{inx_j} \hat{g}_m(t). \tag{86}
\]
Substituting in Eq. (61) we obtain for $1 \leq n \leq k$,
\[
\lim_{h \to 0} \frac{e_{j,n}(t)}{h^{2k+1-n}} = \lim_{h \to 0} \sum_{n=0}^{N-1} \left( \frac{(k+1)!k!(2n+1)!}{(2k+2)!(2k+1)!n!} \right) \left[ m^{2k+1-n} \hat{g}_m e^{im(x_j-t)} \right] \\
= \frac{(-1)^{k+1-n} (k+1)!k!(2n+1)!}{(2k+2)!(2k+1)!n!} g^{(2k+1-n)}(x_j-t), \tag{87}
\]
with uniform convergence. \hfill \Box

### 2.4 Direction computation of error

We can provide an alternative proof of Theorem 2.3 by direct computation of the error. As shown in Eqs. (28) and (34), the physical mode of $A_m$ is super close to the exact solution. Ref. [23] proved that the $R_{k,k+1}(\lambda^{(m)}) = \exp(\lambda mh)$, where $R_{k,k+1}(z)$ is the $[k/k+1]$ Padé approximation of $\exp(-z)$. We will
prove a lemma on the closeness of the physical mode to the exact solution following Ref. [2]. Denote by \( \tilde{r}_0^{(m)} \) the eigenvector parallel to \( r_0^{(m)} \) but normalized at the downwind point,

\[
\sum_{n=0}^{k} (r_0^{(m)})_n = e^{\frac{imh}{2}}.
\] (88)

**Lemma 2.4.** The eigenvalue of the physical mode is superclose to \(-imh\). More precisely,

\[
\lambda_0^{(m)} = -imh - \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+2} + O((mh)^{2k+3}).
\] (89)

The eigenvector normalized as in Eq. is superclose to the projection of \( e^{im(x-x_j)} \) onto \( P_k(\tau_j) \). More precisely,

\[
\delta_n^{(m)} = \tilde{p}_n^{(m)} - (\tilde{r}_0^{(m)})_n = (-1)^{k+1-n} \frac{(k+1)!}{(2k+2)!(2k+1)!n!} (mh)^{2k+1-n} + O((mh)^{2k+2-n})
\] (90)

for \( 0 \leq n \leq k \).

**Proof.** Following Ref. [2], for each Fourier mode, we can write the eigenvalue problem for Eq. (3), scaled from \( x \in \tau_j \) to \( y = 2(x-x_j)/h \in [-1,1] \), as

\[
\lambda u + 2uy = (-1)^{k+1}[[u]](R_{k+1})(y), \quad u \in P_k, \quad u(1) = e^{\frac{imh}{2}}.
\] (91)

where \( [[u]] = u(1) - u(1)e^{-imh} \), and \( R_{k+1}(y) = \phi_{k+1}(y) - \phi_k(y) \) is the right Rado polynomial of degree \( k + 1 \). The solution \( u \) associated with the physical eigenvalue \( \lambda_0^{(m)} \) is \( \tilde{r}_0^{(m)} \). Since \( u \in P_k \),

\[
u(y) = \frac{[[u]]}{2} \left( \sum_{l=0}^{k} \frac{R_{k+1}^{(-l)}(y)}{(-\frac{\lambda}{2})^l} \right).
\] (92)

Substituting in \( y = 1 \) and using the formula \( R_{k+1}^{(-l+1)} = \phi_{k+1}^{(l+1)} = (2k+1)!! \), we get

\[
[[u]] = -\lambda^{k+1} \frac{k!}{(2k+1)!} + O(\lambda^{k+2}).
\] (93)

Multiplying Eq. (91) by \( e^{\lambda(y+1)/2} \) and integrating by parts repeatedly, we obtain

\[
u(y) = u(1)e^{-imh} \frac{\lambda^{k+1}}{2} + \frac{(-1)^{k+1}}{2} [[u]] \sum_{l=0}^{\infty} \left( \frac{-\lambda}{2} \right)^l R_{k+1}^{-(-l)}(y),
\] (94)

where \( R_{k+1}^{-0}(y) = R_{k+1}^{-1}(y) \), and for \( l \geq 0 \),

\[
R_{k+1}^{-(-l-1)}(y) = \int_{-1}^{y} R_{k+1}^{-(-l)}(z)dz.
\] (95)

Using the formula

\[
\int_{-1}^{y} \phi_k(z)dz = \frac{\phi_{k+1}(y) - \phi_{k-1}(y)}{2k+1}, \quad k \geq 1,
\] (96)

we have

\[
R_{k+1}^{-(-l)} = \sum_{t=k-l}^{k+1} c_t \phi_t, \quad 0 \leq l \leq k,
\] (97)

where \( c_t \) are constants. In particular,

\[
c_{-l} = (-1)^{l+1} \frac{(2k-2l+1)!!}{(2k+1)!!}.
\] (98)

We also have \( R_{k+1}^{-(-l)}(1) = 0 \) for \( 0 \leq l \leq k \), and

\[
R_{k+1}^{-(-k-1)}(1) = 2c_0 = (-1)^{k+1} \frac{2}{(2k+1)!!}.
\] (99)
Substituting in $y = 1$ and using the formula above, we get

$$u(1)(1 - e^{-imh - \lambda}) = \frac{(-1)^{k+1}}{2} [u] \left( -\frac{\lambda}{2} \right)^{k+1} (\lambda) (2k+1)!! \right) + O(\lambda^{k+2}). \quad (100)$$

Substituting in Eq. (100), we get

$$\lambda + imh = -\frac{(k + 1)k!}{(2k + 1)!!} (mh)^{2k+2} + O((mh)^{2k+3}). \quad (101)$$

Substituting the equation above, Eq. (103), and $u(1) = e^{imh/2}$ into Eq. (101), we get

$$u(y) = u(1)e^{-imh + \frac{imh}{2}(y+1)} + \frac{(-1)^{k+1}}{2} [u] \sum_{l=0}^{k} \left( -\frac{\lambda}{2} \right)^{l} R_{k+1}^{l} (-l)(y) + O((mh)^{2k+2}) \quad (102)$$

By Eq. (108) we see that for $0 \leq n \leq k$,

$$u_n = p^{(m)}_n + (-1)^{k-n} \frac{(k+1)k!(2n+1)!}{(2k+1)(2k+1)!} (imh)^{2k+1-n} + O((mh)^{2k+2-n}). \quad (103)$$

Next we prove Theorem 2.3 using Lemma 2.4. If the initial error in $u_n(x, 0)$ is given by Eq. (57),

$$e_j(t) = \sum_{m=0}^{N-1} e^{imx} \left( e^{-imt} p^{(m)}(x) - e^{-imt} p^{(m)}(0) \right) g_m + O((mh)^{2k+2-n} g_m) \quad (104)$$

Comparing Eqs. (104) and (103), we see

$$-\hat{g}^{(m)}_n \hat{g}_m = \hat{\xi}_{m,n}(0) + O((mh)^{2k+2-n} \hat{g}_m). \quad (105)$$

Comparing Eqs. (104) and (103), we see

$$e^{-imt} \delta^{(m)} \hat{g}_m = \hat{\eta}_m(t) + O((mh)^{2k+2-n} \hat{g}_m). \quad (106)$$

Lastly, by Eq. (104),

$$\sum_{m=0}^{N-1} e^{imx} \left( e^{-imt} - e^{-imx} \right) \hat{r}_0^{(m)} \hat{g}_m$$

Comparing Eqs. (104) and (107), we conclude that Eq. (101) has the same limits as given in Theorem (107). We can see that \( \hat{r}_0^{(m)} \) acts as the special projection $u_j$ for each Fourier mode. In the decomposition,

$$p^{(m)} = \tilde{c}_0 \hat{r}_0^{(m)} + \sum_{n=1}^{k} c_n r_n^{(m)}, \quad (108)$$

by Eq. (88), we have $c_n = O((mh)^{k+1})$ for $1 \leq n \leq k$, and

$$\tilde{c}_0 = 1 - i(k+1) \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+1} + O((mh)^{2k+2}). \quad (109)$$

It is interesting that if $\hat{r}_0^{(m)}$ is replaced by $r_0^{(m)}$ in the decomposition,

$$p^{(m)} = \tilde{c}_0 r_0^{(m)} + \sum_{n=1}^{k} c_n r_n^{(m)}, \quad (110)$$

then $c_0 = 1 + O((mh)^{2k+2})$, due to the following lemma.
Lemma 2.5. The eigenvectors \( r_0^{(m)} \) and \( r_0^{(m)} \) are related by

\[
\tilde{r}_0^{(m)} = r_0^{(m)} \left( 1 + i(k+1) \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+1} + O((mh)^{2k+2}) \right). \tag{111}
\]

Proof. Let

\[
v = r_0^{(m)} \left( 1 - i(k+1) \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+1} \right). \tag{112}
\]

By Eq. (35), we obtain

\[
\|v - v_0\| = \delta_n^{(m)} = (-1)^{k+1-n} \frac{(k+1)!}{(2k+2)!(2k+1)!} (imh)^{2k+1-n} + O((mh)^{2k+2-n}) \tag{113}
\]

for \( 1 \leq n \leq k \), and

\[
p_0^{(m)} - v_0 = ik \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+1} + O((mh)^{2k+2}). \tag{114}
\]

Since \( p_n^{(m)} \) is real for even \( n \) and imaginary for odd \( n \),

\[
\sum_{n=0}^{k} \frac{(-1)^n p_n^{(m)} v_n^2}{2n+1} = v_0^2 + \sum_{n=1}^{k} \frac{(-1)^n (p_n^{(m)} - \delta_n^{(m)})^2}{2n+1}
\]

\[
= \sum_{n=1}^{k} \frac{(-1)^n (p_n^{(m)})^2}{2n+1} - 2 \left( p_0^{(m)} (p_0^{(m)} - v_0) + \sum_{n=1}^{k} (-1)^n p_n^{(m)} \delta_n^{(m)} \right) + O((mh)^{2k+2}) \tag{116}
\]

\[
= 1 + O((mh)^{2k+2}).
\]

By Eq. (27), \( r_0^{(m)} \) satisfies

\[
\sum_{n=0}^{k} \frac{(-1)^n (r_0^{(m)})^2}{2n+1} = 1. \tag{117}
\]

Therefore \( \|v - r_0^{(m)}\| = O((mh)^{2k+2}) \).

\[\square\]

2.5 Initialization by special projections

For \( k = 1 \), as indicated by in Theorem 2.1, the error in cell average is of order 3 for any \( t \in [0, T] \), if \( u_0 \) is initialized as the \( L_2 \) projection of \( u(x,0) \) onto \( V_h \). For \( k \geq 2 \), the error in cell average if of order \( k + 2 \) for small \( t \). However, for any interval \( [T_0, T] \) with \( T_0 > 0 \), the error in cell average for \( t \in [T_0, T] \) is of order \( 2k + 1 \) for sufficiently small \( h \).

Corollary 2.6. Suppose \( k \geq 2 \). For an interval \([T_0, T] \) with \( T_0 > 0 \), if

\[
h \ln \frac{1}{h} \leq \frac{\alpha T_0}{2(k-1)}, \tag{118}
\]

then for any \( t \in [T_0, T] \),

\[
\|e \phi(t)\|_{L_2} \lesssim h^{2k+1} (\|g^{(2k+1)}\|_{L_2} + \|g^{(2k+2)}\|_{L_2} t) \tag{119}
\]

if \( g \in H_{2k+2} \), and

\[
\|e \phi(t)\|_{\infty} \lesssim h^{2k+1} (\|g\|_{2k+1} + \|g\|_{2k+2} t) \tag{120}
\]

if \( g \in H_{2k+3} \).

Proof. For any \( t \in [T_0, T] \), Eq. (118) implies that

\[
e^{-2k t} \leq e^{-\frac{\alpha T_0}{2h^{2k-1}}} \leq h^{k-1}. \tag{121}
\]

Then the conclusion follows from Theorem 2.1 and 2.2

\[\square\]
Another way to decrease the exponentially decaying term in the error bound, as shown in Ref. [1], is by initializing $u_h$ to be

$$u'_l = P_h^- u - \sum_{i=1}^{l} w_i, \quad 0 \leq l \leq k. \quad (122)$$

**Theorem 2.7.** Suppose $g \in H_{2k+3}$, so that $\|g\|_{2k+2} < \infty$. Let $u_h$ be the solution to Eq. (3) with

$$u_h(x,0) = u'_l(x,0), \quad (123)$$

for some $0 \leq l \leq k$. There exists an $\alpha > 0$, such that for any $t \in [0,T]$,  

$$\|\xi(\cdot,t)\| \lesssim h^{2k+1} (\|g\|_{2k+1} + \|g\|_{2k+2} t) + h^{k+1} \|g\|_{k+l+2} e^{-\alpha t/2}. \quad (124)$$

Consequently,

$$\|\xi(\cdot,0)\| \lesssim h^{2k+1} (\|g\|_{2k+1} + \|g\|_{2k+2} t) + h^{k+1} \|g\|_{k+l+3} e^{-\alpha t/2}. \quad (125)$$

and for $1 \leq n \leq k$,

$$\|\xi_{n}(\cdot,0)\| \lesssim h^{2k+1-n} \|g\|_{2k+1-n} + h^{k+1} \|g\|_{k+l+2} e^{-\alpha t/2}. \quad (126)$$

Moreover, for any $t > 0$,

$$\lim_{h \to 0} \frac{\|\xi_{n}(\cdot,t)\|}{h^{2k+1}} = \frac{(-1)^k (k+1)!}{(2k+2)!(2k+1)!} [(k-l-1) g^{(2k+1)}(x_j - t) - t g^{(2k+2)}(x_j - t)], \quad (127)$$

with uniform convergence, and Eq. (123) still holds for $1 \leq n \leq k$.

**Proof.** Eq. (123) implies that $\xi_{m,n}(0)$ is the same as given in Eq. (65) for $0 \leq n \leq k - l - 1$, while

$$\hat{\xi}_{m,n}(0) = O((mh)^{k+l+2} \tilde{g}_m), \quad k - l \leq n \leq k. \quad (130)$$

Therefore

$$i^{(m)}_0 \bar{\xi}(0) = (k-l) \frac{(k+1)!}{(2k+2)!(2k+1)!} (mh)^{2k+1} i \tilde{g}_m + O((mh)^{2k+2} \tilde{g}_m), \quad (131)$$

and for $1 \leq n \leq k$,

$$i^{(m)}_n \bar{\xi}(0) = O((mh)^{k+l+2} \tilde{g}_m). \quad (132)$$

The rest of the proof is the same as those for Theorem 2.1 and 2.3

Same result in $L_2$ norm of the errors can be obtained for $g \in H_{2k+2}$. By Theorem 2.3, the optimal order of $2k+1$ for error in cell average and $2k+1-n$ in $e_{j,n}$ can be achieved with the initial discretization,

$$u_h(x,0) = P_h^- u(x,0) - \sum_{i=1}^{k-2} w_i(x,0). \quad (133)$$

In particular, for $k = 2$, we can set $u_h(x,0) = P_h^- u(x,0)$ to achieve the optimal order of $5$ in cell average for all $t$. Since the Gauss-Radau projection does not involve time derivative, it is easier to implement than $u'_l$ with $l > 0$. For $k = 1$, to achieve optimal superconvergence of order $3$ for all $t$, we only need to initialize $u_h$ as the $L_2$ projection of $u(x,0)$, which is even simpler since it is independent of the direction of the flow.

### 3 Vector equations

In this section we study the solution to vector linear advection equations,

$$u_t + A u_x = 0, \quad (x,t) \in [0,2\pi] \times [0,T].$$

$$u(x,0) = g(x), \quad u(0,t) = u(2\pi,t).$$

In the equation, $u$ is a vector, and $A$ is a diagonalizable matrix. If the equation is solved by DG with upwinding flux, it is equivalent to diagonalizing the equation and solving the scalar equation for each
There exists an $\alpha_u$ and for $a \neq |a|$, $F^*$ is not the upwinding flux, and the error analysis in the last section has to be modified. In the following theorem, we show that for nonzero $a$, the superconvergence still holds with the same order. Without loss of generality, we set $a = 1$ in Eq. (135), and we study the difference between $u_h$ and the exact solution of Eq. (i).

**Theorem 3.1.** Suppose $g \in H_{2k+3}$. Let $u_h$ be the solution to Eq. (135) with initial error

$$
\hat{e}_{m,n}(0) = O((mh)^{2k+2-n}g_n), \quad 0 \leq n \leq k.
$$

There exists an $\alpha_M > 0$, such that for any $t \in [0, T]$,\n
$$
\|e, 0(t)\|_\infty \leq h^{2k+1}(\|g\|_{2k+1} + \|g\|_{2k+2}t) + h^{k+2}\|g\|_{k+2}e^{-\alpha_M t},
$$

and for $1 \leq n \leq k$,

$$
\|e, n(t)\|_\infty \leq h^{2k+1-n}\|g\|_{2k+1-n} + h^{n+1}\|g\|_{n+1}e^{-\alpha_M t}.
$$

For any $t > 0$,

$$
\lim_{h \to 0} \frac{e_{j,0}(t)}{h^{2k+1}} = \chi_M \frac{(-1)^k(k+1)k!}{(2k+2)!(2k+1)!} [kg^{(2k+1)}(x_j - t) - tg^{(2k+2)}(x_j - t)],
$$

and for $1 \leq n \leq k$,

$$
\lim_{h \to 0} \frac{e_{j,n}(t)}{h^{2k+1-n}} = \chi_M \frac{(-1)^k(k+1-n)(k+1)!k!(2n+1)!}{(2k+2)!(2k+1)!n!} g^{(2k+1-n)}(x_j - t),
$$

where $\chi_M = M$ for even $k$, and $\chi_M = 1/M$ for odd $k$. The convergence is uniform.

**Proof.** The proof is similar to that of Lemma 2.4. For each Fourier mode and $v \in V_h(\tau_j)$, Eq. (135) becomes

$$
((u_h)_t + (u_h)_x, v) = (u_L - u_R e^{-imh}) \left( \frac{M - 1}{2} v e^{imh} - \frac{M + 1}{2} v_L \right),
$$

where $L$ and $R$ represents the left and right end points of $\tau_j$. Let $(u_h)_t = (\lambda/h)u_h$, we can decompose $u_h$ into $k + 1$ eigenmodes. Scaled from $x \in \tau_j$, to $y = 2(x - x_j)/h \in [-1, 1]$, the eigenfunction satisfies

$$
\lambda u + 2u_y = (-1)^k [u](R_{k+1}^{(M)}(y))', \quad u \in P_h.
$$

where $[u] = u(-1) - u(1)e^{-imh}$, and

$$
R_{k+1}^{(M)}(y) = \begin{cases} a_M\phi_k(y) - b_M\phi_k(y), & k \text{ even} \\ b_M\phi_k(y) - a_M\phi_k(y), & k \text{ odd} \end{cases},
$$

in which

$$
a_M = e^{imh} \left( \cos \frac{mh}{2} - iM \sin \frac{mh}{2} \right), \quad b_M = e^{imh} \left( M \cos \frac{mh}{2} - i \sin \frac{mh}{2} \right).
$$

Notice that $a_M + b_M = M + 1$, and $a_M - b_M = (1 - M)e^{imh}$. We seek the physical eigenvalue and eigenfunction. Since $u \in P_h$,

$$
u(y) = [u] \left( \frac{(-1)^{k+1} k!}{2} \sum_{l=1}^{k+1} \frac{R_{l}^{(M)}(y)}{(-\frac{M}{2})^l} \right).
$$

Substituting in $y = 1$ and using the formula $\phi_k^{(k+1)} = (2k+1)!$, we get for even $k$,

$$
[u] = -\lambda^{k+1} \frac{k!}{(2k+1)!} a_M + O(\lambda^{k+2}) = -\lambda^{k+1} \frac{k!}{(2k+1)!} + O(\lambda^{k+2}),
$$
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and for odd \( k \),
\[
[u] = -\lambda^{k+1} \frac{k!}{(2k+1)!} \frac{u(1)}{b_M} + O(\lambda^{k+2}) = -\lambda^{k+1} \frac{k!}{(2k+1)!} \frac{1}{M} + O(\lambda^{k+2}).
\] (147)

Multiplying Eq. (152) by \( e^{(y+1)/2} \) and integrating by parts repeatedly, we obtain
\[
u(y) = \left( u(1) - \frac{M - 1}{2} [[u]] e^{imh} \right) e^{-imh} - \frac{1}{2} (y+1) + \frac{(-1)^{k+1}}{2} [[u]] \sum_{l=0}^{\infty} \left( -\frac{\lambda}{2} \right)^l R_{k+1}^{M(-l)}(y),
\] (148)

where \( R_{k+1}^{M}(y) = R_{k+1}^{M}(y) \), and for \( t \geq 0 \),
\[
R_{k+1}^{M(-l)}(y) = \int_{-1}^{y} R_{k+1}^{M(-l)}(z)dz.
\] (149)

Similar to the proof of Lemma 2, we have
\[
R_{k+1}^{M(-l)} = \sum_{i=-i}^{k+1} \delta_{i-l}, \quad 0 \leq l \leq k,
\] (150)

where
\[
\delta_{i-l} = \begin{cases} \frac{(-1)^{i+1} (2k+2+1)!}{(2k+2)!} b_M, & k \text{ even} \\ \frac{(-1)^{i+1} (2k+2+1)!}{(2k+2)!} a_M, & k \text{ odd} \end{cases}
\] (151)

At \( y = 1 \),
\[
R_{k+1}^{M(-l)}(1) = \begin{cases} (-1)^{k} (1 - M) e^{imh}, & l = 0 \\ 0, & 1 \leq l \leq k, \\ 2^{k}, & l = k + 1 \end{cases}
\] (152)

so
\[
\left( u(1) - \frac{M - 1}{2} [[u]] e^{imh} \right) (1 - e^{-imh - \lambda}) = \frac{(-1)^{k+1}}{2} [[u]] \left( -\frac{\lambda}{2} \right)^k 2^{k,0} + O(\lambda^{k+2}).
\] (153)

Substituting in \([u]\), we get
\[
\lambda + imh = -\chi_M \frac{(k + 1)!}{(2k + 2)!}(mh)^{2k+2} + O((mh)^{2k+3}),
\] (154)

where \( \chi_M = M \) for even \( k \), and \( \chi_M = 1/2 \) for odd \( k \). Normalizing \( u \) by
\[
u(1) - \frac{M - 1}{2} [[u]] e^{imh} = e^{\frac{imh}{2}},
\] (155)

we get
\[
u(y) = e^{im(x-yj)} + \frac{(-1)^{k+1}}{2} [[u]] \sum_{l=0}^{k} \left( -\frac{\lambda}{2} \right)^l R_{k+1}^{M(-l)}(y) + O((mh)^{2k+2}),
\] (156)

and so
\[
u_n = p_n^{(m)} + (-1)^{k-n} \chi_M \frac{(k + 1)!}{(2k + 1)!}(mh)^{2k+1-n} + O((mh)^{2k+2-n}),
\] (157)

where \( p_n^{(m)} \) is the projection of \( e^{im(x-yj)} \) onto \( \phi_n(\tau_j) \). The rest of the proof is similar to the argument following the proof of Lemma 2. We only need to point out that the nonphysical eigenvalues have negative real parts, because Eq. (155) can be written as
\[
(u_t + u_x, u) = -\sum_{j=1}^{N} \left( [u] \left( \frac{v^+ + v^-}{2} + \frac{M}{2} [v] \right) \right)_{j+1/2}, \quad \forall v \in V_k.
\] (158)

It gives the energy estimate,
\[
\frac{d}{dt} (\bar{u}, \bar{u}) = -M \sum_{j=1}^{N} \|[u]_{j+1/2}|^2 \leq 0.
\] (159)

Since \( M > 0 \), \( \Re(\lambda^{(m)}) \leq 0 \). The equality holds only if \([u] = 0\), but then \( u_t + u_x = 0 \) by Eq. (158). Since the eigenfunction \( u \) is a polynomial, it must be a constant, and \( \lambda = 0 \), which is the physical eigenvalue for \( m = 0 \). Therefore nonphysical eigenvalues have negative real parts. We can let \( a_M = \min_{1 \leq n \leq k} \Re(\lambda^{(0)}) \).
If \( g \in H^{2k+2} \), the error bounds are given in \( L_2 \) norm rather than \( L_\infty \) norm, and the convergence to the asymptotic error is in \( L_2 \) norm rather than uniform. Eq. (155) indicates that the downwind error is only of order \( k+1 \). Similar to Lemma 2.5 if the physical eigenvector is normalized by Eq. (27), the corresponding coefficient in the eigenvector decomposition of \( p^{(m)} \), as in Eq. (10), is \( c_0 = 1 + O((mh)^{2k+2}) \).

For \( a \neq 0 \) in Eq. (155), not necessarily 1, the asymptotic error is

\[
\lim_{h \to 0} \frac{c_{00}(t)}{h^{2k+1}} = \text{sign}(a)\chi_M \frac{(-1)^k(k+1)!}{(2k+2)!(2k+1)!} \left[ \left( x_j - at \right) - atg^{(2k+2)}(x_j - at) \right].
\]

where \( \chi_M = M/|a| \) for even \( k \), and \( \chi_M = |a|/M \) for odd \( k \).

### 4 Numerical simulations

In this section we will perform several numerical experiments to demonstrate the superconvergence properties stated in the previous section. In all examples, the time integration is done by a 5th order Runge-Kutta scheme with the CFL number 0.1. In the first example, we validate the asymptotic error with smooth initial data, as given in Theorem 2.3.

**Example 4.1.**

\[
\begin{align*}
\varepsilon_t(x, t) + u_s(x, t) &= 0, \quad (x, t) \in [0, 2\pi] \times (0, 1], \\
\varepsilon(x, 0) &= \sin^{2k+2}(x), \quad \varepsilon(0, t) = \varepsilon(2\pi, t).
\end{align*}
\]

Figure 1: Example 1. The figure shows \( \varepsilon_0/h^{2k+1} \) at \( t = 1 \) for \( k = 1 \) and \( k = 2 \). Solid lines: \( N = 20 \); dashed lines: \( N = 40 \); dotted line: asymptotic error.

Fig. 11 plots the numerical error in cell average at \( t = 1 \) for Example 4.1 with \( k = 1 \) and \( k = 2 \), along with the asymptotic errors given in Theorem 2.3. The initial discretization is the \( L_2 \) projection of \( u(x, 0) \). The figure shows that the cell average error is of order \( 2k + 1 \) as \( h \to 0 \), and converges to the asymptotic error given in Eq. (155). Table 1 show the cell average errors in Example 4.1 for \( k = 1, 2, 3 \). Since the initial data is in \( H^{2k+1} \), the cell average error at \( t = 1 \) in \( L_1, L_2, \) and \( L_\infty \) norms are all of order \( 2k + 1 \) as \( h \to 0 \).

The next example shows that for non-smooth initial data, the error may have lower order.

**Example 4.2.**

\[
\begin{align*}
\varepsilon_t(x, t) + u_s(x, t) &= 0, \quad (x, t) \in [0, 2\pi] \times (0, 1], \\
\varepsilon(x, 0) &= |\sin^{2k+1}(x)|, \quad \varepsilon(0, t) = \varepsilon(2\pi, t).
\end{align*}
\]

In this example, \( u(x, 0) \in H^{2k+1} \) but not in \( H^{2k+2} \). As shown in Fig. 2 the cell average errors are of order \( 2k \) at points where \( u^{2k+1}(x, t) \) is discontinuous, and of order \( 2k + 1 \) elsewhere. As a result, the \( L_\infty \) norm of the cell average error is of order \( 2k \). Due to the localness of the spikes in Fig. 2, \( \|c_0\|_2 \) is of order \( 2k + 1/2 \), and \( \|c_0\|_1 \) is still of order \( 2k + 1 \), as demonstrated in Table 2. The error \( \|c_0\|_2 \) appears
Table 1: Cell average errors in Example 1 for $k = 1, 2, 3$.

| $k$ | $N$ | $\|e_0\|_1$ order | $\|e_0\|_2$ order | $\|e_0\|_\infty$ order |
|-----|-----|---------------------|---------------------|-------------------------|
| 1   | 40  | 1.10E-03            | 1.20E-03            | 2.10E-03                |
|     | 80  | 1.41E-04            | 1.59E-04            | 2.73E-04                |
|     | 160 | 1.79E-05            | 2.02E-05            | 3.47E-05                |
|     | 320 | 2.25E-06            | 2.54E-06            | 4.35E-06                |
| 2   | 40  | 1.28E-04            | 1.52E-04            | 2.87E-04                |
|     | 80  | 4.24E-07            | 5.02E-07            | 9.68E-07                |
|     | 160 | 1.35E-08            | 1.59E-08            | 3.07E-08                |
|     | 320 | 7.65E-10            | 9.43E-10            | 1.95E-10                |

Figure 2: Example 2. The figure shows $e_0/h^{2k+1}$ at $t = 1$ for $k = 1$ and $k = 2$. Solid lines: $N = 20$; dash-dotted lines: $N = 40$; dashed line: $N = 80$.

We investigate the effect of initial discretization in the following example.

**Example 4.3.**

\[
\begin{align*}
    u_t(x,t) + u_x(x,t) &= 0, \quad (x,t) \in [0, 2\pi] \times (0, 1], \\
    u(x,0) &= \left(\frac{x(2\pi - x)}{2\pi}\right)^{2k+2}, \quad u(0,t) = u(2\pi,t).
\end{align*}
\] (163)

The initial data is chosen to be in $H^{2k+3}$ and contains infinitely many Fourier modes. The cell average error at any $t > 0$ has order $2k + 1$ as $h \to 0$. However, for a fixed $h$, the error at $t = O(h)$ may have a lower order, depending on the initial discretization. Fig. 3 shows $\|e_0\|_\infty$ as functions of time for $k = 1, 2, 3$. For $k = 1$, the error is of order 3 at any $t$, regardless of the initial discretization. For $k = 2$, if $L_2$ initialization is used, the error is of order 4 at small $t$; while for Gauss-Radau initialization, the error is of order 5 at any $t$. For $k = 3$, the error is of order 7 at small $t$ for Gauss-Radau initialization, and of order 6 for $u_h(x,0) = u_1(x,0)$ as defined in Eq. (122). In Fig. 4, the transient error for $k = 3$ lasts for much longer time than that for $k = 2$, because $\alpha = 3$ for $k = 2$, while $\alpha = 0.42$ for $k = 3$.

Next example is the linearized Euler equations for isothermal gas. It demonstrates the superconvergence of numerical errors for vector equations solved using the Lax-Friedrichs flux.
Table 2: Cell average errors in Example 2 for $k = 1, 2, 3$.

| $k$ | $N$ | $\|e_0\|_1$ order | $\|e_0\|_2$ order | $\|e_0\|_\infty$ order |
|-----|-----|---------------------|---------------------|-------------------------|
| 1   | 40  | 8.14E-04 -         | 9.22E-04 -         | 1.99E-03 -              |
|     | 80  | 1.12E-04 2.86     | 1.39E-04 2.73     | 5.15E-04 1.95          |
|     | 160 | 1.46E-05 2.94     | 2.10E-05 2.73     | 1.14E-04 2.17          |
|     | 320 | 1.86E-06 2.98     | 3.21E-06 2.71     | 2.41E-05 2.25          |
| 2   | 40  | 8.66E-06 -         | 9.75E-06 -         | 1.62E-04 -              |
|     | 80  | 2.93E-07 4.88     | 3.42E-07 4.83     | 9.26E-07 4.13          |
|     | 160 | 9.58E-09 4.94     | 1.18E-08 4.86     | 5.49E-08 4.08          |
|     | 320 | 3.03E-10 4.98     | 4.16E-10 4.83     | 3.02E-09 4.18          |
| 3   | 40  | 1.71E-07 -         | 2.09E-07 -         | 4.13E-07 -              |
|     | 80  | 9.18E-10 7.54     | 1.07E-09 7.61     | 2.12E-09 7.61          |
|     | 160 | 6.93E-12 7.05     | 8.12E-12 7.04     | 2.18E-11 6.61          |
|     | 320 | 5.04E-14 7.10     | 6.14E-14 7.05     | 2.98E-13 6.19          |

Figure 3: Example 3. The figure shows $\|e_0\|_\infty/h^{2k+1}$ for $k = 1, 2, 3$. For $k = 1, 2$, solid lines: $N = 40$ with Gauss-Radau initialization; dashed(dotted) lines: $N = 40(20)$ with $L_2$ initialization. For $k = 3$, solid line: $N = 40$ with $u_h(x, 0) = u^{1}(x, 0)$; dashed(dotted) line: $N = 40(20)$ with Gauss-Radau initialization.

Example 4.4.

\[
\rho_t + u_0\rho_x + \rho_0u_x = 0, \quad \rho_0(u_t + u_0u_x) + c^2\rho_x = 0, \quad (x, t) \in [0, 2\pi] \times (0, 1); \\
\rho(x, 0) = \sin^6(x), \quad u(x, 0) = \left(\frac{x(2\pi - x)}{4}\right)^8; \quad \rho(0, t) = \rho(2\pi, t), \quad u(0, t) = u(2\pi, t). 
\]

We set $\rho_0 = 1$, $u_0 = 1$, $c = 5$, and so there two waves moving at speed 6 and -4 respectively. The equation is solved using the Lax-Friedrichs flux with $M = 6$. The initialization is done by the $L_2$ projection. Unlike the Gauss-Radau projection, diagonalization and different treatment for right and left going waves is not needed. The problem is solved by DG with $k = 1, 2, 3$. The combined $L_2$ cell average error of $\rho$ and $u$ at $t = 1$ is listed in Table 3. It confirms the superconvergence of order $2k + 1$. It’s interesting to notice that the error for $N = 640$ and $k = 1$ is close to that for $N = 20$ and $k = 3$, while the former takes 100 times longer computational time than the latter. For $k = 3$, the cell average errors of $\rho$ and $u$ at $t = 1$ are plotted in Fig. 4. It shows the convergence of the errors to the asymptotic cell average errors, which are computed by applying Eq. (160) to both left and right going waves.

5 Conclusion

In this paper, we studied the superconvergence of the semi-discrete discontinuous Galerkin method for scalar and vector linear advection equations in one spatial dimension. We used Fourier analysis to prove that the numerical error consists of an asymptotic part and a transient part that decay in time exponentially. For the cell average, the asymptotic error grows linearly in time and has order $2k + 1$; while the error projected onto the $n$-th order Legendre polynomial has order $2k + 1 - n$. The order of
Table 3: Cell average errors in Example 4 for $k = 1, 2, 3$.

| $k = 1$ | $k = 2$ | $k = 3$ |
|---------|---------|---------|
| $N$ | $\|e_0\|_2$ | order | $N$ | $\|e_0\|_2$ | order | $N$ | $\|e_0\|_2$ | order |
| 80 | 7.72E-02 | - | 40 | 1.10E-03 | - | 20 | 1.96E-04 | - |
| 160 | 9.70E-03 | 2.99 | 80 | 3.92E-05 | 4.85 | 40 | 1.57E-06 | 6.97 |
| 320 | 1.20E-03 | 3.00 | 160 | 1.29E-06 | 4.93 | 80 | 1.22E-08 | 7.01 |
| 640 | 1.52E-04 | 3.00 | 320 | 4.15E-08 | 4.95 | 160 | 1.03E-10 | 6.88 |

the transient part depends on the initial discretization: $k + 1$ for $L_2$ projection, $k + 2$ for Gauss-Radau projection, etc. The transient error of cell average is one order higher, i.e., $k + 2$ for $L_2$ projection, $k + 3$ for Gauss-Radau projection, etc. We derived the asymptotic error in two ways. In the first approach, we solved the equation for the deviation of the numerical solution from a special interpolation of the exact solution. In the second approach, we decomposed the $L_2$ projection of the initial data into physical and non-physical modes, and computed the asymptotic error by analyzing the physical eigenvalue and eigenvector. Both approaches gave the same asymptotic error, which depends on the initial discretization. Then we extended the Fourier analysis to vector advection equations. Lax-Friedrichs flux was used in order to avoid diagonalization. We showed that the error bounds and asymptotic errors are of the same order, but modified depending on the parity of $k$. All the theoretical results presented have been validated by numerical examples.

Although the current work is on linear advection equations with periodic boundary condition solved by DG on a uniform mesh, numerical experiment shows that much of the results can be extended to more general settings. Our future work involves the analysis of superconvergence for nonlinear advection equations with physical boundary conditions solved on nonuniform grids.

References

[1] W. Cao, C. Shu, Y. Yang, Z. Zhang. Superconvergence of Discontinuous Galerkin Method for Scalar Nonlinear Hyperbolic Equations. SIAM J. Numer. Anal., 56(2):732-765 (2018).

[2] N. Chalmers, L. Krivodonova. Spatial and Modal Superconvergence of the Discontinuous Galerkin Method for Linear Equations. J. Sci. Comput., 72:128-146 (2017).

[3] W.H. Reed, T.R. Hill. Triangular Mesh for Neutron Transport Equation. Los Alamos Scientific Laboratory Report, LA-UR:73-479 (1973).

[4] B. Cockburn, C.W. Shu. TVB Runge-Kutta local projection discontinuous Galerkin finite element method for conservation laws II: General framework. Math. Comp., 52:411-435 (1989).
[5] B. Cockburn, S.Y. Lin, C. Shu. TVB Runge-Kutta local projection discontinuous Galerkin finite element method for conservation laws III: One dimensional systems. J. Comput. Phys., 84:90-113 (1989).

[6] B. Cockburn, S. Hou, C. Shu. The Runge-Kutta local projection discontinuous Galerkin finite element method for conservation laws IV, The multidimensional case. Math. Comp., 54:545-581 (1990).

[7] B. Cockburn, C.W. Shu. The Runge-Kutta discontinuous Galerkin method for conservation laws V: Multidimensional systems. J. Comput. Phys., 141:199-224 (1998).

[8] S. Adjerid, M. Baccouch. The discontinuous Galerkin method for two-dimensional hyperbolic problems. Part I: superconvergence error analysis. J. Sci. Comput., 33:75-113 (2007).

[9] S. Adjerid, M. Baccouch. The discontinuous Galerkin method for two-dimensional hyperbolic problems Part II: a posteriori error estimation. J. Sci. Comput., 38:15-49 (2009).

[10] S. Adjerid, M. Baccouch. Asymptotically exact a posteriori error estimates for a one-dimensional linear hyperbolic problem. Appl. Numer. Math., 60:903-914 (2010).

[11] W. Cao, Z. Zhang, Q. Zou. Superconvergence of discontinuous Galerkin method for linear hyperbolic equations. SIAM J. Numer. Anal., 5:2555-2573 (2014).

[12] Y. Cheng, C.W. Shu. Superconvergence of discontinuous Galerkin and local discontinuous Galerkin schemes for linear hyperbolic and convection-diffusion equations in one space dimension. SIAM J., 47:4044-4072 (2010).

[13] Y. Yang, C.W. Shu. Analysis of optimal superconvergence of discontinuous Galerkin method for linear hyperbolic equations. SIAM J. Numer. Anal., 50:3110-3133 (2012).

[14] M. Baccouch. Recovery-based error estimator for the discontinuous Galerkin method for nonlinear scalar conservation laws in one space dimension. J. Sci. Comput., 66:459-476 (2016).

[15] X. Meng, C.W. Shu, Q. Zhang, B. Wu. Superconvergence of discontinuous Galerkin methods for scalar nonlinear conservation laws in one space dimension. SIAM J., 50:2336–2356 (2012).

[16] J.H. Bramble, A.H. Schatz. Higher order local accuracy by averaging in the finite element method. Math. Comput., 31:94-111 (1977).

[17] B. Cockburn, M. Luskin, C.W. Shu, E. Suli. Enhanced accuracy by post-processing for finite element methods for hyperbolic equations. Math. Comput., 72:577-606 (2003).

[18] H. Mirzaee, L. Ji, J.K. Ryan, R.M. Kirby. Smoothness-Increasing Accuracy-Conserving (SIAC) post-processing for discontinuous Galerkin solutions over structured triangular meshes. SIAM J., 49:1899-1920 (2011).

[19] L. Ji, Y. Xu, J.K. Ryan. Accuracy-enhancement of discontinuous Galerkin solutions for convection-diffusion equations in multiple-dimensions. Math. Comput., 81:1929-1950 (2012).

[20] L. Ji, Y. Xu, J.K. Ryan. Negative-order norm estimates for nonlinear hyperbolic conservation laws. J. Sci. Comput., 54:531-548 (2013).

[21] S. Adjerid, T.C. Massey. Superconvergence of discontinuous Galerkin solutions for a nonlinear scalar hyperbolic problem. Comput. Methods Appl. Mech. Engrg., 195:3331-3346 (2006).

[22] W. Guo, X. Zhong, J. Qiu. Superconvergence of discontinuous Galerkin and local discontinuous Galerkin methods: Eigen-structure analysis based on Fourier approach. Journal of Computational Physics, 235:458-485 (2013).

[23] D. Frean, J. Ryan. Superconvergence and the numerical flux: A study using the upwind-biased flux in discontinuous Galerkin methods. Comm. on Appl. Math. and Comput., 2:461-486 (2020).

[24] Y. Xu, X. Meng, C. Shu, Q. Zhang. Superconvergence Analysis of the Runge–Kutta Discontinuous Galerkin Methods for a Linear Hyperbolic Equation. Journal of Scientific Computing, 84:23 (2020).

[25] L. Krivodonova, R. Qin. An analysis of the spectrum of the discontinuous Galerkin method. Applied Numerical Mathematics, 64:1-18 (2013).

[26] M. Abramowitz, I. Stegun, editors. Handbook of Mathematical Functions, Dover, New York (1965).