A field theory approach to the statistical kinematic dynamo
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Abstract
Variations in the geomagnetic field occur on a vast range of time scales, from milliseconds to millions of years. The advent of satellite measurements has allowed for detailed studies of short timescale geomagnetic field behaviour, but understanding its long timescale evolution remains challenging due to the sparsity of the paleomagnetic record. This paper introduces a field theory framework for studying magnetic field generation as a result of stochastic fluid motions. Starting from a stochastic kinematic dynamo model (the Kazantsev kinematic model), we derive statistical properties of the magnetic field that may be compared to observations from the paleomagnetic record. The fluid velocity is taken to be a Kraichnan field with general covariance, which acts as a random forcing obeying Gaussian statistics. Using the Martin-Siggia-Rose-Janssen-de Dominicis formalism, we compute the average magnetic field response function for fluid velocities with short correlation time. From this we obtain an estimate for the turbulent contribution to the magnetic diffusivity, and find that it is consistent with results from mean-field dynamo theory. This framework presents much promise for studying the geomagnetic field in a stochastic context.
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1. Introduction

The Earth’s magnetic field, also known as the geomagnetic field, is thought to be generated by the movement of conductive, liquid iron in the outer core. Snapshots of the ancient geomagnetic field have been preserved in a variety of different rocks, known in their ensemble as the paleomagnetic record. Paleomagnetic evidence suggests that the geodynamo has been active for at least 3.5 billion years \cite{1, 2}. The geomagnetic field has not remained static throughout its lifetime, varying on a wide range of timescales, from milliseconds to millions of years.

Recent satellite data have enabled detailed studies of the magnetic field’s variations on decadal timescales, revealing a rich variety of different waves in the core \cite{3–7}. Studies of the magnetic field’s variations on longer timescales are however more challenging, due to a dearth of observations older than a few million years. Furthermore, much of these data do not provide a complete description of the magnetic field, but rather catalogue variations in the dipole component of the field \cite{8–10}.

As we do not have a complete description of the geomagnetic field variations over long timescales, it is impossible to create exact models of the geomagnetic field and its history. Nonetheless, the data that we do have may be sufficient to understand the long timescale behaviour of the geodynamo in a statistical manner. Imagine finding an exact copy of planet Earth, or re-starting the Earth’s evolution from its formation with the same initial conditions. The processes governing the core flow and magnetic field’s evolution are so complex that the chances of the Earth-copy having same magnetic field and velocity structure as the current Earth, at a given age, are essentially zero. Although the system’s governing equations are known, an enormous number of parameters can influence its evolution. Let us consider for instance the fluid velocity in the outer core. Amongst other things, the fluid flow will be affected by local variations in temperature, composition and core-mantle boundary topography \cite{11, 12}. Attempting to capture all of these effects exactly is a futile task, similar to trying to model all the forces acting on a Brownian particle (e.g. \cite{13}). More constructively, the geodynamo, like Brownian motion, may be thought of as being stochastic in nature, so that the combined effect of the turbulent and non-linear interactions may be approximated by adding random noise to the velocity term in the governing equations. This transforms the equations into stochastic differential equations (SDEs).

Two complimentary approaches have so far been used to study the stochastic dynamo problem. The first approach \cite{14} assumes that the axial dipole moment (ADM) satisfies a SDE of the form

\[
\frac{dX}{dt} = v(X) + g(X) \zeta(t),
\]

where \(X\) is the ADM, whose time evolution is controlled by two terms. The first, \(v(X)\), is known as the drift term, and controls the system’s slow, deterministic adjustment towards equilibrium states. The second, \(g(X)\zeta(t)\), is the noise term, and governs the amplitude of rapid, random fluctuations. Various studies \cite{8, 9, 15, 16} have compiled paleomagnetic observations that may be used to extract statistical properties of the magnetic field, such as the timescale of its correlations or the mean ADM \cite{14, 17–20}. The drift and noise term in (1) can be directly fit from these observations. This is a useful way of extracting statistical information from the paleomagnetic record, but it means that the physical interpretation of the results is somewhat delicate, as the drift and noise terms are not directly derived from an underlying model of the governing physics. These terms can however be linked to physical models by building SDEs starting from the governing equations, as done for example in \cite{21, 22}. The stochastic
ADM models are thus very useful in bridging the comparisons between the physical stochastic models and the paleomagnetic observations.

This paper takes the second approach, building a physical model for a stochastically forced magnetic field as a starting point from which to compare to paleomagnetic observations. We ask a simple question: what are the magnetic field statistics we expect to observe, assuming that the fluid velocity satisfies certain statistical properties? This question has been considered by many authors, in the field of turbulent fluid dynamics \cite{23–25} and astrophysics \cite{26, 27}. Our aim is to develop a tool specifically tailored to studying the long timescale variations of the Earth’s magnetic field. This fundamental problem provides an ideal starting point. We are fortunate that much work has already been done on studying the physics of this problem, as it will allow us to compare our results to existing literature.

For a given velocity field \( \mathbf{u}(x, t) \), the evolution of the magnetic field \( \mathbf{B}(x, t) \) is described by the induction equation

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{u} \times \mathbf{B}) + \eta \nabla^2 \mathbf{B},
\]

where \( \eta \) is the molecular magnetic diffusivity, thought to be \( \eta \sim 0.5 \) m\(^2\)s\(^{-1}\) in Earth’s core \cite{28, 29}. Typical values for the root mean squared velocity and magnetic field at the core-mantle boundary are \( u_{\text{rms}} \sim 0.3–0.6 \) mm s\(^{-1}\) \cite{30} and \( B_{\text{rms}} \sim 1 \) mT \cite{31}. In the true physical system, the velocity changes over time, being itself affected by the magnetic field that it generates. The velocity’s variations are described by the Navier–Stokes equation, which is coupled to the induction equation through the Lorentz force. This non-linear coupling makes the system of equations challenging to solve. For this reason, we will restrict our attention to the ‘kinematic dynamo problem’, where the velocity is taken to be prescribed and the magnetic field’s back reaction is neglected \cite{32}. In contrast to traditional kinematic dynamo studies, we will not specify a particular functional form for the velocity, but rather treat it as a random forcing with well-defined statistical properties.

The problem that we have set out was first considered by Kazantsev \cite{23}, who developed a model for magnetic field generation by an isotropically turbulent fluid with infinitesimally short time correlations. This statistical ensemble of velocity fields is commonly known as the ‘Kraichnan ensemble’, as it was independently introduced by Kraichnan in his study of the turbulent advection of passive scalars \cite{33}. Kraichnan also studied the magnetic problem, considering the field excited by a turbulent velocity field that was scale invariant in space and delta correlated in time \cite{24, 25}. This problem has been extended to include further complexities, such as allowing for general velocity time-correlations \cite{34, 35}, or compressibility of the fluid \cite{36}, which is of great relevance in astrophysical contexts. The system considered in this paper is equivalent to a Kraichnan model with general velocity correlations, studied via functional methods. We are not the first to import mathematical ideas originally used in quantum mechanics to the study of stochastic dynamos. Sokoloff and Yokoi \cite{37} formally solved the induction equation for the magnetic field using a path integral formulation. By assuming a particular form for the velocity correlations and taking the correlation time to be short, they recovered the mean field dynamo equations.

Our aim is to cast this problem in a framework that allows us to study long timescale variations in the geodynamo. Making use of the ‘Martin-Siggia-Rose-Janssen-De Dominicis’ (MSRJD) formalism \cite{38–40}, we shall link the velocity’s statistical properties (e.g. its correlation function) to those of the magnetic field. Averaging this probability over an ensemble of different realisations of the velocity then allows us to compute information about the expectation value of the magnetic field observables. In essence, the problem will be formulated as
an interacting field theory, allowing us to import a vast literature of results and analytical machinery from other disciplines. This has proved successful in the study of a number of related problems, such as in statistical theories of turbulence [41, 42]. Beyond this boon, we hope that by framing the geophysical problem in this manner, we may introduce it to a broader community where these techniques are commonly used.

A problem of particular interest to us, as it has direct applications to data from the paleomagnetic record, is understanding the effect of turbulence on the outer core’s magnetic diffusivity. A number of studies [18, 19, 43–45] have shown that, using current estimates for the core’s molecular magnetic diffusivity, the time correlations of the magnetic field decay more rapidly than expected for a purely dipolar decay. Davis and Buffett [20] concluded that this rapid decay is not due to a contribution from higher order decay modes, implying that the higher magnetic diffusivity observed in the paleomagnetic record could be attributed to an enhancement of the magnetic diffusivity due to turbulent fluid effects [46]. In this case, the ability to physically link statistical properties of the magnetic and velocity fields under different assumptions allows us to infer core-properties that are not directly observable, such as the ensemble averaged root-mean squared velocity in the bulk of the outer core. This is particularly significant, since traditional geomagnetic inversion methods only allow us to probe the velocity at the core’s surface. The value of developing different approaches to the geodynamo problem lies in establishing new physical connections that allow us to link observables to properties that can only be inferred indirectly. For instance, the field theory framework introduced in this paper can be used to compute arbitrary observables of the magnetic field in terms of the core velocity’s statistics. This is extremely useful, as it not only allows us to link the observable part of the magnetic field to the ‘hidden’ bulk core velocity (which cannot be measured), but provides more detailed information about the core flow’s spatial and temporal structure than traditional core flow inversions. These can only describe the flow at the core-mantle boundary, whereas our approach links the magnetic field statistics at the surface of the Earth to average velocities (or derivatives thereof, such as helicity) in the bulk of the core.

Section 2 begins by setting out the basic problem and the assumptions used to define the velocity’s probability distribution. The MSRJD procedure for computing the magnetic field’s statistics is outlined in section 3. As a first step, we derive an expression for the expectation value of a general magnetic field observable. In section 4 we compute the average response (Green) function to first order in the scale of the velocity fluctuations, which enables us to make a new estimate for the effective magnetic diffusivity (section 5), taking into account both molecular and turbulent diffusivity contributions. The geophysical implications of our results are discussed in section 6, where we show that our results agree exactly with mean-field theory predictions. A demonstration of how the response and diffusivity calculations can be extended to higher order in the velocity in the limit of small correlation times is outlined in section 7. Our conclusions are finally presented in section 8.

2. Problem set-up

We wish to study the statistics of a magnetic field \(B(x,t)\), under the influence of isotropic turbulence. The evolution of the magnetic field is governed by the induction equation (2), subject to the usual requirement that

\[
\nabla \cdot \mathbf{B} = 0. \tag{3}
\]
Turbulent effects enter the equation through the velocity, $u(x,t)$, which is not prescribed to a single functional form, but rather acts as a random forcing with well-defined Gaussian statistics. The velocity’s probability distribution is taken to be

$$p[u] = N \exp \left[ -\frac{1}{2} \int dx \, dx' \, dt \, dt' \, u_i(x,t) C_{jk}^{-1}(x-x',t-t') u_j(x',t') \right].$$

where $N$ is the normalisation. This distribution has vanishing mean

$$\langle u(x,t) \rangle = 0,$$

and correlations

$$\langle u_i(x,t) u_j(x',t') \rangle = C_{jk}(x-x',t-t').$$

The angle brackets $\langle \ldots \rangle$ here denote averaging over all possible realisations of the velocity field. The velocity’s correlation function in space and time is $C_{jk}(x-x',t-t')$. Note that we have chosen the correlation to have both space and time translation invariance, so that we are considering an isotropic medium. The incompressibility condition $\nabla \cdot u = 0$ is imposed by requiring $\partial_i C_{jk} = \partial_j C_{ik} = 0$. It is of course possible to include a mean fluid flow, though we shall restrict our attention to the zero-mean case. The correlation function for the fluid velocity in the Earth’s core is unknown, as are its correlation length and time. These parameters may however be estimated through scaling arguments and extrapolations from geodynamo simulations [13, 46], and appear to be on the order $\ell \sim 10^5$ m and $\tau \sim 10^2$ years, which is short compared to convective overturn times of $\sim 150$ years.

Throughout this paper, the convention will be to denote the arguments of functions using parentheses (e.g. $f(x)$), while the arguments of functionals will be denoted with square brackets, as in $F[f(x)]$. In this study we do not consider the spherical geometry relevant to planetary bodies, but rather assume that fields are distributed over all space. The next section outlines the MSRJD procedure for computing magnetic field observables given these velocity statistics.

### 3. MSRJD procedure

For brevity, we will only sketch out the main ideas behind the MSRJD procedure in this section. A step-by-step explanation of this procedure is provided in appendix A.

Our aim is to compute observables of the magnetic field given that we know its evolution equation and the statistics of $u$, subject to (3). This constraint may be enforced by expressing the magnetic field in terms of the magnetic vector potential $A(x,t)$, such that $B = \nabla \times A$. Complete information of the magnetic vector potential’s statistics will allow us to compute any magnetic field statistics. Written in terms of $A$, the induction equation (2) becomes

$$\frac{\partial A}{\partial t} = u \times (\nabla \times A) + \eta \nabla^2 A + \nabla \chi,$$

where $\chi$ is an arbitrary scalar. The freedom to choose the potential $\nabla \chi$ is equivalent to the freedom to choose $A$’s gauge. This allows us to simply set $\chi = 0$, effectively absorbing it into the gauge function $\phi$. We must then remember that $A$ is invariant under all gauge transformations $A \rightarrow A + \nabla \phi$. This invariance requires careful treatment in the MSRJD procedure, addressed in appendix C. Equation (7) may be written schematically as

$$\left(\mathcal{L}_0 + \mathcal{L}(u)\right) A = 0,$$

where $\mathcal{L}_0 = i\mu_0 \eta \nabla^2$.
where the operators $\mathcal{L}_0$ and $\mathcal{L}(u)$ encode the diffusive behaviour and interaction with the velocity respectively. The expectation value of an observable $\langle O[A] \rangle$, in general a functional of $A$, is given by

$$
\langle O[A] \rangle = \int DA D\hat{A} \, p[A, u] O[A].
$$

(Equation (9))

Evaluating this average requires knowledge of the joint probability of finding a particular $A$ and $u$ at all points in space and time, $p(A, u)$, which is made possible by using functional methods borrowed from field theory. The integrals $\int DA$ and $\int D\hat{u}$ denote functional (path) integrals over all possible $A(x,t)$ and $u(x,t)$ respectively. Given that we have an assumed probability distribution for the velocity, we would like to separate the joint probability into an expression that includes $p|u|$, so that all possible velocity realisations may be integrated over. The joint probability may be expressed as

$$
p(A|u) = p(A|u) p[u],
$$

(10)

where $p(A|u)$ is the conditional functional probability distribution of $A$ given $u$. This probability requires $A$ to both solve the induction equation (2) and satisfy the appropriate boundary conditions at each point in space and time for any given $u$. Denoting the $A$ that solves (7) as $A^\ast$, we may write the probability of observing $A$ for a given realisation of $u$ as

$$
p(A|u) = \delta[A - A^\ast(u)].
$$

(11)

Following the procedure outlined in appendix A, we may transform the argument of the delta function in (11) to be of the form $\delta[(\mathcal{L}_0+\mathcal{L}(u))A]$. This delta function constraint is imposed by writing it as its Fourier transform, which introduces the auxiliary function $\tilde{A}$. The average in (9) is then

$$
\langle O[A] \rangle = \mathcal{N} \int DA D\tilde{A} \, O[A] \exp \left[ i \int \tilde{A} \mathcal{L}(u) \right] \int D\hat{u} \, p[u] \exp \left[ i \int \tilde{A} \mathcal{L}(u) \right],
$$

(12)

where $\mathcal{N}$ is the normalisation constant and the fields’ and integrals’ arguments have been kept explicit for notational clarity. Since $\mathcal{L}(u)$ is linear in $u$ and $p[u]$ is Gaussian, the probability distribution’s average over all possible realisations of the velocity is given by a Gaussian integral, such that (12) becomes

$$
\langle O[A] \rangle = \mathcal{N} \int DA D\tilde{A} \, O[A] \exp \left[ -S_0[A, \tilde{A}] - S_{\text{int}}[A, \tilde{A}, C] \right].
$$

(13)

Equation (13) introduces the action $S[A, \tilde{A}] = S_0[A, \tilde{A}] + S_{\text{int}}[A, \tilde{A}, C]$, where $S_0[A, \tilde{A}]$ (the ‘free action’) is the contribution we would have from free decay (i.e. $u = 0$), while $S_{\text{int}}[A, \tilde{A}, C]$ (the ‘interaction action’) represents the interaction between the magnetic field and the velocity, and depends on the velocity’s correlations $C$. These are respectively

$$
S_0 = -i \int dx \, d\tilde{A} \cdot \left( \partial_t A - \eta \nabla^2 \tilde{A} \right) = -i \int dx \, dx' \, dt \, d\tilde{t}' \, \tilde{A} (x', \tilde{t}') \cdot g_0^{-1} (x, x', \tilde{t}, \tilde{t}') \cdot A(x, t),
$$

and

$$
S_{\text{int}} = \frac{1}{2} \int dx \, dx' \, dt \, d\tilde{t}' \left[ \varepsilon_{jkb} (\nabla \times A)_j (x, t) \tilde{A}_b (x, t) C_{jk} (x, x', \tilde{t}, \tilde{t}') \epsilon_{kd} (\nabla \times A)_d (x', \tilde{t}') \right].
$$

(14)
The summation convention is used here and throughout the paper. Note that the purely diffusive operator \( \partial_t - \eta \nabla^2 \) is written as the inverse of its Green function, \( g_0 \). Comparing (13) to

\[
\langle O[A]\rangle = \int \mathcal{D} \mathcal{A} \mathcal{D} \tilde{\mathcal{A}} \, O[A] \frac{\mathcal{A} \cdot \tilde{\mathcal{A}}}{2},
\]

we see that the newly defined probability distribution for \( A \) and \( \tilde{A} \) is

\[
p[A, \tilde{A}] = N \exp \left[ -S_0[A, \tilde{A}] - S_{int}[A, \tilde{A}, C] \right].
\]

This quantity will allow us to compute observables of \( A \) that can be directly related to observables of the magnetic field. For our purposes, it is more convenient to Fourier transform (14) in both space and time. In Fourier space, the velocity’s correlations may be written as

\[
\langle u_i(q, \omega) u_\ell(q', \omega') \rangle = (2\pi)^3 \delta(q + q') \delta(\omega + \omega') C_{jk}(q, \omega),
\]

where \( q \) and \( q' \) are wavevectors. Due to incompressibility, imposed by \( q_j C_{jk} = q_k C_{jk} = 0 \), the correlations are restricted to the form [32]

\[
C_{jk}(q, \omega) = \gamma(q, \omega) \sigma_{jk}(q) + i\alpha(q, \omega) \epsilon_{jkl}q_k
\]

where \( \sigma_{jk}(q) = \delta_{jk} - \frac{1}{q^2} q_j q_k \).

In this paper, we wish to consider the case of isotropic turbulence. Isotropy requires \( C_{jk} \) to be a symmetric tensor, so that the \( i\alpha(q, \omega) \epsilon_{jkl}q_k \) term vanishes. This anti-symmetric term is responsible for generating an alpha effect, whereby localised helical fluid disturbances twist the magnetic field lines in such a way as to generate new current parallel to the original field. The alpha term represents an effective electromotive force on the magnetic field (sometimes referred to as a ‘mass term’ in field theory). This term can be easily reintroduced into \( C_{jk} \) without altering the formalism; it would simply make the expressions more complex. Following the procedure outlined in appendix B, in essence an application of the convolution theorem, the Fourier transform of the interaction action may be written

\[
S_{int} = -\frac{1}{2} \int dp dp' dq d\omega d\omega' d\Omega \, A_\alpha(p, \omega) \tilde{A}_{\beta}(q + p, -\omega - \Omega) M^{ij}_{\alpha\beta\gamma\delta}(q, \Omega) p_i p_j
\]

\[
\times A_\gamma(p', \omega') \tilde{A}_{\delta}(q', -p', \Omega + \omega')
\]

with

\[
M^{ij}_{\alpha\beta\gamma\delta}(q, \Omega) = (\delta_{\delta\gamma} \delta_{\beta\delta} \sigma_{\alpha\gamma}(q) - \delta_{\delta\gamma} \delta_{\beta\delta} \sigma_{\alpha\gamma}(q) - \delta_{k\delta} \delta_{\gamma\delta} \sigma_{\alpha\gamma}(q) + \delta_{k\delta} \delta_{\gamma\delta} \sigma_{\alpha\gamma}(q)) \gamma(q, \Omega),
\]

where \( p, p' \) and \( q \) are newly defined wavevectors, \( \omega, \omega' \) and \( \Omega \) are conjugate frequencies, and the bar on the integration measure represents a division by \( 2\pi \) for each dimension, i.e. \( dp = \frac{dp}{(2\pi)^3} \) and \( d\omega = \frac{d\omega}{2\pi} \). The Fourier transform of the free action is

\[
S_0 = -i \int dq d\omega (i \omega + \eta q^2) \tilde{A}(-q, -\omega) \cdot A(q, \omega).
\]
4. Average first order response

The MSRJD procedure gives us a means of calculating observables of the magnetic field. We may now compute the expected turbulent diffusivity \( \eta \) by finding an average Green (response) function for our system and considering the coefficient of the diffusive term. Our results may be compared directly to the work of Moffatt [32] and Kazantsev [23], allowing us to benchmark our method against known results.

4.1. Response function formalism

We make use of the response function formalism [47] to calculate the magnetic field’s Green function. Consider adding a small arbitrary forcing \( \mathbf{h} \) to the equation for the magnetic vector potential (7), so that

\[
\frac{\partial \mathbf{A}}{\partial t} = \mathbf{u} \times (\nabla \times \mathbf{A}) + \eta \nabla^2 \mathbf{A} + \mathbf{h}.
\]

Solutions to this equation may be written as

\[A_\alpha (x, t) = \int dx' dt' G_{\alpha\beta} (x, x', t, t') h_\beta (x', t'),\]

where \( G_{\alpha\beta} (x, x', t, t') \) is the Green function for the induction equation in physical space in the absence of the forcing \( \mathbf{h} \). In Fourier space, (22) becomes

\[A_\alpha (k, \omega) = \int dk' d\omega' G_{\alpha\beta} (k, k', \omega, \omega') h_\beta (-k', -\omega').\]

The forcing \( \mathbf{h}(k, \omega) \) is independent of both \( \mathbf{u} \) and \( \mathbf{A} \), so averaging does not affect it. Taking the functional derivative of the ensemble average of (23) with respect to \( h_\beta (-k', -\omega') \), we find

\[
\frac{\delta \langle A_\alpha (k, \omega) \rangle}{\delta h_\beta (-k', -\omega')} \bigg|_{h=0} = \int dk' d\omega' \langle G_{\alpha\beta} (k, k', \omega, \omega') \rangle \frac{\delta}{\delta k} \left( \langle k' \rangle \right) \frac{\delta}{\delta \omega} \left( \langle \omega' \rangle \right)
\]

\[= (2\pi)^{-4} \langle G_{\alpha\beta} (k, k', \omega, \omega') \rangle. \quad (24)\]

The LHS of this expression defines the average Green function \( \langle G_{\alpha\beta} (k, k', \omega, \omega') \rangle \). To evaluate it, we require an expression for \( \langle A_\alpha (k, \omega) \rangle \). Repeating the steps prescribed by the MSRJD procedure, we find an expression analogous to (13), but with an additional \( \mathbf{h} \)-dependent factor in the exponent

\[\langle O [A] \rangle = \mathcal{N} \int \mathcal{D}A \mathcal{D}\hat{A} \mathcal{O} [A] \exp \left[ -S_0 \left[ A, \hat{A} \right] - S_{\text{int}} \left[ A, \hat{A}, C \right] - i \int dk d\omega \hat{A} (k, \omega) \cdot \mathbf{h} (-k, -\omega) \right]. \quad (25)\]

Using (24) and (25), the average Green function is found to be

\[\langle G_{\alpha\beta} (k, k', \omega, \omega') \rangle = -i \langle A_\alpha (k, \omega) \hat{A}_{\beta} (k', \omega') \rangle. \quad (26)\]

This is a very useful relation, as it allows us to compute the average Green function for the vector potential directly from the correlations of \( \mathbf{A} \) and \( \hat{\mathbf{A}} \). We may then obtain the magnetic field’s response by relating it to \( G(k, k', \omega, \omega') \).
Denote the Green function for the induction equation (2) as \( \mathcal{G}(k, k', \omega, \omega') \). The fictitious force \( \mathbf{h} \) in (21) becomes \( i \mathbf{k} \times \mathbf{h}(k, \omega) \) in the induction equation, therefore magnetic field solutions are written
\[
\langle B_\alpha (k, \omega) \rangle = -i \int d\omega_2 \frac{d\omega_1}{\pi} \mathcal{G}_{\alpha\beta}(k, k_2, \omega_1, \omega_2) e^{i k_1 \cdot (k_2 - k)} \mathbf{h}(k_2, -\omega_2).
\] (27)

Taking the functional derivative with respect to \( \mathbf{h}(k, \omega) \), we obtain
\[
\frac{\delta \langle B_\alpha (k, \omega) \rangle}{\delta \mathbf{h}(k', -\omega')} = -i \mathcal{G}_{\alpha\beta}(k, k', \omega, \omega') e^{i k_1 \cdot (k_2 - k)} \mathbf{h}(k_2, -\omega_2).
\] (28)

To isolate \( \mathcal{G}_{\alpha\beta}(k, k', \omega, \omega') \), we operate \( k' \times = \epsilon_{\beta\gamma} k'_\gamma \) on (28), and find
\[
\langle B_\alpha (k, \omega) \rangle = \frac{i}{(k')} \epsilon_{\beta\gamma} k'_\gamma \frac{\delta \langle B_\alpha (k, \omega) \rangle}{\delta \mathbf{h}(k', -\omega')}.
\] (29)

Note that we have used the relation \( k \times \mathcal{G}(k, k', \omega, \omega') = 0 \), which must hold to enforce the condition \( \nabla \cdot \mathbf{B} = 0 \). The magnetic field is related to the vector potential by
\[
B_\alpha (k, \omega) = i \epsilon_{\alpha\beta\gamma} k_\beta \mathcal{A}_\gamma(k, \omega),
\] (30)

so
\[
\mathcal{G}_{\alpha\beta}(k, k', \omega, \omega') = -\frac{1}{(k')} \epsilon_{\alpha\beta\gamma} \epsilon_{\gamma\delta\epsilon} k'_\delta \mathcal{A}_\epsilon(k, \omega) = \mathcal{G}(k, k', \omega, \omega').
\] (31)

Through (31) we have a relation between \( \mathcal{G}(k, k', \omega, \omega') \) and \( \mathcal{G}(k, k', \omega, \omega') \). Let us now consider what these functions are when the interaction term is included to first order.

4.2. Diagrams for computing interaction correlations

Computing \( \mathcal{G}(k, k', \omega, \omega') \) involves finding the correlation of the vector potential with its conjugate field, as can be seen from equations (26) and (31). To first order, we may write
\[
\langle A_\psi (k, \omega) A_\phi (k', \omega') \rangle = \mathcal{N} \int D\mathbf{A} D\mathbf{\hat{A}} A_\psi (k, \omega) A_\phi (k', \omega') e^{-S[A, \mathbf{\hat{A}}]} \left[ 1 - S_{\text{int}} [A, \mathbf{\hat{A}}, \mathbf{C}] \right]
+ O(S_{\text{int}}^2),
\] (32)

where the interaction action is given by (19). By taking the expansion to first order, we are assuming that the magnitude of the velocity correlation function \( \gamma(q, \omega) \) is small. Computing (32) to first order requires the average
\[
\langle A_{\psi} (k, \omega) A_{\phi} (k', \omega') A_{\alpha} (p, \omega_1) A_{\beta} (-p - q, -\omega_1 - \Omega) A_{\gamma} (p', \omega_2) A_{\delta} (q - p', \Omega - \omega_2) \rangle.
\] (33)

As this average is Gaussian, we may employ Wick’s theorem \([48]\) to rewrite it in terms of a sum of all possible pairwise contractions of the form \( \langle A_{\alpha}(k, \omega) A_{\beta}(k', \omega') \rangle \). There are \( 4^2 C_2 = 15 \) different combinations, some of which will vanish. The easiest way to write down these different combinations and determine all non-zero contributions is by using a diagrammatic approach.
Figure 1. This diagram represents the zero order propagator, \(\langle A_\psi(k, \omega) \hat{A}_\phi(k', \omega') \rangle_0\). \(A\) is denoted by the solid line, while \(\hat{A}\) is denoted by the dashed line. The wavevector, frequency and index of each is given below the lines in brackets. \(g_0(k, \omega)\) is defined in (35).

The zero-order contribution to the average (32) is drawn diagrammatically in figure 1. The beginning and end of the diagram are denoted by two circles, connected to lines representing \(A_\psi(k, \omega)\) and \(\hat{A}_\phi(k', \omega')\) respectively. The connection between the two lines represents the average \(\langle A_\psi(k, \omega) \hat{A}_\phi(k', \omega') \rangle_0\). Compared to the zero-order diagram, the first order diagrams gain an interaction vertex. All possible types of first order diagram are shown in figure 2. Note that vacuum diagrams (where the loops are separated from the external lines) do not contribute, as they are cancelled by the normalisation. This is referred to as the ‘linked cluster theorem’ [48]. Extensions to higher order involve two or more loops and interaction vertices. Since any combinations involving two \(A\)s vanish, we need only consider diagrams where \(A\) and \(\hat{A}\) connect. We are left with four unique non-zero combinations, labelled \(I_\alpha, I_\beta, I_\gamma\) and \(I_\delta\), illustrated in figure 3. For the sake of brevity, we relegate the calculations to appendix D, and list the contributions to (32) below.
Figure 2. First order contributions to the average $\langle A_\psi(k,\omega)\tilde{A}_\psi(k',\omega') \rangle$. Only the loop diagrams (left) contribute to this average.

The $I_\alpha$ and $I_\delta$ contributions are,

\begin{equation}
I_\alpha = -\frac{i}{2} G_0^2(k,\omega) \delta(k+k') \delta(\omega+\omega') \int dq d\Omega \gamma(q,\Omega) g_0(k-q,\omega-\Omega) \times \left[ \delta_{\psi\phi} \left( k^2 - \frac{(k\cdot q)^2}{q^2} \right) - k_\ell (k-q) \delta_{k_\rho} \sigma_{\rho l} \right],
\end{equation}

\begin{equation}
I_\delta = -\frac{i}{2} G_0^2(k,\omega) \delta(k+k') \delta(\omega+\omega') \int dq d\Omega \gamma(q,\Omega) g_0(k+q,\omega+\Omega) \times \left[ \delta_{\psi\phi} \left( k^2 - \frac{(k\cdot q)^2}{q^2} \right) - k_\ell (k+q) \delta_{k_\rho} \sigma_{\rho l} \right].
\end{equation}

Note that the only difference between $I_\alpha$ and $I_\delta$ is the sign between the arguments of the $g_0$ under the integral. It transpires that the $I_\beta$ and $I_\gamma$ diagrams cannot contribute to the magnetic field’s Green function due to their index structure (see appendix D). Overall, the relevant interaction contribution to the vector potential’s Green function is

\begin{equation}
G^{\text{int}}_{\psi\phi}(k,k',\omega,\omega') = -i(I_\alpha + I_\delta).
\end{equation}

Making use of (31), (36) and (37), we finally find the magnetic field’s Green function to first order to be

\begin{equation}
G_{\alpha\beta}(k,k',\omega,\omega') = (2\pi)^4 \delta(k+k') \delta(\omega+\omega') \sigma_{\alpha\beta}(k) g(k,\omega),
\end{equation}

where $g(k,\omega)$ is defined as

\begin{equation}
g(k,\omega) = \frac{1}{i\omega + \eta k^2} \left[ 1 - \frac{1}{2} \int dq d\Omega \frac{k^2 - q^2 (k\cdot q)^2}{i\omega + \eta k^2} \times \left( \frac{\gamma(q,\Omega)}{i(\omega-\Omega) + \eta (k-q)^2} + \frac{\gamma(q,\Omega)}{i(\omega+\Omega) + \eta (k+q)^2} \right) \right].
\end{equation}

Having found $G$, we may now ask how the fluid flow’s turbulent behaviour affects physical properties of the system, such as the magnetic diffusivity.
Figure 3. The non-zero first order diagrams whose sum represents the quantity (33) after applying Wick’s theorem. The notation is the same as in figure 1. The vertices (black dots) contribute a factor of $M_{\alpha\beta,\gamma\delta}(q,\Omega)p_k p_l$. 
5. Turbulent diffusivity

Let us begin by considering how the diffusivity is defined. Generally, it may be thought of as the coefficient of the induction equation’s Laplacian term in physical space, or the $k^2$ term in Fourier space. In the zero-order case, the Green function is

$$G_{0\beta}(k, k', \omega, \omega') = (2\pi)^4 \delta(k + k') \delta(\omega + \omega') \sigma_{\alpha\beta}(k) g_0(k, \omega).$$

(41)

The delta functions reflect the spatial and temporal translation invariance, while $\sigma_{\alpha\beta}(k)$ guarantees the magnetic field’s solenoidality. All system-specific information is contained in $g_0(k, \omega)$. Denoting the solution to $g^{-1}_0(\omega_0^*, k) = 0$ as $\omega_0^*(k)$, we may write $\omega_0^* = i\eta k^2$. These solutions are the poles of $g_0(k, \omega)$ and the reciprocals of the decay times. From the definition of $\omega_0^*$, we see that

$$\eta = \frac{1}{2i} \frac{\partial^2}{\partial k^2} \omega_0^* \bigg|_{k=0}$$

(42)

is a valid definition for the diffusion coefficient. We may use this expression to compute a new effective magnetic diffusivity, by taking into account the interaction between the magnetic field and the velocity. Let us write the Green function as

$$g(k, \omega) = i\omega + \eta_{\text{eff}} k^2 + \ldots,$$

(43)

where $\eta_{\text{eff}}$ is a modified diffusivity and ‘$\ldots$’ represents more complex terms that might contribute to the response. To find an expression for $\eta_{\text{eff}}$, we require the inverse of (39). Note that $g(k, \omega)$, defined in (40), may be written in terms of $g_0(k, \omega)$ as

$$g(k, \omega) = g_0(k, \omega) \left[ 1 - g_0(k, \omega) k^2 F(k, \omega) \right],$$

(44)

where

$$F(k, \omega) = \frac{1}{2} \int dq d\Omega \left( 1 - \cos^2 \theta \right) \left[ \frac{\gamma(q, \Omega)}{i(\omega - \Omega) + \eta(k - q)^2} + \frac{\gamma(q, \Omega)}{i(\omega + \Omega) + \eta(k + q)^2} \right].$$

(45)

and the angle between $k$ and $q$ has been labelled $\theta$. Assuming that the first order correction is small, we have

$$g^{-1}(k, \omega) \approx g_0^{-1}(k, \omega) + k^2 F(k, \omega).$$

(46)

Let us now look for the poles of $g(k, \omega)$ by solving $g^{-1}(\omega^*, k) = 0$ for $\omega^*(k)$. From (46) we see that they must occur when

$$\omega^*(k) = i\eta k^2 + i k^2 F(k, \omega^*).$$

(47)

Following (42), we may find the new effective diffusivity by considering

$$\eta_{\text{eff}} = \frac{1}{2i} \frac{\partial^2}{\partial k^2} \omega^* \bigg|_{k=0} = \eta + F(0, \omega^*(0)).$$

(48)
The first term is of course the zero-order molecular diffusivity, while the second term constitutes the contribution from the turbulent diffusivity, $\eta_t$. Given that $\omega^g(0) = 0$,  

$$
\eta_t = \int dq d\Omega \gamma(q, \Omega) \left(1 - \cos^2 \theta\right) \frac{q^2}{\Omega^2 + \eta^2 q^4}.
$$

Expression (49) gives us a quantitative estimate of the turbulent magnetic diffusivity in terms of the velocity’s correlation function. The form of (49) provides insight into the origin of $\eta_t$. The turbulent diffusivity vanishes when $\theta = 0$ ($k \parallel q$) and is maximal when $\theta = \pi/2$ ($k \perp q$). For plane wave velocity and magnetic field disturbances, $q$ and $k$ may be interpreted as wavevectors perpendicular to the respective disturbances’ wavefronts. When the wavevectors $k$ and $q$ are parallel, the velocity and magnetic field must be co-planar, since they are both divergenceless. The inductive term in (2) must therefore vanish, as the cross product is parallel to $k$ (or $q$). This picture is consistent with the notion of the fluid velocity lifting the magnetic field out of its plane, and in doing so creating new current loops that interact with the existing field. The strength of the velocity correlations is encapsulated in $\gamma(q, \Omega)$; stronger fluctuations lead directly to larger $\eta_t$.

Assuming that $\gamma(q, \Omega)$ only depends on the magnitude $|q| = q$ (isotropic approximation), we may integrate over the solid angle, and find  

$$
\eta_t = \frac{4}{3} \eta \int dq d\Omega \frac{q^4}{(2\pi)^3} \frac{\gamma(q, \Omega)}{\Omega^2 + \eta^2 q^4}.
$$

Note that there are instances where the expression for the diffusivity cannot be valid on all lengthscales, though these are not physically realistic scenarios. Consider for example the simple case where $\gamma(q, \Omega)$ is a constant. In this case, the integral (50) diverges. This does not mean that there is an issue with expression (50), rather that this expression cannot be applicable to all scales, and there must be a wavenumber at which the integral is cut off. At very large wavenumbers the theory cannot possibly capture the dominant physics, as we would be considering lengthscales smaller than the size of an atom (and our theory is not quantum mechanical).

In the following section, we compare our results to those of previous studies which considered the same problem by different means.

### 6. Comparison to literature and physical implications

Our expression for the turbulent diffusivity under the assumption of isotropic turbulence (50) may be compared to well-established literature. In particular, we will compare our result to those of Moffatt [32] and Kazantsev [23], who provided estimates of the turbulent diffusivity that might be expected in the case of isotropic turbulence in a conductive fluid. Moffatt computed an expression for the turbulent diffusivity via the mean-field theory framework developed by Steenbeck et al [51], and found  

$$
\eta_t = \frac{2}{3} \eta \int dq d\Omega \frac{q^2 E(q, \Omega)}{\Omega^2 + \eta^2 q^4},
$$

where $E(q, \Omega)$ is defined as the energy spectrum function, such that  

$$
\int dq d\Omega E(q, \Omega) = \frac{1}{2} \langle u^2 \rangle.
$$
Physically, $\rho \langle u^2 \rangle / 2$ is the kinetic energy density, where $\rho$ is the fluid’s density. Taking into account Moffatt’s different definition of the Fourier transform, we may relate $E(q, \Omega)$ to $\gamma(q, \Omega)$ via

$$E(q, \Omega) = \frac{2q^2 \gamma(q, \Omega)}{(2\pi)^3}. \quad (53)$$

Plugging (53) into (51) reveals that our estimate of $\eta_t$ is identical to that proposed by Moffatt using mean-field theory. The agreement between our results and Moffatt’s at this stage is perhaps not too surprising. The first-order smoothing approximation used in mean-field theory is analogous to the Born approximation in scattering theory \[32\]. Our first order expression for the Green function (39) is exactly the Born approximation in the language of scattering theory. This agreement also lends credence to the assumption of a Gaussian probability distribution for the velocity (at least in studying this specific problem), as Moffatt does not make any assumptions about the velocity’s statistics. Though it may appear more laboured, the advantage of our method is that it can be extended to include an infinite number of terms in the perturbation series by exploiting the field theory formalism.

Let us now compare our results to Kazantsev’s study. Kazantsev developed a model for the turbulent motion of a conductive fluid, assuming that the fluid flow has a Gaussian distribution function and is delta-correlated in time. This problem’s set-up is very similar to our own, though Kazantsev works directly with the magnetic field (rather than the magnetic vector potential), and imposes solenoidality through the enforcement of initial conditions. By establishing a recursive relation for the magnetic field’s Green function, he was able to extract an expression for the turbulent diffusivity contribution of the form

$$\eta_t = \frac{1}{3} \int dq \frac{q^2 \gamma(q)}{(2\pi)^3}, \quad (54)$$

where $\gamma(q)$ is now purely a function of wavevector. This result may be readily derived from (50) by taking the velocity to be delta-correlated in time. Moffatt and Kazantsev’s estimates may be thought of as being valid in different limits of a turbulent magnetic Reynolds number, $Rm_t$. This non-dimensional parameter quantifies the relative strength of the inductive and advective effects due to the turbulent velocity fluctuations compared to magnetic diffusion, and is defined by

$$Rm_t = \frac{\ell^2}{\eta \tau}, \quad (55)$$

where $\tau$ and $\ell$ are the velocity’s correlation time and length respectively. This magnetic Reynolds number refers specifically to the fluctuating part of the velocity. Kazantsev’s assumption of instantaneous time correlation requires $\tau$ to be small compared to the diffusive timescale $\ell^2/\eta$. The inequality $\tau \ll \ell^2/\eta$ may be recast as $Rm_t \gg 1$, suggesting that Kazantsev’s result is the high $Rm_t$ limit of Moffatt’s more general result (51).

The geodynamo is thought to operate at a global $Rm \sim 1000$ \[52\] (based on the average velocity scale), though scale separation makes it more appropriate to consider a local $Rm_t$ when considering turbulent processes. If the turbulent flow’s lengthscale were to correspond to the dissipation lengthscale, $Rm_t$ could be as low as $Rm_t \sim 1$ \[13\]. Holdenried-Chernoff and Buffett \[46\] found that a local $Rm_t$ based on the eddy dissipation lengthscale might be an order of magnitude smaller than the global $Rm$, so we might expect $Rm_t < 100$ at the lengthscales relevant to the turbulent flow. These are quite moderate values, so if we wanted to consider the
turbulent diffusivity in the context of the geodynamo we should probably use the more general expression (50). However, this involves the correlation function \(\gamma(q, \Omega)\), which is unknown for velocity correlations in the Earth. As an illustrative example, let us assume that the velocity is exponentially correlated in both space and time, such that
\[
\langle u(x, t) \cdot u(x', t') \rangle = u_{\text{rms}}^2 e^{-|x-x'|/\ell} e^{-|t-t'|/\tau}.
\]
Here, \(u_{\text{rms}}\) is the average root mean square velocity in the outer core. In conjunction with (50), this correlation function yields a turbulent diffusivity
\[
\eta_t = \frac{1}{3} u_{\text{rms}}^2 \tau \left( 1 + \sqrt{\frac{\eta_t}{\ell}} \right)^{-2},
\]
where last term in brackets corresponds to \((Rm')^{-1/2}\). In the \(\tau \to 0\) (short correlation time) or \(\eta_t \to 0\) (high \(Rm'\)) limit, this expression corresponds to the relation derived by Holdenried-Chernoff and Buffett [46] using mean-field theory, namely
\[
\eta_t = \frac{1}{3} u_{\text{rms}}^2 \tau.
\]

Using (58) and estimates of the magnetic dipole’s correlation times from paleomagnetic records, Holdenried-Chernoff and Buffett were able to compute an estimate for the average flow velocities expected in the outer core, and found that they were consistent with measurements of core surface velocities. Accounting for the effects of finite \(Rm' \gtrsim 1\), we might expect the estimate of \(u_{\text{rms}}\) to increase at most by a factor of 2.

7. Formal Extension to all orders

In sections 4.2 and 5 we computed the first order correction to the propagator and magnetic diffusivity. While this is a good first step towards understanding the effects of turbulence on the magnetic field’s decay rate, it is only an approximation to the true turbulent diffusivity. Crucially, the results we have obtained so far require the amplitude of the velocity correlations, \(u_{\text{rms}}\), to be small compared to the molecular diffusivity. To compute the full propagator we need to not only include the one vertex diagrams from the previous section, but also those with two vertices, three vertices and so on. We may improve our first order estimate of the turbulent diffusivity by including higher order diagrams in the limit of short fluid correlation times. We do this by using a technique pioneered by Dyson [53] to formally include all diagrams. This section illustrates the utility of formulating this problem as an interacting field theory; by borrowing its diagrammatic machinery, we can easily manipulate the perturbation series to express the propagator compactly in terms of a ‘self-energy’. However, this is still written as a series expansion in powers of \(u_{\text{rms}}\), so the manipulations are only helpful if the self-energy can be efficiently approximated. There are many possible ways of doing this depending on the particular structure of the theory; determining the best approach is often quite involved. Here we treat the case where the fluid correlation time is short, which results in a particularly simple expression for the self-energy.

Let us begin by separating the diagrams into two distinct types; those that are one particle irreducible (1PI) and those that are not (1PI). The latter type can be split into two physically permissible diagrams by cutting one internal line, while in a 1PI diagram no internal line can be cut to produce a meaningful diagram. Figure 4 illustrates the difference between 1PI and
Figure 4. The diagram on the left is 1PI, as cutting any internal line results in a physically meaningless diagram. The diagram on the right is 1PI, as it can be cut along the wavy red line to produce two 1PI diagrams.

1PI diagrams. From this example, it becomes clear that any 1PI diagram may be built solely out of 1PI diagrams. The 1PI diagrams up to second order are

\[ \Gamma_{\psi\phi}(k,\omega) = G(k,\omega) \sum_{n=0}^{\infty} \left( -\Xi(k,\omega) \cdot G(k,\omega) \right)^n = G(k,\omega) \left( 1 + \Xi(k,\omega) \cdot G(k,\omega) \right)^{-1}, \]  

(61)

where \( \mathbf{I} \) is the identity matrix. The matrix \( G(k,\omega) \) is a shorthand for the zero order contribution

\[ G(k,\omega) = g_0(k,\omega). \]  

(62)

The solution for \( \Gamma(k,\omega) \) in (61) is formally exact, although computing \( \Xi(k,\omega) \) exactly is an intractable problem. To make progress, we require a scheme for approximating \( \Xi(k,\omega) \). This can be done perturbatively, by systematically increasing the number of vertices in the diagrams,
Figure 5. Diagrammatic illustration of the expansion for the quantity $\langle A(k, \omega) \tilde{A}(k', \omega') \rangle$. The exact average is represented by double lines, where the solid and dashed lines indicate $A$ and $\tilde{A}$ respectively. The first diagram on the right-hand side is the purely diffusive, zero-order contribution to the average. Higher order contributions may be written in 1PI form, with each higher order having an additional $\Xi$ contribution ($\Xi$ is the sum of all 1PI diagrams). The exact propagator may be expressed as a geometric series, where each subsequent term includes an additional $\Xi$ contribution.

but ultimately this series is only likely to be accurate for small $u_{rms}$. Alternatively, we may look at the diagrams’ contributions in a limit that is independent of the velocity fluctuations’ size, for example in the case that the velocity’s time correlation is short. In this limit, only finitely many diagrams make a significant contribution to $\Xi(k, \omega)$. Every 1PI diagram contains integrals over the momenta and frequencies that run around its loops. Their corresponding integrands contain combinations of propagators and velocity correlations. If the velocity has a very short correlation time, the size of the integrals is controlled by the behaviour of the integrand at high frequency. Since each propagator’s decay is inversely proportional to the frequency in this limit, the 1PI diagrams’ contribution diminishes as the number of propagators they contain increases (such as for the second order diagrams in (59)). The first order 1PI contribution involves the fewest propagator factors, so it is justifiable to keep only the first order loop and its derivative 1PI diagrams in the expansion for $\Xi(k, \omega)$

$$\Xi = \left( \begin{array}{c} \Xi \\ \Xi \end{array} \right) + O(\gamma^2)$$

(63)

Leaving the details of this calculation to appendix E, we compute an expression for the magnetic field’s Green function to all orders in the loop diagram, and find

$$G_{\alpha\beta}(k, \omega) = \frac{\sigma_{\alpha\beta}(k)}{g_0^{-1}(k, \omega) + \Xi(k, \omega)},$$

(64)

where

$$\Xi(k, \omega) = \frac{1}{2} \int dq d\Omega \gamma(q, \Omega) \left[ g_0(k - q, \omega - \Omega) + g_0(k + q, \omega + \Omega) \right] \left( k^2 - \frac{1}{q^2} (k \cdot q)^2 \right).$$

(65)

Equation (64) allows us to compute the influence of the additional loop diagrams on the effective diffusivity. Following the same procedure as in section 5, we find that the diffusivity
remains unchanged compared to (50). Note that \( g^{-1} \) is no longer approximated by (46), as it is exactly given by the denominator of (64). This appears to be equivalent to the calculation that Kazantsev [23] illustrates in figure 2 of his paper.

While we have formally neglected an infinite number of contributions, the infinity of diagrams based on the first order loop that we do consider agrees exactly with mean-field theory, which has been shown to be very successful [24, 32] as long as the velocity’s correlation time is small. The advantage of using the field theory approach is that the treatment may be extended to consider longer correlation times. In the core, the velocity’s correlation time has been estimated to be of order \( \sim 10^2 \) years [46], which is relatively short compared to the magnetic field’s decay timescale (which can be as long as \( \sim 10^4 \) years for the dipole), so the results derived for short correlation times may be sufficient.

Even though we have only considered \( \Xi \) in the limit of small time correlations, this scheme always contains more information than naive perturbation theory, as we are no longer restricting the velocity to have small amplitudes. Computing the contributions from the higher order diagrams is necessary when longer correlation times are considered. In this regime, we would expect the results for the turbulent diffusivity to change, as these diagrams alter the propagator’s properties (wavenumber and index structure) compared to the results given here. The next order in \( \Xi \) must include all 1PI contributions with two vertices, although the hope is that one of the second order diagrams will dominate, so that the self-energy can be effectively approximated. We leave this to future work, as the principle aim of this paper is to introduce the MSRJD framework to the problem of studying stochastic dynamos.

8. Conclusions

Studying the induction equation in the framework of stochastic models appears to be a reasonable way of understanding the long timescale behaviour of the Earth’s magnetic field. A theoretical understanding of this behaviour can be coupled with statistical information extracted from paleomagnetic records to infer properties of the fluid flow underlying the geodynamo.

We have introduced methods commonly used in field theory to create a framework that allows us to compute ensemble averages of arbitrary observables of the magnetic field. By computing the magnetic field’s average Green function, we find an expression for the turbulent magnetic diffusivity that is exactly consistent with the results of Moffatt’s [32] mean-field theory estimate. The turbulent contribution to the diffusivity is positive (and thus enhances the magnetic field’s decay), and depends on the spatio-temporal correlation function of the velocity. Our results are also consistent with Kazantsev’s [23] study when the velocity is restricted to be delta-correlated in time. The methods applied in this paper allow us to compute arbitrary observables of the magnetic field in the limit of short velocity correlation times.

Taking the high \( Rm \) limit results in a relation between the turbulent diffusivity and the average root mean squared velocity in the bulk of the fluid. Making use of this expression along with an estimate of the turbulent diffusivity in the Earth from paleomagnetic constraints, Holdenried-Chernoff and Buffett [46] found an upper bound on the possible average fluid velocities in the outer core. This estimate is consistent with measured core surface flows, suggesting that although both mean-field theory and our approach make a number of simplifying assumptions compared to the true Earth system, they should at least be capturing the turbulent effects’ correct order of magnitude.

In principle, we could restrict our calculation to spherical geometry by imposing the velocity’s correlations to go to zero outside the sphere’s radius. While the change in geometry would most probably have some quantifiable impact on the expressions we have derived, it
should not drastically alter the system’s physics (and consequently the expressions’ qualitative structure), though it would restrict the set of velocities that we should consider when averaging.

In this study we have looked specifically at the diffusivity. Equally, we could have considered the stochastic velocity’s effect on other processes, such as magnetic induction through the alpha effect. This is captured by terms that are independent of \( k \) in the frequency pole of the magnetic field’s Green function. To examine these inductive effects we would need to see how the coefficients of \( \mathbf{B} \) terms are altered (in the purely diffusive case these coefficients are of course zero). The particular set-up that we have chosen does not support an alpha effect, as the velocity’s correlations are symmetric upon reflection. The alpha effect is intrinsically linked to the fluid’s helicity, which requires the system to have a lower symmetry than we have imposed. Our model may be extended to account for this by using the more general velocity correlation function given in (18).

The great advantage of employing the MSRJD method for studying this problem is that it unlocks a wealth of powerful field theory techniques that may be used to take the problem further. For example, the work presented here could form the basis for a perturbative momentum shell renormalisation group, where small scale velocity and magnetic field fluctuations are integrated out to obtain an effective theory valid for fluctuations on longer length scales. This opens the possibility of determining critical exponents or effect values for coupling constants valid for a given length scale in the theory.

We emphasise that this paper only treats the simplest case, and we have only extracted one piece of information (the turbulent diffusivity) from the system. However, we believe that applying field-theory methods to the stochastic induction equation has great potential for addressing a number of interesting questions. For example, if we were to introduce a mean fluid velocity that acts as a kinematic dynamo, we could ask how the stochastic motions affect the fluid’s ability to induce magnetic field, and investigate whether turbulence is beneficial or detrimental to sustaining the dynamo. Ultimately, the greatest flaw in our model is the need to assume the form of the velocity’s probability distribution. The final goal in stochastic geodynamo studies should be to develop a fully self-consistent model that accounts for the Navier–Stokes equation as well as the induction equation.
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Appendix A. Detailed derivation of MSRJD action

This appendix provides a step-by-step explanation of the MSRJD procedure used to derive the actions in (14). Our aim is to compute observables of the magnetic field given (2) and the
statistics of $\mathbf{u}$, subject to the constraint (3). The latter constraint may be enforced by expressing the magnetic field in terms of the magnetic vector potential $\mathbf{A}(x,t)$, such that $\mathbf{B} = \nabla \times \mathbf{A}$. Written in terms of $\mathbf{A}$, the induction equation (2) becomes

$$
\frac{\partial \mathbf{A}}{\partial t} = \mathbf{u} \times (\nabla \times \mathbf{A}) + \eta \nabla^2 \mathbf{A} + \nabla \chi,
$$

(A.1)

where $\chi$ is an arbitrary scalar. This scalar may be set to zero, effectively absorbing it into the gauge function for $\mathbf{A}$. The magnetic vector potential’s gauge is set through the Faddeev–Popov procedure (see appendix C). Complete information on the magnetic vector potential’s statistics will allow us to compute any magnetic field statistics.

Let us begin by considering how to compute the expectation value of an observable $\langle O(\mathbf{A}) \rangle$. This will in general be a functional of $\mathbf{A}$, most commonly consisting of a combination of products of $\mathbf{A}$ and/or its derivatives at various points in space and time. For example, one of the most common observables to consider is the auto-correlation

$$
\langle A_i(x_1,t_1) A_j(x_2,t_2) \rangle,
$$

while an example of a more complex observable is the expectation value of the magnetic field’s helicity

$$
\langle (\nabla \times \mathbf{A}(x,t)) \cdot (\nabla \times \nabla \times \mathbf{A}(x,t)) \rangle.
$$

Evaluating these averages requires knowledge of the probability of finding a particular function $\mathbf{A}$ at all points in space and time. This can be done by using functional methods borrowed from field theory. We will employ these methods without providing their proofs (which can be found in [48–50]), though we will physically motivate their use.

It is easiest to begin by considering the problem under a discrete representation. Suppose that we split time into a discrete set of points $t_i$ labelled by an index $'i'$. The points $t_i$ and $t_{i-1}$ are separated by an interval $\Delta t$, which vanishes in the continuous limit. Denoting the magnetic vector potential at each point $\mathbf{A}_i \equiv \mathbf{A}(x,t_i)$, we may write the expectation value of an observable as

$$
\langle O[\mathbf{A}] \rangle = \int \prod_i d\mathbf{A}_i \langle p[\{\mathbf{A}_i\}|\{\mathbf{u}_i\}] \rangle \langle O[\{\mathbf{A}_i\}] \rangle / \int \prod_i d\mathbf{A}_i \langle p[\{\mathbf{A}_i\}|\{\mathbf{u}_i\}] \rangle,
$$

(A.2)

where $\{\mathbf{A}_i\}$ and $\{\mathbf{u}_i\}$ denote the set of all $\mathbf{A}_i$ and $\mathbf{u}_i$ respectively. The probability of obtaining the set of all possible realisations of the vector potential, given all possible velocity realisations, is written $\langle p[\{\mathbf{A}_i\}|\{\mathbf{u}_i\}] \rangle$. The denominator is simply the probability distribution’s normalisation. In the continuous limit, (A.2) becomes

$$
\langle O[\mathbf{A}] \rangle = \int DA \langle O[\mathbf{A}] | p[\mathbf{A}|\mathbf{u}] \rangle / \int DA \langle p[\mathbf{A}|\mathbf{u}] \rangle,
$$

(A.3)

where $\int DA$ denotes a functional (path) integral over all possible $\mathbf{A}(x,t)$ and $p[\mathbf{A}|\mathbf{u}]$ is the functional probability distribution of $\mathbf{A}$ given $\mathbf{u}$. For the moment, let us return to the discrete representation of equation (A.2). The average of the probability distribution is
\[ \langle p[\{A_i\}|\{u_i\}] \rangle = \frac{\int \prod_i du_i \, p[\{u_i\}] p[\{A_i\}|\{u_i\}]}{\int \prod_i du_i \, p[\{u_i\}]} \text{.} \]  

For simplicity, the probability distribution for \(u_i\) is taken to be Gaussian and is given in equation (4). The probability \(p[\{A_i\}|\{u_i\}]\) requires that for any given \(u_i\), \(A_i\) must both solve the induction equation and satisfy the appropriate boundary conditions at each point in space and time. Denoting the \(A_i\) that solves (A.1) as \(A^*_i(\{u_i\})\), we may write

\[ p[\{A_i\}|\{u_i\}] = \hat{Y}_i \delta[\hat{A} - A^*_i(\{u_i\})] \text{,} \]

that is the probability of observing \(A_i\) for a given realisation of \(u_i\) is a delta-function on solutions to (A.1). In continuous notation, this is simply

\[ p[A|u] = \delta[A - A^*(u)] \text{.} \]

Rather than solving for \(A^*(u)\), it is more convenient to transform to a new variable, \(X\), that represents (A.1). Using a discrete representation, we have

\[ X_i = \frac{1}{\Delta t} (A(x, t_i) - A(x, t_{i-1})) - u(x, t_{i-1}) \times \nabla \times A(x, t_{i-1}) - \eta \nabla^2 A(x, t_{i-1}) \text{.} \]

Note that \(X = 0\) when \(A = A^*(u)\). Making use of the standard property of delta-functions, (A.5) becomes

\[ p[\{A_i\}|\{u_i\}] = \frac{|\partial X_i}{\partial A_i}| \prod_i \delta[X_i] \text{.} \]

In continuous notation, we have

\[ p[A|u] = \left| \frac{\delta X}{\delta A} \right| \delta[X] \text{.} \]

The Jacobian matrix \(\partial X_i/\partial A_i\) is triangular, so its determinant equals the product of its diagonal elements. In this case, it is simple to show that \(\left|\partial X_i/\partial A_i\right| \propto 1/(\Delta t)^N\). Since the determinant does not depend on \(A_i\) or \(u_i\), only on the choice of discretisation, any constant values will cancel out with the probability distribution’s normalisation once we take the averages required for (A.2). To make progress, we may write the delta function in terms of its Fourier transform. In one dimension we have

\[ \delta(x - a) = \int dk \, e^{ik(x-a)} \text{,} \]

which becomes

\[ \prod_i \delta(X_i) = \int \prod_i d\hat{A}_i \, \exp \left[ i \sum_i \hat{A}_i \cdot X \right] \text{.} \]
in the discrete case. Passing back to the continuous representation, we may write the probability distribution as

\[
p[A|u] \propto \delta \left[ \frac{\partial A}{\partial t} - u \times (\nabla \times A) - \eta \nabla^2 A \right]
\]

\[
\propto \int D\tilde{A} \exp \left[ i \int dx \, dt \, \tilde{A} \cdot \left( \frac{\partial A}{\partial t} - u \times (\nabla \times A) - \eta \nabla^2 A \right) \right]
\]

(A.12)

where the normalisation has not explicitly been written, and \( \tilde{A}(x, t) \) is the ‘conjugate field’ to \( A(x, t) \) [48]. The exponent’s argument is integrated over time and space. This can be understood by considering the discrete representation of the field: at every spatio-temporal point \( (x, t) \), each realisation of \( A(x, t) \) has an associated \( \tilde{A}(x, t) \). Summing over these realisations produces the integrals given in (A.12). To obtain the average of \( p[A|u] \) over all realisations of \( u \) we take the continuous limit of (A.4),

\[
\langle p[A|u] \rangle = \frac{\int D\tilde{A} D\tilde{u} \, p[\tilde{u}[A]\rangle}{\int D\tilde{A} D\tilde{u} \, p[\tilde{u}]}. \tag{A.13}
\]

Combining (A.12), (A.13) and (4), we find

\[
\langle O[A]\rangle_u = \mathcal{N} \int D\tilde{A} D\tilde{u} \, O[A] \exp \left[ -\frac{1}{2} \int dx \, dr \, dr' \, u_k C_{ij}^{-1} u_j \right.
\]

\[
+ i \int dx \, dr \, \tilde{A}_j \left( \frac{\partial A_j}{\partial t} - u_k \varepsilon_{kji} (\nabla \times A)_i - \eta \nabla^2 A_j \right) \right], \tag{A.14}
\]

(A.14)

where the fields’ arguments have been kept implicit for notational clarity, and \( \mathcal{N} \) is the normalisation constant. Note that repeated indices are summed over. Given the form of \( p[u] \), we may take the functional integral over the velocity by performing a Gaussian integral. We make use of the identity (see chapter 3 of [48])

\[
\int D\tilde{u} \exp \left[ -\frac{1}{2} \int dx \, dr \, dr' \, u(x, t) \cdot C^{-1} (x, x', t, t') \cdot u(x', t') - \int dx dr \, \tilde{h}(x, t) \cdot u(x, t) \right]
\]

\[
= \det(2\pi C)^{1/2} \exp \left[ \frac{1}{2} \int dx \, dx' \, dr \, dr' \, \tilde{h}(x, t) \cdot C (x, x', t, t') \cdot \tilde{h}(x', t') \right]
\]

(A.15)

To write (A.14) as

\[
\langle O[A]\rangle = \mathcal{N} \int D\tilde{A} D\tilde{u} \, O[A] \exp \left[ -S_0[A, \tilde{A}] - S_{\text{int}}[A, \tilde{A}, C] \right], \tag{A.16}
\]

(A.16)

Here we have introduced the action \( S[A, \tilde{A}] = S_0[A, \tilde{A}] + S_{\text{int}}[A, \tilde{A}, C] \), where \( S_0[A, \tilde{A}] \) (the ‘free action’) is the contribution we would have from free decay (i.e. \( u = 0 \)), while \( S_{\text{int}}[A, \tilde{A}, C] \)
(the ‘interaction action’) represents the interaction part obtained by integrating over all possible representations of \( \mathbf{u} \). These are respectively

\[
S_0 = -i \int dx \, dt \, \mathbf{A} \cdot \left( \partial_t \mathbf{A} - \eta \nabla^2 \mathbf{A} \right) = -i \int dx \, dt \, \mathbf{A} \left( \mathbf{x}', t' \right) \cdot g_0^{-1} \left( \mathbf{x}, \mathbf{x}', t, t' \right) \cdot \mathbf{A} \left( \mathbf{x}, t \right), \text{ and}
\]

\[
S_{int} = \frac{1}{2} \int dx \, dx' \, dt \, dt' \left[ \varepsilon_{iab} (\nabla \times \mathbf{A})_a \left( \mathbf{x}, t \right) \tilde{A}_b \left( \mathbf{x}, t \right) C_{jk} \left( \mathbf{x}, \mathbf{x}', t, t' \right) \varepsilon_{kcd} (\nabla \times \mathbf{A})_c \left( \mathbf{x}', t' \right) \tilde{A}_d \left( \mathbf{x}', t' \right) \right].
\]

\( (A.17) \)

Note that the purely diffusive operator \( \partial_t - \eta \nabla^2 \) is written in terms of the inverse of its Green function, \( g_0(\mathbf{x}, t) \).

**Appendix B. Fourier transform of interaction term**

The general, incompressible form of the probability distribution for the velocity in Fourier space is

\[
p[\mathbf{u}] = \exp \left[ -\frac{1}{2} \int d\mathbf{q} \, d\mathbf{q}' \, d\omega \, d\omega' \, u_{ij}(\mathbf{q}, \omega) C_{-1}^{-1} \left( \mathbf{q}, \mathbf{q}', \omega, \omega' \right) u_{ij}(\mathbf{q}', \omega') \right], \quad (B.1)
\]

where \( C_{-1}^{-1}(\mathbf{q}, \mathbf{q}', t, t') \) is the inverse of the correlation

\[
\langle u_{ij}(\mathbf{q}, \omega) u_{kl}(\mathbf{q}', \omega') \rangle = C_{jk}(\mathbf{q}, \mathbf{q}', \omega, \omega') = \left( 2\pi \right)^4 \gamma(\mathbf{q}, \omega) \delta(\mathbf{q} + \mathbf{q}') \delta(\omega + \omega') \sigma_{jk}(\mathbf{q}). \quad (B.2)
\]

The function \( \gamma(\mathbf{q}, \omega) \) represents any spatial and temporal structure of the noise and \( \sigma_{jk}(\mathbf{q}) \) is defined in (18). To make use of (B.2), we want to express the probability distribution \( p[A, \tilde{A}] \) in terms of Fourier variables. A simple way of doing this is to write each of the variables appearing in the definitions (14) in terms of their inverse Fourier transform. Let us consider how this works for the interaction term \( S_{int} \), restricting our attention to the spatial Fourier transform. Time dependence is kept implicit for clarity, though the Fourier transform in time follows in the same manner. From (14) we have

\[
S_{int} = \int dx \, dx' \int d\mathbf{q}_1 \cdots d\mathbf{q}_6 \, e^{i\mathbf{q}_1 \cdot \mathbf{x}} e^{i\mathbf{q}_6 \cdot \mathbf{x}'} \varepsilon_{i\mathbf{q}_1 \cdots \mathbf{q}_6} \delta_{\mathbf{q}_1} \left( \mathbf{q}_2 \right) C_{jk} \left( \mathbf{q}_3, \mathbf{q}_4 \right) \tilde{A}_b \left( \mathbf{q}_2 \right) C_{jk} \left( \mathbf{q}_5, \mathbf{q}_6 \right) \tilde{A}_d \left( \mathbf{q}_6 \right)
\]

\[
= -\left( 2\pi \right)^3 \int dx \, dx' \int d\mathbf{q}_1 \cdots d\mathbf{q}_6 \, e^{i\mathbf{q}_1 \cdot \mathbf{x}} e^{i\mathbf{q}_6 \cdot \mathbf{x}'} \varepsilon_{\mathbf{q}_1 \cdots \mathbf{q}_6} \delta_{\mathbf{q}_1} \left( \mathbf{q}_2 \right) \delta_{\mathbf{q}_3 + \mathbf{q}_4} \sigma_{jk} \left( \mathbf{q}_3 \right)
\]

\[
\left( \mathbf{q}_1 + \mathbf{A} \left( \mathbf{q}_1 \right) \right)_{\mathbf{a}} \tilde{A}_b \left( \mathbf{q}_2 \right) \left( \mathbf{q}_5 + \mathbf{A} \left( \mathbf{q}_5 \right) \right)_{\mathbf{d}} \tilde{A}_d \left( \mathbf{q}_6 \right)
\]

\[
= \int dx \, dx' \int d\mathbf{q}_1 \cdots d\mathbf{q}_6 \, e^{i\mathbf{q}_1 \cdot \mathbf{x} + i\mathbf{q}_6 \cdot \mathbf{x}'} \varepsilon_{\mathbf{q}_1 \cdots \mathbf{q}_6} \delta_{\mathbf{q}_1} \left( \mathbf{q}_2 \right) \delta_{\mathbf{q}_3} \left( \mathbf{q}_5 + \mathbf{q}_6 - \mathbf{q}_3 \right) \sigma_{jk} \left( \mathbf{q}_3 \right)
\]

\[
\left( \mathbf{q}_1 + \mathbf{A} \left( \mathbf{q}_1 \right) \right)_{\mathbf{a}} \tilde{A}_b \left( \mathbf{q}_2 \right) \left( \mathbf{q}_5 + \mathbf{q}_6 - \mathbf{q}_3 \right) \sigma_{jk} \left( \mathbf{q}_3 \right)
\]

\( (B.3) \)

Note that we may write

\[
\int dx \, e^{i(q_1 + q_3 + q_5) \cdot x} = (2\pi)^3 \delta(q_1 + q_3 + q_5), \text{ and}
\]

\[
\int dx' \, e^{i(q_1 + q_3 - q_5) \cdot x'} = (2\pi)^3 \delta(q_5 + q_6 - q_3).
\]

\( (B.4) \)
Using this property, and taking the integrals over \(q_3\) and \(q_6\), we obtain

\[
S_{\text{int}} = -\int dq_1 dq_2 dq_5 \varepsilon_{\mu_1\nu_2\kappa_3\sigma_4} (-q_1 - q_2) \sigma_{jk} (-q_1 - q_2) (q_1 \times A(q_1))_\alpha \tilde{A}_\beta(q_2) (q_5 \times A(q_5))_\gamma \tilde{A}_\delta (-q_1 - q_2 - q_5)^. 
\] (B.5)

For notational clarity, let us define the new variables:

\[
p = q_1, \\
p' = q_5, \\
q = -q_1 - q_2. 
\] (B.6)

Making use of these variables, (B.5) becomes:

\[-\int dp dp' dq \varepsilon_{\mu\nu\kappa\sigma} (q) \sigma_{jk} (q) (p \times A(p))_\alpha \tilde{A}_\beta (-p - q) (p' \times A(p'))_\gamma \tilde{A}_\delta (q - p').\]

(B.7)

More compactly, we can express

\[
S_{\text{int}} = -\frac{1}{2} \int dp dp' dq A_\alpha (p) \tilde{A}_\beta (-p - q) M_{\alpha\beta\gamma\delta}^I(q) p_\gamma p'_\gamma A_\gamma (p') \tilde{A}_\delta (q - p'), 
\] (B.8)

where

\[
M_{\alpha\beta\gamma\delta}^I(q) = (\delta_{k\beta} \delta_{l\delta} \sigma_{\alpha \gamma}(q) - \delta_{\alpha \beta} \delta_{\gamma \delta} \sigma_{k\gamma}(q) - \delta_{k\beta} \delta_{l\delta} \sigma_{\alpha \gamma}(q) + \delta_{\alpha \beta} \delta_{\gamma \delta} \sigma_{k\gamma}(q)) \gamma(q). 
\] (B.9)

We may follow exactly the same procedure to Fourier transform in time. Reintroducing the time dependence, we find the interaction action to be of the form

\[
S_{\text{int}} = -\frac{1}{2} \int dp dp' dq d\omega d\omega' d\Omega A_\alpha (p, \omega) \tilde{A}_\beta (-p - q, -\omega - \Omega) M_{\alpha\beta\gamma\delta}^{I}(q, \Omega) \times p_\gamma p'_\gamma A_\gamma (p', \omega') \tilde{A}_\delta (q - p', \Omega - \omega'), 
\] (B.10)

where \(\omega, \omega'\) and \(\Omega\) are Fourier conjugate frequencies and the \(\Omega\) dependence in \(M^{I}_{\alpha\beta\gamma\delta}(q, \Omega)\) is entirely encapsulated by \(\gamma(q, \Omega)\).

**Appendix C. Gauge fixing term**

It is worthwhile considering the system’s dependence on the choice of gauge. A general observable of \(B\) may be written

\[
\langle B_{i_1} (q_1, \omega_1) \ldots B_{i_n} (q_n, \omega_n) \rangle = p^i \left( \varepsilon_{a_1 b_1 c_1} q_1^{a_1} \right) \ldots \left( \varepsilon_{a_n b_n c_n} q_n^{a_n} \right) \langle A_{c_1} (q_1, \omega_1) \ldots A_{c_n} (q_n, \omega_n) \rangle. 
\] (C.1)

All observables of \(B\) are gauge invariant, so we expect the RHS of (C.1) to also be gauge invariant. The cross products with \(q\) remove \(A\)'s gauge dependence, which means that we require \(p[A, \tilde{A}]\) to also be gauge invariant. Given that \(p[A, \tilde{A}]\) must be gauge invariant, it is possible to transform to a situation where \(A = 0\), so that we get an infinite number of constant integrals that lead to a poorly defined average [49]. To avoid this problem, it is necessary to fix
A’s gauge. We may turn to the Faddeev–Popov trick [54], commonly used when considering functional integrals of the electromagnetic field. A comprehensive discussion of this procedure may be found in section 9.4 of [49]. This trick leads to the introduction of the term

$$\exp \left[ -\frac{i}{2g} \int \text{d}x \text{d}t (\nabla \cdot A)^2 \right]$$

(C.2)

to the probability (A.12), where $g$ is a constant that determines the gauge. As fluid flows in Earth’s core are on the order of $\sim 1 \text{ mm/s}$, the system is non-relativistic, and the pre-Maxwell equations of electromagnetism are used. Neglecting the displacement current means that the electric field plays a secondary role compared to the magnetic field, and can be entirely determined from knowledge of the magnetic field. It is therefore sufficient to set the gauge of $A$ without worrying about the electrostatic potential. The MSRJD procedure outlined in appendix A remains unaffected by the addition of the gauge fixing term in the exponent; the only difference is that $S_0$ is now defined as

$$S_0 [A, \tilde{A}] = -i \int \text{d}x \text{d}t \tilde{A} \cdot g_0^{-1} \cdot A + \frac{i}{2g} \int \text{d}x \text{d}t (\nabla \cdot A)^2,$$

(C.3)

where the second term in the expression for $S_0$ is the gauge fixing term (C.2).

It is important to ensure that the addition of the gauge fixing term (C.2) to the free decay action does not affect any of the magnetic field observables. For notational clarity, we keep time dependence implicit throughout this appendix. Let us consider once again the expectation value of an observable $\langle A(q) \rangle$. Computing the integral over $A$ and $\tilde{A}$ is relatively easy for $S_0[A, \tilde{A}]$, since its form is Gaussian. This is not true for the interaction term. To make progress, we may expand $e^{-S_{\text{int}}}$ as a Taylor series, so the observable $\langle A(q) \rangle$ may be written to first order as

$$\langle A(q) \rangle = \int \mathcal{D}A \mathcal{D}\tilde{A} A(q) e^{-S_0[A, \tilde{A}]} \left[ 1 - S_{\text{int}} \left[ A, \tilde{A}, C \right] \right] + O(S^2_{\text{int}}).$$

(C.4)

A general observable of $B$ may be computed via

$$\langle B(q_1) \ldots B(q_e) \rangle = \int \mathcal{D}A \mathcal{D}\tilde{A} (q_1 \times A(q_1) \ldots q_e \times A(q_e)) e^{-S_0[A, \tilde{A}]} \left[ 1 - S_{\text{int}} \left[ A, \tilde{A} \right] \right]$$

(C.5)

Given that the probability distribution for $u$ is Gaussian, we may apply Wick’s theorem, which states that

$$\left\langle \prod_{i=1}^{\ell} A_i(q_i) \right\rangle = \begin{cases} 0 & \ell \text{ odd}, \\ \text{sum over pairwise contractions} & \ell \text{ even.} \end{cases}$$

(C.6)

Using Wick’s theorem we may consider purely pairwise correlations, since we are able to express any observable in terms of them. This means that we need only consider the following three pairwise correlations to ensure that the gauge fixing term has no effect on the correlations of physical observables (since the variables commute):

$$\langle A(q) \tilde{A}(q') \rangle, \quad \langle \tilde{A}(q) A(q') \rangle, \quad \langle A(q) A(q') \rangle.$$
Written in matrix form, the action $S_0[A, \tilde{A}]$ is

$$S_0 \left[ A, \tilde{A} \right] = (A_{\alpha}) \left( \begin{array}{cc} i g_{\alpha \beta} - i g_0^{-1} \delta_{\alpha \beta} & 0 \\ -i g_0^{-1} \delta_{\alpha \beta} & -i g_{\alpha \beta} \end{array} \right) (\tilde{A}_{\beta}), \quad \text{where}$$

$$\Gamma^{-1}_{\alpha \beta} = \left( \begin{array}{cc} i g_{\alpha \beta} & -i g_0^{-1} \delta_{\alpha \beta} \\ -i g_0^{-1} \delta_{\alpha \beta} & i g_{\alpha \beta} \end{array} \right), \quad (C.8)$$

recalling that $g_0^{-1}(k, \omega) = i \omega + \eta k^2$. We can now read off these pairwise correlations, given by

$$\langle A_\alpha A_\beta \rangle = 0, \quad \langle A_\alpha \tilde{A}_\beta \rangle = i g_0 \delta_{\alpha \beta}, \quad \langle \tilde{A}_\alpha \tilde{A}_\beta \rangle = \frac{i}{g} g_0 q_\alpha q_\beta g_0. \quad (C.9)$$

Let us consider the lowest order case that contains the interaction term for the average

$$\langle B_{\alpha} (k) B_{\beta} (k') \rangle = -\int DA D\tilde{A} (k \times A)_{\alpha} (k' \times A)_{\beta} e^{-S_0[A, \tilde{A}]}$$

$$\times \left[ 1 + \frac{i}{2} \int dp dp' dq A_{\alpha} (p) \tilde{A}_{\beta} (-p - q) M^{kl}_{\alpha \beta \gamma \delta}(q) p_k' p_{l'} A_{\gamma} (p') \tilde{A}_{\delta} (q - p') \right]. \quad (C.10)$$

To show that no observable depends on the gauge, we attempt to construct one that does. This observable must therefore include the factor $g$. Using Wick’s theorem, we may split any observable into a sum of products of pairwise averages \((C.9)\). Those that depend on $g$ must include at least one \(\langle A_\alpha A_\beta \rangle\). Since any observable includes the average of an equal number of $\tilde{A}$s and $A$s, factoring out at least one \(\langle A_\alpha \tilde{A}_\beta \rangle\) must leave an excess of $A$s. No matter how the remaining pairings are constructed, we will always be left with at least one \(\langle A_\alpha A_\beta \rangle\). From \((C.9)\), this pairing vanishes, therefore any term in the observable that depends on $g$, and hence the gauge, must also vanish.

**Appendix D. Calculating the first order diagrams**

This appendix provides a detailed description of how the contributions from each first order diagram were calculated. Let us begin by computing the contribution to \(I_\alpha\) from diagram $I_\alpha$. Following our rules, we may write

$$I_\alpha = \langle A_\psi (k, \omega) \tilde{A}_\beta (-p - q, -\omega_1 - \Omega) \rangle \langle A_\gamma (p', \omega_2) \tilde{A}_\phi (k', \omega') \rangle \langle A_\delta (q - p', \Omega - \omega_2) \rangle \langle A_\delta (q - p, \Omega - \omega_1) \rangle \langle A_\psi (k, \omega) \tilde{A}_\phi (k, \omega) \rangle$$

$$= -\frac{i}{2} \int dp dp' dq d\omega_1 d\omega_2 d\Omega p_k p'_{k'} M^{kl}_{\psi \phi \alpha \beta}(q, \Omega) \delta (\omega_1 + \Omega - \omega_2) \delta (\omega - \omega_1 - \Omega) \times \delta (\omega_2 + \omega') \delta (q - p' + p) \delta (k - p - q) \delta (p' + k') g_0 (p, \omega_1) g_0 (k, \omega) g_0 (k', \omega') \times \langle A_\delta (q - p, \Omega - \omega_1) \rangle. \quad (D.1)$$

Taking the integrals over $p, p', \omega_1$ and $\omega_2$ we find

$$I_\alpha = -\frac{i}{2} \delta (k + k') \delta (\omega + \omega') g_0^2 (k, \omega) \int d\omega d\Omega g_0 (k - q, \omega - \Omega) (k - q) g_0 (k, \omega) k M^{kl}_{\psi \phi \alpha \beta}(q, \Omega), \quad (D.2)$$
where
\[ M^{(I)}_{\psi\phi}(q) = (\delta_{\psi\phi} \delta_{\alpha\beta} - \delta_{\phi\psi} \delta_{\alpha\beta}) \gamma(q, \Omega) \sigma_{\alpha\beta}(q). \] (D.3)

Let us consider the contributions arising from the two terms in (D.3) separately. The contribution from the first term is
\[ \delta_{\psi\phi} \delta_{\alpha\beta} (k - q)_I k_I \gamma(q, \Omega) \sigma_{\alpha\beta}(q) = \gamma(q, \Omega) \left( k^2 - \frac{(q \cdot k)^2}{q^2} \right) \delta_{\psi\phi}, \] (D.4)

while the second term is
\[ \delta_{\phi\psi} \delta_{\alpha\beta} (k - q)_I k_I \gamma(q, \Omega) \sigma_{\alpha\beta}(q) = \gamma(q, \Omega) k_\phi \sigma_{\phi\psi}(q)(k - q)_j. \] (D.5)

The difference between these two terms is that (D.4) only includes diagonal terms, whereas (D.5) has off-diagonal elements. These corrections are for the response of the magnetic vector potential, not the magnetic field, so they will be used in (31) to find \[ G_{\alpha\beta}(k, k', \omega, \omega'). \] Since (31) includes terms of the form \[ \varepsilon_{\alpha\beta\gamma\delta} k'_\gamma k_{\delta}, \] which represent cross products with \( k \), (D.5) cannot contribute to the magnetic field's Green function, as its cross product with \( k \) is zero. This is true in general, so any of the diagrams for which we have 'free' components of \( k \) will vanish.

Let us now consider the contribution from the \( I_\beta \) diagram. Here we have
\[
I_\beta = -\frac{i}{2} \int dp dq dq_1 dq_2 dq_3 dq_4 \; p_k p'_l M^{(I)}_{\alpha\beta\psi\phi}(q, \Omega) \delta(-\Omega) \delta(\omega - \omega_2 + \Omega) \delta(\omega_2 + \omega') \times \delta(-q) \delta(k - p' + q) \delta(p' + k') g_0(p, \omega_1) g_0(k, \omega) g_0(k', \omega'),
\] (D.6)

where
\[
M^{(I)}_{\alpha\beta\psi\phi}(q, \Omega) = -2 \gamma(q, \Omega) (\delta_{\phi\psi} \sigma_{\psi\phi} - \delta_{\psi\phi} \sigma_{\phi\psi}),
\] (D.7)

so
\[
I_\beta = i \int dp dq dq_1 dq_2 dq_3 dq_4 \; p_k p'_l \gamma(q, \Omega) (\delta_{\phi\psi} \sigma_{\psi\phi} - \delta_{\psi\phi} \sigma_{\phi\psi}) \delta(\omega + \omega' + \Omega) \delta(-\Omega) \times \delta(-q) \delta(k + k' + q) g_0(p, \omega_1) g_0(k, \omega) g_0(k', \omega').
\] (D.8)

The entire diagram has a \( k'_I \) dependence, so it will not contribute to the Green function for the induction equation. The same is true for the contribution from the \( I_\gamma \) diagram,
\[
I_\gamma = i \int dp dq dq_1 dq_2 dq_3 dq_4 \; p_k p'_l \gamma(q, \Omega) (\delta_{\phi\psi} \sigma_{\psi\phi} - \delta_{\psi\phi} \sigma_{\phi\psi}) \delta(\omega + \omega' + \Omega) \delta(-\Omega) \times \delta(q) \delta(k + k' - q) g_0(p', \omega_2) g_0(k, \omega) g_0(k', \omega').
\] (D.9)

The \( I_\delta \) diagram contributes
\[
I_\delta = -\frac{i}{2} g_0^2(k, \omega) \delta(k + k') \delta(\omega + \omega') \int dq dq_1 \gamma(q, \Omega) g_0(k + q, \omega + \Omega) \times \left[ \delta_{\psi\phi} \left( k^2 - \frac{(q \cdot k)^2}{q^2} \right) - k_\phi (k + q)_l \delta_{\phi\psi} \sigma_{\phi\psi} \right].
\] (D.10)
Again, the off-diagonal term proportional to $k_k$ does not contribute to the induction equation Green function. Overall, the interaction contribution to the vector potential’s Green function is

\[ G_{\text{int}}^{\psi\phi}(k, k', \omega, \omega') = -i \langle A_\phi(k, \omega) \hat{A}_\phi(k', \omega') \rangle_{\text{int}} = -i (I_1 + I_0). \quad (D.11) \]

Using (31), (1.1) and (D.10), we finally find the induction equation’s Green function to first order to be

\[ G_{\alpha\beta}(k, k', \omega, \omega') = \left( \frac{2\pi}{k^2} \right)^4 \delta(k + k') \delta(\omega + \omega') \epsilon_{\alpha\beta\gamma\delta} k_\delta \delta_{\psi\phi} \]

\[ \left[ -\frac{i^2}{\omega + \eta k^2} + \frac{i^2}{2(\omega + \eta k^2)^2} \int d\Omega q_\Omega \frac{\gamma(q, \Omega)}{i(\omega - \Omega) + \eta(k - q)^2} \right. \]

\[ + \frac{\gamma(q, \Omega)}{i(\omega + \Omega) + \eta(k + q)^2} \left( k^2 - \frac{(q \cdot k)^2}{q^2} \right) \].

\[ \text{(D.12)} \]

Making use of $\epsilon_{\beta\gamma\delta} \epsilon_{\alpha\beta\gamma} k_\delta \delta_{\psi\phi} = k^2 \sigma_{\alpha\beta}(k)$, we find that this is equivalent to

\[ G_{\alpha\beta}(k, k', \omega, \omega') = \left( \frac{2\pi}{k^2} \right)^4 \delta(k + k') \delta(\omega + \omega') \sigma_{\alpha\beta}(k) g(k, \omega), \quad \text{(D.13)} \]

where $g(k, \omega)$ is defined as

\[ g(k, \omega) = \frac{1}{\omega + \eta k^2} \left[ 1 - \frac{1}{2} \int d\Omega q_\Omega \frac{k^2 - q^{-2} (q \cdot k)^2}{i \omega + \eta k^2} \right. \]

\[ \times \left( \frac{\gamma(q, \Omega)}{i(\omega - \Omega) + \eta(k - q)^2} + \frac{\gamma(q, \Omega)}{i(\omega + \Omega) + \eta(k + q)^2} \right) \].

\[ \text{(D.14)} \]

### Appendix E. Magnetic field Green function for all loop orders

To calculate the all orders loop contribution to the propagator, we assume that the loops dominate over the other 1PI diagrams, and that this is true at all orders (i.e. that a string of $n$ loops dominates over any other $n$-vertex diagram). This assumption holds for short time correlations. Taking $\Sigma$ to first order so that it only includes loop contributions, figure 5 tells us that the Green function $i \Gamma_{\psi\phi}$ for $A$, may be written as

\[ i \Gamma_{\psi\phi}(k, k', \omega, \omega') = i g_0(k, \omega) \delta(k + k') \delta(\omega + \omega') \delta_{\psi\phi} \]

\[ - i \int \frac{d\Omega q_\Omega d\Omega p_\Omega d\Omega p'_\Omega d\Omega \delta(k - p - q) \delta(q - p' + p) \delta(\omega - \omega_1 - \Omega) \delta(\Omega - \omega_2 - \omega_1) g_0(k, \omega) g_0(p, \omega_1) \Gamma_{\gamma\phi}(p', k', \omega_2, \omega') \delta_{\alpha\beta} \delta_{\alpha\phi} p_\alpha p'_\beta M_{\alpha\beta, \gamma\phi}^\Omega(q, \Omega) \]

\[ - \frac{i}{2} \int \frac{d\Omega q_\Omega d\Omega p_\Omega d\Omega \delta(k - p + q) \delta(q - p' + p) \delta(\omega - \omega_2 + \Omega) \delta(\Omega - \omega_2 + \omega) g_0(k, \omega) g_0(p', \omega_2) \Gamma_{\alpha\phi}(p, k', \omega_1, \omega') \delta_{\alpha\phi} \delta_{\beta\gamma} p_\alpha p'_\beta M_{\alpha\beta, \gamma\phi}^\Omega(q, \Omega), \]

\[ \text{(E.1)} \]
Figure 6. Diagrammatic illustration of the expansion for the quantity \( \langle A(k)\tilde{A}(k') \rangle \). Note that the joined pairs of double lines contribute an exact propagator \( \tilde{\Gamma} \), rather than a zero order propagator \( g_0 \). Only two diagrams, \( I_\alpha \) and \( I_\delta \), contribute, as in section 4.2.

where the terms on the RHS are the zero-order, \( I_\alpha \) and \( I_\delta \) contributions respectively, shown diagrammatically in figure 6. The calculation goes through in much the same way as equations (36) and (37), yielding

\[
I_\alpha = -\frac{i}{2} \int dq d\Omega \, g_0(k,\omega) g_0(k-q,\omega-\Omega) k_l(k-q) M_{\alpha\phi}^{\gamma\alpha} (q,\Omega) \Gamma_{\gamma\phi} (k,k',\omega,\omega').
\]

\[\text{(E.2)}\]

\[
I_\delta = -\frac{i}{2} \int dq d\Omega \, g_0(k,\omega) g_0(k+q,\omega+\Omega) \left( k^2 - \frac{1}{q^2} (k \cdot q)^2 \right) \gamma(q,\Omega) \Gamma_{\psi\phi} (k,k',\omega,\omega').
\]

\[\text{(E.3)}\]

Equation (E.1) may then be written as

\[
g_0(k,\omega) \delta(k+k') \delta(\omega+\omega') \delta_{\psi\phi} = \Gamma_{\psi\phi} (k,k',\omega,\omega') \left[ 1 + \int dq d\Omega \, \frac{\gamma(q,\Omega)}{2} g_0(k,\omega) \right. \]
\[
\times \left. \left( g_0(k-q,\omega-\Omega) + g_0(k+q,\omega+\Omega) \right) \left( k^2 - \frac{1}{q^2} (k \cdot q)^2 \right) \right].
\]

\[\text{(E.4)}\]

where the \( \Gamma_{\psi\phi} \) terms have been collected on the LHS. It follows that

\[
\Gamma_{\psi\phi} (k,k',\omega,\omega') = \frac{g_0(k,\omega) \delta(k+k') \delta(\omega+\omega') \delta_{\psi\phi}}{1 + g_0(k,\omega) \Xi(k,\omega)},
\]

\[\text{(E.5)}\]

where

\[
\Xi(k,\omega) = \frac{1}{2} \int dq d\Omega \, \gamma(q,\Omega) \left[ g_0(k-q,\omega-\Omega) + g_0(k+q,\omega+\Omega) \right] \left( k^2 - \frac{1}{q^2} (k \cdot q)^2 \right).
\]

\[\text{(E.6)}\]

Equation (E.5) enables us to compute the magnetic vector potential’s Green function to all orders in the loop integral. To obtain the magnetic field’s Green function we make use
of (31) again, noting that this time it accounts for the contribution of the loop diagrams to all orders

\[
G_{\alpha\beta}(k, k', \omega, \omega') = \frac{(2\pi)^3}{k^2} \delta(k + k') \delta(\omega + \omega') \varepsilon_{\beta\alpha\delta} \varepsilon_{\alpha\delta\phi} k_\nu k_\lambda \left( \frac{g_0(k, \omega)}{1 + g_0(k, \omega) \Xi(k, \omega)} \right)
\]

\[
= \frac{(2\pi)^3}{k^2} \delta(k + k') \delta(\omega + \omega') \sigma_{\alpha\beta}(k) \delta_{\phi, \phi} g_0(k, \omega)^{-1} + \Xi(k, \omega).
\]

(E.7)
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