Asymptotics for a free-boundary model in price formation
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Abstract
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1 Introduction

We consider an idealized population of players consisting of two groups, namely one group of buyers of a certain good and one group of vendors of the same good. The two groups are described by two non-negative densities \( f_B, f_V \) depending on \((x, t) \in \mathbb{R} \times \mathbb{R}_+\). In the model, \( x \) denotes a possible value of the price and \( t \) the time.

At a certain time \( t \), the vendors would like to sell the good, and the function \( f_V(x, t) \) describes the density of the vendors that are willing to sell the good at price \( x \). Meanwhile the buyers will try to get the good at a cheaper price. The transaction takes place when the two groups agree on the price: we denote by \( p(t) \) the agreement price. The price \( p(t) \) will be the highest price the buyers are willing to pay, and the lowest price the vendors agreed to sell the good. There exists a transaction cost, which is denoted by a positive constant \( a \). When a buyer gets the good for the price \( p(t) \), the actual cost of his trade is \( p(t) + a \), as well as the profit for the seller is \( p(t) - a \). As a consequence, the buyer that got the good for the price \( p(t) \), will try in a later time to sell the good at least at the price \( p(t) + a \) and the vendor that sold the good for \( p(t) \) will try to get at a later time the same good for a price not higher than \( p(t) - a \). Thus the parameter \( a \) introduces some friction in the system.

The above situation can be described by the following system of free-boundary evolution equations:

\[
\begin{align*}
\frac{\partial f_B}{\partial t} - \frac{\sigma^2}{2} \frac{\partial^2 f_B}{\partial x^2} &= \lambda(t) \delta_{x=p(t)-a} \quad \text{if } x \leq p(t), \ t > 0, \\
f_B(x, t) &> 0 \text{ if } x < p(t), \ f_B(x, t) = 0 \text{ if } x \geq p(t),
\end{align*}
\]  
(1.1)

Together with

\[
\begin{align*}
\frac{\partial f_V}{\partial t} - \frac{\sigma^2}{2} \frac{\partial^2 f_V}{\partial x^2} &= \lambda(t) \delta_{x=p(t)+a} \quad \text{if } x > p(t), \ t > 0, \\
f_V(x, t) &> 0 \text{ if } x > p(t), \ f_V(x, t) = 0 \text{ if } x \leq p(t),
\end{align*}
\]  
(1.2)

where

\[
\lambda(t) = -\frac{\sigma^2}{2} \frac{\partial f_B}{\partial x} (p(t), t) = \frac{\sigma^2}{2} \frac{\partial f_V}{\partial x} (p(t), t).
\]  
(1.3)

The symbol \( \delta \) denotes the Dirac delta at the indicated point. The multiplier \( \lambda(t) \) represents the number of transactions at time \( t \), so (1.3) means that the flux of buyers which must be equal to the flux of vendors. The initial conditions

\[
f_B(x, 0) = f_B^I(x) \text{ and } f_V(x, 0) = f_V^I(x)
\]
are such that, for some $p_I$ in $\mathbb{R}$,

\[
\begin{align*}
    f_B^I(x) &> 0 \text{ if } x < p_I, \quad f_B^I(x) = 0 \text{ if } x \geq p_I \\
    f_V^I(x) &> 0 \text{ if } x > p_I, \quad f_V^I(x) = 0 \text{ if } x \leq p_I.
\end{align*}
\]

The equation satisfy the property of conservation of mass. Indeed, both

\[
\int_{-\infty}^{p(t)} f_V \, dx \quad \text{and} \quad \int_{p(t)}^{+\infty} f_B \, dx
\]

remain constant for all $t \geq 0$.

Equations (1.1)-(1.3) describe a mean-field model for the dynamical formation of the price of some good that has been very recently introduced in [13]. There the authors proved that, under suitable assumptions on smoothness and integrability on the initial data, there exists a unique smooth solution $(f(x, t), p(t))$ for $x \in \mathbb{R}$ of (1.1)-(1.3).

The most important question we are going to address here concerns the long time behavior of the system: will the good reach a stable price ($p(t) \to \text{constant as } t \to \infty$?) or will the price keep oscillating in time and never reach a stable value?

We remark here that in a bounded interval with symmetric initial data then the solution remains symmetric for all times and asymptotics were proved by the authors in their previous work [10]. However, the general case contains a new ingredient: a free boundary (see [1], for instance, for some background and examples on these type of problems).

In this work we address the problem (1.1)-(1.3) in a bounded interval $[-A, B]$, $A, B > 0$, for $a < \min\{A/2, B/2\}$, with zero-Neumann boundary conditions. The aim is to show that if we start with an initial condition that is near a general equilibrium point in some suitable function space, then there exists a unique solution of (1.1)-(1.3), that decays exponentially fast in time to a unique stationary state. In addition, it can be shown that the problem presents a two-dimensional family of equilibria, and that this family is stable.

Although there is a well developed theory of semigroups and invariant manifolds for the study of evolution equations, the main novelty here is the fact that dynamical system arguments can be used for a problem that presents a free boundary. This is possible since we succeeded to treat the free boundary as a perturbation of the linearized problem. In fact, as we will see in the following sections, the free boundary disappears in the linearization and appears again in the nonlinear part of the problem as a term of lower order.

This allows us to study the linearized operator with the classical semigroup theory and to get time estimates for the linear equation. Even though the linearized operator is a non
standard one, we can explicitly compute its eigenvalues and corresponding eigenfunctions. Unfortunately the eigenfunctions do not build an orthogonal basis with respect to the standard product in $L^2$. This complicates the choice of functional spaces.

Indeed, the choice of function spaces is a delicate step in the proof. They need to be big enough to allow delta functions in the equation, but on the other hand, higher regularity is needed near the free boundary. In order to give a more explicit characterization of those spaces, interpolation theory and pseudo-differential operators are needed.

For simplicity of the notation, we rewrite the problem (1.1)-(1.3) as the single equation

$$\begin{align*}
\frac{\partial f}{\partial t} - \frac{\sigma^2}{2} \frac{\partial^2 f}{\partial x^2} &= \lambda(t) \left[ \delta_{x=p(t)-a} - \delta_{x=p(t)+a} \right] \quad \text{in } [-A, B] \times \mathbb{R}_+,
\end{align*}$$

where

$$\lambda(t) := -\frac{\sigma^2}{2} \frac{\partial f}{\partial x}(p(t), t),$$

and

$$f := f_B - f_V, \quad f_I = f^I_B - f^I_V, \quad \text{and } p(0) = p_I.$$

Moreover, for $t > 0$,

$$f(p(t), t) = 0, \quad \text{for all } x \in [-A, p(t)), \quad f(x, t) < 0 \text{ for all } x \in (p(t), B].$$

The unknowns are two quantities: $f(x, t)$ (the solution) and $p(t)$ (the free boundary). Assume, without loss of generality, that $\sigma^2/2 = 1$.

The problem satisfies important conservation laws. Indeed, condition (1.3) implies preservation of goods and players:

$$\int_{-A}^{p(t)} f \, dx = m_1 \quad \text{and} \quad -\int_{p(t)}^{B} f \, dx = m_2, \quad \text{for all } t > 0,$$

with $m_1 := \int_{-A}^{p(t)} f_I \, dx$ and $m_2 := -\int_{p(t)}^{B} f_I \, dx, \quad m_1, m_2 > 0$. Note that $m_1 + m_2$ represents the total amount of players and $m_2$ the amount of goods.

There is an equivalent way to write the problem as a coupled system of equations. To see it, we differentiate the equation $f(p(t), t) = 0$, to obtain that

$$p'(t) = -\frac{f_{xx}(p(t), t)}{f_x(p(t), t)}, \quad (1.5)$$
Thus our problem is equivalent to the system

\[
\begin{align*}
  f_t &= f_{xx} - f_x(p(t), t) \left[ \delta_{x=p(t)-a} - \delta_{x=p(t)+a} \right], \\
  p'(t) &= -\frac{f_{xx}(p(t), t)}{f_x(p(t), t)},
\end{align*}
\]

with boundary conditions

\[ f_x(-A, t) = f_x(B, t) = 0, \]

and initial data

\[ f(x, 0) = f_I(x), \quad p(0) = p_I. \]

To finish, let us remark that the present work (existence and decay results for small initial data) is the first step in an ongoing project ([3]) of the authors with L. Chayes and I. Kim, where global in time existence for general initial data and numerical results will be shown. The last two have recently studied an evolution Stefan problem in [4], [5] in relation to particle systems. Although apparently unrelated to our problem, it shares many of its features.

2 Main results

First we set up the problem in the interval \([-A, B]\), for \(A, B > 0\): we seek functions \(f(x, t)\) and \(p(t) \in (-A + a, B - a), \quad t \in [0, +\infty)\) that solve

\[
\begin{align*}
  f_t &= f_{xx} - f_x(p(t), t) \left[ \delta_{x=p(t)-a} - \delta_{x=p(t)+a} \right], \\
  f(p(t), t) &= 0, \quad f(x, t) > 0 \text{ for } x \in [-A, p(t)), \quad f(x, t) < 0 \text{ for } x \in (p(t), B], \\
  f_x(-A, t) &= f_x(B, t) = 0,
\end{align*}
\]

with initial data \(f_I(x), \quad p_I\) satisfying

\[
\begin{align*}
  f_I(p_I) &= 0, \\
  f_I(x) > 0 \text{ for } x \in [-A, p_I), \quad f_I(x) < 0 \text{ for } x \in (p_I, B], \\
  f'_I(-A) &= f'_I(B) = 0, \\
  p(0) &= p_I.
\end{align*}
\]

The initial datum has mass

\[
\int_{-A}^{p_I} f_I \, dx = m_1, \quad -\int_{p_I}^{B} f_I \, dx = m_2, \quad m_1, m_2 > 0.
\]
The equilibrium states of the above problem are well understood in Section 3. First, note that system (2.1)-(2.2) has infinitely many equilibrium points, i.e., functions which satisfy equation

\[ f_0^{xx} - f_0^x(p^0) [\delta_{x=p^0-a} - \delta_{x=p^0+a}] = 0, \]  

(2.4)

where \( f^0(p^0) = 0 \). More precisely

\[ f^0(x) = \begin{cases} 
-\lambda^0(x - p^0), & x \in (p^0 - a, p^0 + a), \\
-\lambda^0 a, & x \in (p^0 + a, B), \\
\lambda^0 a, & x \in (-A, p^0 - a),
\end{cases} \]  

(2.5)

for \( \lambda^0 > 0 \) and \( p^0 \in (-A + a, B - a) \).

We denote with \( f_\infty \) the unique equilibrium point that is solution of the stationary problem (2.1)-(2.3) (which means the only equilibrium point \( f^0 \) that satisfies also the preservation of mass condition), and it is given by

\[ f_\infty(x) = \begin{cases} 
-\lambda_\infty(x - p_\infty), & x \in (p_\infty - a, p_\infty + a), \\
-\lambda_\infty a, & x \in (p_\infty + a, B), \\
\lambda_\infty a, & x \in (-A, p_\infty - a),
\end{cases} \]  

where \( p_\infty \) and \( \lambda_\infty \) are uniquely determined by the conservation of mass condition

\[ \int_{-A}^{p_\infty} f_\infty \, dx = m_1, \quad -\int_{p_\infty}^{B} f_\infty \, dx = m_2, \]

and \( m_1 \) and \( m_2 \) are the constants given by the initial datum in (2.3).

We perform a perturbation argument. First of all, we linearize around any equilibrium point \( f^0 \) of (2.4). Let \( f^0(p^0) = 0 \). Assume, without loss of generality, that \( p^0 = 0 \). We seek solutions that are perturbations of this equilibrium, as

\[ f(x, t) = f^0(x) + g(x, t), \]

where \( g \) is a solution of the problem

\[ g_t = Lg + N(g). \]  

(2.6)

Here \( L \) is the linearized operator (studied in Section 4) given by

\[ Lg := g_{xx} - g_x(p^0) [\delta_{x=p^0-a} - \delta_{x=p^0+a}] + g(p^0) [\delta'_{x=p^0-a} - \delta'_{x=p^0+a}], \]  

(2.7)
and \( N(g) \) contains the rest of non-linear terms. Note that the free boundary \( p(t) \) does not appear in \( L \). We first show that, apart from the zero eigenvalue, the rest of eigenvalues of \( L \) are strictly negative and isolated, with spectral gap given by \( \hat{\gamma} > 0 \). Thus the linear problem \( g_t = Lg \) has a very nice solution coming from semigroup theory.

In order to state our main theorem, we need to fix precisely the function spaces. The basic regularity we need to apply perturbation theory is \( L : X \to X \), with domain \( D(L) = Z \), and \( N : Y \to X \) for some spaces \( Z \subset Y \subset X \). In particular, if we use fractional powers of operators, then we need \( Y = X^\alpha \) for some \( 0 < \alpha < 1 \). These fractional order spaces are simply the \( \alpha \)-interpolation between \( X \) and \( Z \).

Naively, we would like to use the spaces \( Y = H^r(-A,B) \), \( X = H^{r-2\alpha}(-A,B) \), \( Z = H^{r-2\alpha+2}(-A,B) \), for some \( 0 < r < 1/2 \). We remark here that the functions we consider will have homogeneous Neumann boundary conditions, so they have a Fourier series expansion \( f \sim \sum \hat{f}_n e_n \). Thus Sobolev spaces \( H^r(-A,B) \), \( r \in \mathbb{R} \) can be defined through the norm

\[
\|f\|_{H^r}^2 = \sum (1 + n^2)^r \hat{f}_n.
\]

The space \( X \) is chosen so that \( L : X \to X \) is well defined (note that the image of \( L \) contains derivatives of \( \delta \) functions). In fact for every \( 0 < r < 1/2 \) one can find \( 0 < \alpha < 1 \) such that \(-3/2 > r - 2\alpha\).

However, in order to get a Lipschitz estimate for the non-linear term of the form

\[
\|N(g) - N(\tilde{g})\|_X \leq C \|g - \tilde{g}\|_Y,
\]

we realize that higher regularity is needed near the free boundary \( p(t) \). More precisely we will need \( g \in C^{2,\beta} \). Thus, we will ask the function to (locally) be in some \( H^s \) for \( 3 < s < 7/2 \). Even in the symmetric case studied by the authors in [10], higher regularity at the free boundary was required.

To handle this issue, we introduce a cutoff function \( \phi \) around the point \( p^0 = 0 \). For the rest of the paper, we fix a small real number \( \nu > 0 \) such that \( 4\nu < a \). Assume that \( p_t \in (-\nu, \nu) \). Let \( \phi \in C_0^\infty(-A,B) \) be a smooth cutoff function such that \( \phi \equiv 0 \) in \([-A, -2\nu] \cup [2\nu, B] \) and \( \phi \equiv 1 \) in \([-\nu, \nu] \). Fix \( 0 < r < 1/2, 3 < s < 7/2 \) and consider the space

\[
X := \left\{ f \in H^{r-2\alpha}(-A,B) : \phi f \in H^{s-2\alpha}(-A,B) \right\},
\]

(2.8)

with norm

\[
\|f\|_X = \|f\|_{H^{r-2\alpha}(-A,B)} + \|\phi f\|_{H^{s-2\alpha}(-A,B)}.
\]
On the other hand, we set
\[ Z := \{ f \in H^{r-2\alpha+2}(-A,B) : \hat{\phi} f \in H^{s-2\alpha+2}(-A,B) \}, \]
with norm
\[ \| f \|_Z = \| f \|_{H^{r-2\alpha+2}(-A,B)} + \| \hat{\phi} f \|_{H^{s-2\alpha+2}(-A,B)}. \]
where \( \hat{\phi} \) is another cutoff function supported on \((-3\nu, 3\nu)\) such that \( \hat{\phi} \equiv 1 \) on supp \( \phi \). Then we have

**Lemma 1** For any \( 3 < s < 7/2 \), there exist \( 0 < r < 1/2 \) and \( 0 < \alpha < 1 \) satisfying all the above requirements such that \( L : Z \rightarrow X \) is a bounded operator and \( Z \) is dense in \( X \).

The proof of Lemma is contained in [11], that takes a close look at this kind of functional spaces. However, in order to make the present paper self contained, we rewrite the proof in the Appendix.

For example, take \( s = 3.4, \alpha = 0.9 \) and \( r = 0.2 \). Thus we can extend \( L \) to be an unbounded operator \( L : X \rightarrow X \) with \( D(L) = Z \). We should ask the initial data to be in the space
\[ Y := X^{\alpha} = (X, Z)_{\alpha, 2}, \]
given by the (real) interpolation between \( X \) and \( Z \). Although we do not have a precise expression for \( Y \), in the work [11] we show a characterization of this interpolation space using pseudo-differential operators; in fact, it satisfies \( \bar{Y} \subset Y \subset \tilde{Y} \) where
\[ \tilde{Y} := \{ f \in H^{r}(-A,B) : \phi f \in H^{s}(-A,B) \}, \]
and
\[ \bar{Y} := \{ f \in H^{r}(-A,B) : \bar{\phi} f \in H^{s}(-A,B) \}, \]
for some smooth cutoff function \( \bar{\phi} \) satisfying \( \bar{\phi} \equiv 1 \) on the support of \( \hat{\phi} \).

The main result of this work proves the existence of a unique solution \( f(x,t) \) for all time \( t > 0 \), if we start with any initial condition \( f_I \) close in norm of the function space \( Y \) to a general equilibrium state \( f^0 \), say
\[ \| f_I - f^0 \|_Y \leq \rho, \]
for some \( \rho > 0 \). We also establish exponential decay to a unique stationary state \( f_\infty \) (that might not be the same as \( f^0 \), but it is uniquely determined from the masses \( m_1, m_2 \)). Of course, \( f_\infty \) will be very near \( f^0 \), but more significantly, the solution \( f(x,t) \) will not leave the neighborhood of size \( \rho \), i.e., we have stability; center manifold theory provides a very elegant solution.

**Theorem 2** Fixed \( 0 < \gamma < \hat{\gamma} \), for any admissible equilibrium \( f^0 \) defined in (2.5), there
exist \( \rho > 0, \ C > 0 \) such that if we start with initial data \( f_I \in Y \) satisfying
\[
\| f_I - f^0 \|_Y \leq \rho,
\]
then there exists a unique solution \( f(x,t) \) of (2.1)-(2.3) for all time \( t > 0 \) with \( f(x,0) = f_I(x) \) that satisfies
\[
f \in C^1 ([0, +\infty) : Y),
\]
and
\[
\| f(\cdot, t) - f_{\infty} \|_Y \leq C e^{-\hat{\gamma} t} \| f_I - f^0 \|_Y,
\]
for all \( t > 0 \), where \( \hat{\gamma} \) is the spectral gap given in remark 7 and \( f_{\infty} \) is the unique stationary state that satisfies
\[
\int_{-A}^{p_{\infty}} f_{\infty} = \int_{-A}^{p_I} f_I, \quad \int_{p_{\infty}}^{B} f_{\infty} = \int_{p_I}^{B} f_I.
\]

An additional interesting ingredient is to see whether the size \( \rho \) of the neighborhood can be taken uniformly on \( f^0 \).

**Theorem 3** The constant \( \rho \) in Theorem 2 can be taken uniformly, independent of \( f^0 \), as long as we restrict to the family of equilibria to the set \( A_\chi \), where
\[
A_\chi := \left\{ f^0 \text{admissible} : \lambda^0 \geq \chi \right\},
\]
for some \( \chi > 0 \).

Some comments on the structure of the paper: Section 3 gives precise formulas for the family of equilibrium points. Section 4 computes the eigenvalues and eigenfunctions for the linearized operator \( L \), while in Section 5 we apply semigroup theory to understand the linearized problem. The main steps in the proof of the theorem are contained in Section 6: first we give the necessary estimates on the non-linear part in order to have local existence; then we show existence and stability of a center manifold so that we have global existence and decay for small solutions, and finally we comment on the stability.

### 3 The stationary state

First we review the construction of the stationary solution from [13]. Note that, each equilibrium point is determined by two quantities (the masses \( m_1 \) and \( m_2 \)).

**Lemma 4** Given any two positive real numbers \( m_1, m_2 \), the system (2.1)-(2.3) has a unique stationary solution \( f_{\infty}(x), p_{\infty} \) if and only if
\[
\frac{a}{2A + 2B - 3a} \leq \frac{m_1}{m_2} \leq \frac{2A + 2B - 3a}{a}.
\]
Proof: Any equilibrium point of (2.1)-(2.2) must satisfy
\[
\begin{cases}
  f^0_{xx} = -\lambda^0 [\delta_{x=p^0-a} - \delta_{x=p^0+a}] & \text{in } [-A, B] \times \mathbb{R}_+
  \\
f^0_x(-A) = f^0_x(B) = 0
  \\
f^0 > 0 \text{ if } x \in (-A, p^0), \quad f^0 < 0 \text{ if } x \in (p^0, B).
\end{cases}
\]

The solution $f^0$ is a piecewise linear function given by
\[
f^0_x = \begin{cases}
  0 & \text{if } x \in (0, p^0 - a) \\
  f^0|_{p^0} & \text{if } x \in (p^0 - a, p^0 + a) \\
  0 & \text{if } x \in (p^0 + a, A).
\end{cases}
\]

The unique stationary state $(f_\infty, p_\infty)$ is computed with the above formula, if we impose the conservation of mass property,
\[
m_1 := \int_{-A}^{p_\infty} f_\infty \, dx, \quad m_2 := -\int_{p_\infty}^{B} f_\infty \, dx.
\]

Since $f_\infty(p_\infty) = 0$ and $\lambda_\infty = -\partial_x f_\infty(p_\infty) > 0$, then
\[
m_1 = \lambda_\infty a \left( p_\infty - \frac{a}{2} + A \right), \quad m_2 = \lambda_\infty a \left( B - p_\infty - \frac{a}{2} \right),
\]
thus,
\[
\frac{m_1}{m_2} = \frac{p_\infty - \frac{a}{2} + A}{B - p_\infty - \frac{a}{2}}.
\]

Note that the quotient $m_1/m_2$ is an increasing function of $p_\infty$, as expected. From here we get
\[
p_\infty = \frac{-a(m_1 - m_2) - 2Am_2 + 2Bm_1}{2(m_1 + m_2)}, \quad \lambda_\infty = \frac{m_1 + m_2}{a(-a + A + B)}.
\]

To finish, the condition that $p_\infty \in (-A + a, B - a)$ is equivalent to (3.1). \[\square\]

Remark: We we say that an equilibrium $f^0$, $f^0(p^0) = 0$ as above is admissible if it satisfies (3.1). Note that the set of admissible equilibria is a smooth family parameterized by $m_1, m_2$, or by $p^0, \lambda^0$, and it has dimension two.

4 Linear stability

In this section we look at the eigenvalues of the problem in the interval $[-A, B]$. Let us assume that we are in a situation where an admissible stationary state $f^0$ exists and satisfies $p^0 = 0$. Remark that if $m_1 > m_2$, then $A > B$, and analogously, if $m_1 < m_2$, then $B < A$.  

10
On the other hand, \( m_1 = m_2 \), then \( A = B \), and the steady state is an odd function, defined on the interval \([-A, A]\).

First, we linearize the equation around the stationary state \( f^0, p^0 \). If \( f \) is a small perturbation of \( f^0 \), then we can see that it must have a unique root near \( p^0 \), call it \( p(t) \). This perturbation must satisfy

\[
\begin{aligned}
  f_t &= f_{xx} - f_x(p(t), t) \left[ \delta_{x=p(t)-a} - \delta_{x=p(t)+a} \right] \\
  f(p(t), t) &= 0 \\
  f_x(-A, t) &= f_x(B, t) = 0.
\end{aligned}
\]

We write \( f = f^0 + \epsilon g, \quad p = p^0 + \epsilon q, \quad g = g(x, t), \quad q = q(t) \), differentiate in \( \epsilon \) and set \( \epsilon = 0 \). We obtain

\[
\begin{aligned}
  g_t &= g_{xx} - \left\{ f_{xx}^0(p^0)g(t) + g_x(p^0, t) \right\} [\delta_{x=p^0-a} - \delta_{x=p^0+a}] - f_x^0(p^0) \left[ \delta'_{x=p^0-a} - \delta'_{x=p^0+a} \right] q(t),
\end{aligned}
\]

together with the boundary conditions \( g_x(-A, t) = g_x(B, t) = 0 \). Use that \( f_{xx}^0(p^0) = 0 \), and set \( \lambda^0 = -f_x^0(p^0) \) so that

\[
\begin{aligned}
  g_t &= g_{xx} - g_x(p^0, t) \left[ \delta_{x=p^0-a} - \delta_{x=p^0+a} \right] + \lambda^0 \left[ \delta'_{x=p^0-a} - \delta'_{x=p^0+a} \right] q(t), \\
  g_x(-A, t) &= g_x(B, t) = 0.
\end{aligned}
\] (4.1)

On the other hand, we linearize the condition \( f(p(t), t) = 0 \) and this gives

\[
q(t) = \frac{g(p^0)}{\lambda^0},
\]

so when we substitute the above formula in (4.1), we get the linear equation

\[
\begin{aligned}
  g_t &= g_{xx} - g_x(p^0, t) \left[ \delta_{x=p^0-a} - \delta_{x=p^0+a} \right] + g(p^0) \left[ \delta'_{x=p^0-a} - \delta'_{x=p^0+a} \right], \\
  g_x(-A, t) &= g_x(B, t) = 0.
\end{aligned}
\] (4.2)

Note that Lemma 1 assures that the operator \( L \) is well defined. Let us compute now the eigenvalues and eigenvectors of the linear system (4.2):

**Proposition 5** Consider the operator

\[
Lg := g_{xx} - g_x(p^0) \left[ \delta_{x=p^0-a} - \delta_{x=p^0+a} \right] + g(p^0) \left[ \delta'_{x=p^0-a} - \delta'_{x=p^0+a} \right],
\]

defined on the space \( X \). Under some generic assumptions on the constants \( a, A, B \) summarized in Remark 6, we have that:
• Zero is an eigenvalue with eigenspace of dimension two. Two linearly independent eigenfunctions are given by

\[
g_0(x) = \begin{cases} 
  x, & x \in (-a, a) \\
  a, & x \in (a, B) \\
  -a, & x \in (-A, -a)
\end{cases}, \quad h_0(x) = \begin{cases} 
  1, & x \in (-a, a) \\
  2, & x \in (a, B) \\
  2, & x \in (-A, -a)
\end{cases}
\]

• If \( m_1 = m_2 \), then \( A = B =: l \), and all the non-zero eigenvalues are given by:

\[
\mu_1^n = -(\alpha_1^n)^2 \quad \text{for} \quad \alpha_1^n := \frac{2n\pi}{2l - a}, \quad n \in \mathbb{N},
\]

and

\[
\mu_2^n = -(\alpha_2^n)^2 \quad \text{for} \quad \alpha_2^n := \frac{n\pi}{a}, \quad n \in \mathbb{N}.
\]

Each eigenvalue \( \mu_1^n \) has a eigenspace of dimension two, generated by the eigenfunctions:

\[
g_n(x) = \begin{cases} 
  \frac{\cos(\alpha_1^n(l - a))}{2 \sin(\alpha_1^n a)} \sin(\alpha_1^n x) + \frac{\cos(\alpha_1^n(l - a))}{2(1 + \cos(\alpha_1^n a))} \cos(\alpha_1^n x), & x \in (-a, a) \\
  \cos(\alpha_1^n(l - x)), & x \in (a, l) \\
  0, & x \in (-l, -a)
\end{cases}
\]

\[
h_n(x) = \begin{cases} 
  -\frac{\cos(\alpha_1^n(l - a))}{2 \sin(\alpha_1^n a)} \sin(\alpha_1^n x) + \frac{\cos(\alpha_1^n(l - a))}{2(1 + \cos(\alpha_1^n a))} \cos(\alpha_1^n x), & x \in (-a, a) \\
  0, & x \in (a, l) \\
  \cos(\alpha_1^n(l + x)), & x \in (-l, -a)
\end{cases}
\]

while \( \mu_2^n \) has a unique eigenfunction given by

\[
k_n(x) = \begin{cases} 
  \sin(\alpha_2^n x), & x \in (-a, a) \\
  0, & x \in (a, l) \\
  0, & x \in (-l, -a)
\end{cases}
\]

if \( n \) is even, and

\[
k_n(x) = \begin{cases} 
  \cos(\alpha_2^n x), & x \in (-a, a) \\
  0, & x \in (a, l) \\
  0, & x \in (-l, -a)
\end{cases}
\]

when \( n \) is odd.

• If \( m_1 \neq m_2 \), then the non-zero eigenvalues are

\[
\mu_1^n = -(\beta_n)^2 \quad \text{for} \quad \beta_n = \frac{2n\pi}{2B - a}, \quad n \in \mathbb{N},
\]

and

\[
\mu_2^n = -(\gamma_n)^2 \quad \text{for} \quad \gamma_n = \frac{2n\pi}{2A - a}, \quad n \in \mathbb{N},
\]
and

$$\mu_n^3 = -(\alpha_n)^2 \quad \text{for} \quad \alpha_n = \frac{n\pi}{a}, \quad n \in \mathbb{N}. $$

Each eigenvalue $\mu_n^1$ has a unique eigenfunction

$$g_n(x) = \begin{cases} 
\frac{\cos(\beta_n(B-a))}{2\sin(\beta_n a)} \sin(\beta_n x) + \frac{\cos(\beta_n(B-a))}{2(1+\cos(\beta_n a))} \cos(\beta_n x), & x \in (-a,a) \\
\cos(\beta_n(B-x)), & x \in (a,B) \\
0, & x \in (-A,-a),
\end{cases}$$

while the eigenfunction for $\mu_n^2$ is given by

$$h_n(x) = \begin{cases} 
-\frac{\sin(\gamma_n(A-a))}{2(\cos(\gamma_n a) - 1)} \sin(\gamma_n x) - \frac{\sin(\gamma_n(A-a))}{2\sin(\gamma_n a)} \cos(\gamma_n x), & x \in (-a,a) \\
0, & x \in (a,B) \\
\cos(\gamma_n(A+x)), & x \in (-A,-a),
\end{cases}$$

and the one for $\mu_n^3$ is

$$k_n(x) = \begin{cases} 
\sin(\alpha_n x), & x \in (-a,a) \\
0, & x \in (a,B) \\
0, & x \in (-A,-a),
\end{cases}$$

if $n$ is even, while

$$k_n(x) = \begin{cases} 
\cos(\alpha_n x), & x \in (-a,a) \\
0, & x \in (a,B) \\
0, & x \in (-A,-a),
\end{cases}$$

when $n$ is odd.

Moreover, for all $n \geq 1$, the eigenfunctions have zero mass, i.e.,

$$\int_{-A}^{0} g_n \, dx = \int_{-A}^{0} h_n \, dx = \int_{-A}^{0} k_n \, dx = 0, \quad \int_{0}^{B} g_n \, dx = \int_{0}^{B} h_n \, dx = \int_{0}^{B} k_n \, dx = 0. \quad (4.3)$$

Remark 6 In the proof of Lemma 5 we need to insure that the eigenvalues and corresponding eigenfunctions are well defined. For this, we are making the generic assumptions that the constants $a, A, B$ are chosen such that $a \ll A, B$ and

$$\frac{A}{a}, \frac{B}{a} \notin \mathbb{Q}. \quad (4.4)$$

Note that $g_n(x)$ and $h_n(x)$ defined in Lemma 5 are always well defined since $\sin(\alpha_n a), \sin(\beta_n a) \neq 0$, $\sin(\gamma_n a) \neq 0$ due to assumptions (4.4) which implies $\alpha_n^1 \neq \alpha_n^2$, $\beta_n \neq \alpha_n$ and $\gamma_n \neq \alpha_n \forall n \in \mathbb{N}$.
Proof: Ideas come from the previous work of the authors [10] on the symmetric case. Let \( p^0 = 0 \). We seek \( \mu \in \mathbb{R} \), and \( g \in X \) such that \( Lg = \mu g \), with boundary conditions \( g_x(-A) = g_x(B) = 0 \), i.e,

\[
g_{xx} - g_x(0) [\delta_{x=-a} - \delta_{x=a}] + g(0) \left[ \delta_{x=-a}' - \delta_{x=a}' \right] = \mu g.
\]

We see that the function \( g \) must be discontinuous at \(-a\) and \(+a\) with jump,

\[
g(a^+) - g(a^-) = g(0),
\]

\[
g(-a^+) - g(-a^-) = -g(0),
\]

and that its derivative too, with jump

\[
g'(a^+) - g'(a^-) = -g'(0),
\]

\[
g'(-a^+) - g'(-a^-) = g'(0).
\]

It is clear that, except at the points \( x = \pm a \), the function \( g \) must satisfy \( g_{xx} = \mu g \). Thus, our main trick is to find our eigenfunctions in a similar way as one finds eigenvalues for the Laplacian using Fourier series.

Let us take first \( \mu = -\alpha^2 \leq 0 \). The construction of the eigenfunction \( g \) is done piecewise in each of these three intervals: \((-a, a)\), \((-A, -a)\), and \((a, B)\). We seek

\[
\begin{align*}
g_1(x) &= c_1 \sin(\alpha x) + c_2 \cos(\alpha x) \quad \text{in } (-a, a), \\
g_2(x) &= d_1 \sin(\alpha x) + d_2 \cos(\alpha x) \quad \text{in } (a, B), \\
g_3(x) &= e_1 \sin(\alpha x) + e_2 \cos(\alpha x) \quad \text{in } (-A, -a),
\end{align*}
\]

with boundary conditions

\[
g_3(-A) = g_2(B) = 0.
\]

The matching conditions (4.5), (4.6) are rewritten as

\[
\begin{align*}
g_2(a) - g_1(a) &= g_1(0), \\
g_1(-a) - g_3(-a) &= g_1(0), \\
g'_2(a) - g'_1(a) &= -g'_1(0), \\
g'_1(-a) - g'_3(-a) &= g'_1(0).
\end{align*}
\]

The zero Neumann boundary conditions (4.7) give that

\[
\begin{align*}
d_1 \cos(\alpha B) - d_2 \sin(\alpha B) &= 0, \\
e_1 \cos(\alpha A) + e_2 \sin(\alpha A) &= 0,
\end{align*}
\]

thus we can rewrite \( g \) as

\[
\begin{align*}
g_1(x) &= c_1 \sin(\alpha x) + c_2 \cos(\alpha x) \quad \text{in } (-a, a), \\
g_2(x) &= d \cos(\alpha (B - x)) \quad \text{in } (a, B), \\
g_3(x) &= e \cos(\alpha (A + x)) \quad \text{in } (-A, -a),
\end{align*}
\]
for \( d = \frac{d^2}{\cos(\alpha B)} \) and \( e = \frac{e^2}{\cos(\alpha A)} \). Note that, if \( \alpha \) is such that \( \cos(\alpha B) \) or \( \cos(\alpha B) = 0 \), then there is not any non-vanishing solution \( g \), and thus it is not an admissible eigenvalue. Next, the two matching conditions above at the point \( a \) give that

\[
\begin{cases}
  d \cos(\alpha (B - a)) - c_1 \sin(\alpha a) + c_2 [-\cos(\alpha a) - 1] = 0, \\
  d \sin(\alpha (B - a)) + c_1 [-\cos(\alpha a) + 1] + c_2 \sin(\alpha a) = 0,
\end{cases}
\]

while the two matching conditions at \( x = -a \) imply

\[
\begin{cases}
  -e \cos(\alpha (A - a)) - c_1 \sin(\alpha a) + c_2 [\cos(\alpha a) + 1] = 0, \\
  e \sin(\alpha (A - a)) + c_1 [\cos(\alpha a) - 1] + c_2 \sin(\alpha a) = 0.
\end{cases}
\]

We need to solve an homogeneous linear system of four unknowns and four equations.

Consider first the specific case \( \sin(\alpha a) = 0 \), which implies \( \alpha = \frac{n\pi}{a} \), \( n \in \mathbb{N} \). Then it is easy to compute that the corresponding eigenspace has dimension one and we have that \( g_2 \equiv 0 \), \( g_3 \equiv 0 \) and

\[
g_1(x) = \begin{cases} 
  c_1 \sin \left( \frac{n\pi}{a} x \right) & \text{if } n \text{ even}, \\
  c_2 \cos \left( \frac{n\pi}{a} x \right) & \text{if } n \text{ odd}.
\end{cases}
\]

Next, in the case that \( \alpha \neq \frac{n\pi}{a} \), we are able to extract some preliminary results. If we combine the two equations in (4.8) to eliminate \( c_1 \) above, we obtain

\[
d \left[ -\cos(\alpha B) + \cos(\alpha (B - a)) \right] = 0.
\]

It is worth mentioning that in the process \( c_1 \) was eliminated too. If instead, we had eliminated \( c_2 \), we would have got

\[
d \left[ \sin(\alpha B) + \sin(\alpha (B - a)) \right] = 0.
\]

Thus from (4.10) and (4.11) we obtain that either \( d = 0 \), or the angles \( \alpha B \) and \( \alpha (B - a) \) must be related by \( \alpha B = -\alpha (B - a) + 2n\pi \), i.e.,

\[
\alpha = \frac{2n\pi}{2B - a}, \ n \in \mathbb{N}.
\]

On the other hand, a similar process in (4.9) give that either \( e = 0 \) or

\[
\alpha = \frac{2n\pi}{2A - a}, \ n \in \mathbb{N}.
\]

¿From here we can extract some conclusions. Let us assume first that \( A \neq B \). Then if we start with the value \( \alpha = \frac{2\pi n}{2B - a} \) we must necessarily have that \( e = 0 \). Consider the first equation of (4.8) and (4.9) (the second equations of both systems are superfluous):

\[
\begin{cases}
  d \cos(\alpha (B - a)) - c_1 \sin(\alpha a) + c_2 [-\cos(\alpha a) - 1] = 0 \\
  -c_1 \sin(\alpha a) + c_2 [\cos(\alpha a) + 1] = 0.
\end{cases}
\]
We can solve the previous system in order to obtain the value for $c_1$ and $c_2$:

$$c_1 = d \frac{\cos(\alpha(B - a))}{2\sin(\alpha a)}, \quad c_2 = d \frac{\cos(\alpha(B - a))}{2(1 + \cos(\alpha a))}.$$ 

Now we consider the eigenvalue $\alpha = \frac{2\pi n}{2A - a}$. We must have then $d = 0$. Next, look at the second equation of both (4.8) and (4.9):

$$\begin{cases} c_1[-\cos(\alpha a) + 1] + c_2\sin(\alpha a) = 0 \\ e\sin(\alpha(A - a)) + c_1[\cos(\alpha a) - 1] + c_2\sin(\alpha a) = 0. \end{cases}$$

As before, we conclude that

$$c_1 = -e \frac{\sin(\alpha(A - a))}{2[\cos(\alpha a) - 1]}, \quad c_2 = -e \frac{\sin(\alpha(A - a))}{2\sin(\alpha a)}.$$ 

On the contrary, if $A = B = l$, then the solution space has dimension two. Then from the first equation of each (4.8) and (4.9) we obtain

$$c_1 = \frac{d \cos(\alpha(l - a)) - e \cos(\alpha(l - a))}{2\sin(\alpha a)},$$

$$c_2 = \frac{d \cos(\alpha(l - a)) + e \cos(\alpha(l - a))}{2[\cos(\alpha a) - 1]}.$$ 

Next, we are going to check the positive values of $\mu$. Let $\mu = \alpha^2$ for $\alpha > 0$. As in the previous case, we seek for an eigenfunction $g$ defined pointwise. Thus, we set

$$\begin{cases} g_1(x) = c_1e^{\alpha x} + c_2e^{-\alpha x} \quad \text{in} \ (-a, a), \\ g_2(x) = d_1e^{\alpha x} + d_2e^{-\alpha x} \quad \text{in} \ (a, B), \\ g_3(x) = e_1e^{\alpha x} + e_2e^{-\alpha x} \quad \text{in} \ (-A, -a). \end{cases}$$

This $g$ must still satisfy the boundary and the matching conditions as above. When we impose (4.7), it is easy to see that $g$ can be written simply as

$$\begin{cases} g_1(x) = c_1e^{\alpha x} + c_2e^{-\alpha x} \quad \text{in} \ (-a, a), \\ g_2(x) = d[e^{-2\alpha B + \alpha x} + e^{-\alpha x}] \quad \text{in} \ (a, B), \\ g_3(x) = e[e^{2\alpha A + \alpha x} + e^{-\alpha x}] \quad \text{in} \ (-A, -a). \end{cases}$$

The matching conditions at $x = a$ imply that

$$\begin{cases} d[e^{2\alpha B + \alpha a}] + c_1[-e^{\alpha a} - 1] + c_2[-e^{-\alpha a} - 1] = 0, \\ d[e^{-2\alpha B + \alpha a}] + c_1[-e^{\alpha a} + 1] + c_2[e^{-\alpha a} - 1] = 0. \end{cases}$$
When we try to eliminate $c_1$ from the above system, the unknown $c_2$ also disappears, and after some computation we arrive that either $d = 0$ or $\alpha(2B + a) = 0$. Then we must have necessarily $d = 0$. Moreover, a similar computation using the matching conditions at $x = -a$ gives that $e$ must vanish.

Once we substitute back $d = e = 0$ into the four matching conditions, only two equations for $c_1, c_2$ remain:

$$
\begin{align*}
&c_1 [e^{\alpha a} + 1] + c_2 [e^{-\alpha a} + 1] = 0, \\
&c_1 [e^{-\alpha a} + 1] + c_2 [e^{-\alpha a} + 1] = 0.
\end{align*}
$$

The rank of the matrix is two unless

$$
e^{2\alpha a} + 2e^{\alpha a} - e^{-2\alpha a} - 2e^{-\alpha a} = 0.
$$

However, for $a, \alpha > 0$, this never happens and we thus conclude that $c_1 = c_2 = 0$. As a consequence of all the previous reasoning, we cannot find any eigenfunction that does not vanish identically for the values $\mu = \alpha^2 > 0$.

To complete the proof of the proposition, we need to check the zero eigenspace. Then we seek functions $g$ such that

$$
g'' - g'(0) [\delta_{x=-a} - \delta_{x=a}] + g(0) [\delta'_{x=-a} - \delta'_{x=a}] = 0.
$$

In particular only the following functions $g_0$ and $h_0$ (and a linear combination of those) will be suitable solutions:

$$
\begin{align*}
&g_0(0) = 0 \quad \text{and (4.6) is satisfied}, \\
&h'_0(0) = 0 \quad \text{and (4.5) is satisfied}.
\end{align*}
$$

The corresponding zero eigenspace is given by a linear combination of $g_0$ and $h_0$:

$$
g_0(x) = \begin{cases}
x, & x \in (-a, a) \\
a, & x \in (a, B), \\
-a, & x \in (-A, -a)
\end{cases}, \quad h_0(x) = \begin{cases}
1, & x \in (-a, a) \\
2, & x \in (a, B). \\
2, & x \in (-A, -a)
\end{cases}
$$

It is an easy computation to check that $g_0$ and $h_0$ are linearly independent.

To finish, the last assertion (4.3) is a straightforward computation. □

**Remark 7** If $m_1 \neq m_2$, we write the spectral gap as

$$
\hat{\gamma} := \min \left\{ (\beta_1)^2, (\gamma_1)^2, (\alpha_1)^2 \right\} = \min \left\{ \left( \frac{2\pi}{2A - a} \right)^2, \left( \frac{2\pi}{2B - a} \right)^2, \left( \frac{\pi}{a} \right)^2 \right\},
$$

while if $m_1 = m_2$, then the spectral gap is just

$$
\hat{\gamma} := \min \left\{ (\alpha_1)^2, (\alpha_1^2)^2 \right\} = \min \left\{ \left( \frac{2\pi}{2l - a} \right)^2, \left( \frac{\pi}{a} \right)^2 \right\}.
$$
5 Semigroup theory

In the following, we study the properties of the linear part of our equation (2.6), given by $g_t = Lg$, where the operator $L$ is defined as in (2.7). In particular we will show that it generates an analytic semigroup, together with time dependent decay estimates. We close the section with a very explicit characterization of the $\ker(L)$, where

$$\ker(L) = \text{span}(g_0, h_0),$$

with $g_0$ and $h_0$ defined as in Proposition 5.

To begin with, we review some important concepts from semigroup theory. Standard references are the first chapter of the book [12] and also [14]. Let $X$ be a Banach space with norm $\|\cdot\|_X$ and let $L$ be a linear operator on $X$ that has domain and range in $X$. Denote by $\sigma(L) \subset \mathbb{C}$ its spectrum.

We say that $L$ is a sectorial operator if it is a closed densely defined operator such that, for some $\phi \in (0, \pi/2)$ and some $M \geq 1$ and real $a$, the sector

$$S_{a,\phi} := \{ \lambda \in \mathbb{C} : \phi \leq |\arg(\lambda - a)| \leq \pi, \lambda \neq a \}$$

is in the resolvent set of $L$ and

$$\| (\lambda I - L)^{-1} \|_X \leq M / |\lambda - a| \quad \text{for all } \lambda \in S_{a,\phi}. $$

An analytic semigroup on a Banach space $X$ is a family of continuous linear operators on $X$, $\{T(t)\}_{t \geq 0}$, satisfying

1. $T(0) = I$, $T(t)T(s) = T(t+s)$ for $t \geq 0$, $s \geq 0$.
2. $T(t)x \to x$ as $t \to 0^+$, for each $x \in X$.
3. $t \to T(t)x$ is real analytic on $0 < t < \infty$ for each $x \in X$.

The infinitesimal generator $L$ of this semigroup is defined by

$$Lx = \lim_{t \to 0^+} \frac{T(t)x - x}{t},$$

its domain $D(L)$ consisting of all $x \in X$ for which this limit exists. And viceversa, it is well known that (see Theorem 1.3.4 in [12], for instance) if $L$ is a sectorial operator, then $-L$ is the infinitesimal generator of an analytic semigroup $\{T(t) = e^{-tL}\}_{t \geq 0}$; this semigroup gives the solution of the ODE $g_t + Lg = 0$. Moreover, if $\Re \sigma(L) > \gamma$, then for $t > 0$, we have the bounds

$$\|e^{-Lt}\|_X \leq Ce^{-\gamma t}, \quad \|Le^{-Lt}\|_X \leq \frac{C}{t} e^{-\gamma t},$$
for some constant $C$. This implies in particular that \( \text{Range} \left( e^{-Lt} \right) \subset D(L) \).

Suppose that \( L \) is a sectorial operator and \( \Re \sigma(L) > 0 \). Then for any \( \alpha > 0 \) we define the \((-\alpha)\)-fractional power as
\[
L^{-\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^\infty t^{\alpha-1} e^{-Lt} \, dt.
\]
The operator \( L^{-\alpha} \) is a bounded linear operator on \( X \) which is one-to-one. For \( \alpha \geq 0 \), \( L^\alpha \) is defined to be the inverse of \( L^{-\alpha} \), \( D(L^\alpha) = R(L^{-\alpha}) \). \( L^\alpha \) is a closed, densely defined operator.

We define
\[
X^\alpha := D(L^\alpha),
\]
with the graph norm
\[
\|x\|_{X^\alpha} := \|L^\alpha x\|_X.
\]
It is seen in the last section that the space \( X^\alpha \) is precisely the \( \alpha \)-interpolation between the spaces \( X \) and \( D(L) \).

If the spectrum of the operator \( L \) has a good structure, then we can split the space \( X \). A set \( \sigma \subset \sigma(L) \cup \{\infty\} =: \hat{\sigma}(L) \) is a spectral set if both \( \sigma \) and \( \hat{\sigma}(L) \setminus \sigma \) are closed in the extended plane \( \mathbb{C} \cup \{\infty\} \).

**Theorem 8 (Theorem 1.5.2. in [12])** Suppose \( L \) is a closed linear operator in \( X \) and suppose \( \sigma_1 \) is a bounded spectral set, and \( \sigma_2 = \sigma(L) \setminus \sigma_1 \) so \( \sigma_2 \cup \{\infty\} \) is another spectral set. Let \( E_1, E_2 \) be the projections associated with these spectral sets, and \( X_j = E_j(X), j=1,2 \). Then \( X = X_1 \oplus X_2 \), the \( X_j \) are invariant under \( L \), and if \( L_j \) is the restriction of \( L \) to \( X_j \), then
\[
L_1 : X_1 \to X_1 \text{ is bounded, } \sigma(L_1) = \sigma_1, \\
D(L_2) = D(L) \cap X_2 \text{ and } \sigma(L_2) = \sigma_2.
\]

The following lemmas will allow us to compare our operator \( L \) to the standard Laplacian. The first one will be used in order to prove that our linear operator \( L \) is sectorial, while the second gives that the spectrum of \( L := \Delta + B \) consists only of eigenvalues.

**Lemma 9 (Theorem 1.4.5 in [12])** If \( M \) is a sectorial operator with \( \Re \sigma(M) > 0 \) and if \( B \) is a linear operator such that \( BM^{-\alpha} \) is bounded on \( X \) for some \( 0 < \alpha < 1 \), then \( M + B \) is sectorial.

**Lemma 10 (Chapter II, section 5.13, and Chapter V, Corollary 1.15 in [8])** Let \( M \) be an operator having compact resolvent and let \( B \) be a bounded operator on \( X \) such that the resolvent set of \( M + B \) is non-empty. Then \( M + B \) has compact resolvent. As a consequence, the spectrum of \( M + B \) consists only of eigenvalues.

The next lemma is used in order to define the domain of a fractional power of an operator \( X^\alpha(= Y) \), and to get a time decay estimate for the semigroup. This space is important
because it is the space of admissible initial conditions; the lemma tells us that it is enough to consider fractional powers of the Laplacian to define it. However, a more explicit characterization of $Y$ in terms of usual norms is desirable - this is done in [11].

**Lemma 11 (Theorem 1.5.4. in [12])** Suppose $L$ is a sectorial operator, $\sigma_1$ a bounded spectral set for $L$, $\sigma_2 = \sigma(L) \setminus \sigma_1$, $\Re \sigma_2 > \gamma$ and $X = X_1 \oplus X_2$ is the corresponding decomposition. Assume also that $M$ is a sectorial operator with $D(M) = D(L)$, $\Re \sigma(M) > 0$, $(M - L)M^{-\alpha}$ is bounded for some $0 < \alpha < 1$. Then using the norm $\|x\|_{X^\alpha} := \|M^\alpha x\|$, $0 \leq \alpha \leq 1$, for $x \in X_2 \cap D(M^\alpha)$ and $t > 0$,

$$
\|e^{-Lt}x\|_{X^\alpha} \leq C_1 \|x\|_{X^\alpha} t^{-\alpha} e^{-\gamma t},
$$

$$
\|e^{-Lt}x\|_{X^\alpha} \leq C_1 \|x\|_{X^\alpha} e^{-\gamma t},
$$

for some positive constant $C_1$.

Consider now our linear problem

$$
\begin{cases}
    g_t = Lg, \\
    g(x, 0) = g_I, \\
    g_x(-A,t) = g_x(B,t) = 0.
\end{cases}
$$

(5.1)

where $L : X \to X$ is defined as in (2.7), and the initial condition $g_I \in Y$. Using the results recalled above, we are able to prove now the next proposition:

**Proposition 12** Let $\sigma_1 = \{0\}$ and $\sigma_2$ be the rest of non-zero eigenvalues of $L$, defined as in (2.7). Let $E_1, E_2$ be the projections associated with these spectral sets, and $X_j = E_j(X)$, $j=1,2$. Then we have the splitting $X = X_1 \oplus X_2$, where the $X_j$ are invariant under $L$, and if $L_j$ is the restriction of $L$ to $X_j$, then

$$
L_1 : X_1 \to X_1 \text{ is bounded, } \sigma(L_1) = \sigma_1,
$$

$$
D(L_2) = D(L) \cap X_2 \text{ and } \sigma(L_2) = \sigma_2.
$$

In our case, $E_1 = \ker(L)$, $L_1 \equiv 0$. Moreover, $-L_2$ is sectorial generates an analytic semigroup $T(t) = e^{-Lt}$. This semigroup satisfies the estimates

$$
\|T(t)x\|_Y \leq C_1 \|x\|_X t^{-\alpha} e^{-\gamma t}
$$

$$
\|T(t)x\|_Y \leq C_1 \|x\|_Y e^{-\gamma t},
$$

(5.2)

for any $0 < \gamma < \hat{\gamma}$.

**Proof:** Proposition 5 computes the spectrum of $L$. Apart from the zero eigenvalue (with eigenspace of dimension two), the operator $-L$ has a discrete and positive spectrum. Thus Theorem 8 splits the space $X$: let $\sigma_1 = \{0\}$ and $\sigma_2$ be the rest of eigenvalues. Then $X = X_1 \oplus X_2$ where $X_1 = \ker(L)$, that satisfies $\dim(X_1) = 2$.
Next, we write $-L_2 = -\Delta + B|_{X_2}$ where

$$B = \left( g_2(p^0) \left[ \delta_{x=p^0-a} - \delta_{x=p^0+a} \right] - g(p^0) \left[ \delta'_{x=p^0-a} - \delta'_{x=p^0+a} \right] \right).$$

However, $-\Delta|_{X_2}$ contains only positive eigenvalues. Thus Lemma 9 applied to $M = -\Delta|_{X_2}$ and $B$ as above gives that $-L_2$ is sectorial, once we note that $D(-\Delta^\alpha|_{X_2}) \subset D(B)$. In fact, since $D(-\Delta^\alpha|_{X_2}) \subset D(B)$, closed graph theorem implies that $B\Delta^{-\alpha}$ is bounded.

Next, we use Lemma 11 for $M = -\Delta|_{X_2}$, and $\beta = \alpha \in (0, 1)$, so

$$\|e^{L_2 t} x\|_Y \leq C_1 \|x\|_X t^{-\alpha} e^{-\gamma t},$$

$$\|e^{L_2 t} x\|_Y \leq C_1 \|x\|_Y e^{-\gamma t},$$

for some $C_1$ positive constant.

The solution of equation (5.1) can be written now as

$$g(x, t) = c_I g_0 + d_I h_0 + e^{L_2 t}(g_I),$$

with $c_I g_0 + d_I h_0 \in X_1$ for some $c_I, d_I \in \mathbb{R}$ that depend only on the initial condition $g_I$, and $e^{L_2 t}(g_I) \in X_2$.

Although it is not usually known, in our situation we are able to give a more explicit characterization of $X_1 = \ker L$. It will be needed later.

**Lemma 13** Given any $g \in X$, $g = g_1 + g_2$, $g_i \in X_i$, $i = 1, 2$, then in the basis of eigenfunctions $\{g_0, h_0\}$ given in Proposition 5 we can write

$$g_1 = c g_0 + d h_0 \in X_1,$$

for

$$c = \frac{1}{a(a - 2A)(a - 2B)} \left\{ (-a + 2A) I_2[g] - (-a + 2B) I_1[g] \right\},$$

$$d = \frac{1}{a(a - 2A)(a - 2B)} \left\{ (\frac{a^2}{2} + aB) I_1[g] - (\frac{a^2}{2} - aA) I_2[g] \right\},$$

where $I_1[g]$ and $I_2[g]$ are defined as

$$I_1[g] := \int_{-A}^0 g \, dx, \quad I_2[g] := \int_0^B g \, dx.$$
Proof: We know that $g = cg_0 + dh_0 + g_2$, for $g_2 \in X_2$ for some $c, d$. If we integrate this expression we obtain

$$
\int_0^B g \, dx = c \int_0^B g_0 \, dx + d \int_0^B h_0 \, dx + \int_0^B g_2 \, dx,
$$
$$
\int_{-A}^0 g \, dx = c \int_{-A}^0 g_0 \, dx + d \int_{-A}^0 h_0 \, dx + \int_{-A}^0 g_2 \, dx.
$$

However, because $g_2 \in X_2$ (see (4.3)) we know that

$$
\int_{-A}^0 g_2 \, dx = \int_0^B g_2 \, dx = 0,
$$

thus we conclude from the previous calculation that $c, d$ must solve

$$
I_2[g] = c \int_0^B g_0 \, dx + d \int_0^B h_0 \, dx,
$$
$$
I_1[g] = c \int_{-A}^0 g_0 \, dx + d \int_{-A}^0 h_0 \, dx.
$$

The integrals of $g_0, h_0$ can be explicitly computed; we obtain a system of two equations and two unknowns $c, d$

$$
I_2[g] = c \left( -\frac{a^2}{2} + aB \right) + d(2B - a),
$$
$$
I_1[g] = c \left( \frac{a^2}{2} - aA \right) + d(-a + 2A),
$$

whose solution is straightforward. □

Remark: Note that when we apply the previous result to our case, the functions $I_1[g]$ and $I_2[g]$ will be time depending functions, more precisely

$$
I_1[g] = \int_{-A}^{p_I} f_I \, dx - \int_0^B f^0 \, dx - \int_0^{p(t)} \left( f^0 + g \right) \, dx,
$$
$$
I_2[g] = \int_{p_I}^B f_I \, dx - \int_0^B f^0 \, dx + \int_0^{p(t)} \left( f^0 + g \right) \, dx,
$$

where $p_I$ is the unique zero of the initial data $f_I$ and $p(t)$ the unique zero of the function $f(\cdot, t) = f^0(\cdot) + g(\cdot, t)$. 22
Let $f^0, p^0$ be an equilibrium point as specified by the hypothesis in the theorem. We try to construct a solution of equation

$$f_t = f_{xx} - f_x(p(t)) \left[ \delta_{p(t)-a} - \delta_{p(t)+a} \right]$$

as a perturbation of this stationary state, i.e.,

$$f(x, t) = f^0(x) + g(x, t).$$

Consider the space $V$ of functions $f : [-A, B] \to \mathbb{R}$ that have only one root $p \in (p^0 - \nu, p^0 + \nu)$ and that are positive in $[-A, p)$, negative in $(p, B]$. We will allow perturbations $g$ such that $g(\cdot, t)$ for each fixed time belongs to the space

$$U_\rho = \{ g \in Y : \|g\|_Y < \rho, f^0 + g \in V \}, \quad (6.1)$$

for some $\rho$. It is essential that this neighborhood is open and uniform in some sense:

**Lemma 14** Given $\rho > 0$, and $0 < \omega \leq \rho$, if $\omega < \min \{ \lambda^0 \nu, \lambda^0 \}$, the neighborhood

$$\{ g \in Y : \|g\|_Y < \omega \}$$

is contained in $U_\rho$.

**Proof:** Assume that $\|g\|_Y < \omega$ as specified in the hypothesis of the lemma. Let us prove that $f = f^0 + g$ has an unique zero in the interval $(-\nu, \nu)$. First of all note that $f$ is strictly monotone decreasing in the interval $(-\nu, \nu)$ since

$$f_x(x) = f^0_x(x) + g_x(x) = -\lambda^0 + g_x(x) \leq -\lambda^0 + \omega < 0,$$

for $\omega < \lambda^0$. Moreover

$$f(-\nu) = |\lambda^0|\nu + g(-\nu) > |\lambda^0|\nu - \omega > 0, \quad f(\nu) = -|\lambda^0|\nu + g(\nu) < -|\lambda^0|\nu + \omega < 0.$$  

This implies that $f$ has an unique zero in the interval $(-\nu, \nu)$. Let us call this unique zero $p$. It holds that $-f_x(p) \geq \lambda^0 - w > 0$. A similar argument gives that $f$ is positive in $[-A, p) \cup (p, B]$.  

Now we relate the nonlinear problem to the linear one, in order to obtain a formula for the non-linear part. Let $f(x, t), p(t)$ be a solution to our problem. We write $f(x, t) =$
\[ f^0(x) + g(x, t), \text{ and } p(t) = p^0 + q(t). \] Assume that \( q \in (-\nu, \nu). \) As in the calculation in Section 4, we expand for each time \( t. \) Thus

\[ 0 = f(p(t), t) = f^0(p^0) + qf_x^0(p^0) + g(p^0, t) + R_1(t), \quad (6.2) \]

where

\[ R_1(t) = g(p(t), t) - g(p^0, t). \]

But \( f^0(p^0) = 0 \) and \( f_x^0(p^0) = -\lambda^0. \) For simplicity in the notation, we drop the dependence in \( t. \) Then from (6.2) we can write

\[ q = \frac{g(p^0) + R_1}{\lambda^0}. \quad (6.3) \]

On the other hand, we expand

\[ f_x(p(t), t) = f_x^0(p^0) + g_x(p^0, t) + R_2 = -\lambda^0 + g_x(p^0, t) + R_2, \quad (6.4) \]

where

\[ R_2(t) = g_x(p(t), t) - g_x(p^0, t), \]

and also

\[ \delta_{p(t)\pm a} = \delta_{p\pm a} + q\delta'_{p\pm a} + R_3^\pm. \quad (6.5) \]

When we substitute (6.3), (6.4) and (6.5) into the equation for \( f, \) after some computation we obtain the following equation (where we group the terms of the same order)

\[ 0 = f_t^0 - f_x^0 + f_x^0(p^0)[\delta_{p-a} - \delta_{p+a}] \\ + (g_t - Lg) \\ - N(g), \quad (6.6) \]

for

\[ N(g) = \lambda_0(R_3^- - R_3^+) \\ + R_1(\delta'_{p-a} - \delta'_{p+a}) \\ - g_x(p^0)[(\delta_{p-a} - \delta_{p+a}) - (\delta_{p+a} - \delta_{p-a})] \\ - R_2(\delta_{p-a} - \delta_{p+a}) \\ := N^1(g) + N^2(g) + N^3(g) + N^4(g). \quad (6.7) \]

Thus we have proved that

**Proposition 15** Fixed any admissible equilibrium \( f^0, p^0, \) then problem (2.1)-(2.2) is equivalent to

\[
\begin{align*}
g_t &= Lg + N(g) \\
g(x, 0) &= g_t \\
g_x(-A, 0) &= g_x(B, 0) = 0,
\end{align*}
\quad (6.8)
\]
for some $g(x,t)$ that satisfies

$$f^0 + g(\cdot,t) \in \mathcal{V},$$

where $L$ and $N$ are given in (2.7), (6.7), respectively, and $g_1 = f_1 - f^0$. The equivalence is simply

$$f = f^0 + g.$$

### 6.1 Lipschitz estimates

We have that the non-linear part $N$ is locally Lipschitz in $U_\rho$:

**Lemma 16** Fix $\rho \leq c \lambda^0$ for some $c$ positive constant less than one. We have that the operator $N$ given by (6.7) is Lipschitz in the neighborhood $U_\rho$, given in (6.1). More precisely,

$$\|N(g) - N(\tilde{g})\|_X \leq C \|g - \tilde{g}\|_Y,$$

for all $g, \tilde{g} \in U_\rho$. The constant $C$ depends on $\rho$ and $\lambda_0$.

**Proof:** Let $g, \tilde{g} \in U_\rho$, with roots $p, \tilde{p} \in (p^0 - \nu, p^0 + \nu)$. Let $p = p^0 + q$, $\tilde{p} = p^0 + \tilde{q}$. From (6.3) we can estimate the difference $|q - \tilde{q}|$ by

$$|q - \tilde{q}| \leq \frac{1}{\lambda^0} |g(p) - \tilde{g}(\tilde{p})|$$

$$\leq \frac{1}{\lambda^0} \left\{ |g(p) - g(\tilde{p})| + |g(\tilde{p}) - \tilde{g}(\tilde{p})| \right\}$$

$$\leq \frac{1}{\lambda^0} \left[ |q - \tilde{q}| \cdot \sup_{\xi \in (-\nu, \nu)} \left\{ |g_x(p^0 + \xi)| \right\} + \sup_{\xi \in (p^0 - \nu, p^0 + \nu)} \left\{ |g(p^0 + \xi) - \tilde{g}(p^0 + \xi)| \right\} \right].$$

If

$$\frac{\rho}{\lambda^0} = c < 1,$$

it holds

$$|q - \tilde{q}| \leq \frac{1}{(1-c)\lambda^0} \|g - \tilde{g}\|_{C^0(p^0 - \nu, p^0 + \nu)}.$$

Now we compute $\|N(g) - N(\tilde{g})\|_X$. The definition of negative fractional Sobolev norm of order $-\theta$, $\theta > 0$, is

$$\|\mu\|_{H^{-\theta}} = \sup_{\|\phi\|_{H^\theta} = 1} \langle \phi, \mu \rangle.$$

In our case, we will take $\theta = -r + 2\alpha > 0$. Note that for an exponent $3/2 < \theta < 2$, we have that $H^\theta(-A, B) \subset C^{1,\theta}(-A, B)$. 
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Since $R_3^\pm = \delta_{p \pm a} - \delta_{\rho \pm a} - q \delta'_{\rho - a}$, we can easily estimate $\|N^1(g) - N^1(\tilde{g})\|_X$, as follows:

$$
\left\| R_3^\pm - \tilde{R}_3^\pm \right\|_X \leq \| \delta_{p \pm a} - \delta_{\tilde{p} \pm a} \|_{H^{-\theta}(-A,B)} + |q - \tilde{q}| \cdot \| \delta'_{\rho \pm a} \|_{H^{-\theta}(-A,B)}.
$$

The first term can be bound by

$$
\| \delta_{p \pm a} - \delta_{\tilde{p} \pm a} \|_{H^{-\theta}(-A,B)} \leq \sup_{\| \phi \|_{H^\theta} = 1} \left\{ |\phi(p \pm a) - \phi(\tilde{p} \pm a)| \right\} \leq |p - \tilde{p}| = |q - \tilde{q}|,
$$

taking into account that $H^{\theta-1} \subset L^\infty$ for $3/2 < \theta < 2$.

For the estimate of $N^2(g) - N^2(\tilde{g})$, it holds

$$
\left\| \left( R_1 - \tilde{R}_1 \right) \delta'_{\rho - a} \right\|_X \leq \left\| R_1 - \tilde{R}_1 \right\| \left\| \delta'_{\rho - a} \right\|_{H^{-\theta}},
$$

where

$$
\left\| R_1 - \tilde{R}_1 \right\| \leq |g(p) - \tilde{g}(p)| + |\tilde{g}(p) - \tilde{g}(\tilde{p})| + |g(p^0) - \tilde{g}(p^0)|
\leq 2 \|g - \tilde{g}\|_{C^0(\rho^{-\nu},\rho^0 + \nu)} + \|g\|_{C^1(\rho^{-\nu},\rho^0 + \nu)} |q - \tilde{q}|.
$$

On the other hand, for $N^3$,

$$
\left\| g_x(p^0) \left[ \delta_{p - a} - \delta_{\rho - a} \right] - \tilde{g}_x(p^0) \left[ \delta_{\tilde{p} - a} - \delta_{\rho - a} \right] \right\|_X
\leq |g(p^0) - \tilde{g}(p^0)| \left\| \delta_{p - a} - \delta_{\rho - a} \right\|_{H^{-\theta}} + \left\| \tilde{g}_x(p^0) \right\| \left\| \delta_{\rho - a} - \delta_{\rho - a} \right\|_{H^{-\theta}}
\leq \|g - \tilde{g}\|_{C^0(\rho^{-\nu},\rho^0 + \nu)} + \|\tilde{g}\|_{C^1(\rho^{-\nu},\rho^0 + \nu)} \left\| \delta_{p - a} - \delta_{\tilde{p} - a} \right\|_{H^{-\theta}}.
$$

And for the last term $N^4$,

$$
\left\| R_2 \delta_{p - a} - \tilde{R}_2 \delta_{\tilde{p} - a} \right\|_X \leq \left\| R_2 \left( \delta_{p - a} - \delta_{\tilde{p} - a} \right) \right\|_X + \left\| \left( R_2 - \tilde{R}_2 \right) \delta_{\tilde{p} - a} \right\|_X
\leq |R_2| \| \delta_{p - a} - \delta_{\tilde{p} - a} \|_{H^{-\theta}} + \left\| R_2 - \tilde{R}_2 \right\| \left\| \delta_{\tilde{p} - a} \right\|_{H^{-\theta}}.
$$

Since

$$
|R_2| = \left| g_x(p) - g_x(p^0) \right| \leq \|g\|_{C^2(\rho^{-\nu},\rho^0 + \nu)} |q|,
$$

it holds

$$
\left| R_2 - \tilde{R}_2 \right| \leq \left| g_x(p) - g_x(\tilde{p}) \right| + \left| g_x(\tilde{p}) - \tilde{g}_x(\tilde{p}) \right| + \left| \tilde{g}_x(p^0) - g_x(p^0) \right|
\leq \|g\|_{C^2(\rho^{-\nu},\rho^0 + \nu)} |q - \tilde{q}| + 2 \|g - \tilde{g}\|_{C^1(\rho^{-\nu},\rho^0 + \nu)}
\leq \left( \frac{\rho}{\lambda^0(1-c)} + 2 \right) \|g - \tilde{g}\|_Y \tag{6.9}
$$

In particular, there exists a constant $C$, such that

$$
\| N(g) - N(\tilde{g})\|_X \leq C \|g - \tilde{g}\|_Y,
$$
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for every \( g, \tilde{g} \in U_\rho \), where \( C = \max \left\{ 1, \frac{\rho}{N(1-\alpha)} \right\} \). \( \square \)

The previous estimate can be improved near the origin, in fact, \( DN(0) = 0 \). This estimate is needed in order to pass from local to global existence. More precisely,

**Lemma 17** We have that

\[
\|N(g)\|_X = o(\|g\|_Y), \text{ when } \|g\|_Y \to 0. \tag{6.10}
\]

**Proof:** The previous lemma implies that \( \|N(g)\|_X = O(\|g\|_Y) \) when \( \|g\|_Y \to 0 \). For the improvement we need, take a perturbation of the form \( f = f^0 + \epsilon g \) for some \( \epsilon > 0 \) small. Let \( p \) be the root of \( f \) near \( p_0 \). Because of (6.3) we can write \( p = p^0 + \epsilon q \) for \( q = \frac{g(p)}{\lambda_0} \). Assume \( \|g\|_Y = 1 \), for simplicity. First, note that because of the Taylor theorem we can write

\[
R^\pm_3 = \epsilon q \left[ \delta'_{x_3^\pm a} - \delta'_{p^0 \pm a} \right],
\]

for some \( |x_3 - p^0| \leq \epsilon \nu \). We compute

\[
\left\| \delta'_{x_3 - a} - \delta'_{p^0 - a} \right\|_{H^\theta} = \sup_{\|\phi\|_{H^\theta} = 1} \left| \phi'(x_3 - a) - \phi'(p^0 - a) \right|, \tag{6.11}
\]

where \( \theta = -r + 2\alpha \). Then, because of our choice of \( \theta \), \( H^\theta(-A, B) \subseteq C^1,\beta(-A, B) \), and from (6.11) we deduce that

\[
\left\| \delta'_{x_3 - a} - \delta'_{p^0 - a} \right\|_{H^\theta} \leq c\epsilon^\beta.
\]

As a consequence,

\[
\left\| N^1(\epsilon g) \right\|_X \leq C\epsilon^{1+\beta}.
\]

Next, note that \( R_1 = \epsilon \left[ g(p) - g(p^0) \right] \), so that \( |R_1| \leq \epsilon^2 \|g\|_{C^1, \lambda} \cdot q \), and this gives a bound for \( N^2 \). We handle the rest of the terms in a similar manner, and we conclude that

\[
\|N(g)\|_X \leq C_2\epsilon^{1+\beta}.
\]

for some \( C_2 \) depending on \( \frac{1}{(1-\alpha)^\lambda} \), but independent of \( \|g\|_Y \). The lemma is proved. \( \square \)

**Remark:** The choice of \( s \) in the definition of the function space \( Y \) is made here. In particular, we need \( C^2,\beta \) regularity near the origin in order to have a Lipschitz estimate in Lemma 16.
6.2 Local existence

First we review some basic facts about the nonlinear evolution equation

\[
\begin{cases}
  g_t = Lg + N(g), \\
  g(0) = g_I.
\end{cases}
\]  

(6.12)

Here we always assume that \( L \) is a sectorial operator, \( U \) an open subset of \( Y = X^\alpha \) for some \( 0 \leq \alpha < 1 \) and \( N : U \to X \) a locally Lipschitz function. More precisely, given any \( g \in U \), there exists a neighborhood \( V \subset U \) of \( g \) such that for all \( g, \tilde{g} \in V \), it holds

\[ \|N(g) - N(\tilde{g})\| \leq C \|g - \tilde{g}\|_Y, \]

for some constant \( C \) depending on the neighborhood \( V \).

A solution of this initial value problem on \((0, t_1)\) is a continuous function \( g : [0, t_1) \to X \) such that \( g(0) = g_I \); on \((0, t_1)\) we have \( g(t) \in U \), \( g(t) \in D(L) = Z \), \( \frac{dg}{dt} \) exists, \( t \to N(g(t)) \) is locally H"older continuous, \( \int_0^{t_1} \|N(g(t))\| dt < \infty \) for some \( \mu > 0 \); and moreover the differential equation (6.12) is satisfied on \((0, t_1)\). In particular, we have the Duhamel’s formula

\[ g(t) = e^{Lt}g_I + \int_0^t e^{L(t-s)}N(g(s))ds. \]

It is well known that

**Theorem 18 (Theorem 3.3.3 in [12])** Assume that \( L \) is a sectorial operator, \( 0 \leq \alpha < 1 \), and \( N : U \to X \), \( U \) an open subset of \( X^\alpha \), and \( N \) is locally Lipschitz. Then for any \( g_I \in U \), there exists \( 0 < T = T(g_I) \) such that (6.12) has a unique solution \( g \) on \((0, T)\) with initial value \( g(0) = g_I \).

**Remark:** In fact, it is true that

\[ g \in C^1([0, T), X). \]

Let \( g_I = f_I - g^0 \). The previous theorem assures local existence in time for \( g \) if \( g_I \in U_\rho \). Then, Proposition 15 gives that, the function \( f(x, t) = f^0(x) + g(x, t) \) we construct is a solution to our original problem. Moreover, it has the right signs: it has a unique root in \([-A, B]\), call it \( p(t) \), and it is positive in \([-A, p(t)]\), negative in \((p(t), B]\). The proof is similar as in Lemma 14.
6.3 Existence of a center manifold

In the present section we give the proof the existence of a center manifold for our problem. Here we use follow the approach of chapter 6 in the book [12], that we find very clear and suitable for our purposes; although [6] is the classical one for applications in partial differential equations. Other references are, for instance, [7] and [2].

We consider the equation (6.12). A set \( S \subset X^\alpha \) is a local invariant manifold if for any \( g_I \in S \), there exists a solution \( g(\cdot) \) of the differential equation on an open interval \((t_1, t_2)\) containing 0 with \( g(0) = g_I \) and \( g(\cdot) \in S \) for \( t_1 < t < t_2 \). We say that \( S \) is an invariant manifold if we can always choose \((t_1, t_2) = (-\infty, +\infty)\).

In particular, for a coupled system
\[
\begin{align*}
(g_1)_t &= N_1(g_1, g_2), \\
(g_2)_t &= L_2(g_1 + g_2) + N_2(g_1, g_2),
\end{align*}
\]
we look for invariant manifolds of the form \( S = \{(g_1, g_2) : g_2 = \sigma(g_1)\} \). It is well known that:

**Theorem 19 (Theorem 6.1.2. in [12])** Let \( X_1, X_2 \) be Banach spaces and assume \(-L_2\) is sectorial in \( X_2 \). Let \( U \) be a neighborhood of the origin in \( X^\alpha_2 \) for some \( \alpha < 1 \). Suppose that

1. The operator \( N_2 : X_1 \times U \rightarrow X_2 \) is locally Lipschitz with
   \[
   \|N_2(g_1, g_2) - N_2(\tilde{g}_1, \tilde{g}_2)\|_{X_2} \leq \kappa \left( \|g_1 - \tilde{g}_1\|_{X_1} + \|g_2 - \tilde{g}_2\|_{X^\alpha_2} \right),
   \]
   and
   \[
   \|N_2(g_1, g_2)\|_X \leq N.
   \]
2. The operator \( N_1 : X_1 \times U \rightarrow X_1 \) is locally Lipschitz with
   \[
   \|N_1(g_1, g_2) - N_1(\tilde{g}_1, \tilde{g}_2)\|_{X_1} \leq \mu \|g_1 - \tilde{g}_1\|_{X_1} + M_2 \|g_2 - \tilde{g}_2\|_{X^\alpha_2}.
   \]
3. There exists some \( \gamma_0 > 0 \) such that
   \[
   \|e^{L_2 t}\|_{X_2} \leq C_1 e^{-\gamma_0 t}, \quad \|(-L_2)^\alpha e^{L_2 t}\|_{X_2} \leq C_1 t^{-\alpha} e^{-\gamma_0 t}, \quad \text{for } t > 0.
   \]
4. For some positive constant \( D \),
   \[
   \left\{ g_2 : \|g_2\|_{X^\alpha_2} \leq D \right\} \subset U \quad \text{and} \quad C_1 N \int_0^{\infty} t^{-\alpha} e^{-\gamma_0 t} dt < D.
   \]
(5) For some positive constant $E$,

$$\theta := \kappa C_1 \int_0^{\infty} u^{-\alpha} e^{-\gamma_0 u} e^{(\mu + EM_2)u} du$$

(6.16)

has

$$\theta \leq \frac{E}{1 + E} \quad \text{and} \quad \theta \max \left\{ 1, \frac{(1 + E)M_2}{\mu + M_2E} \right\} < 1.$$

Then there exists an invariant manifold (the center manifold)

$$S = \{(g_1, g_2) : g_2 = \sigma(g_1), -\infty < t < +\infty, g_1 \in X_1\},$$

with

$$\|\sigma(g_1)\|_{X_2^\alpha} \leq D,$$

and

$$\|\sigma(g_1) - \sigma(\tilde{g}_1)\|_{X_2^\alpha} \leq E \|g_1 - \tilde{g}_1\|_{X_1}.$$ 

**Remark:** If $\mu < \gamma_0$ and $\kappa$ is sufficiently small, we can easily satisfy condition 5 above.

**Remark:** Note that condition 4 and 5 ensure global in time existence of solutions, that have been proven to exist only locally in time in Theorem 18. In fact, if the constants $C_1$, $C_2$, $N$ etc satisfy the above conditions, it is easy to check that (see Theorem 5.1.1 in [12])

$$\|g_2\|_{X_2^\alpha} < \rho, \quad \forall t \in (0, T).$$

This implies that the solution exists for all time (Theorem 3.3.4 in [12]) and stays in the neighborhood $U$, i.e.,

$$\|g_2\|_{X_2^\alpha} < \rho, \quad \forall t \in (0, +\infty).$$

In the following, we check that Proposition 19 can be applied in our problem. First, Proposition 12 shows that we can split $X = X_1 \oplus X_2$ with $X_1 = \ker(L)$. The subspace $X_1$ has finite dimension two. We write $g = g_1 + g_2$, $g_1 \in X_1$ and $g_2 \in X_2$. Let $L_i$ be the restriction of the linear operator $L$ to $X_i$, $i = 1, 2$, and let $P$ be the projection on $X_1$ along $X_2$. We denote

$$N_1(g_1, g_2) := PN(g_1 + g_2), \quad N_2(g_1, g_2) := (I - P)N(g_1 + g_2).$$

Thus, our problem (6.12) is equivalent to

$$\begin{cases} 
(g_1)_t = N_1(g_1, g_2), \\
(g_2)_t = L_2(g_2) + N_2(g_1, g_2).
\end{cases}$$

(6.17)

In order to apply Theorem 19, we need to check the Lipschitz condition of the non-linear terms. In the following proposition we give a characterization of $N_1$ and $N_2$. 
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Proposition 20 Consider any $g(\cdot, t) \in X$ such that $f^0 + g(\cdot, t)$ has a unique root in $[-A, B]$, denote it by $p(t)$. Then there exist constants $\gamma_1$ and $\gamma_2$ depending only on $A, B, a$ such that if $g$ is written as $g = g_1 + g_2$, $g_i \in X_i$, $i = 1, 2$, we can write

$$N_1(g_1, g_2) = \gamma_1 R_2(t)g_0 + \gamma_2 R_2(t)h_0,$$

where $g_0, h_0$ are the eigenfunctions of the zero eigenvalue given in Proposition 5, and $R_2(t)$ is defined as in (6.4)

$$R_2(t) := g_x(p(t)) - g_x(p_0).$$

Proof: We write

$$N(g) = N_1(g_1, g_2) + N_2(g_1, g_2),$$

where $N_i(g_1, g_2) \in X_i$, $i = 1, 2$. Because $\{g_0, h_0\}$ is a basis for $X_1$, we can write

$$N_1(g_1, g_2) = k(t)g_0 + z(t)h_0, \quad \int_{-A}^{0} N_2(g_1, g_2) \, dx = \int_{0}^{B} N_2(g_1, g_2) \, dx = 0,$$

for some $k(t), z(t)$ functions. The exact value of these coefficients can be computed thanks to Lemma 13.

On the other hand, consider the expression for $N(g)$ given in (6.7). If we integrate it from 0 to $B$, for each fixed time, we obtain that most of the terms cancel and we are left with

$$I_2[N(g)] := \int_{0}^{B} N(g) \, dx = R_2(t).$$

A similar integration from $-A$ to 0 gives that

$$I_1[N(g)] := \int_{-A}^{0} N(g) \, dx = -R_2(t),$$

where $R_2(t)$ is defined as in (6.4). It follows that $I_1[N(g)] = -I_2[N(g)]$ and from (5.3) we get

$$k(t) = \frac{2(-a + A + B)}{a(a - 2A)(a - 2B)}R_2(t), \quad z(t) = \frac{A - B}{(a - 2A)(a - 2B)}R_2(t),$$

as desired. \qed

With all these ingredients we can prove that:

Proposition 21 Fixed an equilibrium point $f^0$, there exists some $\rho > 0$ such that there exists a center manifold for (6.17) in the neighborhood $U_\rho$ with

$$\|\sigma(g_1)\|_\alpha \leq D,$$

and Lipschitz condition

$$\|\sigma(g_1) - \sigma(\tilde{g}_1)\| \leq E \|g_1 - \tilde{g}_1\|.$$
for $D, E$ given as in Theorem 19.

Proof: It is a consequence of Theorem 19, but we need to check carefully the constants involved. First, note that the operator $-L_2$ generates an analytic semigroup and satisfies the estimates given in (5.2)

$$
\|e^{L_2t}\|_{X_2} \leq C_1 e^{-\gamma_0 t}, \quad \|(-L_2)^\alpha e^{L_2t}\|_{X_2} \leq C_1 t^{-\alpha} e^{-\gamma_0 t},
$$

for some $0 < \alpha < 1$ and $0 < \gamma_0 < \hat{\gamma}$.

Next, we look at the non-linear part. We will work in a neighborhood $U_\rho$ for some $\rho < \min\{\lambda_0, \nu \lambda_0\}$ so that we are in the situation of Lemma 14.

Lipschitz condition (6.13) follows from Lemma 16. On the other hand, (6.15) is a direct consequence of Proposition 20 and (6.9). The Lipschitz constants $\kappa, \mu, M_2$ depend on $\rho$. More precisely, these constants can be estimated by

$$
\frac{1}{(1-c)\lambda^0}O(\rho) \quad \text{in } U_\rho,
$$

when $\rho \leq c\lambda^0$ for some $c < 1$. Fix $\rho_5$ such that condition 5 is satisfied for all $\rho \leq \rho_5$.

Now, in order to check condition 4, we need Lemma 17, since the Lipschitz estimate for $N$ is not enough. We have seen that in this case,

$$
\|N(g)\|_X = C_2 \|g\|_Y^{1+\beta}, \quad \text{when } \|g\|_Y \to 0,
$$

for some $0 < \beta < 1$ and $C_2 = O\left(\frac{1}{(1-c)\lambda^0}\right)$. Then looking at (6.14) we can write

$$
N = \frac{2}{\lambda^0} \rho^{1+\beta} \quad \text{in } U_\rho.
$$

Choose $D = c\rho$, with $c < 1$, we get

$$
C_1 \frac{2}{\lambda^0} \rho^\beta \int_0^\infty u^{-\alpha} e^{-\gamma_0 u} du < c.
$$

Choosing $\rho$ small enough, condition 4 is satisfied.

We conclude that the solution exists globally in time and there exists an invariant manifold

$$
S = \{(g_1, g_2) : g_2 = \sigma(g_1), -\infty < t < +\infty, g_1 \in X_1\},
$$

as we wished. □
6.4 Stability of a family of equilibria

Now we try to understand the decay near the center manifold. We are given an initial condition \( f_I \) with masses

\[
\int_{-A}^{P_I} f = m_1, \quad -\int_{P_I}^B f = m_2.
\]

Assume that it satisfies \( \| f_I - f^0 \|_Y < \rho \) for some \( \rho \) small enough that will be specified later. Here \( f^0 \) is any of the stationary states described in Section 3 with masses \( \tilde{m}_1, \tilde{m}_2 \) (not necessarily equal to \( m_1, m_2 \)). We can take, without loss of generality, \( p^0 = 0 \).

By linearizing around \( f^0 \), we are going to show that there exists a solution \( f \) of the system with initial condition \( f_I \), that exists for all time, and that decays exponentially to a stationary state \( f_\infty \). Moreover, \( f_\infty \) is chosen as the unique stationary state with

\[
\int_{-A}^{P_\infty} f_\infty = m_1, \quad -\int_{P_\infty}^B f_\infty = m_2,
\]

for \( f_\infty(p_\infty) = 0 \).

Global existence and asymptotic decay are given by

**Theorem 22 (Theorem 6.1.4 and Corollary 6.1.5. in [12])** In addition to the hypothesis of Theorem 19, assume that \( \dim X_1 < \infty \), and

\[
r := \theta \left( 1 + M_2 \frac{1 + E}{\gamma_0 - \mu'} \right) < 1,
\]

for \( \mu' = \mu + M_2 E \). Then \( S \) is uniformly asymptotically stable with asymptotic phase. Specifically, there exist \( \delta > 0 \), \( c > 0 \) so that any solution \( (g_1(t), g_2(t)) \) with initial condition satisfying

\[
\| g_2(0) - \sigma(g_1(0)) \|_{X_2^\alpha} < \delta,
\]

exists for all time \( t \geq 0 \) and there is a solution \( \bar{g}_1(t) \) of

\[
(\bar{g}_1)_t = N_1(\bar{g}_1, \sigma(\bar{g}_1))
\]

such that, for \( t \geq 0 \),

\[
\| g_1(t) - \bar{g}_1(t) \| + \| g_2(t) - \sigma(\bar{g}_1(t)) \|_{X_2^\alpha} \leq C e^{-\gamma(t)} \| g_2(0) - \sigma(g_1(0)) \|_{X_2^\alpha},
\]

where

\[
\gamma = \gamma_0 - (\gamma - \mu') r^{1/\alpha} > 0.
\]
Remark: In the proof of this theorem, $\delta$ is chosen so that the solution stays in the domain of existence for all time $t \geq 0$, that it is equivalent to

$$kC_1 e^{-\gamma(t)} \delta < D/2. \quad (6.21)$$

Moreover,

$$c = \frac{M_2(C_1K)^2}{\gamma - \mu'},$$

where $k$ and $K$ are a constants depending only on $\alpha$.

Thus in our problem,

**Corollary 23** The center manifold constructed in Proposition 21 is an attractor if we start with initial condition $g_1 \in U_\rho$ for some $\rho$ small enough.

**Proof:** We take $\rho$ as in the proof of Proposition 21. The value of $\theta$ is given in (6.16). It is clear that we can take a smaller $\rho$ so that (6.20) is satisfied and $\rho \leq \delta$ for $\delta$ given in (6.21). The corollary is a consequence of Theorem 22 and the remark afterwards. $\Box$

Up to this point, we have reduced the problem to understand how the trajectories look like inside the center manifold.

**Proposition 24** Any trajectory in the center manifold of Proposition 21 must be stationary.

**Proof:** A trajectory in the center manifold is given by

$$g = g_1 + g_2, \quad g_1 = c(t)g_0 + d(t)h_0, \quad g_2 = \sigma(g_1).$$

In order to find the coefficients $c(t), d(t)$, we substitute this solution in (6.17),

$$\dot{c}g_0 + \dot{d}h_0 + \partial_1 (\sigma(g_1)) = L(g_1 + g_2) + N(g_1 + g_2),$$

and we project onto $X_1$, thus

$$\dot{c}g_0 + \dot{d}h_0 = N_1(g_1 + g_2).$$

We have an explicit formula for the right hand side, thanks to Proposition 20. Then, looking at each eigenspace, we obtain a system of ordinary differential equations for $c(t), d(t)$:

$$\begin{cases}
\dot{c} = \gamma_1 R_2(t), \\
\dot{d} = \gamma_2 R_2(t),
\end{cases} \quad (6.22)$$
where $\gamma_1, \gamma_2$ are explicit constants depending only on $a, A, B$.

We claim that this system of ODE’s has a unique global solution. For this, consider

$$g(x,t) = c(t)g_0 + d(t)h_0 + \sigma(c(t)g_0 + d(t)h_0).$$

It is easy to check that, for $-\nu \leq p(t) \leq \nu$ and $g_0, h_0$ as in Proposition 5, it holds

$$g_x(p(t),t) = c(t)(1 + \sigma'_x|_{x=p(t)}), \quad g_x(0,t) = c(t)(1 + \sigma'_x|_{x=0}).$$

Taking into account that $R_2(t) = g_x(p(t),t) - g_x(0,t)$, the above system becomes

$$\begin{cases} 
\dot{c} = \gamma_1c(t)(\sigma'_x|_{x=p(t)} - \sigma'_x|_{x=0}), \\
\dot{d} = \gamma_2d(t)(\sigma'_x|_{x=p(t)} - \sigma'_x|_{x=0}).
\end{cases}$$

(6.23)

Theorem 19 ensures that $\sigma$ is a Lipschitz function. It follows that the right-hand side of (6.23) is also a Lipschitz function with respect to the function $c(t)$. Existence of a unique solution locally in time is proven.

We claim now that $c(t) = c_I$ and $d(t) = d_I$ solve system (6.23). Let $g_1(x,t) = c_I g_0(x) + d_I h_0(x)$. We integrate for $x \in (-A,0)$ equation

$$(g_1)_t = N_1(g_1, g_2),$$

we obtain that

$$0 = \frac{d}{dt} \int_{-A}^{0} g_1 \, dx = \int_{-A}^{0} N_1 \, dx = R_2(t).$$

Thus, the claim is proved. This implies that system (6.22) has an unique global in time solution $c(t) = c_I, d(t) = d_I$ (the constant one). \square

In general, the center manifold is not unique and it does not consist only of the stationary points. However, in our case, the set of stationary states has dimension two and is contained in the center manifold. This is a special case and appears in other works, see for instance [9] on the Navier-Stokes equation, that has a similar behavior. In particular,

**Corollary 25** Our center manifold is exactly the set of equilibrium points for (6.17), i.e.

$$\{g \in U_\rho : g = g_1 + g_2, g_1 \in X_1, g_2 = \sigma(g_1)\} = \{g \in U_\rho : Lg + N(g) = 0\}.$$
the same as \( f^0 \). Since we have already classified all the stationary solutions, in particular, because of conservation of mass, it has to be the precise \( f_\infty \).

Note that any stationary solution \( f_\infty \) can be written as a shifted zero eigenvector in the following way:

\[
f_\infty(x) = \begin{cases} 
\lambda_\infty g_0(x - p_\infty) & x \in [-A + p_\infty, B], \\
\lambda_\infty g_0(-A) & x \in [-A, -A + p_\infty]. 
\end{cases}
\]

6.5 Some final remarks

In this last section, we group together a few remarks. First, we can write a more explicit formula for the center manifold. Consider \( f^0 \) a general equilibrium point with \( f^0(0) = 0 \). Consider \( f_\infty \) the unique stationary state corresponding to the initial datum \( f^0 + g_I \), with \( g_I \in U \rho \). Let \( g_I \) be decomposed into our basis of eigenfunctions

\[
g_I = c_I g_0 + d_I h_0 + \tilde{g}_I, \quad \tilde{g}_I \in X_2.
\]

The corresponding solution \( f(x,t) = f^0 + g_1(x,t) + g_2(x,t) \) converges exponentially fast to the equilibrium point

\[
f_\infty = f^0 + c_I g_0 + d_I h_0 + \sigma(c_I g_0 + d_I h_0),
\]

where \( c_I g_0 + d_I h_0 + \sigma(c_I g_0 + d_I h_0) \) belongs to the center manifold. It holds that

\[
h_1(c_I, d_I) := \int_{-A}^{0} f_\infty dx = \lambda_\infty a \left( p_\infty - \frac{a}{2} + A \right) - \frac{\lambda_\infty p_\infty^2}{2} = (c_I + \lambda^0) I_1[g_0] + d_I I_1[h_0],
\]

\[
h_2(c_I, d_I) := \int_{B}^{0} f_\infty dx = \frac{\lambda_\infty p_\infty^2}{2} - \lambda_\infty a \left( B - p_\infty - \frac{a}{2} \right) = (c_I + \lambda^0) I_2[g_0] + d_I I_2[h_0],
\]

taking into account that any general equilibrium point \( f^0 \) can be written as \( f^0 = \lambda^0 g_0 \).

Inverse function theorem shows that given \( c_I \) and \( d_I \), one can uniquely determine \( f_\infty \) (or, equivalently, determine \( p_\infty \) and \( \lambda_\infty \)) from the above formula. More precisely

\[
(\lambda_\infty, p_\infty) = H^{-1}(h_1(c_I, d_I), h_2(c_I, d_I)),
\]

where

\[
H(\lambda, p) = \begin{pmatrix} 
\lambda a \left( p - \frac{a}{2} + A \right) - \frac{\lambda p^2}{2} \\
\frac{\lambda p^2}{2} - \lambda a \left( B - p - \frac{a}{2} \right)
\end{pmatrix}.
\]

In fact, we can compute its derivative \( DH(\lambda^0, 0) \) and get

\[
DH(\lambda^0, 0) = \begin{pmatrix} 
a \left( \frac{-a}{2} + A \right) & \lambda^0 a \\
-a \left( \frac{-a}{2} + B \right) & \lambda^0 a
\end{pmatrix},
\]
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that is positive definite because
\[
\det DH(\lambda^0, 0) = \lambda^0 a^2(B + A - a) > 0.
\]
The inverse function theorem states the existence of a neighborhood near \((\lambda^0, 0)\) such that the function \(H\) is invertible (and continuous). Therefore one can write our function \(\sigma\) as
\[
\sigma(c_I g_0 + d_I h_0) = -(c_I + \lambda^0) g_0 + d_I h_0 + f_\infty(H^{-1}(h_1(c_I, d_I), h_2(c_I, d_I))).
\]

Remark: The regularity of the free boundary \(p(t)\) is given by the following argument: since \(f(\cdot, t) \in C^{2,\beta}(-\nu, \nu)\) and \(f_x(x, t) \geq c\lambda^0\) for all \(x \in (-\nu, \nu)\), the function
\[
p'(t) = -\frac{f_{xx}(p(t))}{f_x(p(t))}
\]
is uniformly bounded in time. This implies \(p(t)\) is Lipschitz regular \(\forall t > 0\).

And to finish, we would like to see that the size of the neighborhood does not depend on the equilibrium we start with. This is achieved through a careful control of constants. In fact taking as family of equilibria all the functions \(f^0\) such that
\[
A := \{f^0\text{admissible} : \lambda^0 \geq \chi\},
\]
we can see that the constants \(C\) and \(C_2\) in Lemma 16 and 17 are uniformly bounded with respect to \(\lambda^0\). Tracing back the constants in the proofs of this section, we have Theorem 3.

7 Appendix

In this last section we give the proof of Lemma 1. The proof of this result in a more general setting is included in the forthcoming paper [11]. For completeness, we briefly summarize here the main steps.
Assume, without loss of generality, that \(A = B = 1, a = 3/4\).
Consider the Hilbert space \(H^p(\mathbb{T}^1)\) for any \(p \in \mathbb{R}\), with norm given by
\[
\|f\|_{H^p} := \sum (1 + n^2)^p|\hat{f}_n|^2,
\]
where \(\hat{f}_n\) are the Fourier coefficients of \(f\) in \([-1, 1]\), i.e., \(f \sim \sum \hat{f}_n e_n\).
The second functional space we deal with is $H^p_\phi(\mathbb{T}^1)$, which is defined through the norm
\[ \|f\|_{H^p_\phi} := \|\phi f\|_{H^p}. \]

Here the function $\phi$ denotes a smooth cutoff function with support on $[-1/2, 1/2]$, identically one on $[-1/4, 1/4]$, strictly increasing on $[-1/2, -1/4]$, and strictly decreasing on $[1/4, 1/2]$. The intersection space $X := H^p \cap H^q_\phi$ has a norm defined as
\[ \|f\|_X := \|f\|_{H^p} + \|\phi f\|_{H^q}. \]

The Laplacian operator acting on $X$ can be written as,
\[ \Delta f = \sum \lambda_n \hat{f}_n e_n, \quad \lambda_n \sim -n^2, \]
where $\lambda_n$ are the eigenvalues of the Laplacian.

Our aim here is to find a functional space $Z$ dense in $X$ such that $\Delta : Z \to X$ is a bounded operator. We claim that this functional space is given by
\[ Z = H^{p+2} \cap H^{q+2}_\hat{\phi}, \]
where $\hat{\phi}$ is another cutoff function such that $\hat{\phi} \equiv 1$ on the support of $\phi$.

The choice of the cutoff functions $\phi$ and $\hat{\phi}$ implies that
\[ \phi \Delta(\hat{\phi} f) = \phi \Delta(f). \]

As a consequence, the operator $\Delta : Z \to X$ is bounded.

The proof of the denseness of $Z$ in $X$ requires some technicalities: first, we will prove that periodic $C^\infty$-functions are dense in $X$. This means that given $f_0 \in X$ and $\epsilon > 0$, we will find a smooth sequence $f_\epsilon$ such that $\|f_\epsilon - f_0\|_X < \epsilon$.

By taking a collection $C$ of overlapping intervals covering $[-1, 1]$, we construct a good approximation for $f_0$ in each subintervals of $C$. Consider for example
\[ C = \{[-1, -1/2], [-5/8, -1/4], [-3/8, 3/8], [1/4, 5/8], [-1/2, 1]\}. \]

Once convergence in each single subintervals is shown, convergence in the whole interval $[-1, 1]$ follows from the convergence in the single subintervals by a partition of unity argument.

The convergence in $H^p$ is guaranteed by the regularity of the heat equation. Indeed, let $f(x, t)$ be the solution of the heat equation $f_t = \Delta f$ with initial condition $f_0$. Then, if $f_0 = \sum \hat{f}_n e_n$, it is well known that
\[ f(x, t) = \sum e^{\lambda_n t} \hat{f}_n e_n. \]
satisfies \( f \to f_0 \) in \( H^p \) when \( t \to 0 \). Moreover, also \( f \to f_0 \) in \( H^q \) on \([-3/8, 3/8]\), away from the vanishing points of the cutoff \( \phi \).

On the subinterval \([-5/8, -1/4]\) we regularize the function \( f_0 \) as \( f_\epsilon = \theta_\epsilon \ast f_0 \) where \( \theta \) is a mollifier with support in \((0, 1)\) and \( \theta_\epsilon(x) = \frac{1}{\epsilon} \theta(x/\epsilon) \), with \( \text{supp} \theta_\epsilon = (0, \epsilon) \). Since \( f_0 \in H^p \), it is known that \( f_\epsilon \to f_0 \) in \( H^p \).

It remains to prove that \( \phi f_\epsilon \) converges to \( \phi f_0 \) in \( H^q \): since \( \phi f_0 \in H^q \), one can consider a small shifting \( \phi(x - t) f_0(x) \in H^q \) for \( t \in (0, \epsilon) \), so that \( \phi(x) f_0(x + t) \in H^q \). In this way, the function \( \phi(x) f_\epsilon(x) \), defined as

\[
\phi(x) f_\epsilon(x) = \phi(x) \int_0^\epsilon f_0(x + t) \theta_\epsilon(t) dt, \tag{7.24}
\]

still belongs to \( H^q \) with norm uniformly bounded with respect to \( \epsilon \), depending on \( \|\phi f_0\|_{H^q} \).

The term \( \|\phi f_\epsilon - \phi f_0\|_{H^q} \) can be rewritten as

\[
\|\phi f_\epsilon - \phi f_0\|_{H^q} \leq \|\phi(f_\epsilon - \psi_\epsilon)\|_{H^q} + \|\phi(\psi_\epsilon - \psi)\|_{H^q} + \|\phi(f_0 - \psi)\|_{H^q},
\]

where \( \psi_\epsilon := \theta_\epsilon \ast \psi \).

The first term of the sum can be uniformly bounded by \( \|\phi(f_0 - \psi)\|_{H^q} < \delta/3 \) (in the same way \eqref{7.24} is bounded by \( \|\phi f_0\|_{H^q} \)).

Due to a standard property of mollifiers, we have that \( \|\phi(\psi_\epsilon - \psi)\|_{H^q} \leq \delta/3 \).

Finally, for all \( \delta > 0 \), there exists a function \( \psi \in C^\infty \) with compact support in the interval \([-5/8, -1/4]\) such that \( \|\phi(f_0 - \psi)\|_{H^q} \leq \delta/3 \).

This implies that for every \( \epsilon \) small enough, one can find a \( \delta \) such that \( \|\phi f_\epsilon - \phi f_0\|_{H^q} \leq \delta \).

Once the proposition is true for the \( \Delta \) operator, then it is true in our case, where we deal with a bounded perturbation of the Laplacian:

\[
Lg := g_{xx} - g_x(0) \left[ \delta_{x=-\frac{3}{4}} - \delta_{x=\frac{3}{4}} \right] + g(0) \left[ \delta'_{x=-\frac{3}{4}} - \delta'_{x=\frac{3}{4}} \right].
\]

It is easy to check that

\[
\|Lg\|_X \leq \|\Delta g\|_X + \|g\|_{C^1_b} \leq C \|g\|_Z.
\]

\[
\square
\]
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