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Abstract—Motivated by the heterogeneous nature of devices participating in large-scale Federated Learning (FL) optimization, we focus on an asynchronous server-less FL solution empowered by Blockchain (BC) technology. In contrast to mostly adopted FL approaches, which assume synchronous operation, we advocate an asynchronous method whereby model aggregation is done as clients submit their local updates. The asynchronous setting fits well with the federated optimization idea in practical large-scale settings with heterogeneous clients. Thus, it potentially leads to higher efficiency in terms of communication overhead and idle periods. To evaluate the learning completion delay of BC-enabled FL, we propose an analytical model based on batch service queue theory. Furthermore, we provide simulation results to assess the performance of both synchronous and asynchronous mechanisms. Important aspects involved in the BC-enabled FL optimization, such as the network size, link capacity, or user requirements, are put together and analyzed. As our results show, the synchronous setting leads to higher prediction accuracy than the asynchronous case. Nevertheless, asynchronous federated optimization provides much lower latency in many cases, thus becoming an appealing FL solution when dealing with large data sets, tough timing constraints (e.g., near-real-time applications), or highly varying training data.
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1 INTRODUCTION

Motivated by the decentralization of Machine Learning (ML) training, Federated Learning (FL) has emerged as a popular solution by providing low communication overhead and enhanced user privacy and security [1]. Differently from traditional ML methods, where training data is centralized to data centers, FL proposes an innovative scheme whereby training is held at end devices (also referred to as clients) without the need of data exchange. Instead, model parameters are exchanged to optimize a global function distributively, which allows preserving privacy among participants.

Federated optimization has opened the door to an unprecedented way of sharing insights on data among interested parties (e.g., users with sensitive information or organizations that are reluctant to disclose proprietary data), thus accelerating the proliferation of collaborative ML models with rich data sets. Accordingly, FL may represent a key enabler for efficiently and securely handling the vast quantity of information that is now used for monitoring, controlling, and optimizing operations in different sectors. Examples can be found in different areas, such as medicine [2], [3] and telecommunications [4]. In the telecom sector, the emergence of ML for networking has led to an increasing need for handling massive amounts of data [5], so FL can potentially reduce network congestion while preserving privacy [6]. Some prominent use cases are autonomous driving [7], unmanned aerial vehicle (UAV)-based wireless networks [8], edge computing [9], or Internet-of-Things (IoT) intelligence [10].

In traditional FL, the distributed learning operation is orchestrated by a central server that gathers local updates and returns an aggregated global model to clients. Through this approach, all the responsibility falls to the central server, which entails a security bottleneck. Moreover, through centralized orchestration, updates are gathered in an ordered manner, meaning that in each iteration, the server needs to wait for all the clients before returning a new global update. The main drawback of this approach is that it leads to high idle times (determined by the slowest client). In practical deployments, clients are heterogeneous in terms of computation and communication capabilities and may be available during irregular periods. Another unsolved issue in FL lies in data verification: clients may collude or act maliciously and submit local updates to bias the global model accuracy.

In this paper, we address the issues posed by the centralized FL approach and propose the adoption of server-less FL, whereby the FL operation is supported by infrastructure-less communications. More specifically, we focus on Blockchain (BC) technology to empower decentralized, server-less FL applications, which provides enhanced security via tamper-proof properties. BC has already been used in FL applications under synchronization assumptions [11]. However, we consider that a BC-enabled server-less FL approach naturally fit an asynchronous operation since model aggregation is performed as new data arrives. This approach also fits well real-world FL use cases, and as such is useful to address challenging scenarios with thousands to millions of devices operating distributively. Indeed, asynchronous learning has been proven to effectively reduce the iteration time by reducing idle times while providing high accuracy [12], which allows to properly address scalability for a certain types of convex problems [13]. Fig. 1 illustrates both synchronous and asynchronous FL methods.
in a centralized setting.
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The introduction of BC to networking applications has, however, well-documented weaknesses [14], including scalability, storage, and security aspects. To shed light on the feasibility of the BC-enabled FL approach, we provide an analytical model for characterizing the BC-enabled FL end-to-end latency. Based on this model, we provide an in-depth evaluation of the synchronous and the asynchronous BC-enabled server-less FL solutions and study the trade-off between the learning iteration time and the learning accuracy of each considered approach. While the synchronous solution grants high learning accuracy, the asynchronous one provides timely ML optimizations in large, heterogeneous deployments. In this regard, we also showcase the importance of the BC network capacity, which is essential for the proper execution of the consensus, on the FL end-to-end latency. The contributions of this paper are summarized as follows:

1) We outline the use of BC to enable server-less FL applications (referred to as s-FLchain), which allows removing the need for a central server to orchestrate the learning operation in FL. Both synchronous (s-FLchain) and asynchronous (a-FLchain) training modes are explored.

2) We develop an analytical framework to derive the end-to-end latency associated with FLchain, which can be applied to both synchronous and asynchronous settings. A key aspect of the proposed framework is the batch-service queue model for measuring the queuing delay in a BC system, which is essential to capture asynchronous model update.

3) We study the effect that BC parameters have on the end-to-end training procedure in server-less FL.

4) We analyze the performance of s-FLchain and a-FLchain in terms of learning accuracy and completion time through simulations. For that, we use the well-known MNIST data set for handwritten characters recognition.

The rest of the paper is structured as follows: Section 2 overviews the related work on FLchain and queuing models for BC. Section 3 introduces aspects related to FL and BC technologies, as well as to their convergence to FLchain. Section 4 details the models used to characterize FLchain, for both synchronous and asynchronous training approaches. Section 5 provides the end-to-end latency framework for FLchain, including the batch service queue model for the BC queuing delay. In Section 6 we evaluate the performance of s-FLchain and a-FLchain. Section 7 elaborates on the most promising open directions. Finally, Section 8 concludes the paper.

2 RELATED WORK

With the emergence of infrastructure-less network scenarios, the optimization carried out in FL is moving out of the central server to be handled in a decentralized manner [15]. One of the first methods used to carry out server-less FL is based on the Gossip algorithm [16], which has been applied for deep learning (DL) distributed training with remarkable success [17]. Other solutions such as the one presented in [18] advocate for hybrid settings, where clients can use device-to-device (D2D) links to aggregate information from nodes away from the base station (BS).

To enable server-less FL, BC technology has been introduced as an appealing solution, providing trust, transparency, and immutability [19], [20]. In this regard, the concept of FLchain was firstly coined in [21], [22], where BC was proposed to store model updates in blocks, therefore removing the figure of the central server. A systematic survey on FLchain can be found in [23]. FLchain has been embraced for 5G and beyond applications [24], including use cases such as data sharing in industrial IoT [25], enabling data-driven cognitive computing in Industry 4.0 [26], or enhancing trust in autonomous vehicles [27], [28] (e.g., mobility verification, traffic prediction). A noteworthy implementation of an FLchain simulator has been provided in [29] for edge computing environments. Additionally, an Ethereum-based implementation of FLchain was provided in [30], which was evaluated through numerical results. As for the realization of FLchain, it has been envisioned to run over multiple architectural solutions, thus being empowered by paradigms like edge computing [21], fog computing [31], or peer-to-peer (P2P) communications [11], [32].

Regarding the training procedure in FLchain, most of the existing works consider synchronized approaches, which require gathering all the local model updates before generating a block. The FL iteration time is thus determined by the slowest user. Following the synchronous assumption, the FLchain performance may be deteriorated in heterogeneous networks, where devices have different communication and computation capabilities. Moreover, concerning the BC, generating large blocks (including information from a huge number of users) contributes to the instability of the BC, given that forks are more likely to occur as the block propagation time increases [33]. As a result, including many synchronized local updates in a single block (as done in [11], [34]) may lead to severe performance issues as the number of participating FL nodes increases.

When it comes to asynchronous training in FLchain, only a reduced number of contributions can be encountered in literature. In particular, the works in [24], [35] proposed a BC-enabled asynchronous FL solution for data sharing among vehicles. In this scenario, real-time communication becomes very challenging due to vehicles’ unavailability
and potential bandwidth constraints, so that asynchronous operation is a better fit, compared to synchronous solutions. On the topic of asynchronous learning in traditional FL settings, we refer the interested author to the survey in [36] and references therein.

As for the performance evaluation of FLchain, several works can be found, which provide analytical and simulation results of the network overhead and training completion latency. In [11], an end-to-end latency model is provided by identifying the necessary steps both for FL (compute model updates, transmit updates, and model aggregation) and BC (mining, validation, and block propagation). Similarly, the work in [27] follows a step analysis to derive the delay incurred by the BC to FL training. Another relevant work is [37], which analyzes the transaction confirmation latency of an asynchronous BC-enabled FL application for IoT. Differently, the work in [38] analyzes the communication cost of FLchain and provides a deep reinforcement learning mechanism to improve a utility function that captures the trade-off between the learning time and the learning accuracy. Some of the abovementioned works rely on the synchronization of devices and miners in each FL step, including local and global model updates. Such a requirement leads to disregarding the queuing time associated with asynchronous training, which has a strong impact on the transaction confirmation time. To properly capture the impact of BC on FL, a deeper analysis of the FLchain end-to-end latency is required.

Similarly to what we previously proposed in [39], in this paper, we develop a novel batch-service queue model to characterize the latency of FLchain. Blockchain queue theory is an emerging field that has recently been introduced in [40], followed by the approaches in [11], [42], [43].

The work in [40] proposed a batch service queue model to understand the stochastic behavior of the transaction-confirmation process in Bitcoin. In a batch service queue, packets leave the queue in batches, rather than individually. This property is useful to capture the transactions life-cycle in a BC, which are gathered before being served (mined). The batch-service queue approach has been further extended and evaluated in [41], [42]. Unlike the existing literature in batch-service queuing, our model characterizes timers and forks. While timers are employed to guarantee a maximum time between mined blocks, forks are a direct consequence of the consensus protocol used by miners. As a result, disregarding the effects of timers and forks may lead to poor accuracy when deriving the BC queue status (e.g., the number of transactions in it) and the expected delay.

3 Enabling Secure, Decentralized Federated Learning through Blockchain

3.1 Federated Learning

In FL, a server interacts with clients, so that a global model is iteratively optimized, based on local updates. In an FL iteration, the server pushes a global model (e.g., parameters) to a set of clients, which perform on-device training (e.g., training a neural network for several epochs, based on different local data partitions) and upload their model updates. Once model updates are collected and aggregated by the server, a new global update is calculated. More iterations are run until convergence.

Formally, the goal of a FL algorithm is to solve a supervised learning optimization problem in a distributed (federated) manner. To that purpose, a set of $K = \{1, 2, \ldots, K\}$ clients attempt to simultaneously optimize the global model parameters $w \in \mathbb{R}^d$ by using their local data $\{x_k, y_k\}$ with size $N_k$. More specifically, clients’ local losses, given by $l_k(w, x_k, y_k)$, are combined to minimize a global finite-sum cost function $l(\cdot)$:

$$\min_{w \in \mathbb{R}^d} \min_{w \in \mathbb{R}^d} \sum_{k=1}^{K} \frac{N_k}{N} l_k(w, x_k, y_k)$$  (1)

Originally, the model parameters were optimized using the distributed approximate Newton method [1]. But then the federated averaging (FedAvg) method [41] was widely adopted due to its effectiveness for non-convex problems and to its ability to reduce the communication overhead for synchronized stochastic gradient descent (SGD). In FedAvg, FL clients run multiple epochs of SGD before sending their locally computed gradients to the server, which updates the global model accordingly. Beyond FedAvg, other optimization mechanisms have been proposed to improve on convergence and efficiency aspects [45].

Another important aspect of federated optimization lies in the communication with/among clients (either for client-server or decentralized D2D architectures), as convergence depends on the acceptance of a general model over a typically high number of different local distributions. For synchronized methods to achieve consensus, assumptions such as IIDness (statistical heterogeneity on clients’ data) or strong convexity of the loss function (to be twice-continuously differentiable) are typically required [9], [46], [47]. However, these properties may not hold in more challenging scenarios, where data sets are heterogeneous, clients’ availability is highly variable, or updates are provided asynchronously [48], [49]. Under these circumstances, it is challenging to provide convergence proofs, but several works advocate for speeding up performance through complementary tools like estimating the missing local updates through DL [16].

3.2 Blockchain Technology

Blockchain is a type of distributed ledger technology (DLT) that collects information in the form of transactions, which are gathered in blocks that are chained one after the other based on advanced cryptographic techniques. In essence, each block uses the hash value from the previous block to define its own structure (the first block is referred to as genesis block), thus leading to a tampered-proof sequence of information. To agree on the status of the chain (e.g., adding a new block), a set of participating nodes (typically referred to as miners) apply certain predefined consensus mechanisms (e.g., solving a mathematical puzzle), which is commonly referred to as mining. The implementation of consensus mechanisms ensures that any malicious change on data (e.g., for double-spending purposes) would not be accepted by the majority.
Fig. 2 summarizes the steps carried out to add transactions to a BC. First (point 1, in blue), users submit transactions to the miners’ P2P network, which are responsible for verifying and propagating them to the rest of the miners (point 2, in red). Once a new block is ready to be appended to the BC, miners run a given consensus algorithm for deciding the node responsible for updating the chain (point 3, in green). Due to the distributed nature of the consensus algorithm, forks may occur if two or more miners come across the solution of a block at the same time, which leads to a conflict. When a fork occurs, the longest chain prevails and invalidates the transactions included in secondary chains.

As noticed, the consensus is the core of BC technology, since it allows for securely and reliably exchanging data in a decentralized (and sometimes unreliable) network. Some of the most important consensus protocols are Proof-of-Work (PoW) [50], Proof-of-Stake (PoS) [51], Practical Byzantine Fault Tolerance (PBFT) [52], or Ripple [53]. Throughout this work, we focus on PoW since it provides a high level of decentralization and raises interesting challenges in large-scale BC deployments.

### 3.3 Blockchain for Federated Learning (FLchain)

The realization of decentralized (server-less) FL through BC technology is often referred to as FLchain [21], [54]. In FLchain, FL devices exchange local information (e.g., gradients) through a BC, which keeps track of the individual model updates and allows performing model aggregation without using a central server (see Fig. 3). Notice that the global model can be built either by the clients or by some intermediary nodes (e.g., edge servers acting as miners), which allows for a fully decentralized learning procedure. In [11], for instance, the local FL model updates are included in blocks, to be later aggregated by individual devices. In contrast, in [32], local updates are first spread and pre-processed by miners using Gossip, and then global updates are recorded in blocks.

Taking into account the integration of BC into the FL operation, we identify the following iterative steps, which are executed either synchronously or asynchronously:

1) **Local computation**: using local data, each client updates the model parameters by running a certain optimization mechanism (e.g., SGD).

2) **Transactions gathering**: the local updates generated by clients are sent to miners and spread throughout the entire P2P network.

3) **Block generation**: once enough valid transactions are collected (determined by the maximum block size), or if a maximum waiting time is exceeded, a candidate block is generated to be mined.

4) **Block mining**: a consensus mechanism (e.g., solving a puzzle) is applied to decide the next block to be appended to the BC.

5) **Block propagation**: after running a consensus mining algorithm, the mined block is propagated throughout the P2P network.

6) **Global model aggregation**: using the information included in accepted blocks (i.e., local model updates), a global model update is derived. This step could be done locally or by devices with enough computational power (e.g., edge servers). In [11], [32], for instance, each client updates the global model by itself, unlike the case in Fig. 3.

7) **Block download**: clients download the latest block from the closest miner, which contain the global model update, \( w^{t+1} \).

In s-FLchain, the global model is initially downloaded by clients and then optimized in parallel, based on local data. Once all the local updates are uploaded to the BC network, a new block is generated and mined. The latest block contains all the local updates for updating the global model in a new iteration, so the block size (\( S_B \)) needs to be adapted to accommodate all of them. In a-FLchain, in contrast, clients perform local computation and submit local updates asynchronously. A new block is generated when the maximum block size (\( S_B \)) is reached, or when a predefined waiting timer (\( \tau \)) expires.

As noticed, the block size is an important parameter in FLchain. Setting it properly may have a high impact on the BC’s throughput and, in consequence, on the FL completion time. In particular, the larger the block size, the higher the quality of the information provided in a single FL iteration, but the higher the fork probability and the transaction confirmation latency. Optimizing the optimal block size is a complex task that requires attention since it poses a trade-off between the block propagation delay and the fork probability. The optimization of the block size is out of the scope of this paper and is left as future work.
4 System Model

4.1 Federated Learning Model

Let \( K \) (with size \( |K| = |\mathcal{K}| \)) be a set of clients or learners attempting to optimize a global model \( w \in \mathbb{R}^d \) by minimizing a loss function \( l(w) \). Each client \( k \in K \) has a local data set \( \{x_k, y_k\} \) with features and labels of size \( N_k \), which is a subset of the entire data set (of size \( N \)) available across all the clients \( \mathcal{X} \cup_{k=1}^{K} \{x_k, y_k\} \). During \( t \in 1, 2, \ldots, T \) iterations, a subset of clients \( K_t \in K \) with computational power \( \xi_t \) is sampled to compute local model updates \( w_{k_t}^{t+1}, \forall k \in K_t \), which are later aggregated to provide a global model update \( w_{t+1} \). The FL operation stops after an arbitrary horizon or when \( |l(w^t) - l(w^{t-1})| \leq \varepsilon \), being \( \varepsilon \in \mathbb{R} \) a small error tolerance constant.

FedAvg with SGD is applied to compute the global model parameters. Under this setting, clients run \( E \) epochs of SGD on their local data. In the traditional FL setting, local updates are sent to the server. In contrast, for FLchain, the updates are included in candidate blocks to be mined. For a single epoch, the local model parameters are updated by client \( k \) as follows:

\[
\begin{align*}
    w_{k_t}^{t+1} &= w^t - \eta_t \nabla w^t_k(x_t, y_t),
\end{align*}
\]

where \( \eta_t \) is the learning rate for local updates (we use \( \eta \) for global updates), and \( \nabla w^t_k(x_t, y_t) \) is the average loss gradient of client \( k \), based on the local data set \( \{x_k, y_k\} \), with respect to the global model \( w^t \).

Upon receiving local updates, aggregation is done and the global model is updated by running a gradient-based global optimizer. More specifically, FedAvg updates the global model weights as follows:

\[
    w^{t+1} = \sum_{k \in K_t} \frac{N_k}{N} w_{k_t}^{t+1}
\]

The synchronous and the asynchronous versions of FLchain, s-FLchain and a-FLchain, are described in detail in Algorithm 1 and Algorithm 2, respectively.

4.2 Communication Model

We consider \( P \) orthogonal wireless channels under frequency division multiple access (FDMA) for supporting the communication among clients and peer nodes. For a given transmitter-receiver pair \( \{i, j\} \), the data rate of the link \( R_{i,j} \) depends on the bandwidth \( b_i \) allocated to the transmitter and the signal-to-interference-plus-noise ratio (SINR), \( \gamma_j \), at the receiver:

\[
R_{i,j} = b_i \log_2(1 + \gamma_j)
\]

The SINR at node \( j \) can be expressed as follows:

\[
\gamma_j = \frac{P_i G_{i,j}}{\sum_{l \neq i,j} P_l G_{l,j} + \sigma_0},
\]

where \( P_i \) is the power used by transmitter \( i \), \( G_{i,j} \) is the channel gain, and \( \sigma_0 \) is the noise power. Regarding the path-loss model, the loss at distance \( d \) is given by:

\[
PL(d) = P_i - PL_0 + 10 \alpha \log_{10}(d) + \sigma + \frac{d \zeta}{10},
\]

where \( P_i \) is the power at the output of the transmitter’s antenna, \( PL_0 \) is the loss at the reference distance, \( \alpha \) is the path-loss exponent, \( \sigma \) is the shadowing factor, and \( \zeta \) is the obstacles factor.

Algorithm 1: Implementation of s-FLchain

1. Initialize: \( t = 1 \), \( \eta_t, \eta_t \rightarrow w^t = w^0, \varepsilon \)
2. while \( |l(w^t) - l(w^{t-1})| > \varepsilon \) do
3. \( K_t \sim \mathcal{U}(K) \) \( \triangleright \) sample random clients from \( K \)
4. for \( \forall k \in K_t \) (in parallel) do
5. Download \( w^t \)
6. \( w_{k_t}^{t+1} \leftarrow \text{LocalUpdate}(w^t, \eta_t, x_k, y_k) \)
7. SubmitLocalUpdate(S\textsubscript{tr}, C\textsubscript{tk})
8. end
9. MineBlock(\( \lambda, \xi_t \))
10. PropagateBlock(S\textsubscript{b}, C\textsubscript{tk})
11. \( w_{k_t}^{t+1} \leftarrow \text{GlobalUpdate}(w^t, w_{k_t}^{t+1}, \eta) \)
12. \( t \leftarrow t + 1 \)
13. end
14. LocalUpdate(w^t, E, \eta_t, x_k, y_k): \( E \) epochs of SGD are executed to optimize \( l_k(w^t) \)
15. GlobalUpdate(w^t, w_{k_t}^{t+1}, \eta): \( \text{the server aggregates the local updates } w_{k_t}^{t+1} \text{ to generate a global model } w^t \)
16. SubmitLocalUpdate(S\textsubscript{tr}, C\textsubscript{tk})
17. MineBlock(\( \lambda, \xi_t \))\( \triangleright \) transactions with size \( S_b \) are sent through a link with capacity \( C \)
18. PropagateBlock(S\textsubscript{b}, C\textsubscript{tk})\( \triangleright \) blocks with size \( S_b \) are sent through a link with capacity \( C \)

Algorithm 2: Implementation of a-FLchain

1. Initialize: \( t = 1 \), \( \eta_t, \eta_t \rightarrow w^t = w^0, \varepsilon \)
2. while \( |l(w^t) - l(w^{t-1})| > \varepsilon \) do
3. Clients (asynchronously):
4. Download \( w^t \)
5. \( w_{k_t}^{t+1} \leftarrow \text{LocalUpdate}(w^t, \eta_t, x_k, y_k) \)
6. \( w^t \leftarrow \text{SubmitLocalUpdate}(S\textsubscript{tr}, C\textsubscript{tk}) \)
7. Blockchain (in parallel):
8. if \( |w^t| \geq S_b \) or \( \tau \) has expired then
9. MineBlock(\( \lambda, \xi_t \))
10. PropagateBlock(min(|u_t|, S\textsubscript{b}), C\textsubscript{tk})
11. \( w_{k_t}^{t+1} \leftarrow \text{GlobalUpdate}(w^t, w_{k_t}^{t+1}, \eta) \)
12. \( t \leftarrow t + 1 \)
13. Restart \( \tau \)
else
14. Wait
end

15. LocalUpdate(w^t, E, \eta_t, x_k, y_k): \( E \) epochs of SGD are executed to optimize \( l_k(w^t) \)
16. GlobalUpdate(w^t, w_{k_t}^{t+1}, \eta): \( \text{the server aggregates the local updates } w_{k_t}^{t+1} \text{ to generate a global model } w^t \)
17. SubmitLocalUpdate(S\textsubscript{tr}, C\textsubscript{tk})\( \triangleright \) transactions with size \( S \) are sent through a link with capacity \( C \)
18. MineBlock(\( \lambda, \xi_t \))\( \triangleright \) blocks are mined with block generation rate \( \lambda \)
19. PropagateBlock(S\textsubscript{b}, C\textsubscript{tk})\( \triangleright \) blocks with size \( S_b \) are sent through a link with capacity \( C \)
4.3 Blockchain Model

We consider a public BC for publishing the FL local parameters in the form of transactions, each of size $S_{tr}$, to be aggregated in blocks of size $S_{B}$ (including headers). The P2P network maintaining the BC is formed by $M$ miners, each one running PoW in parallel. In PoW, the first miner to correctly solve and propagate the answer of a puzzle is allowed to append a block to the BC. Other consensus mechanisms in the literature \[55\] suit a wide range of applications (e.g., public/private governance, small/big P2P networks, high/low transparency, etc.), but PoW grants a high degree of decentralization and offers robustness in massively operated BCs. For further discussion on different consensus mechanisms refer to Section 7.4.

As a result of the PoW operation, the performance of the BC can be hindered by forks. A fork is a split of the BC into different states, and can potentially compromise the overall agreement among participants, and thus threaten stability. Forks typically occur when two or more miners solve the nonce of a candidate block almost simultaneously, i.e., before the block has been propagated by a single miner. For a fixed mining difficulty ($D$) and miners’ computational power ($\xi_{m}^{M}$), assuming the synchronous operation of $M$ miners and given the block propagation delay $\delta_{fp}$ (see the following sections for more details), we define the fork probability as:

$$p_{fork} = 1 - e^{-\lambda(M-1)\delta_{fp}}$$  \hspace{1cm} (7)

Note that the mining procedure, as widely adopted in the literature \[56\], follows an exponential distribution with parameter $\lambda$ (the expected block generation time is $1/\lambda$), so the time between mined blocks can be represented by a Poisson inter-arrival process.

In s-FLchain, miners must wait for all the local updates before building a block. As for a-FLchain, the waiting time is affected by the transaction arrivals and the maximum waiting time $\tau$, among other parameters. In particular, we model the arrivals process through a Poisson distribution with parameter $\nu$, which is a function of the clients’ activity (it depends on the size of their local data sets and their computation and communication capabilities). We define $\nu$ as follows:

$$\nu = \left\lfloor K \left( \min_{m \in M} \frac{1}{K} \sum_{k=1}^{K} \left( \frac{S_{B}}{R_{m,k}} + \left| x_{k} \right|\xi^{FL} + \frac{S_{tr}}{R_{k,m}} \right) \right)^{-1} \right\rfloor,$$  \hspace{1cm} (8)

where $\xi^{FL}$ is the required amount of CPU cycles to process a single FL training data point and $S_{tr}$ is the size of a transaction including a client’s local update. We would like to remark that the parameter $\nu$ is hard to estimate because it depends on the transaction confirmation latency, which also depends on $\nu$. Notice that submitting a transaction (a model update) to the BC is a blocking process from the point of view of a single node: once a transaction is submitted, it needs to wait until the next mined block before generating a new local update (a global model update is required before computing and submitting the next local update).

5 Delay Analysis of Blockchain-enabled Federated Learning

5.1 FLChain iteration latency

To measure the necessary time to perform the s-FLchain and a-FLchain procedures defined in Section 3.3, we identify the following delays:

1) Block filling delay ($\delta_{bd}$): a block is filled with transactions (i.e., local updates) from clients. This includes local model computation (clients run gradient descent on their own data set to update the local model) and local model upload (clients submit their local updates to the closest miner).

2) Block generation delay ($\delta_{bg}$): miners run PoW to find the block’s nonce, or until receiving a new valid mined block.

3) Block propagation delay ($\delta_{bp}$): mined blocks are propagated throughout the entire P2P network. We assume that all the miners receive the propagated blocks simultaneously.

4) Global model aggregation delay ($\delta_{agg}$): a global model update is generated by aggregating the local updates from the latest mined block. The aggregation procedure can either be done by clients (fully decentralized) or by miners (edge computing-based). In case aggregation is performed by clients, the block download procedure is done first.

5) Block download delay ($\delta_{bd}$): clients download the latest propagated block from miners, containing either the local updates from the previous iteration or the updated global model, depending on the model aggregation approach.

Gathering all the delays in FLchain, and by taking into account the negative implications of forks, we define the expected iteration time ($T_{iter}$) as:

$$T_{iter} = \frac{\delta_{bd} + \delta_{bg} + \delta_{bp}}{1 - p_{fork}} + \delta_{agg} + \delta_{bd},$$  \hspace{1cm} (9)

Notice that the block filling, the block generation, and the block propagation operations are affected by forks. Therefore, these steps may potentially be repeated in case conflicts arise.

5.2 Batch-service queue model for a-FLchain

In s-FLchain, all the devices are assumed to be synchronized, so the time for gathering transactions in a block is deterministic and depends on the slowest node:

$$\delta_{bd}^{ync} = \max_{k \in K} (\delta_{c}^{k} + \delta_{ul}^{k})$$  \hspace{1cm} (10)

where $\delta_{c}^{k}$ and $\delta_{ul}^{k}$ are the local computation and local model upload delays, respectively, at the $k$-th client. These delays depend on each device’s computation and communication capabilities.

In contrast, in a-FLchain, transactions are collected asynchronously, following a random distribution that depends on the clients’ activity. In particular, a block is generated when enough transactions have been collected by miners (which depends on the block size $S_{B}$), or when a maximum waiting time $\tau$ is exceeded. To capture the block filling
latency in the asynchronous case, we focus on queue theory and derive the batch-service queue model illustrated in Fig. 4. As shown in the figure, the block filling procedure is determined by the block size $S_B$, the arrivals rate $\nu$, and by the maximum waiting time $\tau$. If the number of arrivals is enough for filling a block before $\tau$ expires, then a block with size $S_B$ is generated following PoW. Otherwise (the timer expires), a lower number of transactions than $S_B$ is included to the candidate block.

![Batch-service queue model for a-FLchain](image)

Fig. 4. Batch-service queue model for a-FLchain.

We model the states of a finite queue (with size $S$) at the departure states through a Markov chain, with states indicating the queue occupancy (number of transactions) just before a departure. In particular, the state of the batch service queue at the $n$-th departure instant is given by:

$$q_n = \min\left\{ q_{n-1} + a(q_{n-1}) - d(q_{n-1}), S - d(q_{n-1}) \right\}, \quad (11)$$

where $q_{n-1}$ is the state of the queue before the previous departure, $a(q_{n-1})$ is the number of new arrivals during the last inter-departure epoch, and $d(q_{n-1})$ is the number of packets delivered in a batch. The queue state after departures is illustrated in Fig. 5 which considers a simple example of a queue with $S_B = 2$.

![Inter-departure states in a batch-service queue with $S_B = 2$.](image)

Fig. 5. Inter-departure states in a batch-service queue with $S_B = 2$.

As shown in the figure, the queue status at the beginning is $q_0 = 0$ (the queue is empty). During the inter-departure time, we observe an arrival, which occurred during the block generation period. In this case, $\tau$ expired before noticing any arrival during the block filling time, thus no packets are included in the mined block. During the next inter-departure period (starting from $q_1 = 1$) we find one more arrival that completes the block, so block generation is performed before the timer expires. Finally, a new arrival is noticed during the mining time, so the queue ends up in $q_2 = 1$.

The departure probability distribution $\pi^d$ is obtained by solving $\pi^d = \pi^dP$ (with normalization condition $\pi^d1^T = 1$), where $P$ is the transition-probability matrix for departure states. Assuming that arrivals and departures follow independent Poisson and exponential distributions, respectively, the transition probabilities in $P$, for any pair of states $(i, j)$, are obtained as follows:

$$p_{i,j} = \begin{cases} \frac{\lambda}{\lambda + \nu} \left( \frac{\nu}{\lambda + \nu} \right)^{j-(i-d(i))}, & [i-d(i)]^+ \leq j < S-d(i) \\ 1 - \sum_{l=0}^{S-d(i)-1} p_{i,l}, & j = S-d(i) \\ 0, & \text{otherwise} \end{cases} \quad (12)$$

Next, using the Poisson arrivals see time averages (PASTA) property, we obtain the steady-state queue distribution $\pi^s$, which will later allow us to derive the expected queuing delay based on Little’s law \cite{57}. From $\pi^d$, we compute $\pi^s$ for states $s < S$:

$$\pi^s = \frac{1}{\nu E[T^s]} \sum_{i=0}^{s} \pi^d \left( \sum_{j=s-d(i)+1}^{S-d(i)} p_{i,j} \right) + \sum_{j=1}^{S_{B}^{-1}} \left( \sum_{l=0}^{S-d(j-1)+1} p_{j,l} \right) \right),$$

where $\zeta^s_T$ is the timer expiration probability from departure state $i$, which is non-zero for $i < S_B$. The steady-state probability of finding the queue full is given by $\pi^S = 1 - \sum_{s=0}^{S_{B}^{-1}} \pi^s$. Finally, the expected queue delay is computed as:

$$\delta_{bf}^{\text{async}} = \frac{\sum_{s=0}^{S_{B}^{-1}} s \pi^s}{\nu (1 - \pi^s)}. \quad (14)$$

Notice, as well, that all the transactions included in the block(s) involved in forks are added twice to the BC. This is a worst-case scenario that has implications in the queue occupancy, thus contributing to increasing the queuing delay. Nevertheless, the consistency among the set of transactions proposed by each miner relies on the underlying communication capabilities (i.e., how transactions are propagated throughout the P2P network), on the behavior of miners (e.g., malicious miners may temporarily hold transactions to mine the next block with higher probability), and on the incentives offered by each user willing to submit a transaction (e.g., paying a fee for including a transaction in the next block). Some future directions are provided in Section 7.4 in relation to this.

## 6 Performance Evaluation

In this section, we evaluate the performance of FLchain and provide insights on its suitability. First, we analyze aspects of the BC and assess the sensitivity of this technology on various important parameters, such as the arrivals rate ($\nu$), the block size ($S_B$), or the block generation rate ($\lambda$). Then, we evaluate both $s$-FLchain and $a$-FLchain solutions. The simulation parameters are collected in Table 1.

1. All the source code used in this project is open-access and can be accessed at [www.github.com/fwilhelmi/blockchain_enabled_federated_learning](https://www.github.com/fwilhelmi/blockchain_enabled_federated_learning). Commit: 648ead5. Accessed: November 30, 2021.
### 6.1 Blockchain queue delay

Fig. 6 shows the average queue performance, including the expected delay, average occupancy, and fork probability, for different block generation rates, block sizes, and user arrival rates. As expected, the queue occupancy decreases as $\lambda$ increases, which allows processing transactions faster. However, the fork probability also increases with $\lambda$, which may compromise the performance of the BC.

![Fig. 6. Mean BC queuing delay as a function of $\lambda$. The queue occupancy and the fork probability ($p_{fork}$) are also plotted. Different user arrival rates $\nu$ and block sizes $S_B$ are considered and averaged in each data point.](image)

Alternatively, Fig. [7] analyzes the impact of the block size on the queuing delay, for representative $\nu$ (low and high traffic, respectively) and $\lambda$ values ({$0.05, 0.2, 1$} Hz). As shown in the figure, the behavior of the queue delay differs for different $\nu$ values. On the one hand, for a high arrivals rate (e.g., $\nu = 20$), the queue delay is very high for short block sizes, as the queue is filled with transactions that cannot be delivered in time. The effect is the opposite for a few arrivals ($\nu = 0.02$), where the queue delay increases with the block size because the queued transactions need to wait until a block is filled.

![Fig. 7. BC queue delay as a function of the block size ($S_B$). Different $\nu$ (in transactions per second) and $\lambda$ values are considered.](image)

### 6.2 Blockchain transaction confirmation latency

We focus on the transaction confirmation latency, which includes transmission times (transaction and block propagation) and the re-transmissions caused by forks, as captured in Fig. 8. Fig. 8 illustrates the BC’s average transaction confirmation latency ($T_{BC}$), together with the fork probability, for different block generation rates. In addition, different BC P2P network capacities have been displayed, including capacities of $C_{P2P} = \{5, 20, 50\}$ Mbps.

![Fig. 8. BC transaction confirmation latency ($T_{BC}$) and fork probability as a function of the block generation rate ($\lambda$).](image)

Similar to the queue delay in Fig. 6, the BC transaction confirmation latency has a concave shape, but now the effect of forks is exacerbated (especially for low capacities). The fact is that transactions involved in forks need to be re-included in the queue, which becomes critical as $\lambda$ increases. In contrast, high $C_{P2P}$ values allow mitigating the effect of forks and reducing the transaction confirmation latency.

Finally, in Fig. 9 we plot the transaction confirmation latency as a function of the block size and the user arrivals rate. In particular, we show the results obtained by using $\lambda = \{0.05, 0.2, 1\}$ Hz with $C_{P2P} = 5$ Mbps.

![Fig. 9. BC transaction confirmation latency ($T_{BC}$) and fork probability as a function of the block generation rate ($\lambda$).](image)

Again, the relationship between the transaction confirmation latency and the block size behaves differently for different block generation ratios. For a low mining capacity (i.e., $\lambda = 0.05$ Hz), using a small block size leads to very high delays, so that queue overflow occurs when heavy loads (e.g., $\nu = \{2, 20\}$ transactions per second) cannot
samples in each client, containing data from up to 10 classes. In contrast, the IID case includes all the original to 3 classes only (uniformly selected at random) in the non-IID case. We break such an IIDness and restrict each client data set of samples for all the classes in the original data set [35], to independent and identically distributed (IID) and non-IID settings during a fixed number of 200 FL rounds. Furthermore, we provide the baseline results obtained by a centralized method, which is trained using the entire MNIST data set (i.e., taking samples from all the clients). For comparison purposes, we have used the same hyper-parameters as for the federated settings. In addition, to avoid the high variability from the initial FL transitory phase, we plot the results from the last 50 iterations.

To evaluate the s-FLchain and a-FLchain solutions, we use the well-known MNIST data set for federated image classification of handwritten digits [58]. This data set contains data from 3,383 different users, including 341,873 training examples and 40,832 test samples for evaluation. Concerning the ML model, we have selected an out-of-the-box neural network (NN) with an input layer of 784 (one for each input data feature), a hidden layer of 256 neurons activated with the rectified linear unit function (ReLU), and an output layer with 10 neurons (one for each possible outcome). Model weights are optimized with SGD, based on the sparse categorical cross-entropy loss function.

In our evaluation, we split the data set into several partitions to focus on $K = \{10, 50, 100, 200\}$ random clients. Furthermore, to assess the impact of the asynchronous method, we adjust the block size in each FL round to consider smaller subsets of users, i.e., to accommodate data from $\Upsilon = \{10\%, 25\%, 50\%, 75\%\}$ of $K$ clients. Notice that the synchronized case corresponds to $\Upsilon = 100\%$ since all the considered clients’ updates are included in a single block. The maximum waiting time $\tau$ is set to an arbitrarily high value to disregard its effect and focus on the block size only. Evaluation is carried out at $K_{\text{eval}} = 50$ different clients, which are independent from $K$ and are randomly sampled from the entire data set in each FL round. Furthermore, we use two variations of the MNIST data set, corresponding to independent and identically distributed (IID) and non-IID properties. Since clients typically have a rich number of samples for all the classes in the original data set [35], we break such an IIDness and restrict each client data set to 3 classes only (uniformly selected at random) in the non-IID case. In contrast, the IID case includes all the original samples in each client, containing data from up to 10 classes.

As shown, all the methods achieve a high accuracy for all the block sizes (represented by $\Upsilon$) in the IID setting, especially as $K$ increases. In this regard, we highlight the potential of the asynchronous method concerning the learning procedure since it allows achieving similar performance but using fewer data. When it comes to the non-IID setting, the performance of a-FLchain drops significantly when the number of participating clients in each iteration is low (for instance, for $K = 10$ and $\Upsilon = 10\%$). However, as more data is incorporated in each iteration, the performance improves.

The s-FLchain method has shown better performance than a-FLchain, but let us now focus on the end-to-end latency and the temporal performance obtained throughout the considered 200 FL rounds. For that, we use the model provided in Section 5 to compute the iteration time in each of the applied mechanisms for each block size. Taking this into account, Fig. 11 illustrates the evaluation accuracy and loss with respect to the time it takes to each method to complete the 200 rounds, for both IID (Fig. 11(a)) and non-IID (Fig. 11(b)) settings. As done before, we evaluate the s-FLchain and a-FLchain using different numbers of users and block sizes.

From the temporal evolution of the accuracy, we observe that the asynchronous method may require a longer time to execute decentralized FL for short block sizes, i.e., for $K = 10$ and $\Upsilon = 75\%$. This is mostly due to the incurred overhead, which leads to a high queuing time; a larger number of transactions need to wait in the pool before being served, including extra queuing time and time between blocks. In contrast, as the block size increases, a-FLchain becomes more efficient than s-FLchain in terms of iteration.
time but leads to similar accuracy (as shown before). Notice that the synchronized method requires a lot of time to include all the local updates to a single block. This is an important conclusion and suggests that a-FLchain is an appealing solution when dealing with large distributed data sets in FL. In those cases, and as shown later in Section 7.1, maintaining a strict synchronization among FL clients is counterproductive in terms of efficiency.

7 WAYS FORWARD

7.1 Scalability issues with s-FLChain

One of the main results provided in this paper lies in the absence of scalability issues, shown instead by the PoW-based synchronous FL method (s-FLchain). In this regard, we have seen that, as the number of FL participants increases, the BC delay becomes higher, thus hampering the distributed learning procedure. To showcase the impact of the number of users and miners in s-FLchain in massive federated deployments, Fig. 12 illustrates the fork probability in different settings. In particular, the fork probability increases with the number of users, which requires a higher block size to include all the synchronized transactions. Three different values of P2P link capacities are analyzed, as well as three different numbers of miners in the P2P network.

![Fig. 12. Fork probability in PoW-based s-FLchain with respect to the number of users and miners.](image)

As illustrated in the figure, the fork probability increases to very high values with the number of users, and this effect is amplified for bigger P2P networks with $M = 100$ and $M = 1000$ miners. In those situations, it is of utterance importance to provide high-capacity links for communication among miners. A high capacity allows to reduce the fork probability, thus significantly decreasing the FL round time. In more reduced deployments (with $M = 10$ miners and up to $K = 200$ users), a high P2P capacity allows the s-FLchain to improve efficiency, therefore providing shorter iteration times, even lower than for certain a-FLchain settings (which may incur into more overheads). To illustrate this, Fig. 13 shows the FL round time obtained by each solution, as done in Section 6.3, but for $C_{PP} = 25$ Mbps, instead of the previously considered $C_{PP} = 5$ Mbps. As shown in Fig. 13, short FL round times (maximum of 3 s) are obtained, even for large block sizes (e.g., $K = 200$ users). In addition, we observe that s-FLchain improves a-FLchain in certain settings, i.e., for $K = \{50, 100, 200\}$ and $\Upsilon = \{50, 75\}\%$. The reason is that the provided high capacity allows mining big blocks very fast in the synchronous setting, thus overcoming the effect of forks. In contrast, in a-FLchain, the idle periods entail a significant overhead in terms of FL round time.

![Fig. 13. Effect of increasing the capacity between peer nodes (C_{PP} = 25 Mbps) on the FL round time, for different number of clients K and client sub-sampling percentages \Upsilon.](image)

An important conclusion is that the P2P capacity has
a strong impact on the performance of a BC. Thus, the proper analysis of the behavior of BCs running over realistic bandwidth-constrained networks becomes of topical importance. In [33], for instance, wireless BC networks were analyzed for contention-based communication schemes (e.g., Wi-Fi). Concerning FLchain, we have already shown that the network characteristics and the ongoing traffic have a huge impact on the federated optimization process. In this regard, future contributions are expected in the communications for FL field [18].

7.2 Open aspects in a-FLchain

The FLchain solution naturally leads to an asynchronous setting, whereby disordered updates may lead to differences in training FL models. In asynchronous FL, aggregation is done in parallel to the reception of local updates, so that every time a local update is available, a global model update is provided (see Fig. 1 in Section 1).

Although the asynchronous setting has been shown to provide good performance on SGD optimizations through experimental results [12], [48], [49], it also entails several challenges, especially related to device and data heterogeneity [36]. When devices have diverse capabilities (e.g., computation, communication, availability), the asynchronous FL optimization may fail and lead to biased global models [49], influenced by the most participating nodes (i.e., nodes with better capabilities). To address the issues arising from devices heterogeneity, some proposals include the usage of semi-asynchronous settings and weighted averaging. Assigning higher weights to best-performing nodes works particularly fine for IID datasets. Regarding data heterogeneity, clustering by similarity (e.g., localized training, personalized training) has been shown as an appealing solution, but other methods like transfer learning or meta-learning are gaining attention.

Another implication of the asynchronous FL setting is that global updates may include data from clients using outdated models, which contributes to the instability of the system. To address inconsistencies among client models, a widely accepted approach is to quantify the model differences in each FL iteration. For instance, [48] proposes a staleness coefficient to guarantee convergence and ensure stability. Similarly, a decay coefficient to balance past and new data is used in [49]. Other solutions may include mechanisms like using sliding windows to compute global updates, or assessing the quality of individual local updates before doing aggregation.

7.3 Architectural considerations in FLchain

Adopting blockchain for FL allows removing the figure of a central server authority that orchestrates the learning procedure and aggregates data. However, in the FLchain setting, several architectural aspects remain open and may arise concerns on learning accuracy, overall latency, and energy consumption.

In this paper, we have considered that FL model aggregation is performed at clients locally, so that they retrieve all the local updates from the latest valid block, generate the global model accordingly, and start computing a new local update. However, aggregation can be potentially done by edge servers, which may also act as miners. The edge offloading solution entails adding a certain hierarchy to the system, but promises performance improvements and addressing issues related to devices heterogeneity.

Similarly, when it comes to the BC operation, the FL iteration time is affected by the location of miners and their corresponding interactions with FL users for receiving and propagating transactions. One possibility is locating miners in the cloud, which turns out to be a feasible solution due to the easiness of deployment. Alternatively, operators could provide mining capabilities to their base stations via mobile edge computing (MEC), thus significantly accelerating the BC operation for securing transactions and blocks. Finally, a more revolutionary vision consists of maintaining fully decentralized networks of miners, to which clients can communicate via D2D links. With this, any interested party (e.g., a personal handheld device) can become a miner and provide support to maintain the BC. However, due to the heterogeneous computation capabilities and availability of regular devices, such a solution would entail a set of unprecedented challenges.

7.4 Blockchain consensus

To maintain a distributed ledger, miners and peer nodes collaborate following a given consensus mechanism. In this paper, we have focused on a model and performance of public, PoW-based FLchain mechanisms. Nevertheless, other consensus strategies can be leveraged to fulfill multiple purposes (see Table 2). In this regard, an important aspect to be taken into consideration consists in the access privileges of the BC, i.e., whether it is public (permissionless) or private (permissioned). This is briefly discussed in what follows:

- **Permissionless**: governance is public, so any interested party can participate. A public BC allows for high transparency and low synchronization but may lead to a low capacity in terms of transactions per second.
- **Permissioned**: governance is private or by a consortium, so only authorized peer nodes can participate. Permissioned BCs provide higher throughput than permissionless ones.

| Consensus Protocol | Ref. | Type | Throughput | Latency |
|-------------------|------|------|------------|---------|
| Proof-of-Work (PoW) | [50] | Public | < 10 tps | 10 min |
| Proof-of-Stake (PoS) | [51] | Public/Private | 10-1,000 tps | < 1 min |
| Proof of Reputation (PoR) | [52] | Private | 1,000 tps | 10-30 s |
| Practical Byzantine Fault Tolerance (PBFT) | [53] | Public | 100-10,000 tps | < 1 min |
| Practical Byzantine Fault Tolerance (PBFT) | [54] | Private | 1,000-100,000 tps | < 1 s |

Finally, another uncovered aspect lies in the incentives provided for participating in the consensus, whereby peer

---

2. Note that the provided throughput and latency values are approximated and serve as an average indicator, given the rich set of implementations of the different algorithms providing various performances.
nodes obtain revenues for carrying out operations like mining. Since BC participants may act as rational players, this opens the door to various sets of strategies and malicious behaviors. This is where game theory comes into play and serves as a powerful tool to analyze strategies resulting from different consensus protocols, or to define the appropriate incentive mechanisms to avoid undesired behaviors (e.g., selfishness, attacks). Indeed, assigning rewards to miners and clients has been shown to leverage the FLchain scheme to obtain better results [60]. A comprehensive survey on game theory in BC can be found in [61].

8 Conclusions
This paper has addressed an emerging topic regarding distributed federated optimization and has proposed the usage of BC technology to realize it in a secure, transparent, and reliable manner. To assess the feasibility of this BC-enabled solution, an end-to-end latency framework has been developed, including a novel queuing model suitable to BC technology. Based on this framework, synchronous and asynchronous methods (s-FLchain and a-FLchain) are evaluated in terms of accuracy and latency. While the synchronous version allows obtaining a high accuracy for both IID and non-IID data sets, its iteration time becomes very high for a large number of users. This prevents the adoption of this kind of mechanisms in massive deployments, thus lacking scalability. In contrast, the asynchronous FL optimization solution provides good accuracy results while keeping the overhead low, depending on the number of local updates included in each iteration via BC. Future research directions include innovative mechanisms and architectural solutions for FLchain, able to address the challenges raised by either BC implementations (e.g., capacity, latency) or the device and data heterogeneity in asynchronous training.
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