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Abstract

This paper is concerned with the quantitative homogenization of 2m-order elliptic systems with bounded measurable, rapidly oscillating periodic coefficients. We establish the sharp $O(\varepsilon)$ convergence rate in $W^{m-1,p_0}$ with $p_0 = \frac{2d}{d-1}$ in a bounded Lipschitz domain in $\mathbb{R}^d$ as well as the uniform large-scale interior $C^{m-1,1}$ estimate. With additional smoothness assumptions, the uniform interior $C^{m-1,1}$, $W^{m,p}$ and $C^{m-1,\alpha}$ estimates are also obtained. As applications of the regularity estimates, we establish asymptotic expansions for fundamental solutions.

1 Introduction

Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^d$. Consider the Dirichlet problem for a family of 2m-order elliptic systems

$$\begin{cases}
\mathcal{L}_\varepsilon u_\varepsilon = f & \text{in } \Omega, \\
\text{Tr}(D^\gamma u_\varepsilon) = g_\gamma & \text{on } \partial\Omega \text{ for } 0 \leq |\gamma| \leq m - 1,
\end{cases}$$

(1.1)

where

$$(\mathcal{L}_\varepsilon u_\varepsilon)_i = (-1)^m \sum_{|\alpha|=|\beta|=m} D^\alpha \left( A^{\alpha\beta}_{ij} \left( \frac{x}{\varepsilon} \right) D^\beta u_{\varepsilon j} \right), \quad 1 \leq i,j \leq n,$n

$u_{\varepsilon j}$ denotes the $j$-th component of the $\mathbb{R}^n$-valued function $u_\varepsilon$, $\alpha, \beta, \gamma$ are multi-indices with non-negative integer components $\alpha_k, \beta_k, \gamma_k, k = 1, 2, \ldots, d$, and

$$|\alpha| = \sum_{k=1}^d \alpha_k, \quad D^\alpha = D_{x_1}^{\alpha_1} D_{x_2}^{\alpha_2} \ldots D_{x_d}^{\alpha_d}.$$n

We assume that the coefficients matrix $A(y) = (A^{\alpha\beta}_{ij}(y))$ is real, bounded measurable with

$$\|A^{\alpha\beta}_{ij}(y)\|_{L^\infty(\mathbb{R}^d)} \leq \frac{1}{\mu},$$

(1.2)
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and satisfies the coercivity condition

\[ \sum_{|\alpha|=|\beta|=m} \int_{\mathbb{R}^d} D^\alpha \phi_i A_{ij}^{\alpha \beta} D^\beta \phi_j \geq \mu \sum_{|\alpha|=m} \| D^\alpha \phi \|_{L^2(\mathbb{R}^d)}^2 \quad \text{for any } \phi \in C_c^\infty(\mathbb{R}^d; \mathbb{R}^n), \quad (1.3) \]

where \( \mu > 0 \). We also assume that

\[ A_{ij}^{\alpha \beta}(y + z) = A_{ij}^{\alpha \beta}(y) \quad \text{for any } y \in \mathbb{R}^d \text{ and } z \in \mathbb{Z}^d. \quad (1.4) \]

Functions satisfying condition (1.4) will be called 1-periodic. By a linear translation, \( \mathbb{Z}^d \) in (1.4) may be replaced by any lattice in \( \mathbb{R}^d \).

Let \( WA^{m,p}(\partial \Omega, \mathbb{R}^n) \) denote the Whitney-Sobolev space of \( \dot{g} = \{g_{\gamma}\}_{|\gamma| \leq m-1} \), which is the completion of the set of arrays of \( \mathbb{R}^n \)-valued functions

\[ \left\{ (D^\alpha \mathcal{G} |_{\partial \Omega})_{|\alpha| \leq m-1} : \mathcal{G} \in C_c^\infty(\mathbb{R}^d; \mathbb{R}^n) \right\}, \]

with respect to the norm

\[ \| \dot{g} \|_{WA^{m,p}(\partial \Omega)} = \sum_{|\alpha| \leq m-1} \| g_{\alpha} \|_{L^p(\partial \Omega)} + \sum_{|\alpha|=m-1} \| \nabla \tan g_{\alpha} \|_{L^p(\partial \Omega)}. \]

Denote \( W^{m,p}(\Omega; \mathbb{R}^n) \) the conventional Sobolev spaces of \( \mathbb{R}^n \)-valued functions, and let \( W_0^{m,p}(\Omega; \mathbb{R}^n) \) be the completion of \( C_c^\infty(\Omega; \mathbb{R}^n) \) in \( W^{m,p}(\Omega; \mathbb{R}^n) \), with dual \( W^{-m,p'}(\Omega; \mathbb{R}^n) \) and \( H^{-m}(\Omega; \mathbb{R}^n) \) respectively when \( p = 2 \).

It is well known that under the ellipticity condition (1.2)-(1.3), for any \( \dot{g} \in WA^{m,2}(\partial \Omega, \mathbb{R}^n) \) and \( f \in H^{-m}(\Omega; \mathbb{R}^n) \), the Dirichlet problem (1.1) admits a unique weak solution \( u_\varepsilon \) in \( H^m(\Omega; \mathbb{R}^n) \) such that

\[ \int_{\Omega} \sum_{|\alpha|=|\beta|=m} D^\alpha u_i A_{ij}^{\alpha \beta}(x/\varepsilon) D^\beta u_j \, dx = \langle f, v \rangle \quad \text{for any } v \in H_0^m(\Omega; \mathbb{R}^n). \]

Moreover,

\[ \| u_\varepsilon \|_{H^m(\Omega)} \leq C \left\{ \| f \|_{H^{-m}(\Omega)} + \| \dot{g} \|_{WA^{m,2}(\partial \Omega)} \right\}, \]

where \( C \) depends only on \( d, m, n, \mu \) and \( \Omega \). Under the additional periodicity condition (1.4), the operator \( \mathcal{L}_\varepsilon \) is G-convergent to \( \mathcal{L}_0 \), where

\[ \mathcal{L}_0 u_i = \sum_{|\alpha|=|\beta|=m} (\varepsilon)^m D^\alpha (\bar{A}_{ij}^{\alpha \beta} D^\beta u_j) \]

is an elliptic operator of order \( 2m \) with constant coefficients,

\[ \bar{A}_{ij}^{\alpha \beta} = \sum_{|\gamma|=m} \frac{1}{|Q|} \int_Q \left[ A_{ij}^{\alpha \beta}(y) + A_{i\ell}^{\alpha \gamma}(y) D^\gamma \chi_{\ell j}^\beta(y) \right] dy \]
(see e.g. [42]). Here $Q = [-1/2, 1/2]^d$ and $\chi = (\chi_{ij}^\gamma)$ is the matrix of correctors for the operator $L_\varepsilon$ (see Section 2 for definition). Furthermore, the matrix $(A_{ij}^{\alpha\beta})$ is bounded and satisfies the coercivity condition (1.3). Thus the homogenized problem for (1.1), given by

$$\begin{cases}
L_0 u_0 = f & \text{in } \Omega, \\
\text{Tr}(D^\gamma u_0) = g_\gamma & \text{on } \partial\Omega \quad \text{for } 0 \leq |\gamma| \leq m - 1,
\end{cases}$$

(1.5)

admits a unique weak solution $u_0 \in H^m(\Omega; \mathbb{R}^n)$, satisfying

$$\|u_0\|_{H^m(\Omega)} \leq C \left\{ \|f\|_{H^{-m}(\Omega)} + \|g\|_{W^{2,2}(\partial\Omega)} \right\}.$$  

Our first result gives the optimal convergence rate of $u_\varepsilon$ to $u_0$ in $W^{m-1/2/d}(\Omega)$.

**Theorem 1.1.** Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^d$, $d \geq 2$. Assume that the matrix $A = (A_{ij}^{\alpha\beta})$ satisfies (1.2)–(1.4), and is symmetric, i.e. $A = A^*$. Let $u_\varepsilon, u_0$ be the weak solutions to the Dirichlet problems (1.1) and (1.5), respectively. Assume that $u_0 \in H^{m+1}(\Omega; \mathbb{R}^n)$. Then

$$\|u_\varepsilon - u_0\|_{W^{m-1/2/d}(\Omega)} \leq C \varepsilon \|u_0\|_{H^{m+1}(\Omega)},$$

(1.6)

where $q_0 = \frac{2d}{d-1}$ and $C$ depends only on $d, n, m, \mu$ and $\Omega$.

As a consequence of (1.6), we obtain

$$\|u_\varepsilon - u_0\|_{L^{q_1}(\Omega)} \leq C \varepsilon \|u_0\|_{H^{m+1}(\Omega)},$$

(1.7)

where $q_1 = \frac{2d}{d-2m+1}$ if $d > 2m - 1$, $q_1 \in (2, \infty)$ if $d = 2m - 1$, and $q = \infty$ if $d < 2m - 1$.

The problem of convergence rates, which is of great interest in the quantitative homogenization theory, has been studied extensively for second-order elliptic equations. In particular, the optimal convergence rate in $L^2$,

$$\|u_\varepsilon - u_0\|_{L^2(\Omega)} \leq C \varepsilon \|u_0\|_{H^2(\Omega)},$$

(1.8)

was established for second-order elliptic systems in divergence form. We refer readers to [37, 38] and their references for general elliptic systems in $C^{1,1}$ domains and to [20, 21, 34] for results in Lipschitz domains. Also see related results in [27, 15, 23, 35]. Moreover, the estimate

$$\|u_\varepsilon - u_0\|_{L^{q_0}(\Omega)} \leq C \varepsilon \|u_0\|_{H^2(\Omega)}$$

(1.9)

with $q_0 = \frac{2d}{d-1}$ was proved for second-order elliptic systems with either Dirichlet or Neumann boundary conditions in Lipschitz domains in [34].

Until very recently, few quantitative results were known for higher-order elliptic equations, although qualitative convergence results (such as the G-convergence) have been obtained for many years [18, 42]. In [28, 29, 26] interesting results were established on the optimal convergence rates for higher-order elliptic equations in the whole space. In [39, 40] some two-parameter resolvent estimates were obtained for a general higher-order elliptic systems with periodic coefficients in a bounded $C^{2m}$ domain $\Omega$ with homogeneous Dirichlet or Neumann data. In particular, it is proved that

$$\|u_\varepsilon - u_0\|_{L^2(\Omega)} \leq C \varepsilon \|f\|_{L^2(\Omega)},$$

(1.10)
Our Theorem 1.1, which extends the estimate (1.9) for second-order elliptic systems, recovers the estimate (1.10) if $\Omega$ is sufficiently smooth.

Our next two results establish the uniform interior $C^{m-1,1}$ and $W^{m,p}$ regularity of $u_\varepsilon$.

**Theorem 1.2.** Assume that $A(y)$ satisfies (1.2)–(1.4). Let $u_\varepsilon \in H^m(B_R;\mathbb{R}^n)$ be a weak solution to $\mathcal{L}_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha$ in a ball $B_R = B(x_0, R)$ with $f^\alpha \in L^q(B_R;\mathbb{R}^n)$ for some $q > d$. Then for $0 < \varepsilon \leq r \leq R/2 < \infty$, it holds that

$$
\left( \int_{B_r} |\nabla^m u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \frac{1}{R^m} \left( \int_{B_{R}} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} R^{m-|\alpha|} \left( \int_{B_{R}} |f^\alpha|^q \right)^{1/q} \right\},
$$

(1.11)

where $C$ depends only on $d, n, m, \mu$ and $q$. If in addition, $A$ is Hölder continuous, i.e.,

$$
|A(x) - A(y)| \leq \Lambda_0 |x - y|^{\tau_0} \quad \text{for any } x, y \in \mathbb{R}^d,
$$

(1.12)

where $\Lambda_0 > 0$ and $\tau_0 \in (0, 1)$, then

$$
|\nabla^m u_\varepsilon(x_0)| \leq C \left\{ \frac{1}{R^m} \left( \int_{B_{R}} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} R^{m-|\alpha|} \left( \int_{B_{R}} |f^\alpha|^q \right)^{1/q} \right\},
$$

(1.13)

for any $\varepsilon > 0$, where $C$ depends only on $d, n, m, \mu, q, \Lambda_0$ and $\tau_0$.

**Theorem 1.3.** Suppose that $A(y)$ satisfies (1.2)–(1.4) and $A \in VMO(\mathbb{R}^d)$, i.e.,

$$
\sup_{x \in \mathbb{R}^d, 0 < r < t} \int_{B(x,r)} |A(y) - \int_{B(x,r)} A| \, dy \leq g(t),
$$

(1.14)

for some nondecreasing continuous function $g(t)$ on $[0, 1]$ with $g(0) = 0$. For $B = B(x_0, r)$ in $\mathbb{R}^d$, let $u_\varepsilon \in H^m(2B;\mathbb{R}^n)$ be a weak solution to

$$
\mathcal{L}_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m} D^\alpha f^\alpha \quad \text{in } 2B = B(x_0, 2r)
$$

with $f^\alpha \in L^p(2B;\mathbb{R}^n)$ for some $2 < p < \infty$. Then

$$
\left( \int_{2B} |\nabla^m u_\varepsilon|^p \right)^{1/p} \leq C \left\{ \frac{1}{r^m} \left( \int_{2B_r} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m} r^{m-|\alpha|} \left( \int_{2B_r} |f^\alpha|^p \right)^{1/p} \right\},
$$

(1.15)

where $C$ depends only on $d, n, m, \mu, p$ and $g(t)$ in (1.14).

The regularity estimates that are uniform in $\varepsilon > 0$ are a central issue in quantitative homogenization. For second-order elliptic systems the study was initiated by M. Avellaneda and F. Lin in a series of celebrated papers [4, 5, 6, 7]. Using a compactness method, interior and boundary Hölder estimates, $W^{1,p}$ estimates and Lipschitz estimates were obtained for second-order elliptic systems with Hölder continuous coefficients and Dirichlet conditions in bounded $C^{1,\alpha}$ domains.
The corresponding boundary estimates for solutions with Neumann conditions were obtained by C. Kenig, F. Lin and Z. Shen in [22], using the compactness method. More recently, another scheme for uniform regularity estimates, especially in the large scale, was formulated in [2] and used for convex functionals with random coefficients. This scheme, which is based on convergence rates, was further developed in [13, 16, 24, 25] for periodic and almost periodic second-order elliptic systems. We refer the reader to [13, 12, 16, 24, 25] for related results on uniform regularity estimates.

Our Theorems 1.2 and 1.3 extend the interior uniform estimates for second-order elliptic systems to higher-order elliptic systems. As far as we know, no uniform regularity result in the quantitative homogenization of higher-order elliptic equations is previously known.

Let $\Gamma^\varepsilon A(x, y)$ denote the matrix of fundamental solutions associated to the operator $\mathcal{L}_\varepsilon (\varepsilon \geq 0)$. As applications of the regularity results above, the asymptotic behavior of $\Gamma^\varepsilon A(x, y)$ is deriv

**Theorem 1.4.** Assume that $A(y)$ satisfies (1.2)–(1.4) and (1.12). Suppose that $2 \leq 2m < d$. Then for any multi-index $\zeta$ with $0 \leq |\zeta| \leq m - 1$,

$$|D_y^\zeta \Gamma^\varepsilon A(x, y) - D_y^\zeta \Gamma_{0, A}(x, y)| \leq C \varepsilon |x - y|^{2m - d - |\zeta| - 1},$$

(1.16)

for any $x, y \in \mathbb{R}^d$ and $x \neq y$, where $C$ depends only on $d, n, m, \mu$ and the function $\rho(t)$. If in addition $A$ satisfies (1.12), then for any multi-indices $\zeta, \xi, \eta$ with $0 < |\zeta| \leq m - 1, |\xi| = |\eta| = m$, we have

$$|D_x^\zeta D_y^\xi \Gamma^\varepsilon A(x, y) - D_x^\zeta D_y^\xi \Gamma_{0, A}(x, y) - \sum_{|\gamma| = m} (D_x^\zeta \chi_\gamma^\varepsilon(x/\varepsilon) D_y^\xi \chi_\gamma^0(y/\varepsilon))| \leq C \varepsilon \ln(\varepsilon^{-1}|x - y| + 1)$$

$$\frac{1}{|x - y|^{d+1-|\zeta|}},$$

(1.17)

$$|D_x^\zeta D_y^\xi \Gamma^\varepsilon A(x, y) - D_x^\zeta D_y^\xi \Gamma_{0, A}(x, y) - \sum_{|\gamma| = m} (D_x^\zeta \chi_\gamma^\varepsilon(x/\varepsilon) D_y^\xi \chi_\gamma^0(y/\varepsilon))|$$

$$\leq C \varepsilon \ln(\varepsilon^{-1}|x - y| + 1)$$

$$\frac{1}{|x - y|^{d+1+|\zeta| - m}},$$

(1.18)

$$|D_x^\zeta D_y^\xi \Gamma^\varepsilon A(x, y) - \Theta_{ij}^\eta \xi(x, y)| \leq C \varepsilon \ln(\varepsilon^{-1}|x - y| + 1)$$

$$\frac{1}{|x - y|^{d+1}},$$

(1.19)

for any $x, y \in \mathbb{R}^d$ and $x \neq y$, where $C$ depends only on $d, n, m, \mu, \Lambda_0$ and $\tau_0$, and

$$\Theta_{ij}^\eta \xi(x, y) = \sum_{|\sigma| = m} \sum_{|\tau| = m} D_{ij}^\zeta \left\{ \frac{\delta_{ik}}{\sigma!} \chi_\sigma^\varepsilon(x/\varepsilon) \right\} D_x^\sigma D_y^\tau \Gamma_{0, A}(x, y) D_y^\xi \left\{ \frac{\delta_{jl}}{\gamma!} \chi_\gamma^0(y/\varepsilon) \right\}.$$

Formal asymptotic expansions of the fundamental solutions for second-order elliptic operators in $\mathbb{R}^d$ were obtained using the method of Bloch waves [31]. Later on, using the compactness method, the asymptotic behavior of fundamental solutions was studied by M. Avellaneda and F. Lin in [7], and the results were used to prove $L^p$ estimates for singular integrals associated with $\mathcal{L}_\varepsilon$. The approach and results were further refined by C. Kenig, F. Lin, and Z. Shen in [23], where the asymptotic behavior of Green and Neumann functions on bounded domains was investigated. Our Theorem 1.4 extends the results in [7, 23] for fundamental solutions to higher-order systems.
We now describe the main ideas in the proof of the main results of this paper. Our proof of Theorem 1.1 follows the general scheme in [37, 34, 35]. We consider the function

$$w_\varepsilon = u_\varepsilon - u_0 - \varepsilon^m \sum_{|\gamma| = m} \chi^\gamma(x/\varepsilon)S_\varepsilon^2(D^\gamma \tilde{u}_0)\rho_\varepsilon$$

(see (3.1) for the details). This function not only allows us to deal with rough coefficients, but also avoids the use of boundary correctors, which are rather complicated for higher-order systems. The key step in the proof of Theorem 1.1 is to show that

$$\|w_\varepsilon\|_{H^m_\varepsilon(Q)} \leq C\varepsilon^{1/2} \left\{ \|\hat{g}\|_{W^{m,2}(\partial Q)} + \|f\|_{W^{m+1,0} (\Omega)} \right\},$$

(1.20) where $p_0 = 2d/(d + 1)$. To this end we introduce the dual correctors for $L_\varepsilon$ and use the non-tangential maximal function estimates for the homogenized problem, given in [30]. With (1.20) at our disposal, the estimate (1.16) is obtained by a duality argument, motivated by [37].

Using the convergence result, we are able to drive the large-scale $C^{m-1,1}$ estimate (1.11), following the ideas in [1, 2]. However, instead of estimating how well a solution $u_{\varepsilon}$ is approximated by "affine" functions, we need to estimate how well $u_{\varepsilon}$ is approximated by polynomials of degree $m$. The full scale estimate (1.23) follows from (1.11) through a standard blowup argument.

The proof of $W^{m,p}$ estimate (1.15) uses the large-scale estimate (1.11) and is based on a real variable arguments originated from [9] and further developed in [32, 33]. Using this approach, the $W^{m,p}$ estimates for $L_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m} D^\alpha f^\alpha$ are reduced to a weak reverse Hölder inequality for solutions to $L_\varepsilon u_\varepsilon = 0$.

Finally, for the proof of Theorem 1.4 we remark that fundamental solutions for higher-order elliptic systems with rough coefficients are constructed by A. Barton recently in [8]. Since no smoothness conditions on the coefficients are required, the regularities derived there are very limited. Here with smoothness and periodicity conditions on the coefficients, uniform size estimates for the fundamental solutions follow from the $C^{m-1,\theta}$ estimates. Based on the regularity results in Theorem 1.2 we are able to prove Theorem 1.4 following the ideas of [23].

2 Preliminaries

2.1 Correctors and dual correctors

Set $Q = [-\frac{1}{2}, \frac{1}{2}]^d$, and let $H^m_{\text{per}}(Q; \mathbb{R}^n)$ denote the closure of the set of 1-periodic functions in $C^\infty(\mathbb{R}^d; \mathbb{R}^n)$ with respect to the $H^m(Q; \mathbb{R}^n)$ norm. For $1 \leq i, j \leq n$ and multi-index $\gamma$ with $|\gamma| = m$, the matrix of correctors $\chi = (\chi_{ij}^\gamma)$ for the operator $L_\varepsilon$ is given by the cell problem in $Q$,

$$\begin{cases}
\sum_{|\alpha| = |\beta| = m} D^\alpha [A_{ik}^{\alpha\beta}(y)D^\beta \chi_{kj}^\gamma(y)] = -\sum_{|\alpha| = m} D^\alpha [A_{ij}^{\alpha\gamma}(y)] & \text{in } Q, \\
\chi_{ij}^\gamma(y) \in H^m_{\text{per}}(Q; \mathbb{R}^n), \\
\int_Q \chi_{ij}^\gamma(y) \, dy = 0,
\end{cases}$$

of which the existence of a unique solution $\chi_{ij}^\gamma(y) = \left(\chi_{1j}^\gamma(y), \chi_{2j}^\gamma(y), ..., \chi_{nj}^\gamma(y)\right)$ for each $\gamma$ and $j$ is ensured by the Lax-Milgram theorem (see e.g. [28]). In the same way, we introduce the matrix of
correctors $\chi^t = (\chi_{ij}^t)$ for the adjoint operators $\mathcal{L}_\varepsilon^*$ of $\mathcal{L}_\varepsilon$, where

$$\mathcal{L}_\varepsilon^* = (-1)^m \sum_{|\alpha| = |\beta| = m} D^\alpha \left( A^{\ast \alpha \beta} \left( \frac{x}{\varepsilon} \right) B^\beta \right), \quad \text{with} \quad A^* = (A_{ij}^{\ast \alpha \beta}) = (A_{ij}^{\beta \alpha}), \quad 1 \leq i, j \leq n.$$

Set

$$\bar{A}_{ij}^{\alpha \beta} = \frac{1}{|Q|} \int_Q \left\{ A_{ij}^{\alpha \beta} (y) + \sum_{|\gamma| = m} A_{ij}^{\alpha \gamma} (y) D^\gamma \chi_{ij}^\beta (y) \right\} dy.$$

It is known ([28, Lemma 3.2]) that the constant matrix $\bar{A} = (\bar{A}_{ij}^{\alpha \beta})$ satisfies the coercivity condition,

$$\sum_{|\alpha| = |\beta| = m} \int_{\mathbb{R}^d} D^\alpha \phi_i \bar{A}_{ij}^{\alpha \beta} D^\beta \phi_j \, dx \geq \mu \sum_{|\alpha| = m} \| D^\alpha \phi \|_{L^2(\mathbb{R}^d)}^2 \quad \text{for any} \quad \phi \in C_c^\infty(\mathbb{R}^d; \mathbb{R}^n).$$

The operator

$$(\mathcal{L}_0 u)_i = (-1)^m \sum_{|\alpha| = |\beta| = m} D^\alpha (\bar{A}_{ij}^{\alpha \beta} D^\beta u_j)$$

is the homogenized operator for the family of elliptic operators $\mathcal{L}_\varepsilon$.

For $1 \leq i, j \leq n$ and multi-indices $\alpha, \beta$ with $|\alpha| = |\beta| = m$, set

$$B_{ij}^{\alpha \beta} (y) = A_{ij}^{\alpha \beta} (y) + \sum_{|\gamma| = m} A_{ik}^{\alpha \gamma} (y) (D^\gamma \chi_{kj}^\beta) (y) - \bar{A}_{ij}^{\alpha \beta}. \quad (2.1)$$

By the definitions of $\chi^\gamma(y)$ and $\bar{A}_{ij}^{\alpha \beta}$ we see that $B_{ij}^{\alpha \beta} \in L^2(Q)$ is 1-periodic with zero mean and that

$$\sum_{|\alpha| = m} D^\alpha B_{ij}^{\alpha \beta} (y) = 0 \quad \text{for all} \quad \beta \quad \text{with} \quad |\beta| = m \quad \text{and} \quad 1 \leq i, j \leq n.$$

**Lemma 2.1.** For any $1 \leq i, j \leq n$ and multi-indices $\alpha, \beta$ with $|\alpha| = |\beta| = m$, there exists a function $\mathfrak{B}_{ij}^{\gamma \alpha \beta}$ such that

$$\mathfrak{B}_{ij}^{\gamma \alpha \beta} = -\mathfrak{B}_{ij}^{\alpha \gamma \beta}, \quad \sum_{|\gamma| = m} D^\gamma \mathfrak{B}_{ij}^{\alpha \beta} = B_{ij}^{\alpha \beta},$$

$$\| \mathfrak{B}_{ij}^{\gamma \alpha \beta} \|_{H^m(Q)} \leq C \| B_{ij}^{\alpha \beta} \|_{L^2(Q)},$$

where $C$ depends only on $d, n, m$.

**Proof.** This was proved in [28], using Fourier series. Here we present a different proof. Fix $i, j$ and $\beta$. Since $B_{ij}^{\alpha \beta}$ is a 1-periodic function in $L^2(Q)$ with zero mean, by the Lax-Milgram theorem, there exists a $b_{ij}^{\alpha \beta} \in H^{2m}_{per}(Q)$ such that $\int_Q b_{ij}^{\alpha \beta} = 0$,

$$\sum_{|\gamma| = m} D^\gamma \left( D^\gamma b_{ij}^{\alpha \beta} \right) = B_{ij}^{\alpha \beta} \quad \text{in} \quad Q \quad \text{and} \quad \| b_{ij}^{\alpha \beta} \|_{H^{2m}(Q)} \leq C \| B_{ij}^{\alpha \beta} \|_{L^2(Q)}.$$
Set
\[ \mathfrak{B}^{\gamma\alpha\beta}_{ij}(y) = D^{\gamma}b^{\alpha\beta}_{ij} - D^{\alpha}b^{\gamma\beta}_{ij}. \]

It is obvious that \( \mathfrak{B}^{\gamma\alpha\beta}_{ij} = -\mathfrak{B}^{\alpha\gamma\beta}_{ij} \) and \( \mathfrak{B}^{\gamma\alpha\beta}_{ij} \in H^m_{per}(Q) \) with
\[ \| \mathfrak{B}^{\gamma\alpha\beta}_{ij} \|_{H^m(Q)} \leq C \| B^{\alpha\beta}_{ij} \|_{L^2(Q)}. \]

Note that \( \sum_{|\alpha|=m} \| B^{\alpha\beta}_{ij} \| \leq 2m \) is 1-periodic and
\[ \sum_{|\alpha|=m} \| B^{\alpha\beta}_{ij} \| \leq C \| B^{\alpha\beta}_{ij} \|_{L^2(Q)}. \]

It follows by the Liouville property for the operator \( \sum_{|\gamma|=m} \) that
\[ \sum_{|\gamma|=m} \| B^{\gamma\alpha\beta}_{ij} \| \leq C \| B^{\alpha\beta}_{ij} \|_{L^2(Q)}. \]

This completes the proof. \( \Box \)

The function \( \mathfrak{B} = (\mathfrak{B}^{\gamma\alpha\beta}_{ij}) \) is called the matrix of dual correctors for operators \( L_{\varepsilon} \). As in the second-order case (see e.g. [37, 20, 34]), it plays an important role in the study of sharp convergence rates.

2.2 An \( \varepsilon \)-smoothing operator

We fix \( \varphi \in C_\infty^\infty(B(0,1/2)) \) such that \( \varphi \geq 0 \) and \( \int_{\mathbb{R}^d} \varphi(x) dx = 1 \). Set \( \varphi_\varepsilon(x) = \frac{1}{\varepsilon} \varphi(\frac{x}{\varepsilon}) \) and define
\[ S_\varepsilon(f)(x) = \int_{\mathbb{R}^d} \varphi_\varepsilon(x-y)f(y) dy. \]

**Lemma 2.2.** Assume that \( f \in L^p(\mathbb{R}^d) \) for some \( 1 \leq p < \infty \) and \( g \in L^p_{loc}(\mathbb{R}^d) \). Let \( h \in L^\infty(\mathbb{R}^d) \) with support \( \Omega \). Then
\[ \| g^\varepsilon S_\varepsilon(f)h \|_{L^p(\mathbb{R}^d)} \leq C \sup_{x \in \mathbb{R}^d} \left( \int_{B(x,1)} |g|^p dy \right)^{1/p} \| f \|_{L^p(\Omega^\varepsilon)} \| h \|_{\infty}, \]

where \( g^\varepsilon(x) = g(\varepsilon^{-1}x) \), \( \Omega^\varepsilon = \{ x \in \mathbb{R}^d : \text{dist}(x, \Omega) \leq \varepsilon \} \). If in addition \( g \) is 1-periodic, then
\[ \| g^\varepsilon S_\varepsilon(f)h \|_{L^p(\mathbb{R}^d)} \leq C \| g \|_{L^p(Q)} \| f \|_{L^p(\Omega^\varepsilon)} \| h \|_{\infty}. \]

**Proof.** The case \( h = 1 \) is known (see e.g. [34]). The general case follows from the observation that \( S_\varepsilon(f)h = S_\varepsilon(f \chi_{\Omega^\varepsilon})h \). \( \Box \)

Let \( \Omega_\varepsilon = \{ x \in \Omega : \text{dist}(x, \partial\Omega) < \varepsilon \} \) and \( \bar{\Omega}_\varepsilon = \{ x \in \mathbb{R}^d : \text{dist}(x, \partial\Omega) < \varepsilon \} \).
Lemma 2.3. Assume that $f \in H^s(\mathbb{R}^d)$. Then for any multi-index $\alpha$ with $|\alpha| = s$,

$$
\|S_\varepsilon(D^\alpha f)\|_{L^2(\Omega_\varepsilon)} \leq C\varepsilon^{-s} \|f\|_{L^2(\mathbb{R}^d)},
$$

(2.2)

$$
\|S_\varepsilon(D^\alpha f)\|_{L^2(\Omega \setminus \Omega_\varepsilon)} \leq C\varepsilon^{-s} \|f\|_{L^2(\mathbb{R}^d)}.
$$

(2.3)

Proof. Using integration by parts and the Cauchy inequality, we see that

$$
\|S_\varepsilon(D^\alpha f)\|^2_{L^2(\Omega_\varepsilon)} = \int_{\Omega_\varepsilon} \left| \int_{\mathbb{R}^d} D^\alpha \varphi_\varepsilon(x-y)f(y) \, dy \right|^2 \, dx
\leq \frac{C}{\varepsilon^s} \int_{\Omega_\varepsilon} \int_{\mathbb{R}^d} |D^\alpha \varphi_\varepsilon(x-y)||f(y)|^2 \, dy \, dx
\leq \frac{C}{\varepsilon^{2s}} \int_{\mathbb{R}^d} |f(y)|^2 \, dy,
$$

where we also used Fubini’s Theorem for the last inequality. This gives (2.2). The proof of (2.3) is similar. \qed

Let $\nabla^s f = (D^\alpha f)_{|\alpha| = s}$.

Lemma 2.4. Let $f \in W^{1,q}(\mathbb{R}^d)$ for some $1 \leq q < \infty$. Then

$$
\|S_\varepsilon(f) - f\|_{L^q(\mathbb{R}^d)} \leq C\varepsilon \|\nabla f\|_{L^q(\mathbb{R}^d)},
$$

(2.4)

Furthermore, if $f \in W^{s,p}(\mathbb{R}^d)$, where $p = \frac{2d}{d+2k-1}$ and $1 \leq k < \frac{d+1}{2}$, then

$$
\|S_\varepsilon(\nabla^s f)\|_{L^q(\mathbb{R}^d)} \leq C\varepsilon^{-s-k+\frac{1}{2}} \|f\|_{L^p(\mathbb{R}^d)} \quad \text{if} \quad s \geq 0,
$$

(2.5)

$$
\|S_\varepsilon(f)\|_{L^q(\mathbb{R}^d)} \leq C\varepsilon^{-k+\frac{1}{2}} \|\nabla^s f\|_{L^p(\mathbb{R}^d)} \quad \text{if} \quad 0 \leq s \leq k - 1,
$$

(2.6)

$$
\|S_\varepsilon(f) - f\|_{L^q(\mathbb{R}^d)} \leq C\varepsilon^{-s-k+\frac{1}{2}} \|\nabla^s f\|_{L^p(\mathbb{R}^d)} \quad \text{if} \quad 0 \leq s \leq k.
$$

(2.7)

Proof. The inequality (2.4) is known (see e.g. [34, Lemma 2.2] for a proof). By Parseval’s theorem and Hölder’s inequality, we have

$$
\int_{\mathbb{R}^d} |S_\varepsilon(\nabla^s f)|^2 \, dx = (2\pi)^{2s} \int_{\mathbb{R}^d} |\hat{\varphi}(\varepsilon\xi)|^2 |\xi|^{2s} |\hat{f}(\xi)|^2 \, d\xi
\leq (2\pi)^{2s} \left( \int_{\mathbb{R}^d} (|\hat{\varphi}(\varepsilon\xi)||\xi|^s)^{\frac{2d}{2k-1}} \, d\xi \right)^{\frac{2k-1}{d}} \left( \int_{\mathbb{R}^d} |\hat{f}(\xi)|^{\frac{2d}{2k-1}} \, d\xi \right)^{\frac{2k-1}{d}}
\leq (2\pi)^{2s} \epsilon^{-2s-2k+1} \left( \int_{\mathbb{R}^d} (|\hat{\varphi}(\varepsilon\xi)||\xi|^s)^{\frac{2d}{2k-1}} \, d\xi \right)^{\frac{2k-1}{d}} \|\hat{f}\|_{L^{\frac{2d}{2k-1}}(\mathbb{R}^d)}^2,
$$

where we have used the Hausdorff-Young inequality in the last step. This gives (2.5).
To prove (2.6), we note that
\[
\int_{\mathbb{R}^d} |S_{\varepsilon}(f)|^2 dx = \int_{\mathbb{R}^d} |\widehat{\varphi}(\varepsilon \xi)|^2 |\xi|^{-2s} |\xi|^{2s} |\widehat{f}(\xi)|^2 d\xi
\]
\[
\leq \left\{ \int_{\mathbb{R}^d} (|\xi|^{-s} |\widehat{\varphi}(\varepsilon \xi)|)^{2d/(2k-1)} d\xi \right\}^{(2k-1)/d} \left\{ \int_{\mathbb{R}^d} (|\xi|^{s} |\widehat{f}(\xi)|)^{2d/(2k-1)} d\xi \right\}^{d-2k+1}/d
\]
\[
\leq C \varepsilon^{-2k+1+2s} \left\{ \int_{\mathbb{R}^d} (|\xi|^{-s} |\widehat{\varphi}(\xi)|)^{2d/(2k-1)} d\xi \right\}^{2k-1}/d \| |\xi|^s \widehat{f} \|^2_{L^{\frac{2d}{2k-1}}(\mathbb{R}^d)}
\]
\[
\leq C \varepsilon^{-2k+1+2s} \left\{ \int_{|\xi| \leq 1} \left( \frac{1}{|\xi|^s} \right)^{2d/(2k-1)} d\xi + \int_{|\xi| > 1} |\widehat{\varphi}(\xi)|^{2d/(2k-1)} d\xi \right\}^{2k-1}/d \| \nabla^s f \|^2_{L^{\frac{2d}{2k-1}}(\mathbb{R}^d)}
\]
\[
\leq C \varepsilon^{-2k+1+2s} \| \nabla^s f \|^2_{L^{\frac{2d}{2k-1}}(\mathbb{R}^d)},
\]
where in the last step we have used the Hausdorff-Young inequality and also the fact that \( \frac{2ds}{2k-1} < d \) (since \( s \leq k - 1 \)).

Finally, since \( \widehat{\varphi}(0) = \int_{\mathbb{R}^d} \varphi(x) dx = 1 \),
\[
\int_{\mathbb{R}^d} |S_{\varepsilon}(f) - f|^2 dx = \int_{\mathbb{R}^d} |\widehat{\varphi}(\varepsilon \xi) - \widehat{\varphi}(0)|^2 |\widehat{f}|^2 d\xi
\]
\[
\leq \left\{ \int_{\mathbb{R}^d} (|\widehat{\varphi}(\varepsilon \xi) - \widehat{\varphi}(0)||\xi|^{-s})^{2d/(2k-1)} d\xi \right\}^{2k-1}/d \| |\xi|^s \widehat{f} \|^2_{L^{\frac{2d}{2k-1}}(\mathbb{R}^d)}
\]
\[
\leq C \varepsilon^{2s-2k+1} \left\{ \int_{\mathbb{R}^d} (|\widehat{\varphi}(\xi) - \widehat{\varphi}(0)||\xi|^{-s})^{2d/(2k-1)} d\xi \right\}^{2k-1}/d \| \nabla^s f \|^2_{L^{\frac{2d}{2k-1}}(\mathbb{R}^d)}
\]
\[
\leq C \varepsilon^{2s-2k+1} \| \nabla^s f \|^2_{L^{\frac{2d}{2k-1}}(\mathbb{R}^d)},
\]
which is exactly (2.7). For the last inequality, we have used \( |\widehat{\varphi}(\xi) - \widehat{\varphi}(0)| \leq C |\xi| \), the assumption \( s \leq k \) and the Hausdorff-Young inequality. □

**Lemma 2.5.** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^d \) and \( f \in H^{m+1}(\mathbb{R}^d) \). Then
\[
\int_{\Omega} |\nabla^m f(x)|^2 dx \leq C \varepsilon \| f \|^2_{H^{m+1}(\mathbb{R}^d)}.
\]

**Proof.** See e.g. [27] or [34] for the case \( m = 0 \). The case \( m \geq 1 \) follows by applying the estimate to the function \( \nabla^m f \). □

The following is a Caccioppoli inequality for higher-order elliptic systems.

**Lemma 2.6.** Assume that \( A \) satisfies (1.2)–(1.3). Let \( u \in H^m(2B; \mathbb{R}^n) \) be a weak solution to \( L_1 u = \sum_{|\alpha| \leq m} D^\alpha f^\alpha \) in \( 2B \) for a ball \( B = B(x_0, r) \), where \( f^\alpha \in L^2(2B; \mathbb{R}^n) \). Then for \( 1 \leq k \leq m \), we have
\[
\int_{B} |
abla^k u|^2 \leq \frac{C}{r^{2k}} \int_{2B} |u|^2 + C \sum_{|\alpha| \leq m} r^{4m-2|\alpha|-2k} \int_{2B} |f^\alpha|^2,
\]
where \( C \) depends only on \( d, m, n \) and \( \mu \).
Proof. See e.g. [10] and [8].

3 Convergence rates

Let \( \rho_\varepsilon \) be a function in \( C_0^\infty (\Omega) \) satisfying the following conditions,

\[
\text{supp}(\rho_\varepsilon) \subset \{ x \in \Omega : \text{dist}(x, \partial \Omega) \geq 3\varepsilon \} = \Omega \setminus \Omega_{3\varepsilon},
\]

\[ 0 \leq \rho_\varepsilon \leq 1, \quad \rho_\varepsilon = 1 \text{ on } \Omega \setminus \Omega_{4\varepsilon}, \text{ and } |\nabla^k \rho_\varepsilon| \leq C\varepsilon^{-k} \text{ for } 1 \leq k \leq m. \]

Lemma 3.1. Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^d \). Assume that the matrix \( A \) satisfies (1.2)–(1.4). Let \( u_\varepsilon (\varepsilon \geq 0) \) be the weak solution to Dirichlet problem (1.1). Suppose that \( u_0 \in H^{m+1}(\Omega; \mathbb{R}^d) \) with \( \tilde{u}_0 \in H^{m+1}(\mathbb{R}^d; \mathbb{R}^n) \) being its extension. Define

\[ w_\varepsilon = u_\varepsilon - u_0 - \varepsilon^m \sum_{|\gamma|=m} \chi_\varepsilon(x) S_\varepsilon^2(D^\gamma \tilde{u}_0) \rho_\varepsilon, \tag{3.1} \]

where \( S_\varepsilon^2 = S_\varepsilon \circ S_\varepsilon \). Then for any \( \phi \in H_0^m(\Omega; \mathbb{R}^n) \), we have

\[
\left| \sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha \phi \cdot A^{\alpha \beta}_{ij}(x/\varepsilon) D^\beta w_\varepsilon \right| \\
\leq C \| \nabla^m \phi \|_{L^2(\Omega)} \| \nabla^m u_0 \|_{L^2(\Omega)} + C \| \nabla^m \phi \|_{L^2(\Omega)} \| \nabla^m \tilde{u}_0 \|_{L^2(\Omega; \Omega_{2\varepsilon})} \\
+ C \| \nabla^m \phi \|_{L^2(\Omega_{2\varepsilon})} \sum_{0 \leq k \leq m-1} \varepsilon^k \| S_\varepsilon(\nabla^m \tilde{u}_0) \|_{L^2(\Omega_{2\varepsilon})} \\
+ C \| \nabla^m \phi \|_{L^2(\Omega)} \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \| S_\varepsilon(\nabla^{2m-k} \tilde{u}_0) \|_{L^2(\Omega; \Omega_{2\varepsilon})}, \tag{3.2} \]

where \( C \) depends only on \( d, n, m, \mu \) and \( \Omega \). Consequently,

\[
\left| \sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha \phi \cdot A^{\alpha \beta}_{ij}(x/\varepsilon) D^\beta w_\varepsilon \right| \leq C \| u_0 \|_{H^{m+1}(\Omega)} \left( \varepsilon \| \nabla^m \phi \|_{L^2(\Omega)} + \varepsilon^{1/2} \| \nabla^m \phi \|_{L^2(\Omega_{2\varepsilon})} \right). \tag{3.3} \]

Proof. For the simplicity of presentation, we will omit the subscripts \( i, j \). Using the definitions of \( w_\varepsilon \) and \( B \) in (2.1), a direct computation shows that for any \( \phi \in H_0^m(\Omega; \mathbb{R}^n) \),

\[
\sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha \phi A^{\alpha \beta}(x/\varepsilon) D^\beta w_\varepsilon \ dx \\
= - \sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha \phi \left( \left[ A^{\alpha \beta}(x/\varepsilon) - \bar{A}^{\alpha \beta} \right] \left[ D^\beta u_0 - S_\varepsilon^2(D^\beta \tilde{u}_0) \rho_\varepsilon \right] \right) \\
- \sum_{|\alpha|=|\beta|=|\gamma|=m} C(\zeta, \eta) \varepsilon^{-|\gamma|} \int \int_\Omega D^\alpha \phi \left( \left[ A^{\alpha \beta}(x/\varepsilon)(D^\zeta \tilde{\chi})(x/\varepsilon) D^\eta \right] S_\varepsilon^2(D^\gamma \tilde{u}_0) \rho_\varepsilon \right) \\
- \sum_{|\alpha|=|\beta|=m} \int \int_\Omega D^\alpha \phi B^{\alpha \beta}(x/\varepsilon) S_\varepsilon^2(D^\beta \tilde{u}_0) \rho_\varepsilon \\
= I_1 + I_2 + I_3. \tag{3.4} \]
Using
\[ D^\beta u_0 - S^2_\varepsilon (D^\beta \tilde{u}_0) \rho_\varepsilon \]
\[ = [D^\beta u_0 - (D^\beta \tilde{u}_0)] \rho_\varepsilon + [S^2_\varepsilon (D^\beta \tilde{u}_0) - S^2_\varepsilon (D^\beta \tilde{u}_0)] \rho_\varepsilon, \]
we obtain
\[ |I_1| \leq C \| \nabla^m \phi \|_{L^2(\Omega_{4\varepsilon})} \| \nabla^m \tilde{u}_0 \|_{L^2(\Omega_{2\varepsilon})} + C \| \nabla^m \phi \|_{L^2(\Omega)} \| \nabla^m \tilde{u}_0 - S^2_\varepsilon (D^\beta \tilde{u}_0) \|_{L^2(\Omega_{4\varepsilon})}. \]

(3.6)

To deal with \( I_2 \), we observe that for \( |\alpha| = |\beta| = |\gamma| = m \),
\[ \sum_{\zeta + \eta = \beta, 0 \leq \zeta \leq m-1} C(\zeta, \eta) \varepsilon^{m-|\zeta|} \int_\Omega D^\alpha \phi \left\{ A^{\alpha\beta} \left( \frac{x}{\varepsilon} \right) (D^\zeta \gamma) \left( \frac{x}{\varepsilon} \right) D^\eta \left[ S^2_\varepsilon (D^\gamma \tilde{u}_0) \rho_\varepsilon \right] \right\} \]
\[ = \varepsilon^m \int_\Omega D^\alpha \phi \left\{ A^{\alpha\beta} \left( \frac{x}{\varepsilon} \right) \gamma \left( \frac{x}{\varepsilon} \right) S^2_\varepsilon (D^\beta D^\gamma \tilde{u}_0) \rho_\varepsilon \right\} \]
\[ + \varepsilon^m \sum_{\eta' + \eta'' = \beta, |\eta'| \geq 1} C(\eta', \eta'') \int_\Omega D^\alpha \phi \left\{ A^{\alpha\beta} \left( \frac{x}{\varepsilon} \right) \gamma \left( \frac{x}{\varepsilon} \right) S^2_\varepsilon (D^{\eta'} D^\gamma \tilde{u}_0) D^{\eta''} \rho_\varepsilon \right\} \]
\[ + \sum_{\zeta + \eta' + \eta'' = \beta, 1 \leq |\zeta|, |\eta'|} \varepsilon^{m-|\zeta|} C(\zeta, \eta') \varepsilon^{m-|\eta'|} \int_\Omega D^\alpha \phi \left\{ A^{\alpha\beta} \left( \frac{x}{\varepsilon} \right) \left( D^\gamma \gamma \right) \left( \frac{x}{\varepsilon} \right) S^2_\varepsilon (D^{\eta'} D^\gamma \tilde{u}_0) D^{\eta''} \rho_\varepsilon \right\} \]
\[ \equiv I_{21} + I_{22} + I_{23} + I_{24}. \]

(3.7)

Note that by Cauchy inequality and Lemma 2.2
\[ |I_{21}| \leq C \varepsilon^m \| \nabla^m \phi \|_{L^2(\Omega)} \| \gamma \left( \frac{x}{\varepsilon} \right) S^2_\varepsilon (\nabla^{2m} \tilde{u}_0) \rho_\varepsilon \|_{L^2(\Omega)} \]
\[ \leq C \varepsilon^m \| \nabla^m \phi \|_{L^2(\Omega)} \| S_\varepsilon (\nabla^{2m} \tilde{u}_0) \|_{L^2(\Omega_{2\varepsilon})}, \]

(3.8)

\[ |I_{23}| \leq C \sum_{1 \leq k \leq m-1} \varepsilon^{m-k} \| \nabla^m \phi \|_{L^2(\Omega)} \| \nabla^k \gamma \left( \frac{x}{\varepsilon} \right) S^2_\varepsilon (\nabla^{2m-k} \tilde{u}_0) \rho_\varepsilon \|_{L^2(\Omega)} \]
\[ \leq C \sum_{1 \leq k \leq m-1} \varepsilon^{m-k} \| \nabla^m \phi \|_{L^2(\Omega_{4\varepsilon})} \| S_\varepsilon (\nabla^{2m-k} \tilde{u}_0) \|_{L^2(\Omega_{2\varepsilon})}, \]

(3.9)

Similarly, we have
\[ |I_{22}| \leq C \sum_{1 \leq k \leq m} \varepsilon^m \| \nabla^m \phi \|_{L^2(\Omega_{4\varepsilon})} \| \gamma \left( \frac{x}{\varepsilon} \right) S^2_\varepsilon (\nabla^{m-k} \tilde{u}_0) \rho_\varepsilon \|_{L^2(\Omega_{4\varepsilon})} \]
\[ \leq C \sum_{0 \leq k \leq m-1} \varepsilon^k \| \nabla^m \phi \|_{L^2(\Omega_{4\varepsilon})} \| S_\varepsilon (\nabla^{m+k} \tilde{u}_0) \|_{L^2(\Omega_{4\varepsilon}\setminus\Omega_{2\varepsilon})}, \]

(3.10)

and
\[ |I_{24}| \leq C \sum_{k_1 + k_2 + k_3 = m, k_1, k_3 \geq 1} \varepsilon^{m-k_1} \| \nabla^m \phi \|_{L^2(\Omega_{4\varepsilon})} \| \nabla^{k_1} \gamma \left( \frac{x}{\varepsilon} \right) S^2_\varepsilon (\nabla^{m+k_2} \tilde{u}_0) \nabla^{k_3} \rho_\varepsilon \|_{L^2(\Omega_{4\varepsilon})} \]
\[ \leq C \sum_{0 \leq k \leq m-2} \varepsilon^k \| \nabla^m \phi \|_{L^2(\Omega_{4\varepsilon})} \| S_\varepsilon (\nabla^{m+k} \tilde{u}_0) \|_{L^2(\Omega_{4\varepsilon}\setminus\Omega_{2\varepsilon})}. \]

(3.11)
By combining (3.7)–(3.11), we obtain that

$$|I_2| \leq C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|\nabla^m \phi\|_{L^2(\Omega)} \|S_\varepsilon(\nabla^{2m-k} \tilde{u}_0)\|_{L^2(\Omega \setminus \Omega_{2c})}$$

$$+ C \sum_{0 \leq k \leq m-1} \varepsilon^k \|\nabla^m \phi\|_{L^2(\Omega_{4c})} \|S_\varepsilon(\nabla^{m+k} \tilde{u}_0)\|_{L^2(\Omega_{5c} \setminus \Omega_{2c})},$$

where $C$ depends only on $d, n, m, \mu$ and $\Omega$.

Now let us turn to $I_3$. Using Lemma 2.1, we deduce that

$$I_3 = -\varepsilon^m \sum_{|\alpha|=|\beta|=|\gamma|=m} \int_\Omega D^\alpha \phi(D^\gamma \mathcal{B}^\alpha \mathcal{B}^\beta \mathcal{B}^\gamma \mathcal{B})(\frac{x}{\varepsilon}) S_\varepsilon(D^\gamma \mathcal{B} \tilde{u}_0) \rho_\varepsilon$$

$$= \varepsilon^m \sum_{|\alpha|=|\beta|=|\gamma|=m} (-1)^{m+1} \int_\Omega D^\gamma D^\alpha \phi \mathcal{B}^\alpha \mathcal{B}^\beta \mathcal{B}^\gamma \mathcal{B}(\frac{x}{\varepsilon}) S_\varepsilon(D^\gamma \mathcal{B} \tilde{u}_0) \rho_\varepsilon$$

$$+ \varepsilon^m \sum_{|\alpha|=|\beta|=|\gamma|=m} C(\zeta, \eta) \int_\Omega D^\zeta D^\alpha \phi \mathcal{B}^\alpha \mathcal{B}^\beta \mathcal{B}^\gamma \mathcal{B}(\frac{x}{\varepsilon}) \left[ S_\varepsilon(D^\gamma \mathcal{B} \tilde{u}_0) \rho_\varepsilon \right],$$

which may be handled in the same manner as $I_2$. As a result,

$$|I_3| \leq C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|\nabla^m \phi\|_{L^2(\Omega)} \|S_\varepsilon(\nabla^{2m-k} \tilde{u}_0)\|_{L^2(\Omega \setminus \Omega_{2c})}$$

$$+ C \sum_{0 \leq k \leq m-1} \varepsilon^k \|\nabla^m \phi\|_{L^2(\Omega_{4c})} \|S_\varepsilon(\nabla^{m+k} \tilde{u}_0)\|_{L^2(\Omega_{5c} \setminus \Omega_{2c})}.$$  

(3.13)

In view of (3.4), (3.6), (3.12) and (3.13), we have proved (3.2).

To derive (3.3), let us examine the four terms in the RHS of (3.2). Thanks to Lemma 2.6 and 2.4 in Lemma 2.4, we have

$$\|\nabla^m u_0\|_{L^2(\Omega_{2c})} \leq C \varepsilon^{1/2} \|u_0\|_{H^{m+1}(\Omega)},$$

$$\|\nabla^m \tilde{u}_0 - S_\varepsilon(\nabla^m \tilde{u}_0)\|_{L^2(\Omega \setminus \Omega_{5c})} \leq C \varepsilon \|\nabla^{m+1} \tilde{u}_0\|_{L^2(\mathbb{R}^d)} \leq C \varepsilon \|u_0\|_{H^{m+1}(\Omega)}.$$  

(3.14)

By Lemmas 2.3 and 2.5, we see that

$$\sum_{0 \leq k \leq m-1} \varepsilon^k \|S_\varepsilon(\nabla^{m+k} \tilde{u}_0)\|_{L^2(\Omega \setminus \Omega_{2c})} \leq C \|\nabla^m u_0\|_{L^2(\Omega_{5c} \setminus \Omega_{2c})} \leq C \varepsilon^{1/2} \|u_0\|_{H^{m+1}(\Omega)}.$$  

(3.15)

Finally, Lemma 2.3 implies that

$$\sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|S_\varepsilon(\nabla^{2m-k} \tilde{u}_0)\|_{L^2(\Omega \setminus \Omega_{2c})} \leq \sum_{0 \leq k \leq m-1} \varepsilon \|S_\varepsilon(\nabla^{m+1} \tilde{u}_0)\|_{L^2(\Omega \setminus \Omega_{2c})}$$

$$\leq C \varepsilon \|u_0\|_{H^{m+1}(\Omega)}.$$  

(3.16)

In view of (3.14), (3.15) and (3.2), we obtain (3.3).
Theorem 3.1. Let Ω be a bounded Lipschitz domain in \(\mathbb{R}^d\). Assume that the matrix \(A\) satisfies (1.2)–(1.4). Let \(u_\varepsilon (\varepsilon \geq 0)\) be the weak solution to Dirichlet problem (1.1) with \(\tilde{g} = \{g_\gamma\}_{|\gamma| \leq m-1} \in W^{m,2}(\partial\Omega; \mathbb{R}^n)\), \(f \in W^{-m+1,p_0}(\Omega; \mathbb{R}^n)\) and \(p_0 = \frac{2d}{d+1}\). Then

\[
\|w_\varepsilon\|_{H^m_0(\Omega)} \leq C \varepsilon^{1/2} \|u_0\|_{H^{m+1}(\Omega)},
\]

where \(w_\varepsilon\) is defined in (3.4). If in addition \(A\) is symmetric, i.e. \(A = A^*\), then

\[
\|w_\varepsilon\|_{H^m_0(\Omega)} \leq C \varepsilon^{1/2} \left\{ \|\tilde{g}\|_{W^{m,2}(\partial\Omega)} + \|f\|_{W^{-m+1,p_0}(\Omega)} \right\}.
\]

Proof. Note that (3.17) is a consequence of (3.3) by taking \(\phi = w_\varepsilon\). To prove (3.18), we let \(\phi = w_\varepsilon\) in (3.2). The coercivity condition (1.3) implies that

\[
\|w_\varepsilon\|_{H^m_0(\Omega)} \leq C \|\nabla^m u_0\|_{L^2(\Omega_{2\varepsilon})} + C \|\nabla^m \bar{u}_0 - S_\varepsilon (\nabla^m \bar{u}_0)\|_{L^2(\Omega_{3\varepsilon}\setminus\Omega_{2\varepsilon})}
\]

\[
+ C \sum_{0 \leq k \leq m-1,} \varepsilon^k \|S_\varepsilon (\nabla^{m+k} \bar{u}_0)\|_{L^2(\Omega_{3\varepsilon}\setminus\Omega_{2\varepsilon})}
\]

\[
+ C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|S_\varepsilon (\nabla^{2m-k} \bar{u}_0)\|_{L^2(\Omega_{2\varepsilon} \setminus \Omega_{0})}
\]

\[
\approx J_1 + J_2 + J_3 + J_4.
\]

To bound \(J_i, i = 1, 2, \ldots, 4\) by \(\|\tilde{g}\|_{W^{m,2}(\partial\Omega)}\) and \(\|f\|_{W^{-m+1,p_0}(\Omega)}\), we first note that for a functional \(f \in W^{-m+1,p_0}(\Omega; \mathbb{R}^n)\), there exists an array of functions \(f^\zeta \in L^{p_0}(\Omega; \mathbb{R}^n)\) (\(\zeta\) is a multi-index) such that

\[
f = \sum_{|\zeta| \leq m-1} D^\zeta f^\zeta \quad \text{and} \quad \|f\|_{W^{-m+1,p_0}(\Omega)} \approx \sum_{|\zeta| \leq m-1} \|f^\zeta\|_{L^{p_0}(\Omega)}.
\]

Also note that there is a matrix of fundamental solutions \(\Gamma^{0,A}(x)\) (with pole at the origin) for the homogenized operator \(L_0\) in \(\mathbb{R}^d\) [17, 19, 8], such that

\[
|D^\eta \Gamma^{0,A}(x)| \leq \begin{cases} 
\frac{C_n}{|x|^{d-2m+|\eta|}}, & \text{if } d \text{ is odd, or } d > 2m, \text{ or if } |\eta| > 2m - d, \\
\frac{C_n(1+\log |x|)}{|x|^{d-2m+|\eta|}}, & \text{if } d \text{ is even, } 2 \leq d \leq 2m \text{ and } 0 \leq |\eta| \leq 2m - d,
\end{cases}
\]

for any multi-index \(\eta\). Set

\[
v_0(x) = \int_{\mathbb{R}^d} \sum_{|\zeta| \leq m-1} D^\zeta \Gamma^{0,A}(x - y) \tilde{f}^\zeta(y) \, dy \quad \text{and} \quad u_0(x) = v_0(x) + v(x),
\]

where \(\tilde{f}^\zeta\) is the extension of \(f^\zeta\), being zero outside \(\Omega\). Thanks to the Calderón-Zygmund estimates for singular integral and fractional integral estimates (see e.g. [36] Chapters II, V) we have

\[
\|\nabla^{m+1} v_0\|_{L^{p_0}(\hat{\Omega})} \leq C \sum_{|\zeta| \leq m-1} \|f^\zeta\|_{L^{p_0}(\Omega)} \leq C \|f\|_{W^{-m+1,p_0}(\Omega)},
\]

\[
\|\nabla^s v_0\|_{L^{p_0}(\hat{\Omega})} \leq C \sum_{|\zeta| \leq m-1} \|f^\zeta\|_{L^{p_0}(\Omega)} \leq C \|f\|_{W^{-m+1,p_0}(\Omega)}.
\]
where \( \hat{\Omega} = \{ x \in \mathbb{R}^d : \text{dist}(x, \Omega) < 2 \} \), \( \frac{1}{q_0} = 1 - \frac{1}{p_0} = \frac{2d}{d-1} \) and \( 0 \leq s \leq m \).

Let \( \nu \) denote the unit outward normal to \( \partial \Omega \). Let \( e = (e_1, \ldots, e_d) \in C^\infty_c(\mathbb{R}^d, \mathbb{R}^d) \) such that \( e \cdot \nu \geq c_0 > 0 \) on \( \partial \Omega \). Using the divergence theorem, we deduce that for any multi-index \( \gamma \) with \( 0 \leq |\gamma| \leq m \),

\[
c_0 \int_{\partial \Omega} |D^\gamma v_0|^2 d\sigma \leq \int_{\partial \Omega} |D^\gamma v_0|^2 \nu \cdot e d\sigma
\]

\[
\leq \int_{\Omega} |D^\gamma v_0|^2 |\text{div}(e)| dx + 2 \int_{\Omega} |D_x D^\gamma v_0||e_i||D^\gamma v_0| dx
\]

\[
\leq C\|\nabla^{|\gamma|} v_0\|^2_{L^p(\Omega)} + C\|\nabla^{|\gamma|+1} v_0\|_{L^p(\Omega)} \|\nabla^{|\gamma|} v_0\|_{L^p(\Omega)}
\]

\[
\leq C\|f\|_{W^{-m+1,p_0}(\Omega)},
\]

(3.23)

where we also have used H"older’s inequality, (3.21) and (3.22). Substituting \( \partial \Omega \) in (3.23) by \( \Sigma_t = \{ x \in \mathbb{R}^d : \text{dist}(x, \partial \Omega) = t \} \) for \( 0 < t << 1 \), and integrating the resulting inequality with respect to \( t \) from 0 to \( \varepsilon \), we then obtain that

\[
\|\nabla^s v_0\|_{L^2(\Omega_\varepsilon)} \leq C\varepsilon^{1/2}\|f\|_{W^{-m+1,p_0}(\Omega)} \text{ for } 0 \leq s \leq m.
\]

(3.24)

Denote \( \{\text{Tr}(D^\gamma v)\}_{|\gamma| \leq m-1} = \{v_\gamma\}_{|\gamma| \leq m-1} \) as \( \hat{v} \). By (3.23), we get

\[
\|\hat{v}\|_{W^{m,2}((\partial \Omega))} \leq \|\hat{\gamma}\|_{W^{m,2}((\partial \Omega))} + \|\hat{\varepsilon}\|_{W^{m,2}((\partial \Omega))}
\]

\[
\leq \|\hat{\gamma}\|_{W^{m,2}((\partial \Omega))} + C\|f\|_{W^{-m+1,p_0}(\Omega)}.
\]

Note that

\[
\mathcal{L}_0v = \mathcal{L}_0u_0 - \mathcal{L}_0v_0 = 0 \text{ in } \Omega.
\]

Since \( A^* = A \), we have \( (\tilde{A})^* = A^* \). This allows us to apply the non-tangential maximal function estimates for higher-order elliptic systems with constant coefficients in Lipschitz domains \cite{30, 41} to obtain

\[
\|\mathcal{M}(\nabla^m v)\|_{L^2((\partial \Omega))} \leq C\|\hat{v}\|_{W^{m,2}((\partial \Omega))}
\]

\[
\leq C\|\hat{\gamma}\|_{W^{m,2}((\partial \Omega))} + C\|f\|_{W^{-m+1,p_0}(\Omega)},
\]

(3.25)

where \( \mathcal{M}(\nabla^m v) \) denotes the non-tangential maximal function of \( \nabla^m v \). By combining (3.24) and (3.25), we see that

\[
J_1 = \|\nabla^m u_0\|_{L^2(\Omega_\varepsilon)} \leq C\varepsilon^{1/2}\left\{\|\hat{\gamma}\|_{W^{m,2}((\partial \Omega))} + \|f\|_{W^{-m+1,p_0}(\Omega)}\right\}.
\]

(3.26)

Now let us turn to \( J_2 \). Let \( \tilde{\rho}_\varepsilon \) be a function in \( C^\infty_c(\Omega) \) such that \( \text{supp}(\tilde{\rho}_\varepsilon) \subset \Omega \setminus \Omega_{\varepsilon/2} \) and

\[
0 \leq \tilde{\rho}_\varepsilon \leq 1, \ |\nabla \tilde{\rho}_\varepsilon| \leq C\varepsilon^{-1}, \ \tilde{\rho}_\varepsilon = 1 \text{ on } \Omega \setminus \Omega_{\varepsilon}.
\]

Let \( \hat{\rho}_1 \) be a function in \( C^\infty_c(\hat{\Omega}) \) such that

\[
0 \leq \hat{\rho}_1 \leq 1, \ \hat{\rho}_1(x) = 1 \text{ in } \Omega, \ |\nabla^k \hat{\rho}_1| \leq C, \ \text{ for } 1 \leq k \leq 2m.
\]
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It follows that

\[
\begin{align*}
J_2 &\leq \|\nabla^m v_0 - S_{\varepsilon}(\nabla^m v_0)\|_{L^2(\Omega \setminus \Omega_{2\varepsilon})} + \|\nabla^m v - S_{\varepsilon}(\nabla^m v)\|_{L^2(\Omega \setminus \Omega_{2\varepsilon})} \\
&\leq \|\nabla^m v_0 \tilde{\rho}_1 - S_{\varepsilon}(\nabla^m v_0 \tilde{\rho}_1)\|_{L^2(\mathbb{R}^d)} + \|\nabla^m v \tilde{\rho}_\varepsilon - S_{\varepsilon}(\nabla^m v \tilde{\rho}_\varepsilon)\|_{L^2(\mathbb{R}^d)} \\
&\leq C\varepsilon^{1/2} \|\nabla^m v_0 \tilde{\rho}_1\|_{L^{p_0}(\mathbb{R}^d, \mu)} + C\varepsilon \|\nabla^m v \tilde{\rho}_\varepsilon\|_{L^{p_0}(\mathbb{R}^d)} \\
&\leq C\varepsilon^{1/2} \left\{ \|\nabla^{m+1} v_0\|_{L^{p_0}(\tilde{\Omega}, \mu)} + \|\nabla^m v_0\|_{L^{p_0}(\tilde{\Omega})} \right\} + C\varepsilon \|\nabla^{m+1} v\|_{L^2(\Omega \setminus \Omega_{\varepsilon/2})} + C\varepsilon \|\nabla^m v\|_{L^2(\Omega \setminus \Omega_{\varepsilon/2})}
\end{align*}
\]

where we have used (2.7), (2.4) for the third inequality as well as (3.21), (3.22) and (3.25) for the last inequality.

For \(J_3\) and \(J_4\), we observe that by Lemma 2.3

\[
J_3 \leq C \|\nabla^m u_0\|_{L^2(\Omega_{2\varepsilon})} \leq C\varepsilon^{1/2} \left\{ \|\tilde{g}\|_{W^{m,2}(\partial\Omega, \mu)} + \|f\|_{W^{-m+1, p_0}(\Omega)} \right\}. \tag{3.28}
\]

Similar to the deduction of (3.27), we use (2.5), Lemma 2.3 as well as (3.21) and (3.22) to deduce that

\[
\begin{align*}
J_4 &\leq C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|S_{\varepsilon}(\nabla^{2m-k}(v_0 \tilde{\rho}_1))\|_{L^2(\Omega \setminus \Omega_{2\varepsilon})} + C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|S_{\varepsilon}(\nabla^{2m-k} v)\|_{L^2(\Omega \setminus \Omega_{2\varepsilon})} \\
&\leq C\varepsilon^{1/2} \|\nabla^{m+1} (v_0 \tilde{\rho}_1)\|_{L^{p_0}(\tilde{\Omega})} + C\varepsilon \|\nabla^{m+1} v\|_{L^2(\Omega \setminus \Omega_{\varepsilon/2})} \\
&\leq C\varepsilon^{1/2} \|f\|_{W^{-m+1, p_0}(\Omega)} + C\varepsilon \|\nabla^{m+1} v\|_{L^2(\Omega \setminus \Omega_{\varepsilon/2})}. \tag{3.29}
\end{align*}
\]

By combining the estimates for \(J_1, J_2, J_3, J_4\) and (3.19), we obtain that

\[
\|w_{\varepsilon}\|_{H^1_0(\Omega)} \leq C\varepsilon^{1/2} \left\{ \|\tilde{g}\|_{W^{m,2}(\partial\Omega, \mu)} + \|f\|_{W^{-m+1, p_0}(\Omega)} \right\} + C\varepsilon \|\nabla^{m+1} v\|_{L^2(\Omega \setminus \Omega_{\varepsilon/2})}. \tag{3.30}
\]

Thus, to prove (3.18), it remains only to bound \(\|\nabla^{m+1} v\|_{L^2(\Omega \setminus \Omega_{\varepsilon/2})}\). Recall that \(L_0 v = L_0 (u_0 - v_0) = 0\) in \(\Omega\). By the interior estimates for elliptic systems with constant coefficients,

\[
|\nabla^{m+1} v(x)| \leq \frac{C}{\delta(x)} \left\{ \int_{B(x, \frac{\delta(x)}{8})} |\nabla^m v|^2 \right\}^{1/2},
\]

where \(\delta(x) = dist(x, \partial\Omega)\). This leads to

\[
\begin{align*}
\|\nabla^{m+1} v\|_{L^2(\Omega \setminus \Omega_{\varepsilon/2})} &\leq C \left\{ \int_{\Omega \setminus \Omega_{\varepsilon/2}} \frac{1}{(\delta(x))^2} \int_{B(x, \frac{\delta(x)}{8})} |\nabla^m v(y)|^2 dy \right\}^{1/2} \\
&\leq C\varepsilon^{-1/2} \|\nabla^m v\|_{L^2(\Omega)} \\
&\leq C\varepsilon^{-1/2} \left\{ \|\tilde{g}\|_{W^{m,2}(\partial\Omega, \mu)} + \|f\|_{W^{-m+1, p_0}(\Omega)} \right\},
\end{align*}
\]

which, combined with (3.30), implies (3.18). The proof is completed. \(\square\)
With Theorem 3.1 at our disposal, we are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** In view of (3.1) it is enough to prove that

\[
\| \varepsilon_m \sum_{|\gamma| = m} \chi^\gamma(\frac{x}{\varepsilon}) S^2_\varepsilon(D^\gamma \tilde{u}_0) \rho_\varepsilon \|_{W^{m-1, q}_0(\Omega)} \leq C \varepsilon \| u_0 \|_{H^{m+1}(\Omega)},
\]  

(3.31)

\[
\| w_\varepsilon \|_{W^{m-1, q}_0(\Omega)} \leq C \varepsilon \| u_0 \|_{H^{m+1}(\Omega)}.
\]  

(3.32)

Note that

\[
\varepsilon_m \sum_{|\gamma| = m} \chi^\gamma(\frac{x}{\varepsilon}) S^2_\varepsilon(D^\gamma \tilde{u}_0) \rho_\varepsilon \|_{W^{m-1, q}_0(\Omega)} \leq C \varepsilon \sum_{0 \leq k \leq m-1} \varepsilon^{1+k} \| S_\varepsilon(|\nabla^{m+k+1} \tilde{u}_0|) \|_{L^q(\Omega)},
\]

where we have used Lemma 2.2 and the definition of \( \rho_\varepsilon \) for the last inequality. Using Sobolev imbeddings and Lemma 2.3, we obtain that

\[
\varepsilon_m \sum_{|\gamma| = m} \chi^\gamma(\frac{x}{\varepsilon}) S^2_\varepsilon(D^\gamma \tilde{u}_0) \rho_\varepsilon \|_{W^{m-1, q}_0(\Omega)} \leq C \sum_{0 \leq k \leq m-1} \varepsilon^{1+k} \| S_\varepsilon(|\nabla^{m+k+1} \tilde{u}_0|) \|_{L^2(\mathbb{R}^d)},
\]

which gives (3.31).

Next we turn to (3.32). For any fixed \( F \in W^{-m+1, p_0}(\Omega; \mathbb{R}^n) \), let \( \psi_\varepsilon \in H^{m}_0(\Omega; \mathbb{R}^n) \) be the weak solution to the Dirichlet problem

\[
\begin{align*}
\mathcal{L}_\varepsilon \psi_\varepsilon &= F & \text{in } \Omega, \\
\text{Tr}(D^\gamma \psi_\varepsilon) &= 0, & \text{on } \partial \Omega \quad \text{for } 0 \leq |\gamma| \leq m - 1,
\end{align*}
\]

and \( \psi_0 \in H^{m}_0(\Omega; \mathbb{R}^n) \) the solution to the homogenized problem

\[
\begin{align*}
\mathcal{L}_0 \psi_0 &= F & \text{in } \Omega, \\
\text{Tr}(D^\gamma \psi_0) &= 0, & \text{on } \partial \Omega \quad \text{for } 0 \leq |\gamma| \leq m - 1.
\end{align*}
\]

Set

\[
\Psi_\varepsilon = \psi_\varepsilon - \psi_0 - \varepsilon_m \sum_{|\gamma| = m} \chi^\gamma(\frac{x}{\varepsilon}) S^2_\varepsilon(D^\gamma \tilde{\psi}_0) \rho_\varepsilon.
\]
Since \( w_\varepsilon \in H^m_0(\Omega; \mathbb{R}^n) \), we deduce that
\[
\langle w_\varepsilon, F \rangle_{W^{m-1,\infty}(\Omega) \times W^{m+1,p_0}(\Omega)} = \sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha w_\varepsilon A^{\alpha\beta}(\frac{x}{\varepsilon}) D^\beta \psi_\varepsilon
\]
\[
= \sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha w_\varepsilon A^{\alpha\beta}(\frac{x}{\varepsilon}) D^\beta \psi_\varepsilon + \sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha w_\varepsilon A^{\alpha\beta}(\frac{x}{\varepsilon}) D^\beta \psi_0
\]
\[
+ \sum_{|\alpha|=|\beta|=m} \int_\Omega D^\alpha w_\varepsilon A^{\alpha\beta}(\frac{x}{\varepsilon}) D^\beta \left\{ \sum_{|\gamma|=m} \varepsilon^m \chi^\gamma(\frac{x}{\varepsilon}) S^2_\varepsilon(D^\gamma \tilde{\psi}_0)\rho_\varepsilon \right\}
\]
\[\equiv K_1 + K_2 + K_3. \tag{3.33}\]

By (3.17) and (3.18), it is easy to see that
\[
|K_1| \leq C \|w_\varepsilon\|_{H^m_0(\Omega)} \|\Psi_\varepsilon\|_{H^m_0(\Omega)} \leq C \varepsilon \|u_0\|_{H^{m+1}(\Omega)} \|F\|_{W^{-m+1,p_0}(\Omega)}.
\]
Also note that \( \psi_0 \in H^m_0(\Omega; \mathbb{R}^n) \), and
\[
\|\nabla^m \psi_0\|_{L^2(\Omega)} \leq C \|F\|_{H^{-m}(\Omega)} \leq C \|F\|_{W^{-m+1,p_0}(\Omega)},
\]
\[
\|\nabla^m \psi_0\|_{L^2(\Omega)} \leq C \varepsilon^{1/2} \|F\|_{W^{-m+1,p_0}(\Omega)},
\]
where the last inequality was established in the proof of Theorem 3.1. Hence, by (3.33),
\[
|K_2| \leq C \|u_0\|_{H^{m+1}(\Omega)} \left\{ \varepsilon \|\nabla^m \psi_0\|_{L^2(\Omega)} + \varepsilon^{1/2} \|\nabla^m \psi_0\|_{L^2(\Omega)} \right\}
\]
\[\leq C \varepsilon \|u_0\|_{H^{m+1}(\Omega)} \|F\|_{W^{-m+1,p_0}(\Omega)}.\]

Also, by (3.3),
\[
|K_3| \leq C \varepsilon \|u_0\|_{H^{m+1}(\Omega)} \|\varepsilon^m \nabla^m \left\{ \chi(\frac{x}{\varepsilon}) S^2_\varepsilon(\nabla^m \tilde{\psi}_0)\rho_\varepsilon \right\}\|_{L^2(\Omega)}
\]
\[
+ C \varepsilon^{1/2} \|u_0\|_{H^{m+1}(\Omega)} \|\varepsilon^m \nabla^m \left\{ \chi(\frac{x}{\varepsilon}) S^2_\varepsilon(\nabla^m \tilde{\psi}_0)\rho_\varepsilon \right\}\|_{L^2(\Omega)} \tag{3.34}\]

Observe that
\[
\varepsilon^m \|\nabla^m \left\{ \chi(\frac{x}{\varepsilon}) S^2_\varepsilon(\nabla^m \tilde{\psi}_0)\rho_\varepsilon \right\}\|_{L^2(\Omega)}
\]
\[
\leq C \|\nabla^m \chi(\frac{x}{\varepsilon}) S^2_\varepsilon(\nabla^m \tilde{\psi}_0)\rho_\varepsilon\|_{L^2(\Omega)}
\]
\[
+ C \varepsilon^m \|\chi(\frac{x}{\varepsilon}) S^2_\varepsilon(\nabla^m \tilde{\psi}_0)\rho_\varepsilon\|_{L^2(\Omega)} + C \varepsilon^m \|\chi(\frac{x}{\varepsilon}) S^2_\varepsilon(\nabla^m \tilde{\psi}_0)\nabla^m \rho_\varepsilon\|_{L^2(\Omega)}
\]
\[
+ C \sum_{k_1+k_2+k_3=m, k_i \geq 1, i=1,2,3} \|\nabla^k_1 \chi(\frac{x}{\varepsilon}) S^2_\varepsilon(\nabla^k_2 + m \tilde{\psi}_0)\nabla^k_3 \rho_\varepsilon\|_{L^2(\Omega)}
\]
\[\equiv K_31 + K_32 + K_33 + K_34. \tag{3.35}\]

For \( K_{31}, K_{33} \), we deduce from Lemma 2.2 that
\[
K_{31} \leq C \|S_\varepsilon(\nabla^m \tilde{\psi}_0)\|_{L^2(\Omega)} \leq C \|\nabla^m \psi_0\|_{L^2(\Omega)} \leq C \|F\|_{W^{-m+1,p_0}(\Omega)},
\]
\[
K_{33} \leq C \|S_\varepsilon(\nabla^m \tilde{\psi}_0)\|_{L^2(\Omega)} \leq C \|\nabla^m \tilde{\psi}_0\|_{L^2(\Omega)} \leq C \|F\|_{W^{-m+1,p_0}(\Omega)}.
\]
Furthermore, by Lemmas 2.2 and 2.3 we see that
\[
K_{32} \leq C\varepsilon^m \|\chi^\gamma(X_{\varepsilon})S_\varepsilon^2(\nabla^2 m \tilde{\psi}_0)\|_{L^2(\Omega)} \leq C\varepsilon^m \|\nabla^2 m \tilde{\psi}_0\|_{L^2(\Omega)}
\]
and also
\[
K_{34} = C \sum_{k_1+k_2+k_3=m,k_i \geq 1,i=1,2,3} \varepsilon^{k_2+k_3} \|\nabla^{k_1} \chi^\gamma(X_{\varepsilon})S_\varepsilon^2(\nabla^{k_2+m} \tilde{\psi}_0)\|_{L^2(\Omega)} \leq C \sum_{1 \leq k_2 \leq m-2} \varepsilon^{k_2} \|\nabla^{k_2+m} \tilde{\psi}_0\|_{L^2(\Omega)} \leq C \|\nabla^m \tilde{\psi}_0\|_{L^2(\Omega)}.\]

By combining the estimates on \(K_{31}, K_{32}, K_{33}, K_{34}\) with (3.35), we obtain
\[
\varepsilon^m \|\nabla^m \left\{ \chi^\gamma(X_{\varepsilon})S_\varepsilon^2(\nabla^m \tilde{\psi}_0)\rho_{\varepsilon} \right\}\|_{L^2(\Omega)} \leq C \|F\|_{W^{-m+1,p_0}(\Omega)}. \tag{3.36}
\]

Similar consideration also shows that
\[
\varepsilon^m \|\nabla^m \left\{ \chi^\gamma(X_{\varepsilon})S_\varepsilon^2(\nabla^m \tilde{\psi}_0)\rho_{\varepsilon} \right\}\|_{L^2(\Omega)} \leq C \varepsilon^{1/2} \|F\|_{W^{-m+1,p_0}(\Omega)}. \tag{3.37}
\]

By combining (3.36) and (3.37) with (3.34), we obtain that
\[
|K_3| \leq C\varepsilon \|u_0\|_{H^{m+1}(\Omega)} \|F\|_{W^{-m+1,p_0}(\Omega)}.
\]

Finally, in view of the estimates of \(K_1, K_2, K_3\) and (3.33), we have proved that
\[
|\langle w_{\varepsilon}, F \rangle_{W_0^{m-1,p_0}(\Omega) \times W^{-m+1,p_0}(\Omega)}| \leq C\varepsilon \|u_0\|_{H^{m+1}(\Omega)} \|F\|_{W^{-m+1,p_0}(\Omega)},
\]
which, by duality, gives the desired estimate (3.32). This completes the proof of Theorem 1.1. \(\square\)

Remark 3.1. The symmetric assumption on \(A\) is made to ensure the nontangential maximal function estimates (3.25) in Lipschitz domains. If \(\Omega\) is smooth, this assumption can be removed without changing the results in (3.17) and (3.18), see e.g. [30, 41]. Especially, we still have the following estimate as a consequence of (3.18),
\[
\|u_{\varepsilon} - u_0\|_{L^2(\Omega)} \leq C\varepsilon^{1/2} \left\{ \|g\|_{W_A^{m,2}(\partial \Omega)} + \|f\|_{W^{-m+1,p_0}(\Omega)} \right\}, \tag{3.38}
\]

which will play an essential role in the proof of the large-scale \(C^{m-1,1}\) estimate in the next section, see Lemma 4.1.
4 $C^{m-1.1}$ estimates

This section is devoted to the interior $C^{m-1.1}$ estimates for $\mathcal{L}_\varepsilon$, without smoothness and symmetry assumptions on the coefficients. The proof is based on a general scheme for establishing regularity estimates at large scale in the homogenization theory, formulated in [2] and further developed in [1] [34].

In the following we will always assume that the matrix $A$ satisfies \((1.2) - (1.4)\).

Lemma 4.1. For $0 < \varepsilon \leq r < \infty$, let $B_r = B(x_0, r)$ be a ball in $\mathbb{R}^d$ and $u_\varepsilon \in H^m(B_{2r}; \mathbb{R}^n)$ a solution to $\mathcal{L}_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha$ in $B_{2r}$. Then there exists a function $u_0 \in H^m(B_r; \mathbb{R}^n)$ such that $\mathcal{L}_0 u_0 = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha$ in $B_r$ and

$$
\left( \int_{B_r} |u_\varepsilon - u_0|^2 \right)^{1/2} \leq C \left( \frac{\varepsilon}{r} \right)^{1/2} \left( \int_{B_{2r}} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} r^{2m-|\alpha|} \left( \int_{B_{2r}} |f^\alpha|^2 \right)^{1/2} .
$$

(4.1)

Proof. We may assume that $r = 1$ and $x_0 = 0$ by rescaling and translation. Let $u_0$ be the weak solution to the Dirichlet problem

$$
\begin{cases}
\mathcal{L}_0 u_0 = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha & \text{in } B_t, \\
\text{Tr}(D^\gamma u_0) = D^\gamma u_\varepsilon & \text{on } \partial B_t \quad \text{for } 0 \leq |\gamma| \leq m-1,
\end{cases}
$$

(4.2)

where $t \in [5/4, 7/4]$ is to be determined later. Thanks to Remark 3.1, we have

$$
\|u_\varepsilon - u_0\|_{L^2(B_t)} \leq \|u_\varepsilon - u_0\|_{L^2(B_t)}
$$

$$
\leq C \varepsilon^{1/2} \left\{ \sum_{0 \leq k \leq m} \|\nabla^k u_\varepsilon\|_{L^2(\partial B_t)} + \sum_{|\alpha| \leq m-1} \|f^\alpha\|_{L^2(B_t)} \right\} .
$$

(4.3)

By Caccioppoli’s inequality (see Lemma 2.6), we obtain that

$$
\sum_{0 \leq k \leq m} \int_{B_{\frac{r}{2}}} |\nabla^k u_\varepsilon|^2 \leq C \left\{ \int_{B_2} |u_\varepsilon|^2 + \sum_{|\alpha| \leq m-1} \int_{B_2} |f^\alpha|^2 \right\} .
$$

(4.4)

Hence there must be some $t \in [5/4, 7/4]$ such that

$$
\sum_{0 \leq k \leq m} \int_{\partial B_t} |\nabla^k u_\varepsilon|^2 \leq C \left\{ \int_{B_2} |u_\varepsilon|^2 + \sum_{|\alpha| \leq m-1} \int_{B_2} |f^\alpha|^2 \right\} .
$$

(4.5)

For otherwise, we may deduce from the co-area formula that

$$
\sum_{0 \leq k \leq m} \int_{B_{\frac{r}{2}}} |\nabla^k u_\varepsilon|^2 \geq C \sum_{0 \leq k \leq m} \int_{\frac{r}{2}}^t \int_{\partial B_t} |\nabla^k u_\varepsilon|^2 dt \geq C \left\{ \int_{B_2} |u_\varepsilon|^2 + \sum_{|\alpha| \leq m-1} \int_{B_2} |f^\alpha|^2 \right\} ,
$$
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which contradicts with (4.4). It follows by (4.5) and (4.3) that
\[ \|u_\varepsilon - u_0\|_{L^2(B_1)} \leq C\varepsilon^{1/2} \left\{ \|u_\varepsilon\|_{L^2(B_2)} + \sum_{|\alpha| \leq m-1} \|f^\alpha\|_{L^2(B_2)} \right\}. \] (4.6)

This completes the proof.

Let
\[ \Psi_k = \left\{ (P_k^1, P_k^2, \ldots, P_k^n) \mid P_k^i \text{ are polynomials of degree at most } k \right\}. \]

**Lemma 4.2.** Let \( B_r = B(x_0, r) \) be a ball in \( \mathbb{R}^d \). Let \( u_0 \in H^m(B_r; \mathbb{R}^n) \) be a solution to \( \mathcal{L}_0 u_0 = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha \) in \( B_r \) with \( f^\alpha \in L^2(B_r; \mathbb{R}^n) \), where \( q > d \). For \( 0 < t \leq r \), define
\[ G(t; u_0) = \frac{1}{t^m} \inf_{P_m \in \Psi_m} \left\{ \left( \int_{B_t} |u_0 - P_m|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} t^{2m-|\alpha|} \left( \int_{B_t} |f^\alpha|^q \right)^{1/q} \right\}. \]

Then there exists some \( \delta \in (0, 1/8) \), depending only on \( d, n, m, q \) and \( \mu \) such that
\[ G(\delta r; u_0) \leq \frac{1}{2} G(r; u_0). \] (4.7)

**Proof.** By translation and rescaling we may assume that \( x_0 = 0 \) and \( r = 1 \). By choosing
\[ P_m(x) = \sum_{|\alpha| = 0}^m \frac{1}{\alpha!} D^\alpha u_0(0)x^\alpha = \sum_{|\alpha| = 0}^m \frac{1}{\alpha_1!\alpha_2!\ldots\alpha_d!} D^\alpha u_0(0)x_1^{\alpha_1}x_2^{\alpha_2}x_d^{\alpha_d}, \]
we see that
\[ G(\delta; u_0) \leq C\delta^\theta \|\nabla^m u_0\|_{C^{0,\theta}(B_1)} + \sum_{|\alpha| \leq m-1} \delta^{m-|\alpha|} \left( \int_{B_1} |f^\alpha|^q \right)^{1/q}. \] (4.8)

Let \( 0 < \theta < 1 - \frac{d}{q} \). It follows from the \( C^{m,\theta} \) regularity for higher-order elliptic systems with constant coefficients (see e.g. [14]) that
\[ G(\delta; u_0) \leq C\delta^\theta \left\{ \left( \int_{B_1} |u_0 - P_m|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} \left( \int_{B_1} |f^\alpha|^q \right)^{1/q} \right\} + C\delta^{1-\frac{d}{q}} \sum_{|\alpha| \leq m-1} \left( \int_{B_1} |f^\alpha|^q \right)^{1/q} \]
\[ \leq C\delta^\theta \left\{ \left( \int_{B_1} |u_0 - P_m|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} \left( \int_{B_1} |f^\alpha|^q \right)^{1/q} \right\} \]
for any \( P_m \in \Psi_m \). Thus
\[ G(\delta; u_0) \leq \frac{1}{2} G(1; u_0), \]
if \( \delta \in (0, 1/8) \) is sufficiently small. \( \square \)
Lemma 4.3. For \( \varepsilon \in (0, 1/4) \), let \( u_\varepsilon \) be a solution to \( \mathcal{L}_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha \) in \( B_1 \) with \( f^\alpha \in L^q(B_1; \mathbb{R}^n) \) for some \( q > d \). For \( 0 < r \leq 1/2 \), define

\[
H(r) = \frac{1}{r^m} \inf_{P_m \in \mathcal{P}_m} \left\{ \left( \int_{B_r} |u_\varepsilon - P_m|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} r^{2m-|\alpha|} \left( \int_{B_r} |f^\alpha|^q \right)^{1/q} \right\},
\]

\[
I(r) = \frac{1}{r^m} \inf_{P_{m-1} \in \mathcal{P}_{m-1}} \left\{ \left( \int_{B_r} |u_\varepsilon - P_{m-1}|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} r^{2m-|\alpha|} \left( \int_{B_r} |f^\alpha|^2 \right)^{1/2} \right\}.
\]

Then

\[
H(\delta r) \leq \frac{1}{2} H(r) + C \left( \frac{\varepsilon}{r} \right)^{1/2} I(2r)
\]

(4.9)

for any \( r \in [\varepsilon, 1/2] \), where \( \delta \in (0, 1/8) \) is given by Lemma 4.2.

Proof. For any fixed \( r \in [\varepsilon, 1/2] \), let \( u_0 \) be a solution to \( \mathcal{L}_0 u_0 = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha \) in \( B_r \). Using Lemma 4.2, we deduce that

\[
H(\delta r) \leq \left( \frac{1}{\delta r} \right)^m \left( \int_{B_{\delta r}} |u_\varepsilon - u_0|^2 \right)^{1/2} + G(\delta r; u_0)
\]

\[
\leq \left( \frac{1}{\delta r} \right)^m \left( \int_{B_{\delta r}} |u_\varepsilon - u_0|^2 \right)^{1/2} + \frac{1}{2} G(r; u_0)
\]

\[
\leq \left( \frac{1}{\delta r} \right)^m \left( \int_{B_{\delta r}} |u_\varepsilon - u_0|^2 \right)^{1/2} + \frac{C}{r^m} \left( \int_{B_r} |u_\varepsilon - u_0|^2 \right)^{1/2} + \frac{1}{2} H(r).
\]

This, together with Lemma 4.1, implies that

\[
H(\delta r) \leq C \left( \frac{\varepsilon}{r} \right)^{1/2} \frac{1}{r^m} \left\{ \left( \int_{B_{2r}} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} r^{2m-|\alpha|} \left( \int_{B_{2r}} |f^\alpha|^2 \right)^{1/2} \right\} + \frac{1}{2} H(r).
\]

By replacing \( u_\varepsilon \) with \( u_\varepsilon - P_{m-1} \) for any \( P_{m-1} \in \mathcal{P}_{m-1} \), we obtain (4.9). \( \square \)

The following lemma, a continuous version of Lemma 3.1 in [1], was first proved in [34] (Lemma 8.5 therein). It plays an essential role in our proof of Theorem 1.2.

Lemma 4.4. Let \( H(r) \) and \( h(r) \) be two nonnegative continuous functions on the interval \( (0, 1] \), and let \( \varepsilon \in (0, 1/4) \). Assume that

\[
\max_{r \leq t \leq 2r} H(t) \leq C_0 H(2r), \quad \max_{r \leq t, s \leq 2r} |h(t) - h(s)| \leq C_0 H(2r),
\]

(4.10)

for any \( r \in [\varepsilon, 1/2] \), and also

\[
H(\delta r) \leq \frac{1}{2} H(r) + C_0 \omega(\varepsilon/r) \{ H(2r) + h(2r) \},
\]

(4.11)
for any $r \in [\varepsilon, 1/2]$, where $\delta \in (0, 1/4)$ and $\omega$ is a nonnegative increasing function on $[0, 1]$ such that $\omega(0) = 0$ and

$$
\int_0^1 \frac{\omega(s)}{s} ds < \infty.
$$

(4.12)

Then

$$
\max_{\varepsilon \leq r \leq 1} \{H(r) + h(r)\} \leq C \{H(1) + h(1)\}.
$$

(4.13)

We are now ready to give the proof of Theorem 1.2.

**Proof of Theorem 1.2.** By translation and rescaling we may assume that $x_0 = 0$ and $R = 1$. We also assume that $\varepsilon \in (0, 1/4)$. For otherwise we have $r \in [1/4, 1/2)$ and the result is trivial. Let $u_\varepsilon$ be a solution to $\mathcal{L}_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m-1} D^\alpha f^\alpha$ in $B_1$ with $f \in L^q(B_1)$ for some $q > d$. For $r \in (0, 1)$, let $H(r), I(r)$ be defined as in Lemma 4.3 and let $\omega(t) = t^{1/2}$, which satisfies (4.12). Let

$$
h(r) = \sum_{|\alpha| = m} \frac{1}{\alpha!} |D^\alpha P_{mr}|,
$$

where $P_{mr}$ is an element in $\mathfrak{P}_m$ such that

$$
H(r) = \frac{1}{r^m} \left\{ \left( \int_{B_r} |u_\varepsilon - P_{mr}|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} r^{2m-|\alpha|} \left( \int_{B_r} |f^\alpha|^q \right)^{1/q} \right\}.
$$

Next let us verify that $H(r), h(r)$ satisfy conditions (4.10) and (4.11). Since $t \in [r, 2r]$, from the definition it is obvious that

$$
H(t) \leq CH(2r).
$$

(4.14)

Also, by the definition of $h(r)$, we have

$$
|h(t) - h(s)| \leq \sum_{|\alpha| = m} \frac{1}{\alpha!} |D^\alpha (P_{mt} - P_{ms})|.
$$

Since $\mathcal{L}_0 (P_{mt} - P_{mr}) = 0$ in $\mathbb{R}^d$, it follows from Caccioppoli's inequality that for any $t, s \in [r, 2r],

$$
|h(t) - h(s)| \leq C \frac{1}{r^m} \left( \int_{B_r} |P_{mt} - P_{ms}|^2 \right)^{1/2}
\leq C \frac{1}{r^m} \left( \int_{B_r} |u_\varepsilon - P_{mt}|^2 \right)^{1/2} + C \frac{1}{r^m} \left( \int_{B_r} |u_\varepsilon - P_{ms}|^2 \right)^{1/2}
\leq C \frac{1}{r^m} \left( \int_{B_t} |u_\varepsilon - P_{mt}|^2 \right)^{1/2} + C \frac{1}{s^m} \left( \int_{B_s} |u_\varepsilon - P_{ms}|^2 \right)^{1/2}
\leq C \{H(t) + H(s)\}
\leq CH(2r).
$$

(4.15)
This gives condition (4.10).

To show (4.11), we use (4.9) and the observation that
\[
I(2r) \leq H(2r) + \frac{1}{(2r)^m} \inf_{P_{m-1} \in \mathcal{P}_{m-1}} \left( \int_{B_{2r}} |P_{m}(2r) - P_{m-1}|^2 \right)^{1/2} 
\]
\[
\leq H(2r) + C h(2r),
\]
where the last step follows from Poincaré’s inequality. Therefore, by Lemma 4.4, we obtain
\[
\frac{1}{r^m} \inf_{P_{m-1} \in \mathcal{P}_{m-1}} \left( \int_{B_r} |u_\varepsilon - P_{m-1}|^2 \right)^{1/2} \leq H(r) + \frac{1}{r^m} \inf_{P_{m-1} \in \mathcal{P}_{m-1}} \left( \int_{B_r} |P_{m} - P_{m-1}|^2 \right)^{1/2}
\]
\[
\leq C \{ H(r) + h(r) \}
\]
\[
\leq C \{ H(1) + h(1) \}
\]
\[
\leq C \left\{ \left( \int_{B_1} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} \left( \int_{B_1} |f^{\alpha}|^q \right)^{1/q} \right\},
\]
for any \( r \in (\varepsilon, 1/2) \), where in the last step we have used the observation that
\[
h(r) \leq \frac{C}{r^m} \left( \int_{B_r} |P_{m}|^2 \right)^{1/2}
\]
\[
\leq \frac{C}{r^m} \left( \int_{B_r} |u_\varepsilon - P_{m}|^2 \right)^{1/2} + \frac{C}{r^m} \left( \int_{B_r} |u_\varepsilon|^2 \right)^{1/2}
\]
\[
\leq C H(r) + \frac{C}{r^m} \left( \int_{B_r} |u_\varepsilon|^2 \right)^{1/2}.
\]
The desired estimate (4.11) now follows from (4.16) by Caccioppoli’s inequality.

We now turn to the second part of Theorem 1.12. Again we may assume that \( x_0 = 0 \) and \( R = 1 \). We also assume that \( 0 < \varepsilon < (1/2) \); the case \( \varepsilon \geq (1/2) \) follows from the standard \( C^{m,\theta} \)-regularity results for higher-order elliptic systems [14]: if \( A \) satisfies (1.2)–(1.4) and (1.12), and \( u \) is a solution to \( \mathcal{L} u = \sum_{|\alpha| \leq m-1} D^\alpha f^{\alpha} \) in \( B_1 \) with \( f^{\alpha} \in L^q(B_1; \mathbb{R}^n) \) for some \( q > d \), then
\[
|\nabla^m u(0)| \leq C \left\{ \left( \int_{B_1} |\nabla^m u|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} \left( \int_{B_1} |f^{\alpha}|^q \right)^{1/q} \right\},
\]
where \( C \) depends on \( d, n, m, \mu, q, \Lambda_0 \) and \( \tau_0 \).

To handle the case \( 0 < \varepsilon < \frac{1}{2} \), we set \( w(x) = \varepsilon^{-m} u_\varepsilon(\varepsilon x) \). Direct computations yield that \( \mathcal{L}_1 w = \sum_{|\alpha| \leq m-1} D^\alpha \{ \varepsilon^{m-|\alpha|} f^{\alpha}(\varepsilon x) \} \) in \( B_1 \). It then follows from (4.17) that
\[
|\nabla^m w(0)| \leq C \left\{ \left( \int_{B_1} |\nabla^m w|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} \varepsilon^{m-|\alpha|} \left( \int_{B_1} |f^{\alpha}(\varepsilon x)|^q dx \right)^{1/q} \right\}
\]
\[
\leq C \left\{ \left( \int_{B_1} |\nabla^m u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m-1} \varepsilon^{m-|\alpha|-\frac{d}{q}} \left( \int_{B_1} |f^{\alpha}|^q dx \right)^{1/q} \right\}.
\]
This, combined with (1.11) for \( r = \varepsilon \) and the fact that \( \nabla^m w(0) = \nabla^m u_\varepsilon(0) \), gives the estimate (1.13).

As a consequence of (1.11), we establish a Liouville type result. Note that we only assume \( A \) is elliptic and bounded measurable, apart from the periodicity condition (1.4).

**Theorem 4.1.** Assume that \( A \) satisfies (1.2)–(1.4). Let \( u \in H^m_{\text{loc}}(\mathbb{R}^d; \mathbb{R}^n) \) be a weak solution to \( L_1 u = 0 \) in \( \mathbb{R}^d \). Suppose that there exist a constant \( C_u > 0 \) and some \( \delta \in (0, 1) \) such that

\[
\left( \frac{1}{B(0,R)} \int_{B(0,R)} |\nabla^m u|^2 \right)^{1/2} \leq C_u R^{m-1+\delta} \quad \text{for any } R > 1.
\]

Then \( u \in \mathcal{P}_{m-1} \).

**Proof.** It follows from (1.11) that for \( 1 < r < R/2 \),

\[
\left( \frac{1}{B(0,r)} \int_{B(0,r)} |\nabla^m u|^2 \right)^{1/2} \leq C \left( \frac{1}{B(0,R)} \int_{B(0,R)} |u|^2 \right)^{1/2} \leq C R^{\delta-1}.
\]

By letting \( R \to \infty \) we see that \( \nabla^m u = 0 \) in \( B(0, r) \). Since \( r > 1 \) is arbitrary, it follows that \( \nabla^m u = 0 \) in \( \mathbb{R}^d \). This implies that each component of \( u \) is a polynomial of degree at most \( m - 1 \). \( \square \)

5 \textbf{\( W^{m,p} \) estimates}

It follows from (1.11) and Poincaré’s inequality that if \( L_\varepsilon(u_\varepsilon) = 0 \) in \( B(x_0, r) \) and \( 0 < \varepsilon < r \), then

\[
\left( \frac{1}{B(x_0,\varepsilon)} \int_{B(x_0,\varepsilon)} |\nabla^m u_\varepsilon|^2 \right)^{1/2} \leq C \left( \frac{1}{B(x_0,r)} \int_{B(x_0,r)} |\nabla^m u_\varepsilon|^2 \right)^{1/2},
\]

where \( C \) depends only on \( d, m, n \) and \( \mu \). In this section we will use (5.1) to establish the uniform \( W^{m,p} \) estimates under the additional smoothness assumption: \( A \in \text{VMO}(\mathbb{R}^d) \).

**Lemma 5.1.** Assume that \( A \) satisfies (1.2)–(1.4) and \( A \in \text{VMO}(\mathbb{R}^d) \). Let \( u_\varepsilon \in H^m(2B; \mathbb{R}^n) \) be a weak solution to \( L_\varepsilon(u_\varepsilon) = 0 \) in \( 2B \) for some ball \( B = B(x_0, r) \). Then for any \( 2 < p < \infty \),

\[
\left( \frac{1}{2B} \int_2 |\nabla u_\varepsilon|^p \right)^{1/p} \leq C_p \left( \frac{1}{2B} \int_2 |\nabla u_\varepsilon|^2 \right)^{1/2},
\]

where \( C_p \) depends only on \( d, m, n, p, \mu \) and \( g(t) \) in (1.14).

**Proof.** By translation and dilation we may assume that \( x_0 = 0 \) and \( r = 1 \). Note that the case \( \varepsilon \geq (1/4) \) follows from the existing regularity results for higher-order equations with VMO coefficients [11]. This is because \( A(x/\varepsilon) \) satisfies (1.14) uniformly in \( \varepsilon \).
To handle the case $0 < \varepsilon < (1/4)$, we let $w(x) = u_\varepsilon(\varepsilon x)$. Then $L_1^i(w) = 0$ in $B(0, 2\varepsilon^{-1})$. It follows from [11] that

$$
\left( \int_{B(0,1/2)} |\nabla^m w|^p \right)^{1/p} \leq C \left( \int_{B(0,1)} |\nabla^m w|^2 \right)^{1/2}.
$$

By a change of variables this leads to

$$
\left( \int_{B(0,\varepsilon/2)} |\nabla^m u_\varepsilon|^p \right)^{1/p} \leq C \left( \int_{B(0,\varepsilon)} |\nabla^m u_\varepsilon|^2 \right)^{1/2} \leq C \left( \int_{B(0,2)} |\nabla^m u_\varepsilon|^2 \right)^{1/2},
$$

where we have used (5.1) for the last inequality. The same argument also shows that

$$
\left( \int_{B(y,\varepsilon/2)} |\nabla^m u_\varepsilon|^p \right)^{1/p} \leq C \left( \int_{B(0,2)} |\nabla^m u_\varepsilon|^2 \right)^{1/2},
$$

for any $y \in B(0,1)$. It follows that

$$
\int_{B(y,\varepsilon/2)} |\nabla^m u_\varepsilon|^p \leq C \varepsilon^d \|\nabla^m u_\varepsilon\|^p_{L^2(B(0,2))},
$$

(5.4)

By covering $B(0,1)$ with a finite number of balls $\{B(y_i, \varepsilon/2)\}$, we may deduce (5.2) from (5.4).

Our proof of Theorem 1.3 relies on a real variable argument in the following theorem, formulated in [33, 32] (also see [9] for the original ideas).

**Theorem 5.1.** Let $F \in L^2(4B_0)$ and $f \in L^p(4B_0)$ for some $2 < p < q < \infty$, where $B_0$ is a ball in $\mathbb{R}^d$. Suppose that for each ball $B \subset 2B_0$ with $|B| < c_0|B_0|$, there exists two measurable functions $F_B$ and $R_B$ on $2B$ such that $|F| \leq |F_B| + |R_B|$ on $2B$, and

$$
\left( \int_{2B} |R_B|^q \right)^{1/q} \leq C_1 \left\{ \left( \int_{c_2 B} |F|^2 \right)^{1/2} + \sup_{B \subset B' \subset 4B_0} \left( \int_{B'} |f|^2 \right)^{1/2} \right\},
$$

(5.5)

$$
\left( \int_{2B} |F_B|^2 \right)^{1/2} \leq C_2 \sup_{B \subset B' \subset 4B_0} \left( \int_{B'} |f|^2 \right)^{1/2},
$$

(5.6)

where $C_1, C_2 > 0$, $0 < c_1 < 1$ and $c_2 > 2$. Then $F \in L^p(B_0)$ and

$$
\left( \int_{B_0} |F|^p \right)^{1/p} \leq C \left( \int_{4B_0} |F|^2 \right)^{1/2} + \left( \int_{4B_0} |f|^p \right)^{1/p},
$$

(5.7)

where $C$ depends only on $d, C_1, C_2, c_1, c_2, p$ and $q$.

**Proof.** See [33, Theorem 3.2].
Proof of Theorem 1.3. Let \( u_\varepsilon \) be a solution to
\[
\mathcal{L}_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m} D^\alpha f^\alpha \quad \text{in } 2B_0,
\]
with \( f^\alpha \in L^p(2B_0; \mathbb{R}^n) \) for some \( 2 < p < \infty \). By rescaling we may assume that \( \text{diam}(B_0) = 2 \). For each ball \( B \) with \( 4B \subset 2B_0 \), we decompose \( u_\varepsilon \) as \( u_\varepsilon = v_\varepsilon + w_\varepsilon \) on \( 2B \), where \( v_\varepsilon \in H_0^m(4B; \mathbb{R}^n) \) is the solution to \( \mathcal{L}_\varepsilon v_\varepsilon = \sum_{|\alpha| \leq m} D^\alpha f^\alpha \) in \( 4B \) and \( w_\varepsilon \) is the solution to \( \mathcal{L}_\varepsilon w_\varepsilon = 0 \) in \( 4B \). Setting \( q = p + 1 \),
\[
F = |\nabla^m u_\varepsilon|, \quad F_B = |\nabla^m v_\varepsilon|, \quad R_B = |\nabla^m w_\varepsilon| \quad \text{and} \quad f = \sum_{|\alpha| \leq m} |f^\alpha|.
\]
Clearly, \( F \leq F_B + R_B \) on \( 2B \). Note that (5.6) follows from the standard energy estimates. Therefore, to derive (1.15), we only need to verify condition (5.5) for any \( 2 < p < \infty \). This is done by using Lemma 5.1. Indeed,
\[
\left( \int_{2B} |R_B|^q \right)^{1/q} \leq C \left( \int_{2B} |\nabla^m w_\varepsilon|^2 \right)^{1/2} \\
\leq C \left( \int_{2B} |\nabla^m u_\varepsilon|^2 \right)^{1/2} + \left( \int_{2B} |\nabla^m v_\varepsilon|^2 \right)^{1/2} \\
\leq C \left\{ \left( \int_{4B} |F|^2 \right)^{1/2} + \sum_{|\alpha| \leq m} \left( \int_{4B} |f^\alpha|^2 \right)^{1/2} \right\}.
\]
This completes the proof.

The interior \( W^{m,p} \) estimate in Theorem 1.3 gives the following interior Hölder and \( L^\infty \) estimates by Sobolev imbedding.

Corollary 5.1. Assume that \( A \) satisfies (1.2)–(1.4) and (1.14). Let \( u_\varepsilon \in H^m(2B; \mathbb{R}^n) \) be a weak solution to
\[
\mathcal{L}_\varepsilon u_\varepsilon = \sum_{|\alpha| \leq m} D^\alpha f^\alpha \quad \text{in } 2B,
\]
where \( B = B(x_0, r) \) and \( f^\alpha \in L^p(2B; \mathbb{R}^n) \) for some \( p > d \). Then
\[
|\nabla^{m-1} u_\varepsilon(x) - \nabla^{m-1} u_\varepsilon(y)| \leq \frac{C}{r^{m-1}} \left( \frac{|x - y|}{r} \right)^\theta \left\{ \left( \int_{2B} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m} r^{2m-|\alpha|} \left( \int_{2B} |f^\alpha|^p \right)^{1/p} \right\}, \tag{5.8}
\]
\[
\|\nabla^k u_\varepsilon\|_{L^\infty(B)} \leq C r^{-k} \left\{ \left( \int_{2B} |u_\varepsilon|^2 \right)^{1/2} + \sum_{|\alpha| \leq m} r^{2m-|\alpha|} \left( \int_{2B} |f^\alpha|^p \right)^{1/p} \right\}, \tag{5.9}
\]
where \( 0 \leq k \leq m - 1, \theta = 1 - \frac{d}{p}, \) and \( C \) depends only on \( d, m, n, p, \mu \) and \( \varrho(t) \) in (1.14).
Proof. By Sobolev imbedding it follows that for \( p > d, \)

\[
|\nabla^{m-1}u_\varepsilon(x) - \nabla^{m-1}u_\varepsilon(y)| \leq C \left( \frac{|x-y|}{r} \right)^{\theta} r^{1-m} \left\{ r^m \left( \int_B |\nabla^m u_\varepsilon|^p \right)^{1/p} + \left( \int_B |u_\varepsilon|^2 \right)^{1/2} \right\}
\]

for any \( x, y \in B. \) This, together with (6.3), gives (6.8). Note that (6.9) is a simple consequence of (6.8).

\[ \Box \]

6 Asymptotic expansions of fundamental solutions

Let \( u_\varepsilon \in H^m(B(x_0,R)) \) be a weak solution of \( \mathcal{L}_\varepsilon(u_\varepsilon) = 0 \) in \( B(x_0,R). \) Assume that \( A(y) \) satisfies (1.2)–(1.4) and (1.14). It follows from Theorem 1.3 that for any \( 2 < p < \infty, \)

\[
\left( \int_{B(x_0,R/2)} |\nabla^m u_\varepsilon|^p \right)^{1/p} \leq C_p \left( \int_{B(x_0,R)} |\nabla^m u_\varepsilon|^2 \right)^{1/2}, \tag{6.1}
\]

where \( C_p \) depends only on \( d, n, m, \mu, p \) and \( \varrho(t) \) in (1.14). By Hölder’s inequality, this gives

\[
\left( \int_{B(x_0,r)} |\nabla^m u_\varepsilon|^2 \right)^{1/2} \leq C_\sigma \left( \frac{r}{R} \right)^{-\sigma} \left( \int_{B(x_0,R)} |\nabla^m u_\varepsilon|^2 \right)^{1/2} \tag{6.2}
\]

for any \( 0 < r < R \) and for any \( \sigma \in (0,1). \) Since \( A^\varepsilon \) satisfies the same conditions as \( A, \) estimate (6.2) also holds for solutions of \( \mathcal{L}_\varepsilon^\sigma(u_\varepsilon) = 0 \) in \( B(x_0,R). \) As a consequence, the matrix of fundamental solutions \( \Gamma^\varepsilon,A(x,y) \) for \( \mathcal{L}_\varepsilon \) in \( \mathbb{R}^d, \) with pole at \( y, \) exists and satisfies the estimates

\[
|\Gamma^\varepsilon,A(x,y)| \leq C |x-y|^{2m-d}, \tag{6.3}
\]

\[
|\nabla_y^k \Gamma^\varepsilon,A(x,y)| + |\nabla_x^k \Gamma^\varepsilon,A(x,y)| \leq C |x-y|^{2m-k-d}, \tag{6.4}
\]

for any \( x, y \in \mathbb{R}^d, x \neq y \) and for any \( 1 \leq k \leq m-1, \) where \( C \) depends only on \( d, n, m, \mu, \) and \( \varrho(t) \) (see [39]). If \( A(y) \) satisfies (1.2)–(1.4) and (1.12), then for any \( x, y \in \mathbb{R}^d, x \neq y, \)

\[
|\nabla_x^m \Gamma^\varepsilon,A(x,y)| + |\nabla_y^m \Gamma^\varepsilon,A(x,y)| \leq C |x-y|^{m-k}, \tag{6.5}
\]

\[
|\nabla_x^\ell \nabla_y^k \Gamma^\varepsilon,A(x,y)| \leq C |x-y|^{2m-\ell-k-d} \quad \text{for any } 1 \leq \ell, k \leq m, \tag{6.6}
\]

where \( C \) depends only on \( d, n, m, \mu, \Lambda_0, \) and \( \tau_0. \) This follows readily from (6.3) by Theorem 1.2 as in the case of second-order elliptic systems [7, 23]. In (6.3)–(6.6) and hereafter we assume that \( 2 \leq 2m < d. \)

In the rest of this section we investigate the asymptotic behavior of \( \Gamma^\varepsilon,A(x,y) \) and give the proof of Theorem 1.3.

Lemma 6.1. Assume that \( A(y) \) satisfies (1.2)–(1.4) and (1.13). Let \( u_\varepsilon \in H^m(2B; \mathbb{R}^n) \) and \( u_0 \in C^{2m}(2B; \mathbb{R}^n) \) such that \( \mathcal{L}_\varepsilon(u_\varepsilon) = \mathcal{L}_0(u_0) \) in \( 2B \) for \( B = B(x_0,1). \) Then for any \( 0 \leq \ell \leq m-1, \)

\[
\|\nabla^\ell u_\varepsilon - \nabla^\ell u_0\|_{L^\infty(B)} \leq C \left\{ \int_{2B} |u_\varepsilon - u_0|^2 \right\}^{1/2} + C \sum_{1 \leq k \leq m} \varepsilon^k \|\nabla^{m+k} u_0\|_{L^\infty(2B)} + C \sum_{0 \leq k \leq l} \varepsilon^{m-k} \|\nabla^{m-l-k} u_0\|_{L^\infty(2B)}, \tag{6.7}
\]

where \( C \) depends only on \( d, n, m, \mu, \) and \( \varrho(t). \)
Proof. By translation we only need to consider the case \( x_0 = 0 \). Set
\[
 w_\varepsilon = u_\varepsilon - u_0 - \varepsilon^m \sum_{|\gamma|=m} \chi^\gamma \frac{(x)}{\varepsilon} D^\gamma u_0. \tag{6.8}
\]

Using Lemma \([2.1]\) we deduce by direct computations that
\[
 \mathcal{L}_\varepsilon(w_\varepsilon) = (-1)^{m+1} \sum_{|\alpha|=m} D^\alpha \left\{ \sum_{|\beta|=|\gamma|=m} \sum_{|\varepsilon|=m+\varepsilon,|\zeta|\leq m-1} C(\zeta,\eta)\varepsilon^{m-|\zeta|} A^{\alpha\beta}(\frac{x}{\varepsilon}) D^\zeta \chi^\gamma (\frac{x}{\varepsilon}) D^\varepsilon \chi^\gamma u_0 \right\}
\]
\[
+ (-1)^m \sum_{|\alpha|=m} D^\alpha \left\{ \sum_{|\beta|=|\gamma|=m} \sum_{|\varepsilon|=m+\varepsilon,|\zeta|\leq m-1} C(\zeta',\eta')\varepsilon^{m-|\zeta'|} (D^\zeta \chi^\gamma (\frac{x}{\varepsilon}) D^\varepsilon \chi^\gamma u_0 \right\}. \tag{6.9}
\]

In view of (5.9) in Corollary 5.1 we know that under the conditions of Lemma 6.1, \(|\nabla^k \chi^\gamma|\) and \(|\nabla^k \chi^\alpha\beta|\) are bounded for \( 0 \leq k \leq m-1 \). We thus derive from (6.9) and (5.9) that for \( 0 \leq \ell \leq m-1 \),
\[
 \| \nabla^\ell w_\varepsilon \|_{L^\infty(B)} \leq C \left\{ \left( \int_{2B} |w_\varepsilon|^2 \right)^{1/2} \sum_{1 \leq k \leq m} \varepsilon^k \| \nabla^{m+k} u_0 \|_{L^\infty(2B)} \right\}. \tag{6.10}
\]

Taking (6.8) into consideration, (6.7) follows easily from (6.10). \( \square \)

**Lemma 6.2.** Assume that \( A(y) \) satisfies (1.3)–(1.4) and (1.12). Let \( u_\varepsilon \in H^m(4B; \mathbb{R}^n) \), \( u_0 \in C^{2m,\theta}(4B, \mathbb{R}^n) \) such that \( \mathcal{L}_\varepsilon u_\varepsilon = \mathcal{L} u_0 \) in \( 4B \) for \( B = B(x_0,1) \) and \( x_0 \in \mathbb{R}^d \). Then for \( 0 < \varepsilon < 1 \) and any multi-index \( \alpha' \) with \( |\alpha'| = m \), we have
\[
 \| D^\alpha u_\varepsilon - D^\alpha u_0 - \sum_{|\gamma|=m} (D^\alpha \chi^\gamma)(x/\varepsilon) D^\gamma u_0 \|_{L^\infty(B)} \]
\[
\quad \leq C \left\{ \int_{4B} |u_\varepsilon - u_0| \right\}^{1/2} + C\varepsilon (\ln \varepsilon^{-1} + 1) \| u_0 \|_{C^{2m,\theta}(4B)} \tag{6.11}
\]

**Proof.** Let \( \phi \in C^\infty(3B) \) with \( \phi = 1 \) in \( 2B \) and \( |\nabla^k \phi| \leq C \) for \( 1 \leq k \leq 2m \), and let \( \phi_\varepsilon \) be defined as (6.8). We only need to verify that \( \| \nabla^m w_\varepsilon \|_{L^\infty(B)} \) is bounded by the RHS of (6.11). Through direct computations, we have
\[
 \mathcal{L}_\varepsilon (w_\varepsilon \phi) = (\mathcal{L}_\varepsilon w_\varepsilon) \phi + (-1)^m \sum_{|\alpha|=|\beta|=m} \sum_{|\varepsilon|=m+\varepsilon,|\zeta|\geq 1} C(\zeta,\eta)D^\varepsilon \left[ A^{\alpha\beta}(\frac{x}{\varepsilon}) D^\beta w_\varepsilon \right] D^\eta \phi
\]
\[
\quad + (-1)^m \sum_{|\alpha|=|\beta|=m} \sum_{\zeta+\eta=\beta,|\eta|\geq 1} C(\zeta,\eta)D^\alpha \left[ A^{\alpha\beta}(\frac{x}{\varepsilon}) D^\zeta w_\varepsilon D^\eta \phi \right],
\]
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which, together with (6.9), implies that for any $x \in B$,

$$w_\varepsilon(x) = - \sum_{|\alpha|=m} \int_{3B} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \phi(y) \right] \Upsilon^\alpha_j(y) dy - \sum_{|\alpha|=m} \int_{3B} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \phi(y) \right] \widetilde{\Upsilon}^\alpha_j(y) dy$$

$$+ \sum_{|\alpha|=|\beta|=m} \sum_{\xi=|\alpha|=|\beta|=\eta=|\gamma|+1} (-1)^{|\alpha|+|\beta|+|\gamma|} C(\zeta, \eta) \int_{3B} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \right] D_y^\alpha w_{\varepsilon_0}(y) D_y^\beta \phi(y) dy$$

$$+ \sum_{|\alpha|=|\beta|=m} \sum_{\xi=|\alpha|=|\beta|=\eta=|\gamma|+1} C(\zeta, \eta) \int_{3B} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \right] D_y^\alpha w_{\varepsilon_0}(y) D_y^\beta \phi(y) dy$$

$$\equiv I_1(x) + I_2(x) + I_3(x) + I_4(x), \quad (6.12)$$

where $\Upsilon(y) = (\Upsilon^\alpha_j(y))$, $\widetilde{\Upsilon}(y) = (\widetilde{\Upsilon}^\alpha_j(y))$ with

$$\Upsilon^\alpha_j(y) = \sum_{|\beta|=\xi=m \zeta+\eta=|\gamma|+1} C(\zeta, \eta) \varepsilon^{m-|\gamma|} A_{\alpha j k}^\beta \varepsilon^{\gamma} \left( \frac{y}{\varepsilon} \right) D_y^\beta u_{0 \xi}(y),$$

$$\widetilde{\Upsilon}^\alpha_j(y) = \sum_{|\beta|=\xi=m \zeta+\eta=|\gamma|+1} C(\zeta, \eta) \varepsilon^{m-|\gamma|} (D_y^\beta \phi)(\frac{y}{\varepsilon}) D_y^\beta u_{0 \xi}(y).$$

Note that

$$\int_{3B} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \phi(y) \right] \Upsilon^\alpha_j(x) dy \equiv 0.$$

Hence for any multi-index $\alpha'$ with $|\alpha'| = m$, we have

$$D_x^{\alpha'} I_1(x) = \sum_{|\alpha|=m} \int_{3B} D_x^{\alpha'} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \phi(y) \right] \left[ \Upsilon^\alpha_j(y) - \Upsilon^\alpha_j(x) \right] dy$$

$$= \sum_{|\alpha|=m} \int_{3B} D_x^{\alpha'} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \phi(y) \right] \left[ \Upsilon^\alpha_j(y) - \Upsilon^\alpha_j(x) \right] dy$$

$$+ \sum_{|\alpha|=m} \sum_{\xi=|\alpha|=|\beta|=\eta=|\gamma|+1} C(\zeta, \eta) \int_{3B} D_x^{\alpha'} D_y^\alpha \left[ \Gamma_{ij}^{x,A}(x,y) \phi(y) \right] \left[ \Upsilon^\alpha_j(y) - \Upsilon^\alpha_j(x) \right] dy$$

$$\equiv I_{11} + I_{12}. \quad (6.13)$$

In view of (6.6), we have

$$|I_{11}| \leq C \int_{B(x, \varepsilon)} \frac{|\Upsilon(x) - \Upsilon(y)|}{|x-y|^d} dy + C \int_{3B \setminus B(x, \varepsilon)} \frac{|\Upsilon(x) - \Upsilon(y)|}{|x-y|^d} dy$$

$$\leq C \int_{B(x, \varepsilon)} \frac{|\Upsilon(x) - \Upsilon(y)|}{|x-y|^d} dy + C \ln(\varepsilon^{-1}) \| \Upsilon \|_{L^\infty(3B)}$$

$$\leq C \varepsilon \ln(\varepsilon^{-1} + 1) \| u_0 \|_{C^{2m, \theta}(4B)}, \quad (6.14)$$

where for the last inequality, we have used the fact that

$$\| \Upsilon \|_{C^{2m, \theta}(4B)} \leq C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \| \nabla^{2m-k} u_0 \|_{C^{2m, \theta}(4B)} + C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k-\theta} \| \nabla^{2m-k} u_0 \|_{L^\infty(4B)},$$
and
\[ \|\Upsilon\|_{L^\infty(3B)} \leq C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|\nabla^{2m-k}u_0\|_{L^\infty(4B)}. \] (6.15)

By (6.6) and (6.15), it is easy to derive that
\[ |I_{12}| \leq C\varepsilon \|u_0\|_{C^{2m,\theta}(4B)}. \]

This, combined with (6.13) and (6.14), implies that
\[ |\nabla^m I_1(x)| \leq C\varepsilon \ln \varepsilon^{-1} + 1 \|u_0\|_{C^{2m,\theta}(4B)} \] for any \( x \in B. \) (6.16)

In a similar way, we can show that
\[ |\nabla^m I_2(x)| \leq C\varepsilon \ln \varepsilon^{-1} + 1 \|u_0\|_{C^{2m,\theta}(4B)} \] for any \( x \in B. \) (6.17)

Finally, we turn to the estimates of \( \nabla^{m} I_3(x) + \nabla^{m} I_4(x). \) Using (6.5) and (6.6), we have
\[ |\nabla^m I_3(x) + \nabla^m I_4(x)| \leq C \sum_{0 \leq k \leq m} \int_{3B} |\nabla^k w_\varepsilon| \leq C \sum_{0 \leq k \leq m} \left\{ \int_{3B} |\nabla^k w_\varepsilon|^2 \right\}^{1/2}. \]

From (6.9) and Caccioppoli’s inequality (2.8), we then deduce that
\[ |\nabla^m I_3(x) + \nabla^m I_4(x)| \leq C \sum_{0 \leq k \leq m-1} \varepsilon^{m-k} \|\nabla^{2m-k}u_0\|_{L^\infty(4B)}, \]
which, combined with (6.12), (6.16) and (6.17), implies (6.11). \( \square \)

**Proof of Theorem 1.4.** Fix \( x_0, y_0 \in \mathbb{R}^d \) and set \( R = \frac{1}{8}|x_0 - y_0|. \) We only need to consider the case for \( 0 < \varepsilon < R. \) For otherwise, the desired estimates follow directly from (6.3) and (6.6). Moreover, by rescaling we observe that
\[ \Gamma^\varepsilon,A(x, y) = r^{2m-d}\Gamma^\varepsilon,A(r^{-1}x, r^{-1}y). \] (6.18)

Therefore, we may assume that \( R = 1. \)

Now for \( F \in C^\infty_c(\mathbb{R}^d; \mathbb{R}^n) \) with support in \( B(y_0, 1) \), set
\[ u_\varepsilon(x) = \int_{\mathbb{R}^d} \Gamma^\varepsilon,A(x, y)F(y)dy, \quad u_0(x) = \int_{\mathbb{R}^d} \Gamma^0,A(x, y)F(y)dy, \]
and define \( w_\varepsilon \) as (6.8). Since \( \mathcal{L}_0 u_0 = 0 \) in \( B(x_0, 4) \), we see that for any \( k \geq 0, \)
\[ \|\nabla^{m+k}u_0\|_{L^\infty(B(x_0, 2))} \leq C \|\nabla^m u_0\|_{L^2(B(x_0, 4))} \leq C \|\nabla^m u_0\|_{L^2(\mathbb{R}^d)}. \] (6.19)
On the other hand, since $\mathcal{L}_\varepsilon u_\varepsilon = \mathcal{L}_0 u_0 = 0$ in $B(x_0, 4)$, we deduce from Lemma 6.1 that,

$$
\|u_\varepsilon - u_0\|_{L^\infty(B(x_0,1))} \\
\leq C \left\{ \int_{B(x_0,2)} |u_\varepsilon - u_0|^2 \right\}^{1/2} + C \sum_{1 \leq k \leq m} \varepsilon^k \|\nabla^{m+k} u_0\|_{L^\infty(B(x_0,2))} + C \varepsilon^m \|\nabla^m u_0\|_{L^\infty(B(x_0,2))} \\
\leq C \left\{ \int_{B(x_0,2)} |w_\varepsilon|^2 \right\}^{1/2} + C \varepsilon^m \|\nabla^m u_0\|_{L^2(B(x_0,2))} + C \sum_{1 \leq k \leq m} \varepsilon^k \|\nabla^m u_0\|_{L^2(\mathbb{R}^d)} \\
\leq C \|\nabla^m w_\varepsilon\|_{L^2(\mathbb{R}^d)} + C \varepsilon \|\nabla^m u_0\|_{L^2(\mathbb{R}^d)},
$$

(6.20)

where we have used H"older's inequality and Sobolev imbedding for the third inequality. Thanks to (6.9), we have

$$
\|\nabla^m w_\varepsilon\|_{L^2(\mathbb{R}^d)} \leq C \sum_{1 \leq k \leq m} \varepsilon^k \|\nabla^{m+k} u_0\|_{L^2(\mathbb{R}^d)},
$$

which, together with (6.20) implies that

$$
\|u_\varepsilon - u_0\|_{L^\infty(B(x_0,1))} \leq C \sum_{1 \leq k \leq m} \varepsilon^k \|\nabla^{m+k} u_0\|_{L^2(\mathbb{R}^d)} + C \varepsilon \|\nabla^m u_0\|_{L^2(\mathbb{R}^d)}. \tag{6.21}
$$

It follows by the classical Calderón-Zygmund estimates and the fractional integral estimates (see e.g. [36] Chapters II, V) that

$$
\|\nabla^{2m} u_0\|_{L^p(\mathbb{R}^d)} \leq C_p \|F\|_{L^p(\mathbb{R}^d)} \quad \text{for } 1 < p < \infty, \\
\|\nabla^s u_0\|_{L^q(\mathbb{R}^d)} \leq C_p \|F\|_{L^{q'}(\mathbb{R}^d)} \quad \text{for } 1 < p < \frac{d}{2m-s} \text{ and } \frac{1}{q} = \frac{1}{p} - \frac{2m-s}{d}.
$$

Therefore, we deduce from (6.21) that

$$
|u_\varepsilon(x_0) - u_0(x_0)| \leq \|u_\varepsilon - u_0\|_{L^\infty(B(x_0,1))} \leq C \varepsilon \|F\|_{L^2(B(y_0,1))}.
$$

Standard duality arguments then lead to

$$
\|\Gamma^{\varepsilon,A}(x_0, y) - \Gamma^{0,A}(x_0, y)\|_{L^2(B(y_0,1))} \leq C \varepsilon.
$$

Since

$$
\mathcal{L}_\varepsilon^{\ast} \Gamma^{\varepsilon,A}(x_0, y) = \mathcal{L}_0^{\ast} \Gamma^{0,A}(x_0, y) = 0 \quad \text{in } B(y_0, 4),
$$

in view of Lemma 6.1 we obtain that, for $0 \leq \vert \xi \vert \leq m - 1$,

$$
\|D_y^{\xi} \Gamma^{\varepsilon,A}(x_0, y) - D_y^{\xi} \Gamma^{0,A}(x_0, y)\|_{L^\infty(B(y_0, \frac{1}{2}))} \\
\leq C \|\Gamma^{\varepsilon,A}(x_0, y) - \Gamma^{0,A}(x_0, y)\|_{L^2(B(y_0,1))} + C \sum_{1 \leq k \leq m} \varepsilon^k \|\nabla^{m+k} \Gamma^{0,A}(x_0, y)\|_{L^\infty(B(y_0,1))} \\
+ C \sum_{1 \leq k \leq |\xi|} \varepsilon^{m-k} \|\nabla^{m+|\xi| - k} \Gamma^{0,A}(x_0, y)\|_{L^\infty(B(y_0,1))} \\
\leq C \varepsilon,
$$
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which implies (1.16) through simple rescaling (see (6.18)).

Let us now prove (1.17). Note that

\[ \mathcal{L}_x \Gamma^{\varepsilon,A}(x, y_0) = \mathcal{L}_0 \Gamma^{0,A}(x, y_0) = 0 \text{ in } B(x_0, 4), \]

and \( \Gamma^{0,A}(x, y_0) \) is smooth with

\[ \| \Gamma^{0,A}(x, y_0) \|_{C^{2m,\theta}(B(x_0, 4))} \leq C. \]

We thus deduce from Lemma 6.2 and (1.16) that, for any multi-index \( \xi \) with \( |\xi| = m \),

\[ \| D_x^\xi \Gamma^{\varepsilon,A}(x, y_0) - D_x^\xi \Gamma^{0,A}(x, y_0) \|_{L^\infty(B(x_0, 1))} \leq C\varepsilon (\ln \varepsilon^{-1} + 1), \]

which implies especially that

\[ |D_x^\xi \Gamma^{\varepsilon,A}(x, y_0) - D_x^\xi \Gamma^{0,A}(x, y_0) - \sum_{|\gamma|=m} (D_x^\gamma \chi^\varepsilon)(x_0/\varepsilon) D_x^\gamma \Gamma^{0,A}(x, y_0)| \leq C\varepsilon (\ln \varepsilon^{-1} + 1), \quad (6.22) \]

where \( C \) depends only on \( d, n, m, \mu, \Lambda_0, \) and \( \tau_0 \). For the general case (1.17), we can deduce form (6.18) and (6.22) immediately by rescaling.

Finally, let us prove (1.18) and (1.19). Using

\[ \Gamma_{jk}^{\varepsilon,A}(x, y) = \Gamma_{jk}^{\varepsilon,A^*}(y, x), \quad (6.23) \]

we may deduce from (1.17) that for any multi-index \( \xi \) with \( |\xi| = m \),

\[ |D_y^\xi \Gamma^{\varepsilon,A}(x, y_0) - D_y^\xi \Gamma^{0,A}(x, y_0) - \sum_{|\gamma|=m} (D_y^\gamma \chi^\varepsilon)(y_0/\varepsilon) D_y^\gamma \Gamma^{0,A}(x, y_0)| \leq C\varepsilon \ln(\varepsilon^{-1} + 1). \quad (6.24) \]

Writing in a more precise way, (1.17) and (6.24) (after rescaling) read as

\[ |D_x^\xi \Gamma^{\varepsilon,A}(x, y) - D_x^\xi \Gamma^{0,A}(x, y) - \sum_{|\gamma|=m} D_x^\gamma \left\{ \frac{1}{\gamma!} \delta_{ik} x^\gamma - \varepsilon^m \chi_{ik}^\varepsilon(x, y/\varepsilon) \right\} D_x^\gamma \Gamma^{0,A}(x, y)| \leq C\varepsilon \frac{\ln(\varepsilon^{-1}|x - y| + 1)}{|x - y|^{d+1-m}}, \]

\[ \left| D_y^\xi \Gamma^{\varepsilon,A}(x, y) - \sum_{|\gamma|=m} D_y^\gamma \Gamma^{0,A}(x, y) D_y^\gamma \left\{ \frac{1}{\gamma!} \delta_{kj} y^\gamma - \varepsilon^m \chi_{jk}^\varepsilon(y, y/\varepsilon) \right\} \right| \leq C\varepsilon \frac{\ln(\varepsilon^{-1}|x - y| + 1)}{|x - y|^{d+1-m}}, \quad (6.25) \]

for \( x, y \in \mathbb{R}^d, x \neq y \). For \( |\xi| = |\gamma| = m, x \in B(x_0, 4) \), we set

\[ u_\varepsilon(x) = D_y^\xi \Gamma^{\varepsilon,A}(x, y_0) \quad \text{and} \quad u_0(x) = \sum_{|\gamma|=m} D_y^\gamma \Gamma^{0,A}(x, y_0) D_y^\gamma \left\{ \frac{1}{\gamma!} \delta_{kj} y^\gamma - \varepsilon^m \chi_{jk}^\varepsilon(y, y/\varepsilon) \right\}, \]

where \( \delta_{kj} \) is the Kronecker function. It follows from (6.25) that

\[ \| u_\varepsilon - u_0 \|_{L^\infty(B(x_0, 1))} \leq C\varepsilon \ln(\varepsilon^{-1} + 1). \]
Note that $u_0 \in C^{2m,\theta}(2B)$. Hence Lemma 6.1 implies that for $0 \leq |\zeta| \leq m - 1$,
\[
\|D_2^\zeta D_y^\zeta \Gamma^0_{ij}(x, y_0)D_2^\xi \{\frac{1}{\gamma!} \delta_{kj} y^\gamma - \varepsilon^m \chi_j^*(y_0/\varepsilon)\}\|_{L^\infty(B(x_0,1))}
\leq C\varepsilon \ln(\varepsilon^{-1} + 1).
\]
(6.26)

Furthermore, by Lemma 6.2 we obtain that for $|\xi| = |\eta| = m$,
\[
\|D_y^\eta D_2^\eta \Gamma^0_{ij}(x, y_0) - \Theta_{ij}^\eta(x, y_0)\|_{L^\infty(B(x_0,1))} \leq C\varepsilon \ln(\varepsilon^{-1} + 1),
\]
(6.27)
where
\[
\Theta_{ij}^\eta(x, y_0) = \sum_{|\sigma| = m} \sum_{|\gamma| = m} D_2^\eta \left\{\frac{\delta_{ik} x^\sigma - \varepsilon^m \chi_{ik}(x/\varepsilon)}{\sigma!} \right\} D_2^\sigma D_y^\sigma \Gamma^0_{kl}(x, y_0)D_2^\xi \left\{\frac{\delta_{jl} y^\gamma - \varepsilon^m \chi_j^*(y_0/\varepsilon)}{\gamma!}\right\}.
\]

Thanks to (6.18), we obtain (1.18) and (1.19) from (6.26) and (6.27) respectively by rescaling. □
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