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Abstract. In this paper, a predator-prey model with age structure, stocking rate and two delays is investigated. We show that Hopf bifurcation occurs when one of the time delay \( \tau \) crosses a sequence of critical values, by applying Hopf bifurcation theory for abstract Cauchy problems with non-densely domain. Numerical simulations are included to verify our results and a summary is also given.

1. Introduction. Predator-prey interaction is an important topic in biology. Mathematical model, that describes this interaction, could help to understand its dynamic processes and to make practical predictions. Such model could be various type of differential equations: ordinary differential equations [11, 23, 34], delay differential equations [3, 24, 31, 37], reaction-diffusion equations [4, 7, 32, 36], first order partial differential equations with age-structure [6, 13, 26, 30, 35] and so on. In this paper, we will consider the following model, which is formulated from the one in [26] by incorporating the fertility rate \( \tau_1 \) into the model,

\[
\begin{aligned}
\frac{\partial u(t,a)}{\partial t} + \frac{\partial u(t,a)}{\partial a} &= -\mu(a) u(t,a), \\
\frac{dV(t)}{dt} &= rV(t) \left( 1 - \frac{V(t)}{K} \right) - \frac{V(t) \int_{0}^{\tau_1} u(t,a) \, da}{h + V(t)} + H, \\
u(t,0) &= \eta V(t-\tau_1) \int_{0}^{\tau_1} \beta(a) u(t-\tau_1, a) \, da, \\
u(\theta, \cdot) &\in L^1((0, +\infty), \mathbb{R}), \quad \forall \theta \in [-\tau_1, 0], V_0(\cdot) = \phi \in C([-\tau_1, 0], \mathbb{R}),
\end{aligned}
\]

Here, \( u(t,a) \) is the population density of predator of age \( a \) at time \( t \) and \( V(t) \) represents the density of the prey at time \( t \); \( \mu(a) \) is age-dependent death rate of predator; \( r = b - d \) is the intrinsic growth rate of the prey, where \( b \) and \( d \) are the birth and death rates; \( K \) is the carrying capacity of the environment; \( \eta \) is the birth rate of the predator; \( H \) is the stocking rate and \( \beta(a) \in L^\infty_+(0, +\infty), \mathbb{R}) \) is the fertility rate of predator at age \( a \). We assume that the interaction between predator and prey takes the form of Holling type II functional response.
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Age-structured models have been extensively studied in the literature, see [10,18,22,33], and most of them concentrate on the existence, boundedness and stability of solutions. To deal with an age-structured model, a commonly used method is to transform the original model into a delay differential equation under some proper assumptions. For instance, if we set $\beta(a)$ to be a constant function in (1), then the system will turn into a delay differential equations, which has been investigated in [38]. Another way to study the age-structured model is to rewrite it as an abstract Cauchy problem, for which the integrated semigroup theory will apply. The pioneering work in this field may go back to the references [12,27,28]. In [12], the integrated semigroup theory is developed, and then much of theory for strongly continuous semigroup are extended to the semigroup of this type in [27]. Furthermore, these results are employed to study a semi-linear Cauchy problem with non-dense domain in [28] when the infinitesimal operator is Hille-Yosida, in [14,15,19] when the infinitesimal operator is not. The integrated semigroup are also applicable to other type of differential equations, such as: some partial differential equations with infinite delays [1] and neutral partial differential equations [2].

The main purpose of this note is to determine the stability of positive equilibrium and to examine if the fertility rate $\tau_1$ will induce periodic oscillations of (1) through Hopf bifurcation. It is usually not straightforward to show the existence of the non-trivial periodic solution for age-structured model. In [19], the authors established center manifold theorem for semi-linear equations with non-dense domain, and then applied it to Hopf bifurcation problems in age structured models. Later, a general Hopf bifurcation theorem for this abstract equation is proved in [14], and its normal form theory is also developed in [15], that can be used to compute the direction of Hopf bifurcation and the stability of bifurcating periodic solutions. For applications of these theories, we refer the readers to [5,16,17,21,25,26] and references therein.

For (1), we assume that

\[(H1) \quad \beta(a) := \begin{cases} \beta^* & a \geq \tau_2 \\ 0 & a \in (0, \tau_2) \end{cases}\]

where $\tau_2 > 0$, $\beta^* > 0$ and $\int_0^{\tau_2} \beta(a)e^{-\mu a} da = M < +\infty$, and then show existence of Hopf bifurcation as $\tau_1$ crosses a sequence of critical values, using the Hopf bifurcation theorem in [14]. It is remarked that the method we used in this paper can be applied to more general fertility rate function $\beta(a) \in L^\infty_+((0, +\infty), \mathbb{R})$.

The paper is organized as follows. In Section 2, the Hopf bifurcation theorem in [14] is restated and the model (1) is formulated as a non-densely defined Cauchy problem. In Section 3, the existence of equilibrium is investigated. Then we linearize the system around the positive equilibrium and analyze the spectral properties of the linearized equation. In Section 4, we derive the characteristic equation. By studying the distribution of roots, we obtain the conditions of stability and bifurcation. Numerical simulations to verify our results and a summary are given in Section 5.

2. Preliminary. Consider the following abstract Cauchy problem:

\[ \frac{du(t)}{dt} = Au(t) + F(\mu, u(t)), \quad \forall t \geq 0, \quad u(0) = x \in D(A) := X_0, \tag{2} \]

where $\mu \in \mathbb{R}$, $A : D(A) \subset X \to X$ is a non-densely defined linear operator on a Banach space $X$, and $F : \mathbb{R} \times X_0 \to X$ is a $C^k$ map with $k \geq 4$ such that $F(\mu, 0) = 0$. 
Theorem 2.1. For \( \lambda \in (-\varepsilon, \varepsilon) \) and \( \partial_t F(0, 0) = 0 \). Assume there exist two constants, \( \omega_A \in \mathbb{R} \) and \( M_A \geq 1 \), such that \( \omega_A, +\infty \in \rho(A) \) and

\[
\lim_{\lambda \to +\infty} (\lambda I - A)^{-1} x = 0, \forall x \in X,
\]

\[
\| (\lambda I - A)^{-k} \|_{\mathcal{L}(X_0)} \leq \frac{M_A}{(\lambda - \omega_A)^k}, \forall \lambda > \omega_A, \forall k \geq 1.
\]

Then, \( A \) generates a uniquely determined integrated semigroup \( \{S_A(t)\}_{t \geq 0} \). For \( \{S_A(t)\}_{t \geq 0} \), we assume that there exists a function \( \delta : [0, +\infty) \to [0, +\infty) \) with \( \lim_{t \to 0^+} \delta(t) = 0 \), such that for each \( \tau > 0 \) and \( f \in C([0, \tau], X) \), \( t \to \int_0^t S_A(t - s) f(s) d\sigma \) is continuously differential and

\[
\left\| \frac{d}{dt} \int_0^t S_A(t - s) f(s) d\sigma \right\| \leq \delta(t) \sup_{s \in [0, t]} \| f(s) \|, \forall t \in [0, \tau].
\]

Let \( A_{X_0} \) (also denoted by \( A_0 \)) be the part of \( A \) on \( X_0 \), which is defined by

\[
A_{X_0} x = Ax, \forall x \in D(A_{X_0}) = \{ x \in D(A) \cap X_0 : Ax \in X_0 \}.
\]

Then \( A_0 \) is the infinitesimal generator of a strongly continuous semigroup \( \{T_{A_0}(t)\}_{t \geq 0} \) of bounded linear operators on \( X_0 \). Note that \( \{T_{A_0}(t)\}_{t \geq 0} \) may not be compact for large \( t \). It is also required that the essential growth rate \( \omega_{0, ess}(A_0) \) of \( \{T_{A_0}(t)\}_{t \geq 0} \) is strictly negative. Here

\[
\omega_{0, ess}(A_0) := \lim_{t \to +\infty} \frac{\ln \| T_{A_0}(t) B_{X_0}(0, 1) \|}{t}
\]

where \( B_{X_0}(0, 1) = \{ x \in X_0 : \| x \|_{X_0} \leq 1 \} \), and for each bounded set \( B \subseteq X_0 \), \( \tau(B) \) is the Kuratowski measure of non-compactness and defined by \( \tau(B) = \inf \{ \varepsilon > 0 : B \) can be covered by a finite number of balls of radius \( \varepsilon \} \).

For the occurrence of Hopf bifurcation, we further assume that there exists a pair of conjugated simple eigenvalues of \( A_0 \) for \( \mu \in (-\varepsilon, +\varepsilon) \), denoted by \( \lambda(\mu) \) and \( \overline{\lambda(\mu)} \), such that \( \lambda(\mu) = \alpha(\mu) + i\omega(\mu), \) the map \( \mu \to \lambda(\mu) \) is continuously differentiable, \( \omega(0) > 0, \alpha(0) = 0, \frac{d\alpha}{d\mu} \neq 0, \) and \( \sigma(A_0) \cap i\mathbb{R} = \{ \lambda(0), \overline{\lambda(0)} \} \). The Hopf bifurcation theorem for (2) in [14] is restated as follows.

Theorem 2.1. For (2), there exist \( \varepsilon^* > 0 \) and three \( C^{k-1} \) maps: \( \varepsilon \to \mu(\varepsilon) \) from \( (0, \varepsilon^*) \) into \( \mathbb{R} \), \( \varepsilon \to x_\varepsilon \) from \( (0, \varepsilon^*) \) into \( D(A) \) and \( \varepsilon \to \gamma(\varepsilon) \) from \( (0, \varepsilon^*) \) into \( \mathbb{R} \), such that for each \( \varepsilon \in (0, \varepsilon^*) \), there exists a \( \gamma(\varepsilon) \)-periodic function \( u_\varepsilon \in C^{k}(\mathbb{R}, X_0) \), which is an integrated solution of (2) with the parameter value equals \( \mu(\varepsilon) \) and the initial value equals \( x_\varepsilon \). So for each \( t \geq 0, u_\varepsilon \) satisfies

\[
u_\varepsilon(t) = x_\varepsilon + A \int_0^t u_\varepsilon(l) dl + \int_0^t F(\mu(\varepsilon), u_\varepsilon(l)) dl.
\]

Moreover, we have the following properties

(i) There exist a neighborhood \( N \) of 0 in \( X_0 \) and an open interval \( I \) in \( \mathbb{R} \) containing 0, such that for \( \mu \in I \) and any periodic solution \( \hat{u}(t) \) in \( N \) with minimal period \( \gamma \) close to \( \frac{2\pi}{\omega(0)} \) of (2) for the parameter value \( \mu \), there exists \( \varepsilon \in (0, \varepsilon^*) \) such that \( u_\varepsilon(t) = u_{\hat{\varepsilon}}(t + \theta) \) (for some \( \theta \in [0, \gamma(\varepsilon)] \), \( \mu(\varepsilon) = \hat{\mu}, \) and \( \gamma(\varepsilon) = \check{\gamma} \).

(ii) The map \( \varepsilon \to \mu(\varepsilon) \) is a \( C^{k-1} \) function and we have the Taylor expansion

\[
\mu(\varepsilon) = \sum_{n=1}^{k-1} \mu_{2n} \varepsilon^{2n} + O(\varepsilon^{k-1}), \forall \varepsilon \in (0, \varepsilon^*),
\]

where \( \mu_{2n} \) are real constants.
where \([k-2]\) is the integer part of \(\frac{k-2}{\epsilon}\).

(iii) The period \(\gamma(\epsilon)\) of \(t \to u_\epsilon(t)\) is a \(C^{k-1}\) function and

\[\gamma(\epsilon) = \frac{2\pi}{\omega(0)} \left[ 1 + \sum_{n=1}^{[k-2]} \gamma_{2n} \epsilon^{2n} \right] + O(\epsilon^{k-1}), \ \forall \epsilon \in (0, \epsilon^*).\]

3. Transformation of Cauchy Problems. Let

\[\hat{u} = \frac{a}{\tau}, \ \hat{t} = \frac{t}{\tau}\]

and

\[\hat{V}(\hat{t}) = V(\tau \hat{t}) \quad \hat{u}(\hat{t}, \hat{a}) = \tau u(\tau \hat{t}, \tau \hat{a}).\]

Then, we obtain the following system, by dropping the hat,

\[
\begin{cases}
\frac{\partial u(t,a)}{\partial t} + \frac{\partial u(t,a)}{\partial a} = -\mu \tau u(t,a), \\
\frac{dV(t)}{dt} = \tau \left[ rV(t) \left( 1 - \frac{V(t)}{K} \right) - \frac{V(t) \int_0^{+\infty} u(t,a) da}{h + V(t)} \right] + H, \\
u(t,0) = \tau v\left( t - \frac{\pi}{\tau}, \int_0^{+\infty} \beta(a) u(t-a,\tau) da \right), \\
u_0(\theta, \cdot) \in L^1((0, +\infty), \mathbb{R}), \forall \theta \in \left[ -\frac{\pi}{\tau}, 0 \right], V_0 = \phi \in C([-\frac{\pi}{\tau}, 0], \mathbb{R}),
\end{cases}
\]

(3)

with the function \(\beta(\cdot)\) now defined by

\[\beta(a) = \begin{cases} 
\beta^* & a \geq 1 \\
0 & \text{otherwise}
\end{cases}\]

It also follows from (H1) that \(\beta^* = M \mu e^{\pi\tau_2}\).

We now formulate (3) into an abstract Cauchy problem. Let \(\rho(t,a)\) be the density of prey of age \(a\) at time \(t\). Then, \(V(t) = \int_0^{+\infty} \rho(t,a) da\). From the second equation of (3), we have

\[
\begin{cases}
\frac{\partial \rho(t,a)}{\partial t} + \frac{\partial \rho(t,a)}{\partial a} = -\tau_2 d \rho(t,a), \\
\rho(t,0) = G(u(t,a), \rho(t,a)), \\
\rho(0,a) = \rho_0 \in L^1((0, +\infty), \mathbb{R}),
\end{cases}
\]

where \(G\) is given by

\[
G(u(t,a), \rho(t,a)) = \tau_2 \left[ b \int_0^{+\infty} \rho(t,a) da \left( 1 - \frac{\int_0^{+\infty} \rho(t,a) da}{K} \right) + \frac{d(\int_0^{+\infty} \rho(t,a) da)^2}{K} \right. \left. - \frac{\int_0^{+\infty} \rho(t,a) da \int_0^{+\infty} u(t,a) da}{h + \int_0^{+\infty} \rho(t,a) da} + H \right].
\]

Set \(w(t,a) = \left( \frac{u(t,a)}{\rho(t,a)} \right)\) and \(w(t,\theta,a) = w(t + \theta, a)\) for \(t \geq 0\) and \(\theta \in [-\frac{\pi}{\tau}, 0]\). We have

\[
\begin{cases}
\frac{\partial w(t,a)}{\partial t} + \frac{\partial w(t,a)}{\partial a} = -Dw(t,a), \\
w(t,0) = B(w_0(\theta,a)), \\
w_0(\theta,a) = \left( \frac{u_0(\theta,a)}{\rho_0(\theta,a)} \right) \in C([-\frac{\pi}{\tau}, 0], L^1((0, +\infty), \mathbb{R}^2))
\end{cases}
\]

(4)
Then, with \( x \) integrated semigroup theory will apply. Define parameter. It remains to convert (5) to an ODE on the space \( C \).

Let \( Y := \mathbb{R}^2 \times L^1((0, +\infty), \mathbb{R}^2) \) endowed with the usual product norm \( \|\zeta\|_{\mathbb{R}^2} + \|\varphi\|_{L^1}, \forall \begin{pmatrix} \zeta & \varphi \end{pmatrix} \in Y \). Define the linear operator \( L : D(L) \subset Y \to Y \) by

\[
L \begin{pmatrix} 0 \\ \varphi \end{pmatrix} = \begin{pmatrix} -\varphi(0) \\ -\varphi' - D\varphi \end{pmatrix}
\]

with \( D(L) = \{0\} \times W^{1,1}((0, +\infty), \mathbb{R}^2) \). Let \( C := C \left( \left[ -\frac{\tau_1}{\tau_2}, 0 \right] , Y \right) \) and \( C_A = \left\{ \begin{pmatrix} \zeta(\theta) \\ \psi(\theta) \end{pmatrix} \in C : \zeta(0) = 0 \right\} \). For \( (\zeta(\theta), \psi(\theta))^T \in C_A \), define \( F : C_A \to Y \) by

\[
F \begin{pmatrix} \zeta(\theta) \\ \psi(\theta) \end{pmatrix} = \begin{pmatrix} B(\psi(\theta)) \\ 0_{\mathbb{R}_1} \end{pmatrix}.
\]

Let \( y(t,a) = \begin{pmatrix} 0 \\ w(t,a) \end{pmatrix} \); (4) can be written as

\[
\begin{cases}
\frac{d}{dt} y(t,a) = Ly(t,a) + F(y(t,a), t \geq 0, \\
y_0(\theta,a) = \begin{pmatrix} 0 \\ w_0(\theta,a) \end{pmatrix} \in C_A.
\end{cases}
\]

which is an abstract delay differential equation if the variable \( a \) is regarded as a parameter. It remains to convert (5) to an ODE on the space \( C_A \), and then the integrated semigroup theory will apply. Define \( x \in C \left( (0, +\infty) \times \left[ -\frac{\tau_1}{\tau_2}, 0 \right] ; Y \right) \) by \( x(t,\theta) = y(t+\theta,a) \), for any \( t \geq 0 \) and \( \theta \in \left[ -\frac{\tau_1}{\tau_2}, 0 \right] \). Then, for \( t \geq 0 \),

\[
\begin{cases}
\frac{\partial x(t,\theta)}{\partial t} - \frac{\partial x(t,\theta)}{\partial \theta} = 0, \theta \in \left[ -\frac{\tau_1}{\tau_2}, 0 \right], \\
\frac{\partial x(t,0)}{\partial \theta} = Lx(t,0) + F(x(t,\theta)), \\
x(0,\theta) = y_0(\theta,a) \in C_A.
\end{cases}
\]

Define \( Z = Y \times C \) with the usual product norm \( \begin{pmatrix} f \\ \phi \end{pmatrix} = \|f\|_Y + \|\phi\|_C \), and the linear operator \( A : D(A) \subset Z \to Z \) by

\[
A \begin{pmatrix} 0_Y \\ \phi \end{pmatrix} = \begin{pmatrix} -\phi'(0) + L\phi(0) \\ \phi' \end{pmatrix}, \forall \begin{pmatrix} 0_Y \\ \phi \end{pmatrix} \in D(A),
\]

where

\[
D(A) = \{ 0_Y \} \times \left\{ \phi \in C^1 \left( \left[ -\frac{\tau_1}{\tau_2}, 0 \right] , Y \right) : \phi(0) \in D(L) \right\}.
\]

Then, \( A \) is non-densely defined, since

\[
Z_0 := \overline{D(A)} = \{ 0_Y \} \times C_A \neq Z.
\]
Moreover, if we define $H : Z_0 \to Z$ by
\[
H(y_{\phi}) = \begin{pmatrix} F(\phi) \\ 0_{CA} \end{pmatrix},
\]
and set
\[
z(t) := \begin{pmatrix} 0 \\ x(t) \end{pmatrix}.
\]
Then, (6) turns into
\[
\begin{aligned}
\frac{d}{dt} z(t) &= Az(t) + H(z(t)), \quad t > 0, \\
z(0) &= \begin{pmatrix} 0 \\ y_0 \end{pmatrix} \in Z_0.
\end{aligned}
\tag{7}
\]
Denote
\[
\vartheta := \min \{ \tau_2 d, \tau_2 \mu \} > 0 \quad \text{and} \quad \Omega := \{ \lambda \in \mathbb{C} : \text{Re}(\lambda) > -\vartheta \}.
\]
As a consequence of Theorem 3.5 and Lemma 3.6 in [9], we have

**Theorem 3.1.** For the operators $L$ and $A$, the following statements hold.

(i) If $\lambda \in \Omega$, then $\lambda \in \rho(L)$, and for any $\begin{pmatrix} \delta \\ \psi \end{pmatrix} \in Y$, $(\lambda I - L)^{-1} \begin{pmatrix} \delta \\ \psi \end{pmatrix} = \begin{pmatrix} 0 \\ \phi \end{pmatrix}$ with
\[
\phi(a) = e^{-\int_0^a (\lambda I + D) d\xi} + \int_0^a e^{-\int_\xi^a (\lambda I + D) d\psi(s)} ds;
\]
(ii) $\rho(L) = \rho(A)$. In addition, for each $\lambda \in \rho(A)$ and $\begin{pmatrix} f \\ \psi \end{pmatrix} \in Z$, the formula for the resolvent of $A$ is given by
\[
(\lambda I - A)^{-1} \begin{pmatrix} f \\ \psi \end{pmatrix} = \begin{pmatrix} 0 \\ \phi \end{pmatrix},
\]
where
\[
\phi(\theta) = e^{\lambda \theta} (\lambda I - L)^{-1} [\psi(0) + f] + \int_0^\theta e^{\lambda (\theta - s)} \psi(s) ds;
\]
(iii) The operators $L$ and $A$ are Hille-Yosida operators on $Y$ and $Z$, respectively.

Denote
\[
Y_+ := \mathbb{R}^2_+ \times L^1((0, +\infty); \mathbb{R}^2_+),
\]
\[
Z_+ := Y_+ \times C \left( \left[ \begin{array}{c} -\tau_1 \\ \tau_2 \end{array} \right], Y_+ \right),
\]
and
\[
Z_{0+} := Z_0 \cap Z_+.
\]
Then, the global existence, uniqueness and positive of solutions for system (7) follow directly from [19].

**Theorem 3.2.** There exists a unique continuous semiflow $\{U(t)\}_{t \geq 0}$ on $Z_{0+}$ such that for any $z \in Z_{0+}$, $t \to U(t)z$ is the unique integrated solution of
\[
\begin{aligned}
\frac{dU(t)z}{dt} &= AU(t)z + H(U(t)z), \\
U(0)z &= z,
\end{aligned}
\]
or equivalently,
\[
U(t)z = z + A \int_0^t U(l)z dl + \int_0^t H(U(l)z) dl, \quad t \geq 0.
\]
4. Equilibria and linearization. Assume

\((H2) \eta > \frac{h + K}{MK}\);

The equilibrium \(\tau = \left(\frac{0}{\psi}\right) \in D(A)\), with \(\psi = \left(\frac{\zeta(\cdot)}{\phi(\cdot)}\right) \in C^1\left([-\frac{\tau_2}{2}, \frac{\tau_2}{2}]; Y\right), \psi(0) \in D(L)\) and \(\phi(\cdot) = \left(\frac{\phi_1(\cdot)}{\phi_2(\cdot)}\right)\), must satisfy

\[A\tau + H(\tau) = 0,\]

or equivalently,

\[\begin{cases} -\psi'(0) + L\psi(0) + F(\psi) = 0, \\ \psi' = 0. \end{cases}\]

Solving the above equation, we have the following lemma.

**Lemma 4.1.** The system (7) has always the equilibria

\[\tau_1 = \left(\frac{0}{\psi_1(\cdot)}\right) \quad \text{and} \quad \tau_2 = \left(\frac{0}{\psi_2(\cdot)}\right)\]

with

\[\begin{gathered} \psi_1(\theta) = \psi_2(\theta) = 0_{R^2}, \\
\phi_1(\theta)(a) = 0, \\
\phi_2(\theta)(a) = \left(\frac{1}{2} + \frac{1}{4} + \frac{H}{K^2}\right)\tau_2 dKe^{-\tau_2 da}. \end{gathered}\]

If \((H2)\) holds, then there exists a unique positive equilibrium of (7)

\[\tau = \left(\frac{0}{\psi(\cdot)}\right), \quad \psi(\theta) = 0_{R^2}, \quad \begin{pmatrix} \phi_1(\theta)(a) \\ \phi_2(\theta)(a) \end{pmatrix} = \frac{\tau_2 \mu M [Khr(\eta M - 1) - rh^2 + HK(\eta M - 1)^2]}{\eta M - 1} e^{-\tau_2 da}.\]

Let

\[\bar{z}(t) = z(t) - \tau.\]

Then,

\[\begin{cases} \frac{d\bar{z}(t)}{dt} = A\bar{z}(t) + H(\bar{z}(t) + \tau) - H(\tau), & t \geq 0, \\
\bar{z}(0) = \left(\frac{0}{w_0 - \psi(a)}\right) \triangleq \bar{z}_0 \in D(A). \end{cases}\]

and the linearized equation of (8) at 0 is given by

\[\frac{d\bar{z}(t)}{dt} = A\bar{z}(t) + DH(\tau)\bar{z}(t), \quad t \geq 0, \bar{z}(0) \in D(A),\]
where
\[
DH(\varpi) \begin{pmatrix} 0_Y \\ \psi \end{pmatrix} = \begin{pmatrix} DF(\overline{\psi})(\psi) \\ 0_{C_A} \end{pmatrix}, \forall \begin{pmatrix} 0_Y \\ \psi \end{pmatrix} \in D(A), \psi = \begin{pmatrix} \zeta(\cdot) \\ \phi(\cdot) \end{pmatrix}
\]
with
\[
DF(\overline{\psi})(\psi) = \begin{pmatrix} DB(\overline{\phi})(\phi) \\ 0_{L_1} \end{pmatrix}
\]
and
\[
DB(\overline{\phi})(\phi) = \begin{pmatrix} \frac{\tau_2}{\mu} \cdot 0 \\ 0 \end{pmatrix} \int_0^{+\infty} \beta(a) \phi \left( -\frac{\tau_1}{\tau_2} \right) (a) da
\]
\[
+ \begin{pmatrix} 0 \\ 0 \end{pmatrix} \frac{\tau_2}{\mu} \cdot 0 \int_0^{+\infty} \phi \left( -\frac{\tau_1}{\tau_2} \right) (a) da
\]
\[
+ \begin{pmatrix} -\frac{\tau_2}{\eta M} \\ -\frac{\tau_2}{\eta M} \end{pmatrix} b - \frac{2 r h}{\eta h M} \int_0^{+\infty} \phi \left( -\frac{\tau_1}{\tau_2} \right) (a) da.
\]
Hence, (8) can be written as
\[
\frac{d\tilde{z}(t)}{dt} = \tilde{A}\tilde{z}(t) + \tilde{H}(\tilde{z}(t)), \quad t \geq 0,
\]
where
\[
\tilde{A} := A + DH(\varpi)
\]
and
\[
\tilde{H}(\tilde{z}(t)) = H(\tilde{z}(t) + \varpi) - H(\varpi) - DH(\varpi)\tilde{z}(t)
\]
satisfying \(\tilde{H}(0) = 0\) and \(D\tilde{H}(0) = 0\).

Since \(A\) is a Hille-Yosida operator, it will generate an integrated semigroup \(S(\varpi(t))_{t \geq 0}\) on \(Z\). Let \(A_0\) be the part of \(A\) on \(Z\), then \(A_0\) will generate a \(C_0\)-semigroup \(\{T_{A_0}(t)\}_{t \geq 0}\) on \(Z\) such that \(\|T_{A_0}(t)\| \leq e^{-\delta t}\). Therefore, \(\omega_{0, ess}(A_0) \leq \omega(A_0) \leq -\delta\). Applying Theorem 3 in [29] or Theorem 1.2 in [8], we have
\[
\omega_{0, ess}(A + DH(\varpi))_0 \leq -\delta < 0,
\]
since \(DH(\varpi)\) is a compact bounded linear operator.

**Proposition 1.** The linear operator \(\tilde{A}\) is a Hille-Yosida operator, and its part \(\tilde{A}_0\) in \(Z_0\) satisfies
\[
\omega_{0, ess}(\tilde{A}_0) < 0.
\]

Set \(J := DH(\varpi)\). For \(\lambda \in \Omega\), \((\lambda I - A)\) is invertible, and \(\lambda I - (A + J)\) is invertible if and only if \(I - J(\lambda I - A)^{-1}\) is invertible. Furthermore, we have
\[(\lambda I - (A + J))^{-1} = (\lambda I - A)^{-1}(I - J(\lambda I - A)^{-1})^{-1}.
\]
Now we consider \((I - J(\lambda I - A)^{-1})\frac{\delta_Y}{\phi_{C_A}} = \begin{pmatrix} \gamma_Y \\ \psi_{C_A} \end{pmatrix}, \) with \(\delta_Y = \begin{pmatrix} \delta_1 \\ \delta_2 \end{pmatrix}, \gamma_Y = \begin{pmatrix} \gamma_1 \\ \gamma_2 \end{pmatrix}\)
and \(\psi_{C_A} = \begin{pmatrix} \psi^1(\cdot) \\ \psi^2(\cdot) \end{pmatrix}\) is \(C^1\left(\left[-\frac{T_1}{T_2}, 0\right]; Y\right)\), that is
\[
\begin{cases}
\delta_Y - DF(\overline{\psi}) \left(e^{\lambda Y (\lambda I - L)^{-1}}(\phi_{C_A}(0) + \delta_Y) + \int_0^0 e^{\lambda(0-s)} \phi_{C_A}(s) ds\right) = \gamma_Y,
\varphi_{C_A} = \psi_{C_A},
\end{cases}
\]
or equivalently,
\[
\begin{cases}
[I - DF(\overline{\psi}) \left(e^{\lambda t}(\lambda I - L)^{-1}\right)] \delta_Y \\
= \gamma_Y + DF(\overline{\psi}) \left(\int_0^1 e^{\lambda(t-s)} \varphi_{CA}(s) \, ds + e^{\lambda t}(\lambda I - L)^{-1} \varphi_{CA}(0)\right),
\end{cases}
\]
\[
\varphi_{CA} = \psi_{CA}.
\]
Let
\[
(I - DF(\overline{\psi})(e^{\lambda t}(\lambda I - L)^{-1}))\delta_Y = \left(\begin{smallmatrix} \delta_1 \\ \delta_2 \end{smallmatrix} \right),
\]
that is,

\[
\delta_Y - \left(DB(\overline{\phi}) \left[e^{\lambda t} \left(e^{-\int_0^1 \left[e^{\lambda(t+\delta)}\right] d\delta} + \int_0^1 e^{-\int_0^1 \left[e^{\lambda(t+\delta)}\right] d\delta} (\delta(s) \, ds)\right)\right]\right)
\]

or
\[
\left(I - DB(\overline{\phi}) \left(e^{\lambda t} e^{-\int_0^1 \left[e^{\lambda(t+\delta)}\right] d\delta}\right)\right) \delta_1 = \delta_1 + DB(\overline{\phi}) \left[e^{\lambda t} \int_0^1 e^{-\int_0^1 \left[e^{\lambda(t+\delta)}\right] d\delta} (\delta(s) \, ds)\right] \delta_2.
\]

Denote
\[
\Delta(\lambda) = I - DB(\overline{\phi}) \left(e^{\lambda t} e^{-\int_0^1 \left[e^{\lambda(t+\delta)}\right] d\delta}\right)
\]

and

\[
\gamma(\lambda, \delta_2) = DB(\overline{\phi}) \left[e^{\lambda t} \int_0^1 e^{-\int_0^1 \left[e^{\lambda(t+\delta)}\right] d\delta} (\delta(s) \, ds)\right].
\]

Then \(\Delta(\lambda)\delta_1 = \delta_1 + \gamma(\lambda, \delta_2)\). Whenever \(\Delta(\lambda)\) is invertible, we have

\[
\delta_1 = (\Delta(\lambda))^{-1}(\delta_1 + \gamma(\lambda, \delta_2)).
\]

From the above argument, we arrive at the following conclusion.

**Lemma 4.2.** We have \(\sigma(A + J) \cap \Omega = \sigma_p(A + J) \cap \Omega = \{\lambda \in \Omega : \det(\Delta(\lambda)) = 0\}\), and for each \(\lambda \in \rho(A + J) \cap \Omega\), the resolvent of \(A + J\) is given by

\[
(\lambda I - (A + J))^{-1} \begin{pmatrix} \gamma_Y \\ \psi_{CA} \end{pmatrix} = \begin{pmatrix} 0 \\ e^{\lambda t}(\lambda I - L)^{-1} [\psi_{CA}(0) + \delta_Y] + \int_0^\lambda e^{\lambda(s)} \psi_{CA}(s) \, ds \end{pmatrix},
\]

where

\[
\begin{cases}
\gamma_Y = \begin{pmatrix} \gamma_1 \\ \gamma_2 \end{pmatrix},
\delta_Y = \begin{pmatrix} (\Delta(\lambda))^{-1} \left[\begin{array}{c} \gamma_1 + DB(\overline{\phi}) \left(\int_0^1 e^{\lambda(t+\delta)} \psi_{CA}(s) \, ds\right) + \gamma(\lambda, \gamma_2) \end{array}\right] \end{cases}.
\end{cases}
\]

**Proof.** Let \(\lambda \in \Omega\) and \(\det(\Delta(\lambda)) \neq 0\). Then \((I - DF(\overline{\psi})(e^{\lambda t}(\lambda I - L)^{-1}))\) is invertible, and

\[
(I - DF(\overline{\psi})(e^{\lambda t}(\lambda I - L)^{-1}))^{-1} \begin{pmatrix} \delta_1 \\ \delta_2 \end{pmatrix} = \delta_Y,
\]

where

\[
\delta_Y = \begin{pmatrix} (\Delta(\lambda))^{-1}(\delta_1) + (\lambda, \delta_2) \end{pmatrix}.
\]
Thus, \((I - J(\lambda I - A)^{-1})\) is invertible, and
\[
(I - J(\lambda I - A)^{-1})^{-1} \begin{pmatrix} \gamma_Y \\ \psi_{CA} \end{pmatrix} = \begin{pmatrix} \delta_Y \\ \psi_{CA} \end{pmatrix},
\]
where \(\delta_Y\) is defined in (13). By Theorem 2.1, we obtain (12). Moreover, \(\{\lambda \in \Omega : \det(\Delta(\lambda)) \neq 0\} \subset \rho(A + J) \cap \Omega\), and \(\sigma(A + J) \cap \Omega \subset \{\lambda \in \Omega : \det(\Delta(\lambda)) = 0\}\).
Assume \(\lambda \in \Omega\) and \(\det(\Delta(\lambda)) = 0\). We claim that
\[
(A + J) \begin{pmatrix} 0 \\ \psi \end{pmatrix} = \lambda \begin{pmatrix} 0 \\ \psi \end{pmatrix}
\]
has no solution for \(\begin{pmatrix} 0 \\ \psi \end{pmatrix} \in D(A) \setminus \{0\}\) if and only if we can find \(\begin{pmatrix} \alpha \\ \varphi \end{pmatrix} \in Z \setminus \{0\}\) satisfying \([I - J(\lambda I - A)^{-1}] \begin{pmatrix} \alpha \\ \varphi \end{pmatrix} = 0\). From the above argument, this is also equivalent to find \(\begin{pmatrix} \alpha \\ \varphi \end{pmatrix} \neq 0\) such that
\[
\left\{ \begin{array}{l}
\Delta(\lambda)\alpha = 0, \\
\varphi = 0.
\end{array} \right.
\]
Since \(\det(\Delta(\lambda)) = 0\), the above equation always has non-trivial solution \(\alpha \neq 0\). Therefore, we can find \(\begin{pmatrix} 0 \\ \psi \end{pmatrix} \in D(A) \setminus \{0\}\) satisfying (14) and \(\lambda \in \sigma_p(A + J)\), which completes the proof.

5. Hopf bifurcation. In this section, we assume that \(\tau_1 = \tau_2 = \tau\). Under hypothesis of (H1), the characteristic equation turns into
\[
\det(\Delta(\lambda)) = \frac{\lambda^2 + \tau P \lambda + \tau^2 Q + \tau^2 We^{-\lambda} + (\tau S \lambda + \tau^2 R)e^{-2\lambda}}{\lambda^2 + \tau d} = 0,
\]
where
\[
P = \mu - r + \frac{2hr}{K(\eta M - 1)} + \frac{khr(\eta M - 1) - rh^2 + HK(\eta M - 1)^2}{\eta h MK},
Q = \mu \left[ -r + \frac{2hr}{K(\eta M - 1)} + \frac{khr(\eta M - 1) - rh^2 + HK(\eta M - 1)^2}{\eta h MK} \right],
W = \mu \left[ Khr(\eta M - 1) - rh^2 + HK(\eta M - 1)^2 \right],
S = -\mu, R = -Q
\]
Assume
\((H3)\) \(P + S > 0\);
\((H4)\) \(Q \neq 0\).
Let \(\lambda = \tau \zeta\). Then, \(f_1(\lambda) = 0\) leads to
\[
g(\zeta) = \zeta^2 + P \zeta + Q + We^{-\tau \zeta} + (S \zeta + R)e^{-2\tau \zeta} = 0,
\]
and \(\{\lambda \in \Omega : \det(\Delta(\lambda)) = 0\} = \{\tau \zeta \in \Omega : g(\zeta) = 0\}\). Recall that \(\beta^* = M\mu e^{\mu \tau}\). Then, the coefficient in (16) is delay-dependent. To avoid this, we further assume that \(\beta^* = ce^{\mu \tau}\) for some constant \(c > 0\). Since \(\beta^*\) is not involved in the coefficients in (16), we can employ the method proposed in [4] to seek the purely imaginary roots. When \(\tau = 0\), (16) is reduced to
\[
\zeta^2 + (P + S)\zeta + (Q + W + R) = 0.
\]
Since \( Q + W + R = W > 0 \), all the roots of (16) have strictly negative real parts whenever \( P + S > 0 \).

Suppose that \( \pm i\omega (\omega > 0) \) are a pair of purely imaginary roots of Eq. (16). Then \( \omega \) satisfies
\[
-\omega^2 + P\omega + Q + We^{-i\omega \tau} + (R + Si\omega)e^{-2i\omega \tau} = 0. \tag{17}
\]
Separating the real and imaginary parts, we find that
\[
\begin{align*}
\omega^2 + W - (R + Q) &\quad \theta^2 + 2(S - P)\omega \theta = \omega^2 - W - (R + Q), \\
(P + S)\omega \theta^2 + 2(\omega^2 + R - Q)\theta &\quad = (P + S)\omega.
\end{align*}
\tag{18}
\]
where \( \theta = \tan \frac{\omega \tau}{2} \). Moreover, \( \frac{\omega \tau}{2} \neq \frac{\pi}{2} + j\pi, j \in \mathbb{Z} \), otherwise (17) will implies \( P + S = 0 \), which contradicts to (H3). Let
\[
M = \begin{pmatrix}
\omega^2 + W - (R + Q) & 2(S - P)\omega \\
(P + S)\omega & 2(\omega^2 + R - Q)
\end{pmatrix},
\]
\[
M_1 = \begin{pmatrix}
\omega^2 + W - (R + Q) & 2(S - P)\omega \\
(P + S)\omega & 2(\omega^2 + R - Q)
\end{pmatrix},
\]
\[
M_2 = \begin{pmatrix}
\omega^2 - W - (R + Q) & 2(S - P)\omega \\
(P + S)\omega & 2(\omega^2 + R - Q)
\end{pmatrix},
\]
\[
M_3 = \begin{pmatrix}
\omega^2 + W - (R + Q) & \omega^2 - W - (R + Q) \\
(P + S)\omega & (P + S)\omega
\end{pmatrix},
\]
and
\[
D(\omega) = \det(M_1) = 2 \left[ \omega^4 + (P^2 - S^2 + W - 2Q)\omega^2 + Y(R - Q) + Q^2 - R^2 \right],
\]
\[
E(\omega) = \det(M_2) = 2 \left[ \omega^4 + (P^2 - S^2 - W - 2Q)\omega^2 - (Y + R + Q)(R - Q) \right],
\]
\[
F(\omega) = \det(M_3) = 2(P + S)W\omega > 0.
\tag{19}
\]
Suppose \( i\omega \) is a solution of (17) for some \( \tau \). Then, \( D(\omega) \neq 0 \), otherwise, it concludes that \( F(\omega) = 0 \) which is a contradiction. It follows from (18) that
\[
\theta^2 = \frac{E(\omega)}{D(\omega)}, \quad \theta = \frac{F(\omega)}{D(\omega)}.
\tag{20}
\]
which implies that \( \omega \) satisfies
\[
D(\omega)E(\omega) = F(\omega)^2. \tag{21}
\]
Simplifying (21) gives
\[
\omega^8 + s_1\omega^6 + s_2\omega^4 + s_3\omega^2 + s_4 = 0, \tag{22}
\]
where
\[
\begin{align*}
s_1 &= 2(P^2 - S^2 - 2Q), \\
s_2 &= (P^2 - S^2 - 2Q)^2 - W^2, \\
s_3 &= 4QW^2 - (P + S)^2 W^2, \\
s_4 &= -4Q^2 W^2.
\end{align*}
\]
Lemma 5.1. Assume that (22) has a positive root \( \omega^* \), and (H1)–(H4) hold. Then, (18) has a unique real root \( \theta^* \) when \( \omega = \omega^* \), and \( i\omega^* \) is a root of (16) if and only if
\[
\tau = \tau^j = \frac{2\arctan \theta^* + 2j\pi}{\omega^*}, \quad j \in \mathbb{Z}.
\tag{23}
\]
For θ ∈ (−∞, +∞), define
\[ G(ω, θ) := 2W(1 + θ^2) + 2R(1 - θ^2) + 4Sωθ[W(1 - θ^2) + (P - S)θ] - 2[Sω(1 - θ^2) - 2Rθ][(P + S)(1 - θ^2) - 4ωθ]. \] (24)

The Transversality condition can be verified by applying Lemma 2.10 in [4].

**Lemma 5.2.** Let \( ω^*, θ^* \) and \( τ_j \) be defined in Theorem 5.1. Then,
\[ \left. \frac{d\text{Re}λ(τ)}{dτ} \right|_{τ=τ_j} = \left. \frac{dα(τ)}{dτ} \right|_{τ=τ_j} \begin{cases} > 0, & G(ω^*, θ^*) > 0 \\ < 0, & G(ω^*, θ^*) < 0 \end{cases} \] (25)
for \( j \in \mathbb{Z} \).

**Theorem 5.3.** Assume that (22) has a positive root \( ω^* \), \( β^* = ce^{μτ} \) for some \( c > 0 \), and (H1) – (H4) hold. Let \( τ^* = \min\{τ_j\} \). Then, the following statements hold.
(1) If \( τ \in [0, τ^*) \), then the unique positive equilibrium \( (\bar{u}, \overline{V}) \) of (1) is locally asymptotically stable;
(2) If \( τ \in (τ^*, τ^* + ε) \) for sufficiently small \( ε > 0 \), the equilibrium \( (\bar{u}, \overline{V}) \) of (1) is unstable;
(3) If \( G(ω^*, θ^*) \neq 0 \), then Hopf bifurcation of (1) at \( (\bar{u}, \overline{V}) \) occurs when \( τ = τ^* \).

6. **Summary and numerical simulations.** In this section, numerical simulations are carried out to validate the theoretical results, obtained in Section 4. Choose \( μ = 0.4, r = 1, h = 2.4, K = 3, η = 1.2, M = 2, H = 2 \) and
\[ β(a) := \begin{cases} 0.8e^{0.4τ}, & a \geq τ, \\ 0, & a \in (0, τ). \end{cases} \]

Then, \( η > \frac{h + K}{KM} = 0.9, P + S \approx 1.0734 > 0, Q \approx 0.4294 > 0, \) and \( ω^* \approx 0.496. \) It follows from (23) that \( τ_0 \approx 5.2664 \) and \( τ_1 \approx 18.6464. \) Set \( τ = 3.5 < τ_0, V(0) = 1.5534 \) and \( u(0,a) = 2.6253e^{-0.4a} \). It is observed that the solution starting from \( V(0) \) and \( u(0,a) \) tends to the steady state. If the value of \( τ \) is increased to \( 6 > τ_0, \) then the solution will oscillate and converge to a periodic solution, which is generated through Hopf bifurcation, see Fig 1 and 2.

From Figs.1 and 2, we observe that the age-dependent equilibrium of the model is destabilized, as the maturation period and conception time are increased, leading to the undamped oscillating solutions. This reveals that the model dynamics is sensitive to the threshold \( τ. \)

In this paper, we investigate a predator-prey system with age structure and two delays. The initial model is formulated as an abstract non-densely defined Cauchy problem and the conditions which can guarantee the existence and uniqueness for positive age-dependent equilibrium are obtained. Then, we study the stability of the unique positive age-dependent equilibrium. By applying the theory of integrated semigroup and recently established Hopf bifurcation theory for abstract Cauchy problems, the existence of Hopf bifurcation at the positive steady state is investigated. The results show that a non-trivial periodic solution bifurcates from the positive equilibrium when the bifurcation parameter \( τ \) crosses the critical values \( τ_k (k = 0, 1, 2, \ldots) \). Here the bifurcating parameter \( τ \) might be taken as a measure of a biological maturation period or a time lag between conception and birth.
Figure 1. A solution of (1) that tends to the positive steady states when \( \tau = 3.5 < \tau_0 \)

Figure 2. For \( \tau = 6 > \tau_0 \), the solution will oscillate periodically.

Acknowledgments. This research was supported by grants from Shandong Provincial Natural Science Foundation of China (No. ZR2015AM018) and NSFC (Nos. 11671110, 11201097).

REFERENCES

[1] M. Adimy, H. Bouzahir and K. Ezzinbi, Existence for a class of partial functional differential equations with infinite delay, *Non. Anal.*, **46** (2001), 91–112.
[2] M. Adimy and K. Ezzinbi, A class of linear partial neutral functional differential equations with nondense domain, *J. Diff. Equ.*, **147** (1998), 285–332.
[3] J. Cao and R. Yuan, Bifurcation analysis in a modified Leslie-Gower model with Holling type II functional response and delay, *Nonl. Dyn.*, **84** (2016), 1341–1352.
[4] S. Chen, J. Shi and J. Wei, Time delay-induced instabilities and Hopf bifurcations in general reaction-diffusion systems, *J. Non. Sci.*, **23** (2013), 1–38.
[5] J. Chu, Z. Liu, P. Magal and S. Ruan, Normal form for an age structured model, *J. Dyn. Diff. Equ.*, **28** (2016), 733–761.
[6] J. M. Cushing and M. Saleem, A predator prey model with age structure, *J. Math. Biol.*, **14** (1982), 231–250.
[7] Y. Du and Y. Lou, S-Shaped Global Bifurcation Curve and Hopf Bifurcation of Positive Solutions to a Predator-Prey Model, *J. Diff. Equ.*, **144** (1998), 390–440.
[8] A. Ducrot, Z. Liu and P. Magal, Essential growth rate for bounded linear perturbation of non-densely defined Cauchy problems, *J. Math. Anal. Appl.*, 341 (2008), 501–518.

[9] A. Ducrot, P. Magal and S. Ruan, Projectors on the generalized eigenspaces for partial differential equations with time delay, *Inf. Dimens. Dyn. Syst.*, 64 (2013), 353–390.

[10] M. Iannelli, *Mathematical Theory of Age-Structured Population Dynamics*, Appl. Math. Monographs CNR, 7, Giadini Editori e Stampatori, Pisa, 1994.

[11] S. Jitsuro, K. Rie and M. Rinko, On a predator prey system of Holling type, *Proc. Ameri. Math. Soc.*, 125 (1997), 2041–2050.

[12] H. Kellerman and M. Hieber, Integrated semigroups, *J. Funct. Anal.*, 84 (1989), 160–180.

[13] Z. Liu and N. Li, Stability and bifurcation in a predator-prey model with age structure and delays, *J. Non. Sci.*, 25 (2015), 937–957.

[14] Z. Liu, P. Magal and S. Ruan, Hopf bifurcation for non-densely defined Cauchy problems, *Z. Angew. Math. Phys.*, 62 (2011), 191–222.

[15] Z. Liu, P. Magal and S. Ruan, Normal forms for semilinear equations with non-dense domain with applications to age structured models, *J. Diff. Equa.*, 257 (2014), 921–1011.

[16] Z. Liu, P. Magal and S. Ruan, Oscillations in age-structured models of consumer-resource mutualisms, *Dis. Cont. Dyn. Syst.*, 21 (2016), 537–555.

[17] Z. Liu and R. Yuan, Zero-Hopf bifurcation for an infection-age structured epidemic model with a nonlinear incidence rate, *Science China*, 60 (2017), 1371–1398.

[18] P. Magal and S. Ruan, On integrated semigroups and age structured models in Lp spaces, *Diff. Integ. Equa.*, 20 (2007), 197–239.

[19] P. Magal and S. Ruan, On integrated Cauchy problems with non-dense domain, *Adv. Differ. Equa.*, 14 (2009), 1041–1084.

[20] P. Magal and S. Ruan, Center manifolds for semilinear equations with non-dense domain and applications on Hopf bifurcation in age structured models, *Mem. Amer. Math. Soc.*, 202 (2009), 139 pp.

[21] P. Magal and S. Ruan, Sustained oscillations in an evolutionary epidemiological model of influenza: A drift, *Proc. R. Soc. A*, 466 (2010), 965–992.

[22] P. Magal and H. R. Thieme, Eventual compactness for a semiflow generated by nonlinear age-structured models, *Commun. Pure Appl. Anal.*, 3 (2004), 695–727.

[23] J. Murray, *Mathematical Biology I: An Introduction*, Springer, 2002.

[24] Y. Song and J. Wei, Local Hopf bifurcation and global periodic solutions in a delayed predator-prey system, *J. Math. Anal. Appl.*, 301 (2005), 1–21.

[25] Y. Su, S. Ruan and J. Wei, Periodicity and synchronization in blood-stage malaria infection, *J. Math. Biol.*, 63 (2011), 557–574.

[26] H. Tang and Z. Liu, Hopf bifurcation for a predator-prey model with age structure, *Appl. Math. Model.*, 40 (2016), 726–737.

[27] H. R. Thieme, Integrated semigroups and integrated solutions to abstract Cauchy problems, *J. Math. Ana. Appl.*, 152 (1990), 416–447.

[28] H. R. Thieme, Semiflows generated by Lipschitz perturbations of non-densely defined operators, *Diff. Integ. Equa.*, 3 (1990), 1035–1066.

[29] H. R. Thieme, Quasi-compact semigroups via bounded perturbation, *Advances in Mathematical Population Dynamics: Molecules, Cells and Man*, World Scientific Publishing, River Edge, 6 (1997), 691–711.

[30] Z. Wang and Z. Liu, Hopf bifurcation of an age-structured compartmental pest-pathogen model, *J. Math. Ana. Appl.*, 385 (2012), 1134–1150.

[31] W. Wang, G. Mulone, F. Salemi and V. Salone, Permanence and Stability of a Stage-Structured Predator-Prey Model, *J. Math. Ana. Appl.*, 262 (2001), 499–528.

[32] J. Wang, J. Shi and J. Wei, Dynamics and pattern formation in a diffusive predator-prey system with strong Allee effect in prey, *J. Diff. Equa.*, 251 (2011), 1276–1304.

[33] G. F. Webb, *Theory of Nonlinear Age-Dependent Population Dynamics*, New York N., 1985.

[34] D. Xiao and S. Ruan, Global dynamics of a ratio-dependent predator-prey system, *J. Math. Biol.*, 43 (2001), 268–290.

[35] D. Yan, Y. Cao and X. Fu, Asymptotic analysis of a size-structured cannibalism population model with delayed birth process, *Disc. Cont. Dyn. Syst. B.*, 21 (2017), 1975–1998.

[36] F. Yi, J. Wei and J. Shi, Bifurcation and spatiotemporal patterns in a homogeneous diffusive predator-prey system, *J. Diff. Equa.*, 246 (2009), 1944-1977.

[37] T. Zhao, Y. Kuang and H. Smith, Global existence of periodic solutions in a class of delayed Gause-type predator-prey systems, *Non. Anal.*, 28 (1997), 1373–1394.
[38] G. Zhu and J. Wei, Global stability and bifurcation analysis of a delayed predator-prey system with prey immigration, \textit{Elect. J. Diff. Equ.}, \textbf{13} (2016), Paper No. 13, 20 pp.

Received November 2017; Revised May 2018.

\textit{E-mail address: xushengqin1998@163.com}
\textit{E-mail address: wangchuncheng@hit.edu.cn}
\textit{E-mail address: fandejun2006@126.com}