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Abstract—In recent years, a brand-new technology, reconfigurable intelligent surface (RIS) has been widely studied for reconfiguring the wireless propagation environment. RIS is an artificial surface of electromagnetic material that is capable of customizing the propagation of the wave impinging upon it. Utilizing RIS for communication service like signal enhancement usually lead to non-convex optimization problems. Existing optimization methods either suffer from scalability issues for \( N \) number of RIS elements large, or may lead to suboptimal solutions in some scenario. In this paper, we propose a divide-and-sort (DaS) discrete optimization approach, that is guaranteed to find the global optimal phase shifts for 1-bit RIS, and has time complexity \( O(N \log(N)) \). Numerical experiments show that the proposed approach achieves a better “performance–complexity tradeoff” over other methods for 1-bit RIS.

Index Terms—discrete phase shift, signal enhancement, discrete optimization, 1-bit RIS, wireless communication

I. INTRODUCTION

T he reconfigurable intelligent surface (RIS) technique has recently demonstrated its great potential for reconfiguring the wireless propagation environment via software-programmed reflection [1]–[3]. A RIS consists of a large number of carefully designed electromagnetic cells and can result in electromagnetic fields with controllable behaviors such as amplitude, phase, polarization, and frequency. It revolutionizes the traditional communication environment that cannot be controlled and leads to a change of paradigm in wireless communication. RISs can be implemented in wireless communication networks to improve performance, e.g., signal-to-noise ratio (SNR).

To apply RIS for signal enhancement in wireless communication, one needs to design a phase shift matrix that has unit module diagonal entries by, maximizing the SNR. Such optimization problem has non-convex constraints and is NP-hard in general [2]. Considerable effort has been made to solve these problems in an accurate and efficient manner: (i) semi-definite relaxation (SDR) was used to relax the non-convex constraints, such that the transformed optimization problem can be efficiently solved by semi-definite programming (SDP) [4]–[7], (ii) manifold optimization (Manopt) methods [6], [8]–[10], utilize optimization methods such as gradient descent on the complex circle manifold imposed by the constraints. These two approaches were designed for continuous phase shift matrices, where the obtained phase shifts can take any value within \( [-\pi, \pi] \). For low-bits RIS, a natural discrete approach is to perform exhaustive search for the phase shifts matrix. This always leads to an optimal solution but with a time complexity exponential with the number of RIS elements \( N \). More recently, discrete design for RIS phase shifts has attracted a unprecedentedly research interest. In [11] the authors proposed to find the (discrete) phase shifts matrix via discrete optimization, this significantly accelerates the optimization, while the obtained solution may be sub-optimal. [12] introduced an approximation (APX) algorithm to solve the discrete optimization problem, which achieves the global optimality when the number of states for each component of the RIS is large enough.

1-bit RIS is the most common setting in the existing prototype realizations, e.g., [13]–[18]. It is hard to obtain the global optimal phase shifts due to the integer programming. To the best of our knowledge, there is no existing can achieve optimality with a linear or near linear time complexity. In this paper, we propose a divide-and-sort (DaS) approach to the discrete optimization problem that (i) has time complexity \( O(N \log(N)) \); and (ii) is guaranteed to find the global optimal solution.

Notations: Lower and upper case bold fonts denote vectors (e.g., \( \mathbf{a} \)) and matrix (e.g., \( \mathbf{A} \)), \( \mathbf{A}^H \), \( \mathbf{A}^* \), and \( \mathbf{A}^T \) denotes the conjugate transpose, conjugate, and transpose of \( \mathbf{A} \), respectively. \( \mathbb{C}^{a \times b} \) denotes the field of complex-valued matrices of dimension \( a \times b \). \( \|\mathbf{a}\| \) represents the Frobenius norm of \( \mathbf{a} \) and diag(\( \mathbf{a} \)) is a diagonal matrix with each diagonal element being the corresponding element in \( \mathbf{a} \). For a complex number \( a \in \mathbb{C} \), we use \( j \) as the imaginary unit and denote its modulus, real part, and angle as \( |a| \), \( \Re\{a\} \) and \( \arg\{a\} \), respectively. \( \text{sgn}\{a\} \) is the sign of real number \( a \in \mathbb{R} \).

The remainder of the paper is organized as follows. Section II introduces the system model and problem formulation for signal enhancement in the RIS-aided communication system. In Section III we present the DaS discrete optimization method to solve the problem. Section IV presents numerical results to evaluate the performance and time efficiency of the proposed algorithm with respect to some other such as APX, Manopt, and SDR-SDP approaches. Finally, we conclude the paper in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a single input single output communication scenario as shown in Fig. 1a. The user receives the signals from a single antenna transmitter, and a RIS composed of \( N \) passive elements is employed to improve the communication quality of the user. Due to substantial path loss, it is assumed that the power of signals reflected by the RIS two or more times is negligible and thus ignored. There is a direct link between the transmitter and receiver, and the user can receive signals from both the direct and reflected links. Then, the total received signals from the base station (BS) can be expressed as:

\[
y = (h_r^H W(\theta) g + h_d^H) x + s,
\]

where \( y \in \mathbb{C} \) is the received signal, \( x \in \mathbb{C} \) is the modulated signal from the BS, and \( s \in \mathbb{C} \) denotes the additive Gaussian white noise. The equivalent channel between BS-RIS, RIS-USER, and RIS-USER links can be represented by \( g \in \mathbb{C}^{N \times 1}, h_r^H \in \mathbb{C}^{1 \times N} \) and \( h_d^H \in \mathbb{C} \), respectively. The passive RIS changes the phase of the incident signals, let \( \theta_n \in [ -\frac{\pi}{2}, \frac{\pi}{2} ) \) denote the phase shift associated with the \( n \)-th passive element of the RIS. Define \( \theta = [\theta_1, \theta_2, \ldots, \theta_N] \in \mathbb{R}^N \), and \( W(\theta) = \text{diag}(w_1, w_2, \ldots, w_N) \in \mathbb{C}^{N \times N} \) as the reflection-coefficients matrix of the RIS, where \( w_n = e^{i\theta_n}, n = 1, \ldots, N \).

B. Problem Formulation

Our goal is to maximize the received signal power, by solving the following optimization problem:

\[
\max_{\theta, g} \left| (h_r^H W(\theta) g + h_d^H) x + s \right|^2,
\]

\( s.t. \quad -\frac{\pi}{2} \leq \theta_n < \frac{3\pi}{2}, \quad \forall n = 1, \ldots, N. \) \hspace{1cm} (2)

For any given phase shift vector \( \theta \in \mathbb{R}^N \), it can be verified that the maximum-ratio transmission (MRT) is the optimal transmission solution \([19]\). The problem can thus be simplified as the following equivalent problem:

\[
\max_{\theta} \left\| (h_r^H W(\theta) g + h_d^H) \right\|^2,
\]

\( s.t. \quad |w_n| = 1, \quad \forall n = 1, \ldots, N. \) \hspace{1cm} (3)

In a 1-bit RIS-aided wireless communication system, the phase shifts \( \theta_n \) caused by each RIS component on the incoming wave take one of the possible two values with a difference of \( \pi \). Here, we consider one of the state values to be 0 and the other to \( \pi \) as in \([1], [11], [20]\). In this case, the optimization problem in (3) can be formulated as:

\[
\max_{\theta} \left\| (h_r^H W(\theta) g + h_d^H) \right\|^2,
\]

\( s.t. \quad w \in \{ \pm 1 \}^N, \) \hspace{1cm} (4)

where \( w = [w_1, w_2, \ldots, w_N]^T \in \mathbb{R}^N \). Denote the shortcut \( \phi = \text{diag}(h_r^H) g \in \mathbb{C}^N \). The problem can be further written as:

\[
\max_{\theta} \left\| \phi W(\theta) \right\|^2,
\]

\( s.t. \quad w \in \{ \pm 1 \}^N. \) \hspace{1cm} (5)

The problem in (5) is a non-convex quadratically constrained quadratic program \([21]\), which, by introducing a constant 1, can be turned into the following standard homogeneous quadratic programming problem:

\[
\max_{\theta} \left\| \phi W(\theta) \right\|^2,
\]

\( s.t. \quad w \in \{ \pm 1 \}^N. \) \hspace{1cm} (6)

\[
\max_{\theta} \left\| \phi W(\theta) \right\|^2,
\]

\( s.t. \quad w \in \{ \pm 1 \}^N. \) \hspace{1cm} (7)

where \( \phi = \phi W(\theta) \), and is thus a rank-one and semi-positive definite Hermitian matrix.

Remark 1 (Special case: without line of sight). The direct link (or line of sight, LoS) between the BS and the user may, in some scenarios, blocked by obstacles such as buildings, as shown in Fig. 1b. In this case, \( h_d^H = 0 \) in (4), and the optimization problem to achieve the maximum received signal power can be further reduced as:

\[
\max_{\theta} \left\| \phi W(\theta) \right\|^2,
\]

\( s.t. \quad w \in \{ \pm 1 \}^N, \) \hspace{1cm} (8)

where \( \phi = \phi W(\theta) \), again of rank 1 and semi-positive definite.

III. 1-BIT PHASE SHIFT OPTIMIZATION

It is an integer optimization problem in (8). A naive, but computationally less efficient approach is to perform greedy search among all elements of \( \{ \pm 1 \}^N \), which has time complexity \( \mathcal{O}(2^{N+1}) \). In this section, we propose a novel and efficient algorithm that significantly reduces the time complexity from \( \mathcal{O}(2^{N+1}) \) to \( \mathcal{O}(N \log N) \). Our proposed algorithm mainly contains the following steps: (i) compute the phase of the eigenvector of \( R \); (ii) introduce an auxiliary variable and take the divide-and-sort strategy to construct the set \( \mathcal{U} \), which contains the optimal solution; (iii) perform an exhaustive search for the optimal solution among \( \mathcal{U} \).

Since the Hermitian matrix \( R \in \mathbb{C}^{(N+1) \times (N+1)} \) is of rank one, it can be spectrally decomposed as:

\[
R = \lambda zz^H,
\]

where \( \lambda > 0 \) is the (only non-zero) eigenvalue, and \( z \in \mathbb{C}^{N+1} \) corresponding eigenvector of \( R \).

Thus, the problem in (8) becomes:
Consider a mapping $m$ from $\mathbb{R}^{N+1}$ to $\mathbb{R}^{N+1}$ that sorts the angles $\theta_1, \theta_2, \ldots, \theta_{N+1}$ in a non-decreasing order $-\frac{\pi}{2} \leq \theta_{m(1)} \leq \theta_{m(2)} \leq \cdots \leq \theta_{m(N+1)} < \frac{\pi}{2}$. It follows from (13a), (13b), that the optimal binary vector $\hat{\mathbf{w}}(\psi) = \left[ \hat{w}_{m(1)}(\psi) \ \hat{w}_{m(2)}(\psi) \ \cdots \ \hat{w}_{m(N+1)}(\psi) \right]$ we are searching for can be obtained from the construct $\mathcal{U}$ as below [22]:

$$
\mathcal{U} = \left\{ +1, \ldots, +1, -1, \ldots, -1 \right\}, \quad \theta_m(n) - \frac{\pi}{2} \leq \psi < \theta_m(n+1) - \frac{\pi}{2},
$$

where $n = 1, \ldots, N+1$, note that while $n = N + 1$, $n + 1$ returns back to 1. We collect the $N + 1$ binary vectors in the $N + 1$ cases $\mathbf{u}_n \triangleq [+1, \ldots, +1, -1, \ldots, -1]^T, n = 1, \ldots, N+1$ as the matrix

$$
\hat{\mathbf{U}} \triangleq [\hat{\mathbf{u}}_1, \hat{\mathbf{u}}_2, \ldots, \hat{\mathbf{u}}_{N+1}].
$$

Then, we reorganize $\hat{\mathbf{U}}$ to $\mathbf{U} \triangleq [\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_{N+1}]$ by defining the binary vectors

$$
\mathbf{u}_n \triangleq \mathbf{u}_{\pi^{-1}(n)}, \quad n = 1, 2, \ldots, N + 1,
$$

where $m^{-1} : \mathbb{R}^{N+1} \to \mathbb{R}^{N+1}$ is the inverse sorting mapping, note that $\mathbf{w}(\psi) \in \{ \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_{N+1} \}$ for any $\psi \in \left[ \hat{\psi}_{m(1)} - \frac{\pi}{2}, \hat{\psi}_{m(1)} + \frac{\pi}{2} \right]$ Finally, we take

$$
\mathbf{u}_n \triangleq \left\{ \begin{array}{ll}
\mathbf{u}_n, & n \in I_1 \\
-\mathbf{u}_n, & n \in I_2
\end{array} \right., \quad n = 1, 2, \ldots, N + 1,
$$

and construct

$$
\mathbf{U} = [\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_{N+1}].
$$

The set $\mathcal{U} \triangleq \{ \mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_{N+1} \}$ contains $\hat{\mathbf{w}}(\psi)$ for any $\psi \in \left[ \hat{\psi}_{m(1)} - \frac{\pi}{2}, \hat{\psi}_{m(1)} + \frac{\pi}{2} \right]$. And $\psi_{\text{opt}} \in \left[ \hat{\psi}_{m(1)} - \frac{\pi}{2}, \hat{\psi}_{m(1)} + \frac{\pi}{2} \right]$, which implies $\hat{\mathbf{w}}(\psi_{\text{opt}}) \in \mathcal{U}$. Hence, the optimization solution to (8) becomes:

$$
\hat{\mathbf{w}}(\psi_{\text{opt}}) = \arg \max_{\mathbf{w} \in \mathcal{U}} \mathbf{w}^T \mathbf{z} \triangleq \hat{\mathbf{w}}_{\text{opt}}.
$$

Finally, the solution to problem (3) can be obtained by $\mathbf{w}_{\text{opt}} = (\mathbf{w}_{\text{opt}}^{(1:N)}) / \mathbf{w}_{\text{opt}}^{(N+1)}$, where $[\mathbf{x}]^{1:N}$ and $[\mathbf{x}]^{N+1}$ denotes the vector that contains the first $N$ elements and the $(N - 1)$-th element in $\mathbf{x}$, respectively, operator $' / '$ here is element-wise (right) scalar division, which returns the vector that elements are divided by the scalar. Phase shifts matrix is $\mathbf{W}(|\theta|) = \text{diag}(\mathbf{w}_{\text{opt}}^H)$. The complexity of the construction of $\mathbf{U}$ is dominated by the complexity of the mapping function $m$, which is of order $O(N \log N)$.

The proposed algorithm is summarized in Algorithm 1.

### IV. Simulation Results

We compare and analyze the performance of the proposed DaS method with several other optimization methods, including SDR-SDP, Manopt, and APX [12] in the section.

SDR-SDP and Manopt are commonly used for continuous beamforming in previous works, here our numerical experiments show that they work for discrete beamforming as well. For SDR-SDP, we apply a standard CVX solver in
existing methods including SDR-SDP, Manopt, and APX. It is worth noting that the proposed DaS algorithm always differs from that by APX by a margin of approximately 1dB, which is rather significant. Meanwhile, the running time of DaS is even (slightly) less, which will be mentioned in the next subsection.

**B. Time complexity**

The running time by each of the optimization methods mentioned is shown in Table I and is visually displayed in Fig. 4. We observe that the proposed DaS algorithm spends much less time than the other algorithms including SDR-SDP, Manopt, and APX. It is worth noting that the proposed algorithm can solve the optimization problem quickly even when $N$ exceeds 1000, in which case the CVX tools fail to provide a solution after running for one hour. Such situations are denoted as NaN in the paper. Actually, the DaS approach always obtains the optimal solution in every realization, which means it needs just 0.2115s to update RIS states when the elements number $N = 1000$. Common RIS consists of about $N = 100$ elements cost only 0.0031s to finish the update.

**Algorithm 1** Divide-and-sort (DaS) phase shifts optimization for 1-bit RIS

**Input:** Equivalent channel matrices $g, h^H_d$, and $h^H_d$

**Output:** Phase shifts matrix $W(\theta)$

1. Calculate matrix $R = \tilde{\Phi}^H = [\text{diag}(h^T_d), h_d]^T$.
2. Perform eigenvalue decomposition $R = \lambda zz^H$ to obtain the eigenvector $z$.
3. Map the angles $\theta_n$ of each elements of the complex vector $z$ from $[-\pi/2, \pi/2]$ to $[-\pi, \pi]$, denoted by $\hat{\theta}_n$ as in (15).
4. Sort $\hat{\theta}_n$ in a non-increasing order and denote as $\hat{\theta}_{m(n)}$.
5. Construct $\tilde{U}$ and obtain the set of $N+1$ spreading codes $\mathcal{U}$ according to (17), (18) and (21).
6. $\hat{w}_{opt} = \arg \max_{\hat{w} \in \mathcal{U}} |\hat{w}^T z|$, obtain $\hat{w}_{opt}$ by searching over the set $\mathcal{U}_N$.
7. $W(\theta) = \text{diag}(\hat{w}_{opt}^H)$.

Matlab [23] to solve the convex optimization problem obtained from relaxation.

Exhaustive search always finds the global optimal phase shifts matrix, but is considered only for small-sized RIS due to its high time complexity. APX is a discrete optimization method recently proposed in [12], mainly for solving binary phase beamforming problems in point-to-point communication systems with linear time complexity.

**A. Signal power gains**

We compare the performance of these methods in terms of their SNR in Fig. 2 for better visualisation, we zoom in for $N \in [1, 10]$ and $N \in [10, 50]$ in Fig. 2a to get Fig. 2b and Fig. 2c respectively. Fig. 2b shows that the proposed discrete optimization method in Algorithm 1 can achieve the same SNR performance as the exhaustive search method, which, due to its high time complexity, can only find the global optimal phase shifts for small-sized RIS (say with $N \leq 10$).

Fig. 2a zooms in on the Part II of Fig. 2a and compares the SNR performance of the proposed DaS algorithm with existing methods including SDR-SDP, Manopt, and APX.
TABLE I: Total running time with realization 100 times, of the different optimization methods vs. N

| Methods       | $N = 10$ | $N = 50$ | $N = 100$ | $N = 200$ | $N = 500$ | $N = 1000$ |
|---------------|---------|---------|---------|---------|---------|---------|
| Exhaustive Search | 0.96s   | NaN     | NaN     | NaN     | NaN     | NaN     |
| SDR-SDP        | 169.26s | 191.67s | 312.45s | 903.77s | 10785.55s | NaN     |
| Manopt         | 3.26s   | 26.11s  | 48.50s  | 80.95s  | 260.90s | 950.24s |
| APX            | 0.26s   | 0.39s   | 0.55s   | 1.33s   | 8.67s   | 38.16s  |
| Proposed DaS   | 0.23s   | 0.25s   | 0.31s   | 0.61s   | 3.80s   | 21.15s  |

**Fig. 4:** Total running time with realization 100 times, of the different optimization methods vs. $N$

**V. CONCLUSION AND FUTURE PERSPECTIVE**

NP-hard problems are often encountered when using RIS for, i.e., signal enhancement. Existing continuous optimization methods give friendly solutions but converge slowly and produce quantization errors. Discrete methods like exhaustive search have time complexity $O(2^N)$, and other discrete methods are at risk of obtaining a suboptimal solution. In this paper, we propose an optimal design algorithm DaS for 1-bit RIS-aided wireless communication networks. With this approach, the optimal global solution can be obtained with complexity $O(N \log N)$, which achieved the same SNR performance as the exhaustive search. Numerical results show optimal phase shift matrix can be obtained within 0.22s even $N$ is 1000, and gains at least 1dB in SNR than up-to-date APX.

The proposed DaS algorithm can be implemented in high-speed networks to provide service due to its simplicity and low time complexity. And it will be extended to more complex scenarios such as multi-user networks in our future work.
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