NULL-CONTROLLABILITY AND CONTROL COST ESTIMATES FOR THE HEAT EQUATION ON UNBOUNDED AND LARGE BOUNDED DOMAINS
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Abstract. We survey recent results on the control problem for the heat equation on unbounded and large bounded domains. First we formulate new uncertainty relations, respectively spectral inequalities. Then we present an abstract control cost estimate which improves upon earlier results. The latter is particularly interesting when combined with the earlier mentioned spectral inequalities since it yields sharp control cost bounds in several asymptotic regimes. We also show that control problems on unbounded domains can be approximated by corresponding problems on a sequence of bounded domains forming an exhaustion. Our results apply also for the generalized heat equation associated with a Schrödinger semigroup.
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1. Introduction

We survey several new results on the control problem of the heat equation on unbounded and large bounded domains. The study of heat control on bounded domains has a long history, while unbounded domains became a focus of interest only quite recently. In order to compare and interpolate these two geometric situations it is natural to study the control problem on large bounded domains including a quantitative and explicit analysis of the influence of the underlying geometry. Here the term 'large domain' may be made precise in at least two ways. For instance, it could mean that we study the control problem on a sequence of domains which form an exhaustion of the whole Euclidean space. Alternatively, it could mean that the considered domain is large compared to some characteristic length scale of the system, e.g. determined by the properties of the control/observability set. Not surprisingly, the results on unbounded and large bounded domains which we present draw on concepts and methods which have been developed initially for control problems on generic bounded domains. While these previous results focused on giving precise criteria for (null-)controllability to hold, only a partial analysis of the influence of the underlying geometry on the control cost has been carried out. Merely the dependence on the time interval length in which the control is allowed to take place has been studied thoroughly. However, recently there has been an increased interest in the role of geometry for the control cost. We survey a number of recent results which
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perform a systematic analysis of the dependence of control cost estimates on characteristic length scales of the control problem. As a side benefit we obtain new qualitative results, most prominently a sharp, i.e. sufficient and necessary, condition on the control/observability set which ensures the null-controllability of the classical heat equation on the whole of $\mathbb{R}^d$.

The results on null-controllability, in accordance with previous proofs, are obtained in two steps. The first consists in some hard analysis and depends on the specific partial differential equation at hand whereas the second one can be formulated in an abstract operator theoretic language. Let us discuss these two ingredients separately.

The mentioned hard analysis component of the proof consists in a variant of the uncertainty relation or uncertainty principle. These terms stem from quantum physics and encode the phenomenon that the position and the momentum of a particle cannot be measured simultaneously with arbitrary precision. Note that the momentum representation of an observable is obtained from the position representation via the Fourier transform. Hence the fact that a non-trivial function and its Fourier transform cannot be simultaneously compactly supported is a particular manifestation of the uncertainty principle. This qualitative theorem can be given a quantitative form in various ways, e.g. by the Paley-Wiener Theorem or the Logvinenko–Sereda Theorem which we discuss in Section 2. If the property that a function has compactly supported Fourier transform is replaced by some similar restriction, for instance that it is an element of a spectral subspace of a self-adjoint Hamiltonian describing the total energy of the system, other variants of the uncertainty relation are obtained. In the particular case that the Hamiltonian is represented by a second order elliptic partial differential operator with sufficiently regular coefficients a particular instance of an uncertainty principle is embodied in (a quantitative version of) the unique continuation principle. The latter states that an eigenfunction (or, more generally a finite linear combination of eigenfunctions or elements from spectral subspaces associated to bounded energy intervals) cannot vanish in the neighborhood of a point faster than a specified rate. Such a quantitative unique continuation estimate in turn implies what is called a spectral inequality in the context of control theory. This term was first coined for evolutions determined by the Laplace operator but is now used also for abstract systems. Thus, it is hardly distinguishable from the notion of an uncertainty relation. Note however that the term spectral inequality is used in other areas of mathematics with a different meaning, e.g. in Banach algebras or matrix analysis.

The second mentioned step uses operator theoretic methods and ODEs in Hilbert space to deduce observability and controllability results from the hard analysis bound obtained in the first step. There are several related but distinct approaches to implement this. One of them we present in full for pedagogical reasons. The other ones are not developed in this paper, but we discuss the resulting quantitative bounds on the control cost. In fact, these seem to be better than what can be obtained by the mentioned pedagogical approach.

Let us point out several special features of this survey (and the underlying original research articles): The uncertainty principles or spectral inequalities, and consequently the implied control cost estimates, which we develop, are scale-free. This means that the same bound holds uniformly over a sequence of bounded domains which exhaust all of $\mathbb{R}^d$.

The control cost estimates which we present are optimal in several asymptotic regimes. More precisely, the estimate becomes optimal for the large time $T \to \infty$ and small time $T \to 0$ limit, as well as for the homogenization limit. The latter corresponds to a sequence of observability sets in $\mathbb{R}^d$ which have a common positive density but get evenly distributed on finer and finer scales. Effectively this leads to a control problem with control set equal to the whole domain but with a weight factor.

Last but not least, we point out two fields of analysis where related or complementary results to spectral inequalities in control theory have been developed. One of them is the theory of random Schrödinger operators. There, uncertainty principles play a crucial role for the study of the integrated density of states and proofs of Anderson localization. The other
is the use of uncertainty principles developed with the help of complex or harmonic analysis to study semi-norms on $L^p$-spaces.

2. Scale-free spectral inequalities based on complex analysis

In this section we give an overview of scale-free spectral inequalities obtained through complex analytical methods, in contrast to the ones obtained through Carleman estimates, discussed in a subsequent section. The term scale-free stands for the independence of the estimates on the size of the underlying domain. In particular, only a dependence on the dimension, on the geometry of the observability set, and on the class of functions considered is present.

These inequalities deal with the class of $L^p$-functions on $\mathbb{R}^d$ with compactly supported Fourier transform or with $L^p$-functions on the $d$-dimensional torus with sides of length $2\pi L$, $L > 0$, with active Fourier frequencies contained in a parallelepiped of $\mathbb{R}^d$, and with observability sets which are measurable and well-distributed in $\mathbb{R}^d$ in the following sense:

**Definition 2.1.** Let $S$ be a subset of $\mathbb{R}^d$, $d \in \mathbb{N}$. We say that $S$ is a thick set if it is measurable and there exist $\gamma \in (0, 1]$ and $a = (a_1, \ldots, a_d) \in \mathbb{R}^d_+$ such that

$$|S \cap (x + [0, a_1] \times \ldots \times [0, a_d])| \geq \gamma \prod_{j=1}^d a_j, \quad \forall \ x \in \mathbb{R}^d.$$

Here $|$ denotes the Lebesgue measure in $\mathbb{R}^d$. We will call thick sets $(\gamma, a)$-thick to emphasise the parameters.

This geometric condition relates the volume of cubes to the volume of the part of these cubes inside $S$. It can equivalently also be formulated with respect to balls in $\mathbb{R}^d$, in which case $a \in \mathbb{R}^d_+$ is replaced by a radius $r > 0$. The latter is considered in the proof of Lemma 2.3 below.

Before presenting the most current results, we discuss how these spectral inequalities and the above geometric condition were identified originally.

2.1. Earlier literature and historical development: Equivalent norms on subspaces. Let $d \in \mathbb{N}$, $p \in [1, \infty]$, $\Omega \subset \mathbb{R}^d$, and $S \subset \mathbb{R}^d$ be measurable subsets. We define

$$F(\Omega, p) := \{f \in L^p(\mathbb{R}^d): \text{supp} \hat{f} \subset \Omega\},$$

where $\hat{f}$ is the Fourier transform of $f$. If $\Omega$ is bounded, we ask for which sets $S$ there exists a constant $C = C(S, \Omega) > 0$ such that

$$\|f\|_{L^p(S)} \geq C\|f\|_{L^p(\mathbb{R}^d)}, \quad \forall \ f \in F(\Omega, p). \quad (1)$$

Since $\|\cdot\|_{L^p(S)}$ defines a semi-norm on $F(\Omega, p)$ and $\|\cdot\|_{L^p(\mathbb{R}^d)} \leq \|\cdot\|_{L^p(\mathbb{R}^d)}$, we are actually asking for which sets $S$ this semi-norm defines a norm equivalent to the $L^p$-norm on $\mathbb{R}^d$.

This question was (at the best of our knowledge) first considered by Panejah in [Pan61]. The author treated the case $p = 2$ and characterized the class of sets $S$ satisfying (1) through a property of their complement. Indeed, our initial question is equivalent to the problem for which sets $S$ there exists a constant $\tilde{C} = \tilde{C}(S^c, \Omega) \in (0, 1)$, $S^c$ being the complement of $S$ in $\mathbb{R}^d$, such that

$$\|f\|_{L^p(S^c)} \leq \tilde{C}\|f\|_{L^p(\mathbb{R}^d)}, \quad \forall \ f \in F(\Omega, p). \quad (2)$$

If we set

$$\rho(S^c, p) := \sup\{\|f\|_{L^p(S^c)}: f \in F(\Omega, p), \|f\|_{L^p(\mathbb{R}^d)} = 1\},$$

then (2) is satisfied for a $\tilde{C} < 1$ if and only if $\rho(S^c, p) < 1$. The main result in [Pan61] is a necessary condition for $\rho(S^c, 2) < 1$. 


then $\rho(S^c, 2) = 1$.

Let us observe that Eq. (3) in Theorem 2.2 is just a different characterization for $S$ not being a thick set. Indeed, we have the following:

**Lemma 2.3.** Let $d \in \mathbb{N}$. Let $S \subset \mathbb{R}^d$ be a measurable set with complement $S^c$. Then $S$ is thick if and only if $\beta(S^c) < 1$.

**Proof.** Let us assume that $S$ is not thick. Then for all $\gamma, r > 0$ there exists a ball $B(x_{\gamma,r}, r)$ centered at some point $x_{\gamma,r} \in \mathbb{R}^d$ dependent on $\gamma$ and $r$, such that $|S \cap B(x_{\gamma,r}, r)| < \gamma |B(x_{\gamma,r}, r)|$. Let now $r > 0$ and choose $\gamma = 1/r$, then

$$\inf_{x \in \mathbb{R}^d} \frac{|S \cap B(x, r)|}{|B(x, r)|} \leq \frac{|S \cap B(x_{1/r, r}, r)|}{|B(x_{1/r, r}, r)|} < \frac{1}{r},$$

which implies

$$\lim_{r \to +\infty} \inf_{x \in \mathbb{R}^d} \frac{|S \cap B(x, r)|}{|B(x, r)|} = 0.$$ 

Since $|S^c \cap B(x, r)| = |B(x, r)| - |S \cap B(x, r)|$, we obtain

$$\lim_{r \to +\infty} \sup_{x \in \mathbb{R}^d} \frac{|S^c \cap B(x, r)|}{|B(x, r)|} = 1 - \lim_{r \to +\infty} \inf_{x \in \mathbb{R}^d} \frac{|S \cap B(x, r)|}{|B(x, r)|} = 1,$$

that is, $\beta(S^c) = 1$.

Conversely, if $S$ is a thick set, we find some positive $\gamma$ and $r$ such that

$$\inf_{x \in \mathbb{R}^d} \frac{|S \cap B(x, r)|}{|B(x, r)|} \geq \gamma$$

and hence $\lim_{r \to +\infty} \inf_{x \in \mathbb{R}^d} \frac{|S \cap B(x, r)|}{|B(x, r)|} \geq \gamma$. Arguing as above, we see that $\beta(S^c) \leq 1 - \gamma < 1$, which completes the proof. \qed

To summarize, we have collected the following implications (at least for $p = 2$):

1. $\beta(S^c) < 1$ implies $\rho(S^c, 2) < 1$

2. $\rho(S^c, 2) < 1$ implies $\beta(S^c) < 1$

So, this leaves open the (hard) question whether thickness of $S$ is a sufficient criterion to ensure the equivalence of norms in (1).

In the subsequent paper [Pan62] Panejah shows that in dimension one the condition $\beta(S^c) < 1$ is also sufficient for $\rho(S^c, 2) < 1$, while in higher dimensions he provides a sufficient condition unrelated to the necessary one. In both papers, the methods used rely essentially on $L^2$-properties of the Fourier transform.

A different approach was taken by Logvinenko & Sereda [LS74] and Kacnel’son [Kac73]. Using the theory of harmonic functions they considered the case $p \in (0, \infty)$ and, almost simultaneously, proved the following theorem.

**Theorem 2.4 (LS74, Kac73).** Let $d \in \mathbb{N}$, $\sigma > 0$, $p \in [1, \infty)$, and $S \subset \mathbb{R}^d$ be a measurable set. Then the following statements are equivalent:

(i) $S$ is a thick set;
(ii) there exists a constant $C = C(S, \sigma) > 0$ such that for all entire functions $f : \mathbb{C}^d \to \mathbb{C}$ satisfying $f|_{\mathbb{R}^d} \in L^p(\mathbb{R}^d)$ and
\[
\limsup_{|z_1| + \ldots + |z_d| \to \infty} \left( \sum_{i=1}^d |z_i| \right)^{-1} \ln f(z) \leq \sigma
\]
we have
\[
\|f\|_{L^p(S)} \geq C\|f\|_{L^p(\mathbb{R}^d)}. \tag{4}
\]
In addition, they exhibit the dependence on $\sigma$ establishing the relation
\[
C = c_1 e^{\sigma c_2},
\]
where $c_1$ and $c_2$ depend only on the thickness parameters of $S$ and the dimension $d$.

We observe that a function $f$ satisfying the assumption in part (ii) is called entire $L^p$-functions of exponential type $\sigma$. Equivalently, the space of such functions is the space of functions with Fourier transform supported in ball of radius $\sigma$ (see for example [RS75, Theorem IX.11] or [And14]). Hence, Theorem 2.4 may be regarded as the first quantitative statement to the problem formulated in (1).

2.2. Current state of the art. A quantitatively improved version of Theorem 2.4 was given in early 2000’s by Kovrijkine (see [Kov01] for the one dimensional case and [Kov00] for the higher dimensional case). Using complex analytical techniques, he shows that the constant $C(S, \Omega)$ in (4) depends polynomially on the thickness parameters of the set $S$. Moreover, he analyzes the case when the support of the Fourier transform is contained in a finite union of parallelepipeds, which may or may not be disjoint. His approach is inspired by work of Nazarov [Naz93], which studies topics related to the classical Turan Lemma [Tur46].

More precisely, Kovrijkine proved the following statement.

**Theorem 2.5 ([Kov00]).** Let $d \in \mathbb{N}$, $p \in [1, \infty]$, and let $S$ be a $(\gamma, a)$-thick set in $\mathbb{R}^d$.

(i) Let $J$ be a parallelepiped with sides of length $b_1, \ldots, b_d$ parallel to the coordinate axes and let $f \in F(J, p)$. Set $b = (b_1, \ldots, b_d)$, then
\[
\|f\|_{L^p(S)} \geq \left( \frac{\gamma}{K_1} \right) K_1(a+b+d) \|f\|_{L^p(\mathbb{R}^d)}, \tag{5}
\]
where $K_1 > 0$ is a universal constant.

(ii) Let $n \in \mathbb{N}$ and let $J_1, \ldots, J_n$ be parallelepipeds with sides parallel to the coordinate axes and of length $b_1, \ldots, b_d$. Let $f \in F(J_1 \cup \ldots \cup J_n, p)$ and set $b = (b_1, \ldots, b_d)$. Then
\[
\|f\|_{L^p(S)} \geq \left( \frac{\gamma}{K_2} \right) K_2^{\frac{d^2}{2}} n^{a+b+n-\frac{d-1}{2}} \|f\|_{L^p(\mathbb{R}^d)}, \tag{6}
\]
for $K_2 > 0$ a universal constant.

Here $a \cdot b$ denotes the Euclidean inner product in $\mathbb{R}^d$.

The different nature of the constants in (5) and (6) originates in the different approaches used in the proofs. While the bound in (6) allows for more general situations, it is substantially weaker than (5) in the case $n = 1$. The bound in (5), however, is essentially optimal, which is exhibited in the following example (see also [Kov00]).

**Example 2.6.** Let $d \in \mathbb{N}$, $p \geq 1$, $a_1 = \ldots = a_d = 1$, and $\gamma \in (0, 1)$. We choose $b > 0$ such that $\mathbb{N} \ni \alpha := b/(4\pi) \geq 3$. We consider the 1-periodic set $A$ in $\mathbb{R}$ such that $A \cap [-\frac{1}{2}, \frac{1}{2}] = [-\frac{1}{2}, -\frac{1}{2} + \frac{\alpha}{2}] \cup [\frac{1}{2} - \frac{\alpha}{2}, \frac{1}{2}]$, and define the set $S := A \times \mathbb{R}^{d-1}$. Clearly, $S$ is a $(\gamma, 1)$-thick set in $\mathbb{R}^d$. Let now $g : \mathbb{R}^{d-1} \to \mathbb{C}$ be an $L^p$-function such that supp $\hat{g} \subset B(0, r) \subset \mathbb{R}^{d-1}$ for some
Therefore, as explained in [EV18, §5], Theorem 2.5(i) implies:

\[ \| \varphi \|_{L^p(S)} \geq \left( \frac{\gamma}{K_1^2} \right)^{K_1/(db+d)} \| \varphi \|_{L^p(\mathbb{R}^d)}, \]

for a constant \( K_1 > 0 \). We now show that the \( L^p \)-norm of \( \varphi \) on \( S \) can also be bounded from above by a constant of type \( \gamma^b \). In order to do so, it is enough to bound the \( L^p \)-norm of \( f \) on \( A \) from above.

We first observe that \( \| f \|_{L^p(\mathbb{R})} \geq 1 \). Then, taking into account that \( \sin(2\pi t)/t \leq 6\pi(1/2 - t) \) for all \( t \in [0, 1/2] \), we calculate

\[
\frac{\| f \|_{L^p(A)}}{\| f \|_{L^p(\mathbb{R})}} \leq \left( \int_A \left| \frac{\sin(2\pi x_1)}{x_1} \right|^{|\alpha| - 2} \left| \frac{\sin(2\pi x_1)}{x_1} \right|^2 \frac{dx_1}{x_1} \right)^{1/p} \\
\leq \left( \sup_{x_1 \in A} \left| \frac{\sin(2\pi x_1)}{x_1} \right|^{|\alpha| - 2/p} \int_A \left| \frac{\sin(2\pi x_1)}{x_1} \right|^2 dx_1 \right)^{1/p} \\
\leq \left( \sup_{x_1 \in A} \left| \frac{\sin(2\pi x_1)}{x_1} \right|^{|\alpha| - 2/p} (2\pi^2)^{1/p} \right) \\
= \left( \frac{\sin(2\pi(1/2 - \gamma/2))}{1 - \gamma/2} \right)^{|\alpha| - 2/p} \left( \frac{\gamma}{2} \right)^{1/(6\pi^3)} \left( \frac{1}{1/(6\pi^3)} \right)^{|\alpha| - 2/p}.
\]

Using \( \alpha - 2/p = \frac{b}{4\pi} - 2/p \geq \frac{b}{4\pi} - 2 \geq 1 \), we obtain for \( \gamma < 1/(6\pi^3) \)

\[ \| f \|_{L^p(A)} \leq \left( \frac{\gamma}{1/(6\pi^3)} \right)^{\frac{b}{4\pi} - 2} \| f \|_{L^p(\mathbb{R})}. \]

Hence, by separation of variables we conclude

\[ \| \varphi \|_{L^p(S)} = \| f \|_{L^p(A)} \| g \|_{L^p(\mathbb{R}^{d-1})} \leq \left( \frac{\gamma}{1/(6\pi^3)} \right)^{\frac{b}{4\pi} - 2} \| f \|_{L^p(\mathbb{R})} \| g \|_{L^p(\mathbb{R}^{d-1})} \]

\[ = \left( \frac{\gamma}{1/(6\pi^3)} \right)^{\frac{b}{4\pi} - 2} \| \varphi \|_{L^p(\mathbb{R}^d)}, \]

which shows the optimality of the \( \gamma^b \) term.

For \( p = 2 \), the statement of Theorem 2.5(i) can be easily turned into a spectral inequality. Let \( E > 0 \) and let \( \chi_{(-\infty,E]}(-\Delta_{\mathbb{R}^d}) \) be the spectral projector of \(-\Delta_{\mathbb{R}^d}\) up to energy \( E \), \( \Delta_{\mathbb{R}^d} \) being the Laplacian on \( \mathbb{R}^d \). Then

\[ \chi_{(-\infty,E]}(-\Delta_{\mathbb{R}^d}) : L^2(\mathbb{R}^d) \rightarrow \{ f \in L^2(\mathbb{R}^d) : \text{ supp } \hat{f} \subset B(0, \sqrt{E}) \}, \]

where \( B(0, \sqrt{E}) \) is the Euclidean ball with center 0 and radius \( \sqrt{E} \). Clearly,

\[ \text{Ran}(\chi_{(-\infty,E]}(-\Delta_{\mathbb{R}^d})) \subset \{ f \in L^2(\mathbb{R}^d) : \text{ supp } \hat{f} \subset [-\sqrt{E}, \sqrt{E}]^d \}. \]

Therefore, as explained in [EV18, §5], Theorem 2.5(i) implies:
Corollary 2.7. Let $d \in \mathbb{N}$. There exists a constant $K_1 > 0$ such that for all $E > 0$, all $(\gamma, a)$-thick sets $S$, and all $f \in \text{Ran}(\chi_{(-\infty, E]}(-\Delta_{\mathbb{R}^d}))$ we have

$$
\|f\|_{L^2(S)} \geq \left( \frac{\gamma}{K_1^2} \right)^{E} \|f\|_{L^2(\mathbb{R}^d)},
$$

where $\|a\|_1 = a_1 + \ldots + a_d$.

Using similar techniques as in [Kov00], Logvinenko-Sereda-type estimates have been recently established also on the torus $\mathbb{T}_L^d = [0, 2\pi L]^d$ with sides of length $2\pi L$, $L > 0$, $d \in \mathbb{N}$, for $L^p(\mathbb{T}_L^d)$-functions with active Fourier frequencies contained in a parallelepiped of arbitrary size, see [EV]. This leads to a spectral inequality for linear combinations of eigenfunctions of the Laplacian on $\mathbb{T}_L^d$ with suitable boundary conditions, see [EV18, §5].

For $f \in L^p(\mathbb{T}_L^d)$ we adopt the convention:

$$
\hat{f}: \left( \frac{1}{L} \mathbb{Z} \right)^d \to \mathbb{R}, \quad \hat{f} \left( \frac{k_1}{L}, \ldots, \frac{k_d}{L} \right) = \frac{1}{(2\pi L)^d} \int_{\mathbb{T}_L^d} f(x) e^{-i\frac{\pi}{L}x \cdot k} dx.
$$

In particular, $\text{supp} \hat{f} \subset \left( \frac{1}{L} \mathbb{Z} \right)^d \subset \mathbb{R}^d$.

Theorem 2.8 ([EV]). Let $p \in [1, \infty]$ and $L > 0$. Let $\mathbb{T}_L^d = [0, 2\pi L]^d$, $f \in L^p(\mathbb{T}_L^d)$, and $S$ be a $(\gamma, a)$-thick set with $a = (a_1, \ldots, a_d)$ such that $0 < a_j \leq 2\pi L$ for all $j = 1, \ldots, d$.

(i) Assume that $\text{supp} \hat{f} \subset J$, where $J$ is a parallelepiped in $\mathbb{R}^d$ with sides of length $b_1, \ldots, b_d$ and parallel to coordinate axes. Set $b = (b_1, \ldots, b_d)$, then

$$
\|f\|_{L^p(S \cap \mathbb{T}_L^d)} \geq \left( \frac{\gamma}{K_3^d} \right)^{a \cdot b + \frac{\text{vol}(J)}{L^d}} \|f\|_{L^p(\mathbb{T}_L^d)},
$$

where $K_3 > 0$ is a universal constant.

(ii) Let $n \in \mathbb{N}$ and assume that $\text{supp} \hat{f} \subset \bigcup_{i=1}^{n} J_i$, where each $J_i$ is a parallelepiped in $\mathbb{R}^d$ with sides of length $b_1, \ldots, b_d$ and parallel to coordinate axes. Set $b = (b_1, \ldots, b_d)$, then

$$
\|f\|_{L^p(S \cap \mathbb{T}_L^d)} \geq \left( \frac{\gamma}{K_4^d} \right)^{a \cdot b + \frac{\text{vol}(S)}{L^d}} \|f\|_{L^p(\mathbb{T}_L^d)},
$$

for $K_4 > 0$ a universal constant.

Here $a \cdot b$ denotes the Euclidean inner product in $\mathbb{R}^d$.

We emphasize that these estimates are uniform for all $L \geq (2\pi)^{-1} \max_{j=1,\ldots,d} a_j$ and are independent of the position of the parallelepipeds $J_i$. Note that for growing $L$ the number of possible Fourier frequencies in the set $\bigcup_{i=1}^{n} J_i$ grows unboundedly.

Let us also note that in [TT11, Corollary 3.3], related techniques from complex analysis, in particular a version of the Turan Lemma, are used to establish an estimate similar to the one in Theorem 2.8. However, there the control set $S$ is assumed to contain a parallelepiped and the constant comparing $\|\cdot\|_{L^2(S)}$ and $\|\cdot\|_{L^2(\mathbb{T}_L^d)}$ depends on its volume.

Comparing (i) and (ii) of the above theorem, we again see that, although (ii) allows for more general situations, the corresponding constant is worse that the one in (i) in the case $n = 1$. Example 2.9 below, inspired by Example 2.6, shows that for general $L^p$-functions on $\mathbb{T}_L^d$ estimate (7) is optimal up to the unspecified constant $K_3$. However, this bound may be improved once special classes of functions are considered, for example Fourier series with few, but spread out Fourier coefficients, as discussed in Example 2.10.

Example 2.9. Let $a_1 = \ldots = a_d = 1$, $p \geq 1$, $b \geq 8\pi$, and $\varepsilon \in (0,1)$. We consider the set

$$
S = A_1 \times \ldots \times A_d \subset \mathbb{R}^d
$$
such that each $A_j$ is 1-periodic and $A_j \cap [0, 1] = \left[ \frac{1}{2} - \frac{\varepsilon}{2}, \frac{1}{2} + \frac{\varepsilon}{2} \right]$. Then, $S$ is $(\gamma, 1)$-thick in $\mathbb{R}^d$ with $\gamma = \varepsilon^d$.

Let now $N \ni \alpha := \lfloor \frac{1}{4\pi} \rceil$ and $L = 1/(2\pi)$. On the torus $T^1_L := [0, 2\pi L] = [0, 1]$ and on its $d$-dimensional counterpart $T^d_L := [0, 1]^d$ we consider the functions

$$f : [0, 1] \to \mathbb{R}, \quad f(x) := (\sin(2\pi x))^\alpha$$

$$g : [0, 1]^d \to \mathbb{R}, \quad g(x) := \prod_{j=1}^d f(x_j) = \prod_{j=1}^d (\sin(2\pi x_j))^\alpha.$$

Clearly, $\text{supp} \, \hat{f} \subset [-2\pi \alpha, 2\pi \alpha] \subset [-\frac{b}{2}, \frac{b}{2}]$ and $\text{supp} \, \hat{g} \subset [-\frac{b}{2}, \frac{b}{2}]^d$, and the Fourier coefficients are uniformly spaced.

Consequently, by Theorem 2.8(i) we know

$$\|g\|_{L^p(S \cap [0, 1]^d)} \leq \left( \frac{\varepsilon^d}{K^3} \right)^{\frac{d+1}{p}} \|g\|_{L^p([0, 1]^d)}.$$

We now show that the prefactor cannot be improved qualitatively. To obtain an upper bound on $\|g\|_{L^p(S \cap [0, 1]^d)}$ we proceed as follows. By separation of variables, $\|g\|_{L^p(S \cap [0, 1]^d)} = \prod_{j=1}^d \|f\|_{L^p(A_j \cap [0, 1])}$ and similarly for $\|g\|_{L^p([0, 1]^d)}$. It is therefore enough to analyze the $L^p$-norm of $f$ on $A_1 \cap [0, 1]$.

By Jensen’s inequality we have

$$\|f\|^p_{L^p([0, 1])} = \int_0^1 |\sin(2\pi x)|^{p\alpha} \, dx \geq \left( \int_0^1 |\sin(2\pi x)| \, dx \right)^{p\alpha} = \left( \frac{2}{\pi} \right)^{p\alpha}.$$

By symmetry of the sinus function, $\sin x \leq x$, the choice of $\alpha$, and the change of variable $y = 2\pi x$, we estimate

$$\frac{\|f\|_{L^p(A_1 \cap [0, 1])}}{\|f\|_{L^p([0, 1])}} \leq \left( \frac{\pi}{2} \right)^{\alpha} \left( \int_{A_1 \cap [0, 1]} |\sin(2\pi x)|^{p\alpha} \, dx \right)^{1/p} = \left( \frac{\pi}{2} \right)^{\alpha} \left( \frac{1}{\pi} \int_0^{\pi \varepsilon} \sin^{p\alpha}(y) \, dy \right)^{1/p} \leq \left( \frac{\pi}{2} \right)^{\alpha} \left( \frac{1}{\pi} \int_0^{\pi \varepsilon} y^{p\alpha} \, dy \right)^{1/p} = \left( \frac{\pi}{2} \right)^{\alpha} \left( \frac{1}{\pi} (\pi \varepsilon)^{1+p\alpha} \right)^{1/p} \leq \left( \frac{\varepsilon}{2(2\pi^2)} \right)^{\alpha+1/p}.$$

Using $\alpha + 1/p = \lfloor \frac{1}{4\pi} \rceil + 1/p \geq \frac{b}{4\pi} - 1 \geq 1$ we obtain for $\varepsilon < 2/\pi^2$

$$\|f\|_{L^p(A_1 \cap [0, 1])} \leq \left( \frac{\varepsilon}{(2/\pi^2)^\alpha} \right)^{\frac{1}{\alpha+1/p}} \|f\|_{L^p([0, 1])},$$

which holds also for $\varepsilon \geq 2/\pi^2$ trivially. Consequently,

$$\|g\|_{L^p(S \cap [0, 1]^d)} \leq \left( \frac{\gamma}{(2/\pi^2)^{d+1}} \right)^{\frac{1}{\alpha+1/p}} \|g\|_{L^p([0, 1]^d)}.$$

This shows that in general we cannot obtain a Logvinenko-Sereda constant which is qualitatively better than $(\gamma/c^d)c^{(b+d)}$, for some $c > 0$. 

Example 2.10. Let $b \in \mathbb{N}$, $\gamma \in (0,1)$, $S$ be the 1-periodic set such that $S \cap [0,1] = \{0, \gamma\}$, and $f : [0,1] \to \mathbb{R}$ be defined as $f(x) := \sin(2b\pi x)$. This function has two non-zero Fourier coefficients at $-2b\pi$ and $2b\pi$, growing apart as $b$ increases. For the $L^2$-norm of $f$ on $[0,1]$ and $[0,\gamma]$ we calculate
\[
\left\| f \right\|_{L^2([0,\gamma])} \leq \frac{\pi}{2} \int_0^\gamma 2b\pi x \, dx = \frac{\pi^2}{2} b\gamma^2,
\]
suggesting a behavior of type $b\gamma^2$ instead of $\gamma^b$ as in Theorem 2.8(i).

As anticipated, the case $p = 2$ in Theorem 2.8(i) is of particular interest, since it can be interpreted as a statement for functions in the range of the spectral projector of $-\Delta_{T^d_L}$ with periodic, Dirichlet, or Neumann boundary conditions. Let $\Delta^P_{\gamma, L}, \Delta^D_{\gamma, L}, \Delta^N_{\gamma, L}$ be the Laplacian on $T^d_L$ with periodic, Dirichlet, and Neumann boundary conditions, respectively. To shorten the notation we set $\bullet \in \{P, D, N\}$. Let $\chi(-\infty,E)\Delta^\bullet_{\gamma, L}$ be the spectral projector of $-\Delta^\bullet_{\gamma, L}$ up to energy $E > 0$. Namely, let $\lambda^\bullet$ and $\phi^\bullet_\lambda$ be the eigenvalues and corresponding eigenfunctions of $-\Delta^\bullet_{\gamma, L}$ then
\[
\chi(-\infty,E)\Delta^\bullet_{\gamma, L} : L^p(T^d_L) \to \left\{ \sum_{\lambda^\bullet \leq E} \alpha_{\lambda^\bullet} \phi^\bullet_\lambda(x) \mid \alpha_{\lambda^\bullet} \in \mathbb{C} \right\}.
\]
Similarly as before, Theorem 2.8(i) implies by simple arguments performed in [EV18, §5]:

**Corollary 2.11.** Let $d \in \mathbb{N}$, and let $T^d_L = [0,2\pi L]^d$, $L > 0$. There exists a universal constant $K_5 > 0$ such that for all $L > 0$, all $(\gamma, a)$-thick sets $S \subset \mathbb{R}^d$ with $a = (a_1,\ldots,a_d)$ such that $0 < a_j \leq 2\pi L$ for all $j = 1,\ldots,d$, all $E > 0$, and all $f \in \text{Ran}(\chi(-\infty,E)\Delta^\bullet_{\gamma, L})$ we have
\[
\|f\|_{L^2(S \cap T^d_L)} \geq \left( \frac{\gamma}{K_5^2} \right)^{K_5 \sqrt{E} \|a\|_1 + \frac{1}{2d+1}} \|f\|_{L^2(T^d_L)},
\]
where $\|a\|_1 = a_1 + \ldots + a_d$.

In the case of periodic boundary conditions, Corollary 2.11 is a direct consequence of Theorem 2.8(i): Since the eigenfunctions of $-\Delta^P_{\gamma, L}$ are $e^{i(kL)x}$ (up to a normalization factor), corresponding to eigenvalues $\|k\|^2_2 / L^2$, $k \in \mathbb{Z}^d$, the Fourier frequencies of any $f \in \text{Ran}(\chi(-\infty,E)\Delta^P_{\gamma, L})$ are contained in $[-\sqrt{E}, \sqrt{E}]^d$, and the statement follows immediately.

In contrast, when Dirichlet or Neumann boundary conditions are considered, the respective eigenfunctions do not have Fourier frequencies contained in a compact set. However, once these functions are extended to functions on $T^d_{2L}$ in a suitable way depending on the boundary conditions, the Fourier frequencies of the extensions are concentrated in $[-\sqrt{E}, \sqrt{E}]^d$. Correspondingly, one can construct a new thick set with controllable thickness parameters by first extending $S \cap T^d_L$ to $T^d_{2L}$ using reflections with respect to the boundary of $T^d_L$, and then taking the union of translates of this set with respect to the group $(4\pi L\mathbb{Z})^d$. Finally, Theorem 2.8(i) applied to the extensions and the new thick set yields Corollary 2.11. For more details we refer the reader to [EV18, §5].

**Remark 2.12.** Recently, a Logvinenko-Sereda-type estimate has also been obtained for $L^2$-functions on the infinite strip $\Omega_L := T^d_{-1} \times \mathbb{R}$, $d \geq 2$ and $L > 0$, having finite Fourier series as functions on $T^d_{-1}$ and compactly supported Fourier transform as functions on $\mathbb{R}$. In this case, the set $S \subset \mathbb{R}^d$ is assumed to be thick with parameters $a = (a_1,\ldots,a_d) \in \mathbb{R}^d_{+}$ such that $a_j \leq 2\pi L$ for $j \in \{1,\ldots,d-1\}$, and $\gamma \in (0,1)$, see [Egi, Theorem 9]. With similar arguments as in [EV18, §5], we obtain, as a consequence, a corresponding variant of Corollary 2.11 on the strip, that is, a spectral inequality analogous to (8) for functions in the range of the
spectral projector $\chi_{(-\infty,E]}(-\Delta_{\Omega_L})$, where $-\Delta_{\Omega_L}$ is the Laplacian on $\Omega_L$ with either Dirichlet or Neumann boundary conditions.

3. Scale-free spectral inequalities based on Carleman estimates

Most of the results which we present here have originated in works devoted to the spectral theory and asymptotic analysis of evolution of solutions of random Schrödinger equations. The interested reader may consult for instance the monographs [Sto01, Ves08, AW15] for an exposition of this research area. In this theory one is (among others) interested in lifting estimates for eigenvalues. The particular task we want to discuss here can be formulated in operator theoretic language in the following way: Given a self-adjoint and lower semi-bounded operator $H$ with purely discrete spectrum $\lambda_1(H) \leq \cdots \leq \lambda_k(H) \leq \cdots$, a parameter interval $I \subset \mathbb{R}$, a cut-off energy $E \in \mathbb{R}$, and a positive semi-definite perturbation $B$, find a positive constant $C$ such that

$$\frac{d}{dt} \lambda_k(H + tB) \geq C$$

for all indices $k \in \mathbb{N}$ for which the associated eigenvalue curve $I \ni t \mapsto \lambda_k(H + tB)$ stays below the level $E$ for all $t \in I$. Depending on the properties of $H$ and $B$, this exercise may be trivial, demanding, or impossible, so we should say a bit more about the structure of the operators of interest.

The self-adjoint Hamiltonian $H$ models a condensed matter system, and studying it will require investigating it on several scales, on the one hand the macroscopic scale of the solid and on the other the microscopic scale of atoms. Let us explain this in more detail: If we choose a coordinate system such that the typical distance between atomic nuclei is equal to one, the size $L$ of the macroscopic solid may be very large – of the order of magnitude of $10^{23}$ or so. Hence the Hamiltonian of the system $H$ will be defined on the Hilbert space $L^2(\Lambda_L)$ where $\Lambda_L = (-L/2, L/2)^d$ and $L \gg 1$. Since often the only possibility to understand the full system is to consider first smaller sub-systems and subsequently analyze how they interact, one is also interested in intermediate scales. Thus in the discussion which follows, the scale $L$ will always be larger than one, but will range over many orders of magnitude.

The Hamiltonian $H$ will be a Schrödinger operator of the form $H = -\Delta + V$ in $L^2(\Lambda_L)$. The electric potential $V$, which mainly models the force of the atomic nuclei in the solid on an electron wave packet, will have a characteristic length scale corresponding to the typical distance between atoms (which as above we set equal to one). This characteristic scale could manifest itself in different ways. For instance, $V$ may be the restriction $\chi_{\Lambda_L} V_{per}$ of a $\mathbb{Z}^d$-periodic potential $V_{per} : \mathbb{R}^d \to \mathbb{R}$. It could also have a structure which is not exactly periodic but incorporates some deviations from periodicity. Furthermore, it can happen that the exact shape of $V$ is not known. In this case, $V$ is modeled by a random field allowing for local fluctuations. The values of the field at two different points with a distance of order one may be correlated, but the field will exhibit a mixing behavior on large scales. Since we study the system in $L^2(\Lambda_L)$ for many scales $L \geq 1$, the ratio between the scale $L$ of the whole system and the scale one can grow unboundedly. In view of this challenge, for a comprehensive understanding of the system it is required to derive so-called scale-free results, i.e. results which hold for all scales $L \geq 1$, or at least for an unbounded sequence of length scales.

In the light of this multi-scale structure, the problem formulated above takes now a more specific form: We are given a bounded potential $V$ as well as the corresponding Schrödinger operator $H = -\Delta + V$ on $\Lambda_L$ with self-adjoint, say Dirichlet, boundary conditions, a bounded non-negative perturbation potential $W : \Lambda_L \to [0, \infty)$, which is the restriction to $\Lambda_L$ of a (more or less) periodic potential $W_{per} : \mathbb{R}^d \to [0, \infty)$, an interval $I \subset \mathbb{R}$, a cut-off energy $E \in \mathbb{R}$ and aim to find a positive constant $C$, independent of $L \geq 1$, such that

$$\frac{d}{dt} \lambda_k(H + tW) \geq C$$

(9)
for all indices \( k \in \mathbb{N} \) for which the associated eigenvalue parametrization \( I \ni t \mapsto \lambda_k(H + tB) \) stays below \( E \) for all \( t \in I \). The real challenge of the problem is to obtain a bound \( C \) which is scale-independent. Furthermore, \( C \) should only depend on some rough features of \( V \) and \( W \) such as their sup-norms but not on minute details of their shape. This is required since, as explained above, the potentials \( V \) and \( W \) might by modeled as realizations of a random field where it is possible to control certain global properties, but not the detailed shape of the realization.

The eigenvalue lifting bound in (9) can be derived from an uncertainty relation for spectral projectors of the type

\[
\chi_{(-\infty,E]}(H)W\chi_{(-\infty,E]}(H) \geq C\chi_{(-\infty,E]}(H),
\]

where the inequality is understood in quadratic form sense. In fact, since the operators considered so far have purely discrete spectrum, this inequality can be rewritten in terms of linear combinations of eigenfunctions, so that the conclusion (9) is almost immediate. If \( H \) is the Dirichlet-Laplacian on a bounded domain the above uncertainty relation is called spectral inequality in the literature on control theory. It is also sometimes called a quantitative unique continuation estimate (for spectral projectors), because its proof uses a refined version of the proof of the classical qualitative unique continuation principle for solutions of second order elliptic operators, based on Carleman estimates. In the particular case where, as explained above, the constant \( C \) in the estimate is independent of the length scale \( L \geq 1 \), the inequality is called scale-free unique continuation estimate. Let us present a summary of such results derived in the context of random Schrödinger operators.

3.1. Development of scale-free unique continuation estimates applicable to Schrödinger operators with random potential. We will not be able to review all publications dealing with the topic, in particular older ones, but have to be selective due to limitations of space. As the starting point we choose an important and intuitive result of [CHK03] (which was fully exploited only in [CHK07]).

**Theorem 3.1** ([CHK03, CHK07]). Let \( E \in \mathbb{R} \), \( V_{\text{per}} : \mathbb{R}^d \to \mathbb{R} \) be a measurable, bounded and \( \mathbb{Z}^d \)-periodic potential and \( H_L^{\text{per}} \) the restriction of \(-\Delta + V_{\text{per}}\) to the cube \( \Lambda_L \) with periodic boundary conditions. Denote by \( \chi_{(-\infty,E]}(H_L^{\text{per}}) \) the spectral projector of \( H_L^{\text{per}} \) associated to the energy interval \((\infty,E]\). If \( \emptyset \neq \Omega \) is an open \( \mathbb{Z}^d \)-periodic subset of \( \mathbb{R}^d \) and \( W : \mathbb{R}^d \to [0,\infty) \) a measurable, bounded and \( \mathbb{Z}^d \)-periodic potential such that \( W \geq \chi_{\emptyset} \) then there exists a constant \( C > 0 \) depending on \( E, V_{\text{per}} \) and \( W \), but not on \( L \in \mathbb{N} \), such that

\[
\chi_{(-\infty,E]}(H_L^{\text{per}}) W \chi_{\Lambda_L} \chi_{(-\infty,E]}(H_L^{\text{per}}) \geq C\chi_{(-\infty,E]}(H_L^{\text{per}}) \quad \text{for all scales } L \in \mathbb{N}.
\]

The theorem gives no estimate on the constant \( C > 0 \), since its proof invokes a compactness argument. Moreover, it is based on the Floquet-Bloch decomposition and thus cannot be extended to a situation without periodicity. This explains also the restriction to integer valued scales \( L \in \mathbb{N} \).

An improvement of the above theorem with an explicit lower bound on \( C \) was given in [GK13]. The method which allowed to derive this quantitative estimate was a Carleman estimate. It was the seminal paper [BK05] which introduced Carleman estimates to the realm of random Schrödinger operators and stimulated the further development. With this tool at hand it was possible to circumvent the use of Floquet-Bloch theory in the proof of scale-free unique continuation estimates. Consequently, it was possible to remove the periodicity assumptions on the potential function \( V \) and the set \( \Omega \). They can be be replaced by a geometric condition which we define next.

**Definition 3.2.** Given \( G, \delta > 0 \), we say that a sequence \( Z = (z_j)_{j \in (\mathbb{GZ})^d} \subset \mathbb{R}^d \) is \((G,\delta)\)-equidistributed, if

\[
\forall j \in (\mathbb{GZ})^d : \quad B(z_j, \delta) \subset \Lambda_G + j.
\]
Corresponding to a \((G, \delta)\)-equidistributed sequence \(Z\) we define the set
\[
S_{\delta, Z} = \bigcup_{j \in (GZ)^d} B(z_j, \delta),
\]
see Fig. 1 for an illustration. Note that the set \(S_{\delta, Z}\) depends on \(G\) and the choice of the \((G, \delta)\)-equidistributed sequence \(Z\).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1}
\caption{Illustration of \(S_{\delta, Z} \subset \mathbb{R}^2\) for periodically (left) and non-periodically (right) arranged balls.}
\end{figure}

For \(L > 0\) we denote by \(\mathcal{D}(\Delta^\text{per}_L)\) and \(\mathcal{D}(\Delta^\text{Dir}_L)\) the domain of the Laplacian on \(L^2(\Lambda_L)\) subject to periodic or Dirichlet boundary conditions. With this notion at hand we formulate the following result:

**Theorem 3.3** ([RV13]). Let \(E \in \mathbb{R}\). There exists a constant \(K \in (0, \infty)\) depending merely on the dimension \(d\), such that for any \(E \in \mathbb{R}\), any \(G > 0\), \(\delta \in (0, G/2]\), any \((G, \delta)\)-equidistributed sequence \(Z\), any measurable and bounded \(V : \mathbb{R}^d \to \mathbb{R}\), any \(L \in G\mathbb{N}\) and any real-valued \(\psi \in \mathcal{D}(\Delta^\text{per}_L) \cup \mathcal{D}(\Delta^\text{Dir}_L)\) satisfying \(|\Delta \psi| \leq |(V - E)\psi|\) almost everywhere on \(\Lambda_L\) we have
\[
\|\psi\|_{L^2(\Lambda_L)} \geq \|\psi\|_{L^2(S_{\delta, Z} \cap \Lambda_L)} \geq \left( \frac{\delta}{G} \right)^{K(1+G^{4/3}\|V-E\|_\infty^{2/3})} \|\psi\|_{L^2(\Lambda_L)}.
\]

(10)

The last inequality implies by first order perturbation theory the lifting estimate (9) with
\[
C = \left( \frac{\delta}{G} \right)^{K(1+G^{4/3}\|V-E\|_\infty^{2/3})}.
\]

(11)

The theorem has been extended to \(\mathbb{R}^d\) in [TV16]. Lower bounds like (10) (with less explicit constants) have previously been known for

1. Schrödinger operators in one dimension (see [Ves96], [KV02] where periodicity was assumed, and [HV07], where the additional periodicity assumption was eliminated)
2. energies \(E\) sufficiently close to \(\min \sigma(H) = \min \sigma(-\Delta + V)\) (see [Kir96], [BK05] under a periodicity assumption and [Ger08] without it), and similarly for
3. energies \(E\) sufficiently close to a spectral band edge of a periodic Schrödinger operator \(-\Delta + V_{\text{per}}\). (This has been implemented in [KSS98] for periodic potentials using Floquet theory.)

In the two latter cases one uses perturbative arguments, while in the one-dimensional situation one has methods from ordinary differential equations at disposal. The result of [RV13] unifies and generalizes this set of earlier results.
Remark 3.4 (Dependence of the constant on parameters). Apart form being scale independent, the constant $C$ from (11) is also explicit with respect to the model parameters. Only the sup-norm $\|V\|_\infty$ of the potential enters, no knowledge of $V$ beyond this is used, in particular no regularity properties. This is essential since in applications $V$ is chosen from an infinite ensemble of potentials with possibly quite different local features. The constant is polynomial in $\delta$ and (almost) exponential in $\|V\|_\infty$.

For $L > 0$ and $V \in L^\infty(\mathbb{R}^d)$, we define the operator

$$H_L = -\Delta + V \quad \text{in } L^2(\Lambda_L)$$

with Dirichlet, Neumann or periodic boundary conditions. In view of the known scale-free uncertainty relation for periodic spectral projectors of [CHK03], see Theorem 3.1, the authors of [RV13] asked whether Ineq. (10) holds also for linear combinations of eigenfunctions, i.e. for $\psi \in \text{Ran } \chi_{(-\infty, E]}(H_L)$. This is equivalent to

$$\chi_{(-\infty, E]}(H_L) \chi_{S_{\delta, Z} \cap \Lambda_L} \chi_{(-\infty, E]}(H_L) \geq C \chi_{(-\infty, E]}(H_L),$$

(12)

with an explicit dependence of $C$ on the parameters $G$, $\delta$, $E$ and $\|V\|_\infty$ as in (11). Here $\chi_I(H_L)$ denotes the spectral projector of $H_L$ associated to the interval $I$. If $\chi_{S_{\delta, Z} \cap \Lambda_L}$ is periodic and a lower bound for the potential $W$, we recover an estimate as in Theorem 3.1. A partial answer was given in [Kle13].

Theorem 3.5 ([Kle13]). There is $K = K(d)$ such that for all $E, G > 0$, all $\delta \in (0, G/2)$, all $(G, \delta)$-equidistributed sequences $Z$, all measurable and bounded $V : \mathbb{R}^d \to \mathbb{R}$, all $L \in \mathbb{N}$, all intervals $I \subset (-\infty, E]$ with

$$|I| \leq 2\gamma \quad \text{where} \quad \gamma^2 = \frac{1}{2G^4} \left( \frac{\delta}{G} \right)^{K(1+G^{4/3}(2\|V\|_\infty+E)^{2/3})},$$

and all $\psi \in \text{Ran } \chi_I(H_L)$ we have

$$\|\psi\|_{L^2(S_{\delta, Z} \cap \Lambda_L)} \geq G^4 \gamma^2 \|\psi\|_{L^2(\Lambda_L)}.$$

Again the scale-free unique continuation principle of [Kle13] on the finite cube $\Lambda_L$ was adapted to functions on $\mathbb{R}^d$ in [TV16]. Theorem 3.5 left open what happens if the energy interval $I$ has length larger than $2\gamma$, which is quite small for typical choices of $G, \delta, E, V$. In particular, Theorem 3.5 is not sufficient for applications in control theory which we discuss in Section 4. The full answer to the above question, confirming (12), has been given in [NTTV15, NTTV18].

Theorem 3.6 ([NTTV15, NTTV18]). There is $K = K(d) > 0$ such that for all $G > 0$, all $\delta \in (0, G/2)$, all $(G, \delta)$-equidistributed sequences $Z$, all measurable and bounded $V : \mathbb{R}^d \to \mathbb{R}$, all $L \in \mathbb{N}$, all $E \geq 0$, and all $\psi \in \text{Ran } \chi_{(-\infty, E]}(H_L)$ we have

$$\|\psi\|_{L^2(S_{\delta, Z} \cap \Lambda_L)}^2 \geq C_{uc} \|\psi\|_{L^2(\Lambda_L)}^2,$$

where

$$C_{uc} = C_{uc}(d, G, \delta, E, \|V\|_\infty) := \left( \frac{\delta}{G} \right)^{K(1+G^{4/3}\|V\|_\infty^{2/3}+G\sqrt{E})}.$$
3.2. Current state of art. Let $d \in \mathbb{N}$. For $G > 0$ we say that a set $\Gamma \subset \mathbb{R}^d$ is $G$-admissible, if there exist $\alpha_i, \beta_i \in \mathbb{R} \cup \{\pm \infty\}$ with $\beta_i - \alpha_i \geq G$ for $i \in \{1, \ldots, d\}$, such that

$$\Gamma = \bigtimes_{i=1}^d (\alpha_i, \beta_i)$$

and $(-G/2, G/2)^d \subset \Gamma$. (13)

If instead of the second condition in (13) one can only find a $\xi \in \mathbb{R}^d$ such that the cube $(-G/2, G/2)^d + \xi$ is contained in $\Gamma$, then our assumption $(-G/2, G/2)^d \subset \Gamma$ can be achieved by a global shift of the coordinate system. For a $G$-admissible set $\Gamma$ and a real-valued $V \in L^\infty(\Gamma)$, we define the self-adjoint operator $H_\Gamma$ on $L^2(\Gamma)$ as

$$H_\Gamma = -\Delta + V$$

with Dirichlet or Neumann boundary conditions.

**Theorem 3.7 ([NTTVb]).** There is $K = K(d) > 0$ depending only on the dimension, such that for all $G > 0$, all $G$-admissible $\Gamma \subset \mathbb{R}^d$, all $\delta \in (0, G/2)$, all $(G, \delta)$-equidistributed sequences $Z$, all real-valued $V \in L^\infty(\Gamma)$, all $E \in \mathbb{R}$, and all $\psi \in \text{Ran} \chi_{(-\infty, E]}(H_\Gamma)$ we have

$$\|\psi\|^2_{L^2(S_k, Z \cap \Gamma)} \geq C_{uc}^{(G)} \|\psi\|^2_{L^2(\Gamma)},$$

where

$$C_{uc}^{(G)} = \sup_{\lambda \in \mathbb{R}} \left( \frac{\delta}{G} \right) K \left( 1 + G^{4/3} \|V - \lambda\|^2_{L^\infty} + G \sqrt{E - \lambda} \right),$$

and $t_+ := \max\{0, t\}$ for $t \in \mathbb{R}$.

**Remark 3.8.** If $\Gamma = \Lambda_L$ for some $L \geq G$, then $H_\Gamma$ has compact resolvent, and hence the spectrum of $H_\Gamma$ consists of a non-decreasing sequence of eigenvalues whose only accumulation point is at infinity. As a consequence, functions $\psi \in \text{Ran} \chi_{(-\infty, E]}(H_\Gamma)$ considered in Theorem 3.7 are finite linear combinations of eigenfunctions corresponding to eigenvalues smaller than or equal to $E$. On the contrary, if $\Gamma$ is an unbounded set like $\mathbb{R}^d$ or an infinite strip, the bulk of the spectrum of $H_\Gamma$ will in general consist of essential spectrum, and eigenfunctions, if any exist, might span only a subspace. Hence, the subspace $\text{Ran} \chi_{(-\infty, E]}$ might be infinite dimensional – a challenge.

The proofs of Theorems 3.3 and 3.5 are heavily based on the fact that the function $\psi$ satisfies the pointwise differential inequality $|\Delta \psi| \leq |V \psi|$ almost everywhere on $\Lambda_L$, or are perturbative arguments thereof. Functions from a spectral subspace as considered in Theorem 3.7 do in general not have this property. In what follows, we explain one main idea how to bypass this difficulty. It is inspired by a technique developed for operators with compact resolvent in the context of control theory for the heat equation, see e.g. [LR95, LZ98, JL99, LL12].

We denote by $\{P^t_{H_\Gamma}(\lambda) = \chi_{(-\infty, \lambda]}(H_\Gamma): \lambda \in \mathbb{R}\}$ the resolution of identity of $H_\Gamma$, and define the family of self-adjoint operators $(\mathcal{F}_t)_{t \in \mathbb{R}}$ on $L^2(\Gamma)$ by

$$\mathcal{F}_t = \int_{-\infty}^{\infty} s_t(\lambda) dP^t_{H_\Gamma}(\lambda)$$

where $s_t(\lambda) = \begin{cases} \sinh(\sqrt{\lambda} t) / \sqrt{\lambda}, & \lambda > 0, \\ t, & \lambda = 0, \\ \sin(\sqrt{-\lambda} t) / \sqrt{-\lambda}, & \lambda < 0. \end{cases}$

The operators $\mathcal{F}_t$ are self-adjoint, lower semi-bounded, and satisfy $\text{Ran} P^t_{H_\Gamma}(E) \subset \mathcal{D}(\mathcal{F}_t)$ for $E \in \mathbb{R}$, where $\mathcal{D}(\mathcal{F}_t)$ denotes the domain of $\mathcal{F}_t$. For $\psi \in \text{Ran} P^t_{H_\Gamma}(E)$ and $T > 0$ we define the function $\Psi: \Gamma \times (-T, T) \rightarrow \mathbb{C}$ as

$$\Psi(x, t) = (\mathcal{F}_t \psi)(x).$$

Note that $\Psi(\cdot, t) \in L^2(\Gamma)$ for all $t \in (-T, T)$. Moreover, we define the (non-self-adjoint) operator $\hat{H}_\Gamma$ on $L^2(\Gamma \times (-T, T)) \cong L^2((-T, T), L^2(\Gamma))$ on

$$\mathcal{D}(\hat{H}_\Gamma) = \left\{ \Phi \in L^2((-T, T), L^2(\Gamma)): t \mapsto H_\Gamma(\Phi(t)) - \left( \frac{\partial^2}{\partial t^2} \Phi \right)(t) \in L^2((-T, T), L^2(\Gamma)) \right\}$$
Remark 4.2

and independently in [FI96]:

control operator and every of $e$

null-controllability in terms of the controllability map.

only if one has the relation $e$

In this case the function $u$

there exists a control $f$

a target state given by the Duhamel formula or simply $u$

from $U$

in Subsection 3.1. In order to recover properties of $\Psi$

Lemma 3.9. For all $T > 0$, $E \in \mathbb{R}$ and all $\psi \in \text{Ran } P_{\hat{H}_T}(E)$ we have:

(i) The map $(-T, T) \ni t \mapsto \Psi(\cdot, t) \in L^2(\Gamma)$ is infinitely $L^2$-differentiable with

$$\frac{\partial}{\partial t} \Psi(\cdot, 0) = \psi.$$

(ii) $\Psi \in D(\hat{H}_T)$ and $\hat{H}_T \Psi = 0$.

From Lemma 3.9 part (ii) we infer that $\Psi$ is an eigenfunction of $\hat{H}_T$. This allows us to apply similar techniques to the function $\Psi$ as used in the proofs of the results presented in Subsection 3.1. In order to recover properties of $\psi$ from properties of $\Psi$ one combines a second Carleman estimate with boundary terms already used in [LR95, JL99] with part (i) of Lemma 3.9.

4. FROM UNCERTAINTY TO CONTROL

We introduce the notion of (null-)controllability in an abstract setting. Let $\mathcal{H}$ and $\mathcal{U}$ be Hilbert spaces, $A$ a lower semi-bounded, self-adjoint operator in $\mathcal{H}$ and $B$ a bounded operator from $\mathcal{U}$ to $\mathcal{H}$. Given $T > 0$, we consider the abstract, inhomogeneous Cauchy problem

$$\begin{cases}
\frac{\partial}{\partial t} u(t) + Au(t) & = B f(t), \quad t \in (0, T], \\
u(0) & = u_0 \in \mathcal{H},
\end{cases}$$

(14)

where $u \in L^2((0, T), \mathcal{H})$ and $f \in L^2((0, T), \mathcal{U})$. The function $f$ is also called control function or simply control and the operator $B$ is called control operator. The mild solution to (14) is given by the Duhamel formula

$$u(t) = e^{-tA}u_0 + \int_0^t e^{-(t-s)A}B f(s)ds, \quad t \in [0, T].$$

(15)

One central question in control theory is whether, given an input state $u_0$, a time $T > 0$ and a target state $u_T$, it is possible to find a control $f$, such that $u(T) = u_T$.

Definition 4.1. Let $T > 0$. The system (14) is null-controllable in time $T$ if for every $u_0 \in \mathcal{H}$ there exists a control $f = f_{u_0} \in L^2((0, T), \mathcal{U})$ such that the solution of (14) satisfies $u(T) = 0$. In this case the function $f_{u_0}$ will be called a null-control in time $T$ for the initial state $u_0$.

The controllability map or input map is the mapping $\mathcal{B}^T: L^2((0, T), \mathcal{U}) \to \mathcal{H}$ given by

$$\mathcal{B}^T f = \int_0^T e^{-(T-s)A}B f(s)ds.$$

Taking into account (15), clearly a function $f$ is a null-control for (14) if and only if $e^{-T A}u_0 + \mathcal{B}^T f = 0$. Thus, the system (14) is null-controllable in time $T > 0$ if and only if one has the relation $\text{Ran } \mathcal{B}^T \supseteq \text{Ran } e^{-T A}$, which gives an alternative definition of null-controllability in terms of the controllability map.

Remark 4.2. Note that if the system (14) is null-controllable in time $T > 0$, then, by linearity of $e^{-T A}$, it is also controllable on the range of $e^{-T A}$. This means that for every $u_0 \in \mathcal{H}$ and every $u_T \in \text{Ran } e^{-T A}$ there is a control $f \in L^2((0, T), \mathcal{U})$ such that the solution of (14) satisfies $u(T) = u_T$.

In the context of the heat equation on a compact, connected and smooth manifold with control operator $B = \chi_S$, null-controllability was proved for all $T > 0$ in [LR95, Theorem 1] and independently in [FI96]:
Theorem 4.3. Let $\mathcal{H} = \mathcal{U} = L^2(\Omega)$ for a compact and connected $C^\infty$ manifold $\Omega$, $A = -\Delta$ and $B = \chi_S$ for some non-empty, open $S \subset \Omega$, and $T > 0$. Then, the system (14) is null-controllable in time $T$.

In fact, the statement in [LR95] is stronger since it allows for the control set $S$ to change in time and it states that the null-control can be chosen smooth and with compact support.

The concept of null-controllability is closely related to a second one, the so-called final-state-observability: For $T > 0$ we consider the homogeneous system

$$
\begin{cases}
\frac{\partial}{\partial t} u(t) + Au(t) = 0, & t \in (0, T], \\
u(0) = u_0 \in \mathcal{H}
\end{cases}
$$

(16)

with solution given by $u(t) = e^{-At}u_0$ for $t \in [0, T]$.

Definition 4.4. The system (16) is called final-state-observable in time $T > 0$ if there is a constant $C_{obs} > 0$ such that for all $u_0 \in \mathcal{H}$ we have

$$
\|e^{-AT}u_0\|^2_{\mathcal{H}} \leq C_{obs}^2 \int_0^T \|B^{*}e^{-AT}u_0\|^2_{\mathcal{H}} dt
$$

(17)

with $B$ from (14). Ineq. (17) is called observability inequality.

In [LR95, Corollary 2], it is noted that null-controllability of the system (14) leads to final-state-observability of (16). In fact, it is known that the notions of null-controllability and final-state-observability are equivalent:

Theorem 4.5 ([Rus78], see also [Zab08, Chapter IV.2.]). Let $T > 0$. The system (14) is null-controllable in time $T$ if and only if the system (16) is final-state-observable in time $T$.

Theorem 4.5 is, in fact, a direct consequence of the following lemma, which is a well-known result going back to [Dou66], see also [DR77, CP78, Lio88]. The proof given here is inspired by the corresponding proofs in [Zab08] and [TW09, Proposition 12.1.2].

Lemma 4.6. Let $\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3$ be Hilbert spaces, and let $X: \mathcal{H}_1 \rightarrow \mathcal{H}_3$, $Y: \mathcal{H}_2 \rightarrow \mathcal{H}_3$ be bounded operators. Then, the following are equivalent:

(a) $\text{Ran} \ X \subset \text{Ran} \ Y$;

(b) There is $c > 0$ such that $\|X^{*}z\| \leq c\|Y^{*}z\|$ for all $z \in \mathcal{H}_3$.

(c) There is a bounded operator $Z: \mathcal{H}_1 \rightarrow \mathcal{H}_2$ satisfying $X = YZ$.

Moreover, in this case, one has

$$
\text{inf}\{c: c \text{ as in (b)}\} = \text{inf}\{\|Z\|: Z \text{ as in (c)}\},
$$

(18)

and both infima are actually minima.

Proof. (a)⇒(b). First, suppose that $\text{Ker} \ Y = \{0\}$. Let $\tilde{\mathcal{H}}_3 = \overline{\text{Ran} \ Y}$ be the Hilbert space with the same scalar product as in $\mathcal{H}_3$. Then, we can regard $X$, $Y$ as operators with the codomains $\tilde{\mathcal{H}}_3$ and $Y^{-1}: \tilde{\mathcal{H}}_3 \rightarrow \mathcal{H}_2$ exists and is densely defined. The operator $Y^{-1}X$ is an everywhere defined closed operator, hence bounded by the closed graph theorem. In turn, also $(Y^{-1}X)^*$ is bounded. From [Sch12, Proposition 1.7] it follows that $X^{(*)}Y^{-(*)} \subset (Y^{-1}X)^*$, where $(*)$ denotes the adjoint with respect to $\tilde{\mathcal{H}}_3$. Hence there exists $c \geq 0$ such that $\|X^{(*)}z\| \leq c\|Y^{(*)}z\|$ for all $z \in \tilde{\mathcal{H}}_3$. But it is easy to see that $X^{(*)}z = X^{*}z$ and $Y^{(*)}z = Y^{*}z$ for all $z \in \overline{\text{Ran} \ Y}$. Finally note that if $z \in (\overline{\text{Ran} \ Y})^\perp$ then $Y^{*}z = 0 = X^{*}z$ since $\text{Ker} \ Y^{*} = (\text{Ran} \ Y)^\perp \subset (\text{Ran} \ X)^\perp = \text{Ker} \ X^*$ by hypothesis. Hence, in this case, (b) is proved.

If $\text{Ker} \ Y$ is not trivial, instead of $Y$ we take $\tilde{Y}$, the restriction of $Y$ to the space $(\text{Ker} \ Y)^\perp$. Since Ran $\tilde{Y} = \text{Ran} \ Y$, we can apply the first part of the proof to show $\|X^{*}z\| \leq c\|\tilde{Y}^{*}z\|$ for all $z \in \mathcal{H}_3$.

(b)⇒(c). We define the operator $K: \text{Ran} \ Y^{*} \rightarrow \text{Ran} \ X^{*}$ by $K(Y^{*}z) = X^{*}z$ for all $z \in \mathcal{H}_3$. The hypothesis implies that $K$ is well defined and bounded with norm less or equal to $c$. 

We continuously extend $K$ to $\text{Ran}Y^*$ and by zero to a bounded operator on $\mathcal{H}_2$. Then still $\|K\|_{\mathcal{H}_2 \to \mathcal{H}_1} \leq c$. We obviously have $KY^* = X^*$ by construction and hence also $X = YK^*$, which implies the claim with $Z = K^*$. Since $\|Z\| = \|K\| \leq c$, this also shows that the right-hand side of (18) does not exceed the left-hand side.

(c)$\Rightarrow$(b). We clearly have

$$\|X^*z\| = \|Z^*Y^*z\| \leq \|Z^*\| \cdot \|Y^*z\|$$

for all $z \in \mathcal{H}_3$, which proves the claim with $c = \|Z^*\| = \|Z\|$. This also shows that the left-hand side of (18) does not exceed the right-hand side.

(c)$\Rightarrow$(a). This is obvious.

This concludes the proof of the equivalence of (a)–(c) and also of the identity (18). It remains to show that both minima in (18) are actually minima. This is clear for the infimum on the right-hand side. In turn, it then follows from (18) and the proof of (b)$\Rightarrow$(c) that also the infimum on the right-hand side is a minimum, which completes the proof. $\square$

**Proof of Theorem 4.5.** Observe that

$$\int_0^T \|B^*e^{-At}u_0\|^2 dt = \|(B^T)^*u_0\|^2_{L^2((0,T),\mathcal{U})}.$$ 

The claim therefore follows from the equivalence between (a) and (b) in Lemma 4.6 by taking $X = e^{-AT}: \mathcal{H} \to \mathcal{H}$ and $Y = B^T: L^2((0,T),\mathcal{U}) \to \mathcal{H}$. $\square$

Lemma 4.6 actually gives much more information: If the system (14) is null-controllable, corresponding to case (a) in the Lemma, there exists according to case (c) a bounded operator $\mathcal{F}: \mathcal{H} \to L^2((0,T),\mathcal{U})$ such that

$$\|\mathcal{F}\| = \min \left\{ c > 0 \mid \forall z \in \mathcal{H}: \|e^{-TA}z\|_{\mathcal{H}} \leq c\|(B^T)^*z\|_{L^2((0,T),\mathcal{U})} = \int_0^T \|B^*e^{-At}z\|^2 dt \right\}$$

(19)

and $e^{-TA} + B^T \mathcal{F} = 0$. In particular, $\mathcal{F}u_0$ is a null-control in time $T$ for an initial state $u_0 \in \mathcal{H}$. Moreover, if we fix an initial datum $u_0$ and a time $T > 0$, and are given one particular null-control $f_0$, the set of all null-controls is given by the closed affine space

$$f_0 + \text{Ker}B^T.$$

If $P$ denotes the orthogonal projection onto $\text{Ker}B^T$ we have $-e^{-AT} = B^T(I-P)\mathcal{F}$ and the operator $\mathcal{F}^T := (I-P)\mathcal{F}$ does not depend on the choice of $\mathcal{F}$. It follows that for every $u_0 \in \mathcal{H}$, the function $\mathcal{F}^Tu_0 \in L^2((0,T),\mathcal{U})$ is the unique control with minimal norm associated to the initial datum $u_0$.

Together with the identity (19), this justifies the following definition.

**Definition 4.7.** If the system (14) is null-controllable, then the norm of the above defined optimal operator $\mathcal{F}^T: \mathcal{H} \to L^2((0,T),\mathcal{U})$ is called control cost in time $T$. It satisfies

$$C_T := \|\mathcal{F}^T\| = \sup_{\|u_0\|_{\mathcal{H}} = 1} \min\{\|f\|_{L^2((0,T),\mathcal{U})}: e^{-TA}u_0 + B^Tf = 0\}$$

$$= \min\{C_{\text{obs}}: C_{\text{obs}} \text{satisfies (17)}\}. $$

The equivalence between final-state-observability and null-controllability can be seen as a way to reduce the study of properties of the inhomogeneous system (null-controllability) to properties of the homogeneous system (final-state-observability).

A crucial ingredient for proving observability estimates are uncertainty relations. An uncertainty relation is an estimate of the form

$$\forall E \subset \mathbb{R}, u \in \mathcal{H}: \left\|\chi_{(-\infty,E]}(A)u\right\|_{\mathcal{H}}^2 + \left\|B^*\chi_{(-\infty,E]}(A)u\right\|_{\mathcal{U}}^2 \leq C_{\text{ur}}(E)\left\|B^*\chi_{(-\infty,E]}(A)u\right\|_{\mathcal{U}}^2$$

(20)
for some function $C_{ur} : \mathbb{R} \to [0, \infty)$. As we will see below, in the context of interest to us, it is possible to prove estimates of this type with

$$C_{ur}(E) = d_0 e^{d_1 E^s}$$

for some $s \in (0, 1)$ and constants $d_0, d_1 > 0$. Recall that $t_+ = \max\{0, t\}$ for $t \in \mathbb{R}$.

In the case of the pure Laplacian, such estimates can be deduced from the Logvinenko-Sereda theorem, cf. Corollaries 2.7 and 2.11. In the case of Schrödinger operators, they can be proved by means of Carleman estimates as discussed in Section 3.

**Remark 4.8 (Terminology).** In the case where $A$ is an elliptic second order differential operator (on a subset of $\mathbb{R}^d$ or on a manifold) and $B$ is the indicator function of a non-empty, open subset, Ineq. (20) is also referred to as a *quantitative unique continuation principle*. In the context of control theory, it is also called *spectral inequality*.

In [LL12], a very transparent interplay between null-controllability, final-state-observability and spectral inequalities is used to iteratively construct a null-control and thus establish null-controllability. Since this approach is very instructive in nature, we are going to present their strategy in detail here. Even though in [LL12] the special case of the heat equation on bounded domains, provided that a corresponding spectral inequality has been established.

**Theorem 4.9.** Assume that $A \geq 0$ is a self-adjoint operator and that the spectral inequality (20) holds for $E \geq 0$ with $C_{ur}(E) = Ce^{\sqrt{E}}$ for some $C \geq 1$. Then, for every $T > 0$ the system (14) is null-controllable.

The main idea in the proof of Theorem 4.9 in [LL12] are so-called *active and passive phases*. For that purpose, the time interval is decomposed $[0, T] = \cup_{j \in \mathbb{N}_0} [a_j, a_{j+1}]$ where $a_0 = 0$, $a_{j+1} = a_j + 2T_j$ for $T_j > 0$ to be specified in the proof, and with $\lim_{j \to \infty} a_j = T$. The subintervals $[a_j, a_j + T_j]$ are called *active phases* and the subintervals $[a_j + T_j, a_{j+1}]$ *passive phases*. The idea is now to choose a sequence $(E_j)_{j \in \mathbb{N}_0}$, tending to infinity and to split for every $j \in \mathbb{N}_0$ the system according to $\mathcal{H} = \operatorname{Ran} \chi_{(-\infty, E_j]}(A) \oplus \operatorname{Ran} \chi_{(E_j, \infty)}(A)$ into a *low energy* and a *high energy* part. In every active phase $[a_j, a_j + T_j]$, one then deduces final-state-observability of the low energy part $\operatorname{Ran} \chi_{(-\infty, E_j]}(A)$ and thus finds a control in this time interval such that at time $a_j + T_j$, the solution will be in $\operatorname{Ran} \chi_{(E_j, \infty)}(A)$, i.e. it will be in the high energy part of the state space. Then, in the passive phase, no control will be applied and by contractivity of the semigroup $e^{-At}$, the solution will decay proportional to $e^{-T_j E_j}$. Repeating this procedure, we will see that with appropriate choices of the $T_j$ and the $E_j$, the solution tends to zero as $j \to \infty$, i.e. as $t \to T$.

In order to make these ideas more precise, the following energy-truncated control system is introduced:

$$\begin{cases}
\frac{\partial}{\partial t} u(t) + Au(t) = \chi_{(-\infty, E]}(A)Bf(t), \\
u(0) = v_0 \in \operatorname{Ran} \chi_{(-\infty, E]}(A).
\end{cases}$$

**Lemma 4.10.** Let $T > 0$ and assume that the spectral inequality (20) holds for all $E \geq 0$. Then for every $E \geq 0$, the system (22) is null-controllable in time $T$ with cost $C_T$ satisfying $C_T^2 = C_{ur}(E)/T$. 

**Proof.** It suffices to see that the system

$$\begin{cases}
\frac{\partial}{\partial t} u(t) + Au(t) = 0, \ t > 0 \\
u(0) = v_0 \in \operatorname{Ran} \chi_{(-\infty, E]}(A),
\end{cases}$$
considered as a system on the Hilbert space $\text{Ran} \chi_{(-\infty, E]}(A)$, is final-state-observable in time $T$. For that purpose, we calculate, using spectral calculus and in particular the fact that $e^{At}$ leaves $\text{Ran} \chi_{(-\infty, E]}(A)$ invariant, and (20) that

$$T \|e^{- AT}v_0\|^2_H \leq \int_0^T \|e^{- At}v_0\|^2_H dt \leq C_{ut}(E) \int_0^T \|B^* e^{- At}v_0\|^2_H dt. \quad \Box$$

**Proof of Theorem 4.9.** Following [LL12, Section 6.2], we split the time interval $[0, T] = \bigcup_{j \in \mathbb{N}_0} [a_j, a_{j+1})$ with $a_0 = 0$, $a_{j+1} = a_j + 2T_j$, and $T_j = K2^{-j/2}$ for a constant $K$ defined by the relation $2 \sum_{j=0}^{-\infty} T_j = T$. Furthermore, we choose $E_j = 2^{2j}$.

Our aim is to choose in every active phase $[a_j, a_j + T_j]$ an appropriate null-control $f_j \in L^2([a_j, a_j + T_j], U)$ such that $u(a_j + T_j) \in \text{Ran} \chi_{(E_j, \infty]}(A)$.

Therefore, let $j \in \mathbb{N}_0$ and $u(a_j) \in \mathcal{H}$ be given. In the active phase $[a_j, a_j + T_j]$, we apply Lemma 4.10 with $v_0 = \chi_{(-\infty, E_j]}(A)u(a_j)$, and $T = T_j$. This yields a function $f_j \in L^2([a_j, a_j + T_j], U)$ with

$$\int_{a_j}^{a_j + T_j} \|f_j(t)\|^2_H dt \leq \frac{Ce^{C^2j}}{T_j} \|u(a_j)\|^2_H,$$

such that the solution of the system

$$\begin{align*}
\frac{d}{dt} v(t) + Av(t) &= \chi_{(-\infty, E_j]}(A)Bf_j(t), \quad t \in (a_j, a_j + T_j), \\
v(a_j) &= \chi_{(-\infty, E_j]}(A)u(a_j) \in \text{Ran} \chi_{(-\infty, E_j]}(A),
\end{align*}$$

satisfies $v(a_j + T_j) = 0$. Since the spectral projectors of $A$ commute with $e^{-tA}$, with this control function $f_j$ in $(a_j, a_j + T_j)$ we then have $\chi_{(-\infty, E_j]}(A)u(a_j + T_j) = 0$ and

$$u(a_j + T_j) = \chi_{(E_j, \infty)}(A)u(a_j + T_j)$$

$$= e^{-T_jA}\chi_{(E_j, \infty)}(A)u(a_j) + \int_{a_j}^{a_j + T_j} e^{-(a_j + T_j - t)A}\chi_{(E_j, \infty)}(A)Bf_j(t)dt. \quad (23)$$

We use the notation $F(t) := e^{-(a_j + T_j - t)A}\chi_{(E_j, \infty)}(A)Bf_j(t)$ and estimate

$$\begin{align*}
\left\| \int_{a_j}^{a_j + T_j} e^{-(a_j + T_j - t)A}\chi_{(E_j, \infty)}(A)Bf_j(t)dt \right\|_H^2 &\leq \int_{a_j}^{a_j + T_j} \int_{a_j}^{a_j + T_j} \|F(t)\|_H \cdot \|F(s)\|_H dt ds \\
&\leq \frac{1}{2} \int_{a_j}^{a_j + T_j} \int_{a_j}^{a_j + T_j} \|F(t)\|_H^2 dt ds + \frac{1}{2} \int_{a_j}^{a_j + T_j} \int_{a_j}^{a_j + T_j} \|F(s)\|_H^2 ds dt \\
&= \int_{a_j}^{a_j + T_j} \int_{a_j}^{a_j + T_j} \|F(t)\|_H^2 dt ds \leq T_j \|B\| \frac{2Ce^{C^2j}}{T_j} \|u(a_j)\|_H^2.
\end{align*}$$

Hence, we obtain from (23) and using that $C \geq 1$

$$\|u(a_j + T_j)\|_H \leq \left(1 + \|B\| \sqrt{C} e^{(C/2)2j}\right) \|u(a_j)\|_H$$

$$\leq e^{(2+\|B\|)C^2j} \|u(a_j)\|_H =: e^{D2^j} \|u(a_j)\|_H.$$

Now, using $u(a_j + T_j) \in \text{Ran} \chi_{(E_j, \infty)}(A) = \text{Ran} \chi_{(2^{2j}, \infty)}(A)$ and recalling that $T_j = K2^{-j/2}$, we find

$$\|u(a_{j+1})\|_H \leq e^{-2^{2j}T} \|u(a_j + T_j)\|_H$$

$$\leq e^{D2^j - K2^{3j/2}} \|u(a_j)\|_H.$$

Inductively, this yields

$$\|u(a_{j+1})\|_H \leq \exp \left( \sum_{k=0}^{j} D2^k - K2^{3k/2} \right) \|u(0)\|_H.$$
Thus, \( \lim_{j \to \infty} \|u(a_j)\|_{\mathcal{H}}^2 = 0 \). It remains to show that the function \( f : [0, T] \to \mathcal{U} \), defined by
\[
 f(t) := \begin{cases} 
 f_j(t) & \text{if } t \in [a_j, a_j + T_j], \\
 0 & \text{else}
\end{cases}
\]
is in \( L^2((0, T), \mathcal{U}) \). For that purpose, we calculate
\[
\|f\|_{L^2((0, T), \mathcal{U})}^2 = \sum_{j=0}^{\infty} \int_{a_j}^{a_j + T_j} \|f_j(t)\|_{\mathcal{H}}^2 dt \leq \sum_{j=0}^{\infty} \frac{Ce^{C_2j}}{T_j} \|u(a_j)\|_{\mathcal{H}}^2
\]
\[
\leq \left( \frac{Ce^{C_2}}{T_0} + \sum_{j=1}^{\infty} \frac{Ce^{C_2j}}{T_j} \exp \left( \sum_{k=0}^{j-1} 2D2^k - 2K2^{3k/2} \right) \right) \|u(0)\|_{\mathcal{H}}^2
\]
\[
= \left( \frac{Ce^{C_2}}{T_0} + \sum_{j=1}^{\infty} \frac{C}{K} \exp \left( C^2 + \frac{\ln(2)j}{2} + \sum_{k=0}^{j-1} 2D2^k - 2K2^{3k/2} \right) \right) \|u(0)\|_{\mathcal{H}}^2,
\]
and since there are \( \tilde{C}_1, \tilde{C}_2 > 0 \) such that
\[
C2^j + \frac{\ln(2)j}{2} + \sum_{k=0}^{j-1} 2D2^k - 2K2^{3k/2} = C2^j + \frac{\ln(2)j}{2} + 2D \frac{2^j - 1}{2 - 1} - 2K \frac{2^{3j/2} - 1}{2^{3/2} - 1}
\]
\[
\leq \left( C + \frac{\ln(2)}{2} + 2D + \frac{2K}{2^{3/2} - 1} \right) 2^j - \left( \frac{2K}{2^{3/2} - 1} \right) 2^{3j/2}
\]
\[
\leq \tilde{C}_1 - \tilde{C}_2 2^j \quad \text{for all } j \in \mathbb{N},
\]
the series in (24) converges. This concludes the proof. \( \square \)

We have now seen how a spectral inequality leads to null-controllability. While being very constructive in nature, the above method makes it challenging to keep track of the estimate on the control cost, that is, on the norm of the null-control \( f \), in terms of model parameters. Even trying to understand its \( T \)-dependence is difficult. This becomes even more involved if we endow the spectral inequality with more constants, e.g. by choosing \( C_{ur}(E) = d_0e^{d_1\sqrt{E}} \), and attempt to also understand the dependence of the control cost in terms of \( d_0 \) and \( d_1 \).

However, there exist other works which have derived more explicit bounds on the control cost. There, usually an observability estimate for the whole system is proved without going through the active-passive-phases construction. The first work we cite here is [Mil10], where ideas of [LR95] have been streamlined and generalized to a more abstract situation. In fact, Miller considered a situation where the operator \( A \) is no longer self-adjoint, but merely the generator of a strongly continuous semigroup. Due to the lack of spectral calculus, an additional assumption on contractivity of the semigroup on certain invariant subspaces (25) is required and serves as a replacement for the strict contractivity of the semigroup on high energy spectral subspaces. Furthermore, the situation is treated where the spectral inequality holds for an additional reference operator \( B_0 \) which is in some relation to the actual control operator \( B \) (actually, it will be the identity operator in our applications below).

**Theorem 4.11** ([Mil10, Theorem 2.2]). *Let a (not necessarily self-adjoint) operator \( -A \) in \( \mathcal{H} \) be the generator of a strongly continuous semigroup \( \{e^{-tA} : t \geq 0\} \). Assume that there is a family \( \mathcal{H}_\lambda \subset \mathcal{H}, \lambda > 0, \) of semigroup invariant subspaces such that for some \( \nu \in (0, 1) \), \( m \geq 0, m_0 > 0, \) and \( T_0 > 0 \) we have
\[
\forall \lambda > 0, x \in \mathcal{H}_\lambda, t \in (0, T_0), \quad \|e^{-tA}x\|_{\mathcal{H}} \leq m_0e^{m\lambda \nu} e^{-\lambda t}\|x\|_{\mathcal{H}}. \tag{25}
\]
Let \( B_0 \) be an operator, mapping from \( \mathcal{D}(A) \) to \( \mathcal{U} \), satisfying
\[
\forall x \in \mathcal{H}, \lambda > 0, \quad \|B_0x\|_{\mathcal{H}}^2 \leq a_0e^{2a\lambda^\nu}\|Bx\|_{\mathcal{H}}^2 \tag{26}
\]
for some $a_0, a, \alpha > 0$. Assume that there are $b_0, \beta, b > 0$ such that
\[
\forall x \in \mathcal{D}(A), T \in (0, T_0), \quad \|e^{-TA}x\|_{\mathcal{H}}^2 \leq b_0 e^{2bT} \int_0^T \|B_0 e^{-tA}x\|_{\mathcal{H}}^2 dt.
\] (27)
Assume that we can choose $\beta = \frac{\alpha}{1-\alpha} = \frac{\nu}{1-\nu}$.

Then, for all $T > 0$, we have the observability estimate
\[
\|e^{-TA}x\|_{\mathcal{H}}^2 \leq \kappa_T \int_0^T \|Be^{-tA}x\|_{\mathcal{H}}^2 dt, \quad \forall x \in \mathcal{D}(A)
\]
where $\kappa_T$ satisfies $2c = \limsup_{T \to 0} T^\beta \ln \kappa_T < \infty$ with the constant $c$ satisfying
\[
c \leq c_* = \left( \frac{(\beta + 1)b}{a + m} \right)^{\frac{\beta + 1}{\beta}} \frac{\beta}{s} \frac{a}{s}.
\]
with
\[
s(s + \beta + 1)^\beta = (\beta + 1)^\beta \frac{b + 1}{a + m}.
\]
Moreover, if we have
\[
\forall x \in \mathcal{D}(A), T > 0, \quad \int_0^T \|Be^{-tA}x\|_{\mathcal{H}}^2 dt \leq \text{Adm}_T \|x\|_{\mathcal{H}}^2
\]
with a constant $\text{Adm}_T$ satisfying $\lim_{T \to 0} \text{Adm}_T = 0$, then there exists $T' > 0$ such that for all $T \in (0, T')$, we have
\[
\kappa_T \leq 4a_0 b_0 \exp \left( \frac{2c_*}{T^\beta} \right).
\]

In particular, the control cost $\kappa_T$ is estimated only for sufficiently small times.

One can apply Theorem 4.11 in various ways. For instance, it is possible to choose $B_0 = I$, in which case (27) is obviously satisfied for small times and (26) becomes a spectral inequality. Depending on the system, the latter can be challenging to establish or not. Alternatively, one might be able to prove (27) for a convenient operator $B_0$ for which (26) is easier to establish.

In the case of the system (14), Theorem 4.11 simplifies to the following result.

**Corollary 4.12.** Let $A \geq 0$ be a self-adjoint operator in a Hilbert space $\mathcal{H}$ and $B \in \mathcal{L}(\mathcal{U}, \mathcal{H})$. Then, (25) holds with $m_0 = 1$ and $m = 0$. Let (20) be satisfied with $C_{ut}(\lambda) = a_0 e^{2\alpha \lambda^\alpha}$ (i.e. (26) is valid for $B_0 = I$ and $\mathcal{H}_0$ being spectral subspaces of $A$ corresponding to the interval $(-\infty, \lambda]$). Then (27) is satisfied for any choice of $b, b_0 > 0$, provided $T_0$ is small enough. Consequently the conclusions of Theorem 4.11 hold true.

In the particular case where the spectral inequality (20) with $C_{ut}(E)$ as in (21) and $s = 1/2$ holds, the result of [Mil10] implies that the system (16) is final-state-observable in sufficiently small time $T$. Thus the system (14) is null-controllable in time $T$ with cost satisfying
\[
C_T \leq d_0 \exp \left( \frac{c_*}{T} \right), \quad 0 < T \leq T'
\]
for some $T', c_* > 0$, depending in an implicit manner on $d_0$ and $d_1$. We emphasize that this result provides estimates on the control cost only for small times $0 < T \leq T'$, where $T'$ also depends in an implicit way on the model parameters.

In [BP18, Theorem 2.1], Beauchard, Pravda-Starov and Miller removed this restriction to small times in the specific situation where $\mathcal{H} = L^2(\Omega)$ and $B = \chi_S$ for $S \subset \Omega \subset \mathbb{R}^d$.

**Theorem 4.13 ([BP18, Theorem 2.1]).** Let $\Omega$ be an open subset of $\mathbb{R}^d$, $S$ be an open subset of $\Omega$, $\{\pi_k : k \in \mathbb{N}\}$ be a family of orthogonal projections on $L^2(\Omega)$, $\{e^{-tA} : t \geq 0\}$ be a contraction semigroup on $L^2(\Omega)$, $c_1, c_2, a, b, t_0, m > 0$ be positive constants with $a < b$. If the spectral inequality
\[
\forall g \in L^2(\Omega), \forall k \geq 1, \quad \|\pi_k g\|_{L^2(\Omega)} \leq e^{c_1 k^\alpha} \|\pi_k g\|_{L^2(S)},
\]
and the dissipation estimate

$$\forall g \in L^2(\Omega), \forall k \geq 1, \forall 0 < t < t_0, \quad \|(1 - \pi_k)(e^{-TA}g)\|_{L^2(\Omega)} \leq \frac{1}{C_2}e^{-c_2 t m_k} \|g\|_{L^2(\Omega)}$$

hold, then there exists a positive constant $C > 1$ such that the following observability estimate holds

$$\forall T > 0, \forall g \in L^2(\Omega), \quad \|e^{-TA}\|_{L^2(\Omega)}^2 \leq C \exp \left( \frac{C}{T^{1/\mu}} \right) \int_0^T \|e^{-tA}g\|_{L^2(\Omega)}^2 dt.$$  

Let us remark that the proof of [BP18, Theorem 2.1] does not require $S$ to be open, but merely to have positive measure as observed in [EV18].

In the applications we discuss below, the projectors $\pi_k$ will be spectral projectors corresponding to the operator $A$ and the dissipation estimate will hold automatically. Thus, the verification of the conditions of the theorem is again reduced to the verification of a spectral inequality.

In Theorem 4.13, the estimate on the control cost is again given in the form

$$C_T = \tilde{C} \exp \left( \frac{\tilde{C}}{T} \right), \quad T > 0$$  

(28)

for a non-explicit constant $\tilde{C}$. Note that this constant $C_T$ does not converge to zero as $T$ tends to $\infty$. In some situations, however, the constant can be strengthened to show this asymptotic behavior at large times. A step in this direction is [TT11, Theorem 1.2]. We note that there, more general control operators $B$ are considered, while $A$ is assumed to be a non-negative self-adjoint operator with purely discrete spectrum.

**Theorem 4.14** ([TT11, Theorem 1.2]). Let $A$ be a non-negative operator in $\mathcal{H}$ and let $B \in \mathcal{L}(\mathcal{U}, \mathcal{H}_\beta)$ for some $\beta \leq 0$, where $\mathcal{H}_\beta$ is the completion of $\mathcal{H}$ with respect to the scalar product

$$\langle x, y \rangle_{\mathcal{H}_\beta} = \left\langle (\text{Id} + A^2)^{\beta/2} x, (\text{Id} + A^2)^{\beta/2} x \right\rangle_{\mathcal{H}}.$$  

Assume that $A$ is diagonalizable, that $\{\phi_k: k \in \mathbb{N}\}$ is an orthonormal basis of eigenvectors with corresponding non-decreasing sequence of eigenvalues $\{\lambda_k: k \in \mathbb{N}\}$ such that $\lim_{k \to \infty} \lambda_k = \infty$. Assume furthermore that there exists $s \in (0, 1)$ such that for some $d_0, d_1 > 0$, we have

$$\forall\{a_k\}_{k \in \mathbb{N}} \in \ell^2(\mathbb{C}), \mu > 1, \quad \left( \sum_{\lambda_k \leq \mu} |a_k|^2 \right)^{1/2} \leq d_0 e^{d_1 \mu} \sum_{\lambda_k \leq \mu} a_k B^* \phi_k \|\mu.$$  

Then, the system

$$\dot{w} = -Aw + Bu, \quad w(0) = z$$  

(29)

is null-controllable in any time $T > 0$. Moreover, given $c > h^{gh} g^{-g^2 d_1^h}$, where $g = s/(1 - s), h = g + 1 = 1/(1 - s)$, the control cost satisfies

$$C_T \leq \tilde{C} T^{-1/2} e^{cTg}$$  

for a constant $\tilde{C}$ depending only on $d_0, d_1, c, \beta, s,$ and $\|B\|_{\mathcal{L}(\mathcal{U}, \mathcal{H}_d)}$.

Note that in Theorem 4.14 as well as in Theorem 4.15 below, the Duhamel formula (15), defining the mild solution of the system (29), now describes a function in the Hilbert space $\mathcal{H}_\beta$ whence also the semigroup $e^{-A}$ needs to be appropriately extended from $\mathcal{H}$ to $\mathcal{H}_\beta$, see e.g. [EN99, II.5.a] for details.

Theorem 4.14 shows that if $A$ has compact resolvent, then a spectral inequality with $C_{\text{comp}} = d_0 e^{d_1 \lambda^s}$ for all $\lambda \geq 0$ and some $s \in (0, 1)$ implies null-controllability in all times $T > 0$ with cost satisfying

$$C_T \leq \frac{C_1}{\sqrt{T}} \exp \left( \frac{C_2}{T^{1/\beta}} \right).$$  

(30)
Theorem 4.14. Assume that there are (where $\gamma > 0$).

Theorem 5.1. Let $A$ be a non-negative, self-adjoint operator in a Hilbert space $\mathcal{H}$ and $B \in \mathcal{L}(\mathcal{U}, \mathcal{H}_\beta)$ for some $\beta \leq 0$, where $\mathcal{U}$ is a Hilbert space and $\mathcal{H}_\beta$ is defined as in Theorem 4.14. Assume that there are $d_0 > 0$, $d_1 \geq 0$ and $s \in (0, 1)$ such that for all $\lambda > 0$ we have the spectral inequality (20) with $C_{ur}(\lambda) = d_0 e^{d_1 \lambda^s}$. Then for all $T > 0$, we have

$$\| e^{-AT} u_0 \|^2 \leq C^2_{\text{obs}} \int_0^T \| B^* e^{-AT} u_0 \|^2 \, dt$$

where

$$C^2_{\text{obs}} = \frac{C_1 d_0}{T} K^{C_2} \exp \left( C_3 \left( \frac{d_1 + (-\beta) C_4}{T^s} \right)^{1/2} \right)$$

with $K = 2d_0 e^{-\beta} \| B \| \mathcal{L}(\mathcal{U}, \mathcal{H}_\beta) + 1$.

Here $C_1$, $C_2$, $C_3$, and $C_4$ are constants which depend only on $s$.

5. Null-controllability of the heat and Schrödinger semigroups

In the previous Section 4, we have seen how uncertainty relations, respectively spectral inequalities, lead to null-controllability of abstract systems. In particular, Theorem 4.15 provides a very explicit estimate on the resulting control cost. We now combine this abstract result with the results of Sections 2 and 3 to deduce null-controllability of the heat equation on cubes and on $\mathbb{R}^d$ with so-called interior control and provide explicit estimates on the control cost. In particular, the cost will be explicitly given in terms of parameters which describe the geometry of the control set.

We start by examining the classical heat equation. Recall from Section 3 that $\Lambda_L = (-L/2, L/2)^d \subset \mathbb{R}^d$ for $L > 0$. Let $\Omega \in \{\Lambda_L, \mathbb{R}^d\}$. If $\Omega = \mathbb{R}^d$, then $\Delta$ denotes the self-adjoint Laplacian in $L^2(\mathbb{R}^d)$. If $\Omega = \Lambda_L$, then $\Delta$ denotes the self-adjoint Laplacian in $L^2(\Lambda_L)$ with Dirichlet, Neumann or periodic boundary conditions. Given a measurable $S \subset \mathbb{R}^d$, the controlled heat equation in time $[0, T]$ with control operator $B = \chi_S \mathcal{M}$ (this choice is also called interior control) is

$$\frac{\partial}{\partial t} u - \Delta u = \chi_S \mathcal{M} f, \quad u, f \in L^2((0, T) \times \Omega), \quad u(0, \cdot) = u_0 \in L^2(\Omega). \quad (31)$$

Note that by the above convention, the boundary conditions are fixed by the choice of the self-adjoint Laplacian. If $\Omega = \mathbb{R}^d$, the system (31) is null-controllable if and only if $S$ is a thick set, see [EV18, WWZZ19]. If $\Omega = \Lambda_L$, the system (31) is null-controllable if and only if $|\Lambda_L \cap S| > 0$, see [AEWZ14]. Furthermore, in [EV18], combining the spectral inequalities from Corollaries 2.7 and 2.11 with the technique by [BP18], cf. Theorem 4.13, the following estimate on the control cost is provided:

**Theorem 5.1.** Let $L > 0$, $\Omega \in \{\Lambda_L, \mathbb{R}^d\}$, $S \subset \mathbb{R}^d$ a $(\gamma, a)$-thick set with $a = (a_1, \ldots, a_d)$ and $\gamma > 0$. If $\Omega = \Lambda_L$, we assume that $0 \leq a_j \leq L$ for all $j = 1, \ldots, d$. Then, for every $T > 0$,
the system (31) is null-controllable in time $T$ with cost satisfying

$$C_T \leq C_1^{1/2} \exp \left( \frac{C_1}{2T} \right), \quad \text{where} \quad C_1 = \left( \frac{Kd}{\gamma} \right)^{K(d+\|a\|_1)},$$

(32)

where $K$ is a universal constant and $\|a\|_1 = \sum_{j=1}^d a_j$.

As discussed in Section 2, the spectral inequalities used in the proof of Theorem 5.1 have recently been extended in [Egi] to strips, see Remark 2.12. This has led in an analogous way to the following result which, to the best of our knowledge, is the first result of this kind dealing with an unbounded domain $\Omega$ that is not the whole of $\mathbb{R}^d$.

**Theorem 5.2 ([Egi]).** Let $L > 0$, $\Omega = (-L/2, L/2)^{d-1} \times \mathbb{R}$, $S \subset \mathbb{R}^d$ a $(\gamma, a)$-thick set with $\gamma > 0$, and $0 < a_j \leq L$ for all $j = 1, \ldots, d-1$. Then, for every $T > 0$, the system (31) with Dirichlet or Neumann boundary conditions is null-controllable in time $T$ with cost satisfying the bound (32).

Here, thickness of $S$ is again a necessary requirement for null-controllability (where obviously $S$ can be arbitrarily modified outside $\Omega$). We refer to [Egi] for more details.

In light of the discussion made in the previous section, the bound in Theorem 5.1 (and, of course, Theorem 5.2) can be strengthened if Theorem 4.13 in the last step of the proof is replaced by Theorem 4.15. For $\Omega \in \{\Lambda_L, \mathbb{R}^d\}$, this has been performed in [NTTVa, Täu18]:

**Theorem 5.3.** Let $L > 0$, $\Omega \in \{\Lambda_L, \mathbb{R}^d\}$, $S \subset \mathbb{R}^d$ a $(\gamma, a)$-thick set with $a = (a_1, \ldots, a_d)$ and $\gamma > 0$. If $\Omega = \Lambda_L$, we assume that $0 < a_j \leq L$ for all $j = 1, \ldots, d$. Then, for every $T > 0$, the system (31) is null-controllable in time $T$ with cost satisfying

$$C_T \leq \frac{D_1}{\gamma^{D_2 \sqrt{T}}} \exp \left( \frac{D_3 \|a\|_1^2 \ln^2(D_4 \gamma)}{T} \right),$$

(33)

where $D_1$ to $D_4$ are constants which depend only on the dimension.

**Proof.** By Corollaries 2.7 and 2.11 we have the spectral inequality

$$\forall E \geq 0, u \in \text{Ran} \chi(-\infty, E)(-\Delta) : \quad \|u\|^2_{L^2(\Omega)} \leq d_0 e^{d_1 \sqrt{E}} \|\chi_{S \cap \Omega} u\|^2_{L^2(\Omega)}$$

with

$$d_0 = \left( \frac{N_1}{\gamma} \right)^{N_2} \quad \text{and} \quad d_1 = N_3 \|a\|_1 \ln \left( \frac{N_1}{\gamma} \right),$$

where $N_1$, $N_2$, and $N_3$ are constants, depending only on the dimension. Theorem 4.15 together with the equivalence between null-controllability and final-state-observability, and the absorption of all universal constants into $D_1$ to $D_4$ yields the result.

**Remark 5.4.** In order to discuss the bound (33), let us first compare it to lower bounds on the control cost. For the controlled heat equation (31) with open $S$ it is known that the control cost grows at least proportional to $\exp(C/T)$ as $T$ tends to zero unless $S = \Omega$, see e.g. [FZ00, Mii04]. Thus, the $T$-dependence (33) is optimal in the small time regime.

On the other hand, the $T^{-1/2}$ term will dominate for large $T$. This is also optimal. One way to see this is to study the ODE system

$$\begin{cases}
y'(t) = Cf(t), & y, f \in L^2((0, T), \mathbb{C}), \\
y(0) = y_0 & \in \mathbb{C}
\end{cases}$$

the control cost of which can be explicitly computed and is $C/\sqrt{T}$ in time $T$ for every $T > 0$. This also shows that the minimal possible lower bound on the control cost in time $T$ of abstract controlled systems as in (14) is of order $T^{-1/2}$. This argument can be slightly generalized to show that this lower bound holds in fact for all systems of the form (14),
see [NTTVa] for details. We conclude that the control cost in time $T$ is lower bounded by $C/\sqrt{T}$ for all $T > 0$ for some constant $C$.

An interesting limit is the homogenization limit of the control set where the parameter $a$ tends to zero while the parameter $\gamma$ remains constant. This corresponds to requiring an equidistribution on finer and finer scales $a$ while keeping the overall density $\gamma$ constant. We see that the exponential term, which is characteristic for the heat equation with control operator $B = \chi_{S'\Omega}$ where $S \subset \Omega, S \neq \Omega$, is annihilated. On the other hand the $1/\sqrt{T}$ factor, which is universal in the class of abstract linear control systems, remains unaffected. This limit can be interpreted as the control cost of the system with weighted full control, i.e. where $\chi_S$ has been replaced by $c_\gamma \chi_\Omega$ with a $\gamma$-dependent constant $c_\gamma \in (0,1]$.

Now we study the heat equation with non-negative potential or homogeneous source term. Instead of considering thick control sets $S \subset \mathbb{R}^d$, we will restrict our attention to a special geometric setting, namely to equidistributed unions of $\delta$-balls. Recall the notation from Section 3: If $G > 0$, $\delta \in (0, G/2)$, and $Z$ is a $(G, \delta)$-equidistributed sequence then

$$S_{\delta,Z} = \bigcup_{j \in (GZ)^d} B(z_j, \delta).$$

Let $L \geq G$ and $\Omega \in \{\Lambda_L, \mathbb{R}^d\}$. For a non-negative $V \in L^\infty(\Omega)$ the controlled heat equation in time $[0, T]$ with interior control in $S_{\delta,Z} \cap \Omega$ is

$$\frac{\partial}{\partial t} u - \Delta u + Vu = \chi_{S_{\delta,Z} \cap \Omega} f, \quad u \in L^2((0, T) \times \Omega), \quad u(0, \cdot) = u_0 \in L^2(\Omega). \tag{34}$$

In [NTTV18], Theorem 3.6 and Miller’s Theorem 4.11 were combined to prove:

\textbf{Theorem 5.5.} There exists $T' > 0$, depending on $G$, $\delta$, and $\|V\|_\infty$ such that for all $T \leq T'$, the system (34) is null-controllable in time $T$ with cost $C_T$ satisfying

$$C_T \leq 2 \left( \frac{G}{\delta} \right)^{K(1+G^{4/3}\|V\|_\infty^{2/3})} \exp \left( \frac{\ln^2(\delta/G)(KG + 4/\ln(2))^2}{T} \right)$$

with a dimension-dependent $K$.

Again we can improve this bound by replacing Theorem 4.11 with a more suitable estimate. Furthermore, certain unbounded domains can be treated as well. More precisely, combining Theorems 3.7 and 4.15, we obtain analogously to Theorem 5.3 the following result.

\textbf{Theorem 5.6.} Let $G > 0$, $0 < \delta < G/2$, $Z$ a $(G, \delta)$-equidistributed sequence, $L \geq G$, and $\Omega \in \{\Lambda_L, \mathbb{R}^d\}$. Then, for every $T > 0$, the system (34) is null-controllable in time $T$ with cost satisfying

$$C_T \leq \frac{D_1}{\sqrt{T}} \left( \frac{G}{\delta} \right)^{D_2(1+G^{4/3}\|V\|_\infty^{2/3})} \exp \left( \frac{D_3G^2\ln^2(\delta/G)}{T} \right). \tag{35}$$

where $D_1, D_2, D_3$ are constants which depend only on the dimension.

Theorem 5.6 improves upon Theorem 5.5 since it allows for all times $T > 0$ and since the argument of the exponential term is now of order $G^2$ as $G \to 0$, which is optimal.

The difference between Theorems 5.3 and 5.6 is that Theorem 5.3 allows for more general control sets, while Theorem 5.6 treats Schrödinger operators with non-negative potential instead of the pure Laplacian.

\textbf{Remark 5.7.} By the same arguments as in Remark 5.4, we see that the asymptotic $T$-dependence in Theorem 5.6 is optimal. Homogenization of the control set now corresponds to $G, \delta \to 0$ with $\delta/G = \rho$ for some $\rho \in (0, 1/2)$. In the limit, the upper bound in (35) tends to

$$\frac{D_1}{\sqrt{T}} \rho^{D_2}.$$
We see that homogenization not only annihilates the term \(\exp(C/T)\) which is characteristic for the heat equation, but also the influence of a non-negative potential \(V\) on the control cost estimate disappears.

Furthermore, the dependence of the exponential term on the parameter \(G\) in (35) is optimal. This can best be seen in the special case \(V = 0\) by comparing it to a lower bound on the control cost in terms of the geometry deduced in [Mil04]. In fact, for the heat equation on smooth, connected manifolds \(\Omega\) with control operator \(B = \chi_S\) for an open \(S \subset \Omega\) it is proved in [Mil04] that the control cost \(C_T\) in time \(T\) satisfies

\[
\sup_{B_\rho \subset \Omega \setminus S} \rho^2 / 4 \leq \liminf_{T \to 0} T \ln C_T.
\]

Ineq. (35) on the other hand implies

\[
\limsup_{T \to 0} T \ln C_T \leq D_3 G^2 \ln^2(\delta/G).
\]

Thus, we complement the lower bound in (36) by an upper bound. More precisely, for a \((G, \delta)\)-equidistributed sequence \(Z\), it is clear that the complement of \(S_{G,\delta}\) (in \(\Lambda_L\) or \(\mathbb{R}^d\), respectively) always contains a ball of radius

\[
\rho = \frac{1}{2} \left( \frac{G}{2} - \delta \right) = G \frac{1 - 2\delta/G}{4} \quad \text{whence} \quad G \frac{1 - 2\delta/G}{4} \leq \sup_{B_\rho \subset \Omega \setminus S_{G,\delta}} \rho.
\]

Combining this with (36) and (37), we find

\[
G^2 \frac{(1 - 2\delta/G)^2}{64} \leq \sup_{B_\rho \subset \Omega \setminus S_{G,\delta}} \rho^2 / 4 \leq \liminf_{T \to 0} T \ln C_T \leq \limsup_{T \to 0} T \ln C_T \leq D_3 G^2 \ln^2(\delta/G).
\]

If we perform the limit \(G \to 0\) or \(G \to \infty\), respectively, while keeping \(\delta/G\) constant, this reasoning shows that the factor \(G^2\) in the exponential term in (35) is optimal.

**Remark 5.8.** So far, we only used the fact that \(V \geq 0\). If however, we have \(V \geq \kappa > 0\), then the control cost should decay proportional to \(\exp(-\kappa T)\) at large times. This can be seen by modifying the construction of the null-control, see [Täu18, NTTVa].

Conversely, if we only have \(V \in L^\infty\), but \(\inf V < 0\), then the situation might become even more interesting. In fact, the relevant quantity is \(\min \sigma(-\Delta + V)\). If \(\min \sigma(-\Delta + V) < 0\), then the semigroup \(\exp((\Delta - V)t)\) will be non-contractive and the control cost with be bounded away from zero uniformly for all times \(T > 0\). This situation can also be studied by an appropriate generalization of the above arguments, see [Täu18, NTTVa].

**Remark 5.9.** One can also study the fractional heat equation for \(\theta \in (1/2, \infty)\):

\[
\frac{\partial}{\partial t} u + (-\Delta)^\theta u = \chi_{S \cap \Omega} f, \quad u, f \in L^2((0, T) \times \Omega), \quad u(0, \cdot) = u_0 \in L^2(\Omega)
\]

and deduce an estimate on the control cost. Here, again \(\Omega \in \{\Lambda_L, \mathbb{R}^d\}\), and \(S\) is a \((\gamma, a)\)-thick set such that \(0 < a_j \leq L\) for all \(j = 1, \ldots, d\) in case \(\Omega = \Lambda_L\). It is known that the fractional heat equation on one-dimensional intervals is null-controllable if and only if \(\theta > 1/2\), see [MZ06]. In order to deduce a control cost estimate, it suffices to deduce an uncertainty relation for the operator \((-\Delta)^\theta\). For that purpose, we estimate using the transformation formula for spectral measures, cf. [Sch12, Prop. 4.24], and the uncertainty relation for the pure Laplacian in Corollaries 2.7 and 2.11

\[
\|\chi_{(-\infty, \lambda]}(-\Delta)^\theta u\|_{L^2(\Omega)}^2 = \|\chi_{(-\infty, \lambda^{1/\theta}]}(-\Delta)u\|_{L^2(\Omega)}^2 \leq \|\chi_{(\lambda^{1/\theta}, \infty]} (-\Delta)u\|_{L^2(\Omega)}^2 \leq d_0 e^{d_1(1/2^\theta)} \|\chi_S \cdot \chi_{(-\infty, \lambda^{1/\theta}]}(-\Delta)u\|_{L^2(\Omega)}^2 \leq d_0 e^{d_1(1/2^\theta)} \|\chi_S \cdot \chi_{(-\infty, \lambda]}(-\Delta)^\theta u\|_{L^2(\Omega)}^2
\]
for all \( \lambda \geq 0 \) and all \( u \in L^2(\Omega) \) where
\[
d_0 = \left( \frac{N_1}{\gamma} \right)^{N_2} \quad \text{and} \quad d_1 = N_3 ||a||_1 \ln \left( \frac{N_1}{\gamma} \right),
\]
with constants \( N_1, N_2, \) and \( N_3, \) depending only on the dimension. Combining (39) and Theorem 4.15, we obtain the following result.

**Corollary 5.10.** Let \( \theta \in (1/2, \infty), \) \( \Omega \in \{ \Lambda_L, \mathbb{R}^d \}, \) and \( S \) be a \((\gamma, \alpha)\)-thick set such that, in case \( \Omega = \Lambda_L, \) \( 0 < a_j \leq L \) for all \( j = 1, \ldots, d. \) Then the system (38) is null-controllable in any time \( T > 0 \) with cost satisfying
\[
C_T \leq \frac{D_1}{\gamma D_2 \sqrt{T}} \exp \left( \frac{D_3 (||a||_1 \ln (D_1/\gamma))^{2\theta}}{T^{2\theta - 1}} \right)
\]
for constants \( D_1, \ldots, D_4, \) depending only on \( \theta > 1/2 \) and on the dimension.

6. Convergence of solutions along exhausting cubes

In this section we review certain approximation results which have been indicated in [EV18] and spelled out with proofs in [SV20]. They describe how controllability problems on unbounded domains can be approximated by corresponding problems on a sequence of bounded domains. Since these results apply to a larger class of Schrödinger operators than discussed so far, we will introduce them first.

Let \( \Omega \subset \mathbb{R}^d \) be an open set and \( \Lambda_L := (-L/2, L/2)^d \) with \( L \geq 0 \) as before. Let \( V : \mathbb{R}^d \to \mathbb{R} \) be a potential such that \( V_+ := \max(V, 0) \in L^1_{\text{loc}}(\Omega) \) and \( V_- := \max(-V, 0) \) is in the Kato class; see, e.g., [CFKS87, Section 1.2] for a discussion of the Kato class in \( \mathbb{R}^d. \) Under these hypotheses, one can define the Dirichlet Schrödinger operators \( H_\Omega \) and \( H_L = H_{\Omega \cap \Lambda_L} \) as lower semi-bounded self-adjoint operators on \( L^2(\Omega) \) and \( L^2(\Omega \cap \Lambda_L), \) respectively, associated with the differential expression \(-\Delta + V\) via their quadratic forms, with form core \( C^\infty_c(\Omega) \) and \( C^\infty_c(\Omega \cap \Lambda_L), \) respectively. For details of this construction we refer to [CFKS87, Section 1.2], [HS04, Section 2], and the references therein. In fact, our arguments apply to Schrödinger operators incorporating a magnetic vector potential as well, see [SV20] for details.

Since we want to compare operators defined on two different Hilbert spaces, namely \( L^2(\Omega) \) and \( L^2(\Omega \cap \Lambda_L), \) we need a notion of extension. Corresponding to the orthogonal decomposition \( L^2(\Omega) = L^2(\Omega \cap \Lambda_L) \oplus L^2(\Omega \setminus \Lambda_L), \) we identify \( H_L \) with the direct sum \( H_L \oplus 0 \) on \( L^2(\Omega). \) Consequently, the subspace \( L^2(\Omega \cap \Lambda_L) \subset L^2(\Omega) \) is a reducing subspace for the self-adjoint operator \( H_L \) on \( L^2(\Omega). \) Hence, the exponential \( e^{-tH_L} = e^{-tH_L} \oplus I \) for all \( t \geq 0 \) decomposes as well; see, e.g., [Sch12, Definition 1.8] and [Wei00, Satz 8.23]. In particular, \( e^{-tH_L} \) is a bounded self-adjoint operator on \( L^2(\Omega), \) and \( e^{-tH_L} f = 0 \) on \( \Omega \setminus \Lambda_L \) for all \( f \in L^2(\Omega \cap \Lambda_L). \)

6.1. Approximation of semigroups based on an exhaustion of the domain. An important tool in what follows is an approximation result for Schrödinger semigroups. It applies to a sequence of semigroups, all of the same type, but defined on different domains.

**Lemma 6.1 ([SV20]).** Let \( R > 0, \) \( u_0 \in L^2(\Omega \cap \Lambda_R) \subset L^2(\Omega), \) and \( t > 0. \) Then, there exists a constant \( C = C(t, d, V_-) > 0 \) such that for every \( L \geq 2R \) one has
\[
\| (e^{-tH_\Omega} - e^{-tH_L}) u_0 \|^2_{L^2(\Omega)} \leq C \exp \left( \frac{-L^2}{32t} \right) ||u_0||^2_{L^2(\Omega)}.
\]

The lemma implies that for every \( t > 0 \) the exponential \( e^{-tH_L} \) converges strongly to \( e^{-tH_\Omega} \) as \( L \to \infty. \) Moreover, it exhibits a very explicit error bound if the support of the function \( u_0 \) is located inside some cube. However, for what we present here the qualitative statement on strong convergence will be all what we will use.
6.2. Continuous dependence on inhomogeneity. In the applications we have in mind, the above approximation estimate for a sequence of semigroups needs to be complemented by an approximation result with respect to change of the right-hand side of the partial differential equation and truncation of the initial datum. This is presented next in a more general framework.

Let $\mathcal{H}$ and $\mathcal{U}$ be Hilbert spaces, and let $T > 0$. Recall (cf. Section 4 above) that given a lower semi-bounded self-adjoint operator $A$ on $\mathcal{H}$, a bounded operator $B: \mathcal{U} \to \mathcal{H}$, $u_0 \in \mathcal{H}$, and $f \in L^2((0,T),\mathcal{U})$, the continuous function $u: [0,T] \to \mathcal{H}$ with

$$u(t) = e^{-tA}u_0 + \int_0^t e^{-(t-s)A}Bf(s)ds$$

is called the mild solution to the abstract Cauchy problem

$$\frac{\partial}{\partial t} u(t) + Au(t) = Bf(t) \quad \text{for} \quad 0 < t < T, \quad u(0) = u_0.$$

Lemma 6.2 ([SV20]). Let $A, A_n, n \in \mathbb{N}$, be lower semi-bounded self-adjoint operators on the Hilbert space $\mathcal{H}$ with a common lower bound $a \in \mathbb{R}$. Assume that $(e^{-tA})_n$ converges strongly to $e^{-tA}$ for all $t > 0$. Let $B, B_n, n \in \mathbb{N}$, be bounded operators from $\mathcal{U}$ to $\mathcal{H}$ such that $(B_n)_n$ and $(B^*_n)_n$ converge strongly to $B$ and $B^*$, respectively. Moreover, let $(u_0)_n$ be a sequence in $\mathcal{H}$ converging in norm to some $u_0 \in \mathcal{H}$. Let $f, f_n \in L^2((0,T),\mathcal{U}), n \in \mathbb{N}$. Denote by $u$ and $u_n$, $n \in \mathbb{N}$, the mild solutions to the abstract Cauchy problems

$$\frac{\partial}{\partial t} u(t) + Au(t) = Bf(t) \quad \text{for} \quad 0 < t < T, \quad u(0) = u_0,$$

and

$$\frac{\partial}{\partial t} u_n(t) + A_n u_n(t) = B_n f_n(t) \quad \text{for} \quad 0 < t < T, \quad u_n(0) = u_0,n,$$

respectively.

(a) If $(f_n)_n$ converges to $f$ in $L^2((0,T),\mathcal{U})$, then $(u_n(t))_n$ converges to $u(t)$ in $\mathcal{H}$ for all $t \in (0,T]$. Moreover, $(u_n)_n$ converges to $u$ in $L^2((0,T),\mathcal{U})$.

(b) If $(f_n)_n$ converges to $f$ weakly in $L^2((0,T),\mathcal{U})$, then $(u_n(t))_n$ converges to $u(t)$ weakly in $\mathcal{H}$ for all $t \in (0,T]$. Moreover, the sequence $(u_n)_n$ converges to $u$ weakly in $L^2((0,T),\mathcal{H})$.

If the sequence $(f_n)_n$ consists of null-controls as in Definition 4.1, then this property is inherited by the limit $f$, more precisely:

Corollary 6.3. If in the situation of Lemma 6.2 the sequence $(f_n)_n$ converges to $f$ weakly in $L^2((0,T),\mathcal{U})$ and for every $n$ one has $u_n(T) = 0$, then also $u(T) = 0$.

6.3. Construction of controls via exhaustion of the domain. In certain situations it may be easier to infer (or is already known) that a certain variant of the heat equation exhibits a null-control provided the domain of the problem is bounded. With the operators $H_L$ and $H_G$ introduced above we present a criterion how one can infer the existence of a null-control of the corresponding problem on an unbounded domain.

Theorem 6.4 ([SV20]). Let $S \subset \mathbb{R}^d$ be measurable, $\tilde{u} \in L^2(\Omega)$, and $(L_n)_n$ a sequence in $(0,\infty)$ with $L_n \nearrow \infty$ as $n \to \infty$. Let $f_n \in L^2((0,T),L^2(\Omega \cap \Lambda_{L_n} \cap S))$ for each $n \in \mathbb{N}$ be a null-control for the initial value problem

$$\frac{\partial}{\partial t} u(t) + H_{L_n} u(t) = \chi_{\Omega \cap \Lambda_{L_n} \cap S} f_n(t) \quad \text{for} \quad 0 < t < T, \quad u(0) = \chi_{\Omega \cap \Lambda_{L_n}} \tilde{u},$$

and $u_n$ the corresponding mild solution.

Suppose that $(f_n)_n$ converges weakly in $L^2((0,T),L^2(\Omega))$ to some function $f$. Then, $f$ is a null-control for

$$\frac{\partial}{\partial t} u(t) + H_G u(t) = \chi_{\Omega \cap S} f(t) \quad \text{for} \quad 0 < t < T, \quad u(0) = \tilde{u},$$

(41)
and the corresponding mild solution is the weak limit of \((u_n)_n\) in \(L^2((0,T),L^2(\Omega))\).

The above theorem is based on Lemma 6.2 in the situation \(U = H = L^2(\Omega)\) with \(A = H_\Omega\), \(A_n = H_{\Lambda_n}\), \(B = \chi_{\Omega \cap S}\), and \(B_n = \chi_{\Omega \cap \Lambda_n \cap S}\). In this case, due to the discussion before Definition 4.7, the null-controls for (40) and (41) can indeed be assumed to be supported in \(\Omega \cap S\) and \(\Omega \cap \Lambda_n \cap S\), respectively.

Note that if the null-controls \(f_n\) in Theorem 6.4 are uniformly bounded, that is,
\[
\|f_n\|_{L^2((0,T),L^2(\Omega \cap \Lambda_n \cap S))} \leq c \quad \text{for all} \quad n \in \mathbb{N}
\]  
for some constant \(c > 0\), then \((f_n)_n\) has a weakly convergent subsequence with limit in \(L^2((0,T),L^2(\Omega \cap S))\). Theorem 6.4 can then be applied to every such weakly convergent subsequence, and the corresponding weak limit \(f\) of the subsequence of \((f_n)_n\) automatically satisfies the bound
\[
\|f\|_{L^2((0,T),L^2(\Omega \cap S))} \leq c.
\]  

This leads to the following corollary to Theorem 6.4.

**Corollary 6.5.** Let \(S \subset \mathbb{R}^d\) be measurable, \(\bar{u} \in L^2(\Omega)\), and \((L_n)_n\) a sequence in \((0,\infty)\) with \(L_n \not\to \infty\) as \(n \to \infty\). Let \(f_n \in L^2((0,T),L^2(\Omega \cap \Lambda_n \cap S))\) for each \(n \in \mathbb{N}\) be a null-control for the initial value problem (40), and let \(u_n\) be the corresponding mild solution.

Assume that there is a constant \(c \in \mathbb{R}\) such that (42) holds. Then there exists a subsequence of \((f_n)_n\) which converges weakly to a null-control \(f \in L^2((0,T),L^2(\Omega \cap S))\) for (41), satisfying (43) as well. The mild solution \(u\) associated to (any such weak accumulation point) \(f\) is the weak limit of the corresponding subsequence of \((u_n)_n\) in \(L^2((0,T),L^2(\Omega))\).

As discussed in previous sections, the control cost estimate (42) can be inferred by a final state observability estimate. Consequently, a scale-free uncertainty principle or spectral inequality, as formulated in Theorem 2.8 or Theorem 3.6, leads not only to control cost estimates on a sequence of bounded cubes \(\Lambda_L\) but also to the limiting domain \(\Omega \subset \mathbb{R}^d\). This means that results like Theorem 5.1 or Theorem 5.6 (for \(\Omega = \mathbb{R}^d\)) could be obtained by a (partially) alternative method, where one performs hard analysis for partial differential equations only on bounded domains and then invokes operator theoretic methods to lift the results to unbounded domains. For details see [SV20].
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