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Abstract

This study looks at population response to government containment strategies during initial stages of the COVID-19 pandemic in four high-trust Northern European countries—Denmark, Germany, the Netherlands, and Sweden—with special emphasis on expressions of governmental trust. Sentiment analysis and topic modeling analysis were performed using Twitter data from three phases during the initial European lockdown, and results were compared over time and between countries. Findings show that, in line with existing theory, assertive crisis responses and proactive communication were generally well-received, whereas tentative crisis responses or indications by the authorities that the crisis was manageable were generally met with suspicion. In addition, while government support was high in all countries during the height of the crisis, messages critical of the government as well as conspiracy theories were nevertheless widely circulated. Importantly, countries with the least assertive strategies, rather than clear negative responses, saw heightened polarization of sentiment in the population. Furthermore, in the case of Sweden, a laissez-faire strategy was generally accepted by the population, despite strong criticism from other countries, until mortality rates started to rise. Possible explanations for these findings are discussed with an emphasis of prior trust as a potential explanatory factor. Future research should seek to replicate these findings in other countries with different levels of prior governmental trust or with a different severity of the COVID-19 outbreak than the countries in this study as well as triangulate the findings of this study using alternative methods.

Introduction

When COVID-19 hit Europe in early 2020, political leaders were faced with a challenge without political precedence [1]. The novel coronavirus was spreading with a rapidity and on a scale not seen since the 1918 Spanish Flu [2, 3]. Its lethality was yet unknown, as was
its mode of infection [4, 5]. There were no known cures, treatment options, or prophylaxes. In short, European societies were faced with major impending social disruption. If political leaders put their countries into quarantine, numerous bankruptcies, mass unemployment, and economic recession loomed on the horizon, all without any guarantee of effectiveness [6–10]; if they did nothing, millions of people could die or suffer long-term injury. With no manual on how to maneuver the pandemic, individual countries were forced to decide the best approach for themselves; in consequence, 2020 saw numerous examples of countries, which, while historically, culturally, and socioeconomically similar, adopted markedly different strategies [11].

Previous epidemics have shown that population compliance with government restrictions can make or break outbreak containment efforts. We also know that one of the major determinants in how well citizens comply with government recommendations is trust [12–15]. So how can we understand the different trajectories of countries which are generally considered “high-trust” countries [16, 17]? While existing studies have exemplified the potential of social media data to capture public sentiments and concerns [18, 19], cross-national studies are scarcer. This paper examines how citizens in four high-trust countries–Denmark, Germany, the Netherlands, Sweden–addressed authorities on Twitter during the COVID-19 pandemic. Thus, the aim of the paper is to analyze the discourses surrounding governmental authorities during the initial stages of the COVID-19 pandemic in four Northern European countries with very different outbreak containment strategies and scrutinize these discourses for notions of trust. The study bases itself on Twitter data from three phases during the initial outbreak, which mark the initial presence of the virus ((from the day of the first Covid-19 case (respective to each country) until March 10, 2020), the beginning of the pan-European lockdown (March 11–25, 2020), and after the lockdown had been in place for a month (April 11–25, 2020). These three phases, then, should be informative with regards to public response to political leaders as the pandemic threat became visible, as the political leaders responded (or did not respond) to the threat, and when the consequences of the political response started to become apparent and/or fatigue with the restrictions set in. The analysis is performed by employing sentiment analysis and topic modeling analysis.

Population sentiment toward political authorities may be difficult to measure in crisis situations, either because the urgency of the situation makes surveys or interviews less feasible, or–such as in the case of the COVID-19 pandemic–quickly outdated. By the time a survey has been constructed and distributed, people’s sentiments may have changed [13]. By performing sentiment analysis on Twitter data, it is possible to identify developments in sentiment—that is, the positive or negative valence of attitude—at very specific points in time. In the same way, topic modeling analysis makes it possible to identify which topics—and thus, which general discourses—are prominent on Twitter in the wake of specific political events [20].

We illustrate how big data analysis can contribute to facing societal challenges in a time of crisis. The article will inform the field of disaster research on how high-trust countries respond to different outbreak containment strategies. The findings will lay the groundwork for further studies investigating public response to government regulations during the COVID-19 pandemic, and they may inform research into public compliance both in relation to the COVID-19 pandemic specifically and to epidemics in general. In addition, the findings may assist policymakers in better anticipating and preempting public backlash to certain strategies in the future. These types of investigations are increasingly important, as the ever-increasing interconnectedness of the global community makes disaster events like the COVID-19 pandemic likely to occur at a higher frequency than has historically been the case [3, 21–24].
Theoretical background
Disaster sociology and the role of authorities during disasters

Within the context of large disasters, the importance of population compliance with government regulation is difficult to overstate. According to contemporary disaster research, the main characteristic of a disaster is the social disruption it causes: a level 12 tsunami hitting an unpopulated shore is unlikely to be designated a disaster, as is the seasonal influenza, which, despite an annual global death count of around 650,000, thus surpassing most singular catastrophic events, nevertheless causes no significant disruption to social macrosystems [25, 26]. And, while there is no denying that external instigators of disasters may cause considerable damage, this holds no less true of the resulting social disruption, as uncertainty as to how to navigate the changed circumstances causes a coordination deficit in society, which may prompt people to act in unpredictable ways [26–28].

Despite populations generally being willing to make sacrifices to navigate safely through a crisis, this does not necessarily imply they adhere to the recommendations made by the political authorities in charge. Non-compliance may occur for a variety of reasons, whether through conflicting social obligations, opportunist reasoning, or simply through distrust toward authorities–or even anti-authoritarian sentiments [29]. The issue of trust, in particular, becomes salient when disaster strikes. While political authorities are able to base their judgments of crisis situations on vast knowledge resources, whether through expertise or access to privileged information, citizens are limited, both in their access to knowledge resources, and in disposable time to inspect such resources. This leaves citizens at an information deficit, ultimately forcing them to base their judgments of the situation on their trust in the political authorities providing them with trustworthy information rather than on the information itself (Tampere et al., 2016, pp. 418f). For example, in a 2011 survey study based on the European Values Study, it was found that individuals with a low level of political trust are much more accepting of law non-compliance than those with high levels of political trust [17]. In a US study on people’s hypothetical acceptance of mandatory vaccinations and quarantine in the event of a smallpox bioterror attack, it was found opponents of such measures were deeply distrustful of the government, expecting power abuses, discrimination, and general unpreparedness [14]. It is thus imperative for both social scientists and policy makers to take an interest in the thoughts and feelings prevalent in the population–especially, when these thoughts and feelings are an expression of varying levels of trust in political authorities.

According to Boin et al. [30], three factors determine the credibility of authorities during a crisis: prior trust, the initial response, and the timing of messages. Trust in authorities prior to a disaster is a major determinant in how initial crisis communication is received in the population since it forms the baseline of trust. The initial response is important in that it signals the capacity and willingness of authorities to handle the situation (see also [31]). During times of crisis, the population expects political authorities to take a dominant and active role in crisis management and to give guidance and direction [32]. The population may even be more forgiving of an exaggerated strategy than an insufficient one [30]. At the same time, if authorities downplay the gravity of a crisis or overplay their ability to solve the crisis, this type of rhetoric may initially be received positively, but could ultimately result in failed expectations [30] leading to frustration and disorientation in the short term and potential generalized distrust in the long term [30, 32, 33]. Furthermore, a lack of guidance and direction may lead citizens to seek out information from other sources, which are often faster and more comprehensive–especially in the case of social media–but less reliable. Citizens turning to alternative information sources could thus increase non-compliance [32, 34–38]. Lastly, the timing of messages is of considerable importance. Overdue crisis information may lead to accusations of “covering up
the truth”, or it may simply cause authorities to lose momentum (see also [39, 40]). Rather than softening the blow of crisis communication through unfounded positivity or the withholding of information, research indicates that openness about the risk surprisingly helps to reduce perceived risk in the population [39, 41, 42]. In addition, giving the population concrete directions on how to stay safe may limit the negative impact of the risk communication and help people feel more in control of the situation [41, 42].

In summary, research shows that political authorities managing a crisis should be transparent surrounding risk, take a dominant and active role in crisis management, and give concrete directions to give citizens a sense of control. Should the authorities fail to do this, they run the risk of the population developing distrust toward them and seeking out alternative information sources, which may lead to lower compliance with government measures and behavioral recommendations.

**Social media data and natural language processing in disaster research**

Social media have gained considerable popularity as a measure of public sentiment in recent years. While mass media like newspapers and news broadcasts have traditionally been used as indicators of prominent public discourse, they also have clear agenda-setting and gatekeeping functions; mass media-based findings on public discourses may thus indicate what news outlets consider important to the population rather than what the population itself considers important [43, 44]. Compared to the top-down communication of mass media, the direct bottom-up nature of social media allows researchers to study political information and discourses outside of institutional frameworks [45–48].

Social media research also provides improved research opportunities for disaster and health researchers. One of the main challenges of disaster research concerns restrictions in both timing and access: disaster events tend to happen suddenly and rapidly, limiting the amount of time researchers have to plan out their studies and gather data. And even when the researchers are onsite, the access to implicated individuals is often restricted and may change suddenly [49]. Social media posts, on the other hand, are often posted, not only immediately in the wake of disaster events, but as responses to the events, and their accessibility, as a rule, hinges on neither the geographical location of the researcher nor the date at which the data is collected [50–53]. As such, researchers may gain a unique insight into people’s thoughts and feelings at the time of occurrence of a disaster event, even when the data is gathered sometime in the future [54, 55].

Also in the domain of health have research tweets been used by epidemiologists to track the spread of diseases such as flu and dengue fever [20]. In recent years, opinion mining techniques in social research has provided researchers with even more opportunities to utilize social media. Natural Language Processing techniques (henceforth: NLP techniques) allow researchers to extract information about the thoughts and feelings present in a text corpus, or about social and semantic networks. For example, Pruss et al. [56] applied topic modelling to gain insights in how the Zika disease was discussed during the outbreak in the Americas in 2015. Insights from such work are similar to those traditionally found in qualitative social research, but the large quantities of data that NLP techniques can process lend to the method a higher level of generalizability as well as allowing for a more quantitative approach.

**Outbreak containment strategies during the COVID-19 pandemic in Northern Europe**

On March 11th, 2020, COVID-19 was declared a pandemic by the WHO. Due to the unfamiliarity of the situation, the four Northern European countries Denmark, Germany, the
Netherlands, and Sweden, despite being culturally and sociostructurally similar, were seen implementing highly divergent strategies. Statistical data consistently shows these four countries to have a high level of population trust in their political authorities [17, 57–62]; as such, these four countries provide a valuable case study of the effects of different containment strategies on public opinion in high-trust countries. Below we summarize their diverging strategies (for details see S1 Appendix: Timelines (by country)).

The Danish strategy was by far the most assertive strategy of the four: it introduced a total lockdown only a day after the WHO classified Covid-19 as a pandemic (March 12th). The goal of the containment strategy was to limit the spread until the development of a vaccine or more effective treatment options than were available at the time [63]. During the lockdown, the government enjoyed support both from a nigh united parliament and from the population at large [64, 65]. Overall, Denmark managed to contain the virus throughout with intensive care units running below capacity throughout [66].

Although Germany was one of the first European countries to be hit by the COVID-19 outbreak [67, 68], Germany only began to introduce containment measures after the WHO declared COVID-19 a global health pandemic on March 11th [69]. From this point onwards, however, the German strategy quickly evolved in a similar direction to the Danish strategy. Germany has the highest number of acute care beds per 1000 people in Europe and performed extensive testing, and as a result, saw low fatality rates throughout the period of this study [70, 71].

The Dutch government initially dubbed the Dutch strategy “intelligent lockdown”, aiming to flatten the curve of infection, while at the same time allowing for herd immunity to take hold [72]. In concrete terms, this mean that the Netherlands introduced outbreak containment measures in several steps and only when deemed necessary [73]. Between March 15th and March 23rd, the Dutch strategy became stricter, changing from a model akin to the Swedish model to becoming more similar to the strategies of Denmark and Germany [74, 75]. Nevertheless, the Netherlands had a high ratio of infected citizens and at one point had to send COVID-19 patients to Germany for treatment due to insufficient intensive care equipment [76, 77].

The Swedish containment strategy was the least restrictive of the four countries, emphasizing voluntariness and maintaining individual responsibility as a cornerstone of limiting the spread [78, 79]. Rather than attempting to stop the spread of the virus completely, the Swedish strategy aimed to contain the negative consequences of the outbreak with a special emphasis on keeping society up and running, and, as such, Sweden had no lockdown comparable to those of the other countries [79]. Sweden saw high infection rates with retirement homes in the Stockholm area being hit particularly hard, although state epidemiologist and head of the COVID-19 outbreak containment strategy, Anders Tegnell, generally maintained that the Swedish strategy was more sustainable in the long run, especially if a second wave of infection should occur [80, 81].

**Methodology**

This study maps discourse on Twitter related to governmental COVID-19 strategies in the four Northern-European high-trust countries of Denmark, Germany, the Netherlands and Sweden during the first wave of COVID-19. For the purposes of this study, the first wave is defined as the period between January 27 2020, marking the date of occurrence of the first case in Germany, and April 25 2020, a month and a half after the WHO declaration of COVID-19 as a pandemic and the point. Within the first wave, three phases are analyzed, describable as 1) the first occurrences of cases of COVID-19 in the countries investigated, 2) the initial weeks of lockdowns, and 3) the period, during which the countries investigated began to lift restrictions (see section Data collection for additional details). Twitter discourse is mapped by way of two
natural language processing (NLP) techniques: sentiment analysis and topic modeling analysis. First, general Twitter sentiment was measured by conducting sentiment analysis on Tweets from each phase within each individual country. Second, topic modeling analysis was conducted to inform the sentiment analysis by identifying prevalent Twitter discourses within each country during each of the three phases.

The use of Twitter data for research purposes is generally considered to be ethical practice due to the public nature of Twitter as a platform. Furthermore, as our method of data retrieval does not include metadata, users may not be personally identified based on the contents of the datasets analyzed in this study. To provide an extra layer of protection, usernames have been removed from the datasets published together with this article.

Data collection

Data was collected from the social media platform Twitter. The ethics of treating social media as public spaces has long been debated in the scientific community [82–84], and, while the distinction between public and private space is a lot less clearly defined online than in offline settings, there is general consensus among social media researchers that Twitter users do perceive Twitter as an unequivocally public space [85–87]; for this reason, informed consent was not obtained for this study. Nevertheless, in order to provide some level of protection of the Twitter users whose tweets were included in this study, usernames have been removed from the data made available in the supporting information for this study. The Twitter API limits the retrieval of tweets to tweets from the past week; in order to circumvent this limitation, we used the software GetOldTweets by Jefferson Henrique [88], which has gained some prominence among social media researchers in recent years, as it permits the collection of up to 100% of all available tweets under the search terms entered [85, 89–92]. As this method of data collection does not include any metadata, no personal data was collected within the context of this study. Although we aimed for a sample size of 100,000 per data set, this number was only actually achieved for the base sets (see below) of Germany, the Netherlands, and Sweden. As such, the data sets in the study, for the most part, constituted the entirety of the population of Twitter posts in the respective country during the respective period.

It must be taken into consideration that sentiment on Twitter may differ between countries, not only due to differences in culture, but due to differences in language use as well—or, indeed, as a function of the dictionaries used (while these were generally translated on the basis of the English dictionary, many sentiment scores cannot be transferred directly, and, as such, the dictionaries may differ considerably). A similar dislike for the sitting government may be expressed in one language—or even one geographical area—as "The government is doing terribly", but as "The government does not live up to expectations" in the next. For this reason, a base set for each country of up to 100,000 tweets from 2019 was collected to serve as a basis for the identification of changes in sentiment. The main data was collected within three phases during the initial outbreak, outlined in Table 1 below.

| Phase 1 | Start | End |
|---------|-------|-----|
|         | January 27th (DE) / February 27th (DK, NL, SE) | March 10th |
| Phase 2 | March 11th | March 25th |
| Phase 3 | April 11th | April 25th |

1 While Sweden did see a case on January 31st already, this case did not lead to further contagion. Instead, the Covid-19 outbreak only began in Sweden when the illness was brought there by other travelers on February 27th.
The first phase marks the initial awareness of and reaction to COVID-19 as a potential threat. The World Health Organization’s reclassification of Covid-19 as a pandemic on March 11th [93] marks the beginning of Phase 2, which was set to 2 weeks’ duration in order to capture public sentiment and discourse in relation to the initial lockdown. Finally, Phase 3 begins on April 11th—a month after the pandemic reclassification—and is set to 2 weeks’ duration, covering a time period, in which containment measures had been implemented for a month.

Search terms for the base set included commonly used terms to refer to the government and head of state. In the search terms for phases 1, 2, and 3, commonly used terms for COVID-19 were added. While Twitter does allow the user to search for geographically specific tweets, unfortunately this function is not only unavailable in the GetOldTweets software but, as only around 2% of tweets contain geographical information, choosing tweets based on geolocation also tends to severely limit the sample size [94]. As the majority of speakers within the respective language spheres of the four countries analyzed in this study belong to the countries in question, we operate under the assumption that our findings are applicable to the analyzed countries, even if there is a minority presence of speakers from other countries; nevertheless, in order retrieve as many relevant tweets as possible while excluding irrelevant ones, we have based our search terms on keywords specific to our analyzed countries while excluding keywords specific to countries not part of our analysis. For example, in the German tweets, one of the following terms had to be included in the tweet for the tweet to be retrieved: Merkel, Bundeskanzlerin, Kanzlerin, Regierung, or @AngelaMerkelCDU, whereas tweets including the terms referring to Austria or Switzerland (Österreich, Schweiz, Bundeskanzler, Bundespräsidentin, etc.–see S2 Appendix: Twitter search terms for the full inclusions and exclusions).

Cleaning prior to the topic modeling analysis involved two steps. First, all non-English letters had to be converted to English letters, as Context is not able to process non-English letters. An overview of this conversion can be found in Table 2 below.

Table 2. Conversion of non-English letters.

| Original letter | æ | ø | å | å | ö | ü | ï | ë |
|-----------------|---|---|---|---|---|---|---|---|
| Converted format| ae | oe | aa | ae | oe | ue | i | e |

The second step involved removing repetitive patterns of phrasing or hashtags by the same user, for example if a single user begins all their tweets with #COVID #Government #Policy #BreakingNews, as these strings otherwise take up several of the topics in the topic modeling analysis on their own. It was taken care to avoid performing this cleaning in the case of retweets.

Method of analysis

In this study, the NLP techniques of dictionary-based sentiment analysis, using the software SentiStrength, and topic modeling, using the software ConText, were used [95, 96]. The combination of sentiment analysis and topic modeling allows us to obtain a nuanced picture on Twitter discourse, including both Twitter users’ emotional state and the topics being discussed (for previous uses of the combination of these methods, see [19, 97–100].

Sentiment analysis detects the overall sentiment of a text corpus by identifying words holding positive or negative valence, e.g. good or terrific (positive), and bad or disgusting (negative) (Liu, 2012). The sentiment analysis software scans the text corpus and scores individual texts.
(read: tweets) based on the presence of sentiment words as well as a limited number of grammatical modifiers. If, for instance, a sentiment word is preceded by a negating word, e.g. *not* or *never*, then the valence of the sentiment word is reversed: the sentence "Merkel is a competent leader" would be scored as positive (="Merkel[0] is[0] a[0] competent[1] leader[0]"), but the sentence "Merkel is not a competent leader" would be scored as negative (="Merkel[0] is[0] not a[0] competent[–1] leader[0]"). In addition, some words may modify the strength of sentiment words, e.g. "Merkel[0] is[0] an[0] extremely[+2] incompetent[–1] leader[0]" = [0;–3]. A tweet may have a sentiment of [0;0], i.e. no sentiment, for example "Merkel[0] is[0] holding[0] a[0] speech[0] now[0]"; this does not exclude the tweet from the analysis. An average sentiment of 1 thus does not reveal if the data set consists mainly of tweets with a valence of 1 or mainly of no-sentiment tweets with a minority of tweets with a very strong valence (hence the breakdowns provided in Table 4 and, in greater detail, in S5 Appendix: Sentiment analysis results). The detection of sentiment words is conducted based on a sentiment lexicon, which lists all sentiment words of a language as well as their valence. Dutch and German sentiment dictionaries already exist, but for the purposes of this article, Danish and Swedish sentiment dictionaries were created (see S3 Appendix: Sentiment dictionaries (DK and SE)). Testing was done by manually inspecting a subsample of 100 tweets from the main sample and adjusting the dictionaries until the analysis was satisfactory. The results of the tests can be found in Table 3 below.

On average, the sentiment dictionaries have an identification rate of 69.5%. Although the score will likely be lower when applied to a new data set, this result is sufficient to identify the general sentiment of a data set. SentiStrength uses a scale from 0 to 4 for positive sentiment and 0 to -4 for negative sentiment, 0 being the absence of sentiment and 4/-4 being the strongest possible sentiment. The output consists of an overview of the frequencies of different sentiment score combinations as well as the average positive sentiment (henceforth: APS) and the average positive sentiment (henceforth: APS) for the entire text corpus.

Topic modeling analysis is a machine learning technique, which identifies clusters of commonly co-occurring words in a text corpus [101–103]. The researcher sets the number of topics $K$ expected to be in the text corpus and the number of words-per-topic desired $a$ and receives $K$ lists of $a$ words. Based on each list, referred to as a topic, the researcher then identifies the common theme of the words, thereby uncovering the underlying discourses of the text corpus. The words of each topic are sorted according to fit (best fit first), and each topic is given a weight, which denotes the average fit of the overall topic to the text corpus [96].

|          | Correct (max. 1pt. deviation from human assessment) | Partially correct (2pt. deviation from human assessment) | Incorrect* |
|----------|---------------------------------------------------|--------------------------------------------------------|------------|
| **DK**   |                                                    |                                                        |            |
| Pre-test | 46                                                | 46                                                     | 8          |
| Post-test| 70                                                | 26                                                     | 4          |
| **DE**   |                                                    |                                                        |            |
| Pre-test | 58                                                | 37                                                     | 5          |
| Post-test| 73                                                | 25                                                     | 2          |
| **NL**   |                                                    |                                                        |            |
| Pre-test | 47                                                | 42                                                     | 11         |
| Post-test| 57                                                | 35                                                     | 8          |
| **SE**   |                                                    |                                                        |            |
| Pre-test | 67                                                | 27                                                     | 6          |
| Post-test| 78                                                | 20                                                     | 2          |

A score is deemed incorrect, either if it indicates sentiment where there is none, indicates no sentiment where there is sentiment, or if the strength of the sentiment indicated differs with more than one point compared to the human estimation (e.g. if SentiStrength indicates a positive sentiment of 2, but the human estimation is 4). If one score indicates a very strong sentiment where there is none, the tweet is added to the third column (incorrect).

https://doi.org/10.1371/journal.pone.0253175.t003
Table 4. Sentiment analysis results in detail.

| Topic        | Avg pos | Avg neg | No sent | Strong sent | Strong pos sent | Strong neg sent | Pos sent only | Neg sent only | Pos > neg | Neg > pos |
|--------------|---------|---------|---------|-------------|-----------------|-----------------|---------------|---------------|-----------|-----------|
| **Denmark**  |         |         |         |             |                 |                 |               |               |           |           |
| Base         | 0.603   | -0.805  | 25.2    | 6.15        | 2.29            | 4.0             | 16.31         | 31.75         | 22.84     | 37.69     |
| Phase 1      | 0.513   | -0.997  | 19.18   | 7.23        | 2.2             | 5.03            | 8.8           | 44.02         | 15.72     | 49.36     |
| Phase 2      | 0.650   | -0.914  | 19.14   | 5.75        | 2.33            | 3.58            | 14.59         | 33.54         | 21.79     | 41.06     |
| Phase 3      | 0.618   | -0.905  | 19.5    | 6.08        | 1.7             | 4.48            | 15.13         | 35.62         | 21.1      | 41.99     |
| **Germany**  |         |         |         |             |                 |                 |               |               |           |           |
| Base         | 0.385   | -0.604  | 46.91   | 6.01        | 0.5             | 5.58            | 18.84         | 23.31         | 20.14     | 28.34     |
| Phase 1      | 0.347   | -0.637  | 48.80   | 5.50        | 0.34            | 5.18            | 16.68         | 24.14         | 17.66     | 29.7      |
| Phase 2      | 0.375   | -0.506  | 51.13   | 3.84        | 0.47            | 3.39            | 19.56         | 20.35         | 20.68     | 24.42     |
| Phase 3      | 0.343   | -0.542  | 50.79   | 3.9         | 0.4             | 3.51            | 17.65         | 22.57         | 18.74     | 26.79     |
| **The Netherlands** | | | | | | | | | | |
| Base         | 0.424   | -0.820  | 35.95   | 9.11        | 1.19            | 8.05            | 13.07         | 34.31         | 16.71     | 39.82     |
| Phase 1      | 0.450   | -0.879  | 31.37   | 7.4         | 0.99            | 6.59            | 13.28         | 37.54         | 17.22     | 43.31     |
| Phase 2      | 0.524   | -0.874  | 29.84   | 8.3         | 1.54            | 6.85            | 15.76         | 34.07         | 20.22     | 40.79     |
| Phase 3      | 0.535   | -1.022  | 25.64   | 10.89       | 1.87            | 9.21            | 13.88         | 37.96         | 18.51     | 45.99     |
| **Sweden**   |         |         |         |             |                 |                 |               |               |           |           |
| Base         | 0.505   | -0.933  | 22.30   | 5.53        | 0.92            | 4.69            | 11.92         | 37.41         | 16.12     | 45.62     |
| Phase 1      | 0.515   | -1.003  | 14.16   | 5.97        | 1.19            | 4.95            | 11.09         | 44.88         | 15.52     | 50.17     |
| Phase 2      | 0.552   | -0.964  | 18.17   | 5.05        | 1.09            | 4.04            | 12.3          | 38.44         | 17.79     | 46.35     |
| Phase 3      | 0.599   | -1.047  | 13.93   | 6.98        | 2.48            | 4.59            | 10.67         | 40.13         | 16.4      | 49.3      |

Two-sample t-test compared to base set

* = p<0.05 compared to base set
** = p<0.01 compared to base set
*** = p<0.001 compared to base set

* = p<0.05 compared to the previous phase
** = p<0.01 compared to the previous phase
*** = p<0.001 compared to the previous phase

Interpretation

No sentiment: pos = 0 AND neg = 0
Strong sentiment: pos = [3;4] OR neg = [3;4]
Strong positive sentiment: pos = [3;4]
Strong negative sentiment: neg = [3;4]
Only positive sentiment: pos = [1;4] AND neg = 0
Only negative sentiment: pos = 0 AND neg = [1;4]
Positive score larger than neg: pos>neg
Negative score larger than pos: neg>pos

https://doi.org/10.1371/journal.pone.0253175.t004
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topic modeling results based on short texts such as tweets tend to include considerable noise
(i.e. words not informative about the identified topic) [104–106], we cross-referenced our find-
ings by manually looking up the tweets in question to ensure that our interpretations of the
topics were accurate. As a complement to the topic modeling analysis, we consider corpus sta-
tistics (prominent words) and bigrams where appropriate (see bigram and corpus statistics
results in **S4 Appendix: bigrams and corpus statistics**).
Results

All sentiment analysis results may be found in Table 4 below. For the raw sentiment analysis data, please refer to S5 Appendix: Sentiment analysis results. All topic modeling analysis tables may be found in S6 Appendix: Topic modeling results. In the following section, the results of the sentiment analysis and topic modeling analysis will be presented by country followed by a comparative analysis.

Denmark

Denmark initially experienced a negative turn in sentiment with APS dropping from 0.613 (base levels) to 0.503 (p<0.05 (two-samples t-test)), and ANS rising from -0.805 to -0.997 (p<0.001). As the country entered phase 2, however, APS rose to 0.650, while ANS differed significantly from neither base levels nor phase 1. In the third phase, sentiment seemed to have stabilized: APS fell to 0.618, which is statistically significantly different to neither base levels nor the previous phase, while ANS stayed around phase 2 levels, which is slightly higher than base levels.

Corpus statistics and bigrams revealed the presence of considerable levels of uncertainty and anxiety. The topic modeling analysis showed that people worried about the severity of Covid-19, the country’s intensive care capacity, and how to protect vulnerable citizens, (Phase 1, topics 4, 10, and 13). In addition, the government and the prime minister were accused by both experts and laymen of inciting panic (7) and attempting to score cheap political points by appearing decisive (15).

As reflected in the sentiment analysis, however, public opinion on Twitter shifted in a positive direction with Phase 2: the second and third most prominent topics consisted mainly of messages thanking or praising the prime minister Mette Frederiksen and the government (the most prominent topic consisting mainly of noise (i.e. words without topical meaning). Compared to Phase 1, topics relating to uncertainties also diminished; instead, political negotiations (phase 2, topics 5, 10, and 15) and political messages (6, 7, 8, 9, and 14) were prominent topics, especially those relating to containment measures (6, 7, 8, 13, 15). Criticism in this phase was similar to that of the previous phase, although slightly more severe: the government was described, not just as poor communicators (17), but as deceptive (19), and not just as being opportunistic, but as poor leaders (17) and, in relation to a piece of emergency legislation allowing the police to enforce compulsory treatment for Covid-19 victims, as violating democratic rights (15). This is peculiar, as not only did ANS not increase during phase 2, but both the number of tweets with a higher negative than positive sentiment score and the number of tweets with strong negative sentiment fell. This, then, indicates that the number of dissatisfied Twitter users diminished, but that those that remained, were either more pointed in their criticism or, conversely, more ambiguous (i.e. having sentiment scores with equally strong positive and negative sentiment). While some Twitter users thus because more radicalized in their view as the crisis continued, the results indicate that many also became more nuanced.

While the third phase saw no statistically significant changes in sentiment score, the topic modeling analysis included fewer words of praise toward Frederiksen or the government; most praises were given in reaction to critical comments (phase 3, topic 14). Rather, discussion was centered around reopening efforts (1, 3, 5, 6, 7, 11, 20) with a focus on children returning to school (5, 20) and vulnerable citizens (3, 7). Criticism did not differ thematically from the previous phase: the government was reproached for their strategy, which was perceived to be unilateral and excessive (13), as well as for political opportunism (10).
Germany

Germany experienced a negative turn in sentiment in Phase 1: the APS of the phase dropped from 0.385 (base levels) to 0.347 ($p<0.001$), and the ANS rose from -0.604 to -0.637 ($p<0.001$). This pivoted into a positive turn in the second phase, however: APS rose to 0.375 ($p<0.01$) and ANS dropped to -0.506 ($p<0.001$). In Phase 3, the sentiment scores reverted to phase 1 levels, although with a lower ANS: APS dropping to 0.343 ($p<0.001$ compared to phase 2), and ANS increased slightly to -0.542 ($p<0.001$ compared to Phase 2).

Fear and uncertainty characterized Phase 1: the corpus statistics included prominent words like spread, measures, outbreak, panic, anxiety, economy, and worries. As Germany had its first case of Covid-19 as early as end-January, the initial patterns of contagion were still in the public eye (Phase 1, topics 4, 5, 6, 8, 9, 13, 15, 17). Twitter users did not express much faith in the German Chancellor Angela Merkel during this phase and called for her and the government to be more proactive and communicative (11, 14, 16). Some characterized Merkel as incompetent (10), and conspiracies accusing the chancellor of being in cahoots with China as the covert creators of Covid-19 even gained some traction (18, 19).

In Phase 2, fear and uncertainty seemed to diminish: while prominent bigrams and the corpus statistics still contained indicators of uncertainty (measures, crisis, battle, economy), this phase was characterized to a higher degree by expressions of solidarity and social awareness (curfew, agreement, #Stayathome, solidarity, positive, #wirbleibenzuhauser). The focus of German Twitter had moved toward political communication (Phase 2, topics 3, 8, 11, 14, 17)–especially statements by Merkel, e.g. the statement "Es ist ernst" ("This is serious") and the description of the Covid-19 crisis as the biggest challenge since World War II–as well as concrete political decisions (5, 6, 8, 9, 19, 20). While praise of Chancellor Merkel or the government did not make up a separate topic, words like solidarity or the hashtags #StayAtHome or #wirbleibenzuhauser (#westayathome) were widely used in conjunction with the retweeting of Merkel’s statements, as was the bigram “Danke Merkel”. Criticism mainly related to a continued desire for the government to be more proactive (2, 15) and more communicative (16).

In Phase 3, focus continued to be on political communication, in particular Merkel’s so-called “Öffnungsdiskussionsorgien” (opening discussion orgies)(Phase 3, topics 4, 13), with which Merkel had characterized the discourse in the individual federal Länder, and which many Twitter users felt was inappropriate in tone (13). The biggest topic of discussion concerned the reopening of the country post-lockdown (3, 4, 5, 7, 9, 10, 13, 16, 17, 20), which was either seen as necessary, and the government as having gone too far already (14, 16, 20), or as premature (3, 4, 13, 17). The portrayal of Merkel and the government was mostly critical (topics 16, 20), and with phrases like “Danke Merkel” and “Danke Regierung” being almost absent. In addition, the conspiracy topic from Phase 1 resurfaced (topic 12). Finally, the tone of solidarity found in Phase 2 greatly diminished in this phase: Solidarity went from being used 346 times across 26107 tweets (1.3% of tweets, assuming one mention per tweet) to 55 times across 7270 tweets (0.7% of tweets, assuming one mention per tweet), #wirbleibenzuhauser from being used in 1% of tweets to 0.4%, and #StayHome from 0.4% to 0.3%.

The Netherlands

Dutch Twitter was characterized by increasing polarization in sentiment as the crisis progressed. The proportion of no-sentiment tweets fell consistently over time from 35.95% to 25.64%, and APS and ANS both became progressively stronger. The first phase was characterized by a small, but significant increase in polarization: APS rose from 0.424 (base levels) to 0.450 ($p\leq0.05$), and ANS rose from -0.820 to -0.879 ($p<0.001$). Phase 2 subsequently saw a
rise in APS to 0.524 (p > 0.001), ANS not changing significantly, whereas Phase 3 saw a strong increase in ANS from -0.874 to -1.022, while APS stayed at the same level.

The bigrams and corpus statistics of this phase indicated that the Dutch Twitter population was on high alert (necessary, quarantine, infections, deaths, crisis), which was further corroborated by the topic modeling analysis (Phase 1, topics 1, 3, 5, 6, 10, 14, 15, 17). The phase was characterized by a strong call for political action (1, 13, 15): in particular, the lack of immediate introduction of containment measures had Twitter questioning the priorities and attitude of the Minister-President Mark Rutte and the government (7, 12, 15, 17), and some worry regarding the vulnerable population was expressed (2, 6). Two critical articles, “Rutte has the wrong priorities” (Telegraaf.nl) and “82 corona patients in the Netherlands: ultra-screw-up Rutte has completely lost control” (Dagelijkse Standaard) were in heavy rotation (see also [107, 108]).

The major conversation theme of Phase 2 was Rutte’s address to the nation on March 16th (Phase 2, topics 2, 4, 10, 11, 17). People particularly criticized Rutte’s remarks on the effectiveness of herd immunity (3, 19), and many perceived the decision as Rutte prioritizing the economy above human lives (5). Conversely, the word good was used commonly in relation to the March 16th; as such, the rise in APS may be due to many users being satisfied with Rutte’s speech. In addition to the March 16th address, outbreak containment measures such as social distancing, the closing of schools, and whether the country should close borders, were discussed (7, 12, 13) with people expressing worry about infectivity and intensive care resources (8, 16).

In Phase 3, containment measures—especially face masks and corona tracking apps (Phase 3, topics 2, 4, 7, 13, 18, 19)—continued to be widely discussed (2, 4, 10, 18), as was the continued threat of Covid-19 (1, 5, 8, 17, 19). Rutte was the subject of some criticism, although this was both less prominent than in the previous phase and included people believing the eventual lockdown to have been too excessive (9, 20).

**Sweden**

Phase 1 in Sweden saw a slight, but significant increase in ANS compared to base levels from -0.933 to -1.003 (p ≤ 0.05), with no significant difference in APS. Phase 2 saw no statistically significant change in sentiment compared to Phase 1, which may be explained by the fact that no new policy was introduced until far into the second phase; nevertheless, there was a significant increase in APS compared to base levels. In phase 3, however, ANS dropped from -0.964 to -1.047 (p ≤ 0.01) with no significant change in APS.

Most topics during Phase 1 were related to political performance (Phase 1, topics 2, 4, 5, 6, 7, 8, 9, 10, 14, 18) and political communication, especially press briefings (4, 7, 9). Public opinion on Twitter was generally unfavorable, with the government being described as incompetent (5), opportunistic (18) or gambling with people’s health (15, 16). Call for political action was also prevalent with many Twitter users questioning keeping the borders open (3, 10) and allowing travel to high-risk zones.

During the second phase, the word good was very prominent (165 mentions across 2595 tweets), which, together with the rise in APS, indicates a positive shift in public opinion on Twitter. The major themes of the phase were new policies—a business bailout (Phase 2, topic 4), remote classes for high schools and universities (7), and a ban on gatherings of more than 500 people (6)—and criticism of the government centered around them not doing enough (9, 12, 15, 17), especially for the vulnerable population (9, 12). Calls for political action became more concrete, with users calling for a country-wide quarantine (8), better healthcare equipment (9), and a ban on refugees from high-risk zones.
The topic modeling analysis suggests that this negative turn in sentiment in the third phase was motivated by a high mortality rate: not only was the Swedish death toll high (Phase 3, topics 13, 18), but it was notably higher than those of neighboring countries (10). The topic modeling analysis further indicates a waning trust in the government: calls for political action and political transparency continued (4, 6), the government was described as failed or having the wrong priorities (11, 19), and a statement by the retired virologist and researcher Jan Stillström, calling the main designer of the Swedish Covid-19 strategy, the state epidemiologist Anders Tegnell, a “politically appointed fraud”, was circulated.

Discussion

As may be expected when comparing four highly similar countries with very different crisis responses, the analysis showed both similarities and variation in the population response. Overall, the development in sentiment scores among the four countries may be characterized as similar in outset with increasingly divergent paths. All countries experienced an initial negative turn accompanied by uncertainty and anxiety as well as an appeal to the government to act on the crisis, followed by a positive turn in the weeks immediately after the classification of Covid-19 as a pandemic by the WHO, which corpus statistics and bigrams indicated to be a function of the people rallying around their governments. At this point, Denmark and Germany followed similar paths, having particularly strong positive turns that evened out in Phase 3. By comparison, Dutch sentiment was alone in experiencing significant increases in both APS and ANS during Phase 1, increasing even more in polarization in the subsequent phases, whereas Sweden stayed comparatively stable until Phase 3, in which Swedish ANS increased markedly, culminating in a polarization of sentiment similar to that of the Dutch sentiment results.

Looking at the similarities in sentiment scores among the four countries, i.e. the initial negative turn, the positive turn in Phase 2, and the final move toward more neutral sentiment scores in Phase 3, it seems to be the case that a large part of public sentiment is a direct result of the impending pandemic and not majorly affected by any political decisions: the initial uncertainty of the situation created anxiety in the population as well as a call for action, which turned into support for the authorities (the so-called “rally around the flag” effect [109]), as containment plans were being rolled out, and after people started to become fatigued support waned (cf. [32]). Concretely, this means that, on the one hand, no matter how skilled authorities may operate, they may not be able to eliminate uncertainty and anxiety in the population when initially faced with a pandemic; on the other hand, no matter the response, authorities in high-trust countries are likely to find support in the population during the initial steps of a containment strategy.

Still, the variations in sentiment we found between the countries seem to be largely in line with Boin et al.’s [30] observations on authority credibility during a crisis: the two countries with the most assertive responses—Denmark and Germany—experienced the strongest positive turn in Phase 2, indicative of stronger support in the population. And, while a rise in APS in Phase 2 of the Swedish results indicates that the laissez-faire strategy of the Swedish authorities initially garnered some support, the subsequent rise in ANS in Phase 3 points toward a rising dissatisfaction, which could be explained by the drawbacks of the Swedish strategy becoming more visible (cf. [110–112]). An interesting nuance to the observations of Boin et al. [30] is that both the Dutch and the Swedish sentiment results, rather than simply having more negative and less positive valence (compared to Denmark and Germany), were, in fact, stronger on both valences—and thus indicative of a polarization of opinion taking place. A possible interpretation of this that when authorities respond to a crisis by implementing strict
countermeasures, the population—regardless of individual thoughts on the matter—tempers its emotional reaction and puts at least some amount of trust in the official strategy (cf Maor’s “Regulatory overreaction” [113, 114] and Van Wijk and Fischhendler’s “urgency discourse” [115], whereas a slower or more ambiguous stance on the part of the government may fail to temper emotional reactions to the crisis [116–118]. A possible explanation is that a prompt reaction by the government to a major crisis addresses the shock induced by the social disruption element of the crisis rather than the expected consequences of it, as, for example, a crisis-induced recession may cause damages equal in scope. As the countries in this study are not sufficient for a large scale generalization, however, the effect of crisis response on population sentiment is a question for future studies.

The topic modeling analysis informs the findings of the sentiment analysis. Throughout Phase 1, criticism of authorities was prominent in all countries; nevertheless, the type criticism directed at the authorities differed depending on the country. While the Danish and German governments were criticized for a lack of communication, the Swedish and Dutch governments were criticized for treating citizens’ lives with recklessness. Swedish leaders were further accused of being both incompetent—an accusation they shared with the German leaders—and politically opportunistic—an accusation, which the Danish leaders were similarly subject to. Authorities managing a crisis may thus benefit from the knowledge that the amount of criticism they are subject to during the initial stages of a crisis response may be less an expression of the reception of their strategy in the population and more an inevitable expression of uncertainty.

During the second phase the authorities of all countries experienced both positive and negative feedback, with Danish and German Twitter as the most supportive: two of the most prominent Danish topics were identifiable as praise toward the government and Mette Frederiksen, and Germany had the bigram “Danke Merkel” showing up a total of 132 times across 26107 tweets, and words like solidarity, positive, and #Stayathome were used in conjunction with Merkel’s statements. The possibility mentioned earlier in relation to the Swedish Phase 2 sentiment upswing that the image of authorities as in control is initially more important than concrete measures was further supported, as focus in the German tweets was more on political communication and a sense of community than on the containment measures themselves.

Criticism directed at authorities mostly continued along the path set in Phase 1, focusing on passivity and lack of communication. Criticism of the Swedish authorities leaned more to the side of incompetence, challenging the effectiveness of “herd immunity”. Looking at the differences in upswing between Germany (slight increase in APS, strong decrease in ANS) and the Netherlands (moderate increase in APS, no changes to ANS), the importance of message timing, as according to Boin et al. [30], was found to be accurate. Although the lockdown in The Netherlands started at the same time as in Germany, communication had until then hinted at following a similar containment strategy as in Sweden. Subsequently, tweets in the Netherlands appear to place less emphasis on solidarity and cooperation in their references to adherence to government containment measures than in Germany. The results seem to indicate that early political communicative action is key to establishing a sense of solidarity and personal responsibility for the successful handling of the crisis among citizens [116].

In Phase 3 we observe a decrease in overt support for the authorities: only one topic was dedicated to praise or thank you messages (DK: topic 14). The most prominent topics in Denmark and Germany concerned for example reopening efforts. This “neutral turn” might be explained by frustrations surrounding lack of communication from the authorities—a common complaint in all countries. Indeed, in accordance with existing theory on crisis communication (esp. (esp. [33]) some people turned to alternative information sources and explanations. We see topics relating to conspiracy theories appearing as well as articles featuring experts
criticizing the government. An interesting aspect not discussed in existing theory was observed, however. The two countries with assertive authority reactions to the crisis, i.e. Denmark and Germany, were also the two countries, in which complaints of poor communication from the authorities showed up in the topic modeling analysis. This implies that transparency is important, not only regarding risk but also regarding strategy. Even if authorities are still considering the best approach, this may thus be beneficial to communicate explicitly to the population.

Conclusion

This study analyzed the public perceptions of governmental authorities in Denmark, Germany, the Netherlands, and Sweden during the first three phases of the COVID-19 pandemic as found on Twitter. Supplementing earlier studies studying tweets in English [19, 20], it indicated that populations in high-trust countries respond more favorably to swift and extensive crisis strategies by visible and communicative authorities. In line with existing theory on the topic, the Twitter populations of the four countries under investigation expected their authorities to show capacity to act, to be transparent in their communication with regards both to the risk of the virus and the considerations behind the countermeasures taken, and to not make light of the situation.

The major points of existing disaster research on the effects of authority response to crisis situations on population sentiment and discourse were overall shown to be applicable to high-trust countries as well. As suggested by Boin et al. [30] and Schneider [32], the respective populations did expect authorities to take an active role in crisis management: a more assertive crisis response was generally well-received in the population, whereas attempts to maintain a more normal everyday life for the citizens caused at least some amount of anxiety. Furthermore, signaling a capacity to act early in the process seemed to create a more favorable response, even if the measures implemented were the same. Finally, in accordance with existing research on information seeking during disasters, articles critical of the government line were widely circulated in all countries, and conspiracy theories were commonplace [32, 37, 38].

Nevertheless, this study, while needing to be further verified by dedicated studies, also provided some interesting nuance. The countries with the least assertive strategies, rather than a clear-cut negative response, experienced a heightened degree of polarization of sentiment. An assertive response then, rather than merely lending credibility to authorities, seems to prevent division in the population. Even with the resulting polarization, however, the results indicated a wide and prolonged “rally around the flag” effect [109]—a notable result in the case of Sweden, which stood alone on the global stage by not having a lockdown comparable to those of other countries—which may be attributable to the high trust of the analyzed countries [119].

The findings of this study are relevant to policy makers and, especially, visible authorities in high-trust countries during epidemic events. Corroborating existing theory, this study demonstrates the importance of clear, comprehensive, and timely communication, not only with regards to the epidemic at hand, but with regards to deliberations surrounding strategy as well. In addition, policy makers utilizing a less proactive approach may benefit from anticipating political polarization in the population [120, 121].

Of course, this study is not without its limitations. First, there is currently little research on the demographic makeup of twitter and other social media in European countries, and thus overall representativeness is difficult to determine. Second, both sentiment analysis and topic modeling analysis are still in their infancy and, having been initially developed for the English languages, still are at their best when processing English texts; NLP software developers should thus improve on the capabilities of these programs to improve non-English language
processing. Finally, it is important to keep in mind that this study was performed with a limited number of countries. Future research should confirm the findings of this study using alternative methods as well as replicate the study with other countries, especially countries with different levels of prior governmental trust or with a different severity of the COVID-19 outbreak than the countries of this study. In addition, the limited time frame of the study meant that the notion of fatigue from outbreak containment measures was only briefly touched upon. Future research should thus continue to investigate population response to governmental containment strategies, in the long term and during the second wave.

Supporting information

S1 Appendix. Timelines (by country). Includes Tables A through D. (PDF)

S2 Appendix. Twitter search terms. Includes a single table, Table A. (PDF)

S3 Appendix. Sentiment dictionaries (DK and SE). .zip-file including the Danish and Swedish SentiStrength dictionaries developed for the purposes of this study. (ZIP)

S4 Appendix. Bigrams and corpus statistics. Contains two.exe-files: part 1 of 2 (DK, DE) and part 2 of 2 (NL, SE). (ZIP)

S5 Appendix. Sentiment analysis results. Includes results of the sentiment analysis including sample sizes before and after cleaning, average positive score (APS) with standard deviance, average negative score (ANS) with standard deviance, and sentiment tables (Figs) A-0 through -D3, which portray the distributions of tweets by sentiment score per country per phase. (PDF)

S6 Appendix. Topic modeling results. Includes Tables A1-D3 with the results of the topic modeling analysis. (PDF)

S1 File. (DOCX)

Acknowledgments

The authors would like to thank Dr. Koen van Eijck, who acted as a second reader, when this article was still in the form of a master’s thesis. We would also like to thank everyone who are showing consideration toward others by practicing social distancing, wearing face masks and working from home during the COVID-19 pandemic.

Author Contributions

Conceptualization: Sara Grøn Perlstein, Marc Verboord.
Data curation: Sara Grøn Perlstein.
Formal analysis: Sara Grøn Perlstein.
Investigation: Sara Grøn Perlstein.
Methodology: Sara Grøn Perlstein, Marc Verboord.
Resources: Sara Gron Perlstein.
Supervision: Marc Verboord.
Validation: Sara Gron Perlstein.
Visualization: Sara Gron Perlstein.
Writing – original draft: Sara Gron Perlstein.
Writing – review & editing: Sara Gron Perlstein, Marc Verboord.

References
1. Wu DD, Olson DL. Pandemic risk management in operations and finance. Springer International Publishing; 2020. https://doi.org/10.1007/978-3-030-52197-4.
2. LePan N. Visualizing the history of pandemics. 2020 Mar 16 [cited 2021 Apr 10]. In: Technical Politics [Internet]; [about 7 screens]. Available from: https://www.technicalpolitics.com/articles/nicholas-lepan-visualising-the-history-of-pandemics/
3. Poorolajal J. The global pandemics are getting more frequent and severe. Journal of Research in Health Sciences. 2021 Jan 18; 21(1). https://doi.org/10.34172/jhrs.2021.40 PMID: 34024760
4. Franchini AF, Auxilia F, Galimberti PM, Piga MA, Castaldi S, Porro A. COVID 19 and Spanish flu pandemics: All it changes, nothing changes. Acta Bio Medica: Atenei Parmensis. 2020; 91(2):245. https://doi.org/10.23750/abm.v91i2.9625 PMID: 32420960
5. Weston S, Frieman MB. COVID-19: knowns, unknowns, and questions. MSphere. 2020 Apr 29; 5(2). https://doi.org/10.1128/msphere.00203-20
6. Alfano V, Ercolano S. The efficacy of lockdown against COVID-19: a cross-country panel analysis. Applied health economics and health policy. 2020 Aug; 18:509–17. https://doi.org/10.1007/s40258-020-00596-3 PMID: 32495067
7. Bull. BEATING COVID-19: The problem with national lockdowns. LSE; 26 Mar, 2020 [cited 7 Apr, 2021]. Available from: https://blogs.lse.ac.uk/europablog/2020/03/26/beating-covid-19-the-problem-with-national-lockdowns
8. Gupta M, Abdelmaksoud A, Jafferany M, Lotti T, Sadoughifar R, Goldust M. COVID-19 and economy. Dermatological Therapy. 2020; 33(4):e13329. https://doi.org/10.1111/dth.13329 PMID: 32216130
9. McKee M, Stuckler D. If the world fails to protect the economy, COVID-19 will damage health not just now but also in the future. Nature Medicine. 2020 May; 26(5):640–2. https://doi.org/10.1038/s41591-020-0863-y PMID: 32273610
10. Osterholm MT, Olshaker M. Opinion: Facing covid-19 reality: A national lockdown is no cure. The Washington Post; 21 Mar, 2020 [cited 7 Apr, 2021]. Available from: https://www.washingtonpost.com/opinions/2020/03/21/facing-covid-19-reality-national-lockdown-is-no-cure
11. Murphy P. COVID-19: Proportionality, public policy and social distancing. Singapore: Palgrave Macmillan; 2020. https://doi.org/10.1007/978-981-15-7514-3.
12. Blair RA, Morse BS, Tsai LL. Public health and public trust: Survey evidence from the Ebola Virus Disease epidemic in Liberia. Social Science & Medicine. 2017; 172:89–97. https://doi.org/10.1016/j.socscimed.2016.11.016 PMID: 27914936
13. Lazarus JV, Ratzan S, Palayew A, Billari FC, Binagwaho A, Kimball S, et al. COVID-SCORE: A global survey to assess public perceptions of government responses to COVID-19 (COVID-SCORE-10). PloS One. 2020; 15(10):e0240011. https://doi.org/10.1371/journal.pone.0240011 PMID: 33022023
14. Taylor-Clark K, Blendon RJ, Zaslavsky A, Benson J. Confidence in crisis? Understanding trust in government and public attitudes toward mandatory state health powers. Biosecurity and Bioterrorism: Biodefense Strategy, Practice, and Science. 2006; 3(2):138–147. https://doi.org/10.1089/bsp.2005.3.138
15. Vinck P, Pham PN, Bindu KK, Bedford J, Nilles EJ. Institutional trust and misinformation in the response to the 2018–19 Ebola outbreak in North Kivu, DR Congo: a population-based survey. The Lancet Infectious Diseases. 2019; 19(5):529–536. https://doi.org/10.1016/S1473-3099(19)30063-5 PMID: 30928435
16. Fukuyama F. Trust: The social virtues and creation of prosperity. London: Free Press; 1996.
17. Marien S, Hooghe M. Does political trust matter? An empirical investigation into the relation between political trust and support for law compliance. European Journal of Political Research. 2011; 50 (2):267–291. https://doi.org/10.1111/j.1475-6765.2010.01930.x
18. Gruzd A, Mai P. Going viral: How a single tweet spawned a COVID-19 conspiracy theory on Twitter. Big Data & Society. 2020; 7(2):2053951720938405. https://doi.org/10.1177/2053951720938405

19. Xue J, Chen J, Chen C, Zheng C, Li S, Zhu T. Public discourse and sentiment during the COVID 19 pandemic: Using Latent Dirichlet Allocation for topic modeling on Twitter. Plos One. 2020; 15(9): e0239441. https://doi.org/10.1371/journal.pone.0239441 PMID: 32976519

20. Wicke P, Bolognesi MM. Framing COVID-19: How we conceptualize and discuss the pandemic on Twitter. PlosONE. 2020; 15(9):e240010. https://doi.org/10.1371/journal.pone.0240010 PMID: 32997720

21. Dodds W. Disease now and potential future pandemics. In: The World's Worst Problems. Cham: Springer; 2019. p. 31–44.

22. Farzanegan MR, Feizi M, Gholipour HF. Globalization and the outbreak of COVID-19: An empirical analysis. Journal of Risk and Financial Management. 2021; 14(3):105. https://doi.org/10.3390/jrfm14030105

23. Pastore y Piontti A, Perra N, Rossi L, Samay N, Vespignani A. Charting the next pandemic: Modelling infectious disease spreading in the data science age. Cham: Springer; 2018. https://doi.org/10.1007/978-3-319-93290-3

24. Ruiz Estrada MA, Khan A. Globalization and pandemics: the case of COVID-19. SSRN: 3560681 [Pre-print]. 2020 Mar 26 [cited 2021 Apr 09]: [9 p.]. Available from: http://dx.doi.org/10.2139/ssrn.3560681

25. World Health Organization. Up to 650 000 people die of respiratory diseases linked to seasonal flu each year. 2017 Dec 13 [cited 2020 Aug 14]. In: World Health Organization; [about 2 pages]. Available from: https://www.who.int/mediacentre/news/statements/2017/flu/en

26. Perry RW. Defining Disaster: An Evolving Concept. In: Rodrı ´ guez H, Donner W and Trainor JE, editors. Handbook of disaster research. New York: Springer; 2007. pp. 3–22.Boin A, Bynander F. Explaining success and failure in crisis coordination. Geografiska Annaler: Series A, Physical Geography. 2015;97(1):123–135. https://doi.org/10.1111/geoa.12072

27. Helsloot I, Ruitenberg A. Citizen response to disasters: a survey of literature and some practical implications. Journal of Contingencies and Crisis Management. 2004; 12(3):98–111. https://doi.org/10.1111/j.0966-0879.2004.00440.x

28. Schneider SK. Governmental response to disasters: The conflict between bureaucratic procedures and emergent norms. Public Administration Review. 1992 Mar 1:135–145. https://doi.org/10.2307/976467

29. Étienne J. Compliance theories: A literature review. Revue Française De Science Politique. 2010; 60(3):493–517. https://doi.org/10.3917/rfspe.602.0139

30. Boin A, Stern E, Sundelius B. The politics of crisis management: Public leadership under pressure. Cambridge University Press; 2005.

31. Chamlee-Wright E, Storr VH. Expectations of government’s response to disaster. Public Choice. 2010; 144(1–2):253–274. https://doi.org/10.1007/s11127-009-9516-x

32. Schneider SK. Governmental response to disasters: Key attributes, expectations, and implications. In: Rodrı ´ guez H, Donner W, Trainor JE, editors. Handbook of disaster research. New York: Springer; 2007. p. 551–568.

33. Olson RS, Gawronski VT. From disaster event to political crisis: A “5C+A” framework for analysis. International Studies Perspectives. 2010; 11(3):205–221. https://doi.org/10.1111/j.1528-3585.2010.00404.x

34. Banai IP, Banai B, Miklošič I. Beliefs in COVID-19 conspiracy theories predict lower level of compliance with the preventive measures both directly and indirectly by lowering trust in government medical officials. PsyArxiv: yevq7 [Preprint]. 2020 [cited 2020 Aug 14]: [28 p.]. Available from: https://psyarxiv.com/yevq7

35. Brainard J, Hunter PR. Misinformation making a disease outbreak worse: outcomes compared for influenza, monkeypox, and norovirus. Simulation. 2020; 96(4):365–374. https://doi.org/10.1177/0037549719885021

36. Burnsley L, Rao A, Roth C, Yanagizawa-Drott D. Misinformation during a pandemic. University of Chicago, Becker Friedman Institute for Economics [Working paper]. 2020 Apr 19 [cited 2021 Apr 09]: [114 p.]. Available from: https://www.nber.org/papers/w27417

37. Starbird K, Maddock J, Orand M, Achterman P and Mason RM. Rumors, false flags, and digital vigilantes: Misinformation on Twitter after the 2013 Boston marathon bombing. In: Kindling M, Greifeneder E, editors. Conference 2014 Proceedings; 2014 Mar 4–7; Berlin, Germany. Illinois: iSchools; 2014. p. 654–662. https://doi.org/10.9776/14308
38. Tampere P, Tampere K, Luoma-Aho V. Facebook discussion of a crisis: Authority communication and its relationship to citizens. Corporate Communications: An International Journal. 2016; 21(4):414–434. https://doi.org/10.1108/ccij-08-2015-0049

39. Gentili D, Bardin A, Ros E, Piovesan C, Ramigni M, Dalmanzo M, et al. Impact of communication measures implemented during a school tuberculosis outbreak on risk perception among parents and school staff, Italy, 2019. International Journal of Environmental Research and Public Health. 2020; 17(3):911. https://doi.org/10.3390/ijerph17030911

40. Tirkkonen P, Luoma-aho V. Online authority communication during an epidemic: A Finnish example. Public Relations Review 2011; 37(2):172–174. https://doi.org/10.1016/j.pubrev.2011.01.004

41. Seeger MW. Best practices in crisis communication: An expert panel process. Journal of Applied Communication Research. 2006; 34(3):232–244. https://doi.org/10.1080/00909880600769944

42. Wray R, Rivers J, Jupka K, Clements B. Public perceptions about trust in emergency risk communication: qualitative research findings. International Journal of Mass Emergencies and Disasters. 2006; 24(1):45–75.

43. Savigny H. Public opinion, political communication and the internet. Politics. 2002; 22(1):1–8. https://doi.org/10.1111/1467-9256.00152

44. Scheufele DA, Moy P. A mass media perspective. In: Geer JG, editor. Public opinion and polling around the world: A Historical Encyclopedia. Santa Barbara, California: ABC-CLIO; 2004. p. 26–32.

45. Ceron A, Curini L, Iacus SM, Porro G. Every tweet counts? How sentiment analysis of social media can improve our knowledge of citizens’ political preferences with an application to Italy and France. New Media & Society, 2014; 16(2):340–358. https://doi.org/10.1177/1461444813480466

46. D’heer E, Verdegem P. Conversations about the elections on Twitter: Towards a structural understanding of Twitter’s relation with the political and the media field. European Journal of Communication. 2020; 29(6):720–734. https://doi.org/10.1080/026732114544866

47. González-Bailón S. Online social networks and bottom-up politics. In: Dutton WH, Graham M, editors. Society and the internet: How information and social networks are changing our lives. Oxford: Oxford University Press; 2014. p. 209–202.

48. Khosravinik M, Unger JW. Critical discourse studies and social media: power, resistance and critique in changing media ecologies. In: Wodak R and Meyer M, editors. Methods of Critical Discourse Studies. Sage: 2015. p. 205–233.

49. Donner W, Diaz W. Methodological issues in disaster research. In: Rodríguez H, Donner W, Trainor JE, editors. Handbook of disaster research. New York: Springer; 2018. p. 289–309.

50. Houston JB, Hawthorne J, Perreault MF, Park EH, Goldstein Hode M et al. Social media and disasters: a functional framework for social media use in disaster planning, response, and research. Disasters. 2015 Jan; 39(1):1–22. https://doi.org/10.1111/disa.12092

51. Hugelius K, Adolfsson A, Gifford M, Odenwall-Ballestros AJ. Review of the application of social media data in disaster research. In: Modern Management and Organizations; 65(5):500–518. https://doi.org/10.1080/10510974.2014.956941

52. Lachlan KA, Spence PR, Lin X, Najarian KM, Del Greco M. Screaming into the wind: Examining the volume and content of tweets associated with Hurricane Sandy. Communication Studies 2014(a); 65(5):500–518. https://doi.org/10.1080/10510974.2014.956941

53. Lachlan KA, Spence PR, Lin X, Najarian KM, Del Greco M. Twitter use during a weather event: Comparing content associated with localized and nonlocalized hashtags. Communication Studies. 2014 (b); 65(5):519–534. https://doi.org/10.1080/10510974.2014.956940

54. Norris P. Democratic deficit: Critical citizens revisited. New York: Cambridge University Press; 2011.

55. OECD. How’s Life? 2020. Measuring well-being. Paris: OECD Publishing; 2020. https://doi.org/10.1787/23089679

56. Eurobarometer. Standard Eurobarometer 72; 2015 [cited 2021 Apr 10]. Database: Eurobarometer [internet]. Brussels: European Commission. Available from: https://ec.europa.eu/commission/ DirectorateGeneral/publicopinion/archives/eb/eb72/eb72_en.htm
60. Mungiu-Pippidi A, Dadashov R, Fazekas M, Toth IJ, Kocsis G, Jancsics D, et al. Public integrity and trust in Europe. Berlin: European Research Centre for Anti-Corruption and State-Building (ERCAS), Hertie School of Governance; 2015. Commissioned by the Dutch Ministry of the Interior and Kingdom Relations. Available from: https://www.government.nl/documents/reports/2016/01/18/public-integrity-and-trust-in-europe

61. Our World in Data. Share of people who trust their national government; 2018 [cited 2021 Apr 10]. Database: Our World in Data. Available from: https://ourworldindata.org/grapher/share-who-trust-government

62. The World Bank. World economic forum global competitiveness index: Public trust in politicians, Index. 2020 [cited 2021 Apr 10]. Database: The World Bank. Available from: https://govdata360.worldbank.org/indicators/h5c4a5dee?country=DNK&indicator=665&country=SWE,DEU,NLD&viz=line_chart&years=2007,2017

63. Sundhedsstyrelsen. Spørgsmål og svar om ny coronavirus og COVID-19. Sundhedsstyrelsen. 2020 May 20 [cited 2020 Aug 14]. Danish. Available from: https://www.sst.dk/da/corona/FAQ#corona-faq-strategi

64. Hansen SS. Kronik: Coronakrisen tager temperaturen på vores demokrati. Altinget, 2020 Apr 20 [cited 2020 Aug 14]. Danish. Available from: https://www.altinget.dk/artikel/kronik-coronakrisen-tager-temperaturen-paa-vores-demokrati

65. Ritzau. Corona-måling: Befolknings har stor tillid til regerings håndtering. JydskeVestkysten. 2020 Mar 21 [cited 2020 Aug 14]. Available from: https://jv.dk/artikel/corona-maoling-befolknings-har-stor-tillid-til-regerings-haendtering

66. Lauritzen DB. Dagens corona- overblik: Frederiksen valgte det mindste af flere mulige scenarier for genåbningen. Altinget, 2020 Apr 8 [cited 2020 Aug 14]. Danish. Available from: https://www.altinget.dk/artikel/dagens-corona-overblik-frederiksen-valgte-det-mindeste-at-fre-mulige-scenarioer-for-genaabningen

67. Wissenschaft Spiegel. Bayerische Behörden bestätigen ersten Fall in Deutschland. Spiegel, 2020 Jan 28 [cited 2020 Aug 14]. German. Available from: https://www.spiegel.de/wissenschaft/medizin/corona-virus-erster-fall-in-deutschland-bestaetigt-a-19843b8d-8694-451f-baf7-0189d3356f99

68. Spiteri G, Fielding J, Diercke M, Camese C, Encouf V, Gaymard A, et al. First cases of coronavirus disease 2019 (COVID-19) in the WHO European Region, 24 January to 21 February 2020. Eurosurveillance. 2020; 25(9):2000178. https://doi.org/10.2807/1560-7917.ES.2020.25.9.2000178 PMID: 32156327

69. Deutschland.de. Die Bundesregierung informiert über die Corona-Krise. Deutschland.de. 2020 [cited 2020 Aug 14]. German. Available from: https://www.deutschland.de/de/news/bundesregierung-und-corona-krise

70. Baars C. Das Problem mit der Sterblichkeitsrate. Tagesschau, 2020 Apr 17 [cited 2020 Aug 14]. German. Available from: https://www.tagesschau.de/faktenfinder/hintergrund/sterblichkeit-corona-101.html

71. OECD. Health care resources; 2018 [cited 2020 Aug 14]. Database: OECD [internet]. Available from: https://stats.oecd.org/index.aspx?DataSetCode=HEALTH_REAC

72. Holdert M. Is onze intelligent lockdown wel zo intelligent? NOS. 2020 May 4 [2020 Aug 14]. Dutch. Available from: https://nos.nl/nieuws/artikel/2332795-is-onze-intelligente-lockdown-wel-zo-intelligent.html

73. NOS Nieuws. TERUGKIJKEN: Premier Rutte na crisisoverleg over coronavirus: Schud geen handen meer [YouTube: Press Release]. 2020 Mar 9 [cited 2020 Aug 14]. Dutch. Available from: https://www.youtube.com/watch?v=xz-DYHGdLA

74. CBS News. Dutch gamble on limited “intelligent lockdown” to control coronavirus. CBS News. 2020 Apr 30 [cited 2020 Aug 14]. Available from: https://www.cbsnews.com/news/coronavirus-netherlands-gamble-on-limited-intelligent-lockdown-to-control-covid-19

75. Trouw. Een ‘intelligente lockdown’. Dit zijn de nieuwe maatregelen tegen het coronavirus. Trouw. 2020 Mar 23 [cited 2020 Aug 14]. Dutch. Available from: https://www.trouw.nl/nieuws/artikel/een-intelligente-lockdown-dit-zijn-de-nieuwe-maatregelen-gegen-het-coronavirus-b5242440/

76. Amt Auswärtiges. Wie Deutschland Europa in der Coronakrise hilft. 2020 Apr 17 [cited 2020 Aug 14]. In: Auswärtiges Amt [Internet]; [about 2 screens]. German. Available from: https://www.auswaertiges-amt.de/de/ausenpolitik/europa/maa-corona-europa/2328038

77. Statista. Coronavirus (COVID-19) Death rate in countries with confirmed deaths and over 1,000 reported cases as of June 5, 2020, by country. 2020 Jun 5 [cited 2020 Jun 5]. In: Statista [Internet]; [13 screens]. Available from: https://www.statista.com/statistics/1105914/coronavirus-death-rates-worldwide/
78. Folkhälsomyndigheten. Alla har ansvar att förhindra smitta av covid-19. Folkhälsomyndigheten. 2020 Apr 9 [cited 2020 Aug 14]. Swedish. Available from: https://www.folkhalsomyndigheten.se/smittskydd/beredskap/utbrott/aktuella-utbrott/covid-19/alla-har-ansvar-att-forhindra-smitta-av-covid-19

79. Regeringskansliet. Strategi med anledning av det nya coronaviruset. Regeringskansliet. 2020 Apr 7 [cited 2020 Aug 14]. Swedish. Available from: https://www.regeringen.se/regerings-politik/regeringsansatte-med-anledning-av-nya-coronaviruset/strategi-med-anledning-av-det-nya-coronaviruset/

80. Andersson S. Experten: Svensk hantering av coronasmittan är cynisk. Världen Idag. 2020 Mar 19 [cited 2020 Aug 14]. Swedish. Available from: https://www.varldenidag.se/nyheter/experten-svensk-hantering-av-coronasmittan-av-cynisk/reptsbIKGq@qKvZnjiiksK4k6eLgT5Q

81. Politiken. Anders Tegnell forsvarer strategi trods fejlvurdering. Politiken. 2020 Apr 24 [2020 Aug 14]. Danish. Available from: https://politiken.dk/udland/art7760843/Anders-Tegnell-forsvarer-strategi-trods-fejlvurdering

82. Boyd D, Crawford K. Critical questions for big data: Provocations for a cultural, technological, and scholarly phenomenon. Information, communication & society. 2012 Jun 1; 15(5):662–79. https://doi.org/10.1080/1369118x.2012.678878

83. McKee HA, Porter JE. The ethical complexities of internet research. In: The ethics of internet research: A rhetorical, case-based process. New York: Peter Lang; 2009. p. 1–9.

84. Townsend L, Wallace C. Social media research: A guide to ethics. Aberdeen: University of Aberdeen and Economic and Social Research Council. 2016 Aug 1; 1:16. Available from: https://www.utevente.nl/en/bms/research/forms-and-downloads/socialmediaresearchethics.pdf

85. Bacsu JD, O’Connell ME, Cammer A, Azizi M, Grewal K, Poole L, et al. Using Twitter to understand the COVID-19 experiences of people with dementia: Infodemiology Study. Journal of Medical Internet Research. 2021; 23(2):e26254. https://doi.org/10.2196/26254 PMID: 33468449

86. Moreno MA, Goniu N, Moreno PS, Diekema D. Ethics of social media research: common concerns and practical considerations. Cyberpsychology, Behavior, and Social Networking. 2013 Sep 1; 16(9):708–13. https://doi.org/10.1089/cyber.2012.0334 PMID: 23679571

87. Talbot CV, O’Dwyer ST, Clare L, Heaton J, Anderson J. How people with dementia use twitter: A qualitative analysis. Computers in Human Behavior. 2020 Jan 1; 102:112–9.

88. Henrique J. GetOldTweets-python. 2018 [cited 2021 Mar 31]. Software: Github.com. Available from: https://github.com/Jefferson-Henrique/GetOldTweets-python.

89. Bouzzine YD, Steen H, Trautberg M. Listening to birdsong: Impression management of VW on Twitter during Dieselgate. Management Studies. 2020 Sep 30; 10(3):64–78.

90. Lu X, Feng F, Pang Z, Yang T, O’Neill Z. Extracting typical occupancy schedules from social media (TOSSM) and its integration with building energy modeling. Building Simulation: An International Journal. 2021 May; 14:25–41. https://doi.org/10.1007/s12273-020-0637-y

91. Pradana AW, Hayaty M. The effect of stemming and removal of stopwords on the accuracy of sentiment analysis on indonesian-language texts. Kinetik: Game Technology, Information System, Computer Network, Computing, Electronics, and Control. 2019 Oct 30:375–80. https://doi.org/10.22219/kinetik.v4i4.912

92. Su Y, Hu J. A territorial dispute or an agenda war? A cross-national investigation of the network agenda-setting (NAS) model. Journal of Information Technology & Politics. 2020 Oct 1; 17(4):357–75. https://doi.org/10.1080/19331681.2020.1756553

93. World Health Organization. WHO characterizes COVID-19 as a pandemic. 2020 Mar 11 [cited 2020 Aug 14]. In: World Health Organization [internet]; [about 1 page]. Available from: https://www.who.int/emergencies/diseases/novel-coronavirus-2019/events-as-they-happen

94. Leetaru K, Wang S, Cao G, Padmanabhan A, Shook E. Mapping the global Twitter heartbeat: The geography of Twitter. First Monday. 2013 Apr 22; 18(5). https://doi.org/10.5210/fm.v18i5.4366

95. Diesner J. ConText: Software for the integrated analysis of text data and network data. Social and semantic networks in communication research. Paper presented at the Social and Semantic Networks in Communication Research Preconference at Conference of International Communication Association (ICA); 2014 May 22–26; Seattle, WA, USA. Available from: http://jdiesnerlab.ischool.illinois.edu/calls/ICA2014/Diesner_ICA_2014.pdf

96. Diesner J, Franco S, Jiang M, Chin C. Short Training guide for ConText. 2020 [cited 2020 Aug 14]. In: Google Docs; [about 25 screens]. Available from: https://docs.google.com/document/d/1GQx9w28a4mS6RdAERTtKUVwbyAPcOxu1aocPFVAp/pub

97. Dahal B, Kumar SA, Li Z. Topic modeling and sentiment analysis of global climate change tweets. Social Network Analysis and Mining. 2019 Dec; 9(1):1–20. https://doi.org/10.1007/s13278-019-0568-8
98. Ilyas SH, Soomro ZT, Anwar A, Shahzad H, Yaqub U. Analyzing Brexit's impact using sentiment analysis and topic modeling on Twitter discussion. In: Eom SJ, Lee J, editors. The 21st Annual International Conference on Digital Government Research; 2020 Jun 15–19; [virtual venue]. New York: Association for Computing Machinery; p. 1–6. https://doi.org/10.1145/3396956.3396973

99. Kim EH, Jeong YK, Kim Y, Kang KY, Song M. Topic-based content and sentiment analysis of Ebola virus on Twitter and in the news. Journal of Information Science. 2016 Dec; 42(6):763–81. https://doi.org/10.1177/0165551516608733

100. Surian D, Nguyen DQ, Kennedy G, Johnson M, Coiera E, Dunn AG. Characterizing Twitter discussions about HPV vaccines using topic modeling and community detection. Journal of Medical Internet Research. 2016; 18(8):e232. https://doi.org/10.2196/jmir.6045 PMID: 27573910

101. Hong L, Davison BD. Empirical study of topic modeling in twitter. In: Proceedings of the first workshop on social media analytics; 2010 Jul 25–28; Washington D.C., US. New York: Association for Computing Machinery; 2010. p. 80–88. https://doi.org/10.1145/1964858

102. Newman DJ, Block S. Probabilistic topic decomposition of an eighteenth-century American newspaper. Journal of the American Society for Information Science and Technology. 2006 Apr; 57(6):753–67. https://doi.org/10.1002/asi.20342

103. Ramage D, Rosen E, Chuang J, Manning CD, McFarland DA. Topic modeling for the social sciences. In: NIPS 2009 workshop on applications for topic models: text and beyond; 2009 Dec 11; Whistler, Canada.

104. Li C, Duan Y, Wang H, Zhang Z, Sun A, Ma Z. Enhancing topic modeling for short texts with auxiliary word embeddings. ACM Transactions on Information Systems (TOIS). 2017 Aug 21; 36(2):1–30. https://doi.org/10.1145/2911451.2911499

105. Li X, Wang Y, Zhang A, Li C, Chi J, Ouyang J. Filtering out the noise in short text topic modeling. Information Sciences. 2018 Aug 1; 456:83–96. https://doi.org/10.1016/j.ins.2018.04.071

106. Song G, Ye Y, Du X, Huang X, Bie S. Short text classification: A survey. Journal of multimedia. 2014 May 1; 9(5):635. https://doi.org/10.4304/jmm.9.5.635-643

107. Winter LD. Corona: Rutte stelt verkeerde prioriteit. De Telegraaf, 2020 Mar 4 [cited 2020 Aug 14]. Dutch. Available from: https://www.telegraaf.nl/watuzegt/110602565/corona-rutte-stelt-verkeerde-prioriteit

108. Engelbart T. 82 corona-patiënten in nederland: ultra-prutser Rutte is de controle totaal kwijt. De Dagelijks Standaard. 2020 Mar 5 [cited 2020 Aug 14]. Dutch. Available from: https://www.dagelijksesstandaard.nl/2020/03/82-corona-patiënten-in-nederland-ultra-prutser-rutte-is-de-controle-totaal-kwijt

109. Hetherington MJ, Nelson M. Anatomy of a rally effect: George W. Bush and the war on terrorism. PS: Political Science and Politics. 2003 Jan 1; 36(1):37–42. https://doi.org/10.1017/s1049096503001665

110. Larsson Y. Folkhälsomyndigheten: “Om vi inte håller ut finns en stor risk att vi får en ökning igen”. SVT Nyheter. 2020 Apr 17 [cited 2021 Apr 05]. Swedish. Available from: https://www.svt.se/nyheter/inrikes/folkhalsomyndigheten-om-vi-inte-haller-ut-finns-en-stor-risk-att-vi-far-en-okning-igen

111. Lindberg M. Sverige har misslyckats både med dödsstalen och ekonomin. Göteborgs-Posten. 2020 Apr 28 [cited 2021 Apr 05]. Swedish. Available from: https://www.gp.se/debatt/sverige-har-misslyckats-både-med-dödsstalen-och-ekonomin-1.27314321

112. Malmqvist MA. 870 döda av coronaviruset. Aftonbladet. 2020 Apr 10 [cited 2021 Apr 05]. Swedish. Available from: https://www.aftonbladet.se/nyheter/a/EWM5qK/870-svenskar-doda-av-coronaviruset

113. Maor M. Policy over-and underreaction: from unintentional error to deliberate policy response. In: Capano C, Howlett M, editors. A Modern Guide to Public Policy. Edward Elgar Publishing; 2020. p. 93–110.

114. Maor M. Strategic policy overreaction as a risky policy investment. International Review of Public Policy. 2019 Jun 17; 1(1):46–64. https://doi.org/10.4000/irpp.277

115. Van Wijk J, Fischhendler I. The construction of urgency discourse around mega-projects: the Israeli case. Policy Sciences. 2017 Sep; 50(3):469–94. https://doi.org/10.1007/s11077-016-9262-0

116. Benoit WL. Crisis and image repair at United Airlines: Fly the unfriendly skies. Journal of International Crisis and Risk Communication Research. 2018; 1(1):2. https://doi.org/10.30658/jicrr.1.1.2

117. Howard A, Aglias K, Bevis M, Blakemore T. “They’ll tell us when to evacuate”: The experiences and expectations of disaster-related communication in vulnerable groups. International journal of disaster risk reduction. 2017 Jun 1; 22:139–46. https://doi.org/10.1016/j.ijdrr.2017.03.002

118. Li S, Liu Z, Li Y. Temporal and spatial evolution of online public sentiment on emergencies. Information processing & management. 2020 Mar 1; 57(2):102177. https://doi.org/10.1016/j.ipm.2019.102177 PMID: 32287939
119. Chatagnier JT. The effect of trust in government on rallies’ round the flag. Journal of Peace Research. 2012 Sep; 49(5):631–45. https://doi.org/10.1177/0022343312440808

120. Cornelson K, Miloucheva B. Political polarization, social fragmentation, and cooperation during a pandemic. University of Toronto, Department of Economics [Working paper]. 2020 Apr 7 [cited 2021 Apr 09]: [16 p.]. Available from: https://www.economics.utoronto.ca/public/workingPapers/tecipa-663.pdf

121. Wolf LJ, Haddock G, Manstead AS, Maio GR. The importance of (shared) human values for containing the COVID-19 pandemic. British Journal of Social Psychology. 2020; 59(3):618–627. https://doi.org/10.1111/bjso.12401 PMID: 32572981