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ABSTRACT. We consider a Riesz $\varphi$-variation for functions $f$ defined on the real line when $\varphi : \Omega \times [0, \infty) \to [0, \infty)$ is a generalized $\Phi$-function. We show that it generates a quasi-Banach space and derive an explicit formula for the modular when the function $f$ has bounded variation. The resulting $BV$-type energy has previously appeared in image restoration models. We generalize and improve previous results in the variable exponent and Orlicz cases and answer a question regarding the Riesz–Medvedev variation by Appell, Banas and Merentes [Bounded Variation and Around, Studies in Nonlinear Analysis and Applications, Vol. 17, De Gruyter, Berlin/Boston, 2014].

1. INTRODUCTION

The classical total variation of $f : [a, b] \to \mathbb{R}$, defined as

$$\sup_{a=x_1<\ldots<x_n=b} \sum_{k=1}^{n-1} |f(x_{k+1}) - f(x_k)|,$$

is an intuitive way to measure the variation of a function in one dimension. Appell, Banas and Merentes provide many different versions of the variation, including what they call the Riesz–Medvedev variation ([2, Section 2.4], originally from [25]):

$$\sup_{a=x_1<\ldots<x_n=b} \sum_{k=1}^{n-1} \varphi\left(\frac{|f(x_{k+1}) - f(x_k)|}{|x_{k+1} - x_k|}\right) |x_{k+1} - x_k|.$$

When $\varphi(t) = t$, this reduces to the normal total variation, above. In 2016, Castillo, Guzmán and Rafeiro [7] generalized the Riesz–Medvedev variation to the variable exponent case. In this article, we further extend and improve their result to the generalized Orlicz case and answer a question regarding the Riesz–Medvedev variation by Appell, Banas and Merentes [2].

Generalized Orlicz spaces, also known as Musielak–Orlicz spaces, have been studied with renewed intensity recently [14, 23, 26, 28] as have related PDE [4, 5, 6, 9, 10, 17, 21, 29]. A contributing factor is that they cover both the variable exponent case $\varphi(x, t) := t^p(x)$ [11] and the double phase case $\varphi(x, t) := t^p + a(x)t^q$ [3], as well as their many variants: perturbed variable exponent, Orlicz variable exponent, degenerate double phase, Orlicz double phase, variable exponent double phase, triple phase and double variable exponent. For references see [19].

Chen, Levine and Rao [8] proposed a generalized Orlicz model for image restoration with the energy function

$$\varphi(x, t) := \begin{cases} \frac{1}{p(x)}t^p(x), & \text{when } t \leq 1, \\ t - 1 - \frac{1}{q(x)}, & \text{when } t > 1. \end{cases}$$

Based on input $u_0$, one seeks to minimize the sum of the regularization and the fidelity term:

$$\int_{\Omega} \varphi(x, |\nabla u|) + |u - u_0|^2 \, dx.$$
The variable exponent $p$ is chosen to be close to 1 in areas of potential edges in the image and close to 2 where no edges are expected. This allows us to avoid the so-called stair-casing effect whereby artificial edges are introduces in the image restoration process.

A feature of their functional is that $\varphi(x, t) \approx t$ for large $t$. Thus Chen, Levine and Rao could use the classical space $BV(\Omega)$ directly. Li, Li and Pi [24] suggested an image restoration model with variable exponent energy restricted away from 1, so that no $BV$-spaces are needed. In [15, 18], we considered pure variable exponent and double phase versions of this model with $p \to 1$. In this case, we cannot use the space $BV(\Omega)$, and are led to the regularization terms

$$\int_{\Omega} |\nabla f|^p(x) \, dx + |D^s f|(|\{p = 1\} \rangle \quad \text{and} \quad \int_{\Omega} |\nabla f| + a(x) |\nabla f|^q \, dx + |D^s f|(|\{a = 0\} \rangle,$$

where $\nabla f$ and $D^s f$ are the absolutely continuous and singular parts of the derivative, respectively. Here the singular part of the derivative (i.e. the edges in the image) is concentrated on the sets $\{p = 1\}$ or $\{a = 0\}$ and the exponent $p$ or coefficient $a$ should be chosen accordingly.

The papers [8, 15, 18] are all based on special structure of $\varphi$. The problem of defining a $BV$-type space based on generalized Orlicz growth has been recently attacked in [12, 13]. In this paper we show that the Riesz $\varphi$-variation gives the aforementioned energies in the variable exponent and double phase cases (Corollaries 1.2 and 1.3). This provides support for our formulation of the Riesz $\varphi$-variation as well as the generalized Orlicz growth models of image restoration.

To state some corollaries of the main result (Theorem 6.4) we define some variants of the Riesz $\varphi$-variation in generalized Orlicz spaces. For further definitions see the next section.

**Definition 1.1.** Let $I \subset \mathbb{R}$ be a closed interval, $\varphi \in \Phi_w(I)$ and $f : I \to \mathbb{R}$. We define the functional $V^\varphi_f : \mathbb{R}^I \to [0, \infty]$ by

$$V^\varphi_f := \sup_{(I_k)} V^\varphi(f, (I_k)) := \sup_{(I_k)} \sum_{k=1}^n \varphi^+_{I_k} \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k|,$$

where the supremum is taken over all partitions $(I_k)$ of $I$ by closed intervals (non-degenerate and with disjoint interiors). Here $\Delta_k f := \Delta f(I_k) := f(a_k) - f(b_k)$ for $I_k = [a_k, b_k]$. For a partition $(I_k)$ of $I$ we denote $|I_k| := \max\{|I_k|\}$ and using it we define

$$\nabla^\varphi f := \limsup_{|I_k| \to 0} \sum_{k=1}^n \varphi^+_{I_k} \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| \quad \text{and} \quad \nabla^\varphi f := \limsup_{|I_k| \to 0} \sum_{k=1}^n \varphi^+_{I_k} \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k|.$$

When there is no dependence on $x$, all of these variants give the same end result (Lemma 5.1). However, with $x$-dependence, the variant with the limit superior gives a more precise result.

**Corollary 1.2** (Variable exponent). Let $f \in BV(I)$ be left-continuous. If $p : \Omega \to [1, \infty)$ is bounded and satisfies the strong log-Hölder condition

$$\lim_{x \to y} |p(x) - p(y)| \log(e + \frac{1}{|x-y|}) = 0,$$

uniformly in $y \in \Omega$, then, for $\varphi(x, t) := t^{p(x)}$, we have $|D^s f|(|\{p > 1\} \rangle = 0$ and

$$\nabla^\varphi f = \int_I |f'|^{p(x)} \, dx + |D^s f|(|\{p = 1\} \rangle.$$

**Corollary 1.3** (Double phase). Let $f \in BV(I)$ be left-continuous. If $a : \Omega \to [0, \infty)$ is bounded and $\alpha$-Hölder continuous with

$$q < 1 + \frac{\alpha}{n},$$

then, for $\varphi(x, t) := t^a$,
then, for \( \varphi(x, t) := t + a(x)t^p \), we have \( |D^s f|\{a > 0\} = 0 \) and

\[
\nabla^p_\varphi(f) = \int_a^t |f'| + a(x)|f'|^p \, dx + |D^s f|\{a = 0\}.
\]

We are also able to answer the question posed by Appell, Banaś and Merentes in [2, p. 168] with the help of the corollary for the Orlicz case.

**Corollary 1.4** (Orlicz). Let \( \varphi \in \Phi_c \) and \( K := \lim_{t \to \infty} \varphi(t)/t \). Suppose that \( V^\varphi_I(f) < \infty \).

1. If \( K < \infty \) and \( f \) is left-continuous, then \( f \in BV(I) \) and

\[
V^\varphi_I(f) = \int_I \varphi(|f'|) \, dx + K |D^s f|(I).
\]

2. If \( K = \infty \), then \( f \) is absolutely continuous and \( V^\varphi_I(f) = \varphi(|f'|) \).

To understand their question we recall Definition 2.11 from [2]:

\( \infty_p := \{ \varphi \in \Phi_c \mid \lim_{t \to \infty} \varphi(t)/t^p = \infty \} \).

In [2, Proposition 2.57] it is shown that \( V^\varphi_I \) and \( V^1_I \) generate the same space when \( \varphi \not\in \infty_1 \). We use the convention that when \( \varphi \) is replaced by a number \( p \), it indicates the case \( \varphi(x, t) = t^p \). Appell, Banaś and Merentes then ask whether \( V^\varphi_I \) and \( V^p_I \) generate the same space when \( \varphi \not\in \infty_p \) for some \( p > 1 \).

However, there is not a complete analogy between the cases \( p = 1 \) and \( p > 1 \). Since \( \varphi \) is convex and \( \varphi(0) = 0 \), the ratio \( \varphi(t)/t \) is increasing so its limit always exists. Thus \( \varphi \not\in \infty_1 \) is equivalent to \( K := \lim_{t \to \infty} \varphi(t)/t < \infty \). The same is not true when \( p > 1 \). In fact, \( \varphi \not\in \infty_p \) if and only if

\[
\lim \inf_{t \to \infty} \varphi(t)/t^p < \infty.
\]

However, this condition is satisfies for instance by \( \varphi(t) = t \) which generates the space \( BV(I) \) regardless of the value of \( p \).

In particular, this answers the question of Appell, Banaś and Merentes in the negative. From Corollary 1.4(2) we see by [11, Theorem 2.8.1] that \( V^\varphi_I \) and \( V^p_I \) generate the same space if and only if

\[
\frac{1}{c}t^p - c \leq \varphi(t) \leq ct^p + c
\]

for some constant \( c \geq 1 \).

The structure of the paper is as follows. In the next section we present necessary background information. In Section 3 we define functions of bounded Riesz \( \varphi \)-variation when \( \varphi : \Omega \times [0, \infty) \to [0, \infty) \) is a generalized \( \Phi \)-function (Definition 1.1), and show that the variation defines a quasi-seminorm. In Section 4 we show that the space of bounded Riesz \( \varphi \)-variation is complete. Then we consider variants of the definition of \( \varphi \)-variation in Section 5, in particular the effect of replacing \( \sup \) by \( \lim \sup \). Finally, in Section 6 we prove a Riesz representation lemma, which connects the Riesz \( \varphi \)-variation seminorm with the \( L^p \)-norm of the derivative of the function and prove the aforementioned corollaries. We do this by connecting the Riesz variation in these cases to modern \( BV \)-spaces as presented by Ambrosio, Fusco and Pallara in Section 3.2 of [1].
2. Preliminaries

We briefly introduce our assumptions. More information about \( L^\varphi \)-spaces can be found in [14]. Our previous works were based on conditions defined for almost every point \( x \in \Omega \). In this article we consider not equivalence classes of functions but the functions themselves, and so the following assumptions have been correspondingly adjusted.

We always use \( I = [a, b] \) to denote a closed interval with end-points \( a \) and \( b \). \textit{Almost increasing} means that a function satisfies \( f(s) \leq Lf(t) \) for all \( s < t \) and some constant \( L \geq 1 \). If there exists a constant \( c > 0 \) such that \( \frac{1}{c}g(x) \leq f(x) \leq cg(x) \) for every \( x \), then we write \( f \approx g \). Two functions \( \varphi \) and \( \psi \) are \textit{equivalent}, \( \varphi \simeq \psi \), if there exists \( L \geq 1 \) such that \( \psi(x, \frac{1}{L}t) \leq \varphi(x, t) \leq \psi(x, Lt) \) for every \( x \in \Omega \) and every \( t > 0 \). Equivalent \( \Phi \)-functions give rise to the same space with comparable norms. By \( \beta \) we indicate a generic positive constant whose value may change between appearances. By \( \beta \) we indicate a parameter from \((0,1)\) which may appear in several assumptions; since the assumptions are all monotone in \( \beta \), there is no loss of generality in assuming the same \( \beta \).

2.1. \( \Phi \)-functions.

\textbf{Definition 2.1.} We say that \( \varphi : \Omega \times [0, \infty) \to [0, \infty) \) is a \textit{weak \( \Phi \)-function}, and write \( \varphi \in \Phi_w(\Omega) \), if the following conditions hold:

- For every measurable function \( f : \Omega \to \mathbb{R} \), the function \( x \mapsto \varphi(x, f(x)) \) is measurable.
- For every \( x \in \Omega \), the function \( t \mapsto \varphi(x, t) \) is non-decreasing.
- For every \( x \in \Omega \), \( x(0,0) = \lim_{t \downarrow 0^+} \varphi(x, t) = 0 \) and \( \lim_{t \to \infty} \varphi(x, t) = \infty \).
- For every \( x \in \Omega \), the function \( t \mapsto \frac{\varphi(x,t)}{t} \) is \( L \)-almost increasing on \((0, \infty)\) with \( L \) independent of \( x \).

If \( \varphi \in \Phi_w(\Omega) \) is additionally convex and left-continuous, then \( \varphi \) is a \textit{convex \( \Phi \)-function}, and we write \( \varphi \in \Phi_c(\Omega) \). If \( \varphi \) does not depend on \( x \), then we omit the set and write \( \varphi \in \Phi_w \) or \( \varphi \in \Phi_c \).

We denote \( \varphi_A^+(t) := \sup_{x \in A \cap \Omega} \varphi(x, t) \) and \( \varphi_A^-(t) := \inf_{x \in A \cap \Omega} \varphi(x, t) \). We say that \( \varphi \) (or \( \varphi_A^\pm \)) is non-degenerate if \( \varphi_A^+ \), \( \varphi_A^- \in \Phi_w \); if \( \varphi \) is degenerate, then \( \varphi_A^+|_{(0,\infty)} \equiv 0 \) or \( \varphi_A^-|_{(0,\infty)} \equiv \infty \). We define several conditions. Let \( p, q > 0 \). We say that \( \varphi : \Omega \times [0, \infty) \to [0, \infty) \) satisfies

(A0) if there exists \( \beta \in (0, 1) \) such that \( \varphi(x, \beta) \leq 1 \leq \varphi(x, \frac{1}{\beta}) \) for all \( x \in \Omega \);

(A1) if for every \( K > 0 \) there exists \( \beta \in (0, 1) \) such that, for every ball \( B \) and \( x, y \in B \cap \Omega \),

\[ \varphi(x, \beta t) \leq \varphi(y, t) + 1 \quad \text{when} \quad \varphi(y, t) \in \left[ 0, \frac{K}{|B|} \right] ; \]

(VA1) if for every \( K > 0 \) there exists a modulus of continuity \( \omega \) such that, for every ball \( B = B_r \) and \( x, y \in B \cap \Omega \),

\[ \varphi(x, \frac{t}{1+\omega(r)}) \leq \varphi(y, t) + \omega(r) \quad \text{when} \quad \varphi(y, t) \in \left[ 0, \frac{K}{|B|} \right] ; \]

(\text{aInc}) \( p \) if \( t \mapsto \frac{\varphi(x,t)}{t^p} \) is \( L_p \)-almost increasing in \((0, \infty)\) for some \( L_p \geq 1 \) and all \( x \in \Omega \);

(\text{aDec}) \( q \) if \( t \mapsto \frac{\varphi(x,t)}{t^q} \) is \( L_q \)-almost decreasing in \((0, \infty)\) for some \( L_q \geq 1 \) and all \( x \in \Omega \).

We say that (\text{aInc}) holds if (\text{aInc}) \( p \) holds for some \( p > 1 \), and similarly for (\text{aDec}). If in the definition of (\text{aInc}) \( p \), we have \( L_p = 1 \), then we say that \( \varphi \) satisfies (\text{Inc}) \( p \), similarly for (\text{Dec}) \( q \).

\textbf{Example 2.2} (Variable exponent growth). Let \( p : \Omega \to [1, \infty) \) and let \( \varphi(x, t) := t^{p(x)} \) be the variable exponent functional with \( p^\infty := \infty \chi_{(1,\infty)}(t) \). It was shown in [14, Proposition 7.1.2] that \( \varphi \) satisfies (A1) if and only if

\[ \left| \frac{1}{p(x)} - \frac{1}{p(y)} \right| \leq \frac{c}{\log(e + \frac{1}{|x-y|})} , \]
Note that this result does not require $p$ to be bounded. One can show that $\varphi$ satisfies (VA1) if
\[
\left| \frac{1}{p(x)} - \frac{1}{p(y)} \right| \leq \omega(|x - y|) \log(e + \frac{1}{|x - y|})
\]
where $\omega$ is a function with $\lim_{r \to 0^+} \omega(r) = 0$.

It is easy to see that the variable exponent $\Phi$-function $\varphi$ satisfies (Inc)$_{p^-}$ and (Dec)$_{p^+}$ provided $p^- \leq p(x) \leq p^+$ for every $x \in \Omega$ and that (A0) always holds.

The stronger continuity condition (VA1) (“vanishing (A1)”) was introduced in [19, 20]. If $\varphi$ satisfies (Dec), then (VA1) implies that $\varphi$ is continuous. The condition also allows us to get sharper estimates. An example is the following Jensen’s inequality with constant close to $1$ that is needed later on. Without (VA1), the inequality only holds for some $\beta > 0$ which need not be small since $\varphi^-$ is not convex [14, Corollary 2.2.2].

**Theorem 2.3** (Jensen’s inequality). If $\varphi \in \Phi_c(\Omega)$ satisfies (VA1) and $B = B_r \subset \Omega$, then there exists $L > 0$ such that
\[
\varphi_B \left( \frac{1}{1 + \omega(r)} \int_B |f| \, dx \right) \leq \int_B \varphi(x, f) \, dx + \omega(r),
\]
for $\varrho_\varphi(Lf) \leq 1$.

**Proof.** Let $t_0 := \|f\|_{L^1(B)} / |B|$. Since $\varphi_B$ is equivalent to a convex function [14, Lemma 2.2.1], we find that
\[
\varphi_B^{-}(t_0) = \varphi_B \left( \int_B |f| \, dx \right) \leq \int_B \varphi_B^{-}(L|f|) \, dx \leq \frac{1}{|B|},
\]
where the constant $L$ is determined by the equivalence. This is a Jensen inequality, but the constant does not approach one for small balls. We obtain $\omega$ from (VA1) and define $\beta_r := \frac{1}{1 + \omega(r)}$. We denote by $\varphi'$ a function, non-decreasing in $s$, such that
\[
\varphi(x, t) = \int_0^t \varphi'(x, s) \, ds.
\]
Such function exists since $\varphi$ is convex in the second variable. Fix $x_0 \in B$ with
\[
\varphi'(x_0, \beta_r t_0) \leq (\varphi')_B^{-}(t_0)
\]
and define
\[
\psi(t) := \int_0^t \varphi'(x_0, \min\{s, \beta_r t_0\}) \, ds.
\]
Since $\psi'$ is increasing, $\psi$ is convex. Furthermore, $\psi(t) = \varphi(x_0, t)$ when $t \leq \beta_r t_0$. It follows from Jensen’s inequality that
\[
\varphi_B^- \left( \beta_r \int_B |f| \, dx \right) \leq \psi \left( \beta_r \int_B |f| \, dx \right) \leq \int_B \psi(\beta_r |f|) \, dx.
\]
When $t \leq t_0$ we use (VA1) to conclude that $\psi(\beta_r t) = \varphi(x_0, \beta_r t) \leq \varphi(x, t) + \omega(r)$. When $t > t_0$ we estimate
\[
\psi(\beta_r t) = \psi(\beta_r t_0) + \varphi'(x_0, \beta_r t_0) \beta_r (t - t_0) \leq \varphi(x, t_0) + \omega(r) + (\varphi')_B^{-}(t_0) \beta_r (t - t_0)
\]
\[
\leq \varphi(x, t_0) + \omega(r) + \varphi'(x, t_0) (t - t_0) \leq \varphi(x, t) + \omega(r),
\]
where we also used the convexity of $\varphi$ in the last step. Thus
\[
\varphi_B^- \left( \beta_r \int_B |f| \, dx \right) \leq \int_B \psi(\beta_r |f|) \, dx \leq \int_B \varphi(x, |f|) \, dx + \omega(r). \]
\]
2.2. Modular spaces. The following results are from [16]; the proofs follow [11, 22, 27].

**Definition 2.4.** Let $X$ be a real vector space. A function $\varrho : X \to [0, +\infty]$ is called a quasi-semimodular on $X$ if:

1. the function $\lambda \mapsto \varrho(\lambda x)$ is increasing on $[0, \infty)$ for every $x \in X$;
2. $\varrho(0_x) = 0$;
3. $\varrho(-x) = \varrho(x)$ for every $x \in X$;
4. there exists $\beta \in (0, 1]$ such that $\varrho(\beta(\theta x + (1-\theta)y)) \leq \theta \varrho(x) + (1-\theta)\varrho(y)$ for every $x, y \in X$ and every $\theta \in [0, 1]$.

If (4) holds with $\beta = 1$, then $\varrho$ is a semimodular.

If $\varrho$ is a quasi-semimodular in $X$, then the set defined by

$$X_\varrho := \{ x \in X \mid \lim_{\lambda \to 0} \varrho(\lambda x) = 0 \}$$

is called a modular space. We define the Luxemburg quasi-seminorm on $X_\varrho$ by

$$\|x\|_\varrho := \inf \left\{ \lambda > 0 \mid \varrho\left(\frac{x}{\lambda}\right) \leq 1 \right\}.$$  

Note that our terminology differs from Musielak [27]. Our justification comes from the correspondence with standard terminology for norms, as demonstrated in the following proposition.

**Proposition 2.5.** Let $X$ be a real vector space.

1. If $\varrho$ is a quasi-semimodular in $X$, then $\| \cdot \|_\varrho$ is a quasi-seminorm.
2. If $\varrho$ is a semimodular in $X$, then $\| \cdot \|_\varrho$ is a seminorm.
3. If $\varrho$ is a quasi-modular in $X$, then $\| \cdot \|_\varrho$ is a quasi-norm.
4. If $\varrho$ is a modular in $X$, then $\| \cdot \|_\varrho$ is a norm.

The next proposition contains the main properties that we need regarding modular spaces.

**Lemma 2.6** ([16]). Let $X$ be a real vector space, $\varrho$ be a quasi-semimodular on $X$ and $x \in X$. Denote by $\beta$ the constant in property (4) of Definition 2.4. Then

1. $\|x\|_\varrho < 1 \implies \varrho(x) \leq 1 \implies \|x\|_\varrho \leq 1$;
2. $\|x\|_\varrho < 1 \implies \beta \varrho(x) \leq \|x\|_\varrho$;
3. $\|x\|_\varrho > 1 \implies \varrho(x) \geq \beta \|x\|_\varrho$;
4. $\|x\|_\varrho \leq \beta^{-1} \varrho(x) + 1$.

As special cases we have generalized Orlicz and Orlicz–Sobolev spaces.

**Definition 2.7.** Let $\varphi \in \Phi_w(\Omega)$ and define the quasi-semimodular $\varrho_\varphi$ for $f \in L^0(\Omega)$, the set of measurable functions in $\Omega$, by

$$\varrho_\varphi(f) := \int_\Omega \varphi(x, |f(x)|) \, dx.$$  

The generalized Orlicz space, also called Musielak–Orlicz space, is defined as the set

$$L^\varphi(\Omega) := (L^0(\Omega))_{\varrho_\varphi} = \{ f \in L^0(\Omega) \mid \lim_{\lambda \to 0^+} \varrho_\varphi(\lambda f) = 0 \}$$

equipped with the (Luxemburg) quasi-seminorm

$$\|f\|_{L^\varphi(\Omega)} := \|f\|_{\varrho_\varphi} = \inf \left\{ \lambda > 0 \mid \varrho_\varphi\left(\frac{f}{\lambda}\right) \leq 1 \right\}.$$  

If the set is clear from context we abbreviate $\|f\|_{L^\varphi(\Omega)}$ by $\|f\|_\varphi$.

**Definition 2.8.** A function $f \in L^\varphi(\Omega)$ belongs to the Orlicz–Sobolev space $W^{1,\varphi}(\Omega)$ if its weak derivative $f'$ exists and belongs to $L^\varphi(\Omega)$. For $f \in W^{1,\varphi}(\Omega)$, we define the norm

$$\|f\|_{W^{1,\varphi}(\Omega)} := \|f\|_{L^\varphi(\Omega)} + \|f'\|_{L^\varphi(\Omega)}.$$
3. BOUNDED VARIATION IN THE RIESZ SENSE

We introduce the space of bounded Riesz \( \varphi \)-variation based on \( V^\varphi_I \) from the introduction. Note that we do not assume that \( f \) is measurable.

**Definition 3.1.** Let \( I \subset \mathbb{R} \) be a closed interval and \( \varphi \in \Phi_w(I) \). The space of *bounded \( \varphi \)-variation in Riesz’ sense* is defined by the quasi-semimodular \( V^\varphi_I \):

\[
\text{RBV}^\varphi(I) := \{ f : I \to \mathbb{R} \mid \lim_{\lambda \to 0} V^\varphi_I(\lambda f) = 0 \}.
\]

Often two \( \Phi \)-functions \( \varphi, \psi \in \Phi_w(I) \) are considered to be the same, if \( \varphi(x, t) = \psi(x, t) \) for almost everywhere \( x \) and every \( t \). In our setting we cannot use this convention, as the following example demonstrates.

**Example 3.2.** Let \( (A_j)_{j=1}^\infty \) be a sequence of pairwise disjoint, countable and dense subsets of \( I \). Denote \( A := \bigcup_{j=1}^\infty A_j \). Then \( |A| = 0 \) since \( A \) is countable. Define \( \varphi, \psi : I \times [0, \infty) \to [0, \infty] \) by \( \varphi(x, t) := t^2 \) and \( \psi(x, t) := \begin{cases} t^2, & \text{if } x \in I \setminus A, \\ j t^2, & \text{if } x \in A_j \text{ for some } j \in \mathbb{N}. \end{cases} \)

Then \( \psi(x, t) = \varphi(x, t) \) for every \( x \in I \setminus A \) and every \( t \geq 0 \), so that \( \varphi = \psi \) a.e. Let \( f : I \to \mathbb{R} \) be the identity function and let \( (I_k) \) be any partition of \( I \). Then \( |\Delta_k f|/|I_k| = 1 \) for every \( k \). Since the sets \( A_j \) are dense, the intersection \( A_j \cap I_k \) is non-empty for every \( j \) and every \( k \). Thus \( \psi^\varphi_{I_k}(1) \geq j \) for every \( j \), and therefore

\[
V^\psi_I(f) \geq \sum_{k=1}^n \psi^\varphi_{I_k} \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| \geq \sum_{k=1}^n j |I_k| = j |I|.
\]

Letting \( j \to \infty \), we see that \( V^\psi_I(f) = \infty \). On the other hand,

\[
\sum_{k=1}^n \varphi^\varphi_{I_k} \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| = \sum_{k=1}^n \varphi^\varphi_{I_k}(1) |I_k| = \sum_{k=1}^n |I_k| = |I|.
\]

This implies that \( V^\varphi_I(f) = |I| \).

Next, we show that equivalent \( \Phi \)-functions give rise to the same space of bounded variation.

**Lemma 3.3.** Suppose that \( \varphi, \psi \in \Phi_w(I) \) and \( \varphi \simeq \psi \) with constant \( L \geq 1 \). Then

\[
V^\varphi_I(L^{-1} f) \leq V^\psi_I(f) \leq V^\psi_I(L f)
\]

for every \( f : I \to \mathbb{R} \) and \( \text{RBV}^\varphi(I) = \text{RBV}^\psi(I) \).

**Proof.** By the definition of equivalence,

\[
\psi(x, L^{-1} t) \leq \varphi(x, t) \leq \psi(x, L t)
\]

for every \( x \in I \) and every \( t \in [0, \infty) \). Thus

\[
V^\varphi_I(f) = \sup_{(I_k)} \sum_{k=1}^n \varphi^\varphi_{I_k} \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| \leq \sup_{(I_k)} \sum_{k=1}^n \psi^\varphi_{I_k} \left( L \frac{|\Delta_k f|}{|I_k|} \right) |I_k| = V^\psi_I(L f).
\]

Similarly \( V^\psi_I(L^{-1} f) \leq V^\varphi_I(f) \). To see that \( \text{RBV}^\varphi(I) = \text{RBV}^\psi(I) \), we note that if \( V^\varphi_I(\lambda f) \to 0 \), then \( V^\psi_I(L^{-1} \lambda f) \to 0 \) and if \( V^\psi_I(\lambda f) \to 0 \), then \( V^\varphi_I(L^{-1} \lambda f) \to 0 \).

We now show that \( V^\varphi_I \) is a quasi-semimodular.
Lemma 3.4. Let \( \varphi \in \Phi_w(I) \). Then \( V^\varphi_I : \mathbb{R}^I \to \mathbb{R}_+ \) is a quasi-semimodular. If \( \varphi \in \Phi_c(I) \), then \( V^\varphi_I \) is a semimodular.

**Proof.** The properties \( V^\varphi_I(0) = 0 \) and \( V^\varphi_I(-f) = V^\varphi_I(f) \) are clear. Since \( t \mapsto \varphi(x, t) \) is increasing for every \( x \in I \) it follows that \( t \mapsto \varphi_A^+(t) \) is increasing whenever \( A \subset I \). Since

\[
V^\varphi_I(\lambda f) = \sup_{(I_k)} \sum_{k=1}^n \varphi^+_k \left( \frac{\lambda |\Delta_k f|}{|I_k|} \right) |I_k|,
\]

the function \( \lambda \mapsto V^\varphi_I(\lambda f) \) is increasing on \([0, \infty)\) for every \( f : I \to \mathbb{R} \).

Note that \( \varphi_A^+ \) satisfies (aInc) with the same constant \( L \geq 1 \) as \( \varphi \). Let \( (I_k) \) be a partition of \( I \). If \( \theta \in [0, 1] \), then

\[
\varphi^+_k \left( \frac{1}{2L} |\Delta_k (\theta f + (1 - \theta)g)| \right) \leq \varphi^+_k \left( \frac{\theta |\Delta_k f|}{2L |I_k|} + \frac{1 - \theta |\Delta_k g|}{2L |I_k|} \right)
\]

\[
\leq \varphi^+_k \left( \frac{\theta |\Delta_k f|}{L |I_k|} \right) + \varphi^+_k \left( \frac{1 - \theta |\Delta_k g|}{L |I_k|} \right)
\]

\[
\leq \theta \varphi^+_k \left( \frac{|\Delta_k f|}{|I_k|} \right) + (1 - \theta) \varphi^+_k \left( \frac{|\Delta_k g|}{|I_k|} \right),
\]

where the last inequality follows from (aInc). This implies that \( V^\varphi_I(\beta(\theta f + (1 - \theta)g)) \leq \theta V^\varphi_I(f) + (1 - \theta) V^\varphi_I(g) \) with \( \beta := \frac{1}{2L} \).

If \( \varphi \in \Phi_c(I) \), then \( \varphi_A^+ \) is convex as the supremum of convex functions. Thus

\[
\varphi^+_k \left( \frac{|\Delta_k (\theta f + (1 - \theta)g)|}{|I_k|} \right) \leq \varphi^+_k \left( \frac{\theta |\Delta_k f|}{|I_k|} + (1 - \theta) \frac{|\Delta_k g|}{|I_k|} \right)
\]

\[
\leq \theta \varphi^+_k \left( \frac{|\Delta_k f|}{|I_k|} \right) + (1 - \theta) \varphi^+_k \left( \frac{|\Delta_k g|}{|I_k|} \right),
\]

and it follows that \( V^\varphi_I \) is convex. \( \square \)

By Proposition 2.5, we can define the Luxemburg quasi-seminorm in \( \text{RBV}^\varphi(I) \) by

\[
\|f\|_{\text{RBV}^\varphi(I)} = \inf \left\{ \lambda > 0 \mid V^\varphi_I \left( \frac{f}{\lambda} \right) \leq 1 \right\}.
\]

This is not a quasi-norm, as is easily seen by considering constant functions: if \( f \) is constant, then \( V^f_I(f/\lambda) = 0 \) for every \( \lambda > 0 \) (since \( \Delta_k f = 0 \) for every partition and every \( k \)), and therefore \( \|f\|_{\text{RBV}^\varphi(I)} = 0 \). It is also easy to see that \( V^\varphi_I(f) = V^\varphi_I(g) \) whenever \( f - g \) is constant. Thus, in addition to \( \text{RBV}^\varphi(I) \), we also consider the sub-space

\[
\text{RBV}^\varphi_0([a,b]) := \{ f \in \text{RBV}^\varphi([a,b]) \mid f(a) = 0 \}.
\]

Then \( \text{RBV}^\varphi_0(I) \) is a quasi-normed space with the quasi-norm \( \| \cdot \|_{\text{RBV}^\varphi(I)} \), as we will see in the next theorem.

**Theorem 3.5.** Let \( \varphi \in \Phi_w(I) \). Then \( \text{RBV}^\varphi_0(I) \) is a quasi-normed space which is non-trivial if and only if \( \varphi_A^+ \) is non-degenerate.

**Proof.** By Proposition 2.5 and Lemma 3.4, \( \text{RBV}^\varphi_0(I) \) is a quasi-seminormed space. For \( \text{RBV}^\varphi_0(I) \) to be a quasi-normed space, we check that \( \|f\|_{\text{RBV}^\varphi_0(I)} = 0 \) only if \( f = 0 \). This is equivalent to the condition that \( \|f\|_{\text{RBV}^\varphi(I)} \) is non-zero for non-constant \( f \) since \( f(a) = 0 \).
Let $f \in \text{RBV}^{\varphi}(I)$ be an arbitrary non-constant function. Then we can choose a partition $(I_k)$ of $I$ such that $\Delta_{k_0} f \neq 0$ for some $k_0$. Note that $\lim_{t \to \infty} \varphi_{k_0}^+(t) = \infty$ by the definition of $\Phi_w(I)$. Hence, by the definition of $V^\varphi_I$, we get that

$$\lim_{\lambda \to 0^+} V^\varphi_I \left( \frac{f}{\lambda} \right) \geq \lim_{\lambda \to 0^+} \sum_{k=1}^{n} \varphi^+_k \left( \frac{\left| \Delta_k f \right|}{\lambda |I_k|} \right) |I_k| \geq \lim_{\lambda \to 0^+} \varphi^+_k \left( \frac{|\Delta_{k_0} f|}{\lambda |I_{k_0}|} \right) |I_{k_0}| = \infty.$$ 

Thus $V^\varphi_I (f/\lambda) > 1$ when $\lambda$ is small enough, and therefore $\|f\|_{\text{RBV}^\varphi(I)} > 0$.

We now prove the claim concerning the non-triviality of $\text{RBV}^\varphi_0(I)$. Suppose first that $\varphi^+_I$ is degenerate. Let $f$ be a non-constant function. Let us show that $V^\varphi_I (f) = \infty$. If $f(a) \neq f(b)$, then $|\Delta f(I)|/|I| > 0$, and

$$V^\varphi_I (f) \geq \varphi^+_I \left( \frac{|\Delta f(I)|}{|I|} \right) |I| = \infty.$$ 

If $f(a) = f(b)$, then there exists $c \in I$ with $f(c) \neq f(a)$, since $f$ is not constant. Let $I_1 := [a, c]$ and $I_2 := [c, b]$. Since $\varphi^+_I$ is degenerate, it follows that at least one of $\varphi^+_{I_1}$ or $\varphi^+_{I_2}$ must also be degenerate. Since $|\Delta_k f|/|I_k| > 0$, $k = 1, 2$, we get that

$$V^\varphi_I (f) \geq \sum_{k=1}^{2} \varphi^+_k \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| = \infty.$$ 

Thus $V^\varphi_I (\lambda f) = \infty$ for every non-constant function $f$ and every $\lambda \in (0, \infty)$. Hence $\text{RBV}^\varphi(I)$ is just the space of constant functions, which implies that $\text{RBV}^\varphi_0(I)$ is trivial.

Suppose then that $\varphi^+_I$ is non-degenerate. Thus there exists $t_0 \in (0, \infty)$ with $\varphi^+_I (t_0) < \infty$. Let $g(x) := t_0 (x - a)$. If $(I_k)$ is any partition of $I$, then

$$\sum_{k=1}^{n} \varphi^+_k \left( \frac{|\Delta_k g|}{|I_k|} \right) |I_k| = \sum_{k=1}^{n} \varphi^+_k (t_0) |I_k| \leq \sum_{k=1}^{n} \varphi^+_k (t_0) |I_k| = \varphi^+_I (t_0) |I| < \infty,$$

which, together with \text{(aInc)}$_1$, implies that $g \in \text{RBV}^\varphi(I)$. Since $g(a) = 0$, it follows that $g \in \text{RBV}^\varphi_0(I)$. Thus $\text{RBV}^\varphi_0(I)$ is non-trivial. \hfill \Box

### 4. Completeness

In this section, we show the completeness of the space of bounded Riesz $\varphi$-variation.

**Lemma 4.1.** Let $\varphi \in \Phi_w(I)$ and $L$ be the constant from \text{(aInc)}$_1$. Then, for $\alpha \geq 0$ and $\beta > 0$,

$$V^\varphi_I \left( \frac{f}{\beta} \right) \leq \alpha \iff \|f\|_{\text{RBV}^\varphi(I)} \leq \begin{cases} L \alpha \beta, & \alpha > 1, \\ \beta, & \alpha \leq 1. \end{cases}$$

**Proof:** The case $\alpha \leq 1$ follows immediately from the definition of norm.

Let now $\alpha > 1$. Since $\varphi^+_I$ satisfies \text{(aInc)}$_1$ and $\varphi^+_I (0) = 0$, we have

$$\varphi^+_I \left( \frac{|\Delta_k f|}{L \alpha \beta |I_k|} \right) \leq \frac{1}{\alpha} \varphi^+_I \left( \frac{|\Delta_k f|}{\beta |I_k|} \right)$$

for each sub-interval of $I$, from which we obtain

$$V^\varphi_I \left( \frac{f}{L \alpha \beta} \right) \leq \frac{1}{\alpha} V^\varphi_I \left( \frac{f}{\beta} \right) \leq 1.$$ 

The result now follows from the definition of the norm. \hfill \Box
Lemma 4.2. Let \( \varphi, \psi \in \Phi_\circ(I) \). Suppose that there exists \( K > 0 \) such that
\[
\varphi(x, \frac{t}{K}) \leq \varphi(x, t) + 1.
\]
Then
\[
\text{RBV}^{\varphi}(I) \hookrightarrow \text{RBV}^{\psi}(I).
\]

Proof. Let \( \lambda_\varepsilon := \|f\|_{\text{RBV}^\varphi(I)} + \varepsilon \). Then \( V^\varphi_f(f/\lambda_\varepsilon) \leq 1 \). From the assumption and the definition of the modular, we have \( V^\varphi_f(f/\lambda_\varepsilon K) \leq V^\varphi_f(f/\lambda_\varepsilon) + |I| \leq 1 + |I| \). By Lemma 4.1,
\[
\|f\|_{\text{RBV}^\varphi(I)} \leq LK(1 + |I|)\lambda_\varepsilon = LK(1 + |I|)(\|f\|_{\text{RBV}^\varphi(I)} + \varepsilon),
\]
which concludes the proof.

We now show that \( \text{RBV}^{\varphi}(I) \) contains all Lipschitz functions and is contained in the set of absolutely continuous functions when \( \varphi \) satisfies suitable conditions. We denote by \( \text{Lip}(I) \) the space of Lipschitz functions on \( I \) and by \( \text{AC}(I) \) the space of absolutely continuous functions in \( I \).

Lemma 4.3. Let \( \varphi \in \Phi_\circ(I) \) satisfy (A0), (aInc) and (aDec). Then
\[
\text{Lip}(I) \subseteq \text{RBV}^{\varphi}(I) \subseteq \text{AC}(I).
\]

Proof. From [2, Proposition 2.52], we know that
\[
\text{Lip}(I) \subseteq \text{RBV}^s(I) \subseteq \text{AC}(I),
\]
with \( s \in (1, \infty) \), where \( \text{RBV}^s(I) \) corresponds to the choice \( \varphi(x, t) = t^s \). When \( t \geq \frac{1}{\beta} \), it follows from (aInc) that \((\beta t)^p \varphi(x, \frac{1}{\beta}) \leq L \varphi(x, t)\) and so it follows from (A0) that
\[
(\beta t)^p \leq L \varphi(x, t) + 1.
\]
From (aDec), we conclude that \( \varphi(x, \beta t) \leq L^{nt} \varphi(x, \beta) \) when \( t \geq 1 \). Hence (A0) implies that
\[
\varphi(x, \beta t) \leq L^{nt} + 1.
\]
By Lemma 4.2 and these inequalities, we conclude that
\[
\text{Lip}(I) \subseteq \text{RBV}^\varphi(I) \subseteq \text{RBV}^p(I) \subseteq \text{RBV}^p(I) \subseteq \text{AC}(I).
\]

Theorem 4.4. If \( \varphi \in \Phi_\circ(I) \), then \( \text{RBV}^{\varphi}_0(I) \) is a quasi-Banach space.

Proof. Fix \( I = [a, b] \). We first prove that
\[
(4.5) \quad \sup_{I} |f| \leq C \|f\|_{\text{RBV}^\varphi(I)}
\]
when \( f \in \text{RBV}^\varphi_0(I) \). Denote \( I_1 = [a, x] \). Since \( f(a) = 0 \), it follows from \( \Delta f(I_1) = f(x) \) that
\[
\varphi\left(a, \frac{|f(x)|}{|I_1|}\right) |I_1| \leq \varphi_{i_1}^+( \frac{\Delta I_1 f}{|I_1|}) |I_1| \leq V^\varphi_f(f).
\]
We apply this inequality to the function \( \frac{f}{\|f\|_{\text{RBV}^\varphi(I)} + \varepsilon} \) where \( \varepsilon > 0 \). Thus
\[
\varphi\left(a, \frac{|f(x)|}{|I_1|(|f|_{\text{RBV}^\varphi(I)} + \varepsilon)}\right) \leq V^\varphi_f\left(\frac{f}{\|f\|_{\text{RBV}^\varphi(I)} + \varepsilon}\right) \leq 1.
\]
Since \( \varphi(a, t) \to \infty \) as \( t \to \infty \), we conclude that the argument of \( \varphi \) on the left-hand side is bounded. Thus
\[
|f(x)| \leq C |I| (\|f\|_{\text{RBV}^\varphi(I)} + \varepsilon).
\]
The estimate (4.5) now follows as \( \varepsilon \to 0^+ \).

Let \( (f_i) \) be a Cauchy sequence in \( \text{RBV}^\varphi_0(I) \). By (4.5), it is also a Cauchy sequence in \( L^\infty(I) \), which ensures that \( f := \lim_{i \to \infty} f_i \) exists. For \( \varepsilon > 0 \), there exists \( N_\varepsilon \in \mathbb{N} \) such that \( i, j > N_\varepsilon \).
implies $V^\psi_f\left(\frac{f_i-f_j}{L^\psi_f}\right) \leq 1$, since $\|f_i-f_j\|_{RBV^\psi_f(I)} < \varepsilon$. By [14, Lemma 2.2.1] there exists $\psi \in \Phi_c(I)$ with $\psi \simeq \varphi$. Since $\psi$ is left-continuous, $\psi_{k+1}^-$ is left-continuous (see comment after the proof of [14, Lemma 2.1.8]) and lower semicontinuous by [14, Lemma 2.1.5]. Taking this into account, we get

$$V^\psi\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right) = \sup \left\{ V^\psi\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right) \right\} \leq \lim_{j \to \infty} V^\psi\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right).$$

When $i > N_\varepsilon$, it follows from Lemma 3.3 that

$$V^\psi\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right) \leq V^\psi\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right) \leq \lim_{j \to \infty} V^\psi\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right) \leq \lim_{j \to \infty} V^\psi\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right) \leq 1.$$

Taking the supremum over partitions $(I_k)$, we find that

$$V^\psi_f\left(\frac{f_i-f_j}{L^\varepsilon}, (I_k)\right) \leq 1$$

and so $\|f_i-f_j\|_{RBV^\psi_f(I)} \leq L^\varepsilon$. Thus $f \in RBV^\phi_f(I)$ and $(f_i)$ converges to $f$ in $RBV^\phi_f(I)$.

5. Variants of the Variation

In Definition 1.1 we defined $V^\psi_f$, $\nabla^\psi f$ and $\nabla^\phi f$ by taking supremum or limit superior of partitions and using either $\varphi^+$ or $\varphi^-$. In this section, we consider the impact of these choices. Since all the partitions in $\nabla^\psi f$ are allowed in the supremum in $V^\psi_f$ and $\varphi^- f_k \leq \varphi^+ f_k$, we see that

$$\nabla^\psi f \leq \nabla^\psi f \leq \nabla^\psi f.$$

When $\varphi$ is convex and independent of $x$, the opposite inequalities hold, as well. Indeed, $\nabla^\psi f = \nabla^\psi f(f)$ is trivial in this case.

**Lemma 5.1.** If $\varphi \in \Phi_c$, then

$$V^\psi_f(f) = \nabla^\psi f(f).$$

**Proof.** Let $(I_k)$ be a partition of $I$ and $(I_k')$ be its subpartition. Suppose $I_k = \bigcup_{j=j_k}^{j_{k+1}-1} I'_j$. Then

$$\frac{|\Delta f(I_k)|}{|I_k|} \leq \sum_{j=j_k}^{j_{k+1}-1} \frac{|\Delta f(I'_j)|}{|I'_j|} = \sum_{j=j_k}^{j_{k+1}-1} \frac{|I'_j|}{|I'_j|} \frac{|\Delta f(I'_j)|}{|I'_j|}.\frac{\varphi}{|I'_j|}$$

Since the coefficients’ sum equals 1, it follows from convexity that

$$\varphi\left(\frac{|\Delta f(I_k)|}{|I_k|}\right) |I_k| \leq \sum_{j=j_k}^{j_{k+1}-1} |I'_j| \varphi\left(\frac{|\Delta f(I'_j)|}{|I'_j|}\right) |I'_j| = \sum_{j=j_k}^{j_{k+1}-1} \varphi\left(\frac{|\Delta f(I'_j)|}{|I'_j|}\right) |I'_j|.$$

Thus $V^\psi_f(f, (I_k')) \leq V^\psi_f(f, (I'_j))$. Since this holds for any subpartition, we see that we can always move to a partition with half as large $|\langle I_k \rangle|$ but no smaller $V^\psi_f(f, (I_k)).$ Hence $V^\psi_f \leq V^\psi_f.$

We just showed that $\nabla^\psi f = V^\psi f$ when $\varphi \in \Phi_c$. However, if $\varphi$ depends on $x$, then it is possible that $\nabla^\psi f < V^\psi f$.

**Example 5.2.** Let $I := [0, 1]$ and define $\varphi \in \Phi_c(I)$ by $\varphi(x, t) := (x + 1)t^2$. Note that $\varphi$ satisfies (A0), (A1), (alnc)$_2$ and (aDec)$_2$. Let $f$ be the identity function. Then

$$V^\psi_f(f) \geq \varphi^+\left(\frac{|\Delta f(I)|}{|I|}\right) |I| = \varphi^+(1) = 2.$$
Let next \( \epsilon \in (0, 1) \) and let \((I_k)\) be a partition with \(|(I_k)| < \epsilon\). If \( I_k = [a_k, b_k] \), then
\[
\varphi(a_k, \frac{|\Delta_k f|}{|I_k|}) \leq \varphi^+_k \left( \frac{|\Delta_k f|}{|I_k|} \right) \leq \varphi(b_k, \frac{|\Delta_k f|}{|I_k|}) \leq \varphi(a_k + \epsilon, \frac{|\Delta_k f|}{|I_k|})
\]
since \( \varphi \) is increasing in \( x \). If \( f \) is the identity function, then \( \frac{|\Delta f|}{|I_k|} = 1 \) and
\[
\int_0^1 \varphi(x, 1) \, dx \leq \sum_{k=1}^n \varphi^+_k \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| \leq \int_{\epsilon}^{1+\epsilon} \varphi(x, 1) \, dx.
\]
Since \( \varphi(x, 1) = x + 1 \), we obtain as \( \epsilon \to 0 \) that
\[
\nabla^\varphi(f) = \int_0^1 \varphi(x, 1) \, dx = \frac{3}{2}.
\]

We next show that \( \varphi^+ \) and \( \varphi^- \) give the same result at the limit under the stronger continuity condition (VA1). Example 5.4 shows that the result does not hold under (A1).

**Lemma 5.3.** If \( \varphi \in \Phi_{c}(\Omega) \) satisfies (VA1) and (Dec), then
\[
\nabla^\varphi(f) = \nabla^\varphi(f).
\]

**Proof.** Clearly, \( \nabla^\varphi \leq \nabla^\varphi \) so we show that \( \nabla^\varphi \leq \nabla^\varphi \). We assume that \( \nabla^\varphi(f) < \infty \), since otherwise there is nothing to prove. For \( \epsilon \in (0, 1) \) we choose \( \delta \in (0, \epsilon) \) such that
\[
\sup_{|(I_k)| < \delta} \sum_{k=1}^n \varphi^-_k \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| \leq (1 + \epsilon) \nabla^\varphi(f).
\]
Let \((I_k)\) be a partition with \(|(I_k)| < \delta\). By the previous line,
\[
\varphi^-_k \left( \frac{|\Delta_k f|}{|I_k|} \right) < \frac{2 \nabla^\varphi(f)}{|I_k|}.
\]
Therefore it follows by (VA1) and (Dec) that
\[
\varphi^+_k \left( \frac{|\Delta_k f|}{|I_k|} \right) \leq (1 + \omega(\epsilon))q \left[ \varphi^-_k \left( \frac{|\Delta_k f|}{|I_k|} \right) + \omega(\epsilon) \right],
\]
where \( \omega \) is a modulus of continuity from (VA1) with \( K := 2 \nabla^\varphi(f) \). Hence
\[
\sum_{k=1}^n \varphi^+_k \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| \leq (1 + \omega(\epsilon))q \left[ \sum_{k=1}^n \varphi^-_k \left( \frac{|\Delta_k f|}{|I_k|} \right) |I_k| + \omega(\epsilon) |I| \right]
\]
\[
\leq (1 + \omega(\epsilon))q \left[ (1 + \epsilon) \nabla^\varphi(f) + \omega(\epsilon) |I| \right].
\]
Since this holds for all \((I_k)\) with \(|(I_k)| < \delta\), we conclude that
\[
\nabla^\varphi(f) \leq (1 + \omega(\epsilon))q [(1 + \epsilon) \nabla^\varphi(f) + \omega(\epsilon) |I|] \to \nabla^\varphi(f),
\]
as \( \epsilon \to 0 \). Combined with \( \nabla^\varphi \leq \nabla^\varphi \), this gives \( \nabla^\varphi = \nabla^\varphi \).

**Example 5.4.** Let \( p(x) := 1 + \frac{1}{\log(1/2)} \) for \( x \in (0, \frac{1}{2}) \) and \( p(0) := 1 \). Set \( \varphi(x, t) := t^p(x) \). We consider the function \( f := \chi_{(0, \frac{1}{2})} \) and a partition \((I_k)\) of \( I := [0, \frac{1}{2}] \). Then \( \Delta f(I_k) = 0 \) unless \( k = 1 \). Suppose that \( I_1 := [0, x], \quad x \in (0, \frac{1}{2}) \). Then
\[
\varphi^+_1 \left( \frac{|\Delta f(I_1)|}{|I_1|} \right) |I_1| = x^{1-p^+_1} = x^{-\frac{1}{\log(1/2)}} = \epsilon
\]
and
\[
\varphi_{I_k}^-(\frac{|\Delta f(I_k)|}{|I_k|}) |I_k| = x^{1-p_{I_k}} = x^0 = 1.
\]
Since all other terms vanish, we see that \( \nabla \varphi_{I_k}^-(f) = e \) and \( \nabla \varphi_{I_k}^+(f) = 1 \). Note that \( p \) is log-Hölder continuous so that \( \varphi \) satisfies (A1) [14, Proposition 7.1.2].

The next example shows that \( \varphi^+ \) and \( \varphi^- \) do not give the same result without the limiting process, i.e. for \( \nabla \varphi_I \) and a version of it with \( \varphi_{I_k}^- \).

**Example 5.5.** Let \( I := [0, 3] \) and define \( \varphi \in \Phi_c(I) \) by
\[
\varphi(x, t) := t^{\max\{2, x\}}.
\]
Note that \( \varphi \) satisfies (A0), (A1), (VA1), (alnc)\(_2\) and (aDec)\(_3\). For \( \alpha > \frac{3}{\beta} \) we define \( f_\alpha : I \to \mathbb{R} \) by \( f_\alpha(x) := \alpha \min\{x, 1\} \). Then
\[
\nabla \varphi_I^+(\beta f_\alpha) \geq \frac{\beta |\Delta f_\alpha(I)|}{|I|} |I| = 3 \varphi_I^+ \left( \frac{3\alpha}{3} \right) = \frac{(\beta \alpha)^3}{9}.
\]
Let \( (I_k) \) be a partition of \( I \). If \( I_k \cap [0, 1] \) is non-empty, then
\[
\varphi_{I_k}^- \left( \frac{|\Delta f_\alpha|}{|I_k|} \right) \leq \varphi_{I_k}^-(\alpha) \leq \alpha^2,
\]
since \( |\Delta f_\alpha| \leq \alpha |I_k| \). If \( I_k \cap [0, 1] \) is empty, then \( \Delta f_\alpha = 0 \). Thus
\[
\sum_{k=1}^{n} \varphi_{I_k}^- \left( \frac{|\Delta f_\alpha|}{|I_k|} \right) |I_k| \leq \sum_{k=1}^{n} \alpha^2 |I_k| = 3\alpha^2,
\]
and hence
\[
\sup_{(I_k)} \sum_{k=1}^{n} \varphi_{I_k}^- \left( \frac{|\Delta f_\alpha|}{|I_k|} \right) |I_k| \leq 3\alpha^2 \leq \frac{27}{\beta^3 \alpha} \nabla \varphi_I^+(\beta f_\alpha).
\]
As \( \alpha \to \infty \), this shows that the inequality \( \nabla \varphi_I^+(\beta f_\alpha) \leq \sup_{(I_k)} \sum_{k=1}^{n} \varphi_{I_k}^- \left( \frac{|\Delta f_\alpha|}{|I_k|} \right) |I_k| \) does not hold for any fixed \( \beta > 0 \).

The next lemma shows that \( \nabla \varphi_I^+ \) and \( \nabla \varphi_I^- \) do define equivalent norms, even though they are not themselves equivalent.

**Lemma 5.6.** If \( \varphi \in \Phi_c(\Omega) \) satisfies (A1), then there exist a constant \( \beta \in (0, 1] \) such that
\[
\nabla \varphi_I^+(f) \leq 1 \implies \nabla \varphi_I^- (f) \leq 1.
\]
Furthermore, \( \| \cdot \| \nabla \varphi_I^- \approx \| \cdot \| \nabla \varphi_I^- \).

**Proof.** Let \( \varepsilon > 0 \) and choose \( \delta > 0 \) such that
\[
\sup_{|I_k| < \delta} \sum_{k=1}^{n} \varphi_{I_k}^+ \left( \frac{|\Delta f|}{|I_k|} \right) |I_k| \leq \nabla \varphi_I^+(f) + \varepsilon \leq 1 + \varepsilon.
\]
Let \( (I_k) \) be a partition of \( I \) and \( (I'_k) \) be a subpartition of \( (I_k) \) with \(|\{I'_k\}|| \leq \varepsilon \). As in Lemma 5.1, we find that
\[
\varphi_{I_k}^- \left( \frac{|\Delta f(I_k)|}{|I_k|} \right) |I_k| \leq \sum_{j=k}^{j+1-1} |I'_j| \frac{|\Delta f(I'_j)|}{|I'_j|} \varphi_{I_k}^- \left( \frac{|\Delta f(I'_j)|}{|I'_j|} \right) |I_k| \leq \sum_{j=k}^{j+1-1} \varphi_{I'_j}^- \left( \frac{|\Delta f(I'_j)|}{|I'_j|} \right) |I'_j|,
\]
that

\( V(A1) \)

and

\( V(A0) \)

the homogeneity of the norm.

We start with approximate equality. Note that we do not assume (aInc) and (aDec); thus we generalize also the previous results from the variable exponent case \([7]\). Note that the assumption \( f \in AC(I) \) can be replaced by (aInc), since together with (A0) it implies that the function is absolutely continuous.

**Theorem 6.1.** Let \( \varphi \in \Phi_w(I) \) satisfy (A0) and (A1). If \( f \in AC(I) \) and \( f' \in L^\varphi(I) \), then \( f \in \overline{RBV}^\varphi(I) \) and

\[
\|f\|_{\overline{RBV}^\varphi(I)} \leq c \|f'\|_{L^\varphi(I)}.
\]

**Proof.** Let \( \|f'\|_{L^\varphi(I)} < 1 \). Since \( f \) is absolutely continuous,

\[
\left| \frac{\Delta f(I_k)}{|I_k|} \right| = \left| \int_{I_k} f' \, dx \right| \leq \int_{I_k} |f'| \, dx.
\]

By [14, Theorem 4.3.2] there exists \( \beta > 0 \) such that

\[
\varphi^+_I \left( \beta \int_{I_k} |f'| \, dx \right) \leq \int_{I_k} \varphi(x, |f'|) \, dx + 1.
\]

It follows that

\[
V_I^\varphi(\beta f, (I_k)) \leq \sum_k \varphi^+_I \left( \beta \int_{I_k} |f'| \, dx \right) |I_k| \leq \int_I \varphi(x, |f'|) \, dx + |I| \leq 1 + |I|.
\]

Since this holds for any partition \( (I_k) \), we find that \( V_I^\varphi(\beta f) \leq 1 + |I| \). By (aInc), \( V_I^\varphi(\frac{\beta}{1+|I|} f) \leq \frac{1}{1+|I|} V_I^\varphi(\beta f) \leq 1 \). Hence \( \|f\|_{\overline{RBV}^\varphi(I)} \leq \frac{1}{\beta(1+|I|)} \); the claim for general \( \|f'\|_\varphi \) follows from this by the homogeneity of the norm.

\( \square \)
We next derive the corresponding upper bound. Note that here we use only the limit $|(I_k)| \to 0$, so the result holds also with $V_I^\varphi$ in place of $V_I^\varphi$.

**Theorem 6.2.** Let $\varphi \in \Phi_w(I)$. If $f \in \text{RBV}^\varphi(I) \cap AC(I)$, then $f' \in L^\varphi(I)$ and
\[
\|f'\|_{L^\varphi(I)} \leq \|f\|_{\text{RBV}^\varphi(I)}.
\]

**Proof.** We assume first that $V_I^\varphi(f) \leq 1$. Since $f \in AC(I)$, the derivative $f'$ exists almost everywhere in $I$. Let $((I_k^n)_k)_n$ be a sequence of partitions of $I$ with $|(I_k^n)| \to 0$ as $n \to \infty$. Define a step-function
\[
F_n := \sum_k \frac{\Delta f(I_k^n)}{|I_k^n|} \chi_{I_k^n}.
\]
Since $\lim_n F_n = f'$ a.e. and $\varphi$ is increasing, we see that $\varphi(x, \beta |f'(x)|) \leq \liminf_n \varphi(x, |F_n(x)|)$ for a.e. $x \in I$ and fixed $\beta \in (0, 1)$. Hence Fatou’s lemma implies that
\[
\int_I \varphi(x, \beta |f'|) \, dx \leq \liminf_n \int_I \varphi(x, |F_n|) \, dx \leq \liminf_n \sum_k \int_{I_k^n} \varphi_{I_k^n}^{\varphi}(|F_n|) \, dx.
\]
By the definition of $F_n$,
\[
\int_{I_k^n} \varphi_{I_k^n}(|F_n|) \, dx = \varphi_{I_k^n}^{\varphi} \left( \frac{|\Delta f(I_k^n)|}{|I_k^n|} \right) |I_k^n|.
\]
Thus
\[
\int_I \varphi(x, \beta |f'|) \, dx \leq \liminf_n V(f, (I_k^n)) \leq V_I^\varphi(f) \leq 1.
\]
This implies that $\|f'\|_{\varphi} \leq \frac{1}{\beta}$ and the general case follows by homogeneity as $\beta \to 1^-$. \qed

Combining the previous two results, we obtain the following:

**Corollary 6.3.** Let $\varphi \in \Phi_w(I)$ satisfy (A0) and (A1). Then
\[
\text{RBV}^\varphi(I) \cap L^\varphi(I) \cap AC(I) = W^{1, \varphi}(I).
\]

We next derive an exact formula for the Riesz semi-norm. In this case, we have to restrict our attention to the lim sup-version $\nabla^\varphi$. This result has no analogue in [7], so it is new even in the variable exponent case.

Following [1, Section 3.2] we consider functions $f$ of bounded variation on the real line whose derivative can be described as a signed measure $Df$ with finite total variation, $|Df|(I) < \infty$. The measure $Df$ can be split into an absolutely continuous part represented by $f' \, dx$ and a singular part $D^s f$ (with respect to the Lebesgue measure). In [1, (3.24)], it is shown that
\[
\inf_{g = f \text{ a.e.}} V_I^1(g) =: EV_I^1(f) = |Df|(I);
\]
the left-hand side is called the essential variation. Without the almost everywhere equivalence, the equality does not hold since we may take a function $f$ equal to zero except at one point so that $V_I^1(f) > 0 = |Df|(I)$. Functions for which the essential variation equals the variation (i.e. $V_I^1 = EV_I^1$) are called good representatives in [1].

A left-continuous function of bounded variation is an example of a good representative and can be expressed as $f(x) = Df([a, x]) + f(a)$. Furthermore, by [1, Theorem 3.28], the left-continuous representative of a function of bounded variation is a good representative. For simplicity, we restrict our attention to left-continuous functions. Note that [1] defined variations on open intervals. Where necessary, we can treat the first interval $[a, x]$ separately by a direct calculation.
Following [13], we define, for $\varphi \in \Phi_c$,

$$
\varphi'_\infty(x) := \lim_{t \to \infty} \frac{\varphi(x, t)}{t}.
$$

Note that the limit exists since $\frac{\varphi(x, t)}{t}$ is increasing. If $\varphi$ is differentiable and convex, then $\varphi'_\infty(x) = \lim_{t \to \infty} \varphi'(x, t)$, hence the notation.

**Theorem 6.4** (Riesz representation theorem). *Let $f \in BV(I)$ be left-continuous. If $\varphi \in \Phi_c(I)$ satisfies $(VA1)$ and $(\text{Dec})$, then*

$$
\nabla^r (x) = \int_I \varphi(x, |f'|) \, dx + \int_I \varphi'_\infty \, d|D^s f|.
$$

**Proof.** We prove the inequality “$\leq$” and assume that the right-hand side is finite. By Lemma 5.3, we may replace $\nabla^r (x)$ by $\nabla^r$ for the lower bound. Let $\varepsilon > 0$ and choose $\delta \in (0, \varepsilon)$ such that

$$
\int_A \varphi(x, |f'|) \, dx < \varepsilon
$$

for any set $A \subset I$ with $|A| < \delta$. Since the support of the singular part $D^s f$ has measure zero we can choose by the definition of the Lebesgue measure a finite union $A := \bigcup_{i=1}^m [a_i, a'_i]$ with $|A| < \delta$ and

$$
\int_I \varphi'_\infty \, d|D^s f| < \varepsilon.
$$

By left-continuity, $f(x) - f(y) = Df([a, x]) - Df([a, y]) = Df([y, x])$ for $x > y$. Thus

$$
\frac{\Delta f(I_k)}{|I_k|} = \left| \int_{I_k} f' \, dx + \frac{D^s f(I_k)}{|I_k|} \right| \leq \int_{I_k} |f'| \, dx + \frac{|D^s f(I_k)|}{|I_k|}.
$$

Since $t + s \leq \max\{(1 + \theta)t, (1 + \theta^{-1})s\}$ we obtain by $(\text{Dec})$ that

$$
\varphi'_\infty(t + s) \leq (1 + \theta)^q \varphi'_\infty(t) + (1 + \theta^{-1})^q \varphi'_\infty(s).
$$

By the previous estimates, Theorem 2.3 (with $\beta := \frac{1}{1 + \omega(|A|)}$) and $\varphi(x, t) \leq \varphi'_\infty(x) \, t$ we obtain

$$
\varphi'^{-}_k \left( \frac{\Delta f(I_k)}{|I_k|} \right) \leq (1 + \theta)^q \varphi'^{-}_k \left( \int_{I_k} |f'| \, dx \right) + (1 + \theta^{-1})^q \varphi'^{-}_k \left( \frac{|D^s f(I_k)|}{|I_k|} \right)
$$

$$
\leq (1 + \theta)^q \int_{I_k} \varphi'^{-}_k (|f'|) \, dx + \omega(|I_k|) \, dx + (1 + \theta^{-1})^q \int_{I_k} \varphi'_\infty \, d|D^s f|.
$$

We first apply the previous inequality to the set $A_i := [a_i, a'_i]$ from $A$ defined above, assumed to be so small that $\omega(|A_i|) \leq \varepsilon$, and choose $\theta := e^{-1/(2q)}$:

$$
\sum_i \varphi^A_i \left( \frac{\Delta f(A_i)}{|A_i|} \right) |A_i| \leq (1 + \theta)^q \int_A \varphi(x, |f'|) \, dx + \varepsilon + (1 + \theta^{-1})^q \int_A (\varphi'_\infty \, \lambda_k \, d|D^s f|)
$$

$$
\leq (1 + e^{-1/(2q)})^q \beta^{-q} \varepsilon (1 + |I|) + (1 + e^{1/(2q)})^q \int_I \varphi'_\infty \, d|D^s f|.
$$

Choose sufficiently small complementary closed intervals $B_i = [b_i, b'_i]$, i.e. $\cup_i A_i = \cup_i B_i = I \setminus \{b\}$ and $A_i \cap B_j = \emptyset$, such that $\omega(B_i) \leq \varepsilon$. We use the same estimate but now choose $\theta := e^{1/(2q)}$ and use (6.5) to obtain

$$
\sum_i \varphi^B_i \left( \frac{\Delta f(B_i)}{|B_i|} \right) |B_i| \leq (1 + e^{1/(2q)})^q \beta^{-q} \int_I \varphi(x, |f'|) + \varepsilon \, dx + (1 + e^{-1/(2q)})^q \varepsilon.
$$
Adding these two estimates and letting $\varepsilon \to 0$ and $\beta \to 1^-$, we obtain that

$$\nabla_i^\varphi(f) = \nabla_i^\psi(f) \leq \int_A \varphi(x, |f'|) \, dx + \int_I \varphi_\infty \, d|D^s f|.$$  

For the opposite inequality we use $\nabla_i^\varphi$ and start by observing that

$$\frac{|\Delta f(B_i)|}{|B_i|} \geq \left| \int_{B_i} f' \, dx \right| - \frac{|D^s f|(B_i)}{|B_i|}.$$  

This time we set $t = u - s$ in (6.6) and use the resulting inequality

$$\varphi_B^+(u - s) \geq (1 + \theta)^{-q} \varphi_B^+(u) - \theta^{-q} \varphi_B^+(s).$$  

With $B_i$ as before, we now obtain that

$$\sum_i \varphi_{B_i}^+ \left( \frac{|\Delta f(B_i)|}{|B_i|} \right) |B_i| \geq (1 + \theta)^{-q} \sum_i \varphi_{B_i}^+ \left( \left| \int_{B_i} f' \, dx \right| \right) |B_i| - \theta^{-q} \varepsilon$$

$$\geq (1 + \theta)^{-q} \left[ \int_I \varphi(x, |f'|) \, dx - \varepsilon \right] - \theta^{-q} \varepsilon,$$

where the second inequality follows as in Theorem 6.2 (possibly after restricting $\delta$ to a smaller value). In the case $\int_I \varphi(x, |f'|) \, dx = \infty$, we replace the square bracket with $\frac{1}{\gamma}$ and obtain a lower bound tending to $\infty$. Otherwise, we choose $\theta := \varepsilon^{1/(2q)}$ and continue with the estimate of the singular part of the derivative.

Fix $\lambda > 1$. Assume that $\delta \leq \lambda^{-2q}$ so that $|A| \leq \lambda^{-2q}$. By absolute continuity of the non-singular part, we may assume $\delta$ is so small that

(6.7) \[|Df|(A) \leq |D^s f|(A) + \frac{1}{\varphi_I^+(\lambda)}.\]

Since $u$ is a good representative, $V^+_A(f) = |Df|(A)$, which implies that

$$\sum_k |\Delta f(A_{i,k})| > |Df|(A) - \frac{1}{i_{\max} \varphi_I^+(\lambda)},$$

for any subpartition $(A_{i,k})$ of $A_i$ with sufficiently small $\max\{|A_{i,k}|\}$, where $i_{\max}$ is the number of intervals $A_i$. Now if $\frac{|\Delta f(A_{i,k})|}{|A_{i,k}|} \geq \lambda$, then (Inc) from the convexity of $\varphi$ implies that

$$\varphi_{A_{i,k}}^+ \left( \frac{|\Delta f(A_{i,k})|}{|A_{i,k}|} \right) \geq \varphi_{A_{i,k}}^+(\lambda) \frac{|\Delta f(A_{i,k})|}{|A_{i,k}|}.$$  

If, on the other hand, $\frac{|\Delta f(A_{i,k})|}{|A_{i,k}|} < \lambda$, then

$$\varphi_{A_{i,k}}^+ \left( \frac{|\Delta f(A_{i,k})|}{|A_{i,k}|} \right) \geq 0 \geq \frac{\varphi_{A_{i,k}}^+(\lambda) |\Delta f(A_{i,k})|}{\lambda |A_{i,k}|} - \varphi_{A_{i,k}}^+(\lambda).$$  

Therefore in either case we have the inequality

$$\varphi_{A_{i,k}}^+ \left( \frac{|\Delta f(A_{i,k})|}{|A_{i,k}|} \right) \geq \frac{\varphi_{A_{i,k}}^+(\lambda) |\Delta f(A_{i,k})|}{\lambda |A_{i,k}|} - \varphi_I^+(\lambda).$$
By (Dec)$_q$, (A0) and $|A_i| \leq \delta \leq \lambda^{-2q}$, we obtain $\varphi^+_A(\lambda) \leq (\lambda/\beta)^q \varphi^+_A(\beta) \leq \frac{K}{|A_i|}$. Hence by (A0), (VA1) and $\lambda > 1$, we see that $\varphi^+_A(\lambda) \leq (1+\varepsilon)\varphi^-_A(\lambda) \leq (1+\varepsilon)\varphi^+_A(\lambda)$. We conclude that

$$
\sum_{i,k} \varphi^+_A(\lambda) \left( |\Delta f(A_{i,k})| \right)_{|A_{i,k}|} \geq \sum_{i,k} \left( \frac{\varphi^+_A(\lambda)}{\lambda} |\Delta f(A_{i,k})| - \varphi^+_f(\lambda) |A_{i,k}| \right) \\
\geq \sum_{i} \varphi^+_A(\lambda) \left( |Df|(A_i) - \frac{1}{\max \varphi^-_A(\lambda) |A_i|} \right) - \varphi^+_f(\lambda) |A| \\
\geq \sum_{i} \varphi^+_A(\lambda) \left( |Df|(A_i) - \frac{1}{\lambda} \right) - \lambda^{-2q} \varphi^+_f(\lambda).
$$

Again, by (Dec)$_q$ and (A0), $\lambda^{-2q} \varphi^+_f(\lambda) \leq \lambda^{-q} \varphi^+_f(1) \leq \frac{c}{\lambda}$.

Next we observe by (6.7) that

$$
\sum_{i} \varphi^+_A(\lambda) \frac{|Df|(A_i)}{\lambda} \geq \sum_{i} \varphi^+_A(\lambda) |D^s f|(A_i) - \varphi^+_A(\lambda) \sum_{i} \left[ |Df|(A_i) - |D^s f|(A_i) \right] \\
\geq \sum_{i} \varphi^+_A(\lambda) \frac{|D^s f|(A_i)}{\lambda} - \frac{1}{\lambda} = \int \sum_{i} \varphi^+_A(\lambda) \frac{|D^s f|}{\lambda} d|D^s f| - \frac{1}{\lambda}.
$$

Since $\varphi^+_A(\lambda) \geq \varphi(x,\lambda)$ for every $x \in A_i$, we obtain that

$$
\sum_{i,k} \varphi^+_A(\lambda) \left( |\Delta f(A_{i,k})| \right)_{|A_{i,k}|} \geq \int \varphi(x,\lambda) \frac{d|D^s f|}{\lambda} - \frac{c}{\lambda}.
$$

Finally, we combine the estimate over $A$ and $B$ and have thus show that

$$
\nabla^\varphi(f) \geq (1+\varepsilon^{1/(2q)})^{-q} \int \varphi(x,|f'|) \, dx + \int \varphi(x,\lambda) \frac{d|D^s f|}{\lambda} - \frac{c}{\lambda} - c\sqrt{\varepsilon}.
$$

We obtain the desired lower bound as $\varepsilon \to 0$ and $\lambda \to \infty$ by monotone convergence, since $\frac{\varphi(x,\lambda)}{\lambda} \nearrow \varphi'(x)$, also using (6.5).

In the situation of the previous theorem, we precisely regain the $\varphi$-norm of the derivative of the function. Note that this result is new also in the variable exponent case. Furthermore, Example 5.2 shows that the result does not hold for $V^\varphi_f$.

**Corollary 6.8.** Let $f \in AC(I)$. If $\varphi \in \Phi_c(I)$ satisfies (VA1) and (Dec), then

$$
\nabla^\varphi(f) = \int_I \varphi(x,|f'|) \, dx.
$$

We conclude by commenting on the corollaries from the introduction. If $p : \Omega \to [1,\infty)$ is a bounded variable exponent, then (VA1) is equivalent to the strong log-Hölder condition. Further, $\varphi' = 1 + \infty \chi_{\{p>1\}}$ so that

$$
\int_I \varphi' \, d|D^s f| = \int_I 1 + \infty \chi_{\{p>1\}} \, d|D^s f| = |D^s f|(\{p = 1\})
$$

when $\chi_{\{p>1\}} = 0$ $|D^s f|$-a.e. In the double phase case $\varphi(x,t) = t + a(x)t^q$, we similarly obtain $\varphi' = 1 + \infty \chi_{\{a>0\}}$, and the corollary follows. Finally, in the Orlicz case $\varphi'_\infty$ is a constant. If the constant is infinity, then the singular part must vanish in order that $\infty |D^s f|(I)$ be finite, and so the function is absolutely continuous.
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